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Abstract
Proton transfer and hydrogen bonds are fundamental for the function, stability, struc-
ture and dynamics of chemically and biologically relevant systems. Hydrogen bonds
can be regarded as incipient proton transfer reactions, so theoretically they can be de-
scribed in unitary way. Here, a molecular mechanics force field approach is pursued.
This is a computationally effecient method, so it can be used to study the strong hy-
drogen bonding and proton transfer processes in large and complex systems.
After reviewing experimental and theoretical methods for proton transfer processes,
especially currently available simulation techniques, our method “MMPT” will be
presented in detail. The implementation of the code and its validation is discussed.
MMPT has been applied to a variety of diverse systems including organic molecules,
proteins, and transition metal complexes, and the results will be presented in Chap-
ter 3 - 5. And finally an extension of MMPT to allow proton transport, together with
future plans for MMPT development, will be discussed.
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1 Introduction
"If we were to name the most powerful assumption of all, which leads one on and on in an
attempt to understand life, it is that all things are made of atoms, and that everything that
living things do can be understood in terms of the jigglings and wigglings of atoms."
Richard Feynman, The Feynman Lectures on Physics, 1970
1.1 Background
Water is unique. It has high freezing and boiling points, smaller density in its solid
phase (ice) than liquid phase, high heat capacity, and high surface tension. All these
properties, which are essential to life on earth, are due to the capability of water
molecules to form hydrogen bonds (H-bonds). The electronic structure of water is
featured by two "lone pair" electrons, which can interact with the hydrogen atoms
in another water molecule, forming O-H· · ·O hydrogen bonds. Unlike ionic bonds
constructed by electrostatic interactions, hydrogen bonds are highly directional and
prefer near linearity. The strength of hydrogen bonds in water is about 5 kcal/mol,
only one order of magnitude greater than the thermal fluctuation kbT (0.6 kcal/mol)
at 300K, so these hydrogen bonds are highly dynamic. If one considers liquid water
as a three-dimensional hydrogen-bonded network of H2Omolecules, defects, such as
the existence of excess protons, are substantial to this network.
The mobility of protons in water is at least 4.5 times faster than any other cations
at room temperature, which can be understood as a consequence of proton transfer
along the hydrogen bonds in water. Protons migrate through the H-bond networks as
topological defects, which is much faster than the diffusion of individual atoms. This
phenomena has been already noticed and explained in similar terms by Grotthuss
more than 200 years ago, without even knowing the exact molecular structure of wa-
ter (he considered water as OH). He wrote "all the molecules of the liquid situated
1
1 Introduction
in this circle would be decomposed and instantly recomposed" in a report entitled
“Sur la décomposition de l’eau et des corps qu’elle tient en dissolution á l’aide de
l’électricité galvanique” published in Paris in 1806.1
Although “Grotthuss mechanism” is physically insightful, people still try to un-
derstand the detailed molecular mechanism of this fundamental process. In 1925
Hund suggested from semiempirical calculations that the protonated water molecule
(H3O+) can fit very well into the H-bond network in water, and can be stabilized
by such a network.2 In 1960’s, two elementary structures were proposed by Eigen et
al3 and Zundel et al.4, respectively. The Eigen complex, H9O+4 , can be considered as
a protonated water molecule (H3O+) solvated by accepting three hydrogen-bonded
water molecules (first solvation shell), and the proton can “hop” to any of these three
water molecules. In the Zundel complex, H5O+2 , one proton is shared equally by
two H2O molecules so the proton can transfer “barrierlessly” between them. These
two prototype conformations of protonated water are helpful, but not sufficient for
us to understand the PT process in water because more H2O molecules must be con-
sidered. Actually, it has been known for a long time5,6 that small changes in the
O–O distance can largely impact the proton shuttling along the respective hydrogen
bonds. Let’s consider Zundel complex H5O+2 , ab initio calculations at the CCSD(T)/6-
311++G(d,p) level show that in its optimized structure, the proton stays in the mid-
dle of the two oxygen atoms, i.e., in a one-dimensional single minimum potential.
But if the O–O distances are elongated a little from 2.384 Å to 2.6 Å, then a barrier
(0.1 kcal/mol) emerges and the proton dynamics should be described with a double
minimum potential. This illustrates that PT process is generally very sensitive to its
micro-environment.
After years of investigations and discussions,7–23 the current accepted picture of PT
in water can be summarized as the follows: the protonated water molecule H3O+a is
surrounded by three hydrogen-bonded water molecules, forming an Eigen-like con-
formation. But such an Eigen complex is not symmetric, i.e., the threewatermolecules
in the first solvation shell are not equal. One water molecule H2Ob has a shorter hy-
drogen bond to the Oa atom than the other two, forming a Zundel-like H5O+2 confor-
mation in a distorted Eigen structure. The identity of H2Ob changes within the three
water molecules in the first solvation shell without actual PT occurrence, which is
named “special pair (SP) dance” by Agmon and Voth and happens on an average of
40 fs. The outcome of such SP-dance process is the randomization of the proton hop
direction so the proton mobility is diffusive and uncorrelated. The real PT happens
2
1 Introduction
when fluctuations in H-bond network cause a hydrogen bond between Ob and one
water molecule in the second solvation shell to break and thus reduce the coordina-
tion number of H2Ob from 4 to 3. The SP is transformed now to a Zundel complex
H2Oa–H+–ObH2, in which the proton may rattle many times between Oa and Ob, and
finally a new Eigen complex centered at H3O+b may form. The rate-limiting step is the
hydrogen bond cleavage between the first and second solvation shell, which happens
on the time scale of several picoseconds. During the whole process, neither a large
delocalization of proton7 nor proton tunneling9 is likely to happen.
Hydrogen bonding and proton transfer are not only between water molecules or
between oxygen atoms. The donor and acceptor can be any two atoms with large
negativity, such as nitrogen or fluorine atoms. Meuwly systematically studied proto-
nated ammonia clusters and protonated ammonia chains where proton transfer hap-
pens between nitrogen atoms.24–28 Understanding the proton transfer mechanism in
polymer materials such as Nafion29 helps design better hydrogen fuel cells.30
Recent advance in molecular biology and structural biology has also highlight the
importance of PT in biological systems.31 It serves as a fast and common means to
transport charges. The proton gradient established by transmembrane proton pumps
such as bacteriorhodopsin (bR)32,33 and cytochrome c oxidase (CcO),34,35 allows en-
ergy transduction in living cells. Another example is the highly selective proton-
conducting M2 channel in influenza A virus, which plays a key role in the viral life
cycle by allowing proton flux from endoplasm into the virion and thus enabling the
uncoating and releasing of the viral RNA into the host cell.36,37 Proton transfer also
participates in numerous enzymatic catalysis - often as an elementary step - in liv-
ing systems.38,39 Examples are the proton transfer in liver alcohol dehydrogenase
(LADH)40–43 and dihydrofolate reductase (DHFR).44–46
Direct investigation of proton transfer dynamics is very difficult experimentally.
The most direct evidence for PT to occur are splitting of spectral features.47 However,
this is only available from high-resolution spectroscopy in the gas phase so only small
molecules with intermolecular proton transfer are measured.48–51 Another method is
to examine the tunneling contribution by proton transfer in the H/D kinetic isotope
effect (KIE).52–54 Nuclear magnetic resonance (NMR) are often used to measure the
rate constants and thus to obtain KIEs. With such techniques Limbach et al have
studied proton transfer thermodynamics and kinetics in a number of complexes,55–58
in which one of the donor or acceptor atoms has to be nitrogen for NMR activity.
Recently, high-resolution vibrational spectra has been recorded for protonated clus-
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ters. In 2003 Asmis et al. reported the vibrational spectrum of the shared proton in
the protonated dimer.59 Johnson et al. use vibrational predissociation spectroscopy
to characterize the spectral signature of cluster ions, such as protonated water clus-
ters H+(H2O)n (n=2-11),60 OH−·(H2O)n (n=1-5),61 [(CO2)n(H2O)]− (n=2-10)62 and
NO−2 ·H2O.63 In 2010, Duncan et al.64 reported photodissociation infrared spectra of
water clusters H+(H2O)n (n = 2-5) with andwithout Ar tagging. Time-resolved vibra-
tional spectroscopy65,66 and photoelectron spectroscopy67,68 are also used to study
the proton transfer mechanism in liquid water. The analysis of these experimental
spectra often relied on the aid of theoretical calculations. The vibrational transitions
associated with intermolecular proton transfer or “low-barrier” hydrogen bonds are
very sensitive to the chemical environment, and the infrared signatures exhibit a very
diffuse character.69,70 This make computational simulations, especially molecular dy-
namics (MD) simulations valuable for assigning spectra and obtaining energetics and
dynamics of the studied system.71–73 In the next section, some of these simulation
techniques available for proton transfer are reviewed.
1.2 Current Simulation Methods
1.2.1 Ab initio MD Simulations
The basic idea of all molecular dynamics simulations is to propagate particles in the
system according to the Newton’s second law
MIR¨I(t) = −∇IΦ(RI) (1.1)
where MI and RI are the mass and coordinates of particle I. The potential Φ(RI)
describe how the particles in the simulation interact with each other and with the
environment. In classical molecular dynamics, this potential is calculated by means
of a force field:
Φ(RI) ≈
N
∑
I=1
V1(RI) +
N
∑
I<J
V2(RI ,RJ) +
N
∑
I<J<K
V3(RI ,RJ ,RK) + · · · (1.2)
, which will be discussed later in more detail .
For ab initio molecular dynamics, Φ(RI) is computed from electronic structure cal-
culations that are performed “on-the-fly” as the MD trajectory is generated. Within
4
1 Introduction
the framework of ab initioMD, different levels of approximations can be applied. For
example, the motion of electrons and motion of nuclei can be solved simulateanously
by solving Schrodinger equations 1.3 and Newtonian equations 1.4 at the same time
ih¯
∂Ψ0
∂t
= HeΨ0 (1.3)
MIR¨I(t) = −∇I〈Ψ0|He|Ψ0〉 (1.4)
where He is the electronic Hamiltonian and Ψ0 represents the ground state wave func-
tions, which leads to the Ehrenfest MD.74 However, in order to follow the electrons,
time step in Ehrenfest MD simulations has to be set to a very small value (0.01 fs
or even less), which largely limits the accessible timescale by this technique. On
the other hand, we can also completely decouple the degrees of freedom of elec-
trons and of nuclei based on the Born-Oppenheimer approximation,75 and only time-
independent Schordinger equation has to be solved for the electronic degrees of free-
dom.
E0Ψ0 = HeΨ0 (1.5)
MIR¨I(t) = −∇Iminψ0〈Ψ0|He|Ψ0〉 (1.6)
where E0 is the lowest eigenenergy.
In such Born-Oppenheimer MD approaches, a much larger time step (typically 1-2
fs) can be allowed. The CPU-time-consuming electronic structure calculations can be
done at different levels of methods, usually density functional theory (DFT),24,76–78
but also post-Hartree-Fock (HF) methods such as MP2.78 Due to the computational
cost of ab initio methods, simulations are usually within tens of picosecond. In or-
der to extend MD trajectories to longer time scales, semi-emipirical methods such
as Self-Consistent Charge Density Functional Tight Binding (SCC-DFTB)79 are used.
SCC-DFTB is derived from DFT by a second order expansion of the total energy with
respect to the charge density, and achieves good balance between accuracy and effi-
ciency.24,80,81 SCC-DFTB/MD methods have been used to study the proton transfer
in protonated water clusters82, amino wires24,25 and 2-pyridone·2-hydroxypyridine
(2PY2HP) dimer.71
Born-OppenheimerMD simulations are carried out strictly on the Born-Oppenheimer
surface. To go beyond the Born-Oppenheimer approximation and to effectively cou-
ple the nuclear and electronic motions, Car and Parrinello postulated a generalized
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purely classical Lagrangian for both electronic and nuclear degrees of freedom83
LCP = ∑
I
1
2
MI R˙
2
I + ∑
i
1
2
µi〈ψ˙i|ψ˙i〉 − 〈Ψ0|He|Ψ0〉+ ∑
ij
Λij(〈ψi|ψj〉 − δij) (1.7)
, where fictitious masses µi and fictitious kinetic energies (temperature) ∑i
1
2µi〈ψ˙i|ψ˙i〉
are associated with the electronic degrees of freedom and Λij’s are the Lagrangian
multipliers for the wavefunctions’ orthonormality 〈ψi|ψj〉 = δij.
The equations of motion in the Car-Parrinello MD (CPMD) method can be derived
from Lagrangian 1.7 as
MIR¨I(t) = −∇Iψ0〈Ψ0|He|Ψ0〉 (1.8)
µψ¨i(t) = −Heψi + ∑
j
Λijψj (1.9)
The time step used in CPMD is typically 0.1 - 0.25 fs (4 - 10 a.u. approximately), and
simulations can reach the timescale of nanoseconds. Shortly after the introduction
and implementation of CPMD, it was used to simulate the transport of an “excess”
proton in water as well as a OH− ion which can be considered as a proton hole.10–13
Recently, CPMD simulations have been used to study proton transfer in more com-
plex, biologically inspired systems, such as PT between guanine and water84 and
between nicotine and water.85
In the above described ab initio simulations, nuclei are treated as pure classical
particles with Newtonian dynamics. To consider their quantum nature, the nuclear
degrees of freedom can be described using Feynman’s path integral formulation
of quantum statistical mechanics,86 which can be further combined with electronic
structure methods in a suitable way.87 This leads to the path integral Car-Parrinello
molecular dynamics (PICPMD) method,87,88 which has been used to study PT in wa-
ter by Parrinello and collaborators.20,21 Tuckerman recently carried out PICPMD sim-
ulations to study the proton transport in some common acid membranes employed
in hydrogen fuel cells.89,90
One concern regarding ab initio MD methods is the accuracy. Since the electronic
structure calculations are the most time-consuming part at each time step, they are
usually carried out at relatively low levels of theory and with relatively small basis
sets. Recently, Lee and Tuckerman reported CPMD simulation of pure liquid water
in a complete basis set limit91,92 and found substantial difference in the calculated
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structural and dynamical properties of water compared with early CPMD simula-
tions with “incomplete” plane-wave basis sets with cutoffs.93,94 Although still three
fold underestimated, the computed diffusion coefficient with the “complete” basis set
was much closer to the experimental value. In general, CPMD simulations assume
too structured and too slowly diffusing water, which might be due to the generalized
gradient approximations (GGA) employed in the DFT methods of standard CPMD
simulations.95,96 For semiempirical methods such as SCC-DFTB, the accuracy of the
additional parameterizations is also questionable.80,97
Another concern for ab initio MD methods is their demanding computational cost.
To overcome this drawback, ab initio MD and classical MD can be coupled. Such
quantum mechanics/molecular mechanics (QM/MM) methods are often used to
study chemical reactions in biological systems, such as enzyme catalysis.
1.2.2 QM/MM Methods
In the QM/MM approach,98 a localized region, which includes the "active site"
where chemical reactions occur, is treated by QM methods and the rest of the sys-
tem is modeled by MM force fields. Motions of atoms in the QM region can be de-
scribed by any of the ab initio MD methods discussed in section 1.2.1, for example
Born-Oppenheimer MD with PM699,100 or SCC-DFTB,82,101 as well as CPMD meth-
ods.102,103 Marx et al and Cui et al studied the structures, dynamics and infrared spec-
tra of protonated water networks in bacteriorhodopsin with CPMD/MM104–106 and
SCC-DFTB/MM simulations,107,108 respectively. Cui also applied SCC-DFTB/MM
methods to investigate the proton transfer processes in carbonic anhydrase (CA)109,110,
CcO111 and LADH.41
A technical challenge of QM/MM methods is to correctly deal with the interac-
tions across the boundary between the QM region and the MM region.112 Usually,
the separation of atoms into two regions remains constant during a MD simulation.
But for proton transfer and transport involving water, this might not be valid any-
more. Water is highly diffusive and a water molecule can easily move from the QM
region to the MM region and vice versa. So a certain water molecule must be able
to be switched between a “QM water” and an “MM water”, which is challenging to
the definition and treatment of the QM/MM boundary. Besides water molecules, the
proton itself might also travel through a relatively large area (condiser a proton trans-
port through an entire membrane protein). In currently available QM/MMmethods,
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the QM region is always fixed as defined at the beginning of the simulation, and can-
not move along with the travelling proton. So often a rather large QM region should
be assumed, which makes the computational demands of the QM calculations hardly
affordable. This limits the applications of QM/MM approaches to systems in which
the excess proton is solvated and transported in a fairly small region, which is the
case in bR.104–108 It must be pointed out that these complications are technical, they
can be - and they are being - addressed.112–117
1.2.3 Force Field Approaches
MS-EVB
A well-established force field based approach to simulate proton transfer and trans-
port is multistate empirical valence bond (MS-EVB) method, developed mostly in
Voth’s group17–19,118,119 but also independently in Borgis’s group.120,121 MS-EVB is
in general an extension of the empirical valence bond (EVB) originally proposed by
Warshel.122,123 The EVBmethod considers a bond breaking/formation reaction as the
system goes from one state to the other, and its potential energy V can be composed
from the potential V11 of the reactant-like state and the potential V22 of the product-
like state as
V =
1
2
[V11 +V22 −
√
(V11 −V22)2 + 4V212] (1.10)
, which is actually the lowest eigenvalue of the matrix
M =
(
V11 V12
V12 V22
)
(1.11)
It should be noted that V11, V22 and V12 are all coordinate-dependent and usually
described by empirical MM force fields. The off-diagonal term V12 can be considered
as the coupling between the two states and needs to be determined “empirically”,
usually by fitting to ab initio PESs. Such standard (two-state) EVB approaches have
been employed to develop reactive force fields for proton transfer in water124,125 as
well as in other more complicated systems such as acetylacetone.126
In principle more states can be included in such a valence-bond-inspired picture,
which leads to the multistate EVB method.118 The matrix M in 1.11 becomes N × N
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instead of 2× 2 if there are in total N states included in the EVB calculation.
M =


V11 · · · V1N
... . . .
...
VN1 · · · VNN

 (1.12)
Again, the lowest eigenvalue of M will be the potential energy of the system. For
aqueous PT, it is computationally not feasible to go over all the possible states since
N will become quite large (N=20 even for the protonated water dimer (H5O+2 ) in gas
phase) and matrix dignolization scales as O(N3). Fortunately, most of these states
will have negligible contributions in a certain configuration. So instead of including
the complete set of states, only those “relavent” states are chosen to construct 1.12.
However, whether a state is relavent or not is unknown before the construction and
diagnolization of M (it can be known afterwards, from the coefficients in the eigen-
vector). So certain state-selection rules need to be pre-defined, and in each simulation
step these rules are applied to determine how many and which states are included in
the EVB calculation, i.e., the multiple states will change their identity “on the fly”
in the simulations. Voth and his co-workers found out that 22 states are on average
required for describing a single proton solvated in the bulk water under ambient con-
ditions, and sometimes N=40 must be allowed in MS-EVBMD simulations to reason-
ably conserve the total energy.19 This leads to a picture that the proton is extremely
delocalized.
The MS-EVB methods have been subsequently improved since its first implemen-
tation by Schmitt and Voth in 1998.118 In its original model, charges have to be scaled
to achieve quantitative agreement with ab initio results, e.g., the net charge of H3O+
has to be reduced from 1.00e to 0.76e, which limits its application to PT in more gen-
eral systems. Such a charge scaling scheme is eliminated by introducing two new
repulsive terms in the second generation model (MS-EVB2).18 These repulsive terms
are further improved in the latest MS-EVB3 model19 to fix an unphysical small arti-
fact in the oxygen-oxygen radial distribution function (RDF). Also in MS-EVB3 the
underlying water potential was improved: two specially parameterized flexible wa-
ter potentials (SPC/Fw127 and qSPC/Fw128) are included for classical and quantum
simulations, respectively. Most importantly, the state-selection algorithm has been
refined to provide better total energy conservation - smaller energy drifts - in the MD
simulations.
Whether the total energies in NVE simulations are conserved or not is critical to
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any deterministic MD methods. Without energy conservation in NVE MD simula-
tions, the ensembles generated by MD simulations and the statistics sampled from
MD trajectories will be problematic. However, the energy conservation of MS-EVB
methods is not satisfactory. For NVE simulations of one proton solvated in water
molecules with a time step of 1 fs, the total energies decrease with a constant rate
of 13.1 kcal/(mol−1·ns−1) and 3.4 kcal/(mol−1·ns−1) for the MS-EVB2 and MS-EVB3
models, respectively (see the Figure 16 in Ref. 19). Such drift rates can be reduced
by 50% with a 0.5 fs time step but decreasing the time step beyond that value does
not lead to significant improvement.19 It must be pointed out that although energy
conservation has been largely improved over generations of models,18,19 in theory
MS-EVB approaches cannot conserve the total energy due to the simple fact that the
states included in EVB calculations are varying during simulations, which means dis-
continuities in the potential energy surfaces and hence discontinuities in the forces
(derivatives of potentials). Such discontinuities can be smoothed by carefully tuned
parameters and state-selection algorithms, but cannot be removed completely under
the current theoretical frameworks of MS-EVB methods.
Another difficulty of MS-EVB is parametrization. For PT in bulk water, 29 and 13
independent parameters are required for the potential energy in the MS-EVB3 and
MS-EVB2 models, respectively. Some of these parameters, especially those appears
in the state couplings Vij(i 6=j), are very difficult to fit since they are not physically ob-
servables. Moreover, for a particular system, in order to minimize the discontinuities
in potential and thus to have reasonable energy conservation, it is very important to
tune the parameters in the state-selection algorithm (cutoff radius, cutoff angle, num-
ber of solvation shells, and number of EVB states allowed in each solvation shell).18
This makes setting up MS-EVB simulations very tedious work.
Regardless of these drawbacks, MS-EVB methods achieve enormous success in in-
vestigating proton transfer and transport processes in bulk water,14–16,18,19,129 in weak
acids,130–132 at interfaces,133–136 and in biomolecular systems such as CA,137 CcO,138
and the M2 proton channel in influenza A.139,140 New techniques are also introduced
into the MS-EVB approaches. For example, all the MS-EVB methods described above
cannot treat several protons simulateanously, i.e., in these simulations there can be
only one excess proton in the systems. To overcome this, a specialized self-consistent
iterative multistate EVB (SCI-MS-EVB) is developed to allow multiexcess protons in
simulations.119 This technique has been used to simulate acidic solutions at various
concentrations141–143 and is able to, for example, qualitatively reproduce the experi-
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mental IR difference spectrum of 1 M HCl solution.143
Q-HOP
Q-HOP (quantum hopping) MD, developed in Helms’s group144–146, is another clas-
sical force field approach to simulate proton transfer in the condensed phase. It allows
stochastic proton hopping during the standardMD (Newtonian) evolution of the sys-
tems.145 The probability of proton hopping is determined by coordinate-dependent
functions (e.g., depend on the donor-acceptor distance and the energy difference be-
tween the minima at the donor and acceptor sides) that have been carefully param-
eterized against electronic structure calculations.144 If a proton transfer event takes
place (the computed probability is larger than a random number), then the topology
of the system is modified before the simulation continues. This is a very efficient
method and has been applied to study proton transfer in water as well as in many
complex systems such as gated proton channels, proton pumping proteins and fuel
cell membranes.147–151
Q-HOP MD has been implementated into the parallel quantum chemistry package
NWChem.152 In principle multi excess protons can be included in Q-HOP simula-
tions, but in practice the system temperature was reported to be unstable if several
protons were allowed to transfer simultaneously.150 So the Q-HOP method is cur-
rently restricted to only one hoppable proton. Q-HOP MD is by nature stochastic,
meaning that the dynamics are not carried out on a deterministic “underlying” po-
tential energy surface in the form of Newton’s equations. This feature makes it diffi-
cult to relate actual physical interactions to the generated dynamics, and additional
efforts may be needed to interpret the simulation results.148
There are several other methods to simulate proton transfer and transport based on
force field concepts. For example, Keffer et al develop a reactive MD model to study
proton transport with a series of ab initio computed geometry triggers, and once all
the triggers are satisfied proton transfer takes place and the system re-equilibrates
before the next step of the simulations.153 The ReaxFF reactive force field154 has also
been recently extended to study the proton transfer in glycine and its tautomerization
of between the neutral form and the zwitterionic form.155 However, these methods
are not as well-developed as the MS-EVB and Q-HOP methods that are reviewed
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above, and have only been tested in a few particular applications.
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2 Molecular Mechanics with Proton
Transfer
"If I had more time, I would have written you a shorter letter."
Blaise Pascal, Lettres Provinciales, 1656
In this chapter the MMPT (Molecular Mechanics with Proton Transfer) module im-
plemented in CHARMM is discussed. First we present the basic idea of such a force
field for proton transfer reactions. Then different MMPT PESs are introduced. Next,
the code structure, implementation and validation of MMPT are analyzed. Finally
the parametrization for prototype PT systems are presented.
2.1 Conceptual Ideas
2.1.1 Classical Force Fields
As illustrated in the formula 1.2, explicit exclusion of all electronic effects into a few
coordinate-dependent function terms leads to classical force fields. The functional
form of a generic force field is
Vtot = Vbond +Vangle +Vdihe +Velstat +VvdW (2.1)
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where each term is a function of the atomic coordinates and is separately parametrized
Vbond = ∑Kb(r− re)2 (2.2)
Vangle = ∑Kθ(θ − θe)2 (2.3)
Vdihe = ∑Kφ(1+ cos(nφ − δ)) (2.4)
Velstat =
1
4pie0
∑
qiqj
rij
(2.5)
VvdW = ∑ eij

(Rmin,ij
rij
)12
−
(
Rmin,ij
rij
)6 (2.6)
The first three terms represent the internal “bonded” interactions while the latter
two describe the “non-bonded” ones. In these expressions, K are the force constants
associated with the respective type of interaction, re and θe are equilibrium values, n
is the periodicity of the dihedral and δ is the phase which determines the location of
the maximum. The sums for the bonded terms are carried out over all the pre-defined
bonds in the system, and all possible valence and dihedral angles for bonded atoms.
Non-bonded interactions include electrostatic and van der Waals terms which
sum over all non-bonded atom pairs. The electrostatic terms 2.5 are described with
Coulombic interactions between point charges where qi and qj are the atomic partial
charges of the atoms i and j involved and e0 is the vacuum dielectric constant. For the
van der Waals terms, a Lennard-Jones potential is used with well depth eij =
√
eiej
and range Rmin,ij = (Rmin,i + Rmin,j)/2 at the Lennard-Jones minimum. This interac-
tion captures long range dispersion (∝ −r−6) and exchange repulsion (∝ r−12) where
the exponent of the latter is chosen as doubling that of the former for computational
convenience.
Eq. 2.1 constitutes a minimal model for force fields, which were developed with the
emphasis to carry out studies of the structure and dynamics ofmacromolecules156–163.
These classical force fields, including CHARMM,160,164,165 AMBER,161 OPLS162 and
GROMOS,163 provide a compromise between accuracy and speed, and are largely
applied in characterizing and sampling conformations of extensive molecular struc-
tures. They can be further extended by adding additional terms to Eq. 2.1. Taking
CHARMM force field for example, the improper dihedral terms and the Urey-Bradley
terms can be used to optimize the fit to vibrational spectra and out-of-plane motions,
and a numerical correction term named CMAP has been recently introduced166,167 to
improve the dynamical and structural properties of protein main chains. Also, cross
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terms between different internal coordinates (for example the coupling between bond
lengths and angles) can be added, constituting the so-called “Class II” force fields159
that include MMFF168 and CFF.158
2.1.2 Replacing the isotropic interaction in standard force fields
with explicit 3D MMPT PES V(R, r, θ)
Let’s consider a general proton transfer or hydrogen bonding motif D–H· · ·A where
D is the donor, H is the hydrogen and A is the acceptor atom. In a standard force
field with all-atom representation and fixed point charges, the interaction within this
motif will be considered as the harmonic bond stretching between D and H, plus the
non-bonded interactions between D–A and H–A atom pairs. So the only effective in-
teraction that attracts the H atom to the acceptor is the electrostatics between H and
A, which is isotropic although the proton transfer reaction or hydrogen bonding are
known to be highly directional. Also, the distance-dependence is not correctly mod-
eled with a reciprocal relationship. Proton transfer reactions, i.e., H atom transfering
from donor to acceptor is prohibited because of the harmonic constraint between D
and H atoms. It should be noted that the simplest model that allows bonds to break
is the Morse potential.169
CHARMM actually contains an explicit hydrogen bonding term
Ehb = ∑(
A′
riAD
− B
′
r
j
AD
) cosm(θA−H−D) cosn(θAA−A−H) (2.7)
where A′ and B′ are force field parameters, i and j are positive integers that are usu-
ally set to 12 and 10. AA is another atom connected to the acceptor. m = (0, 2, 4)
which depends on the type of donor and n = (0, 2) depends on the acceptor’s atom
type. In practice the exponentsm and n are usually set to zero, which means that only
the radial term in Eq. 2.7 is used.
Formula 2.7 was developed in the early times of CHARMM when the extended-
atom (united atom) model was assumed in MD simulations. In the extended-atom
model, hydrogen atoms are treated as part of the atoms to which they were bonded,
which significantly reduces the system size and also allows larger integration step
sizes, and the explicit hydrogen bonding term 2.7 is required. However, comparison
with ab initio calculations show that such additional H-bond terms cannot capture
the energy profile of hydrogen bonds.170 So in later CHARMM force fields such as
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“PARAM19”171, the so-called polar hydrogens (OH and NH) are identified seper-
ately and treated explicitly, and hydrogen bonds are described by the Lennard-Jones
and electrostatic terms alone. With the advance of computational power and the in-
troduction of the SHAKE algorithm172,173 that allows larger time steps, all the hy-
drogen atoms are included explicitly in simulations nowadays. This eliminates the
need to include term 2.7 in the current generations of CHARMM force fields such as
CHARMM22 and CHARMM27.
We establish a different approach.72,174–176 Generally, the interaction within the D–
H· · ·Amotif in a standard force field is replaced by a parametrized three-dimensional
potential energy surface V(R, r, θ) where R is the distance between donor and ac-
ceptor, r is the distance between donor and H atom, and θ is the angle between R
and r. For a three-body interaction, 3 internal coordinates (3×3-6) lead to a com-
plete description. The PESs should be used together with a standard force field -
here, CHARMM force field164 - and lead to specialized reactive force fields for proton
transfer. The method is named Molecular Mechanics with Proton Transfer, or MMPT
for short.
To follow the dynamics of proton transfer reactions and hydrogen bonds in chem-
ical and biological systems with MMPT, such 3D PESs V(R, r, θ) should be given in
analytical forms, and are preferable to be implemented into conventional MM and
MD codes such as CHARMM. The implementation of MMPT into CHARMM and
its validation will be presented in section 2.2, while the functional forms of current
avilable MMPT potentials are discussed below.
2.1.3 Functional Forms of MMPT Potentials
There are five potential types supported in the current MMPT implementation:
SSM176 (symmetric singleminimum), SDM176 (symmetric doubleminimum), ASM176
(asymmetric single minimum), NLM177 (nonlinear hydrogen bond) and LPE (legen-
dre polynomials expansion). To facilitate the parametrization of MMPT potentials,
the internal coordinate r (D–H distance) is replaced by a dimensionless coordinate
ρ = (r− rmin)/(R− 2rmin) (2.8)
where rmin = 0.8 Å is in principle arbitrary but should be sufficiently small to cover
the shortest possible D–H separations to avoid ρ becoming negative.
SSM and SDM are symmetric potentials developed according to the prototype sys-
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tem H2O–H+ · · ·OH2 (single minimum) and H3N–H+ · · ·NH3 (double minimum),
respectively. The function form is
V(R, ρ, θ) =Deq(R)[1− exp(−β(R)(ρ − ρeq(R)))]2
+ Deq(R)[1− exp(−β(R)(1− ρ − ρeq(R)))]2
− Deq(R)− c + kθ2
(2.9)
and the parameters in Eq. 2.9 are given by:
Deq(R) = p1(1− exp(−p2R− p3))2 + p4 (2.10)
β(R) = p5 + p6R (2.11)
ρeq(R) = p7(exp(−p8R) + p9) (2.12)
k = p10 (2.13)
c = p11 (2.14)
The radial and angular parts are fully decoupled in Eq. 2.9 as
V(R, ρ, θ) = V0(R, ρ) + kθ2 (2.15)
where V0(R, ρ) can be regarded as the superposition of two morse potentials whose
parameters depend on R and the angular dependence is described with a harmonic
potential of θ. SSM and SDM potentials have the same function formwhile the differ-
ence in the PES shapes (single minimum or double minimum) is encoded in different
parameterizations, so they can in principle bemerged as one type. The discrimination
into two separate MMPT PES types is due to historical reasons during the develop-
ment, and is kept in the current MMPT module.
The ASM PES is developed to describe PT in an asymmetric potential such as the
PT in H3N–H+ · · ·OH2. The same assumption is adopted that the potential can be
decomposed into a two-dimensional V0(R, ρ) plus a harmonic potential in θ, and the
mathematical formula is given by
V(R, ρ, θ) =Deq,1(R)
[
1− exp(−β1(R)(ρ − ρeq,1(R)))
]2
+ Deq,2(R)
[
1− exp(−β2(R)(ρeq,2(R)− ρ))
]2
− c(R) + kθ2
(2.16)
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where
Deq,1(R) = p1(1− exp(−p2R− p3))2 + p4 (2.17)
β1(R) =
p5
1− exp(−p6(R− p7)) (2.18)
ρeq,1(R) = p8(1− exp(−p9(R− p10))2 + p11 (2.19)
Deq,2(R) = p12(1− exp(−p13(R− p14))2 + p15 (2.20)
β2(R) =
p16
1− exp(−p17(R− p18)) (2.21)
ρeq,2(R) = p19(1− exp(−p20(R− p21))2 + p22 (2.22)
c(R) = p23(1− exp(−p24(R− p25))2 + p26 (2.23)
k = p27 (2.24)
MMPT potentials 2.9 and 2.16 assume the predominate linearity of the D–H–A
motif and will not be applicable to nonlinear hydrogen bonds. Yang177 proposed
a MMPT potential “NLM” for nonlinear hydrogen bonds such as the intramolecular
H-bond in MA. For this, ρ is re-defined as
ρ = (r cos θ − rmin)/(R− 2rmin) (2.25)
and a new variable d = r sin θ is introduced as the perpendicular bending displace-
ment. In terms of the new internal coordinates {R, ρ, d}, the symmetry between D and
A atoms can be expressed as
V(R, ρ, d) = V(R, 1− ρ, d) (2.26)
The detailed expression of the “NLM” potential is given by:
V(R, ρ, d) = V0(R, ρ) +Vd(R, ρ, d) (2.27)
where the isotropic part V0(R, ρ) is the same as in Eq. 2.9 and 2.15
V(R, ρ, θ) = Deq(R)[1− exp(−β(R)(ρ − ρeq(R)))]2
+ Deq(R)[1− exp(−β(R)(1− ρ − ρeq(R)))]2 − Deq(R)− c
(2.28)
with the same parametrization as in Eq. 2.10, 2.11, 2.12 and 2.14. The perpendicular
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bending part is formulated as an {R, ρ}-dependent harmonic potential
Vd(R, ρ, d) =
1
2
[p10V0(R, ρ) + p12][d− (p14 − p13(ρ − 0.5)2)]2 (2.29)
Table 2.1: Comparison of MMPT potentials
PES type formula # params prototype system
SSM 2.9 11 H2O–H+ · · ·OH2
SDM 2.9 11 H3N–H+ · · ·NH3
ASM 2.16 27 H3N–H+ · · ·OH2
NLM 2.27, 2.28, 2.29 14 HO-CH=CH-CH-O
LPE 2.30, 2.32, 2.39 114 H2O–H+ · · ·OH2
All of the above MMPT potentials can be regarded as 2D potentials V0(R, ρ) plus
angular revisions. A more sophisticated PES that explicitly couples all the three de-
grees of freedom has been developed to study proton transfer processes that involve
reorientation, such as the proton shuttling in bulk water. This potential is expressed
as an expansion in Legendre polynomials and named “LPE”
V(R, ρ, θ) =
n
∑
λ=0
Vλ(R, ρ)Pλ(cosθ) (2.30)
where Pλ(x) is the λth-order Legendre polynomial that can be deduced by the recur-
rence relation
(λ + 1)Pλ+1(x) = (2λ + 1)xPλ(x)− λPλ−1(x) (2.31)
and P0(x) = 1, P1(x) = x.
The zeroth order V0(R, ρ) is given by
V0(R, ρ) =a0(R)[1− exp(−a1(R)(ρ − a2(R)))]2
+ a0(R)[1− exp(−a1(R)(1− ρ − a2(R)))]2
+ a3(R) exp[−a4(R)(ρ − 0.5)2]− a5(R)
(2.32)
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where
a0(R) = p0(1){tanh[p0(2)(R− p0(3))] + p0(4)} (2.33)
a1(R) = p1(1){tanh[p1(2)(R− p1(3))] + p1(4)} (2.34)
a2(R) = p2(1){tanh[p2(2)(R− p2(3))] + p2(4)} (2.35)
a3(R) = p3(1){tanh[p3(2)(R− p3(3))] + p3(4)} (2.36)
a4(R) = p4(1){tanh[p4(2)(R− p4(3))] + p4(4)} (2.37)
a5(R) = p5(1){tanh[p5(2)(R− p5(3))] + p5(4)} (2.38)
And for higher orders, Vλ 6=0(R, ρ) is expressed as
Vλ(R, ρ) = b0,λ +
b1,λ(R)
b2,λ(R)[(ρ − 0.5)2 + b21,λ(R)]
(2.39)
where
b0,λ = f0(λ) (2.40)
b1,λ(R) = f1(λ){tanh[ f2(λ)(R− f3(λ))] + f4(λ)} (2.41)
b2,λ(R) = f5(λ) + f6(λ)[R− f7(λ)]2 + f8(λ)[R− f7(λ)]4 (2.42)
The expansion 2.30 is truncated at n = 10 for currently implemented MMPT provi-
sions, which leads to in total 114 parameters. In practice not all the terms need to be
“activated”. For example, fitting LPE potential 2.30 to an ab initio PES scan of rotating
a water molecule around H3O+ illustrates that taking only λ = 0, 1, 3 terms already
gives a good approximation
V(R, ρ, θ) = V0(R, ρ) +V1(R, ρ) cos θ +V3(R, ρ)[
5 cos3 θ − 3 cos θ
2
] (2.43)
, which reduces the number of actual MMPT parameters for “LPE” potential to 44
since all other parameters in Eq. 2.30 are set to zero. See section 2.3.2 for more details.
2.1.4 Switching related interactions on and off during proton
transfer
In CHARMM as well as other standard MD codes, no chemical reaction is allowed.
Information on all the bonded and non-bonded interactions is specified (for example
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D
X3
X2
H A
X1
X4
Figure 2.1: Illustration of a general D–H· · ·A motif
in the CHARMM psf file) before the dynamics evolution, and cannot be changed
“on the fly”. If two atoms are bonded, they are always bonded. However, proton
transfer is a bond breaking/forming process, i.e., the D–H bond breaks and the H–
A bond forms. Consequently, the definition of related valence and dihedral angles
also need to be revised. To address this problem, MMPT explicitly includes all the
interactions on both donor and acceptor side. Bonded and non-bonded terms for the
two possible topologies (DH–A or D–HA) are all taken into account in MMPT, and a
smooth switching function is applied to tune the interactions on and off (see Table 2.2)
depending on the position of the transfering H-atom. The switching function is given
by
SWF(R, r, θ) =
tanh[2R · (r cos θ − 0.5R)] + 1
2
=
tanh[2Rr cos θ − R2] + 1
2
(2.44)
which yields 0.5 at the transition state and values close to 1 if H is bound to D and 0 if
H is bound to A. For numerical stability, R2 in Eq. 2.44 is replaced by 0.999997772R2 +
0.000001203R− 0.000001605 in the current implementation.
The details of switching force field terms are presented in Table 2.2. X1 represents
all atoms connected to the Donor, and X2 the atoms connected to X1. Similarally, X3
and X4 are acceptor antecedents and atoms bonded to the antecedents, as depicted
in Fig. 2.1. Three terms in standard CHARMM force field, namely the bonding be-
tween D–H and the non-bonded interactions between D–A and H–A atoms, should
be removed to avoid double counting of energies because they are already mod-
elled within the 3D MMPT potential V(R, r, θ). Other interaction terms are either
“switched on” or “switched off”. “Switch on” amounts to add this term in force
field calculations and to multiply it with SWF(R, r, θ), while “switch off” means that
this term is already included in standard force field but should be multiplied with
(1− SWF).
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Table 2.2: Summary of interactions modified by MMPT. See text for details.
Bond D–H remove
Angle H-D-X1 switch offH-A-X3 switch on
Dihedral H-D-X1-X2 switch offH-A-X3-X4 switch on
Non-Bonded
D-A remove
H-A remove
X1-H switch off
X2-H switch off
X3-H switch on
X4-H switch on
2.2 Implementation and Validation
2.2.1 Implementation into CHARMM
MMPT has been implemented as an individual module in the most recent CHARMM
version, c36a6 (CHARMM official svn checkout r90). The whole module is en-
coded as misc/mmpt.src under the CHARMM directory. A documentation file
(doc/mmpt.doc) has been provided to instruct the usage of MMPT, while four test
cases are prepared and included in test/c36test. Some CHARMM source codes and
complilation files have to be slightly modified to allow the inclusion of MMPT ener-
gies and forces in MD simulations. The complete list of files added and modified by
MMPT is summarized in Table 2.3.
2.2.2 Code Structure
The MMPT module is functionized with two major subroutines: MMPTINIT and
EMMPT. MMPTINIT is only called when entering the MMPT module. It reads in
the definition of PT motifs (the donor, proton and acceptor atoms, together with the
MMPT PES types), and the corresponding parameter files. It also generalizes the list
of all interactions that will be removed, added or modified by MMPT. The flowchart
of MMPTINIT is presented in Figure 2.2.
EMMPT is called every time a CHARMM ENERGY calculation is carried out. The
structure of EMMPT is illustrated in Figure 2.3, where texts in rectangles describe
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Table 2.3: Files added or modified by MMPT. The common path is under the
CHARMM directory.
Files added by MMPT Files modified by MMPT
source/misc/mmpt.src build/UNX/charmm.mk
doc/mmpt.doc build/UNX/energy.mk
test/c36test/mmpt.ma.inp build/UNX/misc.mk
test/c36test/mmpt.h5o2p.inp install.com
test/c36test/mmpt.2py2hp.inp source/charmm/miscom.src
test/c36test/mmpt.n2h7p.in source/energy/energy.src
test/data/hbridge.ma.def source/energy/eutil.src
test/data/mmpt.ma.pdb source/ltm/energy_ltm.src
test/data/mmpt_nlm_ma.prm source/misc/mmpt.src
test/data/2py2hp.pdb
test/data/2py2hp.psf
test/data/2py2hp.rtf
test/data/hbridge.2py2hp.def
test/data/mmpt_sdm_2py2hp_nhn.prm
test/data/mmpt_sdm_2py2hp_oho.prm
test/data/h5o2p.rtf
test/data/h5o2p.par
test/data/h5o2p.pdb
test/data/mmpt_ssm_h5o2p.prm
test/data/hbridge.h5o2p.dat
test/data/n2h7p.pdb
test/data/mmpt_sdm_n2h7p.prm
test/data/hbridge.n2h7p.def
what the code doeswhile in ellipses subroutines that EMMPT calls are listed. EMMPT
returns the modification of potential energies and forces (the derivates of potential
energies) by MMPT.
2.2.3 Validation
As already pointed out in the Introduction, one critical point to validate non-standard
force field methods is whether total energy is conserved in NVE simulations. Energy
conservation also ensure that the analytical derivates implemented in the code have
the correct functional forms. Here we validate our MMPT module in CHARMM by
assessing the energy conservation situations for the following four different MDNVE
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read MMPT definition file
check whether the atom type and PES type is correct
read PES parameter file
Get the bond, angle, diheral and non-bond interactions that
need to be added, removed or modified by MMPT
check whether the ff parameters for these additional interactions exist
print out MMPT information and exit
YES read MMPT parameter file
NO
Figure 2.2: code structure of MMPTINIT
For each PT motif:
According to the PES type,
calculate V(R, r, theta)
Remove the D-H bond interaction, i.e.
the potential energy and forces
Switch on and off the angle bending inter-
actions according to the proton position
Modify the dihedral and the improper 
diheral interactions in the similar way
Modify the non-bond interactions
Return the total energy revision by MMPT
module (EU), while the modification of forces is
done to the CHARMM global array DX, DY, DZ
EPTNHN, EPTOHO
EPTHNO, EPTNL
EPTOHOLE
EBONDMMPT
EANGLMMPT
SWITCHMMPT
EPHIMMPT
SWITCHMMPT
NBNDMMPT
EVDW14MMPT
SWITCHMMPT
Figure 2.3: code structure of EMMPT
simulations: a) 10 ns simulation of H5O+2 with “SSM” PES
∗ and a time step ∆t = 0.1
fs; b) 10 ns simulation of H5O+2 with “LPE” PES (parameters listed in Table 2.5) and a
∗PES parameters: 141.901588, 2.228720, 1.960100, 11.879385, -0.977126, 1.348090, 357.171000, 3.393090,
0.102289, 0.008873, 35.621011.
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time step ∆t = 0.1 fs; c) 1 ns simulation of 2PY2HP dimer with two PT mofits treated
respectively by “SSM” and “SDM” PES (parameters listed in Table 5.1), and the time
step is set to 0.2 fs; and d) 1 ns simulation of ubiquitin (1ubq178) solvated in a pre-
equilibrated TIP3P179 water box with periodic boundary conditions and a cutoff of
12 Å is applied to the shifted electrostatic and switched Van der Waals interactions,
where 29 hydrogen bonding motifs are treated by MMPT with the “ASM” PES† and
the time step is set to 0.2 fs.
The time evolutions of the total energies in these four MD simulations are plot-
ted in Figure 2.4. Energies are stable and conserved during nanosecond simulations.
The fluctuations of total energies along a MD trajectory is computed to characterize
quantitatively the energy conservation situations
δE = E− 〈E〉 (2.45)
where 〈E〉 is the average of E along the trajectory. Ideally δE should be kept zero dur-
ing simulations, but numerical errors will render them into a Gaussian distribution.
For the four test cases considered here, energy fluctuations in a, b and c obey Guas-
sian distributions with a width of less than 0.01 kcal/mol (see Figure 2.5), illustrating
that the total energies conserve very well. On the other hand, the total energies for
the test case d fluctuate within 1 kcal/mol during 1 ns simulation. It should be noted,
however, this is a large system containing 16897 atoms. Periodic boundary conditions
and cut-off schemes for non-bonded interactions are applied. Standard MD simula-
tions were also carried out by CHARMM with no MMPT module, and resulted in a
histogram of δE with similar fluctuation pattern. (see Figure 2.6)
The time steps in above MD simulations are set to 0.1 fs or 0.2 fs. They are shorter
than the time steps usually used in standard CHARMMMD simulations (1 fs or 2 fs),
but are necessary to follow the proton dynamics. Energy conservation of simulations
with larger time steps are also assessed with the test case ’a’ (10 ns simulation of
H5O+2 with “SSM” PES). As shown in Figure 2.7, for larger time step sizes δE still
obey Gaussian distributions, but with broader widths. Also, a “long tail” is observed,
which skews the distribution to the left. For ∆t = 1 fs, the total energies are stable
and conserved well during 10 ns simulation times.
A similar trend is observed if simulation temperature is increased. For all four MD
simulations in Figure 2.4 and 2.5, the temperature is set to 300K. This means that be-
†PES parameters: 16.079, 1.815, 3.311, 121.346, 4.094, 2.323, 2.815, -0.098, 1.671, 2.743, 0.093, 38.614,
1.355, 3.174, 75.398, 5.500, 1.979, 2.844, 0.08, 1.709, 2.86, 0.769, 63.478, 0.836, 2.913, 60.257, 0.012.
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Figure 2.4: Energy conservations of NVE simulations with MMPT. (see text for de-
tails)
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Figure 2.5: Histograms of energy fluctuations δE for NVE simulations with MMPT.
(see text for details)
fore free (NVE) dynamics, the systems are first heated to 300K and then equilibrated
there for 105 steps. The same protocol is applied to the test case b (10 ns simulation
of H5O+2 with “LPE” PES) with equilibrated temperature raised to 500, 1000 and 1500
K. The distributions of δE are broadened and slightly distorted Gaussians, as shown
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Figure 2.6: Histogram of energy fluctuations δE for NVE simulations of test case (d)
with standard CHARMM force field.
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Figure 2.7: Histograms of energy fluctuations δE for NVE simulations of test case (a)
with different time step sizes.
in Figure 2.8. In conclusion, MMPT does not deteriorate energy conservation of MD
simulations.
2.2.4 Limitations
The current MMPT module in CHARMM is subjected to the following limitations:
• The maximum number of PT motifs treated by MMPT is fixed to 200. MMPT
gives an error message if there are more than 200 PT motifs since the corre-
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under different temperature.
sponding arrays have a fixed size of 200. It would be more convienent to dy-
namically allocate the corresponding arrays. Alternatively, this can be increased
by changing the variable NHBNUM in the subroutine ALLOCFIR if needed.
• Only the cut-off scheme for non-bonded interactions is supported by MMPT.
Ewald summation methods180 such as particle mesh Ewald (PME)181,182 is not
supported. Also CHARMM allows the electrostatic interactions (Eq. 2.5) to be
scaled with different dielectric constants or a distance-dependent dielectric, but
this will not be compatible with MMPT.
• Continuous proton transfer, e.g. proton shuttling along a water chain, is not
possible with current MMPT module. An extension that allows proton trans-
port will be discussed in Chapter 6.
Possibilities to address these limitations, together with plans for future develop-
ment of MMPT, are discussed in Conclusion and Outlook.
2.3 Parameters in the MMPT Potential
The quality of a force field depends on both its functional form and the corresponding
parameters. ForMMPT force fields, roughly a dozen parameters are required as listed
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in Table 2.1. The general strategy to obtain the MMPT parameters for a particular PT
motif is PES “morphing”.183–185 This amounts to morphing the zeroth-order PESs of
prototype PT systems to adapt their overall shapes to PT or H-bond patterns with
similar topology but different energetics. Morphing can be a simple coordinate scal-
ing or a more general coordinate transformation depending on whether the purpose
of the study and the experimental data justify such a more elaborate approach.
For this, accurate zeroth-order PESs should be provided. This is done via fitting
MMPT PESs to ab initio PES of the prototype PT systems that are listed in Table 2.1.
An ab initio scan is carried out at the MP2/6-311++G(d,p) level with Gaussian03 suite
of programs186, and fitting is performed by I-NoLLS187, a program for interactive
nonlinear least-square fitting. Two examples of parameterizations for MMPT PESs
are presented in this section, while the detailed processes of PES morphing will be
discussed in the Application chapters.
2.3.1 Zeroth-order “SDM” PES
The prototype system for “SDM” type PES is H3N–H+ · · ·NH3. A set of MMPT pa-
rameters was obtained by Lammers175,176 by fitting V0(R, r) to ab initio scanning on
a regular grid defined by R ∈ [2.4 Å, 3.4 Å] in increments of 0.1 Å and r ∈ [0.8 Å,
R/2] in increments of 0.05 Å. However, on such a PES artifical saddle points exist at
R ∼ 2.1 Å and ρ ∼ 0.1 or 0.9 (see Fig. 2.9). In practice this leads to unphysical sit-
uations that in MD simulations donor and acceptor atoms can be very close to each
other with no hydrogen bonds formed.
A refitting of zeroth-order SDM PES has been performed by taking account of ab
initio data of RNN = 2.0 Å, RNN = 2.2 Å and RNN = 4.0 Å. The fitted parameters and
corresponding PESs are compared in Table 2.4 and Figure 2.9. The “old set” refers to
MMPT parameters reported in Ref. 176 while the “new set” refers to the parameter
sets obtained here. TheMMPT PES generatedwith the new parameter set provides an
overall high barrier at short D–A distance, which prohibits the system evolving into
the region where R < 2.2 Å and r < 0.85 Å. The new parameters also provide better
a description of the “important” region on the (R, r) space. The standard deviation
between MMPT and ab initio energies has been computed to evaluate the quality of
fitting for 95 such data points (R ∈ [2.5 Å, 2.9 Å] and r ∈ [0.9 Å, R/2]). The standard
deviation is 0.21 kcal/mol for the “new set” compared to 0.33 kcal/mol for the “old
set”.
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Figure 2.9: Comparison of MMPT SDM PESs generated by the old parameter set
(left panel) and the new set (right panel).
old set new set
p1 161.593375 202.404752
p2 1.936596 1.859491
p3 2.101121 2.065129
p4 -0.986537 8.158404
p5 -0.049717 0.206868
p6 1.034890 0.863515
p7 228.382292 210.798809
p8 2.980991 3.001897
p9 0.117156 0.109427
p10 0.010000 0.010000
p11 27.446410 40.073220
Table 2.4: Comparison of MMPT parameters
2.3.2 Zeroth-order “LPE” PES
The prototype system for “LPE” type PES is H2O–H+ · · ·OH2. ab initio data are gener-
ated by scanning on a 3D grid defined by R ∈ [2.2 Å, 3.2 Å] in increments of 0.1 Å, r ∈
[0.8 Å, R/2] in increments of 0.05 Å, and θ ∈ {11.98◦, 27.49◦, 43.10◦, 58.73◦, 74.36◦, 90.00◦}
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which are 11th-order Gauss-Legendre quadratures (solution of P11(cos θ) = 0). For
each geometry {R, r, θ} all the remaining degrees of freedom are optimized, which
leads to a relaxed 3D ab initio PES. With the help of the orthogonality of Legendre
polynomials ∫ 1
−1
Pm(x)Pn(x)dx =
2δmn
2n + 1
(2.46)
, the radial parts Vλ(R, ρ) can be effectively decoupled from each other. This allows
to first perform fitting to individual Vλ(R, ρ) and then use the parameters from 2D
fitting as initial values for the overall 3D fitting over all data points. In total there are
2387 ab initio data points. All points with a potential energy higher than 35 kcal/mol
(respect to the global minimum, the same below) are ignored in the fitting, leaving
1851 points to be included. And those within 15 kcal/mol (824 points) are assigned
with large weights in the fitting process. It has been found that the LPE PES can be
described very well with three major contributions V0, V1 and V3. Including higher
order term (V5 and V7) does not improve the fitting quality (data not shown). The
fitted parameters are listed in Table 2.5. The standard deviation between MMPT and
ab initio energies is 0.317 kcal/mol for all the data points with potential energy less
than 15 kcal/mol, and equals 3.394 kcal/mol and 4.786 kcal/mol for the 1851 points
included in fitting and 2387 total ab initio points, respectively.
V0 V1 V3
p0(1) 109.923718 p3(1) 3.684985 f0(1) 1.304358 f0(3) -2.639399
p0(2) -1.733356 p3(2) -6.777204 f1(1) 0.227601 f1(3) -1.281213
p0(3) 2.192987 p3(3) 2.317678 f2(1) -0.134110 f2(3) 0.122306
p0(4) -0.502939 p3(4) -0.888945 f3(1) 2.964633 f3(3) -5.412074
p1(1) 1.941748 p4(1) 6.576714 f4(1) 0.959031 f4(3) -0.928826
p1(2) 0.700997 p4(2) 7.035281 f5(1) -0.383888 f5(3) 0.172150
p1(3) 2.943756 p4(3) 1.719450 f6(1) 0.090342 f6(3) -0.047998
p1(4) 1.539175 p4(4) 5.299477 f7(1) 2.747005 f7(3) 2.756022
p2(1) 0.871553 p5(1) 119.454350 f8(1) -2.713838 f8(3) 1.138408
p2(2) -1.397980 p5(2) -1.509945
p2(3) 1.265474 p5(3) 2.205597
p2(4) 1.105869 p5(4) -0.400690
Table 2.5: Parameters for zeroth-order LPE PES.
In the following the fitted PES V(R, ρ, θ) is visualized and compared with the ab
initio calculation results. First we compare V0(R, ρ), V1(R, ρ) and V3(R, ρ) in Fig-
ure 2.10, 2.11 and 2.12, respectively. Fitted and ab initio computed V0(R, ρ) are in very
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good agreement. Fitted V1 and V3 also reproduced qualitatively most feature of the
respective ab initio scan, with slight differences, for example in the R = 2.2Å region.
It should be noted that the overall fitted PES only contains V1 and V3 components so
it is possible that effects from the neglected higher order expansions are included in
the fitted V1(R, ρ) and V3(R, ρ).
Figure 2.10: Comparison of ab initio (left) and fitted (right) V0(R, ρ).
Figure 2.11: Comparison of ab initio (left) and fitted (right) V1(R, ρ).
The major advantage of the “LPE” type of MMPT PES is that the angular depen-
dence is described in an accurate way. Here 2D PESs V(ρ, θ) are compared between
fitted and ab initio calculations for given R’s. Results for R=2.2 Å, 2.4 Å, 2.6 Å, 2.8 Å,
3.0 Å and 3.2 Å are plotted in Figure 2.13, 2.14, 2.15, 2.16, 2.17 and 2.18, respectively.
In these plots, the X axis represents ρ from 0 to 1 and the Y axis indicates θ from 0 to
180◦. All these 2D section slices shows good agreement between fitted and ab initio
potentials, illustrating that the MMPT potential (Eq. 2.43) combing with the parame-
ter set (Table 2.5) reproduced the three-dimensional interaction within the O–H+–O
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Figure 2.12: Comparison of ab initio (left) and fitted (right) V3(R, ρ).
motif very well.
Figure 2.13: Comparison of ab initio (left) and fitted (right) V(ρ, θ) at R=2.2 Å slice.
The X axis represents ρ from 0 to 1 and Y axis indicates θ from 0 to 180◦.
The PES is fitted to an ab initio scan of R ∈ [2.2Å, 3.2Å]. It is important to examine
its asymptotical properties with the acceptor-donor distance, i.e., whether it behaves
correctly when the O–O distance is too large or too small. For this, a potential scan of
the O–O distance in H5O+2 was performed by CHARMMwith MMPTmodule, which
obtained qualitively similar results with the ab initio scanning (see Fig. 2.19). The
global minimum is found at ROO = 2.385 Å from the fitted MMPT PES, which com-
pares favorably with the O–O equilibrium distance of 2.386 Å reported by Bowman
et al at the CCSD(T)/aug-cc-pVTZ level.188
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Figure 2.14: Comparison of ab initio (left) and fitted (right) V(ρ, θ) at R=2.4 Å slice.
The X axis represents ρ from 0 to 1 and Y axis indicates θ from 0 to 180◦.
Figure 2.15: Comparison of ab initio (left) and fitted (right) V(ρ, θ) at R=2.6 Å slice.
The X axis represents ρ from 0 to 1 and Y axis indicates θ from 0 to 180◦.
Figure 2.16: Comparison of ab initio (left) and fitted (right) V(ρ, θ) at R=2.8 Å slice.
The X axis represents ρ from 0 to 1 and Y axis indicates θ from 0 to 180◦.
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Figure 2.17: Comparison of ab initio (left) and fitted (right) V(ρ, θ) at R=3.0 Å slice.
The X axis represents ρ from 0 to 1 and Y axis indicates θ from 0 to 180◦.
Figure 2.18: Comparison of ab initio (left) and fitted (right) V(ρ, θ) at R=3.2 Å slice.
The X axis represents ρ from 0 to 1 and Y axis indicates θ from 0 to 180◦.
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Figure 2.19: PES scan of O–O distance: ab initio (left) and fitted (right) results.
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36
3 Applications I: Proton Dynamics
in Acetylacetone
"To be fond of something is better than merely to know it, and to find joy in it is better than
merely to be fond of it."
Confucius, Analects
In the next three chapters, three applications of MMPT will be presented. In this
chapter, acetylacetone (AcAc), in particular the proton dynamics in AcAc, is investi-
gated. With this particular example, the practice of generating MMPT potentials via
PES morphing will also be illustrated.
3.1 Background
Malonaldehyde (MA) and its derivatives are prototype molecules for studying in-
tramolecular PT processes. Experimentally, a number of infrared spectra189–192 and
tunneling splitting48,49 of MA have been measured with high accuracy. Theoretical
calculations on different levels have been carried out to assign these spectra and to
reproduce the splitting. In general, this requires full dimensional quantum dynamics
performed on high level truncated PES193,194 such as a CCSD(T) potential with corre-
lations up to seventh order,195 which is computationally highly expensive. Recently,
Yang and Meuwly investigated the proton dynamics in MA using MD simulations
with parameterized MMPT force field.177 Calculated results - including equilibrium
structures, infrared spectra, tunneling splitting and proton transfer rates - compare
favorably with experimental and previous computational work, which shows that
the proton transfer dynamics in MA is very well characterized by MMPT.
The three hydrogen atoms bonded to the carbon atoms inMA can be substituted by
different chemical groups. Schaefer et al systematically investigated the effect of such
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substituent with DFT calculations, to explore the existence of very short hydrogen
bonds and to find the derivative with no proton transfer barrier, i.e., a C2v equilibrium
structure.196 The latter one is a difficult problem. Even for acetylacetone, which is
malonaldehyde with symmetrically methyl groups substitution, there exists a long
debate whether its ground state assumes an asymmetric (Cs) structure or a symmetric
(C2v) structure.
Neutron crystallography postulates that the ground state of AcAc has Cs symme-
try.197 Results from electron diffraction experiments are contradictory, suggesting ei-
ther an asymmetric (Cs) structure198,199 or a symmetric (C2v) structure.200 The most
recent study performed with ultrafast electron diffraction concluded that the lowest
energy form of AcAc has Cs symmetry.201 However, based on the high-resolution ro-
tational spectra of AcAc and its singly substituted 13C-isotopologues recorded from
microwave and millimeter-wave spectroscopy, enolic AcAc should have a C2v sym-
metry.202
Figure 3.1: Equilibrium structure (left) and PT transition state structure (right) of
AcAc, computed by MM force field.
As for MA, the bridging hydrogen atom can be expected to be localized on ei-
ther of the oxygen atoms, which should leads to a tunneling splitting in a symmet-
ric double well potential. However, contrary to MA where measurements yielded a
large ground state splitting (21.6 cm−1)49, experiments to detect the splitting in AcAc
have been unsuccessful so far.203–206 Vibrational spectroscopy has also been applied
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to characterize the atomic motions, especially the proton motion, in AcAc.203,207–212
The IR spectra is featured by an extremely broad peak between 1800 cm−1 to 3400
cm−1, which usually indicates the existence of strong hydrogen bonding or proton
transfer motifs.70–73
From a theoretical perspective, AcAc is also challenging due to the increased size
compared to MA (15 atoms vs. 9 atoms). Most previous computational investigations
were limited in predicting the equilibrium geometry and the PT energy barrier of the
ground state AcAc with different levels of quantum chemical methods and various
basis sets.196,213,214 Full dimensional quantum dynamics calculations are in general
not feasible, and so far only reduced-dimensionality quantum simulations were re-
ported. For example, a three-dimensional quantum dynamics study was carried out
to assign the infrared spectra of acetylacetone in gas the phase.215 Mixed quantum-
classical MD simulations, where the transferring proton in AcAc is treated quantum
mechanically and the remaining degrees of freedom are treated classically with force
fields, have been carried out in the past.126,212,216–218 Such simulations were based
on simulations with a suitable empirical valance bond model with dedicated param-
eters.126,218,219 Roux et al parametrized the EVB force field by fitting to an ab initio
potential surface obtained from HF/4-31G∗ calculations126 and used it to study the
potential of mean force and reaction rates for proton transfer in AcAc.217 Mavri et al
fitted the proton transfer force field to ab initio calculations at B3LYP/6-311+G(2d,2p)
level, and used densitymatrix evolution (DME)method to compute the infrared spec-
tra of AcAc in the gas phase and in chloroform solution.
3.2 Methods
3.2.1 Intermolecular Interactions and PES morphing
The MMPT potential of AcAc is generated via PES morphing from that of MA,177
since the PT motifs in the two molecules are chemically similar with each other.
The PES type is “NLM” with function form 2.27 and contains 14 parameters (see Ta-
ble 2.1). VAcAc(R, ρ, d) and VMA(R, ρ, d) can be related through the following simple
transformations:
39
3 Applications I: Proton Dynamics in Acetylacetone
(I) VAcAc(R, ρ, d) = λVMA(R, ρ, d) (3.1)
(II) VAcAc(R, ρ, d) = VMA(R− R0, ρ, d) (3.2)
(III) VAcAc(R, ρ, d) = VMA(R, ρ − ρ0, d) (3.3)
(IV) VAcAc(R, ρ, d) = VMA(R, ρ, d− d0) (3.4)
There can be the combinations of (I)-(IV), or even more complex transformations.
To get the values of the morphing parameters λ,R0, ρ0, d0, we compare in Table 3.1
the equilibrium structure, the PT transition state structure, and the PT energy bar-
rier of AcAc and MA computed by electronic structure calculations at the same
level (MP2) with the same basis set (aug-cc-PVTZ). We can then reasonably assume
λ = ∆EAcAc/∆EMA = 0.796, R0 = RMAopt − RAcAcopt = 0.03 Å, ρ0 = ρMAopt − ρAcAcopt = 0.02
and d0 = dMAopt − dAcAcopt = 0.02 Å.
AcAc MA
opt ts opt ts
R(Å) 2.528 2.362 2.556 2.357
r(Å) 1.0063 1.202 1.0013 1.200
θ(◦) 17.925 10.764 19.382 10.567
ρ 0.1697 0.5 0.1512 0.5
d (Å) 0.310 0.224 0.332 0.220
∆E (kcal/mol) 2.1822 2.7412
Table 3.1: Comparison of the electronic structure calculation for AcAc and MA
We summarize in Table 3.2 the results of different morphing transformations. The
morphing scheme I+II, i.e., an energy scaling plus a tanslation of the donor-acceptor
distance give good correlation with the reference data (ab initio calculation results at
the MP2/aug-cc-PVTZ level). So it has been chosen to generate the MMPT PES used
in the following section. The detailed parameters in V(R, ρ, d) are listed in Table 3.3.
Other force field parameters for AcAc are taken the same values as in MA,177 while
the subsituted methyl groups are treated with standard CHARMM force field param-
eters.164
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Ref. morphed MMPT potential
No I II I+II I+II+III I+II+IV I+II+III+IV
Ropt(Å) 2.528 2.630 2.616 2.537 2.536 2.546 2.535 2.546
ropt(Å) 1.006 0.989 0.987 1.009 1.009 1.029 1.006 1.029
θopt(◦) 17.93 18.29 17.88 16.05 15.86 15.52 15.57 15.46
Rts(Å) 2.362 2.359 2.361 2.347 2.350 2.376 2.349 2.375
rts(Å) 1.202 1.202 1.203 1.196 1.199 1.213 1.196 1.212
θts(◦) 10.76 11.07 11.15 11.23 11.27 11.81 10.97 11.58
∆E (kcal/mol) 2.18 5.09 4.21 2.70 2.35 2.06 2.39 2.08
Table 3.2: Comparison of different morphing schemes for AcAC
AcAc MA
p1 151.75800 190.62641
p2 1.43800 1.43800
p3 1.95286 1.99600
p4 0.40632 0.51039
p5 0.17015 0.13700
p6 1.10500 1.10500
p7 151.97300 151.97300
p8 3.00819 3.15900
p9 0.06449 0.06449
p10 14.05000 14.05000
p11 9.88999 12.42305
p12 46.84010 58.83700
p13 0.96300 0.96300
p14 0.21986 0.21986
Table 3.3: Comparison of the parameters for morphed (AcAc) and zeroth-order
(MA) MMPT potential
3.2.2 Force Fields for Chloroform and Deuterochloroform
The explicit solvent molecules used in the MD simulations are chloroform and deute-
rochloroform. Force field parameters for them are generated by combining ab initio
calculation at the MP2/6-311++G** level and values from literature,220,221 and they
have been written into the following CHARMM str file:
* Topology and Parameter Stream File for Deuterochloroform
*
! June 2009, Jing Huang
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!Parent files that have to be read prior to streaming this file
!top_all22_prot.inp
!par_all22_prot.inp
!The following atom types are unique to the deuterochloroform and
!have been added to the protein rtf and parameter files. In
!future versions of charmm, if the ability to append MASSes is added
!these atom types should be removed from the original topology and
!the following lines uncommented.
!MASS 93 CLAL 35.453000 CL ! Chlorine Atom
!MASS 18 HD 2.014000 H ! Deuterium Atom
!MASS 22 CTC 12.01100 C ! C in chloroform
read rtf card append
* Topology for deuterochloroform
*
31 1
!deuterochloroform, jing huang, 06/09
RESI CDCL 0.00 ! deuterochloroform
GROUP !
ATOM C1 CTC -0.38 ! D1
ATOM D1 HD 0.26 ! |
ATOM Cl1 CLAL 0.04 !Cl2-C1-Cl3
ATOM Cl2 CLAL 0.04 ! |
ATOM Cl3 CLAL 0.04 ! Cl1
BOND C1 D1 C1 Cl1 C1 Cl2
BOND C1 Cl3
BOND D1 Cl2 D1 Cl3 ! for SHAKE
BOND Cl1 Cl2 Cl2 Cl3 Cl1 Cl3! for SHAKE
ANGLE D1 C1 Cl2 D1 C1 Cl3
ANGLE Cl1 C1 Cl3 Cl1 C1 Cl2
ANGLE Cl2 C1 Cl3
PATCHING FIRST NONE LAST NONE
end
read para card append
* additional parameters for deuterochloroform
*
BONDS
CTC HD 340.000 1.085
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CTC CLAL 232.400 1.765
HD CLAL 0.000 2.3345 ! for SHAKE
CLAL CLAL 0.000 2.9139 ! for SHAKE
!********************************
ANGLES
HD CTC CLAL 38.100 107.59
CLAL CTC CLAL 77.700 111.28
!*****************************
NONBONDED nbxmod 5 atom cdiel shift vatom vdistance vswitch -
cutnb 14.0 ctofnb 12.0 ctonnb 10.0 eps 1.0 e14fac 1.0 wmin 1.5
CLAL 0.000000 -0.255000 2.000000 ! rigid
!CLAL 0.000000 -0.030000 1.948000 ! flexible
HD 0.000000 -0.015700 1.187000 ! from H in methane
CTC 0.000000 -0.109400 1.908000 ! from H in methane
end
return
The above stream file can be directly included in CHARMM input file for deute-
rochloroform (CDCl3). The topological and parameter files are also valid for chloro-
form (CHCl3) as long as the mass of atom type “HD” is changed to 1.008. Such force
fields for CHCl3 and CDCl3 are also used in Chapter 5.
3.2.3 Generation and Analysis of MD Trajectories
MD Simulations
5 ns MD simulations of AcAc in the gas phase, AcAc solvated in chloroform and
deuterated AcAc solvated in deuterochloroform have been carried out, respectively.
For simulations in the condensed phase, an AcAc molecule was solvated in a pre-
equilibrated chloroform cubic box with the length of 30.647Å, and periodic boundary
conditions were applied. A cutoff of 12 Å was applied to the shifted electrostatic and
switched Van der Waals interactions. Before free dynamics simulations, the systems
were heated to 300K and then equilibrated there for 1 ns. The time step in all simula-
tions was ∆t = 0.1 fs to follow the rapid proton motion.
Infrared and power spectra
Infrared and power spectra are computed from the time correlation functions from
MD simulations. More specifically, the total dipole moment ~M(t) was recorded along
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the MD trajectories and correlated over 214 time origins to give C(t)
C(t) =
〈
~M(t) · ~M(0)
〉
(3.5)
To suppress noise, a Blackman filter was used.222 Then C(ω), the Fourier-Transform
of C(t), was weighted with the Boltzmann factors to give the infrared spectrum A(ω)
A(ω) = ω{1− exp[−h¯ω/(kBT)]}C(ω) (3.6)
where kB is the Boltzmann constant and T is the temperature. The power spectrum
corresponding to internal motions can be computed in a similar way, by replacing the
dipole-dipole correlation functions C(t) with position-position correlation functions.
Proton Transfer Rate
Hazard plots223 are used to analyze the proton transfer rate from MD trajecto-
ries.28,176 For this, PT events are identified by monitering the O1–H and O2–H dis-
tances. The proton transition time t1, t2, . . . , tn are sorted in ascending order and the
expectation value of the cumulative hazards for the kth transition is given by
Hk =
k−1
∑
i=0
1
n− i (3.7)
The proton transfer rate can then be computed as the slope of Hk(tk).
3.2.4 Quantum Mechanical Effects
To consider the quantum mechanical effects and to estimate the tunneling splitting,
a suitable Hamiltonian for the quantum dynamics calculation is required. Here we
construct a harmonic bath averaged (HBA) Hamiltonian177
HHBA(ps, s) =
1
2
p2s
1+ ∆s
+V0(s) +
3N−7
∑
k=1
ωk(s)
2
(1+
∆k(s)
1+ ∆s
) (3.8)
, where s = r1 − r2 is set to be the difference between two O-H separation distances.
s can be regarded as the reaction path coordinate for proton trasnfer and ps is the
corresponding momentum. ∆s,V0(s),ωk(s) and ∆k(s) can be calculated as following:
For each s, the molecule is optimized with all the remaining degrees of freedom
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relaxed, and then the Hessian matrix K(s) is computed respect to the cartesian coor-
dinates. K(s) is 3N × 3N and for AcAc N = 15. The motion along the reaction path,
together with the infinitesimal rotations and translations of the molecule system need
to be projected out to obtain the projected force constant matrix
KP(s) = (1− P(s)) ·K(s) · (1− P(s)) (3.9)
The projector P is also a 3N × 3N matrix given by
P =
3N
∑
k=3N−6
~Lk ⊗~Lk (3.10)
where the unit vectors~Lk corresponding to infinitesimal rotations (k = 3N − 6, 3N −
5, 3N − 4), infinitesimal translations (k = 3N − 3, 3N − 2, 3N − 1) and motion along
the reaction path (k = 3N) are given, respectively, by
L3Nj (s) = −
c√
mj
∂V(s)
∂xj
(3.11)
where j runs from 1 to 3N, mj is the mass of the d j3eth atom and c is the normalization
factor;
Lkiγ(s) =
√
mi
M
δγλ (3.12)
where k = 3N − 3, 3N − 2, 3N − 1 correspond to λ = x, y, z respectively, i runs from
1 to N, γ = x, y, z, mi is the mass of the ith atom and M = ∑ mi;
Lkiγ(s) = ∑
α,β
(I0(s)
−1/2)λαeαβγaiβ(s) (3.13)
where k = 3N − 6, 3N − 5, 3N − 4 correspond to λ = x, y, z; i runs from 1 to N,
α = x, y, z; β = x, y, z; γ = x, y, z; and 3 dimensional vector~ai(s) is given by
aiβ(s) =
√
mi[xiβ(s)− cβ(s)] (3.14)
where mi is the mass of the ith atom and cβ(s) are the cartesian coordinates of the
mass center; and I0(s) is the 3× 3 inertia tensor on the reaction path given by
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I0(s) =
N
∑
i=1
[1~ai(s) ·~ai(s)− ·~ai(s)~ai(s)·] (3.15)
Diaglonizing P(s) gives 3N eigenvalues, of which seven equal zero. Other non-zero
eigenvalues ωk(s) (k = 1, . . . , 3N − 7), and the correspoding eigenvectors Li,k(s) can
be used to construct the nonadiabatic coupling parameters224
Bk,3N =
3N
∑
i=1
∂Li,k(s)
∂s
Li,3N(s) (3.16)
Bk,l =
3N
∑
i=1
∂Li,k(s)
∂s
Li,l(s) (3.17)
In formula 3.16 and 3.17 the derivatives of the eigenvector along the reaction path
is computed numerically by 4-point centered difference or FFT methods. Once Bk,3N
and Bk,l are available:
∆s =
3N−7
∑
k=1
|Bk,3N(s)|2
2ωk(s)
(3.18)
∆k =
3N−7
∑
l=1
|Bl,k(s)|2
2ωl(s)
(3.19)
After this one-dimension Hamiltonian 3.8 is constructed, it can be solved discretely
with Fourier grid Hamiltonian method.225
3.3 Results
3.3.1 Equilibrium Structure
The equilibrium and TS structures calculated from force field compare favorably with
those from ab initio calculation at MP2/6-311G++(d,p) level (see Table 3.4). Also listed
in Table 3.4 are the conformationally averaged geometries from 5 ns MD simulations
in gas phase. The proton is shared by two oxygen atoms (O1H equals O2H) in such
an ensemble averaged structure, assuming a C2v symmetry. We further compare the
harmonic frequencies of selective modes at the equilibrium and TS geometries in Ta-
ble 3.5. The correlation is also very good. For example, the OH stretching (proton
transfer) mode at TS has an imaginary frequency of 1150i cm−1 from MM force field
and 1057i cm−1 from quantum chemistry calculation.
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Min TS MD Aver.MM QM MM QM
O1H1 (Å) 1.009 1.006 1.199 1.202 1.306
O2H1 (Å) 1.590 1.601 1.199 1.202 1.304
O1O2 (Å) 2.536 2.528 2.350 2.362 2.518
H1O1O2 (◦) 15.86 17.93 11.27 10.76 15.03
Table 3.4: Comparison of selective bond length and angles of AcAc minimum and
transition state obtained from ab initio and force field optimizations, to-
gether with MD ensemble averaging values from 5 ns simulations in
AcAc.
modes Min TS
MM QM MM QM
O1H1 3363 3013 -1150 -1057
O1O2 332, 422 232, 374 270 536
O1H1O2 in plane 1257, 1619 1685, 1697 1617, 1404, 1370 1870
O1H1O2 out of plane 1118 1004 1259 1295
C2H2 3030 3251 3030 3270
Table 3.5: Comparison of selective harmonic frequencies of AcAc minimum and
transition state obtained from ab initio and force field optimizations. All
the frequencies are in cm−1.
3.3.2 IR Spectrum
The computed IR spectrum from the 5 ns MD simulation in the gas phase is shown in
Figure 3.2, which reproduce the experimental spectra (see Figure 3.3 and also Fig. 4
in Ref. 212) very well. Spectral features, including both the broad band around 3000
cm−1 and the peaks in the “fingerprint” area (1000 to 1500 cm−1) , are reproduced.
One advantage of MD simulations is that power spectra of individual vibrational
motions can be calculated, which helps assigning spectra.72,73 For example, the strong
band at ∼ 1620 cm−1 in the IR spectrum of AcAc remained unassigned.207–210 In Ref.
211, this peak at 1624 cm−1 is analyzed either in terms of a C=O stretching plus O-H
bending or in terms of the free rotation of the methyl group attached to the carbonyl
group. The power spectrum of the CO stretching vibration (Figure 3.4) reports a sin-
gle peak at 1602 cm−1 and clearly relates the experimentally observed band to the
CO stretching band. The power spectra of OH stretching spread from 2300 cm−1 to
3300 cm−1, showing a very unharmonic nature of the OH stretching (proton transfer)
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Figure 3.2: IR spectrum of AcAc from 5 ns NVE MD simulations in gas phase under
300K.
Figure 3.3: Experimental gas-phase spectrum for AcAc212 superimposed with
IR spectrum computed with quantum dynamics215 (Courtesy of I.
Matanovic and N. Doslic).215
mode. The OH bending modes corresponds to peaks around 1200 cm−1. It is worth-
while to mention that a peak of 520 cm−1 which corresponds to the O–O vibration are
found in both OH stretching and OH bending modes, illustrating that these modes
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Figure 3.4: Power spectra of AcAc from 5 ns NVE MD simulations in gas phase
under 300K. From up to bottom panel: CO stretching; O1O2 stretching;
O1H1 stretching; O1H1O2 bending.
are highly coupled.
The IR spectra of AcAc solvated in CHCl3 and deuterated AcAc solvated in CDCl3
are also calculated and shown in Figure 3.5 and 3.6, respectively. The IR spectrum in
CHCl3 is similar to that in gas phase, illustrating that the coupling between the solute
and solvent is weak. For the spectra of deuterated AcAc, the PT mode shifts about
800 cm−1 to the range of 2000 to 2250 cm−1. Peaks between 1250 to 1500 cm−1, which
corresponds to OH and CH bending, are also missing.
3.3.3 Proton Dynamics and MM Proton Hopping Rate
Apart from the infrared spectra, the MMPT potential can also be used to study the
classical over-barrier proton hopping rates. Experimentally, this is a difficult endeav-
our due to the transient nature of the process. However, having validated the MMPT
potential with respect to structure and spectroscopy, a computational investigation of
the hopping rates can be attempted. It should be noted that in the following a classical
dynamics approach is pursued which should give lower limits for the rates. To in-
clude quantum effects, certain flux-flux autocorrelation functions should be used.226
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Figure 3.5: IR spectrum of AcAc from 5 ns NVE MD simulations in CHCl3 under
300K.
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Figure 3.6: IR spectrum of deuterated AcAc from 5 ns NVE MD simulations in
CDCl3 under 300K.
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Here only the contribution of the classical part, i.e., the over-barrier hopping processes
will be addressed. As has been mentioned in the Method section that the proton hop-
ping rate can be calculated from the slope of hazard plots which is straightforward
from MD simulations.
Figure 3.7 shows the proton hopping rates in vacuum and solution, respectively.
The proton hopping rate of AcAc in gas phase and in CHCl3 solvation are estimated
to be 0.25/ps. The ignorable difference between rates in gas phase and solution im-
plies a veryweak coupling between the transferring proton and the solvent molecules
which is consistent with the IR spectra compared above (see Figure 3.2 and 3.5). It
should be noted that the real proton transfer in gas-phase AcAc is a non-decaying
coherent process, therefore the proton transfer behavior should be better described
by a coherent tunneling frequency instead of the hopping rate mentioned above.
0 10 20 30 40
residence time (ps)
0
5
10
H
k
Figure 3.7: Proton hopping rates of AcAc in gas phase (black) and CDCl3 (red) com-
puted from Hazard plots.
To obtain more insight about the transient behavior of the proton transfer, fluctua-
tions in the O-H and O· · ·O distances (rOH and rOO) are investigated. The O-H and
O· · ·O distances during the first 500 ps in gas phase MD simulations are shown in
Figure 3.8 with a “zoom-in” at the 200 - 300 ps time scale. The average O· · ·Odistance
〈R〉 is about 2.51 Å and average O-H bond lengths 〈rO1H〉 and 〈rO2H〉 equals 1.31 Å
and 1.29 Å, respectively. Occasionally the O· · ·O distance R can be even shorter than
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Figure 3.8: Typical time series for donor-acceptor and donor/acceptor-proton dis-
tances from the MD trajectory in gas phase at 300K.
2.2 Å or longer than 2.8 Å. The proton transfer occurs each time when the structure
gets close to the transition state which is characterized by rO···O ≈ 2.35 Å. This clearly
illustrates the role of transition states which agrees with previous investigations.24
3.3.4 QM Effects of Proton Dynamics
Quantum effects are important for systems with fairly strong hydrogen bonds. In
particular tunneling rates and quantum correction to the IR absorption spectrum of
the PT mode will greatly clarify proton dynamics mechanisms in AcAc. For this we
investigate the quantum effects on AcAc in terms of the recently developed HBA
Hamiltonian method.
To construct the Hamiltonian 3.8, first the 2D PES of AcAc along r1 and r2 is scaned
at the MP2/6-311++G∗∗ level. The scan is performed on a regular grid from 0.8 Å
to 2.4 Å with the interval of 0.01 Å . The calculated 2D PES is presented in Figure 3.9
with the reaction path coordinate s = r1− r2markedwith black line. The zeroth-order
potential V0 along the reaction path s is also computed and plotted in Figure 3.10.
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Given the structures along the reaction path s, Eq. 3.9 to 3.19 can be used to build
the Hamiltonian. wk(s), which are the non-zero eigenvalues of KP(s), constitute a
first-order revision to V0(s) as V0(s) + ∑3N−7k=1 ωk(s)/2 (see Figure 3.10). One problem
is that the curve is not smooth at the minimum states (s = ±0.64 Å). This is because
our definition of ~L3N(s) (the unit vector along proton motion) as the derivatives of
the potential (see Eq. 3.11) is not proper at the transition state and minimum states,
which leads to large errors in the calculation. A better definition of ~L3N(s) should fix
the discontinuity, and related work is in progress. Nevertheless, we can estimate the
tunneling splitting from the quantum calculations as follows.
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Figure 3.9: calculated 2D PES of AcAc
From Figure 3.10, the PT barrier height is 3.2 kcal/mol at the MP2/6-311++G**
level. The zeroth-order Hamiltonian gives a tunneling splitting of 239 cm−1. Though
in general zeroth-order Hamiltonian overestimate the tunneling splittings, it can give
the correct order of magnitude. For such a high splitting the population of the up-
per level is limited especially for some low temperature experiments. In this case,
experimentally there may be only one of the two IR active transitions which can be
observed. The most intense IR active proton transfer bands obtained by the zeroth-
order Hamiltonian is 1848 cm−1.
A simple correction to the zeroth-order Hamiltonian is to include zero point energy
corrections. By comparing the harmonic frequencies of the minimum and transition
state the zero point energy difference between the two structures is found to be 2.1
kcal/mol. Namely, the HBA barrier height should be 5.3 kcal/mol compared to the
53
3 Applications I: Proton Dynamics in Acetylacetone
-1.2 -0.8 -0.4 0 0.4 0.8 1.2
s (Å)
-7
-6
-5
-4
-3
-2
-1
0
1
V 
(kc
al/
mo
l)
V0
V0+Σω/2
Figure 3.10: V0 (red) and V0 + ∑3N−7k=1 ωk/2 (blue) along the reaction path s.
zeroth-order potential barrier of 3.2 kcal/mol. Taking into account of the zero point
energy corrections leads to a tunneling splitting of 168 cm−1 and a transition fre-
quency of 1974 cm−1 for the most intense IR active proton transfer band.
According to Ref. 177 both the potential and the kinetic corrections have been re-
ported to be important. The mass correction ∆s has been found to be about 0.2 for
MA. One can expect the AcAc to have similar mass corrections to MA since the two
substitution groups only contribute either some high frequency C-H motions which
will not strongly couple to the proton transfer or the two CH3 torsions which can
be separated from the entire Hamiltonian since they have small excitation energies
compared to other modes. Therefore the same mass correction of ∆s = 0.2 has been
adopted for the estimation of the tunneling splitting of the AcAc. This leads to the
tunneling splitting of 115 cm−1 and a transition frequency of 1644 cm−1 for the most
intense IR active proton transfer band. This is quite close to the two C=O stretches
which makes this frequency region much more broadened and structured as can be
seen from the experiments.
3.4 Discussion
Here we present the MMPT force field for AcAc. Based on this reactive force field,
classical molecular dynamics simulations are carried out to analyze proton transfer
dynamics and to assign the IR spectra in gas phase and in solvation. Efforts to con-
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struct a one-dimension Hamiltonian based on reaction path Hamiltonian224 are also
presented. This is expected to provide a proper approximation in the quantum effects
to the proton dynamics in AcAc.
The global validity and accuracy of the MMPT PES for AcAc is established by com-
paring to experimental data. Such a PES should be in principle transferable to other
β-diketones.196 An interesting point is that PES morphing can be performed based on
limited information of AcAc (desired system) andMA (prototype system) from quan-
tum chemistry calculations. It is possible to systematically map PESs by comparing ab
initio data (optimized geometries, TS geometries, and energy barriers) between two
chemically similar hydrogen bonding motifs, which could generate MMPT parame-
ters for a particular PT system in an accurate and concise way. Work towards this
direction is now carried out by a project student in our group.
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4 Applications II: Hydrogen Bonds
and NMR Couplings in Proteins
"If a man takes no thought about what is distant, he will find sorrow near at hand."
Confucius, Analects
In this chapter MMPT is applied to proteins as an explicit hydrogen bond potential
with the idea that “hydrogen bond can be regarded as frozen proton transfer”.227 The
first section is a published paper “Explicit Hydrogen-bond Potentials and their Ap-
plication to NMR Scalar Couplings in Proteins” (J. Huang and M. Meuwly, J. Chem.
Theo. Comput., 6:467-476, 2010), while the second section includes a manuscript sub-
mmited to Chem. Phys. (special issue: protein dynamics) entitled “Force Field Re-
finement from NMR Scalar Couplings”. In the last section results are summarized
and the future possibilities are discussed.
4.1 Explicit Hydrogen-bond Potentials and their
Application to NMR Scalar Couplings in Proteins
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Abstract: Hydrogen bonds (H bonds) are fundamental for the stability, structure, and dynamics
of chemically and biologically relevant systems. One of the direct means to detect H bonds in
proteins is NMR spectroscopy. As H bonds are dynamic in nature, atomistic simulations offer a
meaningful way to characterize and analyze properties of hydrogen bonds, provided a sufficiently
accurate interaction potential is available. Here, we use explicit H-bond potentials to investigate
scalar coupling constants h3JNC′ and characterize the conformational ensemble for increasingly
accurate intermolecular potentials. By considering a range of proteins with different overall
topology a general procedure to improve the hydrogen-bonding potential (“morphing potentials”)
based on experimental information is derived. The robustness of this approach is established
through explicit simulations in full solvation and comparison with experimental results. The H-bond
potentials used here lead to more directional H bonds than conventional electrostatic representa-
tions employed in molecular mechanics potentials. It is found that the optimized potentials lead
to H-bond geometries in remarkable agreement with previous ab initio and knowledge-based
approaches to H bonds in model systems and in proteins. This suggests that, by combining
theory, computation, and experimental data, H-bonding potentials can be improved and are
potentially useful to better study coupling, energy transfer, and allosteric communication in
proteins.
Introduction
Hydrogen bonds are ubiquitous in chemical and biological
systems and are essential for the overall structure, function,
and dynamics of proteins and other macromolecules.1 The
role of hydrogen bonds in protein folding,2 the formation of
secondary structural elements,3,4 molecular recognition,5,6
and catalysis7,8 has been established over the past few years.
A central feature of H bonds is their directionality, which
cannot be easily captured by a superposition of isotropic
interactions such as Coulomb interactions, as is done in
customary force fields such as CHARMM, AMBER, or
OPLS-AA.9–11 In small molecules, a hydrogen bond can be
characterized spectroscopically. For example, in complexes
between simple ions (HCO+, HN2+) and rare gas atoms (He,
Ne, Ar), it is found that the fundamental infrared transitions
in the electronic ground state correspond to Σ-Σ transitions
characteristic for linear molecules.12–14 This can be inferred
from the structure of the ro-vibrational bands (missing Q
branch). Also, fitting of a model Hamiltonian15 allows for a
determination of structural constants, which in turn charac-
terize the average geometry of the molecule. For biological
macromolecules, it is more difficult to find direct measures
for the directionality of H bonds and to locate the positions
of the hydrogen atoms. Direct visualization through recording
of a structure is impractical, as H atoms can usually not be
seen in X-ray crystallography. Structure determination from
NMR data, on the other hand, formulates a search problem
in structure space which minimizes a cost function that
involves the experimental information (usually nuclear
Overhauser data) and additional physical information because
experimental data are rarely sufficient to determine the three-
dimensional structure of a macromolecule.16
One experimental signature which recently became more
widely available is hydrogen bond scalar couplings, which* Corresponding author e-mail: m.meuwly@unibas.ch.
J. Chem. Theory Comput. 2010, 6, 467–476 467
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can be measured through NMR spectroscopy.17,18 Scalar
couplings across N-H · · ·OdC H bonds in proteins have a
typical range of about -0.2 to -1 Hz, and the measurement
errors are usually less than 0.05 Hz.19,20 Scalar h3JNC′
couplings have been observed experimentally in peptides,21
nucleic acids,22 and a variety of proteins.18,23–28 Together
with other NMR parameters such as relaxation times, residual
chemical shift anisotropy, and dipolar couplings, h3JNC′
couplings are important in the identification of conforma-
tional dynamics taking place on the NMR time scale.29–31
Further interesting and fundamental aspects of h3JNC′ cou-
plings are their sensitivity to H-bonding network dynamics
and cooperativity. Such effects are very difficult to probe
directly through experiments, and a combined approach
including atomistic simulations may prove advantageous.
Earlier work established that the explicit dynamics of the
solvated protein have to be taken into account to reliably
calculate scalar coupling constants from molecular dynamics
(MD) simulations.32,33 This naturally paves the way to
improve specific terms in empirical force fields to which the
observables are sensitive. In the present case, it is the
capability of a force field to correctly describe H bonds.
It has been found that h3JNC′ values can be directly
correlated with H-bond geometries. Barfield proposed several
empirically parametrized formulas which enable the calcula-
tion of scalar couplings from the local N-H · · ·OdC
structure.34 As NMR spectroscopy is a time-domain method,
measured scalar couplings have to be understood as time
averages. From a computational point of view, molecular
dynamics simulations are the method of choice for such
investigations. In previous work,32,33 a good correlation
between measured h3JNC′ couplings and those derived from
all-atom simulations was established by carrying out nano-
second MD simulations and averaging h3JNC′ values over
entire trajectories.
Here, we combine a recently developed explicit hydrogen
potential (molecular mechanics with proton transfer -
MMPT)35,36 derived from correlated quantum mechanical
calculations with an established force field to characterize
h3JNC′ couplings in a variety of proteins covering different
folds (ubiquitin (R + ), the GB1 domain of protein G (R
+ ), cold-shock protein A (all ), apo-calmodulin (all R),
holo-calmodulin (all R), and intestinal fatty acid binding
protein (all ), see Figure 1). Compared with conventional
MD studies, the deviations between calculated and experi-
mental h3JNC′ values are notably lowered. Next, the topology
of the potential energy surfaces for the H-bond potentials is
modified through morphing transformations37,38 to best
describe experimentally determined couplings for three
proteins. This approach is then generalized by applying it to
the proteins not belonging to the training set, and very good
agreement with measured coupling constants is found. Most
notably, the approach pursued here leads to an average
separation between the hydrogen atom and the acceptor of
1.93 Å, which agrees with a knowledge-based potential
derived from 52 structures and results from electronic
structure calculations.39,40
Computational Methods
Molecular Dynamics Simulations. All simulations were
carriedoutwith theCharmmprogram41 using theCHARMM22
force field9 and provisions for MMPT.36 The starting
structures were taken from the X-ray structures in the Protein
Data Bank42 (ubiquitin, 1ubq;43 protein G,44b 2qmt;44a cold-
shock protein A (CspA), 1mjc;45 apo-calmodulin (apoCAM),
1qx5;46 holo-calmodulin (holoCAM), 1cll;47 intestinal fatty
acid binding protein (IFABP), 1ifc.48 Hydrogen atoms were
generated with HBUILD,49 and the structures were relaxed
by 3000 steps of steepest descent minimization. Then, the
proteins were solvated in pre-equilibrated water boxes of
suitable sizes (1ubq, 65.19 Å × 52.77 Å × 49.67 Å; 2qmt,
55.88 Å × 46.56 Å × 40.36 Å; 1mjc, 52.77 Å × 52.77 Å
× 46.56 Å; 1qx5, 71.40 Å × 58.98 Å × 58.98 Å; 1cll, 90.03
Figure 1. Structure, topology, and H bonds for the six
proteins investigated here. (a) Ubiquitin, (b) GB1 domain of
protein G, (c) cold-shock protein A, (d) apo-calmodulin, (e)
holo-calmodulin, (f) intestinal fatty acid binding protein.
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Å × 62.09 Å × 49.67 Å; 1ifc, 65.19 Å × 55.88 Å × 52.77
Å), and periodic boundary conditions were applied. A cutoff
of 14 Å was applied to the shifted electrostatic and switched
van der Waals interactions. Before free dynamics simulations,
the systems were heated to 300 K and then equilibrated for
105 time steps.
For conventional MD simulations, all hydrogen atoms
were constrained by SHAKE,50 whereas for simulations with
MMPT, hydrogen atoms involved in h3JNC′ couplings were
free to move and all other hydrogen atoms were treated with
SHAKE. A complete list of H bonds treated by MMPT for
all proteins is summarized in Supporting Information S2. In
both standard MD and MMPT/MD simulations, the time step
was 0.2 fs, and snapshots were taken every 0.02 ps. The
hydrogen-bond coordinates were extracted from trajectories
and used together with eq 1 to calculate h3JNC′ couplings:32,34
where rHO′ is the distance between hydrogen and acceptor
atoms, while θ1 and F represent the H · · ·OdC′ angle and
the H · · ·OdC′-N′ dihedral angle, respectively.
A simplified formula (eq 2) is also proposed in ref 34 and
was used in a previous work:33
It captures the dominant effects of scalar couplings, while
eq 1 provides a better estimate of h3JNC′ couplings in protein
G because it accounts for the systematic difference between
hydrogen bonds along the R helix and  sheet, respectively,
by including a term related to the dihedral angle F.34
Equations 1 and 2 can provide the same accuracy as full
DFT calculations32 and have been used to calculate h3JNC′
couplings in different proteins.30,32–34,51 Detailed investiga-
tions on small molecules compared the performance of DFT
using VWN, BP, or PW91 functionals with results from
correlated methods such as the coupled cluster singles and
doubles polarization propagator approximation52 and found
that, with the exception of the HF molecule, the performance
of DFT is good and provides almost quantitative spin-spin
coupling constants.53 The sensitivity to changes in the
parameters of eq 2 has recently been investigated in a
systematic fashion.33 It was found that, overall, a strength
factor of R ) -360 Hz and a decay of  ) 3.2 Å-1 provide
a good description of most coupling constants. However, for
scalar couplings in particular secondary structural elements,
the values for R and  could be optimized. As in the present
work such aspects are not further pursued, eqs 1 and 2 are
used, and the results are virtually identical. Generally, eq 1
leads to slightly smaller deviations between calculated and
measured h3JNC′ values, so it was used in this work to
calculate scalar couplings in all proteins except for CspA,
where three backbone-side chain couplings were also
included. While distinction between R-helix and -sheet
hydrogen bonds is only relevant for backbone-backbone
hydrogen bonds, eq 2 has to be applied for computing these
h3JNC′ values in CspA.
The quality of the simulations was assessed by comparing
root-mean-square deviations (RMSDs) between calculated
and experimental h3JNC′ couplings:
MMPT Potential and Morphing Transformations. A
detailed account of MMPT has been given in ref 36. Briefly,
MMPT uses parametrized three-dimensional potential energy
surfaces fitted to high-level ab initio calculations (MP2/6-
311++G(d,p)) to describe the interactions within a general
DH-A motif, where D is the donor, H is the hydrogen, and
A is the acceptor atom. Together with a standard force
fieldshere, CHARMM9 is usedsspecific rules control how
bonded interactions on the donor and acceptor side are
switched on and off depending on the position of the
transferring H atom (DH-A or D-HA). To adapt the overall
shape of the PES to topologically similar, but energetically
different, hydrogen bonding patternssdepending on the
chemical environment of D and Asthe PES can be
“morphed”.37,38 Morphing can be a simple coordinate scaling
or a more general coordinate transformation depending on
whether the purpose of the study and the experimental data
justify such a more elaborate approach.
For the present case of hydrogen bonds between an amide
(NH) group as the donor and the oxygen atom as the acceptor
(NH · · ·O), the MMPT potential depends on R (distance
between N and O), F (relative position of H for a particular
value of R), and θ (angle between unit vectors Rb and Fb).
The relationship between F and the N-H distance r is given
by
where rmin ) 0.8 Å is, in principle, arbitrary but should be
sufficiently small to cover the shortest D-A separations. The
angular dependence of the potential V(R, F, θ) is harmonic,
that is, V(R, F, θ) ) V0(R, F) + kθ2, and a typical PES along
R and F is shown in Figure 2.
As mentioned above, the MMPT potentials are calculated
for model systems (zeroth-order potential) and subsequently
morphed to describe the situation in the actual chemical
environment. Here, the asymmetric zeroth-order potential for
NH4+ · · ·OH2 is morphed to describe the N-H · · ·OdC motif
in proteins. Morphing is achieved by modifying the param-
eters and thus reshaping the MMPT potential. The original
potential has a single minimum {R0 ) 2.71 Å, F0 ) 0.23, θ0
) 0°} and is mapped to a new one {R′ ) R0 + σ, F′ ) F0
- δ, θ0 ) 0°} where σ and δ are positive because hydrogen
bondsinproteinsareweakerthaninaprotonatedammonia-water
dimer. Since there is a one-to-one correspondence between
morphing parameters {σ, δ} and PES minima {R′, F′}, only
one sets{R′, F′}swill be used in the following. The morphed
potential has its minimum energy at {R′, F′, 0} while
maintaining its overall shape, as illustrated in Figure 2.
For most X-ray structures, typically the coordinates of
heavy atoms are available since only very rarely can protein
crystallography resolve the positions of hydrogen atoms.
Therefore, the experimental observable characterizing a
h3JNC' ) (-366 Hz) exp(-3.2rHO′) [cos2 θ1 -
(0.47cos2 F + 0.70cos F + 0.11) sin2 θ1] (1)
h3JNC' ) (-360 Hz) exp(-3.2rHO′) cos2 θ1 (2)
RMSD ) 1N ∑i)1
N
(Jicalcd - Jiexptl)2 (3)
F ) (r - rmin)/(R - 2rmin) (4)
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hydrogen bond is the D-A distance between donor and
acceptor. In the Results section, it will be shown that best
value for R′ corresponds closely to the average D-A
distances calculated from the initial X-ray structures. We also
establish a relationship between optimized R′ and F′ (eq 5,
see below). This leads to the following procedure for
optimizing MMPT parameters and calculating h3JNC′ cou-
plings by MMPT/MD simulations:
(1) From the X-ray/NMR structure, the average distance
R′ is calculated.
(2) Compute F′ by eq 5 (see below).
(3) Morph the MMPT PES to the minima {R′, F′} by
coordinate transformations.
(4) Carry out MD simulations with the MMPT potential,
and calculate the hydrogen-bond scalar couplings
according to eq 1 or 2.
Results
Conventional MD as Benchmarks. Standard MD simu-
lations 1 ns in length were first carried out for all six proteins,
and the RMSDs between calculated and experimental
couplings were computed as benchmarks for comparison.
As shown in Supporting Information S3, h3JNC′ couplings
converge well within 1 ns. Hence, the RMSD as the average
over all h3JNC′ couplings is also stable during our simulation
time scale; for example, the RMSDs of CspA calculated from
0.5, 1, and 1.5 ns standard MD trajectories are 0.198, 0.195,
and 0.197 Hz, respectively.
We also carried out 500 ps MD simulations with CMAP
for ubiquitin and CspA. CMAP is an extension of the
CHARMM force field and has recently been shown to obtain
a more accurate description of the peptide backbone.54 By
including grid-based energy correction maps and empirical
corrections, this approach yields improved dynamical and
structural properties of proteins in various simulations.55,56
However, applied to the present simulations of h3JNC′
couplings for ubiquitin and CspA, results are very similar
to simulations without CMAP, as illustrated in Supporting
Information S4.
MD Simulations with MMPT. The zeroth-order MMPT
PES is suitable to describe a N-H · · ·O bond in NH4+-H2O
and will not be directly applicable to hydrogen bonding in
proteins. Therefore, it is expected that MD simulations using
the unmorphed MMPT potential are unsuited for quantitative
work, and large deviations between observed and calculated
h3JNC′ couplings should be found, as illustrated in Figure 3.
When different morphing parameters are used, the MMPT
potentials will have different minimum energy geometries
{R′, F′} and lead to different scalar couplings, which is also
shown in Figure 3.
The correlation between morphing parameters and RMSDs
has been investigated for ubiquitin, CspA, and protein G.
First, short (20 ps) test trajectories were run to locate suitable
morphing parameters, and then 100 ps MD simulations were
carried out on a fine grid (∆ ) 0.01 Å) of {R′, F′} and
analyzed. For combinations {R′, F′} with low RMSDs,
simulations were continued to 500 ps. Longer trajectories
(1 ns) were run for ubiquitin (morphing parameters {2.92,
0.14}), protein G ({2.95, 0.16}), and CspA ({2.96, 0.16}),
and RMSDs were calculated and are summarized in
Table 1, together with results obtained from standard MD
simulations. As an illustration, a detailed comparison between
measured and calculated h3JNC′ in CspA from standard MD
and MMPT/MD simulations, and the squared deviations for
each individual hydrogen-bond coupling, are shown in Figure
4. By adopting MMPT PES as the explicit hydrogen-bond
potential, the correlation between calculated h3JNC′ couplings
and experimental data has been enhanced for most hydrogen
bonds, especially those with large deviations (|Jcalcd - Jexptl|
> 0.3 Hz). The range of scalar couplings calculated from
MMPT/MD simulations, however, is narrower than that from
standard MD simulations. For convergence of most scalar
couplings, a total of 500 ps is typically sufficient for MD
simulations with the MMPT potential (see Supporting
Information S3).
Application of the Morphed Potentials. After establish-
ing that morphed MMPT potentials lead to improved
agreement between calculated and experimental scalar
coupling constants compared to those of a conventional force
field (Table 1), potential morphing is used to further improve
scalar coupling constants starting from X-ray and NMR
structures. This is done for the three proteins studied in the
previous section: ubiquitin, CspA, and protein G. As might
be suspected, somewhat different coordinate transformations
are most suitable to best describe the scalar couplings in the
three different proteins (a summary of the relationship
between RMSD and different MMPT PESs is given in the
Supporting Information S5). Due to the nonlinearity between
parameters (R′, F′) for the H-bond potentials and the calcu-
lated RMSDs between calculated and measured h3JNC′
couplings, there is no simple, detectable relationship between
the two. However, it is found that deviations are generally
small around a certain {R′, F′} combination, and these values
are summarized in Table 2. The average N-O distances
computed from the initial structure are also reported and are
Figure 2. MMPT PES for the NH-O motif and illustration of
PES morphing. Black, original PES; red, morphed PES.
Contour lines are drawn at intervals of 0.2 kcal/mol for
energies below 1 kcal/mol, for energies between 1 and 10
kcal/mol at intervals of 1 kcal/mol, and for higher energies at
intervals of 10 kcal/mol. Morphing parameters {R′, F′ } ) {2.92,
0.14}.
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close to R′. With the use of relationship 4, the actual
hydrogen bondlength r′OH is found to be almost identical
for all three proteins, namely, 1.93 Å with an average of
1.931 Å ( 0.002 Å. It is worthwhile mentioning that this
value is reminiscent of the hydrogen-bond geometry param-
eter δHA calculated from a statistical analysis of 52 proteins.40
In the following, potential morphing for MMPT PESs is
further investigated such that the additional constraint r′OH
) 1.93 Å is fulfilled:
This equation directly relates the two morphing parameters.
To test the procedure, it was applied to apo-CAM, holo-
CAM, and IFABP, which were not part of the training set.
The 500 ps MMPT/MD simulations were carried out with
MMPT PES minima {R′, F′} found above, and scalar
couplings were calculated. RMSDs between calculated and
experimentally measured h3JNC′ couplings are summarized
in Table 3. Compared with results from 1 ns standard MD
simulations, considerably better agreement is achieved for
all six proteins we investigated.
In all previous MMPT/MD simulations, only hydrogen
bonds corresponding to experimentally measured scalar
couplings are treated with the explicit hydrogen-bond
potential. It would be interesting to test whether h3JNC′ can
be predicted by MMPT/MD simulations without knowing
which couplings can be observed in E.COSY experiments.
Visual Molecular Dynamics (VMD)57 has been used to
assign hydrogen bonds in ubiquitin and CspA with a distance
cutoff of 3.5 Å and an angle cutoff of 40°. In both proteins,
more hydrogen bonds are found with this criterion (see
Supporting Information S6), but not all of the previously
assigned hydrogen bonds are covered. MD simulations with
all of these hydrogen bonds treated by MMPT were carried
out. h3JNC′ couplings were calculated from 500 ps trajectories
and compared to experimental values. The RMSDs (0.122
and 0.160 Hz) are not as good as previous MMPT/MD results
(0.116 and 0.140 Hz) but are still significant improvements
over standard MD simulations (0.140 and 0.195 Hz).
Characterization of the Conformational Ensemble.
Once suitable morphing parameters are available, MMPT/
MD can also be used to characterize the conformational
Figure 3. Calculated scalar couplings from 0.2 ns of MMPT/MD simulations compared with experimental data in ubiquitin for
different morphing parameters.
Table 1. RMSDs of Ubiquitin, CspA, and Protein G
Calculated from 1 ns Trajectory
ubiquitin CspA protein G
standard MD 0.142 0.195 0.134
MD/MMPT 0.118a 0.123b 0.130c
a Morphing parameters {2.92,0.14}. b Morphing parameters
{2.96,0.18}. c Morphing parameters {2.95,0.16}.
F′ )
R' - 2.73
R' - 1.6 (5)
Figure 4. Comparison between scalar couplings calculated
by standard MD simulations and MMPT/MD simulations for
cold-shock protein A. (a) Comparisons of calculated and
experimental h3JNC′ couplings. (b) Squared deviations for
hydrogen bond scalar couplings.
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ensemble starting from the X-ray structure. The conforma-
tional ensembles generated by MD simulations with and
without the MMPT potential are investigated through the
distance between hydrogen and acceptor atoms and the angle
at the acceptor atom. The respective density distributions
(rNO, θHOC) from 500 ps simulations for 29 hydrogen bonds
in ubiquitin are shown in Figures 5 and 6. Using the MMPT
potential for the hydrogen bonds in proteins leads to slightly
shorter donor-acceptor distances, more pronounced direc-
tionality of the H bonds, and significant reductions in the
fluctuations of rNO and θHOC. This is also observed in protein
G and CspA (data not shown) and can be explained by the
fact that the MMPT potential is stronger and more directional
than a conventional superposition of Coulomb terms. Thus,
the H bonds are more restricted in the conformational space,
which also leads to better stability and convergence of h3JNC′
couplings calculated from MMPT/MD compared to standard
MD simulations (Supporting Information S3).
The protein dynamics based on using MMPT as an explicit
hydrogen-bond potential are also investigated by calculating
the root-mean-square fluctuations (or B-factors; Figure 7)
and 2D cross-correlation maps (Figure 8). Generally, using
the MMPT potential leads to rigidification of the protein,
which is consistent with previous efforts to better describe
hydrogen bonds in proteins.58 The cross-correlation maps
of ubiquitin show that most correlated motions are caused
by hydrogen-bonding structures in the protein. Cross-
correlation maps computed from MMPT/MD and standard
MD simulations show similar dynamical features, while the
comparison indicates that the MMPT potential enhances the
correlations between hydrogen-bonding residues.
Discussion
In this work, we present a general method for deriving
quantitative potential energy surfaces for H-bonding motifs
and demonstrate their ability to accurately calculate scalar
couplings across hydrogen bonds in proteins from atomistic
simulations. Compared with standard MD simulations,
RMSDs between calculated and experimental h3JNC′ couplings
have been reduced in all six proteins investigated (Table 3).
The h3JNC′ couplings can be calculated with an average
deviation of 0.14 Hz by MMPT/MD simulation. Better
agreement between calculated and experimental values are
observed for all different secondary structures (Table 4),
while the most significant improvements are found in loop
regions. As has been noted previously,59 current molecular
mechanics force fields perform most poorly in the loop
regions in proteins.
Our calculations are based on a force field treating
hydrogen bonds explicitly. The MMPT potential, originally
developed to investigate proton transfer reactions, has been
shown to be adequate for describing hydrogen bonds in
proteins by simple PES morphing techniques. This is
consistent with the well-known fact that hydrogen bonds can
be regarded as incipient or “frozen stage” proton transfer
reactions.1 It is possible that more sophisticated PES mor-
phing strategies, a more realistic angular dependence (e.g.,
V(R, F, θ) ) ΣnVn(R, F)Pn(cos θ), where Pn are Legendre
polynomials), or different MMPT parametrizations for H
bonds in different secondary structure elements will lead to
additional improvements.
The results presented here are based on an average
treatment of H bonds in proteins, which means that the same
MMPT potential is used for all hydrogen bonds in a certain
protein. This is reflected by the fact that the PES morphing
parameter R′ corresponds to the average D-A distance from
the X-ray structures. However, hydrogen bonds in different
chemical environments exhibit different strengths so describ-
ing them with environment-specific parametrizations is a
possibility for improvement. In fact, this has been previously
found to be the case when hydrogen bonds in different
secondary structures (R helices,  sheets, and loops) were
investigated separately.33
On the basis of a detailed study of correlation between
PES morphing parameters and RMSDs in three proteins
(ubiquitin, CspA, and protein G), we propose a generic
procedure whereby, starting from X-ray structures, the PES
is morphed to a minimum (R′NO, r′OH, θ′HNO). Here, R′NO
equals the average N-O distance in the X-ray structure, r′OH
) 1.93 Å and θ′HNO ) 0. Such an approach enables us to
reliably calculate h3JNC′ couplings, and it has been applied
to a set of six proteins. Due to the nonlinear relationship
between the morphing parameters, the dynamics in proteins,
and the calculated RMSDs for scalar couplings, morphing
parameters {R′, F′} may not always yield the minimal RMSD
between calculated and observed couplings. For example,
in CspA, the morphing parameters lead to a RMSD of 0.14
Hz, while the minima {2.96,0.16} yield 0.12 Hz. However,
differences are small, and both parameter sets are significant
improvements over results from standard MD simulations
(0.20 Hz), given that experimental errors are usually smaller
than 0.05 Hz.19,20
In previous work relating NMR observables and MD
simulations, biased simulations with an additional restraining
penalty function have been used.51 In this approach, h3JNC′
couplings were taken as input information and different
dynamical ensembles were generated, which enables the
determination of accurate geometries and energetics of
hydrogen bonds in the native states of proteins. Here, a
different approach is pursued. Instead of biasing simulations,
the intermolecular interactions are represented more ac-
curately by explicitly including potentials describing H
bonds. The dynamical ensemble for the two methods is
comparable in that narrower distributions of hydrogen-bond
lengths and more restrictions for hydrogen-bond angles are
found. Because scalar coupling constants directly characterize
the geometries of H bonds, it is tempting to suggest that
better quantitative agreement between calculated and ex-
perimentally measured h3JNC′ couplings also reflects a better
description of the conformational ensemble of the protein.
Table 2. Overview of PES Morphing Parameters for
Ubiquitin, CspA, and Protein G
R′, Å F′ r′OH, Å 〈RX-ray〉, Å
1ubq 2.925 0.145 1.933 2.921
1mjc 2.960 0.170 1.929 2.958
2qmt 2.945 0.160 1.930 2.942
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As the results show, the procedure pursued here is generally
applicable and leads to appreciable improvement for all
proteins investigated, and predictions for observables can be
attempted. This is, in general, not possible with biased
simulations for which the bias introduced is only valid for
the particular protein under investigation and is not easily
transferred to a different protein.
Hydrogen-bonding dynamics between standard MD and
MMPT/MD simulations have been also compared in this
work. Stronger hydrogen bonding, shorter hydrogen-bond
lengths, and more pronounced directionality have been
observed in MMPT/MD simulations. This agrees with a
statistical analysis of X-ray structures which yields δHA )
1.93 Å, which is identical to the separation found here and
close to results from electronic structure calculations
(1.94-1.97 Å). Furthermore, the average NHO angle from
all simulations is 166°, which compares with values between
155° and 162° from electronic structure calculations, and
175° from the knowledge-based potential. Analysis of the
protein dynamics shows that the MMPT potential rigidifies
the entire protein and leads to stronger correlation between
residues coupled by hydrogen bonds. This suggests that using
explicit hydrogen-bond potentials shifts the conformational
ensemble sampled in MD simulation toward the experimen-
tally measured one.40
Here, we showed that an explicit, three-dimensional
hydrogen-bond potential leads tossometimes consider-
ablysimproved calculation of hydrogen bond scalar cou-
plings from explicit atomistic simulations in full solvation
for six proteins with different folds. A general computational
strategy is formulated which employs the coordinates from
(high-resolution) X-ray structures and leads to suitably
Table 3. Comparison of RMSDs from Conventional MD Simulations and MMPT/MD Simulations with the Morphed Potentials
ubiquitin CspA protein G apoCAM holoCAM IFABP
RMSD (standard MD) 0.142 0.195 0.134 0.204 0.203 0.175
morphing parameters R′ 2.921 2.958 2.942 2.986 2.937 2.946
F′ 0.144 0.168 0.158 0.185 0.155 0.161
RMSD (MD/MMPT) 0.116 0.140 0.134 0.144 0.142 0.164
Figure 5. Distributions of hydrogen-bond geometries (rNO, θHOC) populated during 500 ps standard MD simulation for 29 H
bonds in ubiquitin.
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morphed H-bonding potential that can be used to investigate
the nuclear dynamics in proteins. It is further illustrated that
hydrogen-bonding potentials which lead to better agreement
between calculated and measured h3JNC′ couplings are those
with physically meaningful (PES morphing) parameters. This
opens the possibility to further improve force fields by
combining NMR data and atomistic simulations, which is
of particular relevance in characterizing conformational
ensembles and in studies of signal transduction in proteins.
Recently, a detailed analysis of the signaling pathway of
rhodopsin led to the proposition that signals in proteins can
be conducted through salt bridges and hydrogen bonds
because they are more directional and the residues involved
can act as molecular switches.60 For such studies, which will
most likely be intensified in the near future due to the
fundamental interest in unraveling the means by which
signaling occurs at a molecular level, accurate H-bonding
potentials will be particularly important. The additional
computational effort involved in using MMPT is minimal
because, instead of a few harmonic potentials (conventional
force field), the same number of anharmonic (Morse) terms
have to be evaluated. What currently limits the standard use
of MMPT is the fact that a time step of ∆t ≈ 0.2 fs is used
to propagate the equations of motion. However, multi-time-
step procedures are being considered which will largely
circumvent this problem. As has been shown in a recent study
on CO relaxation in myoglobin, conventional force fields
based on harmonic bonded potentials which accurately
describe vibrational spectra can be inappropriate when
Figure 6. Distributions of hydrogen-bond geometries (rNO, θHOC) populated during 500 ps MMPT/MD simulation for 29 H bonds
in ubiquitin.
Figure 7. Root mean square fluctuations of backbone atoms
calculated from 1 ns standard MD (red) and MMPT/MD
(green) simulations of ubiquitin. Experimental B factors are
plotted on the black line.
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considering energy transfer between vibrational modes with
widely separated frequencies.61 Thus, when energy transfer
between modes is studied, details of the interaction potentials
may become important. The fundamental role of H bonds,
the sensitivity of h3JNC′ couplings to their dynamics, and the
possibility to compute couplings from meaningful atomistic
simulations provide an ideal stage to further develop and
extend the range and applicability of simulations.
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4.2 Force Field Refinement from NMR Scalar
Couplings
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Abstract
NMR observables contain valuable information about the protein dynamics sampling the high-dimensional potential energy surface.
Depending on the observable, the dynamics is sensitive to different time-windows. Scalar coupling constants h3 JNC′ reflect the pico-
to nanosecond motions associated with the intermolecular hydrogen bond network. Including an explicit H-bond in the molecular
mechanics with proton transfer (MMPT) potential allows us to reproduce experimentally determined h3 JNC′ couplings to within 0.02
Hz at best for ubiquitin and protein G. This is based on taking account of the chemically changing environment by grouping the
H-bonds into up to seven classes. However, grouping them into two classes already reduces the RMSD between computed and
observed h3 JNC′ couplings by almost 50 %. Thus, using ensemble-averaged data with two classes of H-bonds leads to substantially
improved force fields.
Keywords: Force Field Parametrization, NMR, Scalar Coupling, Ensemble Averaging
Introduction
Proteins are highly dynamical systems. Experimentally, nu-
clear magnetic resonance (NMR) is one of the methods of choice
to demonstrate and quantify this. Data from NMR experiments
- including spin relaxation data, scalar and residual dipolar cou-
pling constants - contain valuable information about the inter-
molecular interactions in complex systems. However, using this
information in a productive fashion in guiding and improving
force fields has been limited due to the considerable confor-
mational averaging that is required to obtain converged results.
The - potentially beneficial and useful - interplay between the
complementary nature of NMR experiments and molecular dy-
namics (MD) simulations has been realized from the early days
of atomistic simulations for both, fast (relaxation) and slow
(chemical exchange) processes, to which NMR is sensitive.[1,
2] However, the development of novel experimental observ-
ables (scalar and residual dipolar couplings) and the advent of
powerful computer architectures lead the two techniques to go
hand-in-hand and to cross-fertilize. Over the past few years a
number of reports have appeared which highlight this.[3, 4, 5,
6, 7, 8, 9]
Of particular interest is the fact that NMR data is sensitive
to the structural and conformational dynamics of proteins. This
information is usually not utilized in current force field develop-
ment. A primary reason for this is the fact that the already time-
consuming and cumbersome fitting process is further compli-
cated by taking ensemble-averaged data into account.[10]
Plenty of efforts are devoted to use MD simulations to anal-
yse, reproduce and predict NMR measurements. For this pur-
pose formulas and algorithms, such as the Lipari-Szabo model-
∗m.meuwly@unibas.ch
free formalism [11, 12], have been developed. The reliability
of such an approach is based on the fact that NMR is a time-
domain method and the assumption that MD simulations can
provide a representative ensemble on which the NMR measure-
ments are taken. On the other hand, force fields are a core quan-
tity for MD simulations and their accuracy needs to be continu-
ously improved. Common force fields, and their parameter sets,
are mainly developed by inverting experimental data or by fit-
ting to ab initio calculations of model systems. Such a method-
ology dominates force field development for decades and re-
mains very successful, for example the recent development of
CMAP [13] is based on fitting to LMP2/cc-pVQZ//MP2/6-31G*
calculations of the alanine, glycine, and proline dipeptides.
With easier access to extensive compilations of protein NMR
experimental data, force fields can be further improved. Actu-
ally, NMR data are already utilized to evaluate, scrutinize and
compare the molecular mechanics force fields.[14, 15] In these
studies, certain NMR observables in specific proteins are cal-
culated from MD trajectories generated with different existing
force fields and the correlations between computed and mea-
sured results are compared. Such an approach provides insight-
ful information on the quality of force fields, but usually fails
to provide direct suggestions for further force field optimiza-
tion. Besides, when different kinds of heterogeneous NMR
data are used in such assessment of force fields, the results are
sometimes contradicting since a particular force field and its
parametrization might be good for a certain NMR data but un-
successful in predicting others.
One example of the recent available NMR observables are
scalar couplings across hydrogen bonds (h3 JNC′ ) determined by
spin-echo difference techniques and E.Cosy experiments.[16,
17, 18, 19] h3 JNC′ couplings are directly sensitive to orbital over-
lap between the NH- and OH-groups and provide a direct mea-
Preprint submitted to Chemical Physics May 25, 2011
68
4 Applications II: Hydrogen Bonds and NMR Couplings in Proteins
sure of N–H· · ·O=C hydrogen bonds in proteins.[20] Barfield
correlated the magnitudes with hydrogen bonding geometries [3]
and several studies show that ensemble averaging based on MD
simulations is essential for realistic coupling calculations.[6,
21] h3 JNC′ couplings have a typical range of about −0.2 to −1.0
Hz and the measurement errors are below 0.01 Hz [19, 22].
However, scalar couplings across hydrogen bonds are known
to be difficult to determine computationally. The RMSDs are
typically larger than 0.1 Hz and the correlation coefficients r2
are usually below 0.5.[8, 14, 21] The reliability of computa-
tion for h3 JNC′ is sometimes so low that the accuracy of experi-
mental measurements of particular couplings is questioned by
theoreticians.[14]
In a recent computational study the NH–OC bond was de-
scribed by an explicit 3-dimensional interaction potential (molec-
ular mechanics with proton transfer - MMPT[23, 24]) as op-
posed to electrostatic and nonbonded interactions.[8] The ratio-
nale for this was that explicit coordinate-dependent potentials
provide more control over details in the intermolecular interac-
tions than a superposition of (isotropic) monopolar and van der
Waals interactions do. MMPT was demonstrated to provide a
conformational ensemble which allows to accurately calculat-
ing h3 JNC′ across hydrogen bonds in a set of six proteins with
different folds.[8] The study was based on an average treatment
of H-bonds in proteins which means that the same parametriza-
tion of the MMPT potential is used for all hydrogen bonds in a
given protein. However, hydrogen bonds in different chemical
environments exhibit different strength and features. Thus, de-
scribing them with environment-specific parametrizations is a
possibility for improvement [6], which will be pursued here. In
particular, we address three specific questions in this contribu-
tion: first, by allowing for different parametrizations of the H-
bonds (i.e. classifying H-bonds into different groups), what is
the best agreement with experimentally determined values that
can be achieved? Second, is it possible to reduce this “max-
imal model” to one with the fewest number of classes. And
third, is it possible to find a quantity which can be determined a
priori from structural information and allows one to classify H-
bonds into such classes? The latter point is of considerable and
general importance for predictive instead of postdictive calcu-
lations of h3 JNC′ . However, for improving force fields answers to
questions 1 and 2 above are already of much interest whereas
point 3 is important if one wishes to predict scalar coupling
constants ab initio.
In this contribution we present force field refinements based
on explicit MD simulations using scalar couplings across hy-
drogen bonds. The MD simulations are based on the MMPT
force field and the correlation between calculated and experi-
mental h3 JNC′ couplings is notably enhanced. Root mean square
deviations of scalar couplings between experiment and simula-
tion of 0.07 Hz or better are obtained for both ubiquitin and
protein G. Furthermore, we establish a new approach to re-
late NMR observables and MD simulations. Instead of assess-
ing force fields with NMR data, we directly optimize the force
fields.
Methods
Molecular Dynamics Simulations
All simulations were carried out with the Charmm program [25]
and provisions for MMPT [24]. The setup of proteins and simu-
lation protocols are those from previous work.[8] Briefly, ubiq-
uitin (1ubq [26], (a) in Figure 1) and the B1 domain of protein
G (2qmt [27], (b) in Figure 1) were solvated in pre-equilibrated
water boxes of suitable sizes and periodic boundary conditions
were applied. The system sizes are 16897 atoms for ubiqui-
tin and 10323 for protein G. The systems were first heated to
300K and then equilibrated for 105 time steps, using the stan-
dard CHARMM force field.[28] Next, the interaction potential
was switched to MMPT/MD (see below) with different H-bond
partitions (see below) and morphing parameters, the systems
were equilibrated for another 104 time steps before free dynam-
ics simulations were carried out. Since the MD simulations are
the most time-consuming step in the fitting cycles, the length
of NVE simulations is limited to 100 ps. The convergence of
RMSDs between calculated and experimental couplings from
100 ps MD trajectories is already good for MMPT/MD simula-
tions (see Figure S3 in Ref. 8). Simulations with MMPT param-
eters with relatively low RMSDs between calculated and exper-
imental h3 JNC′ couplings are further extended to 500 ps to estab-
lish convergence. The time step in all simulations is ∆t = 0.2
fs.
Intermolecular Interactions
The interactions within the hydrogen bonding motifs N–
H· · ·O are described by the MMPT potential. A detailed ac-
count of MMPT has been given in Ref. 24. Briefly, MMPT
uses parametrized three-dimensional potential energy surfaces
(PESs) fitted to high level ab initio calculations (MP2/6-311++G(d,p))
to describe the interactions within a general DH–A motif where
D is the donor, H is the hydrogen and A is the acceptor atom.
Together with a standard force field - here, CHARMM [28]
is used - specific rules control how bonded interactions on the
donor and acceptor side are switched on and off depending on
the position of the transferring H-atom (DH–A or D–HA).
The MMPT potentials are parametrized for prototype sys-
tems (zeroth-order potential) and subsequently “morphed” [29,
30] to topologically similar, but energetically different hydro-
gen bonding patterns. Morphing can be a simple coordinate
scaling or a more general coordinate transformation depending
on whether the purpose of the study and the experimental data
justify such a more elaborate approach. Here, the asymmetric
PES for NH+4 · · ·OH2 is the zeroth-order potential V (0) and mor-
phed as following to describe the N–H· · ·O=C motif in proteins
V(R, ρ, θ) = V (0)(R + σ, ρ − δ, θ) (1)
, i.e., the minimum of the PES is shifted from {R0 = 2.71 Å,
ρ0 = 0.23, θ0 = 0◦} to {R′ = R0 + σ, ρ′ = ρ0 − δ, θ′ = 0◦}.
Other morphing strategies such as energy scaling (V = λV (0)
where λ is the morphing parameter) have also been tested, but
do not improve the correlation between calculated and experi-
mental h3 JNC′ couplings (data not shown), and they are not used
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in this work. Since there is a one-to-one correspondence be-
tween morphing parameters {σ, δ} and PES minima {R′, ρ′} and
in order to be consistent with our previous study [8], only one
set - {R′, ρ′} - will be reported.
Force Field Optimization
It is known that scalar coupling constants can be calculated
from the H-bond geometry (see below) and are therefore sensi-
tive to the parametrization of the force field.[6, 8, 14] In the
present case this amounts to a dependence of h3 JNC′ on mor-
phing parameters {R′, ρ′}. The general problem is, however,
that calculation of an expectation value of h3 JNC′ which can be
compared with experimental data requires conformational sam-
pling. Therefore, for every parameter set individual MD sim-
ulations have to be run. This leads to a procedure which can
be automated by using a dedicated fitting environment. For
this purpose, an interface [10] between CHARMM [25] and
I-NoLLS [31] is used to fit the morphing parameters {R′, ρ′}.
User supervision of the fitting process is allowed within this
interface, which provides control to maintain parameter values
physically meaningful and makes the fitting of parameters for
MD simulations more efficient.
Because each H-bonded motif is embedded in a slightly dif-
ferent chemical environment provided by the amino acids sur-
rounding the motif, it is expected that the shape of the proton
transfer potential is somewhat altered. This is reflected by dif-
ferent morphing parameters {R′, ρ′} which leads to a potentially
large number of parameters and therefore to a high-dimensional
fit. The aim is, however, to determine the smallest necessary
number of different H-bonded groups required to reliably de-
termine scalar coupling constants h3 JNC′ .
In the following, hydrogen bonds are partitioned into groups
to be described by different MMPT potentials. This amounts to
introducing “meta-atom types” in the sense that we ask for a)
the minimal number of parametrized H-bonding motifs neces-
sary and b) the actual parameters describing a specific type of
H-bonding motif. This can be compared with coarse-grained
potentials from protein structures which also determine effec-
tive interactions between different atom types. The same logic
is used in deriving models for coarse-grain simulations [32, 33,
34] or knowledge-based protein structure prediction.[35]
To generate a new H-bond partitioning from an existing one,
three schemes are used: splitting, clustering and shuffling. For
splitting, we calculate the deviations between the computed and
experimental h3 JNC′ couplings in one H-bond group, and divide
it into (up to) three groups according to whether the deviation
∆J =h3 JcalcNC′ −h3 J
exp
NC′ for a particular H-bond is positive, negative
or negligible (|∆J| < 0.01 Hz). The number of H-bond groups
is increased by splitting while it can be also decreased by clus-
tering, in which H-bond groups with close MMPT parameters
(generally ∆R′ < 0.03 Å and ∆ρ′ < 0.02) are collected. Finally,
those H-bonds with large deviations (for example, those with
|∆J| > 0.1 Hz) can be selected and placed into another group,
and this process to generate new H-bond partitions is named
shuffling.
These three schemes are manually chosen during parametriza-
tion processes in the current study. It should be noted that the
time-limiting factor is the MD simulation itself, whereas pa-
rameter selection and decisions concerning splitting, clustering
and shuffling are rapid and should be done manually for the
current purpose. However, given that these decisions can be
cast in a quantitative fashion, the entire process could be po-
tentially automated if fitting of a larger data set should be at-
tempted. For each H-bond partitioning (i.e. assigning a particu-
lar H-bond to a particular group characterized by morphing pa-
rameters {R′, ρ′}), morphing parameters are optimized by fitting
to experimental scalar couplings using the CHARMM-INoLLS
interface [10], with the aim to lower the RMSD between h3 JcalcNC′
and h3 JexpNC′ as much as possible (see Table 3). In general about
five fitting cycles are attempted, which might not be sufficient
to establish full convergence. However, the RMSDs and corre-
sponding parameters we obtained and reported can be consid-
ered to be an upper-limit estimate for the lowest RMSD possible
for a particular H-bond partition.
To analyze the scalar coupling constants, snapshots were
taken every 0.02 ps from the NVE trajectories. The hydro-
gen bond coordinates were extracted from these snapshots and
equation 2 was evaluated to calculate h3 JNC′ [3, 6]:
h3 JNC′ = (−360Hz) exp(−3.2rHO′) cos2 θ1 (2)
where rHO′ is the distance between the hydrogen and the accep-
tor atom and θ1 is the H· · ·O=C′ angle. The computed scalar
couplings are then averaged along the MD trajectory. The qual-
ity of the simulations was assessed by comparing root mean
square deviations (RMSDs) between calculated and experimen-
tal h3 JNC′ couplings:
RMSD =
√√
1
N
N∑
i=1
(Jcalci − Jexpi )2 (3)
Results
Secondary Structure as Indicator for Grouping
Considering the two proteins, ubiquitin and protein G, it
is tempting to group H-bonding motifs depending on the sec-
ondary structural element in which they appear, i.e., helices, β-
sheets, or loops. This would allow to directly infer a partition-
ing from structure alone and provide one possible and generic
way to improve simulations based on a well defined procedure.
This was pursued in an earlier attempt to better reproduce the
h3 JNC′ couplings by scaling partial atomic charges in the H-bond
motifs in MD simulations with the standard CHARMM force
field.[6] It has been found that increased polarity of the hy-
drogen bond improves the correlation between computed and
experimentally measured h3 JNC′ couplings, and H-bonds in dif-
ferent secondary structures are better represented by different
magnitudes of electrostatic interactions which are directly re-
lated to the partial charges on the H-bonding motif.
A similar procedure was attempted with MMPT. The 29
backbone hydrogen bonds in ubiquitin are partitioned into three
groups, according to their secondary structure being α-helix (10
H-bonds), β-sheet (15 H-bond) and loop region (4 H-bonds).
3
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The 32 hydrogen bonds in protein G are partitioned into two
groups: α-helix and β-sheet, each containing 13 and 19 H-
bonds, respectively. This amounts to 6 morphing parameters
(Rα, ρα, Rβ, ρβ, Rloop and ρloop) for ubiquitin and 4 morphing
parameters (Rα, ρα, Rβ and ρβ) for protein G. These parame-
ters are determined via fitting the computed h3 JNC′ couplings to
experimental data by the CHARMM-INoLLS interface and are
listed in Table 1.
The correlation between calculated and experimental scalar
couplings has been improved for both H-bonds in α-helix and
β-sheet in both proteins (see Table 2 and Figure 2) compared
to previous work which treated all H-bonds equally.[8] The dif-
ference of H-bonds in different secondary structural elements
is mainly in the difference of morphing parameter ρ. But the
improvement is minor, and for H-bonds in the loop region in
ubiquitin no improvement is found. The RMSDs decrease from
0.118 Hz to 0.115 Hz for ubiquitin and from 0.128 Hz to 0.125
Hz for protein G. As a comparison, other H-bond partition schemes
with the same number of H-bond groups yields RMSDs of 0.055
Hz for ubiquitin and 0.070 Hz for protein G (see below). Also,
the parameter {Rα, ρα} and {Rβ, ρβ} optimized with scalar cou-
plings in ubiquitin differ from those in protein G, suggesting
that one set of parameters for H-bonds in different secondary-
structure of proteins might not be sufficient.
Number of Groupings and Overall RMSD
Because a straightforward grouping by secondary structural
elements did not provide satisfactory improvement of the RMSD,
a more systematic approach was pursued. Taking ubiquitin for
example, all H-bonds are treated equally at the beginning.[8]
In such a partitioning, all H-bonds are considered as one group
and with the morphing parameters {2.92, 0.14} a RMSD be-
tween h3 JcalcNC′ and h3 J
exp
NC′ of 0.12 Hz is obtained. By comparing
computed h3 JNC′ couplings with experimental values, the total
29 H-bonds were assigned into three groups, with 13, 4 and 12
H-bonds, respectively. The couplings were assigned to a partic-
ular group by clustering them into those that over- or underesti-
mate the experimental h3 JNC′ coupling by more than 0.01 Hz and
those that were within 0.01 Hz. In this way a new H-bond par-
titioning with 3 H-bond groups is generated by the “splitting”
scheme (see Figure 3). Then the morphing parameters {R1, ρ1},
{R2, ρ2} and {R3, ρ3} for these three groups are determined by
fitting. The initial values of these parameters in such a fitting
process are {2.90, 0.16}, {2.92, 0.14} and {2.94, 0.12}. The ini-
tial guess is based on the optimized parameters from the last H-
bond partitioning ({2.92, 0.14}) and the experience that larger R
and smaller ρ typically correspond to smaller scalar couplings.
A good initial guess for the parameters can potentially reduce
the number of fitting cycles required and thus reduce the over-
all computational cost, but it is not mandatory for the fitting
process. After six fitting cycles, the RMSD has been reduced
by 40% and the fitting results are summarized in Table 3. The
optimized morphing parameters for this H-bond partition are
{2.868, 0.181}, {2.922, 0.14} and {2.975, 0.099}, corresponding
an RMSD of 0.055 Hz.
Similarly, a new H-bond partitioning, i.e., another way of
assigning H-bonds into groups, can be generated by either “clus-
tering” or “shuffling” from a given H-bond partition, as is de-
scribed in the method section (see Figure 3). The procedure
continues with a new H-bond partitioning and for each of them
optimized morphing parameters and corresponding RMSDs are
obtained from fitting with the CHARMM-INoLLS interface.
The relationship between the lowest RMSDs we obtain dur-
ing our fitting and the numbers of groups which we partition
the hydrogen bonds into in ubiquitin is shown in Figure 4 (see
also Table S3 in the supporting information), together with the
results for protein G. It must be pointed out that such a pro-
cess can in principle go through an arbitrarily large number of
cycles. Not all of them are explored here as the aim of the
procedure we established is to produce meaningful data sets to
address the questions we asked in the Introduction.
One relevant question concerns the trajectory length from
which the RMSDs are computed. The 100 ps used so far may
not be sufficient to fully converge the expectation value of h3 JcalcNC′
and for the cycle described in Table 3 additional data from 500
ps trajectories was accumulated. This was done for cycles No.
2, 5 and 6. In cycles 2 and 6 the RMSDs are reduced by 0.003
Hz after extending the simulation time to 500 ps, while in cy-
cle 5 the RMSD increases from 0.046 Hz to 0.068 Hz. Given
that the RMSDs appear quite well converged it was decided to
restrict the trajectories to 100 ps.
As illustrated in Figure 4, applying different hydrogen bond-
ing potentials to different hydrogen bonds in proteins effec-
tively enhances the correlation between measured and calcu-
lated scalar couplings. Partitioning hydrogen bonds into two
groups already leads to very good correlation between com-
puted and measured h3 JNC′ couplings. The correlation coeffi-
cients are r2 = 0.91 and r2 = 0.93 for ubiquitin and pro-
tein G, respectively (see Figure 5 and Table S1 in the SI). The
RMSD obtained from partitioning into two groups for both pro-
teins is 0.07 Hz, which is a reduction of 40% compared to pre-
vious results.[8] The maximal absolute error (|h3 JcalcNC′ −h3 JexpNC′ |)
and absolute relative error (|(h3 JcalcNC′ −h3 JexpNC′ )/h3 JexpNC′ |) have been
reduced from 0.28 Hz (H-bond No. 21) and 104% (H-bond
No. 10) to 0.14 Hz (H-bond No. 15) and 65% (H-bond No.
15) in ubiquitin, and from 0.25 Hz (H-bond No. 3 and No. 4)
and 194% (H-bond No. 3) to 0.12 Hz (H-bond No. 19) and
91% (H-bond No. 13) in protein G. Groot et al. also calcu-
lated the h3 JNC′ couplings in ubiquitin and protein G from sub-
microsecond MD simulations, and used the results to assess
the agreement between experiment and simulations.[14] They
report three scalar couplings across H-bonds, namely H-bond
No. 5 and No. 17 in ubiquitin and H-bond No. 15 in protein
G, to be outliers. For all six atomistic force fields tested there
(OPLS/AA, CHARMM22, GROMOS96-43a1, GROMOS96-
53a6, AMBER99sb, and AMBER03), the absolute errors (|h3 JcalcNC′
−h3 JexpNC′ |) of all these three H-bonds are larger than 0.25 Hz.[14]
In our simulations with two H-bond groups, the errors are 0.03
Hz, 0.05 Hz and 0.1 Hz, respectively, illustrating that these
h3 JNC′ couplings can be reproduced by MD simulations with the
MMPT force field and its parametrization for a partitioning into
two groups.
Going beyond two groups can further improve RMSD and
correlation as shown in Figure 4. However, it should be pointed
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out that sometimes increasing the number of groups does not
affect the RMSDs. For example in ubiquitin with 3 H-bond
groups a RMSD of 0.055 Hz is obtained whereas with 4 H-bond
groups 0.056 Hz is found. This suggests that the fitting cycles
may not be fully converged. Increasing the number of groups
to seven yields a RMSD of 0.026 Hz in ubiquitin. This is much
lower than the 0.12 Hz with averaging MMPT treatment [8]
or 0.06 Hz from biased simulations.[36] However, it should be
mentioned that partitioning into more than two or three groups
is only of interest in that they demonstrate how closely one can
reproduce experimental coupling constants. In practice it will
be much more important to have a balance between the number
of parameters (as small as possible) and the ability to assign
particular H-bonds to a specific group. This point will be further
addressed in the Discussion.
Discussion and Conclusions
In this work we showed that very good agreement with ex-
perimentally measured scalar couplings can be achieved with
MMPT/MD simulations by allowing different parametrizations
for different kinds of H-bonds in proteins. The RMSDs be-
tween computed and experimental h3 JNC′ couplings can be as
low as 0.03 Hz, comparable to the experimental errors which
are usually about 0.005 - 0.01 Hz [19, 22]. We also show that
partitioning H-bonds into two groups gives a good correlation
and is sufficient to reproduce experimentally measured h3 JNC′
couplings to within 0.07 Hz. Such parametrizations can now
be used to generate improved conformational ensembles from
extensive MD simulations as has been previously done.[6, 8]
It is important to point out that the force field refinement dis-
cussed in the present work includes both, the nuclear dynamics
(through conformational averaging) and the influence of solvent
(as all MD simulations are carried out with explicit solvent).
An interesting point will be to determine the robustness of such
parametrizations in view of water models other than TIP3P [37]
which was used here, such as SPC/E [38] or TIP4P.[37]
An important next step after determining optimal force field
parameters for H-bonds is the question whether it is possible to
assign H-bonds in an arbitrary protein only from its structure.
In other words, a way to group H-bonds from structural data
alone was sought. One possibility is to use secondary structure.
This possibility was already pursued above and it was found
that this was not sufficiently robust. We illustrate this further
in the following by considering a few couplings in ubiquitin.
Given the partitioning from fitting h3 JNC′ in ubiquitin (see Fig-
ure 1(c)) it is observed that coupling No. 16 at the end of the
α-helix belongs to a different class than all other couplings in
the helix. Conversely, couplings 4 and 21 are better described
by α-helix parametrizations although they appear in β-sheets.
Assigning coupling 16 to the group of α-helix couplings and
couplings 4 and 21 to that for β-sheet and refitting the param-
eters leads to an RMSD of 0.11 Hz. This is an increase by
40% compared to the original assignment which demonstrates
that secondary structure may not be the most robust criterion for
classifying H-bond motifs. On the other hand it should be noted
that these three couplings appear at special locations along the
protein structure, e.g. at one end of the α-helix (coupling 16) or
at the end of a short β-sheet (coupling 21).
Another useful measure that is readily available from pro-
tein structure is the solvent exposure of hydrogen bonds. For
this we consider the solvent accessible surface area (ASA) of H-
bonded motifs in ubiquitin and protein G (see Figure 6). ASAs
of a particular backbone H-bond motifs N-H· · ·O=C were cal-
culated by CHARMM with a probe radius of 1.4 Å, [39] and av-
eraged along 10 ns MD trajectories with the standard CHARMM
force field. 10 ns is sufficient for converging the ensemble av-
eraged ASAs, as shown in Figure S1 in the SI. Again, H-bonds
in the two different groups are discriminated by red and blue
marks. In ubiquitin, the ASA appears to serve as a very good
indicator. As shown in Figure 6(a), an ASA smaller or larger
than 225 Å2 separates the H-bonds into two groups and leads
to an RMSD for scalar couplings of 0.070 Hz. However, using
the same criterion in protein G (see Figure 6(b)) only yields an
RMSD of 0.122 Hz. Therefore, ASA is also not a universally
indicative criterion.
It should be emphasized that the current approach to im-
prove force fields by fitting to ensemble-averaged data from
simulations in explicit solvent is a computationally rather ex-
pensive procedure. To reduce this, it may be useful to combine
this with a recently proposed scheme which retains the confor-
mational ensemble and only re-evaluates the observables from
a new parametrization.[9] This is of particular interest for the
fitting cycles in which the number of groups in a partitioning is
maintained. Another aspect is the combined fit of J-couplings
from a library of proteins. It is hoped that this will yield robust
and transferable parametrizations across classes of proteins.
Acknowledgement
We are grateful for the financial support granted by the Schweiz-
erischer Nationalfonds through project Nr. 200021-117810 and
through the NCCR MUST.
References
[1] R. M. Levy, M. Karplus, P. G. Wolynes, Nmr relaxation parameters with
interanl motion: Exact langevin trajectory results compared with simpli-
fied relaxation models, J. Am. Chem. Soc. 103 (1981) 5998–5011.
[2] G. Lipari, A. Szabo, R. M. Levy, Protein dynamics and nmr relaxation:
Comparison of simulations with experiment, Nature 300 (1982) 197–198.
[3] M. Barfield, Structural dependencies of interresidue scalar coupling h3 jnc′
and donor 1h chemical shifts in the hydrogen bonding regions of proteins,
J. Am. Chem. Soc. 124 (2002) 4158–4168.
[4] J. Gsponer, H. Hopearuoho, A. Cavalli, C. M. Dobson, M. Vendrus-
colo, Geometry, energetics, and dynamics of hydrogen bonds in proteins:
Structural information derived from NMR scalar couplings, J. Am. Chem.
Soc. 128 (2006) 15127–15135.
[5] H.-J. Sass, F.-F. Schmid, S. Grzesiek, Correlation of protein structure and
dynamics to scalar couplings across hydrogen bonds, J. Am. Chem. Soc.
129 (2007) 5898–5903.
[6] F. F.-F. Schmid, M. Meuwly, Direct comparison of experimental and
calculated nmr scalar coupling constants for force field validation and
adaptation, J. Chem. Theory Comput. 4 (2008) 1949–1958.
[7] S. A. Showalter, R. Bruschweiler, Validation of molecular dynamics sim-
ulations of biomolecules using NMR spin relaxation as benchmarks: Ap-
plication to the AMBER99SB force field, J. Chem. Theo. Comp. 3 (2007)
961–975.
5
72
4 Applications II: Hydrogen Bonds and NMR Couplings in Proteins
[8] J. Huang, M. Meuwly, Explicit hydrogen-bond potentials and their ap-
plication to nmr scalar couplings in proteins, J. Chem. Theo. Comp. 6
(2010) 467–476.
[9] D.-W. Li, R. Bruschweiler, Nmr-based protein potentials, Angew. Chem.
Intern. Ed. 49 (2010) 6778–6780.
[10] M. Devereux, M. Meuwly, Force field optimization using dynamics
and ensemble-averaged data: Vibrational spectra and relaxation in bound
mbco, J. Chem. Inf. Model. 50 (2010) 349–357.
[11] G. Lipari, A. Szabo, Model-free approach to the interpretation of nuclear
magnetic-resonance relaxation in macromolecules i. theory and range of
validity, J. Am. Chem. Soc. 104 (1982) 4546–4559.
[12] G. Lipari, A. Szabo, Model-free approach to the interpretation of nuclear
magnetic-resonance relaxation in macromolecules ii. analysis of experi-
mental results, J. Am. Chem. Soc. 104 (1982) 4559–4570.
[13] J. Alexander D. Mackerell, M. Feig, I. Charles L. Brooks, Extending
the treatment of backbone energetics in protein force fields: limitations of
gas-phase quantum mechanics in reproducing protein conformational dis-
tributions in molecular dynamics simulations, J. Comp. Chem. 25 (2004)
1400–1415.
[14] O. F. Lange, D. van der Spoel, B. L. de Groot, Scrutinizing molecular
mechanics force fields on the microsecond timescale with nmr data, Bio-
phys. J. 99 (2010) 647–655.
[15] L. Wickstrom, A. Okur, C. Simmerling, Evaluating the performance of
the ff99sb force field based on nmr scalar coupling data, Biophys. J. 97
(2009) 853–856.
[16] A. J. Dingley, S. Grzesiek, Direct observation of hydrogen bonds in nu-
cleic acid base pairs by internucleotide 2jnn couplings, J. Am. Chem. Soc.
120 (1998) 8293–8297.
[17] G. Cornilescu, B. E. Ramirez, M. K. Frank, G. M. Clore, A. M. Gronen-
born, A. Bax, Correlation between h3 jnc′ and hydrogen bond length in
proteins, J. Am. Chem. Soc. 121 (1999) 6275–6279.
[18] F. Cordier, S. Grzesiek, Direct observation of hydrogen bonds in proteins
by interresidue h3 jnc′ scalar couplings, J. Am. Chem. Soc. 121 (1999)
1601–1602.
[19] S. Grzesieka, F. Cordiera, V. Jaravinea, M. Barfield, Insights into
biomolecular hydrogen bonds from hydrogen bond scalar couplings,
Prog. Nucl. Magn. Reson. Spectrosc. 45 (2004) 275–300.
[20] K. Pervushin, A. Ono, C. Fernandez, T. Szyperski, M. Kainosho,
K. Wu¨thrich, Proc. Natl. Acad. Sci. 95 (1998) 14147–14151.
[21] H.-J. Sass, F. F.-F. Schmid, S. Grzesiek, Correlation of protein structure
and dynamics to scalar couplings across hydrogen bonds, J. Am. Chem.
Soc. 129 (2007) 5898–5903.
[22] I. Alkorta, J. Elguero, G. S. Denisov, A review with comprehensive data
on experimental indirect scalar nmr spinspin coupling constants across
hydrogen bonds, Magn. Reson. Chem. 46 (2008) 599–624.
[23] S. Lammers, M. Meuwly, On the relationship between infrared spectra
of shared protons in different chemical environments: A comparison of
protonated diglyme and protonated water dimer, J. Phys. Chem. A 111
(2007) 1638–1647.
[24] S. Lammers, S. Lutz, M. Meuwly, Reactive force fields for proton transfer
dynamics, J. Comput. Chem. 29 (2008) 1048–1063.
[25] B. R. Brooks, R. E. Bruccoleri, B. D. Olafson, D. J. States, S. Swami-
nathan, M. Karplus, Charmm: A program for macromolecular energy,
minimization, and dynamics calculations, J. Comp. Chem. 4 (1983) 187–
217.
[26] S. Vijay-Kumar, C. E. Bugg, W. J. Cook, Structure of ubiquitin refined at
1.8 a resolution, J. Mol. Biol. 194 (1987) 531–544.
[27] H. L. F. Schmidt, L. J. Sperling, Y. G. Gao, B. J. Wylie, J. M. Boettcher,
S. R. Wilson, C. M. Rienstra, Crystal polymorphism of protein gb1 ex-
amined by solid-state nmr spectroscopy and x-ray diffraction, J. Phys.
Chem. B 111 (2007) 14362–14369.
[28] A. D. MacKerell, D. Bashford, M. Bellott, R. L. Dunbrack, J. D.
Evanseck, M. J. Field, S. Fischer, J. Gao, H. Guo, S. Ha, D. Joseph-
McCarthy, L. Kuchnir, K. Kuczera, F. T. K. Lau, C. Mattos, S. Mich-
nick, T. Ngo, D. T. Nguyen, B. Prodhom, W. E. Reiher, B. Roux,
M. Schlenkrich, J. C. Smith, R. Stote, J. Straub, M. Watanabe,
J. Wirkiewicz-Kuczera, D. Yin, M. Karplus, All-atom empirical potential
for molecular modeling and dynamics studies of proteins, J. Phys. Chem.
B 102 (1998) 3586–3616.
[29] J. M. Bowman, B. Gazdy, A simple method to adjust potential energy
surfaces: Application to hco, J. Chem. Phys. 94 (1991) 816–817.
[30] M. Meuwly, J. M. Hutson, Morphing ab initio potentials: A systematic
study of nehf, J. Chem. Phys. 110 (1999) 8338–8347.
[31] M. Law, J. Hutson, I-nolls: a program for interactive nonlinear least-
squares fitting of the parameters of physical models, Comput. Phys. Com-
mun. 102 (1997) 252–268.
[32] J. C. Shelley, M. Y. Shelley, R. C. Reeder, S. Bandyopadhyay, M. L.
Klein, A coarse grain model for phospholipid simulations, J. Phys. Chem.
B 105 (2001) 4464–4470.
[33] S. Izvekov, M. Parrinello, C. J. Burnham, G. A. Voth, Effective force
fields for condensed phase systems from ab initio molecular dynamics
simulation: A new method for force-matching, J. Chem. Phys. 120 (2004)
10896–10913.
[34] S. Izvekov, G. A. Voth, A multiscale coarse-graining method for
biomolecular systems, J. Phys. Chem. B 109 (2005) 2469–2473.
[35] T. Kortemme, A. V. Morozov, D. Baker, An orientation-dependent hydro-
gen bonding potential improves predi ction of specificity and structure for
proteins and protein-protein complexes, J. Mol. Biol. 326 (2003) 1239–
1259.
[36] J. Gsponer, H. Hopearuoho, C. M. Cavalli, A.; Dobson, M. Vendrus-
colo, Geometry, energetics, and dynamics of hydrogen bonds in proteins:
Structural information derived from nmr scalar couplings, J. Am. Chem.
Soc. 128 (2006) 15127–15135.
[37] W. L. Jorgensen, J. Chandrasekhar, J. D. Madura, R. W. Impey, M. L.
Klein, Comparison of simple potential functions for simulating liquid
water, J. Chem. Phys. 79 (1983) 926–935.
[38] H. J. C. Berendsen, J. R. Grigera, T. P. Straatsma, The missing term in
effective pair potentials, J. Phys. Chem. 91 (1987) 6269–6271.
[39] B. Lee, F. Richards, The interpretation of protein structures: Estimation
of static accessibility, J. Mol. Biol. 55 (1971) 379 – 400.
6
73
4 Applications II: Hydrogen Bonds and NMR Couplings in Proteins
Figure Legends
Figure 1:
Ubiquitin (panels a, c) and protein G (panels b, d). In (a)
and (b), H-bonds are highlighted by CPK atoms and yellow or
black lines, which corresponds to the partition into two H-bond
groups which yields RMSDs of 0.07 Hz. (See text for details)
The 3D structures (a) and (b) are projected into 2D schemes (c)
and (d), in which the secondary structures are shown. H-bonds
are marked by arrows pointing from donor to acceptor residues,
and numbered with red or blue for the discrimination of two
H-bond groups as above.
Figure 2:
Comparison of experimental and computed h3 JNC′ coupling
constants from MMPT/MD simulations for ubiquitin with all
H-bonds treated equally (1ubq-equal), for ubiquitin with H-
bonds in different secondary structures treated separately (1ubq-
SS), and for protein G with all H-bonds treated equally (2qmt-
equal) and for protein G with H-bonds in different secondary
structures treated separately (2qmt-SS). The red filled circles,
green filled squares and blue empty circles correspond to H-
bonds in α-helix, β-sheets and loop regions, respectively.
Figure 3:
Illustration of the fitting procedure of the morphing param-
eters for ubiquitin. Four H-bond partitionings are shown. The
“splitting”, “clustering” and “shuffling” schemes to generate
them are illustrated with blue dotted lines. For each H-bond
partition, the H-bond groups, the optimized morphing parame-
ters {R, ρ} and the lowest RMSD we found are listed.
Figure 4:
Correlation between lowest RMSDs obtained from the fit-
ting procedure and the numbers of H-bond groups for ubiquitin
(black) and protein G (red).
Figure 5:
Comparison of experimental and computed h3 JNC′ coupling
constants from MMPT/MD simulations with two H-bonds groups
(marked as red circles and blue squares) described with differ-
ent morphing parameters. For ubiquitin (panel a), the morphing
parameters found are {2.871, 0.182} and {2.979, 0.100}, which
leads to a RMSD of 0.07 Hz. For protein G (panel b), the mor-
phing parameters used are {2.905, 0.167} and {2.979, 0.079},
which also leads to a RMSD of 0.07 Hz.
Figure 6:
The solvent accessible surface areas of hydrogen bonding
motifs in ubiquitin (a) and protein G (b). The two groups of
H-bonds are marked with red and blue circles.
7
74
4 Applications II: Hydrogen Bonds and NMR Couplings in Proteins
Table 1: Summary of morphing parameters and RMSDs calculated by
MMPT/MD simulations with separate treatment of H-bonds in different sec-
ondary structural elements.
α-helix β-sheet loop
{Rα, ρα} {Rβ, ρβ} {Rloop, ρloop}
ubiquitin {2.929, 0.148} {2.923, 0.160} {2.932, 0.142}
protein G {2.991, 0.157} {2.951, 0.147}
Table 2: Comparison of RMSDs between experimental and computed h3 JNC′
coupling from MMPT/MD simulations with all H-bonds treated equally (equal)
and with H-bonds in different secondary structures treated separately (SS) in
ubiquitin and protein G. RMSDs calculated for all couplings as well as for
couplings in particular secondary structures (α-helix, β-sheet and loop region)
are reported.
α-helix β-sheet loop total
ubiquitin equal 0.119 0.126 0.087 0.118SS 0.117 0.121 0.088 0.115
protein G equal 0.165 0.112 0.128SS 0.156 0.110 0.125
Table 3: Fitting cycles for ubiquitin with H-bonds separated into three groups
with corresponding morphing parameters {R1, ρ1}, {R2, ρ2} and {R3, ρ3}.
RMSD100 is calculated from 100 ps simulations while RMSD500 is from 500
ps simulations (see text for details).
cycle No. R1 (Å) ρ1 R2 (Å) ρ2 R3 (Å) ρ3 RMSD100 (Hz) RMSD500 (Hz)
cycle 1 2.900 0.160 2.920 0.140 2.940 0.120 0.088 -
cycle 2 2.900 0.165 2.922 0.140 2.955 0.115 0.074 0.071
cycle 3 2.901 0.165 2.920 0.141 2.955 0.115 0.079 -
cycle 4 2.866 0.181 2.925 0.141 2.976 0.100 0.062 -
cycle 5 2.866 0.180 2.922 0.140 2.975 0.100 0.046 0.068
cycle 6 2.868 0.181 2.922 0.140 2.975 0.099 0.055 0.052
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4.3 Discussion
Recent advances in NMR methodologies228,229 and atomistic simulations230,231 make
protein dynamics accessible at atomic resolution on awide range of time scales. How-
ever, direct characterization of H-bonds in proteins is still very difficult both experi-
mentally and computationally. One recently available NMR observable is the hydro-
gen bond scalar couplings that can be measured through NMR spectroscopy.232,233
Scalar couplings across N–H· · ·O=C H-bonds in proteins have a typical range of
about −0.2 to −1 Hz and the measurement errors are usually less than 0.01 Hz.234,235
On the other hand, h3 JNC′ scalar couplings are known to be very difficult to be de-
termined computationally. The RMSDs between experimental and back-calculated
scalar couplings are typically larger than 0.15 Hz and the correlation coefficients r2
are usually below 0.5.236,237 The reliability of computation for h3 JNC′ is sometimes so
low that the accuracy of experimental measurements of particular couplings is ques-
tioned by theoreticians.237 Here, MMPT is used as an explicit coordinate-dependent
potential for H-bonds in proteins, which leads to better correlations between compu-
tationally predicted and experimentally measured scalar couplings across hydrogen
bonds.
In section 4.1, a general procedure to improve the hydrogen bonding potential
via “PES morhping” based on experimental information is derived by considering
six proteins with different overall topology. Hydrogen bonding dynamics between
standard MD and MMPT/MD simulations have been also compared. Stronger hy-
drogen bonding, shorter hydrogen-bond length and more pronounced directionality
have been observed in MD simulations with MMPT. Analysis of the protein dynam-
ics shows that the MMPT potentials rigidify the entire protein and lead to stronger
correlation between residues coupled by H-bonds. It has also been found out that
the optimized potentials lead to H-bond geometries in remarkable agreement with a
statistical analysis of 52 high-resolution protein structures.238 This suggests that us-
ing explicit hydrogen bond potentials shifts the conformational ensemble sampled in
MD simulation toward the experimentally measured one.238
Results in section 4.1 are based on an average treatment of H-bonds in proteins
which means that the same parametrization of the MMPT potential is used for all
hydrogen bonds in a given protein. Better agreement with experimentally measured
scalar couplings can be achieved with MMPT/MD simulations by allowing different
parametrizations for different kinds of H-bonds in proteins. For this, a more system-
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atical way to determine PES morphing parameters has been established with the help
of an interface239 between CHARMM and I-NoLLS, which allows us to reproduce ex-
perimentally determined h3 JNC′ couplings to within 0.02 Hz at best for ubiquitin. This
is based on taking account of the chemically changing environment by grouping the
H-bonds into up to seven classes. However, grouping them into two classes already
reduces the RMSD between computed and observed h3 JNC′ couplings to 0.07 Hz in
both ubquitin and protein G. Thus, using ensemble-averaged data with two classes
of H-bonds leads to substantially improved force fields.
An important next step is to provide a generic procedure on H-bond partitions in
proteins. The question is whether it is possible to assign H-bonds in an arbitrary
protein only from its structure. Two possible measures, secondary structure and sol-
vent accessible surface area, have been tested in section 4.2, but none of them seem
to be a universal and robust indicator on how to group H-bonds. This is still under
investigation.
The procedure we established in section 4.2 is not limited to optimize MMPT pa-
rameters, but can in principle be applicable to any force field parameters. Hetero-
geneous experimental data can be used in such an approach to improve force fields
by fitting to ensemble-averaged data from MD simulations in explicit solvent. This
opens the possibility to include more NMR observables, such as order parameters240
and residual dipole couplings (RDCs)241–243 in the force field parameterization and
optimization.
It would also be interesting to improve the standard force field with the knowledge
gained from MD simulation with MMPT, for example the dynamical ensembles and
the H-bond partition schemes. The atomic partial charges244 and VdW parameters
of the hydrogen bonding atoms could be reparameterized, possibly also accroding
to the different chemical environments. This would make the results here useful for
conventional atomistic simulations and interesting to a wider readership.
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Modelling of a Platinum Catalyst
"The gentleman is satisfied and composed; the mean man is always full of distress."
Confucius, Analects
In this chapter the molecular mechanics modelling of a novel hydrogen-bonded
self-assembly bidentate Platinum catalyst is presented. We will briefly introduce
force field approaches for transition metal complexes, in particular VALBONDmeth-
ods. Then we will show how to combine MMPT with VALBOND to investigate such
a catalytic system. MD simulations have been carried out, which provide effective
ensemble sampling of the complex and enhance our understanding of the atomistic
detail of motions.
5.1 Background
Hydroformylation is the largest homogeneous catalytic process in industry and the
selectivity to linear or branched products is important. While bidentate ligand
systems such as Ruthenium/BINAP245 and Rhodium/XANTPHOS246 can provide
unique selectivity in homogeneous catalysis (see Scheme 5.1), the synthesis of these
ligands is difficult and expensive. As an alternative to classical bidentate ligands in
which the two donor sites are connected by a covalent connection, Breit et al pro-
posed a new concept of generating bidentate ligands by self-assembly of monoden-
tate ligands via complementary hydrogen bonding.247–249 A typical example is the
self-assembly of 6-diphenylhposphanylpyridone (6-DPPon) in the presence of a tran-
sition metal such as platinum(II) and rhodium(I), as illustrated in Scheme 5.1. Such a
complex can provide high activity and regioselectivity in the hydroformylation of a
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range of functionalized terminal alkenes.247 The approach is intrinsically combinato-
rial and thus self-assembly ligand library have been prepared and tested in various
catalytic transformations.250
Figure 5.1: Enantio- and regioselectivity control with selected metal catalysts de-
rived from bidentate ligands (courtesy of U. Gellrich, J. Huang, W. Se-
iche, M. Keller, M. Meuwly and B. Breit).251
Figure 5.2: Self-Assembling of the 6-DPPon Ligand in the Presence of a Transition
Metal Center (courtesy of U. Gellrich, J. Huang, W. Seiche, M. Keller, M.
Meuwly and B. Breit).251
Previously, the cis-[Cl2Pt(6-DPPon)2] complex has been characterized in detail us-
ing a range of spectroscopic methods (UV-Vis, IR, NMR, X-ray) and DFT calculations
were used to rationalize a number of observations.251 However, as the complex is
rather dynamic, in particular around the double-hydrogen-bond motif between the
pyridone and hydroxypyridine rings , and solvent effects are expected to play a role,
methods beyond electronic structure calculations are needed. To this end, a combina-
tion of MMPT and force fields suitable for transition metal complexes are employed
together with atomistic simulations.
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5.2 Force Fields for Transition Metal Complexes
Computational chemistry can be of considerable value for our understanding of catal-
ysis. For example reliable modeling and prediction of catalytically active transition
metal complexes, can make the design and optimization of catalysts more efficient
and targeted.252 Such in silico screening approach remains a challenge despite the
increasing computer power, because of the concurrent requirement of both compu-
tational efficiency and accuracy. DFT methods provide a good balance between the
two and has been successful in building descriptors and revealing mechanisms.253,254
DFT scales cubically with system size, which often limits its application to practical
catalytic systems. Furthermore, the effect of solvation is neglected or only described
implicitly, and environmental factors including temperature and pressure are not con-
sidered at all although they may be critical to real catalytic processes.
Therefore, having a much faster, better scaling, even if approximate method is de-
sirable. MM force fields offer computationally efficient means to investigate struc-
tural and dynamic properties of molecules in gas phase or condensed phase, and are
routinely used for studying biomolecular systems with up to millions of atoms.255.
However, the application of general force fields such as CHARMM164, AMBER161
and OPLS162 to transition metal complexes have been limited. Difficulties encoun-
tered include: metals can have a variety of coordination numbers, pi-binding ligands
can bind in various ways, and electronic effects such as the Jahn-Teller distortion oc-
cur.256–259
To address these problems, methods have been developed and improved over the
past decade. Ligand Field Molecular Mechanics (LFMM)260–262 is based on ligand
field theory of metal-ligand bonding interaction. By introducing an additional ligand
field stabilization energy (LFSE) term, it has been successfully applied to “first-row’
transition metal complexes263,264. Another method is the “Sum of Interactions Be-
tween Fragments Ab Initio” (SIBFA),265,266 which is based on fragment-based energy
decomposition and has been widely applied to organometallic systems from small
complexes to metallo-proteins.267–269 The LFSE term can also be included and leads
to the SIBFA-LF force field.270
An alternative approach to understand ligand-metal interactions in complexes is
valence bond theory271. VALBOND272–276 is a force field that computes the angle
bending energies based on this theory. To capture bending energies over a wide range
of angular distortions VALBOND replaces the harmonic angle bending potential in
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conventional force field with a more sophisticated functional form272–274
Ei = ki(S
max
i − Si(αij)) (5.1)
which is applicable for every ligand i. Here, ki is an empirical scaling factor , Smaxi
is the maximum strength for a particular hybrid orbital and S(αij) is the reduction
in maximal strength due to the particular angular arrangement of the two hybrid
orbitals involved on two different ligands i and j. For two spmdn hybrid orbitals at
an angle α the expression for Smax is
Smax =
√
1
1+ m + n
(1+
√
3m +
√
5n) (5.2)
and S(α) is in general given by
S(α) = Smax
√
1− 1−
√
1− ∆2
2
. (5.3)
The overlap ∆ for two spmdn hybrid orbitals is
∆ =
1
1+ m + n
(|1s〉+ m cos α|pz〉+ n2 (3 cos
2 α − 1)|dz2〉) (5.4)
Combining equations 5.1 to 5.4 constitutes the core of VALBOND methods.
VALBOND is also applicable to hypervalent compounds by means of a 3-center-4-
electron bonding model. It should be pointed out that VALBOND uses a 12-electron
rule so all transition metals are considered hypervalent.274–276 Thus VALBOND can
describe various geometries found in transition metal complexes, such as octahedral,
trigonal bipyramidal, and square planar. For more detailed explanation and formula
of nonhypervalent and hypervalent VALBOND, the reader is referred to the original
literature. Recently, we have extended VALBOND by accounting for the trans influ-
ence277 which allows to carry out molecular dynamics (MD) simulations of metal-
containing complexes. The MM force field methods, as Comba pointed out,259 can
provide the same, or even better accuracy compared to DFT calculations, if a suitably
parametrized force field is available.
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5.3 Combining MMPT and VALBOND
5.3.1 Intermolecular Interactions
One advantage of force field methods is their extensibility. To model a chemically
complicated compound, different and separately developed force field methods can
be combined. A more familiar example might be the QM/MM approach that treats
a localized region by QM methods and the rest of the system by MM force fields.
Similarly, we can combine MMPT and VALBOND to study cis-[Cl2Pt(6-DPPon)2], a
transition metal complexes whose ligands interact via strong hydrogen bonds.
As illustrated in 5.3, the cis-[Cl2Pt(6-DPPon)2] complex is partitioned into three
parts, coordination sphere, hydrogen bonding motifs and the remaining atoms,
which are treated with different force fields. The coordination sphere includes the
center Pt atom and the ligand atoms P and Cl, and these five atoms are treated with
VALBOND. The atoms involved in the hydrogen bonding between the pyridone (PY)
and hydroxypyridine (HPY) rings are described by MMPT. The remaining atoms -
aromatic carbon and hydrogen atoms - are described by the standard CHARMM force
field.164 Dealing with the interactions across the boundary of different MM regions is
relatively simple since force field is additive. Both VALBOND and MMPT were de-
veloped together with CHARMM22,176,272 so mixing these force fields is meaningful.
P
Pt
P
ClCl
HN
O
N
OH
MMPT
VALBOND
Figure 5.3: Cis-[Cl2Pt(6-DPPon)2], and the force field decomposition.
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5.3.2 Force Field Parametrization
The reliability and accuracy of a force field depends on its parameters, and parametriza-
tion is usually done through careful and sometimes tedious fitting to experimental
structure data and/or high level electronic structure calculations. In this chapter,
however, parameters from each force field are directly carried over and already leads
to good accuracy as shown in next section. For example, the VALBOND parameters
for Platinum, Phosphorus and Chlorine are taken from Landis’s original work272,274
and the corresponding supplementary materials.
For the MMPT part, “SDM” PESs in the previous study of 2PY2HP dimer176 are
considered as the zeroth order potentials.∗ The double hydrogen bonding motif in
the Pt complex is chemically similar to the free 2PY2HP dimer but is embedded in a
rigid framework due to the coordination. The steric and electronic effects of such a
constraint can be taken into account by the following PES morphing278
VNHN(R′, ρ′, θ′) = λE ·VNHN0 (R− R1, ρ, θ)
VOHO(R′, ρ′, θ′) = λE ·VOHO0 (R− R2, ρ, θ) (5.5)
, where the morphing variables λE = 0.8, R1 = 0.2Å and R2 = 0.08Å have been cho-
sen to reproduce the N-N and O-O distances measured by x-ray crystallography.247
MMPT parameters for the O-H-O and N-H-N motifs before and after PES morphing
are listed in Table 5.1. Shape modification of the PESs is necessary to capture effects
of the chemical environment.
The CHARMM22 parameter set164 is used for all other force field terms required.
When CHARMM parameters were missing, those from analogous CHARMM atom
types or from relevant literature279,280 are taken. To help assign atomic partial
charges, natural population analysis (NPA)281 has been carried out and MM charges
are set to the half of the NPA charges277 since NPA generally overestimates partial
atomic charges.282
∗Parameter p11 in Eq. 2.9 that is related to angular part of MMPT force field has been reparametrized.
For isolated 2PY·2HP system, both hydrogen bonding motifs are almost linear, so the angular de-
pendence is not important in our previous study and a heuristic 0.01 kcal/(mol·degree2) is used.
Here a more carefully parametrized angular potential is needed, so this parameter is refitted and
has been determined to be 0.007 kcal/(mol·degree2) for N-H-Nmotif and 0.009 kcal/(mol·degree2)
for O-H-O motif, respectively.
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2PY2HP [Cl2Pt(6-DPPon)2]
O-H-O N-H-N O-H-O N-H-N
161.593375 161.593375 129.2747 129.2747
2.160022 1.913428 2.160022 1.913428
2.016843 2.192999 1.936843 1.992999
-0.986537 -0.986537 -0.7892296 -0.7892296
0.534987 -0.101133 0.60618148 0.1023868
0.889931 1.017599 0.889931 1.017599
229.064043 198.052047 178.81829673 112.944422314
3.095393 2.808170 3.095393 2.80817
0.113593 0.114284 0.113593 0.114284
0.010000 0.010000 0.0072 0.0048
23.510782 27.482766 18.8086256 21.9862128
Table 5.1: MMPT PES parameters for the 2PY2HP dimer and the cis-[Cl2Pt(6-
DPPon)2] complex.
5.3.3 Computational Methods
Molecular Dynamics Simulations
With rapid evaluation of energies and gradients, molecular dynamics (MD) simula-
tions can be carried out. For MD simulations in the gas phase, the complex was first
heated to 300 K by 6000 steps and equilibrated at that temperature for 100 ps. Then
a 10 ns NVE trajectory was generated by free dynamics. The time step was ∆t = 0.1
fs to follow the rapid proton motion. The total energies conserve well such MD sim-
ulations with the combination of VALBOND and MMPT force fields, as illustrated in
Figure 5.4 where energies fluctuate according to a Gaussian distribution with a width
of less than 0.01 kcal/mol.
MD simulations have also been carried out in explicit solvent including deute-
rochloroform (CDCl3), water (H2O), toluene (C6H5CH3), dichloromethane (CH2Cl2),
deuterodichloromethane (CD2Cl2) and tetrachloromethane (CCl4). Topologies and
force field parameters are taken from Refs.283–285. For these simulations, cubic sol-
vent boxes with suitable sizes were used (CDCl3: (45.97× 45.97× 40.86) Å3 ; H2O:
(34.15× 31.04× 31.04) Å3 ; toluene: (50.48× 50.48× 50.48) Å3 ; CH2Cl2 & CD2Cl2:
(42.64× 42.64× 37.90) Å3 ; CCl4: (48.96× 48.96× 48.96) Å3). The [Cl2Pt(6-DPPon)2]
complex was then solvated and the entire system was heated to the desired tem-
perature. Periodic boundary conditions and a cutoff of 12 Å was applied to the
shifted electrostatic and switched Van der Waals interactions. NVT simulations were
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Figure 5.4: The fluctuations of total energies ∆E along a 10 ns MD trajectory with
VALBOND andMMPT force fields for cis-Pt[Cl2(6-DPPon)2] in gas phase
at 300K
carried out using a Nose-Hoover thermostat286,287 with a coupling constant of 50
kcal·mol−1·ps2. Before free dynamics simulations, the system was equilibrated for
100 ps.
Electronic Structure Calculations
DFT calculations were carried out using the B3LYP functional288,289 with the all-
electron 6-31G(d,p) basis set for C, H, N, O, P atoms and a LANL2DZ effective core
potential290 for Pt and Cl atoms. For the NMR and UV-Vis spectra, coordinates of the
complex were recorded from MD snapshots at regular intervals and used in Gauge-
Independent Atomic Orbital (GIAO)291 or time dependent DFT (TD-DFT) calcula-
tions with a non-equilibrium polarized continuum model (PCM) solvation. To com-
pare computed NMR shielding tensors with experimentally measured proton chem-
ical shifts, the isotropic shielding constants σiso(r) were referenced to TMS calculated
at the same level of theory, i.e., δiso(r) = σref − σiso(r) where σref = 31.756 ppm. To
compute the UV-Vis spectrum, snapshots were extracted every 100 ps from a 5 ns
NVE simulation trajectory of [Cl2Pt(6-DPPon)2] solvated in explicit CH2Cl2. Transi-
tion wavelengths and strength were computed with the CAM-B3LYP functional292,
convoluted using Gaussian curves by the cclib package293 and averaged over 50
frames. All electronic structure calculations were carried out using Gaussian03 with
the grid=ultrafine option.186
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Infrared Spectrum
Infrared and power spectra are computed from the time correlation functions, as de-
scribed in section 3.2.3.
5.4 Results
5.4.1 Equilibrium Structure
The calculated equilibrium structure of cis-[Cl2Pt(6-DPPon)2] from the force field
(MM structure) compares favorably with structures from X-ray crystallography247
(X-ray structure) and DFT optimization (DFT structure) (see Figure 5.5). This is quan-
tified in Table 5.2, where selected bond lengths and angles are reported. The natural
bite angle (∠P1–Pt–P2)294, a popular descriptor for chelating ligands, is reproduced
by the MM structure compared to the X-ray structure. Another useful steric descrip-
tor for P-Donor ligands is S4’295 constructed from angles at the coordinated phos-
phines. For these angles, the X-ray and DFT structures give the same values, which
differ from those found from the force field calculations by 4◦. Further improvement
would be possible via the reparametrization of phosphine in VALBOND force field,
but will not be pursued in the current work, as the difference is rather small. The
N-H and O-H bond lengths reported in the MM structure are consistent with the DFT
structure, and both are larger than those from X-ray experiments. Such a difference
can be expected since locating hydrogen atoms in X-ray crystallography is difficult
because of their low scattering power and asymmetrical electron density, and the re-
fined structure depends on the computational algorithms used.
5.4.2 Potential Energy Surface
The PES for the hydrogen bonding motif in the cis-[Cl2Pt(6-DPPon)2] complex is
further studied in detail. For this, the high-dimensional PES is projected onto a
two-dimensional map V(ρ1, ρ2), following the investigation of similar double pro-
ton transfer (DPT) systems such as 2PY2HP dimer71 and formic acid dimer296. The
progression coordinate ρ1 := 12(rNH − 12rNN + rOH − 12rOO) describes mainly the pro-
ton motion and the coordinate ρ2 := 12(rNN + rOO) characterizes the intermonomer
vibrations, where rNN, rOO, rNH and rOH are the separations between N–N, O–O, N–
H and O–H, respectively. All the remaining degrees of freedom are relaxed. The PES
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X-ray DFT MM
Pt–P1 (Å ) 2.256 2.313 2.312
Pt–P2 (Å ) 2.236 2.306 2.302
∠P1–Pt–P2 (◦) 97.58 105.44 97.80
∠Cl–Pt–Cl (◦) 87.17 88.18 90.80
Pt–Cl? (Å ) 2.339 2.462 2.406
N–N (Å ) 3.070 2.966 2.967
N–H (Å ) 0.84 1.033 1.032
∠N–H–N (◦) 136.9 156.3 139.0
O–O (Å ) 2.684 2.631 2.662
O–H (Å ) 0.86 1.003 1.001
∠O–H–O (◦) 164.3 173.3 178.6
P–C? (Å ) 1.825 1.841 1.833
∠Pt–P–C? (◦) 114.42 114.42 110.09
∠C–P–C? (◦) 104.67 104.15 107.21
Table 5.2: Comparison of selected bond lengths and angles from the X-ray structure,
the DFT structure and the MM structure. (?: average values.)
Figure 5.5: Equilibrium structure of cis-[Cl2Pt(6-DPPon)2] deduced from optimiza-
tion with force field. The X-ray structure and DFT structure are also plot-
ted with yellow and silver licorice, respectively.
is characterized by two minimum energy configurations corresponding to the two
tautomeric forms of 2PY2HP. The first observation from the computed PES is that a
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second minimum (marked by cross in Figure 5.6) lies 0.8 kcal/mol above the global
minimum (marked by plus). This is also confirmed qualitatively by DFT calculations,
which find an energy difference of 0.4 kcal/mol between these twominima. Although
the global minima computed by MM and DFT overlay with each other, the predicted
position of this second minimum from MM force field differs from that from DFT
method by ≈ 0.1 Å in both ρ1 and ρ2. Such an asymmetry, which is not observed
in prototype systems such as the free 2PY2HP dimer, is expected since the hydro-
gen bonding motif is embedded into a complicated chemical environment and can be
related to the difference in pi-stacking effects between the aromatic rings in the com-
plex. A transition state for proton transfer is identified via DFT calculations (marked
by dot in Figure 5.6) and lies in the same transition state region observed from the
MM computed PES. However, the MM force field predicts a PT energy barrier of 5
kcal/mol, compared to a barrier of 7.9 kcal/mol found from DFT calculations. A
coordinate-depending energy scaling maybe used to improve this.
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Figure 5.6: Potential energy surface for the hydrogen bonding motif in cis-[Cl2Pt(6-
DPPon)2]. DFT determined minima and transition states are marked
with red plus, cross and dot, respectively. Magenta parallelogram is
drawn to cover the points to compare MM and DFT energies, see text
for details.
One difficulty of the present force field is the disability to correctly describe ion pair
states in which two hydrogen atoms are bonded to the same PY/HPY ring. Com-
pared to DFT calculations, such conformations are overstabilized. DFT calculations
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find such states at 13 kcal/mol above the global minimum whereas optimization of
such a conformation with the force field leads to a local minimum around ρ1 = 0.
However, the stabilization is marginal and does not affect the dynamics simulations
because trajectories seldom sample this region of configuration space, as shown in
Figure 5.7. This figure reports projections of configurations onto the ρ1, ρ2 and PES
from 10 ns simulations in the gas phase and 5 ns in CDCl3.
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Figure 5.7: Up panel: The projection of a 10 ns MD trajectory in gas phase (red)
and a 5 ns MD trajectory in explicit CDCl3 solvation (green) onto the
potential energy surface computed by MM force field. Bottom panel:
The histograms of both projection onto ρ1 and ρ2.
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Further assessment is carried out by comparing a series of single point energy cal-
culations with the N-N distance RNN, the O-O distance ROO, the N-H bond length
rNH and the O-H bond length rOH fixed and all the remaining degrees of freedom
fully relaxed. Such constrained optimizations are carried out with both DFT andMM
force field on a regular four-dimensional grid of 108 points. These points are shown
in the magenta parallelogram in Figure 5.6, and the resulting two sets of energies are
compared in Figure 5.8. The correlation coefficient r2 between the MM and DFT ener-
gies is 0.92, the mean absolute error (MAE) equals 0.31 kcal/mol, and the root mean
standard deviation (RMSD) is 0.41 kcal/mol.
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Figure 5.8: The comparison of MM and DFT energy profiles.
5.4.3 IR Spectrum
The experimental infrared spectrum of cis-[Cl2Pt(6-DPPon)2]251 is characterized by
an unusually broad peak between 2500 cm−1 and 3500 cm−1. DFT calculations on the
equilibrium structure did not find any spectral signature in this region. However by
perturbing the equilibrium structure towards the DPT transition state, the harmonic
vibrational analysis yielded the characteristic spectral signatures. This suggests that
the infrared signatures between 2500 cm−1 and 3500 cm−1 have a dynamical origin.
To better characterize and assign these features, the IR and power spectra for cis-
[Cl2Pt(6-DPPon)2] are calculated directly from MD simulations. One advantage of
this approach is that power spectra of individual vibrational motions can be calcu-
lated, which helps assigning spectra.72
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Computed IR spectra from the 10 ns MD simulation in gas phase are shown in
Figure 5.9, together with the experimental and DFT calculated ones. Peaks at the red
end (1000 cm−1 – 1700 cm−1) are consistent with the experimental measurements. The
power spectrum of the HPY OH-bending (5.10 a) and the CO stretching vibration in
both PY and HPY rings (5.10 b) enable us to assign the measured 1653 cm−1 peak
to the CO-symmetric and asymmetric stretching vibration and the 1584 cm−1 peak
to OH rocking vibration. Furthermore, one finds that these two motions are strongly
coupled. The power spectrum of the N-N distance reports a single peak at 1200 cm−1.
TheN-N separationmotions can be regarded as the relative vibration between PY and
HPY rings in the complex and correspond to the observed peak at 1240 cm−1, which
cannot be assigned with DFT calculations due to the considerable anharmonicity. It is
worthwhile tomention that this peak occurs in the IR spectra of the [Cl2Pt(6-DPPon)2]
complex but is missing in the spectrum of the 6-DPPon ligand itself. (See the Figure
11 in Ref. 251.) Finally, power spectra spread from 3000 cm−1 to 3500 cm−1 for OH
bond stretching and from 2500 cm−1 to 3000 cm−1 for NH bond stretching, which
assign the very broad peak between 2500 cm−1 and 3500 cm−1 to the proton motions
in the hydrogen bonding motif.
The experimental spectrum is recorded in CCl4 with c = 10−3 M.251 Although the
solution is dilute, it is not identical to the situation in the gas phase for which the
above DFT and force field calculations were carried out. Therefore, the IR spectrum
from nanosecond MD simulations in explicit CCl4 solution was also calculated, to-
gether with other organic solutes. Spectra of the complex in CCl4, CDCl3 and CH2Cl2
share similar features. With the presence of these organic solutes in the simulations,
the band between 2700 cm−1 and 3400 cm−1, which corresponds to the hydrogen
bonding in the complex, is now visibly broad. (See Figure 5.11.)
5.4.4 Proton Transfer Dynamics
Direct investigation of PT dynamics is very difficult experimentally. The most direct
evidence for PT to occur are splitting of spectral features.47 However, this is only
available from high-resolution spectroscopy in the gas phase. Another method is to
examine the tunneling contribution by proton transfer in the H/D KIE.52–54 Both ex-
perimental methods can not be applied to the system studied here. However, with
a force field capable of forming and breaking hydrogen bonds, this is possible from
MD simulations. The proton transfer dynamics in the complex is studied in detail and
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Figure 5.9: IR spectrum of cis-[Cl2Pt(6-DPPon)2]. Upper panel: Experimental mea-
surement; Middle upper panel: DFT calculation of the equilibrium struc-
ture; Middle bottom panel: computation from 10ns NVEMD simulations
in gas phase; Bottom panel: computation from 2ns NVEMD simulations
in CCl4.
compared with the PT in the topological similar but chemically simpler 2PY2HP. Fig-
ure 5.12 shows the time series of N-N, O-O, N-H and O-H distances for the complex
during a 5 ns molecular dynamics simulation with explicit CDCl3 solvation at 300K.
Several PT events are observed and they are clearly correlated with the decrease of N-
N separation distances. Also PT along the N-H-N and O-H-Omotif is concerted. This
agrees with the situation in the 2PY2HP dimer. Since the present force field underes-
timates the PT barrier by ≈ 3 kcal/mol, the actual PT rate is probably overestimated
(up to three orders of magnitudes). However PT is likely to occur on a microsecond
timescale. This agrees with results from NMR experiments which provide evidence
for PT: in the 31P-NMR spectra251 only one signal is observed which indicates that
the phosphorus bonded to the PY ring and that bonded to the HPY ring are magneti-
cally equivalent, i.e., tautomerization via double proton transfer is likely to take place
on NMR timescales (see below).
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Figure 5.10: Power spectrum of cis-[Cl2Pt(6-DPPon)2] computed from 10 ns NVE
MD simulations in gas phase. From up to bottom panel: OH bend-
ing; CO stretching; NN vibration; H vibration in the N–H· · ·N motif;
H vibration in the O–H· · ·O motif. The dash lines from left to right
correspond to 1653 cm−1, 1584 cm−1 and 1240 cm−1, respectively.
5.4.5 UV-Vis Spectrum
In an earlier work the UV-Vis spectrum of the complex was reported.251 Compar-
ison with the UV-Vis spectra of “fixed tautomer" model systems such as [Cl2Pt(6-
diphenylphosphanyl-1-methyl-pyridine-2-one)2] and [Cl2Pt(2-methoxy-6-
diphenylphosphanylpyridine)2] complexes concludes that the UV-Vis spectrum of
the complex appears as the superposition of multi-tautomeric forms. This cannot
be reproduced by a single TD-DFT calculation on the equilibrium structure. How-
ever, superposition of UV-Vis spectra from combined TD-DFT/MD calculations cor-
rectly reproduce the peaks around 325 nm and around 280 nm as shown in Fig-
ure 5.13. In fact, the ground to excited state transitions differ dramatically from frame
to frame, while a realistic absorption profile is obtained by the ensemble average over
50 frames.
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Figure 5.11: IR spectrum of cis-[Cl2Pt(6-DPPon)2] in different solvents. From up to
bottom panel, 2 ns MD in CCl4 solvation; 5 ns MD in CDCl3 solvation;
5 ns MD in CH2Cl2 solvation; 5 ns MD in water; 2 ns MD in toluene.
5.4.6 NMR Spectrum
The proton chemical shifts can provide useful information on the structure and dy-
namics of the hydrogen atoms in the complex due to their sensitivity to the chemical
environment. Here the 1H chemical shift spectra for [Cl2Pt(6-DPPon)2] were simu-
lated from MD simulations carried out at four different temperatures (200K, 250K,
300K and 350K) and in two different solvents (CDCl3 and CD2Cl2). Coordinates,
generated every 10 ps from individual 2 ns MD trajectories, were used in GIAO cal-
culations and then averaged over 200 snapshots. The distribution of a typical proton
chemical shift along a particular MD trajectory can extend over several ppms (see
Figure 5.14 and Figure 5.15). Such broad distributions are also reported in the lit-
erature297–299. The ensemble averaged chemical shifts are summarized in Table 5.3,
together with the single point calculation at the DFT optimized structure.
As illustrated in Table 5.3, computed chemical shifts for aromatic protons are
temperature- and solvent-independent. The distributions of 1H chemical shifts for
a particular aromatic proton calculated fromMD snapshots at different temperatures
in CDCl3 are reported in Figure 5.14. The distributions indicate that the MD ensem-
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Figure 5.12: Time series of a 5 ns molecular dynamics trajectory for cis-[Cl2Pt(6-
DPPon)2] in CDCl3 solvation at 300K showing the N-N distances (red),
the O-O distances (black), the N-H distances (blue) and the O-H dis-
tances (green).
O-H-O N-H-N 8H 6H 8H 2H 2H
single point DFT opt 13.33 13.04 8.08 7.36 7.19 6.62 6.49
MD in CDCl3
200K 11.88 14.45 7.63 7.33 7.17 6.70 6.43
250K 11.71 14.63 7.66 7.35 7.18 6.69 6.48
300K 12.07 15.18 7.67 7.34 7.18 6.76 6.46
350K 12.59 15.41 7.69 7.38 7.19 6.74 6.45
MD in CD2Cl2
200K 12.30 15.37 7.63 7.34 7.15 6.75 6.43
250K 11.80 14.65 7.65 7.35 7.17 6.75 6.47
300K 11.64 14.72 7.63 7.34 7.20 6.72 6.42
350K 12.23 15.71 7.68 7.34 7.20 6.77 6.46
Table 5.3: Calculated 1H NMR chemical shifts (in ppm).
bles reflect the different conditions under which they were generated. However, the
averaged chemical shifts are almost identical, as one would expect from NMR spec-
troscopy.300 This also shows that 200 snapshots might be sufficient to obtain statis-
tically meaningful results. For protons involved in the double hydrogen-bonding
motif, chemcial shifts computed from MD ensemble are sensitive to the temperature.
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Figure 5.13: UV-Vis spectrum of cis-[Cl2Pt(6-DPPon)2]. Black: experimental data;
Blue: calculation on the optimized structure; Red: ensemble average
along MD trajectories in CH2Cl2; Drop lines: the maximum peak posi-
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Figure 5.15: The distribution of computed proton chemical shifts in the DPT motif.
The solid lines indicate the experimentally measured ones. Break lines
corresponds to the calculation on the DFT optimized structure. His-
tograms show the distribution of computed chemical shifts calculated
from 300K MD simulations in CDCl3. Red is for the proton in N-H-N
motif while blue for that in O-H-O motif.
However, the dependence does not reflect the one found in earlier experiments.251
In particular, the experimentally observed coalescence of two signals at 325K is not
reproduced by the current approach. This suggests that the process that is reflected in
the coalescence is not double proton transfer along the H-bonding motif. In fact, the
rotation and tautomerization process that renders the two protons indistinguishable,
as we conclude in our previous work, should compete with DPT and is likely to be
the process that is responsible for such an NMR signal.251
It is worth pointing out that calculation fromMD ensemble averaging indicates that
the proton involved in the N-H-N motif has a larger chemical shift than the proton in
the O-H-O motif. This is at variance with the NMR-calculation on the DFT optimized
structure as well as our assignment in the previous work.251 Usually O-H-O protons
exhibit larger chemical shifts than N-H-N protons because the electronegativity of
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oxygen is larger than that of nitrogen. The result from the MD simulations reported
above has, however, been confirmed by measuring the 1H-31P couplings with 2D
NMR spectroscopy. A direct coupling between the 31P and the 1H signal at 12.90 ppm
has been detected by our collaborators, which clearly assigns the relatively larger
(12.90 ppm) chemical shift to the proton in the N-H-N motif and the smaller one
(12.43 ppm) to the proton in the O-H-O motif. This means that the amine proton is
involved in stronger hydrogen bonding than the hydroxyl proton. This is supported
by the fact that DPT is alway triggered by the transfering of proton between two
nitrogen atoms (see Figure 5.12).
5.5 Discussion
In this chapter we present a MM force field approach for a particular Pt complex
featured by a double proton transfer motif. The force field is validated by compar-
ing structures and energies with experimental data and DFT calculation results. MD
simulations are carried out in gas phase and in different solvation, IR, UV-Vis and
NMR spectra are computed and compared with experimental results, and hydrogen
bonding patterns are analyzed.
The cis-[Cl2Pt(6-DPPon)2] complex studied here can be considered as a model sys-
tem. In Breit’s group, series of transition metal complexes (Pt, Rh and Ir as the center
metal) with the self-assembly of structurally simple monodentate ligands - usually
based on 2PY/2HP or aminopyridine/isoquinolone - are synthesised, tested and an-
alyzed. This eventually leads to a library of hydrogen-bonded bidentate catalysts,250
with the system sizes vary from about 70 atoms to 300 atoms. The same combina-
tion of MMPT and VALBOND force field can be applicable to the compounds in this
library, and the transferability of parameters can be expected since no particular pa-
rameter fitting is used in our investigation of the model [Cl2Pt(6-DPPon)2] complex.
Based on a reasonable molecular modelling, virtual screening on the library of such
catalysts would be a possibility.
The complex is also of interest in view of investigating the influence of the chemical
environment on proton transfer (PT) processes. The parent system of the ligands is
the free 2PY2HP dimer, a paradigm system for double proton transfer (DPT) that has
been investigated both experimentally47,301 and through simulations.71 It is interest-
ing to find out how the energetic and dynamics of DPT is affected by the complexa-
tion to a relatively rigid framework such as platinum coordination, and this will also
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enhence our understanding of the concept of self-assembly via hydrogen bonding.
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6 Extension of MMPT to Study
Proton Transport
"Simplicity does not precede complexity, but follows it."
Alan Perlis, Epigrams on Programming, 1982
In the last three chapters, MMPT was applied succussfully to the proton trans-
fer and hydrogen bonding in complicated chemical and biological systems. How-
ever, the standard MMPT method presented in Chapter 2 cannot correctly describe
continuous proton transfer. The proton transfer motifs that are treated with MMPT
PESs should be defined at the beginning of MD simulations, and cannot be changed
through the dynamical evolution. This prohibits the usage of MMPT in many appli-
cations, for example the step-wise proton transfer in LADH or the proton transport
through transmembrane channels.
In this chapter, attempts to extend the MMPT method to study proton transport
processes are presented. This involves identifying PT motifs in the system, and al-
ways moving the MMPT potential spatially to follow such PT motifs.
6.1 Basic ideas
Let’s consider applying MMPT to the simplest (and perhaps also the most compli-
cated) system: proton transport in bulk water. First the excess proton should be lo-
cated, which can be done by finding out the oxygen atom with three hydrogen atoms
bonded to it, i.e., the H3O+ cation. The second step will be to find out in its first
solvation shell the nearest water molecule (oxygen atom) and applying MMPT to the
Zundel complex (H5O+2 ) formed by them. The dynamics of this Zundel complex can
be described with very high accuracy, given that MMPT provides suitable and well-
parameterized PESs. During the time evolution of systems by MD simulations, the
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oxygen atoms (potential proton acceptors) will rearrange. There exist two possibili-
ties: a) another water molecule (oxygen atom) in the first solvation shell approaches
the H3O+, and becomes more appropriate to be considered in the Zundel complex
treated by MMPT. For such a “special pair dance”,8,302 the MMPT potential applied
to the original O–H+ · · ·O motif should be turned off and be applied to this new
O–H+ · · ·O motif; b) the proton rattles between the donor and the acceptor atoms
and transfers eventually to the acceptor oxygen atom, which is usually initiated by
the reorganization of oxygen atoms is the first and second solvation shells. For this,
the definition of donor and acceptor in MMPT motif should be swapped, and a new
hydronium ion H3O+ is formed. Then dynamics continues from the second step as
mentioned above.
The purpose of extending MMPT as “Molecular Mechanics with Proton Transfer”
to “Molecular Mechanics with Proton Transport” is not for studying PT in water, but
the proton transport processes in much larger biological and chemical systems, which
is difficult to characterize using high-level ab initio MD simulations. The same logic
can be used, though. First the correct D-H-A motifs treated with MMPT have to be
located. Second, the methodology to change a particular part of the system from
standard force field to MMPT force field, or vice versa, has to be developed. This
can be compared with exchanging a water molecule between QM water and MM
water in QM/MM methods or exchanging the representation of a particle between
atomistic one and coarse-grained one in multiscale simulations.303,304 Here the de-
scription of certain atoms is changing between a general force field and a specialized
force field with high accuracy (MMPT). Algorithms for this have been proposed and
implemented into the MMPT module within CHARMM, and two test systems were
setup for validation.
6.2 Test Systems
6.2.1 Proton Transport in Protonated Water Clusters
The first test system is the protonated water cluster H2n+1O+n , which has been studied
extensively from both experimental60,64 and computational perspectives.77,82,305 Here
we use a small cluster with n = 4 as the test case, and set the initial conformation as
a water chain, as plotted in Figure 6.1.
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Figure 6.1: Test case for MMPT with proton transport: H9O+4
6.2.2 Proton Transfer along Water Chains in Carbon Nanotubes
A more realistic system would be protonated water chains in carbon nanotubes. The
confinement of protons into such narrow channels creates proton wires having up to
40 times faster proton transport than in bulk water.99,306–309 Also, this is a less com-
plicated system than PT in water, because the carbon nanotube provides a semirigid
environment that largely restricts the lateral and translational degrees of freedom.
Here, a carbon nanotube with a length of ∼ 46 Å and diameter of 7.6 Å is con-
structed. The diameter was chosen such as to prevent reorganization (interchange of
oxygen atoms) of the water molecules while allowing for some lateral freedom, so the
water chain can be considered as a highly ordered one dimensional system. The pro-
ton wire inside the nanotube contains 18 water molecules with an excess proton, and
in total the system is made up of 475 atoms (see Figure 6.2). A similar system setup
was used to study the proton transfer along ammonia chains in carbon nanotubes
with SCC-DFTB/MD method by Zoete and Meuwly.25
With these two test systems, three questions are asked: a) whether the proton can
transport. This amounts to whether the identities of PT motifs, i.e., the definitions of
donor, proton and acceptor atoms can be changed “on the fly” during simulations,
and whether MMPT potentials can correctly follow the PT motifs; b) whether the dy-
namics is carried out correctly, which can be assessed by the energy conservation sit-
uation during NVE simulations. Also strange (energetically highly unfavorable) con-
formations, for example two O-H bonds pointing towards each other with very close
H–H seperation, should not be frequently observed in the simulations. c) how the
physical observables computed from MMPT/MD simulations compare with other
simulation methods. These can be structual information such as the radial distribu-
tion function (RDF) of the protonated water cluster, or dynamical properties such as
the time (in a statistical sense) it takes for H9O+4 to evolve from an extended proton
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Figure 6.2: Test case for MMPT with proton transport: 1D water wire (H37O+18) con-
fined in a carbon nanotube.
water wire to the conformation of an Eigen cation, or in a similar way the time for a
proton to transport from one end of the nanotube to the other end or from the mid-
dle of the nanotube to its ends. SCC-DFTB/MD simulations will be carried out as a
benchmark, while MS-EVB or CPMD methods could also be used for comparison.
We will try to answer these questions with the methods as described in the next
section.
6.3 Schemes and Implementations
6.3.1 Identifying the MMPT Motif
As briefly mentioned above, the first step to identify a MMPT motif is to find the
donor atom. Two criteria can be used: a) for each oxygen atom, find the three nearest
hydrogen atoms H1, H2 and H3, then compare all the rOH1 + rOH2 + rOH3 ’s and the
smallest one corresponds to the donor atom; b) based on the assumption that PT is
step-wise, the current donor atom is either the donor or the acceptor in the previous
step, thus by directly comparing the D–H and A–H distances we can pick up the
donor atom as the smaller one. Both criteria are implemented and they are found to
give the same results, so both criteria a) and b) are examined every step to locate the
donor. Whenever they contradict (which is very rare), the criteria ’b’ is used while a
warning message is given by MMPT.
The next step is to locate all potential acceptors is the system. This is done with
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a geometry cutoff rcut, and all possible acceptor atoms within the radius rcut of the
donor atom will be included. Here we set rcut = 4 Å.
Identify the donor
find the potential acceptors
determine the PT motif
choose between donor and
acceptor in previous step
Geometry cutoff
compare energies
E(pt)+E(w-pt)+E(w-w)
compare 
OH1+OH2+OH3
scoring function
Figure 6.3: Flowchart for identifying MMPT motifs. See text for details.
Now for each donor atom there exist three potential protons and several possible
acceptors, which leads to a number of possible D-H-A motifs. One D-H-A (the PT
motif) should be chosen to be described with theMMPT PES. Two schemes have been
proposed for this purpose. The first one is based on a scoring function that depends
on internal coordinates. Scores are computed for each possible D-H-A motif, and the
motif with the smallest score is treated by MMPT. The scoring function could be a
simple function such as the distance between the hydrogen and the acceptor atom
Score = RHA (6.1)
or more complex ones such as
Score = 13(RDA − 2.39)2 + 1.5[1+ cos(θHDA)] (6.2)
, where RDA is the D–A distance and θHDA is the angle between D–H andD–A. Eq. 6.2
can be considered as a harmonic approximation to our MMPT potential.
Such scoring functions can determine which D-H-A combination is the MMPTmo-
tif, however, directly changing the identity of the MMPT motif leads to large energy
jumps. This is caused by the inconsistence between the MMPT potentials and stan-
dard force field terms (the harmonic bonding between possible donor and protons,
plus several non-bonded terms), and will cause instability in MD simulations. To
avoid such spurious energy jumps from instantaneous switching of potential func-
tions, two PT motifs D-H1-A1 and D-H2-A2 are chosen with the smallest score S1 and
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the second smallest score S2, respectively. Energies computed with either D-H1-A1
motif treated by MMPT (V1) or D-H2-A2 motif treated by MMPT (V2) are mixed.
One way of mixing is to use an EVB-like formula
E =
V1 +V2
2
−
√
(
V1 −V2
2
)2 + e2 (6.3)
where e is set to be a constant such as 1 kcal/mol. Another possibility is to use the
already computed scores S1 and S2:
E = V1 f (S1, S2) +V2[1− f (S1, S2)] (6.4)
with the switching function
f (S1, S2) =
1
2
{tanh(S1 − S2
2
) + 1} (6.5)
Forces are then computed by taking the derivatives of 6.3 and 6.4. The general idea
is that when V1 and V2 differ a lot (V1 much smaller than V2), E ∼ V1 and the chang-
ing of D-H2-A2 motifs, i.e., the discontinuity brought by V2, is neglectable. When V2
is comparable to V1, then the potential energies are mixed and the D-H2-A2 motif will
gradually become the MMPT motif, and eventually when V2 is much smaller than
V1, the changing of the identity of the MMPT motif (MMPT transition) finishes. Both
scoring functions 6.1 and 6.2, and both mixing schemes 6.3 and 6.4, have been im-
plemented and tested. None of them lead to energy conservation, however. Energy
jumps of 5 to 20 kcal/mol can be observed during the transition of MMPT motifs.
This is probably caused by the fact that the MMPT transition happens within only a
few steps so the total energy remains discontinuous although a mixing scheme has
been applied.
During implementation of the algorithms to mix V1 and V2, it was noticed that
most force field terms in V1 and V2 are the same. The only difference is the MMPT
PES V(R, ρ, θ) and a few bonded and non-bonded terms within the D-H1-A1 and D-
H2-A2 motifs. Since force fields are additive, all the energetic terms related to the
D-H1-A1 and D-H2-A2 motifs can be isolated. This leads to the idea to directly use
energy, or more precisely, parts of the potential energy as the scoring function
E(i) = E(pt) + E(w− pt) + E(w− w) (6.6)
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where E(pt) refers to the interactions within the particular D-Hi-Ai motif as described
by the MMPT PES, E(w − pt) refers to all interactions between the D-Hi-Ai motif
and other possible motifs, and E(w− w) is interactions within all the other possible
motifs. The MMPT PES is always applied to the motif with the lowest E(i). Thus
MMPT transitions only take place when E(1)(t) < E(2)(t) and E(1)(t+ ∆t) > E(2)(t+
∆t). E(1) is used as the potential at t and E(2) is used at t + ∆t, and if ∆t is small
enough the resulting potential energy should be continuous.
Figure 6.4: Illustration of the crossing of two potential energy surfaces. The potential
energies at the point of intersection are the same for each surface, but
their derivatives are different.
The whole process is summarized in the flowchart 6.5. UPTPSF is a subroutine
that updates the CHARMM psf file since when the donor changes, the D–H bond
should break and the corresponding information must be re-written into CHARMM.
MMPTINIT and EMMPT are subroutines that initilizes MMPT and that computes the
modification of potential energies and forces by MMPT, respectively, as described in
section 2.2.2.
The algorithm has been implemented and tested with the two test cases in sec-
tion 6.2. For protonated water cluster H9O+4 , proton transport events have been ob-
served with picosecond simulations. Four snapshots from a typical MD trajectory are
presented in Figure 6.6. The conformational changes are shown, but it is not indicated
in the Figure 6.6 whether proton transfer has taken place. since all protons are plotted
in the sameway as Van derWalls spheres with the VDWdrawingmethod in VMD.310
The snapshots have been replotted in Figure 6.7 with the CPK drawing method, in
which the initial bonds between protons and oxygen atoms are always connected. It
is shown that protons transfer from one oxygen atom to another. At 30 ps protons
in the system are completely rearranged. This illustrates that the algorithm we im-
plemented allows proton transport to happen periodically during a MD simulation.
The total energy is in general stable during proton transfer and transport processes
as plotted in Figure 6.8, but it increases rapidly after ∼ 37 ps. This is mainly due to
the quick increase of kinetic energy (see bottom panel in Figure 6.8). The reason is
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Figure 6.5: Code structure of MMPT with proton transport.
that when we switch MMPT motifs though the potential is continuous, the gradient
of the potential is not (see Figure 6.4). This means that the velocities and forces of
certain atoms are not compatible at the time of MMPT transition, and it is possible
that velocities (kinetic energies) are not able to relax, which makes the total energy
unstable and affects dynamics. This doesn’t happen in every simulation with MMPT.
For example, the total energy of another MD trajectory is stable during the 100 ps
simulation time as illustrated in Figure 6.9. Energy conservation becomes very good
after ∼ 60 ps, but this is because the Zundel complex is far away from other water
molecules, i.e., the system falls apart.
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(a) 0 ps (b) 10 ps
(c) 20 ps (d) 30 ps
Figure 6.6: Snapshots from a MD trajectory of H9O+4 where proton transport takes
place.
(a) 0 ps (b) 10 ps
(c) 20 ps (d) 30 ps
Figure 6.7: Snapshots from a MD trajectory of H9O+4 where proton transport takes
place. The initial bonds between protons and oxygen atoms are shown.
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Figure 6.8: Total energy, and the kinetic energy (temperature) along a MD trajectory
with MMPT that allows proton transport.
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Figure 6.9: Total energy along a MD trajectory with MMPT that allows proton trans-
port.
For the proton wire confined in a carbon nanotube, five independent 1 ns MD sim-
ulations have been carried out at 300K but no proton transport events have been
detected. Longer simulation time or higher temperature might be necessary. Besides,
in the current setup the proton is placed initially at one end of the nanotube (see Fig-
ure 6.2). To enhance the probability of observing proton transport we should start
simulations with the conformation of proton in the middle of the carbon nanotube.
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6.3.2 Smoothing the Dynamics
In order to improve energy conservation, we propose here to mix the two PESs E(1)
and E(2) in time domain, as has been done in the adiabatic reactive molecular dynam-
ics (ARMD) method.311–313
ARMD is a conceptually simple surface crossing technique developed in our group,
and has been successfully applied to study reactive processes such as NO rebinding
to myoglobin312 and NO dioxygenation in truncated hemoglobin.314 Briefly, the re-
actant and product are treated in ARMD with individually parametrized force fields
(potential surfaces) which differ in a small number of terms. An energy criterion is
used to decide whether a crossing should occur. Once a crossing is detected, the mix-
ing of surfaces will be introduced a posteriori to create the adiabatic surface. This is
achieved by reconstructing the system at the time point tcross − tmix/2 and gradually
mixing the surface VR and VP by a time dependent switching function
f (t) =
tanh[a(t− tcross)] + 1
2
(6.7)
where tcross is the time at which the crossing occurs, tmix is the total mixing time
which usually equals 40 time steps, and a is a constant which is usually set to 0.06.
The mixed surface is given by
Vmix = VR f (t) +VP(1− f (t)) (6.8)
After the mixing of two states finishes at time tcross + tmix/2, the simulation continues
on the product surface.
Figure 6.10: Diagram showing how ARMD works during a MD simulation involv-
ing a transition between two potential surfaces VR and VP along a fic-
titious trajectory. The dashed line describes the time tmix during which
VR is slowly transformed into VP (courtesy of S. Lutz).
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Based on ARMD, an algorithm is proposed as depicted in Figure 6.11. If a MMPT
transition is detected at tcross by finding that the identity of the lowest energy D-H-
A motif changes, a logical flag Qmix is set, and the coordinates and velocities at the
tcross − tmix/2 time point are restored, and the mixing of two potential starts, which
is done in the subroutine EMMPTMIX as described in Eq. 6.7 and 6.8. The variable
Nmixstep represents the current mixing steps. If it is the first step in mixing, subrou-
tine MMPTIMIX that initializes MMPT should be called, and if it is the last step then
some logical flags, such as Qda that defines whether the donor atoms need be changed
and Qmix, are set. The rewinding and mixing process finishes at tcross + tmix/2, and
the standard subroutine EMMPTNOR as described in section 2.2.2 is then used to
compute the MMPT energies and forces. No MMPT transition will be detected until
time ’tcross + tmix’ (as controlled by Qext) to avoid complexity that two mixing pro-
cesses might overlap.
Qmix
check whether DA needs to change
Qda
Qext
Identify the D-H-A with the lowest energy
check whether D-H-A is the same
as in the last step
EMMPTNOR
FALSE
FALSEUPTPSF
MMPTINIT
TURE
YES
NO
TRUE
YES
FALSE
Nmixstep
MMPTIMIX
EMMPTMIX
FIRST
ELSE set Qmix=.FALSE.
set QDA=.TURE.
LAST
set Qmix=.TRUE.
set other flags
set time back
and return
NO
Figure 6.11: Proposed code structure of MMPT with proton transport. See text for
details.
The implementation of such an algorithm into MMPT in CHARMM is still under-
way. Based on the success of the ARMDmethod, it is hoped that improved dynamics
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will result.
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"The way ahead is long and endless, yet high and low I’ll explore with my will unbending."
Qu Yuan, The Lament
The methodology, implementation and applications of MMPT are presented in this
thesis. MMPT uses parametrized three-dimensional potential energy surfaces fitted
to high level ab initio calculations (MP2/6-311++G(d,p)) to describe the interactions
within a general DH–A motif where D is the donor, H is the hydrogen and A is the
acceptor atom. Together with a standard force field - here, the CHARMM force field is
used - specific rules control how bonded interactions on the donor and acceptor side
are switched on and off depending on the position of the transferring H-atom (DH–
A or D–HA). The MMPT method provides an efficient and accurate way to study
proton transfer reactions and hydrogen bonding interactions in complex chemical
and biological systems.
Three applications of MMPT have been presented. The first one is to study proton
dynamics in AcAc. HereMMPT parameters for AcAc are generated from those ofMA
by PES morphing, and lead to good agreement between computational results and
experimental data including equilibrium structures and infrared spectra. In general,
MMPT PESs can be “morphed” to adapt their overall shapes to topologically similar,
but energetically different hydrogen bonding patterns, depending on the chemical
environment. This is a concise and accurate way to obtain MMPT potentials.
In the second application,315,316 MMPT is applied as an explicit hydrogen bond
potential in proteins and leads to better correlations between computationally pre-
dicted and experimentally measured NMR scalar couplings. We also develop a gen-
eral procedure to refine and optimize force fields with NMR observables, which is not
limited to MMPT PESs but can be applicable to any force field parameters. The last
application is a novel hydrogen-bonded self-assembly bidentate catalyst,73,251 and
with MMPT we are able to reproduce and explain a variety of experimental spectra.
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We also demonstrate the possibility to combine MMPT with other sophisticated force
field methods with this example.
The extension of MMPT to study proton transport processes is discussed. With
the implemented algorithm, proton transport can take place during MD simulations,
and the total energy is stable at most times. However, the dynamics becomes incor-
rect due to the switching of PESs when changing the identity of MMPT motifs. To
solve this problem, the mixing schemes used in the ARMD method can be incorpo-
rated into MMPT. Corresponding algorithms have been proposed and are now being
implemented.
Another future development of MMPT will be to incorporate a fluctuating charge
model, which enables atomic partial charges of the D–H· · ·Amotif to freely adapt to
the H-bond geometries duringMD simulations. The importance of charge fluctuation
has been shown in a recent study of the water-assisted proton transfer in Ferredoxin
I.317 It has also been found that revision of partial charges for hydrogen bonding
atoms leads to differences in computed h3 JNC′ couplings in proteins.244 An updated
module with fluctuating charges will thus greatly enhance the accuracy and utility of
MMPT.
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