Recently, it has been shown constructively how a finite set of hypergeometric products, multibasic hypergeometric products or their mixed versions can be modeled properly in the setting of formal difference rings. Here special emphasis is put on robust constructions: whenever further products have to be considered, one can reuse -up to some mild modifications-the already existing difference ring. In this article we relax this robustness criteria and seek for another form of optimality. We will elaborate a general framework to represent a finite set of products in a formal difference ring where the number of transcendental product generators is minimal. As a bonus we are able to describe explicitly all relations among the given input products.
Introduction
An important milestone of symbolic summation has been carried out by S.A. Abramov [3, 4] to simplify indefinite sums defined over rational functions. In particular, Gosper's algorithm [16] for the simplification of indefinite hypergeometric sums and Zeilberger's extension to definite sums via his creative telescoping paradigm [49, 27, 28] made symbolic summation highly popular in many areas of sciences. This successful story has been pushed forward for single nested sums and related problems, see, e.g., [25, 26, 10] . Further generalizations opened up substantially the class of applications, like the holonomic approach [48, 11, 21] dealing with objects that can be desribed by recurrence systems or the multi-summation approach of (q-)hypergeometric products [47, 46, 7] .
In this regard, also the difference field/ring approach initiated by M. Karr [18, 19] and extended further in [41, 39, 42] has been applied to non-trivial problems arising, e.g., in particle physics; for recent calculations see [1, 2] . In the latter case one can represent indefinite nested sums defined over (q-)hypergeometric products in the setting of RΠΣ-difference ring extensions. As a side product, one can simplify the sum expressions w.r.t. certain optimality criteria, like finding sum representations with optimal nesting depth [35, 38, 40] , with a minimal number of summation objects in the summands [37] , or with minimal degrees arising in the numerators and denominators [33] . In particular, the occurring sums and products in the reduced expression are algebraically independent among each other [36, 17, 42] .
Various improvements have been derived for optimal representations of sums, but much less has been gained for products so far. Concerning the simplification of one product in the setting of difference fields we refer to [32, 6, 29] . For the simplification of several products, only few algorithms have been developed. All of them can be related to the following problem.
Problem RPTB (Representation of Products in a Transcendental Basis): Given 
where the multiplicands f i (k) are represented in an appropriate difference field and 1 l i ∈ AE; find an alternative set of such products Φ 1 (n) = n k=ℓ1 φ 1 (k), . . . , Φ s (n) = n k=ℓs φ s (k) (2) and Φ 0 (n) = ρ n = n k=1 ρ with a primitive root of unity ρ of order λ
where Φ 0 (n) λ = 1 such that (i) any product in (1) can be rewritten in a Laurent polynomial expression in terms of the products given in (2) and (3); (ii) the sequences produced by the products in (2) are algebraically independent over their ground field of sequences 2 adjoined with the sequence (φ 0 (n)) n≥0 . Internally, the available algorithms [32, 23] represent a finite set of such products automatically in a difference ring built by RΠ-extensions [18, 41] and exploit results from the Galois theory of difference rings elaborated in [36, 17, 42] . We note that the algorithms presented in [32, 39] and implemented in Sigma [34] can handle only hypergeometric products. In particular, the products must evaluate to elements in a field Ã that can be built by a multivariate rational function field defined over É or É[ι] where ι denotes the imaginary unit with ι 2 = −1. Recently, these ideas have been generalized in [23] for mixed-multibasic hypergeometric products [8] defined over a more general field Ã. Definition 1. Let Ã = Ã ′ (q 1 , . . . , q v ) be a rational function field where Ã ′ is a field of characteristic 0. Whenever we focus on algorithmic aspects, we restrict Ã ′ further to a rational function field defined over an algebraic number field. A product k j=l f (j, q j 1 , . . . , q j v ), l ∈ AE, is called mixed-multibasic hypergeometric [8] (in short mixed-hypergeometric) in k over Ã if f (x, y 1 , . . . , y v ) is an element from the rational function field Ã(x,y 1 , . . . , y v ) where the numerator and denominator of f (j, q j 1 , . . . , q j v ) are nonzero for all j ∈ with j ≥ l. Such a product is called multibasic hypergeometric if f is free of x and q-hypergeometric if f is free of x, v = 1 and q 1 = q. It is called hypergeometric if v = 0, i.e., f ∈ Ã(x) with Ã = Ã ′ . 
Example 2. Consider the hypergeometric products
1 For 1 ≤ i ≤ r we assume that f i (k) = 0 for all k ∈ AE = {0, 1, 2, . . . } with k ≥ l i . 2 We assume that can be embedded into the ring of sequences.
Then the algorithms from [32, 39, 23] find Φ 1 (n) = n!, Φ 2 (n) = 2 n , Φ 3 (n) = 3 n (whose sequences are algebraically independent among each other) and the algebraic product Φ 0 (n) = ι n satisfying the relation φ 0 (n) 4 = 1 with the following property: the input products can be rephrased in terms of the output products with F 1 (n) = 216 (ι n ) 2 2 n (3 n ) 8 (n + 1) 2 (n + 2) 3 (n + 3) 3 n! , F 2 (n) = 9 (2 n ) 2 (3 n ) 8 (n!) 2 (n + 3) 2 , F 3 (n) = 15(n + 1) 2 (n + 2) 2 ι n (n!) 3 (n + 3)(n + 4)(n + 5) (3 n ) 6 , F 4 (n) = 60 (ι n ) 2 2 n (3 n ) 4 n! (n + 3)(n + 4)(n + 5) .
In [32, 39] and more generally in [23] the algorithms are designed to treat products with highest possible flexibility. They split the input products as much as possible into irreducible elements. As a consequence, when further products arise in a later construction phase, the already obtained products can -up to some mild modifications-be reused. Note that such robust constructions are crucial for largescale calculations that arise, e.g., in particle physics [1, 2] . The algorithms for single-nested products described in [23] , and even more general algorithms for multiple nested products [24] , are available in Ocansey's package NestedProducts.
In this article we will supplement this more practical oriented toolbox with theoretical aspects. We will provide a general framework that solves Problem RPTB not only for mixed-hypergeometric products, but for general difference rings that satisfy certain (algorithmic) properties; for further details we refer to Subsection 2.4 and Section 3. In particular, the output of Problem RPTB is in the following sense optimal: among all possible products in (2) and (3) that provide a solution of Problem RPTB, the number s ≥ 0 of products and the order λ ≥ 1 of the root of unity ρ in (3) are minimal (if λ = 1, the product in (3) simplifies to γ n = 1 n = 1.) Example 3. With our new algorithmic framework we will calculate the minimal number of products
, Φ 2 (n) = n k=1 −ι(3+k) 6 9k(1+k) 2 (2+k)(5+k) (again the produced sequences are algebraically independent) and the alternating sign Φ 0 (n) = (−1) n such that the input products can be rephrased in the form F 1 (n) = 5(1+n) 2 (2+n) 5 (3+n) 8 52488(4+n)(5+n) (−1) n n k=1 −162k(2+k) 5+k 
In particular, we can conclude that Problem RPTB can be solved only by using an algebraic product of the form (3) where the order λ = 2 is minimal.
In contrast to [32, 39, 23, 24] this representation with a minimal number of products has one essential disadvantage: When a new product has to be treated in addition, a complete redesign of the already produced products might be necessary. However, our new approach will provide further insight: given the special representation proposed in this article, one can read off straightforwardly a finite set of generators that describe all relations of the input products.
Example 4. Given the hypergeometric products F 1 (n), F 2 (n), F 3 (n), F 4 (n) from Example 2, we can compute all algebraic relations among them. More precisely, take the ring = É(ι)(x) [ and consider the ideal 3 Z = {p(x, y 1 , y 2 , y 3 , y 4 ) ∈ | ∃δ ∈ AE∀n ∈ AE n ≥ δ ⇒ p(n, F 1 (n), F 2 (n), F 3 (n), F 4 (n)) = 0}
in that encodes all algebraic relations among the products F i (n) with i = 1, 2, 3, 4.
Then with our new algorithms we can compute the two generators 4 (2 + x) 10 (3 + x) 16 (4 + x) 2 (5 + x) 2 (7) that span the ideal Z. This means 4 Z = e 1 , e 2 = {f 1 e 1 + f 2 e 2 | f 1 , f 2 ∈ }.
This result is connected to [20, 43] where all relations of a finite set of sequences can be computed that satisfy homogeneous linear recurrences with constant coefficients. In particular in [20] their algorithm is reduced to find all relations of a finite set of geometric sequences, i.e., sequences produced by the products in (1) with f 1 (k), . . . , f r (k) ∈ Ã * , which are a subclass of hypergeometric sequences. Further strategies for mixed-multibasic hypergeometric products are also mentioned in [29] .
The outline of the article is as follows. In Section 2 we will formalize the sketched construction from above in details: we will represent the products (1) in a formal difference ring equipped with an evaluation function. In particular, we will rephrase the problem specification RPTB to the problem specification DR in this formal setting. In Section 3 we will list the basic properties of our difference ring theory [41, 42] and will enhance it for the constructions required in this article. In Section 4 we will restrict to a special case of products from which an optimal product representation can be read off straightforwardly. Finally, using the Smith normal form of integer matrices we will show in Section 5 how the general problem can be reduced to the special case treated in Section 4. A conclusion is given in Section 6.
The problem description in the setting of difference rings
In the following it will be convenient to represent the products under consideration in a formal ring 5 , often denoted by or . In this regard, it is essential to define in addition
• an evaluation function that describes how the elements in the formal ring are interpreted as sequences (see Subsection 2.1); • a ring automorphism that describes how the elements in the formal ring are shifted (see Subsection 2.2). In particular, we will take care that the evaluation function and the ring automorphism are compatible: applying the automorphism to an element in the formal ring and evaluating it afterwards at the nth sequence entry must equal to the evaluation at the (n + 1)th sequence entry (see Subsection 2.3). In Subsection 2.4 we will finally rephrase Problem RPTB and the examples from the introduction in this algebraic setting.
2.1. The evaluation function -sequence domains. Inspired by [22] we will provide a so-called evaluation function which maps the elements from a formal ring to sequences with entries from a field Ã ⊆ . More precisely, we will take care that the following functions will be available within our constructions [36, 42] .
Definition 5. Let be a ring and let Ã be a subfield of .
(1) A function ev : × AE → Ã is called evaluation function for if for all f, g ∈ and c ∈ Ã there exists a λ ∈ AE with the following properties:
∀n ≥ λ : ev(f + g, n) = ev(f, n) + ev(g, n),
∀n ≥ λ : ev(f g, n) = ev(f, n) ev(g, n).
(2) A function L : → AE is called operation-function (in short o-function) for and ev if for any f, g ∈ with λ = max(L(f ), L(g)) the properties (10) and (11) hold. If such a function exist, ev is also called operation-bounded (in short o-bounded). In particular, ev is called o-computable if the function ev is computable and there is a computable o-function L for ev.
(3) z : → AE is called z-function for ev if for any f ∈ \ {0} and for any integer n ≥ Z(f ) we have ev(f, n) = 0.
Later we will rely on the following simple observation. Lemma 6. Let ev : × AE → Ã be a an evaluation function for a ring .
(1) If a ∈ * , then there is a δ ∈ AE such that ev(a, n) = 0 for all n ≥ δ.
(2) If is a field, there is a z-function for .
Proof.
(1) For a ∈ * there is a δ ∈ AE with ev(a, n) ev( 1 a , n) = ev(a 1 a , n) = 1 for all n ≥ δ. Consequently, ev(a, n) = 0 for all n ≥ δ. (2) follows by (1) .
In short, a ring/field equipped with such an evaluation function ev will be called a sequence domain and will be denoted by ( , ev); see also [38] . In all our examples we will always start with the following ground field. 5 Throughout this article, all rings and fields have characteristic 0 and with * we denote the group of units. Furthermore, all rings are commutative. The order of a ∈ * , denoted by ord(a), is the smallest positive integer k with a k = 1. If such a k does not exist, we set ord(a) = 0. Example 7. Take the rational function field = Ã(x) over a field Ã with characteristic 0 and consider the evaluation function ev :
where p, q ∈ Ã[x], q = 0 and p, q are co-prime; here p(n), q(n) is the usual evaluation of polynomials at n ∈ AE. We define the o-function L( p q ) by taking the minimal l ∈ AE with q(n+l) = 0 for all n ∈ AE, and we define the z-function by Z( p q ) = L(p q). Our product expressions will be rephrased in terms of Laurent polynomials with coefficients from a ring . More precisely, we will denote by x the ring of Laurent polynomials [x,x −1 ] and by x 1 . . . x r a tower of such ring extensions. In order to represent products of the form (3), we will work also with ring extensions of the form [z] over a ring subject to a relation z λ = 1. Note that such a ring contains zero-divisors that originate from
More precisely, by [42, Lemma 5.4 (parts 1,3)] one can straightforwardly construct an evaluation function for single nested products.
Lemma 8. Let be a field with subfield Ã and let ev : × AE → Ã be an evalu-
be a ring where thex i are Laurent polynomial variables and z is a ring generator subject to the relation z λ = 1. Let a 1 , . . . , a r ∈ * and let l 1 , . . . , l r ∈ AE where for all
is an evaluation function. In particular if L : → AE is an o-function for , then L :
for (14) is an o-function. If L is computable, thenL is computable.
Remark. If there is a computable z-function Z for ev and , the lower bounds l i can be computed with l i = Z(a i ).
Example 9 (Cont. Ex. 7). We specialize the ground field = Ã(x) with the evaluation function (12) and the corresponding o-function from Example 7 by choosing the algebraic number field Ã = É(ι). Now take the Laurent polynomial ring = x 1 x 2 x 3 x 4 . Following Lemma 8 we can construct the evaluation func-
where the F i (n) are given in (4) . In particular, we obtain the o-function defined by (15) . In the following examples we will work with the evaluation domain ( , ev) in which the product expressions under consideration can be represented formally.
Let Ã be a subfield of a ring . An evaluation function ev : × AE → Ã for naturally produces sequences in the commutative ring Ã AE with the identity element 1 = (1, 1, 1, . . . ) with component-wise addition and multiplication. More precisely, we can define the function τ :
Due to (10) and (11) the map τ can be turned to a ring homomorphism by defining the equivalence relation (f n ) n≥0 ≡ (g n ) n≥0 with f j = g j for all j ≥ λ for some λ ∈ AE; compare [28] . It is easily seen that the set of equivalence [1] which we will denote by S(Ã). In the following we will simply write f instead of [f ]. In this setting, τ : → S(Ã) forms a ring homomorphism.
2.2.
The ring automorphism -difference rings. So far, we elaborated how sequences can be formulated in a formal ring equipped with an evaluation function. Finally, we will introduce in addition a ring automorphism σ : → in order to model the shift operator acting on sequences. Such a ring equipped with a ring automorphism σ is also called a difference ring denoted by ( , σ).
In order to construct difference rings iteratively, we will use the notion of difference ring/field extensions. ( , σ ′ ) is called a difference ring extension of ( , σ) if is a subring of and σ ′ | = σ. If and are fields, we call such an extension a difference field extension. In the following we will need the following type of difference ring extensions ( , σ) of ( , σ); for more details see [41, 42] .
x is a ring of Laurent polynomials with σ(x) =αx for some unitα ∈ * . More precisely, for f = r k=l f kxk with l, r ∈ we have σ ′ (f ) = r k=l σ(f k )α kxk .x is also called a P -monomial.
• An S-extension (sum-extension) if = [x] is a polynomial ring with σ(x) =x +β for someβ ∈ . More precisely, for f = r k=0 f kxk with
x is also called an S-monomial. • An A-extension (algebraic extension) of order λ > 1 if = [z] is a ring subject to the relation z λ = 1 (i.e., ord(z) = λ) with σ(z) = ρ z where ρ ∈ * is a λth root of unity (i.e., ρ λ = 1). z is also called an A-monomial. Since σ ′ and σ agree on , we will not distinguish them anymore. In particular, a P S-extension (resp. AP -extension/AP S-extension) is a P or S-extension (resp. an A-extension or P -extension/an A-extension, P -extension or S-extension). More generally we call ( , σ) a (nested) P -extension/S-extension/A-extension/P Sextension/AP -extension/AP S-extension) of ( , σ) if it is built by a tower of such extensions over a difference ring ( , σ). Let ( , σ) be a difference field extension of a difference field ( , σ). It is a P -field extension (resp. S-field extension) if = (x) is a rational function and σ(x) =αx withα ∈ * (resp. σ(x) =x +β withβ ∈ ). More generally, a (nested) S-field extension/P -field extension/P S-field extension is a tower of such extensions. Remark. The quotient field of a (nested) P -extension/S-extension/P S-extension of a difference field is a special class of P -field/S-field/P S-field extensions (the multiplicands/summands can be chosen only from a subring of the ground field).
Example 10 (Cont. Ex. 9). Consider the difference field ( , σ) with = Ã(x) where Ã = É(ι) and with the field automorphism σ : → defined by σ| Ã = id and σ(x) = x + 1. In the following we call this difference field also the rational difference field. Note that ( , σ) is an S-field extension of (Ã, σ). In Example 9 we have introduced already the Laurent polynomial ring = x 1 x 2 x 3 x 4 where the products (4) are represented byx i for i = 1, 2, 3, 4 and the evaluation function (20) . We can now extend the automorphism σ from to by a tower of P -extensions with σ(x i ) =α ixi for 1 ≤ i ≤ 4 wherê
Note that F i (n + 1) =α i (n) F i (n) for 1 ≤ i ≤ 4, i.e., σ acting onx i models the shift operator applied to F i (n).
Similarly, S-extensions are used to model indefinite nested sums. Since we focus mainly on products, we skip these aspects and refer the reader to [35, 37, 41, 42] .
In order to solve the Problem RPTB introduced in Section 1, the difference ring/field extensions from above have to be refined. In this regard, we introduce the set of constants const σ = {c ∈ | σ(c) = c} of a difference ring ( , σ). In general, Ã = const σ is a subring of that contains É as subfield. In particular, if is a field, Ã is automatically a subfield of . In this article we will take care that Ã is always a subfield of which we will also call the constant field of ( , σ).
Definition 11. A (nested) Π-extension (resp. Σ-/R-/RΠ-/RΣ-/ΣΠ-/RΠΣ-extension) ( , σ) of ( , σ) is a P -extension (resp. S-/A-/AP -/AS-/SP -/AP S-extension) with const σ = const σ . In this case, an A-/P -/S-monomial is also called an R-/Π-/Σ-monomial. Similarly, a (nested) Π-field extension (resp. (nested) Σ-/ΠΣ-field extension) is a P -field extension (resp. S-/P S-field extension) where the constants remain unchanged. Finally, a ΠΣ-field ( , σ) over Ã is a (nested) ΠΣfield extension of (Ã, σ) with const σ = const σ Ã.
Example 12. Consider the rational difference field ( , σ) from Example 10. It is not difficult to see that const σ = Ã. Consequently, ( , σ) is a ΠΣ-field over Ã.
We remark that these extensions are motivated by Karr's work [18, 19] . More precisely, the Π-field and Σ-field extensions and in particular ΠΣ-fields have been introduced in [18, 19] and explored further, e.g., in [9, 31, 35, 37] .
Remark 13. In the following we will restrict to AP -extensions ( , σ) of a differ-
where the σ(xi) xi ∈ * for 1 ≤ i ≤ s are P -monomials and the σ(zi) zi ∈ const σ * for 1 ≤ i ≤ l are A-monomials. One can rearrange the generators in any order and obtains again an AP -extension. For instance,
In particular, if const σ = const σ holds then also const σ ′ = const σ holds. I.e., if ( , σ) is an RΠ-extension of ( , σ), ( ′ , σ) is an RΠ-extension of ( , σ). Lemma 15. Let ( , σ) be a difference field with Ã = const σ equipped with an evaluation function ev :
Example 16 (Cont. Example 10). Consider the P -extension ( , σ) of ( , σ) from Example 10 with = x 1 x 2 x 3 x 4 and σ(x i ) =α ixi for 1 ≤ i ≤ 4 where theα i are given in (17) , and take the evaluation functionêv defined in Example 9. Then by Lemma 15 it follows thatêv is an evaluation function for ( , σ).
It will be convenient to use the following convention. Let ( , σ) be a difference ring with constant field Ã and let ev be an evaluation function for ( , σ). We say that a sequence (F (n)) n≥0 is modeled by a ∈ if there exists a λ ∈ AE with ev(a, n) = F (n) for all n ≥ λ.
Example 17 (Cont. Example 16). For i = 1, 2, 3, 4 the sequences (F i (n)) n≥0 are modeled by x i , respectively.
Let ev be an evaluation function for ( , σ) with constant field Ã. Then the ring homomorphism τ : → S(Ã) defined by (16) turns to a difference ring homomorphism.
More precisely, let ( , σ ′ ) be another difference ring. Then a ring homomorphism (resp. injective ring homomorphism) λ : → is called a difference ring homomorphism (resp difference ring embedding) if for all f ∈ we have λ(σ(f )) = σ ′ (λ(f )).
To turn τ : → S(Ã) to such a difference ring homomorphism, we consider the shift operation S : S(Ã) → S(Ã) defined by S((a 0 , a 1 , a 2 , . . . )) = (a 1 , a 2 , . . . ).
Then it can be easily verified that S forms a ring automorphism and thus (S(Ã), S) forms a difference ring; compare [28] . In particular, due to (18) it follows that the ring homomorphism τ defined by (16) is a difference ring homomorphism, i.e., we have ∀f ∈ : τ (σ(f )) = S(τ (f )).
Furthermore, by (9) it follows that τ (c) = c with c := (c, c, c, . . . ) for all c ∈ Ã. Such a map will be also called Ã-homomorphism. 
More generally, we will consider the class of mixed-rational difference fields [8] .
Example 20. Take the rational function field Ã = Ã ′ (q 1 , . . . , q v ) and consider the rational function field = Ã(x,y 1 , . . . , y v ) on top together with the field automor-
We noted already that const σ Ã(x) = Ã; see Example 12. It is not too difficult to see that there does not exist a g ∈ Ã(x) * and (0, . .
Hence by Proposition 40 below it follows that const σ = const σ Ã(x) = Ã. In short, ( , σ) is a ΠΣ-field over Ã. ( , σ) is also called the mixed-rational difference field. Furthermore, for f = p q with p, q ∈ Ã[x,y 1 , . . . , y v ], q = 0 and p, q being co-prime we define ev(f, n) = 0 if q(n, q n 1 , . . . , q n v ) = 0 p(n,q n 1 ,...,q n v ) q(n,q n 1 ,...,q n v )
if q(n, q n 1 , . . . , q n v ) = 0.
By [8, Sec. 3.7] there is a minimal δ ∈ AE with q(n, q n 1 , . . . , q n v ) = 0 for all n ≥ δ. Hence we can define the o σ -function L : → AE by L(f ) = δ; a z-function Z : → AE can be defined by Z(f ) = L(p q). Finally, consider the difference ring homomorphism τ : → S(Ã) defined by (16) . Suppose that τ (f ) = 0 with f = p q . Since q(n, q n 1 , . . . , q n v ) is non-zero for all n ≥ Z(f ) and p(n, q n 1 , . . . , q n v ) is non-zero for all n ≥ Z(f ) provided that p = 0, it follows that p = 0. Hence τ is injective.
We will restrict for algorithmic reasons to the case that Ã ′ is a rational function field over an algebraic number field. In this case, L and Z are computable by [8, Sec. 3.7] . Summarizing, we obtain a o σ -computable Ã-embedding τ : → S(Ã). defined byτ (f ) = (êv(f, n)) n≥0 for f ∈ is a o σ -computable Ã-homomorphism. So far, we exploited the fact that an evaluation function produces a Ã-homomorphism. Later we will use the reverse construction: for a Ã-homomorphism of a P -extension there exists an evaluation function that is based on product evaluations. More precisely, [42, Lemma 5.4 (parts 2,3)] provides the following result.
Lemma 22. Let ( , σ) be a difference field with constant field Ã equipped with a z-function Z :
In particular, c ∈ Ã * , and by choosing
2.4.
The problem description in the setting of RΠ-extensions. Consider the products given in (1) where the multiplicands f 1 (k), . . . , f r (k) can be modeled in a difference field ( , σ) with constant field Ã. This means that there is an evaluation functionēv : × AE → Ã with an o σ -functionL : → AE such that we can findf 1 , . . . ,f r ∈ * with the following property: for all
In addition, we obtain an o σ -function L for ev. Finally, we take the Ã-homomorphism τ : → S(Ã) defined by (16) . For further considerations we require in addition that τ | is a Ã-embedding. If we focus on algorithmic aspects, we assume that the Ã-embedding τ is o σ -computable.
As elaborated in the next remark, a finite set of mixed-hypergeometric products (see Definition 1) can be modeled in such a P -extension.
Remark 23 (Representation of mixed-hypergeometric products). Take the rational function field Ã = Ã ′ (q 1 , . . . , q v ) and consider the mixed-rational difference field Example 20 . Suppose that we are given the mixed-hypergeometric
. . , y v ) ∈ * and the numerator and denominator of f i (k, q k 1 , . . . , q k v ) do not evaluate to zero for all k ≥ l r ∈ AE. By construction we 6 Note thatêv(x i , n) = 0 for all n ≥ l i by part (1) of Lemma 6. 7 To fulfill the property f i ∈ * , the variables q 1 . . . , qv and y 1 , . . . , yv and the field below Ã ′ have to be set up accordingly.
can takef r := f r and getēv(f
. By Lemma 15 we can extend the evaluation functionēv from (16) is a Ã-embedding. If we restrict to the case that the subfield Ã ′ of Ã is a rational function field over an algebraic number field, all ingredients are computable. In particular, τ turns to a o σ -computable Ã-embedding.
Given the above construction, we will consider the following problem.
Problem DR (Difference ring Representation): Given a computable difference field ( , σ) equipped with a computable evaluation functionēv and computable o σ -functionL and given a P -extension ( , σ) of ( , σ) with a computable evaluation function ev with ev | ×AE =ēv and a computable o σ -function L as described above 8 . Find
• an AP -extension (À, σ) of ( , σ) with
where the t i for 1 ≤ i ≤ s are P -monomials with α i = σ(ti) ti ∈ * and the
• a computable surjective difference ring homomorphism λ : → À such that
(2) for all f ∈ we have τ (f ) = τ ′ (λ(f )), i.e., the following diagram commutes:
We emphasize that a solution of Problem DR solves also Problem RPTB. More precisely, for 1 ≤ i ≤ r we can take g i := λ(x i ) ∈ À and get
. Thus F i (n) is modeled by g i in ( , σ). In particular, the evaluation function provides the full information to obtain an alternative production expression that evaluates to F i (n) (essentially, one replaces in g i the t j for 1 ≤ j ≤ s by the products n k=l ′ j ev(α j , k − 1) and the z j for 1 ≤ j ≤ l by ρ n j respectively). This establishes part (i) of Problem RPTB. Furthermore, by Remark 13 we can reorder the generators in and get the AP -extension ( ′ , σ)
Furthermore, we observe that the difference ring (τ ( ), S) is contained in (S(Ã), S) (as a subdifference ring) and is isomorphic to ( , σ).
which is a subring of the ring of sequences S(Ã)). Hence also part (ii) of Problem RPTB is tackled.
The solution of Problem DR is strongly related with the following result which is a special case of [42, Thm. 5.14] ; this result is also connected to [44, 36, 17] .
Consequently property (1) in Problem DR can be dropped by imposing that const σ À = const σ , i.e., by taking care that (À, σ) is an RΠ-extension of ( , σ).
Precisely this construction for a solution of Problem DR has been carried out in [32, 39] for hypergeometric products, has been extended to a complete algorithm for mixed-hypergeometric products in [23] , and has been generalized further for nested products in [24] . However, these approaches usually find a difference ring homomorphism λ that is not surjective.
In this article we will follow the same tactic to solve Problem DR for single nested products such that λ is always surjective. Note that in concrete examples the cases s = 0 or l = 0 might arise, i.e., no Π-monomials or no R-monomials are needed. E.g., if ( , σ) itself is a Π-extension of ( , σ), one can solve Problem DR by taking À = , λ = id and τ ′ = τ ; note that in this special case λ is even bijective.
Otherwise, we will show in Theorem 69 below that we can solve Problem DR with a surjective λ and an RΠ-extension (À, σ) of ( , σ) with (21) where s ≥ 0 and l ∈ {0, 1} (i.e., at most one A-monomial is needed) such that
• the number s of Π-monomials is minimal,
• the R-monomial z := z 1 is introduced only if it is necessary,
• and if it is necessary, the order d := d 1 of z is minimal 9 .
Example 25. Recall the following naive constructions from Examples 7, 9, 10, 16 and 21 to represent the products (4) in a difference ring. We take the rational (17) as introduced in Example 65. Further, we take the evaluation functionêv : × AE → Ã introduced in Example 9 (ev replaced byēv) and define the Ã-homomorphismτ : → S(Ã) byτ (f ) = (êv(f, n)) n≥0 . Then based on our main results in Theorem 69 below we can solve Problem DR. Namely, as will be carried out in Example 70 below we can 9 Note that by Proposition 43 given below a difference ring generated by a finite set of Rmonomials z ′ 1 , . . . , z ′ l is isomorphic to a difference ring generated by only one R-monomial z with ord(z) = lcm(ord(z ′ 1 ), . . . , ord(z ′ l )) = ord(z ′ 1 ) . . . ord(z ′ l ). Hence claiming that the order d = ord(z) is optimal means that among all solutions of Problem DR (λ need not to be surjective) in a difference ring with the A-monomials z ′ 1 , . . . , z ′ l the order d of z is smaller or equal to ord(z ′ 1 ) . . . ord(z ′ l ). 10 In order to fit the specification in Problem DR, we set t 1 := x 3 and t 2 := x 4 and z 1 := z.
Further, we can construct the evaluation function ev ′ :
Note that the Ã-homomorphism τ ′ :
injective by Theorem 24. In addition we obtain in Example 70 below the surjective difference ring homomorphismλ : → À defined byλ| Ã(x) = id and
such thatτ = τ ′ •λ holds. Due to our main result stated in Theorem 69 below it will follow that the number s = 2 of the Π-monomials and the order λ = 2 of the R-monomial z are optimal among all possible solutions of Problem DR (where λ is not necessarily surjective). The construction implies thatêv can be given in the following alternative form: (25) which is precisely (6) . Furthermore, τ ′ is a difference ring embedding which implies that τ ′ (Ã[z]) (ev ′ (x 3 , n)) n≥0 (ev ′ (x 4 , n)) n≥0 with ev ′ defined in (23) forms a Laurent polynomial ring with coefficients from the subring τ ′ ( [z]) of S(Ã).
But even more will be derived. By the first isomorphism theorem we get the [13] . In particular, µ turns into a difference ring isomorphism between ( / ker(λ), σ ′ ) and (À, σ). As a bonus we have I := ker(λ) = ker(τ ) (26) which follows by the following lemma (by setting Ë = S(Ã)). Lemma 26. Let , À and Ë be rings with a ring homomorphism τ : → Ë and a a ring embedding τ ′ : À → Ë. If λ : → À is a ring homomorphism with τ ′ (λ(a)) = τ (a) for all a ∈ , then ker(λ) = ker(τ ).
Proof. Suppose that λ is a ring homomorphism as claimed in the lemma and let
Since τ ′ is injective by construction, we finally obtain the following difference ring isomorphisms:
In addition, we will elaborate in Theorem 69 that one can compute explicitly a finite set of generators that span the difference ideal (26) . This means that we obtain the full information of all the algebraic relations of the sequences τ (x 1 ), . . . , τ (x r ). In particular, the corresponding mappings in (27) can be carried out explicitly.
Example 27 (Cont. Ex. 25). In Example 70 (based on Theorem 69) we will get
(28) Note that this yields (8) with (7).
As already indicated in Remark 23, this algorithmic toolbox is applicable for the mixed-rational difference field ( , σ) given in Example 20. More generally, we will show in Theorem 69 below that we obtain a complete algorithm for Problem DR if the ground field ( , σ) with Ã = const σ satisfies various (algorithmic) properties.
These properties (see Assumption 28) will be explored further in the next section.
Required properties of the underlying difference field
For our proposed strategy to solve Problem DR (see Subsection 2.4) we will rely on the following properties of the ground field ( , σ). (1) ( , σ) is computable: the addition, multiplication, the inversion of elements in , and the automorphism σ are computable. In the following we will elaborate further details concerning these properties. In particular, we will show the following result in Subsection 3.5.
Theorem 29. Let ( , σ) be a mixed rational difference field where the constant field is built by a rational function field over an algebraic number field. Then ( , σ) satisfies the properties listed in Assumption 28.
3.1. Constant stability. Note that for any k ∈ AE we have const σ ⊆ const σ k .
In the following we will often assume that the two sets are equal; compare [39, 42] .
We will show in Proposition 31 below that a nested ΠΣ-extension is constantstable if the ground field is constant-stable. Here we will utilize Lemma 31. Let ( (t), σ) be a ΠΣ-field extension of ( , σ) with σ(t) = α t + β (α = 1, or α ∈ * and β = 0). Then the following holds.
(1) If a ∈ [t] is monic and irreducible, then: gcd(σ m (a), a) = 1 for all m ≥ 1 if and only if β = 0 or a = t.
(1) This follows by [18, 9] ; see also [31, Theorem 2.2.4 ].
(2) Let a be monic and irreducible as stated above and suppose that there is an irre-
If t is a Π-monomial (i.e., β = 0) and a = b t r for some b ∈ and r ∈ , we get h = q t m r for some q ∈ * and thus h / ∈ . Otherwise, by part (2) of our lemma we can take a monic irreducible f ∈ [t] (which is not t if β = 0) that arise in a such that for any irreducible polynomial g in a there is no m ≥ 1 with gcd(σ m (f ), g) = 1 (If there are several irreducible factors
, we take that one which is related to the others only by positive shifts m). Thus f occurs in a, but not in the elements σ(a), σ 2 (a), . . . , σ m (a). Therefore f cannot cancel in h and it follows that h / ∈ . (4) Let a ∈ (t) and suppose that σ m (a) = a for some m ≥ 2. If a ∈ , then a ∈ const σ by assumption. Otherwise if a / ∈ , define h := a σ(a) . . . σ m−1 (a). By part (3) Applying part (4) of Lemma 31 iteratively we obtain
We note that a difference field (Ã, σ) with σ = id is trivially constant-stable. Thus we rediscover the following result of [18] .
In particular, one can enhance Proposition 32 to the following ring-version.
where the t i are Π-monomials and the s i are Σ-monomials. Consider the P S-field extension (À, σ) of ( , σ) with À =
is contained as sub-difference ring of (À, σ).
By Prop. 40 const σ À = const σ and by Prop. 32 (À, σ) is constant-stable. Thus for any integer m > 0, const σ = const σ À = const σ m À ⊇ const σ m ⊇ const σ = const σ and hence const σ m = const σ (= const σ ).
Later we assume that there is a Ã-embedding τ : → S(Ã) of a difference field ( , σ) with constant field Ã. In this case we can specialize [42, Lemma 5.12 ] to Lemma 35. Let ( , σ) be a difference field with Ã = const σ . If there is a Ã-
3.2. The shape of solutions of first-order homogeneous equations. Suppose we are given a difference field ( , σ) with w ∈ * . Then at various places in the article we will use the fact that one can predict the shape of the solution g of a difference equation σ(g) − w g = 0 if g is from a certain class of RΠ-extensions. 
with m 1 , . . . , m r ∈ and n 1 , . . . , n l ∈ AE with 0 ≤ n i < ord(z i ) for 1 ≤ i ≤ l.
3.3.
Characterizations of RΠ-extensions. We start with the following Definition 37 ([18]). Let ( , σ) be a difference field. For α 1 , . . . , α r ∈ * , M ((α 1 , . . . , α r ), ) = {(n 1 , . . . , n r ) ∈ r | ∃g ∈ * : α n1 1 . . . α nr r = σ(g) g }. Note that M ((α 1 , . . . , α r ), ) is a submodule of r over . As a consequence, it is finitely generated and has a basis of rank ≤ r. Due to [32, Thm. 3.2 and 3.5] (based on [18, 15] ) such a basis can be calculated for ΠΣ-fields. Proposition 38. Let ( , σ) be a ΠΣ-field over Ã where Ã is built by a rational function field over an algebraic number field. Then a basis of M ((α 1 , . . . , α r ), ) for α 1 , . . . , α r ∈ * can be computed.
In the following we will elaborate a characterization of single-nested RΠ-extensions using the notion given in Definition 37. For one Π-monomial we start with (2)]) Let ( t , σ) be a P -extension of a difference ring ( , σ) with σ(t) = a t. Then this is a Π-extension (i.e., const σ t = const σ ) iff there are no n ∈ \ {0} and g ∈ \ {0} with σ(g) = a n t.
For nested Π-extensions defined over a difference field we will need in addition α i x i for 1 ≤ i ≤ r and let 11 (À, σ) be the P -ring extension of ( , σ) with À = x 1 . . . x r and σ(x i ) = α i x i for 1 ≤ i ≤ r. Then the following statements are equivalent.
(1) M ((α 1 , . . . , α r ), ) = {0}.
(2) const σ = ( , σ), i.e., ( , σ) is a Π-field extension of ( , σ).
(3) const σ À = ( , σ), i.e., (À, σ) is a Π-extension of ( , σ).
Next, we will consider the case for several R-monomials. We start with the following simple observations. (1) z is an R-monomial (i.e., const σ [z] = const σ ) iff there is no g ∈ * and λ ∈ AE with 1 ≤ λ < n such that σ(g) = a λ g holds
(2) If z is an R-monomial, a is a λth primitive root of unity and ord(z k ) = ord(a k ) for all 0 ≤ k ≤ λ.
(3) If ( , σ) is constant-stable, Ã = const σ is a field and a ∈ Ã * is a λth primitive root of unity, then z is an R-monomial. (2) In addition, if z is an R-monomial, a is a λth primitive root of unity by [41, Thm. 2.12] . In particular, since z λ = 1 is the defining relation, we get ord(z) = ord(a) = λ. Trivially, we have 1 = ord(a 0 ) = ord(z 0 ). Now suppose that ord(z k ) = ord(α k ) for some 1 < k < λ. If ord(z k ) > ord(α k ) =: l, then σ(z k l ) = α k l z k l = z k l with z k l = (z k ) l = 1 and thus z k l ∈ const σ [z] \ , a contradiction to the assumption that z is an R-monomial. Otherwise, if l := ord(z k ) < ord(α k ), then α k l = α k l z k l = σ(z k l ) = σ(1) = 1, i.e., ord(α k ) ≤ l, a contradiction.
(4) Suppose that ( , σ) is constant-stable and a ∈ Ã * with ord(a) = λ. Since ord(a k ) = 1 for 1 ≤ k < λ, there are no γ ∈ \ {0} and k ∈ AE with 1 ≤ k < λ and σ(γ) = a k γ by Lemma 41. Thus z is an R-monomial by statement (1) .
In particular, we will require the following result [ 
. . , λ l , respectively. Then this is an R-extension iff for 1 ≤ i ≤ l, the a i are primitive λ i -th roots of unity and gcd(λ i , λ j ) = 1 for pairwise distinct i, j.
Finally, we are in the position to present a characterization that combines singlenested R-extensions and Π-extensions. where the x i are P -monomials with α i = σ(xi) xi ∈ * for 1 ≤ i ≤ r and the z i are A-monomials with a i = σ(zi) zi ∈ Ã * of order λ i for 1 ≤ i ≤ l. Consider the sub-difference ring (À, σ) of ( , σ) with À = x 1 . . . x r [z 1 ] . . . [z l ] which forms an AP -extension of ( , σ). Then the following statements are equivalent.
(1) M ((α 1 , . . . , α r ), ) = {0}, the a i primitive roots of unity and gcd(λ i , λ j ) = 1 for pairwise distinct i, j.
(2) const σ = Ã, i.e., ( , σ) is an RΠ-extension of ( , σ).
(3) const σ À = Ã, i.e., (À, σ) is an RΠ-extension of ( , σ).
(1)⇒(2): By Proposition 40 ( (x 1 ) . . . (x r ), σ) is a Π-extension of ( , σ). In particular, by Proposition 32 it is constant-stable. Thus Prop. 43 is applicable which shows that ( ( 3.4. Radical stability. In order to solve Problem DR as described in Section 2.4, the following properties are crucial.
Definition 45. Let ( , σ) be a difference field with Ã = const σ . Following [18] we define the homogeneous group by
We call ( , σ) radical-stable if for any a ∈ * and m ∈ AE \ {0} with a m ∈ H ( ,σ) there is a ρ ∈ Ã * with ρ m = 1 such that
holds. ( , σ) is called radical-solvable if it is radical-stable and for given a ∈ * and m ∈ AE \ {0} with a m ∈ H ( ,σ) one can compute ρ ∈ Ã * with ρ m = 1 and g ′ ∈ * such that σ(g ′ ) = γ a g ′ holds.
First we show that one can reduce the property of being radical-solvable to the property of being radical-stable and solving first-order homogeneous equations.
Lemma 46. If a difference field ( , σ) is radical stable and one can solve first-order homogeneous linear difference equations in ( , σ), then it is radical-solvable.
Proof. Let ( , σ) be radical-stable and take a ∈ * and m ∈ AE \ {0} with a m ∈ H ( ,σ) . Then we can conclude that there are a ρ ∈ Ã * with ρ m = 1 and aĝ ∈ * with σ(ĝ) g = ρ a. Take a primitive mth root of unity λ ∈ Ã * and loop through i = 0, 1, 2, . . . , m − 1 until one finds aĝ ∈ * with σ(ĝ) g = λ i a. In this way one considers all 12 mth roots of unity, in particular ρ = λ i will arise for some i.
In Subsection 3.1 we succeeded in lifting the property of being constant-stable from a smaller field to a larger field. The main goal of this subsection is to obtain a similar result for the property of being radical-stable. For Σ-monomials this lifting process will work in full generality (see Prop. 51). To obtain such a result for Πmonomials, we have to require further properties on ( , σ) (see Prop. 52). This finally enables us to show in Corollary 53 that the mixed-rational difference field is radical-stable. We expect that this lifting-machinery can be applied also for other types of ΠΣ-field extensions to show that they are radical-stable.
In this subsection we will use the following convention. Let a multivariate rational function γ = p q ∈ (t 1 , . . . , t e ) \ {0} be in reduced representation, i.e., p, q ∈ [t 1 , . . . , t e ] \ {0} are polynomials that are co-prime. Then for an irreducible polynomial h ∈ [t 1 , . . . , t e ] we write h ∤ γ if h ∤ p and h ∤ q holds. The following lemma elaborates the main complication of our desired lifting process.
Lemma 47. Let ( (t), σ) be a ΠΣ-field extension of ( , σ) and let a, g ∈ (t) * and m ∈ AE \ {0} with σ(g) g = a m . Then there is a γ ∈ (t) * and u ∈ * with g = γ m u t n (29)
Proof. If g ∈ * , we can set γ = 1, n = 0 and u = g. Otherwise suppose that g / ∈ . By [18, Thm. 7 ] (see also [32, Sec. 2.3]) we can write g in the following form 13 : g = u t n g 1 · · · g k where n ∈ , u ∈ * , gcd(g i , σ l (g j )) = 1 for all i = j and l ∈ , and for 1 ≤ i ≤ k,
where h i ∈ [t] \ are irreducible, m ij ∈ and r i ≥ 0. In particular, n = 0 if t is a Σ-monomial, and t ∤ g i for all i if t is a Π-monomial. Then by σ(g) g = α m it follows that for all 1 ≤ i ≤ k and all 0 ≤ j ≤ r i −1 we have m | (m i,j+1 −m i,j ) and m | m i,ri . Because of m | m i,ri and m | (m i,ri − m i,ri−1 ), it follows that m | m i,ri−1 . Applying this argument r i times proves that m | m ij for all 1 ≤ i ≤ k and all 1 ≤ j ≤ r i .
. . g ′ k we get g = u γ m t n which completes the proof. More precisely, in (29) one obtains a solution which is close to derive radicalstability for ( (t), σ): the only troublemaker is the possible factor t n with n ∈ if t is a Π-monomial. This property can be carried over for several Π-extensions.
) be a Π-field extension of ( , σ) with α i = σ(ti) ti ∈ * for 1 ≤ i ≤ e. Let a, g ∈ * and m ∈ AE \ {0} with σ(g) g = a m . Then there are m 1 , . . . , m e ∈ , γ ∈ * with t i ∤ γ for 1 ≤ i ≤ e and u ∈ * such that g = u γ m t m1 1 . . . t me e holds. 12 If m is minimal such that a m ∈ H ( ,σ) holds, we only have to consider all i with gcd(i, m) = 1, i.e., all cases where λ i is again a primitive mth root of unity. 13 In [18] this representation is also called σ-representation. Its existence can be derived from the statements (1) and (2) Proof. For all 1 ≤ j ≤ e we get the following construction: Moving t j for 1 ≤ j ≤ e on top and applying Lemma 47 we get u j ∈ j = (t 1 ) . .
Write γ j = pj qj with p j , q j ∈ [t 1 , . . . , t e ] being coprime; we can assume that the polynomials p j and q j contain no polynomial factors in [t 1 , . . . , t e ] that that are free of t j by moving them into u j . Define γ := lcm(p1,...,pe) lcm(q1,...,qe) ∈ * and
By construction, g = u γ m t m1 1 . . . t me e . The corollary follows if u ∈ . Suppose that u / ∈ . Then we can take an irreducible factor f from u such such that for some 1 ≤ j ≤ e the variable t j depends on f . Case 1: f = t j . By construction γ j is free of the factor t j and by (31) also g/t mj j is free of the factor t j . Furthermore γ i for all i with i = i is free of the factor t j (it is collected in the content u i ∈ i ). Thus also t j ∤ γ. With (32), t j cannot occur as a factor in u, a contradiction. Case 2: f = t j . Since f occurs in u, it must occur in g or in γ. Suppose that it does not occur in g. Then for 1 ≤ k ≤ e it does not occur in γ k as a factor by (31) and thus it cannot occur in γ, a contradiction. Thus f must occur in g. Let n be maximal such that f n is a factor in g. Then n is maximal such that f n occurs in γ j by (31) . In particular, n is maximal such that f n occurs in p m j or q m j , thus in lcm(p 1 , . . . , p e ) m or in lcm(q 1 , . . . , q e ) m and therefore in γ m . In conclusion, f cannot occur in g γ m and thus not in (32) , again a contradiction. The following lemma is basic, but for completeness we state it here.
Lemma 49. Let ( , σ) be a P S-field extension of ( , σ), a ∈ * and m ∈ AE\{0}.
If a m ∈ then a ∈ .
Proof. Let = (t 1 ) . . . (t e ). Suppose that a m ∈ and let i be maximal such that a ∈ (t 1 ) . . . (t i ) \ (t 1 ) . . . (t i−1 ). Write a = p q with p, q ∈ (t 1 ) . . . (t i−1 )[t i ] where gcd(p, q) = 1 and either p or q depend on t i . We get p m = a m q m with a m ∈ * and thus gcd(p m , q m ) = p m and gcd(p m , q m ) = q m . However, gcd(p, q) = 1 implies that gcd(p m , q m ) = 1 and thus p m ∈ * and q m ∈ * , a contradiction that one of the polynomials p or q depend on t i . Finally, we can give a recipe how one can lift the property of being radical-stable within a P S-extension. Here the crucial assumption is that the factor t n in (29) (and more generally, several such Π-monomials) does not appear.
Lemma 50. Let ( , σ) be a ΠΣ-field extension of ( , σ) and let m ∈ AE\{0}. Take g = u γ m with u ∈ * and γ ∈ * such that σ(g) g = a m . If ( , σ) is radical-stable, there are aγ ∈ * and a ρ ∈ (const σ ) * with ρ m = 1 such that σ(γ) γ = a ρ holds. Proof. Suppose that ( , σ) is radical-stable and let g = u γ m as claimed above. Since the left-hand side is in * , also the right-hand side is in * and therefore also a ′ := a γ σ(γ) ∈ * by Lemma 49. Since ( , σ) is radical-stable, it follows that there are a u ′ ∈ and a root of unity ρ ∈ const σ with ρ m = 1 with σ(u ′ ) u ′ = ρ a ′ . Therefore σ(u ′ ) u ′ = ρ a γ σ(γ) and thus σ(γ) γ = a ρ withγ = u ′ γ ∈ * . Using this lemma, we can derive our two main statements to lift the property of being radical-stable for Σ-monomials and certain types of Π-monomials.
Proposition 51. Let ( (t), σ) be a Σ-field extension of ( , σ). If ( , σ) is radicalstable, then ( , σ) is radical-stable.
Proof. Suppose that ( , σ) is radical-stable. Let a, g ∈ (t) * and m ∈ AE\{0} with σ(g) g = a m . By Lemma 47 there are a γ ∈ (t) * and u ∈ * with g = γ m u. Thus we can activate Lemma 50 with = (t) and it follows that there is aγ ∈ (t) * and a root of unity ρ ∈ (const σ ) * with ρ m = 1 such that σ(γ) γ = a ρ holds. Consequently, ( (t), σ) is radical-stable.
Proposition 52. Let ( , σ) with = (t 1 ) . . . (t e ) be a Π-field extension of ( , σ) with α i = σ(ti) ti ∈ * for 1 ≤ i ≤ e. Suppose that ( , σ) is radical-stable and the following property holds:
Then ( , σ) is radical-stable.
Proof. Suppose that ( , σ) is radical-stable and that (33) ∈ * , a m ∈ * . Thus by Lemma 49 it follows a ∈ * . By property (33) we conclude that there are n i ∈ with m n i = m i for 1 ≤ i ≤ e. Thus g = u γ ′m with γ ′ = γ t n1 1 . . . t ne e ∈ . As in the proof of Proposition 51 we can apply Lemma 50 with = (t 1 ) . . . (t e ) and it follows that there are ã γ ∈ * and a root of unity ρ ∈ (const σ ) * with ρ m = 1 such that σ(γ) γ = a ρ holds. Consequently, ( , σ) is radical-stable.
Finally, we show that the mixed-rational difference field is radical-stable and radicalsolvable.
Corollary 53. Let Ã = Ã ′ (q 1 , . . . , q v ) be a rational function field with coefficients from a field Ã ′ . The mixed-rational difference field ( , σ) with = Ã(x)(y 1 ) . . . (y v ) where const σ Ã = Ã, σ(x) = x+1 and σ(y i ) = q i y i for 1 ≤ i ≤ v is radical-stable. If Ã ′ is a rational function field over an algebraic number field, one can solve homogeneous first-order linear difference equations in ( , σ) and ( , σ) is radical-solvable.
Proof. Note that the constant field (Ã, σ) is trivially radical-stable: If there are a g ∈ Ã * and a ∈ Ã * with a m = σ(g) g = 1 for some m ∈ AE \ {0} then a is a root of unity. Thus we can set ρ = a −1 ∈ Ã * with ρ m = 1 and γ = 1 ∈ Ã * and get holds. Suppose that m i = 0 for some 1 ≤ i ≤ v. Then q i must occur as factor in a, say with multiplicity l i ∈ \ {0}. More precisely, we must have m i = l i m, i.e., m | m i . Since property (33) holds, we can apply Proposition 52 and it follows that (Ã(y 1 ) . . . (y v ), σ) is radical-stable. By Proposition 51 we conclude that also (Ã(y 1 ) . . . As a consequence also the rational difference ring (i.e., v = 0), the q-rational difference ring (i.e., v = 1 and = Ã(y 1 )), and the multi-basic difference ring (i.e., = Ã(y 1 ) . . . (y v )) are radical-stable. We remark that the property of being radical-stable has been shown already earlier for the rational case in [32, Lemma 5.3] and for the q-rational case in [32, Lemma 5.5 and Lemma 5.6] .
Example 54. Consider the rational difference field ( , σ) with = Ã(x), σ(x) =
x + 1 and α 2 given in (36) . It will turn out that m = 2 is minimal such that α m 2 ∈ H ( ,σ) holds. Since ( , σ) is radical-stable by Corollary 53, there is a ρ ∈ Ã * with ρ 2 = 1 and aḡ 2 ∈ such that σ(ḡ 2 ) = ρ α 2ḡ2 holds. We can calculateḡ 2 and ρ following the proof of Lemma 46. Take the primitive 2nd root of unity ρ = −1. Then we check for i = 0, 1 if there is aḡ 2 ∈ * with σ(ḡ 2 ) = (−1) i α 2ḡ2 . Since m = 2 is minimal with α m 2 ∈ H ( ,σ) , it suffices to look at i = 1; see the footnote in the proof of Corollary 53). Solving this first-order homogeneous difference equation we obtainḡ
3.5. Properties of the mixed-rational difference field (Theorem 29). Collecting results of the previous subsections yields a
Proof of Theorem 29. Let ( , σ) be a mixed-rational difference field with constant field Ã where Ã is a rational function field over an algebraic number field. Note that ( , σ) is a ΠΣ-field over Ã. (1) Since the standard operations in a rational function field defined over Ã are computable, ( , σ) is computable. with α 1 , . . . , α r ∈ * .
We remark that the mixed-rational difference field ( , σ) introduced in Example 20 is also constant-stable. This follows either by Corollary 33 (( , σ) is a ΠΣ-field) or by Lemma 35 (( , σ) can be embedded into the ring of sequences).
The solution of Problem DR for a special case
In the following we will consider a P -extension ( x 1 . . . x r , σ) of a difference field ( , σ) with α i = σ(xi) xi ∈ * for 1 ≤ i ≤ r with the following special property: the -submodule M ((α 1 , . . . , α r ), ) of r has rank u ≥ 1 and there is a basis of the form {(d 1 , 0, . . . , 0), (0, d 2 , 0, . . . , 0), . . . , (0, . . . , 0, d u , 0, . . . , 0)} (35) with d 1 | · · · | d u .
Example 55. As running example we will start with the difference field ( , σ) with = Ã(x) where Ã = É(ι) and σ(x) = x + 1 equipped withēv : × AE → Ã defined in Example 7 (ev replaced byēv). Furthermore, we consider the P -extension (À, σ)
.
Further, we extend the evaluation functionēv :
Using, e.g., the algorithm from [18] we obtain the basis {(1, 0, 0, 0), (0, 2, 0, 0)} (38) of M ((α 1 , α 2 , α 3 , α 4 ), ), i.e., u = 2 with d 1 = 1 and d 2 = 2.
For such an extension, we will solve Problem DR as described in Subsection 2.4. In order to derive this result, we will first treat a more general situation in Lemma 58 that does not require that there is a Ã-embedding τ : → S(Ã). Afterwards we will specialize this result to Theorem 60 for a given Ã-embedding.
Before we can proceed with this construction, we will elaborate several lemmas. In their proofs we will use the following definition. For a Laurent polynomial
This means that for f = . . x r be a P -extension of a difference ring ( , σ) with α i = σ(xi) xi ∈ * for 1 ≤ i ≤ r. Let (À, σ) be a difference ring extension of ( , σ) and take the ring homomorphism λ : → À with λ| = id and λ(x i ) = g i for some g i ∈ À * with 1 ≤ i ≤ r. Then λ is a difference ring
Proof. Suppose that λ is a difference ring homomorphism. Then for 1 ≤ i ≤ r we have σ(gi) gi = σ(λ(xi))
Lemma 57. Let ( x , σ) be a P -extension of a difference field ( , σ) with σ(x) = α x and Ã = const σ . Let (À, σ) be a difference ring extension of ( , σ) with const σ À = Ã equipped with a difference ring homomorphism λ : x → À with λ| Ã = id. Then the following holds. (1), among the µ ∈ x * with λ(µ) = 0 where n = deg(µ) is minimal, we can take µ = x n + g l x l + d with g l ∈ * and d ∈ [t] with deg(d) < l where σ(g l ) = α n−l g l . Because of n ≤ m and M ((α), ) = m , it follows that m = n and l = 0. Consequently, µ = x m +g l . Finally, we show that 15 ker(λ) = µ x . ker(λ) ⊇ µ x holds trivially. Let f ∈ ker(λ). By polynomial reductions (polynomial divisions) in
x we remove all terms whose degrees are larger than x m or smaller than 0. Thus we get f = r + µ g with g ∈
x and r ∈ [x] where deg(r) < m. Since f, µ ∈ ker(λ), r ∈ ker(λ), and by the minimality of µ it follows that r = 0. Thus f = µ g ∈ µ x which completes the proof.
Lemma 58. Let ( , σ) be a radical-stable difference field with Ã = const σ , and let ( x 1 . . . x r , σ) be a P -extension of ( , σ) with α i = σ(xi) xi ∈ * . Suppose that (35) with u ≥ 1 and d 1 | · · · | d u is a basis of M ((α 1 , . . . , α r ), ). If d u > 0, suppose in addition that ( , σ) is constant-stable. Then the following holds:
(1) ( , σ) with = x u+1 . . . x r is a Π-extension of ( , σ) (i.e., const σ = const σ = Ã). 15 Note that
x is a p.i.d. which implies this statement. For completeness we carry out the proof explicitly. 
In addition, one can takeḡ i ∈ * and ν i ∈ AE for 1 ≤ i ≤ u with σ(ḡ i ) = ρ νi α iḡi such that for any choice c 1 , . . . , c u ∈ Ã * the surjective ring homomorphism λ :
is a difference ring homomorphism; further 16 
.. xr where theḡ i are given by (2a) or (2b), respectively. If ( , σ) is in addition computable and one can solve first-order homogeneous difference equations in ( , σ), then one can compute ( , σ), λ is computable and the generators of ker(λ) can be given explicitly.
Proof. (1) Since M ((α u+1 , . . . , α r ), ) = {0}, we can activate Proposition 40 and it follows that ( , σ) is a Π-extension of ( , σ). (2a) Suppose that d 1 = · · · = d u = 1. Then for 1 ≤ i ≤ u there areḡ i ∈ * with σ(ḡ i ) = α iḡi . Therefore we can define for any c i ∈ Ã * with u < i ≤ r the ring homomorphism λ :
x 1 . . . x r → with λ| = id and λ(x i ) = c iḡi for 1 ≤ i ≤ u. Furthermore, λ is a difference ring homomorphism by Lemma 56. (2b) Suppose that d u > 1. For 1 ≤ i ≤ u take g i ∈ * with σ(g i ) = α di i g i . Since
( , σ) is radical-stable, there are a d i th root of unity ρ i ∈ Ã * andḡ i ∈ * with
Otherwise we would get ρ s i = 1 for some s with 1 < s < d i . Therefore σ(ḡ s i ) = ρ s i α s iḡ s i = α s iḡ s i . Since s < d i , (0, . . . , 0, d i , 0, . . . , 0) cannot be a basis element of M ((α 1 , . . . , α r ), ), a contradiction. Thus the ρ i are primitive d i th roots of unity for 1 ≤ i ≤ u. Let ρ = ρ u and take the A-extension ( [z], σ) of ( , σ) of order d u with σ(z) = ρ z. Since ( , σ) is constant-stable, ( , σ) is constantstable by Proposition 32. Thus by part (3) of Proposition 42 we conclude that z is an R-monomial. In particular, since
Finally, define the ring homomorphism λ :
x 1 . . . x r → with λ| = id and λ(x i ) = c i g ′ i for 1 ≤ i ≤ u. Then by Lemma 56 it follows that λ is a difference ring homomorphism. By (42) we have d i = ord(ρ νi ) = ord(ρ du−νi ) and by part 2 of Proposition 42 we get d i = ord(z νi ) = ord(z du−νi ).
(3) Let k = x 1 . . . x k and denote by I k the difference ideal I k := ker(λ| k ). 16 Since ord(z du−ν i ) = d i , it follows that z du−ν i = z n i du d i for some n i ∈ AE with 1 ≤ n i < d i and gcd(n i , d i ) = 1.
Let (À, σ) be the RΠ-extension of ( , σ) from case (2a) with À = or case (2b) with À = [z]. In any case, const σ À = Ã.
We show part (3) by induction on the number of P -monomials in x 1 . . . x r . Since λ| 0 = λ| = id, I 0 = {0} = and the statement holds. Now suppose that
Since λ(c kḡk ) = c kḡk , we conclude for both cases that λ(
We will show that
The inclusion ⊇ holds trivially by (45) . For the inclusion ⊆ two cases are considered. In what follows, deg is considered w.r.t. 
where we can take r = 0 with µ ′ r = 0. Now con-
x k . Note that 0 = λ(µ ′ ) =μ| x k →ḡ k and thusμ depends on x k . In particular, 0 < deg(μ) < d k . Furthermore, we can take an l with γ l ∈ x k and 0 < deg(γ l ) < d k . Since
x k [z] is a x k -module with basis z 0 , z 1 , . . . , z du−1 and 0 =μ| x k →ḡ k = i (γ i | x k →ḡi )z i , it follows that λ(γ i ) = γ i | x k →ḡ k = 0 for all i. In particular, this holds for γ l . Hence, we get γ l ∈ x k \ with 0 < deg(γ l ) < and λ(γ l ) = 0. Summarizing there is a ν ∈ x k (for the case d k−1 = 1 we take ν = µ ′ and for the case d k−1 > 1, we take ν = γ l ) such that λ(ν) = 0 and 0 < deg(ν) < d k−1 . Note that ( x k , σ) is a P -extension of ( , σ) and λ| x k is a difference ring homomorphism with λ| = id. Furthermore, since (35) is a basis of M ((α 1 , . . . , α r ), ), it follows that M ((α k ), ) = d k . Consequently, we may apply Lemma 57 and conclude that ker(λ| x k ) = m x k for some m ∈ [x k ] with deg(m) = deg(m) = d k ; a contradiction to the existence of ν.
As in the previous case de-
Thus λ(f i ) = 0 for all i and therefore f ∈ I k−1 k . This proves that I k = I k−1 k and thus I k = x d1 1 − (c 1ḡ1 ) d1 , . . . , x du u − (c uḡu ) du k by the induction assumption. Finally suppose that ( , σ) is computable and one can solve homogeneous firstorder difference equations in ( , σ). Since ( , σ) is radical-stable, it is also radicalsolvable by Lemma 46. Thus for 1 ≤ i ≤ u one can compute the d i th roots of unity ρ i ∈ Ã * and g ′ i ∈ * for 1 ≤ i ≤ u with σ(g ′ i ) = ρ i α i g ′ i which enables one to define λ explicitly. In particular, the generators of ker(λ) can be calculated.
Example 59 (Cont. Ex. 55). Recall that (38) is a basis of M ((α 1 , α 2 , α 3 , α 4 ), ) with (36). Thus by part (1) of Lemma 58 we can construct the Π-extension ( , σ) of ( , σ) with = x 3 x 4 and σ(x 3 ) = α 3 x 3 , σ(x 4 ) = α 3 x 4 . In particular, by part (2b) of Lemma 58, we can take the R-extension ( [z], σ) of ( , σ) with σ(z) = −z. Furthermore, we can compute the solutionḡ 1 = (4 + x) 2 (5 + x) 2 ∈ Ã(x) for σ(g 1 ) = α 1 g 1 . In addition, in Example 54 we obtainedḡ 2 with (34) such that σ(ḡ 2 ) = −α 2ḡ2 holds. With theseḡ i we can now define the ring homomorphism
for any c 1 , c 2 ∈ Ã * . By part (2b) of Lemma 58 this forms a difference ring homomorphism. Finally, by part (3) of Lemma 58 we obtain
Specialize Lemma 58 to Theorem 60 yields the following solution of Problem DR.
Theorem 60. Let ( , σ) be a radical-stable difference field with Ã = const σ equipped with a Ã-embeddingτ : → S(Ã). Let ( x 1 . . . x r , σ) be a P -extension of ( , σ) with α i = σ(xi) xi ∈ * and let τ : x 1 . . . x r → S(Ã) be a Ã-homomorphism with τ | =τ . Suppose that (35) with u ≥ 1 and d 1 | · · · | d u is a basis of M ((α 1 , . . . , α r ), ) = {0}. Then the following holds.
one can refine λ from (2a) of Lemma 58 by appropriate c 1 , . . . , c u ∈ Ã * such that τ | (λ(f )) = τ (f ) for all f ∈ x 1 . . . x r holds, i.e., the following diagram commutes: . . x r holds, i.e., the following diagram commutes:
.. xr where the c i andḡ i are given by (2a) or (2b), respectively. If 17 ( , σ) is in addition computable and one can solve first-order homogeneous difference equations in ( , σ), then one can compute ( , σ), λ is computable and the generators of ker(λ) = ker(τ ) can be given explicitly.
Proof. (1) Since ( , σ) is a Π-extension of ( , σ), τ | is injective by Theorem 24. (2a) Suppose that d 1 = · · · = d u = 1. For 1 ≤ i ≤ u we haveḡ i ∈ * with σ(ḡ i ) = α iḡi . Thus σ( xī gi ) = xī gi and consequently S(τ ( xī gi )) = τ (σ( xī gi )) = τ ( xī gi ). This implies that τ ( xī gi ) is a constant sequence, i.e., τ ( xī
In particular, τ (x i ) = τ (c iḡi ). By part (1) of Lemma 6, τ (x i ) = 0 and thus c i = 0. Therefore we can refine the difference ring homomorphism λ :
. . x r → with λ| = id and (40) with the particular choice of c i given above and get τ (λ(f )) = τ (f ) for all f ∈ x 1 . . . x r . (2b) Suppose that d u > 1 and consider the RΠ-extension ( [z], σ) of ( , σ). By Theorem 24 it follows that the Ã-homomorphism τ ′ : [z] → S(Ã) with τ ′ | = τ | and τ ′ (z) = ρ i i≥0 is a injective. As in (2a) we can conclude that there are c i ∈ Ã * for 1 ≤ i ≤ u such that τ (x i ) = τ ′ (c i z du−νiḡ i ). Therefore we can refine as in case (2a) the difference ring homomorphism λ :
x 1 . . . x r → with λ| = id and λ(x i ) = c iḡi z du−νi for 1 ≤ i ≤ u and get τ ′ (λ(f )) = τ (f ) for all f ∈ x 1 . . . x r .
(3) By Lemma 26 we conclude that ker(λ) = ker(τ ). Thus with part (3) of Lemma 58 the statement is proven. Suppose that one can solve first-order homogeneous linear difference equations in ( , σ). Then by Lemma 58 λ can be given with generic c i ∈ Ã * and the generators of ker(λ) can be computed. Since τ is o σ -computable, one can determine the c i for c i ev(ḡ i , n), we conclude that c 1 = 1 400 and c 2 = 1 4199040 . Thus with these particular values we obtain the surjective difference ring homomorphism λ : À → with À =
x 1 x 2 x 3 x 4 , λ| = id and (47) such that the diagram (49) commutes. In particular, we get
holds. In short, we derived a simplification of the products given on the right-hand sides of ev(x 1 , n) and ev(x 2 , n) in (37).
Finally, we will show in Theorem 63 that the difference ring construction in Theorem 60 is optimal. For this task we will use for some n i,j ∈ with 1 ≤ j ≤ s, m i,j ∈ AE with 1 ≤ j ≤ l and g i ∈ * . In particular, we get 
Exponentiation of (51) with ξ i and multiplying these equations for 1 ≤ i ≤ r yield
where γ = g ξ1 1 . . . g ξr r ∈ * andã = am 1 1 . . . am l l ∈ Ã * . Since a 1 , . . . , a l are roots of unity, alsoã is a root of unity. Hence we can take a ν ∈ AE withã ν = 1. Thus f ν ξ1 with Π-monomials y i ( σ(yi) yi ∈ y 1 . . . y i−1 * ) and R-monomials z i ( σ(zi) zi ∈ Ã * ) equipped with a difference ring homomorphism λ ′ : x 1 . . . x r → À with λ ′ = id and Ã-embedding τ ′′ : À → S(Ã) with τ ′′ | =τ such that
commutes, the following holds.
(1) r − u ≤ e.
(2) In addition, if d u > 1, then l ≥ 1 and ord(z) ≤ lcm(ord(z 1 ), . . . , ord(z l )) = ord(z 1 ) . . . ord(z l ).
(1) Within both constructions of (2a) and (2b) in Theorem 60 we have λ( x u+1 . . . x r ) = x u+1 . . . x r =: . Thus
Since τ | is a difference ring embedding, (À 1 , S) is a Π-extension of (τ ( ), σ) with the Π-monomials τ (x i ) for u + 1 ≤ i ≤ r. Furthermore,
As τ ′′ is a difference ring embedding, (À 2 , S) is an RΠ-extension of (τ ′′ ( ), S). Since τ (f ) = τ ′′ (λ ′ (f )) for all f ∈ , (À 1 , S) is a subdifference ring of (À 2 , S). In particular, there is the trivial difference ring embeddingλ : À 1 → À 2 withλ = id. Hence we can apply Lemma 62 and we conclude that r − u ≤ e.
(2) If d u > 1, it remains to show that the order of the R-monomial z in our construction (2b) is optimal. By (41) and α u := σ(xu) xu ∈ * we get
By assumption we have 
(60) being a root of unity. Note that we also cover the case l = 0 (i.e., no R-monomials arise); then we simply get b = 1. Combining (55) with (59) gives
with γ = h gu ∈ * . Since the right-hand side w ∈ Ã * of the last equation is also a root of unity, we can choose a k > 0 such that w k = 1. Thus σ(γ k ) γ k a k n1 1 . . . a k ne e = 1. Suppose that (n 1 , . . . , n e ) = 0 and let ν be maximal such that n ν = 0. Then σ
This contradicts to Proposition 39 and the assumption that y ν is a Π-monomial. Thus n 1 = · · · = n e = 0 and hence with (61) we get
Therefore σ k (γ) = σ k−1 (w γ) = wσ k−1 (γ) = · · · = w k γ = γ and thus γ ∈ 
The last equality follows from Proposition 44: the γ i are roots of unity where gcd(ord(γ i ), ord(γ j )) = 1 for pairwise different i, j. Together with (56) we get d u | ord(z 1 ) . . . ord(z e ) = lcm(ord(α 1 ), . . . , ord(α e )) = lcm(ord(z 1 ), . . . , ord(z e )).
Example 64 (Cont. Example 61). In order to rephrase (Ã(x) x 1 x 2 x 3 x 4 , σ) from Example 61 in an RΠ-extension, one needs at least 2 Π-monomials and one R-monomial of order 2. Such an optimal choice is given by the RΠ-extension
, σ) of (Ã, σ) in Example 61.
The solution of problem DR for the general case
Finally, suppose that we are given a difference field ( , σ) with constant field Ã equipped with an evaluation functionēv : × AE → Ã that satisfies the properties enumerated in Assumption 28. In particular, suppose that the Ã-homomorphism τ : → S(Ã) defined byτ (f ) = (ēv(f, n)) n≥0 for f ∈ is injective.
We will solve Problem DR for a general P -extension ( , σ) of ( , σ) with = x 1 . . . , n) ) n≥0 for f ∈ we have τ | =τ .
We start to compute a basis B = {z i1 , . . . , z ir } 1≤i≤u of the -moduleV = M ((α 1 , . . . ,α r ), ) of r ; this is possible by the requirement (5) in Assumption 28.
Then we distinguish two cases. If the rank ofV is u = 0, i.e.,V = {0}, we can conclude that ( , σ) is a Π-extension of ( , σ) by Proposition 40 and that τ : → S(Ã) is injective by Theorem 24. Thus we can take À := , λ := id and τ ′ := τ and obtain a solution of Problem DR where λ is even bijective. Since ker(τ ) = {0}, there is no non-zero Laurent polynomial in whose sequence evaluation turns to the zero-sequence. Finally note that there is no solution of Problem DR with a Π-extension with less than r Π-monomials by Lemma 62.
In order to treat the remaining case whereV has rank u ≥ 1, we compute the Smith normal form 19
u×r whose entries are given from B. In particular, we can compute matrices A ∈ u×u and B ∈ r×r being invertible over with
Note that for any invertible matrix C ∈ u×u over , D is again the Smith normal form of C Z = (b ij ) ij . Moreover observe thatB = {b i1 , . . . ,b ir } 1≤i≤u is again a basis ofV . In particular C can be considered as a basis transform between the two bases B andB. In other words, for any choice of basis ofV , we obtain the same Smith normal form D. We call u the rank and d r the largest divisor ofV .
Example 65. Take the P -extension ( x 1 x 2 x 3 x 4 , σ) of ( , σ) with σ(x i ) = α ixi for 1 ≤ i ≤ 4 where theα i are given in (17) Using Karr's algorithm [18] we can compute the basis {(−6, 0, −4, 6), (0, 1, 0, −2)} ofV = M ((α 1 ,α 2 ,α 3 ,α 4 ), ). We calculate the Smith normal form of Z = −6 0 −4 6 0 1 0 −2 and get
Thus u = 2 and d 1 = 1, d 2 = 2; in particular the largest divisor ofV is 2.
In the following we will show how one can solve Problem DR under the assumption that a basis ofV = M ((α 1 , . . . ,α r ), ) is given. For this task, the following two observations are central.
(1) Letb i,j ∈ be the coefficients of the inverse matrix B, i.e., B −1 = (b ij ) ij and define the P -extension ( x 1 . . . x r , σ) of ( , σ) with
(67) 19 So far it was sufficient in our applications to use the standard algorithm (see, e.g. [12] ) based on column and row reductions to calculate the Smith Normal form for integer matrices. For faster algorithms we refer to [30, 45] . For an excellent survey on the available strategies see also [14] .
Then by Lemma 67 below the difference ring ( x 1 . . . x r , σ) is isomorphic to the difference ring ( x 1 . . . x r , σ), i.e., they cannot be distinguished up to renaming of the arising objects by an explicitly given bijective map µ :
(2) Furthermore, using Lemma 66 below one can read off a basis of V = M (α 1 , . . . , α r ), ) by looking at the matrix D from (64): it is simplify (35) .
Thus using the difference ring isomorphism µ −1 one can carry over all the results of Section 4, in particular Theorem 63 can be extended from the special case ( x 1 . . . x r , σ) to the general version ( x 1 . . . x r , σ).
Lemma 66. Let ( , σ) be a difference field with (α 1 , . . . ,α r ) ∈ ( * ) r . Take a basis {(z i1 , . . . , z ir )} 1≤i≤u of M ((α 1 , . . . ,α r ), ), in particular, take w i ∈ * for
Consider the Smith normal form of Z = (z ij ) ij ∈ u×r , i.e., the equation (65) holds for some A = (a ij ) ij ∈ u×u and B ∈ r×r being invertible matrices over , in particular, B −1 = (b ij ) ∈ r×r and (64) being a diagonal matrix. Define
Then a basis of M ((α 1 , . . . , α r ), ) is {(d 1 , 0, . . . , 0), (0, d 2 , 0, . . . , 0), . . . , (0, . . . , 0, d u , 0, . . . , 0)} (70)
Proof. Let (z ij ) ij = A Z ∈ u×r . Since A is invertible over , A can be considered as a basis transformation. Consequently, also {(z i1 , . . . , z ir )} 1≤i≤u is a basis of M ((α 1 , . . . ,α r ), ). In particular, for 1 ≤ i ≤ u we get
the last equality follows from (p ik ) ik = A Z = (z ik ) ik ∈ u×r . Let D = (d ij ) ij ∈ u×r , i.e., d ii = d i for 1 ≤ i ≤ u and all other entries are zero. For 1 ≤ i ≤ r we have
the last equality follows from (q ik ) ik = D B −1 = A Z =Z = (z ik ) ik ∈ r×r . With (72) we conclude that (71) holds. Thus the elements in (70) are contained in V = M ((α 1 , . . . , α r ), ). Finally, we will show that the linearly independent vectors in (70) generate V . Let (n 1 , . . . , n r ) ∈ r such that there is a w ∈ * with . . . , m r ) = (n 1 , . . . , n r )(b ij ) ij = (n 1 , . . . , n r )B −1 . Conversely, B maps (m 1 , . . . , m r ) to (n 1 , . . . , n r ). In particular, the given basis elements (z i,1 , . . . , z i,r ) for 1 ≤ i ≤ u of M ((α 1 , . . . ,α r ), ) are mapped in bijection to (z i,1 , . . . , z i,r ) B = (µ i,1 , . . . , µ i,r ) with (µ i,j ) i,j = Z B. As a consequence, the vectors (µ i,1 , . . . , µ i,r ) for 1 ≤ i ≤ u form a basis of V . Since A is invertible over , these latter basis elements are mapped via a basis transformation with is a difference ring isomorphism. Moreover, its inverse is given by µ −1 | = id and
Proof. Similarly to the proof in Lemma 66 one can verify that µ is invertible with (74). In particular, for 1 ≤ i ≤ r we have
. Thus µ is a difference ring isomorphism.
Example 68. Take B from (66) and compute the α 1 , α 2 , α 3 , α 4 using (67). This yields (36) . Now compute
(3)λ is defined byλ| = id and
(4) Ifēv is an evaluation function forτ (=τ | = τ ′ | ), then there is an evaluation function ev ′ for τ ′ defined by ev ′ | ×AE =ēv and
for all u + 1 ≤ i ≤ r for some l i ∈ AE and κ i ∈ Ã * ; if d > 1, we define in addition ev ′ (z, n) = ρ n . (5) Among all possible RΠ-extensions 20 with this property, r − u is the minimal number of Π-monomials; furthermore, if d > 1, only one R-monomial is necessary and its order d is minimal. (6) There are n i,j ∈ where the rows in (n i,j ) i,j ∈ u×r are linearly independent such that for g i :=λ(x If the properties in Assumption 28 hold, then one can compute (À, σ),λ and the generators of ker(λ) explicitly. In particular, the evaluation function ev ′ for (À, σ) defined in (80) can be given explicitly.
Consider the Smith normal form of Z = (z ij ) ij ∈ u×r , i.e., the decomposition (65) with A = (a ij ) ij ∈ u×u and B ∈ r×r being invertible matrices over , in particular, B −1 = (b ij ) ∈ r×r with the diagonal matrix (64) with d 1 | d 2 | · · · | d u = d. Take the P -extension ( x 1 . . . x r , σ) of ( , σ) defined by (67). By Lemma 67 there is the difference ring isomorphism µ :
. . x r given by µ| = id and (73) (c 1 = · · · = c r = 1). Define the map τ : x 1 . . . x r → S(Ã) with τ =τ • µ −1 which forms a Ã-homomorphism. In particular, by Lemma 66 a basis of M ((α 1 , . . . , α r ), ) is given in (70). Hence we can apply Theorem 60 and obtain a surjective difference ring homomorphism λ : x 1 . . . x r → À with λ| = id and τ ′ (λ(f )) = τ (f ) for all f ∈ x 1 . . . x r . Thus with the surjective difference ring homomorphismλ = λ • µ (82)
we get τ ′ (λ(f )) = τ ′ (λ(µ(f ))) = τ (µ(f )) =τ (f ) which proves the first part. Part (2) follows by (2a) and (2b) of Theorem 60. In particular, part (3) follows by (82), the definition of µ given in (73) and the definition of λ given in (40) or (41) . (4) Since is a field, there is a z-function by part (2) of Lemma 6 forēv. Thus we can activate Lemma 22 and statement (4) follows. (5) Suppose that there is an RΠ-extension (À ′ , σ) of ( , σ) with the shape given in Footnote 20 equipped with a difference ring homomorphism λ ′ :
x 1 . . . x r → À ′ as claimed in statement (1) . Suppose further that (À ′ , σ) is built by less than r − u Π-mononials or, if d > 1, it can be built without R-monomial or is built with Rmonomials but the product of their orders is smaller than d. Then (À ′ , σ) together with λ ′′ : x 1 . . . x r → À ′ where λ ′′ = λ ′ • µ −1 yields a better construction than 20 This means that the RΠ-extension (À ′ , σ) of the difference field ( , σ) has the form À ′ = (À, σ) with λ, a contradiction to Theorem 63. (6) By part (3) of Theorem 60 we have ker(λ) = ker(τ ) = x d1 1 − g 1 , . . . , x du u − g u with g i := λ(x di i ). Withλ = λ • µ andτ = τ • µ we get ker(λ) = ker(τ ) = µ −1 (x 1 ) d1 − µ −1 (g 1 ), . . . , µ −1 (x u ) du − µ −1 (g u ) .
With µ −1 (g i ) = g i for 1 ≤ i ≤ u and (74) it follows that µ −1 (x i ) di − µ −1 (g i ) = (xb i1 1 . . .xb ir r ) di − g i for 1 ≤ i ≤ u. In particular, for n i,j := d ibir we get (81). Since B −1 = (b i,j ) i,j , the first u rows in B −1 are linearly independent and thus the rows in (n i,j ) i,j ∈ u×r are linearly independent. Finally, with (82) it follows thatλ((xb i1 1 . . .xb ir r ) di ) = λ(µ(µ −1 (x i )) di ) = λ(x di i ) = g i which completes the proof of part (6) . Suppose that the properties in Assumption 28 hold. Then a basis B can be computed. Further, one can compute the Smith normal form of Z, and obtains µ and its inverse µ −1 explicitly. The remaining constructions in (1), (2) and (6) follow by the constructive statements of Theorem 63. By Lemma 22 we conclude that the claimed κ i and l i in (80) can be calculated.
Example 70 (Details for Ex. 25). We will illustrate the construction given in the proof of Theorem 69 in order to obtain the calculations given in Example 25 above. We take the rational difference field ( , σ) with = Ã(x), σ(x) = x + 1 and const σ = Ã = É(ι), which is a ΠΣ-field over Ã. Furthermore we construct the P -extension ( , σ) of ( , σ) with = x 1 x 2 x 3 x 4 where σ(x i ) =α ixi for 1 ≤ i ≤ 4 and (17) as introduced in Example 65. Further, we take the Ãhomomorphismτ :
x 1 x 2 x 3 x 4 → S(Ã) with the evaluation functionêv defined by (12) for p, q ∈ Ã[x] and (20) for 1 ≤ i ≤ 4 with (4). In a nutshell, we model the products (4) withx 1 ,x 2 ,x 3 ,x 4 , respectively. Utilizing the calculations in Example 65 we proceed with the constructions given in the proof of Theorem 69 as follows.
As elaborated in Example 68 we take the difference ring ( x 1 x 2 x 3 x 4 , σ) with σ(x i ) = α i t i for 1 ≤ i ≤ 4 where the α i are given in (36) . By construction µ :
x 1 x 2 x 3 x 4 → x 1 x 2 x 3 x 4 forms a difference ring isomorphism and a basis of V = M ((α 1 , α 2 , α 3 , α 4 ), ) is (38) . Now we can utilize the construction of Section 4. As preprocessing step, we define the Ã-homomorphism f ∈ , ev ′ (x 3 , n) = ev(x 3 , n), ev ′ (x 4 , n) = ev(x 4 , n) and ev ′ (z, n) = (−1) n yielding the Ã-embedding τ ′ : [z] → S(Ã). By coincidence these evaluations equal the evaluations given in (37) ; this comes from the fact the lower bounds are all the same. Thus we can use the construction from Example 59 and obtain λ with (47) such that the diagram (49) commutes. Finally, we takeλ :
In other words,λ is determined by λ| = id and (24) . It follows that τ = τ ′ •λ. Summarizing, we have carried out the construction visualized in (77) with r = 4 and À = [z]. In particular, we have (50). Thus applying the inverse of µ defined in (76) to the entries given in (50) we obtain (28) (compare also (8) with (7)).
Suppose that we are given a P -extension ( x 1 . . . x r , σ) of a difference field ( , σ) with Ã = const σ , σ(x i ) =α ixi for 1 ≤ i ≤ r and an evaluation function ev :
This yields the Ã-homomorphism τ : x 1 . . . x r → S(Ã) defined byτ (f ) =
(êv(f, n)) n≥0 . In addition, suppose that the (algorithmic) properties in Assumption 28 hold. By Theorem 69 any expression in terms of products modeled in ( x 1 . . . x r , σ) together withêv can be also modeled in an RΠ-extension (À, σ) of ( , σ) together with an evaluation function ev ′ : À × AE → Ã. This yields the following consequences.
(1) Using the symbolic summation toolbox described in [33, 35, 37, 38, 40] any expression of indefinite nested sums defined over these products can be modeled in a Σ-extension defined over RΠ-extensions. In particular, the efficient simplification machinery of the summation package Sigma for indefinite nested sums can be applied in this general setting.
(2) Restricting to single nested products given in (1), we obtain an improved calculation formula for the evaluation functionêv. Namely, using the composition τ = τ ′ •λ together with the definition ofλ given in (79) and the definition of the evaluation ev ′ of τ ′ given in (80) one gets:
ev(x i , n) = (ρ n ) oi ev(γ i , n) ev ′ (x u+1 , n) mi,u+1 . . . ev ′ (x r , n) mi,r
for some l i ∈ AE and κ i ∈ Ã * for 1 ≤ i ≤ r. By setting φ i−u (k) := ev(α i−u , k − 1) equation (80) turns to
In short, the products given in (1) can be simplified to expressions in terms of the products given in (2) . In particular, the sequences τ ′ (x i ) = (ev ′ (x i , n)) n≥0 = κ i (Φ i−u (n)) n≥0 are algebraically independent over the sequences τ ( [z]) while the sequences of the products in (83) are usually algebraically dependent (except for the special case r = s).
Example 71 (Cont. Ex. 70). Consider the difference ring ( x 1 x 2 x 3 x 4 , σ) with the evaluation functionêv defined byêv(x i , n) = F i (n) for i = 1, 2, 3, 4 with (4). The construction from Example 70 yields an improved way to define ev(x i , n). Namely, we constructed the RΠ-extension ( [z], σ) of ( , σ) with = x 3 x 4 and σ(x 3 ) = α 3 x 3 , σ(x 4 ) = α 4 x 4 and σ(z) = −z where the α 3 , α 4 are given in (36) . Moreover, we obtained the induced evaluation function ev ′ : [z] × AE → Ã defined by (23) . Sinceτ = τ ′ •λ by construction, it follows with (24) that the evaluationêv can be given also in the following form (25) which is precisely (6).
Conclusion
Given a finite set of products (1) whose multiplicands can be modeled in a difference field ( , σ), we presented a general framework in Theorem 69 to find a minimal RΠ-extension defined over ( , σ) in which the products can be modeled. In particular, the class of mixed-multibasic hypergeometric products are covered in this machinery, As a consequence, the input products can be rephrased by alternative products (2) which are algebraically independent among each other and by one product of the form γ n with a root of unity γ. In particular, the number s of output products and the order of the root of unity γ are minimal among the possible choices of product representations. Moreover, we are able to compute a finite set of generators that produce all relations among the input products.
We remark that the analogous result for indefinite nested sums has been elaborated in [42, Thm. 3.13] . A natural task is to merge the product and sum representations accordingly to find the difference ideal of all relations of indefinite nested sums defined over mixed-multibasic hypergeometric products.
The underlying algorithms for Theorem 69 require that the ground difference field ( , σ) satisfies certain (algorithmic) properties enumerated in Assumption 28. An interesting question is whether these requirements can be relaxed to weaker properties in order to calculate such representations or to find all relations among the given input products.
Furthermore, we showed explicitly that this machinery can be applied to the rational difference field (see Examples 14 and 19) and more generally to the mixedrational difference field (see Example 20) . An novel task will be the application of this machinery to more general classes of difference fields that satisfy these requirements.
