ABSTRACT This paper investigates the efficiency of Gini's mean difference (GMD) as a measure of variability in two commonly used process capability indices (PCIs), i.e., Cp and Cpk. A comparison has been carried out to evaluate the performance of GMD-based PCIs and Pearn and Chen quantile-based PCIs under low, moderate, and high asymmetry using Weibull distribution. The simulation results, under low and moderate asymmetric condition, indicate that GMD-based PCIs are more close to target values than quantile approach. Beside point estimation, nonparametric bootstrap confidence intervals, such as standard, percentile, and bias corrected percentile with their coverage probabilities also have been calculated. Using quantile approach, bias corrected percentile (BCPB) method is more effective for both Cp and Cpk, where as in case of GMD, both BCPB and percentile bootstrap method can be used to estimate the confidence interval of Cp and Cpk, respectively.
I. INTRODUCTION
Process capability index is a major tool to evaluate the manufacturing progress of any process. The traditional PCIs such as, C p ,C pk , C pm and C pmk performed well when process follows the normal behavior [1] , [2] . In addition, non-normal distribution process is also being practiced in an industrial environment. Therefore, both normal and non-normal processes capability indices are frequently used to monitor the process performance.
A. NORMAL PROCESS CAPABILITY INDEX
The most commonly used PCIs are the C p given by Juran [3] and the C pk , given by Kane [4] . The index C p , which is related to the upper and lower specification limits, is defined as
On the other hand, the index C pk , which is more sensitive to departures from normality than C p , for normal behavior is given by
In (2), µ is the population mean and σ is the population standard deviation, which is estimated by the sample standard deviation when it is unknown. The standard deviation basically represents the process variability which may be short term or long term. The commonly used PCIs are based on both short term and long term variability. The indices C p and C pk are referred as short term PCIs, whereas the indices P p and P pk are considered as long term PPIs [5] .
The PCIs used in industry provide a single numerical measure which indicates the process performance. If the resulting value of PCI (either C p or C pk ) is < 1.00, the process is called inadequate. The process is called capable if 1.00 ≤ PCI ≤ 1.33. For satisfactory it should be 1.33 ≤ PCI ≤ 1.50, and considered super if PCI ≥ 2 [6] .
In application point of view, different experts recommended different values for existing and new processes.
In general, C p value equal to 1.33 is recommended for existing processes and C p value 1.67 or higher for new processes. Some authors, considered, C p = 1.33 for existing processes, C p = 1.50 for new processes and C p = 1.67 for safety, critical parameters and new processes for two-sided specifications [7] . In present study, the range of PCI is considered 1.67 or higher.
B. NON NORMAL PROCESS CAPABILITY INDEX
However, due to different noisy, complex and multifunctional behavior of any factor, many processes in practice are nonnormal [2] . The non-normality effects the efficiency of both sample mean and standard deviation and they are not considered as meaningful estimators to deal with such situation. Therefore, the PCIs defined in eq.1 and eq.2 would not be reliable and may give erroneous and misleading results. Thereby, it is necessary to take into account the non-normality to prevent the loss of resources, money and time, hence practitioners made an accurate result [8] .
To deal with non-normal processes, many researchers focused on different methodologies [7] . The reliable estimators of non-normal PCIs are obtained by using two approaches. The first one is to transform the non-normal data into normal for the use of normal based PCIs. The second approach is to use PCIs defined for non-normal data [6] .
In transformation methods, Box-Cox power transformation, Johnson transformation system and Clements methods using pearson curves are used. On the other hand, empirical distribution method, modification of existing PCIs and alternative measures of variability are commonly used methods for second approach [6] , [7] . There are many studies in which researchers have made comparisons with in each approach or compared both approaches at a time for dealing with nonnormal PCIs [2] , [5] , [6] , [8] , [9] . All these methods have been criticized by the researchers because of their variable performance under different situations. So, no single method has been recommended that works accurately in all situations [2] .
Senvar and Kahraman [9] proposed the percentile based basic PCIs for non-normal data and then developed fuzzy formulation using Clements method. The performance of proposed PCIs are compared using Weibull distribution. Later on in another study, Senvar and Kahraman [8] introduced type-2 fuzzy percentile based PCIs for non-normal data via Clements methods and then compared with their crisp types. The comparison showed that proposed PCIs are more informative, sensitive and flexible to evaluate the process performance.
Sennaroglu and Senvar [6] presents a comparison of Box-Cox transformation and weighted variance methods for non-normal process capability index using Weibull distribution. Based on various summary statistics, they concluded that Box-Cox transformation method produces better estimates for process capability index than weighted variance method.
Recently, Senvar and Sennaroglu [5] compared Clements approach, Box-cox transformation and Johnson transformation method for handling non-normal PCI when data follow Weibull distribution. The Weibull distributed data with different parameters are used to figure out the effect of the tail behaviors on PCIs. Based on different measures like box-plot, descriptive statistics, the root mean square deviation and a radar chart, they concluded that Clements approach is the best among three methods.
The transformation approach has ability to produce good results as pointed out by [10] but it does not become very popular among practitioners because of extensive computing and translating the computed results with regards to the original scales [5] . In this regard, Clements [11] introduced the concept of quantile using person family of distribution for estimating the standard PCIs. Due to simplicity in calculation and application, this approach is one of the most popular one for dealing with non-normality [8] .
For non-normal distribution, the PCIs defined in (1) and (2) should be modified [5] . A widely adopted procedure to construct non-normal PCIs is to substitute 6σ in (1) by the range R = U − L which covers 99.73% of the distribution of the monitored process data, where U and L are the 0.135 th and 99.865 th quantiles of the corresponding non-normal distribution, respectively. This idea is introduced by Clements [11] and further modified by Pearn and Chen [12] , who replaced 3σ in (2) by [ U − L/2]. Based on modified approach [12] , the index C p and C pk can be defined as
where M is the 50.00 th quantiles of the corresponding nonnormal distribution. In the modified C p and C pk defined in (3) and (4), the center of the process is based on the median, because median is a robust measure of the central tendency than mean particularly for skewed distributions.
C. ROBUST MEASURES OF VARIABILITY
But it is well established that the use of these PCIs, for heavily skewed distributions, did not provide accurate results [13] - [15] . So in this case, several authors in literature, have promoted the use of other robust measures of variability such as median absolute deviation, interquartile range and Gini's mean difference [15] , [16] . Among these robust measures, GMD is considered as a universal estimator of standard deviation due to its less sensitivity to outliers, but its extensive application as a measure of variability has been rendered because of few arising computing issues i.e. estimating the variance of its estimator [16] - [18] . The GMD was developed by Professor Carrodo Gini [19] for measuring variability of the non-normal data. Later on, many authors [16] , [20] , [21] showed that GMD was more informative and effective measure of variability than standard deviation for highly skewed data. Therefore, the fundamental objectives of this study are, (i) to use the Gini's mean difference as a measure of variability in two commonly used PCIs C p and C pk . VOLUME 4, 2016 (ii) to compare the performance of modified PCIs with existing quantile based PCIs, and (iii) to examine how asymmetric levels of the distribution along with sample size affect the accuracy of these PCIs.
D. PAPER ORGANIZATION
The rest of the study is organized as follows. Section 2 clearly demonstrates the procedure of the GMD based process capability indices. Section 3 and 4 will employ the simulation study and numerical example to demonstrate the effectiveness of the proposed approach. Concluding remarks are finally made in section 4. 
II. METHODOLOGY
In this study, Weibull distribution with different shape and scale parameters are considered to figure out the effects of different tail behavior on PCI. The Weibull distribution with shape and scale parameters of (2.8,3.50), (1.80,2.00) and (1.00,1.30) is considered as presented in figure 1 . These shape and scale parameters combinations are categorized to evaluate low, moderate and high asymmetric level of the distribution. For simulation scenario, the data sets of size n = 25,50,75 and 100 are generated using each asymmetric level of Weibull distribution.
A. GINI's MEAN DIFFERENCE
The Gini's mean difference for a set of n ordered observations, {x 1 , x 2 , · · · ,x n }, of a random variable X is defined as
If the random variable X follows normal distribution with mean µ and variance σ 2 , then Downton, [22] suggests as a possible unbiased estimator of standard deviation (σ ) is
Where c = √ π= 1.77245. Latter on, David, [23] , proved that σ * = 0.8862 * G n is an unbiased measure of variability. GMD can be rewritten as
If we write this as
. Using this procedure as compared to Nair [24] , Lomnicki [25] , the unbiased estimator of Gini's mean difference for Weibull distribution is [26] ,
with p.d.f of Weibull distribution is 
B. PCIs BASED ON GMD
To compute C p and C pk using GMD as a measure of variability when data follow a Weibull distribution, we have the following modification in the above non-nromal PCIS formulas.
C. BOOTSTRAP CONFIDENCE INTERVALS Let x 1 , x 2 , x 3 , · · · x n be a random sample of size n drawn from any distribution of interest say . i.e x 1 , x 2 , x 3, · · · x n ∼ . Letθ represents the estimator of PCI say C p or C pk . Then following steps are involved to explain the bootstrap procedure. I. A bootstrap sample of size n (with replacement) is obtained from original sample by putting 1/n as mass at each point and is denoted by x * 1 , x * 2 , x * 3 · · · x * n . II. Let X * m where 1 ≤ m ≤ n be the m th bootstrap sample, then m th bootstrap estimator of θ is computed asθ
Whereθ * is the m th estimator of parameterθ . III. Since there are total n n resamples. From these resamples we calculate n n values ofθ * . Each of these would be estimate ofθ . The arrangement of the entire collection from smallest to largest, would constitute an empirical bootstrap distribution ofθ . In this study, we assumed B = 1000 bootstrap resamples. The construction of confidence intervals of the PCIθ C p , C pk using bootstrap techniques are described as
1) STANDARD BOOTSTRAP (SB) CONFIDENCE INTERVAL
From B = 1000 bootstrap estimates ofθ * , calculate the sample average and standard deviation as θ * = (1000)
Thus the SB (1 − α) 100% confidence interval is
Where
is obtained by using 1 − α 2 th quantiles of the standard normal distribution.
2) PERCENTILE BOOTSTRAP (PB) CONFIDENCE INTERVAL
From the ordered collection ofθ * (i), choose 100 α 2 % and the 100 1 − α 2 % points as the end points of the confidence interval to give
as the (1 − α) 100% confidence interval ofθ . For a 95% confidence interval with B = 1000 this would be
3) BIAS-CORRECTED PERCENTILE BOOTSTRAP (BCPB) CONFIDENCE INTERVAL
This method has been developed to correct the potential bias. This bias is generated because the bootstrap distribution is based on a sample from the complete bootstrap distribution and may be shifted higher or lower than would be expected. The calculation of this method is based on the following steps. VOLUME 4, 2016 i. Using the (ordered) distribution ofθ * (i), compute the probability
ii. Let ∅ and ∅ −1 represents the cumulative and inverse cumulative distribution functions of standard normal variable z, then calculate
iii. The percentiles of the ordered distribution ofθ * is obtained as
Finally, the BCPB confidence interval is given as In all asymmetric levels, GMD based estimators of C p perform better than its competitor. However, under low and moderate asymmetry it is very close to target value and produce lower bias and Mean Square Error (MSE). Although, PC based estimator of C p is good up to some extent but not recommended for new processes. However, it may produce better results for existing processes where Cp=1.33 or higher. In case of high asymmetry, however, the efficiency of both estimators differ significantly. The quantile approach is not good and exhibits lower values indicating that process does not meet the specification limits. The performance of GMD based estimator of Cp is more robust and gives higher values under high asymmetry. It has shown lower bias and MSE when Cp values equal to 2.00 or higher. In case of Cpk index, the performance of both estimators was quite different, however both underestimate the true Cpk under moderate and high asymmetry, although the performance of GMD is clearly better than PC. Under low asymmetry GMD based estimator has given reliable results.
III. RESULTS AND DISCUSSIONS
The MSE under low, moderate and high asymmetry using different sample sizes and standard values of C p and C pk are presented in figure 2 -7 respectively using radar chart. From these charts, it is concluded that MSE in case of the GMD based estimator is less than PC based estimator under all asymmetric levels.
Under the same simulation setup for point estimation, the confidence interval and their coverage probabilities for both estimators are listed in table 2-5. From these tables, it is concluded that coverage probabilities are increasing and average widths are decreasing when the sample size increasing. Moreover, it is concluded that BCPB method has the highest coverage probabilities under all asymmetric levels using GMD method. On the other hand, SB method performed batter using quantile approach for both indices. The coverage probabilities in both cases reaches the nominal confidence coefficient 0.95 using large sample sizes.
The results show that, under all asymmetric level, with n ≥ 50 all three bootstrap methods provides enough coverage proportions and reaches the nominal confidence coefficient 0.95. In case of GMD based estimator, SB and PB have lower coverage proportions while in case of quantiles PB and BCBP provides poor coverage proportions. The performance of three bootstrap confidence intervals based on lower average widths using GMD are ranked as SB > BCPB > PB. While in case of PC, it has following rank SB > PB > BCPB for index C p . On the other hand, in case of index, C pk , we observed the following order BCPB > SB > PB and SB > PB > BCBP using GMD and quantile estimators respectively. Therefore, based on better coverage probabilities and lower average widths, BCBP confidence limits are reliable for index C p using both approaches and for C pk using quantile approach only. The PB method provides lower confidence limits using GMD based estimator of C pk . 
A. EXAMPLE
The manufacturing data of floor tiles is taken from [27] . The company is concerned about the flexibility of the tiles, and the data set contains data collected on 10 tiles produced on each of 10 consecutive working days. Suppose that a tile manufacturer needs to keep the degree of warping in a ceramic bath tile between 2 and 8 millimeters. The basic normality test confirms that normal distribution does not model the data well. So we cannot trust on the results of standard PCIs. The goodness of fit test indicate that Weibull distribution is a good for this data. So we performed a non-normal process capability analysis. The shape and scale parameters for this data are 1.69368 and 3.27812 respectively. The low value of the shape parameter indicates that the data is right skewed. The summary statistics of the data and calculated values of both indices C npg and C npkg were presented in Table 6 .
The process capability analysis of the data indicate that process is not being capable when standard deviation and quantile approach is used as a measure of variability. However, when GMD is used the process is being capable (Cp > 1.33). Usually all companies consider Cp instead of Cpk for evaluating their manufacturing processes. Table 6 indicates that the production process is not centered in relation to the specification limits because median is less than average of upper and lower specification limits. For this reason, we must consider Cpk along with Cp. Using Cpk, the situation is somewhat different to that observed in using Cp. The results indicate that for positively skewed data, all methods underestimate the actual process yield. However, using GMD one would be able to reduce the nonconforming parts because the value of modified Cpk is much greater than the qantile based Cpk. Three bootstrap confidence intervals of the both PCs and their coverage probabilities are reported in table (7) . The true values of both indices lie in the bootstrap confidence intervals. Additionally, the results are similar to the simulation results.
IV. CONCLUSION AND RECOMMENDATIONS
Considering different skewed Weibull processes, this study proposes GMD based process capability indices. The GMD is used to measure the process variability as compared to standard deviation to evaluate the performance of C p and C pk . For point estimation, GMD based PCIs, has lower MSE under all asymmetric levels as compared to PC based PCIs. The GMD based PCIs recommend for new processes where the target value is not less than 1.67. On the other hand, The PC-based PCIs performed well under low asymmetry for just capable processes. It is also observed that at high asymmetry, GMD based PCIs are more efficient than PC based PCIs. Even under low and moderate asymmetry, GMD is clearly non-inferior to its competitor.
The major advantage of applying GMD philosophy is that it helpful for the reduction of process variability under high asymmetry and process can meet the customer's requirement. Further, we focused attention on deriving non-parameters confidence intervals for both GMD and PC based PCIs under low, moderate and high asymmetry. In case of C p , the BCBP methods provide reliable confidence limits and better coverage probability using GMD and quantile methods for underlying asymmetric levels whatever the sample size. The PB method provides higher coverage probability with smaller confidence interval width in case of C pk using Ginni's mean difference method.
