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The approach to oscillation theory developed by Gesztesy, Simon, and Teschl
produces a sharp version for the oscillation theorem for singular Sturm–Liouville
operators. In the present note, an example from the stability theory of complete
minimal surfaces is given in which this reﬁnement plays a decisive role. © 2001
Academic Press
INTRODUCTION
Classical oscillation theory establishes a relationship between the num-
ber of zeros of solutions of a Sturm–Liouville equation for some value of
the spectral parameter below its essential spectrum, and the number of
eigenvalues of the associated self-adjoint operator below that value. The
introduction of the Pru¨fer transformation has put this method of spectral
analysis on a broader basis, replacing the counting of zeros of solutions
by the asymptotic analysis of their associated Pru¨fer angles. This extends
the scope of oscillation methods to a discrete spectrum within gaps of the
essential spectrum, in which case all solutions have inﬁnitely many zeros,
and to operators unbounded below, such as the Dirac system [19, Sect. 12].
In a subject which has been thoroughly studied for more than a cen-
tury and a half, any more progress seems hardly conceivable. Nevertheless,
Gesztesy et al. [7] have worked out an approach to oscillation theory for
Sturm–Liouville operators which is based upon the observation that the dif-
ference of the Pru¨fer angles of solutions for two different values of the spec-
tral parameter is closely related to a cross-Wronskian of the two solutions.
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Although their main objective appears to have been an analysis of the oscil-
latory case, they also succeeded in improving the classical oscillation theory
in one inconspicuous detail which, however, can be decisive in applications,
as will appear in the course of the present note.
Consider a general Sturm–Liouville operator
τ = 1
k
(
− d
dx
p
d
dx
+ q
)
on an interval a b
with k 1/p q ∈ L1loca b k p > 0. We assume that τ is bounded below
and in the l.p.c. at b. Let T be a self-adjoint realisation of τ in L2ka b,
and λ0 = inf σeT . Then for each λ < λ0, the number of eigenvalues of
T below λ is precisely equal to the number of zeros in a b of any non-
trivial real-valued solution of τ − λu = 0 which is k-square-integrable at
a and, if τ is in the l.c.c. at a, satisﬁes the boundary condition which deﬁnes
the self-adjoint realisation T (such a solution is said to satisfy all conditions
at a) [5, Corollary XIII.7.56]. In order to determine the total multiplicity
of the lower spectrum of a Sturm–Liouville operator, i.e., the total number
of eigenvalues below its essential spectrum, it is highly desirable to have
a corresponding statement for the limiting case λ = λ0 as well. However,
passing to this limit is not all trivial. If τ is in the l.p.c. at a, then there
is no solution of τ − λ0u = 0 satisfying all conditions at a in general;
and counting the zeros of an arbitrary solution introduces some uncer-
tainty [5, Theorem XIII.7.55]. Nevertheless, the following sharp criterion
holds true.
Proposition 1 [19, Theorem 14.8]. Let τ be in the l.p.c. at both a and
b. The number of eigenvalues of T below λ0 is precisely equal to the minimal
number of zeros in a b of a non-trivial real-valued solution of τ−λ0u = 0.
On the other hand, if τ is in the l.c.c., taking the minimal number
of zeros does not give the precise number of eigenvalues in general
(cf. [19, Theorem 14.8]), but then one can easily verify that in this case, a
solution satisfying all conditions at a exists for all real values of the spec-
tral parameter, and one would naturally expect the following identity to
hold.
Proposition 2. Let τ be in the l.c.c. at a, the l.p.c. at b. The number of
eigenvalues of T below λ0 is precisely equal to the number of zeros in a b
of any solution of τ − λ0u = 0 which satisﬁes all conditions at a.
Proposition 2 is a corollary of [7, Theorem 1.2]. A proof seems not to
have been published before. We remark that with some effort, the proof
given in [5] can be pushed to yield both Propositions 1 and 2.
It is the purpose of the present note to give an example from differential
geometry which may serve to dispel the reader’s impression that these nice
distinctions are just idle hair-splitting of little practical beneﬁt.
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THE EXAMPLE
Let x be a regular surface in parametric form, i.e., a C2 mapping x:
→ 3, with pointwise regular ﬁrst fundamental form g ⊂ 2 a domain.
Then, even if the total area of x is inﬁnite, it makes sense to study the
change of its surface area under smooth perturbations of compact support,
leading to the (linear) functional of the ﬁrst variation,
A′h = −2
∫

Hh
√
det g h ∈ C∞0 
and the (quadratic) functional of the second variation
A′′h =
∫

∇hTg−1∇h+ 2Kh2
√
det g h ∈ C∞0 
(cf. [4, p. 84; 13, (3.6)]). Here H denotes the mean curvature and K
is the Gauß curvature of the surface. A′′ is of particular interest for
minimal surfaces, i.e., those for which A′ ≡ 0 A minimal surface is
called stable if A′′ is nonnegative; otherwise the Morse index, namely
the dimension of a maximal subspace on which A′′ is negative, is a
measure of its instability. In the Hilbert space L2√
det g
 of functions
square-integrable on the surface xA′′ is associated with a symmetric
formal Jacobi operator J0 = −B + 2K with domain DJ0 = C∞0 
(B denotes the Laplace–Beltrami operator of the surface). If A′′
is semibounded (which is the case if K is bounded below), then by
[10, Theorem VI.1.27] A′′ is closable, and by [10, Theorem VI.2.1] there is
a uniquely determined self-adjoint operator J, the Friedrichs extension of
J0, associated with its closure. The dimension of its negative eigenspace is
the Morse index of the surface.
Minimal surfaces are conveniently described in terms of the Weierstraß
representation: for a simply connected domain  ⊂ 2 ∼=  deﬁne, ﬁxing
z0 ∈ ,
xkz = ck +Re
(∫ z
z0
φkζdζ
)
z ∈ k ∈ 1 2 3
where ck are real constants, φ1 = f2 1− g2 φ2 = i f2 1+ g2 and φ3 = fg;
here g is meromorphic in  and f is analytic in  such that fg2 is analytic
in . Then x is a regular minimal surface in isothermal parameters (that
is, such that gij = &2δij with & = f 2 1+ g2 and the Gauß curvature
K = −
(
4g′
f 1+ g22
)2
(cf. [13, (8.7), (9.4)]).
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As an example, we study the family of complete minimal surfaces n,
n ∈ , parametrised on the complex plane with Weierstraß data
gz = zn f z = 1 z ∈ 
(cf. [4, p. 202 (A2)]). The surface 1 is Enneper’s surface. All these surfaces
have one end (at z = ∞) which winds 2n+ 1 times around the x3 axis. We
ﬁnd
√
det gz = &2z = 1+ z
2n2
4
and Kz = −16n2 z
2n−2
1+ z2n4 
and in particular, the total curvature of n is
∫

K&2 = −8πn2
∫ ∞
0
r2n−1
1+ r2n2 dr = −4πn n ∈ 
Fischer-Colbrie [6, Theorem 2] and Gulliver [8] have established the inter-
esting theorem that the Morse index of a complete minimal surface in 3
is ﬁnite if and only if its total curvature is ﬁnite. Thus we may immediately
conclude that n has ﬁnite Morse index; moreover, we are going to prove
Theorem 1. n has Morse index 2n− 1 n ∈ .
A more general result has previously been obtained by Montiel and Ros,
using an entirely different method (see Remark 2 at the end of this paper).
The proof presented below involves a direct spectral analysis of the Jacobi
operator and provides additional information about the structure of the
eigenfunctions corresponding to negative eigenvalues.
The Gauß curvature K of n is evidently bounded below, and therefore
A′′ is semibounded. The Laplace–Beltrami operator reduces to B = &−2
in isothermal coordinates (with  the ordinary Laplacian in 2). As the
formal Jacobi operator J0 = −&−2+ 2K has rotationally symmetric coef-
ﬁcients, we can separate variables in polar coordinates and ﬁnd that the
direct sum of (minimal) Sturm–Liouville operators in L2&20∞,
τl = &−2
(
− d
2
dr2
+ l
2 − 1/4
r2
+ 2Kr&2r
)
l ∈ 
is unitarily equivalent to a restriction of J0.
Curiously, it turns out that the eigenvalue equation τlu = λu, or
−u′′r +
(
l2 − 1/4
r2
− 8n2 r
2n−2
1+ r2n2
)
ur = 1+ r
2n2
4
λur
can be solved explicitly if λ = 0. As τl = τ−l, it is sufﬁcient to consider
l ∈ 0.
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Proposition 3. Let n ∈  l ∈ 0. Then u1 u2, with
u1r = rl+1/2
l − nrn + l + nr−n
nrn + r−n 
u2r =


√
r −√r n log r rn−r−n
rn+r−n  l = 0√
r
4n rn − r−n +
√
r log r 1
rn+r−n  l = n
r−l+1/2 l+nr
n+l−nr−n
nrn+r−n  l ∈ \n
is a fundamental system of the ordinary differential equation
−u′′r +
(
l2 − 1/4
r2
− 8n2 r
2n−2
1+ r2n2
)
ur = 0 ∗
Lemma 1 (Darboux Transformation; cf. [3, Sect. 408]). Let V ∈L1loc
be real-valued, λ1 ∈  and f a positive solution of −f ′′ + Vf = λ1f . Then if
λ ∈  and y is a solution of −y ′′ + Vy = λy, then w = y ′ − log f ′y is a
solution of −w′′ + V − 2log f ′′w = λw.
Proof of Proposition 3 The transformation vt = e−t/2nuet/n t ∈ 
turns (∗) into the equation
−v′′t − 2cosh t−2vt + l/n2vt = 0 t ∈ 
which can be solved by the Darboux transformation. Indeed, f = cosh is
a positive solution of −f ′′ = −f ; therefore if y is a solution of −y ′′ = λy,
then w = y ′ − y tanh will be a solution of −w′′ − 2 cosh−2 w = λw.
Now for l ∈ −y ′′ = −l/n2y has a fundamental system
y1t = exptl/n y2t = exp−tl/n t ∈ 
which yields solutions
u1r = rl+1/2
l − nrn + l + nr−n
nrn + r−n 
u2r = −r−l+1/2
l + nrn + l − nr−n
nrn + r−n
r ∈ 0∞ of the original equation (∗). These solutions are linearly inde-
pendent if l = n, but linearly dependent if l = n; in this case a second
linearly independent solution can be obtained by d’Alembert’s formula
(cf. [9, Sect. 5.22]):
u2r = u1r
∫ r
1
u−21 =
√
r
log r
rn + r−n +
√
r
4n
rn − r−n
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In the case l = 0 we start from the fundamental system y1t = −1
y2t = t t ∈  of the equation −y ′′ = 0, which gives linearly indepen-
dent solutions of (∗),
u1r =
√
r
rn − r−n
rn + r−n  u2r =
√
r −√r n log r r
n − r−n
rn + r−n r ∈ 0∞
By inspection, we ﬁnd that for all l ∈ 0 u1 ∈ L2&2·∞, so that τl is in
the l.p.c. at ∞. Similarly, u2 ∈ L2&20 · if l ∈ , and thus τl is in the l.p.c.
at 0.
However, in the case l = 0 u1 u2 ∈ L2&20 ·, and therefore τ0 is in the
l.c.c. at 0. Consequently, the minimal operators associated with τl l ∈ ,
are essentially self-adjoint, but in the case of τ0 a boundary condition at the
end-point 0 must be imposed to obtain a self-adjoint realisation. Deﬁning
the maximal operator Tmax 0 by
DTmax 0 = u ∈ L2&20∞  u u′ ∈ ACloc0∞ τ0u ∈ L2&20∞
Tmax 0u = τ0u u ∈ DTmax 0, the self-adjoint realisations Tv 0 of τ0 are
given by DTv0 = u ∈ DTmax 0  v u0 = 0, where v is any (ﬁxed)
non-trivial real-valued solution of τ0v = λv (for some real λ), and v u0 =
limr→0vu′ − v′ur (cf. [19, Theorem 5.8]).
As we are interested in ﬁnding a self-adjoint extension of the formal
Jacobi operator J0, we want to choose the boundary condition in such a way
that with T0 = Tv 0 (and Tl the self-adjoint realisation of τl) J0 ⊂
⊕
l∈ Tl
holds. This requirement determines the boundary condition uniquely, as
shown in the following lemma.
Lemma 2. Let v be a nontrivial real solution of τ0v = 0, and T0 = Tv 0,
the self-adjoint realization of τ0 with boundary condition determined by v. If⊕
l∈ Tl is an extension of J0, then v is a multiple of u1.
Proof. There are constants a1 a2 ∈  such that v = a1u1 + a2u2. If⊕
l∈ Tl is an extension of J0, this implies in particular that C
∞
0 2 ⊂
D⊕l∈ Tl. Let φ ∈ C∞0 2 be a rotationally symmetric real-valued func-
tion with φ ≡ 1 in Bρ0 for some ρ > 0. Denoting by W0:L2&20∞ →
L2&22 the unitary map for the l = 0 sector in the separation of variables,
φ is the image under W0 of the function ϕr =
√
2πrφx r ∈ 0∞.
In particular, ϕr = √2πr r ∈ 0 ρ. By assumption, ϕ ∈ DTv 0, i.e.,
oscillation theory 67
0 = v ϕ0. For r ∈ 0 ρ, however,
vrϕ′r − v′rϕr = −a1
√
2πr
(
rn − r−n
rn + r−n
)′
+ a2
√
2πn
rn − r−n
rn + r−n
+ a2
√
2πrn log r
(
rn − r−n
rn + r−n
)′
→
√
2πna2 r → 0
This vanishes if and only if a2 = 0.
Remarks. (1) A similar, though somewhat transposed, argument is given
in [19, Sect. 17.F] for a slightly different situation.
(2) For l = 0 u1 is the principal solution at 0. The boundary con-
dition determined by u1 is therefore the “distinguished boundary condi-
tion” in the sense of [15, Sect. 3]; the corresponding self-adjoint realization
Tu1 0 is the Friedrichs extension of the minimal operator associated with τ0
(cf. [17, Theorem 3]).
Since J is rotationally symmetric, the uniqueness of the self-adjoint exten-
sion implies that J ∼=⊕l∈ Tl, where T0 = Tu1 0.
Lemma 3. For every l ∈ 0 inf σeTl = 0.
Proof. inf σeTl ≥ 0 is apparent from the fact that the equation τlu =
0 is non-oscillatory (cf. [5, Theorem XIII.7.40]). On the other hand, 0
belongs to the essential spectrum, as can be seen by considering the singular
sequence un/un&2n∈, where u1 ∈ C∞0 0∞ with supp u1 ⊂ 1/2 1,
and unx = u1x− n n ∈  x ∈ 0∞.
Proof of Theorem 1. For l ∈ , Proposition 1 shows that the index of
Tl is equal to the minimal number of positive zeros of a solution of the
eigenvalue equation τlu = 0. From Proposition 3 we have
u1r = 0⇐⇒ r−2n =
n− l
n+ l r ∈ 0∞
Clearly this equation has exactly one positive solution if l < n, and no
positive solution if l ≥ n. Thus for l ≥ n the minimal number of positive
zeros of a solution of the eigenvalue equation is zero. For l < n we still
have to check whether or not there exists a solution with less zeros than
u1. Observe that
0 = u1r + u2r ⇐⇒
l
n
= r
2l − 1
r2l + 1
r2n − 1
r2n + 1 
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The right-hand side vanishes at r = 1 and converges to 1 in the limits r → 0
and r → ∞. Thus u1 + u2 has two positive zeros. By Sturm’s comparison
theorem, the minimal number is 1.
For l = 0, on the other hand, we must, according to Proposition 2, count
the positive zeros of a solution satisfying the boundary condition at 0, viz.
of u1 (cf. Lemma 2). As shown above, u1 has exactly one positive zero,
and thus T0 has one negative eigenvalue. Thus the index of Tl is 1 for
l ∈ 0     n− 1, and 0 for l ≥ n. As a consequence,
Index J =∑
l∈
Index Tl = 2n− 1
Remarks. (1) The above analysis directly extends to related families
of minimal surfaces with rotationally symmetric Jacobi operators. For
example, consider the complete minimal surfaces n n ∈ , parametrised
on \0 with Weierstraß data
gz = zn f z = 1
z2
z ∈ \0
(cf. [4, p. 203, (A4)]). (\0 is not simple connected; nevertheless
the resulting surfaces preserve the topology of the punctured plane, as
the residues of the φk at the puncture are real.) 1 is the catenoid,
and 2 is Richmond’s minimal surface [16, Sect. II]. n has one end
(at z = 0) embedded in 3, whereas the other end (at z = ∞) winds
2n − 1 times round the x3 axis, intersecting itself. For n we ﬁnd
&2z = 1+ z2n2/4z4, and Kz = −16n2z2n+2/1+ z2n4. In par-
ticular, the product &2K is the same as for n, and hence n has the ﬁnite
total curvature −4πn.
Using the above method of spectral analysis, one can show that n has
the Morse index 2n − 1. In the special case of Richmond’s surface, this
answers a question posed by Rassias [14]. (In that paper, lower bounds for
the negative eigenvalues of the Jacobi operator on certain bounded subsets
of the surface are derived, which are, however, inconclusive. Note that the
derivation of the eigenvalue problem (A) in [14] contains two mistakes;
the problem (E) is erroneously formulated in the unweighted space L2
instead of L2√
det g
, and in the following step the ordinary Laplacian in
(E) is apparently misread as the Laplace–Beltrami operator of the surface.)
Indeed, formally the quadratic form A′′ for n is the same as for n,
but now it is deﬁned on C∞0 n\0 only, and we take the closure in a
Hilbert space with a different weight. The Gauß curvature is still bounded
below, and, along with &2, rotationally symmetric. Thus separation in polar
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coordinates is possible and gives rise to the eigenvalue equations l ∈ 
−u′′r +
(
l2 − 1/4
r2
− 8n2 r
2n−2
1+ r2n2
)
ur = 1+ r
2n2
4r4
λur
For λ = 0 this is exactly the equation we have already solved in
Proposition 3. However, due to the different weight function, we have
a different l.p.c./l.c.c. behaviour than in the case of n: here, τl turns out
to be in the l.p.c. at both end-points for all l ∈ . Thus we do not need
Proposition 2 in this case and determining the index via Proposition 1
yields the above result.
(2) The theorem of Fischer-Colbrie and Gulliver has stimulated a
series of attempts to give quantitative estimates for the index in terms of
the total curvature (for an overview cf. the introduction and note added in
proof of [2], [11], and the references of [12]). In the differential geome-
try literature, the Morse index of a minimal surface is usually studied with
the help of the Gauß map N   → S2. By a theorem of Osserman [13,
Theorem 9.1, Lemma 9.5], the Gauß map of a complete minimal surface
of ﬁnite total curvature extends to a holomorphic map on a compact Rie-
mannian surface 6 arising from  by the addition of ﬁnitely many points,
and the Jacobi operator is formally related to −6 − 2, where 6 is the
Laplace–Beltrami operator of 6 considered as a branched covering of the
sphere. Although −6− 2 and −B + 2K have very different spectral prop-
erties, it happens that their Morse indices coincide [8]. This fact, combined
with a heat kernel technique, was used by Tysk [18] to obtain the upper
bound
768183
4π
∫

−K
√
det g
for the index of complete oriented minimal surfaces in 3. A similar esti-
mate for surfaces in 4 was given by Cheng and Tysk [1]; this paper also
contains a lower bound for the index in the three-dimensional case.
In special situations, a precise link between the index and the total curva-
ture can be established; thus, using a reﬁned Dirichlet–Neumann bracketing
technique, Montiel and Ros were able to compute the index and nullity of
−6 − 2 for complete minimal surfaces of ﬁnite total curvature with the
property that all branching values of the extended Gauß map lie on a great
circle in S2 [12, Corollary 15]. This condition is satisﬁed for n and n.
(3) The present analysis, apart from the beneﬁt of a fundamentally
different method and the occasion for a careful operator theoretic charac-
terisation of the Jacobi operator, yields additional detail about the angu-
lar moments of the eigenfunctions corresponding to negative eigenvalues.
Indeed, it is apparent from the proof by separation of variables that only
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the l < n part of J contributes to the index. For example, Richmond’s
surface n = 2 is unstable only with respect to a monopole and a dipole
perturbation, while on the subspace of higher moment perturbations the
second variation is nonnegative.
Moreover, inspection of the solutions in Proposition 3 reveals that none
of the Jacobi ﬁelds, i.e., formal solutions of Ju = 0, belong to L2&2, and
hence the kernel of J is trivial. However, there are exactly three linearly
independent bounded Jacobi ﬁelds, corresponding to u1 for l ∈ −n 0 n;
these span the kernel of the operator −6 − 2 [12, p. 151]. This illus-
trates the fact (already clear from a comparison of their essential spectra)
that the two operators are not equivalent.
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