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Abstract 
We describe a novel visualization algorithm for high-dimensional time-
series data. The underlying model is a switching linear dynamical system, a 
particular variant of a dynamic Bayesian network. An important difference 
with most existing visualization techniques is the possibility to incorporate 
time dependencies between data points. Exact inference in switching linear 
dynamical systems is intractable, but new techniques for approximate infer-
ence enable fast computation of accurate posteriors. The model can be learned 
with a standard EM-algorithm. We illustrate our method on a real-world data 
set with sensor readings from a paper machine. 
1 Introduction 
Industrial processes are getting more and more complex and there is a growing need 
for autonomous systems that control them. For this we need robust online moni-
toring and diagnosis tools: we want to detect abnormal behavior and, if possible, 
diagnose the failure. Dynamic Bayesian networks are a relatively new tool, similar 
in spirit to the well-established Kalman filter, and seem perfectly suited for this 
task. In this article, we will focus on the use of dynamic Bayesian networks for the 
visualization of process data. See e.g. [16, 19, 15] for other applications in fault 
detection and diagnosis. 
A dynamic Bayesian network models the complex hybrid system (e.g., the paper 
machine or production plant) as a probability distribution of states over time. It 
is a state-space model, similar to the well-known Kalman filter [13]. The Kalman 
filter is traditionally the tool in signal processing and control, and works fine for sys-
tems with linear dynamics and Gaussian noise. In reality, real-world systems have 
many nonlinearities and more advanced dynamic Bayesian networks are required to 
accurately model them. 
The so-called hybrid dynamic Bayesian networks, which consist of both continu-
ous and discrete ("switch") nodes, are particularly useful for representing industrial 
process data. The discrete switch nodes accommodate different regimes or modes 
of operation and the continuous nodes describe the (continuous) system dynam-
ics. The switching linear dynamical systems [18, 9] a.k.a. switching Kalman filters 
form a particular subclass of the hybrid dynamic Bayesian networks. They basically 
correspond to a different Kalman filter for each different mode. Switching linear dy-
namical systems have many applications in many different fields, ranging from the 
modeling of financial time series (there also called Markov switching models [14]) 
to tempo tracking and rhythm detection in music [6]. 
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In Figure 2, each level corresponds to a different switching linear dynamical 
system. The top level in fact corresponds to a "standard" Kalman filter: there is 
only one switch state. The second level has 4 subplots and thus 4 different regimes. 
The model corresponding to the lowest level is slightly more complex, and can be 
thought of as 4 independent switching linear dynamical systems with respectively 2, 
3, 2, and 2 regimes. This hierarchy of subplots allows the user to recursively zoom 
in on (apparently) interesting behavior. Construction the third and subsequent 
levels in the same order complexity as the second level requires some additional and 
natural constraints, that we will not present in detail here. 
3 Inference and learning 
3 .1 Approximate inference 
Exact inference in switching linear dynamical systems is intractable: it scales expo-
nentially with the number of time slices. That is, in general the exact posterior is a 
mixture of MT Gaussians, with M the number of regimes. Approximate inference 
algorithms can be divided into two classes: stochastic sampling approaches, like 
(Rao-Blackwellized) particle filtering [8] and Markov chain Monte Carlo [5], and 
deterministic variational approaches [9]. Of these variational approaches, expecta-
tion propagation [17] seems particularly suited for our purposes. The filtering pass 
of this approximation is known as generalized pseudo Bayes 2 (GPB2) [1]. The 
basic idea is to approximate p(Xt 1St = i, Yl:T, 0) with a single Gaussian instead 
of keeping the exact mixture. In the context of visualization, where we are only 
interested in the posterior mean, this is well justified. 
The intuition behind the method is best understood by considering the filtering 
pass. The exact posterior p(xllsl = i, Yl, 0) is a single Gaussian, but the posterior 
p(x2ls2 = i, Yl:2, 0) is a mixture of two Gaussians (one for the case SI = i and one 
for SI i= i). Instead of propagating this mixture to the third time slice (and thus 
introducing a rapid growth of complexity in time) we approximate it by a single 
Gaussian closest in Kullback-Leibler divergence to the original mixture. This "col-
lapse operation" boils down to moment matching. A recursive filtering procedure 
based on such a collapse keeps M Gaussians, one for each switch state, in every 
time slice. 
In [12] we derive a similar smoothing pass. It is shown that expectation prop-
agation can be understood as a kind of approximate belief propagation. In belief 
propagation, beliefs are computed by propagating messages. The important notion 
in expectation propagation is that the additional collapse operation should work 
not on the messages themselves, but on the beliefs. Message updates can then be 
derived from the approximate beliefs (see [12] for details). 
3.2 Learning 
Given a data set Yl:T, we can find the maximum likelihood settings of the parame-
ters in the switching linear dynamical system 
OML = argmaxp(Yl:TIO) , 
o 
using an EM-algorithm [7]. In the Expectation step, we have to compute poste-
riors like the ones required for the visualization itself given the current setting of 
the parameters OOld, i.e., p(XtlSt = i, Yl:T, OoJd) and p(St = iIYl:T,OOld), but also 
two-slice beliefs such as Xt+l Yl:T, St+l 
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Figure 2: Ten hours of production data from a paper mill projected using a hierarchy 
of switching linear dynamical systems. The labels encode different paper types. Bars 
below the subplots visualize the probabilities P(StIYl:T) as a function of time. Note 
that the labels themselves are not used by the algorithm. 
Use of the approximate inference algorithm described in Section 3.1 makes learning 
and inference of about the same order complexity as the static variant. 
Recently developed alternatives are the GTM through time [3] and similar al-
gorithms based on self-organizing maps. In these models, the continuous latent 
variables are considered stationary, restricting the dynamics to transition probabil-
ities between the nodes that they belong to. Furthermore, the structure of these 
models has to be determined in advance and does not give the user flexibility to 
interactively zoom in on the data. 
Obviously, there are many ways to improve upon the current tool. Currently, 
it is interactive. The user is asked to click on (apparent) clusters in a parent plot. 
The number of clicks determines the number of children subplots and the locations 
are translated to an appropriate parameter initialization in the EM-algorithm for 
learning the parameters of these subplots. Ideally, this would all be automatic: 
the algorithm itself should find out the optimal number of clusters and the cor-
responding (initial) cluster centers . On a more general level, the restriction to a 
two-dimensional state space, here required for visualization, may be inappropriate. 
Also here one would perhaps an automatic tool for computing the optimal number 
of principal components. In principle, this can all be done in a Bayesian setting, 
again either with sampling approaches, like reversible jump MCMC [11], or with 
variational procedures similar to those in e.g. [2] . 
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