Abstract. We consider the problem of numerical integration of a function over a discrete surface to high-order accuracy. Surface integration is a common operation in numerical computations for scientific and engineering problems. Integration over discrete surfaces (such as a surface triangulation) is typically limited to only first or second-order accuracy due to the piecewise linear approximations of the surface and the function. We present a novel method that can achieve third and higher order accuracy for integration over discrete surfaces. Our method combines a stabilized least squares approximation, a blending procedure based on linear shape functions, and high-degree quadrature rules. We present theoretical analysis of the accuracy of our method as well as experimental results of up to sixth order accuracy with our method.
1. Introduction. Surface integration is a fundamental operation for many scientific and engineering problems. It is a core procedure for a variety of numerical methods such as the boundary integral method, finite element method, surface finite elements, integral transforms, finite volume method etc. For example, in the boundary integral method the solution is obtained by solving an integral equation, which in turn is solved by forming a linear system using collocation methods. The entries in the linear system are surface integrals. In geometric processing, computing the surface area and solid volume are fundamental primitives, both of which require surface integration. In computational fluid dynamics, the computation of the flux across a curved interface between different materials requires surface integrals. Surface finite element method, which is a special case of the finite element method for solving partial differential equations on surfaces, also requires surface integrals. The application of surface integration is also found in fluid-structure interactions, where the integral of the pressure over the structure is the force applied by the fluid to the structure. Surface integrals also appear in surface, interface and colloidal sciences as well as in the semiconductor industry and for pharmaceutical manufacturing. They are helpful in understanding various processes such as adhesion and fracture processes as well as in the manipulation of nanoscale objects.
For these applications, the standard method for surface integration is to integrate over the individual triangles, but its accuracy is limited by the piecewise linear approximations to the geometry and the function. The relative error is reduced by either global or adaptive mesh refinement until a set tolerance is reached. A natural but yet fundamental question is whether we can achieve high-order accuracy given a piecewise linear approximation to the surface. In this paper we investigate the problem of accurate numerical integration of a function over a triangulated curved surface.
Numerical integration might appear to be an easy problem, as integration in general is a smoothing process and tends to be more stable than differentiation. Although low-order integration schemes are easy, high-order integration schemes are as difficult as high-order differentiation schemes, if not more so. For these problems, numerical integration over discrete surfaces is more than just quadrature (or cubature) rules. The reason is that accurate numerical integration requires high-order approximations (or reconstructions) of the geometry as well as that of the function. Therefore, highorder numerical integration over surfaces is still a research issue.
We review a few approaches that are generally used to get high-order approximation of surface integrals. In finite element methods, high-order approximations are achieved by using high-order isoparametric elements [13] . Unfortunately, in problems such as fluid simulations involving moving interfaces, high-order elements are rarely used due to difficulties in the generation and adaptation of high-order finite element meshes. Meshless methods, such as moving least squares, offer another set of alternatives for constructing high-order approximations, but accurate numerical integration over such surfaces is subtle [1] , and meshless methods are in general expensive in terms of computational cost. In [3] , Chien presented a method for high-order surface integration using a high-order interpolated function and geometry. He approximated the function and the surface based on high order piecewise interpolants using Lagrange polynomials. The points chosen for high-order interpolation are based on a uniform subdivision of individual triangles. His method requires the function values to be available at any point on the surface, and it becomes inapplicable when only a discrete set of values of the function is given. Also, Lagrange polynomial interpolation tends to be unstable for high degree polynomials.
Another approach is presented in [5] , in which adaptive refinement of the mesh is used to minimize relative error along with simplification of trapezoidal rule, which is second order accurate, though the relative error can be minimized to a set tolerance using adaptive mesh refinement. An assumption of that method is that the surface is represented as an implicit function, so that a retraction can be defined from a neighborhood of the triangulated surface to the exact surface to obtain a better approximation of the exact surface.
In this paper, we propose a novel method for accurate surface integration over discrete surfaces. Our techniques can deliver higher convergence rates, both in theory and in practice, than one would expect from the given piecewise linear approximations. Our method has three key components: a stabilized least-squares fitting to obtain higher order approximation of the geometry and the integrand, a blending procedure based on linear finite-element shape functions, and high-degree numerical quadrature rules. Our resulting algorithm is relatively simple compared to the previous alternatives, and it is also efficient. We demonstrate experimental results of up to sixth order accuracy with our method.
The remainder of the paper is organized as follows. Section 2 reviews some background on numerical integration. Section 3 presents the theoretical framework for high-order reconstruction of surfaces and functions over triangulated surfaces. Section 4 describes our proposed method for high-order surface integration by combining the techniques described earlier, and Section 5 analyzes the accuracy of the method. Section 6 presents numerical experiments to verify the theoretical results. Section 7 concludes the paper with a discussion of future work.
2. Background. In this section, we review concepts for smooth surfaces in differential calculus and differential geometry, which will serve as the foundation of our method for discrete surfaces.
Integration of Continuous Functions over Smooth Surfaces.
Let a parametrization of a smooth surface Γ be given as Γ = x(ξ) : U ⊂ R 2 → R 3 , with coordinates ξ ∈ R 2 , x ∈ R 3 and Jacobian J = ∂x/∂ξ, where
Let g denote det(J T J ), which is analogous to the absolute value of the Jacobian determinant if the surface were in the xy-plane. The surface integral of a scalar function ϕ : Γ → R isˆΓ
In the following discussion, we will omit the function arguments ξ for conciseness. The simplest application of (1) is the surface area A =´Γ da, where ϕ = 1. Similarly, given a vector-valued function ϕ : Γ → R 3 , the surface integral of ϕ iŝ
wheren denotes the unit surface normal. Let j k denote the kth column of J for k = 1, 2. Assume j 1 , j 2 , andn form a right-hand system, and let n ≡ gn = j 1 × j 2 , which we refer to as the Jacobian-weighted normal. The surface integral of ϕ can be written asˆΓ
The simplest application of (3) is the volume V =´Γ x · da/3 for a closed surface Γ, where ϕ = x/3. Generally, a global parameterization of the whole surface is computationally difficult. To overcome this difficulty, the surface may be decomposed into non-overlapping regions. Let Γ be decomposed into non-overlapping regions σ i whose union is Γ, i.e., Γ = σ i . The previous formulas then becomê
where the integral over σ i can be computed using local parameterizations of σ i . Our computations for triangulated surfaces will approximate these formulas based on local parameterizations. From (1) and (3), it is clear that the surface integral of a scalar or vector-valued function requires the Jacobian of the surface. The computation of the Jacobian is significantly simplified if we transform the surface from the global xyz coordinate system onto a local uvw coordinate system. Assume both xyz and uvw coordinate frames are orthonormal right-hand systems. Let the origin of the local frame be at x 0 . Lett 1 andt 2 be unit vectors in the xyz coordinate system along the positive directions of the u-and v-axes, respectively, andm =t 1 ×t 2 be the unit vector along the positive w direction. Let T =   t 1 t 2   denote the matrix consisting of the unit vectors in the tangent plane, and Q the rotation matrix
as the height function in the uvw coordinate frame. In general, f is not a one-to-one mapping over the whole surface, but if the uv plane is not too far from the tangent plane at a point x ∈ Γ close to x 0 , f would be one-to-one in the neighborhood of x.
T denote the points on the surface Γ in the uvw coordinate frame.
T denote the gradient of f with respect to u ≡ (u, v). The Jacobian of p with respect to u is then
The vectors p u and p v form a basis of the tangent space of the surface at p, but they may not be orthogonal to each other. Then, g = 1 + f 2 u + f 2 v . The Jacobianweighted normal and unit normal in the xyz coordinate system are then
These formulas are exact for smooth surfaces. In the next section, we will present their high-order approximations and their use in surface integration for triangulated surfaces.
Quadrature Rules for Integrating Functions.
Integration in the continuum is defined as a limiting process. However, in many practical applications numerical integration requires the use of quadrature rules, * which are based on polynomial interpolations and approximate an integral as a weighted sum of function values at some quadrature points. In general, a degree-d quadrature rule is exact for degree-d polynomials, and it is accurate for integrands that are continuously differentiable to dth derivatives.
As a numerical problem, integration is in general well-conditioned because of its smoothing effect. Let the integration of ϕ : Γ ⊆ R d → R be given by
The error in Iϕ is bounded by the inequality
* In mathematics, the generalization of quadrature rules to two or higher dimensions is called cubature rules, but it is also often referred to as high-dimensional quadrature rules. We use the term quadrature rules in this paper, as the distinction between numerical integrations in one-dimension and higher-dimensions is immaterial algorithmically.
where ϕ denotes an approximation of ϕ, and K ϕ = area(Γ) is the condition number of Iϕ with respect to changes in ϕ. Therefore, integrating an approximated function does not change the result drastically. The condition number of a quadrature rule is the sum of the absolute value of its weights. If all the weights are positive, then the condition number of the quadrature rule is equal to that of Iϕ. However, numerical integration also has an inherent uncertainty due to an infinite number of choices for ϕ that approximate ϕ. The distance between ϕ and ϕ could be arbitrary, so the error in the numerical integration may be arbitrarily large for an improper choice of ϕ.
In one dimension it suffices to define quadrature rules on a "standard" interval, as any other interval could be transformed to this standard interval. However, this is not the case for two or higher dimensions, since an arbitrary shape may not be mapped into a "standard" shape. For example, an annulus cannot be mapped into a triangle. Therefore, high-dimensional quadrature rules are defined over some primitive shapes, such as triangles or rectangles. In [10] , a survey of quadrature rules over triangles can be found. These quadrature rules are then applied to a tessellation of the domain. In this paper, we assume the domain of integration is given by a triangulated surface, so we will utilize quadrature rules for triangles.
3. Local High-Order Reconstructions. To achieve high-order accuracy, we must construct high-order approximations to the geometry and the integrand. Our approach is to reconstruct such approximations within each triangle, accomplished in two steps: First, we obtain a high-order reconstruction of both the surface and the integrand by performing a weighted linear least-squares fitting at each vertex of the triangle. Second, we blend these local fittings for each vertex of a triangle using a weighted averaging based on linear finite-element shape functions. These blended local polynomial fittings form high-order approximation to the discrete surface (integrand). Finally, we compute the first order differential quantities (normals and Jacobians) as well as the integrand at the quadrature points from the local fittings, which are then used by the quadrature rules. In this section, we describe the first step, i.e., the local high-order reconstructions for both the surface and integrand, while paying special attention to the robustness of its solutions.
3.1. High-Order Surface Reconstruction. We construct the polynomial fitting at each vertex using a local orthonormal uvw coordinate frame, where the uv plane is nearly tangential to the surface, and the w coordinate is orthogonal to the uv plane and corresponds to the height function f . For accuracy, we require the w-axis be at least a first-order accurate approximation to the unit normal of the surface and it is computed by averaging face normals of all incident faces at the vertex. The polynomial fitting is then derived from the Taylor (or Maclaurin) series expansion. The height function f can be approximated to d th order accuracy about the origin u 0 = (0, 0) as
where u = (u, v) and c jk = ∂ j+k ∂u j ∂v k f (0). We assume that f has d + 1 continuous derivatives. In addition, we assume that a set of points is given near the origin of the local coordinate system, and these points sample a smooth surface. Substituting each
Suppose there are m known points, and let n = (d + 1)(d + 2)/2 be the number of coefficients c jk , where m ≥ n. We obtain an m × n (rectangular) linear system by replacing the approximate equality (9) by equality. Let us denote this rectangular linear system by Ax = b, whose solution would give the coefficients c jk and in turn a polynomial approximation to f . We will discuss the robust solution of this rectangular linear system in the next subsection. If the origin is at a vertex of interest, this equation is then the same as the vertex-based polynomial fitting known as osculating jets [2] . We use this exact same procedure for constructing the polynomial fitting of the integrand ϕ or ϕ. For a vector-valued function ϕ, if it does not have specific physical or geometric meaning, which we assume in this paper, its individual components can be approximated independently of each other.
After obtaining c jk , we then obtain the gradient and Hessian of the height function in the neighborhood of the point from their corresponding Taylor series. In particular, the gradient at u is given by
where the error is O( u d ); see [8] for a proof. From (10) and (11) we can obtain the Jacobian-weighted normal to the polynomial surface in the uvw coordinate system,
By construction, a polynomial fitting is obtained for each vertex. Hence, the fittings at different vertices are independent of each other. In Section 4, we will describe a simple procedure to blend these local fittings into a coherent surface. Hereafter, we describe the robust solution of the least squares fittings, based on the procedure described in [8] .
3.1.1. Robust Solution of Least Squares Fits. The linear system obtained from (9) in general is rectangular and must be solved in a least squares sense. We pose the problem as a minimization of a weighted norm of the residual Ax − b i.e.,
where S = diag(w 1 , w 2 , . . . , w m ) is diagonal, which we refer to as the weighting matrix. The weighting matrix S assigns priorities to different rows of the linear system corresponding to different points that are being fit. Note that S has no effect on the solution if A is a nonsingular square matrix, but different S would lead to different solutions for rectangular matrices. Letm i denote a first-order approximation to the unit normal at the ith vertex (e.g., obtained by averaging face normals). In general, for the ith row corresponding to the ith point x i , it is desirable to assign its weight w i to some larger value if x i is close to the origin of the local coordinate system x 0 , or a smaller value (or even zero) of x i is far away from x 0 or its normalm i is too far from the normalm 0 at x 0 . In particular, we choose the weight at the ith vertex as
where γ 
Because S allows the flexibility to underweigh (and even filter out) undesirable points, we use a simple procedure to select points based on mesh connectivity when constructing the linear system. In particular, we use a k −ring neighborhood with half-ring increments:
• The 1-ring neighbor faces of a vertex v are the faces incident on v, and the 1-ring neighbor vertices are the vertices of these faces.
• The 1.5-ring neighbor faces are the faces that share an edge with a 1-ring neighbor face, and the 1.5-ring neighbor vertices are the vertices of these faces.
• For an integer k ≥ 1, the (k + 1)-ring neighborhood of a vertex is the union of the 1-ring neighbors of its k-ring neighbor vertices, and the (k + 1.5)-ring neighborhood is the union of the 1.5-ring neighbors of the k-ring neighbor vertices. Figure 1 illustrates the definitions up to 2.5 rings. In general for dth degree fitting, we use the (d + 1)/2-ring for accurate input or (d/2 + 1)-ring for input relatively noisy input.
The coefficient matrix A in (9) is a generalized Vandermonde matrix which is ill-conditioned if u i or v j are all too far from unity, because its entries may vary substantially. The weighting matrix S scales the rows of A and hence cannot improve the poor scaling of the columns. This issue is resolved by introducing a column scaling matrix T and then impose the minimization as
where x = T y. Unlike S, the scaling matrix T does not change the exact solution of x. However, T can significantly improve the conditioning of the linear system and in turn improve the accuracy in the presence of rounding errors. In general, given a weighting matrix S, let v i denote the ith column vector of SA. We choose T to be the diagonal matrix with entries
for i = 1, . . . , n. This scaling matrix approximately minimizes the condition number of SAT (see [6, p. 265] and [11] ). Note that the scaling matrix T cannot improve the condition number of A if the ill-conditioning is caused by the lack of points or some unfortunate selection of points, which is a well-known issue [9] . It can be alleviated by including additional points in the fitting if possible. However, if the number of points is fixed, solving this ill-conditioned system is similar to solving an under-constrained linear system. Instead of using the truncated SVD to solve this linear system, we use a variant of the reduced QR factorization to address the problem. Let the reduced QR factorization of SAT be
where Q is m × n with orthonormal column vectors and R is a n × n upper-triangular matrix. The condition number of SAT is the same as that of R, which can be estimated accurately and efficiently using a variant of back substitution. If the condition number R is too large (e.g., ≥ 10 6 ), we then reduce the degree of the fitting by removing the last few columns that correspond to the highest derivatives. LetQ and R denote the reduced matrices. The final solution of x is given by
whereR −1 denotes a back substitution step. Compared to the solution based on SVD, this procedure is more accurate asymptotically as it gives highest priority to the lower-order coefficients of the polynomial while maintaining good scaling of the matrix, and at the same time it is more efficient than SVD. If the degree of fitting is reduced due to either an ill-conditionedR or insufficient number of points in the stencil, a cure could be increasing the size of the stencil so that the system is more stable.
High-Order Function Reconstruction.
We use a similar approach to reconstruct a smooth function defined over the surface. For a function defined at each vertex of the triangulated surface, a high-order approximation at any point inside a triangle can be obtained using local polynomial fitting at its vertices as is done for the height function. For a function ϕ smooth over the surface, we can consider it as a function of the parameters u = (u, v). We expand ϕ into a Taylor (or Maclaurin) series about u 0 = (0, 0) similar to equation (8) as
Given a set of points in the stencil of u 0 with known values for ϕ, we get
Clearly, the only difference between high-order reconstruction of the height function f and the integrand ϕ is the right hand side of the resulting linear system. The system of equation given by (18) can be solved in the same manner as for the height function. In the case of a vector function, we perform high order reconstruction for each component independently.
4. High-Order Numerical Integration. In this section, we describe the second step of our algorithm, i.e. to evaluate the first-order differential quantities (normals and Jacobians) and the function values at the quadrature points, which are required by the quadrature rules. The stabilized least squares fittings in the previous section are insufficient by themselves for this purpose, because the polynomial fittings at different vertices lead to ambiguities in the surface definition. We describe two approaches to overcome this ambiguity. Our first approach is to blend the polynomials at the vertices using standard linear finite-element shape functions. The second approach is to take a weighted average of the estimates from each fitting. These two approaches have been used in [7] to obtain high-order reconstructions of surfaces. In this paper we extend the method for high-order estimates of geometric differential quantities and the interpolant.
4.1. High-Order Piecewise Smooth Geometry. The key idea behind our methods is that the polynomial at each vertex gives a high-order approximation to the surface and its differential quantities in the stencil of the vertex. Therefore, any weighted average of these polynomials associated with the vertices of a triangle would also give a high-order approximation. However, the matter is complicated by the fact that different local coordinate frames are used at different vertices, so a change of coordinates is necessary.
Our approach is to combine the fittings using the shape functions of a triangle. Let ξ and η denote the natural coordinate of a triangle σ, and let N i denote the shape function (or the barycentric coordinate) with respect to the ith vertex of σ, given by
From the polynomial fitting at each vertex of σ, we first compute a high-order approximation for an arbitrary point q ∈ σ with natural coordinate ξ = (ξ, η) within the triangle in the corresponding local uvw coordinate at the vertex. This is performed by interpolating the uv coordinates at q from the those at the vertices and then evaluating the Taylor polynomial. The resulting point is then transformed into the global xyz coordinate system. For each point q ∈ σ, let p i (ξ) denote the reconstructed point associated with the ith vertex for i = 1, 2, 3. We then average these points using the shape functions. The geometry of the blended surface within the triangle is then defined by
For conciseness, we will drop out the parameters (ξ, η) in the notation. Following [7] , we refer to the blended surface as the WALF (Weighted Average of Least-squares Fittings) surface. It is clear that the blended function is infinitely differentiable within each triangle. In addition, it is C 0 continuous across the boundaries of triangles due to the continuity of the shape functions [7] .
To perform integration, we need to compute the differential quantities such as the Jacobian and surface normal at the quadrature points. We compute the exact Jacobian or surface normal of the WALF surface. Again, let Q i denote the rotation matrix  t 1i t 2i m i   for the ith vertex, wherem i denotes the first order approximation to the unit normal at the ith vertex, and let T i denote the matrix composed of the first two columns of Q i . Let x 1 , x 2 , x 3 denote the vertices of the triangle in the xyz coordinate system, and J = [x 2 − x 1 | x 3 − x 1 ] be the Jacobian of the linear triangle with respect to ξ. Let p i (ξ) denote the reconstructed point in the xyz coordinate system by the polynomial associated with the ith vertex. The Jacobian of the WALF-reconstructed triangle with respect to ξ = (ξ, η), denoted by ∇ ξ p, is then
The Appendix shows the derivation of (20) for completeness. The normal of the blended surface can be obtained by taking the cross product of the two column vectors of ∇ ξ p.
High-Order Piecewise Smooth Function.
When evaluating the functions at the quadrature points for numerical integration, if an analytical formula is available for the function, one can simply evaluate the analytical formula. However, in most cases the function values are available only at the vertices of the triangulated surface. The method in Section 3.2 can reconstruct local polynomial fittings of the function at each vertex. Similar to surface reconstruction, we blend these local fittings using the shape function to reconstruct a piecewise smooth function. Letφ i (ξ) denote the function reconstructed from the polynomial at the ith vertex. The blended function within the triangle is theñ
When the function is a vector function, different components are blended independently. In the next section, we will analyze the accuracy of these reconstructions and also show that both high-order geometry and high-order function reconstructions are necessary for high-order accuracy of numerical integration.
Overall Algorithm.
After obtaining the high-order reconstructions of the surface and the integrand, the remainder of our algorithm is to apply numerical quadrature over each triangle. The general form of the quadrature over a triangle σ applied to scalar surface integrals iŝ
where (ξ k , η k ) are the natural coordinates of the quadrature points within the triangle, and w k is the associated weights of the quadrature points. For a comprehensive list of quadrature rules, readers are referred to [4] . The overall flow of our algorithm is shown in Figure 2 .
The above method has many advantages. First of all, it is easy to implement, efficient and robust. Second, it does not suffer from oscillations due to high order polynomial interpolation. The least squares formulation mitigates any such oscillation that might have been present due to high order polynomial interpolation. Another advantage of the method is that it is largely independent of mesh quality in the sense that it does not depend on the angles or Jacobian or other general quality attributes of a mesh. As a result of which we can still get high order for very poor quality meshes (Subsection6.1). There are only two requirements imposed on the input mesh. First, the vertices approximate the exact surface up to machine precision. Second, there is a sufficient number of points in the stencils. The connectivity of the mesh is used majorly to form the stencils at each vertex about which the local polynomial fitting is to take place.
Convergence of Proposed Methods.
In this section, we analyze the order of accuracy of our proposed methods. Our results are given in terms of a local measure of the mesh resolution such as the average edge length h in the triangulation. The main result of theoretical analysis is given by the following theorem and corollary: Theorem 1. Let Γ be a smooth surface and ϕ be a scalar function defined over Γ. Let S denote the triangulation of Γ, and S andφ be the surface and function reconstructed from values at vertices on S using weighted average of local fittings of degree d, respectively. Then
. As a corollary of Theorem 1, we also obtain the following estimation of the errors in surface integrals of vector-valued functions.
Corollary 2. Let Γ be a smooth surface and ϕ : Γ → R 3 be a vector-valued function defined over Γ. Let S denote the triangulation of Γ, and S andφ : S → R 3 be the reconstructed surface and the reconstructed function using weighted average of local fittings of degree d, respectively. Then
. When quadrature rules are used for the integrals numerically, in general it suffices to use degree-d quadrature rules over the triangles to preserve the accuracy. The proof of Theorem 1 is somewhat involved, as it involves the analysis of the accuracies of the WALF-reconstructed surface, its approximate normal and Jacobian, and the reconstructed function. We will analyze these individual terms in the following sections and then use the results to prove the accuracy of the integration. Note that the barrier of O(h 5 ) in the theorem above is somewhat pessimistic, due to technical difficulties in the analysis of the approximation to the Jacobian in Section 5.2. In numerical experiments, we observe up to eighth-order convergence rate in our numerical experiments as shown in Section 6.
Accuracies of Weighted Averaging of Fittings.
Let Γ denote a smooth surface and S be a triangulation of Γ. Suppose the triangulation S is composed of triangles σ i , i.e., S = ∪ K i=1 σ i , where K is the number of triangles. Letσ i denote the high-order reconstruction of σ i by WALF, thenΓ = K i=1σ i . For each point q 0 ∈ σ i in S, let v i be the ith vertex of σ i , and let m i denote a first-order approximation to the unit normal at v i used in constructing the local uvw coordinate frame at v i . Let q i denote the reconstructed point for q 0 based on local fittings at the vertices v i . Let q be the reconstructed point of q 0 onΓ, i.e., q = 3 i=1 N i q i . Let r i denote the intersection of lines q 0 q i with the exact surface Γ; see Figure 3 for an illustration of these points. We first have the following lemma regarding the distances between r i and r j , which impose a lower bound for the minimum error that can be obtained by the weighted averaging scheme.
Lemma 3. Assume that the local coordinate systems are aligned with approximate surface normals that are at least first-order accurate. The distance between points r i − r j = O(h 3 ), i, j = 1, 2, 3. This lemma was a side product in the analysis of the order of accuracy of WALF surface in [7] . For completeness, we give a separate proof as follows.
Proof. It suffices to prove for only r 1 − r 2 . Let θ i denote the angle at r i in the triangle q 0 r 1 r 2 . We have
Note that |cos θ 1 | = O(h), because r 1 r 2 is at least a first-order approximation to the tangent direction at r 1 , and m 1 is by assumption a first-order approximation to the normal direction at v 1 and in turn also at r 1 . Similarly, |cos θ 2 | = O(h). Furthermore, 
, because q 0 is a linear approximation to r i in the local coordinate frame aligned with m i . Therefore,
. For error analysis, we need to define a mapping fromΓ to Γ. Let r be the projection of q onto Γ along the direction 3 j=1 N j m j , and let Π denote the mapping from Γ onto Γ, i.e., r = Π(q). Assume the triangulation S is a dense enough triangulation of Γ, so that the projection fromΓ to Γ is one-to-one and onto. Let γ i denote the range of this projection from points in σ i . Therefore, the triangulation S defines local parameterizations for both Γ andΓ within each triangle. With this mapping, we obtain the following theorems regarding the reconstructed surface and function.
Theorem 4. Given a mesh whose vertices approximate a smooth surface Γ with an error of at most O(h d+1 ), for each point q on the WALF surface obtained from
Because q i is a local fitting with dth degree polynomial at the local coordinate frame at the ith vertex of σ, q i − r i = O(h d+1 ). For the second term, note that 3 i=1 N i r i is a linear approximation to r over triangle r 1 r 2 r 3 of length O(h 3 ), and
In the following, we generalize this result to functions reconstructed by weighted averaging of least-squares fitting (WALF). We introduce some additional notation here. Let ϕ : Γ → R be a scalar function defined on a smooth surface Γ and let ϕ :Γ → R denote the WALF reconstructed scalar function overΓ. More specifically, ϕ is defined as follows. Letφ i (x) : S → R denote the local fitting of a point x on S at the ith vertex of a triangle σ containing x. Let ξ = (ξ, η) denote the local parameters (i.e., the natural coordinates) of the points within σ andx denote the reconstructed point onΓ. Then,φ
where N i denote the linear finite-element shape function associated with the ith point. Using this notation, we have the following theorem.
Theorem 5. Given a mesh whose vertices approximate a smooth surface Γ with an error of at most O(h d+1 ), let r be the projection of the pointx on the reconstructed WALF surface with degree-d fittings onto the exact surface Γ. Then for the degree-d WALF reconstructed functionφ(x), |φ(x) − ϕ(r)| = O(h d+1 + h 6 ). The proof for Theorem 5 shares some similarities with that for Theorem 4, but it is slightly more complicated because the additional function ϕ. We give the proof as follows.
Proof. Note that ξ parameterizesx(ξ) within a triangle σ. Then
Becauseφ i is a local fitting with dth degree polynomial at the local coordinate frame at the ith vertex of σ,
For the second term, note that
is a linear approximation to ϕ(r) over triangle r 1 r 2 r 3 of length O(h 3 ),
Accuracies of Jacobian.
The mapping Π fromΓ to Γ allows us to obtain the reference solution for the Jacobian as well as for the normals. For triangleσ i ∈ Γ, letJ i denote the Jacobian matrix for the mapping from natural coordinates ξ of σ i , i.e.,J i (q(ξ)) = ∂q ∂ξ ∂q ∂η . Similarly, for triangle γ i ∈ Γ, let J i denote the Jacobian matrix for the mapping from ξ to γ i , i.e., J i (r(ξ)) = ∂r ∂ξ ∂r ∂η . In numerical integration, these Jacobian matrices are used to compute the surface area as well as the surface normal. We first prove the following lemma regarding the Jacobian matrices.
Lemma 6. Let a ij denote an entry of matrixJ i (q(ξ)) − J i (r(ξ)). Then
Proof. Note that
Due to Theorem 5, q − r = O(h d+1 + h 6 ). The parameters ξ and η are always between 0 and 1 independently of h, therefore
.
. We considerg i as an approximation g i , andñ(q) as an approximation to n(r). Because these quantities are obtained from simple arithmetic operations fromJ i and J i , respectively, a direct consequence of Lemma 6 is the following theorem.
where q = (q 1 , q 2 , q 3 ) and r = (r 1 , r 2 , r 3 ). Now,
. We note that each term of ∂η for appropriate indices j and k. We also note that ∂qi ∂ξ = O(h) as it should be at least a first order approximation of a tangent direction at q. Therefore,
where the last equality is because |g i | = O(h 2 ). Note that this result gives an upper bound of the errors in the approximation to the surface areas and the normal, and in turn they can bound the errors of the numerical integration. However, this approximation largely depends on our definition of the mapping Π fromΓ and Γ. There may be an "optimal" mapping for which the error may be bounded by O(h 6 ) instead of O(h 5 ). However, we are content with this result because O(h 5 ) is a small enough error bound for almost all practical purposes.
Accuracies of Integrations.
Using the above results, we can now prove our main theorem about the accuracy of integration, i.e., Theorem 1.
Proof. Suppose the triangulation S is composed of triangles σ i , i.e., S = ∪ K i=1 σ i , where K is the number of triangles. Letσ i denote the high-order reconstruction of σ i by WALF, thenS = K i=1σ i , and
Using the parameterization in subsection 5.2, we have Γ = K i=1 γ i , and
For conciseness, we omit the parameters ξ in the following. Therefore,
The first term is the condition number of the problem with a perturbation to the integrand and is bounded by O(h d+1 + h 6 ) times the surface area. The error of the integral depends on the accuracy of the last integral in the second term. Before we determine its accuracy, we note that the number of triangles in the surface mesh is inversely proportional to average area of triangle i.e, K = O(1/h 2 ). Using this result along with Lemma 6,
Hence,
6. Numerical Experiments. We now present the numerical results with our methods, focusing on assessing the accuracy and convergence. We also demonstrate the usefulness of our method with an application and report the performance.
6.1. Convergence of High-order Integrations. The main objectives of our experiments are to verify the high-order convergence predicted by our theoretical analysis, and to assess the effects of high-order reconstructions of the geometry and function. For these purposes, it suffices to use simple smooth geometries. We used a torus (with inner radius 0.7 and outer radius 1.3) as the test geometry, and generated a set of high-quality meshes using the mesh generator Gambit from ANSYS Inc. Note that by construction our method has little requirement on mesh quality. To demonstrate this, we also generated another set of poor-quality meshes using marching cubes. Some example meshes are shown in Figure 4 . For studying mesh convergence, we generated five meshes of different resolutions for each set of our test meshes, and numbered these meshes from the coarsest (mesh 1) to the finest (mesh 5). The average edge lengths are approximately halved between adjacent mesh resolutions. We use the finest meshes to compute the reference solutions when exact solutions are unknown, and use the other four meshes to estimate convergence. We estimate the error for each mesh as relative error = numerical solution − reference solution reference solution , and compute the average convergence rate as convergence rate = 1 3 log 2 error of mesh 1 error of mesh 4 .
To avoid poor convergence due to inaccurate inputs, in all cases we project the vertices onto the exact surface, so all the vertices are accurate to machine precision of doubleprecision floating point numbers.
6.1.1. Surface Integral of Scalar and Vector Functions. We first investigate the integration of a scalar function. A simple example is the computation of surface area, for which the integrand is ϕ = 1. In this case, we need to reconstruct only the geometry. For torus, the exact surface areas can be computed analytically, so we use the exact answers as the reference solutions. Figure 5 plots the relative errors of the computed surface areas for the torus using polynomial fittings of degrees between 1 and 6 under mesh refinement. The average convergence rates are shown on the right end of the curves in the plot. It can be seen that the order of convergence is at least as high as that predicted by the theory. The even-degree polynomials exhibited higher convergence rates than predicted, probably because of statistical error cancellation due to some symmetry of the geometry and the mesh.
For integrating vector-valued functions, the simplest example is the computation of the volume bounded by a closed surface. By the divergence theorem, the volume is equal to one third of the surface integral of the position vector of the surface, i.e.,
where ϕ = x/3 andn is the outward unit normal to the surface Γ. For simple geometries such as a torus, the exact volumes are available analytically and hence we use them as reference solutions in our test. Figure 6 shows the relative errors of the computed volume of the torus using polynomial fittings of degrees between 1 and 6 under mesh refinement. The average convergence rates are shown on the right of the plots, which again confirm our theoretical results. For generality, we also test integrating a scalar test function ϕ(x, y, z) = sin(x + yz) + e xy and a vector-valued test function ϕ(x, y, z) = (x cos(y), e y , z + e z ) on the torus. Since the exact integrals are unavailable, we use the results for the finest meshes as reference solutions. The errors for this case are shown in Figure 7 . These results are qualitatively similar to those of surface areas, and the convergence rates again confirm the theoretical results. 6.1.2. Necessity of High-Order Reconstructions of Surface. In the previous subsection we showed that our method can deliver high-order convergence rates. It is important to note that the high-order reconstructions of both the surface and the function are necessary in assuring high convergence rates. To demonstrate this, Figure 8 (left) shows the computed surface area of the torus using high-order reconstruction of the function but using piecewise linear geometry defined by the linear triangles of the meshes, and Figure 8 (right), which is the same as Figure 5 (left), shows the corresponding results using high-order reconstructions of both the geometry and the function. Using only high-order reconstruction of the geometry but not the function would lead to a result similar to that in Figure 8 (left). From this comparison, it is evident that both the geometry and the function need to be reconstructed to high-order accuracy in order to achieve high-order surface integration.
6.1.3. Complicated Geometries. We show some examples of our method applied to more complicated geometries as well as meshes with sharp features. For testing a complicated smooth domain of integration, we used a spherical surface harmonic of degree 6 and order 1 ( Figure 9 ). The convergence of errors under mesh refinement for computing the surface area is shown in Figure 9 (right). It can be seen that high order of convergence is achieved as predicted. To demonstrate the applicability of our method to meshes with sharp features, we apply our algorithm to a slotted sphere (Figure 10 ). The presence of sharp features in the input geometry requires some preprocessing of the mesh. In particular, we first identify all the sharp ridges and corners of the input geometry using a simple algorithm. Thereafter, we virtually split the mesh by duplicating the vertices along ridges, and then apply our algorithm to this new mesh. The new connectivity ensures that stencils for points on the ridge edges are one sided. Figure 10 shows the convergence results for computing the volume of the slotted sphere. We observe that for fittings of degree 4, 5 and 6, the order of convergence is about 4. This is due to the reduction of degree of fittings for points on the sharp features, which have insufficient number points in their stencils to achieve higher order. As a result, the overall degree of the algorithm is reduced.
6.2. Applications to Computation of Van der Waals Force. As mentioned earlier, surface integral has various applications. We demonstrate the usefulness of our method with an application to the computation of the Van der Waals interaction forces between two microscopic bodies and show the improvement in accuracy. The Van der Waals force between two bodies of arbitrary geometry is equal to
Here, ρ i is the atomic density of body i for i = 1, 2, C is the London-Van der Waals constant, and s is the distance between two atoms/molecules. Defining a vector field G such that ∇ · G = C/s 6 , one can reduce Eq. (23) to
where S 1 and S 2 are the surfaces of bodies 1 and 2, andn 1 andn 2 are the unit outward normal to S 1 and S 2 , respectively. In [12] , the discretization of (24) is given for geometries defined by NURBS, and G =
, where s 1 ∈ S 1 and s 2 ∈ S 2 . Here we assume that S 1 and S 2 are given by triangulations. Let S 1 = n1 i=1 σ i and S 2 = n2 j=1 τ j , where n 1 and n 2 are the numbers of triangles in S 1 and S 2 , respectively. Therefore, (24) can be rewritten as
i.e., the summation of double integrals over all pairs of triangles in S 1 and S 2 . We use our algorithm to compute the double integrals using high-order reconstructions of the surface and the surface normals. Similar to [12] , we show the results for the interaction force between two spherical bodies with radius R 1 = 100nm and R 2 = 100nm, and ρ 1 = ρ 2 = 8.49 × 10 28 /m 3 and C = 4.5639 × 10 −78 Jm 6 . We calculate the Van der Waals force for 20 different separations, which are non-uniformly distributed from 5nm to 200nm. Figure 11 (left) shows the computed Van der Waals force for polynomial fittings of degrees from 1 to 6, along with the exact solutions. Figure 11 (right) shows the relative errors for different degrees. From these results, it is evident that the computed forces are more accurate with higher-degree fittings, and high-order reconstructions can significantly improve the accuracy compared with piecewise linear approximations. 6.3. Performance Results. We present some performance results for our algorithms. We implemented our algorithm in MATLAB and then converted the code into C using MATLAB Coder. We performed the tests on a Linux machine with a 3.16GHz Intel Core 2 Duo processor and 4GB of RAM. Tables 1 shows the execution times for the computations of the volume of the torus, using polynomials of degrees between 1 and 6. It can be seen that the runtimes scale linearly with the size of the meshes. In addition, the higher the degree of the polynomials, the more expensive the algorithms are. Compared to integration with linear triangles, it is expected that polynomial fittings would be much more expensive, because the stencil for the fitting is large and least squares problems need to be solved. The computational complexity of solving the linear system is dominated by that of finding the reduced QR factorization. For our current implementation, polynomial fittings are two to three orders of magnitude more expensive than using linear triangles, but its runtime can be improved with further performance optimization.
7.
Conclusions. We proposed a novel method for high-order numerical integration over triangulated surfaces. Our method uses stabilized least squares polynomial fittings locally at each vertex to fit the geometry and the interpolant. The polynomials at the vertices are then blended using finite-element shape functions. The resulting surface is a piecewise high-order approximation with C 0 continuity along triangle boundaries. Within each triangle, the blended surface is a polynomial, which is then integrated using high-degree quadrature rules. We presented numerical results for integrating both scalar functions and vector functions, and demonstrated up to sixth-order convergence rate. The method is also largely independent of mesh quality in the sense that it does not depend on the angles or Jacobian or other general quality attributes of a mesh. As a result of which we can still get high order for very poor quality meshes as shown in the numerical experiments.
The present work has some limitations. Most notably, the least squares high-order reconstruction is significantly more expensive than using linear triangles. Whether the extra cost is warranted would depend on the specific applications. Nevertheless, we plan to further optimize the performance of our method.
Because of the fundamental importance of surface integral in various applications, such as the computation of flux in fluid dynamics and the computation of swept volume of moving interfaces, this proposed method can have implications in such application areas. We plan to integrate our method with other numerical methods such as finite element methods, embedded boundary methods and conservative front tracking for moving interfaces, and apply them to applications such as fluid dynamics and fluidstructure interactions.
