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Abstract
We consider the shape reconstruction of a conductivity inclusion in two dimensions. We
use the concept of Faber polynomials Polarization Tensors (FPTs) introduced in [7] to derive
an exact shape recovery formula for an inclusion with the extreme conductivity. This shape
can be a good initial guess in the shape recovery optimization for an inclusion with either
small or large conductivity values. We illustrate and validate our results with numerical
examples.
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1 Introduction
Let Ω in R2 be simply connected, bounded, and Lipschitz. The background is homogeneous
with conductivity 1 and Ω is occupied with a material of dielectric constant σ0 with 0 ≤ σ0 6=
1 ≤ ∞. We consider the following transmission problem of the quasi-static approximation of
electromagnetic fields: {
∇ · σ∇u = 0 in R2,
u(x)−H(x) = O(|x|−1) as |x| → ∞ (1.1)
with σ = σ0χ(Ω)+χ(R2 \Ω), where H is an entire harmonic function and the symbol χ(D) indi-
cates the characteristic function for a domain D. The solution u should satisfy the transmission
condition
u
∣∣+ = u∣∣− and ∂u
∂ν
∣∣∣+ = σ0∂u
∂ν
∣∣∣− on ∂Ω.
Here, ν is the outward unit normal vector on ∂Ω and the symbols + and − indicate the limit
from the interior and exterior of Ω, respectively.
In this paper, we consider the problem of reconstructing the shape of Ω from the measurements
of u away from Ω. Regarding the shape reconstruction, we refer readers to see previous papers
in [5, 2]. We use the solution expression of u associated with the exterior conformal mapping
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2016R1A2B4014530 (to D.C., J.K., and M.L.).
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developed in [14] and the geometric multipole expansion introduced in [7]. To explain the
details, let’s denote Ψ the exterior conformal mapping associated with Ω. Indeed, according to
the Riemann mapping theorem, there exist γ > 0 uniquely and the conformal mapping Ψ from
{w ∈ C : |w| > γ} onto C \ Ω such that
Ψ(w) = w + a0 +
a1
w
+
a2
w2
+ · · · . (1.2)
Here and after, we identify z = x1 + ix2 in C with x = (x1, x2) in R2. The conformal map-
ping coefficients an can be solved numerically by the boundary integral equation involving the
Neumann-Poincare´ (NP) operator; see [14].
As a univalent function, the exterior conformal mapping Ψ defines the so-called Faber poly-
nomials, which is a basis for holomorphic functions in the domain associated with the exterior
conformal mapping. We use the concept of Faber polynomials Polarization Tensors (FPTs)
introduced in [7] to derive an exact shape recovery formula for an inclusion with the extreme
conductivity. This shape can be a good initial guess in the shape recovery optimization for
inclusions with either small or large conductivity values. We illustrate and validate our results
with numerical examples.
The rest of the paper is organized as follows. In section 2, we formulate the transmission
problem (1.1) by boundary integrals and review the multipole expansions. Section 3 derives the
exact inversion formula for the inclusion with the extreme conductivity. In section 4, we propose
an optimization scheme with the initial guess that obtained from the exact shape recovery
formula for the inclusion with the extreme conductivity.
2 Faber polynomial Polarization Tensors (FPTs)
In this section we provide the boundary integral formulation for the transmission problem.
We then explain the classical multipole expansion. Following [7], we finally define the Faber
polynomial Polarization Tensors (FPTs) as follows we define the Faber polynomial Polarization
Tensors (FPTs) and the geometric multipole.
Let Ω be a simply connected and Lipschitz domain in R2. The single layer potential S∂Ω
and the Neumann-Poincare´ (NP) operator K∗∂Ω associated with Ω are defined as follows: for
ϕ ∈ L2(∂Ω),
S∂Ω[ϕ](x) =
∫
∂D
Γ(x− x˜)ϕ(x˜) dσ(x˜), x ∈ Rd,
K∗∂Ω[ϕ](x) = p.v.
1
2pi
∫
∂Ω
〈x− x˜, νx〉
|x− x˜|2 ϕ(x˜) dσ(x˜), x ∈ ∂Ω.
Here, ν is the outward unit normal vector to ∂Ω and Γ(x) is the fundamental solution to the
Laplacian, i.e., Γ(x) = (2pi)−1 ln |x|. We also denote S∂Ω[ϕ](z) := S∂Ω[ϕ](x) for x = (x1, x2) and
z = x1 + ix2.
One can express the solution to (1.1) as
u(x) = H(x) + S∂Ω[ϕ](x), x ∈ R2, (2.1)
where
ϕ = (λI −K∗∂Ω)−1 [ν · ∇H] with λ =
σ0 + 1
2(σ0 − 1) . (2.2)
2
The invertibility of the operator (λI −K∗∂Ω) is well-known for |λ| ≥ 1/2 as shown in [9, 15, 16]
(see also [9, 10]). We commend readers to see [12, 13] for the Numerical method to solve the
integral equation and [3, 4] and references therein for more about the NP operator.
2.1 Generalized Polarization Tensors (GPTs)
By applying the Taylor series expansion to (2.1), one can derive a multipole expansion for the
transmission problem. In terms of the conventional multi-index notation,
xα = xα11 x
α2
2 , |α| = α1 + α2,
the fundamental solution to the Laplacian and the background potential admit the Taylor series
expansion
Γ(x− y) =
∞∑
|α|=0
(−1)|α|
α!
∂αΓ(x)yα, (2.3)
H(y) =
∞∑
|β|=0
1
β!
∂βH(0)yβ (2.4)
for y ∈ ∂Ω and sufficiently large x. The Generalized Polarization Tensors (GPTs) associated
with a domain Ω and the conductivity σ0 are defined as
Mαβ(Ω, λ) =
∫
∂Ω
yα (λI −K∗∂Ω)−1
[
ν · ∇yβ
]
(y) dσ(y) (2.5)
for the multi-indices α, β. By applying (2.3) and (2.4) into (2.1) and (2.2), the multipole
expansion for the solution to (1.1) is (see [4] for detail)
u(x) = H(x) +
∞∑
|α|,|β|=1
(−1)|α|
α!β!
∂αΓ(x)Mαβ(Ω, σ0)∂
βH(0), |x|  1, (2.6)
Definition 1. Following [1], we denote N(1)mk and N
(2)
mk as complex contracted GPTs:
N(1)mk(Ω, λ) =
∫
∂Ω
zk(λI −K∗∂Ω)−1
[
∂zm
∂ν
]
dσ(z),
N(2)mk(Ω, λ) =
∫
∂Ω
zk(λI −K∗∂Ω)−1
[
∂zm
∂ν
]
dσ(z) for m, k ∈ N.
Here, z = x1 + ix2 for (x1, x2) ∈ ∂Ω. As the complex polynomials are linear combinations of
real polynomials, the complex contracted GPTs are linear combinations of Mαβ’s.
2.2 Faber polynomials and FPTs
As a univalent function, the exterior conformal mapping Ψ defines the so-called Faber polyno-
mials, Fm(z)’s, which is complex monomials and form a basis for complex analytic functions
in Ω (see [8]). The Faber polynomials are first introduced by G. Faber in [11] and have been
extensively studied in various areas.
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The Faber polynomials {Fm(z)} associated with Ψ are defined by the relation
wΨ′(ζ)
Ψ(w)− z =
∞∑
m=0
Fm(z)
wm
, z ∈ Ω, |w| > γ. (2.7)
The complex logarithm admits the series expansion (see [8, 11, 14]): for z = Ψ(w) ∈ C \ Ω and
z˜ ∈ Ω,
log(z − z˜) = logw −
∞∑
m=1
1
m
Fm(z˜)w
−m (2.8)
with a proper branch cut. Each Fm is an m-th order monic polynomial. For example, the first
three polynomials are
F0(z) = 1, F1(z) = z − a0, F2(z) = z2 − 2a0z + a20 − 2a1.
In general, if denote the Faber polynomial as Fm(z) =
∑m
n=0 amnz
n, we can find {amn} recur-
sively by the relation
Fn+1(z) = zFn(z)− nan −
n∑
s=0
asFn−s(z), n ≥ 0. (2.9)
By substituting z = Ψ(w), we obtain
Fm(Ψ(w)) = w
m +
∞∑
k=1
cmkw
−k, (2.10)
where cmk’s are so-called Grunsky coefficients. In view of the Laurent series expansion (1.2),
one can easily see by setting m = 1 that
c1k = ak for all k ∈ N.
Recursive relation for general m is also well-known (see [8]).
Definition 2. Following [7], we define the Faber polynomial Polarization Tensors (FPTs) as
follows: For m, k ∈ N, we define
F
(1)
mk(Ω, λ) =
∫
∂Ω
Fk(z) (λI −K∗∂Ω)−1
[
∂Fm
∂ν
]
(z) dσ(z), (2.11)
F
(2)
mk(Ω, λ) =
∫
∂Ω
Fk(z) (λI −K∗∂Ω)−1
[
∂Fm
∂ν
]
(z) dσ(z). (2.12)
We call F
(1)
mk(Ω, λ) and F
(2)
mk(Ω, λ) the Faber polynomial Polarization Tensors (FPTs) associated
with Ω.
By using the expansion of the complex logarithm (2.8) and the integral formulation (2.1),
one can express the solution to the transmission problem (1.1) as follows [7]: for a given har-
monic function H(z) =
∑∞
m=1
(
αmFm(z) + βmFm(z)
)
with complex coefficients αm and βm,
the solution u to (1.1) satisfies that for z = Ψ(w) ∈ C \ Ω,
u(z) = H(z)−
∞∑
k=1
∞∑
m=1
1
4pik
[(
αmF
(1)
mk + βmF
(2)
mk
)
w−k +
(
αmF
(2)
mk + βmF
(1)
mk
)
w−k
]
. (2.13)
4
It is worth highlighting that the geometric expansion holds for all z in the exterior of Ω while
the classical multipole expansion holds for |z|  1.
The FPTs contains the information on the material parameter and the shape of the inclusion
Ω. Actually, one can express the FPTs in terms of the Grunsky coefficients of Ω and λ (or, in
terms of σ0).
Lemma 2.1 ([7]). Let C be the Grunsky matrix with elements {cmk}, and γ±2N be diagonal
matrices whose (k, k)-entry is γ±2k. For each m, k ∈ N, the FPTs satisfy
F
(1)
mk(Ω, λ) = 4pikcmk + 4pik
(
1
4
− λ2
)[
γ2N
(
λ2I −
(γ−2NC
2
)2)−1
γ−2NC
]
mk
,
F
(2)
mk(Ω, λ) = 8pikλγ
2kδmk + 4pik
(
1
4
− λ2
)[
2λγ2N
(
λ2I −
(γ−2NC
2
)2)−1]
mk
.
Here, δmk is the Kronecker delta function.
3 Exact inversion formula from the GPTs of extreme conduc-
tivities
In this section, we provide the exact inversion formula for the extreme conductivities σ0 =∞ or 0
(in other words, λ = ±1/2) from the GPTs. We derive the formula by using Lemma 2.1.
Theorem 3.1. We have the following formulas.
(a) For m ≥ 1,
γ =
√
±F
(2)
11 (D,±12)
4pi
, am =
F
(1)
m1(D,±12)
4pim
.
(b) For the extreme conductivity cases, i.e., when λ = ±12 , the coefficients of the exterior
conformal mapping can be derived as follows.
γ =
√
±N
(2)
11 (D,±12)
4pi
, a0 =
N(2)21 (D,±12)
2N(2)11 (D,±12)
, a1 =
N(1)11 (D,±12)
4pi
. (3.1)
For m ≥ 2,
am =
∑m
n=1 amnN
(1)
n1 (D,±12)
4pim
, (3.2)
where we get {amn}mn=1 from (2.9).
Proof. From Lemma 2.1, when λ = ±12 , the FPTs satisfy
F
(1)
m1(D,±12) = 4picm1 = 4pimam for m ≥ 1,
F
(2)
11 (D,±12) = ±4piγ2, F
(2)
m1(D,±12) = 0 for m ≥ 2.
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Recall that Fm(z) =
∑m
n=0 amnz
n. Note that amm = 1 and the coefficients {amn}mn=1 can be
induced by {a0, a1, · · · , am−1} using (2.9). From the definition, the FPTs can be expressed as
F
(1)
m1(D,λ) =
m∑
n=1
amnN
(1)
n1 (D,λ), F
(2)
m1(D,λ) =
m∑
n=1
amnN
(2)
n1 (D,λ).
Hence, we obtain γ, a0, and a1 as follows.
γ =
√
±F
(2)
11 (D,±12)
4pi
=
√
±N
(2)
11 (D,±12)
4pi
,
a0 =
N(2)21 (D,±12)
2N(2)11 (D,±12)
,
a1 =
F
(1)
11 (D,±12)
4pi
=
N(1)11 (D,±12)
4pi
.
(3.3)
For m ≥ 2, each am is derived from the relation F (1)m1(D,±12) = 4pimam. 2
For the insulating inclusion, a recursion formula similiar to (3.1) and (3.2) was derived in [6].
Theorem 3.2. Suppose that the inclusion has the extreme conductivity, i.e., λ = 12 or −12 .
For given GPTs, M˜αβ with |α|, |β| ≤ N , there exist a unique simply connected domain D that
satisfies
(i) Mαβ(D,λ) = M˜αβ for |α|, |β| ≤ N .
(ii) The exterior conformal mapping Ψ of D has finite terms of order at most N , i.e.
Ψ(w) = w + a0 +
a1
w
+ · · ·+ aN
wN
.
Below Figure 3.1 shows the shape recovered from the exact formula in Theorem 3.1 for various
σ0. When σ0 is large, the shape recovery is very close to the true shape. The example in Figure
3.1 is the initial guess with extreme conductivity for cap-shaped domain. Even the target domain
has corners, the initial guess with extreme conductivity is quite accurate. Figure 3.2 reveals the
initial guess with errors. For each GPT, we put the random error at most 0%, 10%, 20%. The
results in Figure 3.2 shows the stability of the method.
Figure 3.1: The initial guess for the cap-shaped domain. The black curve is the reconstructed
curve and the gray curve is the actual shape. Starting from the left side to the right side, the
conductivity is 10, 50, 100.
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Figure 3.2: The initial guess with errors. The black curve is the reconstructed curve and the
gray curve is the actual shape. Starting from the left side to the right side, the results are
reconstructed shapes from the data with 0%, 10%, 20% error. Here, the conductivity k = 50.
4 Optimization scheme to reconstruct shape from the GPTs
The exact recovery formula obtined in the previous section holds only for the extreme case
λ = ±1/2. However, we may use the shape from the formula, assuming λ = ±1/2, as an initial
guess when λ is close to ±1/2. We call such a shape the reference shape for the inclusion. In the
following we compare the reference shape with the equivalent ellipse, which is commonly used
as the initial guess for the shape recovery problem, and then provide the optimization method
to recover the shape for general conductivity value.
4.1 Initial guess
Equivalent ellipse One way to make initial guess is to find the equivalent ellipse, which is
explained in [3]. When the first order GPTs
M =
[
m11 m12
m21 m22
]
are given, we can compute the equivalent ellipse. Suppose that the eigenvalues of M are λ1, λ2
with λ1 > λ2 and corresponding eigenvectors are (e11, e12)
T and (e21, e22)
T . Then for 1p =
σ0−1
σ0+1
(
1
λ1
+ 1λ2
)
and q = λ2−σ0λ1λ1−σ0λ2 ,
a =
√
p
piq
, b =
√
pq
pi
, θ = arctan
(
e21
e11
)
.
The location of inclusion can be approximated from the second order GPTs since the first
order GPTs are invariant under translation.
Reference shape In this paper, we suggest new initial guess based on Theorem 3.1. From
Lemma 2.1, we can express the conformal mapping coefficient as follows,
am =
F
(1)
m1(B,±12)
4pi
+O
(
|λ| − 1
2
)
.
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Hence, for nearly extreme conductivity case, let λ = 12 when σ0  1 and λ = −12 when σ0  1.
Then calculating γ and conformal mapping coefficients with the method on the proof of Theorem
3.1 become a good initial guess.
Let’s compare two methods to make the initial guess. Both methods have advantages and
disadvantages. Using the equivalent ellipse is always stable, but it does not contain information
of high order GPTs. Using approximation from FPTs is almost exact for extreme conductivities,
but the error increases as conductivity closes to 1. Figure 4.1 shows the initial guess for the
perturbed circle with perturbation 0.3 cos 3θ on the radius r and GPTs of order 6 are given.
When conductivity is 3, the equivalent ellipse is more accurate. But as conductivity goes to
infinite, the initial guess approximating from FPTs becomes similar to the target domain. The
target domain of Figure 4.2 is the kite-shaped domain and GPTs of order 6 are given. When
the conductivity is 0.5, the initial guess approximating from FPTs is not even simply connected.
But as conductivity goes to zero, the initial guess approximating from FPTs becomes almost
same as the target domain.
Figure 4.1: The initial guess for sinusoidal perturbation of a disk. The black curve is the
reconstructed curve and the gray curve is the actual shape. Starting from the left side to the
right side, the conductivity is 3, 10, 50, and the first row shows the equivalent ellipse and the
second row shows the reference shape.
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Figure 4.2: The initial guess for the kite-shaped domain. The black curve is the reconstructed
curve and the gray curve is the actual shape. Starting from the left side to the right side, the
conductivity is 0.5, 0.1, 0.02, and the first row shows the equivalent ellipse and the second row
shows the reference shape.
4.2 Recursive scheme
We now provide the optimization method which uses the cost function defined by the GPTs.
We let B denote the target domain.
For the optimization process, we use the cost function JK [D] given by
JK [D] :=
1
2
∑
|α|,|β|≤K
∣∣∣∣∣∑
α,β
aαbβMαβ(D,λ)−
∑
α,β
aαbβMαβ(B, λ)
∣∣∣∣∣
2
,
where aα and bβ are coefficients of the harmonic polynomials H =
∑
α aαx
α and F =
∑
β bβx
β.
Note that the cost function vanishes only when each Mαβ is same. To minimize the cost function,
we use following lemma.
Lemma 4.1 ([5]). Let ∂Dε(x) := {x + εh(x)ν(x) |x ∈ ∂D}. Suppose that aα and bβ are
constants such that H =
∑
α aαx
α and F =
∑
β bβx
β are harmonic polynomials. Then∑
α,β
aαbβMαβ(Dε, σ0)−
∑
α,β
aαbβMαβ(D,σ0)
=ε(σ0 − 1)
∫
∂D
h(x)
[
∂v
∂ν
∣∣∣∣−∂u∂ν
∣∣∣∣− + 1σ0 ∂v∂T
∣∣∣∣− ∂u∂T
∣∣∣∣−
]
(x)dσ(x) +O(ε2),
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where u and v are solutions to the following transmission problems:
∆u = 0 in D ∪ (R2 \D),
u
∣∣+ = u∣∣− on ∂D,
∂u
∂ν
∣∣∣∣+ = σ0∂u∂ν
∣∣∣∣−, on ∂D,
u(x)−H(x) = O(|x|−1) as |x| → ∞
(4.1)
and 
∆v = 0 in D ∪ (R2 \D),
σ0v
∣∣+ = v∣∣− on ∂D,
∂v
∂ν
∣∣∣∣+ = ∂v∂ν
∣∣∣∣−, on ∂D,
v(x)− F (x) = O(|x|−1) as |x| → ∞,
(4.2)
where H(x) =
∑
aαx
α and F (x) =
∑
bβx
β are harmonic polynomials.
From Lemma 4.1, the shape derivative of JK [D] becomes
〈dSJK [D], h〉 =
∑
|α|,|β|≤K
δHF 〈φHF , h〉L2(∂D),
with
δHF =
∑
α,β
aαbβMαβ(D,λ)−
∑
α,β
aαbβMαβ(B, λ),
φHF = (σ0 − 1)
[
∂u
∂ν
∣∣∣∣− ∂v∂ν
∣∣∣∣− + 1σ0 ∂u∂T
∣∣∣∣− ∂v∂T
∣∣∣∣−
]
(x), x ∈ ∂D.
Here, u and v satisfy (4.1) and (4.2) for H =
∑
α aαx
α and F =
∑
β bβx
β.
For each step, we modify the shape using the gradient descent method with the cost function
when D˜ = Dinit. The formula becomes
∂Dmod = ∂Dinit −
(
JK [Dinit]∑
j〈dsJK [Dinit], ϕj〉2
∑
j
〈dsJK [Dinit], ϕj〉ϕj
)
ν,
where {ϕj} is the basis on L2(∂Dinit). From Lemma 4.1, we only know the information about
h is the inner product with φHF . Hence, we take the basis set {ϕi} as φHF ’s for harmonic
polynomials H =
∑
α aαx
α and F =
∑
β bβx
β.
4.3 Numerical results
The Figure 4.3 shows the reconstructed results for kite-shaped domain with the initial guess
given by the reference shape.
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Figure 4.3: The reconstructed inclusion for the kite-shaped target with conductivity 10. The left
figures are the initial guesses and the right figures are the reconstructed results. The first row
is shape reconstruction starting from the equivalent ellipse and the second row is reconstruction
approximating from FPTs.
The Figure 4.4 reveals the reconstructed results for the cap-shaped domain. Figure 4.4 shows
the importance of the initial guess.
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