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Abstract
This thesis examines the problem of obtaining spectral 
estimates in the situation where the analysis is to be confined to a 
narrow band of frequencies concentrated about some fixed frequency of 
interest. In particular, the standard estimation procedures which 
require the spectral density function to be smooth over this range of 
frequencies are extended to cover the case where substantial variation 
does exist across the band.
Chapter 2 develops a central limit theorem for the finite 
Fourier transforms based on N observations from a vector stationary 
discrete time sequence having absolutely continuous spectral distribu­
tion function. In order to arrive at a satisfactory asymptotic theory 
the spectral density matrix is made to depend on N in such a way that 
the variation modelled is reflected in the limiting distribution. This 
limiting distribution takes the form of a certain complex multivariate 
normal distribution.
Chapter 3 yields a procedure for estimating coherence in the 
case where the phase or cross-spectral argument is changing across the 
band. It is with relation to the group delay that the phase variation 
is modelled over the frequencies considered and this parameter is 
estimated together with the other spectral parameters. The approach 
taken is that of maximising the likelihood which is given by an approp­
riate form of the limiting distribution described in Chapter 2. The 
various statistical properties of the estimates are also established.
Chapters 4 and 5 consider the case where a signal is received 
together with lagged and attenuated forms of the signal. The approp­
riate likelihood given by the central limit theorem of Chapter 2 is 
then maximised with respect to the various parameters and statistical 
properties are again established for the resulting estimates. The 
estimation of a signal's characteristiqs using an array of recorders is 
also discussed in the light of these methods.
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CHAPTER 1
INTRODUCTION
1.1 Definitions, Notations and Some Basic Spectral Theory
The Fourier analysis of time series has developed, in no 
small part, as a result of needs felt in various sciences other than 
those of the mathematical sciences and, as such, it is replete with an 
abundance of nomenclature and terminology. For this reason a brief 
description of certain classical results has been included in the first 
chapter. This serves the dual role of both standardising the notation 
that is used throughout and also that of facilitating the discussion of 
the problems to which the thesis is addressed. In this section and 
§1.2 the symbolism adopted and the results quoted conform, in the main, 
to those found in Hannan (1970) and, in particular, the proofs to these 
results can also be found in this cited reference.
We shall be concerned with making certain inferences about 
the underlying structure of a series of p-dimensional vector observa­
tions x(n), n = 1, ..., N, which have been recorded sequentially 
through time. These observables could have arisen through sampling a 
continuous time function or, alternatively, they could be the result of 
some discrete time process. The former prescription is possibly the 
more pertinent since the real world abounds with such phenomena. In 
general we may regard the observation at time point t as being the 
realisation of the vector random variable x(t,co) where this random 
vector function is defined over the probability space (ft,5>^ ,P) with ft 
indexing the family of all histories of the process and P denoting the 
probability measure defined on the Borel fields# of subsets of ft. 
Suppressing reference to go, we say that the vector process x(t) is
2strictly stationary if for all N, t^  , ..., t^ and h the distributions 
of x(t^), x(t^) and of x( t ^ + h), . .., x(t^ + h) are the same. In
this definition N is always integral but t^, ..., t^ and h can only 
vary over the domain of the time function involved. The class of such 
processes is of some importance since it includes a broad range of 
phenomena. We henceforth require that x(-t) satisfy this condition and, 
furthermore, denoting the expectation operator by § we make the 
additional assumption that Sfx(t)} = 0, SfxCt)1 x(t)) < °°, where the 
dash denotes vector transpose. Thus the covariance matrix function can 
evidently be written as
£{x(s) x (s + t)'} = T(t) (1.1)
since it is dependent only on the time separation involved.
We now state the following well known representation theorems.
Theorem 1 .1
If x(t) is a continuous time process and satisfies the 
conditions given above then
r(t) itA dF( A)
where F(A) is a matrix whose increments, F(A^) - FCA^), A^ > 7\^, are 
Hermitian non-negative definite. The function F(A) which is called the 
spectral distribution matrix is uniquely defined if we require it to be 
continuous from the right and lim F(A) = 0.
Theorem 1 .2
If x(t) is a continuous time process and satisfies the 
conditions given above then
c
x(t) = e ^  dz(A)
-00
3where z(A) i s  a complex-valued v e c to r  pr oc e ss  o f  or thogonal  increments  
with  £ (z (A )  z ( A ) * } = F(A),  the  s t a r  d e n o t in g  t r a n s p o s i t i o n  combined w i th  
c o n j u g a t i o n .  The f u n c t i o n  z(A) i s  un iq u e ly  determined a lmost  everywhere  
i f  we r e q u i r e  i t  to  be cont in uous  in  mean square from th e  r i g h t .
This l a t t e r  theorem i m p l i e s ,  l o o s e l y  speaking ,  t h a t  x ( t )  can be decom­
posed i n t o  a sum o f  or th ogona l  random v e c t o r s  each weighted  by an 
a p p r o p r ia te  s i n u s o i d a l  component.
We now take F(A) to  be a b s o l u t e l y  cont in uous  and thus
r ( t ) f (A) dA ( 1 . 2 )
where f(A) i s  Hermitian and i s  c a l l e d  t h e  s p e c t r a l  d e n s i t y  m atr ix .  Let  
us c o n s id e r  th e  s i t u a t i o n  where the  d ata  sequence to  hand has come 
about through sampling a cont in uous  t ime process  at  the t ime p o i n t s
nA, n = 0, ± 1 , . . .
r(nA)
where
Thus T( t )  i s  now r e p la c e d  by
r 00
I inAA r / -\ \  A -y= / e f (A) dA
J  -00
00 r 7T/A + 2T7J/A
■ E f  e lnAA f(A) dA
-00 J -tt/A  + 27Tj/A
- tt/A  
-TT/A
inAA A  A) dA
A a) L f (A + 27TJ/A) .
I t  i s  c l e a r  th a t  a l l  we can know from t h e  T(nA) i s  f^(A) and so two 
d i f f e r e n t  f (A) y i e l d i n g  th e  same f^(A) cannot be i d e n t i f i e d  one from
the  o t h e r .  Th is  s i t u a t i o n ,  which i s  u s u a l l y  d e s c r ib e d  by s a y in g  that  
the f r e q u e n c i e s  A + 2ttj/A,  j = 0 ,  ± 1 ,  . . . ,  A e [~7r/A, tt/ A ] ,  are  
" a l ia s e d " ,  i s  a l l e v i a t e d  i f  A i s  chosen  smal l  enough to  ensure  th a t
4f(A) has negligible mass outside the range [-tt/A, tt/A]. A similar 
aliasing effect can be seen to hold in relation to Theorem 1.2, but we 
shall not dwell on this subject any further and shall assume that we 
are sampling at unit intervals (A = 1 ) and that aliasing effects can be 
ignored.
With this in mind we now state the discrete time analogues of 
Theorems 1.1 and 1.2.
Theorem 1.3
If x(n) is a discrete time process and satisfies the stated 
assumptions then
r(n) inA dF(A)
-7T
where F(A) is as described in Theorem 1.1 except that now F(-tt) is null.
Theorem 1.4
If x(n) is a discrete time process and satisfies the stated 
assumptions then
x(n) = / e irw' dz(A)
J - 7 r
where z(A) is a complex-valued vector process of orthogonal increments 
on (-7T,7r] with the same covariance properties as for the corresponding 
process in Theorem 1.2.
With reference to Theorems 1.3 and 1.4 we again impose the requirement 
that F(A) be absolutely continuous with spectral density matrix f(A).
We denote the diagonal element of f(A) by f (A) and this 
is called the spectrum at angular frequency A of the j ^  component 
whereas the off-diagonal element f^(A) is called the cross-spectrum 
between the j ^  and components at. this frequency. In practice
5these latter quantities are often replaced by g (A), 0.. (A)J k J k
defined as
which are
1fjk(A)I 2
CTjk(A) = f.(A) fk(A) ’
0 A) = arctan[->{f jk(A)}/^{fjk(A)} ]
(1.3)
where 5{.) and <£[.) denote the imaginary part and real part respectively 
of the indicated expression. The coherence, a., (A), 0 < a., (A) <1, isJ k j k
t han intrinsic measure of the strength of association between the j and 
t hk components at frequency A. It can be interpreted as the maximum
correlation that can be achieved between dz.(A) and dz, (A) by rephasingJ k
one of these two entities relative to the other. The phase, 0 ., (A),Jk
describes the phase change required to accomplish this.
We conclude this section by briefly outlining the concept of 
a filter. Let us suppose that a vector process y(t) has been 
constructed from x(t.) by means of the relation
y(t) = £ A. X(t - t.) , £ ||A.||£ < » (1.4)
and j |  f (A)|| is essentially bounded where by ||A|| we mean the square root 
of the greatest eigenvalue of A*A. This is an example of a simple 
linear filtering operation and the spectral density matrix of the y(t) 
series is known to be h(A) f(A) h(A)* where the matrix response 
function h(A) is given by
it .A
h(A) = E A. e J . (1.5)
Thus the effect of the filter has just been that of modifying the 
spectral density matrix f(A) in thrs straightforward manner. Similar 
results hold for a large class of operations and, in general, a filter
6may be regarded as a time invariant, operator which yields a vector 
process y(t) from some vector stationary process x(t). A rigorous 
discussion of the theory of filters can be found in Hannan (1970).
1.2 Inference and a Classical Result
In this section we shall be primarily concerned with 
estimating the various spectral parameters at some fixed frequency Tu«
In this connection the finite Fourier transform of the observations 
x(n), n = 1, N, which is defined by
_z N
w(A) = (2ttN) 2 Z x(n) exp(inA) (2.1)
n=l
i
is of central interest, due to the fact that (2tt/N)2 w (A) is an approx­
imation to dz(A), one of the orthogonal terms that form the Fourier 
representation of x(n). Thus we are led to consider the w(A) evaluated 
at the m frequencies of the form 27rk/N nearest to Aq where m is very 
small compared to N. We shall denote these particular m frequencies by 
u)r(^o ) > < k < [|m], where Wq(Aq) is the nearest frequency to Aq
and by [x] we mean the integral part of x. Now the finite Fourier 
transform is sometimes replaced by an approximation (often called the 
Cooley-Tukey estimate) of the form
-i ^ (N)w (A) = (2ttN) 2 Z u (n) x(n) exp(inA) (2.2)
u n=l
where u^  \n) is a "fader" or "taper" which is near to unity for most n
but fades to zero when n = 0 and n = N + 1. The w(A) are usually
evaluated at the m' frequencies of the form 27Tk/N' where 
sN < N' = 2  < 2 N  and mf is chosen by requiring both bands of
frequencies to have similar widths which is to say m'/N' = m/N. It is
snot necessary to take N' = 2 but it must be highly composite if a 
great reduction in computational effort is to be achieved. (See Cooley
7and Tukey (1965).) In an analogous fashion to the u)^(Aq ) we let w £(^q )
denote the m 1 frequencies of the form 2TTk.1 /N' .
A relevant model for such narrow band inference problems is
one in which N is allowed to become infinitely large while m remains
fixed. Unless drastic assumptions are made concerning the structure of
the data it is virtually impossible to achieve a useful analysis for
fixed N and for m very small compared to N the consideration of m fixed
is not unreasonable. In the light of this model it is evident that we
(N)need to discuss the asymptotic behaviour of u (n) and N'. Now, 
examples of faders might be
u^N\n) = n/R or J[1 + cos(7m/R)} n < R «  N
= 1  R < n < N-R
= (N-n)/R or §[1 + cos{7T(N-n)/R) ] N-R < n < N
and these suggest introducing a sequence uN(x) of continuous functions 
and a continuous function u(x) such that
u(N\n) = uN(n/N) , | uN(x) | ^ b < °° ,
lim Iu (x) - u(x)I = 0 , 0 < x < 1 .
N—°o
(2.3)
In the majority of cases, b can be taken as unity as the above example 
indicates. One could dispense with the u^(x) and simply define 
u ^ \ n )  = u(n/N), but in fact the choice of fader would probably depend 
on N in the way we have indicated. Indeed in many cases u(x) might 
reasonably be taken as identically unity to provide a good approximation 
to the actual fader used. However, since the fader used in practice 
might differ greatly from unity we have maintained the additional 
generality. (For example, in Munk and Cartwright (1966) the fader used 
is uv (n) = u(n/N), u(x) = 1 + co s{tt(2x - 1)).) We shall always
8(N)assume t h a t  u (n)  s a t i s f i e s  t h e  above c o n d i t i o n s  and, i n  a d d i t i o n ,  we 
r e q u i r e  N1 t o  be an i n t e g e r  v a l u e d  f u n c t i o n  o f  N such t h a t
l im  N/N' = a , § < a < 1 . ( 2 . 4 )
N—oo
Of c o u r s e ,  as  we have s a i d ,  N' w i l l  be h i g h l y  c o m p o s i t e ,  bu t  t h i s  f a c t  
i s  i m p o r t a n t  o n l y  c o m p u t a t i o n a l l y  and does  n o t  a f f e c t  any o f  t h e  
m a t h e m a t i c a l  r e q u i r e m e n t s  g i v e n  above .
With t h e s e  c o n s i d e r a t i o n s  we s e e  t h a t
£ ( w  ( A )  w ( A ) * }u u
- I T
(2 ttn) -1
N
Z
S = 1
Nz
t = l
( N ) . x ( N ) . N
u ' v s ) u '  ' ( t ) i ( t - s ) ( 0 - A )
X f ( 0 )  d0
K T(0 - A ) 12 f ( 0 )  d0
- T T
where
<t> (0)  = (2ttN) 2 Z u ^ N\ n )  e x p ( i n 0 )  .
n=l
Thus t h e  pu rp o se  o f  a f a d e r  can be s e en  by n o t i n g  t h a t  i t  w i l l  be
a d v a n ta g e o u s  t o  h a v e ,  f o r  any g i v e n  N, |<1>N( 0 ) | 2 as  s m a l l  a s  p o s s i b l e
f o r  0 away from z e r o .  I f  t h i s  c o n d i t i o n  i s  not  f u l f i l l e d  t h e n  t h e r e  i s
a lways  t h e  p o s s i b i l i t y  t h a t  f ( 0 )  w i l l  be l a r g e  a t  a v a l u e  away from A
t h a t  happens  t o  c o i n c i d e  w i t h  a s u b s i d i a r y  peak ,  s a y ,  o f  |<1>^(0 " A )  | 2
and t h e  combined e f f e c t  w i l l  i n t r o d u c e  a b i a s  i n t o  £fw ( A )  w ( A ) * )  awayu u
from f ( A ) .  I t  i s  known t h a t  t h e  h i g h e r  t h e  o r d e r  o f  d i f f e r e n t i a b i l i t y  
o f  t h e  f u n c t i o n  u ( x )  t h e  f a s t e r  $ (0 )  d e c r e a s e s  as  | 0 | i n c r e a s e s .  
However t h e  u s e  o f  t h e  f a d e r  i n t r o d u c e s  c o r r e l a t i o n  between  t h e  
w^ ( u)^(Aq)) i n  t h e i r  a s y m p t o t i c  d i s t r i b u t i o n  as  w i l l  s h o r t l y  be 
i n d i c a t e d .  Moreover ,  t h e  u s u a l  p r o c e d u r e  f o r  o b t a i n i n g  s p e c t r a l  
e s t i m a t e s  i s  t o  a v e r a g e  w ( A )  w ( A ) *  o v e r  t h e  m' f r e q u e n c i e s  c o ' ( A n ) 
where  m' has  been  c hosen  so t h a t  f ( 0 )  does  n o t  v a r y  g r e a t l y  o v e r  t h i s
9range. In this context, therefore, discrepant values of f(0) would be 
unlikely to occur just outside this band of frequencies. Hence it 
would appear that a major use of the fader would be to prevent any bias 
arising from large f(0) values a fair way from Aq »
In order that the statement of a certain central limit 
theorem for the vectors w cj^ (Aq )) is adequately described we now con­
sider the complex multivariate normal distribution. This may be 
introduced as follows. We consider 2p random variables, x^, x^, •••> 
Xp> y-j » y2> • ••, yp having zero means and a real multivariate normal 
distribution with the covariance matrix
- C Q -
- -Q C -
wherein all matrices are p X p. Here the partition makes C the
covariance matrix of x,, ..., x and also of y .  ..., y . Since thisI p  I P
is a covariance matrix C = C' and Q = -Q'. Now if we introduce the 
complex random variables z^ = K xj + iy^),  ^ =  ^» •••» P and the matrix 
A = i(C - iQ) then the density of the x^ and y^ may be rearranged as
P det(A exp(-z*A 1 z)-1 (2.5)
where det(A) denotes the determinant of A.
We introduce the following conditions some of which have 
already been given in §1.1, but these are restated here for the sake of 
completeness.
(i) The process x(n) is to be strictly stationary with zero means 
and finite variances.
(ii) The spectral distribution matrix is to be absolutely continuous 
with the spectral density matrix f(A) continuous at the fixed, 
but arbitrary, frequency A^. Also, ||f(A)|| is assumed to be
essentially bounded.
10
( i i i )  The x ( n )  p r o c e s s  i s  t o  s a t i s f y  t h e  " u n i f o r m  mix ing  c o n d i t i o n " ,
s h o r t l y  to  be d e s c r i b e d ,  i n t r o d u c e d  i n t o  t h i s  t y p e  o f  prob lem by 
R o s e n b l a t t  (1956)» (Rozanov ( 1 9 6 7 ) ,  p .1 8 0 ,  c a l l s  such  a p r o c e s s  
c o m p l e t e l y  r e g u l a r  w he re as  B i l l i n g s l e y  (1 9 6 8 ) ,  p . 166, c a l l s  i t  
6 - m i x in g  and g i v e s  a d e t a i l e d  t r e a t m e n t  o f  s eq u en c e s  o f  t h i s  
t y p e . )
With r e f e r e n c e  t o  §1.1 and f o r  any i n t e g e r s  n^ ,  n ^ , n^ < n^ we i n t r o ­
duce t h e  B o r e l  s u b f i e l d  S3 o f  ^  d e t e r m i n e d  by a l l  o b s e r v a b l e s  up t o  t h e  
t im e  n^ and t h e  Bore l  s u b f i e l d  % o f  d e t e r m i n e d  by a l l  o b s e r v a b l e s  
a f t e r  t h e  t i m e  n ^ . Then t h e  u n i fo r m  m ix in g  c o n d i t i o n  r e q u i r e s  t h a t
sup |P(BnF)  - P(B) P(F) I  <  t ( n  - o  , ( 2 . 6 )
Be$0,Fe$ !
where  \|;(x) i s  a p o s i t i v e  even f u n c t i o n  o f  x  which  d e c r e a s e s  t o  z e ro  as
x i n c r e a s e s .  We r e f e r  t o  t h e s e  c o n d i t i o n s  c o l l e c t i v e l y  as  C o n d i t i o n  A.
I t  i s  c l e a r  t h a t  ( 2 . 6 )  i m p l i e s  t h a t  e v e n t s  f a r  a p a r t  i n  t im e
a pp roa c h  i n d e p e n d e n c e  a t  a r a t e  g i v e n  by \Jf(x) and t h e  t im e  s e p a r a t i o n
i n v o lv e d  and i s  i n d e p e n d e n t  o f  t h e  p a r t i c u l a r  B and F c o n s i d e r e d .  T h i s
c o n d i t i o n  i s  i n t u i t i v e l y  a p p e a l i n g  s i n c e ,  i n  many a r e a s  o f  d a t a
a n a l y s i s ,  one i s  more t h a n  r e a d y  t o  concede  t h a t  t h i s  does r e p r e s e n t  a
good a p p r o x i m a t i o n  t o  t h e  t r u e  s t a t e  o f  a f f a i r s .  We g iv e  below a
c e r t a i n  c e n t r a l  l i m i t  t heo rem  f o r  t h e  w ( co,' (A- ))  which u t i l i s e s  t h i su x k 0 7
c o n c e p t .  I t  i s  n o t e d  t h a t  t h i s  r e s u l t  and t h e  a t t e n d a n t  p r o o f  a r e  
p r e s e n t e d  i n  Hannan ( 1 9 7 0 ) ,  C h a p t e r s  4 and 5. Many a u t h o r s  ha ve  e s t a b ­
l i s h e d  v a r i o u s  c e n t r a l  l i m i t  theo rem s  f o r  s t a t i o n a r y  p r o c e s s e s  and we 
b r i e f l y  m en t io n  Moran ( 1 9 4 7 ) ,  Diananda  ( 1 9 5 4 ) ,  Grenander  and R o s e n b l a t t  
( 1 9 5 7 ) ,  Hannan ( 1 9 6 1 ) ,  E i c k e r  ( 1 9 6 7 ) ,  B i l l i n g s l e y  ( 1 9 6 8 ) ,  B r i l l i n g e r  
(1969)  and Ib rag im ov  and L i n n i k  (1 9 7 1 ) .  B r i l l i n g e r  (1969)  has  
dev e lo p e d  r e l a t e d  r e s u l t s  t o  t h o s e  a bou t  t o  be g i v e n  bu t  t h e  c o n d i t i o n s  
and t y p e  o f  s i t u a t i o n  c o n s i d e r e d  d i f f e r  f rom t h o s e  p o s t u l a t e d  h e r e .
11
Let us call w the vector with w .(co.' (A„)') a.s theu,jv k 0 '
t h((k + [5(m ' - 1)]) p + j} component with p representing the dimen­
sionality of x(n) and, furthermore, we define the matrix Q by requiring 
its typical element to be
■jk u2(x) e
i2irax( j -k) dx , 1 < j,k < m' . (2.7)
By A (x)B we mean the tensor product of these two matrices yielding the 
partitioned matrix with typical sub-matrix a^^B* We now state the 
following theorem.
Theorem 1.5
If x(n) satisfies Condition A, a necessary and sufficient 
condition that, for Aq ^ 0, 7T, the distribution of w should approach, 
as N — 00, a pm'-variate complex multivariate normal distribution with 
zero mean vector and covariance matrix Q(x)f(AQ) is that the random 
variable
.1 N
X(Aq ,N) = I (2ttN) 2 L x(n) exp(inAQ)||2 
should be uniformly integrable, i.e.,
lim Tim / X(A ,N) dP = 0 .
x—00 N-00 -7 X( Aq , N)>x
If, for A = 0, the vector w (0) is excluded from w and for N even and 0 uv
Aq = 7T, the vector w ^(tt) is not included in w then the theorem remains 
true.
Corollary 1.1
In the important central case where there is no fader and the 
entries in w are of the form given by (2.1) we observe that Q becomes 
the unit matrix. Thus the vectors w(co (A )) are asymptoticallyK. U
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independently distributed each with p-variate complex multivariate 
normal distribution having zero mean and covariance matrix fCA^)"
In the case of the Cooley-Tukey procedure with a < 1 we note that even 
if u(x) = 1 the matrix Q does not become the unit matrix.
1.3 Estimation Procedures and an Associated Problem
When one maximises the likelihood given by Corollary 1.1 with
respect to the spectral parameters f.,(An) the maximum likelihoodj k. U
estimates that result are described by
f (V  = m 1 ^ w i(ws(V )  Wk^s(A0)) (3,1)J s J
where the summation is over s such that -|m < s < [|m]. If the para- 
meterisation chosen is of the form given by (1.3) then, for j ^ k, the 
statistics given by (3.1) are replaced by
and
&jk(V W ’^ W  Vv>
^jk(A0) = arctan[-i (l^k(A0)}/^.(tjk(A0)} ]
(3.2)
which are, respectively, the sample coherence and phase between the j 
and kt 1^ components of the x(n) process at frequency A^° These 
estimates form the basis for most spectral analyses and it is with 
reference to these quantities that one tends to make inferential 
statements concerning the nature of the time series being studied.
If the Cooley-Tukey technique is considered the estimates 
obtained by maximising the likelihood given by Theorem 1.5 are 
identical to (3.1) except that now w is replaced by (Q 2 (x)I^)w where 
I is the p-rowed unit matrix and m is replaced by m'. Because of the 
work entailed in effecting this transformation and because a may be
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(N)near to unity and u (n) not far from identically unity this procedure 
is not likely to be used and the estimate
f(V 1 £ (u(N)(n)}1
-1
(m') 1 E w ti( u ' ( L ) )  ( 3 - 3 )
■&
uv k 0 u' k 0
is often chosen instead since this yields a more tractable approximate 
alternative. However, in any event, because of the intervention of the 
Q matrix into the analysis when the Cooley-Tukey procedure is used the 
variances of these spectral estimates are greater than those achieved 
for the corresponding estimates given by (3.1) where faders have not 
been implemented.
One principal drawback to all of these formulae is that they 
presuppose, by virtue of Theorem 1.5, that the spectral density matrix 
f(A) does not vary to any great extent over the narrow band of 
frequencies under study. However there are many situations where sub­
stantial variation does exist across the band. It is known, for 
instance, that whereas spectra, for the most part, are fairly well 
behaved, cross-spectra, which incorporate the various phases, are not 
so easily dealt with. Rephasing can occur in a multitude of ways and 
this can result in rapid cross-spectral change which could lead to 
spurious results. It has been found, for example, that the conventional 
method for estimating the coherence, given by (3.2), will yield too low 
a value if, near Aq , there is rapid phase variation present. The bias 
arises because the methods under discussion estimate |f (An)| by 
averaging estimates of f^(A) across the band so that if |f^(A)| is
near to constant across that band, but Q (A) is not, then the modulusjk
being estimated is of the approximate form
-11(28) / , exP(-i0 (A)) |f (A )| dA|
A-AJ<8 Jk Jlt U
which may be small if Q (A) is varying rapidly near An. This
J K- u
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particular problem has been discussed by a number of authors including 
Pierson and Dalzell (1960), Akaike and Yamanouchi (1963), Tick (1967) 
and Jones (1969), but, although many estimation procedures were 
proposed, no satisfactory general theory eventuated. Thus the problem 
that presents itself is that where there is variation in the spectral 
density function across the narrow band in question. Clearly one could 
increase N until the bandwidth was sufficiently small for an ordinary 
analysis to be applied, but this is not always possible since there is 
usually a practical limit, dictated by other than mathematical con­
siderations, which determines this value. Similarly, for m, we could 
decrease this quantity, but in so doing we might be discarding informa­
tion that could well be utilised given some knowledge of the variation 
involved. It would seem, then, that this is the "Achilles heel" of 
Theorem 1.5 and some extension is required in order that the spectral 
density function is allowed to exhibit some form of fluctuation across 
the band.
There are many avenues of approach to this problem. One 
could, for example, make an (unrealistic) Gaussian assumption concern­
ing the data and then, taking a fixed band of frequencies, establish 
some likelihood criterion which, when maximised, would yield estimates 
of the desired spectral parameters. It might then be possible to 
establish the distributions of these estimates under much weaker con­
ditions than those initially postulated and thus proceed to develop 
some near optimal procedure. Even this, however, would be difficult to 
obtain. The theory that will be constructed here resembles the 
classical theory of Theorem 1.5 except that now an accounting is taken 
of the variational properties of the spectral density. It is clear 
that some mathematical device will be required since Theorem 1.5 in its 
present form is of little use because, as N becomes large, the band of
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width 27Tm/N will become so narrow that the spectral components may
eventually be regarded as constant over the band.
We thus consider our spectral density matrix to be of the
form h^^(A) f(A) h^^(A)* where f(A) is a spectral density and h^N^(A)
is the matrix response function of a filter. Moreover, it will now be
assumed that the variation across the band that is to be modelled can 
(N)be ascribed to h (A) whereas f(A) is to be continuous at Aq and
smooth over the frequencies considered. These mild conditions would
appear to represent the very least that one might require in order to
distinguish between the rapidly varying and slowly varying components
of a spectral density function. However, considering the asymptotic
theory, we must now retain this variation as N becomes large and so the
matrix h^^(A) is made to depend on N to the extent that as N increases 
(N) (N)h (A) f(A) h (A)* varies increasingly rapidly across the band so 
that some limiting form of variation enters the resulting asymptotic 
distribution. Hence our observations x(n), n = 1, . . .', N are con­
sidered to be imbedded in a sequence of such sets of observations where
a typical set is indexed by N and has spectral density 
(N) (N)h (A) f(A) h (A)*. We experience, of course, only one such data 
set and one value of N, but to develop some relevant approximation to 
the actual distribution of the vector w requirements such as those 
given above must be imposed.
In essence we are making the premise, given these circum­
stances, that in order to measure fluctuation in the spectral density 
function it must be possible to break off the components that are 
causing the fluctuation in the form of a filter and then to assume
that over the band f(A) may be regarded as nearly constant whereas the
(N)variation caused by h (A) is discernible. Without such an assumption 
it may be impossible to disentangle the required variational effects
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from t h e  o b s e r v e d  s p e c t r a l  d e n s i t y .  A r i g o r o u s  deve lo pm en t  o f  t h i s  
c o n c e p t  and t h e  r e l a t e d  c e n t r a l  l imit ,  t h eo rem  a r e  g i v e n  i n  Cha p te r  2.
1 . 4  S t r u c t u r e  and Scope o f  t h e  T h e s i s
As h a s  a l r e a d y  been  i n d i c a t e d ,  C h a p te r  1 c o n t a i n s  a b r i e f  
i n t r o d u c t i o n  t o  some c l a s s i c a l  r e s u l t s  and a c e r t a i n  c e n t r a l  l i m i t  
theo rem .  I n  §1.3 t h e  b a s i c  problem i s  s t a t e d  and t h e  d i s c u s s i o n  t h a t  
f o l l o w s  d e s c r i b e s  t h e  l i n e  o f  a pp roa c h  t h a t  i s  t o  be a d o p te d  i n  
d e r i v i n g  a s o l u t i o n .
The second c h a p t e r  c o n t a i n s  t h e  s t a t e m e n t  and p r o o f  o f  a 
c e n t r a l  l i m i t  theo rem  (Theorem 2 . 1 )  which  r e p r e s e n t s  a g e n e r a l i s a t i o n  
o f  Theorem 1 . 3  i n  t h a t  now t h e  v a r i a t i o n  e x h i b i t e d  by t h e  s p e c t r a l  
d e n s i t y  f u n c t i o n  a c r o s s  t h e  band i s  r e f l e c t e d  i n  t h e  l i m i t i n g  d i s t r i b u ­
t i o n .  The a s y m p t o t i c  t h e o r y  i s  e s t a b l i s h e d  w i t h  N, t h e  sample  s i z e ,  
becoming l a r g e  w hereas  m, t h e  number o f  fu n d am e n ta l  f r e q u e n c i e s  i n  t h e  
band ,  r e m a in s  f i x e d .  The c o n t e n t s  o f  t h i s  c h a p t e r  a r e  b a s e d  on Hannan 
and Thomson (1 9 7 1 a ) .
I n  C h a p te r  3 we c o n s i d e r  t h e  problem o f  e s t i m a t i n g  c o h e re n c e  
i n  a s i t u a t i o n  where  t h e r e  i s  r a p i d  pha se  change  o v e r  t h e  narrow band 
o f  f r e q u e n c i e s  o f  i n t e r e s t .  Given t h i s  s t a t e  o f  a f f a i r s ,  c o n v e n t i o n a l  
methods f o r  m e a s u r in g  t h e  c o h e r e n c e  g i v e  t o o  low an e s t i m a t e  and t h i s  
would i n d e e d  be so i f  t h e  group  d e l a y  o r  d e r i v a t i v e  o f  p h a s e  w i t h  
r e s p e c t  t o  f r e q u e n c y  i s  l a r g e  r e l a t i v e  t o  t h e  band w i d t h  c o n s i d e r e d .
I t  i s  t h e  g roup  d e l a y  which i s  assumed t o  c o n t r i b u t e  t h e  m ajor  p a r t  o f  
t h e  p h a s e  v a r i a t i o n  a c r o s s  t h e  band and i t  i s  t h i s  q u a n t i t y  which  i s  
e s t i m a t e d  a l o n g  w i t h  t h e  c o h e r e n c e  and o t h e r  s p e c t r a l  p a r a m e t e r s .  
However t h e  group  d e l a y  i s  a l s o  an i m p o r t a n t  p a ra m e t e r  i n  i t s  own r i g h t  
s i n c e  i t  d i r e c t l y  d e t e r m i n e s  t h e  l e a d  o r  l a g  o f  one component  r e l a t i v e  
t o  t h e  o t h e r  o v e r  t h e  band o f  f r e q u e n c i e s  c o n s i d e r e d .  The t e c h n i q u e
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used  i s  t h a t  o f  m ax im is ing  t h e  l i k e l i h o o d  g i v e n  by an a p p r o p r i a t e  form 
o f  Theorem 2 . 1 .  However t h e  v a r i o u s  s t a t i s t i c a l  p r o p e r t i e s  o f  t h e  
d e r i v e d  e s t i m a t e s  do n o t  f o l l o w  a u t o m a t i c a l l y  s i n c e  t h e  s i t u a t i o n  c o n ­
s i d e r e d  does  n o t  f i t  i n t o  t h e  s t a n d a r d  maximum l i k e l i h o o d  framework and 
so an a s y m p t o t i c  a p p ro a c h  i s  d e v e lo p e d  w i t h  m becoming l a r g e  unde r  t h e  
a s s u m p t io n  t h a t  Theorem 2.1 r e p r e s e n t s  t h e  t r u e  l i k e l i h o o d .  The 
theo rem s  p r e s e n t e d  g i v e  no i n d i c a t i o n  as  t o  t h e  r e l a t i v e  s i z e s  o f  m and 
N f o r  a good a p p r o x i m a t i o n  t o  r e s u l t  and so §3.5  c o n t a i n s  a n u m e r i c a l  
example and some M o n te -C a r lo  s t u d i e s  which  s e r v e  t o  th row some l i g h t  on 
t h i s  m a t t e r .  The major  p a r t  o f  C h a p te r  3 a p p e a r s  i n  Hannan and 
Thomson ( 1 9 7 1 b ) .
C h a p t e r  4 e s t a b l i s h e s  a p r o c e d u r e  f o r  e s t i m a t i n g  t h e  v a r i o u s  
s p e c t r a l  p a r a m e t e r s  i n  an echo t y p e  s i t u a t i o n  where bo th  t h e  s i g n a l  i s  
r e c e i v e d  as  w e l l  a s  l a g g e d  and a t t e n u a t e d  forms o f  t h e  s i g n a l .  The l a g  
p a r a m e t e r s  a r e  assumed t o  be f r e q u e n c y  d e p e n d en t  and l a r g e  enough t o  
c a u s e  d i s c e r n i b l e  v a r i a t i o n  i n  t h e  s p e c t r a l  d e n s i t y  ove r  t h e  band.
Thus Theorem 2.1 i s  a g a i n  a p p l i e d  and we d e v e lo p  t h e  a s y m p t o t i c  p r o p e r ­
t i e s  o f  t h e  a s s o c i a t e d  maximum l i k e l i h o o d  e s t i m a t e s  i n  an a n a lo g o u s  
manner t o  t h a t  g i v e n  i n  C h a p te r  2.  I n  §4.4  t h e  p r o c e d u r e  i s  i l l u s ­
t r a t e d  w i t h  r e f e r e n c e  t o  a s im p l e  n u m e r i c a l  example.  The b a s i s  f o r  
t h i s  c h a p t e r  i s  t o  be found i n  Hannan and Thomson ( 1 9 7 1 c ) .
The l a s t  c h a p t e r  c o n s i d e r s  c e r t a i n  a p p r o x i m a t i o n s  t o  t h e  
maximum l i k e l i h o o d  e s t i m a t e s  w i t h  s p e c i a l  r e f e r e n c e  t o  t h e  s i t u a t i o n  
where  t h e  o b s e r v e d  s i g n a l  i s  r e c e i v e d  by an a r r a y  o f  r e c o r d e r s .  T h i s  
a r r a y ,  which  i s  u s u a l l y  o f  a s y m m e t r i c a l  n a t u r e ,  g e n e r a t e s  a  p a t t e r n  o f  
l a g s  which  a r e  r e f l e c t e d  i n  t h e  a p p r o p r i a t e  l i k e l i h o o d  f u n c t i o n  g i v e n ,  
once  a g a i n ,  by Theorem 2 . 1 .  Each r e c o r d e r  a l s o  r e c e i v e s  n o i s e  so t h a t  
we a r e  b a s i c a l l y  c o n c e r n e d  w i t h  an i n t e r f e r o m e t e r  i n  which n o i s e  
e f f e c t s  a r e  n o t  n e g l i g i b l e .  The c h a r a c t e r i s t i c s  o f  an "opt imum" a r r a y
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are discussed and certain array structures are examined in the light of 
a proposed optimality criterion.
It is emphasised that the results developed in this thesis 
are primarily for the case where the variation is narrow band in nature. 
This is not to say that if a common fluctuation existed over adjacent 
bands and the various estimates were calculated and combined in some 
appropriate way that this would not be near optimal, but this aspect of 
the problem is not formally covered herein.
We note here that all numerical work was carried out on the 
I.B.M. 360/50 computer at the Australian National University and hence 
all the figures pertaining to times and other such information relate 
to this particular machine. Also, equations that need to be referenced 
will be labelled in the form (i.j.k) which is to be interpreted as the 
k ^  equation in the section of the i ^  chapter. If no confusion
will result the i is often suppressed if the equation that is 
referenced is in the current chapter. All theorems, lemmas and 
corollaries will be numbered according to the chapters in which they 
occur and so Theorem 1.3 refers to the third theorem in Chapter 1.
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CHAPTER 2
A CERTAIN CENTRAL LIMIT THEOREM
2.1 Introduction
We proceed to examine this situation where there is variation
in the spectral components across a narrow band of frequencies centred
about A . In order that we might obtain a satisfactory asymptotic
theory we need to make the spectral density matrix of our observed
process depend on N so that it varies increasingly rapidly across the
band. We therefore consider our vector observations to be of the form 
(N) (N)x (n) where x (n) is obtained from x(n) by means of a filter having
(N) (N)matrix response function h 7(A). Thus the spectral density of x (n)
is given by f^N^(A) = h^^(A) f(A) h^N\A) and at this stage i/ N\ a )
is only subjected to the requirement that it be composed of measurable
(N)functions and the elements of f (A) be integrable with
||f^^(A)|| dA uniformly bounded. The process x(n) will be required
" (N)to satisfy Condition A of §1.2. Writing w (A) for w(A) computed from
(N)x (n) we shall now relocate the grid of values at which these are
computed taking this to be 0^ = Aq + oo^  where go^  = 27fk/N,
(N)-|m < k < [|m]. Of course w 7(A) is usually evaluated at but
(N)in the circumstances considered where f (A) is varying rapidly near
Aq this will not lead to a useful result. However the difference
between the two grids is not large since 10, - go, (A.) I < 7t/N and so itk k 0
(N)may be true that f (A) is varying sufficiently slowly, in practice, 
for that variation to be neglected over a band of width not greater 
than tt/N. In this case one might choose to use oo(A ) in place of 0K U K
or, equivalently, take the central frequency of interest to be G0q (Aq ). 
Nevertheless, for a precise statement, the relocation of the grid is
necessary.
20
Now we have
V N ) ( e k > * ( N ) ( e k )*
1 I " n a \ I 1 N N - i ( s - t ) ( 0 - 0  )-
(27r) 1 f ( N ) (ö )  A 1 E E e k J- d0
- 7T 
7T
S =  1 t = l
(27T)"1 / h ( N ) (6+A0 ) f(e+A0 ) h ( N ) (e+A0 )x V e"tok) ds
( 1 . 1 )
where
Ln ( 0) = s i n 2 |N0/{N s i n 2 §0} .
( N)I n  ( 1 . 1 )  we have  d e f i n e d  h , f ,  o u t s i d e  ( -7T,7T] by p e r i o d i c i t y .  
The f u n c t i o n  L ( 0 ) ,  F e j e r ' s  k e r n e l ,  i s  s u b s t a n t i a l l y  c o n c e n t r a t e d  a t  
t h e  o r i g i n .  R e w r i t i n g  ( 1 . 1 )  as  
Ntt
(277)~1 / h ( N ) (0/N+Ao ) f ( 0/N+Ao ) h ( N ) (0/N+A )* N_1 L ( (0-27rtc)/N) de
J -Ntt
( N)we a r e  l e d  t o  r e q u i r e  t h a t  h (0/N+A^) s h o u ld  a pp roa c h  a l i m i t i n g
m a t r i x  f u n c t i o n  h ( 0 )  i n  some s u i t a b l e  manner.  Thus we now p r o c e e d ,  i n
a somewhat h e u r i s t i c  f a s h i o n ,  to  e s t a b l i s h  a c o n v e rg e n c e  c r i t e r i o n  f o r  
(N)h ( 0 /N+Aq) whose s u f f i c i e n c y  w i l l  l a t e r  be p roved .  I t  would a p p e a r  
f rom t h e  above  t h a t  t e rm s  o f  t h e  form
(277) '1 f  | | h( N ) (0/N+A ) - h ( 0 ) | | 2 | | f (0/N+A )|| N ' 1 L ((0-27Tk)/N) d0 
J  - N tj- u  u  jn
( 1 . 2 )
must  t e n d  t o  z e ro  as  N becomes l a r g e .  W r i t i n g  X^(0)  f o r  t h e  f u n c t i o n  
which  i s  u n i t y  o v e r  (-N7T,N7r] and z e ro  o t h e r w i s e  we o b s e r v e  t h a t
X (0)  n ' 1 L ((0-27Tk)/N)
L(0-277k) A  (0 )  ( i ( e-2TTk)/N)2 / s i n 2 (He-2TTk)/N)
c o n v e rg e s  bounded ly  to  L(0-27Tk) where
L(0 )  = s i n 2 | 0 / ( J 0 ) 2 .
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Since |Jf(0)[j is essentially bounded and
XH( 0 ) N"'  L„(  ( 0- 2i r k ) / N )  <  ( f ( l  +  f ) )  / s i n 2 ( f O  +  ^ ) L(0-27Tk)
< K L(0-27Tk)
for some constant K it is evident that (1.2) is dominated by
 ^00
-1 f  (N)(K sup ||f(0)||} (2ir)e ||hv '(0/N+A ) - h(0)||2 L(0-27rk) d0 .
(N)Hence we now require h (0/N+Aq ) to converge to h(0) in the sense
lim (27T)
N -rfo
||h(N)(0/N+A ) - h(e) | | 2 L(0-2irk) d0 (1.3)
for all k such that -|m < k < [§m]. We note that h(0) is also a
function of A q , but since this latter quantity is kept fixed we have
not explicitly denoted this dependence. What we have required is that
(N)the variation of h with N, in the neighbourhood of A^, should be
such that when the scale is changed by dilating the 0 axis near Aq by 
(N)N, h will converge in the sense of (1.3) to a function independent
of N. We say "in the neighbourhood of A q" since ^N(0) is such that 
only these points are important.
However something needs to be said concerning the function 
h(0). Let us consider, for example, a simple filtering situation such
as that given by (1.1.4) and (1.1.5). In these circumstances
(N) it .0
n ^(0+Art) may be written as Z A. e J where the A. are constant 0 j j
matrices and we shall, without loss of generality, take the t^ positive 
with t^ identically zero. Furthermore, the t., j ^ 0, are assumed to 
be large enough to cause discernible variation across the band. Thus
i(t ./N)0
h (N)(0/N+AQ) Z A. e 
J
T
and we may take account of the size requirement for the t^ by regarding
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these quantities to be functions of N such that
lim {t ./N} = v .
N — co J J
for some positive constants v^. However, if we are examining a record 
that has been sampled at N time points, the maximum lag that can be 
identified from the record is clearly less than N. Hence we shall also 
take the t^ to be less than N and this implies that 0 < v^ < 1. Now, 
in this case, h(0) will be given by
iv .0
h(0) Z A . e J
J 0 < v . < 1 . ~ J
(1-4)
Reverting to a more general specification we shall require that
h(0) dA(v) (1.5)
where A(v) is composed of complex functions whose real and imaginary 
parts define signed measures. In relation to the example given by 
(1.4) and taking dA(v) to be a(v) dv, it is apparent in this case that
a(v) = Z Aj 5(v-Vj)
where 5(v) is the Dirac delta function.
Let us now elucidate the more general situation where faders
(N)are involved and note that it includes the w (A) as a special case. 
(N)We introduce w (A) as the Cooley-Tukey estimate based on the observa- 
(N)tions x (n) and evaluate this function over the grid of values
0,' = A_ + go 1 where w.’ = 27Tk/N', -|m' < k < [|m' 1. The comments made k 0 k k —
with respect to the choice of the grid 0^ apply here in relation to the 
0* grid. However, additional requirements need to be imposed on theK
fader functions u (x) an<^  the sequence N/N' over and above those 
already given by (1.2.3) and (1.2.4). The definitions of u(x) and 
u^(x) are modified so that
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sup | u N( x 1 ) - u ( x 2 ) |  = 0 ( 6 )  ( 1 . 6 )
whenever | x.j - J < 6 .  Moreover ,  t h e  N' must s a t i s f y
IN/N' - a I = 0 (N_ 1 ) . ( 1 . 7 )
Now, i n  a l m o s t  p r e c i s e l y  t h e  same way as  we i n t r o d u c e d  ( 1 . 3 ) ,  we a re  
l e d  t o  r e q u i r e  t h a t
l i m  (2TT)'1 / | |h ( N ) (0/N+A ) -  h ( 0 ) | | 2 | q ( 0 - 2 w a k ) | 2 d0 = 0 ( 1 . 8 )
N-*00 J  -00 U
f o r  - | m '  <  k <  [ | m ' ] w i t h
q ( 0 )  = I u ( x )  e 1x0 dx .
J  0
T h i s  c o n d i t i o n  i m p l i e s  ( 1 . 3 )  s i n c e  | q ( 0 ) | 2 = L (0 )  when u ( x )  i s  
i d e n t i c a l l y  u n i t y .  D e f i n i n g  t h e  m a t r i x  f u n c t i o n  Q(0)  by r e q u i r i n g  i t s  
t y p i c a l  e l e m e n t  t o  be q(0-27Taj) q(0-27Tak),  - |m'  <  j , k  <  [ | m ' ] ,  we n o t e  
t h a t
||Q( 0 ) || = £  |q (0 -2 7raj )  I2 .
j
Hence we may r e p l a c e  ( 1 . 8 )  by t h e  n e a t e r  c o n d i t i o n
r  00
l i m  (27r ) ' 1 / | |h ( N ) ( 0 /N+A ) - h ( 0 ) | | 2 | |Q(0 )|| de = 0 . ( 1 . 9 )
]^_CX 1 J  -00
('N')
I f  n  ( 0 )  s a t i s f i e s  ( 1 . 9 )  w i t h  h ( 0 )  d e s c r i b e d  by ( 1 . 5 )  and u__(x),  N'
--------------------------------  — — ---------- --------  --------------------------- f r
s a t i s f y  ( 1 . 6 )  and ( 1 . 7 )  r e s p e c t i v e l y ,  t h e n  we s h a l l  s a y  t h a t  
C o n d i t i o n  B h o l d s . Thus,  t o  summarise ,  t h e s e  r e l a t i v e l y  inn o cu o u s  
c o n d i t i o n s  r e q u i r e  h ^ \ © )  t o  beh ave  as  Ii (n ( 0 - A q))  i n  t h e  immediate  
n e ig hb o u rh o o d  o f  Aq . In  t h i s  manner we may p r e s e r v e  t h e  v a r i a t i o n  t h a t  
e x i s t s  a c r o s s  t h e  band s i n c e  i t  can now be t a k e n  th ro ugh  t o  t h e  
l i m i t i n g  d i s t r i b u t i o n .
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2.2 The Central Limit. Theorem
(N) (N)We introduce the vector w which has w .(6!) as theu,Jv k
{(k + [|(m'-l)]) p + j}t 1^ component.
Theorem 2.1
nsnLet x(n) satisfy Condition A and h satisfy Condition B. A
necessary and sufficient condition that, for A^ ^ 0, 7T and all such
(N) (N)h , the distribution of the vector w should approach, as N — 00, a
pm'-variate complex multivariate normal distribution with zero mean
vector and covariance matrix
(27T)-1 Q(e) ®  O(e) f(AQ) h(e)') ae (2.1)
is that the random variable
_ i
X(A.,N) = ||(2ttN)'5 x(n)
inA„ 2
should be uniformly integrable, i.e.
lim lim /
x—00 N—00 J X(Aq, N)>x
X(A0,N) dP = 0 . (2.2)
(N) (N)If, for A- = 0, the vector w (0) is excluded from w and for N even 0 u
(N)and Art = 7T, the vector w (tt) is not included in w then the theorem 0 u
remains true.
Before giving the proof of this result we state the following 
corollaries.
Corollary 2.1
Under Conditions A and B the condition given by (2.2) is
(N) (N)necessary and sufficient in order that w , having component w. (6 ),j k
should have an asymptotic complex multivariate normal distribution with 
covariance matrix (2.1) wherein the typical entry in Q(0) is 
sin2 \Ql {(|0-7Tj)(|0-7Tk)) .
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Corollary 2.2
If h(N)(A)
Theorem 1.5.
I then Theorem 2.1 establishes the result of P
This second corollary holds since
(2tt) 1 / Q.,(0) d0 = (2tr) 1 / q(e-27Taj) q(0-2irak) d0
J -00 J J -00
1 2/ N i2?rax(j-k) i^ (x) e dx
where the last equality follows from Plancherel's Theorem and so, with 
reference to (1.2.7),
Q = (2tt)-1 Q(e) de .
In this situation where there is no discernible variation across the 
band we observe that if the 0' are replaced by the w'(A ) then theK. K. U
proof is not affected by this change since, essentially, 
f WC)(\)>) = f(w'(Ao)) is asymptotically equivalent to f(Ag). Thus 
Theorem 1.5 and its corollaries are special cases of Theorem 2.1.
Corollary 2.3 
If
00 00
x(N)(n) = a (N)(j) e(n-j) , Z ||A(N) (j) ||2 < » , (2.3)
-0 0  -0 0
where the €(n) are independently and identically distributed with
covariance matrix I andP
hW(A) = E a(#)(])
-0 0
satisfies Condition B then the result of Theorem 2.1 holds since
_i N| (2ttN) 2 E e(n) exp{ inAn) ||2 is uniformly integrable. If, in this case,
1 U(N)the A (j) are independent of N then, by Corollary 2.2, Theorem 1.5
holds.
26
This corollary merely shows that the central limit theorem is
valid for a process of the form (2.3) which is usually called a
generalised linear process. This is in a more general form than is
(N)usually proposed since now the A (j) can depend on N.
Proof of Theorem 2.1
We first point out that the covariance matrix of w (N  ^ con­
verges to that of the limiting distribution. Taking ^ 0, 7T it is 
evident that
*|«<H)(e-) i £ V ) } -  (21)-1 ] £ %
X
. N N -is(0-0'.) it(0-0' )■
N~ Z Z U (N)(S) u(N)(t) e J e k H 0
S=1 t=l
where
(27T)'1 / f(N)(0+AQ) q(N)(0-to'.) q(N)(0-(J^ ) d0
J _7T J
(2.4)
(N)(0) = N-J Z u(N)(a) e-ln0
n=1
and so
(N) ..(N)*\w w (27r)-1 q(n)(0) 0  tyad0(N)
-7T
(N) (N) (N)with the matrix Q (0) having typical entry q (0-go1.) q (0-go'),
J k
-|m' < j,k < [jm1]. Now
r 1 
0
N2 q(N0-27Taj) = N5 / u(x) e~LX(N0~27raj) dx
N4 Z f /N (u(x) e127rajX - u (n/N) e'“ 4 ) e'1N0X dx 
n=l 0 (n-1)/N
_ i+ Z uN(n/N) e
n=l
-in(0-Go' )-a r 0 -ix0e dx
-1
(N) i0/2 • _ , n -iN0x ,q (0-u k ) e sin|0/(|0) - N I eN ^(x) e dx
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where
N inco'. .« .
r-N j ( x )  = Z uN(n /N )  e J  XN( n , x )  - u ( x )  e 1 ' a J X
and • . . ( n , x )  assumes th e  v a lu e  u n i t y  i f  ( n - 1 ) / N  <  x  <  n /N  and i s  ze ro
(N) (N)
o th e r w is e .  Hence we may r e p la c e  q ( 0 -(jo‘. )  q (0 -co ')  i n  ( 2 . 4 )  by
J k
N q(N 0-27Ta j) q(N0-27Tak) ( i 0 / s i n | 0 ) 2 s in c e
( 277")" I| £<N)(e+A )|| IN1 [
£N , j ( x )  6
* ^ 2X dx|^ ( 1 0 /s in  | 0 ) 2 de
<  {(77/2) N2 sup |e ( x ) | ) 2 (277) ' / | | f (N ' (6+A )|| de
X ’ J J - I T
= 0 ( N * ’ ) .
(N)
T h is  l a t t e r  f o l l o w s  f ro m  th e  i n t e g r a b i l i t y  o f  f  and t h e  f a c t  t h a t  
o v e r  th e  i n t e r v a l  ( n - 1 ) / N  <  x  <  n/N
| u ( x )  e i2 7 ra jx  -  uN( n /N )  |
<  I u ( x ) -  uN( n / N ) |  +  2 | u ( x )  | | s i a j r j  ( a x - n / N 1 ) |
<  I u ( x ) - u ( n /N )  | +  | 2ttj u ( x )  I ( a | x - n / N |  +  ( n /N )  | a —N/N* | }
— N
= 0 ( N ~ ' )
by c o n d i t i o n s  ( 1 . 6 )  and ( 1 . 7 ) .  Thus we need now o n ly  c o n s id e r
(27r)  1 j  f ^ N^(0+A g) N q(N0-27Taj) q(N0-27Tak) ( § 0 / s i n | 0 ) 2 d0 
f o r  - |m '  <  j , k  <  [ | m ' ] .  The above may be r e w r i t t e n  i n  m a t r i x  fo rm  as
( 277) '  ’ I Q(e) ® h (N ) (e/N+A0) f (e /N + A 0) h (N ) (e/N+A0)""
J  “ Ntt
X ( | 0 / N ) 2 / s i n 2 ( | 0 / N )  d0 . ( 2 . 5 )
N o t in g  t h a t
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( 27T) / |1 Q( 0 ) || | |h(N)(e/N+A ) - h (6 ) | |2 | |f(e/N+A0 )||
 ^ -NTT
X ( | 0 / N ) 2 / s i n 2 ( | 0 / N )  d0
i s  dom inated  by
( C r 7 4 )  sup | | f(e) | | )  (2tt)
e
- l ||h(N) (e/N+A.) - h ( e ) | | 2 | | Q ( e ) | |  de
we s e e ,  w i t h  r e f e r e n c e  to  ( 1 . 9 ) ,  t h a t  ( 2 . 5 )  d i f f e r s  from
ntt
(2 tt) -1
-mr
Q ( e ) ® h ( e )  f(e/N+A0) h(e)  ( | e / N ) 2/ s i n 2 ( | e / N )  de
by terms  w h ic h  c o n v e r g e  t o  z e r o .  S i n c e  f ( e )  i s  c o n t i n u o u s  a t  Aq t h e
above  e x p r e s s i o n  c o n v e r g e s  t o  t h e  s t a t e d  l i m i t  by a d i r e c t  a p p l i c a t i o n
o f  L e b e s g u e ' s  dominated  c o n v e r g e n c e  theorem.
Now we may e s t a b l i s h  t h e  n e c e s s i t y  s i n c e ,  u s i n g  f o r  t h e
d i s t r i b u t i o n  f u n c t i o n  o f  X(X^,N) and F f o r  i t s  l i m i t i n g  d i s t r i b u t i o n
(N) _and t a k i n g  t h e  c a s e  h (X) = I , we have
P
l im xdFN(x) x d F ( x )  .
N-00 J 0 " J 0
However,  f o r  a l l  b >  0 ,  i f  t h e  theorem h o l d s ,
l i m  j xdF ( x )
N—00 0 0
x d F (x )
and t h e s e  two r e l a t i o n s  t o g e t h e r  imply ( 2 . 2 ) .
To e s t a b l i s h  s u f f i c i e n c y  we f i r s t  o b s e r v e  t h a t ,  f o r  each  
e > 0, we may f i n d  m a t r i c e s  Aj and c o n s t a n t s  v ^ , -M < j <  M, so  t h a t  
r 00 M i v  .0
/ | | h ( 6 )  -  E  A e J II2  ||Q(0)|| de < e .
J -00 _M J
T h i s  f o l l o w s  from ( 1 . 5 ) .  (We s h a l l  u s e  e f o r  a s m a l l  p o s i t i v e  c o n s t a n t ,  
n o t  a lw ays  t h e  same o n e . )  Next  we put N^  = [Nv^] so t h a t
l i m  N. / N  
1NM» J
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and i n d e e d  | N . / N - v . |  <  N ^ . Thus we s h a l l  ha ve ,  f o r  s u i t a b l e  M, A . ,
v and N s u f f i c i e n t l y  l a r g e ,
| |h(e) - Z A e 
-M J
i ( N . / N ) 0  2
J II | |Q(0)| |  de < € .
We pu t
M i v  .0
h ( 0 )  = Z A e J , h Vi,/(0)(N)
-M J -M
and now o b s e r v e  t h a t  t h e  above  r e s u l t s  imply  t h a t  
'  7T
M iN .0
Z  A. e J 
J
(27T) -1 Q( N ) ( e ) 0
-7T
h ( N ) (0+Ao> .  fi( N ) (0)
x f (e+AQ) -jh(N ) (e+AQ) - h ( N ) (e ) d01| < e .
Hence,  p u t t i n g
S ( N ) W )  -  (2ttN)”  ^ E  u ( N ) (n )  ; < N>(n)  ,
LL K. I
(N) i ( n - N  .) A,x Vi,/(n )  = Z A. x ( n - N . )  e J ^
-M J J
and d e f i n i n g  w^N  ^ i n  t e r m s  o f  t h e s e  as  was w^N  ^ i n  t e rm s  o f  t h e
w(N) (0.' ) ,  we have  u k
N ( « (N) - w W ) ( w W  - w W ) * } | |  < e  .
Thus we a r e  r e d u c e d  t o  e s t a b l i s h i n g  t h e  s u f f i c i e n c y  o f  ( 2 . 2 )
(N)f o r  w w i t h  c o v a r i a n c e  m a t r i x  ( 2 . 1 )  h a v i n g  h ( 0 )  r e p l a c e d  by h ( 0 ) .  
For  t h i s  p u r p o s e  i t  i s  s u f f i c i e n t  t o  c o n s i d e r  t h e  s c a l a r  q u a n t i t y
where  t h e  a  a r e  a r b i t r a r y  v e c t o r s  o f  complex numbers .  Assuming t h a t
K.
v < v .. , - <  . . . <  V-,-M -M+l M
we c o n s i d e r  t h e  s e t
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I (N) = ( n | - N M < n < N-N_m}
where  t h e  i n t e g e r s  i n  I (N) l i e  i n  an i n t e r v a l  whose l e n g t h  does no t
exc eed  N(1 + vw - v  w + e)  and e may be t a k e n  a r b i t r a r i l y  s m a l l  f o r  NM -M
s u f f i c i e n t l y  l a r g e .  We decompose I(N) i n t o  4M+1 s u b s e t s  by t h e  p o i n t s
o f  s u b d i v i s i o n ,  -N , N-N^, -M < j <; M. Thus t h e  f i r s t  o f  t h e s e  might  be
{ n | - N  < n < -N ) , ( n | - N  ,  < n < N-N ) ,M — M-l 1 M-l — M
t h i s  b e i n g  t h e  c a s e  where  N-N^. i s  t o  t h e  l e f t  o f  a l l  o t h e r  p o i n t s  o f
s u b d i v i s i o n  o t h e r  t h a n  -N and -N „ . We s h a l l  c a l l  t h e s e  s e t s  I  (N)
M M-l t
so t h a t  I  (N) ,  ^ ( N )  a r e  shown j u s t  above f o r  t h e  c a s e  t h e r e  d e s c r i b e d .  
We now e l a b o r a t e  a t e c h n i q u e  due t o  R o s e n b l a t t  (1956)  and d e v e lo p e d  by 
him f o r  t h e  c a s e  when a l l  t h e  ISL a r e  i d e n t i c a l l y  z e r o .  We choose  a^ ,
bN’ CN 80 t h a t
l im  a 
N-00 N
l im  b 
N—00
( b N/ a N)IMo
l im  c 
N -°o
N
0 ,
00
and cXT i s  t h e  i n t e g r a l  p a r t  o f  (N + N - N „ ) / ( a AT + b „ ) . We now form N M -M N N
t h e  s e t s
S.  = ( n | - N M +  j ( a N + bN) < n < -Nm +  ( j  + 1) a N + j b N} ,
0 < j < CN .
Tj -  ( n | - N M + ( j  + 1) aN + j b N <  n < -NM+ ( j  + , ) ( a N + bN)} ,
0 < j  < CN >
T c  = ^ n ^ ' NM + c N<'aN + h N -1 <  n  -  N N - M ] ‘
N
Then
I (N )  = ( U S . )  U (  U T . )  .
j  J J J
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Let us call S the union of all those lying wholly within some subset
I and let us call T the union of all T, and those S. not in S. There t k j
are c_T sets S . lying in S where c„T - 4M < c < cXT. Furthermore, if aN J N — N — N
member of T does not lie within some 1^ then that interval is sub­
divided into intervals which do lie within some I and, with this added 
refinement, we see that T can now be considered to be composed of
intervals T' such that T' lies within some I . Thus I(N) = S U T and k k t
we may decompose f T as (>T(S) + f (T) where (V (S) is the sum of cXT 
components of which a typical one is
E a* Z (r) A exp(iN + lfr(ty<o£>} l - ^ ;k 
k j
(2.6)
where
(N) 
j > r > k (27rN)
-I z
neS
(N) (n+Nj) x(n) exp{i(n-fr)(A0-ho^ ))
with
f = “N + r(a + b ) r M N N
r i  (  r  )and L is over those i such that (n-N.) e S for some n, 1 < n < Nl r ~ ~J
and S <z S. t t(T) contains all the other components of f . Over the r N N
set S the u^N\n+N.) = u (n/N + N./N) differ from r J N j
u( Vj - v^ + (1 + ~ V-M^ r/c )^ by e where e is arbitrarily small if N
is sufficiently large. From this it follows that we may replace (2.6) 
by
N, r k ar,k r|N,r,k (2.7)
with
E(r) A. exp(iNiU- +if_(A„-h0,'.)) u(v, -vM + (1+vM -v_M ) r/cr,k k . "jJ j k r 0 k j M
and
_ I
T]Njr,k = (27rN) 2 ^ x(n) exp{i(n - fr) (Aq-K^) } •
s
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The p o i n t  o f  ( 2 . 7 )  i s  t h a t  t h e  q , have  a d i s t r i b u t i o n  in d ep e n d e n tN > r , k
o f  r .  B e f o re  go ing  on t o  d i s c u s s  t h e  d i s t r i b u t i o n  o f  Z n we f i r s tN,r
show t h a t  £^(T)  i s  n e g l i g i b l e .  
C o n s id e r
= Z A e xp ( iN  go' } Z X . ( 2 ttN) 2 Z u^N\ n + N  ) x ( n )  e x p ( i n 0 ' }
-M J r  neT'  J
r
where  X . i s  u n i t y  i f  T' <z f n | - N .  < n < N-N.} and i s  z e ro  o t h e r w i s e .  
r , j  r  j  ~  J
Then
? n ( t )  = E a k Z k ) ( T)k
and we o b s e r v e  t h a t
< S ^ k ) (T) ^ k ) (T )* (2-irN)'1 f  4 k ) ( e )  f (e+A ) 4 k ) ( e ) x de
^ -7r
where
= Z A. exp( iN .o j '}  Z X . Z u U V (n+N.)  exp{ - i n (  0-w' ) }
-M J J k r  r ’ J n€T ' J k
r
Thus
(N)
^4k)(x) 4k)<T)*
< (2ttN) 1 sup  | | f ( 6 ) | |  ( E ||A II2 ) E l l  . E ( u ' ,“ ; (n+N ))
< ^
e -M
(N)
-M r n e T 1
CN+ bN a N------------- 1 + ( 4M+1 ) —T V Hi IT I J
w h e re  i s  a c o n s t a n t .  S i n c e  t h e  above c o n v e rg e s  to  z e ro  we t h u s  need
o n l y  p rove  t h e  s u f f i c i e n c y  o f  ( 2 . 2 )  f o r  Z r]M
in j r  r
Le t  r _|_j(z) be t h e  d i s t r i b u t i o n  f u n c t i o n  o f  t h e  complex 
random v a r i a b l e  T h i s  i s  e q u i v a l e n t  t o  t h e  j o i n t  d i s t r i b u t i o n  o f
a p a i r  o f  r e a l  random v a r i a b l e s  bu t  i t  i s  s i m p l e r  t o  work i n  complex 
t e r m s .  N e g l e c t i n g  q u a n t i t i e s  which  c o n v e rg e  t o  z e ro  we w ish  t o  show 
t h a t ,  as  N — 00 and a l l  z ,
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I,1*FN,2*---*Vcn(Z ^  V r  ^ Z) ^ Vl*V2*---*FN,HN(z+HN1)
where the star in this context denotes convolution. Once this is 
established it is sufficient to prove the central limit theorem treating 
the T)^   ^ as independent. The proof that (2.8) holds hardly differs from 
that given in Rosenblatt (1956) and also Hannan (1970), Chapter 4, but 
it is included here for the sake of completeness. We now consider 
events of the form
E(j’mj) = SN2 <T)N,j * (mj+,) Z* ] •
Then
Z P{n E(j,m )} < P{Z T] . < z] < Z P(n E(j,m )) (2.9)
j J j ,J J J
I
where Z is over all different sets of c^ integers itk such that
V 1Z (m +l)/c* < z
j=0 J
I!
and Z is over all such sets for which
V1
^ m,/CM < 2 *
j=0 j N
It is observed that the events fl E(j,m.) with the integers m. varying
j J J
arbitrarily constitute a subdivision of the whole c -dimensional space
~-2Sninto non-intersecting elementary c^-cells each having volume c^
Thus each realisation of n . must lie in some E(j,m ) and hence, forN, J j
these particular m^, Z r)^ ^ < z implies Z m j c ^  < z and so the right-
hand inequality of (2.9) holds. The event on the left-hand side
2
implies Z riAT . <Z (m.+1)/c which in turn implies Z ru . < z and so N, j - j N N, j “
(2.9) holds in its entirety. Now
FN,1*FN,2*-'-%;~ch(Z - ~°N > * S 11N J
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and
E n p ( E ( j , n . ) )  <  f N ;1* f N;2* . . . * f Nj ~Cn ( z + H ’ 1)
s i n c e ,  c o n s i d e r i n g  t h e  f i r s t  i n e q u a l i t y ,  E r]N  ^ < z - c ^  i m p l i e s  t h a t ,
~2f o r  some s e t  o f  m. and e v e n t s  E ( i , m . ) ,  E ( m .+ 1 ) / c  < z w h e r e a s ,  w i t h
J J J N -
~2r e f e r e n c e  t o  t h e  l a s t  i n e q u a l i t y ,  E r)N  ^ < E (m ^ + 1) /c N i m p l i e s  
v ~ - 1
L   ^ <  z + c N . I t  w i l l  be shown t h a t  t h e  r i g h t - h a n d  s i d e  o f  ( 2 . 9 )
IT
may be r e p l a c e d  by E IT P ( E ( j , m . ) )  and t h e  l e f t - h a n d  s i d e  o f  ( 2 . 9 )  may
j , J
be s i m i l a r l y  r e p l a c e d  by E IT P ( E ( j , m . ) ) .
j  J
By a r e p e a t e d  a p p l i c a t i o n  o f  t h e  u n i fo r m  m ix ing  c o n d i t i o n  we 
r e a d i l y  e s t a b l i s h  t h a t
| P ( n E ( j , m  )} - II P ( E ( j ,m  ) ) |  <  c N i|r(bN)
s i n c e  t h e  s e t s  E ( j , r r O  i n v o l v e  t h e  x ( n )  f o r  n e and t h e s e  l a t t e r  a r e  
s e p a r a t e d  from one  a n o t h e r  by a t  l e a s t  b^ t im e  p o i n t s .  Now,
P{max |r)N^  I > K e 2 < e
s i n c e
max h N j j | } 2 < <?{E U N > j l}2 <
f o r  some s u i t a b l e  k . Thus ,  b r e a k i n g  up t h e  sample  s p a c e  i n t o  t h e  p a r t  
f o r  which
_ i ___
max I t) . I < K € 2 vc, 'N, j
and i t s  complement  we s e e  t h a t
Q
|Ep (D E ( j , m )} - E n P( E( j , r a  ) ) |  <  £ N(2Sjj/ 2  e ' 4} N * ( b „ )  + e ( 2 . 1 0 )
j  J j  J
where  E can  be i n t e r p r e t e d  as  e i t h e r  E o r  E . I f  we choose  c^ so t h a t
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it approaches infinity at a rate slower than (- log \|/(b^))2 it is 
observed that
-(log \|/(bN) + log cN + (5cn/2) log cN + cN log(2k  e 2)}
is greater than
CN ( ’ ' CN2(l0S SN + (5SN/2) l0g SN + 2N l 0 g i 2 K  e’5)))
and so the right-hand side of (2.10) can be made arbitrarily small for 
cN sufficiently large. Taking bN = 7n , aN = [N + NM - N_M ]/cN - 7i 
and, without loss of generality, J^r(x) > (1 +|x|) \  we see that b^ —
a > [N + NM - N ]/{log(l + VN)) i - -/n -  •»
aN/bN > [N + NM - N_m ]/(N log(1 + V^)}* - l - o o
and so sequences a^, b^, c^ can be found to satisfy all the imposed 
requirements. Moreover, we have now established (2.8) and may proceed 
to the last part of the proof assuming the ^ to be independent.
From Gnedenko and Kolmogorov (1954, p.103) it is sufficient 
for asymptotic normality that, for every e > 0,
lim L / |z|2 dFM (z) = 0 .
r J |z|>€ N’r
However
N, r < ( L a *  a , ) (L Ti* . t k t . ' — . r, k r, k 'Nj^k 'N,r,k
and so
£ I Izl2 dFN r(z) < £ £ a* u a_ J
r  J I zI >e * r,k ~r,ky J xdGN(x ) r k J x>5
where G (x) is the distribution function of L ||t]M ||2 which does notIN . IN * r « Kk
depend on r and
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S i n c e
& <  i n f  {e2 / Z  | | a ||2 }
I r  j kr k
£  a? , k  a r , k  -  ° 2 ( ^  lla kH2 ) ( ^  HAj l l )2  ’ c = su p  | u ( x ) |
k k j  x
a n d ,  m o r e o v e r ,
c 1 E E a* , a N . r , k r , k r  k
i s  a l s o  bo u n d ed  by a  f i n i t e  c o n s t a n t  i t  i s  s u f f i c i e n t  t h a t ,  f o r  e v e r y
5 >  0
l i m  CN ^  KdGN( x )  = °N—00 J  x>5
( 2 . 11 )
Now, d e f i n i n g
I N  r  = (27TN) 2 L x ( n )  e x p { i ( n - f ^ )  XQ)
S
r
i t  f o l l o w s  t h a t
CN ( n N , r , k  ^N, r  ^
c o n v e r g e s  i n  mean s q u a r e  t o  z e r o  s i n c e
4 { | | c N (^ N , r , k  ' } <  ( s u p  || £(e)|| ) c t f 1 Z
a N- ’ inoj,1
-  1
e  "  n=0
an d  t h i s  l a t t e r  e x p r e s s i o n  c o n v e r g e s  t o  z e r o .  Thus  ( 2 . 1 1 )  may be  
r e p l a c e d  by
l i m  c / ( z )  = 0
N-°° J  z>&
w h e r e  H ^ ( z )  i s  t h e  d i s t r i b u t i o n  f u n c t i o n  o f  ||r)^ r l | 2 .  N o t i n g  t h a t  N / c N 
i s  a s y m p t o t i c a l l y  e q u i v a l e n t  t o  a ^ ,  t h e  number  o f  t e r m s  i n  t h e  sum
d e f i n i n g  we o b t a i n  t h e  c o n d i t i o n
l i m  j
N—00 J  z>5c.
zdHN( z ) ( 2 . 12 )
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where H^(z) is the distribution function of
_ i inA,
| (27Ta ) 2 Z x(n) e ||2 
Sr
and (2.12) is implied by (2.2) so that the proof of the theorem has now 
been established.
Remarks
The condition (2.2) is implied by conditions on higher
moments of the x(n). Thus we might require only that x(n) be
stationary to the fourth order (rather than strictly stationary) and
that the fourth cumulant between x.(m), x.(m+n), x (m+p), x (m+q),
1 J K. 1
which we might call K. .(n,p,q), satisfy1 j lei
Z Z Z IK ..(n,p,q)I < 
n,p,q=0 LJki
In this case it is possible to show that
Z S{lTlN,r|4}r
converges to zero as N tends to infinity and so, with reference to the 
last section of the proof of Theorem 2.1, a Liapounov condition holds 
and thus the conclusion of Theorem 2.1 is established.
It will no doubt also be possible, following for example 
Ibragimov and Linnik (1971), Chapter 18, to replace (2.2) by conditions 
relating to the rate at which (1.2.6) decreases to zero.
We now examine (2.1). Let us define the matrix 
T^(v) = ®u(v) -^(v) ky requiring the typical elements of 0^(v) an<^
A  (v) to be given for -|m' < j,k < [|m'] by
38
( v ) } . . u v j , k
and
[A ( v ) } . .U j , k
r 1-m a x (o , v) 
- m i n ( o , v)
u ( 0 )  u ( 0 +v )  e l27ra( j " k) 0 d0
( 2 . 1 3 )
e x p ( - i 2 i r a j v }  ( j  = k)
0 ( j  k) .
Then a t y p i c a l  s u b - m a t r i x  o f  ( 2 . 1 )  i s  g i v e n  by
r 00
(2TT)"1 / (q(e-2TTaj)  h(e ) }  f(A ) (q(S-2Trak) h ( e ) de
J  -.00
and,  n o t i n g  t h a t
q(0-27Taj) h ( 0 )
-1 - m i n ( o , y )
we may a p p ly  P l a n c h e r e l ' s  Theorem t o  o b t a i n  t h e  m a t r i x  i n  p l a c e  o f
( 2 . 1 )  where
1 r 1
0 J 0
^ u ( y x )  ®  dA(x) f (Aq) dA(y) . ( 2 . 1 4 )
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CHAPTER 3
THE ESTIMATION OF COHERENCE AND GROUP DELAY
3•1 Introduction
In §1c3 an example is given of a narrow band situation where, 
if phase is varying rapidly, the usual estimates of coherence given by 
(1,3.2) can be badly biased downwards. We shall, in this chapter, 
confine ourselves to this problem and shall examine the simple case 
where the vector of observations consists of two components x-j(n) anc^ 
x^(n) with spectral density matrix given by
f(A)
£,(A) cr(A) Cf-, (A)
<J(A) {f , (A) f0 (A )) 1 e 10(A)
f2(A))4 e'10(A) 
f2 (A)
We omit the subscripts on cr(A) and 0(A) since they are redundant in 
this two-dimensional representation.
Given that we know that 0(A) is varying rapidly near the 
chosen frequency Aq we must select some appropriate functional 
relationship that adequately reflects this particular variation. A 
first case that arises quite naturally is that where we express 0(A) in 
the form of a truncated Taylor series so that, near Aq ,
0(A) = 0( A O ) +  (A-A0 ) 0 ' (Ao ) (1.1)
and here 0 ' (Aq ) is the derivative of 0(A) with respect to frequency 
evaluated at Aq . Hence we are making the hypothesis that the phase 
change is near to linear over the frequencies involved. The quantity 
01(Aq) is called the group delay at Aq and seems to be a primary para­
meter of interest in a cross-spectral analysis. Consider, for example,
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the situation where (x (n), x^Cn))' has cross-spectral density such 
that over the narrow band of frequencies about A^ the phase is effec­
tively constanto If, over the narrow band, the second component were 
now to occur with lag £, relative to the first component then the phase 
of the observed process near A.q will be, approximately, 0(Aq) + iA» In 
this case the group delay, when estimated, would be near to l. Thus we 
can interpret the group delay as the delay to which one component has 
been subjected to, relative to the other, over the band of frequencies 
near A^ » One can envisage situations where a pair of recorders are 
receiving a narrow band signal, together with noise, from some distant 
source. With reference to the diagram where R1 and R? denote the two 
recorders and V represents 
the speed of propagation of 
the signal we see that the 
measurements at R^  will lag 
those at R^ by d cosb/V.
Thus the group delay, when 
estimated, will give the direction of the signal provided we know both 
d and V» In this last example the phase variation will, of course, be 
expected, but it may also be true that, unbeknown to the experimenter, 
one series has been lagged or rephased relative to the other due to 
unforeseen circumstances» Phase changes such as these can occur in 
many possible ways: a recording apparatus may incorporate a defect
which rephases the incoming signal or there may be, perhaps, some 
inconsistency in the medium through which the vector signal travels 
whose net result is to make the propagation path of one component 
series longer than that of the other» In any event the complexity of 
the real world is such that this type of situation occurs only too
Signal (V)
frequently. Thus, although the problem is motivated in terms of the
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need t o  e s t i m a t e  c o h e re n c e  we s e e  t h a t  t h i s  w i l l  i n v o l v e  t h e  e s t i m a t i o n  
o f  g roup  d e l a y  and i t  i s  t h i s  q u a n t i t y  which i s  t h e  more i n t e r e s t i n g  
p h y s i c a l l y .
I f  we t a k e  t h e  group  d e l a y  to  be of  o r d e r  N i t  i s  e v i d e n t  
t h a t  we may t h e n  a p p ly  Theorem 2.1 s i n c e ,  ne a r  A , t h e  s p e c t r a l  d e n s i t y  
o f  t h e  o b s e r v e d  p r o c e s s  can be d e s c r i b e d  as
where
h ( N ) (A) f ( A 0) h ( N ) (A>*
h
(N)
( A )
r 1
- 0
0
e x p ( i ( A - A Q) 0 ' ( A Q)} -
and 0 ' ( A q) /N  w i l l  be r e q u i r e d  t o  converge, ,  as  N i n c r e a s e s ,  to  some
v a l u e  v,  !vj < 1. Thus,  i n  t h e  s e n s e  o f  Theorem 2 . 1 ,  we r e q u i r e  
(  n ")
h v (0 /N  + Aq) t o  c onve rge  t o
h ( 0 )
1
0
0
iv0e
We a r e  e f f e c t i v e l y  t a k i n g  0 ' ( A q ) = Nv and a r e  s e t t i n g  ou t  t o  e s t i m a t e  v 
and t h e  o t h e r  f o u r  s p e c t r a l  p a r a m e t e r s  v i a  Theorem 2 . 1 .  T h i s  theorem  
i s  an a p p r o p r i a t e  c h o i c e  s i n c e  i t  r e t a i n s  t h e  a c t u a l  v a r i a t i o n  p r e s e n t  
a c r o s s  t h e  band i n  i t s  a s y m p t o t i c  form w hereas  Theorem 1 . 5 ,  f o r  
i n s t a n c e ,  c a n n o t .  We a r e  c o n c e r n e d  t h e r e f o r e  w i t h  t h e  m f r e q u e n c i e s  o f  
t h e  form 0 , f o r  example,  and t h e  s i t u a t i o n  where  ( 1 . 1 )  p r o v i d e s  t h e
K.
d i s c e r n i b l e  v a r i a t i o n  r e q u i r e d  by which  we i n f e r  t h a t
~ ~  0' ( AQ) ~  27ltnv
i s  n o t  s m a l l .  I f  we were n o t  c o n s i d e r i n g  t h e  e s t i m a t i o n  o f  c o h e re n c e  
when group  d e l a y  i s  l a r g e  we would n o t ,  o f  c o u r s e ,  have  needed  to  
p h r a s e  t h e  problem i n  t h e  way d e s c r i b e d  i n  t h i s  i n t r o d u c t i o n  s i n c e ,
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clearly, the estimation of group delay can be considered whether it is 
large or not. However it seems likely that the estimation procedure 
described in this chapter will be a valid one even when 0'(Aq) is not 
large.
Selecting an appropriate form of Theorem 2.1 we now maximise 
this likelihood with respect to the various parameters. The exact dis­
tribution theory in relation to Theorem 2.1 is difficult to determine 
and indeed the likelihood equations are highly nonlinear. We thus 
proceed to find the asymptotic distribution of these statistics as m 
increases, assuming the asymptotic (with N) form of the likelihood for
the w . ((9, ) to be the true likelihood. It will be evident that the 1 k
resulting distribution, for m sufficiently large and N sufficiently 
large to a degree dependent on m, will be an arbitrarily good approx­
imation to the true distribution of the statistics introduced. Of 
course the method gives no precise indication of the size of N needed, 
or the way m and N are to be related. A problem arises here due to the 
fact that the asymptotic theory is developed in terms of v rather than
0'(A ). Since the variance of the maximum likelihood estimate for v
-3 2 3turns out to be 0(m ) this yields a variance of 0(N /m ) for the
corresponding estimate for the group delay. One would like this to
approach zero as N becomes large if confidence intervals involving this
latter quantity are, asymptotically, to decrease indefinitely, but, as
yet, this has not been shown. However, in practice, such information
will be of limited use since only one value of m and one value of N are
experienced. In the final analysis it will, as always, be experience and
familiarity with both the techniques used and the situation under study
that will determine what values of m and N yield a good approximation
to the actual distribution of the w (0, ). To that end the numericalJ k
studies in §3.5 should give some guide-lines. We note that if we now
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c o n s i d e r  t h e  g r i d  0 w i t h  r e f e r e n c e  to  t h i s  s i t u a t i o n  where m i s  a l s o
K
b e in g  i n c r e a s e d ,  a t  a s low e r  r a t e  t h a n  N, t h e n  t h e  v a r i a t i o n  i n  0(A) 
a c r o s s  t h e  band w i l l  be c o n s i s t e n t  w i t h  an i n s i g n i f i c a n t  v a r i a t i o n  
a c r o s s  a band o f  w i d t h  7T/N. Thus, f o r  m l a r g e ,  t h e  6 may e f f e c t i v e l y
K.
be r e p l a c e d  by t h e  more u s u a l  oj (A ) .
tv  U
We now d e s c r i b e  t h e  p a r t i c u l a r  d i s t r i b u t i o n  a r i s i n g  from 
Theorem 2.1 t h a t  i s  t o  be s t u d i e d .  T h i s  w i l l  be g i v e n  f o r  t h e  f i n i t e  
F o u r i e r  t r a n s f o r m  c a s e  r a t h e r  t h a n  t h e  Coolev-Tukey  t e c h n i q u e  s i n c e  t h e  
a d d i t i o n a l  c o m p l e x i t y  o f  t h e  l a t t e r  o n l y  s e r v e s  t o  c o n f u s e  t h e  
s i t u a t i o n  and make t h e  r e s u l t s  a l i t t l e  l e s s  p e r s p i c u o u s .  I t  would,  
anyway,  be a r e l a t i v e l y  s im p l e  m a t t e r  t o  e x te n d  t h e  r e s u l t s  g i v e n  t o  
i n c l u d e  t h i s  s i t u a t i o n ,  but t h i s  has  n o t  been done h e r e .  I n  f a c t , 
t h r o u g h o u t  t h e  r e m a in d e r  o f  t h i s  t h e s i s ,  we s h a l l  c o n s i d e r  o n l y  t h e  
c a s e  o f  t h e  f i n i t e  F o u r i e r  t ra?  is form u n l e s s  o t h e r w i s e  s p e c i f i e d . In  
t h e  s i t u a t i o n  c o n s i d e r e d  h(A) ICAq) h(A) i s  g i v e n  by
nr~r - i(0+vA)
1 cVfl £2 e
i (0+vA) ,
where t h e  a rgument  v a r i a b l e  A^ has  been o m i t t e d  s i n c e  t h i s  i s  h e l d  
f i x e d .  Now, w i t h  r e f e r e n c e  t o  Theorem 2 . 1 ,  we may d e s c r i b e  t h e  form o f  
t h e  c o v a r i a n c e  m a t r i x  f o r  t h e  a s y m p t o t i c  d i s t r i b u t i o n  o f  t h e  
j = 1 , 2 ,  - |m  < k < [Jm]. Tak ing  m = 2n+1 f o r  c o n v e n ie n c e  we put
OO
r = (2-ir) " 1 / h(A) f(A ) h(A) ®Q(A) dA
J  -00
and n o t e  t h a t  t h i s  i s  j u s t
f .  I  -1 .  t . e “ 1" « ( v )I m 1 2
■i n ie
e 1J * ( v )  f .  I2 m
where  ' l ( v )  = 0 ( v )  A.(v),  j v j < 1 .  T h i s  f o l l o w s  from ( 2 . 2 . 1 4 )  and we
a / I ? 2
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note that these latter two factors that constitute T(v) have typical 
elements that can be described as
Vv)
1-max(0,v) 
■min(0,v)
i27T(j-k)0 e d6
and
A (v )
exp(-i27Tkv) (j = k)
0 (j # k)
(1.2)
(1.3)
for ~n < j,k < n. Thus if w now denotes the vector having w.(0 ) as
j k
the ((j-l)m + k + n + 1} component then its asymptotic distribution 
is given by (1.2.5) with A = F and can be written as
ll2m det(T)
_ i
exp(-w T w) . (1.4)
We have altered the previous definition of w for the sake of presenta­
tion and trust that no confusion will result. Hence (1.4) is the 
initial likelihood on which the estimation procedure will be based.
Before going on to describe this procedure we point out that 
the approach is related to, but distinct from, that of Jones (1969). 
This author commences by regarding the w.(u), (A )), j = 1, 2,J k o
-|m < k < [|m], as having an asymptotic distribution given by 
Corollary 1.1 of Theorem 1.5. Thus he is essentially considering the 
standard situation where the spectral density may be regarded as effec­
tively constant over the band of frequencies in question. He then 
considers this band to be composed of sub-bands, each containing a 
certain specified number of frequencies, and, over each sub-band, he 
forms the sum of products matrix given by
2£ M W ) 1k 2' k' O'
Z  w2(uk a 0)) w,(“ k (A0 ))
k k.
(1.5)
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where  t h e  summation i s  o v e r  t h e  f r e q u e n c i e s  o f  t h e  s ub -band  i n  q u e s t i o n .
The e n t r i e s  o f  t h i s  m a t r i x  have  a complex W i s h a r t  d i s t r i b u t i o n ,  i n  so
f a r  as  t h e  o r i g i n a l  d i s t r i b u t i o n  p e r t a i n s ,  and a t  t h i s  s t a g e  t h e  random
v a r i a b l e  r e p r e s e n t i n g  t h e  argument  o f  t h e  complex q u a n t i t y
Z w-| ( ^ ( ^ q)) ^ ( c^ A q)) i-s i n t e g r a t e d  o u t  t o  y i e l d  a m a r g i n a l  d i s t r i b u ­
te
t i o n  i n v o l v i n g  o n ly  t h o s e  random v a r i a b l e s  g iv e n  by t h e  moduli  o f  t h e  
d i s t i n c t  e l e m e n t s  i n  ( 1 . 5 ) .  With  r e f e r e n c e  t o  ( 1 . 3 . 2 )  i t  i s  e v i d e n t  
t h a t  t h e  random v a r i a b l e  that : ha s  been  i n t e g r a t e d  ou t  i s  j u s t  t h e  u s u a l  
sample e s t i m a t e  o f  t h e  phase  e v a l u a t e d  ove r  t h e  f r e q u e n c i e s  o f  t h e  s u b ­
band c o n s i d e r e d .  These  m a r g i n a l  d i s t r i b u t i o n s  a r e  now combined t o  form 
a l i k e l i h o o d  which  i s  t h e n  maximised  w i t h  r e s p e c t  t o  t h e  two s p e c t r a  
and t h e  c o h e r e n c e .  Thus t h i s  p r o c e d u r e  g i v e s  an a l t e r n a t i v e  t o  t h e  
s t a n d a r d  method f o r  e s t i m a t i n g  c o h e r e n c e  g i v e n  by ( 1 . 3 . 2 ) .  The 
r a t i o n a l e  beh in d  t h i s  a p p ro a c h  a p p e a r s  to  be t h a t  o f  p r o v i d i n g  an 
e s t i m a t i o n  p r o c e d u r e  t h a t  i s  r e l a t i v e l y  i n s e n s i t i v e  t o  phase  change in  
t h a t  s h o u ld  phase  v a r i a t i o n  now o c c u r  a c r o s s  t h e  band o f  f r e q u e n c i e s  
c o n s i d e r e d  t h e n ,  by j u d i c i a l l y  s e l e c t i n g  t h e  v a r i o u s  s u b - b a n d s ,  b e t t e r  
e s t i m a t e s  o f  c o h e r e n c e  w i l l  r e s u l t .  However t h i s  does  no t  seem a t  a l l  
o b v i o u s .  I n d e e d ,  i n  t h e  l i g h t  o f  Theorem 2 . 1 ,  i t  seems u n l i k e l y  t h a t  
t h e  o r i g i n a l  i n d e p e n d e n c e  a s s u m p t io n  w i l l  s t i l l  h o ld  when phase  i s  
v a r y i n g  a c r o s s  t h e  band .  Moreover ,  t h i s  method g i v e s  no i n d i c a t i o n  o f  
t h e  u n d e r l y i n g  phase  s t r u c t u r e  i n v o l v e d .  It. i s  n o t e d ,  however ,  t h a t  i f  
t h e  v a r i a t i o n  a c r o s s  t h e  band was i n  f a c t  due t o  t h e  group  d e l a y  and 
t h i s  l a t t e r  was s m a l l  t h e n ,  c o n s i d e r i n g  t h e  m a t r i x  T, i t  i s  e v i d e n t  
t h a t  t h e  s m a l l e r  v t h e  more c l o s e l y  T ( v )  a p p ro a c h e s  -A(v) and t h e  more 
i n d e p e n d e n t  t h e  gj, ( j w i l l  become. I n  t h i s  s e n s e  J o n e s '  r e s u l t s  
may ho ld  i n  t h e  c a s e  where  v ,  o r  r a t h e r  mv, i s  s m a l l .
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3•2 The Maximum Likelihood Equations and Some Fundamental Lemmas 
We shall put.
and
A ( q-2 , v ) =  (1 -  or2 $ 2 ( v ) }m
B(v) = {**(v)J ,
C ( g 2 , v )  =  ~ ~  ( T ( v ) }  + cr2 B ( v )  A ( ct2 , v )  ¥ ( v )
where the vector w1 contains the m quantities w (6 ) and similarly for 
w^° With these considerations the logarithm of the likelihood function 
(1.4) can be written as
L = -2m logTT - m logf^ - m logf^ + log det {A(q 2, v)} - f^  w^  A(cr2,v) w ^
_  1 &  _  _  1 . i f l  A- f2 w2 A' (cr2,v) w2 + a(f1f2) 2 2^[e w] A(cr2,v) T(v ) w 2) . (2<> 1 )
The partial derivatives of L with respect to the various parameters are 
given by
= “  + p w ] A(cr2a v) w.( --------- T  £[ e lrJ w1 A(o23v) T(v) w2) (2.2)
1 1 1 f1(f1f2)2
~  + 72 A' (<J2, v) w - -— <£( e 10 w A(g 23v ) T(v ) w ) (2.3) 
Öf2 f2 f2 2 2 f2(f1f2)2 1 2
|| = 2cr(f1f2)~l /{e~10 w* A(o-2,v ) *(v ) w 2) (2.4)
|| = 2ij tr(A(cr2,v) 02(v)} - “  w^  A2(g 2,v ) 02(v ) w ^
~ f^ W2 w2 "^f1f2^  2 2^ e 10 w] A(a2,v){I - 2A(cr2Jv)}T(v) w2)
(2.5)
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= cr2 tr(A(a2,v) B(v)} - ”  w^  A(cr2,v) B(v) A(ct2,v )
2 ^
- J ~  u2 a'((j2^ v) b'(v) A'(ct2,v) w2
+ ct(f 1 f2 ) 2 2^ (e 1 W 1 A O 2^) C(o-2,v) w2) (2.6)
where by tr(A) we mean the trace of the matrix A. Setting these to 
zero it is readily seen that v and cr, the maximum likelihood estimates 
of v and <r, make det(T) a minimum where f^  and f2 are now functions of 
cr2 , v and the data. Also, the likelihood equations (2.2), (2.3) and 
(2.4) imply that
h 1 w-j A(cr ,v) w^ = f^ w2 A'(<t2,v ) w 2 (2.7)
4 ’
* o -i . "k 0
w^ A((J ,v) w^ = m + cr(f f2) |wj A(ci2,v) *(v) w2 l (2.8)
_ * ^
e = arctan [5(v7^ A(cr2,v) T(v) w2)/^{w1 A(ct% v ) *(v) w2)] . (2.9)
The asymptotic properties of the solutions of equations (2.5) to (2.9) 
as m increases are not self evident since the situation considered 
cannot be dealt with by conventional maximum likelihood theorems. To 
establish these properties the following lemmas are proved.
Lemma 3.1
Let the matrices 1L, j = 1, ..., q, be given by
g j ( e )  u(e)  u(e)  de (2.10)
where U(e) is an m-dimensional vector with typical element exp(i27Tje), 
-|m < j < [|m] and the g^(e) are non constant functions given by
gj(0) £ g[J) X„(E ) , max |g'J'| < “ , 
k=0 0 k
(j)
with
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V V
f l  ( S E E , )
1^ 0 ( o t h e r w i s e )
and t h e  i n t e r v a l s  a r e  d i s j o i n t  w i t h
Ek = <  0 ^  a k+l^ * u Ek = ( 0 , 1 ]
k=0
Then
where
and
m  ^ t r  II H. - H J- = 0(m  ^ logm)
j = i  J
1 ie
h = g ( e )  u ( e )  u ( e )  de
J o
( j ) lg ( 9 )  = E {  n g!-J ' } - x fl( E )
k=0 L j=1 J 0 R
P ro o f
where
Hence
11 g , ( e )
j  = l J
The m a t r i x  H. can  be d e s c r i b e d  as  
J
H = Z  g^j )  HE  ) 
J k=0
*<V Xe (Ek ) U(0) U(0) d0 .
m"1 t r  -I n H. - H
J-1 J
| 0 ( 4 °  • • •  4 q V  t r { ° q ( v  -
\  E \  ( 4 ?  • • •  4 q ) ) “ ' ' t r { ® ( v  • • •  4(Ek >
k ] > • • • > kq 1 q 7  L 1 q
( 2 . 11 )
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I
and L is over all integers k.., 0 < k. < r, except those for which 
k^ = k, i = 15 . .., q, and k is an integer that lies between 0 and r.
We shall only consider the case where m = 2n+1 since the case 
for m even is established in an identical manner. Now
-1m ®(Ej) ®(Ek) W  X$(Ek) sin2 m7T(0~4>) m sin277"(0-<t>)
 ^ sin2 m7T0 
m sin27T0 W V  V V  d* d0
(2tt)-1 f (0) L (0) d0 jk m (2.12)
where L (0) is given by (2.1.1) and the functions X (E ) are defined m <t> j
outside (0,1] by periodicity. It is noted that (2.12) represents the 
Cesaro sum evaluated at the zero frequency of the function
f.k(0) = (27r)-1 he-HO/UTrfV xV(2TrfV d$
In the case j > k, a  ^ - cu < this function may be described
V 0)
0 (
k+1 - a . +J 2 77 [ 2ir(a -
'j+1
- a . 
J
(2ir(aj+1 -
J+1
- a, - -fi­ ÖCMw
fe 2 tt
0 { 27T(aj+1
0 < 0 < 2tt(o . - ak+] ) } ,
ak+1) < 0 - 27r(aj+l “ ak+l^ *
ak+1 ^ < 6 ^ 27r(aj " <\) ) »
- afc) < 0 < 27T(a^ +1 - afc) } ,
“ ak) < 0 < 27T } ,
and hence is continuous and satisfies a Lipschitz condition of order 
one, which is to say
8uplW  ' V V 1 = 0(8)
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whenever
I'S " ^2 I < 5 (mod 2tt)
The other possible forms for f (0) yield similar results and so, fromJ k
standard Fourier theory (Zygmund, 1959, p-91)
-i r 2w -i(2ir) J fjk(e) Lm(e) de = fjfc(0) + 0(m logm)
and it is observed that f (0) is zero for j ^ k and for j = k is givenJ k
by m 1 tr {$(E_.)} = a^+1 - a..
Considering the Rayleigh quotient
z 0(E) z
*z z f ’ W  * ae0 z z
it can be seen that the eigenvalues of 0(E) are bounded above by unityK
and below by zero. Thus, with reference to the first summation in
(2.1 1)
I . q “ 1 . . i
|m tr (0q(E ) - 0(E )}| = m Z tr {0J(E ) - 0J+I(E )}
tv K. • i K K.
J=1
< (q-1) m 1 tr (0(Ek) - 02(Ek))
= 0(m  ^ logm)
We note that the eigenvalues of any arbitrary product of $ matrices are 
bounded above by unity and so, turning to the second term of (2.11), it 
is evident that it will be sufficient to consider
nT1 tr ($(E ) 4(Ek) O(E^) ...) , j j* k, k t i
for, if this is not so, we may replace 02(E^ .) by O(E^) since
(2.13)
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m ' 1 t r [ ( 4 ( E  ) - 42 (E ) ) 4 O(E^) . . .  (4(E ) - 42 (E ) } 4 ]
< m * t r ( 4 ( E  ) - 42 (E ))  = 0(m  ^ logm) .
Hence t h i s  p r o c e s s  cap. be c o n t i n u e d  u n t i l  e i t h e r  a r e s u l t  i s  a t t a i n e d
o r  a s i t u a t i o n  o f  t h e  form ( 2 . 1 3 )  e v e n t u a t e s .  Now, assum ing  ( 2 . 1 3 )  t o
be t h e  r e l e v a n t  form and d e n o t i n g  t h e  p r o d u c t  o f  t h e  m a t r i c e s  o t h e r
t h a n  0 ( E . ) 2 0 ( E )  and 0 ( E )  by $ i t  can  be s e e n  t h a t  
J & Jv
m"1 t r ( 0 ( E  ) 0 ( E k ) O(E^) 0}
< [nT1 t r ( 0 ( E  ) 0 ( E k ) ) ] i [m_1 t r [ 0 * ( E k ) $ ( E ^ ) 0 0 ( E . )  $ % ( E ^ )  O * ^ ) } ] 1
<  [m * t r ( 0 ( E  ) 0 ( E k )) ] 2 [m 1 t r ( 0 ( E k ) 0 ( E ^ ) } ] 2 
s i n c e
z”’ 4 J (Ek ) 4 (E i ) # 4 ( E j )  ® * 4 ( E p  4 4 (Ek > z
j  ■ -  <
z z
z* 0 4(Ek ) 0 (E i ) 0 J (Ek ) z
-
z z
and so t h e  lemma has  now been e s t a b l i s h e d .
C o r o l l a r y  3.1
Le t  0 ( v )  be g i v e n  by ( 1 . 2 )  f o r  | vj  <  1.  Then 
Im 1 t r { 0 q ( v ) )  - (1 - I v I ) I = 0(m 1 logm)
u n i f o r m l y  i n  v.
P r o o f
S in c e
r 1 - m a x(0 ,v )  *
o(v) = / u(e) u(e) de
J  - m i n ( 0 , v)
t h e  r e s u l t  f o l l o w s  by a p p l i c a t i o n  o f  Lemma 3 . 1 .
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Lemma 3.2
Let H be an Hermitian matrix of the form given by (2.10) with
r 1 *
H = / g(0) U(0) U(0)" d0 ,
J 0
r
g(e) = Z g x0(e .)
j=0 j ~e' j
and max I g .
j j
where
c < 00. Then, if R(z) = Z a z and Z ja | c < °°,
k=l k k=l k
m  ^ tr{R(H) - H } = 0(m  ^ logm)R
R (g (e ) )  u (e )  u (e )  de .
Proof
gk(e) U(0) U(0)* de
The eigenvalues of H and
r 
J 0
are bounded in modulus by c . Thus, for arbitrary e > 0, there exists 
an integer M such that N > M
00 p i  oo
I Z a m'1 tr{Hk - / gk(0) U(0) U(0)* d0}| < 2 Z |a | ck < e .
k=N k ^ 0 k=N k
The fact that the finite sum
n-i u r1Z a. m tr{H - /k=i k K
follows from Lemma 3.1 and so completes the proof.
1 ^ . 1
g (0) U(0) U(0) d0} = 0(m logm)
Corollary 3.2
Let R(z) = Z a (z 
k=l k
by (1.2) for |v| <1. Then
z), Z I a I < 00 and let 0(v) be given 
k=l
m  ^ tr[R{0(v)}]| = 0(m 1 logm)
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uniformly in v.
As an example of the use of the previous lemmas and in 
particular Corollary 3-2 we observe that for u 2 < 1-6, 6 > 0,
00 2k-1 log det {A(cr2 , v)} z 0" -1 ,-2k . N— - m tr(0 (v)}
-1-(1 - I v I ) log(l - cr2) + 0(m logm)
and this result is uniform in v and cr2 . It is noted that matrices of 
the type given by (2.10) are examples of Toeplitz matrices. (See 
Grenander and Szego (1958).)
We conclude this section with the statement and proof of a 
certain inequality.
Lemma 3.3
m'1 E A . ||.|2 /( n A ,)1/m
j=t j=l m, j
where the | . are independent complex random variables with zero means 
and unit variances. Then
lim x > 1  a.s 
“ —  m  —
Proof
Now
P(x < 1)
X <1 m
- m exp(- Z 11 . I2 ) H d£
j j j=1
where by IT d| . we mean the differential form of the real and
j=1 J
imaginary parts of the |^. It is easily verified that this represents 
an. integration over an ellipsoid having the same volume as the sphere 
m  ^Z |£.|2 < 1. Since the density function being integrated is
j J
spherically symmetrical and monotonically decreasing with the distance
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from the origin, the integral is maximised for the spherical region. 
Thus
P(x < 1) < P(m~1 Z U .|2 < 1)
m J
and by Fatou's lemma we have
P(lim x < 1) < lim P(x < 1) < lim P(m  ^ Z Ie .I2 < 1)~—  m — m — ~—  j
However m  ^Z ||.|2 converges to unity almost surely and hence
j J
P(lim x > 1) = 1
~  m  ~
and the result is established,
3.3 A Strong Law of Large Numbers
It will now be convenient to indicate the row vector
(f 1 , f2, 0S cr, v) by t ' and we put t ' = (M-' , V1 ) where p.' = (f^ , f^ , 0)
and V  = (cr,v). The vector t will denote the value of t whichm
maximises (2.1) and so t ‘ = (p', $') with p' = (f , , 0 ) andm m m  m 1 , m 2 , m m
“V*1 = (cr , v ). In the theorems that follow we shall use a zero sub- m m m
script for the true parameter set» The case where er2 = 1 is not of 
interest since then 0  ^and v^ can be measured exactly in so far as the 
limiting distribution is concerned and this justifies the requirement 
o2 < 1 which is introduced below. The requirements |v^ | <1 , f ^  > 0 
and f^Q > 0 are justified similarly.
Theorem 3.1
Let the w (0 ) be generated by a complex normal process with 
J k
probability density prescribed by (1.4) for t = Tq with cr^  < 1,
lv_l <1, f, >  0 and f„. > 0. Then, as m approaches infinity, t 0 1 0  20 y m
converges almost surely to Tq ° Moreover, m(v^ - Vq ) converges almost 
surely to zero.
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P r o o f
Throughou t  t h i s  p r o o f  t h e  p h r a s e  " a l m o s t  s u r e "  i s  o m i t t e d  
when s p e a k i n g  o f  a lm o s t  s u r e  c o n v e rg e n c e .  W r i t i n g  A(V) i n  p l a c e  o f  
A(cr2 ,v )  we put
Xj(V) = m 1 w1 A(V) w1 , x 2 (V) = m 1 w2 A ' (V )  w2
and
y(V) = cr m 1 w-j A(V) ¥ ( v )  w^ .
Then,  f o r  any V, t h e  v e c t o r  P (V) m ax im is ing  ( 2 . 1 )  i s  g i v e n  bym
f ,  (V) = X  (v )  - (x  ( v ) / x ( v ) ) J Iy (v ) I
f 9 (V) = X  (V) - {x ( V ) /x  ( V ) ) 4 Iy ( V)IZ, m Z Z I
w i t h  § (V) g i v e n  by ( 2 . 9 ) .  S u b s t i t u t i n g  t h e s e  i n t o  L, d i v i d i n g  by m 
and o m i t t i n g  a c o n s t a n t ,  we o b t a i n
Q (V) = m 1 l o g  d e t ( A ( V ) ) - 2 l o g [ { x  (V) x ( V ) } 21 - | y ( V ) | ]  .
m I z
A Q
We s h a l l  examine f i r s t  t h e  c a s e  where cr i s  bounded away from u n i t y  andm
so we c o n s i d e r  t h e  above f o r  v a l u e s  o f  cr2 such t h a t  er2 < 1 -5 f o r  some 
s m a l l  5 > 0. With r e f e r e n c e  t o  C o r o l l a r y  3 . 2 ,  i t  i s  n o t e d  t h a t  t h e  
f i r s t  t e rm  c o n v e rg e s  u n i f o r m l y  i n  V t o  - (1 - | v | )  l o g ( l  - cr2 ) .  Now, 
f o r  j  = 1 , 2 ,  x j ( ^ )  can  b e w r i t t e n  as
m  ^ w.{A(V) - I  - (cr2 / ( l  - cr2 )} $ (v )}  w.
J m j
+ m 1 wj wj + f0”2 /  O  " cr2 ))  m 1 w  ^ 0 ( v )  w^ ( 3 . 1 )
and ,  i n  so f a r  as  t h e  d i s t r i b u t i o n  ( 1 . 4 )  p e r t a i n s ,  t h e  f i r s t  t e r m  o f  
t h e  above can be w r i t t e n  as
( 2 m ) ' 1 f . E A . £.
jo  m,j  bj
( 3 . 2 )
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where the A . are the eigenvalues of [A(V) - I - (er2/(1 - cr2)} $>(v)} m, j m
and the £ are independent chi-square random variables with two degrees 
of freedom« Hence, using Schwartz's inequality and the lemmas it is 
evident that (3.2) converges uniformly to zero. The second term of 
(3.1) converges to f {1 +cr2(1 - |v|)/(1 - cr2)), for j = 1,2, and 
since w^ 0(v) w. is monotonically increasing over [-1,0] and monoton- 
ically decreasing over [0,1] the uniform convergence follows. Turning 
to y(V) we observe that
-1 * , 
'i
m w. (A(V) $(v) - (1 - cr2)  ^ $(v)} A(v) w.
is dominated by
-1 *[m w.| (A(V) 0(v) (1 - cr2) 1 $(v)}2 v^]2 (m 1 w2 w2)2
which also converges uniformly to zero using the lemmas. Thus, in 
place of y(V), we need only consider
Ccr/ (1 - cr2)) z(v) = (cr/(l - cr2)} m 1 w T(v) w .
We put
^(v) = z(v) - 6,(z(v))
and let
a(i) Hi m 1 +€ 1 I f€ > 0 ; i = 0 ,  ±1, ...,±[m ]
Now
sup It) (v) - T]m(i(v))| (3.3)
|v|<l
converges uniformly to zero where 15(v) is the nearest a(i) to v. For
example
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m w^  ¥ (v) w2 - m v»1 y (^(v )) w2 = m w^  {§ (v) - 0>(i(v))} A(v) w2
+ m 1 w1 $(i(v)) [A(v) - A(i(v))} v?2 (3.4)
and this is bounded above by 
[m 1 WjOCv) - 0(^(v))}2 w ^ 2 [m 1 w2 w2 ] 2
+ {m * w1 $2(^(v)) w ^ } 2 [m 1 v?2 (A(v) - A(i(v))} (a (v) - a (X(v ))) w2 ]2 .
However the maximum eigenvalue of (0(v) - $(i(v))} is 0(m €) and so the 
first term of the above is dominated by
- 1 *  A - I *  I - £(m w-j w1 ) (m w2 w2)2 0(m )
which converges to zero. Examining the second term we see that this is 
not greater than
(m 1 w 1 w p 2 {m 1 E |w2(0k)|2 |l - exp(i27Tk(v - i(v)))|2}2 
k=-n
_ 1 ^ i I I r _ 1 -fr 1< (m w. w.)2 [ 4 max {sin2(lTk/(2m )) ) m w„ w~]2 
-n<k<n
- 1 * I - 1 * I -£= (m w w^) (m w2 w2) 0(m )
and thus (3.4) converges uniformly to zero. The difference of the
expectations of z(v) and z(i(v)) converges uniformly to zero in a
similar manner and so (3.3) converges uniformly to zero as required.
-1 *Now m (w Hw - tr(Hr^)} has characteristic function
00
exp [ E (i0/m)k tr((Hr )k}/k] 
k=2
where H is any arbitrary Hermitian matrix. Hence it can be seen that
n (v) and n ( 0(v)) have k*1 cumulants of order m . Thus m m '
P{ I sup t] (a(iO)l >5) < E P( I t] (a(i))j6 > 56) = 0(m 2+€)
n m „ m
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and by the Borel-Cantelli lemma sup r)m(a(lO), and therefore sup r)m(v),
a
converges to zero» Noting that
! I y(v) ! “ {er/ (1 - cr2)} |s(z(v))||
< I |y(v) I “ {er/ (1 - a2)} I z(v) I I + d| I z(v) I - I K z(v)) I |/(1 - O'2)
< ly(v) ~ {er/ (1 - cr2)} z(v)| + cr|r] (v ) |/ (1 - cr2)m
it is evident that
Qm(V) + O  - 1V 1 ) log(l - cr2) + log(f10f20)
+ 2 log (1 + cr2( 1 - 1 v 1 )/(1 - cr2) - {cr/ (1 - cr2)) |«(z(v))|} (3.5)
converges uniformly to zero since the arguments of the respective 
logarithms are bounded away from zero. Now the expectation of z(v) is 
given by
i0
V f! 0f20 e 0 m 1 n v 0) }
and this differs from
,_____ i0n r 1(ff0 e ){sinm7T(v - vQ)/(m sin7T(v - vQ))} / X0(v) X0(vQ) d0
0
by a term which converges uniformly to zero where
X0(v)
1 (-min(0,v) < 0 < 1 - max(0,v))
0 (otherwise)
This latter follows from the fact that
m 1 tr{¥(v) T(vq) ) = m 1 tr{$(v0) $(v) A(v - vQ))
= m 1 tr [ ( Vq) $(v ) - J X0(v) d0  ^A(*v
+ (sinmTT(v - vQ)/(m sin7T(v - vQ))} J X0(v) X0(vQ) d0
v0)]
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and t h e  f i r s t  t e rm  on t h e  r i g h t - h a n d  s i d e  o f  t h e  above i s  domina ted  by 
t h e  s q u a r e  r o o t  o f
-1m t r [ ( ® ( v  ) 1 ( v ) x0 (v )  Xg(vQ) U(e)  u ( e ) "  de}2 ]
which  c o n v e rg e s  u n i f o r m l y  t o  z e ro  by Lemma 3 . 1 .  P u t t i n g
Q(V) l im  Q (V) m m
i t  f o l l o w s  t h a t
Q ( V )  =  /
(1 + l vg l )  l o g ( l  - d2 ) - 2 log{ l  - d 2 IVQI - ddQ(1 - I v Q I ))
■ l o g ( f i 0 f 20) (v = v o )
(1 + I v I ) l o g ( l  - d2 ) - 2 l o g ( l  - d 2 IVI) - l o g ( f ^  q! 2 q)
(v * V
where  t h e  c o n v e rg e n c e  i s  u n i fo r m  f o r  |v  - v^ |  >  € (mod 1) ,  e > 0, s i n c e  
£ ( z ( v ) )  c o n v e rg e s  i n  t h i s  f a s h i o n .
/N  / \
Let  us assume t h a t  V does  no t  c o n v e rg e  t o  V_ where  Vm 0 m
m aximises  Q^(V)„ Le t  ^m( j )  a s u b s e q u e n c e  c o n v e r g i n g  t o  w i t h  
v 4 Vq (mod I)» Then
Q(V “ lira (Vj)(Vj))} * llm [Vj)(vo)) ■ Q(V •
J  *oo J —oo
However Q(V) < Q(V^) ,  V 4 so t h a t  a c o n t r a d i c t i o n  i s  r e a c h e d  and
h ence  v must c o n v e rg e  t o  e i t h e r  v„ o r  v^ - v d l v d .  I f  we now assume m 0 0 0 0
t h a t  V c o n v e rg e s  t o  V, w i t h  v,  = v .  - v_ /  v_ i t  i s  a p p a r e n t  f rom m( j )  1 1 0 0 0
( 3 . 5 )  t h a t  we need o n l y  c o n s i d e r
Hm l« ( * ( vm(J)) ) |  •
J-“00
With  r e f e r e n c e  t o  ( 3 . 6 )  i t  w i l l  be s u f f i c i e n t  t o  look  a t
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j s imrf7T( v . • . - v ) r 1
U m  j—  , Xfl(v / . .) Xfl(vn) d0
j_oo j m  sirnr(vm( j ) - V0) J o  e m ( J '  e 0
< lim
j-00 0 V V j ) >  xe(vo) d0}
and this latter term converges to zero« Thus Qm(j)(Vm(j)) converges to
Q(V-j) < Q(V^) yielding a contradiction as before and so converges to
/\
v-o Let us now take V ... as converging to V, with v, = v„, but 0 m(j) o & ] 1 0
cr2 4 cr2. Considering (3.5) once more and observing that
Qn,(j)(Vra(j)) * Qm(j)(V.)
we must have
—  -  lim j-*0 v J'
This is equivalent, by (3.6), to the requirement that
lim
j-00
sinm7r( v,m( j) " V
m sirnr(vm(j) - vQ)
> 1
and since ( v ^ j ) " Vq ) converges to zero it follows that if the above
relation is to hold then m(v ... - v„) must also converge to zero.m( j) 0
This in turn implies that
L ( z ( % ( j ) ) )  I - K z <v0 )) I
converges to zero and so Q ...(V ...) converges to Q(V_). Sincem(j) m(j) I
Q(V ) < Q(V ) this again implies a contradiction and thus V converges I U m
to VQ. A repetition of the proof just given shows that m(v - v^) con­
verges to zero which implies that z(v ) converges to its limit at v.m 0
and hence P converges to prt.m U
The case where cr2 is not strictly bounded below one is more m
complicated since now it may be true that lim cr2 = 1 and so am
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subsequence of values of t  is now considered along which cr2 approachesm m
unity. We commence by noting that maximising (1.4) is equivalent to 
minimising
where
and
Lm eKp(gmxm)/gm (3.7)
xm (2m)
•k
W r'1«/gm
_Lgm = (det(r0 r')}2m .
It is observed that x may be described asm
_L
(2m) 1 w ft 1w/£(f10 + f20)(det(ftQ ft 1))2m }
where ft = (f + f^)  ^ F and thus
xm (2m)
-1 2mz
j=i
A, .Is. 2m2/( IT
j=1
A .)m, J
_L
2m
I _ ] iwith the A . denoting the eigenvalues of ft!: ft ft^  and the | . are m, j ü Ü j
independent complex random variables having zero means and unit 
variances. However
eaX/ x , a > 0, x > 0 ,
has a minimum at x = a  ^ and so
L > e x m ~ m
AlsOj when T = T 9 L converges to e. Hence, if it can be shown that 0 m
1im is strictly greater than unity along this subsequence where cr2 
tends to one, then a contradiction will have been established as before. 
To simplify the notation the subscript m will be used to index this 
subsequence of t in question. In this context it is noted that some
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of the A . may approach infinity as m increases and so we are led to m, J
partition the A . into two sets according as A  ^. < d or A  ^. > d for m,j ° m,j “
some d. Let there be m' of the A . in the first set with geometricm, J
mean g' and m" (=2m~m!) A . in the second set with geometric mean g". m m3 j ° m
Thus
xm
p x' + q x" m m m m
where
p = m 1/(2m) = 1 - qm m
and
x ! = (mF ) 1 Z A . |£.|2 , x" = (m") ' Z A . | £ . | 2m m,j ,bj' m m,j lbj'
with the former summation over the last m' A . and the latter sum-J
mation over the remaining A .. Since, for arbitrary two-dimensionalJ
vector and arbitrary m-dimensional vector z^,
(Z-J ®  z2) fl (z 1 ®  z2)
■ (f1 + V ' (27T)"1
r 00 ie ie •k
/ z h(A) f(A ) h(A) z^z2 Q(A) z2 dA 
J -00
< z1z1 (2t-)
00
r
<N
N
8i Q(A) z2 dA
= (z1 ®  z2) (z} ®  z2)
it is clear that the maximum eigenvalue of fi is less than one and, 
similarly, the minimum eigenvalue of ti is greater than zero. Thus 
there exists a constant 5q > 0 such that
< Am, j < 0 < A
-1
m, j < 5
-1
0  *
We shall call A and m s2 the mean and variance respectively of the A
-1 
m, j
and so
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A  = (2m)'1 tr{(fi % ’ ' A  r2m)2)1?m
> (2m)  ^ tr{(ft - A ^a)2)|^m U tm
since the maximum eigenvalue of 0^ is less than one. However, using
the lemmas of §3.2 and the associated convergence proofs, it can be
seen that (2m) tr((ü - A ft )2} differs fromm 0
4(fi - A, b o )2 + i(A  - A  A o )2 +a2 V 2°  -
+ A ° ’S ?ioAo(1 • |vo|} (3-8)
- 2Am <Ta0(f,f2f10f20)5 cos(0 - 0O)(1 - |v0 l) &v^(v)
by a term which converges to zero. Here 5^ (v) is unity if v = v^ and 
is zero otherwise whereas
f. = fj/(f1 + f2) , j = 1,2 ,
with the f. defined similarly. We wish to show that jo
lim[(2m)  ^ tr((ft - A ftA)2) ] > b > 0 (3.9)m (J ~  e
for values of 1 such that | cr - cr^ l > e where we have imposed this last
condition because we are concerned with the case where cr2 tends to one.m
Now the sum of the last three terms of (3.8) is always positive and on
examination of the first two terms of this expression we see that these
will only approach zero if f^  equals f and A approaches one. For
the case v / Vq this latter implies that (3.8) is greater than
A2 a2 f1Af„A(1 - Iv_I) whereas for v = vn it implies that (3.8) is not m ( ) 1 0 2 0  ' 0  0
less than fir.f_-(l - |v_ )(<j - A cr _) . These two terms will be I (J ZD (J m U
strictly posit ive since | cr - cTq | > e and so (3.9) has been established. 
Hence, considering t , we now have lim s2 > b >0.
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R e t u r n i n g  t o  t h e  s t a t i s t i c  x  we examine two c a s e s  a c c o r d i n g
m
as  l im  g = 00 o r  l im  g < 00. Assuming t h e  fo rmer  we c o n s i d e r  a s u b ­til m
sequence  a lo n g  which g a p p r o a c h e s  i n f i n i t y .  (The s u b s c r i p t  m w i l lm
a g a i n  be used  t o  in d ex  t h i s  s u b s eq u e n c e  o f  a subs eq u e n c e  and a l s o  such
su b s e q u e n c e s  m en t ione d  l a t e r . )  I n  t h i s  s i t u a t i o n  we may c h o o s e  d so
t h a t  0 < l im  p < 1. T h i s  i s  a lw ays  p o s s i b l e  s i n c e ,  o t h e r w i s e ,  a s  d m
moves from 0 t o  & * ,  l im  p i s  z e ro  u n t i l  some p o i n t  d '  and i s  u n i t y  
0 m
t h e r e a f t e r .  The f a c t  t h a t  t h e r e  e x i s t s  such  a d '  f o l l o w s  from t h e
o b s e r v a t i o n  t h a t  l im  p i s  g r e a t e r  t h a n  z e ro  f o r  d n e a r  t o  5  ^ b e c a u s e ,  ~ m U
assuming  t h e  c o n t r a r y  c a s e  and a s u b s eq u e n c e  o f  v a l u e s  a l o n g  wh ich  pm
c o n v e rg e s  t o  z e r o ,
m = ( 2 m )  * Z A ^ -  A2m, j m
< p d2 + q 5  ^ - q 2d2 ~  m m 0 m
can  be made a r b i t r a r i l y  s m a l l  c o n t r a d i c t i n g  t h e  s t r i c t l y  p o s i t i v e
n a t u r e  o f  t h i s  v a r i a n c e .  Thus a lm o s t  a l l  o f  t h e  e i g e n v a l u e s  must  l i e
i n  some a r b i t r a r i l y  s m a l l  ne ig h b o u rh o o d  o f  d '  wh ich  a g a i n  e s t a b l i s h e s  a
c o n t r a d i c t i o n  s i n c e  l im  s 2 >  b > 0 .  We now have a d such  t h a t----- m ~  €
0 < p < 1 and so a s u b s e q u e n c e  can  be chosen  such t h a t
0 < l im  p < 1 .  However,  by Lemma 3 . 3 ,  
m
x >
m  ~
pmg. + v:
( g ! )  ”  ( g " ) qm
1 “ P
and t h i s ,  i n  t u r n ,  i s  g r e a t e r  t h a n  p ( g ' / g " )  . Hence,  a l o n g  t h i sm m m
su b s e q u e n c e ,  x i n c r e a s e s  i n d e f i n i t e l y  c o n t r a d i c t i n g  t h e  e s s e n t i a l  m
s u p p o s i t i o n  t h a t  cr2 a p p r o a c h e s  u n i t y ,  
m
The second  c a s e  where  l im  g < 00 i s  now c o n s i d e r e d .  Givenm
t h e s e  c i r c u m s t a n c e s  we can  a lw ays  choose  d s m a l l  enough so t h a t  l im  p
i s  a r b i t r a r i l y  s m a l l  b e c a u s e ,  i n  t h e  c o n t r a r y  c a s e ,  l im  g^ d i v e r g e s  to
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infinity contradicting the original supposition» This latter follows 
because, for all arbitrarily small d,
g = (g')Pm (g")qm > m m m U
and since 1im p > 0, g increases indefinitely as required. Let us m m
now denote by A" and s"2 the mean and variance respectively of those 7 m m r j
A  ^. > d. Since
s2 = (2m) Z A ^ . - A2m m,j m
< p d2 + q s"2 + q A1
— m m m  m n
12
'm - q2A"2m m
it is evident that
> s2 - p d^ - p &~2 . “ m m  m 0
With reference to the above it can be seen that for d small enough
lim s"2 > b" > 0 and so, letting A" and s"2 represent the mean and --- m — € m m
variance of the A . < d 1,
J
s"2 = (m")"1 Z (A . - A")2m m, j m
> (m")'1 Z tA"’ - (A") ~ 20 m, j m
> ^"2 0 m
which implies that lim s"2 > öt b" > 0. Noting that x" has boundedm — U £ m
eigenvalues we see that this quantity converges to A". However
log(1 + x) ^ x - ™  x2 , -1 £ x < b-1 , b > 1 ,
so that
(*")-’ Z log(Am> ,7T> < On")- Z j(Am;j/ A -  .) _ - f  CX /X” -l)2-1
dA"
2^
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and hence
A"/g" > e x p f d s " 2/ ( 2 A " ) }  .m m ““ m m
Now
l i m fA11/ g " )  > exp{d2&^ b" /2}  = 1 + a  , a  >  0 .
m m -  U t
C o n s i d e r i n g  t h e  c h o i c e  o f  d,  we o b s e r v e  t h a t  we can a l s o  t a k e  d sm a l l
enough so t h a t  l im q > 0 s i n c e ,  c o n s i d e r i n g  a s u b s e q u e n c e  a lo n g  whichm
q^ c o n v e rg e s  t o  z e r o ,
< + q 5 
m
-2
0
may be made a r b i t r a r i l y  s m a l l  c o n t r a d i c t i n g  t h e  f a c t  t h a t
l im  s 2 >  b > 0. Thus ,  f o r  m l a r g e  enough,——  m £
x >m ~
Pmg' + qmg " 0  + a )  m m  m m ________
(gm)Pm « C ’ ’ "
where  t h i s  f o l l o w s  from Lemma 3 . 3  and t h e  deve lopm en t  g i v e n  above .
Hence
x > 
m ~ 1 + a  5, q /  gmm m
and so l im  x i s  s t r i c t l y  g r e a t e r  t h a n  u n i t y  as  r e q u i r e d .  The above 
argument  h a s  shown t h a t  ct2 i s  bounded away from u n i t y  and t h a t  t h e  
o r i g i n a l  a s s u m p t io n  c o n c e r n i n g  cr2 may be imposed w i t h o u t  c o s t .  T h i s  
c o m p le te s  t h e  p r o o f .
We n o t e  t h a t  t h e  t y p e  o f  p r o o f  c o n s t r u c t e d  f o r  t h i s  c a s e
where l im a 2 = 1 c o u l d  have  been used  t o  e s t a b l i s h  Theorem 3.1 i n  i t s  
m
e n t i r e t y .  I n d e e d ,  t h i s  method w i l l  be a d o p te d  i n  t h e  p r o o f  o f  an 
a n a lo g o u s  t heo re m  i n  C h a p t e r  4.  However , t h e  a p p ro a c h  g i v e n  i n  
Theorem 3.1 i s  i n s t r u c t i v e  i n  t h a t  t h e  l i m i t  f u n c t i o n  i s  e v a l u a t e d .  
The l a t t e r  i s  n o t  r e q u i r e d  f o r  t h e  a l t e r n a t i v e  method.
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3.4 A Central Limit Theorem
The asymptotic normality of the estimates is established by 
the following theorem.
Theorem 3.2
Under the conditions of Theorem 3.1, for ct~ > 0, D ( t -  Trt)0 m m 0
is asymptotically normal with zero mean vector and covariance matrix 
I  ^ where
Iö1
1  ° 1 K I  f2 fj.it f  *  k o l  n
1 -atvl a°hohol-crtvl
1~ < \ V0\ f2 A
1 -oivl ho
\-al
2crg(l — |v0|)
Symmetric
Q'o/ioli-Oo) 
2(1 4- erg |v0|)
Cpfioi1 - Cq)
2(l+ffJW)
0
(i -cl)*2(i-N)(i+aJH)
0
0
0
0
8(1-**)
27racrg(l — |v0|X
and D is diagonal with m in the first four places in the main m 3
diagonal and m2 in the fifth place.
Proof
Letting ÖL/dr denote the vector whose i component is ÖL/dx
we have, expanding ÖL/dr in a Taylor series about t , thatm
-] ÖL
m Öt g (t ) D ( t - t ) , m m m U
where t i s  a random v a r i a b l e  such  t h a t  It -  Trt| <  | t -  Trt| and m 1 m O' — 1 m O'
V T) -  D■', N ^  D"' (j,k = 1, .... 5), j  d r ,  dTk m,k
The existence o f  t is established as in Lemma 3 of Jennrich (1969).
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The elements G (i ), j,k = 1 jk m 4P converge almost surely
to the respective 1^ since converges almost surely to t .^ This 
result follows from the lemmas and corollaries given in §3.2 and to 
illustrate we note that
G,,(r ) I 1 m
2 -l * i~  m w A(V) w - ~r
f f1 1
2f“(f f )2 ] 2 J
JL J_ 3
3 X1 2 2 1f, f, 2£1(fJf2)*
30 T ^ e ' 10 m"1 A(V) ¥(v) w.
^ e * iS y(V)
in the notation of Theorem 3.1. However it can be seen that the
various convergence proofs given in this previous result coupled with
the fact that converges almost surely to Tq yield the required
result. To show that the remaining elements of G(t ) converge to theirm
limits it will be sufficient to consider G ^ I t ) and G_,.(t ). The55 m 35 m
latter can be written as
-2 cr(f1f2) 2 ^ie 10 m 2 w^  A(V) C(a2,v) w2 (4.1)
and this differs from
-2 C T C T ^ ( f  f  ) 2/ ( f , f  j H  SU
10 20 1 2
i(e -e) -2 tr(A(V) C((j2,v) T (VQ) )
by a term which converges almost surely to zero. Now 
^  C$(v)j = ~sign(v) U(v) U*(v) ,
^  {^(v)} = -(sign(v) U(v) U' + i2TT T(v) D)
(4.2)
where U(0) is as for Lemma 3.1, U denotes U(0) and D is diagonal with 
tbj “ entry j - n - 1. Hence
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! m 2 tr(A(V) C(d2?v) ^(vQ) ) |
< cj2 |m 2 tr{A(V) B(v) A(V) ¥(v) T(Vq) )l
+ I m~2 tr {A( V) U(v) U' T(V())X } | + 27rim'2 tr{A(V) T(v) D ¥(V())*} |
~  9 i t  _ _ _ _ _ _
< d2 1 m~ U'(v) <Kv) A(V) T(v) ¥(vQ) A(V) U(v) |
+ cr2 !m"2 U'(v) A(V) T(v) ¥(v )* A(V) $(v) U(v) |
+ Im”2 U' ^(vQ)X A(V) Ü(v)I + 2tt|m"2 tr(A(V) T(v) D ^ v  )*} \
< 2cr2 m 1 ||A(V)||2 + m 1 | A( V) |
+ 2tt|m 2 tr{$(vQ) A(V) 0(v) A(v - vQ) D} |
and since the eigenvalues of A(V ) are bounded it is evident that wem
need only consider the third term of the above evaluated at t .m
However this latter is bounded above by
21T [ 1 m 2 tr {(^(Vq ) A( V) 0(v) - $) A(v-v0) D} | + | m Z t.r{$ A(v-vQ) D} | ] 
where (4.3)
-2
(l - d2) m Xfl(v ) Xfl(v ) U(0) U(0) d0 0 m 0 U
and the X.Q(v) are as for (3.6). The first term converges to zero using
u
Schwartz's inequality and Lemma 3.1 whereas the second term is given by
7T( 1 - d2)'1 m
fm cosm7T0 sin7T0 - sinm7T0 c o s tTd\ -j
\ m2 sin27T0 J W  xe(vo) ds
which also converges to zero since t converges almost surely to t . andm 0 •
m(Vm - Vq ) converges almost surely to zero. Thus (4.1) converges 
almost surely to zero as required.
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Turning now to G ci_(t ) we note that oo m
{^(v)} = i27T sign(v) {D U(v) U' + Ü(v) U' D} - 47T2 T(v) D2dv
(4.4)
and using similar arguments to those given for the proof that (4.1) 
converges almost surely to zero we see that *-s asymptotically
equivalent to
877^ ^ol (f10f20) £
i(0Q“0) -3 tr(A(V) T(v) D2 ¥(v ) )
With reference to (4.3) it is observed that
m
(4.5)
m”3 t.r(A(V ) T(v ) D2 ¥(vn)*) m m 0 ' m'3 tr(4'(v0) A(Vm) 4>(vm ) D2)
differs from
{° • / 0 V V  V V  de} { m’3 J  j2 exp(-i27rj(vm - v0))j
by a term which converges to zero and, moreover, the second bracketed 
expression can be written as
(m2 + 1 ) sinmrn~0 m cosmrrQ sin27T0 - 2 sinmTTQ
3 + 3 3m sin7T0 m sin 7T0 v -v m 0
Since m(v - v_) converges to zero this latter term converges to 1/12 m 0
and so (4.5) converges to 27T2 cr2(l - Iv q |)/(3(1 - cr2)}. Thus G,-,-(Tm)
converges almost surely to I~ .
Uj J J
-1All that remains to be proved is that D [ÖL/Öt ] ism t q
asymptotically normally distributed with zero mean vector and
covariance matrix 1^. Examining the arbitrary linear combination
z - E a. Id-' H
i=l ÖTJ .
it is evident that, this may be described as
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5z
i=1
a. D l m, l r
-i ö r _  _-i
<k .
pm, 2)
where the | . are distributed as independent chi-square random
variables with two degrees of freedom and the P . are the eigenvaluesm, l
T
5
= Z aa i=l :
mean and varianci
2m ->
E n2 P = lim
1=i m’1J m—00
= z
-I ir”^ dr
i ~m, i [ ch\ r
: . a . D \  D V  l j m,l m,j tr r
1 dr r-i dr_ 
ck. <k
i j  0,ij ‘
Now z /a has characteristic function m z
exp
iP id \ iP_ id
E -{log ( 1 -
2mz
j=l
-Iand since ||Ta| is 0(m ) the logarithm term may be expanded out to
yield
exp
2m- P2 Q2m, J-i E ■ ■ ’i + 0(m'5)
• i O'J=1 z
which converges to exp(-02/2). This completes the proof of Theorem 
3.2.
We shall now, for convenience, omit the subscript m on t .m
Let us examine the elements of I in relation to the simple example 
given in §3.1 where two recorders are receiving the same signal 
together with noise from some distant source. With reference to the 
diagram we have endeavoured to represent the finite length of the 
observed vector time series by the solid lines and anc* so
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t h e  l e n g t h  o f  t h e  l i n e  R.jA^  g i v e s  
t h e  g roup  d e l a y .  Now, c o n s i d e r i n g  
, i t  can  be s e en  t h a t  t h e  
s m a l l e r  |v  | t h e  s m a l l e r  t h e
/ \v a r i a n c e s  o f  0 ,  cr and v. Th i s  
a c c o r d s  w i t h  o n e ' s  i n t u i t i o n  i n  
t h a t  t h e  c r o s s - s p e c t r a l  i n f o r m a t i o n  w i l l  be l a r g e l y  d e t e r m i n e d  from t h e  
common e l e m e n t s  o f  t h e  d a t a  i m p l i e d  by A^B^, R2 A2  and t h e s e  w i l l  be 
maximised when t h e  group d e l a y  i s  m in im is e d .  S i m i l a r l y ,  w i t h  t h e  
v a r i a n c e s  o f  f^ and f^ which  i n c r e a s e  as  | v ^ |  becomes s m a l l e r ,  one can  
r e a s o n  t h a t  t h e  knowledge  o f  one s e r i e s  i s  augmented g i v e n  cr2 , 0 ^  and 
Vq as  knowledge  o f  t h e s e  i m p l i e s  p a r t i a l  knowledge  o f  e x t r a  d a t a  i n  t h e  
p a r t i c u l a r  s e r i e s .  I n  o t h e r  words ,  when we e s t i m a t e  t h e  s p e c t r u m  o f  
t h e  f i r s t  s e r i e s  f o r  example ,  i t  seems t h a t  as  w e l l  as  t h e  i n f o r m a t i o n  
i m p l i e d  by R^  B-| we would a l s o  ha v e ,  p e r h a p s ,  some a d d i t i o n a l  i n f o r m a t i o n  
borrowed  from A^B^. I t  i s  a l s o  o b s e r v e d  t h a t  t h e  v a r i a n c e  o f  t) i s  
d i r e c t l y  p r o p o r t i o n a l  t o  t h e  v a r i a n c e  o f  v .  T h i s  l a t t e r  f o l l o w s  by c o n ­
s i d e r i n g  ( 1 . 1 )  which  can  be i n t e r p r e t e d  as  a s im p le  r e g r e s s i o n  o f  phase  
on f r e q u e n c y  o v e r  t h e  m f r e q u e n c i e s  0 i n  q u e s t i o n .  Thus,  u s i n g  t h e
K
s t a n d a r d  e x p r e s s i o n s  f o r  t h e  sample v a r i a n c e s  o f  t h e  r e g r e s s i o n  
c o e f f i c i e n t s ,  we m ig h t  i n f e r  t h a t
v a r (0 ) cr2 / m  ,
v a r ( § '  ) ~  N2 v a r ( v )  = er2 /  ( Z  (2 ttj/ N ) 2
Z - n
where  a 2  r e p r e s e n t s  t h e  v a r i a n c e  o f  t h e  r e g r e s s i o n .  However t h e  r a t i o
3 ^
m v a r ( 0 ) / ( m  v a r  v)  i s  now g i v e n  by
m 3 Z ( 2ttj  ) 2 
- n
which  c o n v e rg e s  t o  7T2/ 3 a s  migh t  be e x p e c t e d .
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With regard to this simple model under study it can be seen 
that the group delay is also given by d cosb/V where d represents the 
length of the line is as given, and V is the velocity of the
signal. Thus v has the form a cosb/V where a is a constant which, in 
the sample situation, will be given by d/N. It is evident that if we 
wish to determine either the velocity or azimuth of the signal from v
then one of these two former quantities must be known. If the azimuth
/\
is known then the variance corresponding to V will be directly 
proportional to
(1 - |a cosb/v|)-1 dvdv
-2
V4(1 - -1|a cosb/Vj) (a cosb) -2
If the velocity is known then the variance corresponding to b will be 
directly proportional to
(1 - I a cosd>/v| )_1 ( §7dvd<t>
-2
V2(1 - |a cosb/V|)  ^ (a sinb)
Hence, estimation will be better, generally speaking, if the speed of 
propagation is low. It can also be seen that optimum azimuth 
resolution is attained when the line of recorders is parallel to the 
wavefront whereas velocity determination is best achieved when the line 
of recorders is parallel to the direction of propagation. This agrees 
with the practical findings in other fields such as seismology where 
linear arrays of recorders are used to collect and study data.
As a final note to this section we reiterate that Theorems 
3.1 and 3.2 give an asymptotic approximation to the distribution of the 
statistic t for m sufficiently large and N sufficiently large, the 
latter to an extent dependent on m. In this sense and subject to the 
remarks made in §3.1 the results hold under the very general conditions
of Theorem 2.1.
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3.3 The Numerical Procedure and Some Numerical Examples
For m small equations (2.5) to (2.9) can be solved
numerically without too much trouble, but for large m the process
becomes rather ponderous due to the inversion of (I - cr2 02(v)}, anm
m X m Hermitian matrix. Concentrating on this latter, most relevant, 
case, we shall now consider approximations to the maximum likelihood 
equations which will result in a simpler numerical procedure. 
Considering (2.2), for example, we have
m ^{ÖL/öf^} = - f^ + m  ^ w-j A(V) w^
- a f^(f^f2) 2 e i0 m 1 w^ A( V) ¥(v) w2)
= - f 1 ^ + f ^  [m  ^ w^ w^ + {cr/(1 - cr2)} m  ^ w^  0(v) w^ ]
- {0-/(1 - O'2)} f]1(f1f2) 2 £(e 10 m 1 w1 T(v) w2)
- 2m
+ (2m) Z a.z . (5.1)
j=1 J J
where the z a r e  chi-square random variables with two degrees of 
freedom and it is evident from Lemma 3.1 that m  ^Z a2 = 0(m  ^ logm). 
Thus the last factor on the right-hand side of the above converges 
almost surely to zero. The other partial derivatives admit similar 
results and we are led to consider the resulting approximate likelihood 
equations which can be arranged to yield
f1y/f2 = tO “ cr2) Wj + cr2 w^ 0(v) w^j/fO - a2) w2 w2
+ a2 w2 O'(v) w2) (5.2)
fl = + 0-2 f] w2 ‘ w2/f2}/{m(l + cr2 |v|)} (5.3)
= arctan(J{w1 T(v) w^/^fw^ T(v) w2))e (5.4)
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(T = (f 1 f 2 ) 2 |w1 T(v) v^ 2 |/ {m( 1 + I v I ) - w1 (Im ~ $(v))
- f 1 w (I - $'(v)) w } (5.5)
2 2 m 2
Q = arctan^w* T(v) D w2)/^(w’C T(v) D (5.6)
where D is as for (4.2).
It is clear that (5.4) to (5.6) yield two nonlinear
equations which must be solved for v and cr where now t refers to the
solution of these approximate equations rather than the actual maximum
likelihood estimates. However it is not immediately obvious as to how
one obtains a first estimate of v since, for example, the argument of
w (0 ) ^(0^) can only be measured mod(27T). One method which can be
applied is to plot the w^(0, ) w,(0, ) in polar coordinates, linking2 k I k
successive end points by straight lines. The number of times that the 
resulting line circles the origin will be, approximately, mv. One can, 
of course, look at the graph of the argument of w2^k^ w] (0^) t i^e 
hope of making some subjective attempt at estimating v, but this method 
and the one mentioned before will only give good results when m and cr2 
are large and v^ is of moderate size. Once an initial estimate of v
has been found an initial estimate of cr could be obtained from (5.5)
_ ] * -1 *with f^  and f2 estimated by m w^  w^  and m w2 respectively.
Another obvious but more reliable procedure is to scan 
-(1 - IvI) log(1 - cr2) for the value of v that maximises this 
expression where cr2 is given as a function of v by equation (5.5) with
/S ^ _ I * _ ] *f and f2 estimated, as before, by m w^  w^  and m w2 w2*
Perhaps the best way of obtaining initial estimates arises 
when one considers a certain approximation to the matrix 0(v) and 
related implications. In order to effectively introduce this 
approximation we shall prove the following lemma.
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Lemma 3.4
Let H be an Hermitian matrix of the form given by (2.10) with
r  ^ *
H = g(0) U(0) U(0) d0
where
g(0) = Z gk X0(Ek) , max | gk | < 00 ,
k=0 k
and the XQ(E ) are defined outside (0,1] by periodicity. Then
C7 k
m  ^ tr{(H - H)2} = 0(m  ^ logm)
where
H = TGT (5.7)
and the matrices T and G have typical elements defined for 
-im < j,k < [|m] by
jk
and
g(j/m) (j = k)
0 (j + k)
-i2TTjk/mm e
Proof
We consider only the case where m = 2n+l since the case 
m = 2n is dealt with in a similar fashion. Now
m”1 tr{(H - H)2} m“1 tr(H2) + m“1 tr(H2) - 2m 1 tr(HH)
r ^ ^  ^  _  i
/ g2(0) d0+m E g2(j/m)-2m tr(HH) + 0(m logm)
J f ) -n
and this follows from Lemma 3.1 and the fact that T is unitary. Noting 
that
^  _ I LI ^
H = m Z g(j/m) U(j/m) U(j/m)
-n
77
we may replace m tr(HH) by
-1m
n r 1Z g(j/m) /
-n J  0
g ( 0 )
s i n 2m7T(0 - j /m)  
m s i n 2Tr(0 - j /m)
n
Z g ( 0  + j /m ) g ( j / m ) } 
-n
s i n 2 m7T0 , 
m sin^ire  0
since g is periodic with period unity. This latter can be written as
e (0)m
s i n 2m7T0 
m s i n 2TT0 g ( 0 + 0) g ( 0 )  del)
s i n 2m7T0 
m s i n 27T0 d0 (5.8)
where
m
- 1 r 2
m Z g ( 0  + j /m )  g ( j / m )  - / g ( 0  + 4>) g ( 0 )  d$ .
-n
However
g ( 0  + 0)  g ( 0 )  d0 g ( 0 + 0)  g ( 0 )  d0
-i
■ \  8J?k
^ o . ^ ( E Z  ^ ( E u )  d 00-1-0 j 0 k
and from the development given in Lemma 3.1 it is evident that the last 
term of (5.8) can be expressed as
f 1 -1/ g2(0) d0 + 0(m logm) .
Since
and
e (0)m s i n 2 m7T0 , m s i n 27T0 < sup I€m(0)I 0(m 1 )
Z g2(j/m) 
-n
g2 ( 0 )  d0I 0(m 1 )
the result of the lemma follows.
We note that we could, using this lemma, reinterpret the likelihood 
equations in terms of matrices of the type given by (5.7) since the 
error so incurred would be 0(m  ^ logm). However the principal asset of
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this approximation is that it yields a ready interpretation of the
maximum likelihood procedure and also gives rise to an excellent method
for determining first estimates of v and n. Consider, for example, the 
-1 * .expression |m T(v) |. This converges almost surely to
(1 “ I VQ| ) aQ^70^20 ^°r v = v q anc* to zero otherwise. We are now led
kto approximate $(v) in this expression by T T where is diagonal
with typical entry X./ (v), -n < j < n, and x„(v) is given by (3.6).
J /  m 0• — 1 Vc _ 1 k kThus |m w, T(v) w0 | is replaced by m w~ T J T A(v) w« since,I 2 2 m 2
using Lemma 3.4, the difference between these two quantities converges 
almost surely to zero. However
|m 1 T Jm T A('V') W2 ^ = lm 1 ^ Xt/m(v) ^2^  + mv^  (5*9)-n
where
£.(t) = m 2 Zw.(0 ) exp(-i27Tkt/m) , j = 1,2 .
J -n J
Since |.(t) and X , (v) are periodic in t with period m we may write 
J t/m
(5.9) as
-1 £ x.t/m(v) l2^t + mv^ = \
t=1
_ [m(l-v)] __________
l I Z I (t) I (t + mv)[ 
t=l 1
(v > 0)
-1 Z £,(t) £«(t + mv)I
t=-[mv]
(v < 0)
/\ /sHence, for v > 0 and taking the usual estimates of f^, f^  as mentioned
before, this yields an estimate for a which can be described as
/\cr
[m(1-v)] __________
Z in(t) t A t  + mv) I 
___________ t=1 __________________
(i - v) (( Z Iw^e^)!2) ( Z |w2(ek)|2)}2
-n -n
(5.10)
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where v is chosen to maximise o\ This indicates that our transformed 
time series has been transformed back into the time domain, lagged, and 
then the lagging or rephasing has been optimised in the manner given 
above. This procedure would seem, intuitively speaking, to lie at the 
heart of the matter and one would expect that these estimates will be 
very close to the maximum likelihood estimates. In any event it 
provides us with excellent first estimates which, moreover, lend 
insight into the apparent course of the maximum likelihood procedure.
Before proceeding to describe some simulations we note that 
the method used to obtain the solution of the system of equations (5.2) 
to (5.6) was a modified Newton-Raphson procedure. Thus, representing 
(5.4) to (5.6) by h(v) = 0 and g(cr,v) = 0, we choose to iterate 
successively as
Vi+1 v. ■l
A
ai+l — cr. ■l
where v and cr. denote l l the
. thl
results quoted in this section
(5.11)
i,vi
We first describe a simulation where the group delay is large 
and, indeed, much larger than would usually be expected in most 
practical situations. The choice of simulation was stimulated by a 
desire to create a narrow band signal of high relative intensity at a 
known frequency as would be expected in the case of the determination 
of the direction of propagation of a signal with a high signal to noise 
ratio. A white noise time sequence with variance cr^  and mean zero was
generated and then filtered, using a least squares approximation, to 
give a series s(n) with spectrum
g(A)
o -j / ( 2 tr) (IA ± A0I < 5)
(otherwise)
The vector process considered was
x(n)
- x1(n) - s(n) + e1(n)
- x„(n) - - s(n-A) + e0(n) -
(5.12)
where A is an integer lag and e^(n), anc* s(n) are incoherent with
the components (n) and e^n) having zero means, common variance og 
and uniform spectrum. Thus the spectral density matrix of the above 
process is
f(A)
r g(A) + cr^ / (2tt)
g(A) ei!5A
g(A) e- U A
g(A) + cr2 / (2t-)
(5.13)
In the example considered the values of the various parameters were 
N = 2048, m = 25, A = 512, = 1 Orr, erg = TT, AQ = 7r/4 and 5 = 25tt/2048.
Hence, with regard to the model, i/N corresponds to v^ and the narrow 
band in question is centred at tt/4. The various spectral values at Aq 
are given by f ^  = 5.5, = 5.5, 0 q = 0.0, cTq = 0.909 and v^ = 0.25.
It is observed in this lag situation that 0^ will in fact be 
0(Aq ) + üAq where 0(A) refers to the phase inherent in the process 
before the lagging took place. If one wanted an estimate of 0 (Aq ) 
rather than 0^ then this would have to be disentangled from the result­
ing estimate of 0^. However, in the results quoted, the phase 
estimated is 0^, in keeping with the formulation of the group delay 
model. The first estimate procedures mentioned before yielded varying 
results with the two graphical methods giving first estimates for v of 
0.1 and 0.3 respectively. The former is not very satisfactory, due in 
part to the large value chosen for v^, but the latter is acceptable.
The scanning procedure took about 65 seconds of computer time and gave
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f i r s t  e s t i m a t e s  f o r  v and a  o f  0 .2 4  and 0 .78  r e s p e c t i v e l y .  The method 
i n v o l v i n g  t h e  t r a n s f o r m e d  t r a n s f o r m s  to o k  2 seconds  and f i r s t  e s t i m a t e s  
o f  0 .2 4  and 0 .9 4  f o r  v and cj r e s p e c t i v e l y  were r e a l i s e d .  T h i s  l a t t e r  
i s  c l e a r l y  t h e  f i r s t  e s t i m a t e  p r o c e d u r e  t h a t  s h o u ld  be a d o p te d  and i n  
t h e  s i m u l a t i o n s  d e s c r i b e d  l a t e r  t h i s  was t h e  method used .  The main 
r o u t i n e  conve rge d  r a p i d l y  t a k i n g  a p p r o x i m a t e l y  4 . 5  seconds  pe r  
i t e r a t i o n .  F iv e  i t e r a t i o n s  were  r e q u i r e d  t o  o b t a i n  a c c u r a c y  t o  t h r e e  
d e c im a l  p l a c e s  and r e s u l t e d  i n  t h e  f o l l o w i n g  e s t i m a t e s  t o g e t h e r  w i t h  
t h e  a p p r o p r i a t e  c o n f i d e n c e  i n t e r v a l s  o b t a i n e d  u s i n g  I   ^ e v a l u a t e d  a t  
t h e  t r u e  p a r a m e t e r  p o i n t .  With  t h e  c o n f i d e n c e  l e v e l  s e t  a t  9 5<Jo t h e  
r e s u l t s  were
5 .1 0  , 3 .0 9 < f 10 < 7.11 ;
.
2 5.11 , 3 . 1 0 < f 20 < 7.12  ;
0 = 0.11 , - 0 . 0 4 < e o < 0 .26  ;
/\
cr = 0 .93  , 0 .88 < CT0 <
0.98  ;
/\
V = 0 .2 5  , 0 .244 < v o < 0.256 .
I t  i s  i n t e r e s t i n g  t o  o b s e r v e  t h a t  t h e  u s u a l  e s t i m a t e  o f  c o h e r e n c e  gave 
a v a l u e  o f  <r = 0 .2 0  which i s  c o n s i d e r a b l y  l e s s  t h a n  t h e  t r u e  v a l u e  o f  
0.91 .
We now t u r n  t o  some examples  where  t h e  v a l u e s  chosen  f o r  t h e  
g ro u p  d e l a y  a r e  o f  a more m o d e r a te  s i z e .  We s h a l l  c o n s i d e r  two models  
and s h a l l  examine t h e  e s t i m a t e s  a r i s i n g  from t h e s e  models  f o r  d i f f e r e n t  
v a l u e s  o f  m and N. I t  i s  hoped ,  i n  t h i s  way, t o  g i v e  some i d e a  o f  t h e  
v a l u e s  o f  m and N t h a t  might  be needed  i n  o r d e r  t h a t  Theorem 3 . 2  sho u ld  
a d e q u a t e l y  d e s c r i b e  t h e  d i s t r i b u t i o n  o f  t h e  ^ ( 0 ^ ) *  Now t h e  models  
s t u d i e d  were  i d e n t i c a l  t o  t h a t  g i v e n  by ( 5 . 1 2 )  and ( 5 . 1 3 )  e x c e p t  t h a t  
t h e  f i l t e r i n g  was o m i t t e d  f o r  r e a s o n s  o f  c o m p u t a t i o n a l  e f f i c i e n c y .
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T h i s  makes no e s s e n t i a l  d i f f e r e n c e  t o  t h e  s i m u l a t i o n s ,  b u t ,  i n  
p r a c t i c e ,  i f  one knew t h a t  t h e  v a r i a t i o n  was broad band i n  n a t u r e  t h en  
one sh o u ld  u s e  a more a p p r o p r i a t e  t e c h n i q u e  o t h e r  th a n  t h a t  d e s c r i b e d  
h e r e .  ( S e e  Hannan and R ob inson  ( 1 9 7 1 ) . )  Thus ( 5 . 1 3 )  can be w r i t t e n  as
f (A) (27r)
-1 -  * ? + i
2  i i AL cr| e
2  -  i /£ A
<J1 e
and in  th e  m odels  c o n s id e r e d  c a n d  cr^  w ere on ce  a g a in  s e t  a t  1 Ott and 77"
r e s p e c t i v e l y .  The l a g s  £  were  g i v e n  f o r  t h e s e  s i m u l a t i o n s  by Nv^ and
two v a l u e s  o f  v^ were  examined .  T hese  were v^ = 0 . 0 6 2 5  and
Vq = 0 . 0 1 5 6 2 5  where t h e  former i s  m o d e r a t e l y  l a r g e ,  but th e  l a t t e r  i s
s m a l l .  The o t h e r  s p e c t r a l  v a l u e s  a r e  now g i v e n  by f  = 5 . 5 ,
f ^ Q  = 5 . 5 ,  = Nv qAq and cr^  = 0 . 9 0 9 .  The phase  0^ i s  z e r o  i n  a l l
c a s e s  e x c e p t  f o r  t h e  one g i v e n  i n  T a b le  9 where v^ = 0 . 0 1 5 6 2 5 ,  N = 128
and so  0^ = 77". The t r a n s f o r m e d  t r a n s f o r m  method was used  t o  d e t e r m i n e
f i r s t  e s t i m a t e s  i n  a l l  t h e  c a s e s  c o n s i d e r e d  and t h i s  p r o v id e d  v e r y
a c c e p t a b l e  r e s u l t s .  The f i g u r e s  r e l a t i n g  t o  c o m p u t a t i o n a l  t i m e s  g i v e n
i n  t h e  p r e v i o u s  s i m u l a t i o n  where v^ = 0 . 2 5  a p p l y  h e r e ,  a l t h o u g h  t h e s e
improved s i g n i f i c a n t l y  a s  m and N became s m a l l e r  t o  t h e  e x t e n t  t h a t  i n
t h e  c a s e  m = 9 ,  N = 128 a t y p i c a l  r e s u l t  to o k  0 . 6  s e c o n d s  per i t e r a t i o n
and 4 i t e r a t i o n s  t o  o b t a i n  t h e  r e q u i r e d  3 d e c im a l  f i g u r e  a c c u r a c y .
Each o f  t h e  d i s p l a y e d  t a b l e s  r e f e r s  t o  one s e t  o f  20 r e p l i c a t i o n s  bas ed
on in d ep en d en t  r e a l i s a t i o n s  o f  t h e  p a r t i c u l a r  model  c o n c e r n e d .  The
v a l u e s  o f  N, m, A. and v rt a r e  g i v e n  fo r  each  t a b l e  and th e  x and s 
0 0 x
rows d e n o t e  t h e  sample  means and s ta n d a rd  d e v i a t i o n s  o f  t h e  e s t i m a t e s
o b t a i n e d .  The cr row g i v e s  t h e  t h e o r e t i c a l  s t a n d a r d  d e v i a t i o n  and t h e  x
o
z ,  t  and X  rows a r e  c a l c u l a t e d  from t h e  o t h e r  rows by t h e  fo r m u la e
lx - h !
cWvTö ’
lx - p |
S / / 2 0  
X
z t
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and
X2 = 19 s 2/cr2x x
( 5 . 1 4 )
where  P- d e n o t e s  t h e  a p p r o p r i a t e  t r u e  p a r a m e t e r  v a l u e .  The q u a n t i t y  z, 
f o r  example,  s h o u l d ,  i n  t e rm s  o f  Theorem 3 . 2 ,  be a r e a l i s a t i o n  o f  a 
d i s t r i b u t i o n  t h a t  i s  a p p r o x i m a t e l y  t h e  s t a n d a r d  normal  d i s t r i b u t i o n .  
The q u a n t i t i e s  t  and X2 admi t  s i m i l a r  i n t e r p r e t a t i o n s  i n  t e rm s  o f  t h e  
t  d i s t r i b u t i o n  and t h e  c h i - s q u a r e  d i s t r i b u t i o n  and so ,  f o r  a 5°]0 l e v e l  
o f  s i g n i f i c a n c e ,  t h e  c r i t i c a l  v a l u e s  o f  z ,  t  and X2 a r e
Z0 .0 2 5 1.96 t 0 .025
2 .0 93  ,
( 5 . 1 5 )
X0 .0 2 5  = 32 ,852  ’ ^ o . 975 = 8 ,907  ’
where  t h e  t  and X2 v a l u e s  a r e  b a s ed  on 19 d e g r e e s  o f  f reedom.
On e x a m i n a t i o n  o f  t h e  r e s u l t s  i t  can  be s e e n  t h a t  e s t i m a t i o n  
i s  more d i f f i c u l t  i n  t h e  c a s e  o f  l a r g e  v^ as  was e x p e c t e d .  (See  t h e  
d i s c u s s i o n  a t  t h e  end o f  § 3 . 4 . )  For  v^ = 0 .015625  t h e  r e s u l t s  seem to  
be q u i t e  r e a s o n a b l e  a l t h o u g h  t h e  X2 c r i t e r i o n  becomes a l i t t l e  e r r a t i c  
i n  T a b l e s  7 and 9 i n d i c a t i n g  s i g n i f i c a n t  d e p a r t u r e s  o f  t h e  sample 
s t a n d a r d  d e v i a t i o n s  from t h e i r  p o s t u l a t e d  v a l u e s .  For  N = 2048 and 
N = 1024 t h e  s p e c t r a  e s t i m a t e s  a r e  s l i g h t l y  b e t t e r  i n  t h e  c a s e  o f  t h e  
l a r g e r  v^ ,  b u t ,  o t h e r w i s e ,  t h i s  i s  n o t  n e c e s s a r i l y  t r u e .  C o n s i d e r i n g  
Vq = 0 .0 625  i t  i s  e v i d e n t  t h a t  t h e  sample e s t i m a t e s  o f  t h e  s t a n d a r d  
d e v i a t i o n s  d i f f e r  f rom t h e i r  t h e o r e t i c a l  v a l u e s ,  s i g n i f i c a n t l y  on t h e  
who le ,  f rom a bou t  T a b l e  6 onwards .  I f  one s u b s e q u e n t l y  as sumes  t h a t  t h e  
sample s t a n d a r d  d e v i a t i o n s  a r e  more r e p r e s e n t a t i v e  o f  t h e  p o p u l a t i o n  
s t a n d a r d  d e v i a t i o n s  and u s e s  t h e  t  c r i t e r i o n ,  t h e n  t h e  r e s u l t s  a r e  good 
e x c e p t  f o r  t h o s e  o f  t h e  cr e s t i m a t e s .  There  a p p e a r s  to  s t i l l  be  a down­
wards  b i a s  i n  t h i s  s t a t i s t i c  f o r  t h e  c a s e  where  v^ = 0 .0 6 2 5 .  Th i s  
c o u ld  be due t o  r e s i d u a l  pha se  v a r i a t i o n  t h a t  has  no t  been  a c c o u n t e d
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( i ) N = 2 0 4 8 ,  m = 2 5 ,  A0 = tt/ 8 .
TABLE 1
v 0 = 0 . 0 1 5 6 2 5 f l f 2 e 0" V
X 5 . 7 0 2 5 . 8 2 9 0 . 0 1 6 0 .9 0 7 0 .0 1 5 2
s 1 . 2 3 3 1.131 0 . 0 7 3 0 . 0 2 5 0 . 0 0 1 3
X
cr 1 . 094 1 . 0 9 4 0 . 0 6 5 0 . 0 2 5 0. 0014
X
z 0 . 8 2 6 1 . 3 4 5 1 . 0 9 5 0 . 3 6 4 1 . 2 4 1 4
t 0 . 7 3 3 1 .301 0 . 9 7 7 0 . 3 5 5 1 .3 8 4 7
X2 2 4 .1 31 2 0 . 2 9 5 2 3 . 8 4 5 2 0 . 0 2 7 1 5 . 2 9 3 9
TABLE 2
v  o = 0 . 0 6 2 5 f 2 0 cr V
X 5 . 4 1 8 5 . 2 3 3 - 0 . 0 1 3 0 . 8 8 9 0 .0631
s
X
0 . 8 9 4 1 . 0 4 0 0 . 0 7 6 0 . 0 2 8 0 . 0 0 1 5
CJ
X
1 . 0 7 7 1 .0 7 7 0 . 0 6 7 0 . 0 2 5 0. 0015
z 0 .341 0.111 0 . 8 6 6 3 . 5 6 0 1 . 8 0 0 0
t 0 .411 1 . 1 4 8 0 . 7 6 3 3 . 1 7 9 1 . 8 0 0 0
X2 1 3 . 0 7 9 1 7 .7 1 2 2 4 . 4 5 6 2 3 . 5 7 4 1 9 . 0 1 2 7
( i i )  N = 102 4 ,  m = 2 1 ,  = tt/ 4 .
TABLE 3
v  o = 0 . 0 1 5 6 2 5 f l *2 0 cr V
x 5 . 6 4 2 5 . 6 7 2 - 0 . 0 2 5 0 . 9 0 6 0 . 0 1 5 9
s
X
1 . 0 5 8 1.141 0 . 0 7 3 0. 028 0 .0021
(T
X
1 . 1 9 4 1 . 1 9 4 0.071 0 . 0 2 7 0 . 0 0 1 9
z 0 . 5 3 2 0 . 6 4 4 1 . 5 5 6 0 . 5 0 0 0 . 5 8 5 8
t 0 . 6 0 0 0 . 6 7 4 1 . 5 1 6 0 . 4 8 6 0 . 5 2 1 4
X2 1 4 .9 2 7 1 7 . 3 6 9 2 0 . 0 2 2 2 0 .1  54 2 3 . 9 9 0 4
TABLE 4
V0 = 0 . 0 6 2 5 f ) f 2 0 cr V
X 5 . 5 0 3 5 . 4 6 7 0 . 0 1 8 0 . 8 9 3 0 .0631
s
X
1 . 2 6 3 0 . 8 6 4 0 . 0 8 2 0 . 0 3 4 0 . 0 0 2 8
cr
X
1 . 1 7 6 1 . 1 7 6 0 . 0 7 3 0 . 0 2 7 0 . 0 0 1 9
z 0 .0 11 0 . 1 2 6 1 . 1 1 4 2 . 6 5 3 1 .4 6 8 7
t 0 .0 11 0.171 0.991 2 . 0 9 8 1 .0 2 0 6
X2 2 1 . 9 2 3 10.261 2 4 . 0 4 9 3 0 . 3 7 4 3 9 .3 5 2 1
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( i i i )  N = 512,  m = 17, A = tt/ 2 .
TABLE 5
v  o = 0 .015625 £ i f 2 0 cr V
X 5 .634 5.652 0.018 0.917 0 .0 155
s
X
1 .538 1 .175 0.083 0. 025 0 .0020
cr
X
1.327 1.327 0 .079 0 .030 0.0026
z 0.452 0.512 0 .994 1.201 0.2557
t 0 .390 0 .578 0.951 1 .405 0.3241
X2 25 .527 14.897 20 .758 13.876 11 .8249
TABLE 6
vg = 0 .0 6 2 5 f l f 2 0 cr V
X 5.926 6.187 0.021 0 .8 94 0.0622
s
X
1.692 1 .570 0.099 0 .039 0.0037
cr
X
1.307 1.307 0.081 0. 030 0.0026
z 1.458 2.351 1 .185 2 .238 0 .4 994
t 1.126 1.957 0 .974 1.737 0.3556
X2 31 .8 32 27 .4 16 28 .1 2 5 31 .565 37 .4778
( i v )  N = 256,  m = 13, A0 = 7 7 /2.
TABLE 7
v  o = 0 .015625 f l f2 0 cr V
X 5 .6 66 5.961 0 .005 0.899 0.0153
s
X
1.596 1.508 0 .109 0 .0 44 0.0052
cr
X
1 .518 1.518 0.091 0 .034 0.0038
z 0 .4 89 1.358 0.253 1.312 0 .4308
t 0 .465 1.367 0 .2 1 0 1.008 0.3173
X2 21.001 18 .754 27.501 32.201 3 5 .025 5
TABLE 8
v o = 0 .0625 f l f2 0 cr V
X 5.081 5.183 - 0 . 0 0 8 0 .8 74 0 .0 638
s
X
1 .797 1.484 0. 107 0.052 0.0052
cr
X
1 .4 9 4 1 .494 0 .093 0 .034 0 .0039
z 1 .2 5 4 0.949 0 .3 9 4 4 .5 6 5 1.4653
t 1 .043 0 .9 55 0 .343 3.031 1.1156
X2 2 7 .4 8 5 18 .745 2 5 .0 9 4 43 .093 32.7841
86
( v )  N = 128, m = 9,  AQ = 7r/2.
TABLE 9
v  o = 0.015625 f l f 2 6 CT V
I
X 5 .930 5.669 3 .1 9 4 0 .908 0 .0139
s 2 .449 1.926 0.162 0 .044 0.0063
X
(T 1 .824 1.824 0. 109 0.041 0.0067
X
z 1 .054 0 .414 2 .133 0 .148 1.1621
t 0 .7 85 0.392 1.432 0 .138 1.2278
X2 34 .2 8 4 21 .193 42 .127 2 2 .084 17.0206
TABLE 10
v q  = 0 .0625 f l f 2 G cr V
X 5.119 5.321 -0 .021 0.877 0.0591
s 1.486 1 .550 0 .2 10 0.041 0 .0180
X
cr 1 .796 1.796 0. 112 0.041 0 .0068
X
z 0 .9 5 0 0.446 0 .8 3 4 3 .478 2 .2212
t 1.148 0. 517 0 .443 3 .466 0 .8424
X2 13 .0 04 14.148 67 .2 2 4 19 .144 132 .0850
TABLE 11
f l f2 6 cr
*1 5.936 5.667 3 .087 0 .8 8 0
X . 5 .100 5 .279 0 .004 0 .5892
,
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for by the estimated group delay. If the group delay was not small
then one might, expect that a small error in the estimation of v might
lead to such significant residual variation especially since the chance
of such an error occurring is greater the larger the value of v^. In
any event the results for 6>, cr and v seem, generally speaking, to be
worse in the case of large group delay. From the statistic given by
(5.10) it would appear, intuitively speaking, that the larger mv the
greater the loss of sample cross-spectral information. Thus for small
values of m the loss represented by mv could be quite critical. That
is, a loss of 6^0 from 25 statistics may not amount to much, but a loss
of 6jflo from 13 or less statistics could be crucial. One suspects that
values of N greater than 512 or, perhaps, 256 will be large enough to
ensure approximately normal behaviour of the w.(0 ). Thus the criticalJ k
factor seems to be the balance between m and mv as mentioned before.
In Table 11 the sample means of the usual estimates of f^,
A A /\f 2 3 0 and <j are given for the simulations that form the basis of 
Tables 9 and 10. Here the x^  row applies to the results given in 
Table 9 and the x^ row to those of Table 10. The spectra estimates do 
not differ to any degree, but the coherence estimate is biased down­
wards in both cases and this is particularly bad in relation to the 
case of the larger group delay. Also, in this latter case, the usual
estimates of phase fluctuated to a far greater extent that those
obtained from the actual maximum likelihood procedure.
These results appear to support the asymptotic theory 
developed especially when one considers that N < 500 is rather rare in 
most narrow band spectral analyses and N = 128 is an extreme case.
Moreover, Vq = 0.0625 represents a lag that is larger than would
normally be expected in practice.
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CHAPTER 4
ESTIMATING ECHO TIMES
4.1 Introduction
An estimation problem is now examined where a scalar signal 
is received together with lagged and attenuated forms of that signal. 
Let us commence by considering the scalar time series s(t) and echo 
times ty j = 1, ..., r, so that the observed process has the form
x(t) = Z a. s(t - t.) + e(t) , 
j=0 J J
1, t 0 . (1.1)
The a^ are the amplitude factors representing the degree to which the
t horiginal signal has been attenuated at the j echo whereas e(t) and
s(t) are incoherent, with e(t) denoting the noise inherent in the
system. If s(t) and e(t) are stationary and have absolutely continuous
spectral distribution functions with spectra f (A) and f (A)s e
respectively, then the spectral density of the x(t) process is given by
f (A) Z a . e 
j=0 J
it .A 2 J f (A) + f (A) . s e (1.2)
Moreover, it will be assumed that the a^, t^ are frequency dependent so 
that now (1.2) becomes
fx(A)
r it.(A)A 2
Z a.(A) e J f (A) + f (A) .
J-0 J s e
(1.3)
This latter state of affairs will arise if the medium through which the 
signal is transmitted is dispersive so that the speed of propagation of 
the signal is frequency dependent. In this connection the estimation 
of the a^ is of some importance since it will give some knowledge of
that particular medium. If, for example, the signal is the result of
♦
some distant earthquake which, on arrival at the recording apparatus,
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consists of the original wavetrain plus echoes caused by reflections 
from various layers within the earth's crust, then the t may give 
information about the boundaries to these various layers whereas the a^  
might relate to the nature of the particular layer involved. Thus 
(1.3) represents a model of some interest. The problem where the 
a^(A), t (A) are independent of frequency is not specifically discussed 
here since this type of formulation might, perhaps, be more adequately 
treated by some appropriate broad band theory rather than the methods 
developed in this thesis. It is noted that problems of this latter 
type are considered in Bogert, Healy and Tukey (1963) and, in 
particular, Hannan and Robinson (1971).
Now, if we are to make any effective measurement of the 
a^(A), t^ .(A) then it is evident that we must be able to say something 
a priori about the various component functions that make up (1.3). The 
assumptions that we shall require will accord with the basic require­
ments of Theorem 2.1 in that the a.(A), t.(A), f (A) and f (A) will beJ J s e
taken to be sufficiently smooth over a narrow band of frequencies
centred at A^ and the t.(A) to be sufficiently large over this band for 
r ^
I Z a.(An) exp{it.(A ) A)|2 to be discernible. If such an assumption 
j=0 J U J
is not made then it may be impossible to determine the lag structure 
tj(Ag) from the observed spectral density over the narrow band in 
question.
The series x(t) given by (1.1) is now assumed to have been 
sampled at unit time intervals with the sampling interval chosen small 
enough for aliasing effects to be ignored. Furthermore, the a^(A), 
j A 0, in (1.3) will now be regarded as complex functions. Thus, apart 
from the lag function t^(A), allowance is also made for some rephasing 
of the signal components. We mean, by the latter, that even if the 
components at two frequencies were adjusted relative to each other to
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a l l o w  f o r  t h e  d i f f e r e n t  l e n g t h s  o f  t h e  p a t h s  t r a v e l l e d  and t h e  
d i f f e r e n t  s p e e d s  o f  p r o p a g a t i o n ,  i t  would be n a t u r a l  t o  e x p e c t  t h a t  
t h e r e  would  s t i l l  be pha se  d i f f e r e n c e s  i n t r o d u c e d  due t o  d i s t o r t i o n  i n  
t h e  e c h o in g  p r o c e s s .  Under t h e s e  c o n d i t i o n s  t h e  s p e c t r a l  d e n s i t y  o f  
t h e  x ( t )  p r o c e s s  n e a r  A^ may be d e s c r i b e d  as
Z a (A ) e x p { i t  (A ) A} 
j=0  J J f s ( V  + f e ( V  *
0 . 4 )
O m i t t i n g  t h e  argument  v a r i a b l e  A^ s i n c e  t h i s  i s  h e l d  f i x e d ,  ( 1 . 4 )  may be 
r e p a r a m e t e r i s e d  t o  y i e l d
i ( t . - t  )(A-An)
-2 J ,  + £  ~ -  -  j  k O'
ji^k
=0
pj pk e 0 . 5 )
where
z
j=o
f  + f  , s e
p.  = a .  exp(  i t  . A_) f 2 /  cr , j = 0, 1 , . . . ,  r  , 
J J j  0 s
r
w i t h  P r e a l  and p o s i t i v e  and Z Ip.  I2  < 1. To a c c o u n t  f o r  t h e
0 lj=0  J
r e q u i r e m e n t  t h a t  t h e  t^  a r e  so l a r g e  as  t o  c a u s e  d i s c e r n i b l e  v a r i a t i o n  
i n  ( 1 . 5 )  o v e r  t h e  band we s h a l l  assume t h a t  t h e  t^  a r e  o f  o r d e r  N and 
s h a l l  pu t
l im  ( t  , /N] Vj , I v j I <  1 ? j  = 1 , . . . , r  .
The s p e c t r u m  ( 1 . 5 )  i s  now i n  t h e  form r e q u i r e d  by Theorem 2.1 i n  t h a t ,  
n e a r  Aq ,
£x (A0 + A/N) = cr2 | h (N)(A + A / N ) | 2
w i t h
| h (N)( A ) | 2 1 +  Z P.P,  e 
j ^k J k
i ( t . - t k )(A-A0)
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and h/ *(Aq +  A/N) i s  r e q u i r e d  t o  c o n v e r g e  t o  h(A) i n  t h e  a p p r o p r i a t e  
manner w i t h
Ih(A)I
r i ( v  . -v,  )A
1 + £  p “  -  J k
j^ k
=0
• p, e j k
Thus,  we have  r e q u i r e d  t h e  p r o c e s s  t o  depend on N i n  such a way as  t o  
m a i n t a i n  a p a t t e r n  o f  echo t i m e s  t  ~  Nv^. T h i s  p a t t e r n  w i l l  now be 
p r e s e n t  i n  t h e  l i m i t i n g  d i s t r i b u t i o n  g i v e n  by t h e  a p p r o p r i a t e  form o f  
Theorem 2 „1 „ The q u a n t i t y  has  been  t r e a t e d  as  b e i n g  in d e p e n d e n t  o f  
N w hich  may sound a l i t t l e  c o n t r a d i c t o r y  s i n c e  i t  i n v o l v e s  t^«
However i t  must be remembered t h a t  o n l y  one v a l u e  o f  N i s  e x p e r i e n c e d  
and,  w i t h  r e f e r e n c e  t o  Chapter  2 ,  t h e  seq u e n c e  o f  data, s e t s  i n d ex e d  by 
N i s  c o n s t r u c t e d  in  such  a way t h a t  an a s y m p t o t i c  a p p r o x im a t i o n  i s  
found t o  t h e  d i s t r i b u t i o n  o f  t h e  s t a t i s t i c s  w(A) c o n s i d e r e d .
We now proceed  t o  prove r e s u l t s  r e l a t i n g  t o  t h e  e s t i m a t i o n  o f  
cr and t h e  P^, v^ u s i n g  an a n a l o g o u s  p ro ce d u re  to  t h a t  d e v e l o p e d  in  
§3o3 and § 3 . 4 .  As b e f o r e ,  we s h a l l  be con ce rn ed  w i t h  t h e  m f r e q u e n c i e s  
o f  t h e  form 0^ ~ + 27Tk/N, -§m <  k < [ | m j ,  so  t h a t  t h e  band c o n ­
s i d e r e d  has  w id th  2Fm/N. The v a r i o u s  comments w i t h  re gard  t o  t h e  
r e l a t i v e  s i z e s  o f  m and N g i v e n  i n  §3.1 can a l s o  be s e e n  t o  a p p ly  i n
t h i s  c o n t e x t  o f  e s t i m a t i n g  echo t i m e s  and need  not  be r e p e a t e d  h e r e .
t  hD e n o t i n g  w as  t h e  v e c t o r  h a v in g  w(0 ) i n  t h e  { [ § ( m - 1 ) ]  + k + 1}
K .
p l a c e ,  -§m < k < [ | m ] ,  i t  i s  e v i d e n t  from Theorem 2 .1  and ( 2 . 2 . 1 4 )  t h a t  
t h i s  v e c t o r  has  t h e  a s y m p t o t i c  d i s t r i b u t i o n  f u n c t i o n
- m -1 'V - 1
7T d e t ( F  ) e xp( - w r w) ( 1 - 6 )
wi t h
r  = a 2 t I m +  Pj Pk ? ( v k ‘  Vj )} 0 . 7 )
The m a t r i x  T ( v )  i s  as  f o r  Chapter  3 and we c h o o s e  t o  c a l l  F/q-2 t h e
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matrix ft. We take 0 < v. < v. < ,.. < v < 1  without any essential1 2 r
restriction and seek to estimate p^, j =0, 1, ..., r; v^, j = 1> . . r
and cr2.
One further point needs to be discussed« As yet we have not 
examined the possibility that there may be alternative sets of the , 
Vj and a2 that yield the same likelihood given by (1.6). We now con­
sider this problem and commence by showing that, for m > 2r(r +1), T 
uniquely determines the expression
r i(v . -V. )0
<t>(0) ~ cr2 ( 1 + Z p.p^ ej^ k J
j (1.8)
Thus if <t>^ (0) and cf> (0) are two such functions giving rise to the same 
r then we require
(2TT)'1 / (p (e) - p2(e>) Q(0> de
to be the null matrix« The above matrix is of the form
z *<V- s (1.9)
where s < r(r + 1 ), c = c , w = -w and w . f w for j ^ k. Using
Ju Ju ~ Ju Ju J K
the formulae (3.1.2) and (3.1.3) and taking, for example, m = 2n+l, it 
can be seen that when the various elements of (1.9) are set to zero the 
following system of equations results?
Z sin27rjv?^ 0 , Z Ug(l - w^)(l - cos27Tjw^) = 0 ,
s s
Z Vg(l - cos27Tjw^) = 0 , Z v^(l - w^) sin2irjw^ 0 ,
 ^ ui °  ' V |c.
where c = u + iv , Z / 0, and 1 < j < n. Now, considering the
Ju Ju Ju
equations for v , we note that the determinant of the matrix having
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t y p i c a l  e n t r y  {1 - cos27Tjv ) ,  1 < j 5k < t , can  be w r i t t e n  asK.
n ( cos2tTw, - cos2lTw . ) . . k JJ<k
a p a r t  from a c o n s t a n t  m u l t i p l i c a t i v e  f a c t o r »  However t h i s  can  o n ly  be
z e ro  i f  w + w. = 1  f o r  some j ,  k, j # k,  s i n c e  0 < w < 1 f o r  
K J i/
0 < i  < n.  Let us suppose  t h a t  t h e r e  a r e  t p a i r s  o f  such  w^ g iv e n  by 
t h e  r e l a t i o n s
w 4- w
pj h
/  0 > 1 < j < T
Then
S S-T
Z v (1 - c o s 27pjw ) = Z v (1 - cos27tjw )
1 1 £
( 1 . 10 )
where  t h e  v ,  c o n t a i n  some o f  t h e  o r i g i n a l  v and t h e r e  a r e  t v which
Xj Jo Jo
a r e  o f  t h e  t y p e  v +  v The w„ a r e  now such  t h a t  no r e l a t i o n  o f  t h e
pj qj J
form w. + w = 1 can  h o l d  and so ( 1 . 1 0 )  i m p l i e s  t h a t  t h e  v a r e  
J K Jo
i d e n t i c a l l y  z e r o .  Thus t h e  v„ a r e  a l l  z e ro  e x c e p t  f o r  t h e  v , v and
1 pj qj
£ Vg(l - wy)  sin27Tjw^ Z v (1 - w ) sin27Tjw
k=l
+ Z v (1 - w ) sin27Tjw
k=l Mk
Z v sin27Tjw 0 . ( 1 . 1 1 )
k=1 Kk
However t h e  m a t r i x  h a v i n g  t y p i c a l  e n t r y  sin27Tjw , 1 < j , k  < t ,  has  a
d e t e r m i n a n t  g i v e n  by
II sin27Tw H ( cos2ttw - cos27Tw .) 
1 ' j<k  k J
=1
a p a r t  f rom some c o n s t a n t  m u l t i p l i c a t i v e  f a c t o r .  S in c e  t h e  w o f
p j
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(1.11) are such that no relation of the type w . + w = 1 P j ^ k, canJ k
hold it. is evident that the remaining v must be zero. The u„ may be
pj 1
treated in a. similar fashion and so the required result has been 
established for n > s or, equivalently, m > 2r(r +1). This last con­
dition seems to be too strong since one would expect that the require­
ment m > r(r + 1) should be enough. Indeed, in the case r = 1, it is 
not hard to see that m > 2 will ensure that r uniquely specifies $(0).. 
If, considering the original equations, we. can show that the 
determinant of the partitioned matrix
r A - 
- B -
where
Ljk = sin27Tjvk > V
1 < j < t , 1 < k < 2t ,
(1 - wk)0 ■ cos27Tjwk) ,
is non-zero, then the u 's will all be zero if 2n > s. If the
X
analogous statement held for the v !s then we would have the required 
result; that is m > r(r +■ 1). This latter supposition looks to be 
almost certainly true, but. has not, as yet, been shown, However 
m > 2r(r + 1), although not optimal, at least serves to provide an 
upper bound of 2r(r + 1 )  to the actual result.
We now consider the function 0(0) given by (1.8) with regard 
to the uniqueness of its specification in terms of the p , v and cr2.
When the case r = 1 is considered, for example, there are two sets of
i0,
P. that give the same 0(0) since, putting p.
j
-iv 0 iv 0
2 Jl + P0P1 6 + pip0 e
1 lpil e 1
1 + ■ pi 'lp0 e
-i0n _ivi0 I \( ieA ivie
e + ' P1 \ P0 6 ' 6
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I n  t h i s  s i t u a t i o n  a u n i q u e l y  d e f i n e d  s e t  o f  p a r a m e t e r s  i s  a c h i e v e d  by 
p u t t i n g  P = PqP j , j pI < 0.5« For r  = 2 t h e r e  a r e  t h r e e  c a s e s  a c c o r d i n g  
as  v.j < v^ ~ 3 Vj > v'2 “ v^ or = v^ ~ . I n  t h e  f i r s t  two c a s e s
where  and v^ “ a r e  a l l  d i s t i n c t  t h e  p a r a m e t e r s  may be t a k e n
t o  be a 2 , v.j 3 v^ j  P^s P j and p ^ . It. i s  n o t e d  t h a t  t h e s e  two c a s e s  i n  
q u e s t i o n  c a n n o t  be c o a l e s c e d  i n t o  t h e  one s i t u a t i o n  where  ^ v^ - v^ 
s i n c e
o“~ -{1 + Z p
j^k
=0
.P. e 
J k
i ( v ^ - v k ) 0 o“-  ^1 + z
j^k
=0
_  i ( v ' . - v ’ )0
P ' P ' e J 
J k
where
v = v 0 0
po = | p 2 '  ■ p ; ■ p i e
V1 ’ V2 V2 J
i e 2
)
, 1 0 2 
P2 = P 0 6
and s t ^ e a r gument o f  p^° I f  = 2v^ we may pu t
cr-  ^1 + Z p .p, e
i v  ( j - k ) 0 ^  .2 i j v  0
=0
j  k jr Z 7.  e 0 J
1
where Z 7.  2? ha s  a l l  z e r o s  on o r  o u t s i d e  t h e  u n i t  c i r c l e  and now t h e  
J
7.  and may be t a k e n  a s  p a r a m e t e r s .  For  r  = 3 t h e  s i t u a t i o n  becomes 
more c o m p l i c a t e d .  C o n s i d e r i n g  t h e  t a b l e a u
v o V1 V2 V3
v o 0 V1 V2 V3
V1
- v } 0 V2~V1 V3 V1
V2 V2 • (v2 ' v l ) 0 v 3 - v 2
V3 ”V3 ' (v3 " V
- ( v 3 - v 2 ) 0
which i n d i c a t e s  t h e  v a r i o u s  p o s s i b i l i t i e s  f o r  t h e  v - v^ we o b s e r v e  
t h a t  t h e  e l e m e n t s  o f  any s u b - d i a g o n a l  a r e  l e s s  t h a n  t h e  e l e m e n t s  o f  t h e
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next sub-diagonal above. Thus, considering the identification of the
v ., it is evident that if all the v. - v are distinct we have only two J J k
cases according as v, or v2 < v3 1 In both of these
situations we may take the o 2 , v^ to be the parameters. In the
case where v^ = - v^ we must now consider the sub-cases where
v„ > V, v, and v. 2v,o In the first two a canonical1 ' '2 V  V1 ^  V2 V1 "2 ~ ’ 1
choice must be made on the basis of the p 1s whereas in the latter 
circumstance we have
i + £ 
j^ k 
=0
P.P, e J k
iv^ (j-k)0
£ 7. e 
0 J
and this is treated in the same way as the analogous case when r = 2. 
It can be seen that the identification problem becomes more complex as 
r increases.
Let us now examine the case of general r. The situation
where f 0 is considered first and so
6(0) £ P . e 
j=0 J
iv.0 2J Z b . e 
j=0 J
iv .0 2J (1.12)
where b v P y  0 < j < r» and 0 = vQ < < v2 < < v < 1r
wish to determine all possible factorisations of 6(0) in the knowledge 
that 6(0) is known as a function of 0 and that such a representation 
given by (1.12) exists. Ritt (1927) has shown that 6(0) can be 
decomposed uniquely as
b2 H 11. 12 II I S, 12 
0 j J k k
Here the 1^ are irreducible components with
L .1Z a elwj,te
t=0
a. = 1 , 0 = w . A < w .  <... < w .  < 1,J,0 J,0 j, 1 J,r
and these cannot be factored into factors of a like kind whereas
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E  \ , t et=0
ink , t V
ak,0 = ’> W k >  °*
with the n being integers such that 0 = n < n < ... < nk51 k>) U kj I kj sj
The w are irrationally related by which we mean that w /w isK K. Jo
irrational for k 4 i. Considering a typical I ^ we observe that
where
iw . 0 r.J3r, j l (w
a . e
J’rj A J 5
j9r
- i w . G J»r
a. e J X.
J>rj J
W j,t)e
j9 t a . / a . Jjt J, r
Thus I is a. factor of the type I^ and is indistinguishable from
since
b-? n ! i . 12 
0 J J E« " ' V
where b. b H |a.0 j J.r One of these two alternatives must be
included in the h.(0) of 0(0) = |h(0)lr" and hence some rule concerning
the selection of one of these irreducible components is required. We
could, for example, choose I. if w. > w. - w. . some t, and if3 J.t 3,r. J.t
w. = w. - w. for all t a choice would then be based on some 3,t J,r. J.t
appropriate criterion concerning the a. 's. Turning to the S weJ j t k
consider the expression
*(e) = n |s J 2
k k
Now, putting z ■= i0, we may find a unique representation
0(0) = |h(i0)|2
where h(z) has no zeros in the left half plane. (See, for example, 
Hannan (1970) p.154.) This latter follows since we may choose each
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t o  have  no z e r o s  i n  t h e  l e f t  h a l f  p l a n e .  L e t  us  d e n o te  a  t y p i c a l  S byK
s n wz
S = Z a e T:
t =0 r
T h i s  c a n  be w r i t t e n  as
TT /  1 W Z »II (1 - u . e )
j  J
which  has  z e r o s  a t
z = w l o g | u  I + i ( a r g ( u j  + 2iTk)}
However S has  t h e  form
n (1 
j
“ W Z ,u .  e )
and t h i s  has  z e r o s  a t
z = w \ l o g | u . |  - i ( a . r g ( u _ )  + 277k)} .
w z  —  * * w zI t  i s  e v i d e n t  t h a t  t h e  components  (1 - u^ e ) and (1 -  e ) a r e  
such  t h a t  one has  a ze ro  which l i e s  i n  t h e  l e f t  h a l f  p l a n e  w he re as  t h e  
o t h e r  does  n o t .  We now s e l e c t  t h e  a p p r o p r i a t e  f a c t o r s  f o r  S and henceK
o b t a i n  t h e  r e q u i r e d  r e s u l t .  Thus,  f o r  t h e  c a s e  f  = 0, t h e  model can 
be p a r a m e t e r i s e d  i n  t h i s  r a t h e r  complex f a s h i o n .
When f M  we can  d e s c r i b e  0 ( 0 )  as
<K0) Z b . e 
j=0 J
i v . e 2
+ f
where t h e  b . ,  v .  a r e  as  f o r  t h e  c a s e  f  = 0 .  However t h i s  prob lem i s  
J J e
more d i f f i c u l t  s i n c e  now, f o r  example ,  t h e r e  i s  t h e  p o s s i b i l i t y  t h a t
Z b . e 
j= 0  J
i v  .0 2 
J + f Z c . e 
j=0  J
i v . 0  2 
J
r  i v  . 0
One might  s u rm i s e  t h a t  i f  Z b . e J was i r r e d u c i b l e  and some con-
j= 0  J
d i t i o n  r e l a t i n g  t o  t h e  i d e n t i f i a b i l i t y  o f  t h e  v . ! s was imposed ( s e e  t h e
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following discussion) then $(0) would be uniquely determined as a 
function of its parameters. This, however, has not been established 
and we must now resort to a slightly stronger set of conditions. We 
consider the tableau
VTo
J . v 0 r -2 Vr-1 V r
o> 0 V 1 • • v 0 r~2 Vr-1 V r
V 1 - V 1 0 * vr - r vi
>~i>
vr“V2 (1.13)
which, as for the case r = 3, gives the various possibilities for the
(v. “ V, ). The case of interest is that where the elements of this J k
tableau are all distinct and this will be so if
Vk ~ V j ^ Vt ~ Vs ’ ° < 3 < k < r ,  0 < s < t < r,
with the possibility s = j, t = k excluded. Examining the various 
possibilities in the above we are led to require that
£ n.v. ^ 0 ,J J n^  = 0, ± 1 , ± 2  . (1.14)
Hence we are excluding a finite number of "surfaces" in the space of
the vj's* However, with probability one a priori, no parameter point
will occur on such a. surface nor, for sufficiently accurate computation,
will a point fall on it. Thus the restriction is of no consequence.
In any case, for fixed r, the process can be exhaustively investigated
in the manner given for r = 3. Assuming that (1.14) holds we consider
the problem of identifying the v^, 1 < j < r, given that we know only
the differences v. - v , 0 < j,k < r. It will be shown that there J k
exist: only two possible selections for v , 1 < j < rs and these are
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given by v,, 1 < j < r, and v^ - v , 1 < j < r. Selecting is
clearly no problem but, considering (1.13), we see that there are two
possibilities for the choice of v . . These are v , and v - v,.r-1 r-1 r 1
Denoting our choices for the v\ as vl, 1 < j < r, we consider the
selection v ! This implies that v* - v,1r v^  whichr-1 r-1
requires v^ ! to be v^  . Since we now have , v^ we can identify
r-1 v , ~ V. and so we must select v' „ from v „ and v - v_. r-1 1 r-2 r-2 r 2
Let us proceed by induction and assume that we have v^, V  0 < j < t
given by v., v Clearly, we now have to choose v^  ^ ^
from v , and v - v Suppose we take v'  ^ .r-t-1 r t+1 r-t-1 v - v ., which r t+1
implies that v' . - v' r-t-1 v - v t+1 1 However, on examination of
the appropriate sub-diagonal, it can be seen that v v ,, - v, must.t+1 1
V i > v  i1 r-1 v , and v - v Thist+1 r t+2now occur among v  ^ _, v t .r-t-2 r-t-1
is impossible because of (1.14) and hence we must, choose v 1  ^ , = v n r r-t-1 r-t.-1
Thus the initial selection vr-1 v 1 leads to the single possibility
given by v ., 1 < j < r. The select ion v' 1 
J t  —
v - v, yields a similar r 1
result except that, now the resulting possibility is given by v - vr r J
1 < j < r. It can be seen, therefore, that if we can distinguish
between v and v - v for some t then we will have uniquely deter- t. r r-t
mined the v.. We note, as an aside, the well known fact that when two J
notes of different frequencies are sounded together the listener hears 
the two original notes together with the difference of these two 
frequencies. This latter is called the beat frequency. Thus an 
analogy can be drawn between the identification of beat frequencies and 
the choice of the v. as described above. This completes the discussion 
on the identification of the model and, for the remaining sections of 
this chapter, we shall require (1.14) to hold together with
V. > vr r-1
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4o 2 A Strong Lav of Large Numbers
The vector of all parameters t is defined by t 1 = (cr2,V) 
where V' = (p1,v') and p and v are the vectors having typical elements 
p^ 3 Vj respectively. The logarithm of the likelihood given by (1.6) is 
denoted by L and so
± _ 1-m logTT - log det(T) - w F w (2.1)
The likelihood equations obtained from (2.1) by differentiating with 
respect to the various parameters are complicated and do not lead to 
any major simplification. The one exception to this last statement is 
the maximising value for c r2 which is evidently
cr2 = m w w (2.2)m
/\where is the maximum likelihood estimate of ß. m
We now proceed to find the asymptotic distribution of t ,m
which is the maximum likelihood estimate of t , taking (1.6) to be the 
true distribution of the w(0 ). A zero subscript is again used to
K-
*indicate the true parameter set and it is assumed that PqPq < 1 >
0 < v < v„Ä < ... < v Ä < 1, with the model identified in the way 10 20 rO
described in §4.1. It is noted that we have not notationally dis­
tinguished between the element of p represented by p^ and the vector of 
true values P^ . However it will, in all cases, be evident as to which 
of these definitions applies.
Theorem 4.1
Let the w(0 ) be generated by a complex normal process with
tv
probability density given by (1.6) for t = t «. Then t convergesU m
almost surely to t . as m tends to infinity. Moreover, m(v - v.)0 m 0
converges almost surely to zero.
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Proof
Throughout this proof convergence will be taken to mean 
almost sure convergence, but the qualifying phrase will be omitted, 
With reference to (2.1) and (2.2) we are led to consider
-1 * _i -]
-log(m w fl w} - m log det(ft)
and, in particular, adding the constant m  ^ log det(T^), we introduce
Q (V) = logoZ + m  ^ log det(ft ft - log{m  ^ w ft  ^ w) . m 0 0
k
Considering first the case where P P <  1-6, 6 >  0, it is observed that 
ft has eigenvalues which are uniformly bounded above by (r + 1) and 
uniformly bounded below by 6. Indeed,with reference to §2.2 and §4.1,
(1 - p*p) I + (2tt) m Z P . e j=0 J
iv.0 2 J Q(0) d0
and since z Q(0) z is not less than zero for all complex vectors z it 
is evident that
z ftz/z z >  1 - p p  > 5 > 0
and so the minimum eigenvalue of ft is greater than 5. The bound for 
the largest eigenvalue follows in a similar manner since
* k
Z ftz/ z z * -1 1 - P P + (271) Z p . e 
j=0 J
iv .0 J z Q(0)z/z z V  dO
< 1 - p. p +  (r +  1) ^  Z |pj l2 ') (27r) 1 / (z Q(0)z/z z) d0
1 + r p p < r + 1
It can also be seen from the above that
A (V) = Z p.p T(v - v.)
m J k k J
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has eigenvalues which lie between -p p and r p p. Now the matrix ft may 
be written as
(r + 1)(I - B (V)}m m
where
B (V) = (r + I)'’ (r I - A (V))m m m
has eigenvalues that are uniformly bounded below by 5 - £>/(r + 1) and 
uniformly bounded above by 1 - 5/(r + 1). Thus, for arbitrary e > 0, 
there exists an M such that
M
I K 1 ~ (r + 1)~ £ B^ (V)|| < £ (2.3)
j=0
uniformly in V.
We now wish to establish that
_ i  *  _  i *  _ i
ti (V) = m w ft w - £{m w ft w}m
converges uniformly to zero and commence by noting that this quantity 
is bounded above by
M
Im'1 /(ft“1 - (r + 1 )_1 Z Bj(V)) w|
j=o m
M
+ cr?|m_1 tr£(«_1 - (r+1)"' £ B^(V>) fiQ) |
j=o
M
+ (r + 1) 1 Z |m 1 w B^(V) w - cr^  m 1 tr(ß^(V) ft ) | .. _ m U m U'J=0
The sum of the first two terms in the above can be made arbitrarily 
smalls uniformly in V, since it is not greater than
e [m 1 w w + (Tq {m tr (ftg)} s ] .
However b\ v ) is just the sum of components of the type
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11 fps Pt * (vt ' v s )} 1 Si Li Ci Si
(2.4)
where the s.3 are integers and each component is multiplied by some 
appropriate constant factor. Hence it will be sufficient to show that 
the third term or, equivalently,
|m 1 w (II ¥(vt - vs )} w - (Tq m tr[(H ¥(vt - vg )} ßQ ] | (2.5)
i i 1 i i i i
converges uniformly to zero. Observing that
(A(v,) 1>(v2)}j>k
r 1 -max(0,  v ^ ) i27T( j-k) (0-v^ )  ^ ~i27Tkv^
e d0 ^  e
-min(0,v )
r 1 ~max(0,v^)-^ i2ir(j-k)0
e d 0 e
-min(0,v2)-v^
-i27Tkv
A(v,))j<k
where M s  a matrix of the same type as the H. of Lemma 3.1, it can be 
seen that the A  matrices in (2.4) may be multiplied through to yield an 
expression of the form
[H {Ps Pt ^i)J A (v)
i i
with the representing the appropriate 0 matrices and
Z. (v - v ) . t. s.1 1  1
Now (2.5) is dominated by
-1m w (II 0^  - 0) A(v) w I + (Tq Im 1 tr{(U 3^ - 0) A(v) |
-  1  ^  ^  _  "J ^
+ |m w 0 A(v) w - <Tq m tr{0 A(v) |
where 0 denotes the appropriate H matrix in the sense of Lemma 3.1. 
Thus, using Schwartz's inequality together with this lemma, we see, 
with reference to (3.3.1), that the first two terms of the above
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expression converge uniformly in V to zero. The proof that the third
term of the above converges uniformly in V to zero now follows in a
completely analogous fashion to the result proved in relation to the
■n (v) of Theorem 3.1. m
-1 * -1We may now replace log{m w ft w) in Q (V) bym
logfcr^ m  ^ tr(^o ^ ^)) since the argument of this last logarithm is
uniformly bounded away from zero. The resulting expression will be
called R (V) with m
R^CV) = m  ^ t.r(log(ftQ ft - log{m  ^ tr(ftg ^ ^)) < 0 .
Here the inequality follows from that which holds between the
i i
arithmetic and geometric means of the eigenvalues of ft^  ft ft^ . We 
now proceed to show,, for every V ^ V^, that R^(V) is strictly negative
and that
lim sup R (V) < a < 0 . (2.6)™  l l v - v 0 I N  m
This rather indirect way of proceeding is adopted because the con­
vergence of R (V) to its limit is both complex and non uniform. Indeed m
the limit function will have singularities, possibly at an infinite set
of points, in the space over which v varies. The largest of the
singularities is at the point v = Vq and it is the presence of this
which explains the rapid convergence of v to v . (See Theorem 4.2.)m 0
These singularities arise, for example, from the form of m  ^ tr(ftg ^ ^) 
which, considering (2.3) and (2.4), may be written as a sum of 
components of the type
-1m trtPjoPko *<vko v ) II (Pc Pt. ^(v JO . s. t . t 1 1 1
vs y }) . (2.7)
Once again we may multiply the A matrices through and we can replace
(2.7) by
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tpjoPko " (ps .pt . »  tm'1 tr($0 A(v0) »  (2.8)
1 1 1
where
vr> vi - v. + Z (v - v )0 ko jo t . s .J l i l
and represents the appropriate H matrix in the sense of Lemma 3.1. 
However (2.8) can now be written as the product of two functions; the 
first is a continuous function of p, P^, v and whereas the second is 
the function
sinrnTTv^ / (m sinTTv^) .
It is this latter that gives rise to the singularities since it will be 
unity if
v n = V, - v .  +Z (v - v  ) = 0 (mod 1 )0 ko jo . t. s.i i  l
and will converge to zero otherwise. The last condition can be 
described equivalently by
v. - v, = ZZn ^ (v - v ) (mod 1) , (2.9)jo ko st t s
where the n are integers, and thus there will be singular behaviour 
in the limit function at a parameter point with such values for the v ^ .
AIn any case (2.6) ensures that converges to for if that were not
true then there would be a subsequence of m values, m(j) let us say,
such that V converges to V, 4 If IV, - V I > e thenm(j) 1 0 1 1 0"
u " !»(j)(v.(i)) i a f < 0 ' However
lim R , . v(V ) > lim R .(V ) = 0m(j) m(j) ~ m(j) O'
and a contradiction is obtained, thus establishing the first part of 
the theorem.
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t h  1 ~1 1
L e t  A . be t h e  j e i g e n v a l u e  o f  ftA ft ft!: w i t h  m ,j  j & 0 0
A , < A  _ < . . . <  A . S i n c e  p p < 1 -5 ,  & > 0, i t  i s  e v i d e n t  t h a tm,l m,2 “  — m,m ~
t h e r e  e x i s t  c o n s t a n t s  a and £> such  t h a t  A , > > 0 and
0 m , 1 ~ 0
A < a < 00. Here a i s  d e t e r m i n e d  by ft as  w e l l  a s  ft b u t  5 depends  
m, m 0 0
o n l y  on ft~. D e n o t in g  t h e  mean and v a r i a n c e  o f  t h e  A . by A and s 2 J 0 & m, j  m m
r e s p e c t i v e l y  we o b s e r v e  t h a t
t r ( (fi0 ^  V 2}
> ( r  + 1) -2 -1 t r { ( f t Q - Am ft)2 }
s i n c e  t h e  g r e a t e s t ,  e i g e n v a l u e  o f  ft i s  l e s s  t h a n  o r  e q u a l  t o  ( r  + 1 ) .  
We w i s h  t o  p ro v e  t h a t
l im  s2 > c > 0 , ||V - v j |  > e .-----  m ~  e » M  o 1
Now
I  + E p. p ¥ ( v  - v .  )m j o  ko ko jo ( 2 . 10 )
can  be w r i t t e n  as
t
E c . ¥ (w.  ) ,  c = 1 ,
_ J , o  j , o  0 , 0
where  c -w
( 2 . 11)
, and w . ^ w, f o r  j  ^ k.  From t h ej ?o “ j , o  j , o  - j , o ’ j , o  k ,  o
d i s c u s s i o n  g i v e n  i n  §4.1 c o n c e r n i n g  t h e  i d e n t i f i c a t i o n  o f  t h e  model  i t
can  be s e e n  t h a t  ( 2 . 1 1 )  u n i q u e l y  d e t e r m i n e s  t h e  r e p r e s e n t a t i o n  ( 2 . 1 0 ) .
I t  i s  a l s o  o b s e r v e d  t h a t  ft may be pu t  i n  t h e  form
E c ¥ ( w . )  
- s J J
1 ( 2 . 12)
where  c^ = c , ,  w. = -w and w^ A w^ f o r  j ^ k. However,  f rom 
p r e v i o u s  c o n s i d e r a t i o n s  we know t h a t
o f ’ t r ^ v , )  ^ v , ) * } m 1 t r { $ ( v 2 ) ^ ( v. j ) A ( v 1 - v 2 )}
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converges to zero for v^  ^ and to 1 - |v^  I for and so
m  ^ tr{(^Q - A^ ft)2) approaches
z :. |2 (1 " | w . | ) + A2 Z2,° J,o' m c.|2 (1 - | W | )
+ z c. - A c . |2 (1 - |w . I).J ,o rn j J,o
Here Z is over those j s*uch that w is not equal to any w , Z is over
2,o j
III
those i such that w. is not equal to any w. and Z is over those j
J 2 ,°
where w^ does equal some w^  ^with representing the corresponding
and c cq. Now the first term will be strictly positive in all
cases where there are some w. that do not equal any w.. In the case2 , o  2
where each w equals aw. it can be seen that the sum of the last two J ? ° J
__ II
terms will only be zero when A^ approaches unity, Z is null and c^.
equals c. . However, since IIV - V I > e implies that c.  ^c. each
2,o 0" j j,o
non zero j, this last event cannot happen. Thus there exists a
constant c, such that
lim s2 > c > 0 , IIV - VJ  > e .---  m —  G 1 0 1
Now
log(l + x) < x - (2b) x2 , -1 < x < b-1, b > 1 ,
so that
A
logO, ./A ) < (A ./A - 1) - 7s (A ./A - l)2m, j m — m,j m 2a m,j m
and
m  ^Z log A . - log A < - s2/(2a A ) .m,j m — m m
J
Since A^ is uniformly bounded above by a, the right hand side of the 
last expression is bounded above by -cf/(2a2) which we shall call a&.
Thus
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-1 v -lim sup [m L  log A. . - log A]  < a < 0 .
» l|V-V0 |[>e j m>J
However the bracketed expression is just R (V )  and we have established 
what we wish.
*The case where p p is not required to lie below 1 - 5 is now
examined and a subsequence of values of m is considered along which 
f^ m^ m approaches unity. If it can be shown that along such a subsequence
lim Q (V ) is strictly negative then a contradiction will have been m m
attained as before. We observe that Q (V) may be denoted as -log xm m
where
m'1 E A u |2/(n A ),/m
J J j m, J
and the £ are independent complex random variables having zero means
j
and unit variances. However x has exactly the same form as the xm m
given in the development for the case lim cr‘ 1 of §3.3. Thus the
proof that lim x is strictly greater than unity will follow in an m
analogous fashion if the variance of the A  ^. can be shown to be
m, J
strictly positive. The proof of this latter parallels that given for
2 *s^ and hence the condition P P < 1-5, 5 > 0, can now be imposed without 
cost.
It remains only to prove that m(v - v _) converges to zerom U
and. cr^  converges to cr^ . We first observe that
lim Qm(Vm) > Urn Qm(V0) = 0 .
However
limQ(v) = limR(V) < 0m m  m m —
and so
lim Q (V ) m m m
0 .
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It is evident from what has been proved before that this can only 
happen if
lim m  ^ tr{(ü - A ^(V ))2} *■ 0 m m (2.13)
where now we know that V converges to V . However, in the notationm U
given by (2.11) and (2.12) and for close to it is evident that
m 1 tr[(ß - A fi(V ))2) U m m
-1 t t _ _ _ *Z Z c. c. tr((T(w. ) -  A f(w.))(?(». ) - A *(w )) }_t „t J»o K J,o m j k,o m k
differs from
t r _ sinnrir(wi - w. n)Z lc. I2 (1 - Iw I) 4  + A2 - 2A ------- J ---- —
-t J ’ I m sin7T(Wj - WjjQ)
by a term which can be made arbitrarily small as approaches V^.
Since this expression must converge to zero both the limit superior and
limit inferior must go to zero and so it can be seen that A convergesm
to unity and m(w^ “ vk Q) converges to zero. This ensures that
m(v - vrt) converges to zero and also that c r 2 , which approaches a 2  A , m 0 m U r n
converges to cr2 . This completes the proof.
4.3 A Central Limit Theorem
The asymptotic normality of the estimates is established by
id .
the following theorem. Here we shall assume that = | |  e ,
1 < j < r, and that t is now a (3r + 2)-dimensional vector of the form
(o'2, Pq , |p| 1 , 0 1 , v')' with I p I and Q  having typical elements | p ^ | and 
0 respectively.
Theorem 4.2
Under the conditions of Theorem 4.1 D (t - t .) ism m  U
asymptotically normal with zero mean vector and covariance matrix I
1 1 1
where the typical element of I is given by
i • Jn"1 n"1 f r-1 dr. - lim -<D . D tr r ^—  F tjk m9j m,k V or. ox,J m x x j k
and D is diagonal with m in the first 2(r + 1) places on the main m 3
diagonal and m2 in the remaining r places.
Proof
t hAs in Theorem 3.2 we let dL/dr denote the vector whose i
component is dL/di^ where L is given by (2.1). Expanding dL/dr in a
Taylor series about t we havem
D'1 ^m or G(t ) d (t - Tn) m m m U
where t is a random vector such that IIt - t J| < ||t - t J| and the m 1 m O ' ~ 1 m 0"
typical element of G(t ) is given by
-1
G (t )Jk - D
D -i
m, i dr . St, m,k J k
The existence of t is established as for Lemma 3 of Jennrich (1969). m
To show that G(t ) converges to I it will be sufficient to m
prove the result for a particular element of G(t ) since the proof thatm
the remaining elements converge to their stated limits can be 
established in a similar fashion. Examining the diagonal element
corresponding to = v^  we see that this is
-3 I d2r_1 *-m tr i 21 (T - ww )dv
-3 f är'1 ör 
-  t r | > ,  öv,
m
_ • (3.1)
T
The second term of (3.1) converges to the appropriate element of I and 
to show this we consider
•3 1 dft n-1m tr I si u -3 „ &L- o'1_ - m tr I
T x 1 1m
. (3.2)
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Here
dv
r- = z
1 jfl L
=0
p/ ,  I t  (*(v , - V i  + p , p j | r c * ( v 1 - v  )*}
1 1
and, as indicated in the proof of Theorem 3.2,
d ^ ( v i - V j )
dv -sign(v^ - Vj) U(v^ - v ) U' - i2ir T(v^ - v ) D
with U(0) as for Lemma 3.1, U = U(0), and D is diagonal with j entry 
j - [i(m-l)] - 1. Since
äf(v1 - Vj)
ov. < ||U(V] - v ) U' | + 2 IT||f(V) - v.) D|
<  (TT +  1 ) m
it is clear that
<3ß
dv < /Cm
for some suitable constant k . To simplify the notation the subscript
T will denote that the implied expression is to be evaluated at t andm
so [c)ß/dv ]~ will be equivalent to dß /dv . Now (3.2) is given by I 0 I I
T dv 0 dv^  J T dvj
„ . / dßm . dßrt \ , dßrt
+ m' t r i ( a T 5JT - O' 5 ^
and the first term of the above may, for example, be written as
_ , dß
m tr (ß. - ßm) ß ' "n—  ß_ —  ß.iv 0 Ty T dv] T dv1 0
-3+ m tr
dß dn v dß
X ß_ 1 ß”
(3.3)
dv^ dv^ J  T dv^ 0
Considering the first expression of (3.3) we observe that this is
dominated by
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- 9 - 1 1 _ 1 _ 1 f^t _ 1
m“ (m" tr(% ’ S)2}2 HfiT b ^ ~ ÜT I
<  *2 I l l ' l l 2 l l ü ö ' l l  t m ’ ’  t r ( s l o  •  V 2 ] *
^ "J
and, since P P  < 1 , ]|ft_ I I 2  is bounded above and so this latter term m m  I
converges to zero by virtue of (2.13)« The second term of (3.3) is 
dominated by
m'3 tr afiI  äf i0 \ 2l J -1 ||0-1 SnT 0-1m US ST %c)v^ öv^ 1
< K' Z
L
=0
-3, \(- SV V1 - vj> - 5V v1 - vj)m tr i P.mP,m ----%------- - p.rtp.jTM1T äv Jj(TlO öv
X ( P1TPjT
_ d^CVj - v^) _ ÖT0(Vi - Vj)
dv. P10Pj0 dv.
< K ’ E |P,TP1T - P,„P,J m-1jT IT j(T10 5V vi ~ V
+  K ^  lpj0^p10^  ^ V1T * vjT^  ” U v^10 ‘ vj0^'
X (U(v1T - vjT) - U(v10 - v.0))}
+  2TTK' £ |Pj0l|P,0 l [m'3 tr((f(v1 T -v.T) -*(v1 0 -vj0))
x d 8<*<v it - V * -T(yio - V *))]" (3.4)
where
<' = 2 k Hfi'1! Ufl-’n .
Now the second last term of (3.4) is bounded above by
m 2 [2k 1 Z Ip I|p10I)
j*1 JU u
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whereas the last term is not greater than
!pjoi ^lO1 [m’’ t r [ W v lT - VjT> - T(v10 - vj0)) 
j rl
x (^(V1T " vjT) *(vio ■ vj0)* )))5
Since t converges to and m(v - v_) converges to zero it is clear m U m 0
that (3.4) converges to zero as required.
We now examine the first expression in (3.1) and note that 
this can be written as
-3 I ä2r 1
m tr  ^ (ro" r)
where
-3 * ^ r ' 1 -3 , /„ 32r'+ » - m tr I r -£ps
1 Tm
(3.5)
a2r-l
öv2 2 r
-i ar „-] ar „-1 „-1 a2r
öv^ dv r * - r öv2
with
öfr
ÖV2 r2 Z
j*1
P .P- a2 (¥(v. - V ;)} + P o. |~2 {^(v. - V ) )a v2 l i v v i v j T  a v f L I V V i v j
and
\2-a2'f(v1-vj)
i27T sign(Vj - v^) {D U(v-j - v^) U1 + U(v^ - v^) U' D]
- 47r2 ¥(v - v.) D2 . 
1 J
Observing that
< 4tt ||d | IIu (V] - V.) u' | + 47T2 ||'f(v1 - V.) d 2|
< 2m27T + m27T2
« ( v r V j )
av2
it is evident that the first term of (3.5) is bounded above by
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tr r - r -2
-1ö2r,i
öv2
and this converges to zero as a result of (2.13). The last expression 
in (3.5) converges almost surely to zero and so we have established the 
first part of this proof.
It remains to be shown that D-1 dL is asymptoticallym Öt
normal with zero mean vector and covariance matrix I. Putting 
-1 "V2D '. = m where 5 is one or three depending on the element chosenm, l l
we consider the linear combination
3r+2E
i=1
a. m
3r+2E a. m 
i=1 1
' 6 i / 2  ä L _
d t  .
1 T o
-V2 r* 1 ^ r o p-1 f  -1 oI0
r r o 577 r o w  - tr j V O  ÖT.
E n (III2 - i)
j=i ,J J
where the | are independent complex random variables each having zero
mean and unit variance and the p. . represent the eigenvalues of
m? J
3r+2E
i = 1
- B./2 dr.i' r ~ 2 __0 r“i
a i m r0 dr. f0l
Since 2||^|2 is just a chi-square random variable with two degrees of
freedom it is evident that the characteristic function of z is justm
exp E {log(1 - in .t) + in .t)
_ i
Noting that ||T | is 0(m 2) we may expand out the logarithmic term in
the above and obtain
exp ,2 *-2 i n  /  ~ -  2- I E n2 ,t2 + o(m 2)
j-i m ’j
However
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mZ n2 .
j=l m’J
which converges to
V V '(5i+sj)/2 / , Sro 5r0L \ aiaj m tr lro 57: ro 55“
1 J X 1 J
-1 ÖLas required. Thus Dn m ox
Z a.a. I..
i,j 1 J 1J
is asymptotically normal with covariance
matrix I which in turn implies that D (t - t ~) approaches a multi-m m 0
variate normal distribution with zero mean vector and covariance matrix 
I . This completes the proof.
The elements of I do not admit to much simplification and 
indeed the only notable exceptions are the first diagonal element which 
is dg and the elements whose normalising factor is m^ and these have 
value zero. To see the latter we consider, for example,
-2 / -1 dn -1 dQm tr ( ~ -dv. de.i
and note that this is just the sum of terms of the type
-2m tr [PjP-j (sign(v1 - v ^ ) u(v  ^” vj^  U'+ i27r " vj )
X H [Pc Ph ¥(v - v ))]
i l l  l i
where the s^,t^ are integers and each of these terms given above is 
multiplied by some appropriate constant factor. With reference to the 
discussion resulting from (2.4) it is clear that we need only examine 
an expression such as
-2 -2sign(vn - v.) U' $ A(v) U(v_ - v .) + i2ir m tr($ A(v) D) (3.6) 
1 J 1 J ~~
where $ denote the appropriate H matrices in the sense of Lemma 3.1 
and
Z (v - v ) ,. t. s.1 1  1 V +  v - V.1 JV
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The f i r s t  t erm  o f  ( 3 . 6 )  i s  0(m ^ ) w hereas  t h e  second t e r m  c o n v e rg e s  t o  
z e r o  f o r  a l l  v s i n c e
-2 J d f  y  i27Tj0 
"   ^ e
i s  a l s o  0(m ^ )
On a l e s s  r i g o r o u s  b a s i s  we o b s e r v e  t h a t  i f  t h e  v^ a r e  so
s m a l l  t h a t
®( v k - v )
f  1 -max( 0, v -v  .)  *
J u(e) u(e) de
- m i n (0 ,v ,  - v .)
k J
u(e) u(e) de
t h e n  - Vj)  may be a p p ro x im a te d  by A(v^  - v ^ ) .  s i t u a t i o n  T
i s  d i a g o n a l  w i t h  t y p i c a l  e n t r y
cr  ^ i 1 + Z p . p, e
i27rt (v  . - v  ) 
J k
j^k
=0
J k er2 I h(27Tt) I 2 , - |m < t  < [ |m ] ,
and so t h e  m a t r i x  I  now has  e l e m e n t s  g i v e n  by
jV = liram D_1 • D" V  ^m, j  m, k
(o-2 |h(27Tt) I2 ) (d2 |h(2TTt) I2 )
k
ex4 I h(2'Trt) I
-1T h i s  th row s  a l i t t l e  more l i g h t  on t h e  s t r u c t u r e  o f  I  and hence  I 
The above i n f o r m a t i o n  m a t r i x  would s e r v e ,  no d o u b t ,  a s  a good app ro x im a ­
t i o n  i n  t h i s  n o t  u n i m p o r t a n t  c a s e  where t h e  v^ a r e  a l l  s m a l l  y e t  s t i l l  
a b l e  t o  c a u s e  d i s c e r n i b l e  v a r i a t i o n  i n  t h e  s p e c t r a l  d e n s i t y  o v e r  t h e  
na r row band i n  q u e s t i o n .
4 . 4  Some Num erica l  S t u d i e s
The p rob lem  o f  o b t a i n i n g  t h e  maximum l i k e l i h o o d  e s t i m a t e s  i n  
a p r a c t i c a l  s i t u a t i o n  i s  now d i s c u s s e d  w i t h  r e f e r e n c e  t o  c e r t a i n
computer  s i m u l a t i o n s .  From t h e  deve lo pm en t  g i v e n  i n  §4.2 i t  can be 
s e en  t h a t  m ax im is in g  ( 2 . 1 )  i s  e q u i v a l e n t  t o  m in i m i s in g
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L = logcr2 + m log  d e t ( ß ) ( 4 . 1 )
where
-1 * - i
cr = m w ß w . ( 4 . 2 )
Thus t h e  e q u a t i o n s  t h a t  must be s o l v e d  t o  d e t e r m i n e  t h e  minimum o f  
( 4 . 1 )  axe  g iv e n  by
-1 * n -1 dß 0 - l  . 2 -1 / n - l  öfl \  . .  . .m w ß ß w/cr - m t r  (^ß J  = 0 ( 4 . 3 )
f o r  2 < i  < 3 r+2 .  The o p t i m i s i n g  v a l u e  f o r  <x2 w i l l  be g i v e n  by ( 4 . 2 )
e v a l u a t e d  a t  t h e  r e s u l t i n g  t , 2 < i  < 3 r+2 .  We ha ve ,  f o r  c o n v e n ie n c e ,
o m i t t e d  t h e  s u b s c r i p t  m on t . The p r i n c i p a l  method u sed  t o  o b t a i n  t h em
s o l u t i o n  o f  ( 4 . 3 )  was t h e  one o f  s c o r i n g  as  d e t a i l e d  i n  Rao (1 9 6 5 ) ,  
C h a p te r  5. Hence we choose  t o  i t e r a t e  s u c c e s s i v e l y  as
~(k+l  ) » •1
: ( k ) - I  dL_
j  >- i J  äTj
-  Z  ^1 :(k) ’ 2 < i , j  <  3r+2 ,
where  ' d e n o t e s  t h e  k C'  ^ i t e r a t e  o f  t . andi  l
~ "1 „ / 0 - l  'd £ _  0 “ 1 öß
h i  = ra t r  V a-. . fl ÖT
- i  _ f n - 1  dnm t r  1 ß H  (  -1 ciß m t r  ii ^
i  ~" j  7 L x “ “i  / J  L \  "j
T h i s  method d i f f e r s  f rom t h e  s t a n d a r d  Newton-Raphson p r o c e d u r e  i n  t h a t  
t h e  m a t r i x  o f  second  d e r i v a t i v e s  o f  L which  has  t y p i c a l  e lem en t
d2 L
chu 2 < i , j  < 3r+2
i s  a p p ro x im a te d  by
(k)
f a2 z  1 <v»
l  S  axj i - 0 0  ~  I i j : (k)
s u f f i c i e n t l y  c l o s e  t o  t ^.  I n  t h i s  s e n s e  t h e  p r o c e d u r e  has  t h ef o r  t
d i s a d v a n t a g e  t h a t ,  i f  t h e  d a t a  i s  s u f f i c i e n t l y  b a d ly  behaved ,  I
i j ,(k)
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may differ significantly from the actual matrix of second derivatives
/S  (  It )even at T = T . Moreover, the number of iterations required to 
obtain satisfactory convergence is often greater than the corresponding 
number for the Newton-Raphson procedure. However the main advantage of 
the scoring technique in this situation is the relative ease of 
computation of the matrix I.
Regardless of the procedure chosen one must have some 
mechanism for determining a first estimate of t . Considering Lemma 3.4
and, in particular, (3.5.9) and (3.5.10) it is observed that we may
- 1 *  _ ] k k k
approximate m w ¥(v) w by m w A(v) T J T w which can bem
written as
m  ^E |(t) |(t + mv)
t
where the summation is over those t such that
max(1, -[mv]) < t < min(m, [m(l-v)])
and
6(t)
_i [|m]
i 2 E w(0. ) exp(-i27rtct./m) .
-[4(m-1)]
- ] k k
In this situation m w ¥(v) w has expectation
m ] tr(ftQ ^(v) ) = ao m 1 tr^ v) )
(4.4)
L — -1
+ oE E p . p m tr(¥(v - v. ) if(v) ) 
0 j^ k J° k° k° J°
(4.5)
and this converges to
1 oE p . p (1N 0 jo ko v
o 
ro (v = 0)
1V, - v. 1)ko jo" (V = VkO VjQ, j 4 k, 0 < j, k < r)
0 (otherwise)
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Thus ,  f o r  v > 0, we a r e  l e d  t o  d e t e r m i n e  t h e  | r ( r  + 1) + 1  p r i n c i p a l  
maxima, o f  t h e  f u n c t i o n
c ( v ) (m(1 - v ) )
-1 [ m ( l - v ) ]  _________
Z | ( t )  | ( t +  mv)
t  = 1
( 4 . 6 )
s i n c e  c ( 0 )  g i v e s  an e s t i m a t e  o f  a2 and c ( v  - v . ) / c ( 0 ) ,  k > j ,  g i v e s  an
k J
e s t i m a t e  o f  P.P„ where  v, - v .  d e n o t e s  a p o i n t  a t  wh ich  one o f  t h eJ k  k j
maxima o c c u r s .  The se  r e s u l t i n g  e s t i m a t e s  can be d i s e n t a n g l e d  by t h e  
i d e n t i f i c a t i o n  p r o c e s s  d e s c r i b e d  i n  §4.1 t o  g i v e  t h e  r e q u i r e d  e s t i m a t e s .
i t
We n o t e  t h a t  t h e  a p p r o x i m a t i o n  o f  0 ( v )  by T T g i v e n  by Lemma 3 . 4  i s  
e s s e n t i a l l y  t h e  same as  r e p l a c i n g
r 1-m a x ( 0 ,v )
®(v)
“m i n ( 0 3 v)
u(e)  u(e)  de
by t h e  a p p r o x i m a t i n g  sum
_ min(m, [m(1 - v )  ] )  *
m Z U (t /m )  U( t /m )
t= m a x(1 , -  [mv])
Thus a m o d i f i c a t i o n  o f  t h e  above  may be c o n s i d e r e d  where  $ ( v )  i s  
r e p l a c e d  by
, min(M,[M(1 - v ) ])  *
M Z U(t/M) U(t /M)
t= m a x (1 , - [Mv])
»1 it it
f o r  some p o s i t i v e  i n t e g e r  M. Now m w T (v )  w may be  a p p ro x im a te d  by
- Im Z | ( t )  | ( t  + Mv)
where  t h e  summation i s  o v e r  t h o s e  t  such t h a t
m ax(19 ~[Mv]) < t  ^  min(M, [M(1 - v ) ] )
and
-I rim]
f ( t )  = M 2 Z w(e, ) exp("i27Tkt/M) . ( 4 . 7 )
“ [Km-1 ) ]  k
Hence, i n  p l a c e  o f  c ( v ) 9 one  m igh t  c o n s i d e r  t h e  v a r i o u s  maxima o f
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[M(1- v ) ] _— ------------
c ( v )  = (m(l - v ) )  Z f ( t )  | ( t  + Mv) . ( 4 . 8 )
t=1
The v i r t u e  o f  t h e s e  f i r s t  e s t i m a t i o n  methods i s  t h a t  one may u se  t h e  
f a s t  F o u r i e r  t r a n s f o r m  p r o c e d u r e  t o  e f f e c t  t h e  backwards  t r a n s f o r m a t i o n  
o f  t h e  t y p e  ( 4 . 7 )  and t h e n  e s t i m a t e s  can  be o b t a i n e d  i n  t h e  manner
d e t a i l e d  above .  T h i s  can  be done f o r  any p a r t i c u l a r  M and so
_ i :k *
m w T ( v)  w may be c o n v e n i e n t l y  c a l c u l a t e d  f o r  v a l u e s  o f  v o f  t h e  
form j /M. The r e s u l t i n g  c ( j / M )  would t h e n  be scanned  f o r  t h e  a p p r o p ­
r i a t e  maxima. The b a s i c  l i m i t i n g  f a c t o r  on t h e  s i z e  o f  M c h o s e n  i s ,  i n  
t e rm s  o f  c o m p u t a t i o n ,  t h e  c a l c u l a t i o n  o f  t h e  c ( j / M )  from t h e  | ( t ) .  
However one would p r o b a b l y  n o t  need t o  c o n s i d e r  a l l  v a l u e s  o f  t h e  t y p e  
j /M s i n c e  an e x p e r i m e n t e r  would no doub t  have some i d e a  o f  t h e  s i z e  o f  
l a g  t h a t  he i s  h o p in g  t o  model  and ,  f o r  example ,  might  o n l y  need c o n ­
s i d e r  t h o s e  j /M l e s s  t h a n  0 .2 5 .  We a l s o  n o t e  t h a t  s i n c e  t h e  t r a n s f o r m ­
a t i o n  from t h e  w (0 , ) t o  t h e  | ( t )  i s  o f  r a n k  m, we a r e  s t i l l  e s s e n t i a l l y
K.
d e a l i n g  w i t h  m s t a t i s t i c s  and,  i n  t h i s  s e n s e ,  t h e  l a s t  method does  no t
y i e l d  any s i g n i f i c a n t  improvement  o v e r  t h e  former method i m p l i e d  by
( 4 . 6 ) .  However ,  i n  t e rm s  o f  t h e  m i n i m i s a t i o n  p rob lem ,  t h e  t r a n s f o r m a -
- ] -k *
t i o n  w i t h  M > m p r o v i d e s  a u s e f u l  method f o r  e v a l u a t i n g  m w T ( v )  w 
a t  t h e  p o i n t s  j /M.
We i l l u s t r a t e  t h e  above w i t h  r e f e r e n c e  t o  t h e  s i m p l e  echo 
s i t u a t i o n  g i v e n  by
x ( n )  = s ( n )  + a  s ( n  - N ' ) + e ( n )  ( 4 . 9 )
where  s ( n )  and e ( n )  a r e  i n c o h e r e n t  w i t h  z e ro  means and t h e  u n i fo r m  
s p e c t r a  g i v e n  by 5 .0  and 0 . 5  r e s p e c t i v e l y .  The c o n s t a n t  a  was chosen  
t o  be 0 . 4  and t h e  r e c o r d  l e n g t h  c o n s i s t e d  o f  1024 t im e  p o i n t s  w i t h  t h e  
band o f  f r e q u e n c i e s  i n  q u e s t i o n  c e n t r e d  a t  tt/ 4. T h i s  l a t t e r  c o n t a i n e d  
25 fu n d am e n ta l  f r e q u e n c i e s .  Thus t h e  s p e c t ru m  o f  t h e  x ( n )  s e r i e s  i s
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g i v e n  by
f ( A )  = 5 + 0 . 4
iN' A, 2
e + 0 . 5
w h ich  i m p l i e s ,  i n  terms o f  our m odel ,  t h a t  t h e  a p p r o p r i a t e  T m a t r i x  i s  
g i v e n  by
i 0 o i 0 o *
CT0 { I m + P0 ( e  * (V  + 6 'r ( v 0 ) )}
w her e cr2 = 6 . 3 ,  = 0 . 3 1 8 ,  0^ = - N ' tt/ 4 and v Q = N ' / 1 0 2 4 .  T h i s  i s
c o n s i s t e n t  w i t h  t h e  t y p e  o f  s i t u a t i o n  t h a t  we hope t o  model  i n  t h a t ,  
o v e r  t h e  narrow band, t h e  echoed  s i g n a l  i s  o f  h i g h  i n t e n s i t y  r e l a t i v e  
t o  t h e  n o i s e .
We f i r s t  examine  a c a s e  where v^ = 0 . 1 2 5  w hich  r e p r e s e n t s  a 
m o d e r a t e l y  l a r g e  l a g  o f  128 t im e  p o i n t s .  Hence,  i t  can be s e e n  t h a t  0^ 
i s  z e r o  s i n c e  t h i s  param eter  i s  measured mod(27T). The f i r s t  e s t i m a t i o n  
p r o c e d u r e  r e p r e s e n t e d  by ( 4 . 4 )  and ( 4 . 6 )  was used  and t h i s  to o k  l e s s  
t h a n  two s e c o n d s  t o  g i v e  t h e  f o l l o w i n g  f i r s t  e s t i m a t e s ;  namely  
cr2 = 6 . 4 9 ,  P = 0 . 2 9 ,  0 = - 0 . 6  and v = 0 . 1 2 .  I t e r a t i n g  on t h e s e  v a l u e s  
f u r t h e r  r e f i n e d  them t o  y i e l d  t h e  r e s u l t s  l i s t e d  below where t h e  95% 
c o n f i d e n c e  i n t e r v a l s  q u o t ed  w ere  c a l c u l a t e d  u s i n g  I   ^ e v a l u a t e d  a t  t h e  
t r u e  parameter  p o i n t .  Each i t e r a t i o n  t o o k  a p p r o x i m a t e l y  10 s e c o n d s  and 
8 i t e r a t i o n s  were  r e q u i r e d  t o  o b t a i n  a c c u r a c y  t o  t h r e e  d e c im a l  p l a c e s .  
The f i n a l  e s t i m a t e s  and t h e  v a r i o u s  95% c o n f i d e n c e  i n t e r v a l s  were
a 2 = 6 . 7 7  , 4 . 0 2 <
C\j o
 
b
< 9 . 5 2
A
P = 0 . 3 0  , 0 .11 < po <
0 . 4 9
A
0 = - 0 . 5 9  , - 1 . 4 0 < e o < 0 .2 2
V = 0 . 1 3 7  , 0 . 1 1 8 < v o < 0 .1 5 7
We now c o n s i d e r  t h e  same model  g i v e n  by ( 4 . 9 )  and examine t h e  
two s i t u a t i o n s  where v^ = 0 . 0 6 2 5  and v^ = 0 . 0 3 1 2 5 .  The former
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r e p r e s e n t s  a l a g  o f  m o d era te  s i z e  w hereas  t h e  l a t t e r  i s  s m a l l .  The 
p a r a m e t e r  0^ i s  z e r o  i n  bo th  o f  t h e  c a s e s  under  s t u d y  and t h e  r e s u l t s  
a b o u t  t o  be q u o t e d  w ere  based  on 20 i n d e p e n d e n t  r e a l i s a t i o n s  o f  each o f  
t h e  model s  c o n c e r n e d .  The f i r s t  e s t i m a t i o n  method d e s c r i b e d  i n  t h e  
p r e v i o u s  example was u sed  i n  t h e  = 0 .0625  s i t u a t i o n  and t h i s  gave 
good r e s u l t s .  A ga in ,  t h e  t im e  t a k e n  t o  a c c o m p l i s h  t h i s  was i n v a r i a b l y  
l e s s  t h a n  two s e c o n d s .  For t h e  v^ = 0 .03125  c a s e  t h e  p r o c e d u r e
i n d i c a t e d  by ( 4 . 7 )  and ( 4 . 8 )  was u sed  w i t h  M s e t  a t  256.  However i t
~
was found  t h a t  when c ( v ) ,  o r  e q u i v a l e n t l y  m w T(v )  w, was scanned  
f o r  v a l u e s  o f  v l e s s  t h a n  1/m, a p rob lem  a r o s e  i n  t h a t  i t  became 
d i f f i c u l t  t o  d i s t i n g u i s h  t h e  s u b s i d i a r y  peak due t o  v^ < 1/m from t h e  
main peak  a t  v = 0. With  r e f e r e n c e  t o  ( 4 . 5 )  i t  can  be s e e n  t h a t  t h e  
main peak  has  t h e  form c r^ m O  - v ) )  t r { T ( v )  ) and t h i s  w i l l  be t h e  
dom in an t  t erm o f  c ( v )  i f  Pq i s  s m a l l  compared t o  u n i t y  and v < 1/m. 
Hence,  one way a ro u n d  t h i s  i s  t o  c o n s i d e r ,  i n  p l a c e  o f  c ( v ) ,  t h e  
m o d i f i e d  s t a t i s t i c
c ( v )  - c ( 0 )  (m( 1 - v ) )  1 t r { T ( v )  }
s i n c e  t h i s  e f f e c t i v e l y  removes t h e  peak a t  t h e  o r i g i n .  T h i s  method was 
a d o p te d  and i t  t o o k  a p p r o x i m a t e l y  5 .5  seconds  t o  s c an  t h i s  f u n c t i o n  
ove r  t h e  v a l u e s  j / 2 5 6 ,  1 < j  < 32.  The r e s u l t i n g  f i r s t  e s t i m a t e s  were 
r e a s o n a b l e  i n  a l l  c a s e s .  I t  i s  n o t e d ,  by way o f  com pa r i son ,  t h a t  i t  
t o o k  n e a r l y  24 s e c o n d s  t o  e v a l u a t e  t h e  f u n c t i o n
m 1 w T ( v )  w - (m  ^ w w) {(m(l - v ) )   ^ t r ( T ( v )  )}
a t  t h e  p o i n t s  j / 1 0 0 ,  1 < j  < 1 2 .  The t i m e s  r e l a t i n g  t o  t h e  i t e r a t i o n  
p r o c e d u r e  a r e  t h e  same as  t h o s e  q u o te d  f o r  t h e  c a s e  where  v^ = 0 .125 .  
However,  f o r  v^ = 0 .0 3 1 2 5 ,  t h e  s c o r i n g  t e c h n i q u e  f a i l e d  to  c onve rge  i n  
7 o u t  o f  t h e  20 o c c a s i o n s .  T h i s  was due ,  no d o u b t ,  t o  t h e  o c c u r r e n c e
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of significant differences between I and the matrix of second deriva­
tives. These seven cases were treated with an I.B.M. subroutine based 
on the minimisation method of Fletcher and Powell (1963). This 
procedure took, in each case, approximately two minutes to give the 
results to the required accuracy.
The displayed tables list the results obtained for each set 
of simulations. The rows in these tables have precisely the same 
interpretation as the rows of Tables 1 to 10. (See §3.5 and, in 
particular, (3.5.14).) The critical values for the z, t and x2 
statistics are given by (3.5.15). In the case where v^ = 0.0625 it is 
evident that the sample standard deviations, although erratic, do not 
differ significantly from their theoretical values. The z and t 
statistics for this table are again not significant except for those 
corresponding to p which are just significant at the 5°]o level. In 
Table 13 the X2 statistic clearly indicates that the standard 
deviations differ significantly from their postulated values. Taking 
the sample standard deviations as being more representative of the 
population standard deviations it can be seen, in this case, that the t 
statistics are not significant except for the one corresponding to a 2 . 
In general, the estimation procedure is considerably less effective in 
the case of the smaller v^. If the procedure indicated by (4.6) is 
representative of the actual maximum likelihood procedure then one 
would expect poor estimation to result if v^ is large and also if v^ is 
quite small. The first extreme follows in that p, 6 and v will be 
determined from c(v) which summarises information from [m(1 - v)] 
statistics whereas the latter extreme comes about because it will 
become increasingly difficult to disentangle c(v) from c(0) if v is 
small. Indeed, this latter was the reason that c(v) had to be modified 
in the way described previously. These observations are also
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TABLE 12
v Q = 0.0625 c r2 P 6 V
X 6.751 0 .362 0.143 0.0609
s 1.418 0.069 0.317 0.0089
X
cr 1 . 508 0 .095 0.357 0.0072
X
z 1.336 2. 107 1.796 0.9709
t 1.421 2.916 2.021 0 .7775
X2
_
16.788 9 .9 1 4 15 .004 29.6291
TABLE 13
v Q = 0.03125 c r2 P G V
X 7 .639 0 .3 5 0 -0 .1 0 8 0 .0530
s 2 .1 8 3 0.082 0.541 0 .0624
X
cr 5 .7 3 0 0.611 0 .380 0.0351
X
z 1 .045 0.237 1.277 2.7661
t 2 .743 1.771 0.896 1.5565
X2 2 .757 0 .3 4 0 38 .6 0 4 60 .0080
i n t u i t i v e l y  obv io u s i n  t h a t  i f a t im e  s e r i e s o f  f i n i t e l e n g t h  i s
c o r r e l a t e d  w i t h  a l a g g e d  form o f  t h e  same s e r i e s  t h e n  echo d e t e c t i o n
w i l l  be d i f f i c u l t  i f  t h e  s i g n a l  and echo a r e  f a r  a p a r t  and w i l l  be 
v i r t u a l l y  i m p o s s i b l e  i f  t h e y  a r e  v e r y  c l o s e  t o g e t h e r .  I t  a p p e a r s  t h e n ,  
f rom t h e  r e s u l t s  g i v e n ,  t h a t  f o r  v^ < 1/m t h e  e s t i m a t i o n  problem 
becomes ve ry  d i f f i c u l t .  However,  i n  t h e  l i g h t  o f  t h i s  d i f f i c u l t y ,  t h e  
t  c r i t e r i o n  o f  T a b l e  13 g i v e s  p a r t i a l l y  a c c e p t a b l e  r e s u l t s .
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CHAPTER 5
THE ESTIMATION OF A SIGNAL'S CHARACTERISTICS 
USING AN ARRAY OF RECORDERS
5«1 Introduction
A vector generalisation of the type of model discussed in the
preceding chapters is now examined. It is assumed as before that the
situation is such that any spectral analysis must be confined to some
narrow band of frequencies centred about a chosen frequency. Thus, if
t hx(t) is the p-dimensional vector whose j component is the measurement
t hat time point t of the j recorder, then 
x(t) = (1 .1 )Z A. s(t - t .) + e(t) , t = 0 ,
j=0 J J
where the A. are p X q matrices and the q-dimensional vector s(t) 
represents the original signal. The noise inherent in the system is 
denoted by the p-dimensional vector e(t) which is assumed to be 
incoherent with s(t) and the t^  represent the appropriate lags. This 
type of model includes the particular circumstance where the vector 
signal is received by some spatial arrangement of recorders or antennae. 
This spatial arrangement could be three-dimensional but the more usual 
type of array would consist, perhaps, of a linear arrangement of 
recorders separated by certain specified distances or a two-dimensional 
array with a given coordinate structure. The study of such arrays has 
been extensively discussed by research workers in other fields such as 
seismology for example. (See Birtill and Whiteway (1965).) This has 
led to a number of methods of analysis of data originating from such 
arrays among which will be found the sum-squared response method and 
the delay-sum-correlate method. A detailed description of such methods
is presented in Birtill and Whiteway (1965).
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The procedures developed in this chapter will present a
statistical approach to this problem based on the theory given in the
preceding chapters. We shall call fx(A) the p X p spectral density
matrix of the x(t) series, f (A) the q X q spectral density matrix of
the s(t) series and f (A) the p X p spectral density matrix of the e(t)
series. As in §4.1 we assume that the A are complex and that the A ,
J j
tj are frequency dependent. Moreover, the A^(A), t^(A) together with
f (A) and f (A) are required to be smooth over the narrow band of m s e
frequencies in question that are centred about the chosen frequency A .
Thus the spectral density matrix f (A) may be described, near A , asX u
where
H(A) fs(A0) H(A) + fe(A0)
H(A) = Z A (A ) exp[it (A ) A} . 
j=0 J J
(1.2)
(1.3)
The tj(Ag) are now taken to be large enough to cause discernible 
variation in H(A) across the band. These assumptions are consistent 
with those required to enable an accurate measurement to be made with 
an interferometer and would be accomplished with such a device by 
ensuring, for example, that the antennae were spread over a long enough 
distance so that a small change, say, in the direction of a signal will 
result in an appreciable alteration in the phase differentials at the 
antennae. Thus the problem is closely bound up with the making of 
measurements by means of interference effects.
Sampling the x(t) process at unit time intervals and assuming 
that aliasing effects can be ignored we now take the t.(A^) to be of 
order N, the number of time points, and shall require, as before, that
lim {t (A_)/N}
N - 00 j 0'
Vj , I v J < 1  , j = 1 , . . . , r .
The constant exp{it^(A^) A^} is absorbed into A^(A^) and, assuming that
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t h e  c o n d i t i o n s  o f  Theorem 2.1 a r e  met ,  we se e  t h a t  t h e  v e c t o r  w which
h a s  w . ( 0  ) as  t h e  { ( j  - 1 )m + k + [ | (m  - 1)]  + 1 } ^  component  has  an 
J k
a s y m p t o t i c  d i s t r i b u t i o n  f u n c t i o n  g i v e n  by
7r d e t ( T  ^ ) exp(-w F w) ( 1 . 4 )
w i t h
r ■ <VV W  VV*>®,{,k - V + V V ® 1™ • (U5)
=0
The m a t r i x  T may be r e p a r a m e t e r i s e d  t o  a c c o r d  w i t h  t h e  t y p e  o f  model 
p o s t u l a t e d  and t h e  new p a r a m e t e r s  so chosen  must  be i n d i v i d u a l l y  d i s ­
t i n g u i s h a b l e  i n  o r d e r  t h a t  t h e y  may be c o r r e c t l y  i d e n t i f i e d  as  i n  t h e  
c a s e  d e s c r i b e d  i n  C h a p t e r  4.
We p r o c e e d  by t h e  method o f  maximum l i k e l i h o o d  and hence  
( 1 . 4 )  i s  now maximised w i t h  r e s p e c t  to  t h e  p a r a m e t e r s  i n  F so t h a t  t h e  
maximum l i k e l i h o o d  e s t i m a t e s  o f  t h e  t r u e  v a l u e s  o f  t h e s e  p a r a m e t e r s  
migh t  be  a s c e r t a i n e d .  The e s t a b l i s h m e n t  o f  t h e  s t a t i s t i c a l  p r o p e r t i e s  
o f  t h e s e  e s t i m a t e s  p a r a l l e l s  t h e  deve lopm en t  g i v e n  i n  t h e  p r o o f s  o f  
Theorems 4.1 and 4 . 2 .  I n d e e d ,  t h e  m a x i m i s a t i o n  o f  ( 1 . 4 )  i s  c l e a r l y  
e q u i v a l e n t  t o  m i n i m i s i n g
L = (exp ( (m p)  1 w F  1 w ) } / { d e t ( r  F ( 1 . 6 )
m U
where  L c o n v e rg e s  a l m o s t  s u r e l y  t o  e when F = F  . Hence, i f  i t  can  be 
m 0
shown t h a t
l im  L > e 
m
o u t s i d e  some a r b i t r a r i l y  s m a l l  c l o s e d  n e ig h b o u r h o o d  c o n t a i n i n g  t h e  
v e c t o r  o f  t r u e  p a r a m e t e r  v a l u e s  t h e n  t h e  r e s u l t  w i l l  f o l l o w  from t h e  
deve lopm ent  g i v e n  i n  t h e  p r o o f  o f  Theorem 4 . 1 .  However ( 1 . 6 )  has  t h e  
same form as  ( 3 . 3 . 7 )  and so t h e  p r o o f  f o r  t h i s  v e c t o r  c a s e  can  now be
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established in precisely the same way as the proof for the scalar case. 
Thus the results of Theorems 4.1 and 4.2 may be carried over to include 
the vector situation.
As a final note to this introductory section we observe that 
since we have effectively allowed m to increase it is evident that the 
basic condition for the application of this theory is the requirement
that
min {m t (AQ)/N)
1<j<r J
should cause discernible variation in the spectral density function 
over the narrow band of interest. This condition is once again of the 
type required in order to make an effective measurement with an inter­
ferometer. In the sections that follow we shall be concerned with 
certain special cases of this general vector model given by (1.1) with 
particular reference to the situation mentioned before where the 
various observations are received by an array of recorders or antennae.
5.2 The Estimation Problem
We consider now an array of (r + 1) recorders which receives 
lagged and attenuated forms of some common scalar signal together with 
noise. Thus, in terms of the formulation given by (1.1) we are 
requiring that q be unity and
x(t) = (s (t) , a1 s (t - tp, ..., a^ s (t - t^))' + e(t) (2.1)
assumptions described in §5.1 are once again applied here and, further­
more, we shall take e(t) as having components that are incoherent with
tilone another. This latter implies that f^(A) is diagonal with j
entry f .(A). Hence, putting J
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and
bj = a j ( V  e x p £ i t j (;V  V j
, l t r (A0 ) (A - A0 ) . ,h(A) = ( 1 ,  b 1 e , • • • ,  br e ) ,
( 1 . 2 )  becomes
h ( A )  h ( A )  f  (A ) + f  (A ) s U e 0
O m i t t i n g  t h e  argument  v a r i a b l e  A^ s i n c e  t h i s  i s  h e l d  f i x e d  i t  i s  now
e v i d e n t  t h a t  T h a s  t y p i c a l  s u b - m a t r i x
f  b .b ¥ ( v  - v .)s j  k k j
f o r  j A k and ( 2 . 2 )
( f  | b . I 2 + f  . )  I  
s J e , j  m
f o r  j = k where  0 <  j , k  < r .
L e t  t h e  f i g u r e  d e s c r i b e d  below d e p i c t  a g e n e r a l  two-
d i m e n s i o n a l  a r r a y  and l e t  t h e  v e l o c i t y  o f  t h e  s i g n a l  be V w i t h  t h e  j
r e c o r d e r  l o c a t e d  a t  t h e  p o i n t  P which  h a s  p o l a r  c o o r d i n a t e s  ( r ^ e ^ ) .
R e l a t i n g  t h e  v a r i o u s  l e a d s  and l a g s  t o  t h e  a r b i t r a r y  o r i g i n  a t  0 we
t  ho b s e r v e  t h a t ,  r e l a t i v e  t o  t h i s  p o i n t ,  t h e  j r e c o r d e r  has  a l a g  o f
t . = ( r  . co s (b  - G . )} /V .
J J J
For c o n v e n ie n c e ,  we now 
s e l e c t  t h e  o r i g i n  o f  t h e  
r e f e r e n c e  frame t o  be 
r e l o c a t e d  a t  t h a t  
p a r t i c u l a r  r e c o r d e r  which  
h a s  t h e  minimum l a g  and 
r e l a b e l  t h e  o t h e r s  so t h a t  v^
N o t in g  t h a t  - v \ )  c a n  be w r i t t e n  as
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A(v ) Q(vj’vk) A(vk) (2.3)
where the typical element of Q(v.,v ) is given byJ k
/ 1 / i2TT(s-t)0
! q v^j,vk;0  ^ e ' d Q  , -|m < s,t < [£m]
with
q(Vj,Vk;0>
f 0 [min(1~vj,1-vk> < G < max(1-v ,1-vR)}
1 {otherwise}
we can reparameterise T to yield
*A Q A (2.4)
Here A is diagonal with A(v ) as the (j + 1)*"^  sub-matrix along the 
main diagonal and Q has typical sub-matrix
7£jfk ajk exp(iV  «vV
for j 4 k and
f. I J m
for j = k. Also, for 0 < j,k < r,
CTjk ■ fs 'bjl |bk1/7V k I jkj
öjk = arctan{5(b bfe)M(b bk)} = -0 (2.5)
and
f . = f |b. |2 + f . .J s J 1 e,j
As for Theorem 3.1, we shall require f._ > 0, cr n < 1, 0 < j,k < r,J u jk, U
and v .q < 1, 1 < j < r, where the zero subscript indicates the true 
parameter value. Moreover we shall consider maximising the likelihood
for values of cr., , 0 < j,k < r, such that 0 < cr.. < 1-5 for some smalljk — “ ~ jk —
5 > 0 since, as in Theorem 3.1, it can be shown that this requirement
is unrestrictive.
132
The l o g a r i t h m  o f  t h e  l i k e l i h o o d  g i v e n  by ( 1 . 4 )  w i t h  F as  
i n d i c a t e d  above can  be w r i t t e n  as
- l o g  d e t (Q )  - w A Q A w  ( 2 . 6 )
a p a r t  f rom a c o n s t a n t  f a c t o r .  Us ing  s i m i l a r  methods t o  t h o s e  used i n  
C h a p t e r s  4 and 5 we s h a l l  e s t a b l i s h  an a s y m p t o t i c a l l y  e q u i v a l e n t  l o g -  
l i k e l i h o o d  to  t h a t  g i v e n  by ( 2 . 6 )  and ,  t o  t h a t  end,  we now prove  t h e  
f o l l o w i n g  g e n e r a l i s a t i o n  o f  Lemma 3 . 1 .
Lemma 5.1
Let  t h e  m a t r i c e s  H , j  = 1, . . . ,  q,  be g i v e n  by
G,(e)0u(e) u(e) de ( 2 . 7 )
w here  U(0) i s  as  f o r  Lemma 3.1 and t h e  G^(0)  a r e  n o n - c o n s t a n t  p X p
H e r m i t i a n  m a t r i x  f u n c t i o n s  g i v e n  by
t
G . ( e ) z  GkJ) W  ’ max HGkk=0 0 k k
( j )
w i t h
VV
1 (e e E )k
0 ( o t h e r w i s e )
and t h e  i n t e r v a l s  a r e  d i s j o i n t  w i t h
Ek = 1 0 l a k < 0 ^  V h  -l ’ U Ek = ( 0 , 1 ] *
k=0
Then
where
0(m logm)
H G ( 0 ) (x ) U ( 0 )  U(0)* d0
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and
t f q
G(e) = Z < n g
k=0 L j=l
q
= 11 G.(e)
j=i J
(j)
k xe(Ek)
Proof
where
The matrix H. can be described as 
J
H. = Z G^)®<D(E )
J k=0 k k
®(Ek) = J x0(Ek) u(e) U(e)'f de .
Hence
-1 tr j n H } = E t r ^ 0  tr[0(E ) .
L j=1 JJ k,,...,k X kl q / klk"! ’ * * ’ ’ k q  X  q
and the result of the lemma follows as a consequence of Lemma 3.1
In a similar fashion we also establish a generalisation of Lemma
Lemma 5.2
Let H be an Hermitian matrix of the form given by (2.7)
r i *
/ G(e) ®u(e) u(e) ae ,
J n
G(0) = Z G . * (EJ
j=0 j 0 j
and max ||G.|| = c < 00. Then, if R(z) = Z a, and Z |a | c^
j J k=l k k=l k
m  ^ tr{R(H) - H } = 0(m  ^ logm)K.
•• $(Ek )}
q
3.2.
with
< °°,
where
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HR R{G(e)} ®u(e) U(e)'f de .
Proof
This follows directly from Lemma 5.1 and the proof of
Lemma 3.2.
We now observe that Q can be written as
Q ■>vB(e) ®u(e) u(e) de ,
B(e) = A P ( e ) A
(2.8)
where P(0) and A have typical elements given for 0 < j,k < r by
and
Vs) r 1 (j = k)*- cr exp(i6.k> q(Vj,vk;S) (j + k)
(2.9)
(j = k)
(j / k) .
However P(e) can also be described equivalently as
E pjj=0 J
X (E )V j
where
Cell - v.+1 < e < 1 - v.} , vr+1 = i ,
and Pj has typical element
°jk exp(iv
(s = t)
(s,t < j; s,t > j); 0 < s,t < r . (2.10)
(otherwise)
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Hence P(0) is of the form required by Lemmas 5.1 and 5.2. Now, the 
negative of the log-likelihood given by (2.6) may, after normalisation 
by m, be written as
-1 -1 * * _ i
m log det(Q) + m w A Q A w .
However, from Lemma 5.2,
m  ^ log det(Q) = m  ^ tr(log Q}
converges uniformly to
log det(B(0)) d0 .
Moreover,
* * [ _ 1
w A XQ B_1(0) ® U ( 0 )  U(0)" d©j- A w
converges uniformly to zero, almost surely, and this follows from 
Lemmas 5.1 and 5.2 in an identical fashion to corresponding results 
given in the proof of Theorem 3.1. Thus we may replace the original 
likelihood by the asymptotically equivalent form
L = J log det (B(0)) d0 + m 1 w A B 1(0) (x)U(0) U(0) d0^ A  ^
Assuming that this reflects the true nature of the statistics w.(0, ),
J k
we are reduced to the minimisation of L with respect to the parameters
fj’ ^jk’ 0jk; 0 ^ j’k ^  r’ and vj’ 1 < J < r*
It is noted that
m  ^ w A {B \0)(X)U(0) U(0) ) A w
V  wkm 1 Z w. A( v .) B.^(0) U(0) U(0) A(v,J w.j,k J J J 
=0
tr[B"'(e) C(0))
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where  w^ i s  t h e  v e c t o r  c o n s i s t i n g  o f  t h e  ( j  + 1 )  s t r i n g  o f  m e l e m e n t s  
o f  w and
V e) = 5j(e+v.) ik(e + vk)
w i t h
1 . ( 0 )  = U Z ] w . ( 0  ) e " i27rt0
J k = - [ l ( m - 1 ) ]  J
( 2 . 11 )
Thus L c a n  now be w r i t t e n  as
r 1
L = / { t r ( B _1(0 )  C(0 ) )  + l o g  d e t ( B ( 0 ) ) }  d0
J 0
Z ( t r ( B ^  C_.) + (Vj+1 - v_.) log  d e t ( B ^ ) }
( 2 . 12 )
where
1-v
C. = J C(0)  d0 , B. = AP.A .
J 0 1 -v  J J
j+1
When L i s  m in im is ed  w i t h  r e s p e c t  t o  cr , 0^k an<  ^ f j  t h e  f o l l o w i n g
e q u a t i o n s  r e s u l t :  
r 1 1
Bj k(e)  Bk j (6) de =  J ( b " ' ( e) c ( e )  Bk j (e )  de >
0 < j , k  < r  . ( 2 . 1 3 )
However,  n o t i n g  t h a t
q ( v r v s ; 0 )  q ( v k , v t ; 0 )  q (v_ . ,vk ;0 )  = q (v^ . ,v s ; 0 )  q ( v g , v t ; 0 )  cl ( v t ’ v k ^0)
and a l s o  t h a t
i m p l i e s
B~’ (e)
-1
E Bi ’ Wj=o J 0 J
Bj k(0)  = q ( V j , v k ;0)  Rj k(0)
f o r  some m a t r i x  f u n c t i o n  R ( 0 ) ,  i t  i s  e v i d e n t  t h a t  ( 2 . 1 3 )  may be
r e w r i t t e n  as
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(b' V )  c ( 0 ) b " ’ ( 9) - B " ' ( e ) }  de = o ( 2 . 14 )
wh e r e
C j k (0)  = q ( V j , v k ; e )  C (0)  .
W ith  r e f e r e n c e  t o  ( 2 . 1 3 )  wh ich  i m p l i e s  t h a t
( r  +  l ) “ 1 T t r ( B _ 1 ( 0 )  C (0 ) }  d0 = 1
i t  can be s e e n  t h a t  t h e  maximum l i k e l i h o o d  e s t i m a t e s  o f  t h e  v  ^ , w h ich  
wie s h a l l  c a l l  v . ,  a r e  found by m i n i m i s i n g
r 1 r
/ l o g  d e t ( B ( 0 ) ) de = E ( v  - v ) l o g  d e t ( B  ) .
J o j= 0  J J J
H ere  t h e  cr , ,  0  , , f  . w i l l  be f u n c t i o n s  o f  t h e  v found by s o l v i n g  t h e  
j k  j k  j j
s y s t e m  o f  e q u a t i o n s  g i v e n  by ( 2 . 1 4 )  and t h e  maximum l i k e l i h o o d
e s t i m a t e s  o \ .  , d .. and £ .  w i l l  be t h e  v a l u e s  o f  t h e s e  f u n c t i o n s  j k  j k  j
computed a t  t h e  v
P r o c e e d i n g  on a more h e u r i s t i c  l e v e l  we o b s e r v e  t h a t
1 1 r_1  1 1
B ( 0 )  = B +  Z (B .  - B ) X ( E . )
j= 0  J °  J
b “ 1 +  b ' 1 ( 0 )
whe r e
j k {B } .. r j k
( j  = k)
V'fj fk cij k  e x p ( i 0 _ .k ) ( j  ± k)
( 2 . 15 )
and t h u s  ( 2 . 1 4 )  becomes  
r 1
( B_1 +  B_ 1 ( 0 ) ) ( C ( 0 )  - B ( 0 ) ) ( B _1 +  B~1 ( 0 ) )  d0 = 0 .
S i n c e  B ^( 0 )  i s  z e r o  f o r  0 such t h a t  0 <  0 <  1- v  i t  i s  a p p a r e n t ,  i f
t h e  Vj a r e  a l l  s m a l l ,  t h a t  B  ^ ( 0 )  may be approx im ate d  by B  ^ and s o ,
~ - 1
n e g l e c t i n g  t h e  t erms  i n v o l v i n g  B ( 0 ) ,  we o b t a i n  t h e  s y s t e m o f  e q u a t i o n s
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B(e) de c(e) de . (2.16)
Hence we can now form
r 1
j I i j (0 + v.) I2 de
-1 [|m]Z |w . (t) I2
Vv)
-i r 1Id - |vj - vj) J  q(Vj,vk;e) Cjk(e) d l^
Jty
1
(2.17)
and 0 (v) is given by the argument of / C (e) de* As before onej h J q J h
would now obtain the v by minimising
r-1
log det(B(e)) de 1log det(B) + Z (v - v ) log{det(B B ')} 
j=0 J'n J J
with the f^, a and e^k given by (2.17). In the spirit of the 
previous approximation for small v^ we might consider this latter 
procedure as being close to the minimisation of det(B) where the 
entries in B are given once again by (2.17). Once the v are deter­
mined, cr and ö are given by a  (v) and § (v) respectively.J k J k J k J k
Another approximation may also be considered where the right- 
hand side of (2.16) is replaced by an approximating sum so that
r 1 _ I _
/ q(v.,v ;0) C (0) de ~ m Z |J 0  J k jk t b J, t+mVj bk,t-hnvk
with the summation over those t such that
min([m(1 - v )], [m(1 - vfc)]) < t < max([m(l - v )], [m(1 - vk)])
and I. = P .(t/m). It is noted that the P. are just inverse trans- J,t bj sj,t
forms of the type discussed in §3.5 and §4.4. Of course, as in §4.4, 
we could have chosen an integer other than m, but in view of the 
properties of the transformation using m which are described in §3.5 we 
have chosen this latter. In terms of these quantities the maximum
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l i k e l i h o o d  e s t i m a t e s  g iv e n  by ( 2 . 1 7 )  can now be a p p ro x im a te d  as
f  . 
J
m 1 £  | | .  | 2 = m  ^ Z | w . ( t ) I 2 ,
t  t  J
 ^ ^ j , t+ m v4  ^k, t+mv. ^
— -------------- ----------- T = =  , ( 2 . 1 8 )
(ra - m |Vj - v k | ) y f . f k
a r c t a n ( 5 (  | j , t + m v .  ^k,t+mv.  
J I
) /« (  L  a j , t + m v .  5k,t+mv. 
J 1
)}
where  t h e  v .  a r e  o b t a i n e d  by m in i m i s in g  d e t ( B )  w i t h  e n t r i e s  a s  above .  
These  e s t i m a t e s  a r e  i n t u i t i v e l y  a p p e a l i n g  s i n c e  t h e y  have  a d i r e c t  
i n t e r p r e t a t i o n  i n  t e rm s  o f  l e a d s  o r  l a g s  o f  t h e  o r i g i n a l  t i m e  s e r i e s .  
Hence we have  t r a n s f o r m e d  back  i n t o  t h e  t im e  domain, l a g g e d  o r  
r e p h a s e d ,  and t h e n  o p t i m i s e d  t h e  r e p h a s i n g .  A d i s c u s s i o n  o f  e s t i m a t i o n  
methods  s i m i l a r  t o  t h a t  g i v e n  by ( 2 . 1 8 )  i s  p r e s e n t e d  i n  Hannan ( 1 9 7 2 ) .
So f a r  o n l y  t h e  one p a r a m e t e r i s a t i o n  g i v e n  by ( 2 . 5 )  has  been  
c o n s i d e r e d .  O the r  schemes ( c f .  Hannan (1 9 7 2 ) )  c o u ld  have  been  a d o p te d  
i n  t h e  l i g h t  o f  t h e  r e q u i r e m e n t s  t h a t  need  t o  be imposed on t h e  s t r u c ­
t u r e  o f  t h e  model .  However , t h e  r e s u l t i n g  m o d i f i c a t i o n s  t o  t h e  g e n e r a l  
deve lo pm en t  g i v e n  i n  t h i s  s e c t i o n  a r e  s t r a i g h t f o r w a r d  and w i l l  be 
o m i t t e d  h e r e .
5 .3  An O p t i m a l i t y  C r i t e r i o n  f o r  A r ray  S t r u c t u r e s
C o n s i d e r i n g  t h e  o r i g i n a l  l a g s  t^  a s  d e p i c t e d  i n  t h e  d i ag ra m  
g i v e n  a t  t h e  b e g i n n i n g  o f  §5.2 we s e e  t h a t
t  /N = r j  cos(4> - 0 j ) / ( N V )  , 1 <  j  < r  ,
where  t h e  Q .  and r .  a r e  known. S i n c e  we r e q u i r e
l im  ( t  . /N)  = v
N-V» J
1 < J <  r  ,
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the v will now be parameterised as
j  = V r j  co s ^<t> ~ * 1 < j < r , (3.1)
and so, in the sample situation, v will be given by (NV) \  Thus v is 
directly proportional to the wavenumber of the signal at this fixed 
angular frequency A . It is v and b together with the other spectral 
parameters that are estimated by the methods proposed in §5.2.
We now proceed to evaluate the variance-covariance matrix of 
our estimates using the vector generalisation of Theorem 4.2 as dis­
cussed in §5.1. Letting t^ denote any general parameter other than v 
or 0 this states that
m 2[(t1, ..., mb, mv)' - (t , ..., mb, mv)^]
is asymptotically normal with zero mean vector and covariance matrix 
I where the typical element of I is given by
jk lim ^m"1 tr ( T_1 T_1dr drk /0
(3.2)
with T . being either mv, mb or a t and the zero subscript denoting the 
true parameter set.
Using Lemmas 5.1 and 5.2 it is evident that
lim w '  tr ( r-' r-i at Urn jm’’ tr (q '1 g -  (f1 g -  m—►00  ^ v j k
tr ( b'1 (©) b "1 (0 )  )  de . (3.3)
0 v ocj k /
These various elements can now be deduced from the following equations:
x jk st y
Ak C2^(Btk(e> v e> Bjl(e) Bst(e>+ v!(0) Bjk(e) Bkl(e) Bst(e>
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l t r
t r
t r
•■’<•> i f  »■'<« i r
j k  s t
2* ( , Bt t < 0 > \ j ( e )  Bj‘ > >  Bs t ( e )
-1
l , o s  0B(0) - 1 , „ N 0B(0)B (0 ) d f B (0 ) df.
j k  s t
• V  2A h k (0 )  Bk j ( 0 > Bj > )  Bs t
Bt l (0)  Bj k (0 )  \ 1 (0 )  Bs t ( e ) )
( 2 f . f k ) - V ( Bj [ ( 0 )  Bk . ( S) +  6 j k )
(0 )  + Bt J (0 )  Bj k (0)  Bk l (0)  Bs t ( 0 ) )
t r ( 0 )
t r ( 0 )
0B( 0) 
dcr
Jk
0B( 0)
Ö0Jk
B " ' ( 0 )
B " \ e )
0B( 0)
df
ÖB(6)  \
d f  )s '
C  ° j i * { Bj‘ i < s > Bk j (0 )  <6 s k + 6. j > }  
f s , J { Bj k (0 )  \ j (0 )  <6 . k + 8 . J > }
where  5 , t a k e s  t h e  v a l u e  u n i t y  f o r  j  = k and i s  z e r o  o t h e r w i s e .  I f  
j k
t h e  v j  a r e  s m a l l  and t h e  a p p r o x i m a t i o n  B(0)  = B i s  made, t h e  above 
r e a l i s e  t h e  u s u a l  form o f  t h e  i n f o r m a t i o n  m a t r i x  when no l a g g i n g  has  
o c c u r r e d .
The e l e m e n t s  c o r r e s p o n d i n g  t o  v,  $ a r e  now c o n s i d e r e d .  
T ak ing  t h e  d i a g o n a l  e le m en t  c o r r e s p o n d i n g  t o  v f o r  example we o b s e r v e  
t h a t
-3 / p-1 dr r -l dr
m t r  1 r  r  5 7
-3 „ i  ör'1 dr-m t r dv dv
-3 , \ (b h  n -1 4 A* d Q ' 1 A . A* n -1 dA -m t r  -si Q A + A ^ —  A + A Q ^
dA * ^ dA
dv Q A + A § ^ A + A Q d7
However
= -i277TA
’where  T H(X)D i s  d i a g o n a l  w i t h  
ÖVj
j  k dv j k 0 < j > k < r  >
and
Hence
Dj k  = j 5 j k  ’ "^m < j ’ k ^
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-3 . ^ r " 1 r- l  ÖT
,ra t r  1 r  Sv r  Sv 8TT2 m‘ 3 tr (T  Q T Q '1 - T2 )
' 3 ( S  )  - 4iri m' 3 t r { ^  (t Q_1 -  t > y • <3 - 4)- m t r
S in c e
r  r  1 - v .  * r
q = Z b . (x) / J u(0 ) u(e) de = Z b . 0 < d(e .)
j= 0
i t  ca n  be seen  t h a t
1 -v j+ l j=0
v j
&
dv
<3v
Z  (Bj '  Bj - i } s r ® u(1 - vj ) U(1 - V *J - 1
and so t h e  second  t e rm  o f  ( 3 . 4 )  i s  a sum o f  t e rm s  o f  t h e  t y p e
<3v dv \  r . 1
^  ^  ) t r  -s B . ( B -  B, . )  B ( B  -  B n ) 
OV J  I j  v k k-1 s v t  t - 1
X m  t r  ( 0 ( E . )  U( 1 - v, ) U(1 - v, ) <D(E ) U( 1 - v )  U(1 - v Y ) j  k k s t  t
We ha ve ,  i n  t h e  above ,  t a k e n  Q t o  be g i v e n  by
E B ' 1 (X)®(E ) 
j= 0  J J
( 3 . 5 )
w i t h  t h e  knowledge t h a t ,  i n  so d o in g ,  we have  i n t r o d u c e d  an e r r o r  which 
c o n v e rg e s  u n i f o r m l y  t o  z e r o .  However
|U(1 - v t ) ®(Ej) U( 1 - v k ) |  <
and so t h e  second te rm  o f  ( 3 . 4 )  c o n v e rg e s  u n i f o r m l y  t o  z e r o .  The t h i r d
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tterm o f  ( 3 . 4 )  can  be r e p r e s e n t e d ,  i n  a s i m i l a r  f a s h i o n ,  as  t h e  sum o f  
t te rms  o f  t h e  t y p e  
r  dv
(4TTi) 5 ^ -  t r  j ( B .  - B , )  Bk ' H i m ' 3 t r  j u ( l  - v . )  U( 1 - v . ) *  *(Ek > D
t r  j ( B .  - B . ^ )  H B ^ l m ' 3 t r  - ju( l - v . )  U(1 - V j )*  D 4 (Efc)
I n  t h i s  c a s e  jU(l - v . )  0 ( E )  D U(1 - v . ) j  and
J k J
|U(1 - v^ )  D O(E^) U(1 - v j ) l  a r e  bo th  bounded above by m2 and so t h e  
t h i r d  t e rm  o f  ( 3 . 4 )  c o n v e rg e s  u n i f o r m l y  t o  z e r o .  Thus we may now con ­
f i n e  our  a t t e n t i o n  t o  t h e  f i r s t  te rm  o f  ( 3 . 4 )  wh ich ,  w i t h  r e f e r e n c e  t o  
( 3 . 5 ) ,  i s  a s y m p t o t i c a l l y  e q u i v a l e n t  t o
87T2 Z t : r ( P .  H p“ 1 H) m"3 t r { 0 ( E . )  D 0(E ) D] - 87T2 t r ( H 2 ) m"3 t r ( D 2 ) ,
j , k  J k k
=0 ( 3 . 6 )
However
m"3 t r ( 0 ( E  .) D 0 ( E )  D] = m"3 t r [ D  0 ( E . )  (D 0 ( E )  - 0 ( E )  D ) ]j  k. J k k
+ m' 3 t r { D 2 0(E .)  0(E )} ( 3 . 7 )  
J k
and t h e  f i r s t  t e r m  on t h e  r i g h t - h a n d  s i d e  o f  t h e  above can  be w r i t t e n
(121r ) ' 1 m"3 t r  [D ®(E ) [U(l  - v fc) U(1 - v k >* - U(1 - v fe+1) U(1 - v k+1 )*} ]
which  i s  bounded i n  modulus by
ir '1 m~2 ||D 4(E )|| <  (2ir)”' m ' 1
The second t e rm  on t h e  r i g h t - h a n d  s i d e  o f  ( 3 . 7 )  d i f f e r s  f rom
5 j k (Vj+1 ~ Vj ^  ^  3 t r ( I ) 2 ^
by t h e  t e rm
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m 3 t r ( D 2 ( $ ( E .) ®(E, ) - 0 ( E . ) ) }
J k j k  j
w h i c h  i s  bounded i n  modulus by
Cm'5 t r ( D 4 )}* Cm’ 1 t r ( $ ( E  ) " 6 0 ( E . ) ) 2 }^
sand t h i s  l a t t e r  c o n v e r g e s  u n i f o r m l y  t o  z e ro  by Lemma 3 . 1 .  Now ( 3 . 6 )  
ccan be r e p l a c e d  by
87T2  (m"3 t r ( D 2 )} j  t r ( P ( 0 )  H P ~ ' ( 0 )  H - H2 ) d0 
w h i c h  c o n v e r g e s ,  a s  m becomes l a r g e ,  t o
1 1
2 U 2
t r  ( P(0)  H P~] (0)  H - H2 ) d e y  .
rThe p r o o f s  f o r  t h e  r e m a in i n g  e l e m e n t s  o f  t h e  i n f o r m a t i o n  m a t r i x  a r e
• e s t a b l i s h e d  i n  t h e  same way. Hence,  p u t t i n g  G as  t h e  m a t r i x  w i t h
•cfvj
5 as  t h e  ( j , k )  e l e m e n t ,  t h e s e  can  now be i n f e r r e d  from t h e  
f o l l o w i n g  r e l a t i o n s :
/  -3 „ t - i  ÖT r-i  arUm im tr l ÖV r a*im—00 L x
27T2 t r ( P ( 0 )  H p ' 1 (0)  G - HG) d0
,. j ~3 / r-1 ar r-i ar
U m 1m t r ( r  a * 1 a$tlH»
27J2  
3 t r ( P(0)  G P*1 (0)  G - G2 ) d0
-i. j -2 ar -i arl im  *jm tr ^  T ^
tIH°°
1 • J ~2 f ( r~1 dr  r “ 1l im  -!m t r  ( I  ^  f  ^
where  t  d e n o t e s  a p a r a m e t e r  o t h e r  t h a n  v o r  6.
We now examine  t h e  s e c t i o n  o f  t h e  i n f o r m a t i o n  m a t r i x  c o r r e s ­
ponding  t o  v and $ and n o t e  t h a t  t h i s  i s  i n d e p e n d e n t  o f  t h e  r e s t  o f  t h e
i n f o r m a t i o n  m a t r i x .  S in c e
145
övj
3 T  = r j  c o s ( 0 j  '  ^  ’
ö v j
ö T  = V r j  s l n ( e j  -
i i t  c a n  be se en  t h a t
t r ( P ( 0 )  H p ^ c e )  G - HG) d e j
L j ,
r  r  1
k J 0 
0
Övk -1 0VJ
P „  (Ö) P , , ( 0 )
dv. bv ■
6 —  T - 1  ) d0j k w  dv k j w '  Ö0 u j k  dv öd)
= v x ' A y
w h e r e  t h e  m a t r i x  A i s  r e a l  and symmetr ic  and h a s  t y p i c a l  e le m en t  g iv e n
Iby
r  1
\]k ' WPj:k(e) V e> - v)} dG Aj k ( 0 )  d0 ,
0 < j A  <  r  . ( 3 . 8 )
lHere x and y a r e  v e c t o r s  w i t h  e n t r i e s  r .  c o s ( 0 .  - 0) and r .  s i n ( 0 .  - 0)
J J J J
i r e s p e c t i v e l y  f o r  0 < j  <  r .  Thus i t  i s  e v i d e n t  t h a t  t h e  s u b - m a t r i x  i n  
« q u e s t ion  can  be d e s c r i b e d  as
27T2
3
x '  A x v x '  A y 
v x ' A y  v 2 y 1 Ay
( 3 . 9 )
P r e v i o u s l y  we r e f e r e n c e d  t h e  r e c o r d e r s  r e l a t i v e  to  axes  
chosen  t o  have  o r i g i n  a t  t h a t  r e c o r d e r  r e p r e s e n t i n g  t h e  s m a l l e s t  l a g ,  
bu t  i t  w i l l  be more c o n v e n i e n t  a t  t h i s  s t a g e  t o  c o n s i d e r  new axes  t h a t  
have  as  o r i g i n  a p o i n t ,  no t  n e c e s s a r i l y  a r e c o r d e r ,  c e n t r a l  t o  t h e  
a r r a y .  W ith  r e f e r e n c e  t o  t h e  d iag ra m  we o b s e r v e  t h a t
x r '  c o s ( 0 '  “ 0) J_ + x , y r '  s i n ( 0 '  - 0) 1  + y
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w’ihere  1_, x and y a r e  v e c t o r s
c o s (e ' .  - 6) and
s i n ( 0 ' .  - 0 ) a s  t h e i r
S i g n a lr  e s p e c t i v e
Hiowever
S i g n a l
aind so
x 1 A y = x ' A y ( 3 . 1 0 )
w i t h  t h e  o t h e r  e l e m e n t s  o f  ( 3 . 9 )  a d m i t t i n g  s i m i l a r  r e s u l t s .  Moreover ,
Aj k  = J Q f e ( P j k (0  - w> Pkj (S - w> - V } dS
s i i n c e  q ( v . , v  ; 0 )  i s  p e r i o d i c  w i t h  p e r i o d  u n i t y  and hence,  c h o o s i n g  w t o
j  k
b>e v r 1 c o s ( 0 '  - 0 ) ,  we s e e  t h a t  t h e  m a t r i x  A i n  ( 3 . 1 0 )  may be r e p l a c e d
b>y A where  A i s  t h e  same as  A e x c e p t  t h a t  t h e  v = v x . have  now been
J J
r e p l a c e d  by v Thus t h i s  s e c t i o n  o f  t h e  i n f o r m a t i o n  m a t r i x  i s
i r n v a r i a n t  unde r  t r a n s l a t i o n .  S in c e  v . ,  x .  and y .  a r e  f u n c t i o n s  o f
J J J
( '0 .  - 0) which  i s  i n d e p e n d e n t  o f  t h e  o r i e n t a t i o n  o f  t h e  a x e s ,  i t  i s  
e v i d e n t  t h a t  ( 3 . 9 )  i s  a l s o  i n v a r i a n t  under  r o t a t i o n .  We may now, w i t h ­
o u t  any l o s s  o f  g e n e r a l i t y ,  c o n s i d e r  t h e  r  , 0^ t o  be t h e  p o l a r
t  h
c o o r d i n a t e s  o f  t h e  j r e c o r d e r  r e l a t i v e  t o  any p a r t i c u l a r  axe s  o f  
c h o i c e .  The o r i g i n  o f  t h e s e  l a t t e r  c o u ld ,  f o r  c o n v e n ie n c e ,  be a 
c e n t r a l  p o i n t  w i t h i n  t h e  a r r a y  s t r u c t u r e .
We now c o n s i d e r  t h e  p rob lem  o f  c h o o s in g  t h e  r ^ ,  0 so as  t o  
[minimise t h e  v a r i a n c e s  o f  v and <j>. T h i s  i s ,  i n  a s e n s e ,  r a t h e r  
c a r t i f i c i a l  b e c a u s e  t h e  o t h e r  s p e c t r a l  components  co u ld  no doub t  depend 
tto some d e g r e e  on t h e  p a r t i c u l a r  r e c o r d e r  c o n f i g u r a t i o n  a d o p t e d .  How- 
tever we s h a l l  assume t h a t  t h e  change i n  such components  c a u se d  by an
«array change  i s  s l i g h t  i n  c o m pa r i son  to  t h e  v a r i a t i o n  i n t r o d u c e d  by t h e
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V'arious phasing effects at the individual antennae. The coordinates of 
t he recorders will be chosen subject to some restriction and it is 
c:lear that by varying the restrictions imposed one would obtain dif­
ferent results. For example, if some prior distribution were assigned 
t:o $ such that the signal would almost always enter through the third 
qjuadrant then some asymmetrical recorder pattern might no doubt
eeventuate. The problem is basically that of making {3/(27T2)} (X1 A X) 
aas small as possible where X is a matrix with typical row (x^, vy ), 
Cl < j < r. Noting that
1
where
{V»,t
A + v Z x. (A - A.)
r j-i J J'1 J
PJ fs,t 1Pj 4 , s " Bst
we shall now make the additional assumption, as mentioned at the end of 
<§5.2, of taking the v ^ = vx^ to be small enough so that. A may be 
fapproximated by A^. Within the context of these approximations and 
qualifications we now examine (3/(27T2)) (X' A^ X)  ^ where A^ is 
jindependent of X.
We choose to work in terms of the ordinates and abscissae of
tthe recorders relative to the given reference axes. Putting s and t as
ithe vectors whose typical elements are r. cos0. and r. sin0J J J j
respectively, it is evident that
s cosb + t sinb
.and
t cosb - s sinb
iHence we have
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x' A x = s' A s cos2<t> + t' A t sin2<t> + 2s' A t sin<t> cos<l> , r r r r
y' A y = s' A s sin2<J> + t' A t cos24> - 2s' A t sinb cosb r r r r
x' A y = s' A t cos2<l> + (t1 A t - s' A s) sincj) cosct) r r r r
aind the determinant of X 1 A X is given by
v 2(s ' A  st' A t - (s ' A t)2) r r r
L,et us now impose the restrictions
s' A s = a, > 0 , t ' A  t = an > 0 , (3.11)r 1 r 2
w/hich require the s^, t^  to lie on ellipsoids. If one transformed to 
mew coordinates | = Ts, q = Tt where T is the orthogonal matrix that 
dtiagonalises A , then this requires that the average squared lengths of 
t:he q and the | , both weighted according to the appropriate eigen­
values of A , should be a, tr(A ) and <r tr(A ) respectively. The r 1 r 2 r
physical interpretation of these conditions will become more apparent 
ais we progress.
The optimality criterion used is the minimisation of the 
generalised variance which is given by
jjpr ) det{(X- X)'1}
3 \2 r / (s' Ar t)2
v2 s' A st' A t ( 1 - — p — —\— -— —r r V s A s t A  t27T2
-1
lit can be seen that a minimum is attained when s' A t = 0 yielding ar
c:ovariance matrix for v and $ that can be described as
2’.7T2
sin24> +  ^ cos24> v  ^(a^ - ) sin<J> cos<t>
v 1 (a  ^ - a "S sin$ cos4> v ^(a^ cos2<J> + a sin2<}>)
(3.12)
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I f = a then this becomes
-13a 
27r -2 (3.13)
wlhich is independent of the angle b. This is reasonable in that know-
1 edge that the signal can arrive from any direction is consistent with
r equiring the variation of the ordinates and abscissae to be the same.
I t is noted that if we had retained A instead of A the result wouldr
remain unchanged, but now (3.11) becomes rather difficult to interpret
T’hus the essential requirement of an array design is the orthogonality
of the vectors s, t relative to the matrix A .r
In order to obtain some insight into the above we shall now
proceed on a heuristic basis and examine these conditions in terms of
the actual structure of the model. Thus we shall choose to describe
the elements of A in terms of the attenuation coefficients b. since r J
t:hese latter form the basis for the original model given by (2.1). 
Suppressing the subscript r on P^ we now consider P to be given by
1 (j = k)
PjPk ^  ^
, 0 < j, k < r ,
w/here, with reference to (2.2) and (2.5),
Hie tic e
p. = b.7f If. .J J s j
E + pp ,
-1 -1 ~ -1 * -1E - a E pp E
w/here p is a vector with typical element p^ ., E is diagonal with
t h1 - jp^j2 as the (j + 1) diagonal entry and a is given by
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, + f |pJ|21 L r~-- ;---Tö
j=o 1 - |pj'
-1
Wie can now describe A asr
D ((1 - d) I ,1 - a uu') D r+i
wlhere D is diagonal and u is a vector with
jj |Pj|/0 - |Pjl2)
amd
Htowever
r \~11 + Z v.
j=0 J
lpji£, _ ---- W—  .
j 1 -  |Pj!2
I b . I 2 f 1 J 1 s
f .e, J
i s just the signal to noise ratio at the j recorder. Now
s ' A  t = ( l - d ) i  Z V.s.t
j=0 j j j
r \ -1 / rZ V
j=0 j
Z vs
j=0 J J j=0 J J
with analogous formulae holding for s' A^ s and t' A^ _ t. Hence, putting
r = s ' A  t./{s'A s t ' A  t}2 ,
a.n optimal configuration is achieved when r ^  is zero. This represents 
a correlation coefficient describing the degree of association between 
tihe ordinates and abscissae of the recorders each weighted according to 
tihe signal to noise ratio at that particular recorder. The conditions 
given by (3.11) can now be interpreted as the requirement that the 
average squared difference of the ordinates from their average value 
sihould be constant and similarly for the abscissae. This also implies 
that the average squared Euclidean distance between the recorders and 
the point corresponding to the average ordinate and average abscissa
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ishiouid be constant. Thus the conditions imposed by (3.11) fix the 
.‘sprread of the array and hence the optimum array has been sought from 
tthie class of such arrays. We shall now confine our attention to the 
(caise where the two variances are the same so that a. = = a and
(ceirtain special arrays (cf. Birtill and Whiteway (1965)) will be 
texcamined with regard to the optimality criterion proposed.
The family of linear cross arrays is considered and, with 
reference to the diagram, we 
.-select the axes to lie on 
ithie lines of the recorders 
;as$ depicted. This implies 
ithiat
Signal
( o = recorder)
(s0 , .• . , S , 0 , 0  , . 0 )' ,
oo
* * * ° ’ tq+1’ tq+2’ *... V
:for some particular q. Thus r&(_ will be zero when either s or t is 
'zero where
s z
i=0
V .s./ 1 1 zi=0 )
•and t is defined analogously. If s = t = 0 and the attenuation 
(coefficients are all the same then
v( j/i) ■ <'*'>■'
.and the array that results will be a symmetrical cross arrangement 
prrovided that the recorders are equidistant from one another on the 
axces. An example of the latter is indicated in the diagram. It is 
inoted that the symmetrical cross is equivalent, with regard to the 
«optimality criterion, to the array that results when one of the lines 
•oif recorders of the symmetrical cross is displaced some fixed distance
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allong its axis relative to the origin of the reference axes. These
latter arrays include the class of T-shaped arrays. However, given
thiat the array structure has been determined prior to the experiment,
itt is evident that the symmetrical cross has an advantage over the
T— shaped array in that both s and t might be expected to be small for
thie former whereas only one of these quantities need be small in the
latter. Hence, for the symmetrical cross rg{_ should be small, but this
does not necessarily follow for the T-shaped array.
For a linear cross array shaped in the form of the letter L
itt is evident that this implies that both s and t are non zero unless
V.. = 0 for all i and thus the L-shaped array cannot be optimal with
rtegard to the criterion given above. If, in regard to this latter
arrray, either s or t is small then it may be near to optimal.
No mention yet has been made as to the number of recorders on
amy one arm of the array. It would appear that whereas one could have
more recorders on one arm than the other this could lead to sub-optimal
etstinflation. By this we mean that if the V vary from one experimental
situation to the other and the array is the same in all cases, then the
variance of one of the sets of coordinates could be more prone to error
tlhan that of the other set and this might lead to a violation of the
imitial constraint that these variances should be the same. If this
Latter were to occur then the array would no longer be optimal.
Turning to other arrays we now assume that the origin of the
airray has been chosen so as to ensure that s = t = 0. Thus r is nowstr
proportional to Z V.s.t.. However, when we come to examine circular 
i=0 1 1 1
arrays, triangular arrays, rectangular arrays and all other symmetrical
arrays we see that r will be zero when the V. assume some commonst 1
v.alue, but need not necessarily be so otherwise. Hence the symmetrical
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c i r o s s  a r r a y  a p p e a r s  t o  be t h e  most r o b u s t  d e s i g n  i n  t h a t  i t  y i e l d s ,  
w : i th £ n  t h e  c o n t e x t  c o n s i d e r e d ,  minimum v a r i a n c e s  f o r  v and $ even when 
t lh e  i n d i v i d u a l  s i g n a l  t o  n o i s e  r a t i o s  a r e  n o t  t h e  same.
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