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第 1 章
序論
1.1 研究の背景
インターネットを用いた通信で、音声通信やストリーミング通信などリアルタイム性の高いも
のが増加している。また、リアルタイム通信において一つの通信の使用帯域が増加している。イ
ンターネットのトランスポート層のプロトコルとしては TCP (Transmission Control Protocol)
と UDP (User Datagram Protocol) がある。リアルタイム通信を実現しようとするとき、 UDP
通信をそのまま使用すると大きく通信帯域を消費してほかの通信を圧迫する原因になるため、
通信を実現するために適切な輻輳制御アルゴリズムを独自に実装することが求められる。一方
で、 TCPには輻輳制御アルゴリズムが備わっているが、オーバーヘッドが大きいことが難点で
ある。そこで、輻輳制御機能を備えてオーバーヘッドを小さく抑えるようなプロトコルとして DCCP
(Datagram Congestion Control Protocol) が開発された。 DCCPには複数の輻輳制御アルゴリ
ズムが提案されていて、アプリケーションに応じて実装する輻輳制御アルゴリズムを決定するこ
とができる。
1.2 研究の目的
音声通信などの一定速度の通信向けの DCCPの輻輳制御アルゴリズムとして、 CCID 3 (Con-
gestion Control ID 3)が提案されている。具体的には、 TFRC (TCP Friendly Rate Control)と
いうプロトコルが使われており、 TCP通信との公平性を保つように設計されている。しかし、
複数の DCCPの高速通信が行われている場合に、遅延時間が必要以上に大きい通信のスループッ
トが大きく低下してしまうという問題がある。本論文では、 DCCPの CCID 3を改良すること
により遅延時間の大きい通信のスループットを増やす方法を提案し、実験により実証する。
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1.3 本論文の構成
本論文は以下の章により構成される。
第 1章 序論
本研究の概要を説明する。
第 2章 DCCP
DCCPの技術を解説する。
第 3章 予備実験
問題点を予備実験によって明らかにする。
第 4章 提案手法と実証実験
問題を解決する新しい手法を提案し、実証実験とその結果の考察をおこなう。
第 5章 結論
本論文の結論を述べる。
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DCCP
2.1 DCCPの概要
DCCP (Datagram Congestion Control Protocol) は輻輳制御をするが信頼性のない通信を行
うトランスポー層プロトコルである。パケットの損失よりもパケットの到着するタイミングを重
視するような通信のために設計されている。
DCCPと UDP、 TCPおよび SCTPとの主な特徴の比較を表 2.1に示す。
表 2.1: DCCP・ UDP・ TCP・ SCTPの比較
DCCP UDP TCP SCTP
輻輳制御 あり なし あり あり
フロー制御 オプション なし あり あり
エラー検知 あり オプション あり あり
再送要求 オプション なし あり あり
順序制御 あり なし あり オプション
コネクション確立の信頼性 あり なし あり あり
パケットヘッダサイズ 12 or 16bytes 8bytes 20bytes 12bytes
DCCPが適している通信を以下に示す。
² パケットの損失を無視できる通信
² 小さなデータのかたまりを大量に送る通信
² 送信レートの急激な変動を好まない通信
² パケットの到着順序が重要でない通信
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具体的な通信としては、 IP電話、ストリーミング、オンラインゲームなどが挙げられる。
2.2 DCCPパケットのヘッダ構造
DCCPパケットのヘッダは 3つのフィールドから構成される。そのあとにアプリケーションデー
タが続く。
² どのヘッダにも必要な Generic Header
² Generic Headerの Typeフィールドによって構成が決まる追加フィールド
² オプションフィールド
ここでは Generic Headerについて説明する。
Generic Headerはヘッダの共通部分である。 Xフィールドの値によって長さが異なる。 Xの
値が 1の場合には 16bytes、 0の場合には 12bytesである。共通部分のヘッダ構造を図 2.1と図 2.2に
示す。また、 Typeフィールドのパケットタイプが DCCP-Requestと DCCP-Data以外のときに
は Generic Headerのあとにサブヘッダが続く。さらに、サブヘッダも Xフィールドの値によっ
て異なる。サブヘッダの構造を図 2.3と図 2.4に示す。
0 1 2 3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
?
?
?
CsCov Chhecksum
Res Type Sequence Number (high bits)
Sequence Number (low bits)
Source port Dest port
Data Offset CCVal
図 2.1: DCCPパケットの共通部分のヘッダ (X=1)
0 1 2 3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
?
?
?
Res Type Sequence Number (low bits)
Source port Dest port
Data Offset CCVal CsCov Chhecksum
図 2.2: DCCPパケットの共通部分のヘッダ (X=0)
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0 1 2 3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
Reserved Acknowledgement Number (high bits)
Acknowledgement Number (low bits)
図 2.3: DCCPパケットのサブヘッダ (X=1)
0 1 2 3
0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0 1
Acknowledgement Number (low bits)Reserved
図 2.4: DCCPパケットのサブヘッダ (X=0)
各フィールドの内容を以下に説明する。
Source Port
送信元ホストの使用するポート番号
Dest Port
宛先ホストの使用するポート番号
Data O®set
DCCPパケットの初めからアプリケーションデータ部分までのオフセット値。この値がタイプ
フィールドで指定する最小ヘッダサイズより小さい場合、または DCCPパケット自体より大き
い場合、受信側はこのパケットを無視しなければならない。
CCVal
新しいオプションなど様々な用途のために準備された CCIDを Half Connectionという接続で
指定することに利用する。後で述べる DCCPの輻輳制御アルゴリズムもこの CCIDを使って設
定する。送信側は CCIDを利用しないならば CCValをゼロにセットし、受信側は CCIDが明示
されていないならば CCValを無視しなくてはならない。
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Checksum Coverage (CsCov)
チェックサムフィールドで計算の対象となるパケットの部分を示している。 DCCPヘッダと
そのオプションは常に含まれているが、アプリケーションデータは除外してもよい。
Checksum
誤り検出符号。これによって情報の欠損を許容するようなアプリケーションでは、ノイズの多
い回線での通信品質が向上する。
Reserved (Res)
送信側はこのフィールドをすべてゼロで埋め、受信側はこの値は無視しなくてはならない。
Type
パケットのタイプを指定する。定義されているタイプの値とその意味、使用するシーケンス番
号の長さ（Xの値）を表 2.2に示す。
表 2.2: DCCPパケットヘッダで使用するタイプ
Type 意味 説明 X
0 DCCP-Request DCCPコネクションの確立要求 1
1 DCCP-Response DCCP-Requestに対する応答 1
2 DCCP-Data アプリケーションデータ 0 or 1
3 DCCP-Ack データを含まない acknowledgement 0 or 1
4 DCCP-DataAck データと acknowledgement 0 or 1
5 DCCP-CloseReq コネクションの終了要求 1
6 DCCP-Close DCCP-CloseReqに対する応答 1
7 DCCP-Reset コネクションの終了 1
8 DCCP-Sync バーストロス後の再同期 1
9 DCCP-SyncAck DCCP-Syncに対する応答 1
10～ 15 未使用
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Extended Sequence Numbers (X)
共通部分のヘッダの拡張を示す。 0を指定したとき、シーケンス番号は 24bitsであるが、 1を
指定して拡張したとき、シーケンス番号は 48bitsとなる。高速通信の場合、シーケンス番号の重
複や攻撃に対処するために必ず Xに 1を指定しなくてはいけない。
Sequence Number
あるコネクションにおけるパケットごとの識別子。あらゆるパケットでも一つ送信するごとに
シーケンス番号を 1増やす。
Reserved
送信側はこのフィールドをすべてゼロで埋め、受信側はこの値を無視しなくてはならない。
Acknowledgement Number
受信側がヘッダを正しく処理したすべてのパケットの中で最も大きなシーケンス番号。
2.3 Event Processing
2.3.1 コネクション確立
DCCPコネクションの確立はスリーウェイハンドシェイクで行われる。
最初にクライアントがサーバに対して DCCP-Requestパケットを送る。そのパケットにはク
ライアントが決めたシーケンス番号を使用し、通常は輻輳制御アルゴリズムの IDなど様々なネ
ゴシエーションに関するオプションを含む。もし一定時間 DCCP-Requestパケットを送り続け
てもサーバから応答がない場合は DCCP-Resetパケットを送りコネクションを終了する。
サーバが DCCP-Requestパケットを受け取るとクライアントに対して DCCP-Responseメッ
セージを送る。これはクライアントからのネゴシエーションへの返答やサーバ側の輻輳制御アル
ゴリズムの提案も含まれている。そしてクライアントがサーバに DCCP-Ackパケットを送ると
スリーウェイハンドシェイクが完了する。このときクライアントがデータも一緒に送りたい場合
は DCCP-Dataパケットではなく DCCP-DataAckパケットを使う。
DCCPのコネクション確立の通信シーケンスを図 2.5に示す。
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図 2.5: DCCPコネクション確立シーケンス
2.3.2 コネクション終了
DCCPコネクションを終了するときもハンドシェイクによって行う。ハンドシェイクを終了
した後に意図しない終了を避けるためにソケットを維持する状態 TIMEWAITになるが、それを
サーバとクライアントのどちらが実行するかで手順が異なる。
クライアントが TIMEWATの状態をとる場合
サーバからコネクションを終了する場合は、クライアントへ DCCP-CloseReqパケットを送信
する。クライアントからコネクションを終了する場合はこの手順は省くことになる。次にクライ
アントからサーバへ DCCP-Closeパケットを送信する。最後にサーバからクライアントへ DCCP-
Resetパケットを送信する。
このときの通信シーケンスを図 2.6に示す。
サーバが TIMEWATの状態をとる場合
サーバからクライアントへ DCCP-Closeパケットを送信する。クライアントからサーバへ DCCP-
Resetパケットを送信する。
このときの通信シーケンスを図 2.7に示す。
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図 2.6: DCCPコネクション終了シーケンス（クライアント TIMEWAIT）
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図 2.7: DCCPコネクション終了シーケンス（サーバ TIMEWAIT）
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2.3.3 状態遷移
DCCPコネクションにおいて遷移する状態を説明する。
CLOSED
コネクションが存在しない状態。
LISTEN
コネクションは存在していないが、サーバがコネクション確立要求を待っている状態。
REQUEST
クライアントがコネクションを確立のため DCCP-Requestパケットを送信して CLOSEDから
遷移した状態。
RESPOND
クライアントからの DCCP-Requestを受けてサーバが LISTENから遷移した状態。
PARTOPEN
サーバからの DCCP-Responseを受けてクライアントが REQUESTから遷移した状態。スリー
ウェイハンドシェイクの三段階目を意味する。
OPEN
コネクションが確立されて、アプリケーションなどの中心となるデータ通信が行える状態。
CLOSEREQ
サーバがクライアントにコネクションの終了を要求して遷移する状態。
CLOSING
コネクションを終了するとサーバとクライアント共に遷移する状態。
14
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TIMEWAIT
コネクション終了後にサーバとクライアントのどちらかがこの状態に遷移する。この状態に遷
移したのち、遅れて到着したパケットによる誤作動を防ぐために 2MSL（4分間）ソケットを保
持する。
DCCPコネクションにおける状態遷移を図 2.8に示す。
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図 2.8: DCCPコネクションの状態遷移
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2.4 輻輳制御
DCCPは輻輳制御アルゴリズムをアプリケーションが選ぶことができる。サーバからデータを
送信する場合とクライアントからデータを送信する場合に異なる輻輳制御アルゴリズムを選択す
ることもできる。それぞれのアルゴリズムは Congestion Control identi¯er、あるいは CCIDで
表す。現在実装されている輻輳制御アルゴリズムは以下の 2種類である。
² CCID 2 : TCP-like Congestion Control
² CCID 3 : TCP-Friendly Rate Control (TFRC)
2.4.1 CCID 2 : TCP-like Congestion Control
TCP-like Congestion Controlは SACK (selective acknowledgements) を実装した TCPの輻
輳制御アルゴリズムに似たものを使っている。 TCPの Additive Increase Multiplicative Decrease
(AIMD) のような輻輳制御を行う。そのため CCID 2は急激なスループットの変動に対応するよ
うな通信に適している。すぐに使用帯域が変わってしまうような環境での使用に有効である。
用途としては、長時間にわたってできるだけ多くの通信帯域を使用するような通信が挙げられ
る。単に、できるだけ短い時間で多くのデータを転送したいというアプリケーションは CCID 2
を使うべきである。
CCID 2のデータ送信側は輻輳制御において以下の 3つのパラメータを持っている。
輻輳ウィンドウ (cwnd)
ネットワークに流れるデータパケットの最大数を表している。データパケットとはアプリケー
ションデータを含む DCCPパケット（DCCP-Data、 DCCP-DataAck、場合によっては DCCP-
Request、 DCCP-Response）を意味する。コネクション確立時に大きくても 4に初期化する。
slow-start threshold (ssthresh)
cwndの調節を制御する。初期値は任意の大きい値に設定する。
pipe value (pipe)
送信側が見積もったネットワーク内を流れるデータパケットの数を表す。これらのパラメータ
とその初期値は SACKオプションを付けた TCPと同じように決定され操作される。ただし、 TCP
はバイト単位で計っているのに対して CCID 2ではパケット単位である。送信側は pipe < cwnd
となるときにだけデータパケットを送信することができる。データパケットを送るごとに pipe
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の値を 1増加する。送信側はネットワークを流れるデータパケットを推測して pipeを減らす。
pipeが減少するのは以下のような場合である。
² データパケットの応答確認
送信側は DCCP-Ackによって受信が新たに確認された場合、一つのパケットごとに pipe
を 1減少させる。
² データパケットロス
送信側は DCCPにおける TCPの duplicate acknowledgementと同等の機能によりパケッ
トロスを推測したときに、一つのパケットごとに pipeを 1減少させる。
² Transmit timeout
送信側はウィンドウサイズ分のパケットがすべてロスした場合のために、 TCPにおける
再送タイムアウトに似た処理である transmit timeoutという機能を持っている。送信側は
多くても輻輳ウィンドウサイズごとに一度 RTTを計測する。また、 RTTの平均値と偏差
値、タイムアウトの値を持ち、それらを管理するのに TCPと同じアルゴリズムを使用す
る。ただし、 DCCPはデータの再送は行わないため、 TCPが推奨する一秒に最小タイム
アウトを設定する必要はない。連続してタイムアウトが起きた際に指数的にタイムアウト
時間を増加させる、指数バックオフの機能は TCPと同様に行う。 transmit timeoutが発
生した際、送信側は pipeをゼロにセットする。
輻輳イベントが発生した際、 CCID 2では cwndを減少させる。輻輳イベントとは少なくとも
一つのパケットがロスしたか、受信側が輻輳したことを伝えるための ECNがマークされている
場合を指す。 TCPのように、輻輳の対象となる二つ続きのパケットがあり、一つ目のパケット
が見つかる前にその次のパケットを送信した場合、その二つのパケットは一つの輻輳イベントと
して扱う。近似的に、送信側はパケットを送信したときに見積もった RTTを使って、その時間
以内に送信した二つ続きのパケットが輻輳の対象となる場合、一つの輻輳イベントとしてみなす
ことができる。
輻輳イベントが起きたとき、 cwndを半分にして、 ssthreshを新しい cwndの値にする。タイ
ムアウトの後である場合には ssthreshを cwnd/2にして cwndは 1パケットにする。 cwndは 1
パケット、 ssthreshは 2より小さくはしない。
輻輳制御の動作を 2つの場合に分けて説明する。
スロースタート
cwnd < ssthreshのとき。 cwndは二つの Ackを受け取るごとに 1ずつ、最大で一つの Ack
ごとに Ack Ratio/2だけ増加させる。 Ack Ratioとは送信側が決定する受信側がいくつのパケッ
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トごとに Ackを送信するかを示す値である。
輻輳回避
cwnd >= ssthreshのとき。 cwndを輻輳ウィンドウ分の到達確認の Ackを受け取るごとに 1
増加する。
2.4.2 CCID 3 : TCP-Friendly Rate Control (TFRC)
CCID 3は、送信速度の変動が小さい通信に適している。具体的には、受信側で再生する前の
バッファリング時間が小さいストリーミングや IP電話などの通信がある。 TCPと通信帯域を
奪い合った場合、 TFRCは TCPよりも通信速度が利用可能な通信帯域に達するまでの時間がか
かってしまう。そのためスループットの変動が緩やかなアプリケーションのみに使うべきである。
また、 CCID 3はパケットサイズを変更することで送信速度を変えるようなアプリケーション
に使ってはいけない。
Loss Event Rate
受信側に到達したパケットの数をひと塊としてパケットロスイベントの数を最新のいくつかの
loss intervalで重みづけしたもの。受信側から得られる情報をもとに計算する。
そのほかの輻輳制御機能
送信側は通信をスロースタートで始め、 RTTごとに送信速度をおよそ倍にできる。送信速度
の初期値は毎秒 1パケットである。受信側からのフィードバックパケットを受け取ると、送信側
で RTTを計算し送信速度をパケットサイズに応じて RTTにつき 2から 4パケットと設定する。
パケットロスか ECNのマークされたパケットを受信したときスロースタートを終了する。そ
の後、 Loss Event Rate、見積もった RTTと平均パケットサイズを TCPスループット方程式に
代入して送信速度を計算する。それらの値を同じ状況下の TCPでの値と等しくすることで通信
速度の公正性を保つことができる。
受信側では RTTごとに一度フィードバックパケットを送る。送信側では nofeedbackタイマー
持ち、少なくとも 4RTT、あるいはデータパケットの送信間隔の 2倍のどちらか大きい方にセッ
トする。もし nofeedbackタイマーが終わるまでにフィードバックパケットを受信しなければ、
送信側は送信速度を半分にする。ただし、送信側が 64秒につき 1パケットを下回ることはない。
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予備実験
3.1 予備実験
3.1.1 実験の概要と目的
通信速度の大きな二本の DCCP/CCID 3の通信を流して RTTの差を大きくしていくと RTT
の大きい方の通信のスループットが大きく低下する。そこで実験を行い、二本の DCCP/CCID
3通信を流したときに RTTの違いによってどれくらいスループットに影響を及ぼすのかを調べ
る。一本の DCCP/CCID 3の通信を流したときと二本の DCCP/CCID 3の通信を流して輻輳
させたときの二通りで、それぞれの通信において一本の通信の RTTを大きくしていったときに
その通信のボトルネックにおけるスループットを測定する。通信は senderから receiverへそれ
ぞれ 10Mbpsの一定速度で行う。本実験はネットワークシミュレータ NS-2を用いたシミュレー
ションによって行う。また、実験中で RTTではなく遅延時間を変更している。 DCCP/CCID 3
の通信を一本流したときと二本流したときの実験環境をそれぞれ図 3.1と図 3.2に示す。
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図 3.1: 一本の DCCP/CCID3通信の実験環境
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図 3.2: 二本の DCCP/CCID3通信の実験環境
3.1.2 実験結果と考察
DCCP/CCID 3の通信を一本流したときと二本流したときの実験結果をそれぞれ図 3.3と図 3.4に
示す。
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図 3.3: 一本の DCCP/CCID3通信の遅延時間とスループット
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図 3.4: 二本の DCCP/CCID3通信の遅延時間とスループット
二つの実験結果を比較するため、それぞれの遅延時間ときに図 3.4の値を図 3.3の値で割り、遅
延時間が 0msの場合を 1としてすべての遅延時間の場合についてスループットを計算し直した
ものを図 3.5に示す。
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図 3.5: DCCP/CCID3通信が一本と二本の時のスループットの割合
21
第 3 章 予備実験
一本の DCCP/CCID 3の通信を流した場合、遅延時間が 60msまでは帯域速度を十分に使っ
て通信ができているが、それより遅延時間が大きくなるとスループットが徐々に落ちていく。二
本の DCCP/CCID 3の通信を流した場合では、遅延時間が 10ms、 20msで急激に落ちてそれ以
降もスループットは下がっていく。二つの実験結果を比較した場合にも、図の 3.4と同じように
スループットが著しく減少していることが分かる。
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提案手法と実証実験
4.1 提案手法
高速な複数の DCCP/CCID 3通信において RTTが大きい通信のスループットを向上する方法
として、 RTTを変更することで直接データの送信速度を変更する。具体的には、受信側で行う
スループットの算出に利用する RTTを大きくする。 RTTの変更に利用する式を以下に示す。
なお、式中の Aは変数で、スループットを算出する際に RTTの下限の値となる。
RTT =
8><>: A (RTT<Amsのとき)RTT (RTT> = Amsのとき) (4.1)
この式は、デフォルトの設定で RTTが Aより小さい通信が RTTを更新するとき、新しい RTT
が Aより大きい場合にはそのままであるが、 Aより小さい場合に RTTを大きく見積もる。つま
りスループットを少なく見積もることになる。
実験を行うことで DCCP/CCID 3による RTTが大きな通信において、スループットを向上さ
せるのに適切な Aの値を導き出す。
4.1.1 実験 1
実験概要
予備実験と同様に二本の DCCP/CCID 3の通信を流し、遅延時間を変更した方の通信のボト
ルネックにおけるスループットを計測する。本実験では、 RTTを上記の (1)式のように代入し、
Aの値を 0から 20刻みで 100まで変更して実験を行う。なお、実験環境は、二本の DCCP/CCID
3通信を流す予備実験と同じものとする。
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実験結果と考察
実験結果を図 4.1に示す。
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図 4.1: Aを変化させたときの遅延時間とスループット
図 4.1から、 Aの値が 20のときは Aが 0、つまりデフォルトの場合とあまりスループットは
変わりない。 Aの値が 40以上から徐々にスループットが上昇してきて、 Aの値が 60あたりで
は全体的なスループットは高くなっているものの遅延時間によって局所的に高い部分と低い部分
があり、スループットにむらが出てきている。 Aの値が 80のときと 100のときでスループット
はあまり変わらないが変動はさらに大きくなっている。
これは RTTを書き換えることで、通常の輻輳制御の動作と異なる動作をしてしまうことでス
ループットの変動を引き起こしているものと考えられる。この現象は通信速度の激しい変動を好
まない CCID 3向けの通信には悪影響となる。
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4.1.2 実験 2
実験概要
次に遅延時間が小さいときにスループットの変動を関してより詳しく調べるために、遅延時間
を 0msから 1msごとに 10msまで変化させてスループットを計測する。 Aの値は 0から 10ずつ
上げていき、実験 1でスループットの変動が大きくなってきた 60までとする。
実験結果と考察
実験結果を図 4.2に示す。
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図 4.2: Aを変化させたときの遅延時間（10ms以下）とスループット
図 4.2から、 Aの値が 20と 50以上になると、それに伴ってスループットの変動も大きくなり、
とても落ち込む部分がある。 Aの値が 30、 40のときにスループットが全体を通して 4.5Mbpsく
らいと安定していて最大になっている。よって、 Aの値が 30、あるいは 40のときに安定したス
ループットが得られることが分かる。
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結論
5.1 まとめ
本論文では、ストリーミングや IP電話などのリアルタイム性が必要とされ通信速度が一定で
あるような通信に適している DCCPの輻輳制御アルゴリズムである CCID 3における高速通信
について述べた。一つの回線を複数の DCCP/CCID 3の通信が流れている場合、 RTTが大き
いことによって起こるスループットの低下を改善し、シミュレーションによる実験でそれを示し
た。また、送信側のデータ送信速度を決定するために使われる RTTの適切な値を導き出した。
5.2 今後の課題
本研究は、シミュレーションによる実験を行ったが、実機で実装することで輻輳制御アルゴリ
ズムの挙動を確かめ、提案手法の有効性をさらに高めることができる。また、通信速度を変更し
たときに提案手法を用いるとどのように作用するのか検証が必要である。
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