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Abstract
The conservation of mass is common issue with multiphase fluid simulations. In this work a novel projection method
is presented which conserves mass both locally and globally. The fluid pressure is augmented with a time-varying
component which accounts for any global mass change. The resulting system of equations is solved using an efficient
Schur-complement method. Using the proposed method four numerical examples are performed: the evolution of a static
bubble, the rise of a bubble, the breakup of a thin fluid thread, and the extension of a droplet in shear flow. The method
is capable of conserving the mass even in situations with morphological changes such as droplet breakup.
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1. Introduction
A wide variety of techniques have been proposed to
model multiphase fluid systems with incompressible, im-
miscible fluids. These include explicit front-tracking tech-
niques [1, 2], the volume-of-fluid method [3, 4], the phase-
field method [5, 6, 7], and the level set method [8, 9]. A
constant challenge in each of these techniques is the conser-
vation of mass during the course of the simulation. Each of
these methods handle this challenge differently. For exam-
ple, the volume-of-fluid methods has excellent mass conser-
vation properties [10] at the expense of requiring complex
heuristic interface reconstructions techniques to calculate
geometric quantities such as curvature [11, 12, 13].
Unfortunately, there are many physical systems where
high accuracy of geometric quantities are required. One
example are models of liposome vesicles where interfacial
forces depend on high order derivatives of the interface’s
curvature [14, 15, 16]. Unlike volume-of-fluid techniques,
front tracking, phase-field, and level-set methods are able
to provide higher geometric accuracy. This accuracy is
obtained at the expense of natural volume conservation
and thus special care must be taken to ensure that mass
does not change over the course of a simulation.
There have been numerous attempts to improve the
mass conservation of such methods. For example, level
set methods have been adjusted by Lagrangian particles
which are used to correct the level set function [17, 18] or
level sets have been combined with volume of fluid meth-
ods [19]. Other simply shift the interface function to match
the volume constraint [20].
The major issue with these types of corrections is that
the interface becomes decoupled from the underlying flow
field. As an example consider an interface on a uniform
Cartesian grid, Fig. 1. The interface begins on the left side
and the underlying fluid flow-field dictates that it should
move to the right one grid spacing. After this time step
it is determined that errors in the simulation resulted in a
mass gain. A simple and often-used correction is to simply
move the interface to obtain mass conservation. In this
case the effect is the interface will not move the full amount
that the underlying flow field dictates. The movement of
the interface and the underlying flow field have become
decoupled. Any externally applied correction for front-
tracking, phase-field or level set methods will demonstrate
similar behavior.
Figure 1: Schematic of velocity-interface decoupling. The interface
begins on the left (solid line). The underlying flow field dictates
that the interface move to the right and should end as the dash-line
after a single time step. Due to an externally applied correction the
interface instead ends the time step at the dotted line.
In this manuscript a different approach is taken. Instead
of adjusting the interface to achieve mass conservation a
novel Navier-Stokes projection method is developed which
ensures mass conservation. Unlike the previous method
the interface is simply advected due to the underlying
flow-field, it is the flow-field itself which explicitly takes
into account any possible mass-loss. As will become ap-
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parent later in the manuscript it is useful to think of this
method as modifying the pressure so that it can handle
not only local incompressibility but also global mass con-
servation. Note that while this manuscript will focus on
a particular Navier-Stokes numerical implementation, the
concept presented here extends to any type of multiphase
fluid simulation that uses a projection method.
The remainder of the manuscript is as follows. In Sec-
tion 2 the single-fluid formulation of multiphase fluid flow
is briefly described. The novel mass-preserving Navier-
Stokes projection method is described in Section 3. The
numerical implementation is given in Section 4, which is
followed by numerical experiments in Section 5. A short
conclusion is presented in Section 6.
2. Single-Fluid Navier-Stokes Equations
In this sections a brief introduction to the single-fluid
formulation of multiphase fluid flow is presented. In a mul-
tiphase fluid system the interface between two immiscible
fluids evolves over time. In this work a level-set descrip-
tion of the interface is used. Let the evolving interface
be given as the set of points where the level-set function
is zero, Γ(t) = {x : φ(x, t) = 0}. The evolution of the
level set function φ(x, t) over time will implicitly deter-
mine the location of the interface. Following convention
the interior fluid, Ω−, is given by φ < 0 while the outer
fluid, Ω+, is given by φ > 0, Fig. 2. The entire domain is
given as Ω = Ω+∪Ω−. Using the level-set description it is
possible to obtain geometric information of the interface
easily. For example, the outward facing normal is simply
n = ∇φ/‖∇φ‖ while the total curvature can be calculated
as κ = ∇ · n.
n
W- : f<0
W
W+ : f>0
G: f=0 
Figure 2: The level-set description of a multiphase fluid system. The
outward facing normal is shown for clarity.
In each domain the Navier-Stokes equations hold,
ρ±
Du±
Dt
= −∇p± +∇ ·
(
µ±
(
∇u± +∇Tu±
))
+ g±, (1)
∇ · u± = 0, (2)
where ρ is the fluid density, µ is the fluid viscosity and g is
any body force term, such as gravity. The fluid equations
are coupled by a jump in the stress at the interface,
[
−pn+ µ
(
∇u+∇Tu
)]
· n = f , (3)
where [ ] indicates the jump of a quantity (outside minus
inside) across the interface and f are any forces, such as
tension, which act on the interface.
A difficulty in multiphase fluid simulations is the solu-
tion of this set of coupled but discontinuous differential
equations. Some techniques, such as the Immersed Inter-
face Method [21], augment the discretization of the dif-
ferential equations to take into account the jumps across
the interface. Another technique, which is explained here,
is to model the domain as a “single” fluid with spatially
varying properties [9, 22]. The interface condition, Eq.
(3), is accounted for by converting the singular force con-
tribution at the interface into a body-force term localized
around the interface.
Define the smooth Heaviside, Hε(φ), function as
Hε(φ) =


0 φ < −ε
1
2
[
1 + φε +
1
pi sin
(
piφ
ε
)]
|φ| ≤ ε
1 φ > ε
(4)
where ε is proportional to the grid spacing. From the
definition of the Heaviside function define the smoothed
Dirac-Delta function as δε(φ) = ∂Hε(φ)/∂φ,
δε(φ) =
{
0 |φ| > ε
1
2ε
[
1 + cos
(
piφ
ε
)]
|φ| ≤ ε
. (5)
The use of the Heaviside and Dirac functions allows for
the calculation of the volume enclosed by a given level set
as well as the surface area as a integrals over the domain,
V (φ) =
∫
Ω
(1−Hε(φ)) ‖∇φ‖dV, (6)
A(φ) =
∫
Ω
δε(φ)‖∇φ‖ dV. (7)
Using the Heaviside function the density and viscosity
are given by ρε(φ) = ρ
− + (ρ+ − ρ−)Hε(φ) and µε(φ) =
µ− + (µ+ − µ−)Hε(φ). These functions also allow for the
transformation of singular interface forces into localized
body force terms. For example, let the only singular inter-
facial force be from a uniform surface tension, f = σκn,
where σ is the coefficient of surface tension. In conjunc-
tion with the smoothed density and viscosity definitions
this results in a single Navier-Stokes equation valid in the
entire domain,
ρε(φ)
Du
Dt
=−∇p+∇ ·
(
µε(φ)
(
∇u+∇Tu
))
− σδε(φ)κ∇φ + gε(φ), (8)
∇ · u =0, (9)
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where the body force term has been written as a smooth
function of the level-set. This type of single-fluid formula-
tion for multiphase flow has been used to model bubbles
and droplets [23, 24] and vesicles [15, 25].
The results below focus on bubbles and droplets under
the influence of surface tension and gravity. Therefore, the
interface and body force are restricted to this particular
case. The dimensionless form of the single-fluid Navier-
Stokes equations can be obtained by defining a character-
istic length l0, and velocity u0, from which a characteristic
time can be obtained, t0 = l0/u0. The density and viscos-
ity are normalized by the values of the outer domain,
ρ(φ) = λ+ (1 − λ)H(φ), (10)
µ(φ) = η + (1− η)H(φ), (11)
where λ = ρ−/ρ+ and η = µ−/µ+ are the density and
viscosity ratio, respectively, and the ε has been dropped
for clarity.
Define the the Reynolds number as
Re =
ρ+l0u0
µ+
, (12)
the Weber number as
We =
ρ+l0u
2
0
σ
, (13)
and the Froude number as
Fr =
u20
g0l0
, (14)
where g0 is the strength of gravity pointing in the g¯ direc-
tion. The Navier-Stokes equations now become
ρ(φ)
Du
Dt
=−∇p+
1
Re
∇ ·
(
µ(φ)
(
∇u +∇Tu
))
−
1
We
δ(φ)κ∇φ +
1
Fr
(ρ(φ) − 1)g¯. (15)
Note that in this particular formulation gravity is written
as (ρ(φ) − 1)g¯ so that uniform acceleration of the entire
domain does not occur.
3. A Mass-Preserving Projection Method
Projection methods are a common technique to solve
the Navier-Stokes equations [26]. In such schemes a tenta-
tive velocity field is first determined and then the pressure
is calculated to enforce the local volume conservation. In
addition to conservation of local volume, Eq. (9), it would
be advantageous to explicitly enforce global volume con-
servation. Even if local volume conservation is performed
exactly errors in the advection of the interface can intro-
duce unwanted volume change over the course of a sim-
ulation. In this novel projection method both local and
global volume conservation are enforced.
The first step is to determine a tentative velocity field
at time tn+1 in the absence of the pressure and forces. In
this work the semi-Lagrangian formulation is used:
ρ (φn)
u∗ − und
∆t
=
1
Re
∇ ·
(
µ (φn)
(
∇u∗ +∇Tun
))
. (16)
The departure velocity, und , for a grid point x is determined
by tracing characteristics backward in time,
xd = x−∆tu
n (x) , (17)
und = P u (xd, t
n) , (18)
where P u is an interpolant of the velocity field at time
tn. Additional information regarding the semi-Lagrangian
method for Navier-Stokes equations is given in Ref [27].
The next step of a standard projection method would
be to determine the pressure to satisfy local volume con-
servation, Eq. (9). In this work global conservation is also
considered. Global volume conservation can be enforced
by looking at the rate at which the enclosed volume, V ,
will change over time [15, 28]∫
Γ
n · un+1dA =
dV
dt
(19)
for an outward facing unit normal, n, to the interface Γ.
Unfortunately, the pressure field alone can not satisfy both
constraints. Therefore the pressure is split into a constant
and spatially-varying component:
p = p˜+ (1−H(φ))p0. (20)
The constant pressure component, p0, only has a contri-
bution to the overall pressure field in the region given by
φ < 0 and can be thought of enforcing global volume con-
servation. The spatially-varying component, p˜, takes the
place of the standard pressure and will be used to enforce
local volume conservation. Expanding the pressure com-
ponent results in
−∇p = −∇(p˜+ (1−H(φn))p0) = −∇p˜+ δ(φ
n)p0∇φ
n,
(21)
which demonstrates that p0 only has a contribution near
the interface.
Using this definition of pressure the projection step is
now
un+1 − u∗
∆t
=−
1
ρ(φn)
∇p˜+
δ(φn)p0∇φ
n
〈ρ〉
−
δ(φn)κ∇φ
〈ρ〉We
+
ρ(φn)− 1
ρ(φn)Fr
g¯. (22)
For quantities localized around the interface the average
density is used, 〈ρ〉 = (ρ+ + ρ−)/2.
To determine p˜ and p0 both conservation conditions are
applied to the projection step, Eq. (22). Applying local
conservation, Eq. (9), results in
∇ ·
(
1
ρ(φn)
∇p˜
)
−
p0
〈ρ〉
∇ · (δ(φn)∇φ) =
∇ ·
(
u∗
∆t
+
δ(φn)κ∇φ
〈ρ〉We
−
ρ(φn)− 1
ρ(φn)Fr
g¯
)
. (23)
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Global conservation can be enforced by combining Eqs.
(19) and (22) and also requiring that the time-evolution of
the volume be such that any previous errors are corrected,∫
Γ
1
ρ(φn)
n · ∇p˜ dA−
p0
〈ρ〉
∫
Γ
δ(φn)‖∇φ‖ dA =∫
Γ
(
n · u∗
∆t
+
δ(φn)κ‖∇φ‖
〈ρ〉We
−
ρ(φn)− 1
ρ(φn)Fr
n · g¯
)
dA
−
1
∆t
V 0 − V n
∆t
(24)
where V 0 is the initial enclosed volume.
Let p˜ represent the vector holding the the values of p˜
over the entire discretized domain. The surface integrals in
Eq. (24) can be written as a summation over a discretized
domain,
∫
Γ fdA ≈
∑
δi,j,kfi,j,kdV where grid points are
given by xi,j,k, δi,j,k = δ(φ(xi,j,k)), fi,j,k is the function
value at the grid points, and dV is the volume of each cell
surrounding a grid point. It is then possible to define the
following linear operators:
∇ ·
(
1
ρ(φn)
∇p˜
)
≈ Lp˜, (25)
p0
〈ρ〉
∇ · (δ(φn)∇φ) ≈ p0l, (26)∫
Γ
1
ρ(φn)
n · ∇p˜ dA ≈ sT p˜ (27)
p0
〈ρ〉
∫
Γ
δ(φn)‖∇φ‖ dA ≈ p0a. (28)
The two constraint equations, Eqs. (23) and (24), can now
be written in block matrix-vector form,[
L l
sT a
] [
p˜
p0
]
=
[
d
e
]
, (29)
where d is the discretization of the right-hand-side of Eq.
(23) while e is the evaluation of the integral on the right-
hand-side of Eq. (24). This particular block matrix form
can be solved efficiently through the use of a Schur decom-
position,[
p˜
p0
]
=
[
I 0
−a−1sT 1
] [
S−1 0
0 a−1
] [
I −a−1l
0 1
] [
d
e
]
.
(30)
The Schur complement is a rank-1 update on the matrix
L:
S = L−
1
a
lsT , (31)
which has an inverse given by the Sherman-Morrison for-
mula,
S−1 = L−1 +
L−1lsTL−1
a− sTL−1l
. (32)
So long as a − sTL−1l is non-zero the inverse is defined.
This condition is not proven here, but a check is performed
during all simulations and has never been violated. Note
that as the method as described does not depend on any
particular spatial discretization. The particular discretiza-
tion used in the numerical experiments below will be dis-
cussed in Sec. 4.2.
4. Numerical Implementation
In this section the particular numerical implementation
used in the numerical experiments of Sec. 5 is briefly dis-
cussed. In particular the description and advection of the
interface and the discretization of the projection method
is presented.
4.1. Interface Description and Advection
The interface separating the multiple fluid phases is de-
scribed here using a gradient-augmented level set method
[29, 30]. In this extension of the level set method the
gradient field of the level set is explicitly tracked in addi-
tion to the level set function. This allows for the accurate
determination of interfacial quantities such as curvature
[29, 30]. In particular the results shown below use a re-
cent semi-implicit extension of the original level set Jet
scheme [31].
Consider the implicit tracking of an interface by way of
a level set function: Γ(t) = {x : φ(x, t) = 0}. In addition
to the level set also track the gradient field of the level set,
ψ = ∇φ. This allows for the determination of Hermite
interpolants using only information local to a cell on a
Cartesian grid [29]. Unfortunately, the original Jet scheme
does not work well for stiff advection equations, such as
those involving surface tension, and the recent SemiJet
method was developed in response [31].
The SemiJet method begins by performing a semi-
implicit, semi-Lagrangian update on the level set field,
φn+1 − φnd
∆t
= β∇2φn+1 − β∇2φn, (33)
where φnd is the level set value at the departure location
and β = 0.5 is a constant.
To update the gradient field note that the smoothing
operation can be captured using a smoothing operator,
Sφ = β∇
2φn+1 − β∇2φn, (34)
where φn+1 and φn are both known at grid points after
solving Eq. (33). At each grid point define a sub-grid of
spacing ǫ≪ h, where h is the grid spacing:
xq = x+ qǫ for q ∈ {−1, 1}p, (35)
with p = 2 in two-dimensions and p = 3 in three-
dimensions. This results in a sub-grid of either 4 or 8
points, depending on the dimension of the simulation. On
each of these sub-grid points an updated level-set value
is obtained using an explicit semi-Lagrangian update with
the smoothing source term given in Eq. (34),
φq − φqd
∆t
= Sφ (x
q) . (36)
Once the level set values on the subgrid are calculated
updated gradient values at grid points can be obtained
using finite difference approximations. For example, in
4
two-dimensions the gradient in the x-direction at a grid is
given by
(
φ(1,1) − φ(−1,1) + φ(1,−1) − φ(−1,−1)
)
/4ǫ.
Curvature values are calculated at grid points using
κ =
φxxφ
2
y + φyyφ
2
x − 2φxyφxφy(
φ2x + φ
2
y
)3/2 , (37)
in two-dimensions with a similar expression for three-
dimensions. The values used to calculate the curvature
were calculated by averaging derivatives. For example,
when computing φx, φxx and φxy for use in the curvature
calculation the following averaging would be used:
φx =
1
2 (ψ
x +Dxφ) , (38)
φxx =
1
2 (Dxψ
x +Dxxφ) , (39)
φxy =
1
3 (Dyψ
x +Dxψ
y +Dxyφ) , (40)
where Dx, Dy, Dxx and Dxy are the finite difference ap-
proximations for the derivatives and ψx and ψy are the
components of the gradient field tracked by the Jet. The
curvature was then extended away from the interface in the
normal direction. Complete information about the Semi-
Jet method and curvature calculation can be found in Ref.
[31].
4.2. Discretization of the Projection Method
The Navier-Stokes equations and projection method are
discretized on a collocated Cartesian mesh using stan-
dard finite difference approximations. The variable co-
efficient Poisson equation, Eq. (25), is discretized using
compact second-order finite difference approximations. In
one-dimension this is written as
Lp˜i =
ρ−1i+1/2 (p˜i+1 − p˜i)− ρ
−1
i−1/2 (p˜i − p˜i−1)
h2
(41)
where the inverse density at half-grid points is obtained
using harmonic averaging,
ρ−1i+1/2 =
ρi + ρi+1
2ρiρi+1
. (42)
It was found that the harmonic averaging improved the
stability for large density variations. Similar expressions
hold in other dimensions. The remaining discretizations in
Eqs. (26)-(28) were also performed using centered second-
order finite difference approximations.
Note that the method described here is an approximate
pressure discretization. It is well known that this partic-
ular discretization does not suffer from the pressure de-
coupling effect which can occur from a discrete discretiza-
tion on a collocated mesh [32, 33]. On the other hand
the fact that the divergence-free velocity field condition
is not discretely enforced means that small mass errors
will accumulate over time. An approximate discretization
was purposefully chosen to demonstrate the ability of the
proposed method to conserve mass even if the underlying
method is not discretely mass conserving.
5. Numerical Experiments
The mass-preserving projection method described above
is tested using four different multiphase fluid systems.
These are: 1) a static bubble, 2) a rising bubble, 3) a fluid
thread undergoing a Plateau-Rayleigh instability, and 4)
a droplet in shear flow. In all cases the mass-preserving
method, denoted as the conserving scheme, is compared
to a simulation without the method described above. This
non-conserving scheme is computed by using the same dis-
cretization as the conserving scheme with the pressure cal-
culated as the solution to Eq. (23) with p0 = 0. All of the
results will be three-dimensional results using uniform grid
spacing, although some figures will show two-dimensional
slices instead of three-dimensional figures.
5.1. A Static Bubble
The first numerical experiment is the evolution of a
droplet in the absence of gravity, Fig. 3. The viscosity
ratio is set to η = 0.01 while the density ratio is λ = 0.001.
The Reynolds number is 10 and the Weber number is 1.
Gravity is ignored, which is equivalent to setting Fr =∞.
The initial shape is an ellipsoidal interface with an axis of
1 in the x− and z−directions and 2 in the y−direction.
The computational domain is a cube given by [−4, 4]3 and
a 653 grid, resulting in a grid spacing of h = 0.125. The
time step is ∆t = 0.01.
(a) t=0 (b) t=0.5 (c) t=1
(d) t=2 (e) t=10 (f) t=20
Figure 3: Evolution of a bubble under surface tension with Re = 10,
We = 1, and Fr = ∞. The density ratio is λ = 0.001 while the
viscosity ratio is η = 0.01. The final sphere radius is 1.261.
Under the influence of surface tension the bubble evolves
into a sphere with the same volume. It is therefore ex-
pected that the final shape will be a sphere with a radius
of 1.26. The simulated final radius is 1.261, very close to
the theoretical value.
The distribution of the spatially-varying pressure com-
ponent, p˜, and the total pressure p along the x−axis for
y = 0 and z = 0 at a time of t = 20 are shown in Fig.
5
4. Results are similar in the other directions. It is clear
that at steady-state the majority of the pressure is due
to p0, which has a value of p0 = 1.584. According to the
Laplace-Young condition it is also expected that the dif-
ference between the inner and outer pressure should be
p− − p+ = 2κ/We. Using an analytic final radius of 1.26
and the simulation parameters this results in an expected
pressure jump of 1.587, which matches well with the sim-
ulated final pressure.
(a) Spatially Varying Pressure Component: p˜
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(b) Total Pressure: p = p˜+ (1−H(φ))p0
Figure 4: The pressure along the x-axis with y = 0 and z = 0
at a time of t = 20 for the static bubble shown in Fig. 3. The
spatially varying pressure component, p˜, is nearly zero while the
pressure constant is p0 = 1.584. This is very near to the predicted
static pressure of 1.587.
A comparison between the mass conserving and non-
mass conserving simulations is given in Fig. 5. Both
the volume and volume-error over the course of the sim-
ulation are presented. The volume error is computed as
(V (t)−V (0))/V (0) where V (t) is the instantaneous volume
and V (0) is the initial volume. The use of an approximate
projection method, combined with the non-conservation
properties of the level set method, results in excessive mass
loss in the non-conserving simulation. This mass loss re-
sults in the complete disappearance of the bubble in the
non-conserving simulation, while the conserving scheme
has a maximum volume error of approximately 2× 10−5.
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(b) Volume Error
Figure 5: Comparison between volume preservation in the conserv-
ing and non-conserving schemes for a static bubble with the initial
condition shown in Fig. 3. After t = 15 the bubble has completely
disappeared in the non-conserving simulation.
5.2. A Rising Bubble
The next numerical experiment is that of a rising bub-
ble. The computational domain is a cube given by [−5, 5]3
using a 1013 grid, giving a grid spacing of 0.1. The time
step is chosen to be 0.01. The initial bubble is a sphere
centered at the origin with a radius of 1.
To allow for the long-time evolution of the bubble to be
modeled after every time step the level set Jet and com-
plete fluid field are re-centered in the computational do-
main using a cubic interpolation procedure. Using the val-
ues for the spherical cap Bubble A in Table 1 of Hnat and
Buckmaster [34] the density ratio is set to λ = 0.001142
while the viscosity ratio is η = 0.008474. Based on the di-
mension of the experimental bubble, the final rise velocity,
and the given surface tension the dimensionless parameters
are Re = 9.694, We = 7.6375 and Fr = 0.7754.
As the bubble rises it evolves into the expected spherical
cap, see Fig. 6 for a three-dimensional figure and Fig. 7
for the cross-section in the x − y plane. The experimen-
tal results indicate that the aspect ratio of the bubble at
steady-state should be 2.7, which compares to a value of
2.8 from the simulation. With the given parameter set it
is expected that the dimensionless rise velocity should be
equal to one. The rise velocity over the course of the sim-
6
(a) t=0 (b) t=1 (c) t=2
(d) t=4 (e) t=10 (f) t=20
Figure 6: Evolution of a three-dimensional bubble with density ratio
of λ = 0.001142 and viscosity ratio of η = 0.008474 with Re = 9.694,
We = 7.6375 and Fr = 0.7754. These properties correspond to Bub-
ble A in Table 1 in Hnat and Buckmaster [34]. Experimental results
show the aspect ratio should be 2.7 while the simulation results in
an aspect ratio of 2.8.
(a) t=0 (b) t=1 (c) t=2
(d) t=4 (e) t=10 (f) t=20
Figure 7: Evolution of the x− y plane of a three-dimensional bubble
for the result shown in Fig. 6.
ulation is given in Fig. 8, with a steady-state rise velocity
of 0.9922.
The evolution of the volume over the course of the sim-
ulation is presented in Fig. 9. Note that due to discretiza-
tion errors the initial volume is not equal to 4π/3 ≈ 4.19
but is calculated numerically as 4.252. As with the static
bubble example both the volume and the volume error
are given. Over the course of the simulation the volume
for the non-conserving scheme varies from a minimum of
4.13 to a maximum of 4.39, while the conserving scheme
only varies slightly. It should also be obvious that if the
simulation was allowed to continue volume errors in the
non-conserving scheme would continue to grow, which is
not true for the conserving scheme.
Time
0 5 10 15 20
0
0 
0 
0 
0 
1
Figure 8: The rise velocity of the center of mass for the three-
dimensional bubble in Figs. 6 and 7. The experimental results of
Hnat and Buckmaster [34] indicate the final dimensionless rise veloc-
ity should be 1. The simulation results in a rise velocity of 0.9922.
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Figure 9: Comparison between volume preservation in the conserv-
ing and non-conserving schemes for a rising bubble with the initial
condition shown in Figs. 6 and 7. The volume gain will continue in
the non-conserving scheme while the volume will remain constant in
the conserving scheme.
5.3. Plateau-Rayleigh Instability
As a third test case consider the evolution of a fluid
thread. It is well known that if the shape has an initial
perturbation this thread will undergo a Plateau-Rayleigh
instability and split into separate droplets [35]. In this
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case the computational domain is a rectangle spanning
[−5, 5]× [−10, 10]× [−5, 5] while the number of grid points
is 101×201×101 and the time step is ∆t = 0.05. Periodic
boundary conditions are given in all directions.
Initially a thread is aligned along the y-direction with
an initial radius given by 1 + 0.2 cos(0.2πy) in the x − z
plane. It is then allowed to evolve under the conditions
of Re = 10, We = 1, and Fr = ∞ with a density ra-
tio of λ = 10 and viscosity ratio of η = 10. The three-
dimensional evolution of the interface is given in Fig. 10.
As time progresses the initially thin regions of the thread
become thinner. At a time of t = 28 the thread is about
to pinch off and extremely thin regions are observed be-
tween individual droplets, which are visible at t = 28.5.
Over time the droplets become spherical to minimize the
surface tension.
(a) t=0 (b) t=20
(c) t=28 (d) t=28.5
(e) t=30 (f) t=100
Figure 10: Evolution of a fluid thread with a density ratio of λ = 10,
viscosity ratio of η = 10, Re = 10, We = 1, and Fr =∞. Periodicity
is assumed in all directions. With the given initial shape the droplet
undergoes a Plateau-Rayleigh instability and breaks into spherical
individual droplets.
A comparison between the conserving and non-
conserving schemes for the Plateau-Rayleigh instability is
presented in Fig. 11. As with the static bubble case the use
of the non-conserving scheme results in complete volume
loss. The conserving scheme has a maximum mass loss
during the breakup observed at approximately t = 28.5,
but quickly recovers to an error of less than 10−6.
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Figure 11: Comparison between volume preservation in the con-
serving and non-conserving schemes for a fluid thread undergoing a
Plateau-Rayleigh instability with the initial condition shown in Fig.
10. Due to volume loss the droplets in the non-conserving scheme
disappear.
5.4. Droplet in Shear Flow
As a final test consider the behavior of a droplet in the
presence of shear flow. Under certain situations the droplet
will extend and “daughter” droplets may form at the tip of
the original droplet [36]. Here the computational domain
spans [−16, 16]× [−2, 2]× [−2, 2] with a 513×65×65 grid.
The time step is ∆t = 0.025. Periodic boundary conditions
are taken in the x− and z− directions while wall-boundary
conditions are taken in the y−direction. The shear flow is
imposed by specifying a velocity of (y, 0, 0) on the y = 2
and y = −2 walls.
The result for matched density and viscosity, λ = 1 and
η = 1, with Re = 1, We = 1, and Fr = ∞ for an initially
spherical droplet of radius 1 is given in Fig. 12. This
figure shows the x − y cross-section of the droplet up to
the formation of the first “daughter” droplets from the
tips.
Tracking the volume and volume error of the course of
the simulation, Fig. 13, demonstrates results similar to the
previous numerical tests. Over time the errors in the non-
conserving scheme accumulate and results in the complete
disappearance of the droplet. The conserving scheme, on
the other hand, is capable of ensuring that the mass errors
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Figure 12: Evolution of a droplet in the x−y plane under shear flow.
The density ratio is λ = 1, the viscosity ratio is η = 1, while Re = 1,
We = 1, and Fr =∞. The normalized shear rate is 1.
do not grow over time.
6. Conclusion
In this work a new mass conserving projection method
for multiphase Navier-Stokes systems has been presented.
Various numerical tests have demonstrated that the pro-
posed scheme is capable of conserving the mass in a wide
variety situations, including a static bubble, a rising bub-
ble, a fluid thread undergoing a Plateau-Rayleigh instabil-
ity and a droplet in shear flow. Unlike many other mass
correction schemes the material interface advects with the
underlying fluid field. The general idea is applicable to
any system being investigated using a projection-based
Navier-Stokes solver and is not limited to the particular
discretization used here.
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