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CHAPTER I 
 
 
 
 
INTRODUCTION 
 
 
 
 
1.1 Introduction 
 
 Chemical industries are facing a lot of challenges.  The industries have to 
keep sustainable production and within the quality specifications for the products. 
The whole production process has to operate at the minimum production of waste, 
minimum consumption of utilities, minimum cost of re-work and re-processing.  If 
the chemical industries are able to do so, the industries can achieve a better 
competitive position in the world market and gain great revenue.  In order to achieve 
these targets, modern chemical plants need to operate as fault free as possible 
because faults that present in a chemical process increase the operating cost due to 
the increase in waste generation and product having undesired specifications.  
Therefore, an efficient fault detection and diagnosis method need to be developed to 
detect faults that are present in a process and pinpoint the cause of the detected faults.  
Multivariate Statistical Process Control (MSPC) is a fault detection and diagnosis 
method which has gained wide applications in the chemical industries (Kourti et al., 
1996).  
 
 This research is aimed to formulate a fault detection and diagnosis algorithm 
based on MSPC. The functions of this algorithm are to ensure safe operation, better 
understanding of the process behavior and to prevent continuously producing off-
specification products.  The developed algorithm can be applied to any unit operation 
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in the chemical industry. A distillation column is chosen as the case study. 
  
 
 
1.2 Research Background    
 
Multivariate Statistical Process Control (MSPC) is an extension of univariate 
Statistical Process Control (SPC).  This extension enables MSPC to become 
applicable in chemical industries which are multivariable in nature.  MSPC 
monitoring method consists of collecting nominal operation condition process data, 
building process models by using multivariate projection methods and comparing the 
incoming process measurements against the developed process models.  
 
The present MSPC method has several weaknesses in detecting and 
diagnosing faults.  According to Yoon and MacGregor (2000), MSPC is a very 
powerful tool for fault detection but its main limitation lies in the ability to isolate or 
diagnose the actual causes of the detected fault.  Although contribution plots are use 
to diagnose the faults, they tend to be noisy and ambiguous.  The contribution plots 
also do not have confidence limit, making it difficult to determine whether a situation 
is normal or abnormal.    
 
From the previous paragraph, the major weakness of MSPC lies in its ability 
to diagnose the actual causes of the detected faults.  Therefore, this research is trying 
to solve this problem by introducing new elements into the fault detection and 
diagnosis method in MSPC.  The new elements are: 
 
a) A new fault detection procedure based on correlation coefficient between the 
quality variables of interest and the selected key process variables. 
b) Fault diagnosis using statistical control charts with control limits showing 
clearly the status of a situation. 
c) Formulation of the correlation coefficient based on Normal Correlation (NC), 
Partial Correlation Analysis (PCorrA) and Principal Component Analysis 
(PCA). 
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1.3 Objectives of the Research 
 
1) To formulate a new fault detection and diagnosis algorithm based on the 
correlation coefficient between quality variables of interest and the selected 
key process variables. 
 
2) To study the efficiency of the developed fault detection and diagnosis 
algorithm in detecting faults and diagnosis the causes of the detected faults. 
 
 
 
1.4 Scopes of Research 
 
Scopes of the research consist of: 
 
• A distillation column from plant simulated data (Appendix B) is used as the 
case study. The dynamic models for the column are developed. The 
distillation column models will be used to describe the column behavior. 
 
• A dynamic simulation algorithm is formulated based on the developed 
distillation column dynamics models. Later, the dynamic simulation 
algorithm is developed using Matlab software. 
 
• The performance of the developed dynamic simulation program is assessed. 
The Matlab simulation results are compared to the simulation results from the 
plant simulated data (Appendix B). 
 
• Controllers tuned and installed for stable operation of the column program.  
 
• Selection of quality variables of interest and key process variables 
? Linoleic Acid composition (x8) and Oleic Acid composition (x9) in the  
     bottom stream are chosen as the quality variables of interest. 
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? Key process variables selected are process variables that are highly 
correlated with the two selected quality variables of interest.  Process 
variables that have a Normal Correlation (NC) of 0.1 or more with the 
two quality variables of interest are selected as key process variables.  
The selected key process variables are feed flow rate (Lf), feed 
temperature (Tf), reflux flow rate (Re), pumparound flow rate (P), 
reboiler duty (Qr) and bottom temperature (Tbot).      
 
? Determination of Process Sampling Time, TMSPC  
? An autocorrelation test based on Wetherill and Brown (1991) was 
used to determine the suitable Process Sampling Time, TMSPC of the 
process.  The TMSPC is determined at a value of 4.6 hours.  In this 
research, TMSPC refers to the time used to sample a data from the 
process into the data set used for calculation of correlation 
coefficients.  
 
? Generation of Data 
? Data (values of the selected key process variables and quality 
variables of interest) are sampled from the process using the 
determined TMSPC.  The collected data are mean-centered and 
variance-scaled.  This data are checked of its average, standard 
deviation, kurtosis and skewness to establish its normal distribution 
properties.  Once the data follow the normal distribution, it is further 
checked to determine whether it is the desired Nominal Operation 
Condition Data (NOC).  
? Nominal Operation Condition (NOC) data are a set of data in which, 
the selected quality variables and key process variables have values 
within the statistical control limits of their statistical control charts.  
The statistical control charts used in this research are Shewhart 
Control Chart and Range Control Chart.  For NOC, the statistical 
control limits are ± 3σ for the quality variables and ± 3σ/Cik for 
selected key process variables (Cik is the correlation coefficients 
between the selected key process variables with the quality variables 
of interest).   
 5 
? Fault Data (OC) are a set of data in which, the selected quality 
variables and key process variables have values outside the statistical 
control limits of their statistical control charts in certain times.  Fault 
Data are also sampled from the process using the determined TMSPC.     
 
• Formulating fault detection and diagnosis (FDD) algorithm based on Normal 
Correlation (NC), Principal Component Analysis (PCA) and Partial 
Correlation Analysis (PCorrA).  The procedures in formulating the algorithm 
are shown as follow: 
 
a) Develop the correlation coefficients using NC, PCA and PCorrA. 
b) Develop the fault detection tools. 
c) Develop the fault diagnosis tools. 
 
? The developed FDD algorithm is used with Shewhart Control Charts (SCC) 
and Range Control Charts (RCC) for fault detection and diagnosis on the 
generated set of Fault Data. 
 
• The performance of the FDD algorithm is evaluated. The results for fault 
detection and diagnosis are discussed in depth. 
 
 
 
1.5 Contributions of the Research 
 
The contributions of this research can be summarized as follows: 
 
1) The introduction of the correlation coefficient between quality variables of 
interest and the selected key process variables in formulating the FDD 
algorithm. 
 
2) The derivation of the correlation coefficient based on Normal Correlation 
(NC), Principal Component Analysis (PCA) and Partial Correlation 
Analysis (PCorrA). 
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3) The application of Partial Correlation Analysis (PCorrA) as an important   
    analysis tool in MSPC. 
 
 
 
1.6 Layout of thesis  
 
This thesis contains six chapters: introduction, literature review, distillation 
column modeling and simulation, methodology, results and discussion and 
conclusions and recommendations.  The first chapter comprises of the introduction of 
the research, objectives of the research, research background and research’s scopes 
and contributions.  
 
Chapter II elaborates the literature review concept of Multivariate Statistical 
Process Control (MSPC), Principal Component Analysis (PCA), Partial Correlation 
Analysis (PCorrA) and the development of MSPC.   
 
Chapter III presents the dynamic modeling of a distillation column as the case 
study, formulation and establishment of the dynamic simulation program, the tuning 
of controllers in the column and the evaluation of the performance of the developed 
simulation program.  
 
 Chapter IV mainly consists of the procedures in formulating the fault 
detection and diagnosis (FDD) algorithm based on NC, PCA and PCorrA. The 
introduction of the correlation coefficient between the quality variables of interest 
and the selected key process variables were also presented in this chapter. 
 
Chapter V presents the results obtained from the developed FDD algorithm 
and the discussion of these results. 
 
Chapter VI gives the conclusions that can be made from the results obtained 
and also recommendations for future work. 
