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In this paper we define a metric d on the Nevanlinna class N(G) of an 
n-connected domain G. We show that (N, d) is a complete translation invariant 
metric space in which multiplication by a constant is not continuous. We also show 
that N(G) is disconnected. Our main theorem characterizes the component of the 
origin of N(G), extending earlier work of J. Shapiro and A. Shields and of 
J. Roberts for the unit disk. We use the factorization theorem of R. Coifman and 
G. Weiss to show that the component of the origin of N(G) is equal to the set of 
all functions fin N(G) for which the positive part of the singular measure of the 
least harmonic majorant of log IfI is continuous. 0 1990 Academic Press, Inc. 
In this paper we study the Nevanlinna class of G, N(G). We show that 
N(G) enjoys analogous properties to N(U). The final result of this section 
is a characterization of the component of the origin of N(G). 
0. DEFINITIONS 
Let G be a bounded domain whose boundary consists of (n + 1) analytic, 
closed, bounded, and disjoint curves, i.e., 
dG:=T()u ... vr,, 
where r. is chosen so that G is included in the bounded 
component of r:; (0.1) 
Gj := the component of the complement of rj that 
contains G. 
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As usual, g, (z, [) denotes Green’s function for D, and P, (z, [) stands for 
the Poisson Kernel for G, i.e., 
P,(z , [)= -ragG(Z.~) 
27t a?lr ’ 
where z E G. [ E r, and alani denotes the derivative taken in the direction 
of the outward unit normal to r at <. 
Let f: G + C be a holomorphic function 
(a) for 0 < p < cc f E HP(G) if 1 f) p has a harmonic majorant in G. 
(b) f E H”(G) if f is bounded on G. (0.2) 
(c) f E N(G) if log+ 1 f) has a harmonic majorant in G. 
1. BASIC PROPERTIES OF IV(G) 
In this section we give some of the basic properties of N(G) which are 
needed in the sequel. 
THEOREM 1. Let f: G -+ C be analytic. Then the following are equivalent: 
(a) ~ENG) 
(b) If { Gi} p”= L is a sequence of domains so that 
G= (j G’, G’c Gi+‘, i = 1, 2, . . . . 
i=l 
each G’ is n-connected and aGi = rg v . . . u r;, where each rj’ j= 0, . . . . n, 
i= 1, 2, . . . is homotopic to rj. Then 
lim 
s log+ If(i)1 Pit& 0 ds(i) < 03, i-03 a@ (1) 
where PE G, and P’(P, 0 is the Poisson Kernel of G’. 
(c) f = fo+ ... +fN, where eachhEN( j=O, 1, . . . . n. 
(d) f(z) = g(z)/h(z), where g, h E H”(G). 
Proof (a) j(b) Let f EN(G) and let U,-(Z) be the least harmonic 
majorant of log + If(z Now, if (G’},? , is the sequence of domains in 
part (b), then 
s log+ If(i)1 P’(P> c) ds(i) < u/(P) as desired. dG’ 
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(b) =z. (c) Let C = Co u . . u C, be a union of disjoint curves such 
that Cj is homotopic to rj, j = 0, 1, . . . . n, and let z be interior to C, and 
exterior to C,, . . . . C,. Let 
Since C, is homotopic to r,,f;(z) is independent of the choice of C, and 
it is analytic in G,. Furthermore, by the Cauchy Integral Formula f = 
f0 + . . . + f,. We need to show that fi E N(G,), j = 0, 1, . . . . H. Let {G’} p”= ,
be a sequence of domains satisfying conditions from part (b). Let Gj be 
defined as in (O.l), and let Pi denote the Poisson Kernel for Gj. Then for 
fixed j, and i = 1, 2, . . . 
= 
i ac; log+ If(i) - J?fk(i)l qp, i) Wi) 
<lqO)+max(R,, R2}, 
where 
R, = 
s ac; 
log’ If(i)1 pp? 0 40, 
and 
R,= 
For j # k, fk(z) is bounded near f’, and 
s lo&?+ If(C)I pi(P3 0 ds(i) aa 
is bounded by hypothesis. Therefore, for j = 0, 1, . . . . n 
sup s aG; 
log+ Ifj(Ol pf:(P9 i) ds(i)< CC 
which is equivalent to fj E N(G,), as desired. 
j=o(C)*(d) Let f(z) = fo(z) + ... + fn(z), why each f, E N(G,), 
9 ..., n. Then fj(z) = gj(z)/h,(z), where gj, hjo H (Gj), j=O, . . . . n (see 
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[3]). Now, if we let g(z) = Cr,, gi. n,“=, hi(z), h(z) = l-I,“=, hi(z) then 
f(z) = g(z)/h(z), and g, h E H”(G), as desired. 
(d) =+- (a) Let f(z) = g(z)/h(z), and f, ge H”(G). Without loss of 
generality we can assume that /g(z)1 -=z 1, lh(z)l < 1, and h(z) =0 for all 
ZEG. Then log+ If(z)1 < -log lh(z)l. But -log /h(z)1 is a harmonic 
function since h(z) is analytic and zero free in G. Thus f E N(G). 
COROLLARY 2. Let f~ N(G), f E 0. Then 
lim f(z) = f*(x) exists a.e. [ds], 
z + I 
*‘Ii’ 
(2) 
and 
log /j-*1 E L’(I’, ds). 
Proof The corollary follows directly from part (c) of Theorem 1 and 
the analogous propertic of the Nevanlinna class in simply connected 
domains with analytic boundaries [D]. 
COROLLARY 3. SE N(G) ifand onZy ifsup, Sac, [log If(i)1 1 P’(p, [) ds(<) 
< co, where {G’}Z~, is a sequence of domains as described in Theorem 1. 
Proof: The Corollary follows immediately from the representation 
f = s/h. 
2. ZEROS OF A FUNCTION IN THE NEVALINNA CLASS 
THEOREM 4. Let f be analytic in G and let {z,},: , G be the zeros off 
repeated according to the multiplicity. Let {G’),??? 1 be a set of domains 
described in Theorem l(b). Then 
lim sup 
j I log If(~)lPi(P, i)&(i)< ~0 iff f &T(P, zj)< co. ac’ j=I 
ProoJ First, assume that f is analytic on G and continuous on G and 
has a finite number of zeros in G. Let {zl, . . . . zk) be the zeros off in G, 
PEG, andp#z,, j= 1, . . . . k. Let z0 = p. Choose E > 0 such that B(zi, E) c G, 
j= 0, . . . . k. Let 
G, = G - (j B(z,, E). 
j=O 
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Since log If(z)/ and g(p, z) are harmonic in G,, by Green’s identity 
For j # 0, in the neighborhood of zj, log If(z)1 = rn. log )z - zjl + log lh(z)l, 
where h(z) is analytic and zero free in B(zj, E), and m  is the order of the 
zero off at z,. Thus, 
s 1% If( 7 MP? z) &(() ll-ql z 
= 2n s,?’ E[rn log E + log Ihl zj+ Ee=). 
wJ+i-“) & 
ar r=E ’ 
Since log l/z(~)\ and ag(p, (‘)/an, are continuous on aB(zj, E) the integral 
above behaves like E log E. Hence it goes to 0 as E approaches 0. If j = 0, 
lim 
s 6-0 Ii-P 
log If( *NC) = -2n log If(P 
i 
Also since g(p, [) is continuous on B(zj, E) and 
a log im a 
an, 
= z (m log Ii - 2,l + log INiN ), 
c 
then for j= 1, . . . . k 
lim E-O s 
Also, 
Therefore 
lim E-O s 
5 
log ,f(i)l adp, 0 w) 
ac an, =2X (log If(p)\ +jgI (g(p, Zj))- 
Now, let f be analytic in G, p E G be chosen so that f(p) # 0, (G’} z 1 be 
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the sequence of domains from the hypothesis, and g’(p, z,) be the Greens’s 
function for Gi. Then 
s 
1% If(i)1 PG’(P, i) Wi) = 271 log If( + c m,g’(p, ZJ ) (3) 
aG’ ( z~EG’ > 
where m, is the multiplicity of z,. The theorem now follows from (3). 
COROLLARY 5. Let f E N(G). Then & g(z, z,) < 03 for all z E G {z,},‘?~ , , 
where (zj},?= L are the zeros off repeated according to the multiplicity. 
Proof: This is an immediate consequence of Theorem 4 and 
Corollary 3. 
COROLLARY 6. Let f E N(G), and let {zj},T , be the zeros off then 
i d(zj, r) < 00. 
j= I 
Proof: This follows immediately from 
3. BLASCHKE PRODUCT AND FACTORIZATION THEOREM 
For a purpose of completeness of this paper we discuss here the develop- 
ment of the Coifman and Weiss Factorization Theorem. For details we 
refer the reader to [CW] and [Kh]. 
We start this by defining the Schwartz Kernel for G. 
Let w,(z) be a harmonic function on G such that 
0, 
wj(z)= 1 
L 
if zET, 
if ZEN,. 
In [CW], R. Coifman and G. Weiss showed that there exists 
a,(i), . . . . a,, (c) (uniformly continuous functions on r) such that 
P(Z7 i)=P(Z2 i)- i aj(i) wj(z) 
/=I 
(4) 
has a single value harmonic conjugate *p(z, 0, where 
4x1, (5) 
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and (x~~)~, j= 1, .,,,n denotes the inverse matrix to 
(kJrk2),j=, ,._., n. 
Now, let 
fb, 0 = P(Z, 0 + i*ptz, 0. (6) 
Then H(z, i) is called a Schwartz Kernel for G. 
R. Coifman and G. Weiss showed that if f is analytic in G and 
continuous in G, and 
f(z) = u(z) + h(z), 
then 
f(z) = lr m 0 40 ds(i) + Wz,), 
where zO is a fixed point in G, and 
s wz, 0 WC) = Ok(O), k = 0, 1, . . . . n. rK 
Next, we define the Blaschke Factor for G at a. 
(7) 
(8) 
THEOREM 7. Let 
B(z) = (z-a) exp 
{J 
- m 0 1% 15 - 4 ds(L3 3 
I 
(9) 
I- 
where a E G, and H(z, 5) is given by (6). 
Then B(z, a) = 0 ifund only if z = a, and B(z, a) is analytic in G. Further- 
more; if N E N(G), then 
B,(z) = f, B(z’ ‘i) 
j= 1 B(z, 0;) 
converges absolutely and uniformly on compact subsets of G, where 
{ u,}j”= 1 are the zeros of F, 
and 
{u,!},?, are thepoints on rsuch that d(u,, I’) = Ia; - ai\. 
(10) 
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Also 
I&(xl = c,, k = 0, 1, . . . . n, a.e. on r, with C,=l. (11) 
Proof The proof can be found in [Kh]. 
Let HEN, and let F= f/B,, then F(z) #O for all ZEG, and by 
Corollary 3, FEN(G). Therefore log IF(z)] is a harmonic function in G 
such that llog IF(z)11 h as a harmonic majorant. Thus there exists a Bore1 
measure m on r such that 
log IF(z)I = jr&, 0 dm(i) 
(see [Kh]). Let 
4~) =jr W, 0 dm(i). 
Then by (4), 
W+)l = i ReCfW, 111 dm(5) r 
= j 
I- 
P(z, i) h(i) -,gl !;a,(0 wj(z) dm(fC) 
= log IF( - f: w;(z) J‘, aj(5) MO. 
/=I 
Therefore, the harmonic conjugate of the function 
1% IF(z)I - i wJ(z) jraj(i) dm(i) is single valued. 
j= I 
Now, it follows that the period of a harmonic conjugate of z;= I wi(z) 
jr adO dm(i) along Ck (k = 0, 1, . . . . h) is the same as the period of a 
harmonic conjugate of log IF(z But 
and 
1 
-.I 
F’(z) 
2ni 
- = integer, 
rk F(z) 
k = 0, 1, . . . . n. 
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Therefore the period of a harmonic conjugate of 
n 
1 ~~(2) Jr uj([) &I([) = integer (24. 
j=l 
Thus if 
then 
Wj(Z)= Wj(Z) + i*Wj(Z), 
F(z) = exp 
( 
S, Ht.? 5) dm(i)) exp ( i wj(z) J" aj(i) dm(i) 
j=l r > 
and this gives us the following factorization. 
THEOREM 8. Let f E N(G). Then there exists a unique Bore1 measure on 
I- such that 
F(z)=Bo(z)exp i .W.( ) expjrH(z,i)dm([). 
(j;laJ J ‘> 
(12) 
4= raj(l) dm(i), 
J 
W,(z) = wj(z) + i*wj(z), j = 1, . . . . n, 
and a, ([) is defined by (5). 
THEOREM 3.9. Let f E N(G). Then 
S 
01(z) f(z) = Be(z) . Q(Z) .- 
S,*(z) 
exp s r W, 0 log If *(C)l 40, (13) 
where 
Q(z)=exp i ujwj(z), 
j=l 
I 
(14) 
W, 0 doA , j= 1, 2, 
where aj’s are non-negative singular Bore1 measures on r, and Wj, aj, and 
Bo are the same as in Theorem 3.8. 
Proof. By (12) 
f(z) = W(z) Q(z)) w !‘, H(z, i) MC). 
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By decomposing dm into singular and absolutely continuous parts we 
obtain 
where 
dm(i) = log If’*(Ol WC) + d(o+ - a-)(i), 
log IF*(i)1 = log If*(ol - 1% Po*(i)l. 
Now, 
- f log Po*(U f@, 0 d40. I- 
BY (11) 
J I- 1% IN( H(Z, i)= C CjJc H(z, 5) h(i). j=l 
But by (8) 
s Nz, i) Wi) = 0 
for j= 1, . . . . n. 
r, 
Thus, 
s,W, 0 1% IJ’*(i)l WC) = j-/& 0 log If*(i)l dd5). (15) 
Now, the proof follows if we set o1 = (T- and o2 = (r+. 
4. THE SMIRNOV CLASS N + (G) 
Let feN(G) and PEG. SEN+(G) if there is a sA?uence of n-connected 
domains { Gi}im_, such that for all i = 1,2, . . . . p E G’ c Gi+ ‘, U,E, G’= G, 
and for all E > 0 there exists 0 > 0, such that, 
if Ei c cYG’ satisfies 5 P’(P, 5) ddt’) < c then 6 
I log+ If( P’(P, 0 ddt’) < 6 for all i. (16) 4 
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Condition (16) is referred to as uniform integrability of the family 
{log+ Ifl P’(Pl i,>,L, 
where as before P’(p, i) denotes the Poisson Kernel of Gi. 
THEOREM 10. Let f E N(G). Then the following are equivalent 
(a) feN+(G) 
tb) f(z)=Wz) G(z)exp(j,H(z, i)Mi)), where 
dmti)=log+ If*(i)lwc)+~L 
fl is singular with respect to ds, and fi < 0. 
(c) Let u,-(z) be the least harmonic majorant of log If(z Then 
u,(z)={ Ptz, OClos If*(i)1 dstO+ dal, r 
where (T 6 0 and CJ is singular with respect to ds. 
td) limi+a ja~~hdl+ If(i P’(P, 0 ds(C)=~,oWl+ If(U) 
P(p, c) ds([), where {G’)y=, are the domains described in Theorem 1 
part (b). 
ProoJ See Theorems 1.5 and 4.2 in [CW]. 
5. THE COMPONENT OF THE ORIGIN OF N(G) 
DEFINITION. Let f E N(G), and p E G be fixed. Define )I II by 
Ilf II = QP)? 
where ur is the least harmonic majorant of log( 1 + (f ( ) given by 
q(z) = j- f’tz, i)Clogtl + If *(C)l 1 ds(i) + do+ 1, r 
and o a singular with respect to ds. 
For f, g E N(G) set 
dtf, g) = Ilf- gll. 
(17) 
(18) 
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Note that 
(i) since log + x < log( 1 + x) d log 2 + log + x, I/ 11 is well defined 
(ii) since log( 1 + x + ,v) < log( 1 + x) + log( 1 + y), /I II satisfies the 
triangle inequality. 
(iii) llfll = 0 if and only if f(z) = 0. 
Thus d(f, g) defines a translation invariant metric on N(G). 
There is a connection between N(G) and a closed subspace of N(U) 
involving the uniformizer. Let T: U -+ G be the uniformizer of G. If 
f E N(G) then f 0 T is in N(U). Indeed, if u,- is the least harmonic majorant 
of log+ 1 f 1, then u,-0 T is a harmonic majorant of log+ ) f 0 TI. Let 0 be the 
group of linear fractional transformations h, for which Toh = T. 
THEOREM Il. The mapping f + f 0 T is an isometry of N(G) onto closed 
subspace of N( U) defined by 
Prooj: The proof is identical to the proof of Proposition 3.4.1 in [F]. 
COROLLARY 12. (N(G), d) is a complete translation invariant metric 
space, in which convergence in the metric is stronger than the uniform 
convergence on compact subsets of G. 
Proof: The proof follows directly from Theorem 11 and the analogous 
properties of N(U) proven in [SS]. 
Let f E N(G). We know then that log ) f) has a harmonic majorant. Let 
vI be the least harmonic majorant of log 1 f 1. Then 
vf(z) = s, f’(z, i) dv(i), (19) 
where du([)=log If*(c)] ds(c)+d(o+-o-), where u+, o- are non- 
negative measures, singular with respect to ds, and (the support of 0 + ) n 
(the support of o ~ ) = @. 
Let v,? be the least harmonic majorant of log + If I. Then 
Let 
q(z) = j fYz> i)Clog + 
r 
If *(iI 4i) + do+ 1. 
K= (f EN(U)(a+({x })=Oforallx~r}. 
(20) 
(21) 
FUNCTIONS OF BOUNDED CHARACTERISTIC 221 
Note that by Theorem 10(c), N+ c K. For x E r, andfE N(G), we set 
A,(f) = lim sup 
Z--+X 
j&j lois+ If(z 
9 
.‘?I” 
(22) 
THEOREM 13. LetfEN andxel’. Then 
(a) A,(f)=a+({x}), where of is given in (20). 
(b) There exists a constant, cP, depending only on p such that AX(f) < 
cp Ilf II. 
(c) A, is continuous. 
Cd) Uf + g) d max{~.Af), A,(g)) iff z g. 
(e) If’ A,(f) # A,(g) then f and g belong to different components. 
Proof: (a) Part (a) follows directly from Theorem 2.3 of [W]. 
(b) Since 
part (b) follows from (a) with cp = max{ l/P(p, 0: cEr}. 
(c) Continuity follows from the subadditivity of A, and (b). 
(d) Part (d) follows directly from log+ (x + y) < max { log + x, log + y } 
+ log 2, x, y > 0. 
(e) The proof of part (e) is identical with the proof of the analogous 
property in U (see [SS]). 
Note. Continuity of A proves the K is closed. Indeed, K= {A;‘({O}): 
XEr}. 
C := maximal connected set in N(G), such that 0 E C. 
C is called the component of the origin in N(G). (23) 
Let f(z) = l/S,(z), where o(y) = au{,)(y), and S,(z) is a singular inner 
function given by (13). Then A,(f) = a # 0. Thus f q! K. In fact Theorem 13 
shows that Cc K. Our goal here is to show that C= K. We achieve this if 
we show that K is connected. In order to do this we shall use the Factoriza- 
tion Theorem (Theorem 9). 
Let f E N(G). Then by Theorem 8 there exists a Bore1 measure m on r 
such that 
f(z) = Q(Z) Wz) F(z), 
222 
where 
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Q(z) = i f aj(O w,(z) dm(ih 
j=l r 
Be(z) is the Blaschke product given by (9), 
flz) = exp 
( 
S, Wz, 0 dm(i)), 
and 
1% If(z)1 = log IWz)l + s, P(z, 0 dm(i). (24) 
In order to compare dm with do (the boundary measure of vJz)) 
we need to consider the boundary behavior of log lBo(z)l. In [CW] 
R. Coifman and G. Weiss showed that 
log Idol = i Ciwi(z)- f g(z, zj), 
i=l j=l 
(25) 
where {c,};= i are constants independent of z, {zj},“, i are the zeros off, 
and wi(z) are the harmonic functions on G such that 
wi(x) = xr,;(x) for all XE K 
By the Riesz Representation Theorem for subharmonic functions 
1% IS( = q(z) - f dz, Zj). 
j=l 
Therefore by (24)-(26) 
(26) 
Qz) =jr pk 5) dmK) + i CiWi(Z). 
i=l 
We note that wi(z) are absolutely continuous functions with respect to 
ds. Hence, although m # v on r in general, their singular parts are the 
same. We summarize this in the following theorem. 
THEOREM 14. Let f E N(G), and let vf be the least harmonic majorant of 
log If I. Suppose as in ( 13) 
S 
f(z) = Q(z) Be(z) G exp Wz, 0 log If *(C)l MC) > 5 
and 
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q(z) = .r, J’(z, i)Clog If*(i)1 ds(i) + d(o+ -o- )I, 
223 
where 
CT+, o-, 0, c2 2 0, 01 J- 02, and 
Then 
fJ,=o- and 02~cJ(r+. 
Let g E M + (G). Then by Theorem 9 
g(z) = Q(z) Wz) So,(z) F(z). 
o+ I (T-. 
(27) 
Thus every function f E N(G) can be written as a quotient of a function in 
N + (G) and a singular function, i.e., 
where g is given by (27), and o1 I 02. Zf the above holds, we say that g/S,, 
is in the reduced form. 
THEOREM 15. (a) Let g/S, E N(G) be in the reduced form. Then 
eeMacr) II gll + j P(P, 0 do(C) G 
< eMacT) IIgll + s P(P, 0 ddi) \ (28) 
for some constant M independent on o and f. 
(b) Let f E N+(G) and let o be a singular positive measure on r. Then 
e-Mu(r) < 11 f . SalI < eMacr). 
(c) Let f E N + (G) and let o be a singular positive measure on r, then 
11 f/Sail < eMrrcT) Ilf II + [/‘(P, 0 do(i). (30) 
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ProofY In the proof we use the inequality 
min l,! log(l+x)<log l+E 
1 I a ( > 
Gmax 1, I log(1 +x), 
i > a 
(31) 
where x, a > 0. 
BY (14) 
IS,(z)l = ew (-Re j 
r 
ff(z, i) da(i)) 
P(z, 0 MO- i: ajwj(z) 
j=l > 
Thus, if XE r,, k=O, 1, . . . . n, 
Ak = exp aj(O Ml) 1 a.e. on r,. (32) 
(a) Let ~4~ be the least harmonic majorant of log( 1 + [ g/S,1 ). Then 
But 
5 I- P(Pmg(l++$-))M) 
=,so jq P(P, 0 log (1 + py MO9 
J 
where Aj are delined by (32). By (31) 
Qmax 1,’ 
1 IJ Ai r, 
P(P7 i) b(l + Is*(Ol) d4i). 
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Now, since ai are continuous on r, there exists M > 0 such that 
Therefore 
-Mdaj([)<M for all { E r. 
1 
The result now follows. 
(b) Equation (29) follows easily by inequality (31). 
(c) Let f/S, E N(G), where f E N+(G). 
Then f=g.S"+,,, where v, A >, 0 are chosen so that CJ = p + A and p I v. 
Thus 
Now, by (29) 
Thus 
llf II = Ilg~&..II > lIg&II ecMncr). 
gs, G eMAcF) llf II, 
and 
GeMp(F)eM"(F) llfll +J:P(p,[) do 
< eMocF) Ilf II + jr MP, 5) dg) 0 
as desired. 
Before we prove that K is connected we need the following definition. 
DEFINITION. If @ = (h) 1 6 i d n is a finite sequence in N(G) with 
f= fi and g= f,, and for some E>O, d(fj,fi+l)<c, 1 <i<n- 1, then @ 
is called an E-chain from f to g. 
If EC N(G), and E > 0, then we say that E is E-chainable if for every 
f, gE E there exists an s-chain @ from f to g. 
Let r > 0; then B, denotes a ball with radius r, and F, denotes a ball with 
radius ret’, where C = 2MC,, and l/C, = min(P(p, [): {E r}. Unless 
otherwise stated, we assume that F, and B, have a common center. 
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THEOREM 16. For every E > 0, B, c K (r > 0), and f, g E B, there exists 
an E-chain, @ = { fi, . . . . f,}, from f to g such that @ c F, c K. 
Proox In this proof we use techniques developed by J. Roberts in [R]. 
Let f/S, E B, be in reduced form. Since 0 is a continuous measure on Z, 
there exist open intervals Z,, and closed intervals Ji on Z, 1 < i < n such that 
(i) JjcZi, 1 <i<m 
(ii) WY=“=, .Zi=Z 
(iii) jI, P(P, i) MO < c/2. 
Let (TV denote 0 restricted to Z,. Then the support of D - (TV is contained 
in ZnTi. Let Si(z) :=S,,-,,(_z). From the definition of S,,_,, it follows 
that IS,(z)/ is continuous on G except on Z-Zi. Divide G as follows: G= 
L,vL,u ... UL,, where Li is a simply connected region in G so that 
raLi=Ji. 
Now, .lSi(z)l is continuous, never zero on L,. Thus IS,(z)1 2 6; > 0 on Li. 
Therefore Cy!“=, IS,([)1 ~6, where 6=min{Si: 1 <i<m}. By the Corona 
Theorem [F], there are functions hiEW’(G) such that 
f hiSi= 1. 
i= 1 
Let gi=fhi. Then g,EN+(G), and Cy=“=, gis,=f. Let L=span{giSi: 
1 d i < m}. Then L is at most an m-dimensional subspace of N +(G) and 
thus is homeomorphic to Cp for some p <m. Let B, be a ball in L centered 
at the origin of radius 
P(p, [) da([) . 
> 
BY (28) 
P(P, 0 do(i) <P 
I 
and so f E B,,. Since B, is open and connected in L there exist functions 
F,, . . . . Fk such that for each 1 d j < k there exist i(j) and aj such that Fj = 
Ej g&i(j) and 
(a) llFill < E/z,bfC(r), j= 1, . . . . k 
(b) IIEiSicj,II =w,Mm 
(c) ~ik_l+Bop=l,...,k 
Cd) I,"=, F'=f. 
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Let fi = a,j gicjj and vi = cricjj. Then Fj = fiS,- “,. Thus 
(1) CT=l (J;lSv,)=C~=l ((fiSo-v)lSoj)Cjk_l (F’/So)=f/So 
(2) IlCT= I (fi/S,)ll = IlC~= L (Fj/S,)JI eMucr)p + jr&, 5) do 6 eMocr) 
Cr - fr P(p, i) da(i)] + Jr P(p, i) da(i) < ecr. r 
(3) Il.fjl&,lI 6 eMvJcr) Ilf;ll+~,,P(~,i)da~~/2+~/2=~. 
Thus CC;= 1 (f;lW,“= 1 is an a-chain from the origin tof contained in F,, 
and the result now follows. 
THEOREM 17. Let B, be an open ball of radius r in K, E > 0, andf, g E B,. 
Then there exists an E-chain 4 = {f, , . . . . f,,} from f to g, such that there exist 
balls BL and FL, each centered at fi, for 2 d i < m - 1, such that 
(i) .f-l,fi+lEBi 
(ii) U~=lcl(f~)cFr 
(iii) c7ec” < E. 
(iv) FL is centered at fj. 
ProoJ Without loss of generality we may assume that B, is centered at 
the origin. Let y = r - max{ I( f (I, IIg\l}. Now let E’ = min{E, y/2}, and 6 = 
Eye6 Let B, be a ball centered at the origin of radius r-y/2. Then 
f, g E B,, and there exists a S-chain, c = ( fi, . . . . f,} with f = fi and g = f,. 
It is clear that if Bd is a ball of radius 6 centered at fj and Fb is the corre- 
sponding ball with radius 8ecs, then Bj, . . . . Bi, and Fi, . . . . Fz satisfy the 
condition of the theorem. 
THEOREM 18. K is connected. 
Proof: Let f E k be arbitrary such that 11 f (I < r. Let (B,) be a decreas- 
ing sequence of positive numbers such that lim, _ o. E, = 0. By Theorem 17 
there exists an &,-chain c1 = { fi, . . . . f,,} from f to 0 in F,, and there exist 
balls Bf each centered at fi, where 2 Q id n - 1, each with radius less than 
~,,=.sr/exp(Csi) such that fipl, fi+i belongs to Bi and to cl(Ff)c Bi. Let 
E, = .U;= i Fi. Observe that C1 c El, cl(E,) can be finitely covered by balls 
of radius E i, and cl(E,) c F,. Now, each pair fi, fi+ i is contained in one of 
the balls B: or Bf+ ‘. Thus by Theorem 17 we can obtain an iz,-chain from 
fi to fi+l in Fi (j= i or j= i + 1). Let c2 denote the chain obtained by 
taking a union of (n - 1) EZ-chains. Let E, = tJj Fi,. Now, C, is an .s,-chain. 
C, c C, c EZ, cl(E,) can be finitely covered by a2 balls and E, c E,. 
Continuing inductively we obtain an-chains C, and sets E, such that, 
Cn~c,+,, J%+I~-%> C, c E,, and each cl(E,) can be finitely covered by 
&,-balls. Let E = cl( U ,“= , C,); then E c cl( E,) for each n. Thus E is totally 
bounded and E c F,. Since (K, d) is a complete metric space, E is compact. 
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Also f, 0 E E. Clearly E is s-chainable since it contains C, for each n. Since 
a compact metric space is connected if and only if it is s-chainable for every 
E > 0, E is connected [N, Theorem 5.1 p. 8 11. But then K= Urek E,-, where 
E, is a connected set obtained as above containing 0. Thus K is connected, 
as desired. 
Note. Actually, the proof of Theorem 18 showed that for every B, there 
exists a connected set E, such that B, c E, c F,. Hence K is locally con- 
nected. Now, connected and locally connected, complete metric spaces are 
arcwise connected. Therefore K is arcwise connected. We were not able to 
prove that every ball in K is connected. Finally, we are able to characterize 
the component of the origin in N(G). 
THEOREM 19. Let C be the component of the origin in N(G). Then C = 
{f E N(G) : the positive part of the singular measure of the least harmonic 
mujorant of log IfI is continuous}= {l,‘({O>):x~r), where A, is defined 
by (22). 
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