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The analytic functional calculus for an operator a on a Banach space 
X can be thought of in the following way: If P is the algebra of complex 
polynomials in one variable, then the operator a determines an action 
(p, x) + p(u)x: P x x -+ X of P on X-that is, a P-module structure 
on X. Now the algebra P is canonically embedded in each of the 
topological algebras ‘%(U), where UC @ is a domain and ‘$I( U) is the 
algebra of functions holomorphic on U. The analytic functional calculus 
problem for a is the problem of deciding for which domains U, it is 
true that the action of P on X (determined by a) extends to a continuous 
action of ‘U(U) on X. The solution to this problem is well known and 
is a key tool in much of modern analysis: The action extends if and 
only if U contains the spectrum of the operator a. 
The analytic functional calculus can also be regarded as a result 
concerning elements of a commutative Banach algehra. In this form, 
there is a several variable version, the Shilov-Arens-Calderon Theorem 
(cf. [I, 13]), which states that if a, ,..., a, are elements of a commutative 
Banach algebra A, then the algebra homomorphism p + p(ul ,..., a,): 
P, + A extends to a continuous homomorphism f+f(a, ,..., a,): 
2I( U) + A whenever U is a domain in fZn which contains the joint 
spectrum of the n-tuple (ur ,..., a,). 
We introduced in [14] a notion of joint spectrum for a commuting 
n-tuple of operators on a Banach space and in [15] proved the corre- 
sponding version of the Shilov-Arens-Calderon Theorem: Such an 
n-tuple (ui ,..., a,) determines an action (p, 3) +~(a, ,..., a&: 
P, x X --+ X of the n-variable polynomial algebra on X; this action 
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extends to a continuous action of ?I( U) on X whenever UC e(n is a 
domain containing the joint spectrum of (ai ,..., a,). 
The basic components of the analytic functional calculus are the 
following: (1) a base algebra A (the polynomial algebra P,), (2) a Banach 
space X and a continuous action of A on X, and (3) a family of 
embeddings A + B, of A into “satellite” topological algebras B, 
(the algebras 2I( U)). The functional calculus problem is the problem 
of determining those a: for which the action of A on X extends to a 
continuous action of B, on X. The purpose of this paper is to suggest 
a formulation of this problem, and techniques for attacking it, which 
make sense for base algebras other than P, . The reason for our interest 
in such a procedure is obvious: an n-tuple of operators (al ,..., a,) 
which do not commute with each other does not determine an action 
of the polynomial algebra; it does, however, determine an action of 
the free algebra F, on n-generators, and possibly of other n-generated 
algebras; for example, if the linear span of the ai’s is closed under the Lie 
algebra operations [a, b] = ab - ba then the tuple (al ,..., a,) determines 
an action of the enveloping algebra of the corresponding Lie algebra. 
Thus, the study of noncommuting n-tuples of operators leads directly 
to the search for a functional calculus for base algebras other than P, . 
In seeking a functional calculus for a base algebra A other than P, 
one first has to decide on the appropriate class of embeddings A -+ B, . 
Is there a class of topological algebras B, which have the same relation 
to A that the algebras ‘9I( U) have to P, ? What is this relation ? That is, 
what is it about the family of embeddings P, ---f ‘2l( U) which makes 
it possible to give a simple solution to the analytic functional calculus 
problem? In some sense the elements of 2$(U) are functions of the 
generators of P, , but how can this idea be made precise for base 
algebras other than P, . ‘i In other words, what would we mean by a 
function of several noncommuting variables ? 
In Section 1, we introduce a class of topological algebra homomor- 
phisms A + B which we call localizations. Roughly speaking, A + B 
is a localization if the category of topological B-modules is identified 
(via pullback along A -+ B) with a full subcategory of the category of 
topological A-bimodules, and if the Hochschild homology functors 
f&(4 -) and J&A& *) g a ree on this subcategory. Here, we are referring 
to a version of homology for topological algebras which was studied 
in [17]. There is a specific technique, involving the exactness axiom 
for homology, for attempting to solve the functional calculus problem 
for a family of localizations of a given base algebra A. We discuss this 
MULTI-OPERATOR FUNCTIONAL CALCULUS 185 
technique in Section 2. It involves two relations “1” and “>” between 
right and left A-modules. For a given left A-module X, the class of 
right A-modules Y for which Y 1 X plays a role analogous to that 
played by the resolvent set in the ordinary analytic functional calculus. 
The maps P -+ 2I( U) are all localizations of the polynomial algebra P. 
In Section 3 we prove this fact, interpret the relations “i” and “>” 
for P-modules in terms of the concepts of resolvent set and spectrum 
of an operator, and use the techniques of Section 2 to derive the ordinary 
analytic functional calculus. Of course, these techniques are much too 
sophisticated for such a simple result; however, the point is that they 
work equally well in more complicated situations. 
In Section 4 we study localizations of the n-variable polynomial 
algebra P, . These include the canonical maps P, --f rll( U) for U a 
domain of holomorphy in @, P, + C”“(V) for V a domain in R”, 
and P, -+ G’(R”), where b’(R) is the algebra of compactly supported 
distributions in Rn and P, is embedded as the subalgebra consisting 
of distributions supported at the origin. We also use the machinery 
of Section 2 to solve the functional calculus problem for the family 
of embeddings P, --f 2l( U). The relation “I” leads to notions of 
resolvent set and spectrum for a commuting n-tuple of operators (i.e., 
for a P,-module) which coincide with those introduced in [14]. In 
case U is a domain of holomorphy (so that P, + ‘U(U) is a localization) 
the techniques of Section 2 yield a very simple proof that an action 
of P, on X extends to an action of ‘?I( U) provided U contains the 
spectrum. Even if U is not a domain of holomorphy, it is still true 
that P, --t 2I( U) is “locally” a localization in a certain sense. This 
makes it possible to extend the techniques of Section 2 and obtain 
a proof of the analytic functional calculus theorem in general; this has 
the Shilov-Arens-Calderon Theorem for commutative Banach algebras 
as a special case. Our version of this theorem has been proved before 
[ 151, but we believe that the proof presented here is far more transparent; 
it is also relatively short if one is willing to grant the elementary 
homology machinery from [ 171. 
Since there are localizations of P, other than those of the form 
P, -+ cu[( U), it seems worthwhile to point out those properties which 
distinguish the “analytic” localizations, P, + 91(U), from all others. 
We do this in Section 5. 
The point of the paper is that the methods of Hochschild homology 
for topological algebras can be used to give a very general formulation 
to the spectral theory and functional calculus for n-tuples of operators. 
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However, only for commuting n-tuples (that is, for the base algebra P,) 
have we carried this program sufficiently far to obtain a useful functional 
calculus. It is easy to understand the reason for this: for P, we have 
a well-understood family of localizations P, -+ ?I( U); that is, we have 
all of the machinery of several complex variables at our disposal. There 
is no well-developed theory which plays an analogous role for the free 
algebra F, ; that is, there is as yet no theory of analytic functions of 
several noncommuting variables. Part of the purpose of this paper is 
to suggest that there is a reason for seeking such a theory and that the 
notion of localization may be of some use in this regard. There is, 
in fact, a rich supply of localizations of F, ; we investigate some of 
these in Section 6. We feel that a continuation of this investigation 
may well lead to a reasonable function theory and functional calculus 
based on the free algebra; however, it is too early to be certain of this. 
The final class of base algebras we study here is the class of algebras 
of the form U(E), h w ere E is a finite dimensional complex Lie algebra 
and U(E) is its enveloping algebra. If E is the complexified Lie algebra 
of a real Lie group G, then U(E) is embedded in the algebra, F(G), 
of compactly supported distributions on G. It is natural to ask whether 
or not this embedding is a localization; it turns out that it is if and 
only if the DeRham cohomology of G is trivial. A consequence of this 
is that for some complex Lie algebras E (in particular, those that are 
semisimple) there are no localizations U(E) + B for which B is an 
1.m.c. algebra (an algebra whose topology is determined by a family 
of submultiplicative seminorms). However, each of the algebras U(E) 
can be embedded in a larger algebra O(E) which is an 1.m.c. algebra 
(the completed 1.m.c. envelope of U(E)) which acts on every Banach 
space on which U(E) acts. Hence, if one is primarily interested in 
Banach space actions it is probably more appropriate to study localiza- 
tions and the functional calculus using o(E) as the base algebra. If 
E is semisimple, then O(E) h as a particularly simple structure and a 
functional calculus is very easily obtained. If E is abelian ([x, y] = 0 
for all X, y E E), then U(E) = P, , a(E) = a(@), and we are back in 
the situation of Section 4. These are the only two cases we have studied 
in any detail. 
1. LOCALIZATIONS 
By an algebra, we shall mean a complete, Hausdorff, locally convex 
vector space A, with an associative multiplication (a, b) -+ ab: A x A 
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which is separately continuous, and for which there is an identity 1 E A. 
If X and Y are locally convex spaces (1.c.s.‘~) then X @ Y will denote 
the completed inductive topological tensor product of X with Y. The 
conditions we have imposed on an algebra A ensure that the multiplica- 
tion map extends to a continuous linear map A @ A -+ A. In [17] we 
pointed out that each of several notions of topological tensor product 
leads to its own natural definitions of “algebra,” “module,” and 
“projective module,” and to a corresponding version of homology 
theory. The completed inductive tensor product seems to be the most 
appropriate for our purposes here. Thus, when we refer to Hochschild 
homology or cohomology or the functors Ext or Tor, we shall be 
referring the functors defined in Section 2 of [17], using the tensor 
product 0. Quite often the tensor product X 6 Y agrees with the 
completed projective tensor product X @ Y; this is true, in particular, 
if X and Y are Frechet spaces. Thus, for most of the examples we 
study here we could have used the version of homology based on the 
tensor product @ without changing anything (cf. [ 17, Section 41 and [4]). 
The definition of left A-module that is appropriate to the tensor 
product @ is as follows: A left A-module is a complete, Hausdorff 
1.c.s. X with an associative, bilinear, and separately continuous operation 
(a, x) + ax: A x X --j X such that lx = x for all x E X. Thus, if X 
is an A-module then the map A x X + X extends to a continuous 
linear map A @ X + X [17, Section 11. Right A-modules and A- 
bimodules are defined analogously. 
Throughout this section, A -+ B will be a continuous algebra homo- 
morphism of one algebra into another, which maps the identity to 
the identity. Eventually we shall arrive at a definition of what it means 
for this map to be a localization of A. Our intuitive idea is this: Each 
B-module X has a natural A-module structure determined by the 
embedding A -+ B. On the other hand, given an A-module Y, the 
action of A on Y may or may not extend to an action of B on Y; and 
if it does, it may do so in more than one way. However, if A + B 
is a localization, we want an A-module to have a unique B-module 
structure if it has one at all. This will allow us to consider the class 
of B-modules to be a subclass of the class of A-modules. Furthermore, 
we want it to be true that, within this subclass, relationships between 
modules are independent of whether the modules are considered 
A-modules or B-modules. For example, a map X--j Y between two 
such modules should be an A-module homomorphism if and only if 
it is a B-module homomorphism. We are interested in more subtle 
607/9/w 
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relationships as well; for example, an extension of a module Y by a 
module X is a short exact sequence 0 --t X -+ M -+ Y -+ 0 of modules. 
We would like each A-module extension of a B-module by a B-module 
to also be a B-module extension. Our idea can be summed up as follows: 
If A+ B is to be a localization, then the homological algebra (as described 
in [17]) for B-modules should simply be the restriction to B-modules 
of the homological algebra for A-modules. In other words, in passing 
from A to B the class of modules should shrink but not otherwise 
change character. 
Because of the perversity introduced into homological algebra by 
topological considerations, we shall actually be forced to settle for 
less than we indicated above. We shall choose a definition that is easy 
to work with and flexible enough to cover the situations we wish to 
study, but which may fail to satisfy all the above criteria unless we 
restrict attention to modules which satisfy additional topological condi- 
tions. 
Let @ be a class of complete, Hausdorff, locally convex topological 
vector spaces with the property that X, YE @ implies X @ YE @, 
X @ YE @, and each topological direct summand of X is in @. For 
example, @ might be the class of all FrCchet spaces. We shall assume 
that B E @ and remark that our conditions ensure that if @ contains 
any nonzero space it contains all finite dimensional spaces. 
If M is an A-bimodule, then the degree zero Hochschild homology 
space H,,(A, M) is the vector space M/Im(S), where 6: A @ M - M 
is defined by S(u @ m) = am - ma [17, Definition 2.31. If M is a 
B-bimodule then we may also consider it an A-bimodule. The map 
A -+ B induces a map A @ M + B @ M and, hence, a surjection 
f&,(4 M) - f4,(& M). 
DEFINITION 1.1. We shall say that the homomorphism A - B is a 
@-pseudo-quotient if the induced map H,(A, M) - H,,(B, M) is a 
vector space isomorphism for all B-modules M with ME CD. 
Note that if the induced map A @ M - B @ M is surjective for 
each bimodule M E @, then for such M, 
Im{a@m~am-mma:A@M-tM) 
=Im{b@m4bm-nzmb:B@M-+M) 
and, hence, A -+ B is a @-pseudo-quotient. In many cases, A @ M - 
B @ M will be surjective for all M E @ if A -+ B is surjective. This 
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is the case, for example, if A is a Frechet space and CD is the class of 
all FrCchet spaces ([lS, Proposition 43.91 or [4]). Thus, the concept of 
@-pseudo-quotient is somewhat akin to the concept of a quotient map. 
If X is a left A-module and Y a right A-module, then Y B X is an 
A-bimodule under operations defined by a( y @ x) = y @ ax and 
(y @ x)a = ya @ x. Th e vector space Y @A X is then H,,(A, X 0 Y) 
[17, Proposition 2.81. H ence, if X is a left B-module, Y a right B-module, 
X, YE @, and A 4 B is a @-pseudo-quotient, then the induced map 
Y $JA X + Y mB X is an isomorphism. This is true, in particular, if Y is 
B considered as a right B-module. However, by Proposition 1.5 of [17], 
it follows that the map x + 1 @ x: X + B aB X is an isomorphism; 
hence, x + 1 @ x: X + B @A X is an isomorphism whenever X is a 
left B-module in @ and A + B is a @-pseudo-quotient. 
Now the space Y BA X inherits a natural quotient topology from 
Y @ X. This topology is not generally Hausdorff; however, if X is a 
B-module then the map b @ x -+ bx: B @ X -+ X induces a continuous 
map B @A X 4 X. Furthermore, the map x + 1 @ x: X --f B @A X 
is continuous and the composition X ---f B 6JA X + X is the identity. 
It follows that if X + B @A X is a vector space isomorphism it is 
also a topological isomorphism. 
Now suppose that X is a left A-module for which the map x + 1 @ x: 
X + B @A X is a topological isomorphism. Then the inverse of this 
map, composed with the quotient map B @ X + B @A X, yields an 
A-module homomorphism B @X + X whose kernel is the image 
of the B-module homomorphism b @ a @ x + bu @ x - b @ ax: 
B @ A @ X + B @ X. It follows that the map B @ X -+ X defines 
a B-module structure on X and that this B-module structure is the 
unique one which extends the given A-module structure. The uniqueness 
follows from the fact that any extension to B of the action of A on X must 
yield a map B @ X + X which factors through B @ X -+ B aA X. 
We have thus proved: 
PROPOSITION 1.1. Let A + B be a @-pseudo-quotient. If X is a left 
A-module in CD then there is at most one way to extend the action of A 
on X to an action of B on X. Such an extension exists if and only ;f the 
mupx+l @x:X + B BA X is a topological isomorphism. 
Note that, in the above, we not only have a unique extension of 
the action of A when X -+ B aA X is an isomorphism, but this map 
and the factor map B @ X + B @A X supply an explicit construction 
of the extension. This allows us to prove: 
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PROPOSITION 1.2. Let A --+ B be a @-pseudo-quotient. If X and Y 
are left B-modules in @ then a map X + Y is a B-module homomorphism 
if and only if it is an A-module homomorphism. In other words, 
homA(X, Y) = hom,(X, Y). 
Proof. If cy: X + Y is an A-module homomorphism, then it induces 
B-module homomorphisms 1 @ CC B @ X + B @ Y and 1 @ 1 @ (Y: 
B @ A @ X + B @ A @ Y for which the diagram 
is commutative. It follows that (Y is also a B-module homomorphism. 
If M is an A-bimodule in @, then the degree zero Hochschild coho- 
mology H”(A, M) is the space {m E M: am = ma for all a E A} [17, 
Proposition 2.91. Now suppose M is a B-module as well and for 
m E HO(A, 44) consider the map b -+ mb: B -+ M. This is a left A- 
module homomorphism since ma = am and, thus, a left B-module 
homomorphism by Proposition 1.2. We conclude that bm = mb for 
b E B and that H”(A, M) = H”(B, M). C om ining this observation with b 
our previous ones, and recalling that extAo = homA and toroA(*, *) = 
(e) BjA (a) [17, Section 21, leads to: 
THEOREM 1.3. Let A + B be a @-pseudo-quotient. Then, when 
restricted to the class of B-modules (left, right, bi) in @, the functors 
extAO, toroA, HO(A, e), and H,(A, *) g a ree with the corresponding functors 
extBO, toroB, HO(B, *), and H,(B, *). 
It is not true in general that the conclusions of the above theorem 
extend to homology and cohomology in degree greater than zero. 
This is related to the fact that the class of B-modules may fail to be 
closed under A-module extensions. That is, suppose X and Y are left 
B-modules, K is a left A-module, and 0 -+ X 4 K -+ Y + 0 is a 
short exact sequence of left A-module homomorphisms (K is an extension 
of Y by X); then the action of A on K may fail to extend to an action of B 
on K. This may happen even if 0 + X + K 4 Y -+ 0 is @-split 
[17, Definition 1.51; that is, even if K is the 1.c.s. direct sum (but not 
the module direct sum) of X and Y. We can eliminate this instability 
MULTI-OPERATOR FUNCTIONAL CALCULUS 191 
in the class of B-modules by imposing a stronger condition on A + B 
than the condition that it be a pseudo-quotient. 
Recall that a free B-bimodule is a bimodule of the form B @ E @ B, 
where E is an 1.c.s. and the operations are defined by a(b @ x @ c) = 
ab @ x @ c and (b @ x @ c)a = b @ x @ ca [17, Section I]. 
DEFINITION 1.2. If A + B is a @pseudo-quotient, then we shall say 
it is a localization of A (relative to @) provided H,(A, M) = 0 for p > 0 
and any free B-bimodule M = B @ E @ B with E E CD. 
Now let YJI be the class of all B-bimodules which are elements of 0. 
Onm we have two homology functors defined: H,(A, a) = (HJA, *)}& 
and H,(B, a) = {H,(B, *)}FEO . If A + B is a @-pseudo-quotient then 
these functors agree in degree zero by definition. If A + B is a localiza- 
tion of A relative to @, then we have H,(A, M) = H,(B, M) = 0 for 
free B-bimodules M = B @ E @ B with E E @ [16, Proposition 2.61. 
Both functors satisfy the exactness axiom for homology [17, Proposi- 
tion 2.6 (c)l. Furthermore, the class 911 has the property that 
B @ M @ B E !lJI whenever ME llJl and the property that a submodule 
of a module in 91 is also in 913 if it is a topological direct summand. 
Hence, the conditions of Proposition 2.7 of [17] are satisfied and we 
conclude that H,(A, M) E H,(B, M) for all p and all ME m. In view 
of Proposition 2.8 of [17], we also have torpA(X, Y) y torpB(X, Y) if X 
(resp. Y) is a right (resp. left) B-module in CD. We have proved: 
PROPOSITION I .4. The map A + B is a localization relative to @ $and 
only if it induces an isomorphism H,(A, M) = H,(B, M) for all p and all 
B-bimodules M in CD. In this case, we have torpA(X, Y) E torDB(X, Y) for 
all right B-modules X E @ and all left B-modules YE CD. 
Now suppose that X and Y are left B-modules and K is the I.c.s. 
direct sum X @ Y with an A-module structure for which the injection 
X + K and projection K + Y are A-module homomorphisms. Then 
the sequence 
O+X+KAY+O (1.1) 
is a C-split short exact sequence of A-modules. By Proposition 2.1 
of [17] there is a corresponding long exact sequence: 
O+B@AX+B@AK+B@AY-+torlA(B,X)+..*. (1.2) 
However, if A -+ B is a localization relative to @ and X, YE @ then 
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torrA(B, X) = torrB(B, X) = 0 [17, Proposition 2.11 and X -+ B BA X 
and Y ---f B Bj, Y are topological isomorphisms (Proposition 1.1). 
Hence, it follows from (1.2) that the map x + 1 @ x: K -+ B @A K 
is at least a vector space isomorphism if not a topological isomorphism. 
If we call this map /3 and let 01: B @ K + B @, K be the quotient 
map, then clearly 8-i 0 CX: B @ K --+ K is a closed linear map since 01 
and p are both continuous. Thus, if the closed graph theorem is valid 
for linear maps from B @ K to K, the map p-l 0 01 will be continuous 
and 01 will be a topological isomorphism. By Proposition 1 .l we have 
PROPOSITION 1.5. Let A --f B be a localization relative to @, X and Y 
left B-modules in @ and (1 .l) a @-split A-module extension of Y by X. 
If B and K have the property that closed linear maps from B @ K to K 
are continuous, then K is a B-module and (1 .l) is a B-module extension 
of Y by X. 
Note that the condition of the above proposition regarding closed 
maps is automatically satisfied if @ is the class of FrCchet spaces, since B, 
K = X @ Y, and B @ K = B @ K are all FrCchet spaces in this 
case [4, I. Section 11. Also, it is not always necessary to assume that 
the sequence (1.1) be @-split; it is only important that it yield the 
sequence (1.2), and there are several special cases where this occurs 
even though (1.1) is not @-split [17, Proposition 4.71. 
How does one go about proving that a given algebra homomorphism 
A -+ B is a localization ? It turns out that there is a canonical procedure 
for this which we describe below. 
If Q is a projective A-bimodule then there is a canonical way of 
associating to Q a projective B-bimodule Q[B]. To see this, note that 
B @ B is a B-bimodule in two different ways; there are inner left and 
right actions of B on B @ B defined by a 0 (b @ c) = b @ ac, 
(b @ c) 0 a = ba @ c, and outer actions defined by a . (b @ c) = ab @ c, 
(b @ c) * a = b @ ca. We denote the resulting B-bimodules by (B @ B)i 
and (B @ B),, , respectively. Now since Q is projective, it is a bimodule 
direct summand of a free A-bimodule [17, Proposition 1.41; in fact, the 
map r defined by (a@b) @qdaqb:(A@A),@Q--+Q has a 
bimodule right inverse ,N: Q ---t (A @ A),, @Q (here (A @ A),, @Q is 
considered a free A-bimodule using the outer operations on the factor 
(A @A)). Now, (B @ B)i &, ((A @A),, @Q) = B @B @Q by [17, 
Proposition 1.71; furthermore, JV 0 7~: (A @ A)0 @Q -+ (A @ A)O @Q 
is an A-bimodule projection onto a submodule isomorphic to Q and it 
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necessarily induces a B-bimodule projection of (B @ B)O @Q onto a 
submodule which is isomorphic, as an l.c.s., to (B B B)i BAWAQ. 
Hence, the space (B @ B)i @A--A Q = Q[B] is not only a complete, 
Hausdorff l.c.s., it also inherits a natural B-bimodule structure from 
(B @ B),, and is a direct summand of a free B-bimodule (hence, is 
projective). Clearly, the correspondence Q + Q[B] is functorial in the 
sense that if Qi + Q2 is an A-bimodule homomorphism between 
projective A-bimodules, then it induces a B-bimodule homomorphism 
QI~‘~;~~zPI. 
61 62 % OtA&Q,,tQ,t..-tQ,c... (1.3) 
be a @-split projective bimodule resolution of A [17, Section 21. Let 
Q denote the chain complex obtained from (1.3) by replacing A by (0). 
If M is an A-bimodule, then H,(A, M) is the p-th homology of the com- 
plex M @A--A Q [17, Proposition 2.91. In particular, H,(A, (B @ B)J 
is the p-th homology of the induced complex 
O+Q,,[B+QJB]~ --kQ,[B]t .a.. 
Now the cokernel of 8, in (1.4) is, by definition, 
(1.4) 
H,,(A, (B @ EQ) = toroA(B, B) = B @A B, 
and the multiplication map (a, b) + ab: B @ B + B induces a natural 
map B @A B -+ B. If we use this map to augment (1.4) we obtain a 
chain complex 
O+ B &Q,,[B] &Q,[B] L -1. -8”Q@] c a... 
To say that this sequence is exact is to say that 
(1.5) 
H,(A, (B @ B)J = torpA(B, B) = 0 for p>O 
and the multiplication map B @A B -+ B is an isomorphism; equiva- 
lently, this means that H,(A, (B @ B)J cv H,(B, (B @ B)J for all p. 
This is certainly a necessary condition for A -+ B to be a localization 
relative to @, regardless of the class @ that is used. Furthermore, we 
have: 
PROPOSITION 1.6. Let (1.3) be a @-split projective bimodule resolution 
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of A and let (1.5) be induced from (1.3) as above. Then the map A + B 
is a localization relative to @ in each of the following cases: 
(a) the sequence (1.5) is exact and C-split, @ is arbitrary; 
(b) @ is the class of Frtchet spaces, B and each Qi[B] is a nuclear 
Frtkhet space and (1.5) is exact; 
(c) @ is the class of complete DF-spaces, B and each Qi[B] is a 
complete nuclear DF-space, and (1.5) is an exact sequence of topological 
homomorphisms. 
Proof. By Proposition 2.9 and Proposition 4.5 of [17], each of 
conditions (a)-(c) serves to ensure that (1.5) is a projective bimodule 
resolution of B of the sort that may be used to compute homology for 
B-bimodules in the class CD. That is, if M E @ is a B-bimodule and 
Q[B] is the complex (1.4), then H,(B, M) is the p-th homology of the 
complex M BBpBQ[B]. H owever, a glance at the construction of the 
modules Qi[B] h s ows that M @B--B Qi[B] = M @A--A Qi . Hence, 
M BBpBQ[B] and M @A--A Q turn out to be the same complex. It 
follows that H,(A, M) E H,(B, M) for all B-bimodules ME @, and 
A 4 B is a localization relative to @. 
Note that if (1.5) is exact and @-split we have that A + B is a 
localization relative to the class @ of all 1.c.s.‘~; we need not restrict 
attention to some special class of spaces. Such a nice situation deserves 
a special name: 
DEFINITION 1.3. If for some @-split projective resolution (1.3) of A 
the corresponding sequence (1.5) is exact and @-split, then we shall 
call A + B an absolute localization. 
We suspect that all of the localizations we shall study in this paper 
are absolute. However, we have not been able to show that P, 4 9l( U) 
is an absolute localization when U is a domain of holomorphy which 
is not a polydomain (cf. Section 4); it is, however, a localization relative 
to the class of FrCchet spaces. It is the uncertainty regarding this one 
important class of examples that forces us to use a relative notion of 
localization. All of our other examples are absolute localizations. 
According to Proposition 1.4, A -+ B is a localization relative to CD 
if and only if H,(A, M) Y H,(B, M) for all B-bimodules in @. It is 
natural to consider the analogous question for cohomology. Now if 
A + B is any kind of localization, then given a @-split resolution (1.3), 
the corresponding sequence (1.5) will be a projective bimodule resolution 
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of B. For some B-bimodules M (all if (1.5) is @-split) it will be legitimate 
to compute Hp(B, M) by computing the p-th cohomology of the induced 
cochain complex hom,(Q[B], M) [I 7, Propositions 2.9 and 4.61. However, 
it is easily checked that hom,(Q,[B], M) = hom,(Qi, M) for each i. 
Since Hp(A, M) is the p-th cohomology of horn,($), M) [17, Proposi- 
tion 2.91 we conclude that HP(A, M) ‘v Hp(B, M) whenever it is 
legitimate to use (1.5) to compute Hp(B, M). Several such situations 
follow immediately from Proposition 2.9 and Proposition 4.6 of 11171. 
We list them below: 
PROPOSITION 1.7. Let (1.3) b e a @-split projective bimodule resolution 
of A and let (1.5) be the corresponding induced sequence. In each of the 
following cases, Hp(A, M) ‘v Hp( B, M) f or allp and agiven B-bimodule M: 
(a) M is arbitrary and (1.5) is exact and @-split (i.e., A --j B is 
an absolute localization); 
(b) M is a complete DF-space, (1.5) is exact, and B and each Q,[B] 
is a nuclear Fre’chet space; 
(c) M is a Frtkhet space, B and each QJB] is a complete nuclear 
DF-space, and (1.5) is an exact sequence of topological homomorphisms. 
Obviously the work involved in proving that a given map A + B 
is a localization or in verifying that one of the conditions of Proposi- 
tion 1.7 is satisfied will be minimized if we begin with the simplist 
possible resolution (1.3) for A. It is fortunate that for each of the base 
algebras A we shall study here there is a particularly simple @-split 
projective bimodule resolution. 
The following is trivial, but worth pointing out: 
PROPOSITION 1.8. If A + B is a localization (pseudo-quotient) 
relative to @ and if B -+ C is another algebra homomorphism, then B + C 
is a localization (pseudo-quotient) relative to @ if and only if the composition 
A + C is also. 
We should make one final comment regarding the difference between 
a pseudo-quotient and a localization. We have pointed out that an 
honest quotient map A + B is usually a pseudo-quotient (this is 
certainly the case if A is FrCchet or if ker(A + B) is a topological 
direct summand of A); however, a quotient map is rarely a localization. 
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This is due to the fact that factoring out an ideal usually leads to an 
algebra whose homological nature is quite different from that of the 
original algebra. A striking example of this is provided by comparison 
of the free algebra F, on n-generators (cf. Section 6) and its quotient 
algebra P, (cf. Section 4). By Proposition 1.4, a localization A --+ B 
preserves homology, at least for B-bimodules in @. 
In what follows, A will be a fixed algebra (the base algebra), usually 
constructed in some simple way from a finite set of generators. We 
shall be interested in constructing a variety of localizations A + B 
for which B has a much richer structure. One map A -+ B which 
often seems to be a localization, is the embedding of A in its completed 
1.m.c. envelope A [17, Section 51; this is defined to be the completion 
of A in the topology defined by the family of all continuous submulti- 
plicative seminorms on A. The algebra A” is always a complete 1.m.c. 
algebra [lo] and is, hence, a projective limit of Banach algebras. Every 
continuous homomorphism of A into a Banach algebra factors through A 
and, hence, every action of A on a Banach space has a canonical extension 
to an action of A. It is somewhat surprising that there are simple situa- 
tions where A -+ A fails to be a localization (cf. Section 7). 
2. FUNCTIONAL CALCULUS, RESOLVENTS 
Suppose A is a fixed topological algebra and X is a left A-module. 
There will, in general, be many localizations A -+ B of A. We are 
interested in the following question: For which localizations A --t B 
is it true that the action of A on X extends to an action of B on X ? 
We call this the functional calculus problem for the base algebra A. 
It makes perfectly good sense, of course, to ask which pseudo-quotients 
A + B, or other algebra homomorphisms, have the property that the 
action of A on X extends to an action of B. However, if we restrict 
our attention to localizations, homology theory supplies techniques 
which make the problem tractable in a number of situations. This 
section is devoted to describing such techniques. 
DEFINITION 2.1. An augmented right A-module is a right A-module 
X together with a specific right A-module homomorphism I”: A -+ X. 
Given two augmented right A-modules X and Y, a module homo- 
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morphism X -+ Y will be called a homomorphism of augmented 
modules provided the diagram 
Y 
is commutative. 
An augmentation p: A + X is determined by the element u = ~(1) E X. 
In fact ~(a) = ua for all a E A, We call the element u the distinguished 
vector for the augmented module X. 
DEFINITION 2.2. Let X be a left A-module and Y an augmented 
right A-module with distinguished vector U. Then we shall write 
Y> X if torpA(Y, X) = 0 for p > 0 and the map x -+ u 0%: 
X -+ Y BA X is a topological isomorphism. 
If Y is any right module (with or without augmentation) we shall 
write Y I X if torpA( Y, X) = 0 for all p > 0. The class of all right 
A-modules Y with Y 1 X will be called the resolvent class for X. 
If A + B is a localization of A relative to @, then B is an augmented 
right A-module with distinguished vector 1. The action of A on the 
left module X E @ extends to an action of B if and only if X --+ B Bj, X 
is a topological isomorphism (cf. Proposition 1.1) and, in this case, 
we also have tor,A(B, X) = torpE(B, X) = 0 for p > 0 by Proposi- 
tion 1.4 and [17, Proposition 1 .l]. Hence, we have: 
PROPOSITION 2.1. If A + B is a localization of A relative to @ and 
X is a left A-module in @, then the action of A on X extends to an action 
ofBonXzyandonZyzyB>X. 
Roughly speaking, the procedure we shall describe for solving the 
functional calculus problem is as follows: We prove that if Y‘B X 
for some augmented right A-module Y, then the same is true of any 
“modification” of Y by a member of the resolvent class for X; we 
then attempt to construct B through a sequence of such modifications 
beginning with a module Y for which we know that Y > X. By a 
modification we mean the following: If C and D are augmented right 
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modules and N is a right module, then C is a modification of D by N 
if there is a short exact sequence of augmented right modules in which 
C and D appear as adjacent terms and N is the other term. 
The above idea is fine in principle, and works very well if we restrict 
attention to modifications involving only @-split short exact sequences; 
otherwise, we are faced with the problem that the exactness axiom for 
tor may fail if the sequence is not C-split. If we have a short exact 
sequence 
0 - Yl -+ Yz - Y3 - 0 (2.1) 
of right A-modules and X is a left A-module then the induced sequence 
may or may not remain exact [17, Proposition 4.21. If it does remain 
exact, we might hope that the exactness axiom for homology holds 
for this sequence, considered as a sequence of A-bimodules with opera- 
tions a(y @ x) = y @ ax, (y @ x)a = ya @ x. Proposition 4.7 of [17] 
describes several sets of hypotheses which will guarantee this. If (2.2) 
does induce a long exact sequence of homology, then the fact that 
H,(A, Yi @ X) = tor,“(Yi , X) [17, Proposition 2.81 implies there is a 
long exact sequence: 
**- t torDA( Y3 , X) c torDA( Yz , X) +- torVA( Y, X) +- tori+,,( Y, , X) +- e.0. 
(2.3) 
Rather than list all the various hypotheses which will guarantee the 
existence of such a sequence in each of the next few propositions, we 
simply give a name to this situation and refer the reader to Proposi- 
tion 4.7 of [17]. 
DEFINITION 2.3. We shall say that (2.1) is a proper exact sequence 
relative to X if (2.2) is also exact and it induces a long exact sequence 
(2.3) of homology. 
We now proceed to study modifications of right A-modules. 
PROPOSITION 2.2. Let C and D be augmented right A-modules and 
let N be a right A-module. Let 
O+C%D%N-0 (2.4) 
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be proper right module exact sequence (relative to the left module X) such 
that a: preserves the augmentation. Then: 
(a) C > X and D > X imply N 1 X; 
(b) N 1 X and D > X imply C 3 X; and 
(c) N 1 X and C > X imply D > X, provided all closed linear 
maps from D @ X to X are continuous. 
Proof. By hypothesis, the sequence (2.4) induces a long exact 
sequence of the form (2.3) with Yr = C, Ya = D, and Ys = N. If 
C > X and D > X then torpA(C, X) = torPA(D, X) = 0 forp > 0 and 
C @A X + D 8, X is an isomorphism, since the augmentations A -+ C 
and A 4 D induce isomorphisms X -+ C BjA X and X -+ D Bj, X. It 
follows from (2.3) that tor,jA(N, X) = 0 for all p and, hence N i X. 
This proves part (a). 
In parts (d) and (c) we assume N _L X. This forces the maps 
torPA(C, X) -+ tor,,A(D, X) to be linear isomorphisms for all p. In 
particular, torPA(C, X) = 0 for all p > 0 if and only if torJA(D, X) = 0 
for all p > 0. In degree zero, we have a linear isomorphism 01 gA 1: 
C BA X -+ D @A X for which the following diagram is commutative: 
where p and S are induced by the augmentations of C and D, respectively, 
and p and u are the quotient maps. If D > X then u 0 v is a topological 
isomorphism by hypothesis. It follows that (0 o ~)-l o (a BA 1): 
C @A X + X is a continuous inverse for p 0 p and, hence, C > X. 
This proves part (b). 
To complete the proof of part (c), we note that if C > X, then p o p is a 
topological isomorphism and y = (p 0 @)-I (a OA 1))’ u: D @ X + X is 
at least a closed linear map (we do not know that (a @A 1)~~ is con- 
tinuous). Since we have assumed that closed linear maps from D @ X 
to X are continuous, we have that y is continuous. Furthermore, 
y o v = id: X + X and ker y = ker u. It follows that y factors as the 
composition of (T with a continuous linear map D gA X + X which is 
an inverse for G. Hence D > X and the proof is complete. 
Virtually the identical proof works if we switch the module N to 
the other side in (2.4). This yields: 
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PROPOSITION 2.3. Let C and D be augmented right A-modules and 
let N be a right A-module. Let 
be a proper exact sequence (relative to the left A-module X) of module 
homomorphisms, with 01 preserving the augmentation. Then: 
(a) C>XaandD>XimplyN~X; 
(b) NIXandD>XimplyC>X;and 
(c) N 1 X and C > X imply D > X, provided closed linear maps 
from D @ X to X are continuous. 
It is helpful to know that the resolvent class for a module X satisfies 
the following “two out of three” property: 
PROPOSITION 2.4. Let the sequence 
O-+N,+N,+N,+O (2.6) 
be a proper exact sequence of right A-modules relative to the left A-module X. 
Then sf the relation Ni 1 X holds for two of the indices i = 1, 2, 3, it 
holds for the third as well. 
Proof. This follows immediately from the sequence (2.3) with 
Ni = Yi. 
We assign meaning to the statement that a short exact sequence of 
left A-modules is proper relative to a given right A-module by reversing 
the roles of the left and right modules in Definition 2.3. 
PROPOSITION 2.5. Let the sequence 
be an exact sequence of left A-modules which is proper relative to a right 
A-module C. Then if (i, j, k) is any permutation of (1, 2, 3), we have: 
(a) C 1 Xi and C 1 Xt imply C 1 X, ; and 
(b) C > Xi and C > Xj imply C > X, , provided closed linear 
maps from C @ X, to X, are continuous. 
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Proof. By hypothesis, the sequence (2.7) induces a long exact 
sequence 
*.. - torpA(C, X3) +- torDA(C, XJ + torpA(C, XI) t tori, ,(C, X3) +- *... (2.8) 
Part (a) follows immediately from inspection of this sequence. For 
part (b), we consider the commutative diagram 
0 f-- x3 - x, - x, - 0 - ... * 
o-C@*X,+- COA&+- &1X 1 - torIA(C, X3) - *.a. 
The hypothesis says that the vertical maps corresponding to the indices 
i and j are isomorphisms. It follows that all the vertical maps are at 
least vector space isomorphisms. Hence, torPA(C, X,) = 0 for p > 0 
and X, -+ C BA X, is a continuous isomorphism. We use the closed 
graph property, as before, to conclude that X, -+ C BA X, is actually 
a topological isomorphism. Hence, C > X, and the proof is complete. 
As our constructions involving homology become more complicated, 
qualifying phrases regarding such things as properness of exact sequences 
and applicability of the closed graph theorem become more and more 
annoying and unwieldy. At some point it seems necessary to sacrifice 
generality for simplicity of exposition. We have probably long since 
passed this point. In any case, before completing our discussion of 1 
and > we describe a special situation in which most of our qualifying 
phrases are unnecessary, but which is general enough to encompass 
most of the examples we shall encounter later. 
DEFINITION 2.4. We shall say that the algebra A is of finite type if it 
has a terminating &split free bimodule resolution of the form 
OcA~AOAOE~~AOA~E,-6a...~ABAOE,+-O 
in which each Ei is a finite dimensional vector space. 
(2.9) 
In other words, A has finite type if it has a terminating @-split 
resolution by bimodules which are finite direct sums of the bimodule 
A @ A. If A has a resolution (2.9), C is a right A-module, and X a 
left A-module then torDA(C, X) is the homology of the complex 
OtCOXOE,~COXOE,‘6”...‘6nCOXOE,tO 
obtained by applying C @ X @A--A (.) to (2.9). 
(2.10) 
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Now if we restrict attention to right modules C which are nuclear 
F-spaces and left modules X which are F-spaces, then Propositions 4.2 
and 4.7 of [17] apply and we have: 
PROPOSITION 2.6. If A has finite type, then each short exact sequence 
of right (left) modules which are nuclear F-spaces is proper relative to 
any left (right) module which is an F-space. Furthermore, each short exact 
sequence of left (right) modules which are F-spaces is proper relative to 
any right (left) module which is a nuclear F-space. d 
Note, also, that the closed graph theorem holds for maps C @ X + X 
if C and X are both F-spaces, since C @ X = C @ X is then also 
an F-space ([12, III. 2.31, and [4, I. Section 11). Thus, in the situation 
described above, we may use Propositions 2.2-2.5 with great freedom. 
For example, we can prove: 
PROPOSITION 2.7. Let A be an algebra of finite type, X a left A- 
module, Y an augmented right A-module, and M an augmented A-bimodule. 
Suppose that X, Y, and M are Frtkhet spaces and M and either X or Y 
is nuclear. Then: 
(a) Y> M and M>Ximply Y>X; 
(b) YI.MandM>Ximply YIX. 
Proof. Note that the conditions Y > M and Y 1 M refer to 
relations between the left module structure of M and the right module 
structure of Y, while M > X and M 1 X refer to relations between 
the right module structure of M and the left module structure of X. 
Now the condition M > X is equivalent to the statement that the , 
result of applying the functor (M @ X) @A-A (a) to the resolution (2.9) 
is an exact sequence of the form 
O-X~M~XOE,tBi_...~MDX~E,cO. (2.11) 
If we set X0 = X, X, = ker E, and Xi = ker 8,-1 for i > I, we obtain 
a collection of short exact sequences of the form 
O+-Xi+M@X@E,cX,+,tO. (2.12) 
Now since M and X are Frechet spaces, so is M @ X @ E% = 
M % X @ Ei [4, I. Section 11 and, hence, so is each Xi . If both M and X 
are nuclear then the same is true of each M @ X @ Ei and each Xi 
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[4, II. Section 2, No. 21. Hence, either each term of (2.12) is a nuclear 
F-space and Y is an F-space, or each term of (2.12) is an F-space and Y 
is a nuclear F-space. In either case, Proposition 2.6 applies. 
Suppose for the moment that Y 3 M (or Y 1 M) implies Y bears 
the same relationship to M @ X @ Ei considered as a left module 
using the left module structure of M. Then since XnLl = 0, we may 
use Proposition 2.5 and the sequences (2.12) in an induction on 
decreasing i, to prove that Y > Xi (or Y 1 Xi) for each i. When 
i = 0 this gives us both parts of the proposition. 
It remains to prove that Y > M (or Y 1 M) implies Y > M @ X @ Ei 
(or Y 1 M @ X @ Ei) f or each i. Since each Ei is finite dimensional 
this amounts to proving that Y > M @ X (or Y 1 M @ X). However, 
the statement Y > M is equivalent to the exactness of the sequence 
O-M~YOM~E,~...~Y~M~E,-O (2.13) 
induced from (2.9) by applying (Y @ M) @A-.d (.), while the statement 
Y 1 M is equivalent to the exactness of the sequence obtained from 
(2.13) by replacing M by zero. Since each term in (2.13) is a FrCchet 
space and X is a nuclear FrCchet space, or each term in (2.13) is a 
nuclear Frechet space and X is a Frechet space, we conclude from 
Proposition 4.2 of [ 171 that the sequence remains exact if we apply 
the functor (*) @ X. The exactness of the resulting sequence is 
equivalent to the statement Y > M @ X. Hence, Y > M implies 
Y > M @ X. Similarly, Y 1 M implies Y 1 M @ X. 
If M and N are augmented bimodules, then clearly the relations 
M> N and N > M imply that M and N are isomorphic. If A is of 
finite type, then Proposition 2.7 (a) states that the relation > is transitive 
on the class of A-bimodules which are nuclear F-spaces. It is not 
generally true that M > M f or an augmented bimodule M. In fact, 
it follows from Proposition 1.6 that if A + B is an algebra homo- 
morphism, A is of finite type, and B is a nuclear F-space, then B > B 
if and only if B is a localization of A relative to the class of F-spaces. 
For localizations A + B, the relation > is reflexive, antisymmetric 
and transitive; this is not surprising, however, since it is easy to see 
that B, > B, for localizations A -+ B, and A + B, if and only if 
A -+ B, factors as A + B, composed with a homomorphism B, + B, . 
It follows from Proposition 2.7 (b) that if A has finite type, and N 
and M are augmented bimodules and nuclear F-spaces with N 1 M, 
then (0) is the only left module X which is a Frechet space and satisfies 
204 TAYLOR 
N > X, M > X. It would be interesting to know when the converse 
is true; that is, when is it true that N-f- M implies the existence of a 
left FrCchet A-module X with N > X, M > X ? 
3. ONE VARIABLE 
In order to illustrate the nature of the concepts of the previous two 
sections, we now study localizations of the polynomial algebra P in 
one complex variable. This material is largely subsumed by that of 
the next section; however, we feel it is worthwhile to point out the 
connection between our ideas and classical spectral theory in a setting 
where the computations are easy. 
We give P the strongest locally convex topology, i.e., the inductive 
topology generated by its family of finite dimensional subspaces [12, II. 
Section 61. If X is any complete I.c.s., then P @ X is just the algebraic 
tensor product P @ X with the inductive topology defined by the 
family of subspaces of the Form E @ X, where E is a finite dimensional 
subspace of P [4, I. Section 3, Proposition 141. In other words, P a X 
is just the space of polynomials x:j”=, x#, with coefficients xj E X. 
In particular, P @ P is the algebraic tensor product P @ P with the 
strongest locally convex topology, and may be identified with the 
space P, of polynomials in two complex variables z and w. 
If we consider P @ P to be a free P-bimodule and identify it with Pz , 
then the left and right actions of P on P, are defined by (p * u)(x, w) = 
~(4 +, w) and (u - p)(z, w) = P(W) 4x, 4. 
Consider the sequence 
OePCP@P2P@PtO, (3.1) 
where (Su)(z, w) = (w - z) u(x, w) and (EU)(Z) = ~(2, z) for u E P a P = 
Pz . This sequence is exact and Q-split. In fact, as a sequence of con- 
tinuous linear maps, (2.1) is split by the maps 
0-bPLP@PJ+P@P+O, (3.2) 
where (qP)(z, w) = p(x) and (YU)(X, w) = (w - z)-l(u(z, w) - U(Z, z)) for 
p E P and u E P @ P (note that the expression (w - z)-l(u(z, w) - U(Z, 2)) 
is again a polynomial in x and w). Hence, we have that (2.2) is a g-split 
free bimodule resolution of P of the form (2.9), with E, = E, = e( 
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and EI, = 0 for p > 1. Thus, P is an algebra of finite type and has 
homological bidimension one [17, Section 51. 
It follows from Definition 1.3 that an algebra homomorphism P + B 
will be an absolute localization of P provided the sequence 
OcB~B@B~B~BtO (3.3) 
is exact and @-split. Here the maps E and 8 are defined by ~(a @ 6) = ab 
and S(a @b) = a @ 56 - ai @ b, where c E B is the image of the 
generator x E P. 
PROPOSITION 3.1. Each of the ,following is an absolute localization 
0fP: 
(a) P-+21(U) h w ere 2I( U) is the algebra of all functions holomorphic 
on a domain U C @; 
(b) P + Cm(V) where V is an open subset of R; 
(c) P + b’(R) where b’(R) is the algebra of compactly supported 
distributions on the line and the embedding is p -+ p(D), D = d/dx lzSO ; 
(d) P-+%(U) h w ere 95’(U) is the algebra of rational functions, 
with poles in @\U, with the strongest locally convex topology. 
Proof. (a) The space 2I(U) @2I(U) = 2I(U) %2{(U) may be 
identified with the space 21( U x U) of functions holomorphic on 
U x U [18, Theorem 51.61. Thus, the sequence (3.3), with B = 21(U), 
becomes 
o+~u(u)aI(u x U)Z2I(U x U)+O, 
where (cf)(z) = f (z, .z) and (@‘)(.a, w) = (w - ,z)f (x, w). This is exact 
and @-split by the maps 7: 2l( U) --f %( U x U), I/: 2I( Ux U) + 2l( Ux U), 
where (rlg)(z, w) = g(4 and (vf )(x, w) = (2 - w)-l (f(z, w) -f (x, z)). 
(Note that this latter function has a removable singularity and, hence, 
represents an element of 2I( U x U)). Hence, P + rU( U) is an absolute 
localization of P. 
(b) Since Cm(l) 0 C”‘(1) = C”(I x 1) [18, Theorem 51.61 this pro- 
ceeds as above. The important point is that (y - x)-l(f(x, y) -f (x, x)) 
has a removable singularity and yields an element of C”(I x I) for 
each f E Cm(l x I). 
(c) The space G’(R) is a complete nuclear DF-space and, hence, 
b’(R) @ &‘(R) = G’(R) @ b’(R) = Q’(R x R) [18, Corollary to Theo- 
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rem 51.61; in other words, b’(R) @ O?‘(R) may be identified with the 
space of compactly supported distributions in the plane. With this 
identification and B = a’(R), the maps 8 and 2 of (3.3) are defined by 
(W(9) = 4%) - f&J f oruEb’(R X R),g,Ed(R X R) = C”(R X R), 
and (cu)($) = u(Z#), where z’$J(x, y) = $J(X + y). In other words, (3.3) 
with B = b’(R) is the dual of the sequence 
0 --f b(R) -c_I, b(K x R) 3 b(R x I?) - 0, (3.4) 
where E’$(x, y) = J,!J(X + y) and 8’~ = v, - P)~ for + E b(R) = C”(R) 
and 9) E 6(R x R) = C”(R x R). 
The sequence (3.4) is obviously exact and @-split; in fact, a right 
inverse for 8’ is given by the indefinite integral with respect to the 
variable x - y. It follows that the dual sequence is also exact and @-split 
and, hence, that P + 8’(R) is an absolute localization of P. 
(d) We have that &‘(U) @ 9(U) = 9(U) @ B?(U), the algebraic 
tensor product with the strongest locally convex topology. It follows 
that a(U) @ g(U) may be identified with the space of functions of 
the formf(z, w) = U(Z, w)/p(x) Q( ru , w ) h ere u is a polynomial in z and w 
and p and q are polynomials in one variable. With B = a( U) the maps in 
(3.3) are defined by (8j)(z, w) = (w - a)f(x, w) and ($)(z) =f(a, z). 
As in part (a), to prove that (3.3) is exact and C-split we need only show 
that (w - a)-’ (f(~, w) -f(~, a)) E S(U) if f E B?(U). However, 
U(& 4 
(w - +’ i p;$qg - p(z) q(2) ) = (w - z)-1 ( 
uh WI 4(4 - 4% 4 4(w) 
P@>” q(w) 1 
and the numerator of this expression is a polynomial in Z, w which is 
divisable by (a - w). Hence, P -+ W(U) is an absolute localization of P. 
Let T = 22/(2n) be the circle group and consider the algebra F(T) 
of distributions on T. In view of (c) above, we might expect p --f p(D): 
P --f d’(T) to be a localization of P. This is not the case. The sequence 
(3.3) is 
OwqT)&qT x T)2F(T x T)tO, (3.5) 
in this case, with 8~ = au/%’ -- ih/ap for u = ~(0, p) E &‘(T x T). 
The map 8 has a nontrivial kernel which includes all distributions of the 
form u(y) = JT 1: F( 0, p)f( 0 + p) d0 dp. Hence, toriP(8’( T), a’(T)) # 0 
and P + 8’(T) . is not a localization of P. It is, however, a pseudo- 
quotient. We shall have more to say regarding situations of this sort 
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in Section 7. It turns out that the homology of the algebra a’(T) is 
considerably simpler than that of P. In fact E(T) has bidimension 
zero; that is, it is a projective bimodule over itself. Thus, P and a’(T) 
have quite different homological properties, in contrast to the situation 
for the localization P -+ B’(R). 
We now restrict our attention to the localizations P -+ ‘u(U) and 
relate the results of Section 2 to classical spectral theory. 
Note that every homomorphism P + B of P into a Banach algebra 
extends to a homomorphism of %(@) into B. It follows that the algebra 
$%(e() of entire functions is the completed 1.m.c. envelope of P [17, 
Section 51. Hence, in this case, the completed 1.m.c. envelope is a 
localization and is a nuclear F-algebra. The localizations P -+ ‘%X(U) may 
also be viewed as localizations ‘?I(@) -+ ‘$I( U) of the algebra %(@‘) 
(cf. Proposition 1.8). 
If X is a complete 1.c.s. and a EL(X) is a continuous linear operator 
on X, then a determines a P-module structure on X in which the action 
is defined by (p, x) + p(a)x: P x X + X. We will often denote the 
resulting P-module by X( ) a and call a the generator of the action 
of P on X. Clearly every P-module arises in this way. Note that since 
P is commutative there is no difference between right and left modules. 
However, a bimodule M has two module structures and they need 
not be the same. Hence, a P-bimodule is determined by a complete 
I.c.s. M and two continuous linear operators a and b on M, these are 
the generators for the left and right actions of P on M. 
If B is any one of the algebras of Proposition 3.1, then since P --+ B 
is an absolute localization we may compute H,(B, M) and W(B, M) 
for any B-bimodule M by simply computing the corresponding space 
with B replaced by P. Furthermore, it is trivial to compute homology 
and cohomology for P, as we see below. 
Let M be a P-bimodule with generators a and b. Since (3.1) is a 
@-split free bimodule resolution of P, we compute H,(P, M) by replacing 
E by zero in (3.1) applying (.) @p-P M to the resulting complex, 
obtaining 
o+--M&M-O, (3.6) 
and then computing the i-th homology of this complex. Similarly, 
W(P, M) is computed by replacing E by zero in (3.1), applying 
horn,-,(*, M) to obtain 
O-+M%M-+O, (3.7) 
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and then computing the i-th cohomology of this cochain complex. 
Hence: 
PROPOSITION 3.2. Let M be a P-bimodule with generators a and b. 
Then H,,(P, M) = coker(b - a) = Hl(P, M), and W,(P, M) = 
ker(b - a) = H”(P, M), while H,(P, M) = W(P, M) = 0 for i > 1. 
In particular, if X(a) and Y(b) are P-modules, then tori”(Y(b), X(a)) = 
H,(P, M) where M is the bimodule Y @ X with generators b @ 1 and 
I @ a. Hence: 
PROPOSITION 3.3. If X(a) and Y(b) are P-modules then Y(b) 1 X(a) 
if and only if b @ 1 - 1 0 x a is a linear space isomorphism on Y @ X. 
If we let Y = e( and b = h E @ in the above proposition, then we 
conclude that @(A) 1 X(a) if and only if h - a is a linear isomorphism 
on X. If X is a FrCchet space, then by the open mapping theorem 
[12, III. Section 21 we have that @f(h) I X(a) if and only if h - a is 
an invertible operator on X. Thus, the one dimensional modules in 
the resolvent class for X(a) (cf. Definition 2.2) are exactly those 
generated by complex numbers h in the classical resolvent set of the 
operator a. 
Now suppose X is a Banach space and a E L(X). The spectrum 
sp(a) = (A E @: h - a is singular) is the complement of the resolvent 
set of a. If V is a domain in @ with V n sp(a) = 0, then (A - a)-’ 
exists and is an analytic operator valued function of h for h E I’. The 
space au(V) @ X = %!I( V) @ X may be identified with the space 
2I( V; X) of analytic X-valued functions on I’ [ 18, Section 511, and the 
operator (z - a): %!I( V; X) --t ‘$I( I”; X) has continuous inverse (x - a)-‘. 
Hence, 2I( V) J- X(a) if V n sp(a) = @. We can use this fact, together 
with the results of Section 2 to prove the analytic functional calculus 
theorem: 
PROPOSITION 3.3. If X is a Banach space, a an element of L(X), 
and U a domain in @, then the action (p, x) -+ p(a)x of P on X extends 
to an action (f, x) +f(a)x of 2l( U) on X if and only if sp(a) C U. In 
this case, the extension is unique and each f (a) commutes with every operator 
on X that commutes with a. 
Proof. Since X is a Banach space, we know that the action of P 
extends to an action of ‘QI(@) on X, since the series C &an will converge 
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in L(X), whenever C h,z” E %!I(@). Hence, by Proposition 2.1, we have 
‘$I(@) > X(a). As suggested in Section 2, we proceed by attempting to 
construct a(U) from a(@) by a sequence of modifications by modules 
from the resolvent class for X(a). 
Let V = @/sp(a) and consider the sequence 
o~~~(e)~~(U)O~(v)L2l(Unv)-,O, (3.8) 
where a(f) = (flu~flV) forfWe0 and P(g,h) =glunY-~IunV 
for g E a(U), h E 2I( V). If sp(a) C U then CT = U u V and it follows 
from Cousin’s theorem [5, I. E] that the sequence (3.8) is exact. 
Now the map cy is a homomorphism of augmented modules if 
we consider 2l(@) and ‘U(U) @ ‘21(V) to b e augmented P-modules 
with distinguished vectors 1 and (1, l), respectively. Furthermore, 
(Un V)nsp(a) = 0 and so %( U r\ V) 1 X(a). Since X is a Banach 
space and the terms of (3.8) are nuclear F-spaces, Proposition 2.2 (c) 
applies and we have that ‘?I( U) @ \21( V) >> X(a). However, ‘%(V) 1 X(a) 
and, hence, Proposition 2.3 (c) applied to the sequence 0 -+ ‘?I( V) + 
2I( U) @ %(a) - 2I( U) - 0 implies that %(U) > X(a). 
We conclude from Proposition 1.1 that if sp(a) C U then there is 
a unique extension (f, x) +f(a)x of the action of P on X to an action 
of ?I( U) on X. Furthermore, Proposition 1.2 implies that if b: X + X 
is an operator which commutes with a, then b also commutes with 
f(u) for each f E ‘?I( U). 
The converse is proved as follows: Suppose 91(U) > X(a) and h is a 
point of @\U. Then (X - 2))’ E 9I( U) and, hence, @(A) 1 m(U). It 
follows from Proposition 2.7 (b) that @(A) 1 X(u), i.e., that h E @\sp(u). 
Hence, sp(a) C U, and the proof is complete. 
Of course, the usual proof of the above theorem, in which f (u) is 
simply defined by 
f(u) = (25Ti)-'J‘J(z)(z - a)-ldz 
for an appropriate Jordon curve r, is far simpler than our proof. We 
do not suspect that our proof of Proposition 3.3 will become popular 
in courses in first year graduate analysis. However, it has the advantage 
that it extends almost verbatim to the several variable case, and all 
the ideas involved at least make sense in the context of localizations 
of quite general algebras. 
Note that the proof of sufficiency in Proposition 3.3 works perfectly 
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well if we only assume that X is a Frechet space, provided we also 
assume that the action of P on X extends to an action of 91(g) on X 
(this is automatic if X is a Banach space) and we define sp(a) to be 
the complement of the union of those open sets V C Q’ for which 
X(V) J- X(a) (‘t 1 is easy to see that the collection of such sets V is 
closed under union and passing to subsets). 
Finally, we close this section by noting that among the localizations 
P -+ 9l( U) of P, the relations >> and 1 have the following simple 
interpretations: 2l( U) > ‘$I( V) if and only if I/ C U, while +U( U) 1 2I( V) 
if and only if U n V = 0; this follows easily from Proposition 3.2. 
4. SEVERAL COMMUTING VARIABLES 
We now consider localizations of the polynomial algebra P, in 
n-complex variables. As we did with P, we give P, the strongest locally 
convex topology and note that P, @ P, = P, @ P, is the algebraic 
tensor product with the strongest locally convex topology and, hence, 
may be identified with the space P,, of polynomials in 2n-variables 
(Xl ,‘**, z, , Wl ,“., w,). 
A c-split free bimodule resolution of P, is provided by the Koszul 
complex, which we describe below. 
Let Ei = Ai@ be the i-th exterior product of the vector space 
E, = e(n over @. We choose a basis e, ,..., e, for E, and note that each 
element of Ei is then a linear combination of elements of the form 
eil A *a* A ei, , where ei A ek = -ek A ei . We set E, = @ and note 
that E, N @ and Ei = 0 for n > 0. 
If M is a vector space and 01 = (ai ,..., a,) is a commuting n-tuple 
of linear transformations on M then 01 determines a chain complex 
where 
O-MzM@E,- ... A M @ E, +- 0, (4.1) 
We call this the Koszul complex for the pair (M, a) [8, 141. In our 
work, M will be an 1.c.s. and each ai a continuous linear operator; 
this makes (4.1) a complex of l.c.s.‘s and continuous linear maps. 
Given the complex (4.1), we let Mi denote Im a, + *.* + Im ai C M 
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for i = l,..., n and set n/r, = 0. Note that M, = Im 6, . It follows 
that (4.1) can be augmented by the quotient map M --+ M/M, to yield 
a chain complex 
O+M/M,tiL&-M &I El+ 6, -**CM@ E,tO. (4.2) 
The following is an embellishment of a standard fact concerning the 
Koszul complex [9, VII. Section 6, Exercise 31: 
PROPOSITION 4.1. Suppose that for each i = I ,..., n the operator 
induced an MiMipI by ai is one to one; then the complex (4.2) is exact. 
Furthermore, if M is an I.c.s., each ai is a continuous linear map, and 
each ai induces an operator on MIMi_1 with a continuous left imerse, 
then (4.2) is exact and @-split. 
Proof. The first part can be proved by induction on n using an 
exact sequence which relates the homology of the Koszul complex for 
(al ,..., ad to that for (a, ,..., a,) (cf. [14, Lemma 1.31 or [9, VII. 
Section 6, Ex. 31). Th is is a standard argument. Our concern is with 
the second part of the proposition. 
Note that if 0 -+ X s Y --“t Z -+ 0 is a short exact sequence of 
I.c.s.‘s with ,U a topological isomorphism, then this sequence splits if and 
only if the induced sequence 0 + L( C, X) -+ L(C, Y) + L(C, Z) --f 0 
remains exact for each I.c.s. C; in fact, the exactness of the latter sequence 
with C = Z implies in particular that the identity map Z -+ Z lifts to 
a map Z + Y which is a right inverse for v. Now any exact sequence 
of 1.c.s.‘~ can be broken up into a collection of short exact sequences 
with the first map a topological isomorphism. It follows that an exact 
sequence of I.c.s.‘s is split if and only if application of the functor 
L(C, *) preserves its exactness for each 1.c.s. C. 
Now let C be an 1.c.s. and let ai be the operator on L(C, M) induced 
by ai . If ai has a left inverse as an operator on M/M,-, for each i, then it 
follows by induction on i thatL(C, MJ = Im zr + ... + Im ai CL(C, M) 
for each i and ai acts as a one to one operator on L(C, M)/L(C, n/ii-J 
for each i. Hence, by the first part of the proposition, the sequence 
(4.2) is exact, with M replaced by L(C, M) and each ai by g( . In other 
words, applying L(C, *) to (4.2) yields an exact sequence for each 
I.c.s. C. Hence, (4.2) is split as a sequence of I.c.s.‘s. 
We now identify P, @ P, with the space of polynomials in 2n- 
variables (zl ,..., x, , wr ,..., w,) and consider the tuple of operators 
01 = f a, ,..., a,) on P, @ P,, , where a&z, w) = (wi - zi) u(z, w). Note 
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that if we make the change of variables wi = We - .zi , i& = zi then 
P, @ P, may equally well be represented as the space of polynomials in 
(II 1 >“‘, 5, , 01 ,..a, w,). Then u&S, w) = w&c, w) for each i. It follows 
that Im a, + *.a + Im ai is just the ideal Ji generated by (oi ,..., wi) 
and R 0 PJ/J~ is naturally isomorphic to the algebra of polynomials 
in (t;, ,..., 5, , *i+l , . . . . We). Obviously then, each ai has a continuous 
left inverse on (P% @ Pn)/Ji-, (send t erms not involving oi to zero and 
divide wi out of the remaining terms). Furthermore, (P, @ Pn)/Jn is 
naturally isomorphic to the space P, of polynomials in (t;, ,..., t;,). 
Hence, by Proposition 4.1 we have: 
PROPOSITION 4.2 [9, VII. Proposition 2.11. The Kosxul complex for 
the tuple (wl - x1 ,..., w,, - xn) on P, BP, , augmented by the map 
E: P, @ P, + P, with (mu) = u(x, z), yields a sequence 
OtP,CP,~PP,cP,OP,OE,+...cP,~PP,OE,tO 
(4.3) 
which is a c-split free bimodule resolution of P. Thus, P, is an algebra 
of Jinite type. 
In view of Proposition 1.6, an algebra homomorphism P, -+ B will 
be an absolute localization of P, provided the induced sequence 
OtBfBOB~BOBOE,t...~-B,~BBEE,cO (4.4) 
is exact and @-split. Here the sequence (4.4) is the Koszul complex 
for the tuple (1 @ b, - b, @ l,..., 1 @ b, - b, 0 l), with bi the image 
of zi in B, augmented by the map E: B @ B -+ B defined by 
E(U @ b) = ub. 
PROPOSITION 4.3. If ‘9I( U) is the algebra of functions holomorphic 
on a domain U C @, then 
(a) P, + 2l( U) is an absolute localization of P, if U = U, x **a x t& 
is a polydomain; 
(b) P, + 2l( U) is a localization of P, relative to the class of 
Fre’chet spaces af U is a domain of holomorphy. 
Proof. We may identify 2X(U) @ w(U) = ‘u(U) @ (I[( U) with 
2I( U x U) [18, Theorem 51.61. Thus, the complex (4.4) for this situation 
is the (augmented) Koszul complex for the tuple (wr - x1 ,..., w, - z,) 
acting on a( U x U). 
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Let Ji be the ideal in (u(U x U) generated by the elements 
(WI - 21 Y”‘, wi - si). If U is a domain of holomorphy, then U x U 
is a domain of holomorphy in Q’““; it follows that Ji is just the ideal 
of functions in 2I( U x U) that vanish on the manifold 
and that 2l( U x U)/J, is isomorphic, under the restriction map, to the 
space 21(Vi) [5, VIII. A.18 and IX. D.41. Obviously multiplication by 
wi+l - xi+l is a one to one operator on 2l( Vi) for each i. Furthermore, 
V, = {(z, w) 6 U X U: zi = w, for all i) 
is just the diagonal of U x U and, hence, $(z) = f(~, Z) defines a map 
of 2I( U x U) onto B(U) with kernel Jn . 
It now follows from Proposition 4.1 that the complex (4.4) is exact 
with B = PI(U), provided U is a domain of holomorphy. Since 2I( U) 
is a nuclear FrCchet space [18, Section 511, we deduce from Proposi- 
tion 1.6 that P, + 2I( U) is a localization relative to FrCchet spaces 
when U is a domain of holomorphy. 
Now suppose U = U, x .** x U, is a polydomain. If we reorder the 
products and write U x U as (U, x U,) x 0.. x (U, x Cl,), then the 
set Vi above is just d, x ..* x di x ( Ui+, x Ui+l) x *.* x (U, x U,) 
where A, is the diagonal of Uj x Uj . If we define y’i : Vi -+ Vi by 
then yi is a retract of Vi onto V,+l . It follows that the map 
f + CWi+l - %-cl) I f: a( Vi) + au(Vi’Ti) hav + (wi+l- xi+J 1-l [g -g 0 ~1 
as a left inverse. Hence, by Proposition 4.1, the sequence (4.4) with 
B = 21(U) is @-split in this case, and P, - ‘LI( U) is an absolute 
localization. 
We do not know whether or not P, - 21(U) is actually an absolute 
localization for U an arbitrary domain of holomorphy. It is for this 
reason that we introduced localizations relative to a restricted class of 
l.c.s.‘s, rather than working exclusively with absolute localizations. 
In the next section we shall prove that if P, - 2l( U) is a localization 
(relative to any class) then the envelope of holomorphy, 0, of U must 
be contained in @*; since 2I( U) = 2l( o), this means that P, -+ TI( U) 
is a localization if and only if U has its envelope of holomorphy contained 
in Cn. 
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As in the one-variable case, Cm-functions and distributions also give 
rise to localizations of P, : 
PROPOSITION 4.4. (a) If U C Rn is a domain, then P, --f C”(U) is 
an absolute localization of P,, ; and 
(b) If b’(R”) is the algebra of compactly supported distributions 
in Rn, then the map 
P ---f P(D, ,..., &I: P, +t”‘P)(Q = &I -) 
z z-0 
is an absolute localization of P, . 
Proof. The proof of part (a) uses Proposition 4.1 and proceeds in 
much the same fashion as the proof of Proposition 4.3. Rather than 
2l( U x U) we have C”“( U x U), and U x U C R2n is parameterized by 
real variables (xi ,..., x, , yi ,..., y,). The appropriate complex (4.4) is the 
Koszul complex for ( yi - xi ,..., yn - XJ on Cm( Ii x U). The set Vi 
becomes {(x, y) E U x U: x1 = yi ,..., xi = yi> and Cm( Vi) replaces ‘%( Vi). 
Here the problem of constructing a left inverse for f + ( yi+I - xi+I)f: 
C”“( Vi) 4 Cm( Vi) can be solved locally; then a global solution can be 
pieced together using a ?-partition of unity. We omit the details. 
Part (b) is a special case of results of Section 7. We give only a brief 
outline of the proof here. The space &‘(R”) @ &‘(Rn) = 8’(Rn) @ E(R%) 
is naturally isomorphic to &‘(R2”) [18, Section 511. With this identifica- 
tion, and coordinates (xi ,..., x, , yi ,..., y,) for Rzn, the complex (4.4) 
for B = B’(R”) becomes the (augmented) Koszul complex for the tuple 
of operators (ajay, - a/ax, ,..., ajay, - a/ax,) on S’(Rz”). If we make 
the change of variables [ = x + y, q = y this becomes the Koszul 
complex for (a/aqi ,..., a/$,) on &‘(Rzn), augmented by the map, 
&‘(R2”) +’ 8’(Rm), which is induced by the projection (f, 7) -+ E. This 
is just the complex obtained by applying (*) @ 6’(Rn) to the augmented 
Koszul complex 
Oc~cb’(R”)c&‘(R~)~E~c~~~tb’(R~)~E,tO (4.5) 
for (a/i+, ,..., a/&) on &‘(R”), where b’(R”) -+ fL? is defined by u + u( 1) 
for u E &‘(R”). The dual of (4.5) is the (augmented) cochain complex 
of exterior Cm-differential forms on Rn and is notoriously exact. 
However, we can prove that (4.5) is not only exact but also @-split 
by applying Proposition 4.1. One proves by induction that 
WV WVd + ... + Im(a/+)) = G”‘(lFi) 
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under the map induced by the projection R” -+ Rnei; since integration 
in ~+i supplies a continuous left inverse for i3/a~+i on cY(R+~), we 
conclude that (4.5) is exact and @-split. If we apply (*) @ 8’(Rn) to 
(4.5), we still have a @-split exact sequence-the sequence (4.4) for 
B = Z(R). Hence, P,, + d’(R) is an absolute localization. 
A P,-module is determined by specifying a complete 1.c.s. X and 
a commuting tuple II: = (a, ,..., a,) of continuous linear operators on X; 
here the action is defined by (p, x) + p(~)x. We call a, ,..., a, the 
generators of the resulting action of P on X. The module determined 
this way will often be denoted X(E). A P,-bimodule is determined by a 
complete 1.c.s. and two mutually commuting sets of generators. 
Since (4.3) is a @-split free bimodule resolution of P,, , it follows 
from Proposition 2.10 of [171 that: 
PROPOSITION 4.5. Let M be a P,-bimodule with sets of generators 
a = a, )..., ( a,) and/l = (b, ,..., b,). Then Hi(P, , ill) is the i-th homology 
qf the Kosxul complex 
O-M&M@E,> ..’ +ff- M @ E, t 0, (4.6) 
with 




Note that Hi(PTL, M) = H,-,(Pn , M), where the isomorphism is 
induced by the usual isomorphism Ei’ = ETLpi , 
In particular, if h = (hi ,..., h,) E @‘” and @(h) is the one dimensional 
P,-module with generators h, ,..., & and if X(a) is a P,-module with 
a set of generators 01 = (a, ,..., a,), then torft(@(;\), X(a)) is the i-th 
homology of the Koszul complex for the tuple (h, - a, ,..., X, - a,) 
on X = e’ @X. In [14], we used the exactness of this complex as the 
definition of the statement that (hi - a, ,..., An. - a,) is nonsingular. 
We called the set of X for which this condition fails the spectrum of cy. 
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on X and denoted it by sp(o1, X) [14, Definition 1.11. Thus, in view 
of Definition 2.2 we have: 
PROPOSITION 4.6. If h E c” and X(a) is a P,-module then @(A) 1 X(a) 
if and only if h is not in the set sp(a, X), defined in Dejkition 1. I [14]. 
In [14] we proved that if X is a Banach space and CL commuting 
n-tuple of bounded linear operators on X, then sp(a, X) is compact 
and nonempty and is contained in the set of h E @ for which the 
equation 
(h,-aa,)b,+...+(h,-aa,)b,= I 
fails to have a solution for operators b, ,..., b, which commute with 
each ai . This containment can be proper [14, Section 41. 
We also have: 
PROPOSITION 4.7. IfX( ) a is a Pm-module with X a Banach space, and if 
U C Q’” is a polydisc, then 2I( U) 1 X(a) if and only if U n sp(01, X) = ia ; 
and in this case, !!I( V) 1 X((Y) for any domain V C U. 
Proof. We have that ‘u(U) @ X = cU( U) E X may be represented 
as ‘9I( U; X), the space of holomorphic X-valued functions on U 
[18, Section 511. It follows from Proposition 4.5 that tor>(%( U), X(a)) is 
the i-th homology of the Koszul complex for the tuple (zi - a, ,..., z, - a,) 
acting on 9l( U; X). By Theorem 2.2 of [14], this complex is exact if U 
is a polydisc and U n sp(01, X) = 0. Hence, U n sp(a, X) = ia 
implies 9l( U) 1 X(a) if U is a polydisc. 
The converse follows from Proposition 2.7 and the fact that 
a(U) > @(A) for X E U. In fact, since P, + au(U) is a localization, we 
have a(U)> Y f or any %( U)-module Y by Proposition 2.1. In par- 
ticular, ‘u(U) > @(A) for X E U and 2l( U) > ‘?I( V) for any domain 
V C U. It follows that ‘3(V) 1 X(E) and @(A) 1 X(a) for V C U and 
h E U whenever 2I( U) I X(a). 
Our next proposition strengthens the preceding one and establishes 
the analytic functional calculus for domains of holomorphy. 
PROPOSITION 4.8. Let X(N) b e a P,-module and U C Q”” a domain of 
holomorphy. Then: 
(a) 2l( U) 1 X(a) if and only if U n SP(CL, X) = M ; 
(b) 2I( U) > X(B) if and only ;f sp(ol, X) C U. 
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Proof. Both parts follow from an investigation of a complex of 
analytic Tech cochains [5, VI. D]. Suppose V is a domain in @ and 
(Vs} is a locally finite cover of V by domains of holomorphy. The 
space C” of k-dimensional analytic Tech cochains for {V,} is defined 
to be the set of those elements {fu} E JJO Yl( VO) which are alternating 
functions of u, where (T = (s,, ,..., sh) ranges over all K + I-tuples of 
distinct positive integers and V, = l’s0 n .** n Vs, . The (augmented) 
complex of Tech cochains is 
where 
uj = (SO ,..., fj ,..., Jk+l) for 0 = (SO ,-., %+I>, 
and (qf )s = f / V, . If k’ is a domain of holomorphy, then (4.8) is exact 
[5, VI. D.4, VIII. A.141. Note that each Ci is a countable topological 
direct product of nuclear F-spaces and, hence, is also a nuclear F-space 
[ 18, Proposition 50.11. Th e maps 71 and ai are continuous. Furthermore, 
each Ci is a P,-module and r and each Ci are P,-module homomor- 
phisms. 
If we set Ki = ker ai for i 3 1, then (4.8) yields a collection of 
P,-module short exact sequences 
whose terms are nuclear F-spaces. By Proposition 2.6 these sequences 
are proper relative to any P,-module which is an F-space (X(a), in 
particular). Hence, we may employ the exactness axiom for torPn(., X(E)). 
To prove part (a), we let I/ = U be a domain of holomorphy and 
{Ys} a cover of L’ by open polydiscs. If U n sp(u~, X) = a, then 
Proposition 4.7 implies that %(V,,) 1 X(a) for each i, i.e., that 
toriP,(C, X(a)) = 0 f or all i and all j. The long exact sequence (2.3) 
for tor( ., X(a)) applied to each of the sequences (4.9) yields isomorphisms 
and 
torF(YI( V), X(a)) N torjq;,(Kl, X(a)) 
torF(K’, X(a)) E tor;P;i(Z?+l, X(a)) for each i, j. 
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Since tar? = 0 for j > n we conclude by induction that 
torp(%(V), X(a)) = torF(Ki, X(a)) = 0 for all i, j. 
Hence, 2I(U) 1 X((Y). Th e converse is proved as in Proposition 4.7. 
To prove part (b) we let V = @, assume sp(a, X) C U, choose a 
countable, locally finite, open cover (V,> of fZ’% with V, = U and each V, 
for s > 1 a domain of holomorphy satisfying V, n SP(CY, X) = 0. Note 
that if u = (s,, ,..., sl,.) with k > 1 then V, n sp(a, X) = @ since we 
insist that the Q’S be distinct; hence, each %(VV) 1 X(a) and 
Ck 1 X(a) for k >, 1. We conclude as in the previous paragraph that 
toriP,(Ki, X(a)) = 0 f or all j and for i > 1. In particular, K1 I_ X(a). 
Now, since I’ = e(n and X is a Banach space, we know that the 
action of P, on X extends to an action of %I( V) on X (through substitution 
of 01 = (al )...) a,) in the power series). Hence, we have 21( I’) > X(a) 
by Proposition 2.1. We conclude from Proposition 7.2 applied to the 
first sequence in (4.9) that Co > X(a) as well. However, Co = ‘%(U) @ BO 
where B” = n,,, ‘%( V,); since B” 1 X(a), we conclude that 2l( U) > 
X(a)- 
Conversely, suppose ‘?I( U) > X(a). If h $ U then Q.‘(h) 1 ‘u(U) by 
part (a) and, hence, C(X) 1_ X(a) by Proposition 2.7. 
We now have a considerable amount of information regarding the 
algebras ‘?I( U) for U a domain of holomorphy. We know that the action 
of P, on a Banach P,-module X(a) extends to an action of 2I( U) on X 
if and only if sp(a, X) C U (Propositions 4.8 and 2.1). We know that 
if the action extends it does so uniquely and in a canonical fashion 
(Proposition 1 .l). We know that for two modules X(E), Y(p) for which 
the action does extend, a map v: X(a) -+ Y(p) is an 2I( U)-module 
homomorphism if and only if hip, = ~a~ for i = l,..., n (Proposition 1.2). 
Furthermore, we know that if M is an 21( U)-bimodule and a Banach 
space, then H,(‘%( U), M) = H,(P, , M) and Hi(‘21( U), M) = W(P, , M) 
and these can be computed from the Koszul complex by Proposition 4.5 
(cf. Propositions 1.4 and 1.7); in particular; toru’u’ and ext,(,, for 
‘Ql( U)-modules which are Banach spaces agree with the corresponding 
functors torPn and extpn and may be computed using the Koszul 
complex (cf. Propositions 2.8 and 3.8 of I-171). 
Our discussion of the analytic functional calculus is still incomplete. 
The corresponding theorem for commutative Banach algebras, the 
Shilov-Arens-Calderon Theorem [I, 131, holds for arbitrary domains 
containing the spectrum; and in [15] we proved that the action of P, 
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on X determined by 01 extends to an action of 2I( U) for any domain U 
containing sp(ol, X). Thus, the question arises as to whether or not this 
more general result can be deduced easily in our present context. 
If U C @” is a domain, then the space of complex homomorphisms 
of 2I( U), i.e., the envelope of holomorphy of U, is a Riemmanian 
manifold 0 which is a covering space for some domain in @‘” which 
contains U [5, I, G]. If 0 is not actually contained in fZ”“, i.e., if it is a 
covering space of more than one sheet, then the elements of 21(U) = 
rU( 0) are only locally functions of the variables zr ,..., z, . In this situation 
2I( U) is not a localization or even a pseudo-quotient of P,m (Section 5). 
It is, however, locally a localization of P, ; that is, it is an algebra 
obtained by piecing together a family of localizations of P, . In fact, 
if {Us} is a family of domains of holomorphy covering U, then 2I( U) 
is the subalgebra of n, 2I( Us) consisting of those elements (is} for which 
f, = ft on tls n U, . 
If U is a domain in 0 and V = {UJ a countable, locally finite 
cover of U by domains of holomorphy, let 
o-4 CO(U)-s Cl(U)-1 r?(U)-+ **a (4.10) 
be the cochain complex of analytic Tech cochains for the cover U. 
We consider this to be a complex of P,-modules and note that it has a 
canonical augmentation 7: P, + Co(U) defined by (7~)~ = p 1 Us . We 
consider the complex (4.10), au g mented by 7, to be an algebraic object 
which represents U more faithfully than does the algebra 2I( U) in the 
case where U is not a domain of holomorphy. Note that if U is a domain 
of holomorphy, then the cohomology of (4.10) is trivial except in degree 
zero where it yields 2I( U); in fact, we could choose U to be the single set 
U in this case and (4.10) would be the complex 0 + 2I( U) 4 0. 
We can now give a proof of the analytic functional calculus theorem 
for arbitrary domains which is in the spirit of our previous discussions, 
by simply extending the concepts C 1 X and C > X of Section 2 
to the case where C is allowed to be an augmented cochain complex 
such as (4.10) rather than just an augmented module. The resulting 
proof is conceptually far simpler than our earlier proof in [ 151. 
In general, if A is an algebra then an augmented cochain complex 




of right A-modules and right A-module homomorphisms. We denote 
the complex obtained by replacing 7 with zero by C. 
We assume A is of finite type and let 
A-‘A@AAA@A@E$- . ..-““A@A@E.tO (4.12) 
be a @-split free bimodule resolution of A with each Ei finite dimensional. 
Now C becomes a cochain complex C @ X of A-bimodules if we 
tensor on the right by a left A-module X. The result of applying 
(C @ X) Bj,-, (e) to (4.12) (with E replaced by zero) is a double complex 
where the maps Bi and Jj are induced from the corresponding maps 
ai and 8 in (4.11) and (4.12). 
We set Y,< = Oi-j=k Cj @ X @ Ei and define a boundary map 
D, : Yk --f Yk-l by 
D,ZJ = 6<u + (-l)i 8u for uECj@X@Ei, i-j=k. 
This standard procedure for constructing a complex from a double 
complex yields a chain complex of the form [9, XI. Section 61: 
D-1 DO Dl D2 “‘t- v,t- Y-l+- Yo- Yl+-- Yz c- a.-. (4.14) 
Note that the augmentation 7: A 4 Co induces a map x 4 q( 1) @ x: 
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x+co@xcYo. Furthermore, the image of this map lies in the 
kernel of Do . Hence, if H/J Y) is the K-th homology of the complex Y 
(the complex (4.14)), then there is a natural map X -+ H,(Y) induced 
by 7. If H,(Y) is g iven the quotient topology of ker D,/ker D, , then 
this map is continuous (however, H,(Y) may not be Hausdorff). 
DEFINITION 4.1. Given an augmented cochain complex (4.11) of 
right A-modules and a left A-module X, we let torkA(C, X) denote 
the Iz-th homology of the complex (4.14) as constructed above. We write 
C 1 X if torLA(C, X) = 0 for all K, and C > X if torkA(C, X) = 0 
for k # 0 and the induced map X + toroA(C, X) is a topological 
isomorphism. 
PROPOSITION 4.9. If C is an augmented cochain complex (4.11) in 
which Ci 1 X for each i, then C 1 X. 
Proof. The hypothesis that Ci 1 X means simply that each column 
of the double complex (4.13) is exact. It is then a standard fact in the 
theory of double complexes that the sequence (4.14) is also exact 
[9, XI. Section 61. One can give an elementary proof of this fact by 
constructing, for u E ker D,; , an element u E Y,+i with Dnflv = u by 
defining its components inductively beginning on the left column in 
(4.13) (i = k + 1,j = 0) an d working up the diagonal i - j = k + 1. 
The above proposition says that if the columns of (4.13) are exact, 
then the complex (4.14) is exact. A similar argument shows that if 
the rows of (4.13) are exact, then (4.14) is exact. This is proved by 
induction beginning on the top row of (4.13) and working down the 
diagonal. The rows of (4.13) will be exact whenever the complex C 
is exact and its exactness is preserved by applying the functors 
(0) @ X @ Ei ; for example, the rows of (4.13) will be exact if C is 
an exact sequence of nuclear F-spaces and X is an F-space [ 17, Proposi- 
tion 4.21. This yields: 
PROPOSITION 4.10. IfC is an exact cochain complex of right A-modules, 
each of which is a nuclear F-space, and if X is a left A-module which is 
an F-space, then C 1 X. 
Obviously most of the properties of 1 and > discussed in Section 2 
have appropriate analogs in this situation. We state analogs of Proposi- 
tions 2.2 and 2.3 below. The proofs amount to noticing that a short 
exact sequence of cochain complexes induces a short exact sequence 
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of the corresponding chain complexes (4.14) and, hence, a long exact 
sequence for torA(., X), provided we impose topological conditions 
which ensure that applying the functor (-) @ X will not destroy 
exactness. 
PROPOSITION 4.11. Let A be an algebra of finite type and X a left 
A-module which is an F-space. Let 0 + C 5 D + N + 0 be a short 
exact sequence of cochain complexes of right A-modules which are nuclear 
F-spaces. Assume C and D are augmented and (Y preserves the augmentation, 
Then any two of the conditions C > X, D > X, N 1 X implies the 
third. The same statement is true for a short exact sequence of the form 
O+N-+C:D+O. 
We are now in a position to prove the analytic functional calculus 
theorem in general. An initial version is: 
PROPOSITION 4.12. Let X(E) be a left P,-module with X a Banach 
space. If U is any domain containing sp(a, X) and {US} is a countable, 
locally Jinite cover of U by domains of holomorphy, then C{U,} 3 X(a), 
where C{ US} is the complex (4.10) for the cover (US}. 
Proof. Let (V,} b e a countable, locally finite cover of @ by domains 
of holomorphy. Furthermore, let it be chosen so that there is a map 
r: 2 + 2 with VET = U, for each s and V, n sp(ol, X) = ia if t is 
not in the range of r. 
The map r induces a cochain map 
r: Wt> - CiuJ by Whs,,...,s,) = hso~.,(rw for f E C”{ V,}. 
Note that this map is surjective and its kernel is the subcomplex N of 
C{ V,> consisting (in degree K) of elements f for which fct,,.,,,l,) = 0 if 
each ti is in the range of r. Apparently then, each Nk is a topological 
direct product of spaces 9I( V10 n s-s r\ Vtk) with Vti n sp(ol, X) = 0 
for at least one i. It follows from Proposition 4.8 (a) that Nlc 1. X(a) for 
each K and from Proposition 4.9 that N I X(a). If we can show that 
C{ h> > X(a), th en it will follow from Proposition 4.11 that C{ US} 3 
X(a) as well. 
Consider the cochain complex 0 -+ ‘%(@) % 0 +- 0 + -**, with 
augmentation P, -+ VI(@); we denote this by B. If we use B for C in 
(4.13), then clearly the resulting complex (4.14) will be simply 
Ot~(lS”)~X-S’~(~~)~X~E,t...~Q(~‘”)~X~E,tO. 
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The homology of this complex is to?‘n(Pl(f?), X(a)). Since X is a 
Banach space, we have that the action of P, on X extends to an action 
of a(@) and, hence, au(@) > X(U). It follows that this relation remains 
valid if we replace 2l(@) by the cochain complex B. Now notice that 
there is an augmented cochain map B + C{V,} determined by the 
embedding f + (f I,,}, : a(@%) + CO(V,) in degree zero and by the 
zero map in higher degree. This map is injective and has as its cokernel 
the cochain complex 
0 + CO{ v,}/2l(fz~) + cy VJ - cy V,} - . ..) 
which is exact since Q? is a domain of holomorphy. We call this 
complex z’{ V,}. Note that z’{ V,} J- X(m) by Proposition 4.10. Since 
O+BdC{V,)+ 2’{?7,} + 0 is an exact sequence, B > X(E), and 
c(V,} 1 X(a) we conclude from Proposition 4. I1 that C{ V,} > X(a). 
This completes the proof. 
How does the above result give us the analytic functional calculus ? 
Well, returning to the general situation, let A + B be an algebra 
homomorphism, X a left A-module, and C an augmented cochain 
complex of B-A-bimodules; that is, each Ci is a right A-module and 
a left B-module, the two actions commute, and the coboundary maps 
8 respect both module structures. Then the complex (4.14) will be 
a complex of left B-modules and B-module homomorphisms. Thus, 
ker D,/Im D, = toroA(C, X) will have a natural left B-module structure 
provided it is complete and Hausdorff in the quotient topology. If 
C > X then the natural map X + toroA(C, X) is a topological iso- 
morphism and, hence, the latter space is complete and Hausdorff. 
Furthermore, the map X + toroA(C, X) is an A-module homomorphism. 
It follows that this identification of X with toroA(C, X) imposes a 
B-module structure on X which extends its A-module structure. It is 
evident from its construction that this B-module structure is natural 
in the sense that if C 3 X, C > Y, and a: X -+ Y is a left A-module 
homomorphism, then 01 is also a homomorphism for the induced 
B-module structure. Thus, we have proved: 
THEOREM 4.13 [15, Theorem 4.31. Let U be a domain in @n. Then for 
each P,-module X(a), with X a Banach space and sp(01, X) C U, Proposi- 
tion 4.12 provides an extension of the action of P, on X(a) to an action 
of 9I( U). Furthermore, ;f X(a) and Y(p) are Banach P,-modules with 
sp(~, X) C U and sp@, Y) C U, and z. 9: X(a) + Y(p) is a P,-module 
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homomorphism, then g, is also a homomorphism for the resulting ‘$I( U)- 
module structures. 
Note that a result similar to the above can be proved for P,-modules 
X(a) for which X is a FrCchet space, provided the set sp(~l, X) is suitably 
redefined. Here it is necessary to define the resolvent set of LY: to be 
the set of h E f? for which 2I( V) 1 X(E) for some domain of holomorphy 
Y with h E V. The spectrum, sp(ol, X), is then the complement of 
the resolvent set. The proof of Theorem 4.13 in this setting goes through 
as above provided we hypothesize that the action of P, on X(a) extends 
to an action of a(@) on X(a). 
The standard Shilov-Arens-Calderon Theorem [ 1, 131 is a Corollary 
of Theorem 4.13. In fact, if B is a commutative Banach algebra and 
al ,..., a, E B, then B may be considered a P,-module with generators 
the operators of left multiplication on B by a, ,..., a, . Then sp(01, B) 
is the ordinary spectrum of 01 = (al ,..., a,) in B [14]. Hence: 
COROLLARY 4.14. If a: = (al ,..., a,) is a tuple of elements of a 
commutative Banach algebra B (with identity) and if the spectrum of 01 
is contained in the domain UC @, then there is a continuous algebra 
homomorphism f + f (a): S(U) -+ B which maps each zi to the corre- 
sponding ai . Furthermore, for fixed U the transformation ‘u(U) --f B is 
natural in the pair (01, B) in the following sense: If 01 = (al ,..., a,) is a 
tuple in B, , j3 = (b, ,..., b,) is a tuple in B, , sp(ol) C U, sp(/3) C U, and 
h: B, + B, is an algebra homomorphism with h(a,) = bi , then f(B) = 
h(f(ol)) for all f E 9l( U). 
5. A CHARACTERIZATION OF 'u(U) 
We pointed out in the preceding section that there are many quite 
different localizations of P, . Among these, the localizations of the form 
P, --f a(U) obviously play a very special role, and it is natural to 
ask what it is that characterizes these localizations. We discuss this 
question here. 
We begin with an algebra homomorphism P, -+ B which is a pseudo- 
quotient relative to some class 0 (cf. Definition 1.1); recall that 0 
must contain B and all finite dimensional spaces and be closed under 
tensor products. 
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Let a, ,..., a, E B be the images under P, --f B of the generators 
21 ,"., x,~ of P, . By Proposition 4.5, 
B@jPnB=HO(P,,B@B)=B@B/Im6,, 
where 6, : B @ B @ E, + B a B is defined by 
S,(b @ c @ q) = ba, @ c - b @ a$. 
Now B Bjs B = H,,(B, B @ B) is isomorphic to B via the map induced 
by b @c+bc: B @B + B (cf. Proposition 1 .I). Since P, -+ B is a 
pseudo-quotient, we conclude that 
ImS,== ker(b@c+bc:B@B+B}. 
In particular, I @ b - b @ 1 must be in Im 8i for each b E B. It follows 
that we have 
PROPOSITION 5.1. Let P, + B be a pseudo-quotient with a, ,..., a, E B 
the images of x1 ,..., z, E P, . Then for each b E B there are elements 
u1 ,..., u, E B @B such that 
1 @ b - b @ 1 = f (U$zi - a&, 
i=l 
where B @ B is considered a B-bimodule via the interior actions a(6 @ c) = 
b @UC, (b @ c)a = ba @c. 
If h E f3 then @(A) d enotes the one-dimensional P,-module with 
generators A, ,..., A, . With P, -+ B as above, it follows from Proposi- 
tion 1.1 that the action of P, on G(h) extends to an action of B on 
@(A) in at most one way. Now there is a one-to-one correspondence 
between one-dimensional B-modules and nontrivial continuous algebra 
homomorphisms h: B --+ f2 (complex homomorphisms of B). Hence, each 
complex homomorphism of B is determined by its values on a, ,..., a, . 
In other words: 
PROPOSITION 5.2. Let P, + B and a, ,..., a, be as above, and 
let A be the space of complex homomorphisms of B. Then the map 
h - (h(4,-., h(d) is one to one from A into @. 
Now if UC @ is a domain, then the envelope of holomorphy 0 
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of U is just the space of complex homomorphisms of %(U) [5, I, G]. 
Hence, from Propositions 5.2 and 4.3 we have: 
COROLLARY 5.3. If U C @ is a domain for which P, + 9l( U) is a 
pseudo-quotient, then the envelope of holomorphy 0 of U is contained in 
Q”” and P, -+ (u(U) = 3(o) is actually a localization (relative to the 
class of Fre’chet spaces). 
We let Q be the image in @ of the space d of complex homomorphisms 
of B. For each 2: E Sz we let h, E A be the complex homomorphism 
for which h,(aJ = zi (i = I,..., n). For b E B, 2 E Q we set @(a) = h,(b). 
We denote by BA the algebra of functions bA for b E B, and give r;l, 
the weakest topology for which all of the functions in BA are continuous. 
In general, this topology (the Gelfand topology) will be stronger than 
the relative topology for Sz as a subset of @. The two topologies agree 
if and only if each function in BA is continuous for the relative topology. 
Now if z, w E Sz then there is a continuous linear map h, @ h, : 
B @ B -+ $Z’. If u E B @ B we set &(,a, w) = (h, @ h,)(u). Note that 
for fixed w (fixed z) &(.z, w) is an element of BA as a function of 2: (of w). 
By Proposition 5.1, for b E B there are elements ur ,..,, U, E B @ B for 
which 
b (^.z) - b^(w) = %;I (xi - wi) uih(z, w). (5.1) 
This implies that the elements of BA are continuous and, in a sense, 
infinitely differentiable on any subset K of Sz on which they are bounded. 
That is, if each function in B” is bounded on K C Q then each bA IK 
is continuous, and for each i and each w E K the difference quotient 
(xi - wi)-’ (b*(x) - b^(w)) h as an extension to all of K which is not 
only continuous for the relative topology of K but is also the restriction 
to K of some element (z -+ uiA(z, w)) of BA. 
We now assume that B is a complete 1.m.c. algebra, that is, the 
projective limit of a family {B,} of Banach algebras [lo]. For each p., 
K, will denote the subset of Q consisting of those X for which h, extends 
to a complex homomorphism of B, . Since B has an identity, we may 
as well assume that each B, has an identity (the image under B ---t B, 
of the identity of B). It follows that each K,, is compact in the Gelfand 
topology and that the Gelfand and relative topologies agree on each K, . 
Furthermore, Q = (J K, since B = la B, [IO, Proposition 7.51. 
Now let U be a domain in @ which contains Q and note that K, C U 
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is the spectrum of the tuple (al ,..., a,) in the Banach algebra B, . 
Thus, Corollary 4.14 yields a homomorphism f + fJa> of 2l( U) into 
B, which maps zi to ai for i = I,..., n. Furthermore, for p > v the 
diagram 
is commutative, and for each complex homomorphism h of B, we have 
wlL(% >"', a,) = f (h(%),..., /~(a,)). It follows that there is an algebra 
homomorphism f -+ f (a): ‘$I( U) + B such that f (a)^ (x) = f (2) for all 
x E Q. 
The functions bA for b E B are bounded on each K,, and, hence, 
infinitely differentiable in the sense we discussed earlier. We conclude: 
PROPOSITION 5.4. Let B = b B, be a projective limit of Banach 
algebras B,, and a pseudo-quotient of P, . Let the sets Q and K,, be as 
above. Then : 
(a) if U C f? is a domain containing Q, then there is a continuous al- 
gebra homomorphism rU( U) -+ B such that the composition 91(U) -+ B + BA 
is just the restriction map f -+ f In ; 
(b) each b  ^E B is holomorphic on (J, int K, . 
If u, int K, = Q then we have from the above that B -+ BA is a 
homomorphism of B into 21(Q) with a right inverse f -f(a): 2l(Q) + B. 
Hence, B” = f!l(sZ) in this case, and B is the topological direct sum of a 
subalgebra isomorphic to 2I(Q) and an ideal I = ker(B -+ B )^. Actually, 
we may conclude that I = (0) by using the fact that P, + B is a 
pseudo-quotient. To see this, note that if b E I, c E B/I then 
b @ c = b @ c - 1 @ bc E ker{l @ (B/I)+ I GB (B/I)} 
since bc = 0; hence, I gjB (B/I) = 0. It follows that 1 gj, (B\I) = 0 
since B is a pseudo-quotient of P, . However, since Sz is” the space 
of complex homomorphisms of B/I = ‘U(Q), we have that L2 is a domain 
of holomorphy [5, IX. D.41. It follows that P,, --t 21(Q) is also a pseudo- 
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quotient (in fact a localization). Since I is an 2I(S2)-module via the action 
determined by the embedding ‘u(Q) + B, we have that I Opn 2I(&?) N I 
(cf. Proposition 1.1). Hence, I = (0) and we have proved 
PROPOSITION 5.5. Let B = @ B, be a projective limit of Banach 
algebras B,, and a pseudo-quotient of P, . Let 52 and K, be as above and 
suppose that Q = u, int(K,). Th en Sz is a domain of holomorphy and 
B + B^ is an isomorphism of B onto a(Q). In this case, B is actually 
a localization of P, . 
Of course, B can easily satisfy the other conditions of Proposition 5.5 
without having 1;2 = lJ,, int(KJ. For example, Q could be an open 
subset of Rn = {Z E @: Im zi = 0, i = l,..., n} and B = Cm(Q); in 
this and many similar cases B is a localization of P, . Also, Q could 
be an analytic subvariety of some domain of holomorphy UC f3 and 
B could be ‘%(a); in this case, P, -+ B is a localization P, + ‘?I( U) 
followed by a quotient map ‘$I( U) -+ ‘3(Q) (since the spaces involved 
are F-spaces, this process does yield a pseudo-quotient). 
The hypothesis that u, int(K,J = Q in Proposition 5.5 seems quite 
unnatural in the context of our study of localizations. We would like 
to replace it with a condition that is more in the spirit of the techniques 
we have been employing. Therefore, we suggest that the following 
notion provides an appropriate abstraction of the concept of a point h 
belonging to the set (J, int(K,): 
DEFINITION 5.1. Let A be a topological algebra with identity and 
X a left A-module which is a Banach space. We shall say that X is an 
interior A-module if there is a homomorphism A + B of A into a 
Banach algebra B for which B > X (cf. Definition 2.1). 
PROPOSITION 5.6. If U C cn is a domain of holomorphy, then each one 
dimensional module @(A), for h E U, is an interior %( U)-module. 
Proof. If h E U we let D be a compact polydisc in U centered at h. 
We let B be the Banach algebra of functions continuous on D and 
holomorphic on int(D) and consider the restriction map 2l( U) -+ B. 
Now since P, ---f ‘?I( U) is a localization relative to FrCchet spaces, 
we have that tory’U’(B, c(h)) ‘v torTn(B, c(h)) for each i. By Proposi- 
tion 4.5, tor:(B, e’(h)) is the i-th homology of the Koszul complex 
for the tuple (Xi - zi ,..., h, - ZJ acting on B. Now an induction 
argument using Proposition 4.1 shows that torp(B, Q(X)) = 0 for i > 0 
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and w -+ 1 @ W: @(A) -+ B gpn @(A) is an isomorphism (with inverse 
determined by the evaluation map f-f(A): B = B @ G’(h) -+ e’(X)). 
It follows that B > $?(A) and @(A) is an interior module of (2I( U). 
THEOREM 5.7. If P, + B is a localization (relative to F-spaces), with 
B a complete 1.m.c. algebra fey which every one dimensional B-module 
is interior, then B = %I( U) for some domain of holomorphy. 
Proof. Let the set D be as in Proposition 5.5. If h E Q then @(A) 
is a one dimensional B-module and so B, > @(A) for some map B -+ B, 
of B into a Banach algebra. Since P,, + B is a localization relative 
to F-spaces, we have that toriB(B, , @(A)) ‘v torfn(B, , g(A)). Hence, 
the statement that B, > @(A) means that the Koszul complex 
O+B1-61B1QEl~ %I . ..tB.@E,+O (5.1) 
for the tuple (A, - a, ,..., A, - a,) acting on B, is exact except at 
stage zero and that B,/Im 6, ‘v @. It follows that we obtain an exact 
sequence if we modify (5.1) as follows: 
OcB,~(B,OE,)~IT~B,~E,c...P1-B,~E,cO, (5.2) 
where s,(u @ w) = S,(U) + w for u E B, @ E1 , w E @. 
Now if the tuple of numbers X is replaced by a variable parameter 
x E f3, then (5.2) yields a chain complex of Banach spaces and bounded 
linear maps for each value of z. The boundary operators 8, , 6, ,..., 6, 
depend analytically on the parameter z, and so (5.2) represents an 
analytically parameterized chain complex in the sense of [14, Section 21. 
Since (5.2) is exact when 2: = A, it follows from Theorem 2.1 of [14] 
that it is also exact for all values of z in some neighborhood of A. 
However, this implies that B, > c(z) for all z in a neighborhood of A. 
Thus, h is an interior point of the spectrum of (al ,..., a,) in the Banach 
algebra B, . It follows that B can be written as the projective limit 
of a system of Banach algebras {B,} such that lJ K,, = Q, as in Proposi- 
tion 5.5. Hence, Q is a domain of holomorphy and b --f b^: B 4 $X(Q) 
is an isomorphism. 
Note that for a Banach algebra B, every left B-module is trivially 
an interior module. Hence, if P, + B were a localization of P, with B 
a Banach algebra, we could conclude from Theorem 5.7 that B = Z(Q) 
for a domain of holomorphy Sz. Since this is impossible, we conclude: 
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COROLLARY 5.8. There is no localization P, + B (n > 0) for which 
B is a Banach algebra. 
It should be obvious that the propositions leading up to Theorem 5.7 
do not exhaust the conclusions one can draw concerning the nature 
of general pseudo-quotients or localizations of P, . It ought to be 
possible, for example, to give a description of the most general localiza- 
tion of P, which is an 1.m.c. algebra or an F-algebra. Since our main 
interest is in extending these ideas to base algebras other than P, , 
we have not attempted to find such a description. 
6. THE FREE ALGEBRA 
If X is an infinite dimensional Banach space and operators a, ,..., a,n 
on X are chosen at random, then it is very unlikely that the n-tuple 
(a 1 >***7 a,) will satisfy any algebraic relations. In other words, it is 
likely that the only (algebraically) n-generated algebra which will act 
on X in such a way that the generators act as a, ,..., a, is the free algebra, 
F,n , on n-generators. Thus, we are led to considering localizations of 
the free algebra in the hope that this will provide a framework for 
the study of arbitrary n-tuples of operators. Here we shall do no more 
than provide some examples of localizations of F, . We have no detailed 
theory of “functions of several free variables” to offer as an analog 
of the theory of several complex variables. However, we believe that 
the examples of this section indicate that the idea may be worth pursuing. 
Denote the generators of F, by c1 ,..., 5, . Then the monomials of 
the form $,&, a*. cj, together with the identity, 1, form a basis for F, 
as a vector space. We consider F, as a topological algebra by giving 
it the strongest locally convex topology. As usual, we have F, @F, is 
the algebraic tensor product F, @F, with the strongest locally convex 
topology. 
The algebra F, has a particularly simple free bimodule resolution. 
In this respect it resembles the polynomial algebra in one variable more 
than the polynomial algebra in n-variables. Let E be an n-dimensional 
vector space with basis e, ,..., e, . Consider the complex 
OtF,GF, @F,eF, @F, @Et@ (6.1) 
where ,(u @ v) = UZ, and S(u @ z, @ ei) = ul;, @ z, - u @ &v. We 
shall show that (6.1) is exact and @-split and, hence, provides a @-split 
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free bimodule resolution of F, . To this end, we define a map A: 
F,+F, @F, @Eby 
It is instructive to note that if n = 1 (so that P, = P) and we identify 
P @ P with Pz , then d: P -+ Pz is just the map defined by du(z, w) = 
(w - z?-1 (u(w) - u(z)). 
PROPOSITION 6.1. The map A, defked above, has the following 
properties: 
(a) A( ii) = 1 @ 1 @ ei for each i; 
(b) if F, @ F, @ E = & (F, OF,) is considered an F,-bimodule 
in the usual way, then A(uv) = uA(v) + A(u)v for all u, v E F, ; 
(c) (60A)u = u 01 - 1 @uforaZZuEF,. 
Proof. Parts (a) and (b) follow immediately from the definition. 
Suppose part (c) holds for u and for v. Then by (b) we have 
6 o A(m) = G(uA(v) + A(+) = ~(2% 0A(u)) + (6 0 A(u))v 
= u(v @ 1 - 1 @ v) + (24 @ 1 - 1 @ u)v = uv 0 1 - 1 @ WV, 
and so (c) holds for uz1 as well. It follows that (c) is true for all u E F, 
if it is true for the elements 1, cl ,..., 5, . However, 
and 
SoA(l)=O=l@l-101 
6 o A(&) = 6(1 0 1 @ ei) = Ci 0 1 - 1 0 5~ . 
This completes the proof. 
The properties of A expressed above are all we need to prove that 
(6.1) is exact and Q-split. In fact, let F, -+ B be any embedding of F, 
in a larger algebra B and consider the complex 
O-BzB@BLB@B@E+O, (6.2) 
with E(a @ b) = ab, and S(a @ b @ ei) = a& @ b - a @ &b. Then, 
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PROPOSITION 6.2. The complex (6.2) is exact and @-split if and onZy if 
there is a continuous linear map A: B + B @ B @ E such that 
(a) A(&) = 1 @ 1 @ e(for i = I,..., n; 
(b) A(ab) = ad(b) + A(a)bfor all a, b E B; and 
(c) 6oA(a)=a@l-1 @aforalZaEB. 
Proof. Given the map A, we construct a contracting homotopy for 
(64, 
O-B%B@BAB@B@E-+O, (6.3) 
by setting v(a) = 1 @ a and X(a @ b) = A(a)b. We then have 
E 0 T(a) = ~(1 @ a) = a, 
h o 6(a @ b @ ei) = h(a& @ 6 - a @ &b) = A(a&)b - A(a) &b 
=a(l@l@e,)b=a@b@e,, 
and 
(7 o E + 6 o h)(a @ 6) = T(ab) + S(A(a)b) = 1 @ ab + (6 0 A(a))b 
=l@ab+a@b-l@ub=a@b. 
Hence, (6.3) is indeed a contracting homotopy for (6.2) and (6.2) is 
exact and @-split. 
Conversely, if (6.2) is exact and c-split, then there are continuous 
linear maps h and 7 so that (6.3) is a contracting homotopy for (6.2); 
that is, E o q = id, h o 6 = id, and 7 o E + 6 0 h = id. We set A(a) = 
h(a @ 1 - 1 @a). Then, 
A(&.) = A(& @ 1 - 1 @ l;J = X o S(1 @ 1 @ e,) = 1 @ 1 @ ej , 
6 0 A(a) : 6 0 /\(a @ 1 - 1 @ u) = (id - 7j 0 ~)(a @ 1 - 1 @ u) 
=u@l-l@a 
and so 
d(ub) = X 0 6 0 d(ub) = h(ub @ 1 - 1 @ ub) 
= X(u(b @ 1 - 1 @ b) + (a @ 1 - 1 6 u)b) 
= X(uS o d(b) + 6 o d(u)b) = h o S(ud(b) + d(a)b) 
= ad(b) + d(a)b. 
Hence, A satisfies (a)-(c). 
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From Propositions 6.1 and 6.2 it follows that 
PROPOSITION 6.3. (a) The complex (6.1) is a @-split free bimodule 
resolution of F, ; 
(b) an embedding F, -+ B is an absolute localization of F, ;f and 
only if there is a map A: B + B @ B @ E satisfying (a)-(c) of Proposi- 
tion 6.2. 
(c) If M is an F,-bimodule, then for p > 2, H,(F, , M) = 
Hp(F, , M) = 0, while H1(Fn , M) and H,(F, , M) are the kernel and 
cokernel, respectively, of the map 
and H’(F, , M) and H”(F, , M) are the cokernel and kernel, respectively, 
of the map 
where el’,..., e,’ is a basis for E’ dual to e, ,..., e, . 
If X is a right F,-module and Y is a left F,-module, then it follows 
from Proposition 6.3 (c) that X 1 Y, i.e., tor?(X, Y) = 0 for all p, 
if and only if the map 
x@y@e,+x&@y-x@&y:X@Y@E+X@Y (6.4) 
is one to one and onto. If X and Y are F-spaces, then this is equivalent 
to the invertibility of the above operator. Let ai(x @ y) = xii @ y and 
bi(x @ y) = x @ &Y. Then the operator (6.4) is invertible if and only if 
there are continuous linear transformations c1 ,..., c, on X @ Y such 
that 
Ci(Uj - bj) = 6ij and 2 (ai - bi) ci = 1. 
i=l 
(6.5) 
This set of equations seems to be the appropriate analog of the equation 
(X-a)c=c(X-a)= 1, which defines the resolvent set of a single 
operator a. 
We now give some examples of localizations of F, . The first example 
is an analog of the power series algebra on a disc. 
If (T = (sl )..., si) is a j-tuple of integers in [ 1, n], then 5, will denote the 
element l,, ..* cSj EF, . Likewise, if r = (yr ,..., IJ is an n-tuple of 
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positive numbers, then rV = rsl *** Y,< . Given an n-tuple Y  = (rl ,..., yn) 
(ri E [0, co]) and a formal power series 11 u 11,. = x0 A,<, (A, E @) we set 
II u llr = co I k7 I yo . The power series algebra S(r) is then defined to be 
the algebra of all formal series u such that /( u (I,, < co for each p < r, 
where p < Y  means pi < ri for each i. The topology on S(Y) is the 
topology generated by the seminorms II (Ip for p < Y. Note that S(Y) is an 
F-algebra since each of the seminorms jl II,, is submultiplicative. 
PROPOSITION 6.6. For each Y  the algebra S(r) is an absolute localization 
OfFn. 
Proof. In view of Proposition 6.3 (b), it suffices to prove that the 
map A of Proposition 6.1 extends to a continuous linear map from 
S(Y) to S(Y) @ S(Y) @ E. S ince F, is dense in S(Y) we need only show 
that A: F,, -F, @F,CS(r) @S() Y  is continuous for the topology of 
S(y)* 
Since S(Y) is an F-space, we have S(r) @ S(r) = S(Y) @ S(Y). The 
seminorms (/ JIp,p, = [I /IO x 11 jlp, (p, p’ < r) on S(r) 0 S(Y) define the 
projective tensor product topology (cf. [4, I. Section 11). If p; = 
max(pi , pi’) and li < p:l for all i, then we have for each (sr ,..., si), 
Hence, d extends continuously to a map 
A: S(r)+ S(r) @ S(Y) @ E = 6 S(Y) @ S(Y) 
and S(Y) is an absolute localization of F, . 
Note that if B is a Banach algebra and a, ,..., a, E B, then the map 
CC A,<, -+ C0 hoao defines a homomorphism of S(Y) into B provided 
II ai II < yi . In particular, if X is an F,-module with generators 
a, ,..., a, EL(X, X), then the action of F, extends to an action of S(Y) 
on X if [I a, II < ri . In other words, S(Y) > X in this case. The algebra 
S(CO,), where OC), is the n-tuple (co,..., co), is clearly the completed 
1.m.c. envelope for F, . 
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There is a crucial topological difference between the power series 
algebras S(r) and the corresponding power series algebras in n-com- 
muting variables. The latter algebras are all nuclear spaces. However, 
PROPOSITION 6.7. If n > 1 and Y = (rl ,..., YJ is a positive n-tuple, 
then S(r) is not a nuclear space. 
Proof. Let S(p) be the completion of F, in the norm I/ IIP for 
P = (P r ,..., p,) a finite positive n-tuple. If S(r) were a nuclear space 
then for each p’ < r there would be a p with p’ < p < Y for which 
the injection s(p) + s(p’) is given by an element of s(p’) 8 s(p)‘; i.e., 
there must be an absolutely summable sequence (fO} C s(p)’ such that 
c (P~‘>-‘f,(~) in = u f or all u E 5’(p). Obviously, the only candidate for 
such a sequence is {fG> where fo(u) = pm’&, for zc 1 C h,c,, . However, 
the norm in S(p)’ of f0 is p;‘pu’, and 
c p;lpg' = 1 (4 + :y, ; ;J (p71ply ...(p,lp y, 
n . 
0 kl...k, k,!  ll. 
If n > 1 then this series diverges no matter how small the ratios pilpi’ 
are chosen. Hence, S(Y) fails to be a nuclear space if n > 1. 
The algebra S(Y) is analogous to the algebra of functions holomorphic 
on a disc. Our next example of a localization of F, is analogous to the 
algebra of functions holomorphic on an annulus. 
Let Y = (rl ,..., Y,), Y’ = (ri’,..., r,‘), and (Y, Y’) = (ri ,..., rlL , ri’,..., rn’) 
with riri’ > 1 for each i. Let 5, ,..., [, , wi ,..., wn. be generators for F,, 
and consider the localization S(r, r’) of F,, . We let I C S(r, Y’) be the 
two-sided ideal generated by the elements w& - Sij for i, j = I,..., n 
and the element iiwi + **a + [,w, - 1. We define an algebra T(r, P’) = 
S(r, r’)/I and an embedding F, -+ T(Y, Y’), where the generators of F, 
are sent to the canonical images of 5, ,..., 5, in T(Y, T’). We shall show 
that T(Y, Y’) is a nontrivial algebra (1 # 0) and is a localization of F, . 
Assuming, for the moment, that T(r, Y’) is nontrivial, we have 
PROPOSITION 6.8. The algebra T(r, r’) is an absolute localization 
OfFrL *
Proof. We define a map do: S(Y, Y’) + S(r, r’) @ S(Y, r’) @ E 
(E N @) by the conditions 




dyuw) = ULyW) + LP(u)w for u, v  E S(r, r’). (6.6) 
A simple computation shows that these conditions do indeed define a 
continuous linear map from S(r, Y’) to S(r, r’) @ S(r, r’) @ E. Further- 
more, we claim that if u E I then 
do(u) E ker(S(r, r’) @ S(r, r’) @ E-t T r, Y’) @ T(r, r’) @ E}. 
In view of the condition dO(uv) = udO(u) + d”(u)v it suffices to prove 
this for the generators of I. We have 
dO(w& - S,J = - ; wi 0 Wdj @ e, + wi 0 1 @ ej 
= w< @ 
i 





This establishes our claim and proves that do induces a map 
A: T(r, r’) + T(r, r’) @ T(r, r’) @ E. 
The map d obviously satisfies (a) and (b) of Proposition 6.2. To 
prove that it also satisfies (c), note that it suffices to show that 6 0 O(Q) = 
a @ 1 - 1 @ a when a is the canonical image of any one of the 
generators 5, ,..., 5, , wi ,..., w, . This is trivial for the &‘s. For the 
wi’s we have 
where we have used the relations C &Y$ = 1 and 8,& = & , which 
hold in T(r, r’). 
In view of Proposition 6.3 (b), the proof is complete. 
A left Banach T(r, r’)-module may be defined by specifying a Banach 
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space X and operators a, ,..., a, , b, ,..., b,, on X with 11 ai 11 < ri , 
II bi II < Ti’> biaj = 6ij , and C aibi = 1. The existence of a nonzero 
space X and operators with these properties implies that T(r, r’) is 
nontrivial. In fact, ii + ai , wi + bi determines a nonzero homomor- 
phism of S(r, r’) into L(X, X) w h ose kernel contains I. We describe 
such a set of operators below. 
Let Q be a countably infinite cartesion product of copies of Z, = 
{l,“‘, n}. That is, .Q is the space of all sequences {ki}~=“=, with values 
in Z,. It is a compact Hausdorff space in the product topology. We 
denote the Banach space of all finite regular Bore1 measures on Q 
by M(Q). For each i E Z, , pi : Sz -+ Q is defined by rpi({kl , K, ,...}) = 
(i, h, , R, ,... }. Note th a yi is a homeomorphism of 9 onto Qi C Q, t 
where sZi = {{ki} E D: k, = i}. We define operators ci and di on M(Q) 
by c+(U) = p(v:‘( U)) and +L( U) = p(yi( U)). Note that d,cip( U) = 
Pw?Jj( U)) = %d 4 since vilvj( U) = U if i = i and p)tlyj( U) = o 
if i # j. Also, C cidi~( U) = C p( U n Q,) = p(U), since {Q, ,..., J&*} is 
a partition of Q. The operators ci ,..., c, , dl ,..., d,, are clearly all of 
norm one. 
To get operators a, ,..., a, , b, ,..., b, satisfying the conditions biaj = 6ij 
and C aibi = 1, as well as the inequalities // ai 11 < Ti and /I bi I/ < Yi’, 
it suffices to choose ti with l/r,’ < ti < yi (recall that riri’ > 1) and 
set ai = t,ci and bi = tildi . 
The above example shows that T(r, r’) is nontrivial and provides a 
geometric picture of what a module over this algebra is like. 
If n = 1 then the algebra T(r, Y’) is clearly just the algebra of functions 
holomorphic on the annulus l/r’ < I x / < r. If n > 1 then this algebra 
behaves in some ways like an annulus algebra, but is quite different 
in other ways, as the following two propositions show. 
PROPOSITION 6.9. If X is any left T(r, r’)-module and Y is a right 
S(t)-module with cb, ri’ti < 1, then Y 1 X. 
Proof. As in Proposition 2.7 it suffices to prove that S(t) 1 T(r, r’). 
We define maps 0 and /I from S(t) @ T(r, r’) @ E to S(t) @ T(r, r’) 
and y from S(t) @ T(r, r’) to S(t) @ T(r, Y’) 0 E by 
and 
cx(u @ v @ Q) = u @I &v, /3(u @ v @ ei) = u& @ v 
607/9/2-IO* 
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Note that 01 0 y = id: 5’(t) @ T(r, r’) -+ s(t) @ T(r, r’), and the map 6 
of (6.4) is 01 - 8. Hence, an inverse for 6 is given by 
(a - p)-1 = a-1(1 - pcy = y( 1 - fir)-1 = y f (/$)k, 
k0 
provided this series converges. However, since 
the convergence of this series follows from the condition C riti < 1. 
Hence, the map 6 is invertible and s(t) 1 T(r, r’). 
The above proposition shows that the “resolvent set” of a left 
T(r, r’)-module contains all right F,-modules generated by n-tuples of 
operators which are “small enough.” Hence, the notion of resolvent 
set introduced in Section 2 is at least nonvacuous for F,-modules. 
However, we are far from showing that it is a highly useful concept 
in this setting. 
As a final comment regarding T(r, r’), we have: 
PROPOSITION 6.10. If n > 1, then there are no jinite dimensional 
T(r, r’)-modules. 
Proof. It is impossible for the relations biai = aij , zy=, aibi = I 
to be satisfied for n > 1 and operators a, ,..., a, , b, ,..., b, on a finite 
dimensional space. 
We now turn our attention to a quite different kind of localization 
of Fn , one based on the idea of function rather than power series. 
For each K > 1, let iklk denote the algebra of K x K-matrices. We 
set .Q, = x w Mk , give each Qk the Cartesian product topology, and let 
1;2 = lJr=r J2;2, be the discrete union of the spaces Q, . We shall denote 
points of 9, by Greek letters 01, j3, y ,... . If a = (al ,..., a,) E Qi , 
B = (b, ,..., b,) E fin, then (; ,“) will denote the tuple 
((“d l),...> (“0” ,“,,j E-Qnj+k. 
Let UC Q be an open set and let U, = U n Qk for each k. Each 
U, is an analytic space (an open subset of fZnk2). We denote the FrCchet 
algebra of holomorphic functions on U, with values in Mk by 2I( U, ; Mk) 
and let B(U) = I& %( U, ; MJ be the topological direct product. 
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Thus, an element f E ‘B(U) is a function on U which, when restricted 
to U, , is a holomorphic function with values in Mk . Note that 23(U) 
is a nuclear F-space and an F-algebra. 
We denote the space of j x k-matrices by Mj, . 
DEFINITION 6.1. Let U C Q be an open set with the property that 
01 E Uj , /3 E U, implies (; E) E Uj+k . We denote by B(U) the set of 
functionsf E B(U) which satisfyf(a)m = mf(p) whenever 
01 = ( a, ,...) a,) 6 uj , P = (b, ,.a’> 4 E u, > 
and m E il!ljk with aim = mb, for each i. 
Note that B(U) is a closed subalgebra of !B( U) and hence is also 
a nuclear F-algebra [18, Proposition 5. I]. 
We shall eventually prove that a(U) is a localization If F, under, 
the embedding F, + 3(U) determined by sending the generators of F, 
to the functions <i ,..., <, , where &(cx) = ai for c1 = (al ,..., a,). 
If U satisfies the conditions of Definition 6.1 and LY. E Uj , 13 E U, then 
(6 g) E Uj+k for all tuples y = (ci ,..., CJ E x x Mjk which are in some 
sufficiently small neighborhood of zero. Thus, for arbitrary y E x n Mj,, , 
we have (l ,$) E Uj+l, for sufficiently small scalars t E @. 
PROPOSITION 6.11. If f E ZD( U) then for each (01, /3) E Uj x U, there 
is a linear function y + Of (a; y; /3): x n Mjk -+ Mjk such that 
whenever (; c) E Uj+k . 
Proof. Since 
where Ii is the j x j-identity matrix, it follows from Definition 6.1 that 
f (0” i)(i) = (i)f@) when (; i)~ u,+k- 
Similarly, (0, IJf (i g) = f (/3)(0, IJ. It follows that 
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for some j X k-matrix g(a; y; /3), whenever (; i) E Uj+k . Furthermore, 
for sufficiently small t E fZ’ we have (; $‘) E Uj+k and 
for each i. Hence, by Definition 6.1 we have 
and, hence, g(a; ty; j3) = tg(a; y; p). Since y -+ g(a; y; /3) is holomorphic 
and complex homogeneous, it is the restriction of a linear function 
y --t Of (a; y; /?): xn Mjk + Mj, . 
PROPOSITION 6.12. Let f be in B(U) and let Of be the function of 
Proposition 6.11. Then, 
(a) ifcxEUi,SiEj,/3EUk, and m E Mii satisfies mol = Em, then 
mAf (a; y; /3) = Of (a; my; p) for all y E x n Mik ; and 
(b) t.jc, E Ui , ,Q E Ui , /? E U, , and m E Mi, satisjies m/3 = pm, then 
Of (a; ym; P) = Of (a; y; P)m for all y E X n Mij . 
Proof. We prove (a). The proof of (b) is similar. With a, 8, /3, m, 
and y as in (a) we have 
since mx = Em. It follows that 
and, hence, that mAf(a; y; p) = Of (&i; my; /3) provided (g g) and 
(E y) are both in lJi+k . However, this last requirement can be met 
by scaling down y. Since Of (e; y; /3) is 1 inear in y, the proof is complete. 
PROPOSITION 6.13. IffED( old Ui, PE U,, mEMik, then 
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Proof. Let 
for each scalar t. From Definition 6.1 and Proposition 6.11 we have, 
i 
f(a) t(f(4m - mf(m 
0 f(P) 1 
= U;lf(p) u* =f( UppUt) 
= 
( 
ftl tdf(a; am -n&B) 
f(P) 1 
for sufficiently small t. Hence,f(ol)m - mf(@ = Of(a; elm - @; 8). 
We now identify the space a(U) @ a(U) = a(U) @ a(U). Let 
a( U, U) denote the space of holomorphic functions h on U x U which 
assign to each (01, p) E Uj x U, a linear map c + h(a; c; /I): Mjk + Mjk , 
and satisfy the conditions: 
mh(a; c; /3) = h(6; mc; /3) when 01 E U, 12 E U, , /3 E Ii, , m E Mji 
and rnol = cm; and (6.7) 
h(~;c;/3)m=h(a;cm;~)when~~Ui,~~Uj,~~U,,m~Mj, 
and /3m = m/!. (6.8) 
We give ID( U, U) the topology of uniform convergence on compact 
subsets of U x U. 
Note that there is a continuous linear map B(U) @ ID(U) + a( U, U) 
defined by f @g + h, where h(a; c; /3) =f(a) cf(@. 
PROPOSITION 6.14. The map D(U) @ B(U) -+ a( U, U) is an iso- 
morphism. 
Proof. We shall define a continuous map a( U, U) --f L(B’( U), D(U)) 
which when composed with B(U) @ B(U) -+ D(U, U) yields the 
natural embedding of a(U) @ 3(U) into L(YIS( U), B(U)). The result 
then follows from the fact that this latter map is an isomorphism since 
B(U) is a nuclear F-space (cf. [18, 50.171). 
For each j let Xi be a j-dimension vector space and identify Mjk 
with L(X,, Xi). For 01 E Ui, /3 E U,, x E X,, y E X,‘, u E Xj, and 
h E llD( U, U) consider the expression 
h(a; u OY; P)(X) E Xj * (6.9) 
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As a function of u, for fixed 01, ,L3, x, y, this defines an element of 
~j = L(X, ) Xj). H ence, as a function of 01, for fixed ,8, x, y, it may 
be considered an element of B(U). It follows from condition (6.7), 
that it is actually an element /@, y, x) of D(U). If p E ?3( U)‘, then 
~(&3, y, x)) is a function analytic in /3 and bilinear in (y, LY). Hence, there 
is an element I-l(v) E B(U) such that q(&?, y, x) = yH(v)@)X. It 
follows from condition (6.8) that N(p) E B(U). Hence, y -+ H(y) 
defines an element H E L(B’( U), YD( U)). 
The map h -+ H: a( U, U) --f L(a’( U), B(U)) is clearly the one we 
require. In fact, if h( a; c; /3) = f(a) cg@) for somef @g E D(U) @ B(U) 
then H(v) = P(f) g7 and so the composition f @g + h -+ H is the 
natural map of B(U) @ B(U) into L(W( U), D(U)). 
PROPOSITION 6.15. The map F, + D(U) is an absolute localization, 
where the embedding is determined by mapping the generators of F, to the 
elements Ci E B(U), where ii(a) = ai for a = (al ,..., a,). 
Proof. If f E D(U), then, since df(~l; y; /3) is linear in y = (cl ,..., c,), 
we may write it in the form df(~; y; /3) = xi &f(m; ci ; ,B). In view of 
Proposition 6.12, the functions Oif are elements of D( U, U) N_ 
D(U) @ D(U) for each i. Thus, d is a map from a(U) to 
0” (3(U) @ CD(U)). w e s h ow that it has the properties required in 
Proposition 6.2. 
We have d&(01; y; ,8) = y, which is a restatement of (a) of Proposi- 
tion 6.2. Also, from Proposition 6.13 we have f(a) -f(P) = 
Af(a; CK - ,8; p), which is a restatement of (c) of Proposition 6.2. Part 
(b) of Proposition 6.2 follows from the identity 
This, together with Proposition 6.3 (b), completes the proof. 
If n = 1 it is easy to see that the algebras a(U) are all isomorphic 
to algebras of holomorphic functions on plane domains. In particular, 
B,(Q) is just the algebra of entire functions in this case. This is also 
the algebra of power series with infinite radius of convergence. However, 
if n > 1 then it follows from Proposition 6.7 that an algebra B(U) 
can never be a power series algebra S(v). In particular, S(a) and B(Q) 
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are distinct. Clearly the embedding F, + D(Q) extends to a map 
S( co) + a(Q), but D(Q) is a nuclear space and S(c0) is not. This raises 
the following question: Which tuples of (ai ,..., a,) of operators on 
a Banach space have the property that the action of S(CO) they determine 
extends to an action of D(Q)? We conjecture that for such n-tuples 
a reasonable analogue of the analytic functional calculus (using the 
algebras D(U)) may be possible. 
7. LIE GROUPS AND LIE ALGEBRAS 
In Section 4 we pointed out that the natural embedding of P, in 
the algebra 8’(P) f o compactly supported distributions on RR” is a 
localization. The embedding P, 4 b’(R”) is a special case of a natural 
map U(E) -+ F(G) which embeds the universal algebra of the com- 
plexified Lie algebra E of a Lie group G into the space b’(G) of 
compactly supported distributions on G. Hence, it is natural to ask 
whether or not this more general embedding is also a localization. 
It is also natural to ask what relationship, if any, the concepts of 
Sections 1 and 2 have to the representation theory of Lie groups and 
Lie algebras. We give a complete answer to the first question in this 
section, and discuss the second question in the case of compact Lie 
groups. 
Let E be a finite dimensional complex Lie algebra and let U(E) be 
its enveloping algebra [6, II. Section 11. We consider U(E) to be a 
topoIogica1 algebra with the strongest locally convex topology. Hence, as 
in Section 4, U(E) @ U(E) is the algebraic tensor product U(E) &,J U(E) 
with the strongest locally convex topology. 
A representation of E on a complex 1.c.s. X is a linear map a: E *L(X) 
such that 
Each representation 01 of E on X induces a unique left U(E)-module 
structure on X such that the elements u E E act as the corresponding 
operators a(u) [6, II. Section 11. Each left U(E)-module arises in this 
way. We denote the left U(E)- module determined by X and 01: E +L(X) 
by X(a). If we specify a basis e1 ,..., e, for E and set ai = a(eJ EL(X) 
for i = I,..., 71, then the representation 01 is determined by the tuple 
of operators (al ,..., a,). Any tuple of operators on X which satisfy the 
244 TAYLOR 
same commutation relations as the ei’s will determine a representation 01. 
The Koszul complex, as introduced in [8] is used to compute 
homology and cohomology for U(E). The complex of Section 4 is a 
special case of the general Koszul complex which we describe below. 
Let 01 be a representation of E on M, e, ,..., e, a basis for E, and 
ai = ci(ei) for i-= l,..., n. Let E, = Au E- denote the p-th 






A ek . 
9 
Note that this reduces to the complex (4.1) if E is the trivial n-dimensional 
Lie algebra ([u, ~1 = 0 for all u, z, E E). 
Now let M = U(E) @ U(E) and define a representation 01 of E on M 
by a(u)(p 0 w) = P 0 x uw - pu @ w. If we augment the Koszul complex 
for 01 by the map E: U(E) @ U(E) + U(E) defined by l (p @ W) = pw 
then we obtain a complex 
Ot U(E): U(E) @ 7J(E)z U(E) @ U(E) @ El+- ... 
2 U(E) @ U(E) @ E, + 0. (7.2) 
This complex is exact and provides a free U(E)-bimodule resolution 
of U(E) [2, VIII. Theorem 7.11. Since each term of (7.2) is an 1.c.s. 
with the strongest locally convex topology, the fact that (7.2) is @‘-split 
reduces simply to the fact that it is split as a sequence of vector spaces. 
Thus, by Proposition 2.10 of [17] we have that for any U(E)-bimodule 
M the Hochschild homology for U(E) with coefficients in M is simply the 
homology of the complex obtained by applying M @U(E)--U(E) (.) to the 
Koszul complex for 01 on U(E) @ U(E). Hence, 
PROPOSITION 7.1. Let M be a U(E)-bimodule with left (right) action 
dejned by the representation fi (antirepresentation y) of E. Then 
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HP( U(E), M) is the p-th homology of the Kosxul complex (7.1) for the 
representation 01 = /3 - y of E on M. 
We now let G be a connected real Lie group and assume E is the 
complexification of the Lie algebra of G [7, II. Section I]. 
We denote by G(G) the space of all complex-valued P-functions 
on G with the topology of uniform convergence on compacta of partial 
derivatives of all orders. The strong dual B’(G) is the space of compactly 
supported distributions on G. We denote elements of B’(G) by Greek 
letters I”, v,... and use the notation 
P(f) =jm 44g) 
for p E&(G), f E@(G). Th is notation, borrowed from integration 
theory and beloved of physicists and engineers, is very useful in dealing 
with functions of more than one variable. Thus, the convolution product 
p or v of two distributions p, v E B’(G) is defined by 
jf(d dcL * v(g) = j [ j.f(agJ d/&d] dv(gJ (7.3) 
for f E b(G). 
Under convolution, E(G) is an algebra with a jointly continuous 
multiplication and an identity 6, (the unit point mass at the identity e 
of G). Furthermore, b’(G) is a complete nuclear DF-space (6(G) is a 
nuclear F-space) and b(G) and a’(G) are reflexive [ 18, Section 511. 
The natural left and right actions of F’(G) on its dual b(G) are given 
bY (u *f)(v) = f ( v * u) and (f * u)(v) = f(p c v); that is, 
u *f(g) = jfkl) 44gl)~ f * u(g) = jf(RIR) 44Rl). (7.4) 
The Lie algebra of G may be described as follows: if [: R --+ G is a 
one-parameter subgroup of G, then 5 defines an element w E b’(G) by 
w(f) = (Wt)f(Y(t))lt=o * 7% e set of distributions which arise in this 
way is a real linear subspace of a’(G) an is closed under the Lie opera- d 
tion [w, p] = w * p - p * w. This is the Lie algebra of G; its com- 
plexification E is the complex subspace of b’(G) generated by the 
elements defined above. The enveloping algebra U(E) may be identified 
with the subalgebra of b’(G) consisting of distributions whose support 
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is {e} [6, II. Proposition 1.91. Thus, there is a natural embedding 
U(E) + a’(G) and we may ask whether or not it is a localization. 
PROPOSITION 7.2. Let G be a connected Lie group and E the com- 
plexi$cation of its Lie algebra. If G is equivalent (as a Cm-manifold but 
not necessarily as a Lie group) to Rn, then U(E) + b’(G) is an absolute 
localization. Otherwise, tor,UCE’(&‘(G), F(G)) fails to vanish for some 
p > 0 and U(E) + G’(G) is not a localization relative to any class. 
Proof. According to Definition 1.3, we should look at the augmented 
Koszul complex 
0 + b’(G) i- b’(G) @ 6’(G) &6'(G) @ 8’(G) @ El _62 ... (7.5) 
obtained from (7.2) by replacing U(E) by b’(G). If (7.5) is exact and 
C-split then U(E) + C’?‘(G) is an absolute localization. If (7.5) fails to 
be exact, then U(E) + 8’(G) cannot be a localization relative to any 
class. 
Now B’(G) @ Q’(G) = Q’(G) B Q’(G) since B’(G) is a complete 
nuclear DF-space [ 17, Section 41, and 8’(G) @ d’(G) is isomorphic to 
b’(G x G) via a map which takes p @ v to the functional 
f+JJfC g1 9 gz) 445) am on &(G x G) 
[18, Section 511. 
The complex (7.5) is the augmented Koszul complex for the repre- 
sentation a of E on G’(G) @ b’(G) defined by 
cu(w)(/.L @ v) = p @ w * v - p * w @ v. 
If we identify b’(G) @ d’(G) with &‘(G x G) and let w E E be the 
infinitesimal generator of the one parameter subgroup y, then we have 
for p E b’(G x G): 
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If we make the change of variables g, = g’g-I, g, = g 
jf(& g’) 44whJ)(g, g’) = 1 &mg’) M.!5 9’) 
in the new coordinate system. It follows that the representation UI of E 
is equivalent via a transformation G x G -+ G x G to a representation p 
of the form p(w)(p @ V) = (W * p) @ V. This change of variables 
transforms the multiplication map E: G’(G) @ G’(G) ---f E(G) to the 
map p @ v + p(l)v (p(l) = [ 1 L$). Hence, in the new coordinate 
system, the complex (7.5) is simply the result of applying the functor 
(-) @G’(G) to th e augmented Koszul complex 
0 t @c 8’(G) t 6’(G) @ E, t --. c b’(G) @ E, t 0 (7.6) 
for the representation w + (p + o * CL) of E on E(G). 
Now the complex (7.6) is just the dual of the cochain complex of 
exterior differential forms for the manifold G [6, Section 2.41. Hence, 
if G is equivalent to Rn as a C”-manifold then (7.6) is exact and @-split 
(cf. Proposition 4.4), and we conclude that (7.5) is also exact and @-split. 
However, if G is not equivalent to R” then its deRham cohomology 
is nonvanishing and, hence, (7.6) and (7.5) are not exact. The fact 
that G has nonvanishing deRham cohomology if G is not diffeomorphic 
to R” follows from the fact that a compact connected group has non- 
vanishing cohomology, and a decomposition theorem of Iwasawa 
[7, Theorem 61. 
Although we have not proved it here, we should mention that 
U(E) -+ Q’(G) is always a pseudo-quotient. This can be proved by 
observing that the initial portion, 
0 t b’(G) +- b’(G) @ b’(G) t 6’(G) @ b’(G) @ El , 
of (7.5) can be continued to yield a @‘-split free bimodule resolution 
of G’(G). It follows that 23,(&‘(G), a) and H,(U(E), -) agree on a’(G)- 
bimodules [ 17, Proposition 2. lo]. 
In cases where U(E) --j G’(G) is not a localization, the homology 
and cohomology for U(E) ‘11 wi not agree with the corresponding functors 
for b’(G) on the class of &‘(G)-bimodules. The fact is that, from a 
homological point of view, b’(G) is generally a more elementary kind 
of algebra than is U(E). We shall demonstrate this in the case of a 
compact group G; in this case, E(G) has homological bidimension 
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zero; that is, E(G) is a projective b’(G)-bimodule. This implies that 
the functors H,(b’(G), 0) and Hp(b’(G), a) are trivial for p > 0 and that 
every left (right) d’(G) -module is projective [17, Section 51. 
PROPOSITION 7.3. The algebra &l(G) has bidimension zero if G is 
compact. 
Proof. Let E: B’(G) @ Q’(G) + a’(G) be the multiplication map. 
This is a bimodule homomorphism for the Q’(G)-bimodule structure 
on b’(G) @ b’(G) determined by w(p 0 V) = w * p @ V, (p @ V)U = 
p @ v * w. We shall construct a bimodule right inverse q: Y(G) + 
c?‘(G) @ B’(G) f or E. The existence of 7) shows that B’(G) is a bimodule 
direct summand of Q’(G) @ b’(G) and, hence, projective by Proposi- 
tion 5.10 of [17]. If we identify 6”(G) @ b’(G) with d’(G x G), then 
E: &‘(G x G) + a’(G) is defined by 
jm WA4 = jf(& df(& ,gJ 
for f E b(G x G), while the right and left actions of G’(G) on &‘(G x G) 
are defined by 
and 
j-f (g, , gz) 4 * dg, 9 gz) = /jha , gz) 443 d/4g, > A 
j-f(~~&G*/&~~J = SSf(gl'g~g)dp(g~,g2)d~(g) 
for f E G(G x G), p E c?‘(G), p E b’(G x G). 
Now let w be the image of normalized Haar measure m on G under 
the map induced by g + (g, g-l): G -+ G x G. Then for p E b’(G) we 
have 
s f(g,,gddtl*4gl,gA 
= Sf f (g’g1 9 &I 44 g’) d4 A?1 t 62) 
= j jf(g'g, g-l> 449 dm(g) = j jfkl > gz) Wd 4(d) 
ZZ j jI(a 9 a!) d4g, 9 gz) = jfb 7 gz) da, * Ag, , gz) 
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Hence, p * w = w * p for TV E B’(G). We also have EW = 6, since 
It follows that r(p) = p I w = w * p defines a bimodule map 
rl: G’(G)-b’(G x G) 
such that ET = id (since q(p) = l (P * w) = p * EW = p). Thus, a’(G) 
is a projective b’(G)-bimodule. 
We pointed out in Section 5 of [17], that if A is an algebra with 
bidim A = 0 and if A + B is an algebra homomorphism with dense 
range which preserves the identity, then bidim B = 0 also. Hence, 
the completed 1.m.c. envelope S(G) of b’(G) also has bidimension 
zero. On the_other hand, the algebra U(E) never has bidimension zero. 
In fact, if e( denotes the one dimensional U(E)-bimodule on which 
the elements of E act trivially, then it is easy to see from Proposition 7.1 
that H,(U(E), G’) # 0, where n is the dimension of E. Hence, U(E) 
has bidimension n. 
For some groups G it is not at all surprising that the map U(E) + b’(G) 
fails to be a localization (that is, fails to preserve the homological 
properties of U(E)). F or example, if E = C?’ is the one-dimensional 
Lie algebra and G = T is the circle group, then it is not hard to see 
why the map U(C) = P + 8’(T) reduces homological dimension from 
one to zero. Here, the map P + b’(R) is a localization, but 8’(T) is 
a factor algebra of b’(R) with a discrete maximal ideal space 2, whereas 
B’(R) has maximal ideal space Q?‘. However, as we shall see, the difference 
between the homological properties of U(E) and 8’(G) is more curious 
in the case where E is a semisimple Lie algebra and G is a corresponding 
simply connected Lie group. 
If G is a connected, simply connected real Lie group and E is the 
complexification of its Lie algebra E’, then every left U(E)-module 
which is a Banach space is also an Q’(G)-module. In fact, if X(a) is the 
Banach U(E)-module generated by the representation a: E + L(X), then 
a: also determines a representation g 4 T, : G --f L(X) of G on X, 
since the exponential map w + exp(a(w)): Er + GL(X) must factor 
through the exponential map of Er into G [ll, LG. 5. Section 81. The 
resulting representation of G is infinitely differentiable and, hence, 
determines an G’(G)- module structure on X via the formula 
P(P) = 1 d474 44d (p E C(G), x E X, g, E X’). 
250 TAYLOR 
The resulting action of a’(G) on X extends the given action of U(E) 
on X. Thus, in the case where G is connected and simply connected, 
the category of left Banach U(E) -modules agrees with the category 
of left Banach R(G)- modules. The same statement obviously holds 
for right modules and bimodules. One consequence of this is that 
U(E) and G’(G) h ave the same completed 1.m.c. envelope. Thus, we 
consider it somewhat surprising that U(E) + B’(G) may not be a 
localization. 
If E is a semisimple complex Lie algebra, then E is the complexification 
of the Lie algebra of a compact connected, simply connect Lie group G 
[6, III. Theorem 6.31. By Proposition 7.3, e?‘(G) has bidimension zero, 
as does its completed 1.m.c. envelope. Since Q’(G) and U(E) have the 
same completed 1.m.c. envelope, O(E), we conclude that u(E) is an 
example of an algebra for which the embedding U(E) -+ O(E) fails 
to be a localization. 
In Section 5 of [17], we studied the structure of algebras A with 
bidim A = 0. In particular, we proved that if A is a complete 1.m.c. 
algebra with bidim A = 0, then A = B @ K where B is the topological 
direct product of a family of full matrix algebras and K is an 1.m.c. 
algebra with the property that whenever K + Kl is a continuous 
homomorphism of K onto a dense subalgebra of a Banach algebra Kl , 
then Kl must fail to have the approximation property as a Banach 
space [17, Proposition 5.121. In particular, K has no finite dimensional 
representations. By the Peter-Weyl Theorem [3, VI. Section XI], a 
compact group always has enough finite dimensional representations 
to separate points. Hence: 
PROPOSITION 7.5. If G is a compact Lie group, then the completed 
1.m.c. envelope, S(G), of b'(G) is the topological direct product of a 
countable family of full matrix algebras. 
The fact that S(G) is a countable direct product follows from the 
separability of G. 
Of course, Proposition 7.5 follows immediately from the Peter-Weyl 
Theorem itself (since L2(G) is dense in C?‘(G)) without recourse to [ 171. 
However, we feel that it is instructive to view this result as a con- 
sequence of the homological condition bidim b’(G) = 0. 
If E is a complex semisimple Lie algebra and G is a compact, 
connected, simply connected Lie group with E as its complexified Lie 
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algebra, then the completed 1.m.c. envelope, o(E), of U(E) is S(G). 
Hence, we have as a special case of Proposition 7.5: 
COROLLARY 7.6. If E is a complex semisimple Lie algebra and U(E) 
is the completed 1.m.c. envelope of the enveloping algebra U(E), then U(E) 
is a countable topological direct product of full matrix algebras. 
We now have a description of U(E) for two classes of complex Lie 
algebras: those that are semisimple and those that are abelian (i.e., @, 
n = l,...); for E = @“” recall that U(E) = ?I(@). It would be interesting 
to compute U(E) for other kinds of Lie algebras. 
So far we have not discussed the functional calculus problem or the 
relations > and 1 in the context of this section. We do so now. 
Let {AwLa be a family of finite dimensional full matrix algebras. 
For each subset U of Q we let A(U) = nwfu A, be the topological 
direct product of the A,‘s for w E U. Thus, a typical element of A(U) 
is a function f on U which assigns to each w E U a matrix f(w) E A, . 
If e, E A(Q) is defined by eU(w) = 1 if w E U and e,(w) = 0 if w $ U, 
then eU is a central idempotent of A(Q) which generates a two-sided 
ideal e,A(SZ) = A(Q) e, which is isomorphic to A(U). 
The algebra A(Q) has bidimension zero [17, Section 51. This makes 
the study of its localizations and the relations > and 1 for its modules 
particularly simple. Each of the restriction maps A(Q) -+ A(U) for UC 5;! 
is an absolute localization. In fact, 0 +- A(Q) 4d A(Q) + 0 is a 
@-split projective bimodule resolution of A(Q) and if we apply the 
functor (A(U) @ A(U)) BAtajeAta) ( ) to this resolution we obtain the 
@-split projective bimodule resolution 0 t A(U) eid A(U) --+ 0 for 
A(U) (cf. Definition 1.3). If C is a right A(Q)-module and X a left 
A(Q)-module then tor, ‘(*)(C, X) = 0 for p > 0 since A(Q) has bidimen- 
sion zero. Hence, C 1 X if and only if C @A(Q) X = 0 and C > X (for 
an augmented right module C) if and only if X -+ C @A(Q) X is a 
topological isomorphism. 
PROPOSITION 7.7. If ev is the central idempotent of A(Q) which 
generates A(U), and if X is any left A(8)-module, then A(U) OatD) X 
is topologically isomorphic to eoX. Hence, A(U) 1 X if and only if 
e,X = 0 and A(U) > X if and only if euX = X. 
Proof. Since A(Q) BAcn, X = X and A(G) = A(U) @ A(SZ\U), it 
follows that X = (A(U) @a(Q) X) @ (A(G\U) @a(Q) X). Clearly, e, 
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acts as the identity on the first term in this direct sum and as zero 
on the second term. Hence, A(U) gAcSZ) X = eUX. 
In this situation it is clearly appropriate to call the set of w E Q for 
which A, I X the resolvent set of the left module X and to call its 
complement in Q the spectrum of X. If U is the spectrum of X, then 
U is the smallest subset U of !2 for which A(U) > X, that is, the 
smallest subset V for which the action of A(Q) on X extends to an 
action of A(V). Note that the spectrum of a Banach left A(Q)-module 
must be finite. 
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