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Abstract Infrared spectrum-based human recognition
systems offer straightforward and robust solutions for
achieving an excellent performance in uncontrolled illu-
mination. In this paper, a human thermal face recogni-
tion model is proposed. The model consists of four main
steps. Firstly, the grey wolf optimization algorithm is
used to find optimal superpixel parameters of the quick-
shift segmentation method. Then, Segmentation-based
Fractal Texture Analysis algorithm is used for extract-
ing features and the Rough Set-based methods are used
to select the most discriminative features. Finally, the
AdaBoost classifier is employed for the classification
process. For evaluating our proposed approach, ther-
mal images from the Terravic Facial infrared dataset
were used. The experimental results showed that the
proposed approach achieved (1) reasonable segmenta-
tion results for the indoor and outdoor thermal images,
(2) accuracy of the segmented images better than the
non-segmented ones, and (3) the Entropy-Based Fea-
ture Selection method obtained the best classification
accuracy. Generally, the classification accuracy of the
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proposed model reached to 99% which is better than
some of the related work with around 5%.
Keywords Feature Selection (FS) · Rough Set · Grey
Wolf Optimization (GWO) · Thermal Face image
1 Introduction
Biometric characteristics of a person are crucial for iden-
tification and verification. Face recognition is the most
appealing modality for human identification. Unlike the
fingerprint, face recognition, which is non-invasive, pas-
sive and straightforward biometric solutions, has been
widely used in biometric technologies such as passports
utilization and driver licenses. Recently, most studies of
face recognition approaches make use of visual images
[1]. However, they are not accurate enough in uncon-
trolled environments [2].
Different imaging modalities, including infrared (IR)
imaging sensor could be used to implement face recog-
nition models [2]. The main idea of thermal imaging
is that according to an object’s temperature and char-
acteristics, each object emits infrared energy different
than other objects. Thus, each object has a different
thermal signature. This signature is primarily derived
from the pattern of the superficial blood vessels existed
under the facial skin. The thermal image is unique for
each person since the vein and tissue structure of each
face are unique [3].
Recently, thermal face images have been used in
face recognition. For example, in [4], an approach based
on Haar Wavelet transform and LBP feature extrac-
tion methods, as well as Principal Component Analy-
sis (PCA) for dimensionality reduction, was proposed.
The experiments proved that using minimum distance
and Artificial Neural Networks (ANNs) classifiers the
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obtained results were 94.11% and 92.15%, respectively,
using the Terravic Facial IR Dataset. Also, Seal et al.
proposed an approach used Discrete Wavelet Trans-
form (DWT) for feature extraction and dimensional-
ity reduction [5]. The experiments using their private
database showed that the recognition rate was 95%.
However, using Terravic Facial IR dataset achieved a
recognition rate of 93%. Gaber et al. proposed a hu-
man thermal face recognition model which used the
Segmentation-based Fractal Texture Analysis (SFTA)
algorithm to extract texture features and then the Ran-
dom Linear Oracle ensembles to identify the human
face after applying two different dimensionality reduc-
tion techniques, namely, Linear Discriminant Analy-
sis (LDA) [6] and PCA [7]. The experimental results
proved that LDA-based approach was more efficient
than PCA-based one and the best accuracy rate achieved
was 94.12% using the Terravic Facial IR dataset [8].
Computational cost is one of the important factors
in the success of any face recognition system. A su-
perpixels method with optimizing its parameter using
an optimization technique, such as Gray Wolf Opti-
mization (GWO) algorithm, should promote the com-
putational cost as it minimizes an enormous number of
pixels. Superpixels can be generated by many methods
such as quick-shift [9], which can be controlled by the
parameters of Ratio, Kernel Size and Distance.
In this paper, a human thermal face recognition
model is proposed. This model consists of four main
steps. Firstly, the GWO algorithm was employed for
finding the optimal superpixelization parameters of the
quick-shift segmentation method used for extracting su-
perpixels of the thermal face. Secondly, the SFTA al-
gorithm was used for extracting face features. Thirdly,
Rough Set-based methods were utilized to select the
most discriminative features. Fourthly, the AdaBoost
classifier was employed to match the features of the
training patterns and the unknown pattern. Terravic
Facial IR dataset thermal images were used to evaluate
the proposed approach.
The next sections are presented as follow: Section
2 gives the theoretical background. Section 3 presents
the proposed thermal face recognition model. Section 4
shows the experimental results. Finally, Section 5 shows
the conclusions and discussion.
2 Preliminaries
2.1 Quick-Shift Method
The method of quick-shift is used for extracting su-
perpixels from a thermal face image [10]. The charac-
teristics of superpixels depend on the ratio, kernel size
and maximum distance parameters. The ratio indicates
the trade-off between spatial and intensity consistency,
whereas the kernel size controls the scale to estimate the
density. The last parameter represents the maximum
distance between pixels. The quick-shift’s parameters
should be optimized to produce useful face extraction
from thermal images. Hand segmentation of a few im-
ages can help to find the parameters’ values that show
a good segmentation result [9].
2.2 Grey Wolf Optimization
Grey Wolf Optimization (GWO) algorithm simulates
the movements of the wolves when they search for food
and avoiding their enemies. The grey wolves live in
packs or groups. Each pack contains four different cat-
egories [11]. The alpha (α) or leaders are responsible
for making decisions in the pack. The beta wolves (β)
help the alpha wolves in decision making or any other
activities in the pack. They are the best candidates to
be the next alpha wolves. the delta wolves (δ) have to
submit to α and β wolves. The omega wolves (ω) have
to submit to the other dominant wolves [11,12].
Mathematically, in GWO algorithm, the fittest so-
lution is known as alpha (α). Beta (β) and delta (δ) are
the second and third best solutions, respectively. The
other solutions are supposed to be omega (ω). During
the hunting process, grey wolves encircle the prey and
the α, β and δ wolves guide other wolves, while ω wolves
follow the three candidates as denoted in Equation (1).
−→
G(t+ 1) =
−→
Gp(t)−−→A.−→D, −→D = |−→C .−→Gp(t)−−→G(t)| (1)
where t is the current iteration,
−→
A ,
−→
C are coefficient
vectors,
−→
Gp is the position of prey and
−→
G is the po-
sition of grey wolf. The vector
−→
A is defined as,
−→
A =
2−→a .−→r1 −−→a and −→C vector is given by, −→C = 2−→r2 , where
the components of −→a are decreasing linearly from 2
to 0 over the course of iterations, and r1, r2 are vec-
tors with random values in [0,1]. Hence, −→a is the up-
dating or control parameter of the GWO algorithm
that controls the trade-off between exploration and ex-
ploitation [11]. The values of a is calculated as follows,−→a = 2−t.(2/Maxiter), where Maxiter is the maximum
iteration number allowed for the optimization. The best
solutions, α, β and δ, guide the other search agents
(including ω) to change their positions as denoted in
Equations (2, 3 and 4).
−→
Di = |−→C .−→Gi −−→G | , i = α, β and δ (2)
−→
G′i = |
−→
Gi −−→A.−→Di|, i = α, β and δ (3)
−→
G(t+ 1) = (
−→
G′1 +
−→
G′2 +
−→
G′3)/3 (4)
Optimized SuperPixel and AdaBoost Classifier for Thermal Face Recognition 3
2.3 Segmentation-based Fractal Texture Analysis
(SFTA)
SFTA is one of the methods that are used to extract
features from grayscale images. SFTA consists of two
steps. First, an input grayscale image, I, is decomposed
or divided into a set of binary images using multi-level
threshold algorithm, such as Two-Threshold Binary De-
composition method. Second, three features; namely,
fractal dimension, mean, and size are extracted from
each binary image region’s boundary [13].
In the first step, the input grayscale image (I) is de-
composed into a set of binary images (Ibi, i = 1, 2, . . . , nt),
where nt represents the total number of thresholds or
levels. The threshold values are computed using Otsu’s
algorithm (more details about Otsu’s algorithm are in
[14]). The input image is then decomposed into a set of
binary images (Ib) by applying two threshold segmen-
tation method. The goal of the second step is to extract
features from the region’s boundary of the binary im-
ages that are calculated in the first step. The SFTA
feature vector contains the fractal dimension that rep-
resents the complexity of the object’s boundary, mean
and size, which are computed from the region’s bound-
ary of each binary image. Hence, the length of the SFTA
feature vector proportional with the value of the thresh-
old parameter, which is a user-defined parameter [13].
2.4 Rough Set
In data analysis, rough set method is used for calculat-
ing the dependencies between features. Let P,Q ⊆ A,
and P depends totally on, i.e., Q (Q⇒ P ). This means
that the features from P are determined by by the fea-
tures from Q. The degree of dependency k(0 ≤ k ≤ 1) is
given by k = γ(Q) = |POSP (Q)||U | , where |U | denoted the
cardinality of the universe U which consists of a non-
empty finite set of objects, POSP (Q) =
⋃
x∈U/Q PX is
the positive region of the relation U/Q with respect to
P , PX = {x ∈ U |[x]P ⊆ X} is the lower approximation
where X ⊆ U and k = γ(Q) represents the dependency
between condition features and decision feature. The
value of k is (1) one when P depends totally on Q, (2)
zero when P does not depend on Q and (3) 0 ≤ k ≤ 1
when P depends partially on Q. The quality of approx-
imation of classification is measured by the degree of
dependency [15].
In rough set methods, the main goal is to find the
minimal subset of features (R), i.e., reduct, that achieved
classification performance approximately the same as
the original features (C). This can be achieved by find-
ing a reduct that achieves the smallest cardinality [15].
3 Proposed Thermal Face Recognition Model
3.1 Segmentation Phase
In this phase, a modified version of our method [9]
was used to extract a human face from its thermal im-
age. In this version, the segmentation method is based
on the superpixels (quick-shift) and the GWO algo-
rithm. Firstly, the model selects a thermal face image
Ii for the i
th input image from total number of im-
ages N in a group for i = 1, 2, 3, ..., N . The GWO algo-
rithm is then used to search for best solutions, i.e., best
values for quick-shift parameters (Ratio, KernalSize
and MaxDist). The Quick-Shift method is then ap-
plied with its automatically predetermined parameters
to produce the superpixels. The superpixels image is
then thresholded using the Otsu’s method, where each
superpixels image based on the optimum threshold is
converted to a binary image Ib. Finally, we extract the
pixel values from the relevant original thermal image.
Based on GWO and the superpixels with automatic
thresholding, the best results can be achieved by ex-
tracting faces from thermal images. Figure 1 shows the
steps of the segmentation phase. More details about
this phase are given below.
3.1.1 Representation of position
The positions of all grey wolves’ were initialized ran-
domly, where the position of each wolf represents the
values of the parameters of the quick-shift method and
the positions are changed iteratively until it reaches
near the optimal solution. The lower boundaries of the
Ratio, KernalSize and MaxDist parameters were 0.2,
2 and 4 respectively, while the upper boundaries were
0.8, 12 and 20, respectively. The Otsu’s thresholding
method is then used to find the optimal threshold. This
threshold is used to generate a binary image Ib from
the superpixels image. Finally, the relevant pixel val-
ues, from the original thermal image, are extracted or
segmented (ISeg) by multiplying the original image by
the binary image. After evaluating all grey wolves’ po-
sitions, the first, second and third best positions are as-
signed to α, β and δ wolves, respectively. The other po-
sitions are assigned to ω wolves. The α, β and δ wolves
guide the other wolves as in Equations (2, 3 and 4).
The positions of wolves are changed iteratively until
the stopping criteria are met.
3.1.2 Fitness function
The fitness function of this algorithm is defined as fol-
lows, MaxS (ISeg, (B(ISeg)× I)), where MaxS is the
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maximum similarity, and ISeg = B(S(I)) × I is a seg-
mented image with S(I) as the superpixel generation of
an image I and B as the binary image generated from
the superpixel image. The similarity is equal to the ra-
tio between the number of similar pixels to the total
number of pixels using the generated images based on
the population G1, G2, ..., GN .
3.2 Feature Extraction Phase
SFTA was utilized in this phase for extracting features
from all images, i.e., training and testing images. In
the training phase, the features were represented by a
feature matrix, while in the testing phase; they are rep-
resented as a vector.
3.3 Feature Selection Phase
In this phase, a set of features were selected using rough
set-based methods which increase the classification ac-
curacy and reduce the classification time. To achieve
this aim, the training data are used as an input to
rough set-based methods to find the minimal feature
subset. In our proposed model, three different rough
set-based methods are employed for feature selection:
(1) Quick Reduct Feature Selection (QRFS) [15], Dis-
cernibility Matrix-based Feature Selection (DMFS) [15]
and Entropy-Based Feature Selection (EBFS) [15].
3.4 Classification Phase
The AdaBoost classifier was employed for classifica-
tion in this phase. The aim of AdaBoost classifier is
to combine the outputs of a number of simple classi-
fiers or weak learners such as decision trees and Neural
Networks. AdaBoost has two main parameters: (1) the
number of iterations (T ) and (2) the weights of the
training patterns (w) that are initialized to be equal.
In AdaBoost, the simple classifiers are used to train
the model using the training patterns, this is called
training step. In this step, the parameters of AdaBoost
are first initialized. For each iteration (t) some of the
training patterns are selected based on the weights, wt,
of these patterns to form a distribution (Dt). The se-
lected patterns are then used to train the current simple
classifier (Ct). The error rate t of Ct is then calcu-
lated as follows, t =
∑N
j=1 w
t
j l
t
j , where N represents
the total number of training patterns, ltj = 1 if Ct is
misclassified xj ; otherwise, l
t
j = 0, xj is the j
th pat-
tern. If t ≥ 0.5, the weights are reinitialized again to
be equal. The weight of the current weak learner (αt) is
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Fig. 1: Block diagram of the proposed segmentation
method.
then calculated as follows, αt = t/(1−t). The weights
of the training patterns are then updated to be used in
the next iteration. In the testing step, to classify an
unknown pattern, xtest, the outputs of all weak learn-
ers are aggregated using the weighted voting method to
estimate the final decision [16].
In this phase, the selected features of the training
samples were used to train the AdaBoost classifier. The
class of an unknown image was determined using the
weak learners that were trained in the training step.
The weighted voting method is then used to calculate
the weight of each class, and assign the class with the
maximum weight to the unknown image.
4 Experimental Results and Discussion
4.1 Experimental Setup
To evaluate proposed model, the Terravic Facial In-
fraRed (IR) dataset [17] was used. The dataset con-
tains 20 classes with grayscale images (360× 240) and
each class represents a single person. Each person has
some images with various variations (front, left, right;
indoor/outdoor; glasses). This work used 18 classes as
the other two classes (the fifth and sixth classes) were
corrupted. For a fair comparison, the experiments were
conducted on a Core i5-2400 CPU @ 3.10 GHz PC
with 4.00 GB. The implementation was compiled us-
ing MATLAB R2012a (7.14) under Windows 10.
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4.2 Experimental Scenarios
In this section, five experiments were conducted to test
the proposed model. More details of each scenario are
presented in the next sections.
4.2.1 Segmentation Experiment
In this experiment, the proposed segmentation method
was evaluated against indoor and outdoor thermal im-
ages. In the GWO algorithm, the number of search
agents, n, was ten and the maximum number of itera-
tions, t, was 20. Figure 2 shows the results for the eighth
class. As shown, the proposed segmentation method
achieves reasonable results because the difference be-
tween the face area and the other objects, e.g. clothes,
glass and other surroundings, is evident. This experi-
ment showed the robustness of the proposed segmenta-
tion method for the indoor and outdoor thermal images.
4.2.2 Thermal face recognition using
segmented/non-segmented images
The aim of this experiment is to evaluate our proposed
model using segmented and non-segmented images. In
this experiment, different values of the threshold pa-
rameter, nt, were used and the size of the AdaBoost
classifier was three. Moreover, only ten images from
each class were used to train the model while the rest of
the images were used to test the model. This is because
increasing the number of training images increased the
computational and classification time. For example, if
we increased the number of training images to 190 im-
ages for each class; then the number of features will be
190 × 200 × 10 = 380000 features when only ten fea-
tures will be extracted from each image compared with
only 20000 features when ten images were used. Thus,
more classification time will be required which is not
suitable for real-time applications. Table 1 summarizes
the results of this experiment.
(a) (b)
(c) (d)
Fig. 2: Sample of a thermal image ((a) indoor and (c)
outdoor) and their extracted/segmented face (right).
Table 1: Accuracy (Acc.) and CPU time of the proposed
model using segmented and non-segmented images.
Threshold
Parameter (nt)
Without Segmentation With Segmentation
Acc. (%)
CPU Time
(secs)
Acc. (%)
CPU Time
(secs)
1 78.33 6.23 85.56 6.78
2 78.33 15.02 88.33 13.90
3 78.89 25.57 88.11 23.44
4 79.17 33.16 89.22 32.93
5 75.83 35.41 89.22 39.89
6 83.06 45.78 93.89 50.59
7 81.11 60.92 93.28 58.87
8 77.22 64.31 93.33 71.62
9 80.83 78.88 92.72 84.94
10 82.22 93.45 92.72 90.54
As shown in Table 1, the accuracy was increased
when the value of threshold parameter was increased
until it reached to a value (approximately 93%), after
that value, the accuracy does not improve anymore. On
the other hand, the CPU time was increased without
achieving noticeable progress in the accuracy. Secondly,
the proposed model achieved better accuracy results
using the segmented images than using non-segmented
images. In addition, the best accuracy was obtained
when the value of the threshold parameter was equal
to or more than six. Thirdly, the CPU time was pro-
portional to the value of threshold parameter.
To conclude, the segmented images achieved accu-
racy better than the non-segmented ones, and the best
accuracy was obtained when nt ≥ 6.
4.2.3 Feature selection experiment
Due to a high accuracy of the proposed model using
segmented images over non-segmented images, in this
experiment, the segmented images were used. The aim
of this experiment was to test whether applying rough
set reduction method could improve both of the identi-
fication accuracy and system performance. To achieve
this aim, in this experiment, three well-known rough
set methods (QRFS, DMFS and EBFS) were used to
reduce the number of features.
Table 2: The number of selected features and reduction
rate (# features (reduction rate)) of QRFS, EBFS and
DMFS methods.
Threshold
Parameter (nt)
QRFS EBFS DMFS
1 6 (0%) 6 (0%) 6 (0%)
2 7 (41.67%) 12 (0%) 6 (50%)
3 7 (61.11%) 8 (55.56%) 7 (61.11%)
4 7 (70.83%) 8 (66.67%) 9 (62.5%)
5 6 (80%) 8 (73.33%) 8 (73.33%)
6 6 (83.33%) 6 (83.33%) 8 (77.78%)
7 6 (85.71%) 6 (85.71%) 8 (80.95%)
8 6 (87.5%) 6 (87.5%) 8 (83.34%)
9 6 (88.89%) 6 (88.89%) 8 (85.19%)
10 6 (90.00%) 6 (90.00%) 8 (86.67%)
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Table 2 summarizes the results of this experiment
and Fig. 3 shows the CPU time of the three feature se-
lection methods. Moreover, a comparison between the
accuracy obtained using the original feature (with no
reduction) and the features that were selected using
QRFS, DMFS and EBFS methods is depicted in Fig.
4. A similar comparison was conducted for the required
CUP time in the same cases and it is given in Fig. 5.
From these two figures, it can be remarked that EBFS-
based feature reduction method is the best in terms of
the accuracy and CPU time. Moreover, Table 2 shows
that the three methods achieved high reduction rate
while achieving high accuracy rate too. Moreover, the
reduction rates were proportional to the number of fea-
tures. For example, when nt = 1 the number of features
was six and the reduction rate was 0%. On the contrary,
when nt = 10 the number of features was 60 and the
reduction rate ranged from 86.67% to 90%.
As shown in Fig. 3, the CPU time of the two feature
selection methods (QRFS and EBFS) was much lower
than DMFS method since the DMFS method complex-
ity is O((N+logM)M2), where N indicates the number
of features and M is the number of samples. Therefore,
the time required for calculating the discernibility ma-
trix was increasing exponentially with increasing num-
ber of patterns in the dataset. On the contrary, the com-
plexity of EBFS and QRFS are O(NM2) +O(M3) and
O(MN2), respectively [15]. Hence, the required com-
putational time for both QRFS and EBFS methods is
lower than DMFS.
Figure 4 shows that the rough set-based feature
selection methods achieved accuracy relatively equal
to the accuracy of the original features. Additionally,
EBFS obtained the best accuracy. Regarding the com-
putational time, Fig. 5 shows a significant difference
between the classification time of the selected and orig-
inal features. This is because the number of the selected
features was much smaller than the number of original
features.
To conclude, rough set-based feature selection meth-
ods removed irrelevant features; hence, reduced the clas-
sification time than the original features. Moreover, in
EBFS method, the selected features obtained accuracy
relatively equal to the accuracy of the original features.
4.2.4 Ensemble Size experiment
The aim of this experiment was to test whether the
size of the AdaBoost classifier could affect the accuracy
of the classification and (2) the required CPU time. In
this experiment, the proposed model was evaluated us-
ing four different sizes of the AdaBoost classifier (L = 3,
L = 13, L = 23 and L = 33). The selected features us-
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Fig. 3: CPU time of the three rough set-based feature
selection methods, i.e., QRFS, EBFS and DMFS.
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and the original features in terms of classification time.
ing the rough set-based methods were used to train Ad-
aBoost classifier. In addition, different values of thresh-
old parameters were used (nt = 4 and nt = 7). The
results of this experiment are shown in Figs. 6 and 7.
From Figs. 6 and 7 two remarks can be concluded.
Firstly, the accuracy increased when the ensemble size
increased until it reached to a value, after that value,
the accuracy does not improve anymore. As shown in
Fig. 6, the accuracy remains constant when the ensem-
ble size became greater than or equal to 23. This is
because a large number of weak learners may maintain
a constant and small training error and this may lead to
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the overfitting problem and more complex model. Sec-
ondly, the CPU time also increased when the ensemble
size increased too. This is because increasing the num-
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Fig. 8: Accuracy and CPU time of the proposed model
using different number of training images.
ber of weak learners led to an increase in the CPU time
that is required to train the AdaBoost model.
4.2.5 Different numbers of training images
The aim of this experiment is to evaluate the influ-
ence of the number of training images on the proposed
model. The number of training images was ranged from
10 to 25, the range of values of threshold parameter was
from six to ten, the number of weak learners was 13
and the features that were selected using EBFS method
were used. The results obtained from this experiment
are presented in Fig. 8.
As shown in Fig. 8(a), it can be remarked that the
accuracy was proportional to the number of training
images. This is because a small number of training sam-
ples makes the model more sensitive to small variations
in training samples, i.e., high variance. From the results
in Fig. 8(b), it is apparent that increasing the number
of training images increased the CPU time.
Compared with some of the related work which used
Terravic dataset, our proposed model achieved promis-
ing results (approximately 99%) while the model that
were proposed in [4],[5] and [8] achieved 92.2%-94.1%,
93% and 94.1%, respectively. This achievement was ob-
tained due to: (1) the proposed segmentation method,
which extracts only the face and removes the back-
ground or any other noise, (2) using SFTA algorithm
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which extracts discriminative features, (3) using the
rough set-based feature selection methods which re-
move the irrelevant features and improve the classifi-
cation accuracy and (4) using the AdaBoost classifier
which increases the weight of critical samples and hence
improves the classification performance.
5 Conclusions and Future Work
This paper proposed a face recognition model using
thermal face images. The model has four phases: (1)
face segmentation using both of Quick-shift and GWO
method, (2) features extraction using SFTA method,
(3) feature selection using different Rough set-based
methods, i.e., QRFS, DMFS and EBFS, and (4) clas-
sification/identification using the AdaBoost classifier.
Many experiments were conducted to evaluate the pro-
posed model (i) using segmented and non-segmented
images; (ii) using the original and the selected features;
(iii) using different sizes of the AdaBoost ensemble;
(iv) using different numbers of training images. Experi-
mental results proved a competitive performance of the
proposed model using the segmented images used our
proposed segmentation method. Using the segmented
images, the accuracy was ranged from 85% to 92%
while the results of the non-segmented images were
ranged from 78% to 82%. This reflects how the seg-
mentation phase is important for our model. Moreover,
EBFS method reduced the number of features (with
90% reduction rate) and achieved accuracy better than
the original features, and hence it reduces the classifi-
cation time. Additionally, the EBFS method obtained
results better than QRFS and DMFS. Also, our exper-
iments proved that the performance of the proposed
model proportional with the number of training images
and the size of the AdaBoost ensemble. However, in-
creasing the size of AdaBoost increases the complexity
of the model and may lead to an overfitting problem.
The best accuracy achieved was about 99% when the
segmented images were used, the threshold parameter
was 7, 25 images were used to train the model and 23
weak learners were used in the AdaBoost classifier.
Several directions for future studies can be suggested.
First, for higher dimensional datasets, to speed up the
computation, parallel algorithms can be employed. Sec-
ond, try other optimization methods to explore the
effectiveness of the proposed model for detecting ob-
ject(s) in different thermal datasets such as Terravic
Weapon IR dataset and Terravic Motion IR dataset.
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