Nonhomogeneous boundary value problems for some nonlinear equations with singular ϕ-Laplacian  by Bereanu, C. & Mawhin, J.
J. Math. Anal. Appl. 352 (2009) 218–233
www.elsevier.com/locate/jmaa
Nonhomogeneous boundary value problems for some nonlinear
equations with singular φ-Laplacian
C. Bereanu, J. Mawhin ∗
Département de Mathématique, Université Catholique de Louvain, B-1348 Louvain-la-Neuve, Belgium
Received 5 March 2008
Available online 18 April 2008
Submitted by V. Radulescu
Abstract
Using Leray–Schauder degree theory we obtain various existence results for the quasilinear equation problems(
φ(u′)
)′ = f (t, u,u′)
submitted to nonhomogeneous Dirichlet or nonlinear Neumann–Steklov boundary conditions on [0, T ], when φ : ]−a, a[ → R is
an increasing homeomorphism, φ(0) = 0. We compare the results with the ones proved earlier in the homogeneous case.
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1. Introduction
The purpose of this article is to obtain some existence and multiplicity results for the quasilinear equation(
φ(u′)
)′ = f (t, u,u′) (1)
submitted to nonhomogeneous Dirichlet boundary conditions
u(0) = A, u(T ) = B (A,B ∈R), (2)
or to the Neumann–Steklov nonlinear boundary conditions
φ
[
u′(0)
]= g0[u(0)], φ[u′(T )]= gT [u(T )]. (3)
Here, φ : ]−a, a[ →R is an increasing homeomorphism such that φ(0) = 0 (we call it singular), f : [0, T ]×R2 →R,
g0 :R→ R and gT :R→ R are continuous. Of course, the Neumann–Steklov conditions (3) can be written in the
equivalent more classical form
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[
u(0)
]
, u′(T ) = hT
[
u(T )
]
,
with h0 :R→ ]−a, a[, and hT :R→ ]−a, a[ given by
h0 = φ−1 ◦ g0, hT = φ−1 ◦ gT .
A solution of (1) is a function u ∈ C1([0, T ]) such that max[0,T ] |u′| < a and φ ◦ u′ ∈ C1([0, T ]). For homogeneous
Neumann problems, this type of equations has been introduced in [2], and a detailed study of the homogeneous
Dirichlet and Neumann problems has been given in [3].
The various boundary value problems are reduced to the search of fixed point for some operators defined on the
space C1([0, T ]). Those operators are completely continuous, and a novel feature linked to the nature of the func-
tion φ lies in the fact that those operators map C1([0, T ]) into the cylinder of functions v ∈ C1([0, T ]) such that
max[0,T ] |v′| < a. This property greatly simplifies the search of the a priori bounds for possible fixed points required
by a Leray–Schauder approach, and allows existence results under milder conditions than in the corresponding prob-
lems with classical φ :R→R or bounded φ :R→ ]−a, a[ considered in earlier papers (see references in [3]).
After introducing the notations and proving a required technical lemma in Section 2, we study in Section 3 the φ-
Laplacian operator with a time-dependent forcing term and the two boundary conditions, and we reduce the nonlinear
boundary value problems to some fixed points problems in C1([0, T ]).
A first consequence of this reduction, considered in Section 4, is that the Dirichlet problem(
φ(u′)
)′ = f (t, u,u′), u(0) = A, u(T ) = B
is still solvable for any right-hand member f , like in the homogeneous case considered in [3], but under the (sharp)
restriction
|B − A| < aT
for the boundary values (Theorem 1).
This is not the case for the Neumann–Steklov boundary conditions, for which we prove, in Section 5, existence
results when the right-hand members f,g0, gT only satisfies some suitable sign conditions of Villari’s type [8] (The-
orem 2).
We extend in Section 6 the classical method of upper and lower solutions to the nonhomogeneous Neumann
conditions (Theorem 3), following the methodology introduced in [3]. Like in the homogeneous case, no Nagumo-like
growth condition for the dependence of f (t, u, v) with respect to v is required, and we adapt the Amann–Ambrosetti–
Mancini approach [1] to prove existence when the lower and upper solutions are not ordered (Theorem 4).
Combining the method of upper and lower solutions and Leray–Schauder degree, we prove in Section 7 an
Ambrosetti–Prodi type multiplicity result (Theorems 6 and 7).
2. Notations and preliminary results
We denote the usual norm in L1(0, T ) by ‖ · ‖1. Let C denote the Banach space of continuous functions on [0, T ]
endowed with the uniform norm ‖ · ‖∞, C1 the Banach space of continuously differentiable functions on [0, T ],
equipped with the norm ‖u‖ = ‖u‖∞ +‖u′‖∞, Br the corresponding open ball of center 0 and radius r. We introduce
the continuous projectors P,Q :C → C defined by
P,Q :C → C, Pu(t) = u(0), Qu(t) = 1
T
T∫
0
u(s) ds
(
t ∈ [0, T ]), (4)
and the continuous linear operator H :C → C1 defined by
Hu(t) =
t∫
0
u(s) ds
(
t ∈ [0, T ]). (5)
We also introduce the linear mapping
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We have
Q̂2(u,A,B) = Q̂(Qu − T −1(B − A),0,0)= (Q(Qu − T −1(B − A)),0,0)
= (Qu − T −1(B − A),0,0)= Q̂(u,A,B),
and hence Q̂ is a projector. If u ∈ C, we write
u+ = max{u,0}, u− = max{−u,0}, uL = min[0,T ]u, uM = max[0,T ]u.
The following assumption upon φ is made throughout the paper:
(Hφ) φ : ]−a, a[ →R is an increasing homeomorphism such that φ(0) = 0.
A technical result is needed for the construction of some equivalent fixed point problems. The case where d = 0
was already considered in [3].
Lemma 1. For each (h, d) ∈ C × ]−aT ,aT [, there exists a unique α := Qφ(h,d) such that
T∫
0
φ−1
(
h(t) − α)dt = d. (7)
Moreover, the function Qφ :C × ]−aT ,aT [ →R is continuous.
Proof. Let (h, d) ∈ C × ]−aT ,aT [. The function
γ :R→R, s 	→
T∫
0
φ−1
(
h(t) − s)dt
is well defined, continuous, decreasing, and such that
lim
s→−∞γ (s) = aT , lims→−∞γ (s) = −aT .
This implies the existence of a unique solution α = Qφ(h,d) of (7). To show that Qφ is continuous on C×]−aT ,aT [,
let (hn, dn) ⊂ C ×]−aT ,aT [ be such that (hn, dn) → (h0, d0) in C ×]−aT ,aT [. Without loss of generality, passing
if necessary to a subsequence, we may assume that Qφ(hn, dn) → α0. Using the dominated convergence theorem we
deduce that
∫ T
0 φ
−1(h0(t) − α0) dt = d0, so we have that α0 = Qφ(h0, d0). 
Remark 1. Lemma 1 shows that the function Qφ verifies the identity
Q ◦ φ−1 ◦ [u − Qφ(u,d)]= 0 for all (u, d) ∈ C × ]−aT ,aT [. (8)
Furthermore, from the homeomorphic character of φ and φ(0) = 0, we have
Qφ(0,0) = 0. (9)
3. Equivalent fixed point problems
To construct the associated fixed point operators, following the approach in [3], we first give some criteria for the
solvability, under nonhomogeneous Dirichlet and Neumann boundary conditions, of the forced equation(
φ(u′)
)′ = f (t) (10)
with f ∈ C.
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u(0) = A, u(T ) = B (11)
if and only if
|B − A| < aT, (12)
in which case the solution of (10)–(11) is given by
u = A + H ◦ φ−1 ◦ [Hf − Qφ(Hf,B − A)]. (13)
Proof. (10)–(11) is equivalent to
φ(u′) = c + Hf, u(0) = A, u(T ) = B,
i.e. to
u′ = φ−1(c + Hf ), u(0) = A, u(T ) = B,
i.e. to
u = A + H ◦ φ−1(c + Hf ), u(T ) = B. (14)
Hence one must have
A +
T∫
0
φ−1(c + Hf ) = B,
i.e., using Lemma 1
c = −Qφ(Hf,B − A),
which, introduced in (14) gives (13). 
Proposition 2. Problem (10) has a solution satisfying the Neumann boundary conditions
φ
[
u′(0)
]= A, φ[u′(T )]= B (15)
if and only if
Qf − T −1(B − A) = 0, (16)
i.e. if and only if
Q̂(f,A,B) = 0, (17)
in which case the solutions of (10)–(15) are given by the family
u = Pu + H ◦ φ−1 ◦ [A + Hf ]. (18)
Proof. Problem (10)–(15) is equivalent to
φ(u′) = A + Hf, φ[u′(T )]= B,
i.e. to
u′ = φ−1 ◦ [A + Hf ], (19)
because, using (16), we have
φ
[
u′(T )
]= A + TQf = B.
Hence, it follows from (19) that the solutions are given by (18). 
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φ[u′(T )]] if and only if Q̂(f,A,B) = 0.
Remark 3. The results above still hold for f ∈ L1(0, T ) if a solution of (φ(u′))′ = f (t) is defined as a function
u ∈ C1 such that max[0,T ] |u′| < a and φ(u′) is absolutely continuous.
Assume that:
(HF ) F :C1 → C is continuous and takes bounded sets into bounded sets.
We define nonlinear operators on C1, whose fixed points are the solutions of(
φ(u′)
)′ = F(u)
satisfying the boundary conditions (2) and (3), respectively.
Proposition 3. Assume that |B − A| < aT . Then u is a solution of the abstract Dirichlet problem(
φ(u′)
)′ = F(u), u(0) = A, u(T ) = B (20)
if and only if u ∈ C1 is a fixed point of the operator M0 defined on C1 by
M0(u) := A + H ◦ φ−1 ◦
[
HF(u) − Qφ
(
HF(u),B − A)]. (21)
Furthermore, ‖(M0(u))′‖∞ < a for all u ∈ C1 and M0 is completely continuous on C1.
Proof. It is an easy consequence of Proposition 1. 
Assume further that
(Hg) g0 :R→R and gT :R→R are continuous.
Proposition 4. u is a solution of the abstract nonlinear Neumann–Steklov problem(
φ(u′)
)′ = F(u), φ[u′(0)]= g0[u(0)], φ[u′(T )]= gT [u(T )] (22)
if and only if u ∈ C1 is a fixed point of the operator M1 defined on C1 by
M1(u) := Pu + QF(u) − T −1
[
gT
[
u(T )
]− g0[u(0)]]+ H ◦ φ−1 ◦ [H(I − Q)F(u) + G(u)],
where
G(u)(t) :=
(
1 − t
T
)
g0
[
u(0)
]+ t
T
gT
[
u(T )
] (
t ∈ [0, T ]). (23)
Furthermore, ‖(M1(u))′‖∞ < a for all u ∈ C1 and M1 is completely continuous on C1.
Proof. Problem (22) can be written in the equivalent form(
φ(u′)
)′ = F(u) − {QF(u) − T −1[gT [u(T )]− g0[u(0)]]}, (24)
QF(u) − T −1[gT [u(T )]− g0[u(0)]]= 0. (25)
When u ∈ C1,
Q
{
F(u) − [QF(u) − T −1[gT [u(T )]− g0[u(0)]]]}= T −1[gT [u(T )]− g0[u(0)]]
so that, using Proposition 2, Eq. (24) is equivalent to
u = Pu + H ◦ φ−1 ◦ {g0[u(0)]+ H [F(u) − QF(u) + T −1[gT [u(T )]− g0[u(0)]]]}
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u − Pu − H ◦ φ−1 ◦ [H(I − Q)F(u) + G(u)]= 0. (26)
As the left-hand members of (25) and (26) take value in direct summands of C1, they can be written as the single
equation
u − Pu − {QF(u) − T −1[gT [u(T )]− g0[u(0)]]}− H ◦ φ−1 ◦ [H(I − Q)F(u) + G(u)]= 0. 
4. Nonhomogeneous nonlinear Dirichlet problems
A somewhat surprising consequence of the above results is a ‘universal’ solvability result, with respect to F, for
the nonlinear Dirichlet problem (20).
Theorem 1. If |B − A| < aT, then, for each continuous F :C1 → C taking bounded sets into bounded sets, the
abstract nonlinear Dirichlet problem (20) has at least one solution.
Proof. It suffices to prove that the operator M0 defined in (21) has a fixed point. We use Leray–Schauder degree [6]
and consider the homotopy(
φ(u′)
)′ = λF(u), u(0) = λA, u(T ) = λB (λ ∈ [0,1]),
which is equivalent to the family of fixed point problems in C1,
u = λA + H ◦ φ−1 ◦ {λHF(u) − Qφ[(λHF(u),λ(B − A))]} := M(λ,u) (λ ∈ [0,1]). (27)
Notice that
M(0, u) = H ◦ φ−1 ◦ [−Qφ(0,0)]= 0 (28)
because of (9) and φ−1(0) = 0. If u is a possible solution of (27), then
‖u′‖∞ =
∥∥φ−1 ◦ (λHF(u) − Qφ[(λHF(u),λ(B − A))])∥∥∞ < a,
and, using the boundary condition at 0, we have, for all t ∈ [0, T ],
∣∣u(t)∣∣= ∣∣∣∣∣A +
t∫
0
u′(s) ds
∣∣∣∣∣< |A| + aT ,
which implies that ‖u‖ < |A| + a(T + 1). Hence, the homotopy invariance of Leray–Schauder degree [6] and (28)
give
dLS
[
I − M(1, ·),B|A|+a(T +1),0
]= dLS[I − M(0, ·),B|A|+a(T +1),0]= dLS[I,B|A|+a(T +1),0]= 1.
The existence of a fixed point of M(1, ·) = M0 follows from the existence property of Leray–Schauder degree [6]. 
To each continuous function f : [0, T ] ×R2 →R, we associate its Nemytskii operator Nf :C1 → C defined by
Nf (u)(t) = f
(
t, u(t), u′(t)
)
. (29)
It is easy to show that Nf is continuous and takes bounded sets into bounded sets. Hence an immediate consequence
of Theorem 1 is the following.
Corollary 1. If |B − A| < aT, then, for each continuous f : [0, T ] ×R2 →R, the Dirichlet problem(
φ(u′)
)′ = f (t, u,u′), u(0) = A, u(T ) = B (30)
has at least one solution.
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The counterexample(
φ(u′)
)′ = 0, φ[u′(0)]= 0, φ[u′(T )]= 1,
which has no solution, shows that no result corresponding to Theorem 1 exists for the Neumann–Steklov problem.
We show that some rather general sign conditions upon f,g0, gT suffice to get existence.
Consider the nonlinear Neumann–Steklov boundary value problems(
φ(u′)
)′ = f (t, u,u′), φ[u′(0)]= g0[u(0)], φ[u′(T )]= gT [u(T )], (31)
where f : [0, T ] ×R2 →R, g0 :R→ R and gT :R→R are continuous. In order to apply Leray–Schauder degree to
the equivalent fixed point operator, we introduce, for λ ∈ [0,1], the family of abstract nonlinear Neumann–Steklov
boundary value problems[(
φ(u′)
)′
, φ
[
u′(0)
]
, φ
[
u′(T )
]]= λ[Nf (u), g0[u(0)], gT [u(T )]]
+ (1 − λ)Q̂[Nf (u), g0[u(0)], gT [u(T )]], (32)
where Q̂ is defined in (6), or, in a more explicit form(
φ(u′)
)′ = λNf (u) + (1 − λ){QNf (u) − T −1[gT [u(T )]− g0[u(0)]]},
φ
[
u′(0)
]= λg0[u(0)],
φ
[
u′(T )
]= λgT [u(T )].
Notice that (32) coincide with (31) for λ = 1. Furthermore, if u is a solution of (32), then, applying Q̂ to both members
and using Remark 2, we see that
0 = λQ̂[Nf (u), g0[u(0)], gT [u(T )]]+ (1 − λ)Q̂[Nf (u), g0[u(0)], gT [u(T )]]
= Q̂[Nf (u), g0[u(0)], gT [u(T )]]
and hence (32) can be written equivalently[(
φ(u′)
)′
, φ
[
u′(0)
]
, φ
[
u′(T )
]]= λ[Nf (u), g0[u(0)], gT [u(T )]],
Q̂
[
Nf (u), g0
[
u(0)
]
, gT
[
u(T )
]]= 0, (33)
or, in a more explicit way(
φ(u′)
)′ = λNf (u), (34)
φ
[
u′(0)
]= λg0[u(0)], φ[u′(T )]= λgT [u(T )],
0 = QNf (u) − T −1
[
gT
[
u(T )
]− g0[u(0)]]. (35)
For each λ ∈ [0,1], the nonlinear operator M1 on C1 associated to (32) by Proposition 4 is the operator M(λ, ·),
where M is defined on [0,1] × C1 by
M(λ,u) = Pu + Q{λNf (u) + (1 − λ)QNf (u) − (1 − λ)T −1[gT [u(T )]− g0[u(0)]]}
− T −1[λgT [u(T )]− λg0[u(0)]]+ H ◦ φ−1 ◦ {H(I − Q)[λNf (u) + (1 − λ)QNf (u)
− (1 − λ)T −1[gT [u(T )]− g0[u(0)]]]+ λG(u)}
= Pu + QNf (u) − T −1
[
gT
[
u(T )
]− g0[u(0)]]+ H ◦ φ−1 ◦ [λH(I − Q)Nf (u) + λG(u)], (36)
where G is defined in (23). Using Arzelá–Ascoli’s theorem it is not difficult to see that M : [0,1] × C1 → C1 is
completely continuous.
The first lemma gives a priori bounds for the possible fixed points.
C. Bereanu, J. Mawhin / J. Math. Anal. Appl. 352 (2009) 218–233 225Lemma 2. Assume that there exists R > 0 such that
T∫
0
f
(
t, u(t), u′(t)
)
dt − [gT [u(T )]− g0[u(0)]] = 0 (37)
when uL  R, ‖u′‖∞ < a, and when uM −R, ‖u′‖∞ < a. If (λ,u) ∈ [0,1] × C1 is such that u = M(λ,u), then
‖u‖ < R + a(T + 1).
Proof. Let (λ,u) ∈ [0,1] × C1 be such that u = M(λ,u). Then, taking t = 0 we get
QNf (u) − T −1
[
gT
[
u(T )
]− g0[u(0)]]= 0,
i.e.
T∫
0
f
(
t, u(t), u′(t)
)
dt − gT
[
u(T )
]+ g0[u(0)]= 0. (38)
From
u′ = (M(λ,u))′ = φ−1 ◦ [λH(I − Q)Nf (u) + λG(u)],
we obtain
‖u′‖∞ < a. (39)
If uM −R (respectively uL R) then, from (39) and (37), it follows that
T∫
0
f
(
t, u(t), u′(t)
)
dt − [gT [u(T )]− g0[u(0)]] = 0.
Using (38) we deduce that
uM > −R and uL < R. (40)
From
uM  uL +
T∫
0
∣∣u′(t)∣∣dt,
and relations (39) and (40), we obtain
−(R + aT ) < uL  uM < R + aT . (41)
Using (39) and (41) it follows that ‖u‖ < R + a(T + 1). 
If we refine the condition (37), the Leray–Schauder degree is not zero, and hence a solution exists.
Lemma 3. Assume that there exist R > 0 and  ∈ {−1,1} such that

{ T∫
0
f
(
t, u(t), u′(t)
)
dt − [gT [u(T )]− g0[u(0)]]}> 0 (42)
when uL R, ‖u′‖∞ < a,

{ T∫
f
(
t, u(t), u′(t)
)
dt − [gT [u(T )]− g0[u(0)]]}< 0 (43)0
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dLS
[
I − M(1, ·),Bρ,0
]= −,
and problem (31) has at least one solution.
Proof. Let M be the operator given by (36) and let ρ > R + a(T + 1). Lemma 2 and the homotopy invariance of the
Leray–Schauder degree imply that
dLS
[
I − M(0, ·),Bρ,0
]= dLS[I − M(1, ·),Bρ,0]. (44)
On the other hand, we have that
dLS
[
I − M(0, ·),Bρ,0
]= dLS[I − (P + QNf − T −1[gT [u(T )]− g0[u(0)]]),Bρ,0]. (45)
But the range of the mapping
u 	→ Pu + QNf (u) − T −1
[
gT
[
u(T )
]− g0[u(0)]]
is contained in the subspace of constant functions, isomorphic to R, so, using a reduction property of Leray–Schauder
degree [6]
dLS
[
I − (P + QNf − T −1[gT [u(T )]− g0[u(0)]]),Bρ,0]
= dB
[
I − (P + QNf − T −1[gT [u(T )]− g0[u(0)]])∣∣R, ]−ρ,ρ[,0]
= dB
[−QNf + T −1[gT [u(T )]− g0[u(0)]], ]−ρ,ρ[,0]
= 1
2
sign
{−QNf (ρ) + T −1[gT [u(T )]− g0[u(0)]]}
− 1
2
sign
{−QNf (−ρ) + T −1[gT [u(T )]− g0[u(0)]]},
where dB denotes the Brouwer degree. But, using (42), (43) and the fact that ρ > R, we see that
QNf (±ρ) − T −1
[
gT
[
u(T )
]− g0[u(0)]]= 1
T
T∫
0
f (t,±ρ,0) dt − T −1[gT [u(T )]− g0[u(0)]]
have opposite signs, which implies, using (44) and (45) that
dLS
[
I − M(1, ·),Bρ,0
]= −.
Then, from the existence property of the Leray–Schauder degree, there exists u ∈ Bρ such that u = M(1, u), which
is a solution for (31). 
A limiting argument allows to weaken the sign condition, but this generalization can also be proved directly using
another approach, used in Section 6, and based upon the following lemma. Let us decompose any u ∈ C1 in the form
u = u¯ + u˜ (u¯ = u(0), u˜(0) = 0),
and let
C˜1 = {u ∈ C1: u(0) = 0}.
Lemma 4. The set S of the solutions (u¯, u˜) ∈R× C˜1 of problem
(
φ(u˜′)
)′ = f (t, u¯ + u˜, u˜′) − 1
T
T∫
0
f
(
s, u¯ + u˜(s), u˜′(s))ds + T −1[gT [u¯ + u˜(T )]− g0(u¯)],
φ
[
u˜′(0)
]= g0(u¯), φ[u˜′(T )]= gT [u¯ + u˜(T )] (46)
contains a continuum C whose projection on R is R and whose projection on C˜1 is contained in the ball Ba(T +1).
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problem (46) is equivalent to the fixed point problem in C˜1,
u˜ = H ◦ φ−1 ◦ [H(I − Q)Nf (u¯ + u˜) + G(u¯ + u˜)] := M˜(u¯, u˜).
Again, M˜ is completely continuous on R× C˜1, and, for each (u¯, u˜) ∈R× C˜1, we have∥∥M˜(u¯, u˜)∥∥= ∥∥M˜(u¯, u˜)∥∥∞ + ∥∥(M˜(u¯, u˜))′∥∥∞ < a(T + 1). (47)
It follows from (47) that, for each u¯ ∈R, any possible fixed point u˜ of M˜(u¯, ·) is such that
‖u˜‖ < a(T + 1). (48)
Furthermore, for each λ ∈ [0,1], each possible fixed point u˜ of
M˜(λ,0, ·) := H ◦ φ−1 ◦ [λH(I − Q)Nf (·) + λG(·)]
satisfies, for the same reasons, inequality (48), which implies that
dLS
[
I − M˜(0, ·),Ba(T +1),0
]= dLS[I − M˜(1,0, ·),Ba(T +1),0]
= dLS
[
I − M˜(0,0, ·),Ba(T +1),0
]= dLS[I,Ba(T +1),0]= 1. (49)
Conditions (48), (49) and Theorem 1.2 in [5] or Lemma 2.3 in [7] then imply the existence of C. 
Theorem 2. Assume that there exist R > 0 and  ∈ {−1,1} such that

{ T∫
0
f
(
t, u(t), u′(t)
)
dt − [gT [u(T )]− g0[u(0)]]} 0 (50)
when uL R, ‖u′‖∞ < a,

{ T∫
0
f
(
t, u(t), u′(t)
)
dt − [gT [u(T )]− g0[u(0)]]} 0 (51)
when uM −R, ‖u′‖∞ < a. Then (31) has at least one solution.
Proof. Consider the continuum C given by Lemma 4. If (R + aT , u˜) ∈ C, then, for each t ∈ [0, T ],
R + aT + u˜(t) > R
and hence, using (50)

{ T∫
0
f
(
t,R + aT + u˜(t), u˜′(t))dt − [gT [u(T )]− g0[u(0)]]} 0.
Similarly, if (−R − aT , u˜) ∈ C, then, using (51),

{ T∫
0
f
(
t,−R − aT + u˜(t), u˜′(t))dt − [gT [u(T )]− g0[u(0)]]} 0.
The existence of (u¯, u˜) ∈ C such that

{ T∫
0
f
(
t, u¯ + u˜(t), u˜′(t))dt − [gT [u(T )]− g0[u(0)]]}= 0,
and hence such that u = u¯ + u˜ is a solution of (31) follows from the intermediate value theorem for a continuous
function on a connected set. 
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on [0, T ] ×R× ]−a, a[ and g0, gT bounded on R. If
lim
u→−∞
{
g(t, u) − T −1[gT (u) − g0(u)]}= +∞,
lim
u→+∞
{
g(t, u) − T −1[gT (u) − g0(u)]}= −∞(
respectively lim
u→−∞
{
g(t, u) − T −1[gT (u) − g0(u)]}= −∞,
lim
u→+∞
{
g(t, u) − T −1[gT (u) − g0(u)]}= +∞)
uniformly in t ∈ [0, T ], the problem(
φ(u′)
)′ + g(t, u) = h(t, u,u′), φ[u′(0)]= g0[u(0)], φ[u′(T )]= gT [u(T )]
has at least one solution.
Corollary 3. Let the continuous function h : [0, T ]×R2 →R be bounded on [0, T ]×R×]−a, a[ and the continuous
functions g0, gT :R→R be such that
lim|u|→∞
g0(u)
u
= 0, lim|u|→∞
gT (u)
u
= 0.
Then, for each μ = 0, the problem(
φ(u′)
)′ + μu = h(t, u,u′), φ[u′(0)]= g0[u(0)], φ[u′(T )]= gT [u(T )]
has at least one solution, with associated Leray–Schauder degree equal to sign μ.
Example 1. If e ∈ C, c ∈R \ {0}, d ∈R, q  0 and p > 1, the problem(
u′√
1 − u′2
)′
+ d|u′|q + c|u|p−2u = e(t),
φ
[
u′(0)
]= g0[u(0)], φ[u′(T )]= gT [u(T )],
has at least one solution for each continuous bounded functions g0, gT :R→R.
6. Upper and lower solutions for the Neumann–Steklov problem
In this section, we extend the method of upper and lower solutions (see e.g. [4]) to the nonlinear Neumann–Steklov
boundary value problem(
φ(u′)
)′ = f (t, u,u′), φ[u′(0)]= g0[u(0)], φ[u′(T )]= gT [u(T )]. (52)
Definition 1. A lower solution α (respectively upper solution β) of (52) is a function α ∈ C1 such that ‖α′‖∞ < a,
φ(α′) ∈ C1 (respectively β ∈ C1 such that ‖β ′‖∞ < a, φ(β ′) ∈ C1), and(
φ
(
α′(t)
))′  f (t, α(t), α′(t)) (t ∈ [0, T ]), (53)
φ
[
α′(0)
]
 g0
[
α(0)
]
, φ
[
α′(T )
]
 gT
[
α(T )
] (54)(
respectively
(
φ
(
β ′(t)
))′  f (t, β(t), β ′(t)) (t ∈ [0, T ]), (55)
φ
[
β ′(0)
]
 g0
[
β(0)
]
, φ
[
β ′(T )
]
 gT
[
β(T )
])
. (56)
Such a lower or upper solution is called strict if the inequality (53) or (55) is strict for all t ∈ [0, T ].
C. Bereanu, J. Mawhin / J. Math. Anal. Appl. 352 (2009) 218–233 229Theorem 3. If (52) has a lower solution α and an upper solution β such that α(t)  β(t) for all t ∈ [0, T ], then
problem (52) has a solution u such that α(t)  u(t)  β(t) for all t ∈ [0, T ]. Moreover, if α and β are strict, then
α(t) < u(t) < β(t) for all t ∈ [0, T ], and dLS[I − M1,Ωα,β,0] = −1, where
Ωα,β =
{
u ∈ C1: α(t) < u(t) < β(t) for all t ∈ [0, T ], ‖u′‖∞ < a
}
,
and M1 is the fixed point operator associated to (52).
Proof. Let γ : [0, T ] ×R→R be the continuous function defined by
γ (t, u) =
⎧⎨⎩
β(t) if u > β(t),
u if α(t) u β(t),
α(t) if u < α(t),
and define F : [0, T ] ×R2 →R by F(t, u, v) = f (t, γ (t, u), v). We consider the modified problem(
φ(u′)
)′ = F(t, u,u′) + u − γ (t, u),
φ
[
u′(0)
]= g0[γ (0, u(0))]+ arctan[u(0) − γ (0, u(0))],
φ
[
u′(T )
]= gT [γ (T ,u(T ))]+ arctan[−u(T ) + γ (T ,u(T ))], (57)
and first show that if u is a solution of (57) then α(t) u(t) β(t) for all t ∈ [0, T ], so that u is a solution of (52).
Suppose by contradiction that there is some t0 ∈ [0, T ] such that [α − u]M = α(t0) − u(t0) > 0. If t0 ∈ ]0, T [ then
α′(t0) = u′(t0) and there are sequences (tk) in [t0 − ε, t0[ and (t ′k) in ]t0, t0 + ε] converging to t0 such that α′(tk) −
u′(tk)  0 and α′(t ′k) − u′(t ′k)  0. As φ is an increasing homeomorphism, this implies (φ(α′(t0)))′  (φ(u′(t0)))′.
Hence, because α is a lower solution of (52) we obtain(
φ
(
α′(t0)
))′  (φ(u′(t0)))′ = f (t0, α(t0), α′(t0))+ u(t0) − α(t0) < f (t0, α(t0), α′(t0)) (φ(α′(t0)))′,
a contradiction. If [α − u]M = α(0) − u(0) > 0, then α′(0) − u′(0) 0, and hence
φ
(
α′(0)
)
 φ
(
u′(0)
)= g0(α(0))+ arctan[u(0) − α(0)]< g0(α(0)),
a contradiction with the definition of a lower solution. Similarly, if [α − u]M = α(T ) − u(T ) > 0, then α′(T ) −
u′(T ) 0, and hence
φ
(
α′(T )
)
 φ
(
u′(T )
)= g0(α(T ))+ arctan[−u(T ) + α(T )]> gT (α(T )),
a contradiction with the definition of a lower solution. In a similar way, one proves that u(t) β(t) for all t ∈ [0, T ].
We remark that if α,β are strict, then α(t) < β(t) for all t ∈ [0, T ], and the same reasoning gives α(t) < u(t) < β(t)
for all t ∈ ]0, T [. Furthermore, by the definition of strict lower or upper solution, neither α nor β can be a solution
of (57). Hence (57) has no solution on the boundary of Ωα,β . We now apply Corollary 3 to the modified problem (57)
to obtain the existence of a solution, and the relation
dLS[I − M˜,Bρ,0] = −1 (58)
for the fixed point operator M˜ associated to (57) and all sufficiently large ρ > 0. Moreover, if α and β are strict, and
ρ is large enough, then, using (58) and the additivity-excision property of the Leray–Schauder degree [6], we have
dLS[I − M˜,Ωα,β,0] = dLS[I − M˜,Bρ,0] = −1.
On the other hand, as the completely continuous operator M1 associated to (52) is equal to M˜ on Ωα,β, we deduce
that dLS[I − M1,Ωα,β,0] = −1. 
Remark 4. In contrast to the classical p-Laplacian case, no Nagumo-type condition is required upon f in Theorem 3.
We now show, using, like in [3], an argument of Amann, Ambrosetti and Mancini [1], that the existence conclusion
in Theorem 3 also holds when the lower and upper solutions are not ordered.
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Proof. Let C be given by Lemma 4. If there is some (u¯, u˜) ∈ C such that
T∫
0
f
(
t, u¯ + u˜(t), u˜′(t))dt − [gT [u¯ + u˜(T )]− g0[u¯]]= 0,
then u¯ + u˜ solves (52). If
T∫
0
f
(
t, u¯ + u˜(t), u˜′(t))dt − [gT [u¯ + u˜(T )]− g0[u¯]]> 0
for all (u¯, u˜) ∈ C, then, using (46), u¯+ u˜ is an upper solution for (52) for each (u¯, u˜) ∈ C. Then, for (αM +aT , u˜) ∈ C,
αM + aT + u˜(t)  α(t) for all t ∈ [0, T ] is an upper solution and the existence of a solution to (52) follows from
Theorem 3. Similarly, if
T∫
0
f
(
t, u¯ + u˜(t), u˜′(t))dt − [gT [u¯ + u˜(T )]− g0[u¯]]< 0
for all (u¯, u˜) ∈ C, then (βL − aT , u˜) ∈ C gives the lower solution βL − aT + u˜(t)  β(t) for all t ∈ [0, T ] and the
existence of a solution. 
The choice of constant lower and upper solutions in Theorems 3 and 4 leads to the following simple existence
condition.
Corollary 4. Problem (52) has at least one solution if there exist constants a and b such that
f (t, a,0) 0 f (t, b,0), g0(a) 0 g0(b), gT (b) 0 gT (a)
for all t ∈ [0, T ].
We will use Theorem 4 to prove an analogous result when a = +∞. The key ingredient is the following a priori
estimation result.
Lemma 5. Let ψ : ]−a, a[ → R (a  +∞) be an increasing homeomorphism such that ψ(0) = 0 and consider the
nonlinear Neumann–Steklov boundary value problem(
ψ(u′)
)′ = f (t, u,u′), ψ[u′(0)]= g0[u(0)], ψ[u′(T )]= gT [u(T )]. (59)
Assume that |g0| is bounded by M0, gT is bounded from above by MT and there exists c ∈ C satisfying
f (t, u, v) c(t) for all (t, u, v) ∈ [0, T ] ×R2. (60)
If u is a solution of (59), then ‖u′‖∞  b where b := max{|ψ−1[±(MT + 2M0 + 2‖c−‖1)]|}.
Proof. Let u be a solution of (59). Then, we have that
ψ
(
u′(t)
)= ψ(u′(0))+ t∫
0
f
(
s, u(s), u′(s)
)
ds for all t ∈ [0, T ],
which implies that
∥∥ψ(u′)∥∥∞ M0 +
T∫ ∣∣f (s, u(s), u′(s))∣∣ds. (61)0
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Using (61) and (62) we deduce that
∥∥ψ(u′)∥∥∞ M0 +
T∫
0
f
(
s, u(s), u′(s)
)
ds + 2∥∥c−∥∥1,
which together with (38) gives the conclusion. 
Theorem 5. Let ψ :R→ R be an increasing homeomorphism such that ψ(0) = 0. Assume that the hypothesis of
Lemma 5 hold and (59) has a lower solution α and an upper solution β. Then problem (59) has at least one solution.
Proof. Let b be given in Lemma 5, a′ = max{‖α′‖∞,‖β ′‖∞, b} + 1 and a = a′ + 1. Let φ : ]−a, a[ → R be an
increasing homeomorphism such that φ = ψ on [−a′, a′]. It is clear that α is a lower solution of (52) and β is an
upper solution of (52). Then, using Theorem 4 we deduce that (52) has a solution u which is also a solution of (59)
by Lemma 5. 
Remark 5. The result above is new even in the case ψ = idR and the analogous result for the periodic boundary-value
problem has been proved in [9] using a different approach.
7. Ambrosetti–Prodi type results for the Neumann–Steklov problem
In this section, we consider nonlinear Neumann–Steklov problems of the type(
φ(u′)
)′ = f (t, u,u′) − s, φ[u′(0)]= g0[u(0)], φ[u′(T )]= gT [u(T )], (63)
when s ∈R and f : [0, T ] ×R2 is continuous, satisfies the coercivity condition
(Cf ) f (t, u, v) → +∞ if |u| → ∞ uniformly in [0, T ] × ]−a, a[, (64)
g0, gT :R→R are continuous, and satisfy the conditions
(Hg0) g0 is bounded from below, g0(0) = 0, g0(u) 0 for u 0, (65)
(HgT ) gT is bounded from above, gT (0) = 0, gT (u) 0 for u 0. (66)
We are interested in studying the existence and multiplicity of the solutions of (63) in terms of the value of the
parameter s (Ambrosetti–Prodi problem).
We first obtain an a priori bound for the set of possible solutions.
Lemma 6. If conditions (64), (65) and (66) hold, then, for each b ∈R, there exists ρ = ρ(b) > 0 such that any possible
solution u of (63) with s  b belongs to the open ball Bρ.
Proof. Let s  b and u be a solution of (63). This implies that u satisfies
QNf (u) − T −1
[
gT
[
u(T )
]− g0[u(0)]]= s. (67)
Using (64), (65) and (66), we can find R > 0 such that
f (t, u, v) > b + T −1
[
sup
R
gT − inf
R
g0
]
(68)
if |u|R, (t, v) ∈ [0, T ] × ]−a, a[. Consequently,
QNf (u) − T −1
[
gT
[
u(T )
]− g0[u(0)]]− s QNf (u) − T −1[gT [u(T )]− g0[u(0)]]− b
QNf (u) − T −1
[
sup
R
gT − inf
R
g0
]
− b > 0
if uL R, ‖u′‖∞ < a, or if uM < −R and ‖u′‖∞ < a. The result follows from Lemma 2. 
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at least two solutions according to s < s1, s = s1 or s > s1.
Proof. Let Sj = {s ∈R: (63) has at least j solutions} (j  1).
(a) S1 = ∅.
Take s∗ > maxt∈[0,T ] f (t,0,0) and use (64) to find R∗ > 0 such that
min
t∈[0,T ]f
(
t,R∗,0
)
> s∗.
Then α ≡ 0 is a strict lower solution and β ≡ R∗ > 0 is a strict upper solution for (63) with s = s∗. Hence, using
Theorem 3, s∗ ∈ S1.
(b) If s˜ ∈ S1 and s > s˜ then s ∈ S1.
Let u˜ be a solution of (63) with s = s˜, and let s > s˜. Then u˜ is a strict lower solution for (63). Take now R+ > u˜+M
such that mint∈[0,T ] f (t,R+,0) > s: β ≡ R+ is a strict upper solution for (63). From Theorem 3, s ∈ S1.
(c) s1 = infS1 is finite and S1 ⊃ ]s1,∞[.
Let s ∈ R and suppose that (63) has a solution u. Then ‖u′‖∞ < a and (67) hold, implying that s  c, with c =
inf[0,T ]×R×]−a,a[ f − T −1[supR gT − infR g0]. To obtain the second part of claim (c), we apply (b).
(d) S2 ⊃ ]s1,∞[.
Let s3 < s1 < s2. For each s ∈ R, let M(s, ·) be the fixed point operator in C1 associated to problem (63). Using
Lemma 6 we find ρ such that each possible zero of I − M(s, ·) with s ∈ [s3, s2] is such that u ∈ Bρ. Consequently,
the Leray–Schauder degree dLS[I − M(s, ·),Bρ,0] is well defined and does not depend upon s ∈ [s3, s2]. However,
using (c), we see that u− M(s3, u) = 0 for all u ∈ C1. This implies that dLS[I − M(s3, ·),Bρ,0] = 0, so that dLS[I −
M(s2, ·),Bρ,0] = 0 and, by the excision property of the Leray–Schauder degree [6], dLS[I − M(s2, ·),Bρ′ ,0] = 0 if
ρ′ > ρ. Let s ∈ ]s1, s2[ and uˆ be a solution of (63) (using (c)). Then uˆ is a strict lower solution of (63) with s = s2. Let
R > uˆ+M be such that mint∈[0,T ] f (t,R,0) > s2. Then R is a strict upper solution of (63) with s = s2. Consequently,
using Theorem 3, problem (63) with s = s2 has a solution in Ωuˆ,R and dLS[I − M(s2, ·),Ωuˆ,R,0] = −1. Taking ρ′
sufficiently large, we deduce from the additivity property of the Leray–Schauder degree [6] that
dLS
[
I − M(s2, ·),Bρ′ \Ωuˆ,R,0
]= dLS[I − M(s2, ·),Bρ′ ,0],
−dLS
[
I − M(s2, ·),Ωuˆ,R,0
]= −dLS[I − M(s2, ·),Ωuˆ,R,0]= 1,
and (63) with s = s2 has a second solution in Bρ′ \ Ωuˆ,R.
(e) s1 ∈ S1.
Let (τk) be a sequence in ]s1,+∞[ converging to s1, and let uk be a solution of (63) with s = τk given by (c). Using
Proposition 4 we deduce that
uk = M(τk, uk). (69)
From Lemma 6, there exists ρ > 0 such that ‖uk‖ < ρ for all k  1. The complete continuity of M implies that, up to
a subsequence, the right-hand member of (69) converges in C1, and hence (uk) converges to some u ∈ C1 such that
u = M(s1, u), i.e. to a solution of (63) with s = s1. 
A similar proof provides the following dual Ambrosetti–Prodi condition.
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f (t, u, v) → −∞ if |u| → ∞ uniformly in [0, T ] × ]−a, a[, (70)
g0, gT :R→R are continuous, and satisfy the conditions
g0 is bounded from above, g0(0) = 0, g0(u) 0 for u 0, (71)
gT is bounded from below, gT (0) = 0, gT (u) 0 for u 0, (72)
there exists s1 ∈ R such that problem (63) has zero, at least one or at least two solutions according to s > s1, s = s1
or s < s1.
Corollary 5. Let h : [0, T ] × R2 → R and g : [0, T ] × R→ R be continuous, such that h bounded on [0, T ] × R×
]−a, a[, g satisfies the condition
g(t, u) → +∞ (respectively −∞) if |u| → ∞ uniformly in t ∈ [0, T ],
and g0, gT :R→ R continuous satisfy the conditions (65) and (66) (respectively (71) and (72)). Then, there exists
s1 ∈R such that the problem(
φ(u′)
)′ + g(t, u) = s + h(t, u,u′),
φ
[
u′(0)
]= g0[u(0)], φ[u′(T )]= gT [u(T )]
has no solution if s < s1 (respectively s > s1), at least one solution if s = s1 and at least two solutions if s > s1
(respectively s < s1).
Example 2. With the assumptions above upon g0, gT , for each e ∈ C, p > 0, q  0, d ∈ R and c > 0 (respectively
c < 0), there exists s1 ∈R such that the problem(
u′√
1 − u′2
)′
+ d|u′|q + c|u|p = s + e(t),
φ
[
u′(0)
]= g0[u(0)], φ[u′(T )]= gT [u(T )]
has no solution if s < s1 (respectively s > s1), at least one solution if s = s1 and at least two solutions if s > s1
(respectively s < s1).
Remark 6. From Theorem 1, it is clear that Ambrosetti–Prodi type results do not hold for Dirichlet boundary condi-
tions.
References
[1] H. Amann, A. Ambrosetti, G. Mancini, Elliptic equations with noninvertible Fredholm linear part and bounded nonlinearities, Math. Z. 158
(1978) 179–194.
[2] C. Bereanu, J. Mawhin, Nonlinear Neumann boundary value problems with φ-Laplacian operators, An. Stiint. Univ. Ovidius Constanta 12
(2004) 73–92.
[3] C. Bereanu, J. Mawhin, Existence and multiplicity results for some nonlinear problems with singular φ-Laplacian, J. Differential Equations 243
(2007) 536–557.
[4] C. De Coster, P. Habets, Two-Point Boundary Value Problems. Lower and Upper Solutions, Elsevier, Amsterdam, 2006.
[5] I. Massabó, J. Pejsachowicz, On the connectivity properties of the solution set of parametrized families of compact vector fields, J. Funct.
Anal. 59 (1984) 151–166.
[6] J. Mawhin, Topological Degree Methods in Nonlinear Boundary Value Problems, CBMS Series, vol. 40, Amer. Math. Soc., Providence, RI,
1979.
[7] J. Mawhin, C. Rebello, F. Zanolin, Continuation theorems for Ambrosetti–Prodi type periodic problems, Commun. Contemp. Math. 2 (2000)
87–126.
[8] G. Villari, Soluzioni periodiche di una classe di equazione differenziali del terz’ordine, Ann. Mat. Pura Appl. 73 (1966) 103–110.
[9] I. Rachunková, M. Tvrdy, Periodic problems with φ-Laplacian involving non-ordered lower and upper solutions, Fixed Point Theory 6 (2005)
99–112.
