Introduction
We consider the semilinear Dirichlet problem (D) ; u = f(u) in u = 0on @ where R N is a bounded domain with Lipschitz boundary and f : R ! R is of class C 1 with f(0) = 0. Thus u 0 0 is a trivial solution of (D) and we are interested in nding and studying nontrivial solutions. One way of obtaining these is to compare the behavior of f near the origin and near in nity. We shall always assume that f grows subcritically at in nity so that variational methods can beapplied and the associated functional satis es the Palais{Smale condition.
Suppose f 0 (0) < 1 where 0 < 1 < 2 3 are the eigenvalues (counted with multiplicities) of ; on with homogeneous Dirichlet boundary conditions. If f grows superlinear at in nity then the mountain pass theorem of Ambrosetti and Rabinowitz AR] , R] together with the maximum principle guarantees the existence of a positive solution u + and a negative solution u ; of (D). Using linking or Morse type arguments Wang Wa] obtained a third nontrivial solution u 1 . In this paper we shall re ne Wang's result and obtain more information on u 1 and on other solutions whose existence is proved via Morse theory. Let us illustrate this with the following two theorems. More general results will bestated and proved later. Theorem 1. Suppose f 0 (0) 1 and f grows superlinearly but subcritically at in nity. Then there exists a solution u 1 of (D) which changes sign. If u 2 is a second nontrivial solution then u 2 > u 1 (respectively, u 2 < u 1 ) implies that u 2 is positive (respectively, negative). If f 0 (0) < 1 then there exist a positive solution u + of (D) and a negative solution u ; such that u 1 ; u + and u 1 ; u ; both change sign.
If f 0 (0) < 1 the existence of three solutions is well known. Observe that the solution u 1 exists even in the resonant case f 0 (0) = 1 without any further condition on the behavior of f near 0. This seems to benew. Our main new observation, however, is that the Morse type arguments which yield the existence of u 1 can be used in combination with the maximum principle to prove that u 1 changes sign and to obtain information on the relation of other solutions to u 1 and u 0 0. We only know of the paper CCN] by 1 Castro at al. where the existence of a sign changing solution is proved using much stronger hypotheses on f however. c) If ! < 1 < 2 < f 0 (0) then (D) has three nontrivial solutions u + > 0, u ; < 0 and u 1 such that u ; (x) < u 1 (x) < u + (x) holds for every x 2 . Moreover, any other positive solution is bigger than u + and any other negative solution is smaller than u ; .
The existence of the solutions is well known if f 0 (0) and ! are not eigenvalues of ; . In that case and assuming ! < 1 Hofer H] proved even the existence of four nontrivial solutions u + u ; , u 1 u 2 of (D) using degree theory. Since we a l l o w f 0 (0) to be an eigenvalue the degree of the trivial solution may be 0 and all its critical groups (see below) may v anish.
In order to prove results of this type we d e v elop new variational methods for functionals de ned on partially ordered Hilbert spaces whose gradient is of the form r = I d ;K where K is a compact and order preserving nonlinear operator. For the application to (D)
we have
where F(u) = R u 0 f(t)dt is the primitive of f. That the gradient of (with respect to a properly chosen scalar product on H 1 0 ( )) is of the above form is a consequence of the maximum principle. We refer the reader to the papers by Amann A] , Chang Ch1], Hofer H] or Wysocki Wy] where this observation is used to prove the existence of positive solutions of (D) under various hypotheses on f. Here we s h o w h o w the maximum principle can beused to prove that certain solutions change sign. The philosophy of our results is that if the behavior of the energy functional near the origin and near in nity implies the existence of a critical point u 1 whose critical group C k ( u 1 ) : = H k ; c c ; f u 1 g is not trivial for some k 2 then this critical point can beneither positive nor negative. Here H k denotes singular homology theory with arbitrary coe cients, c = (u 1 ) and c = u 2 H 1 0 ( ) : (u) c is the sublevel set as usual. We emphasize that there may bemany positive or negative critical points and they may have nontrivial critical groups in all possible dimensions. Moreover, positive or negative critical points may accumulate at 0. In other words, there will beno assumptions at all on the set of positive or negative solutions. The paper is organized as follows. In section 2 we develop some abstract critical point theory for functionals on partially ordered Hilbert spaces which respect the partial order in the sense mentioned above. The results of this section will be proved in section 3. These two sections form the core of the paper and are of independent interest. Finally in section 4 we state and prove generalizations of the theorems 1 and 2. Acknowledgement: The rst named author was supported by the DFG through a Heisenberg award. The research was done during visits of the rst named author at the Department of Mathematics of Utah State University and at the Forschungsinstitut f ur Mathematik of the ETH Z urich. He thanks both institutions for their kind invitation and hospitality.
2. Critical point theory for functionals on partially ordered Hilbert spaces Let E be a Hilbert space and P E E a closed cone, that is, P E = P E is convex, R + P E P E and P E \ (;P E ) = f0g. As usual, this turns E into a partially ordered space where u v : () u ; v 2 P E u > v : () u v and u 6 = v If u ; v 6 2 P E (;P E ) then u and v are said to benoncomparable. A map f : E ! E is called order preserving if
Let X E bea Banach space which is densely embedded into E. We set P := X \ P E and assume that P has nonempty interior P 6 = . We also assume that hu vi > 0 for all u v 2 P. Here h i denotes the scalar product of E. Thus X is a partially ordered Banach space and we de ne ( 2 ) The gradient of is of the form r = I d; K E where K E : E ! E is a compact (nonlinear) operator. Moreover, K E (X) X and the restriction K := K E jX : X ! X is of class C 1 and strongly order preserving. ( 3 ) Any eigenvector of the (Frechet) derivative DK E (0) 2 L(E) lies in X, the largest eigenvalue of DK E (0) is simple and its eigenspace is spanned by a positive eigenvector.
These assumptions are slightly weaker than the hypotheses ( ) of H]. There it is assumed in addition that K E and DK E (u) 2 L(E) are regular in the following sense:
3 There exists a nite sequence E = E n E n;1 E 1 E 0 = X of Banach spaces E i such that K and DK(u), u 2 X, induce continuous operators E i ! E i;1 for i = 1 : : : n . Moreover, it is assumed that K E and DK E (u) are order preserving and DK(u) 2 L (X), u 2 X, is strongly order preserving. Then ( 3 ) is a consequence of the Krein{Rutman theorem.
Finally we need an assumption on the behavior of near in nity. We shall distinguish between the cases coercive, superquadratic, asymptotically quadratic. ( 4 ) One of the following holds:
(i) is bounded below.
(ii) For every u 2 E ; f 0g we have (tu) ! ; 1 as t ! 1 . There exists a < 0 such that (u) a implies 0 (u)u < 0. (iii) There exists a compact self adjoint linear operator A E 2 L(E) such that r (u) = u ; A E u + o(kuk E ) as kuk E ! 1 . All eigenvalues of A E lie in X, the largest eigenvalue is simple and its eigenspace is spanned by a positive eigenvector.
Moreover, the restriction A := A E j X is a bounded linear operator A 2 L (X). Theorem 2.1. Suppose the Morse index 0 of at 0 is at least 2 and 1 + 1 1. Then has a critical point u 1 2 X which is not comparable to 0, that is, u 1 6 2 P (;P ). Moreover, for any critical point u 2 of the following implications hold: u 2 > 0 implies u 2 u 1 , and u 2 < 0 implies u 2 u 1 .
If is bounded below then it has a positive critical point u + 2 X and a negative critical point u ; 2 X, hence u + u 1 u ; . For any critical point u 2 of the following implications hold: u 2 > 0 implies u 2 u + , and u 2 < 0 implies u 2 u ; . Now we consider a dual situation to 2.1. Theorem 2.2. Suppose 1 2 and 0 + 0 1. Then has a critical point u 1 2 X which is not comparable to 0. Moreover, for any critical point u 2 of the following implications hold: u 2 < u 1 implies u 2 0, and u 2 > u 1 implies u 2 0.
If 0 is a possibly degenerate strict local minimum then has a positive critical point u + 2 X and a negative critical point u ; 2 X. For any critical point u 2 of the following implications hold: u 2 < u + implies u 2 0, and u 2 > u ; implies u 2 0. In particular, u 1 is not comparable to u + nor u ; .
The positive and negative critical points in 2.1 and 2.2 are of a di erent nature. In 2.1 they are local minima whereas in 2.2 they are of mountain pass type. Our last result in this section deals with a situation where bothMorse indices 0 and 1 may bebigger than 1. In that case need not have a positive or a negative critical point e v en if 0 6 = 1 .
There still exists a critical point which is not comparable to 0. For simplicity w e only deal with the nondegenerate case at 0 and at in nity. b) The existence of the critical points u + u ; in 2.1 and 2.2 is well known (cf. H]).
The existence of u 1 in 2.1 and 2.2 seems to be new in the degenerate case when the nullities 0 or 1 are not trivial. In that case the critical groups C ( 0) or C ( 1) may all betrivial. We refer the reader to the bookby Chang Ch2] and the references therein for existence results. The case 1 > 0 has been treated in BL]. The main new informations contained in 2.1 to 2.3 are the localizations of u 1 in relation to the origin and to other critical points. We believe that the method for proving the existence of u 1 is also of interest since it yields automatically the additional informations.
c) If 0 is a nondegenerate critical point with Morse index at least 2 and if is coercive then a simple argument using degree theory or the Morse inequalities yields the existence of four nontrivial critical points: a positive and a negative local minimum, a mountain pass type solution and a fourth solution (cf. H], Theorem 6). The nondegeneracy assumptions at the origin and at in nity are essential for this argument. 5 3. Proof of 2.1 to 2.3
The main ingredient in the proof of the results from section 2 is the negative gradient
= id : Because of ( 2 ) we have ' t (u) 2 X for u 2 X and ' t induces a continuous (local) ow on X which we continue to denote ' t . The main order related property of ' t is that the positive cone P and the negative cone ;P .
We claim that the !-limit set of S contains a critical point u 1 outside of P (;P ). Arguing indirectly we suppose that there are no critical points in !(S)n ; P (;P) where !(S) = u 2 X : there exist sequences t n ! 1 u n 2 S with ' t n (u n ) ! u as n ! 1 6 is the !-limit set of S. For every u 2 S there exists (u) 0 s u c h t h a t ' t (u) 2 a P (; P ) for all t (u) . By continuity of ' t and compactness of S there exists 0 such that ' (S) a P (; P). This is not possible, however, since = X + t X ; is the topological sum of the two subsets X = u 2 X : hv 1 u i > 0 :
Clearly S \ P 6 = 6 = S \(; P ) implies ' (S)\X 6 = by Lemma 3.1 contradicting the fact that S is connected. This shows that there exists a critical point u 1 2 !(S)\Xn ; P (;P ) . Now let u 2 bea critical point of with u 2 > 0. Then u 2 2 P by ( 2 ), hence 0 2 u 2 ; P. Lemma 3.1 then implies that S u 2 ; P and therefore u 1 2 !(S) u 2 ; P, that is, u 1 u 2 .
Finally, if is bounded below we choose v + 2 S \ P and v ; 2 S \ (; P). Since 1 2 there exist R > 0 and two orthonormal vectors v 1 , w 1 2 X such that v 1 2 P and (u) < 0, 0 (u)u < 0 for every u 2 spanfv 1 w 1 g with kuk R. This is clear in the case ( 4 ) (ii) when 1 = 1. If on the other hand, ( 4 ) (iii) applies then the negative eigenspace of I d ; A has dimension 1 2 and we may c hoose v 1 2 P and w 1 from this negative eigenspace. Then we set T := ftv 1 : ;R t Rg R(v 1 cos + w 1 sin ) : 0 7 and C := conv(T), the convex hull of T. Clearly T is homeomorphic to S 1 and C to B 2 . An easy degree argument shows that (C T) and S link. By this we mean that for every continuous deformation h t : C ! X with h 0 (u) = u for u 2 C, h t (T ) \ S = for t 2 0 1], it follows that h t (C) \ S 6 = for t 2 0 1]. From this we deduce that the !-limit set of C has nonempty intersection with S, so there exists v 2 !(C) \ S. From the construction of S it follows that ' t (v) ! 0 as t ! 1 . In addition, v 2 !(C) implies lim t!;1 ; ' t (v) max (C). As a consequence of the Palais{Smale condition there exists a critical point u 1 in the -limit set of v. This has the required properties. First of all, it cannot be comparable to 0 because u 1 2 (v)\ ; P (; P) would imply v 2 P (; P) by Lemma 3.1. This is not possible since v 2 S Xn ; P (;P ) . The implications 0 (u 2 ) = 0 u 2 < u 1 =) u 2 0 and 0 (u 2 ) = 0 u 2 > u 1 =) u 2 0 follow as in the proof of Theorem 2.1.
It remains to prove the existence of a positive critical value u + and a negative critical value u ; if 0 is a strict local minimum. In fact, the existence of u + and u ; is a simple mountain pass argument. We leave it to the reader to show that there even exist v + 2 P, v ; 2 ; P with ' t (v ) ! 0 as t ! 1 and with nonempty -limit sets 6 = (v + ) P, 6 = (v ; ) ; P. The proof uses similar ideas as above and is simpler. Now we choose critical points u 2 (v ) . These satisfy the required implications as usual.
Proof of 2.3: First we observe that the set of critical values of is bounded below by some a 2 R. This is obvious if (i) or (ii) from ( 4 ) Proof: The isomorphism H k (X X \ a ) = H k (E a ) is a simple consequence of a result of Palais P] . In the case ( 4 ) (i) we have 1 = 0 and a < inf , so a = and H k (E a ) = H k (pt) i s as required.
In the case ( 4 ) (ii) the set ;1 (a) is radially homeomorphic to the unit sphere of E and a is radially homotopy equivalent to ;1 (a). Since this sphere is contractible we obtain H k (E a ) = f0g for all k 2 Z.
Finally, i f ( 4 ) (iii) holds the proposition has beenproved in BL], Theorem 3.9. The assumption (A 1 ) in BL] is slightly di erent from those considered here but the proof applies without changes since 1 = 0 .
If ( 4 ) (iii) applies and r ; I d + A E 2 C 1 (E E) is bounded then a proof of 3.2 can befound in Ch2]. Proof: First we observe that Z and Z are positive i n variant w i t h r e s p e c t to the ow ' t . This follows from our choice of T because an element u 2 ' T (A) can leave ' T (A) o n l y via ' T (B) w h i c h is already contained in P (; P ) a;1 X . Next it follows from 3.1 and 3.4 that for every u 2 X there exists a time T(u) 0 with ' T (u) (u) 2 Z. We choose "(u) > 0 such that ' T (u) (v) 2 Z provided kv ; uk X < " (u) . Then we take a locally nite partition of unity ( ) 2I subordinated to the open covering ; K "(u) (u) : u 2 X of X and choose a family (u ) 2I of points u 2 X with supp( ) K "(u ) (u ). This de nes a continuous deformation of (X a X ) into (Z a X ). It is not di cult to see that (Z a X ) is a strong deformation retract of (X a X ). To see this one checks that the map : X ! 0 1) (u) Proof: Setting Z 1 := P (;P ) a X we rst compute H (Z 1 a X ) and H (Z Z 1 ) and apply then the long exact sequence of the triple (Z Z 1 a X ). If 1 = 1 then by a radial homotopy a X and Z 1 nf0g are homotopy equivalent, hence H ; Z 1 nf0g a X = f0g. Now we use the long exact sequence of the triple ; Z 1 Z 1 nf0g a X in order to obtain
The last isomorphism follows from the excision property and the homotopy invariance of homology because H ; Z 1 Z 1 nf0g = H ; P (;P ) P (;P)nf0g = H ; R R nf0g . If 1 < 1 (but 1 1 by assumption) we replace the radial homotopy from above by the deformation (t u) 7 ! e ;tL u where L = I d ; A 2 L (X). Let v 1 2 P, kv 1 k E = 1 b e the unique normalized eigenvector of L belonging to the smallest eigenvalue of L. 
Applications
In this section we apply the results of section 2 to the Dirichlet problem (D) ; u = f(u) in u = 0on @ and prove generalizations of the theorems mentioned in the introduction. The domain R N will always bebounded with Lipschitz boundary, and the nonlinearity f has to satisfy the condition (f 1 ) f 2 C 1 (R) f (0) = 0. Di erent growth conditions for f at in nity will be needed depending on the result. In order to state them let 0 < 1 < 2 3 bethe eigenvalues of the problem (L) n ; u = u in u = 0 on @ :
12 For our rst result we assume one of the following hypotheses.
(f 2 ) lim sup jtj!1 f(t)=t < 1 (f 3 ) f 0 (t) ! ! < 2 as jtj ! 1 . 
13
It is also possible to prove the existence of a positive and/or a negative solution if f 0 (0) = 1 provided F(t) > 1 2 t 2 for t > 0 and/or t < 0, jtj small. Now we state a generalization of part a) of Theorem 2 from the introduction. 1 (0) has exactly two components. We do not know whether a similar result is true in the situation we consider. On the other hand, our results give more information on the relation between the sign changing solution and the positive and negative solutions.
Proof of 4.1. Before introducing the variational setting we need to modify the nonlinearity f in the case of (f 2 ). In H], Proof of Theorem 8, it is shown that there exists a C 1 -modi cationf of f satisfyingf(0) = 0, lim sup jtj!1f (t)=t < 1 ,f 0 (0) > 2 , and in addition f 0 (t) < for all t 2 R, some 2 R. Moreover, solutions of (D) are precisely the The ordering on E is given by the closed cone P E := fu 2 E : u 0 almost everywhereg. Let X be the Banach space C 1 0 ( ) with the usual norm. It is well known that X is dense in E, that P := X \ P E = fu 2 C 1 0 ( ) : u 0g has nonempty interior P and that hu vi > 0 for all u v 2 P. Since f 0 (t) is bounded the energy Moreover, in the case of (f 2 ) w e h a ve 1 = 0 = 1 because is bounded below. Finally, if (f 3 ) applies then
( 1 1 ) = 8 < :
(0 0) if ! < 1 (0 1) if ! = 1 (1 0) if 1 < ! < 2 :
Therefore 1 + 1 1 as required.
For the proof of 4.2 we can apply Theorem 2.2 as above. We leave it to the reader to check that the hypotheses ( 1 ) to ( 4 ) hold. In fact, (f 4 ) corresponds to ( 4 ) (iii), and (f 5 ) ; (f 7 ) to ( 4 ) (ii).
Finally, 4.3 follows from 2.3.
