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Le but à long terme de cette recherche est la localisation de lésions épileptiformes 
dans la planification d'une intervention chirurgicale pour des sujets épileptiques. 
L'importance clinique de I'électroencéphalographie peut être illustrée en considérant la 
localisation non invasive d'un site épileptique à partir de pics observables sur 
l'électroencéphalogramme (EEG) - soit le problème inverse. Cependant, le problème 
inverse demande une résolution préalable du problème direct, c'est-à-dire le calcul même 
des potentiels de surface générés par des sources neurales situées dans le cerveau. Ce 
projet traite deux méthodes bien distinctes pour la résolution du problème direct en 
électroencéphalographie: la méthode conventionnelle et la méthode réciproque. Les deux 
méthodes sont réalisées avec l'approche des éléments de frontière (BEM). Leurs 
précisions relatives, autant que leurs avantages et inconvénients sont évaluées en utilisant 
un modèle qui représente la tête humaine par un système de trois sphères concentriques. 
Les résultats de cette comparaison concordent avec ceux rapportés dans la littérature. 
Les méthodes sont aussi comparées dans le cadre de la résolution éventuelle du problème 
inverse, pour lequel la méthode réciproque promet d'être avantageuse. 
The long-term objective of this research is the localisation of focal epileptic 
lesions in the planning of surgical interventions for epileptic patients. The clinical 
importance of electroencephalography is illustrated when considering the non-invasive 
localisation of an epileptic lesion usùig spikes observed on the electroencephalogram 
(EEG) - Le., the inverse problem. However, the inverse problem requires a solution to 
the forward problem, Le., the calculation of surface potentials generated by neuronal 
sources in the brain. This project de& with two distinct methods for the fonvard 
problem in electroencephalography : the conventional approach and the lead-field 
approach. These two approaches are implemented using the Boundary Element Method 
(BEM). Their relative precision, as well as their advantages and disadvantages, are 
evaluated using a three concentric sphere mode1 of the human head. The results of this 
cornparison agree with those presented in the literature. These methods are also 
compared in view of an eventual inverse problem resolution, for which the Iead-field 
approach promises a number of advantages. 
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CHAPITRE 1 INTRODUCTION 
Les courants électriques générés par les neurones produisent des champs de 
potentiel à l'intérieur et à la surface du volume - appelé volume conducteur - formé par la 
tête humaine. Une combinaison particulière de sources neurales à l'intérieur du cerveau 
génère, à chaque instant, une distribution unique de potentiels qui peut être mesurée à la 
surface du cuir chevelu. La nature des sources neurales ainsi que les propriétés 
électriques du volume conducteur déterminent la distribution du champ de potentiel 
résultant. Les méthodes de localisation des sources neurales dépendent alors des modèles 
de la géométrie et des propriétés électriques de la tête, autant que des modèles des 
sources responsables des champs de potentiels enregistrés sur le cuir chevelu. 
L'électroencéphalogramme (EEG) est un enregistrement des potentiels dus à 
l'activité électrique du cerveau, fait à l'aide d'un certain nombre d'électrodes placées sur 
le cuir chevelu (voir figure 1.1). Des changements dans la polarisation de membrane de 
neurones provoquent des courants ioniques qui, à leur tour, produisent ces potentiels 
électriques. Plutôt que les potentiels d'action qui sont trop rapides (environs 1-2 ms), ce 
sont généralement les potentiels gradués postsynaptiques excitateurs et inhibiteurs d'une 






Figure 1.1. Représentation schématique d'une section de la tête humaine, montrant le cortex, le liquide 
cér6bro-spinal, le crâne et le cuir chevelu. Les électrodes de mesure pour électroencéphalogramme 
(EEG) sont placées sur le cuir chevelu. Une couche du cortex supérieur est illustrée, les vecteurs 
indiquant l'orientation des sources neurales, soit les dipôles équivalents. 
Ainsi, en réponse à une stimulation, des groupes de neurones avec beaucoup 
d'interconnexions génèrent des potentiels gradués et donnent lieu à des courants 
ioniques. Ces courants produisent à leur tour des gradients de potentiel dans et sur la 
tête qui sont directement reliés à l'activation sous-jacente du groupe de neurones. 
Encore plus d'information peut être tirée de 1'EEG à propos de chaque groupe de 
neurones. L'activité synaptique d'un neurone peut se combiner et former une source 
résultante, soit un dipôle de courant (voir figure 1.2). En effet, il est généralement admis 
que les potentiels de surface sont générés par des couches dipolaires représentant 
l'activité des neurones corticaux synchronisés qui s'étendent sur de grandes parties de la 
surface corticale (une zone d'activation est typiquement inférieure à dix centimètres) 
(Nunez, 1990). De plus, quand les sources se trouvent dans le cortex supérieur, comme 
peut être le cas pour l'épilepsie focale, on sait que ces sources sont orientées 
perpendiculairement à la surface du cortex. Donc, eiles peuvent être orientées 
tangentiellement si eiles se trouvent dans les fissures du cortex, ou radialement si elles se 
trouve sur la surface externe du cortex (voir figure 1.1). 
1.2 Localisation de sites épileptiques 
La localisation non invasive d'un site épileptique à partir de son activité électrique 
illustre I'importance clinique de I'électroencéphalographie, car ce site est impossible à 
Figure 1.2. Un dipôle équivalent. Les lignes pleines représentent le champ de courant, tandis que les 
lignes en pointillés représentent le champ de potentiel. 
identifier en utilisant des techniques d'imagerie comme la résonance magnétique m) 
ou la tomographie (CT), et les techniques invasives sont généralement impossibles au 
niveau du cerveau humain (pour les cas graves on doit utiliser la chirurgie exploratice). 
Les techniques d'imagerie fonctionnelle par résonance magnétique (m ou la 
tomographie par émission de positrons (PET) sont peu utiles dans un cas comme celui de 
l'épilepsie focale où les processus sont très rapides et variables, car ces techniques 
intègrent I'activité neurale sur un intervalie de temps non négligeable. Des techniques 
non invasives de mesure comme l'enregistrement de l'électroencéphalogramme (EEG) ou 
du magnètoencéphalograrnrne (MEG) ont une résolution temporelle bien meilleure qui 
n'est limitée que par le temps nécessaire à ce que les processus biologiques produisent les 
potentiels ou les champs magnétiques mesurés. Comme on l'a déjà mentionné, l'épilepsie 
focale est un phénomène rapide et en grande partie imprévisible. Les mesures en 
parailele, essentielles pour observer ce  type de phénomène, nécessitent un équipement 
particulièrement élaboré et coûteux dans le cas du MEG. 
Pour beaucoup de patients atteints d'épilepsie, I'EEG est épileptiforme dans la 
période entre les crises, montrant des pics intermittents de haute amplitude avec ou sans 
ondes lentes associées (voir figure 1.3). Les pics sont particulièrement intéressants pour 
la localisation de lésions épileptiformes, ce qui est important si une intemention 
chirurgicale est envisageable. Dans le cas de l'épilepsie focale, par sa définition même, il 
y a une seule lésion épileptiforme de petite taille et donc, pour ces petites régions 
d'activation, le dipôle équivalent est une bonne approximation. 
VERTEX 
(b) 
Figure 1.3. L'épilepsie focale : (a) représentation schématique du spième 10-20 pour le placement 
d'électrodes en é 1 ~ o e n c é p M o ~ ~ p h i e  (EEG) et @) EEG chez un sujet épileprique montrant des piques 
focaux dans la région centrale de droite. D'après Gains et Aminoff [l988]. 
Néanmoins, l'électroencéphalograme a des limitations importantes qui ne nous 
permettent pas de déduire directement de façon non ambiguë l'emplacement et 
l'orientation du dipôle sous-jacent aux potentiels mesurés, même si notre hypothèse que 
le groupe de neurones en question peut être représenté par un dipôle de courant est 
valide. Ceci est surtout dû à l'effet d'étalage des différentes structures de la the  (en 
particulier, le crâne de conductivité relativement faible) sur la distribution de potentiels de 
surface. Des précisions sur l'activité cérébrale doivent être déduites de l'enregistrement à 
partir de connaissances sur la physiologie et l'anatomie de la tête. Cette réduction 
s'appelle le problème inverse et concerne la localisation des sources dans le cerveau 
responsables des potentiels mesurables sur le cuir chevelu. En pratique, le problème 
inverse dépend étroitement d'une résolution préalable et précise du problème direct, 
c'est-à-dire le calcul même des potentiels de surface générés par des sources neurales 
situées dans le cerveau. Ce mémoire traite deux méthodes bien distinctes de résoudre le 
problème direct en électroencéphalographie : la méthode conventionnelle et la méthode 
réciproque, employant toutes les deux la méthode des éléments de frontières. Les 
précisions relatives de ces méthodes, ainsi que leurs avantages et inconvénients, seront 
comparés dans le cadre de la résolution éventuelle du problème inverse. 
1.3 Équations fondamentales 
Des études sur les propriétés électriques du corps humain montrent que celles-ci 
sont linéaires, que les effets capacitifs, inductifs et de propagation sont négligeables 
(Plonsey, 1969). La tête humaine peut alors être considérée comme un milieu 
essentiellement résistif, ce qui con,%re une nature quasi statique au champ de potentiels, 
c'est-à-dire que ceux-ci varient dans le temps, mais que la distribution de potentiels 
instantanée peut être décrite par les équations électrostatiques qui n'impliquent que la 
valeur instantanée du courant de la source. Dans ces conditions, le champ électrique Ë 
peut s'exprimer comme le gradient du potentiel @ , 
- 
E = - V a .  (1.1) 
De plus, pour un milieu homogène et isotrope de conductivité CT, la densité de courant 
(le courant qui traverse une aire de surface unitaire) peut être représentée par 
- 
où J,,, est la densité de courant de source dans ce volume conducteur, dans notre 
cas, le cerveau. Notons que le cerveau est réellement anisotrope (les neurones sont 
orientés perpendiculairement à la surface du cortex et donc la conductivité est plus 
grande dans cette direction), mais l'information sur la conductivité locale dans le cerveau 
n'est pas disponible tout simplement. 
Dans cette situation quasi statique, la divergence V . J est nulle et on retrouve 
l'équation de Poisson : 
Pour des régions qui ne contiennent pas de source de courant, telles que le crâne et le cuir 
- 
chevelu, le terme J,,, de l'équation (1.2) est nul et l'équation (1.3) décrivant le 
champ de potentiel se réduit à I'équation bien connue de Laplace (Plonsey, 1969), 
vZ@=0. (1 -4) 
Finalement, comme l'interface cuir chevelu-air ne permet pas le passage du courant, la 
condition de frontière suivante s'applique (la condition de fkontière Neumann homogène) 
va-E=O (1 -5 )  
où f i  définit le vecteur unitaire à l'interface cuir chevelu-air pointant vers l'extérieur. 
1.4 Méthode conventionnelle pour fa résolution du problème direct 
Dans la mesure où les sources de courant du cerveau peuvent être exprimées 
comme des dipôles équivalents (voir section 1 le problème direct en 
électroencéphalographie se réduit au calcul des potentiels de surface dus à des dipôles de 
courant dans un volume conducteur en forme de tête humaine. Étant donné que le 
potentiel généré sur une surface dépend de la géométrie et conductivité du conducteur, il 
est important d'incorporer une forme et des Uiformations géométriques réalistes dans la 
formulation du problème. Le cerveau, le crâne, et le cuir chevelu humain dont il est 
question dans ce travail ont une géométrie irrégulière. Puisque des solutions analytiques 
pour les potentiels de surface ne sont disponibles que pour des surfaces simples comme la 
sphère, l'utilisation de volumes rédistes nécessite des techniques numériques pour 
résoudre le problème direct. La méthode numérique qui a été utilisée dans le présent 
travail, à savoir la méthode des éléments de frontières (BEM), permet le calcul des 
potentiels de surface générés par des sources de courants à l'intérieur d'un volume 
conducteur, en caiculant les effets de  la source aux frontières du volume conducteur. Les 
fkontières sont les interfaces entres les régions isotropes de conductivités différentes dans 
le volume conducteur et la sufiace externe de ce volume. En utilisant de l'informattion 
sur la géométrie et conductivité du crâne et des structures du cerveau, il est possible de 
modéliser la tête humaine de cette manière. Les régions le plus souvent considérées sont 
le cuir chevelu, le crâne, le cerveau, et, parfois, les compartiments contenant le liquide 
cérébro-spinal. 
La résolution du problème direct en EEG consiste donc à résoudre l'équation de 
Poisson, sujette à la condition de frontière de l'équation (1.5), pour la distribution de 
potentiel sur la surface externe du cuir chevelu, connaissant la source de courant dans un 
certain volume conducteur qui représente la tête. On accomplit ceci en transformant 
l'équation de Poisson, qui décrit le comportement du potentiel à l'intérieur et aux 
frontières du volume conducteur, en une équation intégrale applicable uniquement aux 
fkontieres qui doit être résolue numériquement. Notons que la théorie générale présentée 
dans ce travail pour la BEM est basée sur Barr et al. (1966) et Barnard et al. (1967), et 
que l'approche utilisée pour I'application spécifique de cette méthode au problème qui 
nous intéresse, c'est-à-dire la résolution du problème direct en électroencéphalographie 
pour un modèle réaliste de la tête, est inspirée des travaux de Meijs et al. (1989), Heller 
(1990), de Munck (1992) et Schlitt et al. (1995). 
1.5 Méthode réciproque pour la résolution du problème direct 
Cette approche est basée sur le théorème de réciprocité de Helmholtz. Ce 
théorème a été utilisé pour caractériser la sensibilité d'électrodes par Rush et Driscoll 
(1969), et appliqué à la résolution du problème direct en électroencéphalographie pour un 
modèle réaliste de la tête par Fletcher et al. (1995). En effet, la co~aissance de la 
densité de courant (ou champ électrique) à travers un volume conducteur due à une 
injection de courant entre deux électrodes stimulantes détermine complètement comment 
ces mêmes électrodes, quand elles sont utilisées comme électrodes d'enregistrement pour 
I'EEG, mesurent les potentiels dus aux sources dipolaires n'importe où dans le volume 
conducteur. Autrement dit, par réciprocité, la différence de potentiel V,  mesurée entre 
une paire d'électrodes i placées sur le cuir chevelu est obtenue en utilisant ces mêmes 
électrodes pour injecter et retirer un courant 1, respectivement, et en calculant le champ 
électrique Ë à l'emplacement du dipôle. Le théorème de réciprocité peut se traduire, 
mathématiquement, par la relation 
où est le vecteur du moment dipolaire du dipôle source (voir figure 1.4). 
Notons que, dans ce cas, on suppose qu'il n'y a aucune source de courant dans 
tout le volume conducteur et que l'équation de Laplace (1.4) est valide dans toutes les 
régions du modèle de la tête- L'équation (1 -2) devient simplement la loi d'Ohm : 
S=&.  
Ii est évident que si l'on double le courant injecté 1, la densité de courant j sera doublée 
partout (par linéarité). En d'autres termes, le champ électrique normalisé par le courant 
injecte, Ë/I 1 [, ne dépendant que des propriétés géométriques et électriques du volume 
conducteur et du placement d'électrodes. Ce champ vectoriel normalisé ('lead field') 
caractérise un genre d'accès électrique d'une paire d'électrodes à n'importe quel point du 
volume conducteur. Le théorème de réciprocité nous dit simplement que cet accès 
s'applique aussi au problème réciproque, quand les électrodes sont utilisé pour enregistrer 
des potentiels plutôt que d'injecter des courants. C'est ainsi une façon dEérente de 
déterminer les potentiels de surface et donc de résoudre le problème direct. 
L'application du théorème de réciprocité au problème du volume conducteur en 
fome de tête a l'effet de décaler les emplacements des sources du volume cérébral aux 
emplacements des électrodes sur le cuir chevelu. Il s'agit maintenant de calculer les 
champs électriques à un emplacement de source donné dans le volume cérébral dus à 
chaque paire d'électrodes, plutôt que de calculer les potentiels de surface aux électrodes 
Figure 1.4. Deux techniques de calcul de la différence de potentiel 1 entre une paire d'électrodes i pour 
(a) la méthode conventionnelle et @) la méthode réciproque. Les Lignes en pointiUés qrésentent 
schématiquement le champ de courant dans chaque cas. 
d'enregistrement. Ceci est un problème fondamentalement différent, mais qui peut quand 
même être résolu en utilisant la BEM. Les conditions de frontières sont toujours les 
conditions de Neumann, mais, maintenant, le flux sur la surface externe normale a la 
surface est non nul aux sites des électrodes, et donc l'équation (1.5) n'est plus valide à 
ces derniers. 
CHAPITRE 2 MÉTHODE CONVENTIONNELLE POUR LA RÉSOLUTION 
DU PROBLÈME DIRECT 
2.1 Dérivation des équations 
On considère les surfaces S, (s = 1, 2, ..., M), fermées et non sécantes, séparant 
les régions homogènes V, (s = 1,  2, ..., M) distinctes de conductivité isotrope os. Soit 
SI la surfice externe du volume conducteur contenant les autres surfaces S2, S,, ..., 
SM, qui peuvent être contenues les unes dans les autres (voir figure 2.1). Le volume 
conducteur est entouré d'air de conductance nulle- La formulation de la BEM en termes 
d'équations intégrales pour le potentiel repose sur le théorème de divergence. appliqué à 
chaque volume V, du volume conducteur. Soit Vr un volume quelconque de 
conductivité a, du volume conducteur, on a alors l'équation 
où p et ( sont des fonctions scalaires de position et VS,(Y,) dénote que la somme est 
pise sur toutes les surfaces S, qui délimitent le volume V, . Notons que & = fi - dS , où 
E est la normale a la surface S, vers l'extérieur du volume Vr . En échangeant p et 4 ,  
Figure 2.1. Diagramme qui illustre la dérivation de l'équation intégrale pour le potentiel dans le cas de 
sudaces multiples. Le théorème de Green est appliqué aux: régions Vs de conductivité homogène et 
isotrope, Limitée par les surfaces fermées S3 . En partinùier, notons que SI renferme toutes les autres 
sudaces et que le nombre de surfaces est &ale au nombre de volumes. R est un point arbitraire du 
volume conducteur caractérisé par le vecteur position 7 ,  et F' est le vecteur a I'élérnent variable 
d'intégration de voIume dY' et l'élément variable d'intégration de surface ciS' . Notons que CT; = 0. 
on trouve une équation semblable à L'équation (2.1) qui peut être soustraite de cette 
demière. On obtient dors la seconde identité de Green : 
En considérant les surfaces comme interfaces entre régions de conductivités différentes 
(voir figure 2. l), la somme de chaque côté de l'équation (2.2) pour tous les volumes V, 
du volume conducteur nous donne (Smythe, 1968) 
où les exposants + et - dénotent que les valeurs sont prises à l'extérieur et à l'intérieur 
de la surface S,, respectivement. La notation de l'équation (2.3) est permise si et 
seulement si a: =O, car O ; ( ~ + V # ~  -q5+vp>') = O  (la surface externe du volume 
conducteur n'est pas vraiment considérée). Notons que E est toujours la normale 
positive (c'est-à-dire vers la région de conductivité 05) à ia surface S, en question. 
I 
Soit p=- où -71 représente la distance scalaire entre un point R IF - 71 
(décrit par un vecteur de position fixe F) et le volume ou la surface d'intégration (décrit 
par un vecteur de position variable 7). Soit ( = a, où est le potentiel scalaire. 
Effectivement, on cherche une expression pour le potentiel au point d'observation R . À 
travers une interface S,, à la fois le potentiel et la composante normale du courant (le 
flux) restent continus, et on a alors, sur chaque surface, les relations suivantes : 
<va- -n  = O--vQ>+ -8. 
Ainsi, l'équation (2.3) devient 
où l'opérateur V' agit sur les coordonnées primes. Notons que l'étape de sommation de 
l'équation (2.4) pour tous les volumes V, est nécessaire pour éliminer les termes 
représentant le flux de courant. 
A partir de l'équation de Poisson (1.3) et sa solution bien connue, on peut 
reconnaître, dans le premier terme de l'équation ci-dessus, le potentiel dû aux sources de 
courant JSOurCe placées dans un milieu homogène et infini de conductivité unitaire, soit 
@OD. En supposant que les sources sont entièrement et strictement contenues dans un 
volume Va (appelé volume actif) dans le volume conducteur et que le point d'observation 
R est strictement à l'extérieur de ce volume actif, le premier terme de l'équation (2.4) 
devient : 
théorème de la divergence, on peut réécrire l'équation (2.4) sous la forme 
- 
oii, dans notre cas, Jso, identifie explicitement le moment du dipôle de courant par 
unité volumique. 
Il est également possible de montrer (Jackson, 1962) que 
où 6 est la fonction delta de Dirac. Le deuxième terme de gauche dans l'équation (2.5) 
vaut donc - 4ira;@(F) pour un point R strictement à l'intérieur de Y,, (R E Vr 1, où 
- 
q est la conductivité au point R .  Mais, dans la BEM, on cherche à calculer les 
potentiels de surface et, par la suite, on considère que le point d'observation R est 
infiniment près de la surface Sr dans le volume V,. On peut alors réécrire l'équation 
(2.517 
En plus, pour un point d'observation R près d'une surface Ss , une singularité du 
type valeur principale de Cauchy apparaît dans l'intégrale de suiface à droite dans 
l'équation (2.6) quand F' s'approche de F . On divise l'intégrale en deux parties, 
- 
- ( O  O ) )  lim 
E(F)+{F) 
où le symbole Ss/3(F) dénote que I'intégrale est prise sur chaque surface S, , mais que 
pour S, = Sr un environnement ou voisinage Ê(F) du point d'observation R (décrit par 
le vecteur F )  est exclu. Notons que l'angle solide soutenu par la surface Ss au point R 
est égal - ( L'angle solide soutenu par Ê( i )  au point R quand 
È( i )  tend vers {F) correspond alors it - lim 
k ' ( e ) . d .  &)+FI i - F'I Ê(r) 
- 
R-(Ê(F);F) où I'indice dénote que le point R est pris à l'intérieur de la surface en 
question. On sait que, pour un point à l'intérieur d'une sufice fermée, l'angle solide 
total soutenu par cette surface à ce point est 4w. Soit R-(Sr; P) l'angle solide soutenu 
par la surface Sr (où I'enviromement Ê(F) de R est exclu) vue du point R juste à 
l'intérieur de cette d a c e .  Alors R-(Sr; P) + ~-(Ê(T); 7 )= 4x et on peut réécrire 
I'équation ci-dessus sous la forme : 
(~;n-(s,;r) + +x(Ê(r) ; r ) )aq~)  = 
L'équation (2.7) est l'équation intégrale de Fredholm du second type pour le potentiel de 
surface dans le cas de plusieurs régions homogènes de conductivités isotropes. Le 
potentiel à n'importe quel point d'une surface Sr peut alors être considéré comme la 
somme du terme source, 
- 
J,,, placées dans un 
~z@")(P), proportionnel au potentiel dû aux sources de courant 
milieu homogène et infini de conductivité unitaire, et de l'effet 
du courant volumique décrit par le dernier terme à droite de l'équation (2.7). L'existence 
d'une solution de cette équation continue est assurée par l'existence d'une solution réelle, 
physique, mais cette solution n'est pas unique (voir section 2.2). 
L'utilisation de la méthode des éléments de frontière nécessite la division des 
surfaces délimitant le domaine d'intérêt en un certain nombre d'éléments de surface. 
Chaque intégrale de l'équation (2.7) qui gouverne les potentiels de surface peut être 
estimée par une somme d'intégrales de surface sur l'ensemble des éléments. À chacun de 
ces éléments est généralement associée une fonction d'interpolation d'ordre zéro, un, ou 
plus, décrivant sur celui-ci le comportement du paramètre étudié, à savoir le potentiel. 
On peut alors supposer que le potentiel sur un élément est une fonction d'un certain 
nombre d'inconnues, notamment les potentiels à certains points discrets qui peuvent, ou 
non, être spécifiques à l'élément. Par exemple, le potentiel sur un élément peut être 
supposé constant (la valeur du potentiel constant devient l'inconnue, souvent associée à 
un point discret spécifique à L'élément tel que son centroïde) ou une fonction linéaire qui 
atteint une valeur différente à chaque sommet (les potentiels des sommets deviennent les 
inconnues, mais dans ce cas chaque inconnue est partagée par tous les éléments qui 
touchent le sommet auquel elle est associée). Les intégrales de surface (l'équation (2.7) 
avec les différents points discrets comme points d'observation) se réduisent alors à un 
système d'équations algébriques, dont la solution (avec les fonctions d'interpolation) 
détermine le potentiel sur chaque élément et donc partout sur les surfaces. 
Il y a trois facteurs facilement identifiables qui limitent la précision et qui affectent 
le temps nécessaire à obtenir une solution avec 
d'interpolation, la forme de chaque élément de 
quadrilatères), et la densité d'éléments (Ferguson 
la BEM : le choix d'une fonction 
surface (par exemple, triangles ou 
et Stroink, 1997). Le choix d'une 
fonction d'interpolation du potentiel est souvent limité a des fonctions constantes ou 
linéaires sur des éléments triangulaires, normalement plans à cause de la simplicité de la 
formulation mathématique du problème qui en résulte. Effectivement, l'intégrale sur 
plusieurs types d'éléments peut être estimée numériquement en utilisant 1' int égrztion par 
points (Brebbia et Dominguez, 1989), mais une expression analytique pour ces intégrales 
a été développée pour des triangles plans avec des fonctions d'interpolations constantes 
ou linéaires (il existe aussi une expression analytique pour des triangles plans avec une 
fonction d'interpolation quadratique (de Munck, 1992)). Dans ce cadre, il n'est pas clair 
à quel point la forme des triangles plans @ar exemple, triangles équilatéraux ou allongés) 
affecte la solution. Le nombre d'éléments limite la fidélité de notre surface discrète à la 
suIface qui nous intéresse. Un plus grand nombre d'éléments améliore la précision de la 
solution - pour une fonction d'interpolation et un type d'éléments donnés - au prix d'un 
temps de calcul plus long à cause de l'augmentation du nombre d'inconnues (Schlitt et 
al., 1995). On sait qu'en générai pour une surface discrète donnée, il y a deux fois plus 
d'inconnues pour l'approche du potentiel constant (les centroïdes des triangles) que pour 
l'approche du potentiel linéaire (les sommets des triangles). Mais, même si, dans cette 
situation, l'approche du potentiel constant prend plus de temps que I'approche du 
potentiel linéaire, il n'est pas évident qu'on gagne vraiment en terme de précision des 
résultats. 
2.2 Discrétisation des équations 
Soit 
(4 la décomposition de la surface S, en Nf éléments AI qui ne se coupent que suivant 
leurs £?entières communes. On suppose que les surfaces Ss ont certaines propriétés qui 
sont une combinaison de celles d'une surface de Lyapunov et celles d'une surface qui est 
régulière dans le sens de Kellogg (Lynn et Timlake, 1966). L'équation (2.7) devient donc 
et le terme source, 4dDco(F), est tel que I'existence d'une solution de l'équation (2.8) 
est assurée par le théorème étendu de l'alternative de Fredholm (Kellogg, 1929). À ce 
moment-là, l'équation (2.8) peut être résolue de façon approchée en choisissant un 
ensemble de fonctions {h,(~)]y=~ et un ensemble de points discrets sur les surfaces S, 
N (s = 1 , 2, ..., M )  décrits par les vecteurs de position {Fnl}m=l,  tels que : 
Ainsi, dors qu'une solution exacte pour le potentiel est généralement impossible à 
obtenir, on peut estimer cette solution avec l'expansion 
où les coefficients Qi représentent les inconnues, des potentiels dont on détermine les 
vaieurs en contraignant &(P) à satisfaire l'équation (2.8) aux points discrets caractérisés 
- 
par 5.  Pour un point R E Sr caractérisé par le vecteur F = r, , nous obtenons 
où, d'après les équations (2.9) et (2.10), &(rm) = @,. En variant Fm sur l'ensemble 
{G 1, décrivant les N points discrets, l'équation (2.1 1) se réduit à l'ensemble de N 
équations linéaires suivant 
A @ = G ,  (2.12) 
où est le vecteur c o l o ~ e  des potentiels de surface et G est le vecteur colonne des 
termes sources (g, = 4 d W  (Fm) ). Les coefficients de la matrice A sont donnés par : 
On sait que, physiquement, le potentiel en un point est toujours pris par rapport à 
une référence. Ceci est reflété dans notre formulation du problème (l'équation (2.7)) qui 
repose sur la condition de frontière Neumann et ne nous permet donc de calculer le 
potentiel qu'a une constante près. Le problème est mal posé et, pour préserver cette 
nature non unique dans nos équations discrètes, on doit s'assurer que la matrice A de 
l'équation (2.12) est singulière. Ceci est accompli en imposant la condition purement 
mathématique suivante 
où F décrit un point d'une des surface S,, ce qui nous permet d'écrire 
en notant que la somme -dSt ci-dessus est égaie à 
-a - (&;%)  pour SS = S r ,  - 4x pour Sr c S,, et zéro sinon. Notons aussi que 
+ - of = O et que us =os, pour une surface Ss incluse dans une surface S,, quand 
1 
aunine autre les séparent. Le vecteur (1, 1, . .., 1) de longueur N est donc un vecteur 
propre de A de valeur propre zéro et la matrice est alors singulière. Cependant, la 
résolution de l'équation (2.12) nécessite l'inversion de la matrice A. Une approche 
consiste à fixer le potentiel d'un point arbitraire, ce qui est équivalent a choisir une 
référence nulle pour le potentiel. La technique de la déflation (Lynn et Timlake, 1966), 
également équivalente au choix d'une référence pour le potentiel, permet aussi l'inversion 
de la matrice si l'égalité (l'équation (2.15)) est exacte (voir annexe A. 1). 
2 -2.1 Méthode du potentiel constant aux centroïdes de triangles plans 
Le choix le plus simple pour la fonction h,(F) est obtenu en divisant les surfaces 
en triangles, et en prenant h, (P )  égale à 1 sur le triangle n et zéro ailleurs. Les points de 
discrétisation deviennent les centroïdes des triangles, et le nombre de points discrets est 
égal au nombre d'éléments de surface, soit N, = N t ,  où N, est le nombre de points 
discrets sur la surface S,. On déduit alors de l'équation (2.13), l'expression des 
coefficients non diagonaux de la matrice A (les coefficients diagonaux seront traités plus 
loin) 
est l'angle solide total soutenu par le triangle A, au point m .  Gelemter et Swihart 
(1964) ont calculé cet angle solide par la règle du centroïde, 
où E est le vecteur du centroïde du triangle m au centroïde du triangle n, H, est l'aire du 
triangle n, et ii est la normale unitaire de A, .  Notons que R(A,;Fm) n'est pas définie 
pour m = n, c'est-à-dire quand les deux triangles sont identiques. La précision de la 
solution obtenue à partir de l'équation (2.12) est déterminée en grande partie par la 
manière spécifique dont les intégrales sont calculées pour générer la matrice A. 
L'équation ci-dessus est une mauvaise approximation de l'angle solide pour les triangles 
adjacents au triangle m, quand le point d'observation est près du triangle en question. 
Une formulation plus précise a été présentée par Barnard et al. (1967), appelée la règle 
d'un angle solide ('one solid angle'). Soit 5 ,  3, et 3 les vecteurs issus du centroïde de 
A, et pointant vers les sommets de A, , on a alors 
où a est d é h i  par 
et ,O et y sont définis d'une façon semblable avec une permutation cyclique des indices 
1 2, 3 La complexité de l'expression ci-dessus pour l'angle solide et le grand nombre 
d'étapes de calcul la rend plutôt sensible aux erreurs numériques. Une expression 
équivalente pour I'angle solide qui réduit davantage le nombre d'opérations est donnée 
par van Oosterorn et Strackee (1983), 
Notons qu'encore une fois R(A,; Fm) n'est pas définie pour m = n . 
Une autre 
surface du triangle 
1968), le potentiel 
alternative est d'intégrer les deux côtés de I'équation (2.8) sur ia 
A,. En divisant le résultat par l'aire de cet élément (Lynn et Timlake, 
@, assigné au triangle A, est supposé être égal à 
où est l'aire du triangle A,. Ceci revient à évaluer l'angle solide de l'équation 
(2.17) en plusieurs points du triangle A, et à en prendre la moyenne (Barnard et ai., 
1967). Notons qu'avec cette méthode, le potentiel dans un milieu infini de l'équation 
(2.8) - calculé normalement en chaque point d'observation - est maintenant aussi une 
moyenne sur H, (Purcell et al., 1988). Mais, en général, les résultats générés par cette 
méthode sont pratiquement identiques (Ferguson et Stroink, 1997) à ceux de la méthode 
sans ce moyennage. Par la suite, on utilisera la méthode sans moyennage, la plus étudiée, 
avec Pexpression (2.18) pour I'angle solide, la plus précise. 
Barr et ai. (1977) ont indiqué que choisir le potentiel en chaque sommet de 
chaque triangle comme inconnue plutôt que le potentiel sur chaque triangle serait 
avantageux numériquement. Comme il a été mentionné dans la section 2.1, le nombre 
total de sommets de triangles sur une surface est à peu prés la moitié du nombre total de 
triangles. Dans la situation expérimentale oh les potentiels sont mesurés sur la surface du 
cuir chevelu avec des électrodes, ce sont les positions de ces électrodes qui sont utilisées 
en triangularisant la surface en question. L'approche des sommets a alors l'avantage 
supplémentaire de donner les potentiels de surface et les coordonnées de surface aux 
mêmes emplacements. 
2.2.2 Méthode du potentiel linéaire aux sommets de triangles plans 
La méthode la plus simple utilisant les sommets plutôt que les centroïdes consiste 
à attribuer un tiers de l'angle solide total soutenu par un triangle à chaque sommet de ce 
triangle (Bm et al., 1977). Notons qu'avec cette méthode, comme avec celle du 
potentiel constant, la moindre variation du potentiel sur les triangles va introduire une 
erreur. L'amélioration la plus simple est de supposer que le potentiel varie de façon 
linéaire sur les triangles, tout en restant continu d'un élément à l'autre. Une tentative 
(Meijs et al., 1989) consiste à diviser les triangles en plus petits triangles en exprimant les 
valeurs du potentiel aux nouveaux sommets par rapport au potentiel aux sommets 
originaux. L'intégrale sur le triangle original devient donc la somme pondérée des trois 
potentiels, plutôt qu'une simple moyenne comme dans la méthode précédente. Les poids 
dépendent des quantités relatives de l'angle solide auxquelles contribuent les petits 
triangles. Ce processus peut être itéré en divisant davantage les petits triangles. Or, ces 
méthodes sont des approximations tandis que de Munck (1992) a déduit une formule 
analytique qui décrit la distribution de l'angle solide sur les triangles de façon exacte si le 
potentiel varie de façon héaire sur ces demiers. Dans ce cas, les divisions précédentes 
ne sont plus nécessaires. En rappelant que les points de discrétisation sont maintenant les 
4 
sommets des triangles (soient , rk,  et 5 les vecteurs de l'origine aux sommets du 
triangle Anw, ou n, k, I sont ordonnés dans le sens trigonométrique vu d'un point 
extérieur mais près du triangle) la fonction hn (F) pour cette méthode est donnée par 
pour chaque triangle Ankl qui contient le sommet n caractérisé par le vecteur position 
- 
rn , où d(Fn ; fk ; ) = Fn - (Fk x 3 ) est le déterminant du triangle Ankl - La fonction 
h, (F) atteint la valeur de 1 au sommet n, et s'annule au côté opposé des triangles dont n 
est un sommet. Les coefficients non diagonaux de la matrice A de l'équation (2.13) sont 
alors 
où dénote que la somme est prise sur tous les triangles AnkI incluant le sommet 
Notons que Q; (A,~ ;F~)  n'est pas un angie solide à proprement parler mais une 
fonction de l'angle solide total soutenu par le triangle Ankl, la fonction associée au 
sommet n de ce triangie pour ce triangle. Mais l'angle solide total soutenu par un triangle 
AnW y donné par l'équation (2.17), est égal à (de Munck, 1992) 
* * * 
A n k i F ) k A n F f  (2-22) 
* 
alors la somme des quantités ni pour un triangle, et donc pour une surface, sont des 
angles solides et l'égalité (2.15) est vérifiée. Avec ces définitions, de Munck (voir annexe 
* 
A.2) a évalué R n  (Ankl ; ) telle que 
I k - @21 + (r2 - 5 )  . r2 cz =-ln[ -61 1% -3lkl+(F5 - 3 ) 3  1 
et et y sont définis d'une façon semblable avec une permutation cyclique des indices 
- 
(1, 2, 3) ; rl , 5,  et 5 sont les vecteurs issus du point m et pointant vers les sommets n, 
k, l du triangle Ankly respectivement; fi est la normale unitaire du triangle Anki vers 
l'extérieur de la surface et pnkl est l'aire du triangle Ankl. 
En employant les équations (2.9), (ZAO), et (2.21), l'intégrale de droite de 
l'équation (2.8) pour un triangle Ankl au point d'observation m est égale a (voir figure 
Si un tiers de l'angle solide total R(AnW;Fm) soutenu par le triangle Ankl est réparti a 
chaque sommet de ce triangle, on obtient 
Cela est l'approche de Barr et al. (1977) mentionnée précédemment. En supposant 
maintenant que le potentiel est constant sur le triangle Ankl, la valeur constante du 
potentiel <Pnkl peut être estimée par + @k + ) (voir figure 2.2b). On a dors 
3 
et on retrouve la méthode du potentiel constant. 
Les définitions des fonctions hn(F) pour la méthode du potentiel constant aux 
centroïdes (van Oosterom et Strackee) et pour la méthode du potentiel Linéaire aux 
sommets (de Munck) satisfont toutes les deux les conditions (2.9) et (2.14) nécessaires à 
la résolution du problème, et les deux approches utilisent une formulation analytique 
Figure 2.2. Exemple d'un élément de discrétisation, illustrant les approximations décrites dans le texte 
pour : (a) la méthode des sommets avec une interpolation linéaire du potentiel et (b) la méthode des 
centroides avec un potentiel constant. 
* 
exacte pour Q et R , respectivement, afin de calculer a, quand m # n . Notons que, 
pour la formulation de l'équation (2.18)' comme pour la formulation de l'équation (2.23)' 
le cas m = n n'est pas défini, mais, de toute façon, dans la formulation de l'équation 
intégrale du potentiel, ce cas a été traité séparément. Un voisinage infiniment petit du 
point décrit par a été exclu de l'intégrale dans l'équation (2.7). Cependant, dans 
toutes les implémentations numériques, un élément (ou une portion de plusieurs éléments 
adjacents) de dimension non négligeable a été enlevéy mais cette erreur peut être en partie 
compensée dans la définition de la diagonale. Notons qu'en général, il est difficile de 
calculer les angles solides ! X ( S , ;  Fm ) et ~ - ( Ê ( r n ,  ); Fm) , mais qu'en prenant 
ces facteurs disparaissent tout en préservant l'égalité 
(2.24) 
(2.15) et donc la singularité de la 
matrice A. Pour la seconde méthode (l'approche du potentiel linéaire), les quantités 
contribuant aux sommets adjacents aux points d'observation pour les triangles contenant 
les deux sommets sont nulles dans l'équation (2.23). Effectivement, (Fm - 7 )  - ii de 
l'équation (2.21) représente la distance perpendiculaire du sommet m au plan passant par 
le triangle Ankl. L'utilisation d'éléments plans peut alors introduire une perte 
d'information supplémentaire (de notre modèle numérique par rapport aux surfaces qu'on 
cherche à modéliser) dans les coefficients de la matrice non diagonaux a,, a, ..., 
1 2 
respectivement, oii ml, rnz, ..., sont les sommets adjacents a m (voir figure 2.3). De 
Figure 2.3. Illustration des zones manquantes dans le calcul des angles solides pour (a) la méthode des 
centroïdes avec un potentiel constant et @) la méthode des sommets avec une interpolation linéaire du 
potentiel. Les parties foncées en (a) et (b) indiquent les zones où les quantités R et ne, 
respectivement, sont nuiles. 
plus, quand l'équation (2.24) est utilisée pour calculer a, , l'erreur sera transmise à la 
diagonale. Cependant, pour un modèle de la tête donné, il n'est pas nécessaire de placer 
toute la quantité manquante sur la diagonale et une portion peut être distribuée aux 
coefficients voisins non diagonaux. Meijs et al. (1 989) et Heller (1 990) ont suggéré des 
méthodes pour compenser cette perte d'information en remplaçant les triangles plans par 
un ou plusieurs modèles non plans pour calculer l'effet d'un sommet sur ses sommets 
voisins. Ces deux méthodes supposent, toutes les deux, que les surfaces réelles sont 
localement sphériques, et ne different que dans la manière dont la distribution aux 
éléments voisins est calculée. Meijs utilise un seul cap sphérique pour modéliser un 
sommet et tous ses voisins, tandis que Helier utilise un triangle sphérique à la place de 
chaque triangle plan adjacent à un sommet en calculant cet effet. Mais les deux 
approches introduisent un facteur approximatif dans les équations analytiques, en 
particulier dans le cas de Meijs, car il est rarement possible de passer un cap sphérique 
par tous les voisins d'un sommet, surtout pour un modèle de géométrie réaliste, et une 
teiie recherche nécessite une optimisation plutôt élaborée. Pour cette raison, seuls les 
résultats expérimentaux de l'approche de Heller sont présentés dans le chapitre 4. 
Notons que Ferguson et Stroink (1997) suggèrent que, globalement, les approches de 
Meijs et de HeUer donnent une précision semblable. Mais, tandis qu'elles peuvent 
améliorer les résultats pour des surfaces sphériques pour lesquelles elles sont adaptées, 
elles peuvent aussi les empirer dans le cas de surfaces contenant des coins pointus ou des 
zones de grande courbature comme on pourrait en trouver dans un modèle de géométrie 
réaliste. 
2.3 Approche du problème isolé 
Si une des régions dans un volume conducteur a une conductivité relativement 
basse par rapport aux conductivités des autres régions, les erreurs numériques sont 
amplifiées (Meijs et al., 1987; Hhalainen, 1987). Pour un modèle de la tête humaine, où 
le crâne a une conductivité relativement basse, les potentiels plutôt élevés sur le cerveau 
ne sont pas affectés mais les potentiels sur le crâne et sur le cuir chevelu sont faibles et 
très sensibles aux erreurs numériques. Supposons que seule la région qui correspond au 
crâne, soit la région Vm-l ou 3 1 m 1 M (voir figure 2.4), ait une conductivité 
relativement basse. Hiindainen et Sarvas (1989) ont suggéré que ces erreurs peuvent 
être réduites en calculant d'abord le potentiel isolé sur les surfaces internes au crâne, les 
surfaces Sm à SM, en supposant que le crâne est un isolant parfait. L'approche du 
problème isolé consiste alors à écrire la distribution du potentiel CD comme la somme de 
deux parties : le potentiel isolé calculé en supposant que la conductivité de la région 
Vm-i est nulle et le potentiel restant défini par 
@(F) = QO(F) + mR(F) .  
Figure 2.4. Reptésentation schématique d'un volume conducteur constitué de N surfaces fermées. Les 
sudaces sont représentées par des arcs mais peuvent être arbitraires. La région (ml) a une conductivité 
relativement basse et divise tout le volume conducteur en surfaces internes (Ss ,s = m a M) et externes 
Le potentiel isolé (Do sur ies surfaces externes au crâne' S1 a Sm-1, est constant et peut 
être choisi égal à zéro, puisqu'aucune source n'est présente et puisque les courants dans 
ces régions externes sont nuls. Soit 
0, (P )  = O 
pour R E Sr quand Sr = S1 à Sm-1 où R est décrit par le vecteur de position F . En 
utilisant l'équation (2.7)' 
quand Sr = Sm à S M .  Dans l'équation ci-dessus oo = oiR-(S,;F) pour Sr = Sm et 
wo = O;S~-(S,. ; F )  + o;'n-(Ê(~); F )  pour Sr = à SM. En remplaçant (2.25) 
deux fois dans l'équation (2.71, on obtient le potentiel restant Q R  , 
où = aJ2- (Sr ;  F) + dS2- (Ê(F); F) pour toute surface Sr . On peut additionner le 
terne k0 (1. )VI (-) - des deux côtés de l'équation (2.26)' et remplacer 
les deux premiers termes de droite de l'équation (2.27) avec cette nouvelle équation. En 
notant que oo - aR = -c;,+a-(Ê(~);?) pour Sr = Sm et w0 - uR = O pour Sr = 
à SM, l'équation du potentiel restant QR peut s'écrire sous une forme analogue à celle 
de l'équation (2.7), 
où le terne source @z(F) est donné par Weijs et al., 1989) 
r 1 
en rappelant que R-(Sr; F) + R-(Ê(F); P )  = 47r et que (F) = 0 pour Sr = Si à 
sm-~ . Les équations (2.26) et (2.28) sont toutes les deux des équations intégrales de 
Fredholm du second type et peuvent être résolues numériquement (voir section 2.2). Si 
plus d'une région dans le volume conducteur a une conductivité relativement basse, 
l'approche du problème isolé peut être utilisée plusieurs fois. Mais, comme on l'a 
mentionné précédemment, il est généralement impossible de calculer les angles solides 
n-(sry) et R-@(F);F) et cette fois ils sont dans le terme source (voir équation 
(2.29)). 
Maintenant, si l'on considère que l'interface Sm entre les régions de basse et de 
haute conductivité est la surface la plus interne, c'est-à-dire que Sm = S M .  la somme de 
droite de l'équation (2.26) est nulle et on peut alors écrire 
pour Sr = Sm et = O pour Sr = SI à Sm-L - On peut multiplier les deux côtés de 
- 
L'équation ci-dessus par - (o, - O , )  et remplacer la nouvelle équation dans l'équation 
(2.27) dans laquelle Sm = SM. En rappelant encore une fois que 
R-(Sr; F) + Q-(Ê(F); P) = 47, on obtient l'équation (2.28) mais avec wiîmalainen et 
Sarvas, 1989) : 
Cette fois-ci, l'expression pour le terme source ne contient pas l'angle solide R-(Sm ; F) . 
En utilisant l'approche du problème isolé, I'arnplification des erreurs numériques 
est diminuée car le volume conducteur utilisé pour calculer le potentiel isolé <Po ne 
contient pas de régions de basse conductivité, et le potentiel restant QR ne montre pas 
non plus d'amplification d'erreur avec réduction de a;. Meijs et al. (1989) donnent les 
deux arguments suivants pour justifier la dernière constatation : 1) le nouveau terme de 
source pour (DR est proportionnel à o$ (équations (2.29) et (2.30)) et 2) l'amplitude de 
aR est petite sur les surfaces internes (Le., quelques pour cent du potentiel total a) et 
est réduite quand a; est diminuée, étant donné que, pour le calcul de (Do, la 
conductivité 0; est supposée nulle. Alors, comme le terme de source et le terne de 
volume de mR (équation (2.28)) vont être réduits quand a; est diminuée, 
l'amplification de l'erreur va être réduite si l'approche du problème isolé est utilisée. 
Notons que, quand la surface peut être considérée comme lisse (Barnard et al., 
1967) - ce qui est le cas pour l'approche des centroïdes avec un potentiel constant - on 
sait que C ( S , ;  Fm) = a-(Ê(F); G)  = 21r. On peut alors utiliser l'approche du 
problème isolé pour le cas général (l'équation (2.29) avec 4 z  - R- (Sm; F )  = 2~ ), où 
l'interface intérieure Sm entre la région de basse et de haute conductivité n'est pas 
nécessairement la plus interne, ce qui améliore davantage les résultats pour ce type de 
volume conducteur. Cela est le cas quand, par exemple, on considère une région 
contenant le liquide cérébro-spinal entre le cerveau et le crâne. 
CHAPITRE 3 MÉTHODE RÉCIPROQUE POUR LA RÉSOLUTION DU 
PROBLÈME DIRECT 
3.1 Dérivation des équations 
Comme dans le chapitre 2, on considère les surfaces S, (s = 1, 2, ..., M), fermées 
et non sécantes, séparant les régions homogènes Vs (s = 1, 2, ..., M) distinctes de 
conductivité isotrope os. Considérons la différence de potentiel entre deux électrodes 
placées sur la surface externe Si du volume conducteur et due à un dipôle à l'intérieur de 
ce volume. Selon le théorème de réciprocité, cette différence peut être obtenue en 
calculant le champ électrique à l'emplacement de ce dipôle quand un courant unitaire est 
injecté par une des deux électrodes et retiré par l'autre. On cherche donc à calculer le 
champ électrique résultant de cette injection de courant au point du volume conducteur 
qui correspond au dipôle. Pour les méthodes comme les éléments finis (FEN, où le 
volume conducteur en entier est discrétisé en éléments volumiques, le calcul du potentiel 
et du flux de l'élément qui contient le dipôle amène directement au champ électrique à ce 
point (le champ électrique correspond au gradient du potentiel). Mais, pour la méthode 
des éléments de fiontieres (BEM), cela nécessite le calcul préaiable du potentiel et du flux 
de courant sur la surface qui englobe la région contenant le dipôle. Dans une deuxième 
étape, ce potentiel et ce flux sont utilisés pour estimer le champ électrique à 
l'emplacement du dipôle qui nous intéresse. 
Soit I ( F )  I'intensité du courant rentrant en un point R (caractérisé par le vecteur 
F ) de la surface externe SI du volume conducteur. On a l'expression suivante pour 
W )  
où Y est le flux rentrant dans le volume conducteur. L'intégrale est prise sur un 
voisinage Ê(F) du point R quand Ê(F) tend vers {F} . Pour le problème réciproque, on 
sait que I ( F )  = 1 au site du courant injecté, I ( F )  = -l au site du courant retiré, et 
I ( F )  = O partout ailleurs sur la surface Si. 
Pour le restant des potentiels et des flux, la formulation de la BEM pour une 
injection de courant repose encore une fois sur la seconde identité de Green. E n  
rappelant que VS,(V,) dénote que la somme est prise sur toutes les surfaces S, qui 
délimitent un volume quelconque Vr du volume conducteur, on a 
I avec tp = - et 4 = , où Ir - F'l et sont définis comme avant. Cependant, cette IF - 71 
fois-ci on ne veut plus éliminer l'expression représentant le flux. Les équations (2.2) 
pour les différents volumes V, peuvent alors être traitées séparément plutôt que de 
prendre leur somme comme dans le chapitre 2. De plus, le volume conducteur ne 
contient aucune source de courant et le potentiel est décrit par l'équation de Laplace : 
Dans cette formulation réciproque, les sources ont effectivement été déplacées aux sites 
d'injection de courant. En notant que dS = i i  dS . où ii est la nomale à la surface S, 
vers l'extérieur du volume V, , l'équation (2.2) devient 
où Y = crVO ii est le flux rentrant dans le volume V, . 
L'intégrale de gauche de l'équation (3.2) est la même que celle du deuxième 
terme de gauche de l'équation (2.5). Alors, en choisissant le point R à I'intérieur du 
volume Vr l'intégrale sera égale à - 4no;O(F). D'où, 
Pour calculer les potentiels et les flux de surface, on considère que le point d'observation 
R est idkirnent près d'une des surfaces VS,(Lrr) mais strictement à l'intérieur du 
volume V,. La singularité qui apparaît alors dans la seconde intégrale de droite dans 
l'équation (3.3) quand F' s'approche de F peut être sortie de l'intégrale comme dans le 
chapitre précédent. Soit ( ( F ) )  l'angle solide soutenu par Ê(F) au point 
d'observation R quand Ê(F) tend vers (F} , on obtient 
* 
La singularité de la première intégrale de droite de l'équation (3.4) est traitée dans la 
section 3 -2, 
L'équation (3.4) est l'équation intégrale pour le potentiel et le flux de surface 
dans le cas d'une région homogène de conductivité isotrope (Brebbia et Dorningueq 
1989)' et une équation semblable peut être écrite pour chaque volume Vs du volume 
conducteur. À partir des flux connus de la surface externe (équation (3. 1))' il est possible 
de résoudre numériquement le système d'équations formé par tous ces volumes pour les 
distributions de potentiel et de flux sur toutes les surfaces (voir section 3.3). En 
comaissant celles-ci, il est également possible de calculer la valeur du potentiel, ou ses 
dérivées, à l'intérieur des surfaces en question en utilisant l'équation (3.3). Soit F> le 
volume qui contient toutes les sources dipolaires (par exemple, le cerveau). On veut 
donc trouver le champ électrique Ë(F) à un certain point R à l'intérieur du volume V, . 
Dans ce cas, R est strictement à l'intérieur des surfaces VSs(V,) et les intégrales de 
l'équation (3 -3) ne sont pas singulières. D'après l'équation (1.1), soit E(P) = -V@(F), 
et l'équation (3.3), on peut écrire 
cartésiennes du champ électrique au point R , et x, y, z sont les coordonnées cartésiennes 
de ce point. Maintenant, en utilisant l'équation (1.6)' on peut trouver la différence de 
potentiel entre les électrodes de surface, due à un dipôle de courant situé au point R . 
3.2 Discrétisation des équations 
Comme on l'a vu auparavant, on décompose les surfaces S, en N: éléments 
A?) qui ne se coupent que suivant leurs fkontières communes. L'équation (3.4) 
applicable au volume V, devient donc 
NP 
a, (4a - C2(Ê(F); F))@(F) = 1 Y ( F '  ) P d s 1  
F-7'1 
Qqvr 1 f=l *y 
L'équation (3.6) peut être résolue de façon approximative en choisissant deux 
N(') ~ ( ' 1  
ensembles de fonctions (h$) (F)],,i et {&) (P)],l , et un ensemble de IV(') points 
~ ( ' 1  
discrets sur les surfaces VS,(V,) décrits par les vecteurs de position {Fm },=1 , tels que : 
0.1 - hn (rm) = 8nm Y (3 - 7) 
Notons que N(') = N, , où Ns est le nombre de points discrets sur la surface S, . 
=* cvr 1 
On peut estimer le potentiel avec l'expansion 
et de même pour le flux, 
- .  
Y (F) = (7) y 
où les coefficients <PI') et Y:') représentent les inconnues, dont on détermine les 
valeurs en contraignant &(F) et *(F) à satisfaire l'équation (3.6) aux points discrets 
- 
caractérisés par ij . Pour un point R E VSs (V, ) caractérisé par le vecteur F = r, , nous 
avons &(% ) = et Y ( F ~  -,> = Y:) , d'après les équations (3.7), (3.9), et (3.8), (3.1 O), 
respectivement. Donc, en regroupant les potentiels d'un côté et les flux de l'autre, nous 
obtenons 
~ ( ' 1  
Si l'on varie Fm sur l'ensemble de points discrets {i&=l , l'équation (3.1 1) se 
réduit a 
ucr>@<r) = ~ ( " y < r '  
.J (3.12) 
où d') et Y(') sont les vecteurs colonnes de dimension N(') contenant, 
respectivement, les potentiels et les flux des surfaces VSs(Vr). Les coeficients des 
matrices LI(') et Q(') (dites matrices d'influence) sont donnés par 
r 7 
respectivement. 
Le problème est encore une fois mal posé. En supposant qu'on connaisse le flux 
(qui est proportionnel au gradient du potentiel) sur toutes les surfaces VS,(V,), il est 
évident que le potentiel ne peut être calculé qu'à une constante près. Comme dans le 
chapitre 2, le lien entre nos équations discrètes et le problème réel, physique est assuré 
par la condition 
h, (T) = 1,  C "' 
où F décrit un point d'une des surfaces VSs(y,), et on peut écrire 
en notant que l'intégrale ci-dessus est égale à - (4z - R(Ê(F, ); Fm)) pour toutes les 
surfaces VSs(Yr) . Ceci implique que le flux est nul sur toutes les surfaces délimitant un 
volume quand un potentiel uniforme est appliqué sur ce volume, ce qui est le cas 
physiquement. Le vecteur (1, 1, ..., 1) de longueur N(') est donc un vecteur propre de 
O(') de valeur propre zéro et la matrice est singulière (voir section 3 -3). 

l'aire du triangle Ai . On déduit l'expression des coefficients non diagonaux de la matrice 
u à partir de l'équation (3.13)' 
et ceile des coefficients hors diagonaux de Q(') à partir de l'équation (3 M), 
où A, = quand le triangle n est sur la première surface Ssl délimituit le volume 
Vr A, = A"~)  A quand le triangle est sur la seconde surface et ainsi de suite. Les 
n-%l 
intégrales des équations (3.1 8) et (3.1 9) peuvent être approchées numériquement sur 
plusieurs types d'éléments en utilisant l'intégration par points (Brebbia et Dominguez, 
1989). Les coefficients des matrices u(') et Q(') pour le cas où m t n sont donnés par 
(voir annexe A3) 
où pn est l'aire du triangle n et &, = (T'-Fm) - Z est la distance perpendiculaire du 
point m au plan passant par le triangle n, et 
Les intégrales sont alors estimées en les évaluant en N p  points sur chaque triangle et en 
prenant la somme pondérée de ces valeurs (w, est le poids associé au point B. Il est 
évident qu'un plus grand nombre de points améliora l'approximation. Cependant, l'ordre 
de la quadrature de Gauss pour les triangles dépasse rarement treize points (voir annexe 
A3) .  
Notons que l'équation (3.18) peut aussi être écrite sous la forme (voir chapitre 2) 
u ~ A  = -orC2(An 9 -7 nt ) , ( m * n )  
où Q(A,;Fm) est l'angle solide total soutenu par le triangle A, au point m. Dans ce 
cas, une expression analytique, comme l'équation (2.18) (van Oosterom et Strackee, 
1983)' peut aussi être utilisée pour évaluer cette intégrale. Actuellement, il n'existe pas 
d'expression analytique pour l'intégrale de l'équation (3.19)' ni d'ailleurs pour les 
intégrales de l'équation (3.17). 
3 -2.2 Méthode du potentiel et du flux linéaires aux sommets de triangles plans 
Les éléments de discrétisaîion pour une surface sont usuellement les triangles. En 
supposant que le potentiel et le flux varient de façon linéaire sur des triangles plans, tout 
en restant continus d'un élément à l'autre, les points discrets sont maintenant les sommets 
- 
des triangles (soient F, , rk , et 6 les vecteurs aux sommets du triangle Ankl, où n, k, I 
sont ordonnés dans le sens trigonométrique positif vu d'un point extérieur mais près du 
triangle). Les fonctions h r )  (F) et &) (7) pour cette méthode sont données par 
r d(F;%; fi) h p ( Q  = 7 FE Ankl d(F,;q;q) 
I = O sinon, 
I = O  sinon, 
pour chaque triangle Ankl qui contient le sommet n caractérisé par le vecteur position 
F, , et d(Fn ; c; 5 ) est le déterminant du triangle A, . Les fonctions atteignent la valeur 
1 au sommet n, et s'annulent au côté opposé des triangles dont n est un sommet. Notons 
que les avantages mentionnés au chapitre 2 de l'utilisation des sommets plutôt que des 
centroïdes des triangles sont encore valables pour le problème réciproque. Les 
coefficients non diagonaux de la matrice u(') de l'équation (3.13) sont alors 
et de la matrice Q(') de l'équation (3.14), 
où VA,(w) dénote que la somme est prise sur tous les triangles Ankl incluant le sommet 
n. Les intégrales des équations (3 -24) et (3 -25) pour un potentiel et un flux à variation 
linéaire sur chaque triangle, associés à leurs valeurs aux sommets de ce triangle, peuvent 
aussi être approxhées numériquement en utilisant l'intégration par points. Donc, pour le 
cas où rn t n, les coefficients des matrices u(') et Q(') sont (voir annexe A.3) 
OU est la distance perpendiculaire du sommet m au pian passant par le triangle 
Ankl et pnkl est l'aire de ce triangle. En écrivant l'équation (3.24) sous une forme 
semblable à celle de l'équation (2.20), 
les coefficients de la matrice u(') peuvent être évalués analytiquement, comme pour la 
méthode du potentiel constant, en utilisant l'équation (2.23) (de Munck, 1992) présentée 
dans le chapitre 2. 
Dans les sections précédentes, on a supposé que le potentiel et le flux étaient 
constants ou variaient de façon linéaire sur chaque élément. Mais, en général, ils peuvent 
avoir une variation plus complexe, auquel cas nos fonctions d'interpolation restent des 
approximations. En plus, leurs comportements fonctionnels respectifs ne sont pas du 
même ordre, vu que le flux est proportionnel à la dérivée du potentiel. Cependant, en 
pratique, il est beaucoup plus simple de prendre la même fonction pour les deux. Ce qu'il 
faut noter, c'est que sur certains éléments il y aura une très grande variation du potentiel 
et du flux, notamment sur les éléments près des sites d'injection de courant. La solution 
est donc particulièrement sensible à toute erreur numérique dans les intégrations sur les 
triangles proches de ces sites. Mais les électrodes d'injection de courant sont à des 
emplacements connus dans la méthode réciproque. Ces emplacements sont les sites des 
électrodes de mesure. Dans ce cas, on peut améliorer nos solutions en augmentant le 
nombre de points d'intégration (voir annexe A.3)' en raffinant la discrétisation existante 
de nos surfaces ou en prenant une fonction d'interpolation d'ordre supérieur sur les 
éléments aux alentours de ces points. L'approche la plus simple est d'augmenter le 
nombre d'éléments autour des sites d'électrodes de mesure sur la surface externe du 
volume conducteur et sur les autres surfaces si elles sont suffisamment près. MaIgré cela, 
en considérant les sommets de triangles, la normale et donc le flux (soit Y = q V @  4) 
ne sont pas définis à strictement parler et cela peut rajouter un facteur approximatif 
supplémentaire dans nos équations. En effet, pour la méthode du potentiel linéaire aux 
sommets de triangles, le flux au site d'injection de courant est estimée numériquement 
comme est l'aire triangle A ikl adjacent point 
i E SI (voir équation (3.1)). Cependant pour l'approche réciproque, on peut, en plus, 
utiliser une fonction d'interpolation d'ordre supérieur en insérant, par exemple, un 
quadrilatère curviligne sur lequel le potentiel et le flux varient de façon quadratique et 
chaque site d'électrode d'injection correspond au centre. Notons que, dans ce cas, la 
contribution de ces quadrilatères aux coefficients des matrices u(') et Q(') (équations 
(3.26) et (3.27)) sera modifiée, et la valeur du flux aux sites d'injection de  courant 
(équation (3.1)) devra être calculée numériquement (voir annexe A 3 ) .  
Comme on l'a déjà mentionné, certaines intégrales singulières peuvent apparaître 
en calculant les matrices d'influence. La plupart du temps, eiles correspondent aux 
diagonales de ces matrices quand le point d'observation se trouve sur l'élément même 
qu'on veut intégrer. Dans le cas de la matrice u('), tout comme la matrice A du 
chapitre 2, la valeur singulière a été sortie de l'intégrale (voir section 3.1) car les 
propriétés physiques du problème nous permettent de calculer séparément les coefficients 
de la diagonale. En notant que les définitions des fonctions h r ) (F )  et $(F) pour la 
méthode du potentiel constant et pour la méthode du potentiel linéaire satisfont toutes les 
deux les conditions (3.7)' (3.8)' et (3.15)' l'équation (3.16) nous permet effectivement de 
prendre : 
Pour la méthode linéaire, les intégrales de l'équation (3.26) contribuant aux sommets 
voisins d'un point d'observation sur le même triangle plan sont nulles. Les modifications 
pour des surfaces sphériques proposées par Meijs et al. (1989) et Heller (1990) dans le 
chapitre 2 s'appliquent aussi, dans ce cas, à la matrice u ( ~ ) .  Mais, en général, on doit 
évaluer directement ces intégrales et, même si eues ne sont pas exactement singulières 
(Fm -5 t O )  et même avec un grand nombre de points d'intégration, une intégration 
numérique de type quadrature de Gauss sera peu précise quand 7, est très proche de 5 . 
Pour la diagonale et les coefficients de la matrice Q(') conespondant aux voisins d'un 
point d'observation, il existe des solutions analytiques exactes pour les deux méthodes à 
base de triangles plans (voir annexe A.4). Pour les quadrilatères curvilignes, les 
coefficients de la matrice u(') et Q(') peuvent seulement être estimés numériquement. 
Dans l'annexe A.4, on décrit une approche plus précise pour ces intégrales singulières ou 
presque, qui consiste à diviser nos quadrilatères curvilignes en triangles plans. Notons 
que, pour des éléments qui ne sont pas plans, les intégrales de u(') contribuant aux 
sommets adjacents à un point d'observation sur le même élément sont non nulles : 
(7, - Pl) E * O .  Les modifications de Meijs et Heller, qui cherchent à compenser la 
perte d'information associée à l'utilisation de triangles plans dans notre modèle 
numérique (voir chapitre 2), sont bien sûr redondantes pour ces éléments curvilignes. 
3.3 Résolution du système matriciel 
En regroupant les matrices u(') d'un côté de l'équation (3.12) et les matrices 
Q ( ~ )  de l'autre pour tous les volumes V, (s = I, 2, ..., M )  du volume conducteur, on 
obtient un ensemble de N(') + N ( ~ )  + -.. + équations linéaires. Mais on cherche 
les valeurs de potentiel et de flux sur toutes les surfaces à pa* de la distribution du flux 
sur la surface externe, soit IV(') + 2 ( ~ ( ~ )  + + ... t inconnus. Cependant, en 
considérant les interfaces communes entre régions et les propriétés du potentiel et du flux 
à ces interfaces, il est possible d'assembler un système d'équations pour le volume 
conducteur en entier qui permet la résolution numériquement de ce problème. Comme on 
l'a vu auparavant, à la fois le potentiel et la composante normale du courant restent 
continus à travers une interface S,. Donc, sur chaque surface à l'intérieur du volume 
conducteur, on a les relations 
D;V@-. n = O-;VQ+ f i ,  
où les exposants + et -- dénotent que les valeurs sont prises juste à l'extérieur et juste a 
l'intérieur de la surface S, , respectivement. Notons que E est maintenant la normale 
positive (c'est-à-dire vers la région de conductivité oz) à la surface S, en question. 
Soit Y- = o;VW ii et Y+ = -<va+ - Z les flux rentrant et sortant d'une surface 
S,, respectivement. On a alors Y- = -Y+, et on peut définir les matrices U et Q 
telles que 
Pm =*fi, ??l,tl~\IS,v,) 
= O sinon, 
- (4 qmn - 9 m n .  m,n~vSs(Vr)  
=-qg, rn,n~Vs,(V,) et si V, englobe S, 
= O sinon. 
On obtient alors la nouvelle équation matricielle 
CJa=QY, (3 -29) 
où et Y sont les vecteurs colonnes contenant, respectivement, les potentiels et flux de 
surface de dimension NI + Nz + . . . t NM , où Ns signifie le nombre de points discrets 
sur la surface S, . 
En appliquant les conditions de fiontiere du problème (les valeurs des flux sur la 
surface externe SI (équation (3.1))) on résout le côté droit de l'équation (3.29) et on 
peut réécrire cette dernière sous la forme 
A Y = F ,  (3 -3 O) 
où A est une matrice carrée d'ordre Ni + 2(N2 + . .. + NM ) et Y est le vecteur colonne 
contenant toutes les inconnues (toutes les valeurs de potentiel suivies des valeurs du flux 
sur les surfaces internes du volume conducteur). La résolution de l'équation (3.30) 
nécessite l'inversion de la matrice A, mais le problème reste mal posé et la matrice 
singulière. En effet, le potentiel est toujours mesuré par rapport à une référence. 
Cependant, la matrice peut être régularisée en choisissant un potentiel de référence. À 
cette fin, le potentiel d'un point arbitraire peut être fixé ou la moyenne des potentiels sur 
la surface externe peut Etre forcée à zéro. Cette demière approche est semblable à la 
technique de déflation introduite dans le chapitre 2, mais la déflation au sens strict n'a pas 
été prouvée mathématiquement pour la matrice A en question (voir annexe A. 1). Notons 
que le gradient du potentiel, soit le flux, peut être numériquement très proche d'une 
simple différence de potentiel - une différence entre points de surfaces distinctes, alignés 
selon la normale d'un des points. En pratique, cette relation linéaire entre flux et 
potentiel affaiblit l'indépendance des équations (3.30), et la matrice A peut être 
relativement mal conditionnée même si elle reste numériquement inversible. L'effet exact 
de ce conditionnement sur la précision de nos solutions n'a pas été exploré, ni d'ailleurs 
l'amélioration éventuelle que pourrait apporter une résolution itérative du système 
matricielle, au lieu de la décomposition LU utilisée. 
CHAPITRE 4 RESULTATS ET DISCUSSION 
4.1 Modèle à trois sphères concentriques 
Plusieurs modèles de type éléments de frontières ont été construits. Chaque 
modèle représente trois sphères concentriques avec une surface intérieure (le cerveau) 
d'un rayon de 8.7 cm, une surface intermédiaire (le crâne) d'un rayon de 9.2 cm, et une 
surface extérieure (le cuir chevelu) d'un rayon de 10.0 cm (voir figure A.5.1). Une 
conductivité unitaire a été associée aux régions représentant le cerveau et le cuir chevelu, 
tandis qu'au crâne a été attribuée une conductivité de 1/80' en accord avec le modèle de 
A q  et al. (1981). Un modèle sphérique a été choisi pour que les potentiels de surface 
puissent être comparés avec ceux résultant d'une expression analytique (voir annexe k5) 
et que la précision du problème direct pour nos différentes méthodes numériques soit 
examinée. 
Les surfaces sphériques ont été divisées en triangles plans par lignes de longitude 
et de latitude. Le choix de triangles plans nous permet la comparaison de plusieurs 
méthodes sur un même modèle discret et la division en lignes de longitude et de latitude 
nous permet d'augmenter facilement le nombre d'éléments de discrétisation. Les 
simulations ont été effectuées sur cinq modèles du type trois sphères concentriques a 200, 
400, 600, 800, et 1000 triangles par surface, respectivement (voir figure 4.1). Un dipôle 
Figure 4.1. Cinq ordres de discretisation : (a) 200 triangles par surface, @) 400 triangles par surface, (c) 
600 triangles par surface, (d) 800 triangles par surface, et (e) 1000 triangles par surface. 
radial ou tangentiel d'amplitude unitaire a été placé successivement à différentes 
excentricités le long des axes z et x. Notons que la discrétisation est plus fine près des 
pôles nord et sud. La comparaison entre les résultats pour un dipôle excentrique sur les 
axes x et z, respectivement, permettra d'étudier l'effet d'une augmentation locale du 
nombre d'éléments près d'un dipôle sans varier le nombre total de triangles. 
4.2 Méthode conventio~elle pour la résolution du problème direct 
Dans cette section, les résultats du problème direct pour trois méthodes 
différentes du chapitre 2 sont présentés : la méthode du potentiel constant aux centroïdes 
de tiangles plans avec l'équation (2.18) pour l'angle solide (PC), la méthode du potentiel 
linéaire aux sommets de triangles plans avec l'équation (2.23) pour l'angle solide (PL), et 
la méthode PL avec la modification de Helier (199r1) pour l'angle solide (PL'). Avec une 
conductivité crânienne aussi faible, l'approche du problème isolé est indispensable pour 
toutes ces méthodes. Les erreurs numériques dues à l'utilisation des éléments de 
frontières ne sont pas complètement éliminées par l'approche du problème isolé, mais 
celles-ci sont en grande partie réduites. 
La précision des diffërentes méthodes conventionnelles est étudiée en calculant 
l'erreur relative (ER) sur chaque surface S, indépendamment, soit 
où an est le potentiel numérique résultant des simulations et le potentiel analytique 
(voir annexe AS) au point n de la surface S, et IVs est le nombre de points discrets sur 
cette surface. Dans le cas de la méthode du potentiel constant, le potentiel analytique au 
centroide du triangle est calculé en prenant le tiers de la somme des potentiels aux trois 
sommets de ce Enangle (voir section 4.4). 
Les figures 4.2 et 4.3 montrent l'erreur relative de la distribution de potentiel sur 
la surface externe SI et interne S3 pour un modèle à trois sphères concentriques à 1000 
triangles chacune, soit 3000 triangles en tout (l'erreur relative associée à la surface 
intermédiaire est très semblable à celie de la surface externe). En général, l'erreur relative 
est plus grande pour un dipôle radial (voir figure 4.2) que pour un dipôle tangentiel (voir 
figure 4.3) et elle augmente quand le dipôle s'approche de la surface (sa variation est plus 
prononcée dans le cas d'un dipôle radial). Notons que la distinction entre dipôles radiaux 
et tangentiels disparaît au fur et à mesure que le dipôle s'approche du centre du 
conducteur sphérique. À cause de la faible conductivité entre les surfaces S2 et Sg , on 
trouve une ER plus élevée sur la surface externe que la surface interne, à l'exception de la 
méthode du potentiel constant pour un dipôle excentrique. L'erreur plus élevée sur la 
surface interne dans ce cas est sans doute due à la supposition que le potentiel est 
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Figure 4.2. Comparaison des différentes méthodes conventionnelies PC, PL, et PL'. Erreur relative 
(ER) sur les surfaces externe et interne du modèle à 3000 élbments par rapport à l'excentricité d'un 
dipôle radial sur (a) l'axe z, et (b) l'axe x. 
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Figure 4.3. Comparaison des dinérentes méthodes conventiomelles PC, PL. et PL'. Erreur relative 
(ER) nu les surfaces externe et interne du modèle a 3000 éléments par rapport a l'excentricité d'un 
dipôle tangentiel sur (a) I'axe z, et (b) I'axe x. 
constant sur les éléments. En effet, les méthodes du potentiel Linéaire sont plus précises 
sur la surface interne, en particulier pour un dipôle excentrique, alors que la méthode PC 
donne de meilleurs résultats sur la surface externe. Cette différence de précision sur la 
surface externe entre les deux types de méthodes est surtout marquée pour un dipôle 
tangentiel. Les deux variantes de la méthode du potentiel linéaire (PL et PL') donnent 
des résultats presque identiques. Là où elles se distinguent le plus, c'est sur la surface 
interne dans le cas d'un dipôle excentrique selon x, l'axe où la discrétisation est la moins 
fine. 
L'erreur est d'autant plus sensible à la discrétisation d'une surface que la variation 
locale du potentiel est élevée. L'augmentation de la densité d'éléments aux pôles 
améliore dors les résultats pour un dipôle orienté vers ces zones de raffinement. Pour un 
dipôle tangentiel, cette amélioration est toujours vraie pour la surface externe (voir figure 
4.3), car un dipôle tangentiel sur l'axe x (orienté selon z) qui se situe toujours sous la 
zone de ratnnement de cette surface donne de meilleurs résultats qu'un dipôle tangentiel 
sur l'axe z (oriente selon x). Par le même argument, l'erreur relative devrait toujours être 
plus faible pour un dipôle radial sur l'axe z que pour un dipôle radiai sur l'axe x. Ceci 
n'est pas vrai pour des excentricités intermédiaires sur la surface externe du modèle à 
3 000 éléments (voir figure 4.2b), peut être dû au fait que l'erreur relative (ER) est biaisé 
en défaveur pour les dipôles radiaux sur l'axe z (voir section 4.4). Notons également, 
dans ce cas, le comportement irrégulier de l'erreur pour les méthodes du potentiel 
linéaire. 
Les figures 4.4 et 4.5 comparent les mêmes trois méthodes pour différents ordres 
de discrétisation à une excentricité dipolaire de 8.0 cm à laquelle l'erreur relative est 
particulièrement grande. Comme on l'a déjà mentionné, la distribution de potentiel sur 
les susaces du volume conducteur dépend étroitement de la manière dont ces surfaces 
sont discretisées. Un plus grand nombre de triangles augmente la précision des résultats, 
même si cette augmentation de précision diminue graduellement. Notons que la 
différence entre les méthodes PL et PL' devient rapidement négligeable en augmentant le 
nombre d'éléments, en particulier pour un dipôle sur l'axe z. Cela concorde bien avec les 
figures précédentes : la variante PL' ne semble améliorer la méthode du potentiel Linéaire 
(PL) que quand la discrétisation est relativement faible et le dipôle est excentrique. 
Avec les méthodes linéaires, l'erreur pour un dipôle excentrique et radial sur l'axe 
x a un comportement très irrégulier quand le nombre d'éléments varie. Cela rappelle 
l'irrégularité notée dans la figure 4.2b pour les mêmes méthodes à une excentricité 
semblable et est sans doute relie à la discrétisation plutôt grossière de l'axe x. D'ailleurs, 
cet effet, bien qu'il soit moins marqué, est aussi observable pour un dipôle radial avec la 
méthode PC (sur la surface interne) ou encore pour un dipôle tangentiel avec les 
méthodes PL et PL' (sur la surface externe). Il est probable que cette irrégularité est liée 
au manque de précision de nos modèles numériques et va disparaitre complètement en 
augmentant davantage le nombre d'éléments, étant d o ~ é  qu'elle n'est pas présente pour 
un dipôle moins excentrique ou pour un dipôle sur l'axe r où la discrétisation est plus 
fine. Néanmoins, pour toutes les méthodes et selon les deux axes, l'erreur relative sur la 
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Figure 4.4. Comparaison des différentes méthodes conventio~elles PC, PL, et PL'. Erreur relative 
(ER) sur les nirfaces externe et interne d'un modèle à 600, 1200, 1800,2400. et 3000 éléments pour un 
dipôle radial sur (a) I'axe z, et (b) l'axe x a une excentricité de 8.0 cm. 
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Figure 4.5. Comparaison des différentes méthodes conventionnelles PC, PL, et PL'. Erreur relative 
(ER) sur Ies surfaces externe et interne d'un modèle à 600, 1200, 1800,2400, et 3000 éléments pour un 
dipôle tangentiel sur (a) I'axe z, et @) I'axe x a une excentricité de 8.0 cm. 
surface externe associée à un dipôle radial excentrique reste très élevée, même dans le cas 
d'un modèle à 3000 éléments (de l'ordre de 30%). Ceci nous indique clairement la 
nécessité d'augmenter la discrétisation de nos surfaces pour tenir compte d'une 
excentricité dipolaire de 8 cm ou plus. 
4.3 Méthode réciproque pour la résolution du problème direct 
La méthode conventionnelle pour la résolution du problème direct est comparée à 
la méthode réciproque. A cette fin, on considère encore une fois la méthode du potentiel 
constant aux centroïdes de triangles plans avec l'équation (2.18) pour l'angle solide (PC). 
Une telle méthode employée pour l'approche réciproque sera notée WC. La méthode du 
potentiel linéaire aux sommets de triangles plans avec l'équation (2.23) pour l'angle 
solide (PL), une fois employée à l'approche réciproque, est notée RPL. La modification 
de Heller (1990) pour l'angle solide améliore peu la méthode PL et elle n'est donc pas 
considérée dans cette section. La méthode réciproque nous donne une différence de 
potentiel entre deux électrodes sur la surface externe du volume conducteur. Comme on 
l'a mentionne au chapitre 3, I'insertion de quadrilatères cuNilignes aux sites de ces 
électrodes pourrait améliorer davantage les résultats de la méthode du potentiel linéaire, 
notamment pour un dipôle radial excentrique. La méthode du potentiel Linéaire résultant 
de ce nouveau modèle sera noté RPLq. Pour réduire au maximum l'approximation 
introduite par l'utilisation de l'intégration numérique pour certaines des intégrales du 
chapitre 3, un grand nombre de points d'intégration est utilisé (13 pour les triangles et 
144 pour les quadrilatères (voir annexes A.3 et A.4)). Comparées à cette intégration 
numérique, les expressions analytiques (équations (2.18) et (2.23)) pour l'angle solide 
n'augmentent que légèrement la précision des résultats (voir section 4.4). 
Comme on l'a w dans la section précédente, l'erreur est particulièrement élevée 
aux sites s u  une surface où le gradient du potentiel est grand. Donc, plutôt que de 
calculer de façon exhaustive le potentiel à chaque point de cette surface, on ne prend en 
compte que les quatre paires d'électrodes présentées dans la figure 4.6. Les paires 
d'électrodes choisies sur les axes z et x nous permettent d'étudier l'erreur maximale pour 
un dipôle radial sur ces deux axes, respectivement. Les autres paires permettent de suivre 
cette erreur pour un dipôle tangentiel à différentes excentricités. Huit quadrilatères ont 
été pIacés à, et directement en-dessous, ces sites d'électrodes sur chacune des trois 
surfaces pour la méthode RPLq (voir figure 4.7). Soit 5 et Ca les diffërences de 
potentiel numérique et analytique, respectivement, entre la paire d'électrodes i. On 
calcule l'écart d'erreur relative FER) défini comme 
vi"-c 
EER = x 100%. 
a où Vmax et V& sont les valeurs maximale et minimale de la différence de potentiel 
analytique parmi les quatre paires d'électrodes pour un dipôle donné. L'écart d'erreur 
Figure 4.6. Schéma montrant les dinérentes positions d'électrode considérées. On s'intéresse à 4 paires 
d'électrodes : 1 et 5, 2 et 8, 3 et 7, et 4 et 6.  
Figure 4.7. Insertion de quadrilatères cunilignes aux sites d'injection de courant sur un modèle à 3000 
éléments. 
relative pour une paire d'électrodes est donc un pourcentage de l'écart des différences de 
potentiels pour toutes les paires d'électrodes. 
Les figures 4.8 et 4.9 montrent l'écart d'erreur relative maximal des paires 
d'électrodes considérées pour un modèle à trois sphères concentriques à 3000 éléments. 
Notons tout d'abord que la forme des courbes présentées ici pour les méthodes 
conventionnelles est semblable à celles des figures 4.2 et 4.3 pour la surface externe. Les 
commentaires de la section précédente pour la surface externe SI sont donc encore 
valables : la méthode conventionnelle du potentiel constant (PC) est plus précise que la 
méthode conventionnelle du potentiel linéaire (PL), en particulier pour un dipôle 
tangentiel. L'effet de l'augmentation de la densité d'éléments le long de l'axe z reste 
aussi le même : une amélioration des résultats pour un dipôle orienté vers les zones de 
raffinement. Encore une fois, la seule exception à cette amélioration est le cas d'un 
dipôle radial à des excentricités intermédiaires, notamment pour la méthode PC. 
Néanmoins, le calcul du potentiel analytique dans le cas du potentiel constant peut 
affecter de manière imprévisible le calcul de l'erreur (voir section 4.4). Notons que la 
comparaison quantitative des résultats pour un dipôle tangentiel sur les deux axes n'est 
plus très rigoureuse, car les paires d'électrodes montrant les erreurs maximales par 
rapport a l'axe z et l'axe x ne sont pas les mêmes. Notons aussi, une fois de plus, la chute 
de l'erreur pour un dipôle radial à une excentricité de 7.5 cm dans le cas de la méthode 
PL. 
DIPÔLE RADIAL (sur I'axe z) 
O 1 2 3 4 5 6 7 8 
excentricité (cm) 
DIPÔLE RADlAL (sur I'axe x )  
excentricité (cm) 
oïl 
Figure 4.8. Comparaison des dinérentes méthodes conventiomelles PC, PL et réciproques W C ,  RPL, et 
RPLq. Écart d'erreur relative @ER) maximal nir le modèle à 3000 éléments par rapport à l'excenuicité 
d'un dipôle radial sur (a) l'axe z, et (b) l'axe x. 
DIPÔLE TANGENTiEL (sur I'axe z) 
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Figure 4.9. Comparaison des dinérentes méthodes conventionnelles PC, PL et réciproques WC. RPL, et 
RPLq. Écaxt d'erreur relative @ER) maximal sur le modèle à 3000 éléments par rapport à l'excentricité 
d'un dipôle tangentiel sur (a) l'axe z, et (b) l'axe x. 
Globalement, la méthode réciproque améliore les résultats pour un potentiel 
constant ou linéaire, respectivement. Cependant, l'erreur résultante de la méthode RPC 
pour un dipôle tangentiel et excentrique est beaucoup plus élevée que pour la méthode 
PC (voir figure 4.9). Même avec la meilleure précision des méthodes RPL et WLq, on 
retrouve, encore une fois, des irrégularités associées à la méthode du potentiel linéaire. 
Pour la méthode utilisant les quadrilatères, on peut constater une erreur relativement 
grande pour certains dipôles de faible excentricité (figure 4.8b). En effet, cette méthode 
est assez sensible a la taille des quadrilatères, en particulier les quadrilatères plutôt larges 
sur l'axe x. En général, la méthode PC reste la plus précise à l'exception d'un cas très 
important : un dipôle radial, d'excentricité de 8.5 cm sur l'axe z. La méthode RPLq est la 
seule qui nous donne une erreur si faible pour un dipôle aussi près des surfaces (de 
l'ordre de 12%). Cela résulte, en partie, du raffinement de la discrétisation aux pôles car 
l'erreur est bien plus élevée pour un dipôle radial sur i'axe x à la même excentricité. 
Néanmoins, ces résultats indiquent que, pour des dipôles très excentriques, une 
combinaison de la méthode RPLq avec une discrétisation locale très fine est souhaitable. 
Les figures 4.10 et 4.1 1 sont semblables aux figures 4.4 et 4.5 de la section 
précédente. On y retrouve d'ailleurs les irrégularités observées à l'excentricité de 8.0 cm, 
en particulier avec les méthodes PL et EWL pour un dipole sur l'axe x. Cependant, la 
variante aux quadrilatères (RPLq) montre un comportement beaucoup plus régulier 
malgré le fait qu'elle utilise aussi un potentiel linéaire. Cela confirme bien que ce 
comportement irrégulier est directement lié à la discrétisation de nos sphères. En 
I 
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Figure 4.10. Comparaison des dinérentes méthodes conventionnelles PC, PL et réciproques WC, RPL, 
et RPLq. Écart d'erreur relative ( E R )  maximai nrr Le modèle à 600, 1200, 1800, 2400, et 3000 
éléments pour un dipôle radial sur (a) l'axe z, et (b) l'axez à une excentricité de 8.0 cm. 
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Figure 4.11. Comparaison des différentes méthodes conventionnelles PC, PL et réciproques WC, RPL, 
et RPLq. Écart d'erreur relative (EER) maximal sur le modèle a 600, 1200. 1800, 2400, et 3000 
éléments pour un dipôle tangentiel sur (a) I'axe z, et (b) l'axe z à une excentricité de 8.0 cm. 
regardant alors surtout l'axe z, la méthode réciproque améliore presque tous les résultats 
pour un potentiel linéaire, tandis qu'elle n'améliore que ceux d'un dipôle radiai pour un 
potentiel constant. La plus grande différence entre la méthode conventionnelle et 
réciproque semble être pour un dipôle radial sur l'axe z, où la méthode réciproque 
maintient un EER faible quel que soit le nombre d'éléments. En général, pour un dipôle 
d'excentricité de 8.0 cm, la méthode RPLq donne les meilleurs résultats. 
4.4 Discussion 
Notre hypothèse n'est pas que le modèle a trois sphères concentriques est une 
représentation réaliste de la tête humaine, mais plutôt que c'est la meilleure 
représentation possible qui permette le calcul de la précision du problème direct et la 
comparaison de toutes les méthodes présentées dans ce travail. Avec un modèle à quatre 
sphères concentriques (où l'on considère la région contenant le liquide cérébro-spinal 
entre le cerveau et le crâne), l'approche du problème isolé n'est possible qu'avec un 
potentiel supposé constant (voir chapitre 2). De plus, même si la discrétisation choisie 
n'est pas exactement irrégulière, elle contient quand même une certaine variabilité de 
taille et de forme des triangles. Des triangles équilatéraux - qui semblent améliorer la 
précision des résultats (Ferguson et Strouik, 1997) - pourraient favoriser davantage 
certaines méthodes (comme la méthode du potentiel linéaire avec la modification de MeiJs 
et al. (1989)), et la création d'un modèle plus réaliste uniquement à partir de ce type de 
triangie est rarement possible. 
Pour ce genre de modèle, comme pour un modèle plus réaliste, la faible 
conductivité du crâne devient le facteur critique. C'est pour cette raison que les résultats 
der sections précédentes dinerent de ceux présentés par Ferguson et Stroink (1 997) pour 
une sphère homogène et des méthodes semblables. Ils ont constaté que les moditications 
de Keller (1990) et Meijs (1989) pour l'angle solide augmentaient la précision de la 
méthode du potentiel Linéaire pour une sphère homogène, mais l'utilisation de l'approche 
du problème isolé semblent rendre cette amélioration moins importante. Notamment 
pour Heller, la seule amélioration constatée a été pour une discrétisation très faible et un 
dipôle très excentrique. De plus, ces modifications détériorent les résultats dans le cas 
d'un modèle de type non sphérique pour lequel elles ne sont pas adaptées (Ferguson et 
Stroink, 1997). 
Pour une discrétisation donnée, la méthode conventionnelle du potentiel constant 
donne une erreur plus faible que celle du potentiel Linéaire sur la surface externe du 
volume conducteur, et plus grande sur la surface interne. En effet, le choix d'un potentiel 
supposé constant sur les triangles, plutôt que linéaire, semble exclusivement affecter les 
résultats pour un dipôle excentnque sur la surface interne. Cependant, la méthode du 
potentiel constant nécessite environ deux fois plus de points discrets que la méthode du 
potentiel linéaire (voir chapitre 2), ce qui affecte le temps de calcul. Considérons le 
nombre de points discrets plutôt que le nombre d'éléments pour un dipôle sur l'axe z 
pour lequel l'erreur relative a une certaine régularité. On compare 600 et 1200 éléments 
pour la méthode PC à 1200 et 2400 éléments pour la méthode PL, respectivement, dans 
les figures 4.4a et 4.5a. La méthode du potentiel linéaire donne des résultats sur la 
surface externe identiques à la méthode du potentiel constant pour un dipôle radial et 
toujours moins bons pour un dipôle tangentiel. Ces résultats sont soutenus par Schlitt et 
ai. (1995) pour un modèle a trois sphères concentriques, discrétisées en triangle 
équilatéraux et ce malgré l'utilisation de la variante de Meijs qui est favorisée par cette 
discrétisation. Il faut noter que, pour le problème inverse, on ne s'intéresse qu'aux 
potentiels aux sites d'électrodes~ donc sur la surface externe où la méthode du potentiel 
constant est clairement meilleure. 
Pour cette méthode du potentiel constant, le potentiel andytique au centroïde du 
triangle est calculé en prenant le tiers de la somme des potentiels aux trois sommets de ce 
triangle. Il est évident que ce centroïde se trouve à l'intérieur de la sphère et le potentiel 
analytique sera alors sous-estimé par rapport à notre calcul numérique. Dans ce cas, 
l'erreur contient donc un facteur qui est indépendant de la méthode du potentiel constant 
et qui n'est pas présent pour les autres méthodes. Cette erreur supplémentaire disparaîtra 
de plus en plus en augmentant le nombre d'éléments. Ferguson et Stroink (1997) ont 
suggéré que le volume qu'on cherche à discrétiser devrait être inscrit à l'intérieur de la 
surface numérique pour donner de meilleurs résultats. Mais en général, ce serait très 
dificile car ces surfaces sont discrétisées à partir des sommets des triangles. De toute 
manière, il est évident qu'un volume inscrit favoriserait surtout la méthode PC et on a 
dkjà établi qu'eue était plus précise sur la surface qui nous intéresse. 
On a aussi étudié à quel point un raffinement local de la discrétisation nous permet 
de réduire l'erreur, en particulier pour un dipôle superficiel. Ceci semblerait être 
effectivement le cas, mais il faut tout de même noter certaines incohérences dans cette 
amélioration par rapport à l'erreur relative (ER). Cette erreur est calculée à partir de 
tous les points d'une surface. Comme on l'a déjà mentionné, l'erreur est d'autant plus 
élevée que le gradient du potentiel est grand. Quand un dipôle est orienté vers une région 
d'une surface, plus nombreux seront les éléments il y aura sur cette région, plus grand 
sera le nombre de points ayant un gradient élevé et donc une erreur élevée. Ce 
raisonnement s'applique aussi à un faible gradient de potentiel. Donc, pour un dipôle 
radial sur l'axe z (où le raffinement est plus poussé), il y aura beaucoup de points avec 
une grande erreur et peu de points, autour de l'axe x (où le raffinement est moins 
poussé), avec une petite erreur. Le contraire est vrai pour un dipôle radial sur l'axe x. Il 
est évident que cela pourrait biaiser l'ER en faveur de l'axe x, ce que l'on peut constater 
pour des excentricités intermédiaires dans la section 4.2. On pourrait éliminer ce biais en 
choisissant un certain nombre de sites comme, par exemple, les sites d'électrodes (voir 
figure 1.3) et en ne calculant l'erreur qu'à ces points, ce qui refléterait d'avantage le 
problème inverse (voir chapitre 5 ) .  
II est difficile de comparer nos résultats pour la méthode réciproque avec ceux de 
Fletcher et al. (1995)' car nos choix de discrétisation et nos sites d'électrodes diffèrent 
énormément. Mais, en considérant surtout la méthode conventionnelle du potentiel 
constant et la rnéthgde réciproque du potentiel linéaire avec des quadrilatères aux sites 
d'injection de courant (les plus précises), on arrive aux mêmes conclusions pour la 
surface externe. La méthode réciproque est plus exacte que la méthode conventionnelle 
pour un dipôle superficiel, mais moins pour un dipôle près du centre du conducteur 
sphérique. Dans Le cadre du problème inverse, il est important que l'erreur reste assez 
constante pour un dipôle à différentes excentricités. C'est davantage le cas pour la 
méthode RPLq, qui maintient une emeur relativement faible, même pour un dipôle radial 
d'excentricité très élevée. Comme on l'a mentionné dans la section précédente, cette 
erreur plutôt faible résulte également du raninement de la discrétisation aux pôles de nos 
sphères. Cependant, avec la méthode réciproque on connaît les sites qu'on doit raffiner : 
ce sont les sites d'électrodes d'injection de courant. Par contre, avec la méthode 
conventionnelle pour un dipôle quelconque, les surfaces devraient être raffinée partout. 
En plus, la meilleure configuration d'éléments pour ce rfinernent (taille des 
quadrilatères, proportion des triangles) n'a pas été étudiée dans ce travail, mais la 
méthode réciproque y semble assez sensible. 
On a mentionné qu'avec une intégration numérique aussi précise que celle utilisée 
dans ce chapitre, les expressions analytiques pour l'angle solide apportent peu à la 
précision globale de la méthode réciproque. En pratique, on essaye normalement de 
limiter le plus possible le nombre de points d'intégration pour réduire le temps de calcul. 
Dans ce cas, les expressions analytiques pourraient réduire davantage l'erreur de ces 
méthodes. Finalement, il existe une expression analytique pour un potentiel quadratique 
sur un triangle (de Munck, 1992)' mais cette approche nécessite davantage de points (les 
points à mi-chemin des sommets des triangles, sur leurs côtés). L'interpolation 
quadratique est surtout intéressante pour un nombre restreint d'éléments, notamment, 
comme avec l'interpolation linéaire, pour la surface interne. Donc, pour un nombre 
adéquat de triangles et dans le cadre d'une résolution éventuelle du probIème inverse, 
l'approche quadratique n'augmentera sans doute pas la précision de nos résultats. 
Cependant, dans ce travail, on s'intéresse surtout à la précision du problème direct et 
alors cette approche n'a pas été poursuivit. 
CHAPITRE 5 CONCLUSION 
La méthode conventionnelle, présentée au chapitre 2, et la méthode réciproque, 
présentée au chapitre 3, ont été testées sur un modèle à trois sphères concentriques. Les 
résultats de nos simulations sur des modèles allant de 600 a 3000 éléments ont été 
présentés au chapitre 4. Une source dipolaire dans le cortex a été représentée par un 
dipôle radial ou tangentiel à excentricité variable (voir chapitre 1). Un modèle sphérique 
a été choisi pour pouvoir estimer la précision du problème direct, mais la comparaison 
des différentes méthodes s'est fait dans l'optique d'une utilisation éventuelle d'un modèle 
plus réaliste de la tête humaine. 
La méthode conventionnelle du potentiel linéaire s'est avérée plus précise que 
celle du potentiel constant sur la surface interne, en particulier pour un dipôle superficiel. 
Alors que la surface interne est la plus importante pour les calculs du champ magnétique 
(Schlitt et al., 1995), le problème inverse en électroencéphalographie ne nécessite que les 
potentiels sur la surface externe du volume conducteur. Sur cette surface, la méthode du 
potentiel constant est la plus exacte, que l'on considère le nombre d'éléments ou le 
nombre de points discrets, en particulier pour un dipôle tangentiel. En effet, la 
supposition que le potentiel est constant plutôt que linéaire sur les éléments semble 
surtout influencer les potentiels de la surface intérieure. De plus, l'approche du pblème 
isolé, essentielle pour un modèle de conductivité réaliste de la tête humaine, n'est pas 
toujours utilisable dans le cas de la méthode du potentiel linéaire (voir chapitre 2) .  
L'avantage le plus important du potentiel linéaire, que ce soit la méthode conventionnelle 
ou la méthode réciproque, reste qu'il est plus facile à faire correspondre des sommets de 
triangles à des sites d'électrodes plutôt que des centroïdes, car les surfaces sont 
normalement discrétisées à partir de ces sommets. La modification de Heller (1990) pour 
l'angle solide ne semble pas améliorer les résultats de la méthode du potentiel linéaire 
pour une discrétisation adéquate. 
La méthode réciproque la plus précise est pour un potentiel linéaire avec des 
quadrilatères curvilignes à interpolation quadratique placés aux sites d'électrodes 
d'injection de courant. Notons qu'avec cette approche, au contraire de la méthode 
conventionnelie, on peut r&er certaines régions des surfaces considérées, sans 
connaître le dipôle en question. Les sites d'électrodes d'injection de courant sont 
connues : ce sont les sites d'électrodes de mesures (voir chapitre 3). L'application du 
théorème de réciprocité a pour effet de décaler les emplacements des dipôles aux 
emplacements d'électrodes sur la surface externe du volume conducteur. Tandis que la 
méthode conventionnelle du potentiel constant reste plus précise (sur la surface externe) 
pour un dipôle près du centre du conducteur, la méthode réciproque est plus exacte pour 
un dipde superficiel. En plus, l'erreur de la méthode réciproque varie beaucoup moins 
que celle de la méthode conventiomeiie pour différentes excentricités dipolaire, une 
caractéristique très importante pour le problème inverse. 
L'approche du problème réciproque donne une expression analytique décrivant la 
dépendance des potentiels de surface aux paramètres dipolaires. Il est donc possible de 
trouver les dérivées de ces expressions, ce qui permet 13utilisation de techniques 
d'optimisation comme celle de Levenberg-Marquardt (Marquardt, 1963) pour la 
résolution du problème inverse. Ces techniques ont tendance a converger bien plus 
rapidement que celle du simplexe (Nelder et Mead, 1965; 03Neil, 197 l), qui est le type 
d'optimisation nécessaire a la méthode conventionnelle pour un modèle plus réaliste de la 
tête humaine incorporant un très grand nombre d'éléments. Cet avantage, ainsi que 
l'erreur relativement stable de la méthode réciproque, promet de donner une solution 
particulièrement bonne au problème inverse. Cependant, la comparaison des dinérentes 
méthodes pour ce problème est un travail qui reste a faire. 
Éventuellement, un modèle plus réaliste de la tête peut être formé a partir 
d'images de résonance magnétique (MM) dans le cas du cerveau et du cuir chevelu, et à 
partir d'images tomographiques (CT) pour le crâne. Un tel modèle nécessitera sans 
doute un plus grand nombre d'éléments que ceux présentés dans ce travail. Dans ce cas, 
la précision des différentes méthodes ne pourra être comparée qu'à suite de la résolution 
du problème inverse, car une solution analytique au problème direct n'existe pas. La 
validation numérique des méthodes sur ce genre de problème amènera peut être à une 
application clinique éventuelle. Une première étape serait la localisation d'une électrode 
stimulante implantée dans le cerveau, ou la localisation de sources neurales connues. Le 
but à long terme serait la localisation de sites épileptiformes dans la planification d'une 
intervention chirurgicale pour des patients épileptiques. 
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ANNEXE A- 1 
La déflation matricielle 
La déflation consiste simplement à trouver une matrice D, dont les valeurs 
propres sont les mêmes que la matrice A à part les valeurs propres nulles &ynn et 
Timlake, 1968). Alors, plutôt que de résoudre l'équation (2.12), 
AQj,=G,  ( A l .  1) 
on cherche à résoudre l'équation 
D Y = G ,  (A. 1 -2) 
qui est non singulière et peut donc être résolue sans problème. G est le vecteur source 
proportionnel au potentiel dans un milieu infini de conductivité unitaire dû à un dipôle de 
courant dans le cerveau. Notons qu'en général, le vecteur solution Y n'est pas le 
potentiel a, mais il est possible de choisir la matrice D pour que soit facilement 
obtenu à partir de Y .  Sait 
ou e est le vecteur unitaire à N dimensions avec N le nombre d'inconnues et le vecteur 
T c o l o ~ e p  (où p dénote la transposée du vecteurp) est tel que : 
La solution Y de l'équation ( k 1 . 2 )  nous permet d'obtenir une solution particulière 0 
de I'équation (A 1.1) qui satisfait la condition : 
Lynn et Timlake (1968) ont pris un vecteurp de dimension N égale a 
où NI est le nombre d'inconnues pour la surface SI et les dimensions des vecteurs zéros 
sont IVZ, IV3. ..., N h f .  C'est équivalent à l'approche où la somme des potentiels sur la 
surface externe SI du volume conducteur est zero. Dans ce cas, = Y pour toutes les 
surfaces, car celles-ci sont contenues les unes dans les autres. 
ANNEXE A.2 
Calcul des éléments matricielles pour le potentiel linéaire 
De l'équation (2.21), et en notant que le déterminant du triangle A j M ,  
d ( q ; $ ; i j ) = q - ( $  x q ) ,  o n a :  
Soit Z, = Fk x 5 avec (j, k, Z) une permutation cyclique des vertices d'un triangle A jkr 
dans le sens trigonométrique, VU d'un point à l'extérieur de la surface mais près du 
* 
triangle. Puisque R ~ ( A  jM; ), qu'on notera Ri , ne dépend que de trois différences 
vectorielles, les équations se simplifient en choisissant le vecteur dans l'équation 
(A.2.1) à l'origine. Notons que F' peut être exprimé suivant deux vecteurs orthogonaux 
(voir figure A.2. 1)' 
F1=Ân+z7', (A.2.2) 
où 5 est la normale unitaire du triangle A jW vers l'extérieur de la surface, 2 = E F' est 
la perpendiculaire de l'origine jusqu'au triangle, et 2 est un vecteur qui est entièrement 
contenu dans le plan du triangle. Avec ces définitions, le dénominateur de I'equation 
(2.19) est égal à 2 4 ,  où p est l'aire du triangle A jkl . De (A.2.1) et (A2.2) on déduit 
Figure A.2.1. IUmûation de I'équation (A.2.2). Notons que est pris à l'origine. 
a @ m q  al n d  nuainos pi03 apgos apmcl anb s u o ~ o ~  
A b- 
L'intégrale de droite suit le périmètre du triangle, dans le sens trigonométrique, et en 
évaluant celle-ci avec l'équation (2.22)' on a (de Munck, 1992) 
et où p et y sont définis d'une façon semblable avec une permutation cyclique des 
d - indices (j, k, 0. Finalement, en remplaçant 5 , rk , r1 par 7 - Fm , 5 - Fm , 5 - Fm, 
respectivement, on obtient l'équation (2.23). 
ANNEXE A.3 
Quadrature de Gmss 
A.3.1 Éléments triangulaires 
Considérons un système de coordonnées obliques (ql, ) variant de  O à 1 sur les 
côtés d'un triangle (voir figure A.3.1). Les sommets (1, 2, 3) du triangle sont 
ordonnés dans le sens trigonométrique positif vu d'un point extérieur près du triangle. La 
transformation d'un élément de surface dS du système global cartésien de coordonnées 
(x,  y, z )  au système intrinsèque à l'élément de coordonnées (vi, 172) est donnée par 
dS =I J 1 d~ld?, , (A.3.1) 
où 1 7 1, le Jacobien, est égal a (Brebbia et al., 1984) 
avec 
(A. 3.3) 
Figure A.?. 1. Triangle pian. 
Notons que le vecteur de position F définissant un point d'un triangle peut s'écrire 
où les coordonnées (q, yl, z1) , (x2, y2, z2), (x3 , y3.23) définissent les sommets (1, 2, 
3) du triangle en question et 
Le vecteur de position f devient donc 
et les coordonnees cartésiennes d'un point du triangle peuvent dors être exprimées en 
termes de coordonnées obliques : 
= 7121 + i1222 f (1 - 71 - 172 ) ~ 3  - 
On peut simplifier cette notation en définissant une nouvelle coordonnée 173, qui n'est pas 
indépendante, de la façon suivante 
et les expressions pour les coordonnées cartésiennes d'un point du triangle en fonction de 
la position des sommets de ce triangle deviennent donc : 
En évaluant les équations (A.3.3) avec ces définitions, on peut montrer que le Jacobien 
pour un triangle plan est égale à deux fois l'aire de ce triangle. 
L'intégration numérique d'une fonction f sur la surface d'un triangle peut être 
effectuée en termes des coordonnées obliques ql, 72 ,  73 de la façon suivante 
où N p  représente le nombre de points distincts j, déf*s par les coordonnées v{, q~l, 
d ,  auxquels la fonction doit être évaluée et w ,  les poids associés à chacun de ces 
points (Brebbia et al., 1984). L'équation (A.3.5) défi& l'approximation numérique par 
la méthode de quadrature de Gauss d'une intégration de surface effectuée sur un domaine 
triangulaire. Cette méthode fut choisie parce qu'elle demeure Ia plus précise pour un 
nombre donnée de points. Les coordonnées triangulaires des points de calcul utilisées 
pour diffërentes valeurs de N p  et leurs poids associés sont rapportées au tableau (A.3.1). 
La méthode de quadrature de Gauss est utilisée pour estimer numériquement les diverses 
intégrales de d a c e  non singulières du chapitre 3. Pour la méthode du potentiel et du 
flux constants aux centroïdes de triangles plans, l'équation (3.18) peut s'écrire 
où gn (x, y, r) est la fonction d'interpolation sur le triangle A, , soit E, (x, y, z) = l pour 
un point d'intégration F(x, y, z )  sur ce triangle. À partir des équations (A.3. l), (A3.4), 
f 1 - et, en notant que V - * - ' (  ) ces coefficients pour le cas 
- Y  I ~ ~ - P ( x , y ' r ) l  3 '
rn # n deviennent : 
D'après l'équation (A3 -5)' cette intégrale peut être calculée numériquement, soit 
où pn est l'aire du tiangle A, et & , est la distance perpendiculaire du point rn au 
pian du triangle A,, soit &,, = (F(v1,q2 j -Fm) R(ql, 172)- On procède de la même 
façon pour l'équation (3.19) : 
Tableau A3.1. Quadrature de Gauss pour les triangles (Brebbia et al., 1984). 
En posant 3- = FP({, q$), on obtient les équations (3.20) et (3.21), respectivement. 
La valeur d'une quelconque fonction géométrique #(x, y, z )  peut être interpolée 
de façon linéaire sur la surface d'un triangle plan par l'entremise des valeurs de cette 
fonction aux sommets et de trois fonctions d'interpolation ck (x, y, z )  associés, telle que : 
(A. 3.6) 
D'une manière semblable à celle utilisée pour la dérivation des équations (A3.4), on peut 
montrer que 
et donc 
Notons que l'équation (k3.6) est semblable à l'équation (3.9) ou (3.10) pour la méthode 
du potentiel linéaire aux sommets de triangles plans (avec hg)(F) et & ) ( F )  définies 
dans les équations (3  -22) et (3 .Z), respectivement). Ainsi, les termes valent 
d(5-;F2;3) d(Fj;3;6) d(i;.;q;%) + , v{= , et = . Donc en procédant comme 
d(3; 5; 4 )  d(F2; Fj; 5 )  d(7j;q; 5 )  
pour un potentiel et un flux constant, les équations (3 -24) et (3.25) deviennent 
respectivement. Cette fois-ci &kr est l'aire du triangle Ankl, &2m,nkl est la distance 
perpendiculaire du point m au plan du triangle AnM,  et le point d'intégration J est d é f i  
i i par le vecteur 5 = F(q 772 ) . 
A.3.2 Éléments quadrilatéraux 
On considère maintenant un quadrilatère curviligne défini par 9 points sur lequel 
les coordonnées obliques (vl y 72 ) varient de - 1 à +1 (voir figure A.3 -2). Comme pour 
les triangles (équation (A.3 -4) et (A.3.6)), on peut écrire 
Figure A3.2. Quadrilatère quadratique à 9 points. 
Les fonctions d'interpolation q peuvent être générées en prenant les expansions des 
fonctions d'interpolation en une dimension. En considérant l'élément quadratique à une 
dimension allant du sommet 4 au sommet 6 (voir figure A3.2), on peut écrire (Brebbia et 
al., 1984) : 
Si on prend maintenant l'expansion de @4 , 4 5 ,  et q& dans la direction de 72 on obtient 
Le Jacobien 13 1 est résolu de la même façon que pour les triangles, soit en évaluant 
l'équation (A3.3). L'intégration de surface sur un quadrilatère peut être évaluée avec la 
méthode de Gauss de la façon suivante 
où les coordonnées et les poids des points d'intégration pour chaque dimension sont 
donnés dans le tableau (A3 -2). 
Tableau A 3  .S. Quadrature de Gauss pour les quadrilatères (Brebbia et al,, 1984). 
ANNEXE A.4 
Résolution d'intégrales singulières 
A.4.1 Éléments rriangulaires 
Les éléments de la matrice Q(') (voir chapitre 3) qui contiennent des singularités 
intégrables peuvent être, dans certains cas, évalués analytiquement en utilisant des 
coordonnées polaires. Pour un flux suppose constant sur un triangle plan et associe au 
centroïde de ce triangle, un système de coordonnées polaires (9'0) est défini localement 
sur un triangle Ak (voir figure A4.1) de sorte que l'équation (3.19), qu'on peut écrire 
sous la forme 
où % représente le point d'observation (le centroïde du triangle A k )  et F(x, y ,z )  
représente un point du triangle, devienne 
d'où 
Figure A.4.1. Definitions géoméîriques dans le cas d'un flux supposé constant sur un triangle plan Le 
point o représente le centroide du triangle et sert a diviser ce triangle en trois autres triangies d'aire pl ,  
p2 , et pl, respectivement. Notons que les aires pl ,  p2 , et p3 sont égaux. Un point arbitraire j est 
caractdrisé par les coordonnées 8, B . 
1 
Effectivement, dans les équations (A4.1) le terme singulier - a été éliminé des 
9 
intégrales. De la figure A4.1, on a &(O)sin(@ t al)=-, 2 ~ k  
3d23 
du triangle Ak . Avec ces définitions, la première intégrale à droite de l'équation ci- 
dessus peut être évaluée de la façon suivante : 
En faisant le même pour les deux autres intégrales de l'équation (A.4. l), on obtient donc 
(Brebbia et al., 1984) 
Maintenant, on procède de la même façon pour un flux supposé linéaire sur un 
triangle plan AIz3 et associé aux sommets de ce triangle. D'après l'annexe A 3 ,  
l'équation (3.25) pour un triangle peut se réécrire 
où %. représente le point d'observation (un des 3 sommets (ki = 1, 2, 3) du triangle 
A123 ). L'intégrale rk2 décrit la contribution du triangle au sommet k2 (k2 = 1, 2, 3) 
kl 
pour un certain point d'observation k l .  En définissant localement un système de 
coordonnées polaires ($ ,O)  sur le triangle A123 (voir figure A.4.2)' on peut écrire 
(Soucy, 1990) 
et on a les relations : 
Soit 5 le vecteur représentant le point d'observation (kl = 3) . Pour k2 = 1, on a alors : 
B 
= I sin(8 - O )  d:l sin (a) dB. 4 1 W P )  2 sin (0 + a) 
O 
Figure A.4.2. Définitions géométriques dans le cas d'un flux supposé linéaire sur un triangle plan. 
Notons que les perpendiculaires a = 9(8) sin(6 + a)  = d31 sin(a) , b = ~ ] ~ d ~ ~  sin(fl) = 8 sin@ - 8), et 
En sachant que 
si@ - 0)  = sin((a + p )  - (8 + a)) 
= sin(a + P )  cos(8 + a )  - cos(a + p) sin(@ + a), 
on obtient : 
1: = 
4 sin (a) 
2 sin( P) 
cos(@ + a )  
dB- J cos(a + p)  
sin2 (8 + a) sin(8 + a) 
O 
Un développement semblable nous permet d'évaluer I'intégrale 132, 
1: = b2d&M = 1 sin(@) d& sin ' (a)  
d23 W P )  2sin (B +a) 
dB, 
O O O 
qui devient : 
Pour k2 = 3 ,  le point d'observation, 
et, en notant que la première intégrale de droite est semblabIe à celles de la méthode du 
potentiel constant, on peut l'évaluer de la même façon : 
Les intégrales IL; pour kl = 1 et 2 sont évaluées de la même manière. 
A.4.2 Éléments quadrilatéraux 
Considérons I'intégrale de la forme 
où Aq est un quadrilatère curviligne à 9 points (voir figure A.3.2) et &k2 (x, y, z )  est la 
fonction d'interpolation quadratique du flux sur cet dément, associée à son sommet k2 
(k2 = 1, 2, . . . , 9). En utilisant les coordonnées obliques (qy ,772) définies dans I'annexe 
A.3, l'intégrale ci-dessus devient 
l'intégrale 1:; est singulière. Encore une fois, cette singularité peut être traitée en 
d'observation kl est sur le quadrilatère même, 
utilisant des coordomees polaires. À cette fin, pour un point d'observation kl à un des 
Gl - 7(v1, 12)1 devient O à ce point et 
9 points du quadrilatère Aq , on divise ce denier en Tkl triangies plans A,, t = 1, . . ., 
Tk, (voir figure k4.3) .  Ensuite pour chaque triangle A,, on peut introduire les 
coordonnées polaires (8,8) telles que 
En transformant le système de coordomees polaires ($ ,O)  dans un autre système de 
coordonnées obliques (u, v) , on obtient 
Figure A4.3. Exemple de division de quadrilatères cuMligne en triangles plans pour un point 
8 
d'observation situé au coin 1 (kl =1). Pour Tl : u = 9 c o s 8 - 1  et v = - 8 - 1 ;  pour T, : 
Ir 
OU $(u, V) = 4 (W))  + 4 Wv)) et e(v) = etm -  et^" V +  etm + etmin 
2 2 2 
(voir figure 
2 
A4.3). Notons que les définitions de $(u, v) et B(v) sont simplement un choix parmi 
d'autres, choix qui permet l'utilisation des coordonnees et des poids utilisés pour les 
autres intégrations sur un quadrilatère à 9 points (voir plus loin). Ces défiîitions nous 
permettent aussi d'écrire de = et- - otmin dv et d8 = 
2 
" (e(v)) du , car ~ ( v )  est fixé 
2 
dans l'intégrale intérieure de l'équation ci-dessus. D'après l'équation (A.3.1 O), cette 
intégrale peut être résolue numériquement de la façon suivante : 
où les coordomées (u,v) des points d'intégration et leurs poids associés Wi, w, sont 
donnes dans le tableau (A3.2). 
Notons que pour un point d'intégration près du point d'observation kl, on a 
où 8(ui,vJ) est la distance entre le point d'observation kl et la projection du point du 
quadrilatère cuMligne Aq définie par P(~Q (9(ui ,  1 4 ,  8(vi ))' q2 ($(ui , v j ) ,  8 (v j ) ) )  sur 
le triangle t, par rapport à la normale à ce point. Les termes 9(u',vJ) et 
1 - ( ( v J ) ( v  ) )  ( (  v ) 0 ) ) )  de 1 équation ci-dessus s'annulent 
alors quand le point d'intégration est prés du point d'observation et donc la singularité est 
éluninée. Au chapitre 3, on a mentionné que pour la matrice u('), l'intégrale de 
i' équation (3.1 3) sur un quadrilatère curviligne contenant le point d'observation est 
également singulière. Cependant, il est possible de montrer que la singularité 
-P(xy " de cette équation est du même ordre de celle de I'équation (3.14), soit 3 1% - w, Y Y al 
1 
(Hayarni et Brebbia, 1988) et cette singularité de bas ordre peut alors 1% - rc.9 Y ,  211 
être traitée de la même manière avec les coordonnées polaires. 
Potentiel analytique sur trois sphères concentriques 
Le potentiel @a analytique à un point arbitraire de coordonnées sphériques 
(r, 8, #) d'un modèle de trois sphères concentriques (voir figure AS.  1) est décrit par les 
expressions (Arthur et Geselowitz, 1970) 
où e est l'excentricité du dipôle radiai placé sur l'axe des z, et P," est un polynôme de 
Legendre associé. Les coefficients A,, B,, C,, D,, En, et F, dépendent des 
conditions de eontière : le potentiel et flux, c'est-à-dire la composante normale et donc 
radiale du courant, sont continus sur la surface S2 et S 3 ,  et le flux est nul sur la surface 
Si, c'est-à-dire 3 = 0. On a alors les cinq relations suivantes : 
r =rl 
Figure AS. 1. Modèle à 3 sphères concentriques. La sphère SI de rayon rl représente la surface externe 
du cuir chevelu (de conductivité ol ), la sphère S2 de rayon r2 représente la surface externe du d e  
(de conductivit6 oz), et la sphères, de rayon r3 représente la sutface externe du cerveau (de 
conductivité o3 ). 
(A. 5.7) 
(A. 5.8) 
En supposant que 01 = cq et en notant que, pour un dipôle radial d'amplitude 1 
n -1 et d'excentricité e sur l'axe z, A, =ne , Arthur et Geselowitz (1970) ont résolu le 
système de cinq équations ci-dessus pour le potentiel sur la surface externe, soit 
(A. 5.9) 
Considérons le cas où le rayon de la sphère externe est égale à 1. L'équation 
(A.5.3) nous donne, pour un point sur la surface Si , 
1 
Notons que, m i s  à part le facteur -, l'équation (k5.9) pour le potentiel sur la surface 
4 
externe ne contient que des rapports entre les rayons des trois sphères (et l'excentricité 
du dipôle). Si on prend maintenant un rayon quelconque rl mais qu'on préserve ces 
1 
rapports-là, il est évident que le potentiel ne changera que par ce facteur Donc, 
ri 
quelle que soit la valeur de rl, on peut écrire 
pour un point sur la surface externe. L'équation (A.5.3) pour un point sur la surface S2 
est donnée par : 
On a vu que le flux sur la surface S1 est nul, donc avec l'équation (A.5.3) on a la relation 
d'où 
nF, =(n+l)En.  
L'équation (A5.12) sert a simplifier l'équation (A5.10) pour la surface Si, 
et l'équation (A5 11) pour la surface S2, 
En comparant les équations (AS. 13) et (AS. 14)' on peut obtenir les potentiels sur la 
surface S2 en multipliant chaque terme de l'équation (A.5.9) pour le potentiel sur la 
surface S1 par le facteur 
En notant que A, et le côté droit de l'équation (A.5.5) sont maintenant connus, 
on peut résoudre le système de trois équations (A.5.4)' (A.5.5) et (AS.6) pour le 
potentiel analytique sur la surface interne. L'équation (A5.6) peut s'écrire : 
Soit cl = 03 et k = - O2 . En le remplaçant dans l'équation (A.5.4), on obtient 
0 1  
qu'on remplace, à son tour, dans l'équation (A. 5 3, soit 
Le côté droit de l'équation ci-dessus est entièrement connu et on peut maintenant trouver 
C,, D, et B,, ce qui permet le calcul du potentiel sur la surface interne S3 avec 
l'équation (A 5.1). 
Notons que pour un dipôle tangentiel placé sur l'axe des x, A, = en-' (Arthur et 
Geselowitz, 1970) et on peut montrer qu'il suffit de remplacer n~:(cose) par 
~,'(cos0)cos( dans toutes nos équations pour calculer le potentiel dans ce cas. Un 
changement d'axe (par exemple, si le dipôle est placé sur I'axe x plutet que I'axe z) 
revient à une simple rotation de nos sphères. 
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