The goal of this paper is to classify "finite subgroups in Uq(sl 2 )" where q = e πi/l is a root of unity. We propose a definition of such a subgroup in terms of the category of representations of Uq(sl 2 ); we show that this definition is a natural generalization of the notion of a subgroup in a reductive group, and that it is also related with extensions of the chiral (vertex operator) algebra corresponding to sl 2 at level k = l − 2. We show that "finite subgroups in Uq(sl 2 )" are classified by Dynkin diagrams of types An, D 2n , E 6 , E 8 with Coxeter number equal to l, give a description of this correspondence similar to the classical McKay correspondence, and discuss relation with modular invariants in ( sl 2 ) k conformal field theory.
Introduction
The goal of this paper is to describe a q-analogue of the McKay correspondence. Recall that the usual McKay correspondence is a bijection between finite subgroups Γ ⊂ SU (2) and affine simply-laced Dynkin diagrams (i.e., affine ADE diagrams). Under this correspondence, the vertices of Dynkin diagram correspond to irreducible representations of Γ and the matrix of tensor product with C 2 is 2 − A ij where A is the Cartan matrix of the ADE diagram (see [M] ).
The question we are trying to answer in this paper is to find a similar description of "subgroups in U q (sl 2 )" with q being a root of unity, q = e πi/l . Of course, since U q (sl 2 ) is not a group, we must first find a reasonable way of making sense of this question, which is one of the main goals of this paper. Paradoxically, even though it is rather difficult to formulate the question, there was little doubt what the answer should be. Namely, it was a common belief that the answer should be given by some Dynkin diagrams with Coxeter number equal to l. The justification is that this type of diagrams appear in two similar classification problems.
1. Cappelli-Itzykson-Zuber's classification of modular invariants of conformal field theories based on integrable representations of sl 2 at level k = l − 2 (see [CIZ] or the review in [FMS] ). In this classification only ADE diagrams appear. 2. Etingof and Khovanov's classification of the "integer" modules over the Grothendieck ring ("fusion algebra") of the semisimple part of category of representations of U q (sl 2 ) (see [EK] ). In this classification, all finite Dynkin diagrams and even diagrams with loops appear.
In fact, ADE diagrams appear in many other classification problems, some of them related to these ones -see a review [Z] . Most notably, ADE diagrams also
The first author was supported in part by NSF Grant #9970473. appear in the theory of von Neumann subfactors, which is related to the Cappelli-Itzykson-Zuber's classification (see [O] , [BEK] , [BEK2] ). In fact, many of our results are parallel to the results of [BEK2] . However, the constructions and proofs are different; this relation will be discussed in detail elsewhere.
In this paper, we propose the following definition of a finite subgroup in U q (sl 2 ). Let C be the semisimple part of the category of representations of U q (sl 2 ). Then by definition, a subgroup in U q (sl 2 ) is a commutative associative algebra in C, i.e. an object A ∈ C with multiplication morphism µ : A ⊗ A → A satisfying suitably formulated commutativity, associativity and unit axioms and some mild technical restrictions. We argue that this is the right definition for the following reasons:
1. If we replace C by a category of representations of a reductive group G, then commutative associative algebras in C correspond to subgroups of finite index in G. 2. If we replace C by a category of representations of some vertex operator algebra (which is good enough so that C is a modular tensor category, as it happens for all VOA's appearing in conformal field theory), then associative commutative algebras in C (with some minor restrictions) exactly correspond to "extensions" of this VOA; in other words, in this way we recover the notion of extension of a conformal field theory.
We show that for any modular category C a commutative associative algebra A ∈ C gives rise to two different categories of modules over A. One of these categories, Rep A, comes with two natural functors F : C → Rep A, G : Rep A → C; F is a tensor functor, so it defines on Rep A a structure of a module category over C. There is also a smaller category Rep 0 A; if A is "rigid", then both Rep A and Rep 0 A are semisimple and Rep 0 A is modular.
Applying this general setup to C being the semisimple part of category of representations of U q (sl 2 ), we see that the fusion algebra of Rep A is a module over the fusion algebra of C, which gives a relation with Etingof-Khovanov classification mentioned above. Using their results, we get the following classification theorem which we consider to be the q-analogue of McKay correspondence:
Theorem. Commutative associative algebras in C are classified by the (finite) Dynkin diagrams of the types A n , D 2n , E 6 , E 8 with Coxeter number equal to l. Under this correspondence, the vertices of the Dynkin diagram correspond to irreducible representations X i ∈ Rep A and the matrix of tensor product with F (V 1 ) in this basis is 2 − A, where A is the Cartan matrix of the Dynkin diagram and V 1 is the fundamental (2-dimensional ) representation of U q (sl 2 ).
On the other hand, Rep 0 A which is modular and thus gives a modular invariant providing a relation with the ADE classification of Cappelli-Itzykson-Zuber.
As was mentioned before, the first part of this theorem -that is, that commutative associative algebras are classified by Dynkin diagrams-is hardly new; in the language of extensions of a chiral algebra, it has been (mostly) known to physicists long ago. However, the language of chiral algebras only provides natural interpetation for the category Rep 0 A and not for Rep A; thus, the second part of the theorem, which explicitly describes a correspondence in a manner parallel to the classical McKay correspondence was missing in the physical papers.
This theorem has an analogue in the theory of subfactors -see [BEK2] and references therein.
Note. While working on this paper, we were informed by A. Wassermann and H. Wenzl that they have obtained similar results based on the subfactor theory; it would be very interesting to compare their results with ours.
Basic setup: symmetric case
Throughout the paper, we denote by C a semisimple abelian category over C (most of the results are also valid for any base field k of characteristic zero). We denote by I the set of isomorphism classes of irreducible objects in C and fix some choice of representative V i for every i ∈ I. We always assume that the spaces of morphisms are finite-dimensional; since C is algebraically closed, this implies that Hom C (V i , V i ) = C. We will denote X, Y = dim Hom C (X, Y ); in particular, V i , X is the multiplicity of V i in X which shows that this multiplicity is finite.
We assume that C is a monoidal category (i.e., a category with an associative tensor product ⊗ and a unit object 1 satisfying some natural axioms), and that 1 is a simple object in C. We will use the symbol 0 to denote the corresponding index in I : V 0 = 1.
We denote by K(C) the complexified Grothendieck ring ("fusion algebra") of the category C; this is an associative algebra over C with a basis given by classes [V i ] of simple objects.
In this section, let us additionally assume that C is symmetric tensor category: that is, we are given functorial isomorphisms
compatible with associativity and unit isomorphisms. 1.1. Definition. An associative commutative algebra A in C (or C-algebra for short) is an object A ∈ C along with morphisms µ : A ⊗ A → A and ι A : 1 ֒→ A such that the following conditions hold:
We will frequently use graphs to present morphisms in C, as suggested by Reshetikhin and Turaev. We will use the same conventions as in [BK] , namely, the morphisms act "from bottom to top". We will use dashed line to represent A and the graphs shown in Figure 1 to represent µ and ι A . With this notation, the axioms of a C-algebra can be presented as shown in Figure 2 .
We leave it to the reader to define the notions of morphism of algebras, subalgebras and ideals, quotient algebras etc.
Axioms of a commutative associative algebra. 
Figure 3. Definition of morphisms in Rep A
An instructive example of such a situation is when G is a finite group and C is the category of finite-dimensional complex representations of G. In this case we will show that semisimple C-algebras correspond to subgroups in G (see Section 2).
1.3. Remark. Contrary to the usual intuition, typically the larger A, the smaller is its category of representations. In the above mentioned example C = Rep G, correspondence between subgroups H ⊂ G and C-algebras is given by A = F (G/H), so large A corresponds to small H and thus, to small Rep A = Rep H.
Let us study basic properties of Rep A. For brevity, we will use notation Hom A instead of Hom Rep A .
1.4. Lemma.
Rep
A is an abelian category with finite-dimensional spaces of morphisms; every object in Rep A has finite length.
Hom
Proof. Since C is an abelian category, it suffices to prove that for f ∈ Hom A (V, W ), Im f and ker f are actually A-submodules in W, V respectively. The check is straightforward and is left to the reader.
Let ϕ ∈ Hom A (A, A). By definition we have:
But since 1 has multiplicity one in A, one has ϕι A = cι A for some constant c. Thus, ϕ = cµ(id A ⊗ι A ) = c id.
Theorem. Rep
A is a symmetric tensor category with unit object A.
This defines V ⊗ A W as an object of C. Define µ V ⊗AW to be µ 1 or µ 2 which obviously give the same morphism. One easily sees that this defines a structure of A-module on V ⊗ W and that so defined tensor product is associative and commutative.
To check that A is the unit object, consider morphisms µ V :
Straightforward check shows that they are well defined, commute with the action of A (that is, satisfy (1.1)) and thus define morphisms in Rep A and finally, that they are inverse to each other.
1.6. Theorem. Define functors F :
Then 1. Both F and G are exact and injective on morphisms.
2. F and G are adjoint: one has canonical functorial isomorphisms
F is a tensor functor: one has canonical isomorphisms
Proof. Part (1) is obvious; for part (2), define maps Hom A (F (V ), X) → Hom C (V, G(X)) and Hom C (V, G(X)) → Hom A (F (V ), X) as shown in Figure 4 ; it is easy to deduce from the axioms that these maps are inverse to each other. To prove that F is a tensor functor, define functorial morphisms f :
It is immediate to check that they are well-defined and inverse to each other.
Finally, we can discuss rigidity. Let us assume that C is a rigid category. Define ε A : A → 1 so that ε A ι A = id (recall that A, 1 = 1, so this condition uniquely defines ε A ).
are equal to identity. As usual, we will use "cap" and "cup" to denote e A , i A in the figures.
We will frequently use the following easy lemma.
1.9. Lemma. If A is a rigid C-algebra, then
The proof is immediate if we note that both sides are morphisms A → 1 and by uniqueness of unit axiom must be proportional.
1.10. Theorem. If C is a rigid category, A -a rigid C-algebra, then the category Rep A is rigid.
Define the dual object (V * , µ V * ) as follows: V * is the dual of V in C and µ V * is defined by Figure 5 . Figure 6 (we leave it to the reader to check that these formulas indeed define morphisms in Rep A).
It is easy to check by manipulating with figures and using isomorphisms A⊗ A V ≃ V defined in the proof of Theorem 1.5 that these two maps satisfy the rigidity axioms.
1.11. Lemma. Let A be a rigid C-algebra. Then Figure 6 . Rigidity maps in Rep A 1. F and G are 2-sided adjoints of each other: in addition to results of Theorem 1.6, we also have canonical isomorphisms
Proof. To prove part (1), we construct linear maps between Hom A (X, F (V )) and Hom C (G(X), V ) as shown in Figure 7 ; we leave it to the reader to check that these maps are inverse to each other.
To prove (2), note that as object of C, (F (V )) * = V * ⊗ A * = V * ⊗ A, where we used rigidity to identify A = A * . Consider the morphism R AV * :
Again, we leave it to the reader to check that this morphism is actually a morphism of A-modules F (V * ) → (F (V )) * .
Finally, in a rigid symmetric category we can define the notion of dimension of an object. In particular, we will use notation dim A X for so defined dimension of X ∈ Rep A.
1.12. Corollary. If C is rigid and A a rigid C-algebra, then for every X ∈ Rep A, we have
For future use, we note the following somewhat unusual result.
Proof. Let I be an ideal. By rigidity, 1 ⊂ µ(A ⊗ I). On the other hand, since I is an ideal, this implies that 1 ⊂ I. By unit axiom, this implies I = A.
Example: groups and subgroups
In this section we discuss an important example of the general setup discussed above. Namely, let G be a group such that the category C of finite-dimensional complex representations of G is semisimple (for example, G is a finite group or G is a reductive Lie group).
2.1. Theorem. If H ⊂ G is a subgroup of finite index, then the space A = F (G/H) of functions on G/H is a semisimple C-algebra and Rep A is equivalent to the category Rep H of representations of H; under this equivalence the functors F and G are identified with the restriction and induction functor respectively:
It is trivial to check that these functors preserve tensor product and are inverse to each other.
Theorem. For
Proof. First, a C-algebra is just a commutative associative algebra over C on which G acts by automorphisms. Next, if A is rigid, then A is semisimple as a commutative associative algebra over C. Indeed, let N be the radical of A; then N is invariant under the action of G and thus is an ideal in A in the sense of C-algebras. By Lemma 1.13, N = 0.
Thus, A is the algebra of functions on a finite set X (which can be described as the set of primitive idempotents of A) and G acts by permutations on X. Since C appears in decomposition of A as G-module with multiplicity one, this implies that the action of G on X is transitive, so X = G/H.
Braided categories
In this sections, we consider the case when C is a braided tensor category, i.e. when R 2 V W does not have to be identity. In this case, we still can define associative commutative algebra in C, replacing commutativity condition with the following one:
We define the category Rep A in the same way as in the symmetric case. Most properties can be trivially generalized if we also use the following convention: in all the formulas where one needs to interchange an object V ∈ Rep A with A, we use
In the language of figures, this means that we draw the strand corresponding to A always on top of strands corresponding to V . The same arguments as in the previous section give the following theorem.
3.1. Theorem. Let C be a semisimple braided tensor category, A-a C-algebra. Then the category Rep A is an abelian monoidal category with unit object A; the functors F : C → Rep A, G : Rep A → C have the same properties as in Theorem 1.6. If C is rigid and A is a rigid algebra in C then Rep A is rigid.
However, there are also some notable differences between symmetric and braided case. Most importantly, in the braided case it is impossible to define a structure of a braided tensor category on Rep A. Instead, we have to consider a smaller category.
Definition
Later we will justify this definition by showing that if C is a category of representation of some vertex operator algebra, and A is an extended vertex operator algebra, then Rep 0 A (and not Rep A!) is exactly the category of representations of the vertex operator algebra A.
Theorem. Rep 0 A is a braided tensor category with unit object
Proof. Braiding is inherited from C; it immediately follows from the definitions that if X, Y ∈ Rep 0 then R XY is well defined as an operator X ⊗ A Y → Y ⊗ A X and commutes with the action of A. Proof of rigidity is completely parallel to the symmetric case (see proof of Theorem 1.10).
In the braided case, one can not define the functor F :
And of course, one still has the "forgetful" functor G : Rep 0 A → C.
Finally, let us consider the balancing structure. Recall that balancing in a rigid braided tensor category is a system of functorial isomorphisms V ≃ V * * ; this is equivalent to defining a system of functorial morphisms θ V : V → V (twists).
3.4. Theorem. Let C be a rigid balanced braided category, and A-a rigid Calgebra. Assume in addition that θ A = id. Then
2. Rep 0 A is also a rigid balanced braided category, with θ inherited from C.
Proof. Immediately follows from the the balancing axiom and θ A = id.
Balancing allows us to define the notion of dimension of an object. The following theorem is an analogue of Corollary 1.12.
3.5. Theorem. Let C be a rigid balanced braided category, and A-a rigid Calgebra such that θ A = id A . Then for every X ∈ Rep 0 A, we have
Semisimplicity
As before, we let C be a braided tensor category.
We will be mostly onterested int he case when C is rigid and balanced. In this case, semisimplicity of Rep A implies semisimplicity of Rep 0 A.
Proof. Immediately follows from Theorem 3.4 and the fact that for a simple object
The main result of this section is the following theorem.
4.3.
Theorem. Let C be rigid, and A -a rigid C-algebra. Then A is semisimple.
Proof. The proof is based on the following lemma.
Proof of the lemma. Consider the map µ : A ⊗ A → A. It is surjective and is a morphism of A-modules. Moreover, both A and A ⊗ A have canonical structures of A-bimodules, and µ is a morphism of A-bimodules (we leave the definition of A-bimodule as an exercise to the reader). This map has one-sided inverse: if we define ϕ :
then ϕ is a morphism of A-bimodules and it immediately follows from Lemma 1.9 that µϕ = id A . Thus, A ⊗ A splits: we can write
for some A-bimodule Z so that under this isomorphism, µ is the projection on the first summand.
Therefore
From this lemma, the proof is easy. Indeed, it easily follows from exactness of G and adjointness of F and G (see Theorem 1.6) that for every V ∈ C, F (V ) is a projective object in Rep A. Since a direct summand of a projective object is projective, the lemma implies that every X ∈ Rep A is projective and thus, Ext 1 (X, Y ) = 0 for every X, Y ∈ Rep A. 4.5. Remark. Morally, this theorem is parallel to the following well known result in Lie algebra theory: if the Killing form on g is non-degenerate, then the category of finite-dimensional representations of g is semisimple (this is combination of Cartan's criterion of semisimplicity and Weyl's complete reducibility theorem). The proof, of course, is completely different.
Modularity
Recall that a semisimple balanced rigid braided category C is called modular if it has finitely many isomorphism classes of simple objects V i , i ∈ I, |I| < ∞ and the matrixs ij defined by Figure 8 is non-degenerate. (We will also use numberss V W defined in the same way ass ij but with V i replaced by V , V j replaced by W ). In this case, it is known that the matrices
where D, ζ are some non-zero numbers, satisfy the relations of SL 2 (Z): (st) 3 = s 2 , s 4 = id. These matrices are naturally interpreted as matrices of some operators s, t acting on K(C); for example, the operator s = 1 Ds wherẽ
We also note that the numbers D, ζ appearing in (5.1) are determined uniquely up to a simultaneous change of sign. The number D = (s 00 ) −1 is sometimes called the rank of C. If C is Hermitian category, it is possible to choose D to be a positive real number. In modular tensor categories coming from conformal field theory, the number ζ is given by ζ = e 2πic/24 , where c is the (Virasoro) central charge of the theory.
In this section we assume that C is a modular tensor category and A is a rigid Calgebra, which satisfies θ A = id; by Theorem 4.3, this implies that A is semisimple. We denote isomorphism classes of simple objects in Rep A by X π , π ∈ Π, and let K(A) be the fusion algebra of Rep A. Similarly, set of simple objects in Rep 0 A is Π 0 ⊂ Π (see Theorem 4.2) and the fusion algebra of Rep 0 A is K 0 (A) ⊂ K(A). We will denote by P : K(A) → K 0 (A) the projection operator: P ([X π ]) = [X π ] if π ∈ Π 0 and P ([X π ]) = 0 otherwise. Define operators A : K 0 (A) → K 0 (A) in the same way as for C but replacing V j by X π and using rigidity morphisms in Rep 0 A rather than in C.
5.1. Theorem. Let G : K 0 (A) → K be the map induced by the functor G from Theorem 1.6, and let F 0 : K → K 0 (A) be the composition P F , where P : K(A) → K 0 (A) is the projection opeator defined above. Then G, F 0 commute with the action ofs,t up to a constant:
To prove this theorem, we will need several technical lemmas.
Proof. Recalling the definition of rigidity isomorphisms in Rep A and isomorphisms
Restricting both sides to 1 ⊂ A, we get
which is easily seen to be equivalent to the statement of the lemma.
Proof. If X π ∈ Rep 0 , then the statement immediately follows from Lemma 1.9. Thus, let us assume that X π / ∈ Rep 0 A and prove that in this case, P π = 0. First, note that the composition θ −1 π P π can be rewritten as shown in Figure 9 . From this presentation one easily sees that θ −1 π P π is a morphism of A-modules; since X π is simple, this implies θ −1 π P π = c π id (5.8) for some c π ∈ C.
Next, let us calculate P 2 π :
(5.9) Thus, P π is a projector. On the other hand, it follows from (5.8) that P π = c π θ π . Combining these two results, we get c 2 π θ π = c π . If we assume that c π = 0, then this implies that θ π = c −1 π ; by Theorem 4.2, this is impossible if X π / ∈ Rep 0 A. Thus, c π = 0.
Lemma. For
where P : K(A) → K 0 (A) is as in Theorem 5.1.
Proof. Since both sides are linear in Y it suffices to prove this formula when Y is simple. If Y ∈ Rep 0 A, the statement immediately follows from Lemma 5.2. Thus, we only need to prove that if Y is simple, Y / ∈ Rep 0 A, then the right-hand side is zero. To prove this, let C ∈ C be defined by Proof of Theorem 5.1. Proof fort is obvious from the definition. As fors, it suffices to prove that (dim A) Gs A (X), V = s(G(X)), V for any X ∈ Rep 0 A, V ∈ C.
Using adjointness of G and F , this reduces to
(note that F (V ) ∈ Rep A, but in general, not in Rep 0 A). Using Lemma 5.4 and definition of F (V ), this can be rewritten as the following identity of figures:
proof of which is left to the reader. Similarly, the identity involving F 0 is equivalent to
which is also equivalent to (5.12). This completes the proof of Theorem 5.1.
This theorem implies the following important result.
5.5.
Theorem. If A rigid, θ A = id, then Rep 0 A is modular and the numbers D, ζ appearing in (5.1) for Rep 0 A are related with the corresponding numbers for C by
Proof. The proof is based on the following lemma. 5.6. Lemma. Let A be a semisimple rigid braided balanced category over C, with finitley many isomorphism classes of simple objects. Then A is modular iff the matrixs, defined by Figure 8 , satisfies
for some c ∈ C, c = 0. This lemma is not new; however, for the sake of completeness, we include its proof below.
Thus, to prove that Rep 0 A is modular, it suffices to prove (s A ) 2 A = cA for some c = 0. But by Theorem 5.1,s A commutes with F 0 up to a constant; thus,
Thus, Rep 0 A is modular; all other statements of the theorem immediately follow from Theorem 5.1.
Proof of the lemma. If A is modular, the statement is well known and in fact c = D 2 (see, e.g., [BK] ). Thus, let us assume that (5.14) holds and deduce from it nondegeneracy ofs.
First, note thats1 = d = d i V i , where V i are simple objects in A and d i = dim A V i . Thus, (5.14) implies sd, V i = cδ i,0 which can be rewritten as On the other hand, decomposing V * i ⊗ V * k in a direct sum of irreducibles and using (5.15), we get
which is a non-degenerate matrix. Therefore,s 2 is non-degenerate and thus A is modular. This completes the proof of the lemma and thus of Theorem 5.5.
5.7.
Remark. For modular tensor categories coming from conformal field theory, the identity ζ(C) = ζ(Rep 0 A) can be interpreted as stating that an extended CFT has the same central charge as the original CFT, which, of course, should be expected.
Vertex operator algebras
In this section, we consider the example which was one of our main motivations for this work. We assume that the reader is familiar with the notion of a vertex operator algebra (VOA); a review and list of references can be found in [Fr] . To avoid ambiguity, we mention that we include the Virasoro element ω and Z-grading in the definition of a VOA.
Let V be a vertex operator algebra which is nice enough so that the following properties are satisfied:
1. The category of representations of V is semisimple, with only finitely many simple objects, and all spaces of conformal blocks (i.e., intertwining operators between tensor products of representations) are finite-dimensional. 2. For every simple V -module M , its conformal dimension (i.e. lowest eigenvalue of L 0 ) is real, ≥ 0, with equality only for M = V , in which case dim V 0 = 1. 3. The spaces of conformal blocks satisfy the axioms of the modular functor in genus zero. These properties imply that the category C of representations of V is a rigid braided balanced category (see [BK] for a review). They should be satisfied in any VOA coming from a unitary conformal field theory. In fact, such a VOA has to satisfy a stronger restriction: (3 ′ ) The spaces of conformal blocks satisfy the axioms of the modular functor for arbitrary genus. This condition would imply that the category of representations of the VOA is a modular tensor category.
So far, these properties have been checked in very few examples, such as the VOA corresponding to the affine Lie algebra at positive integer level.
6.1. Example. Let g be a simple Lie algebra, g -corresponding affine Lie algebra, and k -a non-negative integer (level). Let L 0,k be the integrable g module of level k with highest weight 0 (the vacuum module). Then it is known that it has a canonical structure of a VOA; we will denote this VOA by V(g, k) . This VOA satisfies requirements (1)-(3 ′ ) and thus, its category of representations C(g, k) is modular (see [HL] , [BK] ). As an abelian category, C(g, k) is just the category of integrable g modules of level k. It is also known (see [Fi] ) that C(g, k) is equivalent (as modular category) to the "semisimple part" of the category of representations of the quantum group U q g with q = e πi/m(k+h ∨ ) , where h ∨ is the dual Coxeter number and m = 1 for simply-laced algebras, m = 2 for B n , C n , F 4 and m = 3 for G 2 .
Let V ⊂ V e be a subalgebra (in the sense of VOA's). Assume in addition that V e is finite length as a module over V. Then we will call V e an extension of V.
6.2. Theorem. Let V be a VOA satisfying (1)-(3) above, and C-its category of representations. Then the following two notions are equivalent:
1. An extension V ⊂ V e , where V e is also a VOA satisfying properties (1)-(3) above 2. A rigid C-algebra A with θ A = 1 Under this correspondence, category of representations of V e is identified with Rep 0 A.
Sketch of proof.
If V e is a VOA, then for every v ∈ V e we have the vertex operator Y (v, z) : V e → V e . Restricting it to v ∈ V, we get a structure of a V-module on V e . It is immediate from the definitions that the map Y (·, z) is an intertwining operator of the type Ve Ve Ve and thus gives a morphism of V-modules Y :
⊗ is the "fusion" tensor product. It follows from the usual commutativity and associativity axioms for a VOA that Y defines a structure of a commutative and associative algebra on V e . Existence and uniqueness of unit follow from existence and uniqueness of the vacuum vector in a VOA (see (2) above). Condition θ A = 1 follows from the fact that eigenvalues of L 0 on V e are integer. We leave it to the reader to check that the arguments above can be reversed and that the category of representations of V e as a VOA coincides with Rep 0 A.
One of the general ways to construct extensions of the VOA V(g, k) is by using the notion of conformal embedding (note, however, that not all extensions can be obtained in this way). Let g ⊂ g ′ be an embedding of Lie algebras; then it defines an embedding of affine Lie algebras g ⊂ g ′ . This embedding doesn't preserve the level -a pullback of a g ′ module of level k ′ will be a module of level k = x e k ′ for some integer x e ; we will symbolically write ( g) k ⊂ ( g ′ ) k ′ . It defines an embedding V(g, k) ⊂ V(g ′ , k ′ ) which preserves the operator product expansion (i.e., the algebra structure in V) but in general not the Virasoro element. In some special cases, however, such an embedding preserves the Virasoro element as well and therefore defines an embedding of VOA's; they are called conformal embeddings. In this case it is easy to show (see, e.g., [FMS, Chapter 17] ) that V(g ′ , k ′ ) is automatically finite as g-module, so V(g ′ , k ′ ) is an extension of V(g, k).
6.3. Example. Let C(sl 2 , k) be the category of integrable modules over sl 2 of level k. Then it is known that for k = 10, there is a conformal embedding ( sl 2 ) 10 ⊂ sp(4) 1 . The easiest way to describe this embedding is to note that the irreducible 4dimensional representation of sl 2 has an invariant non-degenerate skew-symmetric form, which gives an embedding sl 2 ⊂ sp(4).
The decomposition of V(sp(4), 1) as V(sl 2 , 10) module is given by V = L 0,10 ⊕ L 6,10 (see [FMS, Chapter 17] ). Thus, this shows that the object A = L 0,10 ⊕ L 6,10 ∈ C(sl 2 , 10) has a structure of a rigid C-algebra (later we will show that such a structure is unique).
Similarly, for k = 28 there exists a conformal embedding ( sl 2 ) 28 ⊂ ( G 2 ) 1 ; the decomposition of V(G 2 , 1) as V(sl 2 , 28) module is given by V = L 0,28 ⊕ L 10,28 ⊕ L 18,28 ⊕ L 28,28 . 7. ADE classification for U q (sl 2 )
In this section, we apply the general formalism developed above in a special case: when C is the semisimple part of the category of representations of U q (sl 2 ) with q = e πi/l , l ≤ 2 as defined by Andersen et al. We assume that the reader is familiar with the definition and main properties of categories of representations of quantum groups at roots of unity; if not, we refer to the monograph [BK] for a review.
It is known that the category C is semisimple, with simple objects V 0 , . . . , V k , where k = l − 2 and V i is the usual (i + 1)-dimensional irreducible representation of U q (sl 2 ). Its fusion algebra K is generated by one element, V 1 . The quantum dimensions are given by
which in particular implies that for any non-zero object V ,
It is also known that this category is modular and that the universal twist θ is given by θ n := θ Vn = q n(n+2)/2 = e 2πi n(n+2) 4(k+2) . (7.2) Finally, we note that this category is equivalent to the category of integrable representations of affine Lie algebra sl 2 of level k = l − 2, or, equivalently, the category of representations of the corresponding vertex operator algebra V(sl 2 , k) (see [Fi] ).
Our main goal is to classify all C-algebras.
7.1. Theorem. There is a correspondence between rigid C-algebras with θ A = id and Dynkin diagrams of types A n , D 2n , E 6 , E 8 with Coxeter number equal to l. Under this correspondence, simple objects of Rep A correspond to vertices of the Dynkin diagram, and the matrix of multiplication by
where A is the Cartan matrix of the Dynkin diagram.
Proof. Let A be a rigid C-algebra with θ A = id. In this case, Rep A is a monoidal category and, by Theorem 3.1, a module category over C. This implies that the fusion ring K(A) = K(Rep A) is a module over K(C). By Theorem 4.3, Rep A is semisimple, so K(A) has a distinguished basis (classes [X π ] of simple objects) so that in this basis, multiplication by any F (V ), V ∈ C, has coefficients from Z + . In addition, this module has the following properties:
Indeed, every simple module X π appears with non-zero multiplicity in
Indeed, it suffices to let d(X) = dim C G(X)/ dim C A and use Theorem 1.6. (Note that one can not define dimension of an object X ∈ Rep A in the usual way since Rep A is not balanced; our definition of d(X) is the next best thing. In particular, for X ∈ Rep 0 A this agrees with dim Rep 0 A X, by Theorem 3.5.) (iii) There exists a symmetric bilinear form , on
Indeed, we can let X, Y = dim Hom A (X, Y ) and use rigidity and F (V i ) * ≃ F (V * i ) ≃ F (V i ) (not canonically). All modules M over K(C) which have properties (i)-(iii) above were classified in [EK] , where it is shown that they correspond to finite Dynkin diagrams with loops with Coxeter number equal to l. Under this correspondence, vertices of the Dynkin diagram correspond to the elements of distinguished basis of M , and the matrix of multiplication by V 1 ∈ C is 2 − A, where A is the Cartan matrix of the Dynkin diagram.
(Dynkin diagrams with loops, in addition to the usual Dynkin diagrams, include "tadpole" diagrams T n shown in Figure 10 ; in [EK] , this diagram is denoted by L n . By definition, the Cartan matrix for such a diagram is the same as for A n but with a 11 = 1, and the Coxeter number for T n is equal to 2n + 1). Now we have to check which of these modules can actually appear as Grothendieck ring K(A) for some rigid C-algebra A.
First, note that if K(A) is indeed the Grothendieck ring of a rigid C-algebra A, then not only we have a distinguished basis [X π ] and an inner product , but in fact, the distinguished basis is orthonormal with respect to , . This implies that the matrix of tensor product with F (V 1 ) is symmetric in this basis. Thus, only Next, we need to determine which vertex of the Dynkin diagram corresponds to the unit object, i.e. to A itself.
Lemma. If
A is a rigid C-algebra, then A corresponds to the end of the longest leg of the corresponding Dynkin diagram. 7.3. Remark. By an "end" we mean a vertex which is connected to exactly one vertex; in particular, the vertex with a loop in the diagram of type T is not considered an end vertex.
Proof. Let X ∈ Rep A be the object corresponding to one of the ends of legs of the Dynkin diagram. Then F (V 1 ) ⊗ A X is simple. Since in a rigid category, tensor product of non-zero objects is always non-zero, this implies that F (V 1 ) ≃ F (V 1 ) ⊗ A A is simple. Thus, A is connected to exactly one vertex, which means that A itself is an end of one of the legs.
To prove that A is the end of the longest leg, note that if X is an end of the leg of length m (that is, consisting of m edges), then F (V 1 ) ⊗ A X, . . . , F (V m ⊗ A X) are simple but F (V m+1 )⊗ A X is not. This implies that F (V i ) = F (V i )⊗ A A, i = 1, . . . , m are simple, which means that the leg containing A has length at least m.
This determines the vertex corresponding to A uniquely up to an automorphism of the Dynkin diagram.
Once we know the vertex corresponding to A, we know the class of F (V 1 ) in K(A); since F is a tensor functor and V 1 generates K, this uniquely determines the map F at the level of Grothendieck rings, and thus, the adjoint map G : K(A) → K. In other words, we can write for each vertex of the Dynkin diagram the structure of the corresponding object X π as an object of C. In particular, this gives decomposition of A itself as an object of C.
Doing this explicitly for diagrams A n , D n , E n , T n gives the answer shown in Table 1 (no, it was not found using a computer -it is done easily by hand), which agrees with the one given in Cappelli-Itzykson-Zuber classification. 
Next step is to find which of the possible A given in this table do have a structure of a C-algebra.
Type A: in this case, A = 1 obviously has a unique structure of commutative associative algebra, and Rep A = C.
Type D. Let us introduce the notation
It easily follows from explicit formulas that dim C δ = 1 and δ ⊗ V n ≃ V k−n ; in particular, δ ⊗ δ ≃ 1. 7.4. Theorem. The object A = 1 ⊕ δ in C has a structure of a rigid C-algebra iff 4|k. In this case, the structure of an algebra is unique up to isomorphism, and this algebra satisfies θ A = id.
Proof. Let µ be the multiplication map µ : (1⊕δ)⊗(1⊕δ) → (1⊕δ). All components of such a map are uniquely determined by the unit axiom, except for µ δδ : δ ⊗δ → 1.
Since δ⊗δ ≃ 1, such a map is unique up to a constant. Rigidity implies that µ δδ = 0. This proves uniqueness.
To check existence, fix some non-zero µ δδ . Then associativity and commutativity are equivalent to
To check the second equation, we use the following lemma 7.5. Lemma. For generic values of q, let f : V a ⊗ V a → V 2b be a nonzero homomorphism. Then f • R VaVa = (−1) a−b θ −1 a (θ 2b ) 1/2 f where θ a = q a(a+2)/2 is the universal twist and θ 1/2 2b = q 2b(2b+2)/4 . To prove this lemma, note that it immediately follows from balancing axiom in C that f • R 2 = θ −2 a θ 2b , which gives the formula above up to a sign. To find the sign, it suffices to let q = 1.
Since this formula works for generic values of q, it should also be valid for q being a root of unity. In particular, applying this lemma to q = e πi/(k+2) and
= e πik(k+2)/2(k+2) = e 2πik/4 = i k . Thus, (−1) k θ −1 δ = i k is equal to one iff k is divisible by 4. Therefore, the map µ is commutative iff k = 4m.
To check associativity, note that both sides are equal up to a constant (since dim Hom(δ ⊗3 , δ) = 1); to find the constant, take composition of both sides with (i δ ) ⊗ id : δ → δ ⊗3 and use dim C δ = 1.
The category of representations of this algebra is described in detail in Section 8. It follows from the analysis there that the structure of K(A) as K(C)-module is described by the diagram D 2m+2 .
Type T . The diagram T n can not appear as K(A) for a commutative associative algebra A. Indeed, in this case A must be isomorphic to V 0 ⊕ V k , but it was proved in Theorem 7.4 that there is at most one structure of a rigid C-algebra on this object, and if it exists, K(A) is described by D n , not T n . 
Obviously, A ′ = 1 ⊕ δ is a subalgebra in A, and multiplication on A defines a structure of A ′ -module on V 8 and morphism of A ′ -modules V 8 ⊗ V 8 → (1 ⊕ δ). By rigidity, this morphism is non-zero, which also implies that the restriction of µ to V 8 ⊗ V 8 → δ is non-zero. But it immediately follows from Lemma 7.5 that such a morphism can not be symmetric.
Type E 6 . In this case, there is a unique up to isomorphism C-algebra structure on V 0 ⊕ V 6 . Existence follows from the discussion of the previous section and existence of a conformal embedding of affine Lie algebras ( sl 2 ) 10 ֒→ sp(4) 1 (see Example 6.3). To prove uniqueness, note that the only non-trivial components of the multiplication map µ are µ ′ : V 6 ⊗ V 6 → 1, µ ′′ : V 6 ⊗ V 6 → V 6 . Both of them are unique up to a constant factor. We can fix some non-zero morphisms
Then µ ′ = αe, µ ′′ = βf for some α, β ∈ C. It follows from rigidity that α = 0. Using isomorphism of C-algebras ϕ : (1 ⊕ V 6 ) → (1 ⊕ V 6 ) given by ϕ| 1 = id, ϕ| V6 = α 1/2 id, we see that without loss of generality we can assume α = 1, so µ| V6⊗V6 = e + βf . Condition that µ be associative gives the following quadratic equation on β:
It is easy to see that Φ 2 = 0, so the equation β 2 Φ 1 = Φ 2 is non-trivial. Thus, such an equation may either have no solutions at all or have exactly two solutions differing by sign: β = ±β 0 . These two solutions actually would give isomorphic algebras: the map ϕ : 1 ⊕ δ → 1 ⊕ δ given by ϕ| 1 = 1, ϕ| δ = −1 gives the isomorphism.
Type E 8 . In this case, there again exists a unique structure of a rigid C-algebra on A = V 0 ⊕ V 10 ⊕ V 18 ⊕ V 28 . Existence follows from existence of conformal embedding ( sl 2 ) 18 ⊂ ( G 2 ) 1 (see Example 6.3). To prove uniqueness, write
It is easy to see that A ′ must be a subalgebra, and X -a module over A ′ with a non-zero morphism of A ′ -modules X ⊗ X → A ′ . As discussed above, there is only one algebra structure on V 0 ⊕ V 28 , and it is proved in Section 8 that there is a unique up to a constant morphism of A ′ -modules X ⊗ X → A ′ . Now we can repeat the same arguments as in the proof for E 6 to show uniqueness. 7.6. Remark. Note that the proof of Theorem 7.1 does not rely on Itzykson-Cappelli-Zuber classification. 7.7. Remark. Explicit analysis shows that for all C-algebras A given by Theorem 7.1, for any X, Y ∈ Rep A one has X ⊗ A Y ≃ Y ⊗ A X (not canonically) even though there is no natural way to define braiding on Rep A; thus, the Grothendieck ring K(A) is commutative. Moreover, this ring coincides with the so-called "graph algebra" of the Dynkin diagram (see [FMS] for discussion of graph algebras). This relation will be discussed in detail elsewhere.
For future references, we give here some information about K(A) for Dynkin diagrams of types D even , E 6 and E 8 . This information can be easily obtained by direct calculation outlined in the proof of Theorem 7.1; checking which of simple A-modules lie in Rep 0 A is trivial: explicit calculation shows that for each of these algebras, θ A = id and thus we can use Theorem 4.2.
D 2m+2 : This algebra appears when the level k = 4m; the Coxeter number for D 2m+2 is l = k +2 = 4m+2. The diagram below shows, for each of the simple A-modules, its structure as an object of C. For brevity, we write i instead of V i ; thus, 0 + (4m) stands for V 0 ⊕ V 4m , etc. Filled circles correspond to simple objects which lie in Rep 0 A; empty circles are simple objects in Rep A which are not in Rep 0 A.
0+(4m)
1+(4m−1) 2+(4m−2) 2m (2m−1)+(2m+1) (2m−2)+(2m+2) 2m E 6 : This algebra appears for k = 10; the Coxeter number for E 6 is l = k+2 = 12.
All notations are same as before.
0+6
1+5+7 3+7 3+5+9 4+10 2+4+6+8 E 8 : This algebra appears for k = 28; the Coxeter number for E 8 is l = k+2 = 30. Note that by Theorem 5.5, each of C-algebras A listed in Theorem 7.1 is modular and thus gives rise to a modular invariant in the sense of conformal field theory. It is easily checked that these modular invariants coincide with those given by Cappelli-Itzykson-Zuber classification. Note, however, that our proofs are completely independent of Cappelli-Itzykson-Zuber classification.
Algebra of type D 2n
In this section we describe in detail the category of representations of the algebra A = 1 ⊕ δ in C, constructed in the previous section for k = 4m.
8.1. Theorem.
1. Simple modules over A are X i = V i ⊕ V k−i = A ⊗ (V i ), i = 1, . . . , 2m − 1 and two simple modules X + 2m , X − 2m , both isomorphic as objects of C to V 2m , with µ X + = −µ X − . 2. Tensor product with F (V 1 ) = X 1 is given by
Proof is fairly straightforward if we notice that an A-module is the same as an object V ∈ C with an isomorphism µ :
We also note that formula F (V ) ⊗ A F (W ) ≃ F (V ⊗ W ) defines multiplication in the subring in K(A) generated by X 1 , . . . , X 2m−1 , (X + 2m + X − 2m ). However, it does not allow one to determine tensor products involving X ± 2m . To do so, we need to use the definition.
8.2. Theorem. For 8 | k, X ± 2m ⊗ A X ± 2m ≃ X 0 ⊕ X 4 ⊕ · · · ⊕ X 2m−4 ⊕ X ± 2m , X ± 2m ⊗ A X ∓ 2m ≃ X 2 ⊕ X 6 ⊕ · · · ⊕ X 2m−2 . For k ≡ 4 mod 8, X ± 2m ⊗ A X ± 2m ≃ X 2 ⊕ X 6 ⊕ · · · ⊕ X 2m−4 ⊕ X ∓ 2m , X ± 2m ⊗ A X ∓ 2m ≃ X 0 ⊕ X 4 ⊕ · · · ⊕ X 2m−2 . In particular, (X ± ) * ≃ X ± for 8 | k, and (X ± ) * ≃ X ∓ for k ≡ 4 mod 8, Proof. By definition, X ⊗ A Y = (X ⊗ Y )/ Im(µ 1 − µ 2 ). As an object of C, X ± 2m ⊗ X ± 2m = V 2m ⊗ V 2m = V 0 ⊕ V 2 ⊕ · · · ⊕ V k we need to check which of the modules V i are in the image of µ 1 − µ 2 . To do so, we use the following lemma.
8.3. Lemma. Let n be even, n ≤ k and let µ 1 , µ 2 : δ ⊗ V k−n → V n be defined by the compositions To prove the lemma, it suffices to consider the identity shown in Figure 11 and then apply Lemma 7.5 to both sides. This proves the lemma.
This lemma implies that for X ± ⊗ X ± , Im(µ 1 − µ 2 ) consists of those V i with i even and k − 2i ≡ 4 mod 8, while for X ± ⊗ X ∓ , Im(µ 1 − µ 2 ) consists of those V i with i even and k − 2i ≡ 0 mod 8.
This determines the decomposition of X ± ⊗ A X ± , X ± ⊗ A X ∓ as on object of C. By Theorem 8.1, this determines this tensor product as a representation of A uniquely except for ambiguity in the choice of the action of A on V 2m ; in other words, we do not know if X + 2m or X − 2m appears in decomposition of X ± 2m ⊗ A X ± 2m . To answer this, note that we already know enough to deduce that for 8 | k, (X ± 2m ) * ≃ X ± 2m . Thus, using rigidity we find X ± 2m ⊗ A X ± 2m , X ∓ 2m = X ± 2m , X ± 2m ⊗ A X ∓ 2m = 0 since we already know decomposition of X ± 2m ⊗ A X ∓ 2m . Similar arguments show that for k ≡ 4 mod 8, X ± ⊗ A X ± , X ± = 0. This completes the proof of the theorem.
