A set of sufficient conditions is obtained for Markov chains to yield upper and lower passage time bounds. While obtaining expected passage times is strictly a numerical procedure for general Markov chains, the results presented here outline a simple approach to bound expected passage times provided the chains satisfy certain easy to check criteria. The results may be useful in modelling situations, such as in the analysis of algorithms, where simple ways of obtaining average complexity estimates are required.
Introduction
Hitting times in Markov chains are known to be useful in a variety of modelling contexts such as in the analysis of algorithms, estimation of system reliability, combinatorial algorithms, queuing applications, etc. For example, if an algorithm's execution time can be modelled as a hitting time in a Markov chain, then average complexity bounds for the algorithm can readily be had by obtaining upper and lower bounds on the expected hitting time to some appropriate termination state. In this note we demonstrate the existence of a simple set of sufficient conditions which yield naive logarithmic type asymptotic bounds for hitting times in discrete-time Markov chains.
Let {YG k__>0} be a discrete-time, homogeneous Markov chain with a finite or countable state space S and transition probability matrix P (i, j). For a subset of states AcS, the first hitting time T,(A) to set A from some initial state
Yo=n~S is defined as v. Rego Let P,(') and E,(-) denote probability and expectation, respectively, conditional on Yo=n. We 
take P,(T(A)) and E,(T(A)) to be notationally equivalent to P(T,(A)) and E(T,(A)), respectively. Assuming a positive-recurrent chain means that E,(T(A))< o% and the expected hitting times to set A from arbitrary initial
states can be determined by solving the system (1.2)
( 1 +~P(i,j) Ej(T(A)) i(~A Ei(T(A))=~ 0 J i~A
for fixed A c S. That is, T, is the time required for the chain to reach state 0, given that it starts in some arbitrary state in set S,. The sets $1, $2, ..., etc. are defined in a specific way, as will be seen in the results that follow. Note that even though the time to absorption in a Markov chain depends on the specific initial state Y0 that one chooses, the set containing the initial state is more relevant to our discussion of absorption times than the specific initial state itself. This is because our interest lies in obtaining upper and lower bounds on expected hitting-times, where such bounds will hold for all states in a given subset. Our objective is to provide a set of sufficient conditions which enable us to obtain bounds of the form
An alternative view of the random variable T,(A)
where E[T~ m] is the ruth moment of T,. The quantities a, b are constants, and fl, v are parameters obtained from the transition probability matrix of the chain. More generally, it can also be shown that for a class of functions ~,, (1.5) f (a log, n) <= E (f ( T.)) ~ (b logp n) for f~ ~.
Main results
Let {Yk; k>0} be a discrete-time, Markov chain with stationary transitions on a finite or countable state-space S. We assume that S is decomposed into mutual-ly disjoint sets So={0 }, S~, $2 .... , etc. Define {Xk; k>0} to be a stochastic process associated with the chain { Yk; k > 0} through the relation (2.1)
Xk~j.I{Yk~Sj} , k>=O,
and observe that the hitting-time T, can alternatively be defined as (2.2) T, =min {j > 0; Xo=n, Xj=0} for all n > 0. At any step, the process {Xk} takes on the value j if the Markov chain {Yk} is in the set Sj, for j>0. In the sequel, the sets S1, $2, ..., etc. are implicitly defined via conditional expectations for the process {Xk}. It turns out that it is easier to work with the associated process {Xk} and its state-space, which is either S or a subset of S, than it is with {Yk} and the subsets S,, n->l.
The subsets So, Sa, $2 ..... etc. which partition S are defined in the following manner. Define
to be the set of states in S for which the expected next state is some state less than i. Observing that N~ c Nj for i <j, define
for all i__>2, with S0={0} and SI=N1. If the chain {Y,} is a stable M/GI/1 queueing chain [1] describing the number of customers queued in the system at departure epochs, then the above scheme for defining the subsets would yield Sk = {k} for all k > 1. Here, T, describes the amount of time required for the queue to become empty, given that n customers are found queued initially, at a departure epoch. In this case the associated process {Xk} is a Markov chain identical to the chain {Yk}.
On the other hand, if {II,} takes uniformly random trajectories (i.e., has a doubly stochastic transition matrix) on a finite state space S'= {0, 
Upper bounds
The first result, presented as a theorem, is one that motivates the results which succeed it in the text. In essence, it establishes sufficient conditions under which v. Rego E(T,)eO(logn). Note that a function g is said [3] to be in O(f) if, for some positive constant c, cg(n) is at most f(n) for all n greater than some integer no. Likewise, if g(n) is at least c'f(n) for all n greater than some integer n; and some positive constant c', then g is said to be in f2(f). If g belongs to both O(f) as well as f2(f), then g is said to be in O(f).
The statement of the following theorem can be found in [-5] , where it was used to determine a bound on the expected time to absorption in a certain random field. Stavskaya and Pyatetskii-Shapiro [-5 ] attribute the result to L.G. Mityushin, but however, do not provide a proof. The proof given in [-4 ] is briefly recounted here for completeness. In words, if the expected next state of the chain {Y k} always lies in a subset whose index is less than the index of the set containing the current state, then a simple upper bound can be obtained for the hitting-time to state 0.
E(XlIXo=n)<nfi
Vn>l and some fl > 1, then
Proof Conditional on X0 = n, the requirement in (2.5) establishes that (2.6)
1=0 R The linear term ~ obtained above is different from, and slightly smaller than, the linear term given in the original statement of the theorem as reported in [5] . Consider, for example, a simple but useful application of Theorem Let U1, U2, ..., Um be independent geometric random variable with parameter p=l-q, i.e., P(Uj=k)=(1--p)k-lp, where p is chosen in such a way that Uj >st T,,j, for 1 __<j__< m. Note that p is a function of the transition probability matrix for chain {Zk} and the index n of the set containing the initial state.
With Rm ~= max(U1, ..., U,,), it follows that E [T,(m)] < E [R~], so that by obtaining a bound for the expected maximum of m i.i.d, geometric random variables with parameter p we also obtain a bound for E[T,(m)]. It can be shown [4] that the random variable R,, is the time to absorption in a Markov chain on space S', with a single absorbing state 0. The transition probability matrix of this chain is upper triangular, and defined by (2.10) P(i, j)= ~.)pi-jqj for 1 < i < m and 0 <j < i. Since the hypothesis of Theorem 1 is satisfied for this matrix, it follows that
The simple arguments used in the proof of Theorem 1 can also be used to obtain more general forms of Mityushin's inequality, such as upper bounds on moments of T,, etc. Though these results generalize Theorem 1, they are given below as corollaries to the theorem, since it is in the original theorem that the essence of the bounding idea lies, linking negative drifts to passage times.
For re>l, let m(k) denote the greatest integer less than or equal to the mth root of k, i. 
Finally, using the relations 
g(n) P(T~> h(k))< P(T.> h(k))< ~ A 1,
for all k__> 1. The last inequality in (2.24) uses the fact that f(k)> 1 for all k=> 1. Since h -f-~ and
if the rightmost term in (2.24) must equal unity for all n above some value, it follows that It should be clear that if the negative drift condition for the process {Xk} (or equivalently, {Yk}) was violated for all initial states n, then E(T,) would be infinite. However, what should one expect if the negative drift condition was violated for only a finite number of states H? Intuitively, one would expect that a finite set H should not effect the form of the upper bound, and indeed, it can be shown that the logarithmic upper bound can still be had in such a situation. This result is given as a theorem below, and it should be recognized that the corollaries to Theorem 1 can be generalized via the following theorem.
Let H be a subset of S satisfying (2.28)
J<E(YIIYo=j)<g(J)
VjeH,
/3
where /3>1 and g(') is a bounded function. Using the transition probability matrix P, define (2.29) &= ~ P(i,j) VieS j~H and set p=maxpi. That is, the quantity p describes the maximum probability ieS that the process {Xk} will next visit a state in H, given that it is currently in any state in S. For convenience, assume (initially) that 0 <p < 1.
where H is a finite subset of S, then
where 1 < ~-1+p(/3-1)
</3, and p is defined through (2.29).
Proof Conditional on X o = n, combining (2.28) and (2.30) gives g(n) (2.31) where v =(~)(1-e~l-a) > 1.
E(X1 [Xo =n)<pg(n)+(1 --p) ~-
Proof If the transition matrix P is such that (2.36) is satisfied, then (1 -n;-~).o < e.
Finally, defining v = (1-,)~1 a) puts (2.43) in the required form (2.37). []
Granted that ascertaining (2.36) for a given Markov chain requires more work than verifying (2.5), it is worthwhile pointing out that one needs to check (2.36) only for state n, given that Xo=n. This is done by taking powers pk of the transition matrix to determine if pk(n, 0) is bounded from above by (1-6k) ", for some appropriately chosen 6, 0 < 6 < 1. Again, as was the case with the upper bound, a similar argument can be used to obtain lower bounds for higher order moments of T,. In this case let m [k] denote the smallest integer greater than or equal to the ruth root of k, i.e., mEk]=Fkl/ml. 
1), (X~,Ek j
Setting k 1/"-(1 -a) log n log 6-~ and repeating previously used arguments gives for k_->l. Note that T,,j is defined as in (2.9) for l<j<m, and T,(m) =max (T~,l, T,,2 .... , T~,,,) is the maximum hitting-time to the absorbing state over all m independent processes.
In order to obtain a lower bound analogous to that provided by Corollary 1.2, let f(') be any invertible function of T~ satisfying f(0)=0. Using f(k) to denote If(k)] here, for k> 1, and h-f -1. 
Corollary 3.3 If

E ( T~)~ O (logm N).
Consider now a simple variant of the coupon collector's problem. Suppose that at each step k, k > 1, if the state (i.e., number of balls not yet sampled) of the chain {Xn} is neither 0 nor N, then there is a nonzero probability that the next state is N. In other words, if the number of balls sampled before the kth draw is neither 0 nor N, then there is a nonzero probability that the state at step k is "forgotten", so that the process must start all over again from state N at step k + 1, for k > 1.
Given that the chain is in state i before draw k, l_<i<N-1, let t h be the probability that on draw k the state of the chain is forgotten and it lands back in state N, for k > 1. The transition probability matrix for {Xn} becomes Nth + [N~-th] i+ N (i-1)< ~ for 0<i<N, one obtains a condition on qi that preserves (2.5), ensuring
E(Tu)eO(logn).
At an extreme, if th=~ for 0<i<N, then (3.14) reduces to the requirement where we use the fact that fi is defined by the entries in row 1 of P, since this row exhibits the smallest negative drift in this case. For the lower bound, one need only note the fact that the "forgetfulness" of the process must increase the expected time to absorption, so that E(TN)~O(log n), as before.
c) A single server queue
Consider a single server queue where customers arrive according to a Poisson process of rate 2>0. Service times are assumed to be independent with some common distribution function F(-). The process {Yk; k>0} describing queue size at service completion epochs is a well-known [1] Markov chain, with transition matrix P = [Pj, Defining Sk = {k} for k>0, as done earlier, it follows that the process {Xk} is stochastically identical to the process {Yk}. Hence {Xk} is a markov chain with transition probability matrix P defined above. Let T~ denote the time it takes the server to empty the queue, given that the queue initially contains n customers. The random variable T, is a passage time which has a complicated distribution in general. For a stable queue, the chain {Xn} will exhibit negative drift, so that the upper bound results of Sect. 2 are applicable. That is, 
E(T.) > log~ n
where v is defined in Theorem 2. Asymptotic bounds for higher order moments can also be had from the results of Sect. 2.
