This paper deals with the Bayesian estimation of the vector of parameters of the finite mixture of two-component exponentiated Kumaraswamy distribution, denoted by MEKum, when considering complete samples. In addition, Bayesian predictive density functions of future observations from the MEKum distribution, considering two cases, are obtained.
Introduction
The exponentiated Kumaraswamy distribution is one of the recently constructed distributions. It has been firstly appeared in Lemonte et al. (2013) [12] . The exponentiated Kumaraswamy, denoted here by EKum, is a generalization of the 
where, = ( 1 , 2 , 1 , 2 , 1 , 2 , ).
In Section 2, Bayesian estimation of the vector of parameters is considered under the squared error loss function. Section 3 deals with the predictive densities for two special cases of the MEKum distribution. Finally, conclusions are discussed in Section 4.
Bayesian Estimation
Let all the parameters in the vector , in Equation (3) , are independent random variables of each others. A conjugate prior distribution is assigned to each of them. That is, a beta distribution with known parameters 1 and 2 and density function
is assigned as a conjugate prior distribution for the mixing proportion parameter p. While, the prior distribution used by AL-Hussaini and Jaheen (1992) [3] , which is a gamma density with parameters ( 1 , 2 ), is assumed here to be the prior distribution for the parameters , = 1,2, with density function
And the gamma density with parameters ( 1 , 2 ), = 1,2, is taken to be the prior distribution of the parameters with density function
Whereas, the gamma density with parameters ( 1 , 2 ), = 1,2, is assumed to be the prior distribution of the parameters with density function 
The joint posterior distribution of the vector of parameters is
It follows, from (2), (8) and (9), that the joint posterior density function is given by 
where, 
Similarly, for , = 1,2, and ≠ , the Bayesian estimators of the parameters , and are given, respectively, by Equations (11), (12), (13) and (14) are non-linear system of equations. One could apply Newton-Raphson iteration scheme to solve this non-linear system of equations simultaneously.
Bayesian Prediction
In many practical problems of statistics, one wishes to use the informative data to predict future observation from the same population. One way to do this is to construct an interval, which will contain these observation with a specified probability. This interval is called prediction interval. Prediction has been applied in medicine, engineering, business and other areas as well. For details on the history of Bayesian prediction, analysis and applications, see for example, Aitchison and Dunsmore (1975) [1] and Geisser (1993) [8] .
AL-Hussaini (2003) [4] obtained Bayesian predictive density functions when the population density is a finite mixture of general components. Jaheen (2003) [9] considered Bayesian prediction bounds for future observation from the finite mixture of two components of Gompertz distributions based on type-I censored samples.
This section is concerned with Bayesian prediction of the MEKum distribution. Having a vector of seven unknown parameters may cause problems in obtaining the predictive density. Hence, only two cases are considered here with the parameter 1 is assumed to be 1. In Case 1, the parameters and 1 are assumed to be unknown; while the rest of the parameters are known. Whereas, in Case 2, the parameters , 1 and 2 are assumed to be unknown and the rest of the parameters are known. Let 1 , 2 , … . , be sample random sample of size n drawn from a population with density function ( | ) given by Equation (1). Let = +1 be a future observation from the same population. Then, the Bayes predictive density function is given by: 
Such that, under the assumption that the parameters and 1 are unknown and independent random variables and the rest of the parameters are known, the prior for the parameter is assumed to be a beta distribution with parameters 1 and 2 and given by
The prior distribution of 1 is assumed to be a gamma distribution with parameters ( 11 , 21 ) and density function given by
The joint prior of and 1 can be obtained by multiplying Equation (16) 
Therefore, the Bayes predictive density function can be write as
( Let 1 , 2 , … . , be sample random sample of size n drawn from a population with density function ( | ) given by Equation (1) . Let = +1 be a future observation from the same population. Then, the Bayes predictive density function is given by ( | ) = ∫ ∫ ∫ ( , 
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The prior distributions of and 1 are given by Equation (16) and Equation (17), respectively. And the prior distributions of 2 is assumed to be a gamma density with parameters ( 12 , 22 ) given by
