Abstract-Adaptive transceivers play an important role in wireless communications and the design of MIMO systems. Therefore models that enable simulation of dynamic and time varying channels in a computationally scalable fashion are extremely valuable. Previously, the application of autoregressive moving average (ARMA) modeling to fading processes has been complicated by ill-conditioning and nonlinear parameter estimation. This paper presents a numerically stable and accurate method to synthesize ARMA rational approximations of correlated Rayleigh fading processes from more complex higher order representations. The resulting ARMA synthesis is then used in the generation of dynamic MIMO channel realizations with time varying Doppler at significantly lower computational complexities.
I. INTRODUCTION
The properties of a mobile fading channel significantly influence the design of wireless devices. This has motivated extensive research into the statistical modeling of Rayleigh fading channels, which is also a core component of more complex scattering models. Clark's fading model [1] , or a simplified version proposed by Jakes' [2] , have been widely used for simulation. There also exist a variety of implementations of these models, ranging from the sum of sinusoids (SOS) [3] - [4] , IDFT [5] , AR [6] , and ARMA schemes [7] . The limitations of SOS are outlined in [4] and were addressed, to some extent, in [3] . However the SOS model fundamentally requires the summation of numerous sinusoids to generate Rayleigh variates with the correct statistics. The IDFT method, can offer improved accuracy at a cost of requiring an inverse fast Fourier transform (IFFT) on a large block of samples (N = 2 15 or larger). Performing the IFFT operation or adding numerous sinusoids on such a large number of samples, however, results in large delay and overhead and may be computationally impractical for generating shorter sequences with different Doppler parameters, i.e. a temporally correlated MIMO channel with varying Doppler. In contrast, ARMA modeling potentially has similar accuracy to a large size IDFT, with significantly fewer computations. The higher order AR systems required for accurate modeling of the Jakes' frequency spectrum can, in principle, be approximated with considerably lower order ARMA filters. Previous ARMA-based methods proposed in [7] , determine poles and zeros separately, and as a result, are still of very high order, typically ranging from 200-1000.
In the following, a low-order ARMA synthesis technique is developed that can generate high quality Rayleigh variates. In this paper the resulting ARMA system is used in the generation of temporally correlated and time varying fading channels. Such channels have numerous applications specifically in the design and performance analysis of adaptive channel estimation algorithms [8] . In [10] we propose the new ARMA synthesis technique and study the effect of finite precision effect on AR, SOS, IDFT, and ARMA techniques. This paper provides a brief overview of the work presented in [10] and applies the algorithm in the generation of temporally correlated and dynamic MIMO channels.
II. ARMA Model Generation
An ARMA(p, q) model of p poles and q zeros has the potential to generate digital filters with closely matching second-order statistics. The generation of such ARMA models allows for the overall order of the filter to be reduced since an AR(P ) model of order P would require P >> p + q.
The relationship between the autocorrelation function r xx [m] and ARMA(p, q) parameters is given by [11] :
where r xx [m], −∞ < m < ∞ is the desired autocorrelation sequence of the fading process, [12] . However due to the fact that the autocorrelation sequence under consideration is a narrowband process and is not rational [2] , none of the above schemes reliably result in a stable ARMA filter.
The proposed solution first employs a high-order AR approximation to synthesize a rational model.
For an order-P AR process, Eq. (1) simplifies to
(2) This gives rise to the following Yule-Walker equations, which when solved yield ar[k], 1 ≤ k ≤ P , the parameters of the AR(P) filter:
ar [1] ar [2] .
This system of equations (3) can be efficiently solved using the Levinson-Durbin algorithm. Details on application to Rayleigh fading channels can be found in [6] . The resulting ARMA system is then determined by formulating a system identification problem [9] . The input to the ARMA system consists of the sequence x(n) that is generated by the AR(P) system driven by white noise
Setting a 0 = b 0 = 1, without loss of generality, Equation (4) can be expressed as
where
and the vector of filter coefficients,
T .
Assuming that the excitation w(n) is known we may predict x(n) from past values, using the following linear predictor:
The prediction error
leads to the system of linear equationŝ
where the correlation of the output AR procesŝ
and the cross correlation
Therefore a total of p + q equations need to be solved to determine the parameters of the ARMA model. To ensure that the resulting ARMA filter is minimum phase the poles and zeros outside the unit-circle are reflected. Table I demonstrates one such ARMA filter for p = 12 and q = 12. Figure 3 also compares the normalized level-crossing rate, defined as the rate at which the envelope crosses a specified level in the negative direction [2] , is computed for each variate and compared with the theoretical value given in [2] . The ARMA (12, 12) filter provides better matching to the theoretical rates at the lower envelope levels compared to the IDFT (N = 2 15 ) scheme.
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III. Simulation Results
Using the method outlined above, an AR(50) (P = 50) and AR (100) (P = 100) model were approximated by ARMA (12, 12) and ARMA(17,20) models respectively. The normalized maximum Doppler frequency, f m = .05Hz and N = 2 20 inputs and outputs were used to determine the parameters of the ARMA model. Figures 1 and 2 represent the autocorrelation sequence of the Rayleigh variates generated using the example ARMA(17,20) and ARMA(12,12) models respectively. Comparing the second-order statistics of the variates generated using the ARMA (12, 12) 
Next, using the quality measures described in [5] , the quality of the variates y(n) generated using the ARMA (12, 12) or ARMA(17,20)filter are compared to that of the SOS [3] , IDFT [5] , and AR [6] models. The two quality measures are defined as follows. The first, termed the mean power margin, is defined by [5] 
and the second, the maximum power margin, is defined by [5] 
where σ y 2 is the variance of the reference distribution. In (15) and (16), the L × L matrix Cŷ is defined to be the covariance matrix of any length-L subset of adjacent variates produced by the random variate generator. Due to the stationarity of the generator output, the covariance matrix of all such subsets will be identical. The L × L covariance matrix of a reference vector of L ideally distributed variates is similarly defined to be C y . The matrix C y represents the desired covariance matrix, and is known exactly (in this case the zeroth order bessel function). L = 200 in this paper to keep the results consistent with the simulation results presented in [3] , [5] , and [6] . Table II compares the quality of the generated variates for the ARMA, IDFT and SOS methods. Perfect variate generation corresponds to 0 dB for both measures. An autocorrelation sequence length of 200 was considered for evaluation of [5] , Eq. (22) and [5] , Eq. (23). The results presented in Table II demonstrate that the variate generating capability of the ARMA (17, 20) is comparable or better than the that of AR(50) filter and the IDFT method (N = 2 15 ), in terms of quality.
IV. Correlated MIMO Channel Generation
Simulation models of the fading channel play an important role in the progression of research in the wireless communications and MIMO system design. Temporally correlated MIMO channels with varying Dopplers are of particular interest in the design and development of adaptive channel estimators. Since the speed of a mobile station is varying during the transmission, the Doppler spread (or the maximum Doppler frequency) can also be varying [8] . Therefore it is important to be able to generate such MIMO channels accurately and efficiently to facilitate analysis and simulation of MIMO systems. The approach in [13] is used for the generation of temporally correlated MIMO fading channels. Consequently the IDFT, SOS, and ARMA schemes are compared based on the overall computational complexity and delay associated with each method. It is also important to note that the technique presented in this paper can be easily expanded to include spatially correlated channels as well, by simply applying the approach presented in [14] to the temporarily correlated channel realizations (see figure 4 .
Equation (17) represents an n r (number of received antennas) by n t (number of transmit antennas) channel matrix, where, h x,y represents the channel gain between receive antenna x and transmit antenna y. According to the model described in [13] the elements h x,y [t] to h x,y [t + N ] are correlated based on Jakes' fading model. Therefore, a total number of n r .n t sequences of variates of length N need to be generated to populate the required channel matrices. The delay and number of Multiplies Per Unit time (MPU) associated with the generation of temporally correlated and time varying MIMO channels using the IDFT and ARMA approach is outlined in Table III . It is important to note that the generation of quality random variates using the IDFT method requires N > 2 15 . Thus, for small values of N the IDFT approach is not scalable unlike the ARMA model. The problem is exacerbated under the time varying scenario due to the continuously varying maximum Doppler frequency, which requires requires the FFT operation to be performed on n r .n t sequences of length N . Table IV represents a common simulation scenario and compares the delay associated with the ARMA and IDFT schemes. The SOS scheme was not considered since the complexity associated with performing sinusoidal functions is dependent on the algorithm used. However, it is important to note that a minimum of 24 sinusoids is required to ensure that high quality variates are generated. of Rayleigh random variates were considered. The inherent nonlinearity in determining the ARMA filter coefficients was addressed by first using an AR approximation filter. The AR filter was then modeled by a significantly lower order ARMA filter through a linear system identification process, developing a reduced order ARMA model for generating Rayleigh variates. It was also demonstrated that using the IDFT or SOS schemes for generating temporally correlated MIMO channels results in significantly more delay compared to the ARMA synthesis scheme presented here. 
