Abstract-This paper presents new necessary and sufficient conditions for absolute stability of neural networks. The main result is based on a solvable Lie algebra condition, which generalizes existing results for symmetric and normal neural networks. It also demonstrates how to generate larger sets of weight matrices for absolute stability of the neural networks from known normal weight matrices through simple procedures. The approach is nontrivial in the sense that it is applicable to a class of neural networks with non-normal weight matrices.
I. INTRODUCTION Stable and convergent dynamics is an essential property of neural networks and is important in many applications of neural networks such as association, optimization and pattern recognition [l]- [5] . To date a great deal of effort has been devoted to the study of stability of neural networks. One interesting issue addressed in the study concerns the absolute stability (ABST) of neural networks, where ABST means that the concerned neural network possesses a global attractive equilibrium point for every neuron activation function and every constant input [6] [7] [8] . The ABST property has several unique features of theoretical as well as practical interest. For instance, the insensitivity of this property to model details is of important physical significance, since in many cases the neuron activation is known to belong to some function class without detailed parameter specifications. A typical example of this case is a neural network in the high-gain limit [3] . Moreover, the global attractiveness of absolute stability ensures a neural network operating in real time without resetting activations when it is subject to input variations. It also precludes spurious responses for every choice of the activation function and of the external input. This is particularly desirable in neural optimization and classification problems [3] , [5] , [6] .
So far there have been several results available in the literature concerning ABST of neural networks (see, e.g., [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] and the references therein). In particular, [6] presented a necessary and sufficient condition of ABST for symmetric neural networks. In [7] , [9] , [13] [15] further extended the result of [6] to normal neural networks. In [13] and [14] , necessary and sufficient results were also derived for discrete-time neural networks and delay neural networks.
In this paper we will present new necessary and sufficient conditions for ABST of neural networks, which cover some earlier results as special cases. Our main result is based on a solvable Lie algebra condition and on decomposition of the weight matrix of a neural network into its symmetric and skew-symmetric parts. Specifically, we will show that if the symmetric and skew-symmetric parts of a weight matrix generate a solvable Lie algebra, then the network system is ABST if and only if the symmetric part of the weight matrix is positive semi-definite. We note that any normal matrix trivially satisfies the solvable Lie algebraic condition, hence the present result generalizes earlier work on normal (including symmetric) neural networks and provides a new insight into the structure and dynamics of asymmetric neural network. Besides, it also demonstrates a way of constructing a set of weight matrices ensuring ABST of the networks from known weight matrices (may be of finite numbers) of certain type. Such a set is a cone (hence unbounded) in the weight matrix space. In particular, we present a parameterization of the set generated by normal weight matrices. The objective of this paper is to present new necessary and suf cient conditions for ABST of the neural system (1) . Such a result is established under a solvable Lie-algebra condition. In the following, we rst introduce some related concepts and results from Lie algebra theory (see, e.g., [18] are the symmetric and the skew-symmetric parts of A, respectively. We can have Lemma 3. For a matrix A E R"x' in the form (5), let {ReA(A)} be the set of the real parts of the eigenvalues of A and {A (As)} be the set of the eigenvalues of As. Then we have {ReA (A) } = {A (A')}I (6) Proof. Under the assumption and by Lemma 2, there is a unitary matrix U such that U*ASU and U*ASSU are upper triangular. It is clear that U*ASU is Hermitian and hence all its eigenvalues are real. Further, U*ASSU is skew-Hermitian and hence its eigenvalues are all pure imaginary [19] . Hence the result of the lemma follows from U*AU = U*AsU + U*AssU.
The proof is complete. O Remark 1. A particular case of Lemma 3 is the set of normal matrices [15] . By defi nition, a matrixA =E RIx is normal if ATA = AAT. It is easy to verify that A is normal iff AsAss = AssAs (7) That is, the symmetric and skew-symmetric parts of a normal matrix commute under multiplication. Hence, {As,A55} 
where g(z) = [gl(zl),...,g,(z,)]T with gi(zi) =Si(Zi+Xei)-si(xei). It is clear that for any s E 9, we have g E 9, g(0) = 0, and (10) rgi ( is negative defi nite for all z E R'. This shows that z = 0 is GAS.
To show the necessity of condition (8), we note that ABST of system (1) (equivalently, system (9)) implies GAS of the system for every s E 9. Hence, for a particular function s E 9 with si(r) -tanh(kr) where k > 0 is a constant to be specifi ed, the corresponding system (9) should be GAS. This in turn requires condition (8) to be fulfi lled. To see this, let us consider the linearization of this particular nonlinear system at the origin, which is in the form z = (kW-D)z. Now suppose by contradiction that W has an eigenvalue, say X = a + bv/-C with real part a > 0. Then by taking k > 0 large enough, every eigenvalue of (W -k-1D) can be arbitrarily close to some eigenvalue of W. So there must be an eigenvalue of (W -k-D) which is arbitrarily close to A and hence has a positive real part. Therefore, kW -D has an eigenvalue with positive real part for some large k > 0. By the linearization argument in stability theory (see [17] ), the origin of the above linear system and its original nonlinear system (9) could not be asymptotically stable. This is a contradiction to the GAS of system (9) as mentioned above.
Therefore condition (8) We now make some comments on the above results. It is well known that a symmetric Hopfi eld neural network always exhibit convergent dynamics, but it may run into local minimum when applied to optimization problems [3] . Corollary 2 shows that the largest subclass of symmetric Hopfi eld networks that can guarantee achieving global minimization without spurious response are those with positive semi-defi nite weight matrices [6] . To examine asymmetric case, note that an asymmetric matrix can always be written as a symmetric matrix plus a skew-symmetric one. An asymmetric network can therefore be viewed as a symmetric network with a skew-symmetric perturbation on its connection pattern. It is hence natural to ask about effects of such a perturbation on the convergent dynamics of the network system. In this respect, Corollary 1 shows that if the skew-symmetric part commutes with the symmetric part of a weight matrix (see Remark 1), then the global convergence of the network can be completely determined by the symmetric part, as in the symmetric case. This identifi es a class of asymmetric weight matrices such that the global convergence of the networks entirely relies on the symmetric part of the weight matrices, independent of skew-symmetric perturbations. Theorem 1 further extends this result to more general case under the solvable Lie algebra condition.
IV. ABST WEIGHT MATRIX CONES
Now we present necessary and suffi cient conditions for ABST of neural networks in the form (1) generated from a set of weight matrices. For convenience, we refer to the weight matrix of an absolutely stable neural network as an ABST weight matrix. And we only consider the case related to normal weight matrices for simplicity. It will be shown that, for a given fi nite number of normal ABST weight matrices Wt, ..., Wi, a larger set of ABST weight matrices in the form A ={W =EajW,X a >°} (12) can be generated. This is a convex cone of matrices generated by Wt,..., W. Clearly, A is an unbounded subset in the weight matrix space. It is worth pointing out that the set A may contain non-normal matrices and hence gives a nontrivial generalization from the m generating normal matrices Wl,..., Win. In addition, through a stability-preserving transformation, we can further relax the normal matrix condition to a weaker quasi-normal matrix condition.
We now make the following assumption. The following result includes Corollary 1 as a special case. Theorem 2. Under Assumption 1, the neural network (1) is ABST for every W E A iff max RekV(W1) < . (13) 1<i<n;1<j<m
Proof. The necessity of condition (13) We can further relax the normal matrix condition of Theorem 2 to non-normal matrices of specifi c type by using a stability-preserving transformation of the system (1). To do this, let us consider two nonsingular scaling matrices P = diag[p1,...,pn] > 0 and Q = diag[q,,...,qn] > 0. By taking the state transformation y = Px, the system (1) is written into the form y = -Dy+PWQs(y) +Pu, (14) where s(y) = Q-'s(P-'y) e 5. Clearly, the existence and stability of an equilibrium point of system (14) and that of system (1) are equivalent. This motivates the introduction of the following quasi-normal matrix condition.
Assumption 2. The weight matrix W in system (1) is quasinormal, i.e., there exist two diagonal matrices P > 0, Q > 0 such that PWQ is normal.
As noted in [15] , this assumption may be regarded as a generalization of the so-called "principle of detailed balance" for the weights or "quasi-symmetry condition" used in the literature [20]- [24] . It follows immediately from Corollary 1 the following result.
Corollary 3 [15] . Under Assumption 2, the neural network (1) Remark 4. From the above discussion, we can obtain a parameterization of the ABST weight matrix set A generated by normal weight matrices in the following steps:
Step 1. Let AO = {W eRnxXn WWT = WTW, Rek (W) < 0};
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Step 2. For any positive defi nite diagonal matrices P, Q, let A1 ={PWQ: WEAo};
Step 3. Then A = coneAl -{ E aiUi: U, E Al, ai > 0, k >0 is an integer}.
Clearly, the set A is unbounded and positively superposable, i.e., for any finite matrices U,..., U1 in A, the sum y1=I f3iUi with each pi > 0 also belongs to A. Also, it may contain non-normal matrices as mentioned above.
V. CONCLUDING REMARKS We have presented new necessary and suffi cient conditions for ABST of neural networks of Hopfi eld type. Our main result is based on a solvable Lie algebraic condition, which generalizes earlier results on symmetric and normal neural networks. We also demonstrated a way of generating larger sets of ABST weight matrices from a fi nite number of normal weight matrices through a simple procedure. The approach is nontrivial in the sense that the resulting matrix set can possibly contain non-normal matrices. Finally, it can be shown that the results of this paper remain valid if the constant parameters aj > 0 in (12) are replaced by continuous functions aj (t) > 0. This leads to a neural network with time-varying weights. A potential application of this case is to update the weights in a set of matrices that preserve stability of the neural network by adjusting a small number of parameters.
