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Preface
These are the proceedings of the 5th International Probabilistic Workshop. Even though the 
5th anniversary of a conference might not be of such importance, it is quite interesting to 
note the development of this probabilistic conference. Originally, the series started as the 
1st and 2nd Dresdner Probabilistic Symposium, which were launched to present research 
and applications mainly dealt with at Dresden University of Technology. Since then, the 
conference has grown to an internationally recognised conference dealing with research on 
and applications of probabilistic techniques, mainly in the field of structural engineering.  
Other topics have also been dealt with such as ship safety and natural hazards. Whereas the 
first conferences in Dresden included about 12 presentations each, the conference in Ghent 
has attracted nearly 30 presentations. Moving from Dresden to Vienna (University of Natu-
ral Resources and Applied Life Sciences) to Berlin (Federal Institute for Material Research 
and Testing) and then finally to Ghent, the conference has constantly evolved towards a 
truly international level. This can be seen by the language used. The first two conferences 
were entirely in the German language. During the conference in Berlin however, the 
change from the German to English language was especially apparent as some presenta-
tions were conducted in German and others in English. Now in Ghent all papers will be 
presented in English. Participants now, not only come from Europe, but also from other 
continents. 
Although the conference will move back to Germany again next year (2008) in Darmstadt, 
the international concept will remain, since so much work in the field of probabilistic 
safety evaluations is carried out internationally. In two years (2009) the conference will 
move to Delft, The Netherlands and probably in 2010 the conference will be held in 
Szczecin, Poland. 
Coming back to the present: the editors wish all participants a successful conference in 
Ghent.
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Opening lecture: Innovative Technologies to Upgrade 
Fire Safety of Existing Tunnels
Konrad Bergmeister 
Institute of Structural Engineering,  
University of Natural Resources and Applied Life Sciences, Vienna 
Abstract: A European research program called UPTUN, incorporating 41 
partners, takes care on the fire protection of tunnels. The main objectives of 
this program are "Development of innovative technologies to upgrade fire 
safety of existing tunnels." Tunnel fires may release huge amount of energy. 
The recent fires in Europe have demonstrated that the energy generated by a 
fire can be as much as 30 - 150 Megawatts. In addition, there are requirements 
for protecting against such events. This paper shows developments within the 
project according to (a) fire and smoke as well as toxicity monitoring systems, 
and (b) efficient techniques increasing the fire protection. Associated investiga-
tions are performed in close collaboration with industrial partners and universi-
ties in laboratories and existing tunnels.
1 Introduction
There are rare real-scale fire tests for Tunnel Structures (Memorial Tunnel Fire Tests, Eu-
reka Project, Safety Test, etc.) performed all over the world. The objectives of such tests 
are (a) the adaptation of Temperature versus Time curves, (b) the validation of the behav-
ior of materials exposed to high temperatures, (c) corrosion tests of steel reinforcement, (d) 
the formulation of standards related to fire resistance of concrete structures. The European 
project UPTUN, which is the acronym for Cost-effective, Sustainable and Innovative Up-
grading Methods for Fire Safety in Existing Tunnels; a European RTD-project funded by 
the European Commission in FP5, performed by industrial companies and universities (e.g. 
University of Natural Resources and Applied Sciences), comprises the mentioned objec-
tives. Beyond these objectives a main interest are in the development of computation me-
thods for the description of fire scenarios in tunnels. In addition to the computational 
methods, the targets of this paper are the presentation of safety elements developed during 
the project. The validation of safety features and monitoring devices allow to properly in-
stall systems, identified and studied to upgrade tunnels for the fire protection. Unfortu-
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nately, simulation of realistic fire scenarios is necessary due to number and catastrophic 
real events. Full scale experiments and laboratory tests provide valuable knowledge for 
comprehensive and foresighted planning in many areas of tunnel safety.  
2 Experiments reducing fire effects in existing Tunnels 
2.1 General 
The Virgolo tunnel in South Tyrol, Italy serves for four fire demonstrations, using diesel 
contained in stainless steel pools with a surface of 2 m2 (Fig. 1) each (thermo energy Eth = 
5 MW), to investigate the itemized objectives. A specially designed compartment (Mini-
tunnel) was built, on whose walls and roof concretes, mortars and anchorages were applied 
and exposed to extremely high temperatures. The realization of real scale fire demonstra-
tion as performed in the Virgolo tunnel required the collaboration of local partners (high-
way police, professional and voluntary fire brigades, emergency units, local agencies for 
ambient), Universities (10 institutes) and external partners.
Fig.1. Fire pools on rail tracks used for heating the concrete surface of the Minitunnel 
(right picture) 
All of those mentioned institutions as well as designers and rescuers among others are pre-
dominant interested in the development of temperature fields in tunnels and the bearing 
elements of tunnels. In addition, they are interested in innovative tunnel facilities, which 
provide the possibility to control temperature fields and its effects on components. Follo-
wing systems, elements and facilities have been installed and demonstrated in the Virgolo 
tunnel:
x 100 m of pipes of the water mist system for fire suppression, 
x two Water shields for smoke containment, 
x two Air-plugs for smoke containment, 
x six optical signalling systems, 
x several stationary and mobile samplers for air quality evaluation during fire, 
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x 80 m rail tracks, 
x 18 m3 compartment (Minitunnel) for materials and anchorages tests, 
x six innovative fire resistant concretes and mortars applied on the Virgolo tunnel 
walls,
x one fire resistant paint applied on the Virgolo tunnel walls, 
x anchorage systems for illumination and ventilation systems. 
x several fire detection and monitoring systems 
x five video cameras, among which two stereoscopic and an infrared one 
x Hundreds of sensors (air and concrete temperature, concrete resistance, wind (venti-
lation), opcacity/visibility, gas analysis, LVDT for anchor slip, etc.) 
More than 300 temperature sensors distributed at different heights and depths in the tunnel 
walls provide data during four fire scenarios. The temperature measurements of these test-
series build the basis for comparable numerical models and analyses. The measurements 
also served for the adaptation of fire fighting systems such as a fire section creator. For 
example, a fire fighting system and fire section creator, proved during the project, achieved 
some restriction of the convectional temperature be valuated as a valid measure to reduce 
smoke concentration in neighbouring sections. Another tested fire suppression technique is 
the water mist system. Figure 2 shows the effectiveness of this system. The second tem-
perature increase after activation of the system is a result of the combined relationship 
through “burning oil and water”. The clear increase in the CO concentration after activa-
tion can be explained by the lowered energy in the combustion process due to the water. 
The positive effect is that this system requires only about 10 % of the water required by 
conventional extinguisher systems. As a result, the energy adsorption of the fire from the 
water is lowered as is the CO concentration. 
Air/Gas Temperature
Fire load : 20 MW
Location: Middle of Tunnel; at 3m, 5.5m and 6.5m
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The research project also takes care on (a) risks caused by fastening elements under fire, 
(b) facilities increasing the probability of saving people involved in a tunnel fire scenario. 
In addition, a Traficon video based smoke detection system turns out as an effective tool to 
trigger an alarm and record video sequences. The tested video based fire detection system 
demonstrate a rapidly and reliably detection method despite unfavourable light and envi-
ronmental conditions in the tunnel. Even if the very high smoke and temperature con-
centration caused the camera to fail after the first fire simulation, a fire event can be 
captured and signalled. Fibre optic cable indicators are alternative systems to detect fire 
very quickly and reliably after ignition. Because the system is able to locate the exact loca-
tion of the fire, it is possible to conceive various emergency plans for one tunnel according 
to the detected fire location. Another advantage is the long life time of this system. The 
fibre optic sensor cable has an expected life expectancy of over 30 years as a passive mea-
suring element. For example, the fibre optic cable within the Virgolo tunnel was still func-
tional after all tests were carried out. Beyond these active protecting systems, there are also 
structural tunnel elements, such as shotcrete, that can be used to decrease risks caused by 
fire scenarios (e.g., partial collapse of a structural systems). 
2.2 Shotcrete as fire protecting system  
The first patent to spray concrete through a jet is known from the year 1898. At that time, a 
kind of the dry-shotcrete spraying machine has been used. 1908 CARL E. AKELY invented 
his “Cement Gun” [1]. Most ideas of using shotcrete where developed almost 100 years 
ago. However, commercial use of shotcrete started about 30 years ago. Today shotecrete is 
used in two fields of engineering applications. On the one hand shotcrete is used for main-
tenance and upgrading existing structures and on the other hand it is applied especially for 
tunnel linings. In February 2005 a real scale test was carried out in the previously men-
tioned tunnel at the Brenner Motorway/Virgolo tunnel in the context of the European re-
search project UPTUN. Seven different fire resistant shotcrete mixtures from different 
manufactures, including the original concrete where applied on the tunnel wall (see Fig. 3). 
The fire load applied was between 10 MW and 30 MW. 
Fig. 3. Areas of the shotcrete mixtures, [2] 
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Each area was instrumented with temperature sensors in different depths. The shotcrete 
mixtures essentially differ by: 
x Various fire-resistant aggregates (e.g. magnesium iron hydro silicate minerals) 
x Special fibres 
x Special admixtures 
x Various Filler 
x Other additional additives 
Cores where taken from seven areas, made of the previously mentioned mixtures, before 
and after the real scale test and analyzed with focus on chemical changes and changes of 
the pore size distribution.  After the real scale fire test, laboratory fire test where carried 
out on special specimens which where instrumented as well with temperature - and electri-
cal resistance sensors in several depths (see Fig. 4). 
Shotcretespecimen
20
 c
m
20 cm
T1, R1...t = 10 mm
T2, R2...t = 20 mm
T3, R3...t = 30 mm
Fig. 4. Instrumented shotcrete specimen under fire load [3] 
The temperature time distribution by using 92 thermocouples where investigated during 
the fire test in different depths. Figure 5 shows a temperature profile during a test by using 
water shields and a water mist system (with special nozzles). The temperature measured at 
the surface was about 340°C. The maximum temperature at the depth of 5 mm was about 
175°C. A comprehensive documentation of all associated performed experiments is given 
in [2].   
Fig. 5. Concrete temperature distribution in the depths of 0, 5, 25 and 50 mm, [2] 
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In addition, laboratory tests where carried out for detailed temperature analyses. Relations 
of the maximum temperatures in the different depths of 10 mm and 30 mm were calculated 
and are announced as a “Temperature Decreasing Index” (TDI). In Tab. 1 the TDI of  con-
crete samples is presented, as well as the change of the electrical resistance in the depth of 
30 mm.  
Tab. 1. Temperature parameters of the various shotcrete mixtures 
Product
Number 
TDI / [-] 
ǻR / [ȍ]
t=30 mm 
Short description 
1 35 % -1053 
Constructive repair mortar – with thermal 
shield capabilities 
2 29 % -1243 Constructive, fire resistant shotcrete 
3 49 % -552 Thermal shield 
4 34 % -782 Constructive, fire resistant shotcrete 
5 33 % -1421 Constructive, fire resistant shotcrete 
6 - - Thermal shield 
* 72 % - Thermal shield 
* An additional Thermal shield to product Nr. 1 
TDI’s between 29% and 72 % where measured. Changes in electrical resistance in a depth 
of 30 mm where between -552 ȍ and -1421 ȍ. The electrical resistance is influenced by 
the water saturation, which depends again form the porosity and the free ions movement. 
Therefore, the interpretation of the electrical resistance as a governing factor for the fire 
resistance is quite complicated. A big range of different parameters were carried out in real 
– and laboratory fire test. All shotcrete mixtures are actually on the market and offered as 
“fire resistant concrete”. According to Tab. 1 it can be realized, that an effective fire resis-
tant constructive shotcrete has a TDI of about 35 %. A comprehensive consideration of the 
concrete parameters show (a) a strong dependence of the mechanical from the physical 
parameters, and (b) the change of the electrical resistance is not only caused by change of 
water saturation. However, water can escape according to the pore size distribution. 
Changes in pore size causes changes in permeability, which is again dependent on the elas-
ticity and therefore on the concrete tensile and compressive capacity. If the pore size in-
creases, than micro cracks can be expected and therefore a loss of tensile and compressive 
strength. Therefore, the presence and the melting of PP-fibers helps to increase the perme-
ability, but on the same time the strength and the structural stability of the concrete will be 
reduced. This means, it has to be defined an equilibrium between the permeability (elastic-
ity) and the structural strength (high concrete tensile capacity and ductile after crack be-
havior) of the shotcrete mixtures. To avoid the appearance of to many micro cracks no 
silica aggregates (stones, sand) should be used in the shotcrete. One alternative is the use 
of “magnesium iron hydro silicate minerals” which has no modification jump and a higher 
(1700°C) melting point. 
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3 Integrated Structure Analyse Tool 
A major innovation of the Uptun project was also the holistic approach for modelling and 
analyzing numerically the phenomenon of a fire in a tunnel and its effects on the structure, 
see Fig. 6. Thanks to the developed tools, the whole scenario of a tunnel fire can now be 
evaluated, considering thermodynamic modelling, determination of the material behavior 
and response of the whole structure, inverse analysis and a probabilistic based reliability 
analysis.
Fig. 6. Causes of thermal spalling phenomenon 
In collaboration with the project partners Brennero, IKI, Cervenka Consulting, CISM, 
ENEA and the University of Padova considerable work on modelling and analyzing the 
Virgolo tunnel on a numerical basis has been done. Based on the acquired test data, differ-
ent approaches of modelling have been developed and combined (Hitecosp, Faust, ATENA 
[3], etc.) on a micro-, meso- and macroscale level [4] [5] in order to optimize the validity 
of the numerical analysis. A series of numerical calculations and simulations have been 
performed for the experimentally investigated test specimens and materials. Finally also 
the verification of the numerical modelling and analyzing part with the collected data from 
both the real scale and the laboratory test has been a fundamental part for Analysis of Re-
sults and Validation of Theoretical Models. The combination of the micro- and mesoscale 
models/tools has been realised with a special coupling code (FaHiCoVMaC) developed 
within the Uptun project. The special feature of computing the safety level on a macroscale 
level is based on the probabilistic modelling and evaluation of materials properties and 
their influence on the structural response. The microscale analysis has been done in close 
collaboration with Prof. SCHREFLER [6] and the University of Padova. The mathematical 
model used for thermo-structural analysis (HITECOSP -HIgh TEmperature COncrete and 
SPalling,) considers concrete as multiphase porous material, where pores are partly filled 
with liquid water and partly with gas.
The model consists of four balance equations: mass conservation of dry air, mass conserva-
tion of the water species (both in liquid and gaseous state, taking phase changes, i.e. evapo-
ration/condensation, adsorption/desorption and hydration/dehydration process, into 
account), enthalpy conservation of the whole medium (latent heat of phase changes and 
heat effects of hydration or dehydration processes are considered) and linear momentum of 
the multiphase system. They are completed by an appropriate set of constitutive and state 
equations, as well as some thermodynamic relationships. At the University of Barcelona 
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(UPC) a CfD Program called FAUST was developed by Prof. CODINA. Together with this 
group calculations related to the Virgolo tunnel fire experiment were done on a mesoscale 
level. The computational fluid dynamics formulation consists of a stabilized finite element 
approximation of the Low Mach number equations based on the subgrid scale concept. 
On a macro scale level, a further class of numerical analysis and evaluation was done in 
collaboration with BRENNERO, IKI, and CERVENKA Consulting [7][8][9], who did a 
series of calculations based on a probabilistic FE concept (SARA/FREET/ATENA) with 
an integration of the developed thermal modules. First the real scale and laboratory ex-
periments were simulated in order to precisely determine the thermal properties (i.e. tem-
perature dependent capacitance and conductivity) of the materials. The thermal module of 
ATENA [7][8] was used in this study together with the probabilistic software package 
FREET. ATENA software was used for the thermal analysis of the laboratory specimens.  
3.1 Thermal properties of shotcrete based on inverse analyses applied  
to small scale cubes 
Heat transfer calculations require the knowledge about the relevant thermal properties of 
materials and heat transfer coefficients at the medium interfaces during the entire tempera-
ture interval. Essential parameters are the heat conductivity (K–value) and heat capacitivity 
(C–value) of the material. Both of them are varying with increasing temperature. These 
thermal properties are indicators of a material for the insulating performance against an 
increasing temperature (e.g., shotcrete). For the ATENA Temperature transfer computa-
tions these properties are extracted by stochastic inverse analyses from experimental labo-
ratory and full scale tests provided by BOKU and ICASA. FREET, a statistical software, 
allowed the probabilistic (sensitivity factor based fitting) of the numerical results to the 
experimental outcomes and finally the determination of the thermal properties. Figure 7 
shows temperature dependent PDF’s used for generating a stochastic bundle of conductiv-
ity distributions, which are the basis for the fitting and sensitivity studies with respect to 
the experimental data. 
Fig. 7. Temperature dependent PDFs used for fitting the experimental obtained  
conductivity
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Numerical parameter studies were based on laboratory test results obtained from cubes, 
which are made of shotcrete types, shown in Table 1, and a side length of 20 cm. The 
cubes were isolated on five sides and heated by gas burners with a fire load of 12 kW on 
the remaining free side. During the heating process the development of the temperature 
fields are measured by sensors positioned in different depths of the cube. In addition, the 
development of the temperature fields associated with the different shotcrete materials 
provide the basis for the stochastic parameter identification, thermal capacitivity and con-
ductivity, by using the numerical ATENA thermal module. Figure 8 shows the mean distri-
bution of the measured (exact), the inverse numerical obtained (matched), and the 
numerical approximated conductivity and capacity. The final deviation of the temperature 
gradients associated with the identified C and K functions (see Fig. 9) constitutes a maxi-
mum of 4.5%. These deviations occur mainly due to the inaccuracies of the temperature 
gradient at the beginning.
Fig. 8. The mean distribution of the measured (exact), the inverse numerical obtained 
(matched), and the numerical approximated temperature depended conductivity 
and capacity of shotcrete product N° 3
Fig. 9. (Probabilistic fitted – simulated  and measured  temperature gradients in different 
depths of the 20cm cubes  of material N°3 
3.2 Thermal Analysis 
The thermal analysis algorithm included in ATENA is divided in two parts (a) thermal 
analysis, and (b) mechanical analysis. The temperature fields for the mechanical stress/ 
strain analysis are determined by a separate thermal analysis as follows. 
Bergmeister: Innovative Technologies to Upgrade Fire Safety of Existing Tunnels 
10
   TgradKJwhereJdiv
t
T
C TTTT   w
w , (1)
In the above standard diffusion formula, T denotes temperature and t represents time. CT
and KT is thermal capacitivity and conductivity respectively. Both capacitivity and conduc-
tivity are, as previously mentioned, functions of the current temperature. Modified Crank-
Nicholson integration scheme [8] is used to integrate the non-linear set of equations. The 
resulting iterative correction of unknown temperatures ¨ȥ at time t+ ¨ t is calculated by 
the following formula: 
  JK ~~ 1  \'  (2)
where
¸
¹
·
¨
©
§ 
'
T C
t
KK
1~
(3)
and
    \\
'
\T\T '' tttttt
t
CKJJ
1
1
~
(4)
C and K is the capacitivity and conductivity matrix respectively after spatial discretization 
by finite element method. ș is the integration parameter. For ș = 0.5 the Crank-Nicholson 
formulation is recovered. ș = 0 corresponds to Euler explicit scheme, and the Euler im-
plicit formulation is obtained when ș = 1. The known oscillatory behaviour of the Crank-
Nicholson formulation is addressed by introducing the following iterative damping [8]. 
      \'K\ \ \ '''' ittittitttt 1  (5) 
The recommended value of the damping parameter Ș is in the interval of ¢0.3; 1².
3.3 Mechanical Analysis 
The material models for concrete as well as reinforcement are formulated in a purely in-
cremental manner, and the selected material parameters are temperature dependent. The 
temperature dependent evolution laws of these parameters are shown in subsequent figures. 
They have been derived based on Eurocode 2 and by matching experimental results of 
CASTILLO & DURANI. [5]. An analogical dependence is used also for the stress-strain law 
for reinforcement. The stress-strain diagram is scaled based on the maximally reached tem-
perature at each reinforcement element based on the Eurocode 2 formulas. 
Six fire resistance shotcrete mixes, mentioned previously, were tested in order to evaluate 
their effectiveness as fire protection barrier for reducing the damage to structural concrete. 
The large-scale test was supplemented by the previous presented laboratory experiments of 
the shotcrete specimens. The experimental program was supported by numerical simula-
tion using the presented material models. The results from laboratory tests were used to 
calibrate the thermal properties of the shotcrete types. The obtained material laws were 
then used to simulate the behaviour of a tunnel wall protected by the tested materials. The 
main goal was to qualitatively evaluate the damage to tunnel lining and compare it to the 
damage of an unprotected wall. 
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Fig. 10. The mean distribution of the measured (exact), the inverse numerical obtained 
(matched), and the numerical approximated temperature depended conductivity 
and capacity of shotcrete product N° 3
In addition, the model shown in Fig. 11 was subjected to modified hydrocarbon fire up to 
1300°C. In the interior of the tunnel a 50 mm layer of shotcrete material was applied. The 
shotcrete layer was modeled by 4 finite elements while for the tunnel lining 7 elements 
were used through its thickness. The tunnel wall was made of concrete class C25/30 using 
Eurocode 2 classification.  
The thermal analyses and the consecutive mechanical analyses performed on sections of 
the existing tunnel walls lead to thermal and mechanical property changes in the shotcrete. 
Figure 11 shows (a) the temperature distribution and (b) the evolution of concrete degrada-
tion at various depths for a typical wall section. The degradation is described as relative 
concrete strength. As it can be seen from this illustration, the tensile strength of the shot-
crete N°3 decreased in 5 cm depth at first after 1000 seconds heating and decreases to 20% 
after 10000 seconds. This effect in 9 cm depth, which is the location of the reinforcement, 
is delayed of about 5000 seconds. Nevertheless, the temperature development in the region 
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of the reinforcement is of essential interest. Figure 12a shows the temperature development 
in different depths of the wall, which indicates the heating isolation effect of the investi-
gated shotcrete with respect to e.g., the first layer of the reinforcement. The considered 
shotcrete N°3 demonstrated a high isolation effect and protection of the reinforcement. 
Table 1 presents recommended design criteria, such as (a) the temperature at the interface 
between the fire protection layer and original concrete wall ( < 300°C), and (b) the tem-
perature at the depth of reinforcement location ( < 250°C), against the simulated tempera-
ture fields. Both of the mentioned criteria could be satisfied for a thickness of 50 mm of 
shotcrete N°3.
Fig. 11. The Numerical model for Virgolo tunnel analysis 
(a) Temperature distribution at different depth, 
0cm, 5cm and 9 cm 
(b) Relative tensile strength at different depth, 
0cm, 5cm and 9 cm 
Fig. 12. Temperature distribution and material degradation 
Tab. 2. Temperature Limit State 
Depth from the Wall Surface Limit State Simulated Temperature 
50 mm 
90 mm 
300°C
250°C
214°C
141°C
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In addition, a probabilistic optimization of the thickness of the protective layer with respect 
to the effectiveness in reducing the temperature on the concrete-shotcrete interface as well 
as on reducing the temperature at the depth of possible reinforcement location was per-
formed by complying a pf = 10
-3. These studies leads to a optimized thickness d = 30mm 
for shotcrete N° 3. 
4 Conclusion 
In conclusion, it is emphasized that fire protecting measures as well as systems, as pro-
posed and tested within the UPTUN project, are powerful tools for increasing the safety of 
people and rescuers using tunnel systems and for diminishing effects of fire scenarios on 
tunnel structures. It could be demonstrated by testing and numerical methods that even the 
adjustment of materials such as shotcrete shells allows the increasing of safety in tunnels. 
Numerical methods are powerful tools for the optimization of structural elements against 
fire loading. For instance heating tests on small scale cubes provided the basis for the de-
velopment of coupled algorithms (thermal and mechanical). In addition, these algorithms 
served for the improvement of shotcrete layers with respect to the protection of reinforce-
ment against unaccepted heating in existing tunnel walls. The project UPTUN allows the 
verification of the developed numerical methods by a real fire test in the existing Virgolo
tunnel and the development of novel shotcrete techniques. However, much future effort has 
to be devoted to integrate these tools in an overall life-cycle and safety management of 
tunnel infrastructure systems.  
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Keynote lecture: Optimization of road tunnel safety 
Milan Holický & Dimitris Diamantidis 
Klokner Institute, Czech Technical University in Prague and  
University of Applied Sciences, Regensburg 
Abstract: Probabilistic methods of risk optimization are applied to identify the 
most effective safety measures considered in design of road tunnels. The total 
consequences of alternative tunnel arrangements are assessed using Bayesian 
networks supplemented by decision and utility nodes. It is shown that the prob-
abilistic optimization based on the comparison of societal and economic conse-
quences may provide valuable information enabling a rational decision 
concerning effective safety measures. Thereby risk acceptability criteria are 
critically reviewed. A general procedure is illustrated by the optimization of a 
number of escape routes. It appears that the discount rate and specified life 
time of a tunnel affect the total consequences and the optimum arrangements of 
the tunnel more significantly than the number of escape routes. The optimum 
number of escape routes is also significantly dependent on the ratio of the cost 
of one escape route and acceptable expenses for averting a fatality based on the 
Life quality index.  Further investigation of relevant input data including socie-
tal and economic consequences of various hazard scenarios as well as experi-
ence related to the effectiveness of safety systems are needed. 
1 Introduction
Tunnel structures usually represent complex technical systems that may be exposed to haz-
ard situations leading to unfavourable events with serious consequences. Moreover, the 
risk during a tunnel operation has increased in recent years. This has been manifested in 
significant accidents occurred in the last decade, such as the Kings Cross fire in London, 
the fire in the Mont-Blanc tunnel in France and the accident in the Tauern tunnel in Aus-
tria. The combination of mixed traffic and extreme length (5 to 20 kilometres in case of 
road tunnels) has a significant impact on the inherent safety of a tunnel system. Conse-
quently, safety becomes an important criterion with respect to the selection of design pa-
rameters of a long tunnel such as tunnel configuration, tunnel cross section area, 
prevention measures and emergency systems.  
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Minimum safety requirements for tunnels in the trans-European road network are provided 
in the Directive of the European Parliament and of the Council 2004/54/ES [6]. The Direc-
tive also gives general recommendations concerning risk management, risk assessment and 
analysis. 
Methods of risk assessment and analysis are more and more frequently applied in various 
technical systems (MELCHERS [17], STEWART & MELCHERS [23] including road tunnels 
(HOLICKÝ & ŠAJTAR [4]). This is a consequence of recent tragic events in various tunnels 
and of an increasing effort to take into account societal, economic and ecological conse-
quences of unfavourable events. Available national and international documents (NS [18], 
CAN/CSA [3], ISO [8], ISO [9], ISO [10] and ISO [11] try to harmonize general methodi-
cal principles and terminology that can be also applied in the risk assessment of road tun-
nels.
The submitted contribution, based on previous studies (VROUWENVELDER et al. [24], 
WORM [26], BRUSSARD et al. [1], VROUWEVELDER & KROM [25], KRUISKAMP et al. [14], 
RUFFIN et al. [22] and KNOFLACHER & PFAFFENBICHLER [13]) and recent PIARC working 
documents, attempts to apply methods of probabilistic risk optimization using Bayesian 
networks supplemented by decision and utility nodes (JENSEN [12]). It appears that Bayes-
ian networks provide an extremely effective tool for investigating the safety of road tun-
nels.
2 Risk analysis 
Probabilistic methods of risk analysis are based on the concept of conditional probabilities 
Pfi = P{F|Hi} of the event F providing a situation Hi occurs. In general this probability can 
be found using statistical data, experience or a theoretical analysis of the situation Hi.
If the situation Hi occurs with the probability P(Hi) and the event F during the situation Hi
occurs with the conditional probability P(F|Hi), then the total probability PF of the event F
is given as 
PF = )(P)|(P i
i
i HHF¦  (1) 
Equation (1) makes it possible to harmonize partial probabilities P(F|Hi) P(Hi) related to 
the situation Hi.
The main disadvantage of the purely probabilistic approach is the fact that possible conse-
quences of the events F related to the situation Hi are not considered. Equation (1) can be, 
however, modified to take the consequences into account. 
A given situation Hi may lead to a set of events Eij (for example fully developed fire, ex-
plosion), which may have societal consequences Rij or economic consequences Cij. It is 
assumed that the consequences Rij and Cij are unambiguously assigned to events Eij. If the 
consequences include only societal components Rij, then the total expected risk R is
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)(P)|(P i
ij
iijij HHERR ¦  (2) 
If the consequences include only economic consequences Cij, then the total expected con-
sequences C are given as 
)(P)|(P i
ij
iijij HHECC ¦  (3) 
The computed risk is compared to the acceptable risk. When the acceptability criteria are 
not satisfied, then it may be possible to apply a procedure of risk treatment. Additional 
safety measures (prevention and mitigation measures), for example escape routes, techno-
logical equipments and traffic restrictions may be considered. Such measures might, how-
ever, require substantial costs that should be taken into account when deciding about the 
optimum tunnel arrangements. 
3 Risk appraisal 
In most practical studies the aforementioned societal risk of a project is given in the form 
of a numerical F-N-curve. An F-N-curve (N represents the number of fatalities, F the fre-
quency of accidents with more than N fatalities) shows the relationship between the annual 
frequency F of accidents with N or more fatalities. It expresses both the probability and the 
consequence associated with given activities. Usually risk curves are shown in a log-log 
plot with the annual frequency on the vertical axis and the number of fatalities on the hori-
zontal axis. Upper and lower bound curves are recommended based on gained experience 
with similar projects/activities and the ALARP (As Low As Reasonably Practical) accept-
ability criterion is obtained as the domain between the aforementioned limits [16, 5]. The 
upper limit represents the risk that can be tolerated in any circumstances while below the 
lower limit the risk is of no practical interest. Such acceptability curves have been devel-
oped by DIAMATIDIS et al. [5] for various industrial fields including the chemical and the 
transportation industry. 
The ALARP recommendations can be represented in a so-called risk-matrix. For that pur-
pose qualitative hazard probability levels have been defined together with hazard severity 
levels of accidental consequences. The hazard probability levels and the hazard severity 
levels can be combined to generate a risk classification matrix. 
A number of areas of concern have been pointed out regarding the validity of the ALARP 
criteria including public participation, political reality, morality and economics [16]. The 
problem of identifying an acceptable level of risk is in most practical cases formulated as 
an economic decision problem. The optimal level of safety corresponds to the point of 
minimal cost. The optimisation problem can be solved using the Life Quality Index (LQI) 
approach. The strategy is based on a social indicator that describes the quality of life as a 
function of the gross domestic product, life expectation, and the life working time. The 
LQI [4, 20, 21] is a compound societal indicator, which is defined as a monotonously in-
creasing function of two societal indicators: the gross domestic product per person per 
year, g, and the life expectancy at birth, e. 
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L = gw e (1-w)                    (4a) 
The exponent w is the proportion of life spent in economic activity. In developed countries 
it is assumed that w | 1/8. Using this Life Quality Index Criterion, the optimum acceptable 
Implied Cost of Averting a Fatality (ICAF) can then be deduced: 
w
wge
ICAF
 1
4
              (4b) 
It is noted that the value expressed by equation (3) is not the value of one life since the 
human life is beyond price. ICAF is also not the amount of a possible monetary compensa-
tion for the relatives of the victims of the occurrence. ICAF is just the monetary value, 
which society should be willing to invest for saving one life according to its ethical princi-
ples.  The ICAF value brings up also several new problems that should be considered. For 
example the gross domestic product per capita parameter implies that all kinds of produc-
tion and domestic services are included. Also the exponent w, which represents the ratio of 
an average work to leisure time available to members of the society, has been discussed in 
the literature [19, 20, 21]. The ICAF values are of the order of 3 Million US$ for devel-
oped countries and below 500 000 US$ for underdeveloped countries. The values are not 
far away from the amount insurance companies’ pay for human losses. The LQI principle 
offers a possible tool for justifying investments in major projects such as road tunnels. The 
values related to human lives may thereby tentatively be used in cost benefit analyses on 
behalf of the involuntary risk of the public. Further aspects and developments related to the 
LQI principle and to the evaluation of human life losses can be found in [21]. 
4 Principles of risk optimization 
The total consequences Ctot(k,p,n) relevant to the construction and performance of a tunnel 
are generally expressed as a function of the decisive parameter k (for example of the num-
ber k  of escape routes), discount rate p (commonly about p § 0.03) and life time n (com-
monly n = 100 let). The decisive parameter k usually represents a one-dimensional or 
multidimensional quantity significantly affecting tunnel safety.  
The fundamental model of the total consequences may be written as a sum of partial con-
sequences as 
Ctot(k,p,n) = R(k,p,n) + C0 +'C(k) (5) 
In equation (5) R(k,p,n) denotes the expected societal risk that is dependent on the parame-
ter k, discount rate p and life time n. C0 denotes the basic of construction cost independent 
of k, and 'C(k) additional expenses dependent on k. Equation (5) represents, however, only 
a simplified model that does not reflect all possible expenses including economic conse-
quences of different unfavourable events and maintenance costs.  
The societal risk R(k,p,n) may be estimated using the following formulae  
)1(11
)1(11
),(),,()(),,( 1
p
p
npQnpQRkNnpkR
n

    (6) 
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In equation (6) N(k) denotes the number of expected fatalities per one year (dependent on 
k), R1 denotes acceptable expenses for averting a fatality ICAF as explained above (or so-
cietal compensation cost (RACKWITZ [20, 21]), and p the discount rate (commonly within 
the interval from 0 to 5 %). The quotient q of the geometric row is given by the fraction q
= 1/(1+p). The discount coefficient Q(p,n) makes it possible to express the actual expenses 
R1 during a considered life time n in current cost considered in (5). In other words, ex-
penses R1 in a year i correspond to the current cost R1 q
i. The sum of expenses during n
years is given by the coefficient Q(p,n).
A necessary condition for the minimum of the total consequences (5) is given by the van-
ishing of the first derivative with respect to k written as   
k
kC
npQR
k
kN
w
'w 
w
w )(
),(
)(
1  (7) 
In some cases this condition may not lead to a practical solution, in particular when the 
discount rate p is small (a corresponding discount coefficient Q(p,n) is large) and when the 
number of escape routes k can not be arbitrarily increased. 
5 Standardized consequences 
The total consequences given by equation (5) may be in some cases simplified to a dimen-
sionless standardized form and the whole procedure of optimization may be generalized. 
Consider as an example the optimization of the number k of escape routes. It is assumed 
that involved additional costs 'C(k) due to the number of escape routes  k may be ex-
pressed as the product k C1, where C1 denotes the cost of one escape route, then equation 
(5) becomes  
Ctot(k,p,n) = N(k) R1 Q(p,n)+ C0 + k C1 (8) 
This function can be standardized as follows  
1
1
1
0 ),()(
),,(
),,(
R
C
knpQkN
R
CnpkC
npk tot   N  (9) 
Here ] = C1/R1 denotes the cost ratio. An advantage of standardized consequences is the 
fact that they are independent of C0 and the cost ratio ] = C1/R1.
Both variables Ctot(k,p,n) and N(k,p,n) are mutually dependent and have the extremes (if 
exist) for the same number of escape routes k. A necessary condition for the extremes fol-
lows from equation (7) as  
1
1
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A first approximation may be obtained assuming that C1 is in the order of R1 (assumed also 
in a recent study by VROUWENVELDER & KROM [25]), where C1 § R1 § 3 MEUR), and then 
the cost ratio ] = C1/R1 § 1. 
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6 Model of a tunnel 
The main model of a road tunnel is indicated in Fig. 1. The tunnel considered here is partly 
adopted from a recent study by VROUWENVELDER & KROM [25]. It is assumed that the tun-
nel has a length of 4 000 m and two traffic lanes in one direction. The traffic consists of 
heavy goods vehicles HGV, dangerous goods vehicles DGV and Cars. The main model 
includes three sub-models for heavy goods vehicles HGV, dangerous goods vehicles DGV 
and Cars. Fig. 2 shows a sub-model for dangerous goods vehicles DGV.  
Fig. 1: Main model of a tunnel 
The total traffic intensity in one direction is 20u106 vehicles per year (27 400 vehicles in 
one lane per day). The number of individual types of vehicles is assumed to be 
HGV:DGV:Cars = 0.15:0.01:0.84. 
The frequency of serious accidents assuming basic traffic conditions (that might be modi-
fied) is considered as 1 u10-7 per one vehicle and one km (VROUWENVELDER & KROM
[25]), thus 8 accidents in the whole tunnel per year. The Bayesian networks used here need 
a number of other input data. Some of them are adopted from the study by 
VROUWENVELDER & KROM [25] (based on the event tree method), the other are estimated 
or specified using an expert judgment. Note that different types of hazard scenarios are 
distinguished as they may cause different consequences. Similar sub-models are used also 
for heavy goods vehicles HGV and Cars.
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Fig. 2: Sub-model for dangerous goods vehicles DGV 
7 Risk optimization 
Risk optimization of the above described tunnel is indicated in Fig. 3, 4 and 5 showing the 
variation of standardized total consequences N(k,p,n), given by equation (9), with the num-
ber of escape routes k for selected discount rates p (up to 5 %) and a life time n (= 50 and 
100 years) assuming the cost ratio ] = C1/R1 § 1.
Fig. 3: Variation of the components of standardized total consequences N(k,p,n) with k for
a discount rate p = 0.03, a cost ratio ] = C1/R1 = 1 and a life time n = 100 years 
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Fig. 4: Variation of standardized total consequences N(k,p,n) with k for the cost ratio ] =
C1/R1 = 1, selected discount rates p and a life time n = 50 years. 
Fig. 5: Variation of standardized total consequences N(k,p,n) with k for selected discount 
rates p, the cost ratio ] = C1/R1 = 1 and a life time n = 100 years 
Figure 3 shows the variation of the components of standardized total consequences N(k,p,n)
with the number of escape routes k for a common value of the discount rate p = 0.03 and an 
assumed life time n = 100 years. Fig. 4 shows the variation of standardized total conse-
quences N(k,p,n) with k for selected discount rates p and a life time n = 50 years only. Fig. 
5 shows similar curves as Fig. 4, but for an expected life time n = 100 years (common 
value).
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8 Effect of cost ratio 
The cost ratio ] = C1/R1 may also affect the optimum number of escape routes. Note that 
the approximations ] = C1/R1 § 1 assumed above have recently been accepted in the study 
by VROUWENVELDER & KROM [25] (where the cost C1 § R1 § 3 MEUR is mentioned). Fig-
ures 6 and 7 show the variation of total standardized consequences with the number of es-
cape routes k and cost ratios ] (considered within the interval from 0.5 to 2), a discount 
rate p = 0.03 and a life time n = 100 years.
Fig. 6: Variation of standardized total consequences N(k,p,n) with the number of escape 
routes k for selected cost ratios ], a discount rate p = 0.03, a life time n = 100 years 
Fig. 6 and 7 clearly indicate that the optimum number of escape routes k is significantly 
dependent on the cost ratio ] = C1/R1. In general the optimum number of escape routes k
increases with decreasing cost ratio ], i.e. with increasing expenses R1 (an expected result).
An interactive effect of both quantities k and ] = C1/R1 on the total consequences is obvi-
ous from Fig. 7.  
For example, for ] = 2 the optimum k is about 9, for ] = 1 the optimum k is about 20 and 
for ] = 0.5 the optimum k is more than 40. The last case seems to be an unrealistic solution 
as it would lead to a distance of escape routes less than 100 m.  It is noted further here that 
the safety measures of a tunnel such as the discussed escape routes are also reviewed based 
on current design and safety provisions of road tunnels (such as [6], [20], or [2]), in order 
to come up with an overall safety package which fulfils the acceptability criteria ([4]). 
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Fig. 7: Variation of total consequences N(k,p,n) with the number of escape routes k and
cost ratios ], a discount rate p= 0.03, a life time n = 100 years 
9 Conclusions
The following conclusions may be drawn from the submitted study of probabilistic risk 
optimization of road tunnels using Bayesian networks: 
The risk of road tunnels must meet modern risk acceptability criteria and safety measures 
must be compatible to current provisions. 
Probabilistic risk optimisation may provide background information valuable for a rational 
decision concerning effective safety measures applied to road tunnels.
It is shown that the optimum number of escape routes may be specified from the require-
ment for the minimum of total consequences covering the societal and economic aspects.  
The optimum number of escape routes depends generally on the discount rate, required life 
time and the ratio between the cost for one escape route and acceptable expenses that a 
society is able to afford for averting one fatality (societal compensation cost).  
It appears that the total consequences are primarily affected by the discount rate and less 
significantly by the assumed life time, cost ratio and the number of escape routes.
Bayesian networks supplemented by decision and utility nodes seem to provide an effec-
tive tool for risk analysis and optimization. 
Further investigations of relevant input data concerning conditional probabilities describ-
ing individual hazard scenarios and models for their societal and economic consequences 
are needed. 
c
.k]
Standardized consequences
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There are three specific aspects that are of uttermost importance for an advanced risk as-
sessment and optimization of road tunnels: the specification of discount rate and required 
design life time, and the costs of alternative safety measures foreseen in the design stage 
and the expenses for averting a fatality (called also societal compensation costs) that can be 
accepted by a society. Wrong or inadequate data may obviously lead to incorrect decisions. 
It should be mentioned that specification of the expenses for averting a fatality is a delicate 
philosophical and socio-economic task. It appears, however, that the concept of Life Qual-
ity Index (LQI) provides a tool for decision making.   
Acknowledgement: This study is a part of the project GAýR 103/06/1521 „Reliability and 
Risk Assessment of Structures in Extreme Conditions“. 
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Analysis of Tunnel accidents by using Bayesian
Networks
Jochen Köhler, Matthias Schubert & Michael Habro Faber 
Institute of Structural Engineering IBK, ETH Zurich 
ETH Hönggerberg, CH-8093 Zürich, Switzerland 
Abstract: Accidents in tunnels and other underground structures often lead to 
serious consequences, more serious in general than would have been the case 
in open air. Tunnels often have to pass through mountainous regions with a 
lack of redundant detour routes. Additionally to the serious direct conse-
quences in the tunnel, large societal consequences are associated with the clo-
sure of such life lines. For this reason careful consideration of risk and safety in 
tunnels is necessary. 
Accidents are normally caused by a combination of several factors. In the case 
of accident in tunnels these factors could be related to characteristics of the 
tunnel, (e.g. the length of the tunnel, the illumination, the portal height, the 
curviness, the longitudinal gradient), they could be related to the characteristics 
of the traffic (e.g. the AADT, the HGV, the average speed) or these factors 
could be related to characteristics of the drivers and their vehicles involved. 
In the presentation a Bayesian Network is developed based on a database con-
taining accident rates, tunnel characteristics and traffic characteristics from 126 
Swiss road tunnels is utilized in this study. The accident rates and the traffic 
characteristics are measured over 5 years. The causal relationships leading to 
accidents in tunnels are assessed directly based on this data by using the so 
called EM learning algorithm and the conditional probabilities of the network 
are calibrated. It is demonstrated how new information, in form of data or in 
form of expert opinion can be utilized to update the conditional probability ta-
bles in the network. The predictive ability of the network is compared with the 
predictions of a conventional regression model (with parameters fitted to the 
same database). The paper closed with some outlook to further application of 
this tool in tunnel risk assessment and management. 
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Probabilistic Safety Concept for Fire Safety Engineering 
based on Natural Fires 
Astrid Weilert & Dietmar Hosser 
Institute of Building Materials, Concrete Construction and Fire Protection, 
Technical University of Braunschweig, Germany 
Abstract: The existing German regulations for the design of fire protection 
measures for structures are based on the “prescriptive rules” of the State 
Building Codes. The safety requirements evolved on the basis of long-term 
experience. For this reason, no uniform safety level exists which would allow 
the comparison of protection measures prescribed for different types of 
buildings and occupancies with those derived from performance based fire 
safety engineering. Therefore it is necessary to establish uniform safety 
requirements based on definite objectives and to define the required system-
reliability of fire protection measures for different types of buildings. 
Furthermore, statistical data describing the reliability of each fire protection 
measure and its effect on overall system reliability have to be collected. Using 
such kinds of probabilistic information, it is possible to analyse the existing fire 
protection concepts, to determine the resulting reliability and to compare it 
with the required system reliability as defined before. The probabilistic safety 
concept is planned to be included in the National Appendix for Eurocode 1 part 
1-2 [1] as well as into the German „Guideline for Fire Safety Engineering 
Methods” [2]. 
1 Basic principles of the safety concept 
Building design has to take into account not only permanent or variable loads, but also 
accidental events, such as fire. The most important factor for fire safety in the design of the 
construction is the time-dependent temperature-load on the structural members. 
„Prescriptive codes“ have been predominant in fire safety design in most European 
countries for a long time. Standards for the fire resistance of structural members were 
defined on the basis of the ISO standard temperature-time curve. Due to the increasing 
demand for objective-oriented fire safety concepts, the construction is more and more often 
designed using natural design fire scenarios and advanced calculation methods, that is 
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using fire safety engineering methods. Through the definition of the objectives it has to be 
ensured that the required safety level is not undermined. The Eurocodes were developed to 
enable the engineer, using the calculation methods on basis of a balanced safety concept, to 
perform the structural design for design fire scenarios. 
In the creation of a safety concept, the aim is to allow for: 
x different types of construction 
x different occupations 
x different design fire load densities based on natural fires 
x different calculation methods 
The concept will include steel, concrete, composite and wood construction. 
The first step was to analyse existing safety concepts, especially the „Natural Fire Safety 
Concept“ [3] which is part of Eurocode 1 part 1-2 annex E [1]. The next step involved an 
intensive literature research, in order to get the data basis for the safety concept. Of special 
interest are data concerning 
x Ignition frequency 
x Fire load 
x Probability of fire spread 
x reliability of fire protection installations 
x reliability of the separating function or integrity of compartment separating 
elements 
x reliability and time related effects on fire by the fire brigade 
x reliability and time related effects on fire by sprinklers or other installations for fire 
extinguishing
Since statistics on fires are not available for all of Germany, and are only rarely collected 
(but not published) for individual states, data from international sources have to be used. 
Of special importance are publications containing data with fire loads, ignition frequencies, 
etc. for different occupancies that can be used for fire safety engineering methods. The data 
are used to derive area dependant pyrolysis rates or heat release rates. There exist only 
sparse data on the stochastic variations of the input variables and further model 
uncertainties. It is the same case for the effectiveness and reliability of installations and fire 
fighting measures in case of demand. 
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Figure 1: Approach for the design of the safety concept 
The approach for the creation of the safety concept is presented in Figure 1 and is 
explained in more detailed below. 
In those parts of the Eurocodes without temperature actions for „accidental actions“ partial 
safety factors on the side of the material resistances are defined as ȖM = 1,0. 
In adjusting the parts 1-2 to this design concept of the other material-related Eurocodes it 
seems reasonable also in case of fire to use a partial safety factor of 1,0 for material 
resistance. 
The safety concept now part of Eurocode 1 part 1-2 appendix E [1] is based on the between 
1994 and 1998 developed „Natural Fire Safety Concept“ (NFSC [3]). The safety factors 
can principally be applied as in NFSC on the fire load density, on the amplitude of the rate 
of heat release, on the duration of the heat release, and thereby on the plateau of the rate of 
heat release, as well as the amplitude of the room temperature. For massive building 
elements, the integral under the curve of heat release, i. e. the sum of the energy induced 
into the building element, is the most important factor. For building elements with high 
thermal conductivity the maximum of the room temperature is most important, whereas 
e. g. for wooden building elements the point of inflammation and the total duration of the 
fire are the dominant factors. It is to be expected that for different construction types the 
safety factors have to be applied on different parameters. However, the design format is 
going to be the same for all types of constructions. 
It follows that a large number of calculations are necessary in order to calibrate the safety 
level for the different constructions. Fortunately the Eurocodes allow a certain tolerance. 
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2 Required data 
2.1 Determination of the target reliability 
As safety level for structural elements in EN 1990 [4] in the informative appendix B the 
following minimum values for ȕ is prescribed 
Table 1: Definition of consequences classes EN 1990 [4] annex B 
Consequences
Class
Description Examples of buildings and civil 
engineering works 
CC3 High consequence for loss of human 
life, or economic, social or 
environmental consequences very great
Grandstands, public buildings where 
consequences of failure are high (e. g. 
a concert hall) 
CC2 Medium consequences for loss of 
human life, economic, social or 
environmental consequences 
considerable
Residential and office buildings, 
public buildings where consequences 
of failure are medium (e. g. an office 
building) 
CC1 Low consequence for loss of human life, 
an economic, social or environmental 
consequences small or negligible
Agricultural buildings where people 
do not normally enter (e. g. storage 
buildings), greenhouses 
Table 2: Recommended minimum values for reliability index ȕ (ultimate limit states) 
according to the classes for resulting damage 
Minimum values for ȕReliability Class 
1 year reference period  50 years reference period  
RC 3 5,2 4,3 
RC 2 4,7 3,8 
RC 1 4,2 3,3 
2.2 Ignition frequency 
Table 3: Number of fires from 1996 until 1999 and areas of different building categories 
according to Statistics Finland [5] 
Name Occupancy Fires Total area [m2] 
A Residential buildings 4361 231 565 978 
C Commercial buildings 356 18 990 450 
D Office buildings 140 16 354 516 
E+L Transport and fire fighting and rescue 
service buildings 
123 10 627 751 
F Buildings for institutional care 197 8 780 942 
G Assembly buildings 112 7 379 199 
H Educational buildings 122 15 801 759 
J Industrial buildings 1038 40 321 357 
K Warehouses 405 7 434 710 
N Other buildings 2650 2 437 960 
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Figure 2: Average ignition frequency in [/(m2 × a)] of different building categories from 
  1996-99. The horizontal line represents the average value of all categories, for  
  the definition of categories (see table 2) [6] 
The target reliability of a structural member or structure is derived from both loads and 
resistances. The division of the total reliability between loads and resistances is only 
possible if these factors are independent. For the calculation of the total reliability, the 
external loads are the basic variables. In cases of fire, the room temperature also has to be 
considered.
For the calculation of room temperature caused by a natural fire, the usual procedure is the 
derivation of a heat release rate based on the fire load in the compartment, the ventilation 
conditions, possible installations for fire detection and/or extinguishment and fire fighting 
measures. 
This curve of time-dependant heat release taking failure probabilities or the reliability of 
the impacting basic variables is called „design rate of heat release“. The derivation of an 
adequate fire scenario and a heat release rate or alternatively of a temperature-time curve 
determines the design safety level. 
A design fire is the description of the development of a fire taking time and space into 
account. The design fire includes the influence of the building or room geometry, of 
installations, such as fire detection systems, smoke and heat exhausts, sprinkler systems, 
etc. and fire fighting measures. It can factor in the delay before arrival of the fire brigade at 
the site, and whether or not the fire has spread so much in this time that it can no longer be 
fought within the compartment. The design fire also takes into account the velocity of fire 
spread, the exchange of the fire with the surrounding building elements and the time of 
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activation of fire protection installations by smoke or heat or the destruction of objects 
such as windows by heat and thereby the change of ventilation conditions. A fire scenario 
together with the derived rate of heat release is the idealization of a natural fire, that can 
take place in the building in question. 
The total failure probability per unit area and year is derived from the probability of fire 
activation per unit area and year and the failure probability of the construction. Fortunately 
a fire is a relatively uncommon phenomenon in a single building. The mean frequency of 
fires within a year and the calculation of the total area of all buildings enables the 
derivation fire ignition density for certain occupancies. Industrial buildings typically have 
one of the highest fire ignition densities, followed by dwellings. However, due to the size 
greater of the rooms/halls or compartments in industrial buildings fully developed fires 
occur with far lower frequency than in dwellings. 
2.3 Characteristic values for materials 
The failure probability of the construction can be calculated based on the material 
properties with their stochastic deviation. This includes the mechanical properties such as 
compressive strength and yield limit, as well as the thermal properties such as thermal 
conductivity, heat capacity and temperature-dependant density, and geometric properties 
e. g. the burning rate for wood constructions. For this project it was necessary to document 
numerous material properties from the literature for use in the safety analyses. 
2.4 Fire loads 
The number of data sources for fire loads is limited. Because of the vast variation in 
industrial buildings, fire loads are usually counted or calculated individually. Many 
literature sources cite the fire load densities given in CIB W14 Workshop Report [8], as do 
the BSi PD 7974 [7] and the Natural Fire Safety Concept [3]. 
Table 4: Excerpt from table 19 BS 7974-1:2003 [7] and NFSC [3] fire load densities 
Occupancy Fire load density [MJ/m2] 
 Average Fractile 
  80 % 90 % 95 % 
Dwellings 780 870 920 970 
Hospital (room) 230 350 440 520 
Hospital storage 2000 3000 3700 4400 
Hotel (room) 310 400 460 510 
Office 420 570 670 760 
Shops 600 900 1100 1300 
Manufacturing 300 470 590 720 
Manufacturing and storage 1180 1800 2240 2690 
Libraries 1500 2250 2550 - 
Schools 285 360 410 450 
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3 Reliability analysis 
In this research project both FORM/SORM-methods and Monte-Carlo-simulations are 
used for the calculation of the limit state function and the resulting ȕ-values. Due to the 
specific properties of the building materials the use of FORM/SORM is limited. For the 
example with a steel member presented in the following section 4, the use of FORM was 
possible because all loads and resistances could be described completely by analytical 
equations.
Unfortunately this is not possible for structural members of reinforced concrete or 
composite concrete-steel constructions. For the heating of concrete, both the level of room 
temperature as well as the duration of the fire are of prime importance, due to the low 
thermal conductivity of concrete, its high heat capacity and mass. The heating of the 
structural member over time during natural fires cannot be calculated by hand. In these 
cases finite-element-models have to be used and therefore also Monte-Carlo-simulations. 
In this project a program-package has been developed, and is subject to further 
development, that enables the user to calculate the room temperature according to ISO-
standard-temperature-time curve, or using the zone model CFAST [9], or according to the 
parametric temperature-time curves from ZEHFUß [10]. The stochastic basic variables are 
generated by the program MCSim [11] based on Monte-Carlo-methods that also analyses 
the results of the complete program-package execution and with regard to the safety index 
ȕ.
The FE-program Staba-F is integrated into the program package and enables the 
calculation of single temperature loaded structural elements made of reinforced concrete, 
composite concrete-steel, protected and unprotected steel and wood constructions. 
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Figure 3: Program structure of the program package from A. WEILERT and C. KLINZMANN
In addition to the structural analyses, it is necessary to perform analyses of system failure 
probability with regard to fire protection installations and fire fighting measures. In this 
case, the reliability of the installations and the nature and timing of their response to the 
design fire is of special interest. The impact of failure of a component for the system also 
has to be taken into account. For example, if the fire has reached a certain size when the 
fire brigade arrives, it will no longer be possible to fight the fire within the compartment 
and efforts will instead be invested in the prevention of spread of the fire to other 
compartments or buildings. The relative importance of a failure path also depends on the 
resulting increase in damage. Sprinkler systems function properly far more often than they 
fail, but the increase in damage resulting from the failure of a sprinkler system is large. 
For this reason, different scenarios require a vast number of calculations for the derivation 
of the system failure probability. In Figure 4 a section of the event tree for any scenario is 
presented. In case of the lack of a component, e. g. there is no fire detection system 
installed at this point, there is no ramification and the probability is 1.0. 
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Figure 4: Event tree for any fire scenario 
If the failure of a component causes the failure of the next in the hierarchy the ramification 
at this point is cancelled. 
4 Example 
In this section a short example for the calculation of the safety index ȕ for a structural 
element exposed to fire is presented. An office building as steel construction is chosen. A 
comparison between the temperature development in the structural member dependant on 
the development of the room temperature with the critical temperature is presented. This 
method can only be used if the building member is not subject to stability problems. 
x Fire load q for office buildings: µ = 420 MJ/m2, ı = 126 MJ/m2 
x Compartment area:   
x Ignition frequency:    Finland 
x Fire activation risk for the defined compartment: 
 (1) 
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x Target reliability according to EN 1990:  
x Target reliability in case of fire for this compartment and occupancy: 
 (2) 
x Safety index: 
 (3) 
 (4) 
x Structural Member: unprotected steel HEA 500 with Am/V = 111.6 m
2/m3
According to [12], the parametric temperature-time curves of Eurocode 1 Part 1-2, 
appendix A [1] do not refer to a design fire or documented physical principles. Some of 
these curves are derived from empirical evidence, calibrated by experiments. These curves 
do not describe the time-dependent behaviour of a natural fire. 
On the other hand, within its application limits, the parametric fire model proposed by 
ZEHFUß [10] is well suited describing the behaviour of a fire depending on the fire load. 
The advantage of parametric temperature-time curves in general is the possibility of a very 
quick calculation of the thermal load induced to structures. Especially in case of simple 
compartment geometries, the user does not have to have special qualifications for the use 
zone models. 
Compartment temperature following ZEHFUß [10] depending on the fire load: 
AF Area of the compartment 
tg time needed to reach a rate of heat release of 1 MW 
For a reference fire load of q = 1300 MJ/m2:
 (5) 
Figure 5: Qualitative representation of the time-dependant rate of heat release 
Rate of heat release controlled by fire load: 
 (6) 
 (7) 
 (8) 
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with
 (9) 
where:
 Rate of heat release [MW] 
 b Mean of thermal properties of the enclosing building elements [J/(m2s0,5K)]
 AT Total area of the enclosing building elements without openings [m
2]
Figure 6: Qualitative representation of the time-dependant room temperature on basis of  
  the parametric calculation of the temperature-time-curve according to ZEHFUß
  [10] 
For fire load densities q  1300 MJ/m2:
 (10) 
In case of very small fire load densities  the decrease of the heat release 
already appears during the phase of rising temperature and the plateau of the heat release is 
not reached due to the lack of fire load (see Figure 5) - t2,x has to be calculated as: 
 (11) 
The related temperature T2,x is derived by inserting t = t2,x into equation (11): 
 (12) 
 (13) 
 (14) 
For qx < 1300 MJ/m
2, the decreasing part of the natural fire curve can be calculated as: 
 (15) 
In this example, the temperatures of the structural members have been calculated using the 
simple calculation model of EC 3-1-2 [13] for structural members not subjected to stability 
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problems. Subsequently, the temperatures of the structural members were compared with 
the critical temperature following [13] with µFi = 0.65. 
For unprotected steel members: 
 (16) 
 section factor for unprotected steel members (envelope surface area/volume)
 specific heat of steel [J/(kg K) 
 the design value of the net heat flux per unit area [W/m2] 
Critical temperature: 
 (17) 
In order to consider the stochastic deviation of the mechanical properties for the FROM 
and Monte-Carlo-simulations for the ȕ-curve in Figure 8 the critical temperature was set to 
a mean of 540°C with a standard deviation of ıTkrit = 54°C. Furthermore the deviation in 
the room-temperature curve was taken into account by using a mean of 35 m2 for the fire 
compartment area AF with a standard deviation of ıAF = 5 m2. Following ZEHFUß [10] the 
fire compartment area AF according to formula (6) determines the maximum of rate of heat 
release.
Figure 7: Comparison of the inner temperature of the structural element caused by the 
room temperature according to ZEHFUß [10] to the critical temperature 
The calculation of the safety index based on FORM- and Monte-Carlo-methods was 
executed using the program COMREL. 
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Figure 8: Development of safety index ȕ over time depending on the inner temperature of 
the structural member and comparing with ȕkrit and ȕ = 0 
According to Figure 8, an unprotected steel construction with HEA 500 under full load is 
does not achieve the objective of “Preservation of bearing capability within the course of a 
natural fire”. Therefore some protection or intumescent coating has to be applied or the 
building type has to be changed. 
This example shows a simple calculation of the safety index ȕ of a structure exposed to 
fire. In the course of this project, algorithms will be refined and extended to other building 
types.
5 Conclusion 
The work on the design of a new safety concept for fire hazards, required data of 
parameters with influence on the development of a natural fire and the behaviour of 
structural elements in fire. This data was acquired during an intensive literature research. 
Since the behaviour of structural elements under thermal loads can only be described with 
numerical models. A program package using finite element models for the usage with 
simulation methods has been developed. Part of the ongoing work in this project is the 
definition of event trees for different fire scenarios and the determination of the dominant 
failure paths. 
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Reliability-based Decision making for Steel Connections 
on Seismic Zones
David De Leon 
Engrg. Department, Ciudad Universitaria, Toluca, México,
Univ. Aut. del Estado de México, 50130, México,
Abstract: The findings about the fragile behaviour of steel welded connections 
after the Northridge 1994 earthquake, specially for frames designed to with-
stand lateral force, has brought an amount of new attention to the design and 
safety issues of the welded connections for structures located on seismic zones. 
In México, practitioners and designers are wondering about the seismic effec-
tiveness of the several kinds of connections as used in steel structures. A deci-
sion must be made to balance the safety required with the costs incurred after 
exceeding the serviceability limit state. Structural reliability techniques provide 
the proper framework to include the inherent uncertainties into the design pro-
cess. Registered motions after the 1985 Mexico City earthquake are properly 
scaled according to the seismic hazard curve for soft soil in Mexico City. 
Earthquake occurrence is modelled as a Poisson process and the costs are ex-
pressed as a function of the damage level. The proposed formulation may sup-
port designers and builders for the decision making process about the selection 
of the convenient connection type for the seismic zones with soft soil in Mexico
City.
Key words: Steel connections, reliability, life-cycle costing, decision making, 
seismic design.
1 Introduction
Steel buildings are a common design solution for seismic zones. However, the selection of 
the appropriate connection type is still an issue in Mexico, especially after the amount of 
damages experienced due to the Northridge earthquake (BRUNEAU, et al., 1998) occurred 
in California in 1994. The SAC Project (SAC project, 1994), developed in the US under 
FEMA´s coordination, provides some insight to improve the understanding of the seismic 
behavior of welded connections.
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Usually the collapse limit state is emphasized to provide design recommendations but, 
given the character and extension of the damage produced by some earthquakes and the 
time the structure is off-service during repairs, the serviceability condition is also a con-
cern.
Structural reliability and life-cycle costing serve as the measuring tools to weigh the 
cost/benefit relevance of the various connection alternatives and to balance the trade-off 
between required safety and costs of the damage consequences. 
A seismic hazard curve, previously developed for Mexico City (ESTEVA and RUIZ, 1989) is 
used with scaling factors to assess the seismic vulnerability of the structures. 
Throughout Monte Carlo simulation, statistics of the maximum acceleration demands are 
obtained at the connection location for typical buildings and, with these statistics and the 
connection model, statistics of the maximum responses are obtained. With these statistics 
and the state limit function, for a given connection type, probabilities of failure and dam-
age are obtained for both demand levels: extreme and operational earthquakes. These 
probabilities are introduced into the life-cycle cost/benefit relationship for several connec-
tion types and the optimal type is obtained by comparing the expected life-cycle costs. The 
minimum value corresponds to the optimal connection type.  
Damage costs include the repair cost and losses related to the potential fatalities, injuries 
and business interruption. 
The results may also be used, after further refinements, to update the design specifications 
for seismic zones in Mexico. 
2 Formulation of the Decision Criteria  
The expected life-cycle cost is usually calculated to assess the economic effectiveness of 
potential structural solutions and come up to optimal decisions under uncertain loading 
conditions (NEVES, FRANGOPOL and HOGG, 2003; ANG and DE LEÓN, 2005). 
Two alternative connection types are proposed and their performances are compared under 
the viewpoints of structural reliability and costs. 
The expected life-cycle cost E[CL] is composed by the initial cost Ci and the expected 
damage costs E[CD]: 
][][ DiL CECCE                                                                                                                (1) 
The expected damage costs include the components of damage cost: expected repair E[Cr],
injury E[Cinj] and fatality E[Cfat] costs and each one depends on the probabilities of dam-
age and failure of the structure. 
These component costs of damage are defined as: 
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rrr PPVFCCE )(][                                                                                                                (2) 
where:
Cr = average repair cost, which includes the business interruption loss, Cbi,
PVF = present value function (ANG and DE LEÓN, 2005). 
)exp(!/)]()/)(,(/),([
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                                                       (3) 
where Q = mean occurrence rate of earthquakes that may damage the structure, J = net an-
nual discount rate, and L= structure life. 
And Pr = probability of repair, defined in a simplified way, as a factor of the failure prob-
ability.
Similarly, the business interruption cost, Cbi, is expressed in terms of the loss of revenue 
due to the repairs or reconstruction works after the earthquake, assumed to last T years: 
)(TLC Rbi                                                                                                                            (4) 
where:
LR = loss of revenues per year 
The expected cost of injuries is proposed to be: 
finILinj PNCCE )(][                                                                                                             (5) 
where:
C1I = average injury cost for an individual 
Nin = average number of injuries on a typical steel building in Mexico given an earthquake 
with a mean occurrence rate Q
For the expected cost related to loss of human lives, the cost corresponding to a life loss, 
C1L, and the expected number of fatalities, ND are considered. The cost associated with a 
life loss may be estimated in terms of the human capital approach, which consists in the 
calculation of the contribution lost, due to the death of an individual, to the Gross Domes-
tic Product during his expected remaining life. The details of this calculation are explained 
in previous works (ANG and DE LEÓN, 1997). The expected number of fatalities is esti-
mated from a curve previously developed for typical buildings in Mexico, in terms of their 
plan areas, given an earthquake with a mean occurrence rate Q.
fDLL PNCCE )(][ 1                                                                                                               (6) 
In the next section, all the figures are estimated for typical costs in Mexico. 
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A typical geometry of a building, see Fig. 1, located on the soft soil of Mexico City is se-
lected to analyze its critical frame under seismic loads. Statistics of its maximum response, 
at critical joint level, are obtained from the frame analyses subjected to Poissonian earth-
quakes (with mean occurrence rate Q) as scaled from the seismic hazard curve for Mexico 
City (ESTEVA and RUIZ, 1989).
The above described response statistics are used as an input to the FEM models of the al-
ternative connections and a Monte Carlo simulation process is performed for each connec-
tion model in order to get the statistics of maximum shear force and moment. With these 
statistics and the limit state function of each connection, the corresponding failure prob-
abilities are calculated. As an example, g1 and g2 are the state limit functions for maximum 
moment and for each one of the two alternative connections. 
11 39.5 Mg                                                                                                                      (7) 
22 38.3 Mg                                                                                                                     (8) 
where M1 and M2 are the maximum moments for the alternative connections. 
With the calculated failure probabilities, and Eqs. (1) to (6), the expected life-cycle cost of 
each connection is obtained. The connection type to be recommended is the one with the 
minimum life-cycle cost. 
3 Application to a Steel Building in Mexico
The calculation process described in the last section is performed to the frame shown in 
Fig. 1 and the statistics of seismic spectral information is shown in Table 1. The mean 
E[Cs] and coefficient of variation CVCs of the seismic coefficient are considered to generate 
random seismic excitations. 
Fig. 1: Typical frame for a steel building in Mexico 
5 @ 3m 
6m 
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Table 1. Seismic information for Mexico City 
E[Cs] = 0.45 
CV Cs = 0.3 
Q  = 0.142 
The critical joints were found to be the first floor connections. 
The costs data are shown in Table 2. 
Table 2. Costs data (pesos) 
Ci 10000 
Cr 8000 
J 0.142 
LR 20000 
C1i 10000 
C1L 80000 
Nin 0
ND 60
L 50 years 
The first proposed connection is a bolted joint with 2 angles and A325 7/8” bolts. The an-
gles join the beam web with the column flanges. The second one is a welded set of 2 fillets 
with 15cm length and ¼” thickness with electrodes E70 to join the beam web to the col-
umn flanges. A general view of the alternative connections is shown in Fig. 2. 
(a) Front view of bolted connection 
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(b) Front view of welded connection 
Fig. 2: Alternative connections (a) bolted, (b) welded 
The distribution of the critical forces at the joints, for the alternative connections, are 
shown in Figs. 3 and 4. 
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Fig. 3 Distribution of maximum moments at critical joint 
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Fig. 4 Distribution of maximum shear forces at critical joint 
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The bending mode was found to govern the connection failure. A sample of the simulation 
process is shown in Table 3. 
Table 3. Repair and failure probabilities for alternative connections 
Random number uniform 
Random number 
LN M 1  (tn-m) g1 g2
0.0044 -2.617 0.024 0 0 
0.4713 -0.071 0.222 0 0 
0.5094 0.023 0.242 0 0 
[ҏ  M= 0.863 
O M= -1.438 
The repair and failure probabilities, for the alternative connections, are shown in Table 4. 
Table 4. Repair and failure probabilities for alternative connections 
Pr1M Pr2M
0.069 0.004 
Pf1M Pf2M
0.001 0.001 
With the above obtained failure probabilities, the expected life-cycle costs are calculated 
and the results are shown in Table 5. 
Table 5 Expected life-cycle costs for alternative connections 
Alternative E[Cr] E[Cfat] E[Cinj] Ci E[CD] E[CT]
1 14490 96096 0 10000 110586 120586 
2 840 96096 0 10000 96936 106936 
4 Discussion of results 
From the results obtained in the previous section, it is observed that the optimal connection 
type is the second one, the welded connection from beam web to column flanges. 
The bending effect is the one that governs the connection design for the case treated here 
and for the seismic conditions illustrated. 
Regarding the costs, the only difference between the two alternatives was the repair cost. 
This is due to the fact that the repair probability is different for these cases; it is more prob-
able the repair for the bolted connection, where part of the work is made onsite, than the 
welded one which makes use of a more qualified workmanship. 
Two simple options were included here for exemplification purposes. The decision tool 
may be extended to compare a wide variety of connections and details where the cost-
benefit analysis is justified. 
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The results are useful for the hazard and site considered. Other conditions require an adap-
tation of data like, hazard type, seismicity and costs. 
5 Conclusion and Recommandations
A risk-based decision tool has been presented to select potentially feasible connection 
types in a steel building under seismic loads. 
For the case considered here, a welded connection is preferred, from the cost effectiveness 
point of view, over a bolted one. 
Further research may lead to a wider range of applications in order to compare design, con-
struction and retrofit alternative schemes. 
Also, with additional work, the criteria may be used to update the Mexican code for design 
and retrofit specifications. 
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Optimal Safety Level of Acceptable Fatigue Crack 
Martin Krejsa & Vladimír Tomica  
Faculty of Civil Engineering, VSB - Technical University Ostrava, 
Ostrava – Poruba, Czech Republic 
Abstract: Limit criterion of stability fatigue crack propagation on building 
structures is not defined. Procedure leading to brittle fracture is known theo-
retically. Its application to practical building structures is unused. The paper 
focuses on probabilistic assessment of acceptable fatigue crack and theoretical 
critical crack. Risk of damage proceeds load effect. Fatigue crack growth is re-
lated to traffic load effect, acceptable fatigue crack to probability of extreme 
probabilistic load effect. 
1 Introduction
The load-carrying capacity of the bearing structure has been significantly influenced by 
degradation resulting, in particular, from the fatigue of the basic materials. Wöhler’s 
curves are used when designing such structures.  The service life can be limited until a 
failure occurs. The failure is however very difficult to be determined. For purposes of the 
modeling, the amplitude oscillation is considered to be constant, and a certain number of 
load cycles is taken into account. The method has been developed to provide procedures 
describing real conditions, all this making the work of design engineers easier. As fatigue 
cracks appear randomly on existing structures (in crane rails and bridges), it is believed 
that the designing method is imperfect to a certain extent. Methods are under development 
that would be able to reveal potential defects and damage resulting from initiation cracks 
that accelerate considerably the propagation of fatigue cracks. Linear fracture mechanics is 
among alternative methods. Machinery experts, in particular, have been dealing with such 
issues for many years. Results have been gradually taken over and implemented into de-
signs of the loading structures in buildings. It is typically used for the determination of 
times of inspection and analyses of inspection results. If cracks are not found, a conditional 
probability exists that they might appear later on. 
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2 Probabilistic approach to the propagation of fatigue 
cracks
The velocity of propagation of the fatigue crack is governed by principles of the widely 
known Paris-Erdogan law ([4]): 
mKC
dN
da '  (1) 
with a magnitude (length) of cracks 
N  number of cycles 
C, m material characteristics 
'K  oscillation of the  stress intensity factor 
When the oscillation of the stress peaks ('V) is known, the amplitude swing can be deter-
mined as follows: 
 aFaK ... SV' '  (2) 
The calibration function  aF  represents the course of propagation of the crack. After the 
change of the number of cycles from N1 to N2, the crack will propagate from the length a1
to a2. Having rearranged (1) with (2), the following formula will be achieved: 
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If the length a1of the crack equals to the initial length a0 of the crack and a2 equals to the 
final (critical) length acr of the crack, the left side of the equation (3) can be regarded as the 
resistance of the structure -  R:
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Similarly, it is possible to define the cumulated effect of loads that is equal to the right side 
(3):
 0..d..
0
NNCNCS m
N
N
m ' ' ³ VV  (5) 
with N total number of oscillations of stress peaks ('V)
 for the change of the length from a0 to acr
N0  number of oscillations in the time of initialization 
 of the fatigue crack 
It is possible to define a reliability function. The analysis of the reliability function gives a 
failure probability Pf:
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 SRG craZfail   (6) 
with Z vector of random physical properties such as 
 mechanical properties, geometry of the structure, 
 load effects and dimensions of the fatigue crack
The failure probability equals to: 
     SRPGPP craZfailf   0  (7) 
The probability can be calculated using the available software based either on DDFPM [3] 
(see below) or Monte Carlo simulation method. 
3 Direct Determined Fully Probabilistic Method (DDFPM) 
The Direct Determined Fully Probabilistic Method ("DDFPM") was originally developed 
as a Monte Carlo alternative to SBRA the development of which started in the mid of 
1980’s. Both for SBRA and DDFPMM, input random quantities (such as the load, geome-
try, material properties, or imperfections) are applied. The description of the random quan-
tities is expressed by the non-parametric distribution in histograms. This technique can be 
also used for parametric distributions (see below). DDPFM is based on general terms and 
procedures used in probabilistic theories (such as [51]). DDFPM applications are processed 
in ProbCalc – this software is being improved all the time. It is rather easy to implement an 
analytical transformation model of the specific probabilistic application into ProbCalc. The 
reliability function under analysis can be expressed in ProbCalc analytically as a sign 
arithmetic expression (using the so-called calculator) or can be expressed using data from 
the dynamic library (DLL files) where the library can be created in any programming lan-
guage. DDPFM can be used now to solve a number of probabilistic computations. The 
number of variables that enter the failure probability computation is however limited by 
capabilities of the software to process the application numerically. If there are too many 
random variables, the application is extremely time demanding - even if high-performance 
computers are used. For that reason, ProbCalc includes a number of optimizing techniques 
extending considerably the applicability options, maintaining, at the same time, the reliable 
results. The random nature of quantities entering the probabilistic calculation is often ex-
pressed by the histogram created on the basis of monitoring and, frequently long-lasting 
measurements. Those histograms are used then to assess the reliability of structures. Then, 
histograms of the input values are used in SBRA and DDPFM can be created for discrete 
or purely discrete quantities. The quantities used in static calculations (such as the load, 
material properties, or cross-section parameters) can be regarded as continuous quantities. 
Basic material operations can be carried out with the histograms in the probabilistic calcu-
lations. For instance, in case of a combined load, the histograms of the individual types of 
load will be summed up. The both histograms are summed up in program cycles where the 
quantities (on the horizontal axis) will be summed up first and their probabilities will be 
multiplied and added within a corresponding interval of the resulting histogram. The prin-
ciple of the numerical solution is best evident on Fig. 1. 
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Fig. 1: Calculation Principles - Combination of the Permanent 
and Random Long-termed Load 
If general principles of the probabilistic theory are taken into account, arithmetic opera-
tions can be carried out with the histograms. It is possible to use any histogram expressing 
any random variable that enters the calculation. Let the histogram B be an arbitrary func-
tion f of histograms A j, where j ranges from 1 to n. Then: 
B = f(A1, A2, A3, …, Aj, … An)  (8) 
Each histogram Aj consists of ij interval where each interval is limited with aj,i from below 
and a j,i+1 from above. This means, that for the interval ij = 1, the values will be as follows: 
aj,1 d aj  aj,2  (9) 
with aj,2 = aj,1 + 'aj
j
jj
j
i
aa
a
min,max,  '
 (10)
(11)
In ij, the following formula is valid: 
aj,i d aj  aj,i+1  (12)
Let us express aj in that interval as aj
 (ij). Similar relations are valid for the B histogram. if 
there are i intervals, the values of the histogram in the ith interval range from bi to bi+1, this 
means b(i)). They can be expressed as follows: 
b
(i) = f(a1
(i1), a2
(i2), …, aj
(ij), … an
(in))  (13)
for the specific combination of arguments: a1
(i1)
, a2
(i2)
, …, aj
(ij)
, … an
(in)
. The same value - 
b
(i) can be derived for other values too (or at least for some values too) - aj
(ij). If the poten-
tial combination of values aj
(ij) is marked as l, the following general formula can be de-
rived:
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b
(i) = f(a1
(i1), a2
(i2), …, aj
(ij),… an
(in))  (14)
The probability (pbl
i) of occurrence of b(i) is the product of paj
 (ij) (probabilities of occur-
rence of aj
ij values). Then: 
pbl
i
 =( paj
 (i1)
 . ajj
(i2)
 . ajj
(i3)
 . … . ajj
(ij)
 . … . ajj
(in)
)  (15)
The probability of occurrence of all potential combinations (a1
i1
, a2
i2
, … , aj
ij
, … an
in
)l, of f
with the result of b(i) is: 
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The number of intervals (ij) in each histogram (Aj) can vary similarly as the number of i
intervals in the histogram (B). The number of intervals is extremely important for the num-
ber of needed numerical operations and required computing time. On top of this, the accu-
racy of the calculation depends considerably on the number of intervals. If Monte Carlo is 
used for the same calculation, the results will be always slightly different even if a rela-
tively high number of simulations (1,000,000) are used. The reason is generation of ran-
dom numbers, or to be more specific – pseudo-random numbers. This generation is always 
limited and slightly different for each series of simulations. If the directly probabilistic 
calculation is used and same intervals are chosen, the result is always the same. 
4 Example of DDPFM calculation 
Fatigue cracks appear most frequently in decks of railway or road bridges. The fatigue 
cracks may appear easily because each normal force represents one loading cycle. The 
loading effects are more evident if the construction element is located close to the point of 
loading application. An example of the probabilistic calculation will be shown in a longi-
tudinal beam of a railway bridge. The construction connection is imperfect because effects 
of the moment of bending are neglected in the place of connection. The load carrying part 
is only the wall of the longitudinal beam. The propagation of the fatigue crack from the 
edge can be expressed in (2) by means of a calibration function: 
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with a  length of the crack 
b height of the wall (400 mm in this case)
Other input data include the random quantities – they are expressed by means of the para-
metric division (see Table 1). The deterministically set input values are the material char-
acteristics C=2,15.10-13 and m=3.
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Tab. 1: Overview of Variable Input Quantities 
Parameters 
Quantity  
Type
of Distribution 
Mean Value 
Standard 
Deviation  
Oscillation of stress peaks Normal 30 2 
Total number of oscillation of 
stress peaks per year N [-] 
Normal 2.106 105
Initial size of the crack a0 [mm] Lognormal 0,1 0,02 
Smallest measurable size of the 
crack ad [mm] 
Normal 10 0,6 
Critical size of the crack acr=200 
mm
Normal 200 2 
Within the probabilistic calculation of the critical fatigue crack (DDPFM) in ProbCalc, the 
structure reliability R(acr) (4) is to be determined first. Another quantity that is important for 
the reliability of the structure is the loading effect S (5). When calculating the loading ef-
fect, two deterministically material characteristics and two histograms (the oscillation of 
stress peaks 'V [MPa]) and the number of oscillations of stress peaks N) are used. Fig. 2 
shows the histogram of the loading effects for S and for the set number of the stress peak 
oscillations in 14 years of operation. 
Fig. 2: Histogram – Loading Effects S
for the total number of stress peaks oscil-
lations in 14 years 
Fig. 3: Histogram - Reliability Function Gfai
with the marked fractile where Gfail<0, Pf is 
0.01462766
The resulting probability of failure Pf can be calculated from (6). The probability corre-
sponds to the fractile of the histogram of the reliability function located in the interval 
where Gfail < 0 (see Fig. 3). The failure probability Pf can be calculated for individual years 
of operation of the bridge. On the basis of that calculation, it is possible to determine the 
dependence of the failure probability Pf  on years of operation of the bridge. When the limit 
reliability (for instance Pd = 2,3. 10
-2) is known, it is possible to determine the time of first 
inspection of the bridge. Fig. 4 shows such dependence for a steel bridge. According to the 
probabilistic calculation, the first inspection of the bridge is required after 14 – 15 years of 
the operation. In case of crack propagation is possible to define random events, which can 
be in time t structure durability: 
U(t) … crack is not detected in time t – fatigue crack size a(t) is less than  detectable size, 
so it applies: 
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 dt aa   (18)
with ad  minimal detectable crack size  
D(t) … crack detection in time t – fatigue crack size a(t) don’t extend tolerable size, so it 
applies: 
  crtd aaa d  (19)
F(t) … crack detection in time t – fatigue crack size a(t) extend tolerable size acr, so it ap-
plies: 
  crt aa t  (20)
Using fully probabilistic calculation is possible to solve probability of these defined events: 
• Probability of crack non-detection in time t : 
     dtt aaPUP   (21)
with ad  minimal detectable crack size  
• Probability of crack detection in time t, crack size a(t) is less than tolerable size acr:
     crtdt aaaPDP d  (22)
• Probability of crack detection in time t, crack size a(t) is equal or greater than toler-
able size acr : 
     crtt aaPFP t  (23)
All of these three events create full space of events, which can occur in time t, it can be 
applied: 
         1  ttt FPDPUP  (24)
5 Using Conditioned Probability to Determine Inspections 
of Construction 
Probabilities mentioned in the relations (21) through (23) can be calculated in any time t
using DDPFM (see Chapter 3). The calculation is carried out in time steps equal to one 
year of the service life of the construction. The inspection of the construction is proposed 
in the time when the probability of the F phenomenon exceeds the designed Pfd probability
representing the probability of a fatigue crack in a structural element. The inspection pro-
vides information about real conditions of the construction. Such conditions can be taken 
into account when carrying out further probabilistic calculations. The inspection in the tI
time can result in one of following three alternatives: 
Krejsa & Tomica: Optimal Safety Level of Acceptable Fatigue Crack 
58
     dII ataPtUP   (25)
     crIdI ataaPtDP d  (26)
     crII ataPtFP t  (27)
Using the inspection results, it is possible to define the probability of the mentioned phe-
nomena in another times: T>tI . For that purpose, the conditioned probability should be 
taken into consideration. Let us assume that the U phenomenon occurred in the tI time dur-
ing the inspection: 
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Let us assume that the D phenomenon occurred in the tI time during the inspection, then: 
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It follows from (29) that if the D phenomenon occurs in tI, the phenomenon U cannot occur 
in T and     ItDTUP /  must equal to 0. Let us assume that the F phenomenon occurred in 
the time tI during the inspection: 
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It follows from (30) that if the F phenomenon occurs in tI, it cannot occur in any other 
time. In order to propose the T time for the next inspection it is desirable to determine the 
conditioned probabilities.     ItUTFP /  and     ItDTFP /  can be determined using 
following formula: 
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The mentioned relations (31) and (32) were used for further inspections. See Fig. 4. 
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Fig. 4: Determining inspection times 
6 Influence of Probabilistic Dimensions of Cracks with Dif-
ferent Parametric Distribution on Resistance of Construc-
tion
Resistance of the construction ranks among important quantities used in the probabilistic 
assessment of fatigue reliability of steel structures. Limits a1 and a2 in the formula (4) are 
typically expressed by means of a parametric distribution. A parametric study was carried 
out. The purpose was to find out the influence of input distribution parameters on the final 
resistance and to determine the optimum parametric distribution for the mentioned case. 
Tab. 2: Overview of input parameters and quantilles for the final resistance (R) and vari-
able standard deviation (a0)
a1 = a0
Initial size of the crack 
[mm] 
a2 = acr
Critical size of the crack  
[mm] 
R – resistance of the struc-
ture
Type of 
distribu-
tion 
Mean
Value
Standard 
Devia-
tion 
Type of 
distribu-
tion 
Mean
Value
Standard 
Deviation 
5% quan-
tille
50% 
quantille 
99% 
quantille 
Lognorm 0.1 0.01 Norm 200 2 0.239536 0.262418 0.299071 
Lognorm 0.1 0.02 Norm 200 2 0.238220 0.260961 0.297357 
Lognorm 0.1 0.04 Norm 200 2 0.235615 0.258073 0.294025 
Lognorm 0.1 0.08 Norm 200 2 0.230500 0.252393 0.287475 
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Fig. 5: Chart with R resistance quantilles for a0 variable standard deviations (0,01 mm; 
0,02 mm; 0,04 mm and 0,08 mm). Input parameters for the calculation of R:
a0 = lognormal distribution, mean value = 0.1 mm, acr = normal distribution, mean 
value = 200 mm, standard deviation = 2 mm. 
It the first study the R resistance was determined using the a0 variable standard deviation. 
Table 2 shows resulting quantilles for 5%, 50% and 99%. For graphic values see Chart on 
Fig. 6. When the a0 standard deviation increases, the resistance goes down. From the point 
of view of calculation, the standard deviation influences the R final resistance. Then, the 
variable mean value of acr was used for determination of the R resistance. Table 3 shows 
resulting quantilles for 5%, 50% (see Fig. 7) and 99%. When the acr mean value increases, 
the resistance goes up. From the point of view of calculation, this parameter also influences 
the R final resistance. 
Fig. 6: acr histogram with Gumbel’s 
distribution (II) and following input pa-
rameters: mean value = 200 mm, stan-
dard deviation = 2 mm
Fig. 7: R resistance histogram  (a0 = lognormal 
distribution, mean value = 0.1 mm, standard 
deviation = 0.02 mm, acr= normal distribution, 
mean value = 160 mm, standard deviation = 2 
mm), 50% quantille 
For the next calculation of the R resistance, variables changes in the acr standard deviation 
were used. Table 4 shows resulting quantilles for 5%, 50% and 99%. When the acr standard 
deviation increases, the R resistance almost does not change. From the point of view of 
calculation, this parameter seems to be less significant. In the next calculation, efforts were 
made to express the variable value of the initial size of the crack (a0) with other than log-
normal distribution. Considering the parameters of the quantity (mean value = 0.1 mm and 
standard deviation = 0.02 mm), we have failed to identify another suitable type of the pa-
rametric distribution. There were considerable differences in the distribution quantilles. 
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Tab. 3: Overview of input parameters and quantilles for the final resistance (R) and vari-
able mean value (acr)
a1 = a0
Initial size of the crack 
[mm] 
a2 = acr
Critical size of the crack 
[mm] 
R- resistance of the structure 
Type of 
distribu-
tion 
Mean
Value
Standard 
Devia-
tion 
Type of 
distribu-
tion 
Mean
Value
Standard 
Deviation 
5% quan-
tille
50% 
quantille 
99% 
quantille 
Lognorm 0.1 0.02 Norm 160 2 0.235575 0.257269 0.292301 
Lognorm 0.1 0.02 Norm 180 2 0.236709 0.259199 0.295126 
Lognorm 0.1 0.02 Norm 200 2 0.238220 0.260961 0.297357 
Lognorm 0.1 0.02 Norm 220 2 0.239532 0.262519 0.299382 
Lognorm 0.1 0.02 Norm 240 2 0.240701 0.263932 0.301258 
Tab. 4: Overview of input parameters and quantilles for the final resistance (R) and vari-
able standard deviation (acr)
a1 = a0
Initial size of the crack 
[mm] 
a2 = acr
Critical size of the crack 
[mm] 
R - resistance of the structure 
Type of 
distribu-
tion 
Mean
Value
Standard 
Devia-
tion 
Type of 
distribu-
tion 
Mean
Value
Standard 
Deviation 
5% quan-
tille
50% 
quantille 
99% 
quantille 
Lognorm 0.1 0.02 Norm 200 1 0.238230 0.260941 0.297281 
Lognorm 0.1 0.02 Norm 200 2 0.238220 0.260961 0.297357 
Lognorm 0.1 0.02 Norm 200 4 0.238212 0.260958 0.297372 
Lognorm 0.1 0.02 Norm 200 8 0.238182 0.260942 0.297390 
Tab. 5: Overview of input parameters and quantilles for the final resistance (R) and vari-
able type of distribution (acr)
a1 = a0
Initial size of the crack 
[mm] 
a2 = acr
Critical size of the crack 
[mm] 
R – resistance of the struc-
ture
Type of 
distribu-
tion 
Mean
Value
Standard 
Deviation 
Type of 
distribu-
tion 
Mea
n
Valu
e
Standard 
Deviation 
5% quan-
tille
50% 
quantille 
99% 
quantille 
Lognorm 0.1 0.02 Constant 200  0.237815 0.260708 0.296833 
Lognorm 0.1 0.02 Norm 200 2 0.238220 0.260961 0.297357 
Lognorm 0.1 0.02 Gumbel I 200 2 0.238243 0.260937 0.297311 
Lognorm 0.1 0.02 Gumbel II 200 2 0.230811 0.260855 0.297169 
Lognorm 0.1 0.02 
Raised 
cosine
200 2 0.238201 0.260939 0.297256 
Lognorm 0.1 0.02 Cauchy 200 2 0.238148 0.260917 0.297376 
Lognorm 0.1 0.02 Logistic 200 2 0.238214 0.260958 0.297371 
Alternative types of the parametric distribution have proved to be a good approach when 
trying to express the width of the critical crack size. It follows from the resulting quantilles 
in Table 5, the wide range of parametric distributions can be used for calculation of the R
resistance. Whatever parametric distribution is used, the R final resistance does not differ 
too much and this factor can be regarded as less significant for purposes of the calculation. 
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7 Conclusion 
The example above shows possible applications of the software ProbCalc that is being de-
veloped now for probabilistic calculations of the critical fatigue cracks. The method de-
scribed above provides always an unambiguous and comparable result (this differs from 
results achieved on the basis of the Monte Carlo method). The only error in this result is 
given by discretisation of input quantities. The available software and method can be also 
used to model and solve by means of the probabilistic method even considerably complex 
tasks that can be defined within the dynamic library - DLL. In the future, all those advan-
tages should be used for an exact determination of the probability of failures in bridge 
structures caused by the propagation of fatigue cracks (such as a parametric study investi-
gating into influences of the initial crack on propagation of the crack from the edge/surface 
and sensitivity of the critical crack on input parameters). 
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1 Introduction
The use of laminated composite panels or plates in fabricating the structures has resulted in 
a significant increase in payload, weight reduction, speed and durability. Composite inher-
ently possess high variability in material and geometric properties and involve a lot of un-
certainties. These uncertainties result in dispersion in the material properties of the 
composite laminates. Accurate prediction of failure of composite structures has become 
more challenging to designers in the presence of inherent scatter in the material properties. 
Most of the composite structure reliability analysis papers deals with in-plane direction 
loadings such as tension and compression [1-3]. ENGELSTAD et al. [4] and KAM et al. [5] 
studied the reliability of linear and nonlinear laminated composite plates subjected to 
transverse loading. REDDY et al. [6] and KAM et al. [7] studied the linear and nonlinear 
failure load based on MINDLIN’s hypothesis deterministically. KAM et al. [8] studied the 
reliability formulation taking the strength parameters as random. JEONG and SHENOI [9] 
used KIRCHOFF’s theory & direct simulation method to do reliability analysis of mid plane 
symmetric laminated plates. LIN and KAM [10] proposed probabilistic failure analysis of 
transversely loaded laminated composite plates using FOSM JEONG and SHENOI [11] used 
Monte Carlo Simulation to find out the probability of failure of anti symmetric rectangular 
FRP composite plates. Sensitivities of each basic random variable is also obtained by 
MCS. LIN [12] used stochastic finite element method for predicting the reliability of lami-
nated composite plates by taking material properties as random. ONKAR et al. [13] studied 
the probabilistic failure of laminated composite plates using the stochastic finite element 
method.   
In the present work a probabilistic analysis method has been adopted in order to predict the 
reliability based on the uncertainty of the random variables. The random variables are the 
anisotropic material properties of ply, ply thicknesses, length and width of the plate, loads, 
and lamina strengths. There is significant randomness in the material properties of compos-
ites. Another source of variation is the loading. The exact load distribution, its variation in 
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time, and its effect on composites for structural applications, are seldom deterministic. The 
proposed method combines (1) Structural Failure Analysis by FEM and (2) Probabilistic 
analysis in order to develop a reliability prediction algorithm for composite plates.  
2 Composite Plate Theory 
Consider a laminated composite plate of in-plane dimensions A and B and constant total 
thickness h, composed of thin orthotropic layers bonded together as in Fig. 1. The dis-
placement field is assumed to be of the form  
( , , ) ( , ) ( , )xU x y z u x y z x yT 
( , , ) ( , ) ( , )yV x y z v x y z x yT 
( , , ) ( , )W x y z w x y        (1) 
where U, V and W are the displacements in the x, y and z-directions at any point and u, v, w
are the associated mid-plane displacements and xT  and yT  are the rotations about the y and 
x axes respectively.
Fig. 1. Geometry of a laminated composite plate. 
The strain-displacement for a plate using first order shear deformable theory can be ex-
pressed in the form 
B
Y, v 
X, u 
Z, w 
h
A
q0
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where 01H ,
0
2H ,
0
4H ,
0
5H  and 
0
6H  are the mid plane strains and 1N  , 2N  and 6N  are the curva-
tures of the laminated plate. The stress and the moment resultants defined by 
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
 
2
2
),1(,
h
h
iii dzzMN V
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
 
2
2
4521 ),(,
h
h
dzQQ VV       (4) 
Here )6....2,1(  iiV  denote the stress components in the laminate coordi-
nates ),,,,( 65421 xyxzzyyx VVVVVVVVVV      .
3 Finite Element Formulation 
The formulation of plate element has been carried out using eight-noded isoparametric 
quadratic elements with five degrees of freedom (u, v, w, șx, șy) per node. 
The constitutive equation for the plate can be expressed as 
^ ` > @^ `DV H          (5) 
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where D is the rigidity matrix of the plate given by > @
0
0
0 0
ij ij
ij ij
ij
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D B D
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« »¬ ¼
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( )
1
, , 4,5
k
k
zN
k
ij s ij
k z
A K Q dz i j

 
  ¦ ³
where N is the number of layers of the laminate; zk denotes the distance from the mid-plane 
to the lower surface of the kth layer; Ks is the shear correction coefficient and is equal to 
5/6. ( )kijQ  are the off-axis elastic constants of an individual lamina. 
The derivation of stiffness matrix for a plate element has been done using standard finite 
element method [14] and finally we obtain the following 
> @^ ` ^ `K PG   (6) 
Here į is the column vector of the global displacements, K is the overall stiffness matrix of 
the P is the column vector of the force contributions. For details refer [14-16]. 
4 Computation of Layer-wise Stresses 
The finite-element procedure described in the preceding section can be used to determine 
the stresses at any point of the laminate. The strain components at the mid-plane of the 
plate can be determined using 
^ ` > @^ `
e
BH G        (7) 
where [B] and {į} are the strain-displacement matrix and nodal-displacement vector for 
the plate element, respectively. The off-axis strains of individual lamina can be obtained 
using eq. (3). The strain components with respect to material axis system for the kth lamina 
are expressed by 
    ( )2 2
1 1
2 2
2 2
2 2
6 6
4 4
5 5
0 0
0 0
2 2 0 0
0 0 0
0 0 0
kk k
m n mn
n m mn
mn mn m n
m n
n m
H H
H H
H H
H H
H H
c ª º­ ½ ­ ½
« »° ° ° °c « »° ° ° °° ° ° °« »c   ® ¾ ® ¾
« »° ° ° °c « »° ° ° °
« »c° ° ° °¯ ¿ ¯ ¿¬ ¼
  (8) 
where m = cos Ɏ and n = sin Ɏ with Ɏ as the fiber orientation in the kth lamina. The on 
axis stresses at the kth lamina are calculated from the constitutive relationship 
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here Qij (i,j = 1,2,4,5,6) denote the on axis elastic constants of k
th lamina. 
5 Method of Deterministic Failure Analysis 
Initial failure of a layer within the laminate of a composite structure can be predicted by 
applying an appropriate failure criterion based on first-ply failure theory. There are various 
failure criteria two of which are discussed below. 
5.1 Maximum Stress criterion 
Failure of the material is assumed to occur if any one of the following conditions is satis-
fied: 
1 2 3 4 5 6; ; ; ; ;T T TX Y Z R S TV V V V V V! ! ! ! ! !    (10) 
where ı1, ı2, ı3 are the normal stress components; ı4, ı5, ı6 are the shear stress compo-
nents; XT, YT, ZT are the lamina normal strengths in the x, y and z directions respectively; R,
S, T are the shear strengths in the yz, zx, xy planes respectively. When ı1, ı2, ı3 are of 
compressive nature, then they should be compared with XC, YC, ZC, the normal strengths in 
compression in the x, y and z directions. 
5.2 The Tsai-Wu criterion 
The Tsai-Wu criterion can be expressed as 
1i i ij i jF FV V V t        (11) 
where
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6 Reliability Analysis by Response Surface Method 
The limit state equation or safety margin for a structural member can be defined by using 
strength and load parameters as follows, [17-19] 
1 2( , ,..... )nM STRENGTH LOAD g x x x      (12) 
The failure of a structural member is defined when Md0 and the survival of structural 
member is defined when M > 0 as shown in Fig 2. Structural reliability estimation in the 
time-invariant domain therefore requires procedures for the evaluation of the n-
dimensional integral for the failure probability fP :
( ) 0
( )f x
g x
P p x dx

 ³           (13) 
where x is the vector of basic random variables described by the joint probability density 
function ( )p x
x
.
Fig. 2: Schematic Diagram of Failure and Safe Regions 
There are number of methods in reliability analysis. These include Monte Carlo Simula-
tion, First and Second Order Reliability Methods. In the implementation of FORM and 
SORM, the gradient of limit state function is required. In those cases where gradient is not 
easy to obtain their performance is affected. Monte Carlo simulation can be an alternate 
solution when the function is implicit but have a prohibitive computational cost in large 
structural systems.  
The Response Surface method emerges as an alternative. Basically, the principle consists 
in the substitution of the real limit state function by approximate simple functions only at 
the neighbourhood of the design points so that the computational operations cost can be 
reduced with respect to the cost required when the real limit state function is used. Wong 
[20] proposed a response surface function, which has the polynomial form 
0
1 2
( )
k k
i i ij i j
i j i
g x y a a x a x x
   
   ¦ ¦ ¦ . FARAVELLI [21] used factorial designs and regres-
sion methods to obtain least square estimates of the unknown coefficients. To improve the 
X2
X1
Safe M = 0
Failure 
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accuracy of the response surface method, BUCHER [22] proposed an adaptive interpolation 
scheme to arrive at the response surfaces. This procedure requires 4n + 3 evaluations of 
g(x). RAJASHEKHAR and ELLINGWOOD [23] showed that using a constant value of h may 
not always yield good solutions, particularly when g(x) is highly nonlinear. They demon-
strated how a better fit of the response surface can be obtained by subsequent updating of 
the centre point and by lowering the value of the parameter h in subsequent cycles of up-
dating. KIM and NA [24] proposed a sequential approach to response surface method 
MELCHERS and AHAMMED [25] proposed a method in which numerical results from a 
Monte Carlo reliability estimation procedure are converted to a form that will allow the 
basic ideas of the first order reliability method to be employed. Using these allows sensi-
tivity estimates of low computational cost to be made. 
The limit state function subjected to a given condition is defined in eq. 
1 2 3( ) ( , , ,..., ) 0ng x g x x x x               (14) 
in which x are the set of basic random variables. 
When g(x) is described by only implicit form, the response surface method may be applied. 
Here the original implicit limit state is replaced by an approximate explicit function in 
terms of basic random variables. The response surface model can be of linear, linear with 
cross terms, quadratic and quadratic with cross terms. Depending on the nature of problem 
the type of model is chosen. Since the failure function is not highly nonlinear, a linear re-
sponse surface model sufficiently gives good results. The response surface, approximated 
by a linear polynomial without cross terms may be written as 
0
1
( )
k
i i
i
g x y a a x
 
  ¦       (15) 
Here the constants are determined by evaluating g(x) at certain specified sampling points. 
Various techniques have been explored to select the sampling points and determine the 
coefficients. Saturated design method is one of these. It requires only the minimum runs 
for fitting a response surface model. The total number of the sample points for fitting a first 
order model is p = k + 1 and the total number of runs is n = 2k + 1 where k is the number of 
random variables taken. The points chosen are µi (mean values of the random variable xi)
and i i ihP Vr . Here the center point is taken as µi and the corner points are taken as 
( iii hVP r ). hi is taken as 1.0.
The equation (15) can be written in matrix form 
}]{[}{ axy          (16) 
where, y is a (n x 1) vector of the observations (responses); x is a (n x p) matrix of the in-
dependent variables; a is a (p x 1) vector of the regression coefficients 
Least square technique is used to calculate the regression coefficients and the coefficients 
are obtained as 
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 }{][][][}{ 1 yxxxa TT        (17) 
Once the response surface has been adjusted a search is performed in order to find the 
minimum distance from the origin to this approximated limit state function. This distance 
gives the reliability index E and the corresponding point on the limit state function is the 
design point xD. The position of the design point may be improved through interpolation of 
a new central point for the samples to be generated using the eq. 
1 ( )( )
( ) ( )
j
j j j j
Mi i Di i j j
D
G x
x x x x
G x G x
   

             (18) 
Thus new 2k+1 samples are generated in each iteration, centered on the new central point. 
Thus a total number of (2k+1)j samples are generated, where j is the total number of itera-
tions. This is continued till convergence. The final central point is taken as the design 
point. The Response Surface is constructed and finally we get an approximated g(x) explic-
itly. The mean and the standard deviations of the newly constructed limit state function, 
when the random variables are normally distributed and independent can be expressed as
0 1 1 2 2G x x k xka a a aP P P P               (19) 
1 2
2
1
( )
k
G i xi
i
aV V
 
ª º « »¬ ¼
¦             (20) 
The probability of failure can be expressed as  
 1 ( ) 1f G GP I E P V               (21) 
For the non normal variables an equivalent normal means and standard deviations should 
be taken and the rest is similar to the case of normal variables. 
7 Sensitivity Analysis 
Sensitivity analysis has been carried out in order to identify the relative importance of pa-
rameters on failure probability. GUPTA and MANOHAR [26] propose global measures of 
sensitivity of failure with respect to the basic random variables by performing Monte Carlo 
Simulation. Because all input random variables do not have equal influence on the statis-
tics of the output, a measure called the sensitivity index can be used to quantify the influ-
ence of each basic random variable [27]. Į is the unit direction cosine vector and the 
elements of the vector are directly related to ȕ with respect to the standard normal variables 
and given by 
   i xii
i G
a
u
VE D
V
w   
w
               (22) 
5th International Probabilistic Workshop - Taerwe & Proske (eds), Ghent, 2007
71
These are related to the original variables and their statistical variation a unit sensitivity 
vector can be derived as 
tSBJ D                 (23) 
Here, S is a diagonal matrix of the standard deviations of the input variables or equivalent 
normal standard deviations for the non-normal random variables, B is a diagonal matrix of 
reciprocals of the standard deviations or equivalent normal standard deviations. If the vari-
ables are statistically independent, the product of SBt will be a unit diagonal matrix. There-
fore,
J D              (24) 
The elements of the vector Ȗ are referred to as sensitivity indices of the individual variab-
les.
8 Algorithm of the Proposed Method 
The algorithm for the proposed method consists of six stages. (i) Selection of the basic 
random variables. (ii) Computation of maximum stresses in each layer by composite lami-
nated plate theory and finite element analysis. (iii) Development of the limit state function 
based on the failure criteria. (iv) Construction of Response Surface and estimating the fail-
ure probability. (v) Computation of sensitivity indices of basic random variables. (vi) Re-
duction of random variables and estimating the final probability of failure.  
9 Results and Discussions 
In the present failure study of laminated composite plates, it is assumed that the ply is 
composed of laminate, which possess the same material properties throughout the thick-
ness. The ply numbering is shown in Fig 3. The laminates considered for generating the 
results are made of glass/epoxy material with properties as listed below: 
E11 = 55.0 GPa; E22 = 18.0 GPa; G23 = 3.0 GPa; G12 = G13 = 8.0 GPa; ȣ12 = 0.25 
The ultimate strengths for the above material which are used to calculate the strength pa-
rameters are defined as 
XT = 1500.0 MPa; XC = 1250.0 MPa; YT = 50.0 MPa; YC = 200.0 MPa; R = 75.0 MPa; S = 
T = 100.0 MPa. 
The coefficients of variation of the basic random variables are as: load = 0.25; material 
properties = 0.05; ultimate strengths = 0.125; geometric properties = 0.01. 
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Fig 3. The Ply Numbering System of Laminated Composite Plate 
9.1 Eight layer anti-symmetric laminated composite plates with vari-
ous boundary conditions 
Two different laminated plates of size 100 x 100mm with the following lay-ups schemes 
are used to illustrate the present method. These are 
Ply scheme 1: [(0/90)4]
Ply scheme 2: [(-45/45)4]
Two different types of boundary conditions SSSS and CCCC (Fig. 4) are used to study the 
probabilistic failure of the laminates. Plate thickness ratio b/h = 100 has been used in this 
study.
Fig. 4. Boundary conditions of a laminated composite plate.  
The mean failure load predicted by Max. Stress and Tsai-Wu criteria for different ply lay-
ups and boundary conditions are listed in Table 1. The results for the ply by ply failure 
analysis by max. Stress criterion for different ply lay-ups and different boundary condi-
tions are presented in Table 2. The sensitivity analysis is carried out and sensitivity indices 
X
Y
Ply No. N 
Ply No. 2 
Ply No. 1 
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are calculated for each basic random variable in case of both the ply schemes with different 
boundary conditions by the present method. These are compared with those obtained by 
FORM and presented in Table 3. 
Table 1 Mean Failure load with different lay ups and boundary conditions 
Mean Failure load for boundary 
conditions (MPa) Ply lay-ups Failure Criteria 
SSSS CCCC 
[(0/90)4]
[(-45/45)4]
Max. Stress 
Tsai-Wu
Max. Stress 
Tsai-Wu
0.03964 
0.04062 
0.05092 
0.05218 
0.05585 
0.05598 
0.08207 
0.08254 
Table 2 Ply by ply failure analysis for different lay ups and boundary condition 
Probability of Failure 
Ply lay-ups Ply No. 
SSSS CCCC 
[(0/90)4]
[(-45/45)4]
1
2
3
4
5
6
7
8
1
2
3
4
5
6
7
8
0
0
0
0
0
4.6831 x 10-4
4.385 x 10-2
0.49985 
7.5817 x 10-4
0
0
0
0
4.242 x 10-4
5.03 x 10-2
0.4992 
0.49985 
2.3168 x 10-2
7.4619 x 10-4
0
0
0
0
4.929 x 10-4
0.4999 
4.587 x 10-2
4.639 x 10-4
0
0
0
1.1324 x 10-6
1.0324 x 10-4
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Table 3(a) Sensitivity indices for different lay ups with SSSS boundary conditions 
SSSS
[(0/90)4] [(-45/45)4]
Sensitivity 
Indices
Present FORM Present FORM 
Failure Load -0.8980 -0.8924 -0.8958 -0.8936 
E11 0.07915 0.0786 0.1226 0.1221 
E22 -0.1293 -0.1314 -0.1252 -0.1241 
ȣ12 -0.0209 -0.0203 -0.0319 -0.0318 
G12 0.04943 0.0486 0.0494 0.0489 
G13 1.312 x 10
-6 1.323 x 10-5 9.993 x 10-7 9.875 x 10-7 
G23 3.5 x 10
-6 3.47 x 10-5 2.665 x 10-6 2.584 x 10-6 
Yt 0.3992 0.413 0.3983 0.3942 
A -0.0127 -0.0132 -0.0357 -0.0348 
B -0.0585 -0.0574 -0.0357 -0.0353 
h 0.0687 0.0683 0.0679 0.0674 
Table 3(b) Sensitivity indices for different lay ups with CCCC boundary conditions 
CCCC
[(0/90)4] [(-45/45)4]
Sensitivity 
Indices
Present FORM Present FORM 
Failure Load -0.8973 -0.8965 -0.8958 -0.8957 
E1 0.1080 0.1074 0.0937 0.0934 
E2 -0.1234 -0.1229 -0.1277 -0.1273 
Ȟ12 0.0031 0.0025 -0.0232 -0.0228 
G12 0.0130 0.0123 0.0320 0.0315 
G13 0.0002 0.0002 0.0002 0.0001 
G23 0.0006 0.0006 0.0006 0.0006 
Yt 0.3987 0.3984 0.3984 0.3979 
A -0.0644 -0.0642 -0.0675 -0.0674 
B -0.0061 -0.0056 -0.0675 -0.0674 
h 0.0676 0.0671 0.0676 0.0676 
9.2 Effect of simultaneous variation of coefficients of variation of all 
random variables 
The effects of material properties on reliability index of composite laminated plates under 
transverse random loading are now presented. The variations of reliability index with the 
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change in coefficients of variation of all basic random variables for all the plates with 
SSSS and CCCC boundary conditions are presented in Fig 5.  
It is found that symmetric cross ply has more reliability index than the anti-symmetric 
cross ply and angle ply. The reliability index in case of simply supported plate is more than 
that of clamped. 
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Fig 5. Influence of c.o.v. of all basic random variables simultaneously on ȕ
9.3 Effect of variation of individual random variables 
It is desirable to obtain the sensitivity of individual random variables on the reliability of 
plate. The influence of each basic random variable on probability of failure for all the ply 
schemes with SSSS and CCCC boundary conditions has been depicted in Figs. 6(a) – (i). 
From these figures we observe that: 
(i) The variation of probability of failure is most affected by change in failure load. It is 
also significant for change in YT, E22 and E11.
(ii)    The least affect is due to the change in G12, G13, Ȟ12 and G23.
(iii)  The failure load, E22, Ȟ12, plate length and width have negative sensitivity whereas YT,
 E11, G12, G13, G23 and plate thickness have positive sensitivity. 
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Fig. 6 Influence of individual basic random variable on Pf. Variation in (a) load, (b) E11, (c) 
E22, (d) ȣ12, (e) G12 (f) YT, (g) Length, (h) Width, (i) Thickness 
10 Conclusions
A probabilistic static failure analysis of composite laminates has been investigated with the 
help of response surface method. The approach has been validated by comparison with the 
results available in the literature. Applications of the proposed procedure has been demon-
strated for the composite laminates with different lay ups and different boundary condi-
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tions under transverse random loading. The conventional methods of reliability calculation 
for composite structures are FORM and MCS. MCS requires 10000 times run of the finite 
element program which is very cumbersome and in case of FORM finding gradient is very 
complicated. In response surface approach the finite element program will run only 70 
times. This will save lot of computational time. In all the cases it is found that at the failure 
load the probability of failure of the laminate is 50% irrespective of the lay ups and bound-
ary conditions. The approach can also be used to predict the sensitivity indices of the basic 
random variables. It has been shown that among all random variables the failure load has 
the greatest effect on the probability of failure. The failure load, E22, ȣ12, length and the 
width have negative sensitivity whereas E11, YT and the thickness have positive sensitivity. 
Rest of the basic design variables have very less or no sensitivity at all. Variables with low 
sensitivity indices can be treated as deterministic at their mean values for subsequent reli-
ability analysis. This will save a lot of computational time. It is expected that response sur-
face approach would lead to fast and efficient estimation of probability of failure. 
Consequently, for the reliable and economic design of composite plates, it is important to 
reduce the computational time and selecting the random variables that have significant 
effect on the safety of the plate. 
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Robustness of externally and internally post-tensioned 
bridges
Bernard von Radowitz, Matthias Schubert and Michael Havbro Faber 
Institute of Structural Engineering, ETH Zurich, Switzerland 
Abstract: The quantitative assessment of the robustness of structures has been 
widely discussed in the recent decades. This paper starts out with an outline of 
a recently developed risk based methodology for the quantification of the 
robustness of structures which explicitly accounts for different damage states, 
the characteristics of the structure in regard to redundancy and for all 
consequences, direct and indirect. The framework is then applied to assess the 
robustness of an externally and internally post-tensioned highway bridge 
designed according to present best practice. The significance of different 
damage states on the robustness is investigated and the potential of the 
framework is highlighted through parameter studies. Finally different measures 
to increase the structural robustness are discussed. 
1 Introduction
Robustness is widely discussed in the field of structural engineering; the ultimate aims are 
to concept and maintain structures such that these perform safely under both normal 
operational load conditions as well as under exceptional loads. The variety of different 
exposures is very large and also not always known; therefore not all possible loading 
conditions can be taken into account in practical codified design procedures. There are 
several experience based suggestions on how a sufficient robustness may be ensured 
through design provisions, however, there is so far no consensus among structural 
engineers in regard to how the effect of these design provisions may be quantified on the 
structural robustness. Present best practice design codes prescribe that structures must be 
robust but effectively we have not yet synthesized the attribute “robustness” in a manner 
where we quantify it in a standardized format. Since robustness is related to a variety of 
different system characteristics a methodology for the quantification of robustness has to 
account for such characteristics explicitly.
Design codes address primarily the design of individual structural components; if structural 
components are designed according to the design codes we can assume that the reliability 
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of the components is sufficient. However, the significance of the individual components 
for the integrity of the overall structural system is not addressed explicitly.  
Recently a new risk based framework was developed by BAKER et al. [1], which 
differentiates between damage states and failure states in the system; correspondingly the 
consequence model differentiates between direct consequences and indirect consequences 
which are sometimes also denoted with follow-up consequences. The framework facilitates 
the incorporation of different human actions such as inspection and repair. Different 
system configurations can be assessed and compared according to their effect on the 
structural robustness. 
The present paper focuses on the application of this framework to a realistic structure – a 
post-tensioned highway bridge of a type presently frequently applied in the development of 
the German roadway network. The main emphasis here is to investigate the effect of 
different deterioration caused damage states (such as stress-corrosion cracking, chloride 
induced corrosion as well as creep and shrinkage) on the structural robustness. The 
philosophy being that if we understand the effect of degradation on the robustness of 
structures then we may also in a more efficient manner make design provisions and 
strategically plan inspection and maintenance activities to ensure and maintain a sufficient 
structural robustness over the life time of the structure. Finally examples are provided to 
illustrate the various aspects of the robustness; different measures with the potential to 
increase the robustness are assessed and discussed.
The Eurocode (CEN [4]) specifies the requirement to structural robustness through the 
following provision; the consequences of structural failure should not be disproportional 
to the effect causing the failure. This provision does, however, not directly facilitate an 
assessment whether a design is robust or not. Implicitly, the provision includes system 
characteristics which are not yet accounted for in the codes. However, the formulation does 
give some guidance in regard to how risk based assessments may help to quantify the 
robustness of the structure.
Accidental exposures, such as impact, explosion and fire, are of special interest when 
assessing the robustness of structures; these exposures are generally rare and it would be 
incorrect to say that there exists a generally applicable and well tested design philosophy 
for such loads. Some of the exposures can surely be accounted for directly in the design 
procedures but for others this is not practical; they are either unknown, their effects cannot 
be accurately measured and in general accounting for these would make ordinary design 
very complicated. What is needed is a framework which facilitates that: 
1) the robustness for specific exceptional structures not covered by normal design 
codes can be assessed 
2) more ordinary different structural concepts can be assessed in regard to robustness 
such that simple provisions may be formulated and implemented in the ordinary 
design codes.
Such a framework has been proposed in BAKER et al. [1] and this will be outlined in the 
subsequent.
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1.1 Event tree formulation 
According to the generic risk assessment framework presently proposed by the Joint 
Committee on Structural Safety (JCSS) a system can be represented as a spatial and 
temporal representation of all constituents required to describe the interrelations between 
all relevant exposures and their consequences (FABER et al. [9]). The representation of a 
system can be modeled in an event tree as shown in Figure 1 . 
Figure 1: Event tree formulation. 
First, an undamaged structure is considered, which is designed according to the design 
codes and requirements of the owner. During the lifetime the structure is subjected to 
different endogenous or exogenous exposures such as dead loads, life loads, deterioration 
processes and also accidental actions. Each exposure has the potential to cause damage to 
the components of the structural system. Exposure events can be either discrete or 
continuous over time. In Figure 1 the exposure is denoted by EX . After an exposure event 
occurs the components of the structural system can be either damaged D  or undamaged 
D . In general, no consequences are associated with undamaged states of the structure. 
However, in case of clearly observable exposure events such as accidents or extraordinary 
environmental loads, a reassessment of the structural components might be initiated to 
verify that the structure is still in an acceptable condition. In this case the event causes 
direct consequences (
,Dir D
C ).
Direct consequences are defined as all consequences associated with damage of the 
structural components individually; thus not including consequences associated with the 
failure of the structural system. Indirect consequences are all consequences beyond the 
direct consequences (FABER and MAES [8]); thus only considering consequences due to the 
loss of the functionality of the structural system. 
Apart from the situation, where all components of the structural system remain 
undamaged, different damage states are possible. These damage states are denoted with iD
(Figure 1). The damage state iD  may result in the failure of the entire structure ( iF ). This 
failure mode may impose direct ( ,Dir iC ) and indirect consequences ( ,Ind iC ).
The case where the system sustain the damage state iD  without structural system failure is 
denoted by iF . By calculating the probabilities of all possible events in the event tree, the 
total risk can be calculated. 
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1.2 Risk calculation and the index of robustness 
The total risk is defined as the expected value of the total consequences in a given time 
period. For the consistent assessment and management of risks in the built environment, all 
risks should be expressed as annual risks (RACKWITZ [19]).
The direct risk is calculated by the consideration of all events which lead to direct 
consequences:
   ( ) |Dir Dir
EX D
R C D p D EX p EX dEX dD ³ ³  (1) 
The indirect risk can be calculated analogously: 
     ( ) | , |Ind Ind
EX D
R C F p F D EX p D EX p EX dEX dD ³ ³
 (2) 
By summing up the direct and the indirect risk the total risk TotR is obtained. The index of 
robustness is then defined by: 
Dir Dir
Rob
Dir Ind Tot
R R
I
R R R
  

 (3) 
The index accounts not only for the characteristics of the structural performance but also 
for the behavior of the system after damage and all relevant consequences. Furthermore, all 
measures (decision alternatives), which can be implemented either to improve the 
structural performance in regard to robustness or to decrease the vulnerability (increasing 
component reliability), are explicitly accounted for. 
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Figure 2: Cross section and longitudinal section of the considered post-tensioned bridge. 
2 Application of the framework 
In the present paper the introduced framework is applied to a general type of post-
tensioned box girder bridge typically used in the German roadway network. Considering 
the high construction costs and the high consequences of failure, a robust design is of 
utmost importance. 
The portfolio of infrastructural buildings in Europe contains many post-tensioned concrete 
beam bridges. Different pre-stressing and post-tensioning systems are applied. Post-
tensioning systems can be differentiated in systems with bonded tendons and tendons 
without bond. The considered bridge is shown in Figure 2. It consists of six spans with 
40 m and 50 m lengths. 16 bonded internal post-tensioning tendons are located inside the 
top and eight tendons in the bottom flange with a cross-sectional area of 21800 mm  each. In 
the longitudinal section in Figure 2 the internal tendons are illustrated by a dotted line. The 
dashed line in Figure 2 shows the alignment of the six external post-tensioning tendons 
without bond inside the box girder. They have a cross-sectional area of 21680mm  per 
tendon. The box girder is constructed using a C 30/35 concrete according to Eurocode 2 
(CEN [3]). In general the internal post-tensioning is built-in for different limit states during 
the construction phase and to carry dead loads. The external tendons are designed for live 
loads. The advantage of external tendons is easy maintenance and replacement if 
necessary.
This type of bridge can be considered as a generic type of bridge. It reflects the 
characteristics of most of the existing bridges. Its slenderness, e.g. the ratio of the span 
length and height, is close to the statistical average for this type of bridges in Germany 
(VON RADOWITZ [26]).
One assumption underlying the proposed index of robustness is that the design of the 
structure is conducted according to existing codes which implies that the direct risks are 
already acceptable by society; the individual members are designed to fulfill component 
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reliability requirements. In the design the considered load cases are dead loads, traffic 
loads, temperature loads and loads due to post-tensioning. Those loads are generally 
decisive for the design.  Furthermore, the influences due to creep and shrinkage of the 
concrete and relaxation of the post-tensioning tendons are taken into account. The bridge is 
designed according to the Eurocodes for the Ultimate Limit State (ULS) and Serviceability 
Limit State (SLS), as well as for decompression aiming at an un-cracked concrete during 
the bridge’s design lifetime of 100 years. All calculations for the design are performed 
using the finite element code SOFISTIK AG [23]. 
In order to provide a sufficient robustness the Eurocode requires minimum structural 
reinforcement which aims to provide enough structural capacity to prevent brittle failure. 
In the case of sudden post-tensioning losses cracks are often not visible and failure occurs 
without any warning. The minimum required reinforcement ensures ductility and helps to 
prevent unwarned failure. This facilitates emergency and evacuation actions to prevent 
fatal losses of life and thereby to minimize the consequences. The design codes denote this 
type of reinforcement as robustness reinforcement. 
Engineering modeling problems usually are associated with uncertainties; models and 
parameters involved in the models may be subject to natural variations but also lack of 
knowledge and insufficient data may add to uncertainty. In recent design codes it is 
attempted to incorporate these uncertainties directly into the design concept using 
principles of reliability based code calibration, see e.g. FABER and SORENSEN [10].
Explicit reliability analysis and risk calculations require the consideration of the variations 
of all variables and models used in the assessment. In the following the modeling of all 
uncertain parameters and models for the considered bridge is outlined in accordance with 
the Probabilistic Model Code of the Joint Committee on Structural Safety (JCSS [12]): The 
risk analysis is performed according to FABER et al. [9]. 
2.1 Modeling of the system exposures 
2.1.1 Dead and live loads 
In the following the modeling of the system exposures is presented. The dead loads are 
assumed to be uncertain represented by Gaussian distributed random variables. They 
include loads from the parapet, rim beam, railing, wearing surface and the self weight of 
the box girder including reinforcement and the post-tensioning strands. According to 
STEWART et al. [24] it is assumed that the resulting dead load is Gaussian distributed with a 
coefficient of variation of 0.1CoV  . Loads due to temperatures and settlements are 
modeled explicitly and the associated uncertainties are incorporated in the model 
uncertainties. The live traffic loads are also assumed uncertain and modeled 
probabilistically according to MEHLHORN [14] . Here it is assumed that the left lane of the 
two lane bridge is restricted to passenger cars. The effects due to creep and shrinkage of 
the concrete are calculated according to DAFSTB-525 [5] taking into account non-linear 
creep effects. The methodology and the assumed boundary conditions are shown in detail 
in VON RADOWITZ [26]. Expected stress losses due to relaxation of the post-tensioning 
wires at time t  are assumed to be Gaussian distributed with 0.3CoV   according to JCSS 
[12].
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Figure 3: Expected value of the remaining reinforcement over time t. 
2.1.2 Chloride induced corrosion 
Most Europe bridges are subjected to chlorides either due to the usage of de-icing salt or 
due to their near shore location. It can be seen as one of the main deterioration inducing 
exposures of bridges. The chloride induced corrosion can be modeled in two separate 
phases; an initiation phase and subsequently a damage propagation phase. The transport 
process of the chlorides through the concrete cover to the reinforcement is modeled as 
being diffusion; this process may thus be described by Fick’s law (DURACRETE –
 BRITE EURAM III [6]).
When the chloride concentration reaches a critical value critC at time 0t , the initiation phase 
is over and the corrosion of the reinforcement starts to propagates. A Monte-Carlo-
Simulation (MCS) (see e.g. MELCHERS [15]) is applied to determine the probability of 
chloride propagation at time 0t . The velocity of the corrosion process is modeled according 
to DURACRETE – BRITE EURAM III [6]. The expected value of the remaining reinforcement 
area at time 0t t '  including all uncertainties, is shown in Figure 3. Details of the used 
model are given in FABER and GEHLEN [7] , GEHLEN [11] and in DURACRETE –
 BRITE EURAM III [6]. 
2.1.3 Stress corrosion cracking 
For the considered type of structure stress corrosion cracking under high post-tensioning 
stresses has been found to be of significant importance (PETERSEN [18]). MAES et al. [13] 
uses a model to calculate the time to micro crack propagation to estimate the corrosion 
progress. This model is based on a damage parameter D  which is dependent on the 
material, the environment and the stress. A detailed description of the applied methodology 
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can be found in VON RADOWITZ [26]. The highest tensile stresses occur in the top flange of 
the box girder above support 2 (see Figure 2). In VON RADOWITZ [26] it is shown that only 
those 16 tendons in the top flange are affected to stress corrosion cracking in the 
considered lifetime of the structure. Each of the 16 strands in one tendon is comprised of 
seven wires with a diameter of 15,7 mm  each. For simplicity, a wire is considered as failed 
when half of its diameter is corroded. The strand is assumed to be failed if four of its wires 
are failed. In Figure 4  the expected number of failed strands at time t  is shown. 
Figure 4: Expected value of the number of failed strands over time t. 
2.2 Modeling of the system vulnerability 
For the probabilistic modeling of the structural system performance each considered 
material resistance has to be represented in accordance with its assumed density function. 
All random variables related to the applied material resistances are summarized in Table 1. 
Table 1: Material characteristics. 
Type of material resistance Mean Value Distribution CoV Reference 
Concrete capacity 38 MN/m² ND 0.128 MÜLLER [16] 
Reinforcement capacity 560 MN/m² ND 0.038 JCSS [12]
Post-tensioning (PT) steel capacity 1630 MN/m² ND 0.025 JCSS [12] 
Internal PT steel area 0.0018 m² ND 0.025 JCSS [12] 
External PT steel area 0.00168 m² ND 0.025 JCSS [12] 
The presented corrosion exposures are assumed to act simultaneously and independently 
from each other. The probability for a corrosive environment is dependent on the location. 
In this study generic values are chosen to calculate the probability of corrosion. At the 
same time effects due to creep and shrinkage are considered and exposures due to loads are 
applied. The damage states are integrated in the analysis by using the calculated loss of 
post-tensioning wires and the corroded reinforcement area, whereas the probability of 
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failure includes the probability of each damage state. This approximation reduces the 
amount of simulations necessary to estimate the robustness. The approximation is given in 
SCHUBERT [22]: 
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where ,D iP  is the probability for the damage state i , FP  the probability of failure of the 
structural system, ,Dir iC  is the direct consequence associated with the damage state i  and 
IndC  is the indirect consequence. This approximation holds if one damage state dominates 
the risk calculation. Using this approximation only the direct consequences for the relevant 
damage states are estimated. 
Based on cost estimates for a bridge in Germany (VOCKROD and FEISTEL [25]) the 
consequence model is established. The expected values of the different kinds of 
consequences are given in Table 2. 
Table 2: Summary of the considered direct consequences. 
Type of the consequences Expected value 3[10 €]
Administrative costs and planning 42 
Traffic organization 200 
Safety precautions 50
Repair and maintenance costs 940 
The expected value of the total direct consequences for planning, traffic organization, 
safety measures and repair maintenance costs sum up to 1,203,800 €. 
2.3 Modeling of the system robustness 
For the risk based analysis the specific probabilities of failure depending on the considered 
damage states at any given time are calculated. For this analysis the limit state function is 
formulated for the cross section at a location just above the second support (see Figure 2).  
A failure state is reached if the internal moment due to exposures exceeds the internal 
moment of the resistance. Here, the probability of failure at each point in time is calculated 
using MCS. The model uncertainties are approximated by a lognormal distributed random 
variable with a mean value of 1 and a CoV of 0.2 .The indirect consequences are defined 
as all consequences beyond the direct consequences which are associated with the failure 
state. One type of indirect consequences is the number of possible fatalities in the case of 
bridge failure. Taking into account all failure modes where evacuation action could be 
performed, the expected number of fatalities given failure in this example is estimated to 
2.62.
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A consistent basis to include aspects of life safety into the decision making is provided by 
the Life Quality Index (NATHWANI et al. [17]). The underlying idea of the LQI is to model 
the preferences of a society as an indicator comprised by a relationship between the GDP 
per capita, the expected life at birth and the proportion of life spend for earning and living. 
Using the LQI the value of a statistical live can be derived for the society and it can be 
included in the risk analysis (RACKWITZ [20]). Using the LQI for Germany the value of a 
life is estimated to be 3.38 million € according to RACKWITZ [21] assuming an interest rate 
of 3% .
Another type of the indirect consequences is the user costs for the highway user. These 
consequences are taken from the provisions of the BRD [2] and summarized in Table 3. 
Additionally the costs for the reconstruction have to be taken into account. Those costs 
contain costs for deconstruction, planning and design of the new bridge, traffic 
organization, safety precautions and new construction for an assumed construction time of 
one year. 
Table  3: Summary of the considered indirect consequences. 
Type of the consequences Expected value 3[10 € ]
User costs 24,013 
Operational costs 15,386 
Administrative costs and planning 318 
Safety precautions 10
Deconstruction 2,000 
Reconstruction 6,800 
Table 3 illustrates the large contribution from the user costs. They are calculated on the 
basis that the bridge is closed for one year in case of failure. This type of consequences has 
a large impact on the decision making and the assumptions underlying their quantification 
should be a subject for further research.
2.4 Results
The result of the MCS for the annual probability of failure is shown in Figure 5. The values 
of the annual probability of failure ranges between 610  and 26 10 . The time evolution of 
the probability of failure can be divided into three periods. It can be observed that in the 
first 20 years the increase of the probability of failure is quite high. The main effects 
leading to this development is creep and shrinkage of the concrete. After 20 years both 
effects can be regarded insignificant. In the second period the increase of the failure 
probability is mainly driven by chloride corrosion. This period ends after about 80 years 
with a maximum probability of failure of about 35 10 . After 80 years approximately 60 % 
of the internal post-tensioning wires in the top flange are ruptured. The failure probabilities 
seem to be very high but they are comparable with results obtained by MAES et al. [13] and 
reported by MELCHERS [15] for similar conditions assuming no maintenance. However, 
MELCHERS [15] recommends to perform maintenance action in cases where the failure 
probability exceeds a range between 310 and 410 . In this example this level is reached 
after 20 years which corresponds to a normal interval for maintenance actions. 
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In the last period, between 80 and 100 years the failure probability increases significantly. 
Until this point in time the strands can be regarded as a parallel system with the potential to 
redistribute the loads to different wires. After 80 years the post-tensioning wire losses and 
reinforcement losses are too high to provide reserve capacity to prevent a failure of the 
system; the system fails as a series system. A failure of additional wires leads directly to a 
progressive failure. At the end of the design lifetime 102 of the 196 wires of the internal 
post-tensioning tendons in the top flange are ruptured and approximately 23 % of the 
reinforcement is corroded.  
Figure 5: Annual Probability of failure of the system. 
Based on calculations of the probability of failure under consideration of the different 
damage states and the direct and indirect consequences the index of robustness can be 
calculated. The result is shown in Figure 6. 
Figure 6: Index of robustness (black line) and the reliability index for the system without 
consideration of the damage states (grey line). 
The index of robustness reflects the significant influence of post-tensioning wire losses 
after about 80 years. That indicates that the expected value of the indirect consequences 
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increases faster than the expected value of the direct consequences. Especially the user 
costs contribute significantly to the indirect risks. Under consideration of the system 
definition and the applied consequence model a strong decrease of the index of robustness 
after 80 years indicates that additional damage in the structure lead to progressive collapse 
with a high probability. In Figure 6 the corresponding reliability index E  for the system is 
shown. The reliability index is calculated for the cross-section of the bridge without taking 
system effects and damage states into account. It is based on the code regulations and it 
underestimates the situation at hand in the last 20 years of the lifetime of the structure. 
That illustrates that damage states and system effects contribute significantly to the total 
risk.
2.4.1 Measures to increase the robustness 
Apart from proposed actions in the design process like additional alternative load paths 
providing redundancy or specific means of construction like monolithic connections 
avoiding critical joints or bearings two further options are discussed for the bridge 
structure to provide additional robustness. 
Especially the bonded post-tensioning wires are subject to stress corrosion cracking. 
Whereas external tendons can be maintained, post-tensioned in the case of post-tensioning 
losses and exchanged if necessary or further tendons can be added. Thus effects due to 
stress corrosion cracking can be avoided. However, due to higher construction costs 
exclusively external tendons inside the box girder are not generally applied, but in order to 
take advantage of post-tensioning wires in the flanges the tendons are constructed as wires 
in pipes without bond located inside the flanges.  Chloride induced reinforcement 
corrosion can not be neglected. Such a structural system is investigated and the effects on 
the robustness are illustrated in Figure 7. 
Figure 7: Index of robustness for a system using external post-tensioning tendons. 
Obviously in the range up to 80 years the effects due to the corrosion of the reinforcement 
dominate and the effects due to stress corrosion cracking are compensated by the 
robustness reinforcement. After 80 years further reinforcement corrosion reduces the 
robustness, but the robustness can be improved by up to approximately 50 %. The strong 
effect on the index after 80 years due to progressive failure can be avoided. 
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3 Conclusions
In this paper a recently developed framework for the quantification of robustness is 
summarized and applied to a generic type of externally and internally post-tensioned box 
girder bridge. Different aspects of the reliability of such bridges are discussed and the 
robustness is quantified.
It is observed that the damage states in the internal tendons have a large influence on the 
failure probability and on the robustness of the system. If the loss of post-tensioning wires 
and reinforcement bars increase, the system acts as a series system and any additional 
damage states can lead to progressive failure of the bridge. The explicit consideration of 
the damage states of the structural system facilitates the assessment of the performance of 
different system configurations. Here, different types of post-tensioning, namely external 
post-tensioning and internal post-tensioning are investigated and it is shown that these 
configurations lead to large differences in the robustness over the life-cycle of the 
structures. By changing the post-tensioning system the corrosion effects can be minimized 
and the structural robustness is improved. 
It is shown that the robustness decreases rapidly if the conditional probability of failure 
( | , )P F D EX  increases in the system. One measure to increase the robustness is therefore to 
decrease this conditional failure probability. Other measures – which lead to the same 
result – could aim to reduce the indirect consequences. Redundancy in the roadway 
network would significantly reduce the user costs. Such measures directly increase the 
index of robustness. The index of robustness, proposed by BAKER et al. [1], can be seen as 
a measure for the performance of the whole considered system, including damage states 
and all consequences. The index of robustness is therefore more a characteristic of the 
system than a characteristic of the structure.  
The present paper focuses on the application of the proposed framework for assessment of 
structural robustness to a specific type of structure being part of a larger system. Further 
research is thus still needed to develop a general basis for the codification of provisions for 
robust design. To proceed in this task different relevant and representative structure classes 
with specified consequences should be considered and the indexes of robustness should be 
calculated. This would provide more general insights on the efficiency of different 
provisions for robust design for different classes of structures and thus facilitate an 
improvement of present date design codes. 
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Abstract: The traffic load effect in a two-span prestressed concrete bridge with 
two traffic lanes is analyzed in this paper. The design value of the resulting 
bending moment in some prescribed sections is estimated by means of a Monte 
Carlo simulation. The model for the vehicular loads is derived from a set of 
measurements done in The Netherlands in 2004. A two dimensional dynamic 
model is adopted and the interaction between the vehicles and the bridge is 
considered in the evaluation of the dynamic amplification factor. The structure 
is modelled by 2D beam elements and the spatial variability of the material 
stiffness properties is described by a random field. A numerical technique, 
based on the Karhunen-Loeve expansion, is used to represent the random field 
by a finite set of random variables. The influence of the spatial variability is 
also investigated. 
1 Introduction
The research in the area of bridge engineering has been focused mainly on the modelling 
of the structural behaviour and a limited number of investigations have been carried out in 
the field of the traffic load modelling. Recently, the safety evaluation of the road bridges 
built during the past decades became an important topic due to its economical relevance. 
Due to the deterioration and damage, an existing structure may not satisfy the safety re-
quirements included in the actual safety codes. Consequently, a better knowledge of the 
real loads applied to the bridge and of the structural resistances is desirable to evaluate the 
reliability of the structure and to define decision criteria. A refined traffic load model, 
based on recent measurements done in The Netherlands, is presented. The gross weight, 
axle loads and axle distances of the lorries are described by random variables, whose pa-
rameters are estimated from the observed data. The modelling of the gross weight requires 
particular care in the upper tail of the distribution, which is dominant for the ultimate 
states. The coupling of the Monte Carlo method with a structural solver is used to simulate 
a stochastic traffic flow approaching a two-span prestressed concrete bridge and to evalu-
ate the traffic induced bending moment by a static and dynamic analysis. The design value 
of the bending moment in two cross sections of the structure are extrapolated from the dis-
Allaix, Vrouwenvelder & Courage: Traffic load effects in prestressed concrete bridges 
98
tribution of the maximum daily bending moment. The geometrical and material properties 
of the bridge are described by a probabilistic approach, involving random variables and 
random fields. A numerical procedure for the discretization of continuous random fields is 
employed. The results of the aforementioned simulations are compared with the corre-
sponding design stress calculated according to the Eurocodes.
2 Recent measurements 
In the following, a summary of the analysis of a set of measurements conducted by the 
Rijkswaterstaat, Dienst Weg-en Waterboukunde (RWS DWW) from the 25th of April 2004 
to the 31st of October 2004 [1]. The data were collected by a Weigh-In-Motion (WIM) sys-
tem on the highway A16 in the neighbourhood of the Moerdijk bridge in The Netherlands. 
The database contains 1,301,163 records, each one describing a truck passage. The size of 
the database is large if compared, for example, to the measurements used in the back-
ground documents of the EN 1991, Eurocode 1: Actions on structures – Part 2: Traffic 
loads on bridges [2]. The length of the measurement period and the significant amount of 
data can be considered as representative of heavy traffic present in The Netherlands. The 
date, time, velocity axle loads and relative axle distances were registered for each vehicle. 
The accuracy of the system of weighing the trucks travelling on the highway is stated in 
probabilistic terms as follows: in at least 95% of the cases, the relative deviation between 
the measured and the static loads is not larger than 15%. This statement can be formulated 
as follows: 
   > @ DGG tdd 111 staticmeasuredstatic LLLP  (1) 
where:
x Lmeasured is the measured axle load; 
x Lstatic is the corresponding static load; 
x G is half of the width of the confidence interval centred on Lstatic at the confidence 
level (1-D), where D= 0.05
The value of G =15% is in agreement with the recommendation of the European research 
project COST 323 [3] to meet the required accuracy with respect to the static loads. It is 
questionable if the accuracy of the measurements has implications on the assessment of 
traffic loads effects. Recently, an investigation of the influence of the aforementioned ac-
curacy of the WIM data on the prediction of extreme load effects has been exploited [4]. 
The conclusion of the investigation was that the accuracy of the WIM data plays an impor-
tant role only for short span lengths, where the axle load governs the prediction of the ex-
treme load effects. On the contrary, as the span length increases, the importance of the 
vehicular load increases with respect to the axle load. The inaccuracy of the measured data 
has not a significant influence on the predicted extreme load effects. Therefore, the differ-
ence between the static and the measured loads is negligible for the span length chosen for 
this paper. Nevertheless, the measured data can, in principle, contain other errors. Three 
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filtering criteria were applied to the collected data to exclude unreasonable data before 
further analysis and modelling: 
x the vehicles have at least two axles; 
x the vehicles with an axle load greater than 300 kN are deleted (this criterion was 
suggested by DWW); 
x the minimum relative distance between two consecutive axles is 0.75 m. 
After applying the filtering criteria, the database was reduced to 1,295,211 records. A wide 
range of vehicle types were registered including buses, single and articulated lorries and 
lorries with a trailer. The number of axles varies between two (small lorries) and ten (road 
trains and special vehicles). The percentage composition of the traffic with respect to the 
number of axles is listed in table 1. 
Tab.1: Traffic composition 
Number of axles Frequency [%]
2
3
4
5
6
7
8
9
10
10.53 
5.81
23.32 
51.99 
5.50
0.49
0.21
0.09
0.05
The lorries with five axles, made up of a truck with two axles and a semi-trailer with three 
axles represent approximately half of the measured traffic flow. This percentage is in 
agreement with the heavy traffic composition in other european countries. For each class, 
the minimum and maximum observed vehicular loads are listed in table 2. Regarding the 
minimum weight, it is clear that also passages of unloaded vehicles with two, three and 
four axles were registered. The column of the maximum weight shows that extremely over-
loaded lorries of each class were present on the roadway. In the case of lorries with six or 
more axles, it is believed that the maximum weights belong in some cases to special trans-
ports.
Tab. 2: Vehicular loads 
Number of axles Wmin [kN] Wmax [kN]
2
3
4
5
6
7
8
9
10
13
13
22
57
48
70
102
154
188
550
757
508
886
1500
1430
1130
1220
1380
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3 Traffic models 
The traffic models concern the following aspects: 
x traffic flow; 
x static properties of the vehicles (weight, axle loads, axle distances); 
x dynamic properties of the vehicles (tyre and suspension stiffness and damping). 
For the traffic flow, a model developed previously at TNO has been applied [5]. Although, 
this model should be updated considering the measured data, it is believed that the predic-
tion of the extreme traffic load effects is much more influenced by the vehicular model 
rather then the traffic flow model. For the vehicle models, a finite set of thirty-one repre-
sentative types of lorries was recognized. The number of vehicle types is a compromise 
between the homogeneity of properties within each type and the simplicity in handling the 
vehicular model for practical applications. The description and frequency of observation of 
each type are listed in table 3.  
Tab. 3: Representative vehicle types 
Number 
of axles 
Type Description Frequency  
2 1 Buses and  lorries with two single axles. 10.53% 
2 Buses and lorries with a front tandem axle 
and a rear single axle. 
0.17% 
3 Buses and lorries with a front single axle 
and a rear tandem axle. 
1.59% 
4 Buses and  lorries with three single axles. 0.05% 
5 Buses and  lorries with a trailer. 0.25% 
3
6 Trucks with a semi-trailer. 3.75% 
7 Lorries with a front single axle and a rear  
tridem axle; 
Lorries with a front single and three rear  
single axles; 
Lorries with four single axles. 
0.51% 
8 Lorries with a front single axle and a single 
plus a tandem axles in the rear. 
1.21% 
9 Lorries with a front tandem axle plus two  
single axles in the rear; 
Lorries with two couples of tandem axles; 
Lorries with a front tridem axle and a rear
single axle; 
Lorries with a group of four axles. 
0.31% 
10 Lorries with two single axles and a trailer  
with two single axles. 
3.18% 
11 Lorries with two single axles and a trailer  
with a tandem axle. 
1.43% 
12 Trucks with two single axles and a  
semi-trailer with two single axles. 
7.92% 
4
13 Trucks with two single axles axles with a  
semi-trailer with a tandem axle. 
10.67% 
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14 Trucks with a three axles and a  
semi-trailer with a single axle. 
0.09% 
15 Lorries with two axles and a trailer with  
three axles. 
0.72% 
16 Lorries with three axles and a trailer with  
two axles. 
3.91% 
17 Trucks with two axles and a semi-trailer  
with three axles. 
46.41% 
18 Trucks with three axles and a semi-trailer  
with two axles. 
0.66% 
5
19 Other vehicles with five axles. 0.29% 
20 Lorries with three axles and a trailer with  
three axles. 
1.21% 
21 Lorries with two tandem axles and a trailer 
with two axles. 
0.01% 
22 Trucks with two single axles with a  
semi-trailer with four axles. 
0.01% 
23 Trucks with a front single axle and a rear 
tandem axle with a semi-trailer with three  
axles.
3.89% 
24 Trucks with a front tandem axle and a rear 
single axle with a semi-trailer with three  
axles.
0.02% 
6
25 Other vehicles with six axles. 0.36% 
26 Lorries with two tandem axles and a  
trailer with three axles. 
0.46% 
27 Trucks with three axles with a semi-trailer 
with four axles. 
0.02% 
7
28 Other vehicles with seven axles. 0.01% 
8 29 Vehicles with eight axles. 0.21% 
9 30 Vehicles with nine axles. 0.09% 
10 31 Vehicles with ten axles. 0.05% 
In the following, the models for the gross weight, the axle loads and the axle distances of 
each lorry type are derived directly from the collected data. Regarding the gross weight, its 
empirical distribution could show, in general, two peaks due to the fact that loaded and 
unloaded lorries are present in the traffic. The model discussed in this paper concerns only 
the loaded part, because the complete traffic model is adopted to estimate the extreme traf-
fic induced effects in concrete bridges. The modelling of the weight distribution required 
the following steps:  
x selection of a  limited number of candidate distribution functions; 
x estimation of the distribution parameters by fitting the data from the top value wtop
of the PDF to the upper tail; 
x formulation of the criteria used to assess the goodness of fit of the model; 
x choice of  the distribution function that fits better the data. 
The truncated Weibull, lognormal, Frechet and Gumbel distribution are used to model the 
tail of the distribution. Their CDFs are listed in table 4. 
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Tab. 4: Distribution functions 
Distribution Distribution parameters CDF 
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The terms P2 and w0 are, respectively, the probability of having a loaded vehicle and the 
truncation weight that separates the unloaded and loaded parts of the distribution of the 
weights. First, the truncation weight w0 is chosen arbitrarily as a local minimum of the em-
pirical PDF of the weights. Then the probability P2 is calculated as the relative frequency 
of the vehicles heavier than the truncation weight. Ten values of the shift parameter G  be-
tween 0.0 and w0 are tested and the value leading to the best fit is chosen. The values of the 
distribution parameters are calculated to fit the range of values bigger than the top value 
wtop, defined as the weight corresponding to the peak of the empirical distribution. The 
least square method (LSM) is applied to fit the univariate distributions listed in table 4, 
minimizing the sum of the square errors between the theoretical model and the empirical 
data. For each distribution the expression of the error is listed in table 5. The mathematical 
expressions of the distribution functions are manipulated, in order to have a linear relation-
ship between a function of the CDF and a function of the weight. If the data come from a 
selected distribution, a linear behavior should be observed in the probability paper if the 
empirical CDF and the observed weights are used in the derived relationship. 
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Tab. 5: Error functions minimized by the least square method 
Distribution Error minimized by the LSM Constant c
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Regarding the judgment criteria of the goodness of fit of the model, it should be mentioned 
that usually the chi-square and the Kolmogorov-Smirnov tests are used for this purpose. 
Both tests are applied to the hypothesis H0 that the empirical data come from a selected 
distribution. The disadvantages of chi-square statistical test are: 
x the value of the chi-square statistics depend on how the data is binned; 
x it requires a sufficient sample size for the chi-square approximation to be valid (it 
affects the tail of the distribution); 
x when a large amount of data is available, the test detects soon deviation from the 
selected distribution and the hypothesis H0 is rejected. 
The most important disadvantage of the Kolmogorov-Smirnov statistical test is that it is 
more sensitive near the center of the distribution than at the tails. Due to the aforemen-
tioned remarks, the results of the statistical tests can not be considered as a decisional tool 
to judge the goodness of the model in the tail. The analysis of the probability papers and 
the diagram of the probability of exceedance has to be considered as the primary criteria. 
The aforementioned fitting procedure gave satisfactory results for a good number of lorry 
types. For some types of lorries, a multimodal behavior is observed also in the upper tail. It 
is believed that the reason is the merge of non strictly homogeneous data in one single rep-
resentative lorry type. In this case, a two sided truncated distribution is used to fit the 
loaded part and a left-truncated distribution is chosen for the tail of the empirical pdf. The 
truncated Weibull, lognormal, Frechet and Gumbel distribution are used to model these 
parts of the distribution. The CDFs of the two sided truncated distributions are listed in 
table 6, where wL and wU are the lower and upper bounds of the two sided truncated distri-
bution. The probability P1 and P2 are defined as follows: P1 is the probability that the 
weight is smaller than the upper bound wU , while the probability P2 is the probability that 
the weight is between the lower and the upper bounds. 
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Tab. 6: Two sided truncated distributions functions 
Distribution Distribution 
 parameters 
CDF
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Given the model of the gross weight, the axle loads are derived by means of the following 
linear relationship:  
iii WQ ED   (2) 
where:
x Qi is the i-th axle load; 
x W is the vehicular weight; 
x DLand ELare constants. 
The assumption of full correlation between the weight and the axle loads is adopted. The 
accuracy of the model is sufficient for the purpose of the paper. The relative axle distances 
are modeled by Gaussian random variables, whose statistical parameters are estimated 
from the collected data. Regarding the dynamic properties of the lorries, three different 
dynamic models were formulated: simple, double and articulated lorries. The axle mass 
and the tyre and suspension stiffness of each axle are described by Gaussian random vari-
ables with a coefficient of variation of 0.10. The values are randomly generated in such 
way that the axle frequencies belong to the range [7-12] Hz and the body frequencies be-
long to the range [1-3] Hz. 
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4 Description of the bridge 
A two-span post-tensioned concrete bridge has been designed according to the relevant 
Eurocodes. Each span is 40 m long and the roadway is made up of two traffic lanes in one 
direction. The 90% of the traffic flow is on the slow lane, while the 10% is on the fast lane. 
The box-girder concrete cross-section is shown in figure 1. On the action side, the self 
weight of the concrete deck, the dead loads of the pavement and safety barriers and the 
traffic load model 1 (LM1) are considered. Two anchorage zones, located at the beginning 
and end of the bridge, are considered. The design takes in account the immediate and time 
dependent prestress losses, according to the design codes. For the immediate losses, the 
losses due to friction, losses at the anchorages and the losses due to elastic deformation of 
concrete are taken in account. For the time dependent losses, the contributions of creep, 
shrinkage and relaxation losses have been estimated. Ten tendons are used in the design. 
The areas of each tendon are listed in table 7. The layout of each tendon consists of three 
parabolas, whose parameters are obtained by solving a system of equation considering the 
constraints on the vertical position of the tendon. The tendons layout of half structure is 
shown in figure 2. The effect of prestress on structural concrete is computed using a system 
of equivalent forces to the prestress action, based on the equilibrium of 1 m long segments 
of the bridge. 
Fig. 1: Cross section 
Tab. 7: Data of the tendons 
Tendons Number of strands Strand diameter [mm] Area [mm2]
1, 2, 3, 8, 9 and 10 
4, 5, 6 and 7 
19
15
16
16
2850
2085
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Fig. 2: Tendons layout 
Beside the model for the traffic load, a probabilistic model is defined to describe the geo-
metrical properties of the concrete section, the material properties of the concrete, the dead 
loads and the prestress action. The area and moment of inertia of the cross section are de-
scribed by normal random variables and they are characterized by a small coefficient of 
variation. A correlation coefficient equal to 0.96 has been estimated between the area and 
the moment of inertia. For the concrete properties, the elastic modulus and the density are 
considered within the model. The elastic modulus has been described by a random field, 
taking into account the long term behaviour of concrete. The random field is discretized by 
applying a numerical technique based on the Karhunen-Loeve expansion, on the finite 
elements with Lagrange interpolation functions [6] and on the minimization of a discretiza-
tion error estimator on the structural domain. A random field mesh consisting of twenty-
one nodes and ten elements with three nodes each one is obtained. The discretized random 
field is defined by ten random variables. The density of concrete is described by a Gaus-
sian random variable with a coefficient of variation of 0.03. For the dead loads a Gaussian 
distribution with a cov=0.04 is adopted, while the prestress force  f,xP  at a distance x
from the jacking section, is described by a normal random variable with mean value equal 
to the value obtained in the design and coefficient of variation equal to 0.09. Full correla-
tion is assumed between the prestress force in different tendons and at different distances 
from the jacking end. The details of the probabilistic model are listed in table 8. 
Tab. 8: Probabilistic model 
Parameter Distribution Mean value Std. dev. C.o.v. Number of r.v.
Area [m2]
Inertia [m4]
Elastic modulus [kN/m2]
Density [kg/m3]
Dead loads [kN/m] 
Prestress force [kN] 
N
N
LN
N
N
N
7.17
4.33
35,332,370.0 
2400.00 
229.00 
var.
0.10
0.11
5,567,050.1 
72.0
9.16
var.
0.01
0.03
0.16
0.03
0.04
0.09
1
1
10
1
1
246
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5 Simulations
One static simulation of fifty years and a set of three dynamic simulations of ten days are 
performed. A linear elastic finite element model is used. The goal of the static simulation is 
to estimate the distribution of the maximum daily bending moment in the section located at 
15 m from the left support (section A) and in the inner support section (section B) by a 
statistical treatment of the results of the simulations and to assess the design value of the 
chosen load effect, defined as the fractile of the distribution with a return period of 16000 
years. The mechanical and geometrical properties of the bridge are assumed to be equal to 
the mean values of the corresponding distributions.
Fig. 3: Location of the sections A and B 
The Weibull, Frechet and Gumbel distributions are selected as theoretical models of the 
tail of the results of the simulations. The statistical parameters of the proposed distributions 
are calculated by fitting with the least square method the results of the simulation from the 
top value of the PDF to the tail. For the section A, the probability of exceedance of the 
results of the static simulation and the theoretical models is plotted in figure 4.  
Fig. 4: Probability of exceedance vs load effect (section A)  
A
40 40
15
B
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The Gumbel model is adopted in the modeling of the tail of the distribution, while the Fre-
chet distribution is considered to be too conservative. The fractiles of the distribution of the 
maximum bending moment are extrapolated for several return periods according to the 
Gumbel distribution, as shown in figure 5. The design value is equal to Md = 13110 kNm. 
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Fig. 5: Results of the extrapolation (section A)
For the section B, the probability of exceedance of the results of the static simulation and 
the theoretical models is plotted in figure 6, where the absolute value of the load effect is 
considered.
Fig. 6: Probability of exceedance versus load effect (section B)  
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In this case, a better fit in the upper tail is obtained by the Gumbel distribution. The frac-
tiles of the distribution of the maximum bending moment are extrapolated according to the 
Gumbel model, as shown in figure 7. The design value is equal to Md = -11466  kNm. 
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Fig. 7: Results of the extrapolation (section B)
By means of the three dynamic simulations, the dynamic amplification factor (DAF) is 
estimated as the ratio of the extreme dynamic and static bending moment on a relevant 
period of time of one day. In the first simulation, the properties of the bridge are consid-
ered as in the static case, while in the second simulation the aforementioned probabilistic 
model is adopted. Finally in the third simulation, the elastic modulus of the concrete is 
considered as a random variable. Due to the small number of outcomes of the dynamic 
simulations, it is not possible to have a reliable prediction of the extreme dynamic and 
static bending moment for a return period of 16000 years and to calculate the DAF as ratio 
between those extreme values. Then, the mean of the ten values of the DAF has been cal-
culated for each dynamic simulation, leading to a value equal of 1.03. The randomness of 
the geometrical properties, dead loads, prestress action and material properties, as well as 
its spatial variability has not a significant effect on the value of the dynamic amplification 
factor. However, longer dynamic simulations are planned. A comparison between the ex-
treme traffic load effects obtained by simulations and those obtained by the Load Model 1 
of the Eurocode 1 is outlined. The design value of the bending moment according to the 
Eurocode 1 includes a load factor and the DAF. Therefore, it is reasonable for the compari-
son to consider the previously mentioned extrapolated design value of the bending moment 
obtained by static simulation multiplied by the DAF equal to 1.03 and a trend and uncer-
tainty factor [7] equal to 1.40. For the section A, the Load Model 1 leads to a design value 
Md = 22434 kNm. Applying the DAF and the trend and uncertainty factor to the extrapo-
lated value Md = 13110 kNm, the predicted design value by the model presented in this 
paper is equal to Md = 18905 kNm. The relative difference respect to the value coming 
from the Eurocode is 16%. For the section B, the Load Model 1 leads to a design value Md
= -19043 kNm. Applying the same DAF and the trend and uncertainty factor to the ex-
trapolated value Md = -11466 kNm, the predicted design value by the model presented in 
this paper is equal to Md = -16694 kNm. The relative difference respect to the value com-
ing from the Eurocode is 13%.  
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6 Conclusions
A traffic load model based on a large amount of recent data is presented. The model con-
cerns the vehicular load, the axle loads and distances and the dynamic properties of the 
vehicles. A probabilistic model is formulated also for the geometrical properties, material 
properties, dead loads and prestress action of a two-span post-tensioned concrete bridge. 
The Monte Carlo method in combination of a structural solver is employed to evaluate the 
stress in two sections of the bridge, induced by a random traffic flow. A statistical treat-
ment of the results allows to predict the extreme traffic load effects with respect to the ul-
timate limit state. A comparison with the Eurocode 1 shows that the European design code 
is conservative also in the case of the traffic measurements in The Netherlands.  
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Abstract: Structural reliability assessment as well as the lifetime planning of 
engineering structures can be affected by efficient designed monitoring 
systems. The design and selection of monitoring systems and their associated 
sensors are complex and need knowledge about the mechanical characteristics 
of the structure and the monitoring system. Since uncertainties are unavoidable 
in the design and planning of engineering systems, statistical and probabilistic 
methods are necessary for (a) the design of a monitoring system, (b) the 
determination of the necessary number of sensors, (c) the prediction of 
monitored physical quantities, and (d) the selection among monitoring 
alternatives. The objective of this paper is to discuss statistical and probabilistic 
aspects that allow a smart and effective design of monitoring systems. 
1. Introduction
In recent years, monitoring systems are becoming attractive for the reliability assessment 
of engineering structures. The objectives associated with the reliability assessment of 
structures can be manifold such as (a) to assure a reliability level above a prescribed 
threshold during the lifetime of a structure, (b) to determine the optimum time of 
interventions, and (c) to determine the duration of monitoring periods. Uncertainties have 
to be considered in order to provide reliable solutions to these objectives. Therefore, there 
is the demand for methods like acceptance sampling, as known in material conformity 
testing, for the systematic treatment of uncertainties. In addition, data obtained by 
monitoring systems provides also the basis for prediction of monitored physical quantities 
at defined time horizons or even at the end of the planned life time. The aim of this paper is 
(a) to review acceptance sampling based concepts and show their applicability to 
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monitoring systems, (b) to present extreme data concepts for the prediction of physical 
quantities of structures, and (c) to present decision-based concepts for the selection among 
monitoring alternatives. 
2. Number of sensors based on sampling by attributes and 
variables 
Reliability assessment of existing and new engineering structures based on monitoring 
systems demands an efficient placement of sensors and use of recorded data. The design of 
monitoring systems is associated with issues regarding the location and necessary number 
of sensors. These issues are treated by using engineering knowledge and assumptions 
regarding potential structural deteriorating locations. Statistical methods, until now hardly 
used in monitoring engineering structures, can assist in solving such problems. The 
methods are known as acceptance criteria and provide the required number of sensors n on 
selected structural components out of all components, necessary for reliable statements 
with respect to the condition of physical quantities. This kind of monitoring allows the 
assessment of the entire lot of selected structural members N by indicating a bad 
performance for defined r violations out of n sensors. The definition of the acceptable r
violations [1], [2] for a given number of sensors n installed on selected structural members 
N and an accepted probability of f threshold violations can be based on the hyper-
geometric distribution as follows[2]: 
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where h = 1 – f.  This formulation is valid by assuming that each monitored component is 
recorded by only one sensor [2]. The lot will be accepted, if there are r or less sensors 
indicating a threshold violation. The hyper-geometric distribution, as indicated in Eq. (1), 
serves for (a) finding the probability P(f) of accepting a lot of size N with an actual fraction 
of threshold violations f monitored by n sensors from which r indicate threshold violations, 
and (b) finding the necessary number of sensors n by limiting the probability of accepting 
an actual fraction f of threshold violations. The no threshold violation requirement, r = 0 
out of n sensor measurements, yields to the probability of accepting a lot N with an actual 
fraction f of threshold violations as follows [3] 
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Hence, for a given confidence level C = 1- hn, with fh  1 , the necessary number of 
sensors n can be computed as 
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The previous formulation (monitoring by attributes) does not take into account the quality 
of each monitored component or sensor measurement. The components or sensor 
measurements are classified simply as good or bad. A simply bad or good classification 
does not fully utilize the information that can be achieved from the monitoring results.  
There is an alternative method, called monitoring by variables [2] that allows the 
consideration of distributed sensor data for accepting or not accepting a lot N. Monitoring 
by variables allows a significant reduction of the required number of sensors to achieve the 
same degree of quality control compared to monitoring by attributes. Acceptance criteria 
are based on the concept of minimizing both the probability N that a good physical quantity 
N(µG, VG) will be rejected and the probability O that a poor (bad) physical quantity N(µB,
VB) will be accepted. These probabilities provide the basis for the determination of the 
threshold J and the required number of sensors n. The probability N that a sensor 
measurement will indicate a bad condition for no violation of the threshold J by the mean 
X  can be computed as: 
  N
V
PJ)PJ  ¸
¹
·
¨
©
§  
n/
XP GG (4)
Conversely, the probability O can be computed as  
  O
V
PJ)PJ  ¸
¹
·
¨
©
§  !
n/
XP BB 1 (5)
These two equations serve for the computation of the necessary number of sensors n and 
the threshold J  for the given characteristics N(µG, VG), N(µB, VB), N, and O. It has to be 
emphasized that these computations are based on the assumption that the standard 
deviation V of the measurements is known in advance (e.g., from experience) and the 
measurements are Gaussian distributed. Equations (4) and (5) provide also the basis for the 
extension to non-Gaussian considerations. 
3. Extreme value distributions for monitoring-based 
predictions 
Extreme values are associated with the largest and smallest values from a monitored 
sample of size n within a known population. Therefore, the largest and the smallest value 
are associated with a probability distribution. A monitored physical quantity recorded at 
defined locations of a structure can be considered as a random variable X (or population). 
The monitored sample of size n from this population will have a largest and a smallest 
value which are related to the probability density distribution (PDF) fX(x) or cumulative 
probability distribution (CDF) FX(x). These extreme values will also have their respective 
distributions which are related to the distribution of the initial variable X [4]. 
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The monitored sample of size n can be considered as a set of observations (x1, x2, …, xn)
representing the first, second,…., nth observed values. Nevertheless, the monitored values 
are unpredictable, they are a specific realization, whichever underlies a set of random 
variables (X1, X2, …, Xn). Therefore, the interest is in the maximum and minimum of   (X1,
X2, …, Xn), which can be expressed as follows 
)X,,X,Xmax(Y n
max 21 (6)
and
)X,,X,Xmin(Y n
min 21 (7)
Based on certain assumptions [4], it is possible to develop the exact probability 
distributions of Ymin and Ymax. These assumptions can be derived as follows [4]. Consider a 
specified value y, in case of Ymax lesser than y, all the sample associated random variables 
X1, X2, …, Xn must also be less, see Eq. (6). Assuming that X1, X2, …, Xn are statistically 
independent and identically distributed yields to the CDF [4] 
n
X
Y
yFyF )]([)(
max
 (8)
and the PDF 
 > @  yfyFn)y(f XnXY max  
1
(9)
where FX(y) and fX(y) are, respectively, the CDF and PDF of the initial variable X. The 
same consideration can be performed for the minimum Ymin with the survival function, 
resulting in the CDF [4] 
> @nXY )y(F)y(F min  11 (10)
and the corresponding PDF 
 > @  yfyFn)y(f XnXY min  
11 (11)
Therefore, the exact distribution of the largest and smallest values from samples of size n is 
a function of the distribution of the initial variable. 
There is the possibility to capture the exact solutions with asymptotic distributions.  The 
following statements are valid according to ANG and TANG [4]: (a) the extreme value from 
an initial distribution with an exponential decaying tail (in the direction of the extreme) 
will converge asymptotically to a Type I, (b) the distribution of an extreme value of an 
initial variate with a PDF that decays with the polynomial tail will converge to a Type II 
(Eq. 12), (c) if the extreme value is limited, the corresponding extremal distribution will 
converge asymptotically to a Type III (Eq. 13),
Type II :   ]/exp[)(max knY yyF Q (12)
Type III: H
H
H t
»
»
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º
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ª
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1
min (13)
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where Qn = most probable value of Ymax , k = shape parameter, which is an inverse measure 
of the dispersion of values Ymax, w1 = most probable smallest value, and İ = lower bound 
value of y [4]. 
Numerical Example: Wisconsin Bridge 
The previously described approaches are suitable to be directly applied to monitoring 
programs of existing structures. Fig. 1 shows the monitored data taken from the I-39 
Northbound Bridge over the Wisconsin River [3]. This bridge was built in 1961 in 
Wausau, Wisconsin. The total length of the bridge is 196.04 m (643.2 ft). It is a five span 
continuous steel plate girder bridge. The monitoring of this bridge included the strain/stress 
behavior of specified structural components. Details are given in MAHMOUD et al. [5]. Fig. 
1 shows the recorded extreme monitored data per day provided by the sensor CH15 (solid 
line) and a scenario simulating an increase of the extreme monitored data (dashed line) as 
follows 
 21 tbtaomm  [[ (14)
where ȟom = existing monitoring data, ȟm = modified monitored data, a = 1/500 and b = 
1/20 (assumed changes in the monitoring process), and t = time (days) 
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Fig.1: Recorded extreme monitored data per day provided by the sensor CH15
(a = 1/500 and b = 1/20)
The application of the exponential distribution of Eq. (12) to the existing monitored 
extreme data ȟ0m (see Fig. 1) yields the extreme value distributions as shown for different n
= t = time in days (solid lines) in Fig.2. For n = t = 1000 (equivalent to 1000 days 
monitoring) the median value of the extreme distributions associated with the monitored 
extreme data is ȟ0t=1000  = 43.1 MPa. 
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Fig.3. Computed reliability profiles based on the monitored and modified monitored data 
(see Eq. (14)) associated with the extreme value distributions of Eq. (12) 
Assuming that there will be a change in the monitored extreme values process (see Eq.14), 
as shown in Fig. 1, this procedure yields to drastically changes in the extreme values, for 
instance for a size t = 1000 days the median value of the extreme monitored data will be 
53.3 MPa instead of 43.1 MPa. In this manner, it is possible to (a) predict the characteristic 
values of the extreme distribution with increasing sample size, and (b) detect changing 
processes in the monitored structure. The detection can be based on the comparison of the 
extreme value distributions associated with different sample sizes n (where n = t = number 
of monitored days). Additionally, the continuously provided extreme value exponential 
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distributions during monitoring and future predictions, associated to the sample sizes n, can 
be used to predict the time-dependent reliability index ß and its expected value at the time 
horizon, (e.g., 89 days). The calculation of the reliability index, using FORM [6], was 
based on the yield strength fy = LN(377 MPa, 30.16 MPa). Fig. 3 shows the reliability 
index profile and the effect of increasing extreme monitored data (see Eq. (14)). 
4. Decision Analysis in Monitoring 
4.1 General Approach 
There are various systems for monitoring of structures. In some cases, the benefit of a 
monitoring system for a defined task is clear. However, this is not usually the case. The 
decision analysis applied to monitoring systems is an useful tool. Consider the following 
example.  
The reliability index of a given structure has to be predicted. There are two methods for 
assessing the reliability. Method (I) consists of visual inspection, and Method (II) is using a 
monitoring system. The reliability index using visual inspection is based on n = 10 
indicators. The error is random with mean zero and standard deviation ıI where ıI is 
estimated with a mean = 1 and a coefficient of variation c.o.v. = 50%. 
The monitoring system (II) consist of two sensors monitoring the physical quantity 
associated with the resistance. The error in each measurement has mean zero and standard 
deviation ıII (ıII is estimated with a mean = 0.7 and a c.o.v. = 60%). The costs of 
performing the required inspections are $1,500 and $2,000 with methods (I) and (II), 
respectively. The penalty of inaccurate inspection is proportional to the square of the total 
error, or 
 221 nXXXkL   (15)
where k = 100, and Xi is the error in each indicator. Which of the monitoring program 
should the inspector use based on the Maximum Expected Monetary Value (EMV) 
criterion [4]. The expected loss from inaccurate measurement based on the above quadratic 
penalty function can be expressed in terms of the standard deviation of the error in each 
segment as [4] 
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»
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If each measurement is assumed to be statistically independent and identically distributed, 
    22 VVV   nkXEnkLE (17)
and
  > @)()()( 22 VVV EVarnkEnkLE   (18)
where Var(ı) = variance of ı. For method (I), the expected total cost, therefore is 
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 > @ 750,2$15.010100500,1 22  uu ICE (19)
The corresponding total cost for method (II) is 
  > @ 133,2$7.042.02100000,2 22  uu IICE (20)
Consequently, on the basis of the maximum EMV criterion, the inspector should use 
method (II). 
4.2 Additional Monitoring Information – Terminal Analysis 
In maintenance engineering it is common to perform inspections or monitoring. These 
investigations provide a better final decision regarding the maintenance planning or 
performance prediction of a structure. In general, this approach is applied to structural 
members indicating unusual behavior or unexpected degradation processes, or for long 
term monitoring programs to detect time dependent structural processes of resistance or 
loading changes. The acquisition of additional information from e.g., monitoring systems, 
will require the expense of time, energy, and financial resources [4]. As indicated in ANG
and TANG [4] “in spite of these added costs, the additional information may be valuable 
and will generally improve the chance of making a better decision.”  Finally, a decision 
has to consider the added cost for the efforts necessary to obtain the new information. It 
has to be noted that even tremendously efforts cannot eliminate all uncertainties [4]. 
For example, the capability of engineering inspection methods applied on specified 
structures can be illustrated by a decision tree. Bayesian updating methods provide the 
possibility for updating past inspections with new inspection data obtained by e.g., (A) 
traditional methods or (B) novel monitoring systems. The decision can be based on 
traditional decision analysis or on decision analysis with additional information 
(commonly referred to as terminal analysis), which is similar to the prior analysis, except 
that the updated probabilities (probabilities conditional on the monitoring outcome) are 
used in the computation of the expected monetary value or utility [4]. Several examples 
according to decision analysis including monetary values are provided in ANG and TANG
[4]. In general, terminal analysis can be considered as an efficient method for decision 
making under uncertainties. 
Consider the following example. There is the demand for a reliability assessment of an 
existing structure. The designated engineering office considers two methods to obtain data 
for the assessment: (A) a traditional inspection method, and (B) a novel monitoring system. 
Method (B) would mean a large initial investment that may be wasted if the reliability 
level will be much larger than the allowed level and will show no significant degradation 
process. Fig. 4 shows the probabilities of detecting an unexpected failure mechanism 
associated with the proposed methods (A) and (B) and the monetary loss by not detecting 
the mechanism 
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Fig.4. Prior Analysis: Decision tree for monitoring treatment system before the finite 
element investigation 
Based on prior analysis, the expected monetary loss for the two methods are: E(A) = 0.15 
u (–5,000) + 0.85 u (–15,000) =  – $ 13,500 and E(B) = 0.45 u (0) + 0.55 u (–100,000) = – 
$ 55,000. With the given information, method (A) should be selected with the monetary 
loss of –$ 13,500. The engineering office decided to find out more about the structural 
conditions and processes acting on the structure. A finite element modelling of the 
structure under given loading conditions was performed. The cost of finite element 
computation is $ 6,000. The proposed monitoring layout based on the FEM shows the 
probability of detecting an unexpected failure mechanism P (BFEM|D) = 0.95 and not 
detecting an unexpected failure mechanism of P (BFEM|N)  = 0.05 for the novel monitoring 
system and P (AFEM|D) = 0.60 and P (AFEM|N)  = 0.40 for the traditional inspection method, 
where  AFEM, and BFEM indicate the outcomes and D, and N denote detected or not detected 
failure mechanism, respectively. Bayesian theorem can be used to update the previous 
assumed probabilities P as follows:  
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Fig.5: Terminal Analysis: Decision tree for monitoring treatment system after the finite 
element investigation 
In other words, the probability of detecting unexpected failure mechanism is increased due 
to the finite element based layout of the monitoring system from P(B|D) = 0.45 to 0.94. 
The corresponding updated probability P(B|N) = 0.06. Probabilities for all the paths are 
revised accordingly.  
Fig. 5 shows the revised probabilities of detecting an unexpected failure mechanism for 
both traditional inspection (Method A) and the planned monitoring system (Method B) 
based on the finite element investigations. Therefore, the expected monetary losses 
associated with the two methods are 
900,18$)000,21(79.0)000,11(21.0)(  uu AE (23)
000,12$)000,106(06.0)000,6(94.0)(  uu BE (24)
The terminal analysis used in conjunction with the maximum expected monetary value 
criterion indicates that method (B) (monitoring system) should be selected. In this case, the 
finite element computation changes the solution. It is important to note that the expected 
failure cost was not included in the above computations. 
5. Conclusion 
In conclusion, it is emphasized that statistical, probabilistic, and decision-based on terminal 
analysis are powerful tools for performing an efficient health monitoring of a structural 
system. However, much future effort has to be devoted to integrate these tools in an overall 
life-cycle management of civil infrastructure systems.  
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Abstract: The knowledge of fracture-mechanical parameters is fundamental 
for virtual failure modelling of elements and structures made of concrete. A 
key parameter for nonlinear fracture mechanics modelling is certainly the frac-
ture energy of concrete and its variability, being a subject of research of many 
authors. The paper describes the particular example of an experimental-
numerical approach for the determination of fracture-mechanical parameters. 
Experimental results are used of 8 notched-beam concrete specimens subjected 
to three-point bending. Two basic approaches are applied to determine the frac-
ture-mechanical parameters: (i) effective crack model / work-of-fracture 
method, (ii) inverse FEM analysis using nonlinear fracture mechanics based on 
virtual stochastic simulation. The utilization of stochastic training of neural 
networks appeared to be a promising tool to obtain material model parameters 
including theirs variability. The results presented in this paper are the mean 
values and variances of fracture-mechanical parameters based on a specific ma-
terial model. They can be utilized for consequent deterministic and/or stochas-
tic virtual computer modelling of a real structure. 
1 Introduction
The knowledge of fracture-mechanical parameters is fundamental for virtual failure model-
ling of elements and structures made of concrete. A key parameter of nonlinear fracture 
mechanics modelling is certainly fracture energy of concrete and its variability, which is a 
subject of research of many authors, e.g. BAŽANT & PLANAS [1], BAŽANT & BECQ-
GIRAUDON [2]. Within this paper experimental results from three-point bending tests on 
notched-beam specimens are analysed. Two basic approaches are applied to determine 
fracture-mechanical parameters from these tests: (i) effective crack model / work-of-
fracture method, (ii) inverse FEM analysis using nonlinear fracture mechanics based on 
virtual stochastic simulation (NOVÁK & LEHKÝ [3], [4]; KUýEROVÁ et al. [5]; ýERVENKA et 
al. [6]). 
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The paper is focused on the determination of fracture-mechanical parameters of concrete 
used for damage identification experiments of continuous reinforced concrete beams per-
formed at IKI, BOKU within the research project AIFIT (HOFFMANN et al. [13]).
2 Experiments
2.1 AIFIT – user orientated identification for infrastructure 
 For most developed countries infrastructure challenges will shift more and more from 
building new infrastructure to the maintenance of existing structures. The corresponding 
increase of inspections will cause additional demand for global identification methods and 
their simplification in practice. Therefore BOKU University proposed together with the 
industrial partners Schimetta Consult, and Maurer Söhne, as well as the bridge owner ÖBB 
(Austrian railway) for funding by the Austrian research foundation FFG of a research pro-
ject called “AIFIT”. The second work package of the project aims for the comparison and 
validation of different global identification methods, applied to several progressively dam-
aged reinforced concrete beams. Based on the experimental data and identified stiffness 
non linear numerical models will be calibrated in the project’s third work package and used 
for parameter studies including different scenarios of degradation and statistical spread of 
material parameters. The parameter analysis presented in this paper will be an important 
input to these studies. Following work packages address the specific further development 
of monitoring systems regarding the requirements of the identification methods. For the 
evaluation of the user orientation and feasibility of the identification methods a field test 
will be conducted at a 3 span bridge close to Vienna. 
2.2 Three-point bending tests 
All experimental load–deflection diagrams obtained from three-point bending tests of 
specimens with central edge notch are presented in Fig. 1. 
Results of fracture test measurements show, that analysis of a measured time series of in-
ner system parameters can serve for recognition of ‘catastrophe’ origination. During a se-
lected time series of loading point displacement there can be visible irregularity in loading 
speed and first of all a sudden increase in displacement – see Fig. 2. Therefore, the time 
derivative of this displacement is a useful criterion of the origination and range of the fold 
catastrophe. The catastrophe is recognizable as extreme values of loading speed (Fig. 2). 
The corrected loading diagram and fold catastrophe have such properties, which can help 
discover the probable development of the diagram in the catastrophic part. As a first at-
tempt to create an algorithmic development of this correction a third order polynomial was 
applied (Fig. 3). 
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Fig. 1: Experimental load–deflection diagrams obtained from three-point bending tests 
Fig. 2: Time derivative of measured time series of deflection (E4) 
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Fig. 3: Load–deflection diagram (E4) incl. approximated correction by 3rd degree polynom 
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Fig. 4: Load–deflection diagram (E4) with selected points for identification 
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Fig. 5: Example of fracture surface and crack path for selected specimen E1 
Fig. 6: Virtual testing of notched beams: numerical model in ATENA software 
3 Fracture-mechanical parameters determination 
3.1 Effective crack model / work-of-fracture method  
Experimental load–deflection curves (l–d diagrams) after corrections were first used to 
determine fracture-mechanical parameters by standard techniques – two-parameter effec-
tive crack model (ECM-TPM) and work-of-fracture method, e.g. KARIHALOO [7]. Every 
curve was assessed separately, and the variability is described by the first two statistical 
moments (mean value and standard deviation), summarized in Table 1 and 2 for the con-
ducted tests. The following main parameters of interest, quantifying brittleness/ductility of 
the composite are studied: effective crack length or effective crack elongation, effective 
fracture toughness, effective toughness and fracture energy. 
In this contribution the fracture energy is determined in two variants – a) directly calcu-
lated from experimental l–d curves and b) using estimation of “whole” fracture work (e.g. 
KARIHALOO [7], STIBOR [8]). It can be noted that the calculated variability expressed by 
coefficient of variation is around 0.08. 
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Tab. 1: Selected results of fracture test: parameter value, mean value, standard deviation 
and coefficient of variation (COV) in % 
Parameter Symb. Unit Specimen Value 
Mean
Value
Standard
Deviation
COV
[%] 
E1 35.4 
E2 30.1 
E3 33.3 
E4 34.1 
E6 35.4 
E7 39.3 
E8 32.2 
Modulus of 
Elasticity 
Ec GPa 
E9 37.0 
34.6 2.9 8.3 
E1 9.0 
E2 14.0 
E3 17.9 
E4 8.3 
E6 8.4 
E7 15.3 
E8 12.7 
Effective
Crack
Elongation 
ae-a mm 
E9 13.9 
12.4 3.5 28.4 
E1 1.195 
E2 1.392 
E3 1.899 
E4 1.288 
E6 1.475 
E7 1.614 
E8 1.401 
Effective
Fracture
Toughness
KIce MPa.m
1/2
E9 1.720 
1.498 0.233 15.6 
E1 40.3 
E2 64.5 
E3 108.4 
E4 48.7 
E6 61.5 
E7 66.2 
E8 61.1 
Effective
Toughness
Gce J/m
2
E9 80.1 
66.3 20.7 31.2 
E1 245.4 
E2 235.5 
E4 263.3 
E7 257.2 
E8 218.8 
Fracture
Energy 
GF J/m
2
E9 267.5 
248.0 18.5 7.5 
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Tab. 2: Results of compressive strength test (using fragments after fracture test): parameter 
value, mean value, standard deviation and coefficient of variation (COV) in % 
Parameter Symb. Unit Specimen Value 
Mean
Value
Standard
Deviation
COV
%
E1a 58.9 
E1b 57.2 
E2a 44.2 
E2b 47.8 
E3a 54.2 
E3b 58.0 
E4a 60.2 
E4b 57.2 
E6a 55.1 
E6b 55.2 
E7a 59.2 
E7b 58.5 
E8a 53.5 
E8b 58.1 
E9a 60.7 
Compressive 
Strength
fc MPa 
E9b 55.7 
55.9 4.4 7.9 
3.2 Inverse analysis based on virtual stochastic simulation  
The second possibility to obtain fundamental parameters is to perform virtual numerical 
simulation of the experiments and to adjust relevant parameters of the computational 
model to achieve a good agreement with the experimental l–d curves. Such a procedure is 
not trivial and needed a sophisticated approach of inverse analysis based on coupling of 
artificial neural network, software DLNNET (LEHKÝ [9]), nonlinear fracture mechanics 
FEM modelling, software ATENA (ýERVENKA & PUKL [10]) and probabilistic stratified 
simulation for training of artificial neural network, software FReET (NOVÁK et al. [11]). 
The procedure can determine the most suitable parameters of a computational model to get 
the best agreement with the experimental response (NOVÁK & LEHKÝ [3], [4]). The whole 
process can be itemized the following: 
x First, the computational model for the given problem has to be developed using the 
appropriate software tools. The model has to be a heuristically “tuned” one using 
material model parameters; the initial calculation uses a set of initial material model 
parameters resulting in a rough agreement with experimentally measured data.  
x The material model parameters are considered as random variables described by a 
probability distribution. For the given case a rectangular distribution is a “natural 
choice” as the lower and upper limits represent the bounded range of physical exis-
tence. Subsequent the variables are simulated randomly based on the Monte Carlo 
type simulation, while for the small-sample simulation a LHS is recommended.  
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x A multiple calculation of deterministic computational model using random realiza-
tions of material model parameters is performed and a statistical set of the virtual 
structural response is obtained. 
x Random realizations and the corresponding responses from the computational 
model serve as the basis for the training of an appropriate neural network. After the 
training the neural network is ready to solve the opposite task: To select the best 
material parameters in order the numerical simulation will result in the best agree-
ment with the experiment. This is performed by means of the simulation of a net-
work using measured response as an input. Finally it results in a set of identified 
material model parameters. 
x The last step is the verification of the results by the calculation of the computational 
model using identified parameters. A comparison with the experiment will show to 
what extend the inverse analysis was successful. 
SBETA material model implemented in the software ATENA was used for the modeling 
of three-point bending test. This material model consists of the following six main parame-
ters: modulus of elasticity E, tensile strength ft, compressive strength fc, fracture energy Gf,
compressive strain in uniaxial compressive test Hc, critical compressive displacement wd.
Not all these parameters can be successfully identified from the three-point bending test. A 
sensitivity analysis was performed first to all eliminate non-dominant parameters. For the 
modeling of the cracked concrete a rotational crack approach was used. 
The sensitivity analysis based on non-parametric rank order correlation (Spearman) used 
100 simulations of a LHS type. The results showed that 3 out of the 6 parameters are 
dominant (E, ft, Gf) and can be identified from the three-point bending test. All remaining 
parameters (fc, Hc, wd) are not dominant (low sensitivity) and it is impossible to identified 
them without another type of experimental test. 
4 Results
In the following subsections compare the values of selected material parameters obtained 
form the experimental testing and from inverse analysis. 
4.1 Modulus of elasticity E
For the identification of the modulus of elasticity E the pre-peak part of the l–d diagram 
was used. The identification was based on inverse stochastic analysis using the SARA 
software package (PUKL et al. [12]). All resulting values for selected tests are introduced in 
Tab. 3. Both coefficients of correlation obtained from tests, as well as from identifications 
are equal 0.85. 
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Tab. 3: Values of modulus of elasticity E for each specimen plus mean value m
and coefficient of variation COV
E [GPa] E1 E2 E4 E7 E8 E9 m COV 
Test 35.4 30.1 34.1 39.3 32.2 37.0 34.7 0.10 
Identification 32.0 31.5 36.6 44.5 33.0 39.0 36.1 0.14 
4.2 Fracture energy Gf
For the identification of the fracture energy Gf a neural network based identification 
method was used. First, the training set was prepared by randomization of all material pa-
rameters and following stochastic analysis using the SARA tool. One hundred ATENA 
analyses were carried out and then used for the training of the artificial neural network as 
well as for the sensitivity analysis mentioned above. The resulting values for selected tests 
are introduced in Tab. 4. Both coefficients of correlation obtained from tests as well as 
from identifications are equal 0.88. 
Tab. 4: Values of specific fracture energy Gf for each specimen plus mean value m
and coefficient of variation COV
Gf [N/m] E1 E2 E4 E7 E8 E9 m COV 
Test 245 236 263 257 119 268 248 0.08 
Identification 225 210 212 215 190 220 212 0.06 
4.3 Tensile strength ft
For the identification of the tensile strength ft the same procedure as for the fracture energy 
was used. The resulting values for selected tests are introduced in Tab. 5 (no experimental 
tensile tests were carried out). 
Tab. 5: Values of tensile strength ft for each specimen plus mean value m and coefficient of 
variation COV
ft [N/m] E1 E2 E4 E7 E8 E9 m COV 
Identification 3.80 4.08 4.50 4.60 4.73 5.00 4.45 0.10 
4.4 Correlation
As for nonlinear stochastic modeling imposing of statistical correlation is sometimes con-
venient, both correlation coefficients for the experimentally obtained as well as for the 
identified parameters were calculated (Tabs. 6, 7). 
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Tab. 6: Correlation matrix for experimental parameters 
Ec ae-a KIce Gce GF fc
Ec 1 0.036 0.321 0.202 0.657 0.75 
ae-a 0.036 1 0.667 0.81 -0.086 0 
KIce 0.321 0.667 1 0.929 0.314 0.095 
Gce 0.202 0.81 0.929 1 0.371 0.024 
GF 0.657 -0.086 0.314 0.371 1 0.714 
fc 0.75 0 0.095 0.024 0.714 1 
Tab. 7: Correlation matrix for identified parameters 
Ec ft Gf
Ec 1 0.657 0.257 
ft 0.657 1 -0.2 
Gf 0.257 -0.2 1 
4.5 Load-deflection diagrams 
With the sets of parameters obtained from the inverse analysis the numerical analysis was 
conducted. A comparison of the experimental and numerical results in form of load–
deflection diagram for beam E4 is given in Fig 7. 
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Fig. 7: Comparison of experimental a numerical l–d diagram for beam E4 
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5 Conclusions
Experimental results of notched-beam concrete specimens subjected to three-point bending 
are used in this contribution to obtain fracture-mechanical parameters. Two basic ap-
proaches were applied: effective crack model / work-of-fracture method and inverse FEM 
analysis using nonlinear fracture mechanics. The results are presented for the means and 
variances of fracture-mechanical parameters of a specific material model. In the case of 
fracture energy of concrete the results of the two variants provides close estimates and for 
the stochastic analysis. For structures made of this concrete the mean value from an inter-
val 200–260 J/m2 and a coefficient of variation 0.08 can be recommended. They will be 
utilized for consequent deterministic and/or stochastic virtual nonlinear fracture mechanics 
computer modelling of the reinforced concrete beams tested for dynamic damage identifi-
cation purposes. 
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Novel Identification Methods for the Assessment of
Engineering Structures 
Roman Wendner, Alfred Strauss, Simon Hoffmann & Konrad Bergmeister  
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University of Natural Resources and Applied Life Sciences, Vienna 
Abstract: Damage in reinforced concrete structures generally results in crack-
ing due to the materials non linear characteristics and thus leads to loss of stiff-
ness within the region of this defect. Even with detailed monitoring data of a 
structure a localization or quantification of such stiffness loss still is very lim-
ited and difficult. Aiming at methods resulting in simple identification and lo-
calization of local bending stiffness reductions in reinforced concrete bridges, 
new approaches based on direct measurements of influence lines and dynamic 
identification procedures using sensitivity and modal bending lines based on 
model update were developed. For verification purposes in a first step labora-
tory beams were casted, progressively damaged and detailed static and dy-
namic surveys conducted at each damage state. The identified bending stiffness 
reductions of these beams were compared to the as far as possible undistorted 
crack pattern and width resulting only from the progressively increased load. 
Additionally a non-linear finite element model was created and calibrated using 
the recorded load-deflection curves as well as crack patterns. Considering the 
importance of the serviceability limit state for maintenance and use, one of the 
beams was evaluated in this respect using the identified stiffness distribution 
and working with the non- linear finite element model respectively.  
1 Introduction
For most developed countries infrastructure challenges will shift more and more from 
building new infrastructure to the maintenance of existing structures. This will demand 
detailed knowledge of the structures’ state not only to guarantee sufficient safety of the 
structures, but to economically optimize maintenance planning. Inspection methods should 
allow the identification at a very early damage state to enable the best preventive actions. 
Especially for concrete structures damage identification and localization is mostly limited 
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to damages visible at the surfaces of the structure. More sophisticated methods, giving an 
insight into the structure, are applied in most cases only as a result of this visual inspection 
or special incidences to the structure (e.g. fire or impact). The limited use of such insight 
giving methods is normally caused by their high cost and time efforts. Therefore simplified 
and inexpensive methods will be required, allowing at least general estimations of the 
structures health status. Global identification methods applied to structures can offer an 
attractive method for such estimations of the health status, including rough quantification 
and localization of damages, expressed by local stiffness changes. 
Several methods serve to identify the stiffness of a structure by measuring static or dy-
namic parameters. Some of these methods determine the global stiffness of the structure by 
deformation or inclination measurements of single members. Other methods measure strain 
or stresses in confined areas. Both have the capability of very exact quantification of the 
stiffness, but are usually limited to the member or confined area. Therefore these methods 
require a large number of single sensors to cover an entire structure or allow localizations 
of the damages. Dynamic methods using eigenfrequencies, mode shape or damping allow 
for a considerable reduction of single sensors such as accelerometers, which are further-
more easy to install, as stated by CANTIENI [1]. These methods led to very promising re-
sults when applied to single span beams under laboratory conditions and in field on a 
progressively damaged bridge, see MAECK et al. [5] . Nevertheless this method requires 
very specific knowledge and substantial effort for the modeling of the structure and the 
interpretation of the measurements. 
The need for global identification methods and their difficulties in practice and/or very 
specific engineering requirements demand their simplification. Therefore BOKU Univer-
sity proposed together with the industrial partners Schimetta Consult, and Maurer Söhne, 
as well as the bridge owner ÖBB (Austrian railway) for funding of a research project by 
the Austrian research foundation FFG. The proposal presents a project for user orientated 
identification systems for engineering structures, called “AIFIT”. This contribution shows 
results of the second work package of the project, which aims for the comparison and vali-
dation of different global identification methods, applied to several progressively damaged 
reinforced concrete beams. Based on experimental data non linear models were calibrated 
in work package 3 and used for parameter studies including the assessment serviceability.  
Following work packages address the further development of monitoring systems regard-
ing the requirements of the identification methods. For the evaluation of the user orienta-
tion and feasibility of the identification methods a field test will be conducted at a 3 span 
bridge close to Vienna. 
2 Identification Methods 
Apart from the methods presented subsequently another dynamic approach by RALBOVSKY
[8], arsenal research, Austria, and a neural network approach by NOVÁK et al. [6], Univer-
sity of Brno, Czech, used for comparison within the project, but could not be included in 
this contribution so far. 
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2.1 STRatified IDEntification (STRIDE) 
STRIDE is a sensitivity factor based approach. In the first step suitable basic variables are 
selected by which the structural response can be captured - geometrical, mechanical and 
dynamical structural parameters, or any combination of these. In several iterations the ba-
sic variables are randomized, structural response is calculated by finite element or mathe-
matical model and a sensitivity analysis is performed. Based on those results the variables 
are corrected until the difference between simulations and monitoring results is smaller 
than a predefined limit. Details about different search strategies, used randomization tech-
niques and the correction process itself can be found in STRAUSS et al. [9]. 
2.2 Direct Stiffness Calculation (DSC) 
DSC is a quasi-static identification method first developed by MAECK [5]. For this ap-
proach mode-shapes measured precisely and in a dense grid, as well as eigenfrequencies 
are necessary. In the first step inertia forces for every mode shape are calculated by (1). 
)()()()( 2 xxAxxq mm MUZ  (1) 
where Ȧm is the measured eigenfrequency, ĳm(x) denotes the measured mode shape and 
ȡ(x)A(x) is the mass of the structure at position x. Those inertia forces are applied onto a 
static model and the moment distribution M(x) is calculated. Together with the curvature 
țm(x) deduced as second derivative from the measured mode shape the stiffness distribu-
tion is determined individually for every mode shape, as follows 
)()()( xxMxEI mN  (2) 
Due to the high sensitivity of curvatures the measurement data has to be prepared in ad-
vance. This can be done by different tools – in this case fitting a high order spline to the 
derived curvatures to minimize the smoothing effect to a necessary degree. 
2.3 MOdal BEnding Lines (MOBEL) 
MOBEL too is a pseudo-static approach, in this case based on curve-fitting. Again inertia 
forces are calculated and applied onto a static model of the structure. Unlike DSC the 
pseudo-static bending line ĳc,j(x) is calculated, which corresponds to the mode shape j. Us-
ing a curve-fitting algorithm the stiffness distribution along the structure can be optimized 
by minimizing the difference between ĳm,j(x) and ĳc,j(x) acc. to (3) in a least squares sense. 
This approach allows including several mode-shapes in the identification process and due 
to the over-determination and the curve-fitting algorithm does not necessitate preparation 
of the measurement data such as filtering or smoothing, see also HOFFMANN et al. [4]. 
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2
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with i=number of measurement point and the j=number of mode shape  
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2.4 DEflection Line Function Identification (DELFI) 
DELFI takes advantage of the known moment distribution of a loaded two-span beam. Just 
geometrical information and the load reactions at the bearings allow describing the deflec-
tion line by an analytical function or FEM model. A dense measurement grid for the ex-
perimental deflection gives the basis to fit this description by varying the stiffness of 
sections formulated in the model. The stiffness distribution resulting in the least square 
error represents smeared stiffness in sections along the beam. A detailed explanation and 
the application of DELFI to non linear FE models can be found in HOFFMANN et al. [2]. 
2.5 Influence Line Identification ASsessment (ILIAS) 
ILIAS uses the change of influence lines of hyperstatic systems by their stiffness distribu-
tions. As this dependency is based solely on the relative stiffness distribution the algorithm 
can identify only relative stiffness along the system. A direct survey of the influence lines 
can be performed by measuring the bearing reactions, while knowing the position and 
magnitude of a traveling load. The use of this information in an optimization process, simi-
lar to the one used for DELFI, results in the identification of the relative stiffness distribu-
tion of the system. How this algorithm works in detail and might even use ambient traffic 
is described in HOFFMANN et al. [3]. 
3 Laboratory Tests 
Early November 2006 a total of 9 reinforced concrete beams according to Fig. 1 were 
casted right in front of the test facility at BOKU University. Care was taken not only for 
the preparation and curing of the beams, but also all beams were lifted into the experimen-
tal rig by hand in order to prevent initial cracks in the test specimens, before they were 
damaged by applying load to one or both midspans. 
Fig. 1:  Reinforced concrete test beams [cm] 
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3.1 Measurements
At each load step the static deflection line of the full damaging load, first load step level 
and dead load are measured in a close grid by a vertical laser sensor mounted on linear 
guides underneath the beam. For the quasi-static influence line measurements precise force 
transducers are placed under each bearing recording the reaction forces while a constant 
load travels over the entire length of the beam. The position of this load is measured by a 
laser sensor. Large efforts were necessary for the precise survey of the modal behavior of 
the beams. Thanks to arsenal research in Vienna a laser vibrometer could be used which 
allows maximum precision for the direct measurement of the modal deflection of the 
beams. The laser vibrometer was placed outside the test rig, while holes in the bearings 
allowed adjusting the laser beam along the linear guides. A surface mirror mounted to the 
very stiff guides deflects the laser beam vertical to the concrete beam and back to the laser 
vibrometer (see Fig. 2), providing a precise measurement of deflection in a grid of optional 
density. During the test a distance of 9 cm between two measurement points, leading to a 
total of 50, showed to be sufficient.
Fig. 2:  Test beam excited by moving coil actuators and measured by a laser vibrometer 
accelerometers and force transducers for the survey of its modal behaviour 
In order to ensure a stable excitation during the measurement in each point two moving 
coil actuators were connected to the beam according to the specific modal shape and kept 
in resonance of the beam. Additionally accelerometers were placed on both sides of the 
beam underneath the connection to one actuator to control excitation and be able to capture 
torsion modal behavior of the beam. Using those as reference sensors the displacements 
obtained with the vibrometer could be corrected, if necessary. These dynamic measure-
ments were conducted only for the first two eigenmodes as a realistic adjustment of the 
excitation to higher modes with only two available actuators turned out to be impossible. 
Finally yielding of the reinforcement was controlled by strain gages at 4 of the 8 beams.  
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3.2 Identified Stiffness 
This contribution will concentrate on the analysis of one beam only, as results from the 
other beams lead to corresponding conclusions. During testing two scenarios were consid-
ered. Four beams were damaged in several steps by loading them in both midspans and 
four by applying load only to the first midspan, thus leading to different crack patterns and 
stiffness distributions. Since the resulting stiffness distributions for the asymmetrical case 
are more interesting, beam N°8 was chosen for this paper. In Tab. 1 the target of each load 
step is explained and the loads by which beam N°8 was damaged are given. 
Tab. 1:  load-steps of beam N°8 
N° of load step Criteria target load [N] reached load [N] 
1
2
3
4
5
6
first cracking 
moderate loss of stiffness 
finished crack initiation 
design load 
first cracks  0,3 mm 
failure load 
3500
4000
5000
6500
12000 
16000 
3480
4020
4980
6550
12130 
15850 
One important goal of this study is determine the relation between crack length, crack 
width, crack pattern and loss of stiffness. Consequently the complete crack pattern was 
noted and documented by photo for the undamaged beam as well as after each load step. 
With the help of ethyl alcohol, which was sprayed onto the surface and then evaporated 
except along cracks, and special magnifying glasses, cracks with width down to 0.01 mm 
could be detected. All cracks exceeding a crack width of 0.1 mm under load were labeled 
in steps of 0.1 mm. 
The obtained crack pattern for beam N°8 as shown in Fig. 3 corresponds well to the mo-
ment distribution. Cracks which developed in a previous load step are shown in black, new 
ones in grey. 
Fig. 3:  Crack pattern of test beam N°8 (view 2x heightened)
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Fig. 4 shows the results for the sensitivity based model update STRIDE for all 5 load steps 
and the undamaged state of the beam. It reproduces the dominant influence of the crack 
length vs. density well, for instance resulting in significant higher stiffness loss in elements 
3, 4 and 6 for the second load step. The crack development after load step 4 and 5 espe-
cially in the second span is detected too and finally leads to a total loss of bending stiffness 
of 75% of initial stiffness. 
Fig. 4:  Stiffness distribution of beam N° 8 identified by STRIDE 
The results of MOBEL, as shown in Fig. 5, confirm this effect and offer moreover a better 
mapping of the crack distribution. However this method utilizes the entire data set avail-
able and was to be expected to return highly accurate stiffness distributions whereas the 
results presented for STRIDE were solely based on frequencies and modal displacements 
in 2 points of the second mode. 
Fig. 5:  Stiffness distribution of beam N° 8 identified by MOBEL 
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While the STRIDE and MOBEL results are standardized to the theoretical stiffness the 
identified absolute stiffness by the DSC is far of a theoretical model. Therefore all given 
results are standardized to the values of the identification of the undamaged state. Although 
DSC needs considerable engineering efforts and the method suffers from the influence of 
boundary conditions in the rear element 1 and 12, as little curvature is provided in this 
area, it still offers a valuable comparison, see Fig. 6. 
Fig. 6:  Stiffness distribution of beam N° 8 identified by DSC 
In general DELFI permits the identification of absolute stiffness similar to STRIDE and 
MOBEL. Unlike the other approaches DELFI requires applying a significant load to the 
beam for identification. Furthermore the measurement of the statical deflection line is 
rather demanding, which makes DELFI for practical purposes unfeasible. Fig. 7 shows the 
relative loss of stiffness identified with DELFI, which is much graver as for the other 
methods, since stiffness under load is determined. 
Fig. 7:  Stiffness distribution of beam N° 8 identified by DELFI 
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The results for DELFI in Fig. 7 and ILIAS in Fig. 8 are standardized to the maximum of 
each damage state. Identification with ILIAS is based on the measurement of relative 
changes in the bearing reactions. Thus it is not possible to identify absolute stiffness. Stiff-
ness identified by DELFI as well as ILIAS follows the moment distribution quite well and 
corresponds to the documented crack pattern. The results of ILIAS match those of the dy-
namic approaches although the measured influence line data is of comparably lower qual-
ity than the modal data used, which is made possible by the high over-determination. 
Fig. 8:  Stiffness distribution of beam N° 8 identified by ILIAS 
Results from beam N°8 as well as from other test beams lead to the conclusion that basi-
cally all tools are capable of identifying and to a certain extent localizing damage. Espe-
cially the dynamic approaches result in very similar stiffness distributions which 
correspond well with the output from ILIAS and DELFI. Of course there are system im-
manent differences. ILIAS can only identify relative stiffness and DELFI only stiffness 
under load. Furthermore differences between static and dynamic stiffness have to be kept 
in mind when working with absolute values. Considering the goal of the research project – 
robust, user-orientated identification tools – DSC has to be eliminated due to its high engi-
neering effort. The necessary measurements of DELFI make this approach also unfeasible 
for practical purposes. Since MOBEL was developed as reference tool, it was designed to 
use all available data. Consequently its applicability for user orientated identification still 
has to be determined, although very little engineering effort is necessary. 
4 Assessment of deflection - SLS 
For several years, the relevance of monitoring and identification to efficient maintenance 
planning have become more and more apparent and common knowledge. However most 
commercially available solutions for monitoring and identification provide the system op-
erator only with raw data or at least with qualitative interpretations of the data. The opera-
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tor on the other hand is in need of some kind of assessment index, by which a structures 
condition can be evaluated with respect to codes and necessary maintenance steps planned. 
Since especially the serviceability limit state (SLS) among others is of interest to the opera-
tor an approach was proposed to obtain an assessment index based on available material 
data or identified stiffness respectively. 
Based on the assumption that only the basic material properties and geometry of the test 
beam are known a non-linear finite element model was developed in ATENA. The design 
load according to codes serves for the computation of the mean value of the variable action 
force SQ. The non-linear finite element analysis was performed several times by SARA, a 
nonlinear safety and reliability assessment analysis software, with different sets of input 
variables taking into account material uncertainties as well as the unknown load history, 
described by the variables statistical properties according to Tab. 2. So the statistical prop-
erties of maximum deflection due to varying stiffness distributions can be determined and 
a failure probability by the usage of Freet (NOVAK et. al [7]) can be calculated considering 
an allowable deflection wlim = L/300. 
Tab. 2:  variables for SARA calculation 
variable unit mean value 
coefficient of 
variation
type of distributi-
on function 
E
ft
fc
Gf
fy,i
N/mm² 
N/mm² 
N/mm² 
MN/m 
N/mm² 
30 000 
1.8
-50
4e-5
360/ 560/ 730 
0.15
0.18
0.10
0.20
0.05
Lognormal 
Weibull min 
Lognormal 
Weibull min 
Lognormal 
SQ,01 
SQ,02 
N
N
4827
4827
0.10
0.20
Normal 
Normal 
Due the expected computational demands of non-linear calculation only 45 samples were 
generated using Latin hypercube sampling, see STRAUSS et al. [10]. During sampling a 
correlation of 0.9 was considered between the values fy,i building the multilinear law of the 
reinforcement and correlations between the concrete parameters were included acc. to [10].  
Comparing the returned maximum elastic deflections with the admissible limit wlim leads 
to a failure probability of pf = 5.14x10
-3 for a coefficient of variation for the variable action 
force SQ of 10% and pf = 4.59x10
-2 for 20% in contrast to the demanded value of 10-3 per 
year, see Tab. 3. The rather high failure probability is mainly caused by the high uncertain-
ties of the input variables describing the resistance. Thus the need to identify the proper 
material properties with higher certainty arises, which would decrease failure probability to 
an acceptable level and improve the quality of assessment; see NOVAK et al. (submitted 
paper to this conference). Calculated sensitivities confirm the dominant influence of input 
variables related with cracking such as tensile strength ft and fracture energy Gf followed 
by Young’s modulus E. This proves the high influence of cracking on the stiffness distri-
bution and its relevance especially to the serviceability limit state.  
In a second step the identified stiffness distribution should be evaluated and used to deter-
mine a safety index with respect to the allowable deflection. Since DELFI identified the 
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highest loss of stiffness and provides absolute values those results were used for the fol-
lowing study, considering an error in identification of 5% and 10% respectively. The elas-
tic deflections resulting from the same variable action force SQ,01 and SQ,02 (see Tab. 2) 
were calculated using a small finite element tool programmed in MATLAB for the ob-
tained stiffness distribution after load step 3 and 4 respectively.
Tab. 3:  elastic deflection welast in first midspan and resulting failure probability pf
version
mean value of 
welast
coefficient of 
variation
resulting failure 
probability 
ATENA, COVSQ=0.1
ATENA, COVSQ=0.2
3.82 mm 
3.90 mm 
0.37
0.52
5.14e-03
4.59e-02
linear, LS3, COVK=0.1, COVSQ=0.1
linear, LS3, COVK=0.1, COVSQ=0.2
3.19 mm 
3.19 mm 
0.11
0.21
~0
8.02e-12
linear, LS4, COVK=0.1, COVSQ=0.1
linear, LS4, COVK=0.1, COVSQ=0.2
5.15 mm 
5.15 mm 
0.11
0.21
1.43e-05
9.00e-03
Since the mean value of the variable action force SQ used in the SARA calculation lies in 
between the attained load of load step 3 and 4 of laboratory beam N° 8, so do the resulting 
experimental and numerical stiffness distributions and consequently the elastic deflections 
in the first midspan, see Tab. 3. The further decrease of stiffness after load step 4 leads to a 
sizable loss of safety with respect to load step 3, but still lies above the estimated level of 
the SARA calculation, since the uncertainties involved in the input variables are far less 
when identification results are used. The evaluation of sensitivities shows the dominant 
influence of those elements with the highest loss of stiffness and most impact on deflec-
tion. Those are elements 3 and 4 – around the first midspan – and element 7 – the element 
just after the middle support. In Tab. 3 the statistical descriptors of the elastic deflection 
associated with the different calculations are summarized and for each the failure probabil-
ity is listed. Concentrating on the estimated mean value similar results are obtained for the 
non-linear and the linear calculations – in both cases far below the admissible 
wlim = 7.8 mm. Consequently better information about the material properties supports a 
very good estimation of the performance concerning the SLS. However the most accurate 
assessment could be reached by using identified stiffness, information which currently is 
only rarely available. In this respect it must be mentioned that stiffness e.g. of a cross-
section results from a set of several physical properties, whose single influence might be 
estimated using SARA. 
5 Conclusion 
Future demands will enforce the need for global identification systems to ease the inspec-
tion of our aging infrastructure and make its maintenance more efficient. The research pro-
ject “AIFIT” aims for the enhancement of well known or new approaches to make them 
more user-orientated. Based on laboratory tests all methods could be validated and in their 
capabilities evaluated. In spite of their ability to identify stiffness some of the methods 
presented are not feasible for practical application due to high engineering effort or diffi-
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culty to obtain the necessary input data. However STRIDE and ILIAS proved to be prom-
ising and can show their potential during a field test, as can MOBEL, which might prove to 
be applicable too. The concept for assessing a structure under SLS demonstrated the need 
for accurate information about material properties and proves the benefit of global identifi-
cation tools for assessment, when available. In addition the significant influence of cracks 
on structural stiffness and SLS was shown – both experimentally and numerically, which 
challenges existing codes especially regarding the accounted deformation. 
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Risk-orientated planning of structural health monitoring
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Abstract: The Collaborative Research Centre (CRC) 477 at the Braunschweig 
University of Technology investigates and optimizes innovative methods for 
structural health monitoring (SHM). Its main target is the development and op-
timization of monitoring technologies and strategies. In project field A1 of the 
CRC, a framework for risk-orientated planning of SHM is developed. Its objec-
tive is the reduction of the SHM measures to a minimum required level.  
The basis of the framework are probabilistic models of the concerning struc-
ture, which are analysed with reliability methods. Recommendations for the 
monitoring process and its amount can be derived from the results of the analy-
ses. Vice-versa data from SHM is used to assess the safety of the structure any-
time during its usage and to refine the monitoring process. This paper describes 
the methodology of the framework which is currently implemented in a pro-
gram system called PROBILAS. It will assist engineers in the assessment of 
structures and the planning of monitoring measures. 
1 Introduction
Accidents, natural phenomena or ageing processes are often followed by damages in struc-
tures. This can have significant economical and environmental consequences, e. g. if the 
structure is not useable for a certain time. In a later state, even the users are endangered 
when the amount of damage increases to a level, which can lead to a critical limit state and 
eventually to a collapse. In Germany, most elements of the traffic infrastructure are inves-
tigated for damages during regular inspections, which are carried out in a normal manner 
every 3 years and more intensively every 6 years. In cases where damage is growing rap-
idly or after heavy accidents extraordinary inspections and rehabilitation measures are car-
ried out. The actual procedure is rather static and inflexible. It would be an improvement, if 
the structure itself would be able to signal whether it has reached a state that would require 
an inspection and eventually rehabilitation. In addition, the amount of money needed for 
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restoration measures could be reduced, when damages would be detected earlier and before 
they reach critical extents. Structural health monitoring (SHM) is one to possibility to im-
prove the situation, because it enables the finding of damages shortly after the occurrence 
or initiation. 
The work of the collaborative research centre (CRC) 477 at the Braunschweig University 
of Technology addresses many questions and problems regarding SHM. The CRC explores 
and develops innovative methods for SHM and optimizes monitoring technologies and 
strategies. In project field A1 of the CRC, a framework for the risk-orientated planning of 
SHM measures was developed. It bases on the idea that the necessary amount of monitor-
ing depends on the actual state of the structure. Young structures that show no significant 
errors or damages should not be monitored continuously, but periodically in suitable time 
intervals. The amount of monitoring shall be increased, when the structure starts to show 
signs of significant damages. There exist the possibilities to increase the amount of placed 
sensors in sensible areas, to shorten the time intervals between periodic monitoring phases 
or to increase the measurement frequency. 
The framework developed utilizes the methods of reliability analysis for the assessment of 
structures and is therefore able to consider different failure modes, spatial variability and 
natural uncertainty. All available information about a structure, including already identified 
weak points or hot-spots, is summarized in a risk-orientated probabilistic model of the 
structure, which is ideally developed prior to the begin of the construction process. The 
results of the analyses with reliability methods are used to develop a first monitoring strat-
egy. The framework covers the identification of trends and the determination of stochastic 
information from the measured data. This information is used to update the reliability level 
of the structure and to evaluate necessary changes of the monitoring strategy. The proce-
dure has advantages over classic approaches, because the actual state of the structure can 
be estimated independently of predefined inspection intervals at any point in time. 
The topic of the assessment of structures under consideration of effects of uncertainty is 
becoming more and more important. A very active field of research is the determination of 
optimal inspection and maintenance intervals, shown by FABER et al. in [3]. These tech-
nologies are especially interesting for building management systems (BMS), which were 
based on deterministic approaches for a long time. Actually, the consideration of probabil-
istic models within BMS is increasing steadily and with the current trend for cost saving 
and optimization they will become a widely used technique. The methodology described in 
this article follows this trend, but investigates possible simplifications of exact probabilistic 
models, in order to ensure the applicability of the methods in practical cases. The idea was 
to develop a computer program to assist users in the design and calculation of these simpli-
fied models and to make suggestions where and to which extent the structure should be 
monitored on their basis.
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2 The framework for risk-orientated planning of SHM 
The first step in the application of the framework is to formulate the risk-orientated prob-
abilistic model, based on a thorough anamnesis of the structure. Depending on its age, the 
sources of information for the anamnesis are different. In the optimal case, when the struc-
ture is not yet built, all relevant points in the structural design should as well be included in 
the probabilistic model. As long as no significant faults occur during the construction proc-
ess, this information is sufficient. Further action is necessary, if the object of concern is an 
already existing structure because they usually show signs of deterioration and degrada-
tion. When these damages have been identified in the necessary inspection they are consid-
ered in addition to the standard probabilistic model. In every case, the probabilistic model 
is created on the basis of the actual level of knowledge about the structure. Obviously it 
can only include foreseeable failure modes. It is impossible to predict every type of failure 
which can occur in a structure throughout its lifetime, e. g. damage due to heavy accidents 
and extreme natural phenomena. The reliability index which results from the analyses must 
be seen in this context. It can only give an indication of the actual safety level of the struc-
ture. In case new deteriorations are found during the lifetime, the probabilistic model must 
be extended. After the model has been created, it should be calibrated using measured data 
from inspections and/or quality control. Usually, the stochastic information in the model is 
derived from the assumptions and definitions in the structural design. For important pa-
rameters, these assumptions should be verified. This is done in the calibration process, 
where the stochastic model is updated with data from inspections or quality control. After 
that, the continuous evaluation procedure of the framework with repeated assessments, 
refinements of the model and modifications of the monitoring strategy can be started.  Fig-
ure 1 gives an overview of the sequence of the necessary steps. 
Fig. 1: Structural evaluation process according to the framework 
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In the assessment and monitoring phase, the necessary level of monitoring is derived from 
the results of reliability analyses. The framework distinguishes between periodic and con-
tinuous monitoring. The choice between both possibilities depends on the actual state of 
the structure and its predicted performance in the future. The necessary analyses are carried 
out repeatedly in the predefined time intervals and on the basis of data from SHM if it is 
available. The usability of the structure ends when the reliability of the structure falls be-
low a pre-chosen target reliability level. 
The following chapters explain the procedure from the definition of the special type of 
probabilistic model required for the analyses to the different types of analyses and the pos-
sible decisions arising from the results. 
2.1 Probabilistic model 
The probabilistic model summarises all information which is required to carry out the reli-
ability analyses. It consists of the stochastic model of all parameters, a fault tree and limit 
state equations. 
2.1.1 Definition of the stochastic model of parameters 
The stochastic model summarizes information about deterministic (constant) and random 
parameters. The variability of a random parameter compared to its target value has large 
influences on the reliability calculation. There are multiple causes of this variability. The 
most important is the natural randomness or inherent variability of a parameter that cannot 
be influenced by technical means. Examples are most material properties and time-
dependant loads. The model uncertainty, which naturally exists every time when a model is 
used to describe natural phenomena and the statistical uncertainty due to sparse informa-
tion are other sources of variability.
When defining a stochastic model, it has to be decided whether the uncertainty of a pa-
rameter is taken into account or neglected. Parameters that show only very small variations 
over their lifetime can be treated as deterministic. Typical examples are dimensions like 
length, height or width of structural elements. Usually, these parameters do not require 
long-term monitoring, but eventually a simple control after the construction phase.
Parameters, which incorporate a natural uncertainty, are treated as simple basic variables. 
They are defined with stochastic distribution functions and their describing moments or 
parameters. In most cases, the necessary information can be taken from literature, e.g. from 
standards or alternative sources like the Probabilistic Model Code [4]. In addition, it is 
possible to estimate stochastic information from measurements.  
If the time-dependant behaviour of a parameter has to be considered in addition to a natural 
variation, the problem gets more complex. These parameters have to be treated as func-
tions of basic variables with the help of stochastic processes that are able to consider both 
types of variation. The computation of the reliability is even more complex and often only 
possible for special cases and under certain assumptions. For practical appliances it is use-
ful, to transfer the time dependant reliability problem to a time independant case, e. g. by 
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using extreme value distributions. In cases, where only the tendencies of the reliability are 
of interest, this approach is sufficient.
2.1.2 Definition of the fault tree 
The correct description of the behaviour of the system has a large influence on the calcu-
lated reliability level. Most structural systems consist of redundant elements. These sys-
tems usually collapse only, when a failure mechanism has been reached. This means that 
failure has to occur in multiple elements at the same time or shortly after another. Usually, 
there exist multiple failure mechanisms, which each consist of different failure modes.  
The application of event tree analysis (ETA) is an appropriate method to find all possible 
combinations of failure modes. In simple cases, the most probable combinations are pre-
dictable by engineering experience. However, the total amount of possible mechanisms 
increases with the complexity of a structure and therefore a systematic analysis should in-
clude the ETA.
The calculation of the probability of failure of a system of failure modes and mechanisms 
requires a fault tree, which can be derived from the findings in the ETA. The fault tree 
summarizes all causes for system failure by regarding all possible causal sequences of 
component and subsystem failures. Originally, this procedure was limited to technical sys-
tems, but was later adapted for the description of structural systems. 
The design of fault trees is relatively complex and for that reason, the framework provides 
a simplified scheme for their definition. This assists engineers, which are usually not famil-
iar with the methodology. At first, so-called “points of failure” are defined. These points 
are the hot-spots of the structure, where the occurrence of a failure is very likely. Examples 
are areas with a high utilisation or special points in which degradation can be expected. 
Points of failure establish a relation between the real structure and the abstract failure 
modes in the fault tree. Failure modes can often be described with single components using 
a simple mechanical model. A failure mode needs more components, when conditional 
probabilities have to be modelled. This can be the case, when the probability of failure of a 
component is dependant on the initiation of a deterioration process. The next higher level 
within the schematized fault tree is the so-called “failure mechanism”, which describes the 
redundancies of a system by a combination of failure modes. A failure mode can become a 
failure mechanism, when it is the single reason for the collapse of the system. 
The described scheme has the advantage that the fault tree is well structured and it enables 
computer programs to set up the complete fault tree automatically with the least amount of 
user input. The user only has to provide knowledge about eventual conditional probabili-
ties within the failure modes and which failure modes can together lead to a system failure.  
For further details, please see KLINZMANN & HOSSER [5]. An example for a typical fault 
tree is shown in figure 2.  
The necessity to include all important hot-spots in the probabilistic model was already ex-
plained. This makes sense, when deterioration is very likely to occur and if it will affect the 
reliability of the structure. In case of potential deteriorations this is different. Deterioration 
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processes are often monitored preventatively. Examples are durability sensors, which are 
installed in places of concrete structures, where the ingress of chloride is highly probable. 
As long as the deterioration process has not yet initiated or has reached a critical extent, the 
reliability of the system in terms of an ultimate limit state is not yet affected. Its considera-
tion from the beginning would make the model more complex, because it would have to be 
modelled as a conditional probability for a mechanical failure triggered by the deterioration 
process. The framework provides so-called “indicatory components” to avoid the usage of 
such complex probabilistic models. The indicatory component consists of a single limit-
state equation, which describes the process that leads to the deterioration, e. g. the men-
tioned chloride ingress into the concrete structure. The reliability of the indicatory compo-
nent is calculated separately to the model of the system. The reliability index or 
respectively the probability of failure of the component indicates the probability that the 
mechanical model of the structure is affected by the special deterioration process. If the 
computed reliability exceeds a pre-defined threshold, the deterioration should be included 
directly in the more complex probabilistic model of the system. Alternatively, the structure 
can be restored at this point. The described procedure helps to keep the fault tree simple 
without making significant mathematical errors. 
2.1.3 Definition of the limit state equations 
The failure or survival of a component in the fault tree is calculated with the help of limit 
state equations. The general form of such an equation for a time invariant case can be writ-
ten as
Z = R -S  (1) 
The component fails when Z is smaller than zero, which happens when the resistance pa-
rameter (R) is smaller than the action parameter (S). In more complex situations, R and S 
must not necessarily be parameters, but can be functions of different basic variables, which 
Fig. 2: Typical fault tree 
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describe the resistance (R) and/or the stress (S) quantities with any type of model. For the 
time variant case, one or both quantities are functions of time. 
In cases where the monitoring process shall be concentrated on the ultimate limit state, 
well known and established mechanical models can be used for the definition of limit state 
equations. This is a fast and transparent way to create models for the use with the frame-
work. If it is kept in mind that a typical structure under normal loading should not show 
nonlinear behaviour, models according to elastic theories are sufficient to formulate limit 
state equations for the usage with the framework. Nevertheless, an increasing amount of 
structural designs makes use of numerical models, which leads to the problem that such a 
simple methodology is not always applicable. In these cases, analytical equations can be 
created with the help of the response surface method. For a discussion of the method see 
BUCHER et. al. [1]. 
The general procedure is explained with an example. Figure 3 shows a steel truss bridge 
and some marked hot-spots. Ideal truss bridges are statically determinate and their load 
bearing members are only loaded with longitudinal forces. This has advantages when the 
limit state equations are defined. Taking into account that only elastic deformations shall 
be allowed, the yield strength fy is a suitable resistance quantity for tensile forces. In case 
of mainly compressive forces, the yield strength fy should be attenuated to avoid stability 
failures. A reduction factor Ȥ can be calculated e. g. via the model column method. The 
stress quantity can be represented by the stress ı in the bars. 
Using equation 1, these definitions lead to two simple limit state equations for the cases of 
compressive (Equation 2) and tensile (Equation 3) loading. 
yZ = Ȥ f -ı  (2) 
yZ = f -ı  (3) 
Fig. 3: Typical truss bridge with marked hot-spots 
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In their present formulation these limit state equations have the disadvantage that none of 
the parameters within them is measurable. For that reason the structure cannot be assessed 
based on measured data. To overcome this problem, the stress in the bars is formulated in 
dependence of measurable response parameters. Taking into account the stress-strain rela-
tionship, the limit state equations 2 and 3 can be formulated in dependence of the measur-
able strain (Equations 4 and 5). 
yZ = Ȥ f - E İ   (4) 
yZ = f - E İ  (5) 
This modification allows the determination of the actual safety level of the structure every 
time when new data from the monitoring process is available. 
2.2 Methodology of the reliability analyses 
The reliability analyses are carried out using first and second order reliability meth-
ods (FORM / SORM) on the basis of the STRUREL software [6]. The main results of the 
calculation procedure are the probability of failure pf or respectively the safety index E of 
the system [E=-)-1(pf)]. In addition, the calculation yields sensitivity factors (Di) for all 
random variables xi of the system, which indicate the influence of all variables xi on the 
reliability index.  
At first, the calculated reliability level of the system is compared to a pre-defined target 
reliability level. If the calculated reliability index falls below the target reliability level, a 
further usage of the structure cannot be recommended. The target reliability level can be 
defined according to Eurocode 1 [2] in dependence of the level of hazardousness which 
emanates from the structure. This target reliability level does not consider structures that 
are monitored. Possible reductions of the target reliability to consider that a structure is 
monitored level shall be discussed in the future.  
The framework distinguishes between two different levels of reliability analysis. The first 
type evaluates the actual state of the system and considers data from SHM when it is avail-
able. The future development of the reliability of the system should be considered when 
the monitoring strategy is developed. This is a time dependant reliability problem, which 
can be solved using stochastic processes and the calculation of outcrossing rates. They de-
termine the most probable point in time when the resistance quantity is first exceeded by 
the stress quantity. The corresponding calculation method is relatively complex and as al-
ready mentioned is only valid if certain requirements are met. In addition, the planning of 
monitoring measures requires only an approximation of the future reliability level. The 
literature shows different approaches to this problem. Global concepts, e. g. described by 
STRAUSS [7], make use of degradation functions for the reliability index E depending on a 
Weibull formulation. They provide time-dependant reliability curves without a special reli-
ability calculation.
The framework presented in this paper makes use of similar functions, here called modifi-
cation functions. In contrast to the described global approach, these functions describe the 
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time dependant behaviour of single parameters within the probabilistic model. This ap-
proach has the advantage that different effects, like structural deterioration and the increase 
or decrease of loads, can be considered at the same time. They can be defined for any basic 
variable as well as for constant parameters and are calibrated with measured data. The 
change of the parameter in the future is estimated via an extrapolation of its development 
in history to a time interval in the future. This is done by fitting linear or nonlinear models 
to the measured data. In the prognosis calculation the probabilistic model is evaluated in a 
time-step procedure. Prior to every calculation step, the functions are evaluated for each 
parameter and the current time step. The stochastic model of parameter is modified accord-
ingly. Figure 4 shows a typical reliability index profile from the prognosis calculation 
(light grey curve), calculated with linear modification functions. 
In the prognosis calculation, the target reliability level decreases with time and the length 
of the reference period. This is illustrated by the dark grey curve in Figure 4. 
In contrast to the mentioned global approaches, this procedure has the advantage that dete-
rioration can be modelled more realistically and that the functions improve the more data 
from SHM is available. Nevertheless, due to the lack of data in the first years of assess-
ment, their formulation during this time must be based on experience.  
2.3 Monitoring Concept and Monitoring Plan 
The monitoring strategy defines which parameter(s) in the probabilistic model should be 
monitored. It is a decision aid for users, who want to set up a monitoring plan for the spe-
cial structure. It utilizes the results of the reliability calculations to give hints about the 
necessary amount of monitoring. The following passages explain the procedure.
Fig. 4: Typical development of reliability index in the prognosis calculation 
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First of all, all parameters with a time-dependant nature and a high significance are in-
cluded in the strategy. Time independent parameters can have a significant influence on the 
reliability as well, but due to their nature it is sufficient to measure them during the calibra-
tion phase and to update the stochastic model afterwards.  
The sensitivity factors Di show the contribution of each parameter to the reliability of the 
system. In general, all parameters with a high sensitivity factor should be monitored more 
often than a parameter with a low factor. Figure 5 shows typical results for sensitivity fac-
tors of some parameters resulting from a FORM / SORM evaluation of a probabilistic 
model. Further knowledge about a parameter must be considered in addition to the absolute 
value of the sensitivity factor. 
Fig. 5: Sensitivity factors of parameters 
Eventually, different parameters describe different phenomena with different speeds of 
variation, which cannot be considered by the FORM / SORM calculation. An algorithm 
working directly with the sensitivity factors would suggest the identical amount of moni-
toring measures for a phenomenon with a high (e. g. action effect) and low (e. g. deteriora-
tion) speed of variation. The framework proposes a decision aid to overcome this problem. 
The “intensity of monitoring” is determined directly from the sensitivity factors and a rela-
tive safety index E, which is calculated according to equation 6.  
rel min ( )t t arget,tE  E E                                                                                            (6) 
Tab. 1: Intensity of monitoring 
 Intensity of Monitoring [MI] 
Erel D < 0.33 D < 0.66 D  1.00 
 0.0 High High High 
< 0.5 Medium High High 
< 1.0 Low Medium High 
< 1.5 Very low Low Medium 
> 1.5 None Very low Low 
The value for Erel is calculated in all time steps of the prognosis calculation. The minimum 
value is used in conjunction with the sensitivity factor D of each parameter to determine 
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the intensity of monitoring (Table 1). When the reaction speed of the phenomenon which 
has to be monitored is known, the intensity of monitoring can be taken as indication for the 
necessary amount of monitoring. Table 2 shows suggestions for possible monitoring inter-
vals in dependence of the intensity of monitoring. These values are examples only and 
should be determined specifically for each structure. The examples are given for a high and 
slow reaction speed (e. g. monitoring of live loads on a bridge vs. monitoring of chloride 
ingress into a concrete structure). 
If the reliability analyses suggest a low monitoring intensity for certain parameters, it does 
not necessarily mean, that it should not be included in the monitoring plan. Especially en 
engineering experience suggests that deterioration is very likely to happen in the related 
hot-spot, it may be useful to monitor it preventatively. In addition, such parameters can be 
useful in the deterministic assessment procedures of the data. 
Tab. 2: Intensity of monitoring in dependence of sensitivity factors 
MI Speed of variation of monitored phenomenon 
Fast (e. g. Live load) Slow (e. g. Deterioration) 
High Continuous High frequency (1x / month) 
Medium High frequency (1 day / week) Medium frequency (1x / half year) 
Low Medium frequency (1 day / month) Low frequency (1x / year) 
Very low Low frequency (1 day / half year) Very low frequency (1x/ 2 years) 
2.4 Assessment of measured data 
The measured data is analysed with deterministic and probabilistic methods. Usually, reac-
tion speeds in structures are slow. For that reason is not necessary to carry out a probabilis-
tic assessment every time when new data is available. The first analyses utilize 
deterministic methods. Their purpose is to identify negative trends in the measured data. 
This is necessary, because only the most likely failure modes are included in the probabil-
istic model of the structure. This means, that if a failure occurs which has not been consid-
ered in the model before, the calculated reliability level of the structure can be 
overestimated. Most failures do not happen suddenly and can be identified before they 
reach a critical threshold. Three simple algorithms are provided by the framework to find 
problems which can lead to new failure modes. The analyses are carried out at the end of 
the monitoring phase when the structure is monitored periodically and in pre-defined inter-
vals if it is monitored continuously.
Normally, the probabilistic assessments are carried out in fixed time intervals (usu-
ally 1 year). In case a negative trend is indicated, the structure has to be inspected to iden-
tify the cause for the change. The model has to be updated with the findings prior to the 
next assessment.  
Before the reliability analyses can be carried out, the necessary stochastic information 
about the basic variables has to be extracted from the measured data. If the data does not 
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follow a known stochastic model or in case the underlying model it is unknown, the data is 
analysed for conformity with typical stochastic distributions and the goodness-of-fit is con-
firmed with statistic tests. If no fit can be achieved or if not enough data is available, an 
alternative method is the utilisation of one of the asymptotic extreme value distribu-
tions (e. g. the Gumbel(max) distribution for system responses). This has numerical advan-
tages and guarantees that the result of the probabilistic assessment lies on the safe side as 
long as no extraordinary loads will be applied to the structure.
3 Conclusion 
This article provides an overview of the framework developed to help engineers to plan 
optimal structural health monitoring (SHM) measures. The framework provides help to set 
up the required probabilistic model and gives decision aids for the necessary amount of 
monitoring. Additionally, it includes a possible procedure for the integration of data from 
the SHM process into the probabilistic model. The complete integration of the methodol-
ogy into the computer program PROBILAS (PRObabilistic Building Inspection and Life 
ASsessment) and its tests with real world data is the task for the last remaining funding 
period of project field A1 of CRC 477. 
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Probability based updating for the assessment 
of existing timber beams 
Tino Bretschneider 
Chair for Steel and Timber Structures, Brandenburg University of Technology, 
Cottbus (Germany) 
Abstract: Within the framework of this paper, dependent probability consid-
erations will be applied to the load bearing properties of timber beams. This 
will be done by proof loading and finally by a simulation approach.  
A strong variance reduction technique is especially advantageous in applica-
tions to timber structures. Here large variances even within graded lumber have 
a strong negative influence on research procedures and on the assessment of 
structural reliability of existing beams. 
As basis of the simulation approach, the Karlsruher-Simulation-Model will be 
used. Using new data from experiments the Karlsruher Simulation Model will 
be confirmed. Additional and new consideration on the precision of the predict-
ing process will be added. 
Demonstrated examples will present the advantage and application fields of the 
improved prediction of the load bearing capacities. At first additional consid-
erations to the effect on safety calculations will be made. This will be followed 
by an adoption of accelerated research procedures for timber structures. 
Bretschneider: Probability based updating for the assessment of existing timber beams 
164 
1 Introduction
1.1 Influences on strength properties of timber 
Since centuries the influencing parameters on timber strength are discussed. The following 
ones are found to be significant: 
Fig. 1: Influence parameters on timber strength 
Caused by the fact that strengths can not be received by full size testing for every combina-
tion of parameters, reference strengths were defined. Historically these reference strengths 
were derived testing small, defect free test specimens. Later also beams in a reference size 
were tested. Derivations from the derived reference strengths were described by correla-
tions. Based on this, reduction factors for structural design were received.
With the usage of wood as an industrial traded material, grades were introduced and the 
limited influencing parameters for each grade. Also in-grade-testing and finally quality 
control programs were developed.  
1.2 Quality of in-grade property prediction
During the calibration of the LRFD design codes, the data of in-grade-testing and quality 
control programs were intensively analyzed. Target was a sufficient description of the dis-
tribution type and the distribution parameters within a grade. Beneath many others RUG
[10] described his experience with the data from the former German Democratic Republic 
quality control program. His experience about the distribution within a grade are summa-
rised in the following table. 
Tab. 1:  Quality of property prediction within a grade 
Modulus of Rupture (MOR) Distribution type Coefficient of variation 
Graded Glued Laminated Timber  
Graded Structural Lumber  
2 parametric Weibull 
2 parametric Weibull 
22 percent 
28 percent 
Depending on the (over the complete market) practised efficiency of the grading system, 
the coefficients of variation are sometimes a little bit lower. Target of this paper is to ana-
lyze different possibilities to receive a better degree of believe for single beams, in the 
sense of a lower coefficient of variation, by taking into account additional information.  
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1.3 Mathematical structure for additional information 
Additional information can be from different kinds. DITLEVSEN [2] proposed the definition 
of three different information types based on their mathematic effect. The definition was 
made in the multidimensional probability space of the influencing parameters. The follow-
ing three information types were defined:  
Type A: Additional information in the sense of new sampling information about one ore 
more parameter becomes available. The usual procedure is to use standard Bayesian updat-
ing for the calculation. It is widely used for sampling the material properties of wood. The 
“difference” is the informative priors now may be used.  
^ `iin axRx   : |
R
n sample space; ai additional test values 
 (1) 
Type B1: The sample space is divided into a valid and a non-valid part by measurement. 
So a certain variable is larger or smaller than a certain value. 
^ `0)(| d : xhRx n
h(x) hypothetic limit state function  
 (2) 
Type B2: The space is reduced about dimension(s) trough measure (nearly) fixed value (s) 
for one ore more variables. A possibility is the usage of additional introduced strong corre-
lations between the variables. 
^ `| ( )nx R x ZI:    
I(x) represents the hyperplane of the residual sample space 
 (3) 
Of course, mixed information from those mentioned before, are also possible. Some of this 
shall also work for timber. Within the following sections, two approaches for timber beams 
were assessed. 
2 Proof loading for timber structures 
2.1 Probabilistic effect 
Proof loading seems to be the simplest method to receive additional information about the 
load carrying capacity of a building component. The risk of structural failure during the 
proof loading process is usually limited by self securing loading equipment. Considerations 
for practical proceeding are described by QUADE [9]. After the proof loading process a 
truncated distribution for the resistance is received, if the structure survives (and the meas-
urement uncertainty is neglected). An example therefore is given in Figure 2. 
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2.2 Additional consideration for timber structures 
An additional effect has to be taken into account if proof loading is applied to timber struc-
tures. A great effort was made by many researchers to assess the possibility of undetected 
damage caused by the proof loading process. According to the original application field in 
timber structures, the focus was on very low proof loads used within grading procedures. 
In this case the major aim was to pick out mavericks.  
Proof loading for reassessment will need relative high proof loads for sufficient efficiency. 
It will not be concerned here how the risk of wracking a timber structure is limited in ab-
sence of yielding. But relative high proof loads may lead also to reasonable undetected 
damage. To answer this question it is useful to derive a (deterministic) damage function for 
a single high load pulse based on the extensive dataset published by MADSEN [7].
10
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loadproof
loadproof´
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¸¸¹
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¨¨©
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cc cc RRRR
R’ prior resistance / R’’ posterior resistance 
 (4) 
If this information is included in Figure 2, it can be recognized, that the positive effect of 
proof loading is significant reduced. Until now there is no possibility available to limit or 
detect this damage. 
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Fig. 2: Truncated distribution after survived proof load 
Therefore this negative influence has to be reduced by additional research. Promising 
seems the control of ultrasonic sound emission. This shall be under further investigation to 
limit this effect in future. If sound emission control is possible, this will also be a method 
to limit structural failure during the proof loading process. Until this point the effect of 
possible undetected damage shall be included in safety assessment on timber structures us-
ing proof loading.
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3 Updating by a simulation approach 
Simulation models for timber 
Through the last decades multiple models were developed for predicting the properties of 
future grades. The aim was in all cases the improvement in efficiency of usage of the raw 
material. Figure 3 [1] represents some approaches. 
Fig. 3: Different simulation approaches 
The models can be distinguished at first by the size of the chosen reference volume size. 
The second differentiation can be made according to the assumed material properties as-
sumption linear or non-linear. The easiest models are working with an effective cross sec-
tion modulus (Cross section as reference volume), were all cross section parts, probable 
covered by knots, are neglected. Something more promising seemed the development of 
small reference volume Finite-Element-Models with a Monte-Carlo based sampling rou-
tine for the material properties. Herein the beam is divided into small reference volumes to 
see in Figure 4.
Fig. 4: Beam and reference volume 
Within such a volume the material properties are assumed homogenous, but depending on 
influencing parameters like Knot per Area Ratio (KAR), density (RHO) and in some cases 
additional information. The dependency is described by a set of correlations. Due to the 
relatively small reference volumes, a plenty amount of tests were possible to derive these 
necessary correlations with sufficient confidence. The advantage of these models seems 
there adaptability to different size and loading condition. Of course disadvantages remain, 
for some models major influence parameters are not taken into account, because for the 
original application field they found to be not significant. 
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Experimental reference tests and updating dataset 
Target was to proof an extended use of a simulation model for updating. Therefore addi-
tional tests and a reference volume wise data acquisition were necessary. 24 glued lami-
nated beams were tested in a 4-point bending tests. Afterwards the knot per area ratio 
(KAR), density (RHO), and finger joints (FJ) were documented. 
KAR RHO FJ KAR RHO FJ KAR RHO FJ KAR RHO FJ
1 -0.30 - -0.15 0.00 453 0 0.00 437 0 0.00 390 0 0.00 581 0
2 -0.15 - 0.00 0.00 453 0 0.00 437 0 0.00 390 0 0.00 581 0
3 0.00 - 0.15 0.24 453 0 0.17 437 0 0.00 390 0 0.21 581 0
4 0.15 - 0.30 0.00 453 0 0.00 437 0 0.68 390 0 0.10 581 0
5 0.30 - 0.45 0.00 453 0 0.38 437 0 0.00 390 0 0.00 581 0
6 0.45 - 0.60 0.29 453 0 0.16 437 0 0.47 390 0 0.37 581 0
7 0.60 - 0.75 0.00 453 0 0.04 437 0 0.00 390 0 0.09 581 0
8 0.75 - 0.90 0.05 453 0 0.00 437 0 0.12 390 0 0.08 581 0
9 0.90 - 1.05 0.05 453 0 0.71 437 0 0.11 390 0 0.04 581 0
10 1.05 - 1.20 0.00 453 0 0.04 437 0 0.00 390 0 0.00 462 1
11 1.20 - 1.35 0.21 453 0 0.25 437 0 0.39 390 0 0.05 462 0
12 1.35 - 1.50 0.00 453 0 0.15 437 0 0.25 390 0 0.08 462 0
13 1.50 - 1.65 0.00 453 0 0.17 437 0 0.12 390 0 0.16 462 0
Cell
4Layer 1 2 3
Fig. 5: Example for reference volume data 
The complete dataset was published by BRETSCHNEIDER [1], where the Glued-Laminated-
Beams were cut to Boards. This information may be alternative derived by non-destructive 
testing. The work done by HASENSTAB [5] may serve as a reference therefore.  
Updating with the Karlsruher-Simulation-Model 
For the updating calculation the Karlsruher-Simulation-Model [3] was used in an extended 
way. In the original application of the model the input parameters (KAR, RHO, FJ) were 
scattering values within the range of future grades. The result of a couple of simulation it-
erations is a prediction for the reference properties of a future grade.
Now these values were fixed, according to the assessed additional data as shown in Fig-
ure 5. If updating is possible, every simulation loop gives a prediction for the beam, were 
the data was from. The curves of 10 simulation iterations as a prediction for a single beam 
are represented in Figure 6. If the model is usable for updating the predictions shall be 
similar to the real beams behaviour (in average for a couple of beams and iterations).  
Also similar should be the simulated geometric position of the failure point. In most of the 
cases the observed failure position shall be equal to the simulated one. Usually 2 to 3 fail-
ure points are occurring in the iterations for a single beam, of course with different prob-
ability. This will lead to a posterior distribution type similar to those assumed for the re-
siduals in regression formulas.
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If updating with this approach is possible, these predictions shall be correct when averaged 
over a couple from decision situations. This was done for 24 beams. On the axis of ab-
scissa the test values are given. On the axis of ordinate the mean and the standard deviation 
of the simulated values are marked. 
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Fig. 7: Different simulation iteration as prediction for a single beam 
The predicted modulus of ruptures variation coefficient is in average 12 percent. This is a 
reasonable reduction compared to the 22 percent given in Table 1. The use of this model 
has still a disadvantage; it is not applicable to solid beams. The reason therefore is that a 
major influence parameter, grain derivation, which is not included in the input correlations 
until now. 
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4 Effect of updated resistance distribution in safety calcula-
tions
Proof loading in safety calculation 
The question arises, whether the received truncated resistance distribution is sufficiently 
covered by common level I and II safety calculations. Depending on the origin of the au-
thor’s until now as well as level I, II or III calculations were proposed. The effect is most 
efficiently demonstrated by a short example with the limit state function: 
0loadLiveloadDeadmod   EERk  (5) 
The input is summarized in the following table (unit free): 
Tab. 2:  Safety assessment after proof loading: example input data 
 distribution type mean coefficient of variation 
Resistance Normal 50 0.2 
EDead Load Normal 5 0.05 
ELive Load Logarithmic Normal 5 0.1 
kmod 0.8 
Proof Load 45 
Result Structure survives 
Compared is the safety assessment according to DIN 1055-100 (level I), a FORM analysis 
as described e.g. by NOWAK [8] (level II), and a closed solution for the direct failure prob-
ability calculation (level III). 
Tab. 3:  Safety assessment after proof loading: example result:  
 before proof load after proof load quotient 
Level I  Rd=20.6 Rd=27.3 1.33 
Level II E=3.3Æ )(-E) = Pf = 5·10-4 E=3.9Æ )(-E) = Pf = 5·10-5 11.7
Level III Pf = 7·10
-4 Pf = 3.8·10
-5 18.4 
   (Ed=26.3  Etarget=3.8  Pf,target=7.3 10-5)
As expected, truncated distributions are not really sufficiently covered by traditional level I 
analysis. Such a proceeding, which is still proposed in many textbooks covering proof 
loading (e.g. QUADE [9]), needs an extension with the considerations made in the example. 
Effect of a prediction with reduced coefficient of variation 
Using the simulation approach a variation coefficient of 12 percent was received. Similar 
to the previous section the question arises, weather the partial safety factors for timber are 
still the correct choice if safety assessment is performed with these values. The simplest 
solution approach is to refer to the values given in the Background Documentation of 
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Eurocode 1 (EC 1), Table 4 [4]. Additional it is possible to perform for the common appli-
cation field a calibration calculation as done by BRETSCHNEIDER [1]. 
Tab. 4: JM values given in EC 1 
COVmodel COVgeometry COVMaterial JM
0.05 0.05 0.05 1.20
0.05 0.05 0.10 1.23
0.05 0.05 0.15 1.29
0.05 0.05 0.20 1.37
0.05 0.05 0.25 1.46
0.10 0.05 0.05 1.33
0.10 0.05 0.10 1.34
0.10 0.05 0.15 1.38
0.10 0.05 0.20 1.45
0.10 0.05 0.25 1.53
5 Application to accelerated research procedures 
Extension of the matched sample technique 
A common technique to reduce “noise” parameters is the matched sample technique. With 
this technique, positively correlated “pairs” of test specimen from one mixture are pro-
duced, assuming that, within one pair (set), there is originally nearly no difference with 
respect to the surveyed parameters. After performing any process with one member of a 
pair (set), the members are tested and the statistics are then performed only with values of 
difference between the members of the pairs (sets). The usage of a reassessment process, 
e.g. the Karlsruher-Simulation-Model, for predicting the bending properties of a single 
beam makes it possible to set up a similar procedure. Additionally, it has to be considered 
that the prediction is not perfect, that means it is still a random variable. Taking this into 
account, the following procedure can be proposed on the basis of the performed tests and 
updating calculations. 
(a) Pair: Experimental Result - Simulation (b)  Scaled pair: Experimental R. - Simulation 
Fig. 8: Extended matched sample technique 
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The possible reduction in experimental tests will be similar to the reduction of the coeffi-
cient of variation in the updating process. So, depending on the research aim, approxi-
mately 50 percent of the physical tests are saved [6].
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Fig. 9: Number of required tests 
Application of sampling with unequal probabilities 
Some research questions for timber design are observing effects on 5 per cent cumulative 
probability values. Reason for this research may be the effect on strength of a new chemi-
cal treatment, questions to damage accumulation and so on. It may be advantageous to use 
sampling with unequal probabilities for this problem, so to sample more beams in the in-
teresting area (in most cases “bad” ones). 
Fig. 10: Sampling with unequal probabilities 
This shall lead with less physical tests to closer confidence borders around this point. To 
perform such sampling, two things are necessary. First, raff estimation about good and bad 
beams must be possible. Even a good craftsman shall be able to do this by his experience 
(Figure. 10). Second, this raff estimation must be numerical verified. The updating process 
seems to be one possibility to achieve this.  
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The updating process results in a prediction for the modulus of rupture of a beam. The 
beams which are under consideration can be sorted according to the predicted modulus of 
rupture. Every single beam may be also taken as a representative of a class. The original 
classes’ probabilities result from the observed grades distribution (Figure 11a). 
After the modification with chemical treatment, load accumulation the real test of the 
modified beams was performed. The resulting cumulative density function can be set up, 
using the real test results and the probability values from the reassessment process (Figure 
11b).
(a) weight value (b)  set up of a cdf function  
Fig. 11: Sampling with unequal probabilities 
If this process is done by a Monte-Carlo-Simulation multiple times the confidence borders 
can be plotted. Also reduction factors can be derived this way. For the example in Table 5 
the target was a characteristic value from about 10.4. The prediction is given, including a 
confidence from 85 per cent. The calculation was performed for different sample sizes and 
for different updating uncertainties.
Tab. 5:  Efficiency of sampling with unequal probabilities 
sample size characteristic value    
real: 10.4 20 30 50 100 
traditional statistics 7.2 7.5 8.5 9.1 
0 % 9.1 9.3 9.6 9.8 
5 % 9.0 9.2 9.5 9.7 
10 % 8.9 9.1 9.3 9.5 
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15 % 8.7 8.8 9.1 9.4 
It can be recognized, that sampling with unequal probabilities makes sense, because closer 
confidence borders are reached around the interesting points. The highest effect is reached 
for a medium sample size of 30 to 50.  
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Cost and Safety Optimization for Load Factor Based
Reliability Analysis 
Armagan Korkmaz & Engin Aktas 
Suleyman Demirel University, Civil Engineering Department, Isparta, Turkey 
Izmir Institute of Technology, Civil Engineering Department, Urla, Izmir, Turkey 
Abstract: The main aim of design specifications is to produce safe and eco-
nomic structures. Reliability based Load and Resistance Factor Design codes 
accomplish target safety levels inferred from previous versions of these codes. 
This approach often leads to different target safety indices for each load case 
such as live, wind, earthquake and snow. A dilemma also arises as to which 
target safety index should be used in calibrating load factors for load combina-
tion cases. In the present study, cost and safety optimization approach is used 
to consistently calibrate the load factors for each load combination case. The 
total cost utilizes construction cost and uniform failure costs inferred from pre-
vious versions of codes. Codified load factor tables for dead, live and wind ef-
fects are optimized using cost values obtained from a range of designs. The 
analyses propose discounted present worth for annual failure costs, separation 
of time dependent and independent load variables. The come up to provides 
consistent load factors calibrated to provide an optimum balance between 
structural safety and the expected total cost for the load combination being 
considered.
Key Words: Load Factor Based Design, Reliability Analysis, Cost and Safety 
Optimization.
1 Introduction
The quality of human life and economic progress depend on the quantity, quality, and effi-
ciency of structures and infrastructures and their networks. Buildings and associated struc-
tures play an important role in the economical system. For this an effective design code is 
essential.
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Mainly in the United States and partially in the rest of the world, the great expansion in 
new technology construction from the 1970s to now has resulted in a modern structural 
network. However, the structures built during this period have aged over 30 years and 
many require major maintenance interventions. A great amount of money has been already 
spent to keep these structures in an operative condition [1].  
The issue of prescribing target safety levels for structural design codes has been the center 
of debate since the publication of the American National Standard Institute (ANSI) A-58 
document on Minimum Design Loads in Buildings [2]. The A-58 document and subse-
quent updates have played an important role in developing procedures to calibrate struc-
tural design codes based on probability concepts. The ANSI model uses previous codes to 
fix a sample of satisfactory designs. Load and resistance factors for a new code are cali-
brated according to the level of satisfaction that the engineering experts have with the 
safety implicit in previous codes. Since absolute safety is impossible to reach, the decision 
of determining an acceptable risk level plays a definitive role in code developments. A 
trade-off exists between the level of safety that a structure meets and the cost of the struc-
ture. Thus, an ideal code must provide an optimum balance between safety and cost. Al-
though the approach used by ANSI and other code developments does not explicitly 
address this trade-off, code committees have implicitly accounted for the construction costs 
while deciding on the target safety levels that are used to calibrate the load and resistance 
factors. This paper proposes a method to consistently calibrate load and resistance factors 
based on a uniform cost optimization algorithm. The goal is to develop a procedure that 
explicitly accounts for the additional costs that would results from increasing the target 
reliability levels. 
The total cost of a structure is the combination of the initial construction cost, maintenance, 
damage and failure costs. In order to illustrate the problem, only initial and failure costs are 
considered in this paper. The failure of a structure may occur at any time during its design 
life, therefore, to express the total expected cost, the individual annual costs must be dis-
counted to their present worth value. Annual failure probabilities are calculated throughout 
the design life for the time dependent loads including live, wind, etc. Load combination 
techniques including Turkstra’s Rule and the Ferry Borges method are proposed to com-
bine two or more time dependent load effects [3, 4]. The annual maximum environmental 
and other load events are assumed to be independent from year to year. Actually, because 
of modelling uncertainties and structural parameters which are same throughout the design 
life, the annual maximum load effects as well as resistance are correlated. Therefore, the 
uncertainties of the yearly load effects are separated into constant uncertainties and time 
dependent variables. Cost optimization is carried out for different load combinations and a 
load factor table that minimizes the total cost over the design space is illustrated. 
2 Cost Function 
In reliability-based structure management systems, system performance is decided by the 
reliability index. As mentioned earlier, it is assumed herein that the initial and failure costs 
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are the only cost affecting the total cost. The present worth cost function can be expressed 
as,
¦
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CT is the total cost, CI is the initial cost, e
ij is the discount factor, “j” is the discount per-
centage rate (real rate=nominal-inflation), Pfi is the annual failure probability for year “i”, 
and Cf is the failure cost, n is the total number of years in the design life of the structure. 
The discount rates in developed countries are between 2% to 4%, and assuming that rate 
equal to 3% throughout the design life is sufficient to represent the trend. It is also assumed 
that the annual failure costs in real terms are constant throughout the design life. The initial 
and failure costs must cover the whole possible range of applications, and generally repre-
sent the overall design space such as the different structural types, sizes and geometries 
covered by the code. For purposes of calibration, these costs will be normalized. 
Fig. 1 shows a maintenance scenario associated with two interventions and corresponding 
deterministic cost components over lifetime [1]. The application times for these interven-
tions are denoted as t1 and t2. It is assumed that the total cumulative maintenance cost is the 
same for all possible combinations of interventions. Then cost is normalized to make com-
parisons easy. Therefore, Ct=C1+C2=1.0. The effects of interventions on point in time reli-
ability improvement, reduction of reliability deterioration rate, and system reliability are 
considered separately. 
Fig. 1. Two interventions and associated normalized cost 
2.1 Initial Cost 
Given a structural configuration and size, the initial cost of a structure is a function of its 
safety level. The initial cost can be represented by the following formula [5], 
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Co is the base cost which is the construction cost of the structure associated with the use of 
the reference load factors (ga0, a={D, L, W, …}), and Ka is the normalized cost factor for 
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the respective load effects. Equation 2 is a general form of the initial cost function and as-
sumes a linear relationship between the load factors and the cost; it is adjusted for the load 
combinations in question. For most structures, the cost slope for lateral loading such as 
wind or earthquake can significantly exceed that of gravity loads. The parameters in the 
initial cost function for the specific types of structures covered by a code are obtained from 
information on construction costs. Designing for different load factors and observing the 
change in the initial cost will help determine the normalized cost factors. Each gravita-
tional and environmental load effect may have different cost contributions; therefore they 
are represented with different terms. The reference load factors affect only slightly the 
value of the cost factors, so the reference load factors may be either set at unity or may be 
chosen to correspond to the load factors of current codes. 
2.2 Failure Cost 
A challenging part of the process is the determination of the failure cost, CF. This cost 
should include the economic costs incurred from the failure and other intangible costs in-
cluding the cost to the engineering industry and disruption to society. The value of CF in
Eq. (1) reflects the importance of the structure. An increase in CF implies that the conse-
quences of failure are more drastic, and reflects the importance of keeping that structure 
functional. The determination of CF is especially difficult when the loss of life is to be 
included. The choice of an appropriate failure cost is often a political issue. Since there is 
no absolute safety, the risk level that a type of structure must satisfy should be decided by 
society. According to DITLEVSEN, some fixed reference point from the current code should 
be used as a basis for determining the failure cost. As an example, one load case such as 
dead load alone can serve as a reference [6]. The failure cost deduced from that situation 
can then be used to consistently calibrate other load combinations. Due to the correlation 
of some variables over time, such as resistance and load modeling variables, the probabil-
ity of failure changes annually, therefore the failure probability throughout the design life 
has to be calculated in order to apply Eq. (1).
A FORM reliability analysis is usually sufficient to calculate the safety index, b and the 
annual probability of failure. The separation of the time independent uncertainties in the 
load effects becomes important during the calculation of the reliability. Assume that an 
environmental load effect, Y1 can be represented as follows:  
     Y1=XmQ1     (3)
where Xm is the structural modeling factor including modeling uncertainty, and Q1 is the 
annual maximum load intensity. Although the Q1 are independent from year to year, Xm
does not vary each year. The maximum environmental load effect, Yk in k years can be ex-
pressed as; 
Yk=XmQk     (4)
where FQk(Q*)=[FQ1(Q*)]k , which is used to calculate the distribution in k years during 
the calculation of reliability index b. The annual probabilities are calculated for each year 
of design life as: 
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Pfak=Pf(k+1)-Pfk     (5)
where Pfak is the probability of failure for year k, Pf(k+1) is the probability of failure for a 
period of k+1 years, and Pfk is the probability of failure for a period of k years. 
2.3 Cost Normalization 
The code calibration includes a range of designs and therefore must be generalized. The 
total cost function (Eq. (1)) is normalized by the base cost C0, and a total cost factor, TCF 
is expressed as; 
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where g=CF /C0 is the ratio of failure cost to reference initial cost. As mentioned one load 
combination case can be selected to deduce the failure cost factor, g. 
3 Reliability Based Cost Optimization 
The optimization of the total cost gives the balanced solution between safety and cost.  the 
optimal solution for the total cost is at the point where the slope of the initial cost is equal 
to the negative of the failure cost curve's slope. In order to illustrate the proposed proce-
dure a highway bridge code will be used. AASHTO’s basic load combination for bridge 
strength, namely Rn>gDDn+gLLn, is used as the reference case, with the target safety in-
dex, bT=3.5 selected for the new AASHTO LRFD code. The statistical data for the loads 
are given in Table 1. The load factors are 1.25 and 1.75 for dead and live load, respec-
tively. The total cost factor, TCF can be stated as, 
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where KG is the normalized cost factor for gravitational load, and a is the nominal live load 
to nominal dead load ratio in the range of 0.5 to 2.0. Pf is calculated from limit state func-
tion G=R-D-L. A study conducted on bridges by MOSES showed that 25% change in gL
produce a change of 2% in initial cost of bridges [7]. The KG can be calculated by Eq. (8) 
with this information for different a values. Averaged along the range of a, the factor KG is
calculated as 0.14. 
¸
¸
¸
¸
¸
¹
·
¨
¨
¨
¨
¨
©
§
¸
¸
¸
¸
¸
¹
·
¨
¨
¨
¨
¨
©
§


¸¸¹
·
¨¨©
§ '

 
'
1
1
K
C
C
G
0
1
LODO
LO
L
LoDo
DJJ
D
J
JJJ
   (8) 
Korkmaz & Aktas: Cost and Safety Optimization for Load Factor Based   Reliability Analysis 
180 
Then differentiating TCF with respect to load factors about the target safety index and 
equating to zero will give the failure cost ratio, g as
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g values deduced using Eq. (9) along with the code specified gD0=1.25 and gL0=1.75 are
averaged along the a values and found equal to 27. The load combination cases  n>gDDn,
Rn>gWWn and Rn>gDDn+gWWn are next studied using this value of g. Optimized load factors 
are calculated for different ratios of normalized cost factors of wind and gravitational load. 
This process is repeated with g increased by two, namely g=54 to illustrate the effect of 
failure cost factor. The analyses were run with an optimization process to optimize the sum 
of the total cost factors along the design space. The dead load alone case gives an optimum 
safety index of 3.50 and load factor of 1.43, which are equal to 3.68 and 1.46 when g is
increased by a factor of 2. the results of the wind load and dead and wind load are tabu-
lated as in Table 2 and 3, respectively. In Table 3 safety indices are the average values 
along the Wn/Dn range. Procedure will be extended to Rn>gDDn+gLLn+gWWn case using Ferry 
Borges Method. 
Table 1. Load and Resistance Statistical Data 
Time Dependent Time Independent 
TYPE BIAS COV TYPE BIAS COV 
R -- -- -- LOGN 1.12 0.1 
D -- -- -- NORM 1.03 0.08 
L LOGN 1.00 0.13 NORM 1.00 0.12 
W EXTR1 1.02 0.10 NORM 0.85 0.25 
Table 2. Wind Load Alone 
g=27 g=54 
Kw/KG ȕ ȖW ȕ ȖW
0.5 3.05 2.15 3.24 2.32 
1.0 2.84 1.99 3.05 2.15 
2.0 2.63 1.84 2.84 1.99 
3.0 2.50 1.75 2.72 1.90 
Table 3. Dead and Wind Loads  
g=27 g=54 
Kw/KG ȕ ȖD ȖW ȕ ȖD ȖW
0.5 3.03 1.18 2.08 3.23 1.20 2.23 
1.0 2.85 1.22 1.86 3.06 1.24 2.01 
2.0 2.71 1.29 1.66 2.93 1.31 1.81 
3.0 2.70 1.39 1.54 2.91 1.40 1.68 
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4 Conclusions
It is important to attain a balance between safety and economy. In this study reliability 
based cost optimization is used to achieve this goal. A single consistent value for the cost 
of failure is used which is deduced from previous code experience. The cost of failure is 
adopted as a target for optimizing the load factors for different load cases. The input to the 
optimization includes the marginal initial load slope for a given load type. The output in-
cludes the corresponding load factors and safety indices. Tables 2 and 3 show that with 
increasing wind load cost factor the optimum safety index, b decreases. This observation is 
consistent with experience in codes such as building and offshore structures where com-
puted safety indices for gravity loads are higher than for environmental loads such as wind. 
That is the natural result of the trade off; as the marginal cost to upgrade the structure in-
creases the optimum safety level decreases. Optimized safety index values for the dead and 
wind load combined case fall between the dead and wind load alone cases, except the case 
of KW/KG=0.5.
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Global Safety Format for Nonlinear Calculation of
Reinforced Concrete
Vladimir Cervenka 
Cervenka Consulting, Prague 
Abstract: The safety format suitable for design of reinforced concrete struc-
tures using non-linear analysis requires a global approach. The performance of 
various safety formats is compared on four examples ranging from statically 
determinate structures with a bending mode of failure up to indeterminate 
structures with a shear failure. 
1 Introduction
Non-linear analysis is becoming a frequent tool for design of new and assessment of exist-
ing structures. This development is supported by the rapid increase of computational power 
as well as by new capabilities of the available software tools for numerical simulation of 
structural performance.  
On the other hand the code provisions provide very little guidance how to use the results of 
non-linear analysis for structural assessment or design. The safety formats and rules that 
are usually employed in the codes are tailored for classical assessment procedures based on 
beam models, hand calculation, linear analysis and local section checks. The non-linear 
analysis is by its nature always a global type of assessment, in which all-structural parts, or 
sections interact. Until recently the codes did not allow applying the method of partial safe-
ty factors for non-linear analysis, and therefore, a new safety format was expected to be 
formulated. Certain national or international codes have already introduced new safety 
formats based on overall/global safety factors to address this issue. Such codes are, for 
instance, German standard DIN 1045-1 [6] or Eurocode 2 EN 1992-2 [7]. This paper will 
try to compare several possible safety formats suitable for non-linear analysis: partial fac-
tor method, global format based on EN 1992-2, and fully probabilistic method. A new al-
ternative safety format was proposed by CERVENKA [5], which is based on a probabilistic 
estimate of the coefficient of variation of resistance.  
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A standard assessment procedure based on partial safety factors usually involves the fol-
lowing steps:
(1) Linear elastic analysis of the structure considering all possible load combinations. Re-
sults are actions in some critical sections, which could be referred as design actions and 
can be written as
1 1 2 2 ......d S n S n Si niE S S SJ J J                                                                                             (1)  
They include safety provisions, in which the nominal loads niS  are amplified by appropri-
ate partial safety factors for loading SiJ , where index i stands for load type, and their com-
binations.
(2) Design resistance of a section is calculated using design values of material parameters 
as:
( ,...), /d d d k mR r f f f J                                                                                                    (2) 
The safety provision for resistance is used on the material level. The design value of mate-
rial property /d k mf f J  is obtained from the characteristic value kf by its reduction with 
an appropriate partial safety factor mJ . The random variability of material properties is 
covered by the partial safety factors individually for each material.  
(3) Safety check of limit state is performed by design condition, which requires, that design 
resistance is greater then design action: 
d dE R                                                                                                                                (3) 
Note, that in the partial factor method the safety check is ensured in local material points. 
However, the probability of structural failure, i.e. the probability of violation of the design 
criteria (3) is not known.
In the above outlined procedure, the non-linear analysis should be applied in step 1) to re-
place the linear analysis. Following the current practice an engineer will continue to steps 
2), 3) and perform the section check using the internal forces calculated by the non-linear 
analysis. This is a questionable way since in non-linear analysis material criteria are always 
satisfied implicitly by the constitutive laws. Instead, a global check of safety should be 
performed on a higher level and not in local sections. This is the motivation for the intro-
duction of new safety formats for non-linear analysis.  
The final step of the verification process often involve assessment of serviceability condi-
tions, i.e. deflections, crack width, fatigue, etc. In certain cases, these serviceability condi-
tions might be the most important factors affecting the assessment conclusions. 
Another important point is that a non-linear analysis becomes useful when it is difficult to 
clearly identify the sections to be checked. This occurs in structures with complicated 
geometrical forms, with openings, special reinforcement detailing, etc. In such cases, usual 
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models for beams and columns are not appropriate, and non-linear analysis is a powerful 
alternative.  
The above discussion shows that it would be advantageous to check a global structural 
resistance to prescribed actions rather than checking each individual section. This approach 
can bring the following advantages: 
(a) The nonlinear analysis checks automatically all locations and not just those selected as 
critical sections. 
(b) The global safety format gives information about the structural safety, redundancy and 
robustness. This information is not available in the classical approach of section verifica-
tion.
(c) The safety assessment on global level can bring more economic solution by exploiting 
reserves due to more comprehensive design model and a risk of unsafe design is reduced.
However, the above enthusiastic statements should be accepted with caution. There are 
many aspects of the assessment process, which require engineering judgment. Also many 
empirical criteria must be met as required by codes. Therefore, the global safety assess-
ment based on non-linear analysis should be considered as an additional advanced tool, 
which should be used, when standard simple models are not sufficient.  
The non-linear analysis offers an additional insight into the structural behaviour, and al-
lows engineers to better understand their structures. It is often referred as a virtual testing. 
On the other hand, non-linear analysis is usually more demanding then a linear one, there-
fore an engineer should be aware of its limits as well as benefits. Other disadvantage is that 
the force super-position is not valid anymore. The consequence is that a separate non-linear 
analysis is necessary for each combination of actions. 
Finally, a note to terminology will be made. The term for global resistance (global safety) 
is used here for assessment of structural response on higher structural level then a cross 
section. In technical literature, the same meaning is sometimes denoted by the term overall.
The term global is introduced in order to distinguish the newly introduced check of safety 
on global level, as compared to local safety check in the partial safety factor method. This 
terminology has its probabilistic consequences as will be shown further in the paper. The 
proposed global approach makes possible a reliability assessment of resistance, which is 
based on more rational probabilistic approach as compared to partial safety factors. The 
presented study is based on the paper by CERVENKA [5]. 
2 Safety formats for non-linear analysis  
2.1 Design variable of resistance 
Our aim is to extend the existing safety format of partial factors and make it compatible 
with nonlinear analysis. First we introduce a new design variable of resistance R=r(f, a, ..., 
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S). Resistance represents a limit state. In a simple case this can be a single variable, such as 
loading force, or intensity of a distributed load. In general this can represent a set of actions 
including their loading history. We want to evaluate the reliability of global resistance, 
which is effected by random variation of basic variables f - material parameters, a – dimen-
sions, and possibly others.
Random variation of resistance is described by a statistical distribution which can be char-
acterized by following parameters: mR - mean value of resistance, kR - characteristic value 
of resistance, (corresponding to the probability 5%), dR - design value of resistance. For 
our further derivations it is important to realize, that the characteristic and design values 
reflect the random scatter of the resistance, which in probabilistic terms means that they 
reflect distribution function of resistance and its parameters, namely the standard deviation.
The resistance is determined for a certain loading pattern, which is here introduced by the 
symbol of actions S. It is understood that unlike material parameters and dimensions, 
which enter the limit state function r as basic variables, the loading is scalable, and in-
cludes load type, location, load combination and history. The objective of the resistance R
is to determine the load magnitude for a given loading pattern of S.
In general, action dE and resistance dR , which appear in design equation (3), can include 
many components (for example vertical and horizontal forces, body forces, temperature, 
etc,) and can be described by a point in a multi-dimensional space. It is therefore useful to 
define a resistance scaling factor Rk , which describes safety factor with respect to the con-
sidered set of design actions. In the simplified form, considering one pair of corresponding 
components it can be described as: 
R
d
R
k
E
                                                                                                                         (4) 
Then, the design condition (3) can be rewritten as: 
R RkJ                                                                                                                  (5) 
Where RJ  is required global safety factor for resistance. Factor Rk  can be used to calculate 
the relative safety margin Rm for resistance 
1R Rm k                                                                                                                       (6) 
It remains to determine the design resistance dR . The following methods will be investi-
gated and compared: 
(a) Proposed method ECOV, i.e. estimate of coefficient of variation for resistance. 
(b) EN 1992-2 method, i.e estimate of dR  using the overall safety factor from Euro-
code 2 EN 1992-2. 
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(c) PSF method, i.e. estimate of dR using the partial factors of safety 
(d) Full probabilistic approach. In this case dR  is calculated by a full probabilistic non-
linear analysis. 
Furthermore, the limit state function r can include some uncertainty in model formulation. 
However, this effect can be treated separately and shall not be included in the following 
considerations. It should be also made clear, that we have separated the uncertainties of 
loading and resistance (and their random behaviour). Our task is reduced to the calculation 
of design resistance dR  to be used in Eq.(3). 
2.2 ECOV method – estimate of coefficient of variation 
This method was inspired by the global safety analysis by HOLICKY [8]. It is based on the 
idea, that the random distribution of resistance, which is described by the coefficient of 
variation RV , can be estimated from mean mR  and characteristic values kR . The underlying 
assumption is that random distribution of resistance is according to lognormal distribution, 
which is typical for structural resistance. In this case, it is possible to express the coeffi-
cient of variation as:
1
ln
1.65
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                                                                                             (7) 
Global safety factor RJ of resistance is then estimated as: 
exp( )R R RVJ D E                                                                                                  (8) 
where RD is the sensitivity (weight) factor for resistance reliability and E  is the reliability 
index. The above procedure enables to estimate the safety of resistance in a rational way, 
based on the principles of reliability accepted by the codes. Appropriate code provisions 
can be used to identify these parameters. According to Eurocode 2 EN 1991-1, typical va-
lues are 4.7E   (one year) and 0.8RD  . In this case, the global resistance factor is: 
exp( 3.76 )R RVJ #                                                                                                (9) 
and the design resistance is calculated as: 
       /d m RR R J                                                                                                   (10) 
The key steps in the proposed method are to determine the mean and characteristic values 
Rm , Rk. It is proposed to estimate them using two separate nonlinear analyses using  mean 
and characteristic values of input material parameters, respectively. 
( ,...) , ( ,...)m m k kR r f R r f                                                          (11) 
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It can be argued, why not to calculate dR  directly from Eq.(2) as we do in partial factor 
method. One of the reasons is the fact that design material values df  are extremely low 
and do not represent a real material. A simulation of real behaviour should be based on 
mean material properties and safety provision should be referred to it. Analysis based on 
extremely low material properties may result in unrealistic redistribution of forces, which 
may not be on the conservative side. It may also change the failure mode. Therefore, the 
characteristic value kf , which is not so far from a mean, but well reflects the scatter is pre-
ferred for analysis. Then a transformation within estimated distribution function is per-
formed as described by Equations (7), (8), (9). 
The method is general and reliability level E  and distribution type can be changed if re-
quired. It reflects all types of failure. Its sensitivity to random variation of all material pa-
rameters is automatically included. Thus, there is no need of special modifications of 
concrete properties in order to compensate for greater random variation of certain proper-
ties. However, the method requires two separate non-linear analyses. 
2.3 EN1992-2 method 
Design resistance is calculated from 
   ( , ..., ) /d ym cm RR r f f S J                                                                                           (12) 
Material properties used for resistance function are considered by mean values. The mean 
steel yield strength 1.1ym ykf f  . For concrete the mean strengths is reduced to account for 
greater random variation of concrete properties 1.1 scm ck
c
f f
J
J
  , where sJ and cJ are partial 
safety factors for steel and concrete, respectively. Typically this means that the concrete 
compressive strength should be calculated as 0.843cm ckf f  . This method allows to treat 
the steel and concrete failure models in a unified way. The global factor of resistance shall 
be 1,27RJ  . The evaluation of resistance function is done by nonlinear analysis assuming 
the material parameters according to the above rules. 
2.4 PSF method – partial safety factor estimate 
Design resistance Rd can be estimated using design material values as 
    ( ,..., )d dR r f S                                                                                                (13) 
In this case, the structural analysis is based on extremely low material parameters in all 
locations as was already mentioned in the end of Section 2.2. This may cause deviations in 
structural response, e.g. in failure mode. It may be used as an estimate in absence of a more 
refined solution. 
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2.5 Full probabilistic analysis 
Probabilistic analysis is a general tool for safety assessment of reinforced concrete structu-
res, and thus it can be applied also in case of non-linear analysis. A limit state function  can 
be evaluated by means of numerical simulation.  In this approach the resistance function 
r (r) is represented by non-linear structural analysis and loading function s(s) is represen-
ted by action model. Safety can be evaluated with the help of reliability index E, or alterna-
tively by failure probability Pf taking into account all uncertainties due to random variation 
of material properties, dimensions, loading, and other. More about the probabilistic analy-
sis is presented in the paper by NOVAK et al [9] and here we shall only briefly outline this 
approach. The probabilistic analysis is more general, but can be used only for determina-
tion of design value of resistance function r (r) expressed as Rd. It involves random sam-
pling includes following steps: 
(1) Numerical model based on non-linear finite element analysis. This model describes the 
resistance function r (r) and can perform deterministic analysis of resistance for a given set 
of input variables. 
(2) Randomization of input variables (material properties, dimensions, boundary condi-
tions, etc.). This can also include some effects of actions, which are not in the action func-
tion s (s) (for example pre-stressing, dead load etc.). Random properties are defined by 
random distribution type and its parameters (mean, standard deviation, etc.). They describe 
the uncertainties due to statistical variation of resistance properties.
(3) Probabilistic analysis of resistance and action. This can be performed by numerical 
method of Monte Carlo-type, such as LHS sampling method. In this an array of resistance 
values is generated, which represents a distribution function of global resistance by a set of 
points. Based on this the distribution function of resistance can be calculated including 
type, mean, standard deviation, etc. This fully describes the random properties of resistance 
and can be used as a ration basis for safety verification. 
(4) Evaluation of safety using reliability index E or probability of failure. 
Probabilistic analysis is so far an ultimate tool for safety assessment. It can reveal reserves, 
which can not be discovered by conventional methods. However, it is substantiated mainly 
in cases, where real random properties of material or other parameters can be exploited.  
2.6 Nonlinear analysis 
Examples in this paper are analysed with program ATENA for non-linear analysis of conc-
rete structures. ATENA is capable of a realistic simulation of concrete behaviour in the 
entire loading range with ductile as well as brittle failure modes as shown in papers by 
CERVENKA [3], [4].  The numerical analysis is based on finite element method and non-
linear material models for concrete, reinforcement and their interaction. Tensile behavior 
of concrete is described by smeared cracks, crack band and fracture energy, compressive 
behavior of concrete is described by damage model with hardening and softening. In the 
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presented examples the reinforcement is modelled by truss elements embeded in two-
dimensional isoparametric concrete elements.  Nonlinear solution is performed incremen-
tally with equlibrium iterations in each load step. 
3 Examples of application 
The performance of presented safety formats will be tested on several examples ranging 
from simple statically determinate structures with bending failure mode up to statically 
indeterminate structures with shear failure modes. 
Example 1 : Simply supported beam in bending. 
Simply supported beam is uniformly loaded as shown in Fig.1. The beam has a span of 6m, 
rectangular cross/-section of h=0.3m, b=1m. It is reinforced with 514 along the bottom 
surface. The concrete type is C30/37 and reinforcement has a yield strength of 500 Mpa. 
The failure occurs due to bending with reinforcement yielding. 
Fig. 1. Beam geometry with distributed design load for example 1.  
Example 2 : Deep shear beam 
Continuous deep beam with two spans is shown in Figures 2 and 3. It corresponds to one 
of the beams tested at Delft University of Technology by ASIN [1]. It is a statically inde-
terminate structure with a brittle shear failure. 
Fig. 2. Deep beam in Example 2. Fig. 3. Laboratory test of deep beam. 
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Example 3 : Bridge pier
This example is chosen in order to verify the behavior of the various safety formats in the 
case of a problem with second order effect (i.e. geometric nonlinearity). It is adopted from 
a practical bridge design in Italy that was published by Bertagnoli et. al. (2004). It is a 
bridge pier loaded by normal force and moment in the top, Figure 4. 
Example 4 : railway bridge frame structure 
The bridge frame structure in Sweden shown in Figure 5 fails by a combined action of 
bending and shear. It is an existing bridge that was subjected to a field test up to failure by 
a single load in the middle of the left span.  
In the non-linear analysis, the load is gradually increased up to failure. Typical results are 
illustrated on the case of simple supported beam of Example 1. Figure 6 shows the beam 
response for increasing load using various safety methods described in Section 2. The 
straight dashed line denoted as ENV1992-1 represents the load-carrying capacity given by 
standard design formulas based on beam analysis by hand calculation and critical section 
check by partial factor method. The curve denoted as PSF, thus corresponds to the partial 
factor method from Section 2.4, in which the used material parameters are multiplied by 
the corresponding factors of safety. These two methods are based on the same safety for-
mat, PSF, and the differences are only due to different analysis models used: cross section 
analysis with zero tensile strength of concrete (hand calculation) and FE analysis utilizing 
real tensile strength. The other curves correspond to the analyses with different material 
properties as specified by the safety format approaches that are presented in Section 2. 
Fig. 4. Bridge pier in Example 3. Fig. 5. Railway bridge in Example 4. Top 
– model, bottom real structure. 
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The response curve EN1992-2 is obtained from an analysis, where the material parameters 
are given by Section 2.3. For the ECOV method (Section 2.2), two separate analyses are 
needed: one using mean material properties, and one with characteristic values. The results 
from these two analyses are denoted by the labels “Mean” and “Char.” respectively.  
For each example, a full probabilistic analysis was also performed. Each probabilistic 
analysis consisted of several (at least 32 to 64 ) non-linear analyses with randomly chosen 
material properties. The design resistance is then obtained by a probabilistic analysis of 
randomly generated resistances. 
Calculated design resistances for all examples and various methods are compared in table 
1. The design resistances are normalized with respect to the values obtained for PSF me-
thod to simplify the comparison. This means that the design method based on partial fac-
tors – PSF, which is the current design practice is taken as a reference. 
Table 1: Comparison of various safety formats. 
/ PSFd dR R
PSF ECOV EN 1992-2 Probabilistic 
Example 1 Bending 1.0 1.00 0.95 0.96 
Example 2 shear beam 1.0 1.02 0.98 0.98 
Example 3 bridge pier 1.0 1.06 0.98 1.02 
Example 4 bridge frame 1.0 0.97 0.93 1.01 
average 1.0 1.01 0.96 0.99 
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Figure 6. Load-displacement diagrams for beam in Example 1. 
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4 Concluding remarks 
The paper presents a comparison of several safety formats for the safety assessment based 
on non-linear analysis. A new method called ECOV (Estimate of Coefficient Of Variation) 
of ultimate state verification suitable for non-linear analysis of reinforced concrete struc-
tures is described. The proposed method can capture the resistance sensitivity to the ran-
dom variation of input variables, and thus it can reflect the effect of failure mode on safety. 
It requires two non-linear analyses with mean and characteristic values of input parame-
ters, respectively. Other safety formats suitable for non-linear analysis that are based on 
global resistance are also presented. They are: the global approach proposed by EN 1992-
2, fully probabilistic analysis and a simple approach based on design values of input pa-
rameters, i.e. characteristic parameters reduced by partial safety factors. The last approach 
is usually not recommended by design codes, but practicing engineers often overlook this 
fact, and use this approach if a non-linear analysis is available in their analysis tools. The 
consequences are investigated in this paper.
The discussed safety formats are tested on four examples. They include ductile as well as 
brittle modes of failure and second order effect (of large deformation). For the investigated 
range of problems, all the methods provide quite reliable and consistent results.
Based on the limited set of examples the following conclusions are drawn: 
(a) The differences between all methods are not significant. None of the simple meth-
ods, PSF, EN 1992-2 and ECOV is superior to others. 
(b) EN 1992-2 method using a fixed global factor 1, 27RJ   gives more conservative 
results comparing to other methods. 
(c) The proposed ECOV method gives results consistent with PSF and Probabilistic 
method.  
(d) The PSF method, gives results consistent with Probabilistic analysis. It is a natural 
extension of the conventional PSF approach to the design based on non-linear 
analysis. 
Fully probabilistic analysis is sensitive to the type of random distribution assumed for in-
put variables. It offers a rational safety assessment in which real random properties of ma-
terials and other parameters can be utilized. The presented study was too limited to draw 
generally valid conclusions. However, it supports the authors experience that nonlinear 
analysis can be applied using any of the presented safety formats. The choice of the safety 
format depends on the specific situation (design of new structure, assessment of existing 
structure, knowledge of specific material data). The methods are currently subjected to 
further validation by authors for other types of structures and failure modes. 
The research presented in this paper was in part resulting from the project supported by 
Grant no. 1ET409870411 of the Czech Academy of Sciences. The financial support is 
greatly appreciated.
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Global resistance factor for reinforced concrete beams 
Diego Lorenzo Allaix, Vincenzo Ilario Carbone and Giuseppe Mancini 
Department of Structural and Geotechnical Engineering, Politecnico di Torino, Torino 
Abstract: A procedure for the specification of global resistance factors, based 
on probabilistic analysis of concrete members has been proposed recently. The 
global resistance factors are related to the coefficient of variation of the resis-
tance of a cross section of the structure, the reliability index and the resistance 
sensitivity factor for the Ultimate Limit States. The resisting bending moment 
of reinforced concrete beams is considered in this paper. The reinforcement is 
designed according to the Eurocode 2, taking into account the ductility re-
quirements. A probabilistic model describing the material properties of con-
crete and reinforcement steel, the reinforcement area, the uncertainty in the 
resisting model and the geometrical dimensions of a rectangular reinforced 
concrete section is outlined. The Monte Carlo method is adopted to estimate 
the coefficient of variation of the distribution of the resisting bending moment. 
The result of the statistical treatment of the outcomes of the simulations is used 
directly to estimate a global resistance factor defined as the ratio between the 
mean value and the design value of the distribution of the resisting bending 
moment. The influence of the reinforcement ratio on the global resistance fac-
tor is studied by a parametric analysis. 
1 Introduction
A procedure for the specification of global resistance factors, based on probabilistic analy-
sis of beams, slabs and columns, has been proposed recently [1]. The hypothesis of the 
proposal are:
1. the probabilistic relationship recommended by the EN1990 [2] to determine the de-
sign value Rd of a resistance R: 
   ED RdRR ) dProb                                                                   (1) 
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where  )  is the cumulative distribution function of the standard normal distribution, RD
is the resistance sensitivity factor and E  is the reliability index. For the Ultimate Limit 
States, the values 8.0 RD  and 8.3 E  for an intended design life of fifty years are rec-
ommended. 
2. the resistance of reinforced concrete members can be described by a two-parameter 
lognormal distribution. In general, the coefficient of variation is small (VR < 0.25), 
then the design value Rd is approximated by:
 RRRd VR exp EDP                                                                       (2) 
The global resistance JG is defined in the proposal as the ratio between the mean value and 
the design value of the distribution of the resistance: 
   RRRR
R
d
R
G V
VR
04.3exp
exp
|

  
EDP
PPJ                                     (3) 
The behaviour of the global safety factor is plotted in figure 1.
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Fig. 1: Global resistance factor 
In this paper, a global resistance factor is estimated for a rectangular cross-section of a re-
inforced concrete beam. The reinforcement is designed according to the EN 1992-1-1 [3] 
and the ductility requirements are considered in terms of maximum relative depth of the 
neutral axis. Several values of the reinforcement ratio between 0.25 % and 3 % are consid-
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ered at the design stage to investigate the sensitivity of the aforementioned global resis-
tance factor with respect to the amount of reinforcement present in the cross-section. 
2 Probabilistic approach 
A probabilistic model is derived from [4] for the compressive strength of concrete, the 
yielding stress of steel, the geometrical dimensions of the concrete section, the reinforce-
ment area and the resisting model uncertainty. Each of these parameters is described by a 
single random variable. The Monte Carlo method is employed for the uncertainty analysis 
of the model. One thousand samples are used for this purpose. For each randomly gener-
ated sample, corresponding to a set of model parameters, the resisting bending moment MR
of the reinforced concrete section is calculated, considering the parabola-rectangle consti-
tutive law for the concrete in compression and the elastic-plastic diagram for the rein-
forcement steel [3]. The mean value PR and the standard deviation VR of the resisting 
bending moment, obtained by simulation, are estimated. The coefficient of variation VR of 
the distribution is derived and used to calculate the global resistance factor JG by means of 
equation (3). Due to this relationship, the global resistance factor increases with the coeffi-
cient of variation. The behaviour of the coefficient of variation VR can be explained as fol-
lows. The bending moment MR is a linear combination of the contributions MC of the 
concrete, MF and MF’ of the bottom and top reinforcements respectively. This information 
is useful to decompose the mean value PR in a linear combination of the mean values of 
MC , MF and MF’ and the variance VR2 in a linear combination of the variances and covari-
ances of the aforementioned terms. Then the mean value PR and the variance VR2 are:  
'MFMFMCR PPPP                                                                        (4) 
     ],[22 '
222
FCMFMFMCR MMCovVVVV
  ],[2],[2 '' FFFC MMCovMMCov                                                   (5) 
The analysis of each single term listed in equations (4) and (5), considered as functions of 
the reinforcement ratio, gives a detailed knowledge about the coefficient of variation VR.
3 Application example 
The aforementioned procedure is applied to a reinforced concrete beam. The steel class 
S500 and the concrete class C20/25 are used in the design. The cross-section is rectangular 
with base b = 0.30 m and height h = 0.45 m. The vertical positions of the bottom and top 
reinforcements are described, respectively, by the quantities dbottom = 0.045 m and dtop = 
0.405 m (see figure 2).  
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 Fig. 2: Cross-section 
The ductility requirements adopted in the design lead to the following values of the maxi-
mum relative depth of the neutral axis: 
x case A: 45.0
lim
 ¸
¹
·¨
©
§
d
x
       
x case B: 62.0
lim
 ¸
¹
·¨
©
§
d
x
where d is the distance of the bottom reinforcement from the top fibre of the cross-section. 
The first value is required by the Eurocode 2 to ensure enough ductility for hyperstatic 
structures. The second value is adopted to achieve the yielding of the reinforcement at the 
ULS and could be assumed for isostatic beams. Seven values of the reinforcement ratio U=
As / (bd) varying between 0.25 % and 3 % are considered in the design. The reinforcement 
areas are listed in tables 1 and 2. 
Tab. 1:  Reinforcement areas for (x/d)lim = 0.45
U>@ As,bottom [mm2] As,top [mm2]
0.25
0.50
1.00
1.50
2.00
2.50
3.00
315
630
1260
1890
2520
3150
3780
-
-
-
536
1166
1796
2426
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Tab. 2:  Reinforcement areas for (x/d)lim = 0.62 
U>@ As,bottom [mm2] As,top [mm2]
0.25
0.50
1.00
1.50
2.00
2.50
3.00
315
630
1260
1890
2520
3150
3780
-
-
-
37
667
1297
1927
The probabilistic model [4] is presented in table 3. The concrete compressive strength, the 
steel yielding stress, the area of the rebars and the resisting model uncertainty are described 
by log-normal random variables. The normal distribution is chosen to describe the geomet-
rical dimensions of the cross-section. Full correlation is assumed for the area of the top and 
bottom rebars, while a correlation coefficient of 0.12, as suggested in [4], is considered 
between the base and the height of the concrete section. The vertical positions of the rebars 
are assumed to be deterministic. 
Tab. 3:  Probabilistic model 
Variable Description Distribution Mean value Std. dev. C.o.v. 
fc 20/25 [MPa] 
fy [MPa] 
b [m] 
h [m] 
As bottom [mm
2]
As top [mm
2]
KR [-] 
Concrete compression strength 
Yielding stress 
Base of the concrete section 
Height of the concrete section 
Area of the bottom reinforcement 
Area of the top reinforcement 
Resisting model uncertainty 
Log-normal 
Log-normal 
Normal 
Normal 
Log-normal 
Log-normal 
Log-normal 
30.0
560.0 
0.30
0.45
var.
var.
1.1
5.5
30.0
0.006 
0.007 
var.
var.
0.077 
0.18
0.05
0.02
0.02
0.02
0.02
0.07
First, the behaviour of the coefficient of variation, the mean value and the standard devia-
tion of the distribution of the resisting bending moment is explained for the ductility re-
quirements for hyperstatic structures (case A). Then, the case of isostatic beams (case B) is 
considered for a comparison. The coefficient of variation VR is plotted in figure 3.  
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Fig. 3: Coefficient of variation VR
The relative variation of the coefficient of variation VR is about 4.7 %. It induces a decre-
ment of the global resistance factor JG of 1.4 %, which is considered negligible. The reason 
of the nearly constant behaviour of VR is that the standard deviation and the mean value of 
the distribution increase with the reinforcement ratio approximately with a constant slope, 
as shown in the figures 4 and 5.
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Fig. 4: Mean value of the components of the resisting bending moment 
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Fig. 5: Standard deviation of the components of the resisting bending moment 
The contribution MC of the concrete in compression is equal to the product of the resultant 
C of the stress in the concrete by the distance bc of this resultant from the centre of gravity 
of the cross-section. The mean value of the compressive resultant C increases in absolute 
value from U= 0.25 % to U= 1.0 % with the same rate of increment of the resultant F of 
the bottom reinforcement, in order to satisfy the equilibrium of internal forces, as shown in 
figure 6. If a reinforcement ratio equal or bigger than 1.5 % is adopted, an increasing part 
of the concrete section in compression reaches the peak stress fc. Hence, the small incre-
ment of C observed in the case of U= 3.0 % is due to the gradual broadening of the area of 
the cross section with a concrete deformation smaller than -0.2 %. Moreover, the distance 
bc decreases in the mean value for the same reason.   
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Fig. 6: Mean value of the internal forces 
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In terms of standard deviation of the resultant C, a more significant increment can be ob-
served (nearly 38 %) between the reinforcement ratios U= 1.5 % and U= 3.0 % (see figure 
7).
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Fig. 7: Standard deviation of the internal forces
As previously mentioned, an increment of the reinforcement ratio leads to a larger number 
of fibres with a stress equal to the compressive strength fc. Consequently, the standard de-
viation of C increases. An increment in the standard deviation of the distance bc is ob-
served at the same time. The coupling of the behaviour of the standard deviation of the 
resultant C and the distance bc explains the increment of the standard deviation of the con-
tribution MC to the resisting bending moment. The contribution MF of the bottom rein-
forcement is a linear function of the reinforcement area and the steel stress. While the 
reinforcement ratio U varies between 0.25 % and 3 %, the bottom steel is always yielded. 
Then, the increment of the reinforcement area leads to a linear increment of both the values 
PMF and VMF, due to the constant value of the coefficient of variation of the distribution of 
the area of the rebars. The contribution MF’ of the top reinforcement is an increasing func-
tion of the reinforcement ratio. In almost 99 % of the outcomes of the Monte Carlo simula-
tions, the top rebars are in the elastic range. The increment of the reinforcement ratio leads 
to a increment of the strain in the top rebars in order to satisfy the equilibrium of the axial 
forces acting in the cross section. Therefore, the stress in the rebars increases in absolute 
value. If the mean value of the stress in the top rebars is considered, it is noticeable that it 
increases due to the increment of the strain. On the contrary, the standard deviation is a 
decreasing function of the reinforcement ratio. The distributions of the stress in the top 
rebars are shown in figure 8. 
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Fig. 8: Stress in the top reinforcement 
The behaviour of the covariances of MC, MF and MF’ depends on the correlation coeffi-
cients and the standard deviations of the involved terms. The correlation coefficients are 
shown in figure 9. The correlation coefficient between MC and MF has a value bigger than 
0.90 when the top reinforcement is not present. Otherwise, the increment of MC is signifi-
cantly lower with respect to the increment of the contributions of the bottom and top rebars 
to the overall resisting bending moment. Hence the correlation between MC and MF de-
creases. For the same reason the correlation between MC and MF’ decreases in absolute 
value and the correlation between MF and MF’ increases.
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Fig. 9: Correlation coefficients 
Taking into account the behaviour of the standard deviations and the correlation coeffi-
cients, the covariances are shown in figure 10. The covariance Cov[MC , MF] increases due 
to the increment of the standard deviations and Cov[MC , MF’] decreases due to the incre-
ment of the standard deviations and the sign of the correlation coefficient. The term 
Cov[MF , MF’] has the same increasing behaviour of the standard deviations and the corre-
lation coefficient.
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Fig. 10: Covariances 
In the case B of the design of isostatic structures, the same values of the coefficient of 
variation VR shown in figure 3 are obtained. It can be observed in the figure 11, that the 
difference, due to the choice of the limit value of the relative depth of the neutral axis, in 
terms of mean value and standard deviation of the resisting bending moment is not signifi-
cant. In the case of the design for isostatic structures, the concrete in compression is able to 
give an higher contribution to the resisting bending moment, while a decrement in the in-
ternal force and consequently in the bending moment is observed in the top reinforcement. 
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This situation is well shown in figure 12, in terms of mean values of the contributions MC
and MF’. The same conclusion can be drawn for the standard deviation. Due to the varia-
tion of the standard deviations, a similar change in the covariances Cov[MC , MF’] and 
Cov[MC , MF’] is observed (figure 13). 
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Fig. 11: Comparison of the mean value PR and standard deviation VR
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Fig. 12: Comparison of the mean value of MC and MF’
The global resistance factor assumes values between 1.32, when U = 0.25 %, and 1.30 
when U = 3.0 %. The percentage variation is negligible. The value of JG =1.32 is proposed 
for the selected reinforced concrete section. 
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4 Conclusions
A global resistance factor for reinforced concrete beams, designed according to the Euro-
code 2, is estimated by a probabilistic approach. The global resistance factor, defined as 
the ratio between the mean value and the design value of the distribution of the resisting 
bending moment of a cross section of the structure, is related to the coefficient of variation 
VR of the distribution, the reliability index and the resistance sensitivity factor for the Ul-
timate Limit States. A probabilistic model describing the mechanical properties of concrete 
and reinforcement steel, the reinforcement area, the geometrical properties of the concrete 
section and the model uncertainty is adopted. The coefficient of variation VR is estimated 
from the statistical treatment of the outcomes of a Monte Carlo simulation. The behaviour 
of VR is explained by the analysis of the mean value and standard deviation of the contri-
butions of the concrete in compression, bottom and top reinforcements to the overall resist-
ing bending moment. The percentage variation of VR is not significant when the 
reinforcement ratio varies between 0.25 % and 3 % in both cases of hyperstatic and isostat-
ics structures. The global resistance factor assumes an approximately constant value and 
the value JG = 1.32 is proposed for the selected concrete section.  
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Probabilistic approach to the global resistance factors 
for reinforced concrete members 
Milan Holický
Klokner Institute, Czech Technical University in Prague  
Abstract: The design value of structural resistance can be determined directly 
from the mean or the characteristic value of the resistance using appropriate 
factors, called here global resistance factors. The concept of global resistance 
factors may enable non-linear structural analysis and significantly simplify the 
reliability verification of reinforced concrete structures. The submitted pro-
posal for the specification of global resistance factors is based on probabilistic 
analyses of selected reinforced concrete members (slab, beam and column). It 
appears that the global resistance factors are dependent on the type of concrete 
members and on their reinforcement ratio. Similarly defined global load factors 
are strongly dependent on load ratio of variable and total actions. The total fac-
tors of safety may be then derived as products of the global resistance and the 
global load factors. 
1 Introduction
Available European documents for the design of structures (Eurocodes) [1, 2] are primarily 
focused on structures exposed to static loads and the linear dependence between load effect 
and deformations. Then it is possible to analyse and verify structural reliability using the 
design values of basic variables. For structures with non-linear behaviour Eurocodes pro-
vide simplified rules and recommendations only. One of the general rules introduced in the 
basic document EN 1990 [1] suggests an alternative procedure for determining design re-
sistance using the characteristic value (determined from the characteristic values of basic 
variables) and an appropriate partial factor called here the global resistance factor. How-
ever, this approach may not be satisfactory in case of dynamic actions or significantly non-
linear behaviour of structures, when the mean values of basic variables including the resis-
tance need to be considered [3].
The submitted study is an extension of a previous contribution [4] that attempts to derive 
the global resistance factors for determining the design value of resistance taking into ac-
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count the general rules of EN 1990 [1] and relevant findings in other recent studies [5, 6, 7].
Similarly as in previous investigations [4, 5, 6, 7] the submitted study is based on probabil-
istic analysis of selected reinforced concrete members (slab, beam and column). The prob-
abilistic approach guarantees a compliance of derived global factors with reliability 
requirements of the new European documents [1, 2, 3]. 
 The global resistance factors are derived for two fundamental cases, when the design re-
sistance is derived from   
x the characteristic value of resistance, 
x the mean value of resistance. 
The first approach may be useful when the serviceability limit states are verified simulta-
neously, the second approach when non-linear or dynamic analysis is required.  
2 Design value of a resistance 
The New European document EN 1990 [1] gives a recommendation for determining the 
design value Rd of a resistance R. Based on the FORM reliability procedure the following 
probabilistic relationship is provided: 
Prob(R d Rd) = ) (–DRE) (1)
Here ) denotes the distribution function of standardised normal distribution, DR resistance 
sensitivity factor, for which [1] allows an approximation DR = 0.8 and E is the reliability 
index that is in common cases of structures with the design lifetime 50 years considered as 
E = 3.8 [1]. When DR = 0.8 and E = 3.8, the design resistance Rd is a fractile of R corre-
sponding to the probability
) (–DRE) ~ ) (–3.04) = 0.00118  (2) 
It is generally expected [3, 4, 5] that the resistance of reinforced concrete members may be 
described by two-parameter lognormal distribution with the lower bound at the origin. The 
design value Rd can be then approximated as  
Rd = PR exp(–DRE VR)  (3) 
where PR denotes the mean and VR the coefficient of variation VR/PR of R.
Note that the characteristic value Rk is the fractile of R corresponding to the probability 
0.05, thus 
Rk = PR exp(–1.65 VR) (4) 
Here the factor –1.65 is the fractile of standardised normal distribution corresponding to 
the same probability 0.05. Equations (3) and (4) provide a good approximation if the coef-
ficient of variation VR is small, say VR < 0.25. 
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3 Global resistance factor 
The design resistance Rd may be derived from the characteristic value Rk or from the mean 
PR of R using formulae  
Rd = Rk /JR (5)
Rd = PR /J*R (6)
where the global resistance factors JR and J*R follow from (3), (4), (5) and (6) as  
JR = exp(1.645 VR)/exp(DRE VR) = exp((DRE  1.65) VR ) ~ exp(1.39 VR) (7) 
J*R = 1/exp(DRE VR) = exp(DRE VR) ~ exp(3.04 VR) (8) 
The global factors are obviously dependent on the coefficient of variation VR that should be 
somehow estimated. However, the coefficient VR depends on the type of member and its 
reinforcement ratio. In common cases (slab, beam and column) may be expected within the 
interval from 0.1 to 0.2. In addition the characteristic and the mean value Rk and PR should 
be assessed. Approximately they may be estimated from the characteristic and mean values 
of the basic variables X describing the resistance R = R(X), thus Rk | R(Xk) and PR | R(PX)
(see an example in the following Section 4). Figure 1 shows variation of the global 
resistance factors JR a J*R with the coefficient of variation VR.
Fig. 1: Variation of the global resistance factors JR and J*R with the coefficient VR
It follows from Fig. 1 that for VR within the interval from 0.1 to 0.2 the global factor JM
varies from 1.17 to 1.26, the global factor J*R from 1.27 to 1.85. As a first approximation 
the values JR = 1.25 and J*R = 1.60 corresponding to the coefficient of variation VR = 0.15 
may be used.   
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Significance of the global resistance factors is evident from Fig. 2 assuming the lognormal 
distribution with the lower bound at the origin, the mean PR = 1 and the coefficient of 
variation VR = 0.1 and 0.2. Fig. 2 shows the corresponding characteristic and design values 
Rk and Rd of R. It should be however noted that the assumed lognormal distribution may be 
just an approximation of the actual distribution.
Fig. 2: The characteristic and design values Rk and Rd assuming a lognormal distribution of 
R and the coefficient of variation VR = 0.1 and 0.2
Figures 1 and 2 clearly indicate that the coefficient of variation VR may significantly affect 
estimation of the characteristic and design resistance. Indicative values of VR for selected 
reinforced concrete members (slab, beam and column) are shown in Fig.3.  
Fig. 3: Variation of the coefficient VR with the reinforcement ratio U
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Variation of the coefficient VR with the reinforcement ratio U is derived using probabilistic 
methods for a slab of a thickness 0.25 m, a beam of cross-section dimensions 0.30 u 0.60 
m, and a centrically loaded short column of cross-section dimensions 0.30 u 0.30 m,  con-
crete C20/25 and steel S500. An effect of model uncertainties (the coefficient of variation 
0.1) is included. 
It follows from Fig. 3 that with the increasing reinforcement ratio U the coefficient of 
variation VR decreases in the case of the centrically loaded short column (from 0.18 to 
0.15) and increases in the case of the slab or beam (up to 0.15).
4 The global resistance factor for a slab 
An example of the global resistance factor for the reinforced concrete slab assumes that the 
resistance may be expressed as
R = R (X) = KR As fy (h – a – 0,5 As fy/(bDc fc)) (9) 
The vector of basic variables X includes the coefficient of model uncertainty KR, rein-
forcement area As (the mean corresponds to the reinforcement ratio 0.01), steel strength fy,
slab depth h=0.25 m, the distance of the reinforcement centre form the surface a=0.03 m, 
slab width b (deterministic quantity 1 m), the coefficient of concrete strength Dc (determi-
nistic value Dc = 0.85) and concrete strength fc. Basic variables and probabilistic models 
taken from the previous studies [4, 5, 6] and working materials of JCSS [7] are transpar-
ently listed in Tab. 1.
Tab. 1: Probabilistic models of basic variables 
Variable Symbol Basic variables Distrib. Unit Mean St. dev. Char. v. Des. v. 
As Reinforcement area LN m
2 0.0022 0.00011 0.0022 0.0022 
fc Concrete strength LN MPa 30 5 20 13.30 
Material
proper-
ties
fy Steel strength LN MPa 560 30 500 435 
h Slab height N m 0.25 0.008 0.25 0.25 Geometric 
data a Distance  GAM m 0.03 0.006 0.03 0.03 
Model unc KR Uncertainty  N - 1.0 0.10 1.0 1.0 
Partial factors for concrete and steel are considered by recommended values in [2] as Jc = 
1.5 and Js = 1.15. It follows from Fig. 2 that the coefficient of variation VR = 0.125. The 
mean, characteristic value and the design value may be estimated from equation (9) and 
appropriate data in Table 1 as 
PR § 0.241 kNm, Rk §  0.206 kNm, Rd § 0.170 kNm (10) 
The global resistance factors JR and J*R follow from (7) a (8) or from Fig. 1 as  
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JR = exp(1.39 VR) § 1.19 (11) 
J*R = exp(3.04 VR) § 1.46 (12) 
Using the global resistance factors it follows from (5) and (6) that 
Rd = Rk /JR = 0.206/1.19 = 0.173 kNm (13)
Rd = PR /J*R=0.241/1.46 = 0.165 kNm (14)
Note that Rd determined from Rk using the global factor JR is very close to the estimated 
value (0.170 kNm) given in (9), Rd determined from µR using the global factor J*R is 
slightly more conservative than that given in (9); nevertheless, the differences are negligible. 
The probability density function of resistance R and the estimated characteristic and design 
values Rk and Rd given in equation (9) (determined using equation (9) and appropriate data  
from Tab. 1) are indicated in Fig. 4. 
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Fig.4: Probability density of R
It should be noted that the coefficient of model uncertainty KR (see Table 1) is only esti-
mated. Available information including working materials of JCSS [8] are, unfortunately, 
incomplete and inconclusive. 
5 Resistance described by three-parameter lognormal dis-
tribution
The two-parameter lognormal distribution (having the lower bound at the origin) assumed 
above for the resistance of reinforced concrete members may not be always an appropriate 
approximation. In such a case a more general three-parameter lognormal distribution, when 
the asymmetry is considered as an independent parameter, may be a more suitable theoreti-
cal model.  
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As an example, Fig. 5 shows the global resistance factors JR and J*R derived for the consid-
ered concrete members (slab, beam and column) assuming three-parameter lognormal dis-
tribution of the resistance R. The asymmetry of the distribution is obtained from the input 
data for the basic variables X (given in Tab. 1). 
Fig. 5. Variation of the global resistance factors JR and J*R with the reinforcement ratio U
assuming three-parameter lognormal distribution 
It appears that the global resistance factors JR and J*R are slightly greater than those corre-
sponding to the two-parameter lognormal distribution considered above. This increase is 
due to a lower asymmetry of the derived three-parameter distribution than the asymmetry 
corresponding to the two-parameter lognormal distribution. The differences are however 
insignificant.
Fig. 5 confirms the previous finding [4] that the global resistance factors JR and J*R are 
dependent on both, the type of reinforced concrete member and the reinforcement ratio U.
It appears that a simple approximation valid in general for all members and reinforcement 
ratios may be incorrect. The factors JR | 1.3 and J*R | 1.6 should be considered as informa-
tive estimates only.  
6 Global load factor and total factor of safety 
An anticipated extension of the concept of global resistance factor is the idea of global load 
factor and the total factor of safety (reliability). Similarly to the case of resistance, the new 
European document EN 1990 [1] gives a recommendation for determining the design value 
Ed of a load effect E. The following probabilistic relationship is provided.
Prob(E > Ed) = ) (DEE) (15)
Here ) denotes a distribution function of the standardized normal distribution, DR resis-
tance sensitivity factor, for which [1] allows approximation DE = –0.7 and E is the reliabil-
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ity index that is in common cases of structures with the design lifetime 50 years considered 
as E = 3.8 [1]. When DR = –0.7 and E = 3.8 the design resistance Ed is a fractile of E corre-
sponding to the probability
) (–DRE) ~ ) (–2.77) = 0.00309  (16) 
The permanent load is usually described by a normal distribution, variable action often by 
Gumbel distribution [3, 4, 5, 8]. The combination of actions (the total load effect) is con-
sidered here as a simple sum of one permanent load G and one variable load Q. It may be 
well approximated by three-parameter lognormal distribution. However, the resulting coef-
ficient of variation and the skewness of the load effect E are strongly dependent on the load 
ratio F of variable and the total actions defined for one permanent action G and one vari-
able action Q as
F = Qk /(Qk + Gk)  (17) 
where Gk and Qk denote the characteristic values of G and Q. As an example consider a 
permanent action G described by a normal distribution having the mean PG = Gk and the 
coefficient of variation VG = 0.1, and one variable action described by Gumbel distribution 
having the mean P = 0.8 Gk and the coefficient of variation VG = 0.3. In addition, the coef-
ficient of model uncertainty is considered by a normal distribution having the mean 1 and 
the coefficient of variation 0.05. These characteristics are listed in Tab. 2.
Tab. 2: Probabilistic models of actions 
Variable Symbol Basic variables Distrib. Unit Mean St. dev. Char. v. Des. v. 
G Permanet load N kPa Gk 0.1 Gk Qk 1.35 GkActions
Q Variable load  GUM kPa 0.8 Qk 0.24 Qk Qk 1.5 Qk
Model unc KR Uncertainty  N - 1.0 0.05 1.0 1.0 
The global load factors JE and JE of the load effect E related to the characteristic value Ek
and the mean PE are defined as
Ed = Ek /JE (18)
Ed = PE /J*E (19)
where the design value Ed of the load effect is defined by the probabilistic relationship 
given in equation (15). 
Fig. 6 shows the variation of the global load effect factor JE = Ed/Ek, JE = Ed/PE and the 
variation of the coefficient of variation VE with the load ratio F (the skewness, not indi-
cated in Fig. 6, varies within the range from 0 to 1.1). Obviously, both the global factors JE
and JE are significantly dependent on the load ratio F. Considering a practical range of the 
load ratio from 0 up to 0.8, the global factor JE varies within the interval from 1.2 to 1.4 
(the value 1.3 might be considered as an informative approximation), the factor JE varies 
within the interval from 1.3 to 1.7 (an indicative value 1.4 may be considered for the load 
ratio F around 0.4).
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The fundamental reliability conditions Ed < Rd may be expressed in terms of the character-
istic values Ek and Rk using the factors JE, JR as
Rk >JE JR Ek  (20) 
Similarly in terms of the mean values PR, PE using the factors JE, JR the fundamental ine-
quality Ed < Rd may be expressed as  
PR >J*E J*R PE (21) 
Fig. 6: Variation of the global factors JE and JE  and the coefficient of variation VE with 
the load ratio F = Gk /(Qk + Gk)
Other possible combinations of the mean and characteristic values of the resistance R and 
load effect E are obvious. The products JE JR and J*E J*R < JE JR, corresponding to the total 
factor of safety (reliability) used in one of the historical design method, may be assessed 
using both graphs in Fig. 5 and 6. However, it follows from Fig. 5 and Fig. 6 that the total 
factor of safety is dependent on the reinforcement ratio U and load ratio F and a simple 
approximation is rather difficult. 
7 Concluding remarks 
The resistance of reinforced concrete members can be well approximated by two-
parameter lognormal distribution having the lower bound at the origin. The coefficient of 
variation of the reinforced concrete members investigated here seems to be within an inter-
val from 0.12 to 0.18. The coefficient of variation is however dependent on the reinforce-
ment ratio; it increases in the case of a slab and beam (is less than 0.15), decreases in the 
case of a column (from 0.18 to 0.15).  
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Having the mean µR or the characteristic value Rk and the coefficient of variation VR of the 
resistance R, the design value Rd may be well estimated using the global resistance factors. 
In general, the type of member and its reinforcement ratio should be taken into account. As 
a first (informative) approximation the following global resistance factors may be consid-
ered: JR = 1.30 for the global factors related to the characteristic value Rk, and J*R = 1.60 
for the global factors related to the mean µR.
The global factors JE and J*E of the load effects are strongly dependent on the load ratio F
of variable and total actions. Considering a practical range of the load ratio up to 0.8, the 
global factor JE varies within the interval from 1.2 to 1.4 (the value 1.3 may be used as a 
first approximation), the factor JE varies within the interval from 1.3 to 1.6 (the value 1.4 
may be used as a first approximation). The products JE JR < J*E J*R correspond to the total 
factor of safety used in one of the historical design method.  
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Abstract: A structure’s efficiency is strongly influenced by the respective level 
of reliability. In Germany, this level is defined in DIN 1055-100 and is valid 
for all structure types in common construction. Considering that this level 
represents a compromise solution of economy and safety aspects, the question 
that arises is whether an overall requirement in reliability is adequate. In this 
paper, the optimization potential is exemplarily assessed for a concrete struc-
ture, due to different utilizations of the structure and thus different failure sce-
narios. The level of reliability is optimized and the saving potential is analyzed. 
1 Introduction
The cost effectiveness of structures depends on many parameters. One of the strongest is 
the stipulated level of reliability. A too high level leads to oversized members that cause 
unnecessary cost for the owner. This level represents a compromise between efficiency and 
safety. Therefore, an average failure scenario has been considered in the determination 
process in many codes. To assess the optimum level considering different failure scenarios, 
a structure will be designed according to the latest German design codes and then a sto-
chastic analysis is carried out to assess the member’s reliability. Subsequently, the struc-
ture is optimized on the basis of the results of the stochastic analysis. 
2 Examined Structure 
2.1 Load-carrying behaviour 
The observed structure is a concrete hall consisting of pre-cast elements. The building is 
500 m long and 35 m wide. The main load carrying element is a concrete frame composed 
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of concrete columns, single foundations and a prestressed concrete girder. The single foun-
dations of the columns act as fixed ends so that the structure is braced in this direction. The 
bracing in longitudinal direction of the structure is realized using walls. For the design ac-
cording to DIN 1045-1 [2], a distance of the frames, further referred to as “n”, of 5m is 
assumed, see Figure 1. Later, this will be the optimization parameter. Figure 1 gives an 
impression of the structure and of the cross section of the girder. 
Figure 1: Cross section of the girder and impression of the concrete frames 
The considered failure mode is flexural failure of the prestressed concrete girder. Shear 
failure is not considered due to the large shear capacity. Lateral buckling does also not be-
come decisive. 
2.2 Loads
The loads acting on the girder are summarized in Tab. 1. It has to be noticed that two dif-
ferent snow loads are considered due to different locations of the structure to assess the 
influence of the snow load. The self-weight of the girder is also a little different in both 
cases due to the different dimensions of the cross sections. In DIN 1055-4 [3], the snow 
load depends on the location of the structure in a certain snow load zone. The two loading 
cases represent snow load zone I and III. 
case I: Ap, I = 22.32 cm²; dI = 1.91 m 
case II: Ap, II = 26.04 cm²; dII = 2.14m 
35m 
500m n
C35/45
St 1570/1770 
Bst 500S 
Cross-section of the girder at 
the decisive location 
Plan view of the structure 
5th International Probabilistic Workshop - Taerwe & Proske (eds), Ghent, 2007
221 
Tab. 1: Loads acting on the girder 
XkKind of load Referred 
to as 
Case I Case II 
self-weight roof g 1.41 kN/m² 
Snow s 0.68 kN/m² 1.78 kN/m² 
self-weight girder G 13.48 kN/m 13.80 kN/m 
3 Stochastic Analysis 
3.1 Stochastic Modelling 
The random variables of the resistance are model uncertainty, material parameters 
(strength of prestressing steel and reinforcing steel, concrete compressive strength), as well 
as the dimensions (depth, concrete cover, distance of the strands). They are modelled ac-
cording to the recommendations of the JCSS [4] and SPAETHE [11]. The chosen type of 
distribution for the material parameters is lognormal due to the fact that negative values are 
not to be allowed. The chosen parameters can be taken from Tab. 2. 
The modelling of the loads acting on the girder also mostly follows the recommendations 
of the JCSS [4]. Only the snow load is modelled using a different approach. The snow load 
is influenced by the altitude, by the depth of the snow layer, by wind action and melting 
behaviour. For further information see RACKWITZ [1]. As probabilistic model, an extreme 
value distribution (type Gumbel) was used for the snow load. 
The dimensions only play a minor role in the stochastic analysis (see 3.2.2). They are also 
considered in the analysis but are not given in Tab. 2 since their influence on the failure 
probability is small in most cases. 
Tab. 2:  Stochastic model of the girder 
Parameter Mean CoV Xk Distr. Type 
Strength of prestressing steel fp 1566 N/mm² 2.6 1500 LN 
Strength of reinforcing steel fy 560 N/mm² 5.4 500 LN 
Concrete compressive strength fc 48 N/mm² 6.3 40 LN 
Model uncertainty resistance ĬR 1.1 10 1 LN 
Model uncertainty actions ĬS 1.0 10 1 LN 
Self-weight roof g 1.41 kN/m² 5 1.41 N 
Self-weight girder G 13.48; 13.80 kN/m 5 13.48; 13.80 N 
Snow load s 0.64; 1.59 kN/m² 25; 23 0.68; 1.78 Gumbel 
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Another important subject for the stochastic analysis is the limit state function. To obtain a 
practical model of the flexural failure of the girder, a stress block according to DIN 1045-1 
[2] was used. The limit state function derives to 
ĬR and Ĭs represent the model uncertainties. Considering a stress block, the inner lever z 
can be modelled only using the dimensions. This yield eq. (2). 
3.2 Results
3.2.1 Reliability Indices 
First the reliability according to DIN 1055-100 [3] was analysed. The analysis was carried 
out for the design of the structure according to DIN 1045-1 [2], i.e. the distance of the 
frames is 5m. The results of the analysis for the different loading cases can be taken from 
Tab. 3. 
Tab. 3: Reliability Indices 
Reliability Index ȕLoading Case 
1 a 50 a 
I 4.85 4.22 
II 4.36 3.68 
The target values according to DIN 1055-100 in ultimate limit state [3] are 3.8 for an ob-
servation period of 50 years and 4.7 for 1 year. The reliability indices are within an accept-
able range. In loading case I the indices are a little larger than the target values and loading 
case II they are a little smaller but still acceptable. So the girder fulfils the code require-
ments in ultimate limit state for the reference distance of the girders of 5 m. 
3.2.2 Sensitivity Values and Partial Safety Factors 
The sensitivity factors of the analysis showed that the strongest influences on the analysis 
are the model uncertainties and the snow load, see Tab. 4. The partial safety factors, calcu-
lated for the required target reliability index ȕT = 3.8 according to DIN 1055-100 [3] are 
more or less similar to the ones given in the code. The factors on the steel are close to the 
ones based on DIN 1055 [3] but the factor on compressive strength of concrete is smaller. 
The biggest difference can be seen for the factor on the snow load which is the only con-
sidered live load. It is 12 % or 42 % larger than the stipulated value of the code, respec-
tively. Considering the fact that the reliability indexes meet the code values, it can be 
estimated that the factor on compressive strength of concrete equalizes the large required 
partial safety factor on the live load. 
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Tab. 4 Sensitivity values 
sensitivity value Į
case I case II Quantity 
1 year 50 years 1 year 50 year 
Strength of prestressing steel  fp 0.15 0.15 0.11 0.13 
Concrete compressive strength fc 0.01 0.01 0.01 0.01 
Self-weight roof g -0.09 -0.09 -0.05 -0.06 
Self-weight girder G -0.18 -0.17 0.09 -0.11 
Model uncertainty resistance MR 0.63 0.65 0.46 0.55 
Model uncertainty actions ME -0.63 -0.65 -0.46 -0.55 
Strength of reinforcing steel fy 0.02 0.02 0.01 0.02 
Snow load s -0.37 -0.29 -0.75 -0.60 
Width of flange b 0.00 0.00 0.00 0.00 
Depth of girder h 0.04 0.04 0.03 0.03 
Distances of the strands ǻ -0.02 -0.02 -0.01 -0.01 
Concrete cover cnom -0.02 -0.02 -0.01 -0.02 
4 Probabilistic Optimization 
4.1 Procedure and Objective Function 
The optimization is linked to the failure scenarios. Therefore it is necessary to determine 
the scenario specific attributes. In this paper, an economic optimization is carried out, con-
sidering economic parameters as e.g. interest rate and costs due to reconstruction and fa-
talities. The target of the optimization is cost reduction in terms of saving of concrete 
frames.  
Furthermore, the failure scenario has to be defined by a probability tree to assess the prob-
ability of the failure consequences. The probabilities in the probabilities trees have been 
estimated on basis of literature research.  
The objective function is supposed to include all influencing parameters. The target is to 
find the optimum solution considering economic aspects. Therefore interest rates have to 
be considered. ROSENBLUETH and MENDOZA [9] formulated an equation that is used as 
basis for the optimization, see eq. (3).  
In this equation, B(p) is the benefit derived from a structure, C(p) is the structural cost and 
D(p) is the risk. In this case, the risk is defined as the total cost, explained later in the pa-
per, in case of failure multiplied by the probability of failure. p is the parameter of the op-
timization. Here, it is the distance of the concrete frames. This means that a change in this 
parameter will result in a larger or smaller number of concrete frames and so directly in 
increased or reduced structural cost. 
It is essential to consider the fact that the optimization is done for a future event. So, the 
decision whether the structure will be built takes place at t = 0 considering a failure in the 
       pDpCpBpZ  (3)
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future. The following approach using a continuous interest rate has proven to be sufficient 
in the past, eq. (4). 
  > @stexpt J G (4)
If an annual interest rate Ȗ’ is defined, the interest rate has to be converted using eq. (5). 
 Jc J 1ln (5)
Further, the risk D(p) has to be analyzed. In case of failure, a large number of different 
reasons for costs appear. Assuming a reconstruction of the structure after failure, they can 
be divided into the cost of the reconstruction C*(p) and the indirect cost H. The latter is 
difficult to define. It can be calculated by eq. (6).
¦  ii KpH (6)
Where pi are the probabilities of the event on the observed level of the probability tree and 
Ki are the corresponding costs. Under the assumption of C*(p) § C(p), RACKWITZ [8] gives 
the following objective function for the case of reconstruction. 
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If a reconstruction is considered, the time span of the reconstruction has to be taken into 
account. Therefore, RACKWITZ [8] introduced the factor Aw.
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Where E[TS] is the service life of the structure and E[TW] is the reconstruction time. The 
factor has to be applied on the benefit and on the risk due to the fact that the structure can 
neither fail nor produce benefit during reconstruction time. Including eq. (4) and eq. (8) in 
eq. (7), modelling the failure rate by a Poisson Process with intensity Ȝ and considering 
constant benefit leads to the final objective function, eq. (9). 
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4.2 Approach to Assess Fatalities 
The failure cost H in eq.(6) depends on the factor Ki. This factor represents the failure cost 
for a single failure scenario. To assess the optimal level of reliability, it has to include the 
cost due to fatalities. While an attempt at finding a model for the monetary assessment of 
fatalities may seem unwarranted, it is absolutely necessary to consider fatalities in an eco-
nomic optimization. Fatalities do not only cause direct cost, such as insurance or funeral 
cost, but also the damage to the national economy is large due to the fact that the deceased 
will not pay taxes or be of use to the society. LIND [6] gives an approach to assess the con-
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sequences to national economy due to a fatality. This approach was extended by 
NATHWANI, LIND und PANDEY [7]. The defined factor that regards social conditions is 
termed, the so called Life Quality Index. It includes three major factors: the gross national 
product per capita, the average expectation of life and the percentage of time that a person 
spends to earn a living. Based on this factor, SKJONG and RONOLD [10] developed a model 
that calculates the Implied Costs of Averting a Fatality, further referred to as ICAF. If it is 
assumed that the victims of structural failure averagely reached the half their life expec-
tancy and produce the average gross national product per capita, ICAF can be calculated 
from eq. (10). 
4
 
q
eg
ICAF (10)
Where g is the gross national product per capita, e is the expectation of life. The factor q is 
the percentage of time that people need to earn their living is estimated to be approx. 18% 
for western industrial nations according to RACKWITZ [1]. The failure costs due to fatalities 
can be calculated from eq. (11) where Nf is the number of persons in the building at the 
time of failure. However, because not every individual will be a fatality, the factor k repre-
sents the percentage of fatalities. Reference values for k can be taken from Tab. 5. Here, Hf
was calculated to 1.2 Mio. € per fatality (k = 0.5). 
ICAFNkH ff  (11)
Tab. 5 Reference values for the factor k according to Rackwitz [8] 
Kind and reason of failure k [-] 
Earthquake 0.01-1.0 
Avalanche, rockfall, blast, impact etc. 0.01-1.0 
Floodings, storms 0.0001-0.01 
Sudden structural failure in recreational areas 0.1-0.5 
Fire in structures 0.0005-0.002 
Fire in car tunnels 0.01-1.0 
4.3 Optimization Results 
4.3.1 General Assumptions 
All analyses were done with an annual true interest rate of Ȗ’ = 3%. The recommendations 
in the literature scatter from 2% to 5%. Furthermore, the structural cost C(p) must be 
noted. This value is not constant because it depends on the number of concrete frames. The 
structural cost C(p) can be calculated using eq. (12). 
int)( CC
n
l
pC frame  (12)
Where Cframe is the cost of one concrete frame (columns, foundations, girder, transport and 
installation), Cint is the cost of the interior fitting, l is the length of the structure and n is the 
distance of the frames. Cframe was calculated based on data of pre-cast concrete elements 
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manufacturers; it equates to 12,000 €. The following analyses were done for a service life 
(observation period) of ts = 50 years and a reconstruction time of 1.5 years. 
4.3.2 Classification of the Scenarios 
To classify the risk of a failure scenario, JCSS [5] gives a criterion, defined as follows. 
)(
)(
)(
pC
HpC
pf
 (13)
Also, reference values are given. Structures with a value f(p) smaller than 2 suggests that 
the risk is small. For 2 < f(p) < 5, the risk is considered to be average. A high risk is given 
in cases of 5 < f(p) < 10. For larger values of f(p), an exact cost-benefit analysis should be 
carried out according to the JCSS [5]. In the following, the values of f(p) for the different 
scenarios corresponds to the reference distance of the concrete frames of 5m due to the fact 
that f(p) depends on the failure probability and the distance of the frames. 
4.3.3 First Scenario: Print Shop 
The first scenario corresponds to the use of the structure as a print shop. It is assumed that 
there is a maximum number of 4 persons working in the print shop at the same time. In 
case of failure, substitute machine rentals during the reconstruction time have to be consid-
ered. In this scenario, f(p) equals 1.0. So, the risk can be considered as small. Figure 2 
gives the impression of the objective function Z(p). As it can be seen from eq. (3), the ris-
ing parts are governed by the benefit while the falling parts are governed by the risk. The 
optimization result is the distance of the girders for the maximum value of the objective 
function.
Tab. 6 Parameters of the first scenario 
Parameter Cost in Mio. € 
Annual benefit 1.0 
Retrieval of printing machines 20.0 
Rent of printing machines during reconstruction time 7.5 
Cost of interior work 2.5 
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Figure 2: Objective function for the first scenario with loading case II 
The optimized distance of the girders is 6.9m in loading case I and 5.9m in loading case II. 
This corresponds to a number of 27 and 15 concrete frames saved. Considering the cost for 
a frame this leads to a saving of 324,000 € and 180,000 €, respectively. It has to be men-
tioned again that just the influence of the snow load yield a difference of 144.000 € in the 
optimization results. As another result, the risk H corresponding to the optimized distances 
of the beams can be compared. In loading case I, H equals 13.9 Mio.€ and D(p) in eq. (3) 
becomes 9,780 €. In loading case II, H is 14.0 Mio. € and D(p) equals 12,600€. The opti-
mum structural cost C(p) is 3.38 Mio.€ in loading case I and 3.52 Mio. € in loading case II. 
The optimum can be found where the minimum of the sum of C(p) and D(p) is reached, eq. 
(7).
  min)(   pDpC (14)
4.3.4 Second Scenario: Furniture Market 
This scenario represents the worst failure consequences. The parameters used were con-
verted from data of a big furniture company. The maximum number of people in the build-
ing at the time of failure is 615. Opening times and holidays have been regarded, as well as 
the goods in stock and in the exhibition. Here, f(p) equals 17.2, so this is a structure with 
very high risk. This scenario considers the largest risk. Therefore, the optimization poten-
tial is smaller than in the other cases. In loading case II, the optimized distance of the gird-
ers equals nref = 5.0m. In loading case I, the optimization result is 5.7m. This leads to a 
saving of 144,000 € in the case of minor influence of the snow load. The corresponding 
risk H for the optimized distances of the beams is 132.2 Mio. € in loading case I. Multiply-
ing with the failure probability, this yield D(p) = 8,860 €. For loading case II, H equals 
132.2 Mio. € and D(p) becomes 15,200 €. The risk H is similar because the risk is gov-
erned by the costs due to fatalities. Therefore, the change in structural cost does not affect 
the risk H significantly. 
Max Z(p)
nopt = 5.9m 
nopt [m] 
Z
(p
) 
[M
io
. €
] 
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Tab. 7 Parameters of the second scenario 
Parameter Cost in Mio. € 
Annual benefit 3.3 
Value of goods in the building at the time of failure 30.0 
Cost of interior work 6.5 
4.3.5 Third Scenario: Ice Rink 
The last scenario represents medium failure consequences. The maximum number of peo-
ple in the building at the failure is 250. In this case, f(p) = 4.4. The risk can be classified as 
average according to JCSS [5]. Opening times were considered in the probability tree. It 
has to be mentioned that the structure’s commercial area is very large and so the maximum 
number of persons in the structure, calculated using the number of persons per m² of a typi-
cal ice rink, is also large. 
Tab. 8 Parameters of the third scenario 
Parameter Cost in Mio. €
Annual benefit 1.0 
Cost of interior work 5.0 
Due to the fact that this scenario ranges between the print shop and the furniture market 
concerning the risk, the optimization result is expected to be in between the results of the 
previous scenarios. In the first loading case, the result is 6.5 m; in loading case II it is 
5.5 m. This corresponds to a saving potential of 23 and 9 concrete frames, respectively. To 
express it in a monetary way, 276,000 € in loading case I and 108,000 € can be saved to 
obtain the most economic result. The corresponding risk H for the optimized distances of 
the beams is 27.3 Mio. € in loading case I. This yield D(p) = 9,380 €. For loading case II, 
H equals 27.5 Mio. € and D(p) becomes 10,600 €. 
4.4 General Results 
4.4.1 Sensitivity of the Model 
A parameters study showed that only a small number of parameters significantly influ-
enced the optimization results. A short summary is given by Tab. 9. The parameters were 
varied up to 10 %. If a parameter’s sensitivity is classified as minor, the optimization result 
changed less than 3 %. It is found that the only major influences are the annual interest rate 
and the failure probability i.e. the stochastic model of the girder. 
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Tab. 9 Qualitative statements concerning the model’s sensitivity 
Parameter Sensitivity 
Changes in the probability tree minor 
Annual interest rate Ȗ’ major 
Percentage of fatalities k negligible 
Failure probability Pf major 
Cost of a frame Cframe minor 
ICAF negligible 
4.4.2 Optimized Reliability Index 
The optimized reliability indices for different annual interest rates in loading case II (large 
snow load) can be taken from Figure 3. It can be detected that the larger the interest rate is, 
the larger the optimized reliability index becomes. This is logical since in case of small 
interest rates, the benefit due to the interest is small and so the risk is dominating the objec-
tive function. This also explains the strong exponential behaviour for small interest rates 
because the exponential interest rate governs the optimization. It also can be seen that the 
optimized reliability indices are smaller than the stipulated ones according to DIN 1055 
even for small interest rates. In loading case I, the optimized reliability indices are in every 
case smaller than in loading case II. 
4.4.3 Saving Potential 
Due to the fact that the distance of the concrete frames is optimized and so the number of 
frames changes, the saving potential is the difference between the structural cost for a ref-
erence distance of the frames of 5 m and the structural cost for the optimized distance. As 
mentioned in the previous paragraph, the major influence is the annual interest rate. There-
fore, this is taken as the main parameter for the following analyses. 
Figure 4 shows the relation between the saving potential and the interest rate for loading 
case II (large snow load). It can be seen that the interest rate alone can change the result 
from saving to more expensive solutions. As it can also be seen from Figure 4, the saving 
potential already starts to leave the negative for interest rates larger than 1 % in cases of 
minor risk (print shop) and 3 % in case of major risk (furniture market). 
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Figure 4 Saving potential depending on the annual interest rate for loading case II 
5 Summary
In this paper, a probabilistic optimization of a concrete structure is carried out to show po-
tentials of probabilistic optimization methods. The considered limit state is flexural failure 
of the main load-carrying member, a concrete frame with a prestressed concrete girder, 
columns and single foundations. In the first step, the girder is designed according to the 
latest German standard. Then a stochastic analysis is conducted. It is shown that the target 
reliability indices according to DIN 1055-100 are reached. The optimization is done focus-
sing on economic parameters, such as interest rates, benefit, structural cost and costs due to 
fatalities, for three different failure scenarios. Subject of the optimization is the distance of 
the fames. It is shown that the optimum distance of the girders is larger than according to 
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DIN 1045-1 and so the optimized reliability is smaller than the target values. Thus, signifi-
cant saving potential is found. The strong influence of the snow load is also shown. Even 
in case of large risk, saving potential up to 23 % of the structural cost compared to the code 
design is found. Because of these results, probabilistic optimizations methods are recom-
mended for special structures with large structural cost. Dividing the required level of reli-
ability depending on the kind and use of a structure seems to be reasonable as long as risks 
are small. 
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Estimation of concrete strength from small samples 
Milan Holický, Karel Jung & Miroslav Sýkora 
Czech Technical University in Prague, Klokner Institute 
Abstract: Statistical procedures for estimating concrete strength from small 
samples provided in the new European document EN 13791 (2007) are differ-
ent from those accepted in material independent Eurocode EN 1990 (2002). 
Differences between these two approaches are not negligible and appear to be 
important particularly for assessment of existing structures. The characteristic 
values (5% fractiles) of concrete strength determined in accordance with EN 
13791 are systematically greater than values obtained using EN 1990 proce-
dure. The differences increase up to 8 MPa with decreasing number of tests. 
Moreover, according to EN 13791, the variation of the characteristic strength 
with number of tests results is discontinuous. Thus, it is desirable to harmonise 
the procedures given in EN 13791 for determining compressive concrete 
strength with those provided for any material in EN 1990. 
1 Introduction
A traditional task of estimating concrete strength using small samples has recently been 
discussed in connection with the new European document EN 13791 [2] published in 
January 2007. The document is intended for new as well as existing concrete structures. 
However, statistical procedures provided in the document seem to be rather different from 
those given in material independent Eurocode EN 1990 [3], which is consistent with ISO 
12491 [6], ISO 13822 [7] and ISO 2394 [8]. 
Differences between EN 13791 [2] and EN 1990 [3] are not negligible and appear to be 
important particularly in case of assessment of existing structures, for which estimation of 
material properties from limited data is an important and sensitive task. Moreover, repair 
and upgrading of existing structures is becoming more and more frequent construction ac-
tivity of increasing economic significance. Therefore, assessment of existing structures is 
treated in the recent document ISO 13822 [2], which refers to ISO 2394 [8] and ISO 12491 
[6]. Statistical procedures given in these ISO documents are consistent with the rules pro-
vided by EN 1990 [3]. Taking this into account, the inconsistency of EN 13791 [2] and EN 
1990 [3] is obviously an urgent topic.
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The question arising out of this situation is clear: which of these two different procedures 
should be accepted and used in practise? 
Procedures in both the documents EN 13791 [2] and EN 1990 [3] are analysed using the 
sampling theory described in ANG and TANG [1] and ISO 12491 [6] in conjunction with a 
simulation technique. Normal distribution of the population of concrete strength is consid-
ered only. However, similar results may be obtained for a two-parameter lognormal distri-
bution. To illustrate differences between the procedures, a representative population of test 
results having the mean 30 MPa and the standard deviation 5 MPa (common characteristics 
of concrete in accordance with JCSS [10]) is considered in numerical simulations. It is 
emphasized that test results are considered to be statistically independent which may be a 
realistic assumption in assessment of existing structures. In case of compliance control of 
concrete, autocorrelation between consecutive test results may occur and should be then 
taken into account as indicated by TAERWE [11,12]. 
2 Estimation of the characteristic strength in EN 1990 
In accordance with the Annex D of EN 1990 [3] (see also GULVANESSIAN and HOLICKÝ
[5], ISO 12491 [6] and ISO 2394 [8]), the characteristic in-situ compressive strength fck,is
may be determined from n tests results using the prediction method, ISO 12491 [6] (in EN 
1990 [3] the prediction method is referred to as “Bayesian procedures with vague prior 
distributions”).
fck,is = fm(n),is (1– kn u V)  (1) 
with kn Coefficient obtained from Tab. 1 
V Coefficient of variation 
fm(n),is The mean of test results 
Tab. 1:  Values kn for the 5% characteristic value 
N 1 2 3 4 5 6 8 10 20 30 f
V known 2.31 2.01 1.89 1.83 1.80 1.77 1.74 1.72 1.68 1.67 1.64 
V unknown – – 3.37 2.63 2.33 2.18 2.00 1.92 1.76 1.73 1.64 
The terminology and symbols defined in EN 13791 [2] are accepted here. Note that the 
characteristic value fck,is given by equation (1) may be affected by various conversion fac-
tors Kd not included in this study to simplify the analysis. 
The coefficient kn in Tab. 1 for the known coefficient of variation V is given as 
kn = u0.05 (1 + 1/n)
0.5   (2) 
with u0.05 Fractile of the standardized normal distribution for 
the probability 0.05 
When the coefficient of variation V is unknown, the sample standard deviation s (or sample 
coefficient of variation v) shall be used. The coefficient kn then becomes in accordance 
with ISO 12491 [6] 
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kn = t0.05 (1 + 1/n)
0.5   (3) 
with t0.05 Fractile of the t-distribution for the probability 0.05  
Similar expressions are valid for fractiles corresponding to any probability, for example to 
the probability 0.001 when a design value of a material property is estimated. As indicated 
by GULVANESSIAN and HOLICKÝ [5], the prediction method accepted for fractile estimation 
in EN 1990 [3] corresponds approximately to the classical coverage method with the con-
fidence level 0.75 (as described in ISO 12491 [6]). 
3 Estimation of the characteristic strength in EN 13791 
3.1 Approach A 
EN 13791 [2] distinguishes statistical procedures for 15 and more test results (Approach 
A) and for 3 to 14 test results (Approach B). When the characteristic in-situ compressive 
strength fck,is is estimated from n = 15 or more test results (Approach A), fck,is is equal to the 
lower of two values obtained from the following expressions  
fck,is = fm(n),is – k2 u s
fck,is = fis,lowest + 4 
 (4) 
with k2 Coefficient provided by national provisions, if no 
value is given, then k2 = 1.48 
s Standard deviation of test results
fm(n),is The mean of test results 
fis, lowest The lowest test result 
The coefficient k2 is further considered as k2 = 1.48. The sample standard deviation should 
be considered not lower than 2 MPa. 
3.2 Approach B 
When 3 to 14 test results are available (Approach B), the characteristic strength fck,is is es-
timated as the lowest value obtained from  
fck,is = fm(n),is – k
fck,is = fis,lowest + 4 
 (5) 
with k Margin associated with small numbers n of tests
The additive margin k in the first equation (5) is given in Tab. 2 for selected intervals of n.
Obviously, the approaches A and B given in EN 13791 [2] for concrete compressive 
strength (similar to those accepted in EN 206-1 [4] for conformity criteria) differ from a 
general procedure provided in EN 1990 [3] valid for any material including the compres-
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sive concrete strength. The following analysis is focused on a quantitative comparison of 
both the methods and on prediction of possible differences that might occur in practice. 
Tab. 2:  The margin k associated with small number of test results n
The stepwise margins k cause a discontinuity in variation of the strength estimates with the 
number of test results n.
4 Comparison of EN 13791 and EN 1990 
4.1 Approach A 
A simple comparison between EN 13791 [2] and EN 1990 [3] follows from equation (1) 
and the first equation (4) provided that the first equation (4) is decisive. The expected dif-
ference E('fck,is) between the characteristic values given by equation (4) and (1) is simply
E('fck,is) = (– 1.48 + kn) u E(s) = (– 1.48 + kn) u c u V  (6) 
Here E(s) denotes the expected sample standard deviation, Vis the standard deviation of 
population and constant c (denoted in the quality control literature by c4) is given by 
WADSWORTH [13] as
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Consider the lowest sample size n = 15 of the Approach A in EN 13791 [2]. It follows 
from Tab. 1 or equation (3) that kn = 1.82 is applied in equation (1). If the standard devia-
tion of a population is V = 5 MPa, then the expected difference (6) becomes E('fck,is) = 
1.67 MPa. However, in few cases the second equation (4) is decisive and, consequently, 
the expected difference slightly decreases, E('fck,is) | 1.6 MPa. This may be easily verified 
by simulations of test results indicated in Fig. 1.
Fig. 1 shows results of 100 simulations of samples of test results of the size n = 15 from a 
population having the mean 30 MPa and standard deviation 5 MPa (somewhat high coeffi-
cient of variation 0,17). It follows that the expected difference E('fck,is) of the indicated 
simulation is 1.57 MPa. Note that in two cases (samples number 67 and 73) the character-
73 to 6 
67 to 9 
510 to 14 
kn
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istic value predicted using EN 13791 [2] is lower than the corresponding value determined 
using EN 1990 [2]. In these cases, the second equation (4) leads to the lower value than the 
first equation (4). It should be mentioned that for the number of tests greater than 15, the 
difference between the characteristic values 'fck,is slightly decreases.  
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Fig. 1: The characteristic strength fck,is derived from simulated samples of the size n = 15
taken from the population having the mean 30 MPa and standard deviation 5 MPa 
4.2 Approach B
Comparison of the approach B of EN 13791 [2] and EN 1990 [3] is based on a simulation 
technique only. Fig. 2 shows results of 100 simulations of samples of the size n = 7 taken 
from the population of test results having the mean 30 MPa and standard deviation 5 MPa. 
The expected difference E('fck,is) is 4.02 MPa as indicated in Fig. 2, thus more than two 
times greater than for n = 15. Note that in several cases (for example sample 6) the charac-
teristic value predicted using EN 13791 [2] is lower than the corresponding value deter-
mined using EN 1990 [3]. 
4.3 Variation of the expected characteristic strength with the number 
of tests 
Variation of the expected characteristic values determined using EN 13791 [2] and EN 
1990 [3] with the number of tests (sample size) n is shown in Fig. 3. Simulation of samples 
having different sizes n (number of simulations from 1 000 up to 10 000 for each n) based 
on equations (4) and (5) is used in case of EN 13791 [2]. Both simulation technique and 
analytical approach using directly expressions (1) and (3) are applied in case of EN 1990 
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[3]. A population of concrete strength having the mean 30 MPa and standard deviation 5 
MPa is considered again to illustrate different procedures.
23,83
19,81
4,02
-5
5
15
25
35
EN 13791
EN 13791 – EN 1990
fck,is [MPa]
Simulation sequence
EN 1990
0 10 20 30 40 50 60 70 80 90 100
Fig. 2: The characteristic strength fck,is derived from simulated samples of the size n = 7
taken from the population having the mean 30 MPa and standard deviation 5 MPa 
It follows from Fig. 3 that the characteristic in-situ strength fck,is determined using the pro-
cedure given in EN 13791 [2] is systematically greater than the corresponding values de-
rived in accordance with EN 1990 [3]. Moreover, fck,is determined using the procedure 
given in EN 13791 [2] is even greater than the theoretical 5% fractile of the population 
shown in Fig. 3 by the dashed line (21.78 MPa is the limit value for an increasing number 
of test results n).
Fig. 3 also shows the discontinuity of the expected characteristic strength derived in accor-
dance with EN 13791 [2] for n < 15. For n = 14 the expected difference E('fck,is) suddenly 
increases by about 1.5 MPa. This alarming and illogical increase of the characteristic 
strength is due to the discontinuity of Approach B provided in EN 13791 [2] (as described 
above by equation (5) in conjunction with the stepwise margins k given in Tab. 2). Note 
that for very small numbers of test results n = 3, 4 and 5, the expected difference E('fck,is)
increases up to almost 8 MPa. 
It is interesting to note that Fig. 3 also indicates estimates of the characteristic value (sam-
ple 5% fractiles) obtained by the classical coverage method (described e.g. in ISO 12491 
[6] and ISO 3207 [9]) assuming the confidence levels 0.75 and 0.90. These estimates are 
obviously conservative as compared with those obtained by the prediction method ac-
cepted in EN 1990 [3]. It also follows from Fig. 3 that the confidence level of the predic-
tion method is about 0.75, however for n > 5 decreases below 0.75. 
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Fig. 3: Variation of the expected characteristic value with number of tests n derived from 
samples taken from the population having the mean 30 MPa and standard deviation 5 MPa 
5 Conclusions
The new European document EN 13791 [2] provides operational rules for estimation of the 
characteristic compressive strength of concrete that are different from those provided by 
material independent Eurocode EN 1990 [3]. The following conclusions are drawn from 
the analysis of the population with the mean 30 MPa and standard deviation 5 MPa. 
x The characteristic values determined in accordance with EN 13791 [2] are system-
atically greater than values based on the procedure given in EN 1990 (for number 
of tests from 6 up to 14 commonly by 3 MPa). 
x The differences between the approaches increase up to 8 MPa with a decreasing 
number of test results.  
x According to EN 13791 [2] the variation of the characteristic values with the num-
ber of tests is discontinuous.
x In case of assessment of existing structures, it is recommended to use the procedure 
given in EN 1990 [3]. 
x Harmonisation of the procedure given in EN 13791 [2] for determining concrete 
strength with the statistical technique provided in material independent EN 1990 
[3] is desirable. 
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Conformity control of concrete
based on the “concrete family” concept 
Robby Caspeele & Luc Taerwe 
Magnel Laboratory for Concrete Research, 
Faculty of Engineering, Department of Structural Engineering, 
Ghent University, Belgium 
Abstract: This paper describes how the concept of concrete families can be 
used for the conformity control of concrete strength. The principles of the con-
cept are explained and an original probabilistic evaluation is introduced. A pa-
rameter evaluation approach is explained and the guidelines and conformity 
criteria for concrete families in EN 206-1 are discussed.
1 Introduction
Concrete factories are asked to supply a very wide range of concrete mixes, with different 
strengths, consistencies, admixtures, aggregate sizes, etc. As a result of this largely differ-
entiated request, a plant does often not produce enough of certain concrete mixes in order 
to apply the conformity criteria applicable to an individual concrete according to EN 206-
1. The family concept allows to obtain a sufficiently high number of strength results and 
allows a more continuous control of the production process and consequently a more rapid 
detection of significant changes in quality level.
2 The “concrete family” concept 
2.1 Principles 
Concretes that can be reliably related to each other can be grouped into families and the 
combined data from the family can be used for conformity control. As a suitable starting 
point for a basic family description, the following guidelines are available [6]:
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x Cement of one type, strength class and source 
x Similar aggregates 
x Concretes with or without a water reducing/plasticizing admixture 
x Full range of slump classes 
x Concretes of a few strength classes 
Furthermore, concretes containing a Type II addition (i.e. a pozzolanic or latent hydraulic 
addition) or a high range of water reducing/superplasticizing, retarding or air entraining 
admixtures should be put into a separate family or treated as an individual concrete [6].
In order to check whether the concrete production complies with the specified properties, 
conformity criteria are used. For the application of the family concept, the strength results 
of the family members are transposed into an equivalent value of a reference concrete, 
which is most often the member with the highest number of test results or the concrete type 
closest to the average strength of the family [1]. This larger group of transposed data is 
then used to check the conformity criteria for the compressive strength.  
Theoretically, this procedure leads to a smaller consumer’s and producer’s risk in compari-
son to the conformity control of individual family members with less data [8,9,13], because 
a higher number of test results can be used to perform the conformity control. However, an 
additional uncertainty is introduced, which is related to the transformation relation between 
the strength results of family members and the reference concrete. 
2.2 Transformation methods 
In order to transform the test results of the family members to test results of the reference 
concrete different transformation methods can be used. In [3] the following methods are 
mentioned: 
x Strength method based on a straight-line relation between strength and W/C ratio 
x Strength method based on a proportional effect 
x W/C ratio method for transposing data 
The last two methods are not frequently used [7]. In the first method the difference in 
strength between the specified characteristic strength of the family member and each indi-
vidual strength result is determined and this difference is then applied to the characteristic 
strength of the reference concrete to obtain the equivalent strength [3]. This yields equation 
(1), which can be translated into the transformation rule formulated in equation (2).  
referenceckimembercki fxfx ,,  
  (1) 
5th International Probabilistic Workshop - Taerwe & Proske (eds), Ghent, 2007
243 
 memberckreferenceckii ffxx ,,    (2) 
with ix  the transposed (or equivalent) test result 
ix  the original test result of the family member 
Some examples of the application of the concrete family concept in practice can be found 
in [1, 5, 7]. 
2.3 Advantages and disadvantages of the family concept 
By using the family concept, concrete producers are able to check conformity on a higher 
number of concrete mixtures, which is both in the benefit of the producer and the con-
sumer. The producer can improve the quality of his product and is able to detect changes in 
his production more rapidly. The consumer, for his part, gets a higher assurance of the 
quality of the obtained product.
There exists however also a disadvantage in using the family concept. Since the test results 
of the different family members are combined and tested together, “bad” test results can be 
masked by “good” test results. This concern is one of the main objections for using the 
family concept in practice, because it could be used to disguise “bad” production. Cur-
rently, the conformity criteria for concrete families in EN 206-1 do not exclude this prob-
lem, as will be shown further in this paper. 
3 The probability of acceptance and the AOQL concept 
3.1 The m-dimensional Pa-function
The specified characteristic strength ckf , used in design and production, corresponds to the 
5%-fractile of the theoretical strength distribution of the considered concrete class. In prac-
tice, however, the fraction below ckf  will be lower or higher than 5%. This fraction is 
called the fraction defectives > @ckfXP d T , with X the compressive strength, considered 
as a random variable. The probability that a concrete lot – characterized by a fraction de-
fectives T  – is accepted with a certain conformity criterion, is called the probability of 
acceptance aP . The function  TaP  is called the operating characteristic (OC-curve) of the 
criterion and allows to visualize the discriminating capacity of the criterion in order to dis-
tinguish “good” from “bad” production. In the case of a concrete family consisting of m
family members – each characterised by a number of test results jn , a known specified 
characteristic strength jckf ,  and an unknown fraction defectives jT  – the probability of 
acceptance of the complete family becomes a m-dimensional surface  maP TTT ,...,, 21 .
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Let us for example first consider the individual criterion (3).
VO0, t refckn fx  (3) 
With nx  the sample mean of the transposed test results 
0O  a parameter 
V  the standard deviation (supposed to be known) 
When the transformation of the test results is performed according to (2) and all family 
members are supposed to have the same standard deviation VVVV     m...21 , it can 
be shown that the exact probability of acceptance is given by equation (4), assuming a 
normal strength distribution. This aP
~  is the probability of acceptance of all (transposed) 
test values, resulting from the accepted family members and as such, it is a function of the 
m parameters mTT ,...,1 .
   > @021 ~,...,,~ OTTT T ) unP ma  (4) 
With ¦
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As an example this surface is illustrated in Fig. 1 for a concrete family with 2 members 
(the reference concrete and 1 other member), a parameter 48.1 O  and a test sample con-
sisting of 10 samples for the reference concrete and 5 samples for the transformed family 
member.  
Fig. 1: Example of the probability of acceptance  21 ,~ TTaP  for a concrete family of 2 
members with parameters 101  n , 52  n  and 48.1 O
Let us now consider the case where besides (3) also a criterion of type (5) is used to check 
each concrete family member individually. 
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VOiickin fx t ,,  (5) 
with inx ,  the sample mean of the original test results of the
            family member 
iO  a parameter 
V  the standard deviation (supposed to be known) 
The calculation of the global probability of acceptance aP  becomes more complex since 
criterion (3) is not independent from the criteria of type (5). The exact calculation of aP  is 
complicated and uses Monte-Carlo simulation techniques. However, when the dependency 
of the criteria is neglected, a lower bound for aP  can be derived under the same assump-
tions as mentioned before, which leads to (6).  
   > @  > @
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This global probability of acceptance is related to the total population, consisting of all 
potential family members, including those which do not satisfy (5). 
3.2 Parameter evaluation based on the AOQL concept 
In order to make a parameter selection or evaluation without arbitrary assumptions, the 
AOQL concept (Average Outgoing Quality Limit) can be used [4,9,10,13]. The limit of the 
average outgoing quality AOQ of a certain family member is set to 5%, corresponding to 
the definition of the characteristic strength. If jT  is the incoming quality of the j-th family 
member, equation (7) has to be checked for each family member. 
^ `   05.0,..,,,...,:,...,1 111 d  jmjjjaPmj TTTTTT  (7) 
Equation (7) formulates that on average, no more than 5% of the population of each family 
member, that passes the conformity criteria, is lower than the specified characteristic 
strength of that member.  
Based on (7), for each member it thus has to be checked if the conditional probabilities of 
acceptance  mjjjaP TTTTT ,..,,,..., 111   remain lower than a boundary curve defined by the 
AOQL   05.0  jjaP TT , as can be seen in Fig. 3 for 2 m . The values of aP  have been 
obtained by Monte-Carlo simulation as mentioned in section 3.1. 
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4 Discussion of the EN 206-1 criteria for concrete families 
4.1 EN 206-1 criteria 
In the current standard EN 206-1, 3 conformity criteria for compressive strength are men-
tioned for the continuous production control of concrete families. Criterion 1 and 2 are 
indicated in Tab. 1. Criterion 1 checks the conformity of the group mean (based on the 
transposed test results), while criterion 2 is a minimum value criterion that needs to be ap-
plied on each individual (non-transformed) test result. To confirm that each individual 
member belongs to the family, the mean of all non-transposed test results for a single fam-
ily member must be assessed against criterion 3 [2], described in Tab. 2. The derivation of 
the parameters for criterion 3 can be found in [3], and is based on a 99% confidence inter-
val and an assumed standard deviation MPa5 V  for the family members. 
Tab. 1:  Criterion 1 and 2 for continuous production according to EN 206-1 [2] 
Number “n” of test results 
for compressive strength in 
the group 
Criterion 1 
Mean of “n” results (fcm)
for the group [N/mm²] 
Criterion 2 
Any individual test result (fci) for a 
single family member [N/mm²] 
15  fck + 1.48V  fck í 4 
Tab. 2:  Criterion 3 according to EN 206-1 [2] 
Number “n” of test results 
for compressive strength for 
a single concrete 
Criterion 3 
Mean of “n” results (fcm) for a single 
family member [N/mm²] 
2
3
4
5
6
 fck í 1.0 
 fck + 1.0 
 fck + 2.0 
 fck + 2.5 
 fck + 3.0 
For the application of criterion 1 V  has to be estimated on the basis of at least 35 consecu-
tive transposed strength values taken over a period exceeding three months and which is 
immediately prior to the production period during which conformity is to be checked [2]. 
This V  value may be introduced in criterion 1 on condition that the sample standard devia-
tion of the latest 15 transposed results ( 15s ) does not deviate significantly from V . This is 
considered to be the case if (8) holds, which is the 95% acceptance interval. If (8) is not 
satisfied, a new estimate of V  has to be calculated from the last available 35 test results. 
VV 37.163.0 15 dd s  (8) 
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4.2 Analysis of a concrete family with 2 members 
In the case of a concrete family with 2 members – a reference concrete (indicated with ‘1’) 
and a second member (indicated with ‘2’) – the criteria mentioned in 4.1 can be written in 
the form of the compound criterion (9). 
°
°
°
¯
°
°
°
®
­
t
t
t
t
t
4
4
48,1
2,min,2
,min,1
2,22,2
1,2,1
,15
ck
refck
ckn
refckn
refck
fx
fx
kfx
kfx
fx V
 (9) 
with ik ,2  according to Tab. 2 with inn  
V  satisfying equation (8) 
Let us first consider a family composed of 10 test results of a reference concrete (with un-
known fraction defectives 1T ) and 5 results of the other member (with unknown fraction 
defectives 2T ). The standard deviation is supposed to be known and MPa521    VVV .
The OC-surface  21 ,TTaP  is calculated by Monte Carlo simulation and is illustrated in 
Fig. 2 (a). The conditional probabilities of acceptance  21 TTaP  and  12 TTaP  are illus-
trated in Figs. 3 (a) and (b). In these last 2 figures the AOQL is illustrated as ‘Boundary 1’. 
The second boundary is an economic boundary, based on [9,10].  
Fig. 3 (a) indicates that the specified quality (based on the AOQL concept) is obtained for 
the reference concrete. In the case where a member with a high fraction defectives is added 
to the family, the criteria become uneconomical. For the other family member however, 
Fig. 3 (b) proves that the specified quality is in some cases not obtained, namely when the 
quality of the reference concrete is good (with a percentage defectives 5% or lower). This 
indicates that with the current conformity criteria bad test results can be masked by good 
test results. 
Figs. 2 (b)-(e) visualize the relative probabilities of rejection of the different criteria in (9) 
for the specified example. This relative probability is the probability that a certain criterion 
rejects the lot divided by the probability of rejection of the lot, hence 
> @ > @
ar P
P
P
P

 
1
lot therejectscriterionlot therejectscriterion
 (10)
Criterion 1 rejects the lot in a large range of the domain  21 ,TT . The criteria 3 reject the 
lot if the assessed family member has a high fraction defectives. Finally, the added value of 
the criteria 2 to the corresponding criteria 3 is only located in the region of lower fraction 
defectives of the assessed family member, where it isn’t necessary to reject the lot as men-
tioned in [9, 10, 13] for the conformity control of individual concretes. 
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(a) Pa(T1,T2) (b) Relative probability of rejection of criterion 1 
(c) Relative probability of rejection for  
criterion 3 for the reference concrete 
(d) Relative probability of rejection for criterion 3 
for the family member 
(e) Relative probability of rejection for  
criterion 2 for the reference concrete. 
(f) Relative probability of rejection for criterion 2 
for the family member 
Fig. 2: OC-curve and relative probabilities of rejection according to EN 206-1 for a con-
crete family with 2 members ( 101  n , 52  n ) and MPa521    VVV
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(a) Conditional OC-curves  21 TTaP
(b) Conditional OC-curves  12 TTaP
Fig. 3: Conditional OC-curves of  21 ,TTaP , extracted from Fig. 2 (a) 
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In order to quantify the influence of different family compositions and different assumed 
standard deviations VVV   21 , the most negative conditional probability  1.012  TTaP
is compared for different simulations. Fig. 4 (a) illustrates that for all relevant composi-
tions of a concrete family with 2 members and 15 n  the same conclusions apply as 
drawn from Fig. 3. From Fig. 4 (b) it can be seen that (for the example with 101  n  and 
52  n ) the choice of V  has only small influence on the conditional probabilities of Figs. 3 
and 4 (a) and the same remarks are valid. 
5 Conclusions
The principles, advantages and disadvantages of the use of a “concrete family” concept for 
the conformity control of concrete strength are explained. 
The probabilistic evaluation of the conformity criteria for concrete families, using the 
AOQL concept, is explained and some theoretical formulae for OC-surfaces are mentioned 
for some special cases. 
The conformity criteria for concrete families in EN 206-1 are explained and analyzed with 
some Monte Carlo simulations for the special case of a concrete family with 2 members. 
All these simulations show that the current criteria for concrete families in EN 206-1 do 
not exclude that “bad” test results mask “good” test results. In order to avoid this hiatus 
more appropriate parameters must be derived or additional criteria must be presented. 
6 Further research and a note on autocorrelation 
In the continuation of this research project more appropriate parameters and possibly addi-
tional criteria will be proposed. Also the influence of the used transformation method will 
be investigated and possibly propositions will be made for other transformation methods. 
Realistic concrete strength records present an undeniable autocorrelation between consecu-
tive values [11,12]. This can be modelled in Monte Carlo simulations by using an AR(2)-
model as selected in [9,11]. For concrete families however, this model does not necessarily 
hold, because the test results are not always obtained from a continuous production. 
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(a)  1.012  TTaP  for different compositions of a concrete family with 2 members 
(b)  1.012  TTaP  for different V  values 
Fig. 4: Conditional OC-curves  1.012  TTaP  for different simulations 
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Construction producer’s and user’s risks
from a testing uncertainty point of view 
Wilfried Hinrichs 
Materialprüfanstalt für das Bauwesen Braunschweig (Germany) 
Abstract: The uncertainty of test results influences the risks of producers and 
consumers due to fail and pass errors. In construction the uncertainty of test 
methods is often considerable. In this contribution the producer’s and user’s 
(consumer’s) risks have either been estimated on a half-quantitative basis 
(pressure differential system kits in multi-story buildings according to EN 
12101-6) or quantitatively calculated (flatness of floors according to DIN 
18202). An important feature of the simulation model used was the implemen-
tation of guard bands which generally offer the possibility to influence risks. 
As a result the application of the two test methods leads to considerable risks 
both for producers and users as well as for product certification bodies. Conse-
quently, a mere agreement on a test method may not be sufficient in some 
cases. Statements on conformity with an appropriate product standards is rather 
uncertain and guard-banding seems not to be a helpful tool for the parties in-
volved in all cases. 
1 Introduction
The focus of the author’s presentation on the 4TH INTERNATIONAL PROBABILISTIC 
WORKSHOP [1] was on the estimation of measurement uncertainty and the subsequent use 
of risk analysis techniques for categorisation and classification purposes. The result was a 
quantitative approach to probability estimates of ‘correct’ results predominantly for con-
struction products. Based on these methods described the research has been broadened in 
two directions: 
x A construction product is usually not a final product as such but an element of a final 
product building. Suppliers of construction products need test results for documenta-
tion but users, owners, designers, insuring companies etc. are more interested in the 
‘product’ building. Therefore further effort has been put in arriving at data that are 
directly applicable for stakeholders. In other words, certification of construction 
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products is a ‘third party’ business whereas the quantitative estimation of producer’s 
and user’s (owner’s etc.) risks address ‘first’ and ‘second’ parties. 
x It is interesting to note that the EU Commission has identified an acceptance problem 
with the CONSTRUCTION PRODUCT DIRECTIVE [2]. Some private users, in particular 
insurance companies, are reluctant with the implemented system which indicates a 
basic problem of reliability with the regulations. The unknown risks about the valid-
ity of statements on certificates may contribute to this phenomenon. 
x Statements containing quantitative data on risks are often not fully understood. The 
significance of such figures may be increased when they are clearer and can be rea-
sonably influenced by the parties involved. 
2 First approach to producer’s and user’s risks 
2.1 General remarks 
Both the producer and the user (users are often referred to as ‘consumers’) have to accept 
risks due to pass and fail errors which are mainly caused by the variability of the product 
(uP) and the testing (measurement) uncertainty (um). As regards the parameter uP it can be 
estimated on the basis of data from former testing of the same product. In some cases um-
related data are published in test standards. 
Quantitative details on the risk of making wrong decisions in compliance assessment 
which encompass measurement uncertainty are mostly lacking. In the areas investigated 
neither the test nor the product standards provide any help. This situation is by no means 
exceptional. In principle, assessment bodies are aware of the problem but it is often hardly 
possible to address it using reliable figures. An important reason for that is that both clients 
and other parties involved do not want to be confronted with (avoidable) problems and a 
certification body would usually not have all necessary information to professionally in-
clude the results of a risk analysis in its decision when the clients do not wish to address 
this subject. 
Strictly speaking, in compliance assessment a test result as such does not contain a crucial 
information for external parties. Relevant for them are statements whether or not a product 
meets specified requirements. But as all decisions are wrong to a certain degree users of 
certificates should get an idea on the reliability of a decision. That could be done by a 
quantitative statement on the probability to what extent a decision may be right or wrong. 
The determination of producer’s and user’s risks is usually done in some consecutive steps. 
In a first approach one tries to identify the main influences on the parameters. At this stage 
the components are introduced qualitatively or half-quantitatively. The discussion below 
on risks in testing pressure differential system kits in multi-story buildings is such a first 
approach whereas the second example on the flatness of floors is fully quantitative. 
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2.2 Pressure differential system kits in multi-story buildings
2.2.1 Function
Smoke and heat-exhaust ventilation systems are used to create a smoke-free layer above a 
floor by removing fire effluents and thus improve the conditions for safe escape and/or 
rescue of people and animals. They further help to permit a fire to be fought while it is still 
in its early stages. 
Pressure differential system kits are mainly used to protect staircases and floors to be used 
as escape routes. In fire safety concepts their function is to inhibit the entrance of smoke 
into such areas by the creation of a slight overpressure in the rooms to be protected. 
Provided that both the system works and its design is appropriate the user’s risk is that 
smoke flows into the escape routes due to the uncertainty of statements that are based on 
tests of the kit (which would be a so-called ‘pass error’ as referred to in chap. 3.1). The 
producer’s risk is that only due to measurement uncertainty a test may indicate that the 
system does not meet the requirements after the installation (‘fail error’). 
2.2.2 Test procedures and uncertainty 
General sources of uncertainty are the procedures for the inspection of installed kits. Ac-
cording to EN 12101-6 [3] the inspection encompasses five tests: 
x Test 1: Estimation of the influence of wind outside the building and realisation of a 
natural chimney effect with the pressure differential system switched off 
x Test 2: Determination of the effective pressure difference 
x Test 3: Measurement of the velocity of air flowing through an open door connect-
ing protected and unprotected rooms 
x Test 4: Measurement of the manual force required to open a door connecting pro-
tected and unprotected rooms 
x Test 5: Testing of the reaction to smoke of the smoke detector 
The test procedures are not described in much detail in the standard which obliges the in-
spection body to work on additional specifications. Table 1 contains some qualitative data 
on uncertainty components which should have an impact on the results without any state-
ment whether this impact may be significant or not. Sufficient data for a calculation of 
risks have not been available. 
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Table 1: Possible influence of testing uncertainty on compliance statements 
Test
No.
Uncertainty component Estimation: Significant influence of 
measurement uncertainty on compli-
ance statement? 
Period of time after switch-off of the dif-
ferential pressure system 
No. The pressure equalization in build-
ings is usually very fast. 
Air temperature No. 
Performance of the test No. 
1
Correctness of the pressure gauge No. 
Working stability of the pressure system May be. The impact depends on the 
pressure variability of the working con-
trol system installed. 
Measurement of difference pressures No. 
2
Correctness of the pressure gauge No. 
Working stability of the pressure system May be (see 2). 
Measurement of the velocity of air Yes. The determination of air velocity 
in openings is a difficult task from a 
measurement point of view. 
3
Correctness of the anemometer May be. The uncertainty of calibration 
is considerable. 
Working stability of the pressure system May be (see 2). 
Performance of the test No. 
4
Correctness of the spring balance No. 
5 Density and application of the test smoke No. The reliability of new smoke de-
tectors is known to be high.
2.2.3 Uncertainty components 
Statements on the compliance of an installed pressure differential system kit with EN 
12101-6 are assumed to be (possibly) significantly influenced by three parameters: 
x the measurement of the velocity of air flowing through a door frame, 
x the correctness of the anemometer and 
x the working stability of the pressure system. 
The standard requires a minimum air velocity of 0.75 m/s … 2.0 m/s depending on the 
specific situation. The air velocity shall be measured as an average of at least 8 results 
which have to be taken homogeneously distributed across the open door area. This re-
quirement implies an (almost) evenly distributed air velocity. It is doubtful that this as-
sumption is correct. The air velocity in a door frame due to a small difference in pressure 
between large rooms is far from being such easily to determine. The velocity – which is 
usually in the range of about 2 m/s – depends upon the effective pressure difference as well 
as on the size and the shape of the door. The spread of results measured across the whole 
area should also be considerable. As the air is pressed from the protected area into a possi-
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ble fire zone through a relatively small opening the air flow in the door frame should not or 
not fully be undisturbed, in spite of the very low velocity. Therefore the often used so-
called ‘log-Tchebychev’ method for ventilation lines or testing channels should not be 
fully applicable. Even if it were applicable the test prescription does not provide informa-
tion on the position where to make the measurements in the door frame. In addition the 
measuring personnel has an influence on the result if the anemometer is manually applied, 
i.e. with looping or screening across the door frame to get a mean value of the air velocity. 
In order to avoid such difficulties in practice, the air velocity in the door frame is often not 
measured as required but calculated on the basis of the measured pressure difference. 
However, for this alterative method one has to take into account general estimations on the 
leakage of the doors with connection to the protected areas, the loss of pressure in the 
staircase, the reaction time of the ventilator creating the pressure etc. The uncertainty of a 
calculation thus depends upon the ‘quality’ of these additional data. In both cases the quan-
titative outcome of test 3 should not be a sound basis for conformity statements. 
Suitable instruments for measurements of low air velocities (2 … 3 m/s) are thermic probes 
or impellers with large diameters. The precision of thermic probes at low air velocities 
should be about 0.2 m/s whereas that of an adequate impeller is about 0.3 m/s. In both 
cases the uncertainty is in the range of 10% of the result. 
A further uncertainty component that can be found at different stages of the inspection is 
the pressure variability of the working system. The standard only specifies that the test has 
to be performed within 15 minutes after reaching the required testing conditions. The sys-
tems mainly influence the difference pressure and the air velocity which means that in a 
calculation the interdependence of the parameters would have to be considered. Variations 
in pressure of about 5 Pa at a difference pressure of 50 Pa seem to be an adequate ap-
proach.
2.3 Result
To sum up the ‘over-all measurement uncertainty of tests’ on the basis of EN 12101-6 is 
estimated to be considerable. The result should strongly depend on the experience of the 
inspecting personnel. On this basis it can be assumed that there is a relatively large gap 
between repeated and reproduced test results.
3 Quantitative approach 
3.1 General remarks 
In general, the calculation of consumer’s and producer’s risk is in no way news. The basic 
principles are a well-known method in statistics and explained in detail in many standards. 
However, the application of these methods for such purposes as the specification of con-
struction products and the use of test data uncertainty for the calculation of risks has rarely 
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been a scientific topic. General principles are object of recent discussion. A major example 
is a draft paper of JCGM/WG1/SC3 [4]. 
Conformance (and conformity) testing do not have only the two outcomes ‘yes’ (specifica-
tion has been met) and ‘no’ (specification has not been met). In decision-making it has to 
be taken into account that there are four possible results of product tests. 
x A product passes because a test result correctly indicates that it conforms with the 
specification (‘yes’). 
x A product is rejected because a test result correctly indicates that it does not con-
form with the specification (‘no’). 
x A product is rejected because a test result incorrectly indicates – due to the meas-
urement uncertainty – that it does not conform with the specification (‘no, but …’). 
This ‘fail error’ is the producer’s risk (RP).
x A product passes because a test result incorrectly indicates – due to the measure-
ment uncertainty – that it conforms with the specification (‘yes, but …’). This ‘pass 
error’ is the user’s risk (RU).
3.2 Mathematical model 
In many cases tolerances are two-sided and a normal distribution of the test results is 
deemed to be appropriate. However, parameters like flatness have one-sided tolerances and 
the choice of a normal distribution would cause a situation in which (impossible) test re-
sults x < 0 mm could significantly contribute to the final result. Therefore the calculations 
are based on a gamma distribution 
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a       parameter of the distribution 
b       parameter of the distribution 
x       test result 
The quantification of the parameters a and b of the distribution requires a detailed knowl-
edge on both appropriate expectation values and their variances. This is a major task in the 
preparation of an applicable model. Provided a gamma distribution the formulae for the 
producer’s and the user’s risks run as follows: 
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with
RP        producer’s risk
RU       user’s risk 
T         tolerance limit 
um       associated measurement uncertainty 
G        guard band 
x         measurement value 
The formulae 3 and 4 differ from those proposed in [4, formula B.65]. From the author’s 
point of view the preconditions for two-sided tolerances cannot not be transferred un-
changed to one-sided applications. Both a lower tolerance limit and, consequently, a lower
guard band limit are not merely zero, they do not exist and must therefore be deleted. It can 
easily be shown that an application of the formula given in the JCGM/WG1/SC3-
document, would lead to implausible results: The producer’s and the user’s risks would 
increase with expectation values smaller half of the tolerance limit, which would imply 
higher risks with increasingly good products. As shown below the deletion of the term for 
the lower tolerance limit does not produce such strange results. However, this modification 
has a significant influence on the results. As a consequence the validity of the numerical 
example for the one-sided tolerance in [4] becomes questionable (RP = 0.089 or 0.076, re-
spectively), if the author’s assumption is correct. 
Remark: The approach of the draft guide to use a gamma function to estimate the distribu-
tion of measurement results is reasonable because the introduction of impossible negative 
measurement values is being avoided. But, strictly speaking, the use of a normal distribu-
tion for the calculation of the risks is not fully plausible on this background. It is therefore 
important to take the remark into consideration that the approach becomes less reliable 
when the expectation value is close to zero. A deeper look into possible solutions in such a 
situation is not done in this contribution. Here a binomial distribution could be appropriate. 
4 Flatness of floors
4.1 Test procedures 
The flatness or evenness of floors is a basic requirement which necessary ‘degree’ strongly 
depends upon the intended use. It is obvious that requirements for unfinished upper sur-
faces and concrete bases are less stringent than those for finished floors. An example for a 
normative document with tolerances for the flatness of floors in buildings is DIN 18202 
[5]. As this standard does not specify a test method, the parties involved have to agree on 
the test procedure. Prevalent methods are described by HINRICHS [6]: 
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x Straight-edge and V head (here referred to as ‘test A’) 
x Grid levelling / area levelling (‘test B’) 
x Continuous profile analysis (‘test C’) 
4.2 Testing uncertainty 
The application of different testing principles usually causes problems with the reproduci-
bility of test results. Small numbers of test results is another important matter as the stan-
dard deviations are far from being statistically reliable. Beforehand it is therefore very 
likely that the uncertainty of test results is not negligible when reference is made to DIN 
18202. This is a reason for additional explanations in branch-specific test procedures and 
for detailed comments [7]. 
An investigation has shown that the main influences on the uncertainty are the floor itself 
as the object of measurement, the number of measured distances per square unit, the test 
method applied, the measuring conditions and the skill of the personnel. The quantified 
estimates in table 2 are valid for favourable measurement conditions. ‘Favourable’ means 
good practice, not best measurement capability. 
According to DIN 18202 the flatness in a single test is determined as the maximum devia-
tion from a horizontal line of a defined length (test A and C) or as the distance of a position 
from a reference plane in a virtual grid (test B). The tolerances depend on the length L of 
the ‘horizontal line’ or the mesh of the grid respectively (L  0.1 m). The German term 
‘Grenzwert’ (limiting value) indicates that no single result is allowed to be larger than an 
upper tolerance for a specific purpose (finished or unfinished floor, regular or restricted 
requirements). 
In order to arrive at some exemplary data the lengths L1 (1 m), L2 (4 m) and L3 (10 m) have 
been chosen for which the tolerances T1 = 4 mm, T2 = 10 mm and T3 = 12 mm are given 
for floors ready for use. 
Table 2: Uncertainty data of test results with different lengths L of the ‘horizontal lines’ 
Test procedure um in mm 
L1 = 1 m L2 = 4 m L3 = 10 m Straight-edge and V head (test A) 
0.9 1.1 2.0 
Optical levelling (test B) 1.0 
Continuous profile analysis (test C) 0.5 
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4.3 Specification of the mathematic model 
A general problem with DIN 18202 is the requirement that no single result is allowed to be 
larger than the tolerance. As it is impossible to test 100% of the floor’s surface such a re-
quirement is difficult to deal with from a statistical point of view. The ‘detection’ of a sin-
gle or very few non-conforming spots out of an unlimited number of spots is a question of 
probability. In this contribution it is therefore assumed that the probability of conformity 
must be high or very high (pC  0.950).
The quantification of the parameters a and b of the gamma distribution requires a statement 
on the variability (uP) of the flatness of floors
1. It is important to highlight that the term uP
depends upon several factors such as the material (concrete, polymer modified cementi-
tious levelling screeds, laminate etc.), the working conditions, the workers experience and 
skill and so on. Test results always contain the uncertainty of both test procedure and sur-
face variations. In order to arrive at reliable results it is important not to ‘double-count’ 
uncertainty components. Taking these considerations into account an estimate for uP = 1.0 
mm seems to be reasonable for sophisticated applications, and uP = 2.0 mm for all other 
finished surfaces. 
With the assumption of a given probability of conformity pC the calculation of risks be-
comes a second step. As pC is a function of the variability of the floor (pC = f(uP)) but not a 
function of the measurement uncertainty (pC  f(um)) a preparatory step for the risk calcula-
tions aims at identifying possible combinations of T and uP. The results are listed in table 3 
for five tolerances T according to DIN 18202, the two chosen variability factors uP and 
three probability levels of conformity pC  0,95. The figures for the expectation values are 
the mean values of the distributions in mm. Combinations of T, uP and pC with no result are 
not possible. 
Table 3: Calculation of the expectations for the identification of possible combinations of 
T, uP and pC (in brackets: percentages of the expectations of the tolerances T)
pC = 0.9990 pC = 0.990 pC = 0.950 
uP = 1.0 mm - - - T = 2 mm 
uP = 2.0 mm - - - 
uP = 1.0 mm - - 2.13 (53 %) T = 4 mm 
uP = 2.0 mm - - - 
uP = 1.0 mm 6.45 (64.5 %) 7.48 (74.8 %) 8.29 (82.9 %) T = 10 mm 
uP = 2.0 mm - 4.00 (40.0 %) 6.40 (64.0 %) 
uP = 1.0 mm 8.57 (71.4 %) 9.52 (79.3 %) 10.30 (85.8 %) T = 12 mm
uP = 2.0 mm - 6.47 (53.9 %) 8.46 (70.5 %) 
uP = 1.0 mm 11.67 (77.8 %) 12.56 (83.7 %) 13.32 (88.8 %) T = 15 mm
uP = 2.0 mm 7.20 (48.0 %) 9.75 (65.0 %) 11.53 (76.9 %) 
It becomes clear that the statistical basis of the requirements according to DIN 18202 for 
finished floors seems not to be fully adequate. Unspecified test procedures can only be 
1 uP is the variance Var(x) of the expectation E(x) of the gamma distribution. 
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applied for tolerances T  4 mm. For floors with an increased uP the procedure is only use-
ful for tolerances T  8 mm. 
Calculations of the producer’s (RP) and the user’s risk (RU) have been carried out for some 
of the possible combinations according to table 3 with G = 0. The chosen measurement 
results are all well below the tolerances in consideration. It is therefore not surprising that 
the producer’s risks are all higher than those of the users. 
4.4 Results
Results are presented in the following figures. In the Figures 1 and 2 the producer’s and the 
user’s risks are plotted against the variability of the floor flatness as the variable at differ-
ent testing uncertainties for a situation where the probability of conformity is large. It is not 
surprising that the risk increases with increasing both flatness variability and testing uncer-
tainty. The variability of the floor flatness is less important for the producer’s risk than the 
testing uncertainty. In contrast to that the user’s risk sharply increase with larger variability 
of the floor. As in the scenario chosen the producer’s risks are mostly significantly larger 
than the user’s one. However, producers should generally be interested in using precise 
procedures, especially in cases where the expectation value is estimated to be more than 
half the tolerance. With no knowledge about the variability of a floor the user’s primary 
risk is when a reference value is agreed. For example, with E(x) = 7,48 mm, T = 10 mm 
and um = 2,0 mm the factor RU sharply increases from 0.4 % to 3.3 % for uP = 1.0 or uP = 
2.0 respectively. 
The influence of the testing uncertainty is more prominent for the producer’s risk but at 
low levels of um the differences become smaller. With lower probability of conformity pC
the absolute values of the particular risk increase significantly but the general statements 
above remain valid. 
For contingency reasons the four fractions of a particular conformity statement sum up to 
100 % (see chap. 3.1). Of course, the particular percentages of the fractions vary with in-
creasing variability of the floor flatness as shown in Figure 3. The plot makes clear that the 
testing uncertainty plays an important role as at a low degree of variability it creates a con-
siderable fail error. 
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Figure 1: Producer’s risk as a function of the variability uP of flatness and of the testing 
uncertainty um [x = 6,45 mm (pC = 0.999 at uP = 1 mm) and T = 10 mm] 
Figure 2: User’s risk as a function of the variability uP of flatness and testing uncertainty 
um [x = 6,45 mm (pC = 0.999 at uP = 1 mm) and T = 10 mm] 
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Figure 3: The contingency for the four possible outcomes as a function of the variability uP
of the flatness with um = 1.0 mm [x = 6,45 mm and T = 10 mm] 
The particular risks can be influenced by the setting guard-bands according to the formulae 
3 and 4. A positive factor G reduces the user’s, a negative one the producer’s risk. With pC
 f(um) the setting of a guard band only influences the parameter RP and RU, i.e. the frac-
tions 3 and 4 (see Figure 3). With 
muhTG  2 (5)
with
T       tolerance 
h       guard band multiplier 
um     measurement uncertainty 
the influence of guard band setting can be studied. An example with a fix RU = 1 % is 
shown in Figure 4. The RP-curve shows clearly that a producer can influence his risks con-
siderably.
5 Discussion
The investigation has produced results at two levels: 1. data usable for producers, users and 
conformity assessment bodies (level testing) and 2. information on the reliability of test 
procedures as prescribed in two test standards (level standards). 
1. If reference has to be made to EN 12101-6 or DIN 18202 respectively, on the one hand 
the user of the standard should try to gather additional information both on the object of 
testing and on the test procedure. On the other hand the applicant of the standard should try 
to define the testing situation as clear as possible in order to reduce risks or to increase the 
reliability of statements on conformity. 
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Figure 4: Producer’s risk as a function of the guard band multiplier h with um = 1.0 mm, uP
= 1.0 mm, T = 10 mm and RU = 1 % 
2a. It seems to be doubtful that test procedures as given in EN 12101-6 are a reliable basis 
for subsequent conformity statements. 
2b. The applicability of DIN 18202 procedure for the flatness of floors is limited. It has 
become apparent that, strictly speaking, the standard is no good basis for testing from dif-
ferent points of view: 
x the required statement on the uncertainty of the test is too difficult a task for most 
testing personnel without detailed further instructions 
x tolerances T  4 mm (or even T  8 mm) are not suitable for the given test proce-
dure
x the conformity procedure is statistically not appropriate 
When imprecise test procedures are used for the specification of products the application 
of safe-guard limits in production cannot be a satisfying tool to influence the particular 
risks. Primarily the test precision should be increased, if possible. 
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Abstract: Decisions about investments into public disaster risk mitigation pro-
jects are to be made in presence of many other investments a society could pos-
sibly perform. In order to derive a statement about the advantageousness of a 
particular disaster risk reduction initiative in comparison to other potential in-
vestments, the cost of the intervention has to be put in relation to the expected 
benefits that go in line with it. The question if the benefits outweigh the cost 
entails a transformation of the primary non monetary benefits due to disaster 
risk reduction into monetary units, where especially the valuation of reduced 
mortality risk can be conveniently assessed by applying the net benefit crite-
rion derived from the life quality index (LQI). But as public risk reduction in-
terventions usually involve a great variety of affected people, cost effectiveness 
is only one determinant in declaring a project as being socially beneficial. Only 
if the concept is widened to also account for the distributional consequences, 
i.e. the identification of winners and losers from the intervention, it can be 
guaranteed that a great number of individuals profit from the enhanced safety 
standards. This paper addresses this issue by extending the conventional net 
benefit criterion to also incorporating distributional effects in the decision 
process and demanding an equally distributed share of cost and benefits 
throughout society. Thus, in a welfare economic sense more comprehensive 
risk reduction acceptance criteria are derived.    
1 Introduction
The term risk describes a potential adverse event that might endanger an existing valuable 
element over a certain time horizon and can be calculated by taking the product of prob-
ability of occurrence over a predefined time period and the expected consequences that go 
in line with it. In this context, risk mitigation defines one strategy of risk management that 
subsumes all activities to reduce the severity of consequences in case the adverse event 
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occurs. In this very general formulated pattern, the management of natural disaster risk has 
to be clearly separated from risk management throughout other application areas. This dis-
tinction has to be made due to two main motives: 
1. Firstly, the occurrence of a natural disaster leads to a great variety of consequences that 
might occur over a comparatively long period of time. A major natural disaster can result 
in serious damage to buildings and infrastructure, in injuries and loss of life, in pollution 
and devastation of the environment, the loss of cultural, social and historical values and in 
various other harms to the affected region. In this respect, it differs from many other risks 
like for instance risks existing in financial markets as a large part of the consequences can 
not directly be measured in monetary terms, i.e. are characterized by the loss of intangible 
values.
2. Secondly, the happening of a natural disaster has an impact on a large number of people 
that are dissimilarly exposed and thus, have to bear the consequences to different extends. 
In the case of financial risks on the contrary, one single investor or institution has to face 
the adverse effects of the unexpected volatility of performance himself or by equal shares 
respectively.
Consequently, when it comes to appraise disaster risk reduction interventions in societal 
interest, one immediate challenge is induced by the monetary evaluation of intangible val-
ues. Only if this can be done comprehensively, the risk reduction investment can be related 
to other investments a society can possibly perform. By comparing the mone-tarized bene-
fits of the intervention with the entailed cost, statements about the efficient allocation of 
money can be derived and it can be reassured that the invested money could not have been 
spent more efficiently elsewhere. On basis of social indicators that are designed to reflect 
the most important societal concerns as well as their relative contribution to social well-
being, a social willingness to pay for certain intangible values can be estimated and in-
cluded in the cost benefit analysis. In this respect the LQI has recently received growing 
attention as a social indicator to evaluate reductions in mortality risk.  
The second concern that has to be addressed in the societal risk mitigation process is the 
fact that public risk reduction efforts usually alleviate the consequences of natural disasters 
quite unevenly. Whereas some subgroups of the total endangered population might derive 
large advantages in terms of increased safety from the intervention, other fractions of the 
population might only be forced to bear the burden of the cost without profiting to large 
extends. For this reason a reflective analysis about the distributional effects of risk reduc-
tion interventions must be included in a profound decision making process.  
2 The LQI in public risk management 
How should a nation, a region or a community, exposed to the impact of a natural catastro-
phe and facing uncertainty over future conditions, decide whether to invest in a risk reduc-
tion program? From an economic point of view most people would agree to judge on the 
effectiveness of such an intervention by applying one simple rule. Firstly, the expected 
stream of expenditures over time that is necessary to implement the project is calculated 
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and discounted back to the present time by including proper time preferences of money. 
Secondly, the expected stream of benefits the project might generate over time is estimated 
and transferred back to the decision point. Finally, if the difference between discounted 
benefits and cost, the net present value, is positive, the project is declared as being benefi-
cial and advice is given to perform the intervention. While the cost that go in line with a 
disaster mitigation project, such as reinforcing building codes or the construction of a dike, 
can usually be estimated with some accuracy, the benefits are highly uncertain and entail a 
great variety of incommensurable gains. The latter are compounded of benefits that can 
directly be expressed in monetary units, such as reduced damage to buildings and infra-
structure elements, and intangible benefits such as loss of life, environmental devastation 
and the destruction of cultural social and historical values such as hospitals, schools and 
churches. Only if these values can be assessed and reasonably be transformed into mone-
tary units a meaningful analysis of cost effectiveness can be performed. Especially with 
focus on the evaluation of mortality risks, in recent years several compound social indica-
tors have been developed to indicate the ability of nations to provide the resources for mas-
tering extreme events according to their social development status. Relying on these 
indicators, the arbitrary determination of safety standards can be overcome by setting a 
clear rationale what is necessary and affordable by a society to spend into risk mitigation. 
2.1 Life Quality Index 
One of these social indicators that is especially designed to support managing risks to life 
is the LQI introduced by NATHWANI et al. [9]. Based on the assumption that a long and 
healthy life with high income and a great fraction of leisure time to enjoy life are among 
the most important human concerns, the LQI has been presented as a function of the GDP 
per capita g adjusted for purchasing power parity, the life expectancy at birth e, and the 
fraction of lifetime devoted to work w. Based on a life time model of consumption as well 
as a chain of mathematical derivations, relying on some reasonable assumptions that can 
best be reviewed in PANDEY at al. [12], the LQI has been extracted to have the following 
functional form: 
 (1) 1
w
wLQI g e   or more conveniently  ,
1
q wLQI g e q
w
  

The LQI is to be interpreted as an anonymous individual’s utility function deriving its life 
quality to unequal parts from longevity and consumption. Furthermore, the LQI constitutes 
an ordinal utility function, indicating that the actual value of life quality has no signifi-
cance, different bundles of consumption and longevity are merely put into a preference 
ordering. Without going deeper into the mathematical derivations, it has to be emphasised 
at this point that the labour leisure trade-off principle, i.e. the assumption that people on 
average maximize their life quality with respect to working time, is implicit in the LQI
equation. Thus, w is a stationary variable for the considered social economy and can not be 
varied. Consequently, in order to judge on the effectiveness of risk reduction efforts, it has 
to be analyzed, how changes in life expectancy e due to the increased safety level and 
changes in the GDP per capita g due to the implementation cost of the intervention influ-
ence the LQI, as is demonstrated in section 2.3. Finally, a conclusion must be drawn 
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whether this change is desirable and in compliance with welfare economic theory, that is 
discussed briefly in the following. 
2.2 Welfare Economics 
Welfare economics is a subfield of modern economic theory that is concerned with captur-
ing and maximizing the overall social welfare of a society by examining the economic ac-
tivities of the individuals that comprise society. It assumes that the individual is the basic 
unit of measurement and provides the best judges of its own welfare. The welfare or the 
level of satisfaction each individual derives from a certain bundle of goods is specified in 
terms of utility functions that need to be aggregated on societal level to define the overall 
welfare or utilitarian state of a society. In this sense welfare economics is devoted to fulfil 
two major objectives:  
1. Economic Efficiency:  
The first aim is to allocate societies scarce resources most efficiently in order to supply the 
maximum achievable wealth and prosperity for a society as a whole. To determine whether 
an activity is driving society towards efficiency is usually assessed by the PARETO criterion 
PARETO [14] or more practicable by the KALDOR-HICKS compensation tests KALDOR [6] 
HICKS [5] or potential Pareto improvements which are essentially identical to cost benefit 
analysis. Questions of economic efficiency are nowadays almost exclusively assessed on 
basis of ordinal utility theory and can be looked upon as a largely positive science, i.e. effi-
ciency judgements can be made objectively, without relying on subjective personal alloca-
tion attitudes. 
2. Income Distribution: 
The second goal in contrast, is assigned to the task to select this solution among all Pareto 
efficient allocations which is most desirable for society from a distributional point of view. 
Income distributional considerations usually entail normative value judgements which 
have to be included in the construction of a social welfare function. The primary purpose 
of the latter is to integrate PARETO optimal allocations on basis of individual utilities into a 
full societal preference order and so to determine the most desirable solution.  
According to the second fundamental theorem of welfare economics DEBREU [2], the two 
sub disciplines can be separated and need not involve a trade-off. Consequently, any state-
ment about the advantageousness of an investment into risk reduction has to be tested for 
compliance with the demands of each of the two welfare economic sub disciplines.  
2.3 Risk management in public interest 
When judging on risk reduction interventions that have an impact on human safety on basis 
of the LQI, it is obvious that the two scarce resources that have to be allocated efficiently 
and distributed equally among the members of society are given through the money avail-
able for consumption represented through GDP per capita and life expectancy at birth, 
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standing for longevity in good health. As already mentioned above, the life working frac-
tion w instead, is assumed to be held fixed according to the assumption that people on av-
erage maximize their life quality with respect to working time. So, to formalize the effect 
of risk reduction a three step distinction is introduced: 
Fig. 1: 3 step division for risk reduction in public interest 
1. Initial State: 
represents the initial absolute level of money available for consumption and longevity in 
society as well as its distribution among the members of society before performing a risk 
reduction intervention. LQIinitial represents the initial level of life quality accordingly. The 
determination of these initial values is to be seen as an assessment of inventory values in 
order to determine a societies capacity to allocate resources into risk reduction. . 
2. Impact of risk reduction initiative: 
Any risk reduction project that is performed on behalf of society has an impact on the ab-
solute level and the distribution of the two scarce resources. Firstly, an expenditure is nec-
essary in order to implement the intervention, which is to be expressed in terms of reduced 
money available for consumption –dg and secondly, the enhanced safety level that goes in 
line leads to an increase in life expectancy +de. Moreover, as the gainers and the losers of 
the intervention are usually not identical, changes in the distribution are imposed as well. 
3. Final State 
defines the resulting level of money available for consumption and life expectancy on ab-
solute levels as well as an alternation in distribution of the two goods after having per-
formed the risk reduction intervention. LQIfinal represents the final level of life quality 
respectively. Finally, by comparing the final to the initial distribution of goods, the distri-
butional consequences of the intervention can be assessed. 
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Figure 1 provides a schematic overview of the public risk management process, following 
this three step division. To conclude, the approval of a risk reduction intervention in socie-
tal sense entails the investigation under which conditions the final state is more desirable 
than the initial state from a welfare economic point of view.  
Conventionally, this investigation is carried out by taking the so called net benefit criterion 
into account. This criterion takes notice of the fact that the LQI is an ordinal utility func-
tion and requires that LQIfinal is greater than or at least equal to LQIinitial  for a risk reduction 
intervention to be performed. In this sense it is analyzed by the criterion, how marginal 
changes in consumption together with marginal changes in life expectancy influence the 
LQI  by taking the total differential into consideration: 
(2)
1
0 final initial
dLQI LQI LQI dg de
dg de LQI LQI
LQI g e g q e
w w    t mo t
w w
According to this equation, any change from the initial to the final state is socially benefi-
cial, that involves a cost satisfying the following requirement: 
(3)
1 de
dg g
q e
 d    
As the LQI is designed for the evaluation of reductions in mortality risk only, it should be 
emphasised at this point that the cost that is used in this formula, is the net expenditure into 
human safety, i.e. the expected benefits that result from reduced damage to buildings and 
infrastructure, environment and cultural, social and historical values are already subtracted 
from the total project cost to calculate dg. Substituting the inequality sign in equation (3) 
through an equality sign, the change in the cost represents exactly the change that is neces-
sary to remain on the same indifference curve given a predefined change in life expectancy 
and is called the social willingness to pay. With this willingness to pay it is possible to 
transfer the benefits of a risk reduction intervention in terms of prolonged life expectancy 
into monetary units and relate these monetarized benefits to the entailed cost. If the bene-
fits are higher than the involved cost, the price for safety is judged to be below the societal 
threshold level and contributes to a more efficient allocation of resources. Thus, the crite-
rion given in (3) is essentially analogous to conventional cost benefit analysis and therefore 
in accordance with the potential Pareto improvement criterion as well as the requirements 
of the first sub-discipline of welfare economics. 
2.4 Shortcomings of the concept 
The ease with which the net benefit criterion (3) can be used comes at the price of one ma-
jor shortcoming when it is applied without caution to judge on the effectiveness of public 
disaster risk reduction expenditures. The net benefit criterion does not allow for the incor-
poration of distributional effects of the risk reduction investments. In particular this is due 
to two main motives: 
1. The first reason for this is that the LQI is based on average values only, which signifies 
that it can only be seen if the population as a whole derives a gain from the intervention on 
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average, without identifying the actual winners and losers from the project. Thus, if a small 
group of individuals derives a large gain in terms of prolonged life expectancy for a rela-
tively moderate decrease in income and on the other hand the great majority of the popula-
tion only pays for the intervention without profiting from the benefits to large extents, the 
net benefit criterion will give advice to perform the action as long as the average benefits 
outweigh the average costs. But this certainly would be not be contributing to social wel-
fare. By applying the net benefit criterion, the problem of public decision making is re-
duced to a decision problem of only one affected person, the average individual of society. 
Since societal risk reduction expenditures or investment decisions entail a broad variety of 
effected people, the efficiency requirement will clearly not be sufficient to derive a state-
ment if the invested money is spent in public interest. 
2. The second reason why it is difficult to incorporate distributional effects in the decision 
process is that the LQI constitutes an ordinal utility function. This signifies that even if it 
were possible to identify all winners and losers from a risk reduction intervention, the 
gains and losses could not be meaningfully quantified in terms of life quality and in addi-
tion they could not be compared interpersonally. Thus, it could only be said that a particu-
lar group of individuals derives a higher or a lower life quality utility from the new 
distribution of resources in terms of a preference ranking. According to ARROWS impossi-
bility theorem ARROW [1], a social welfare function that is able to integrate different Pareto 
optimal solutions in a social preference ordering and at the same time fulfils several rea-
sonable requirements cannot be constructed without relying on interpersonal comparable 
and fully measurable individual utility functions.
3 Measuring multidimensional inequality 
In order extend the LQI concept by incorporating inequality considerations, it is necessary 
to first answer two major questions that were posed by SEN [15] addressing this problem-
atic: 
1. Inequality of what?  
2. What is inequality?  
Traditional welfare economic concepts that are concerned with distributional consequences 
of societal decisions are mainly restricted to the analysis of the distribution of income or 
the distribution of individual utilities directly derived from income. In the area of income 
distribution measurement a great number of analytical tools, measures as well as methods 
have been designed to compare distributions, some of which are widely accepted in scien-
tific community SEN [15], LOVE et al. [7], NYGARD et al. [10]. But with the management of 
risk based on the LQI, the traditional definitions of well-being have been extended to have 
two dimensions, i.e. income and longevity, and therefore require also an extension of the 
existing techniques to measure inequality or, if necessary, the design of new ones. Conse-
quently, the answers to the above stated questions is that the two attributes income and 
longevity are taken into account for the inequality consideration and a statement about the 
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degree of inequality is determined by the specialisation of an multidimensional inequality 
measure.  
3.1 Mathematical framework 
In the following a population or society consisting of n individuals or groups of individuals 
that are endowed with k attributes is considered. The set N={1,…,n} defines the set of indi-
viduals or groups of individuals and, to maintain generality, K={1,…,k} defines the set of 
attributes, which is given by the GDP per capita and life expectancy at birth in the particu-
lar case. Moreover, M(n,k) is written for the set of all possible multidimensional distribu-
tion nxk-matrices X=(xi,j) of attributes j to individuals i. Furthermore, xi,j represents the 
individual i’s share of attribute j, and xi denotes the row vector of attributes for the i-th in-
dividual. The k-th column vector defines the distribution of attribute k among the individu-
als. Then, a multidimensional measure of inequality is given through   
(4) ( ) : ( , )I X M N K o ,
i.e. a continuous realvalued function summarising the information about a given distribu-
tion. Like in the univariate case, inevitably each mutivariate inequality measure I is re-
quired to satisfy a series of properties together with some majorization criteria, that can be 
reviewed in LUGO [8] and DIEZ [3]. 
In general, there are two different ways of aggregating the information of the distribution 
in a real valued number: 
1. Two-stage inequality indices  
In the first stage of this approach, a single composite measure ( ) : ki iU x  o  for each 
individual or group of individuals i is developed that indicates the utility the individual 
derives from the attributes it possesses. In the second stage, a simple conventional univari-
ate inequality measure dim1( ) :
nI U  o  is applied to analyze the distribution of the indi-
vidual utilities. 
2. One-step inequality indices  
The one-step approaches in contrast have the valuation function of all the attributes im-
plicit in the definition of the inequality measure. 
To conclude, in each of the two strategies the weighting structure (w1,…wk), i.e. the extend 
to which dimension each attribute is contributing to an individuals wellbeing, the degree of 
substitution kmE , k, m=1,…k, between each pair of attributes and the degree of inequality 
aversion D  have to be determined to finally construct the multidimensional inequality 
measure. 
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3.2 Quality Adjusted Income 
At this point it is discussed how the quality adjusted income approach introduced by 
PANDEY et al. [13] fits in the above introduced terminology of multidimensional inequality 
measures and how it can be used to incorporate inequality considerations in the decision 
process. The quality adjusted income is a cardinal construct that integrates income inequal-
ity and inequality in life expectancy into one scale by using the LQI and therefore accounts 
for a wider range of socio economic inequality across various population segments. Its 
application to inequality measurement is analogous to the above introduced two-stage ine-
quality measures methodology.  
To calculate the quality adjusted income, first of all the whole population is subdivided 
into n population classes which contain exactly the same number of individuals each. Sub-
sequently, the individuals are classified into the population classes depending on their per-
sonal income. Consequently, if g1,…,gn and e1,…,en represent the average incomes and the 
average life expectancies in each population class k=1,…,n respectively, the above intro-
duced nx2 distribution matrix of attributes to individuals is fully characterized. Further-
more, 1 2 ... ng g gd d d  is valid and the life quality indexes for each class can be calculated 
to be
(5) , 1,...,qk k kLQI g e k n  
The average LQI across all population segments is identical to the conventional LQI of the 
entire society and is given through 
(6) qL g e , with 
1
1 n
k
k
g g
n  
 ¦  and 
1
1 n
k
k
e e
n  
 ¦
If it is assumed that perfect socio economic equality implies a constant value of LQI across 
all the population classes, i.e. LQIk = LQI, k=1,…,n, then it will be possible to quantify the 
income equivalent įk of the differences in life quality LQIk-LQI an individual of population 
class k experiences on average resulting from differences in life expectancy. For popula-
tion class k this can be obtained by solving the following chain of equations for kG  : 
(7) ( )q qk kg e g e LQIG   
1
( )qk
k
e
g g
e
G  
It is straightforward that this term įk is positive for all population classes that have a life 
expectancy ek that is below the average life expectancy e throughout the society. To finally 
calculate the quality adjusted income, the actual income of each population segment is ad-
justed by the monetarized inequalities that result from differences in segment life expec-
tancy to societal life expectancy as follows 
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 (8) k kQAI kg g G    for all population classes k=1,…,n.
Obviously, the calculation of the quality adjusted income for each group of individuals is 
analogous to defining the individual utility functions Ui that indicated the individual level 
of satisfaction with the assignment of attributes that has been introduced in the description 
of the two-stage inequality measure calculation. Consequently, the quality adjusted income 
combines differences in income and in life expectancy into one number, that is cardinally 
measurable and fully interpersonal comparable. Accordingly, a proper univariate inequality 
measure can be applied to measure the quality adjusted income inequalities throughout the 
predefined groups of individuals. This inequality measure is eventually taken into account 
to measure the quality adjusted income inequality before and after the risk reduction pro-
ject in order to net out the distributional effects of the intervention and to evaluate whether 
it contributes to more equality in distribution of the two attributes throughout society.
Without further specifying the problematic of choosing the right inequality measure that is 
most suitable to be integrated into the concept, three distinctive approaches to include ine-
quality considerations in the LQI concept have been developed and are introduced in the 
following. To facilitate the presentation, all the approaches are illustrated on basis of the 
Gini coefficient inequality measure applied to the quality adjusted income, which can be 
shown to fulfil the stated requirements for multidimensional inequality measures. Never-
theless, any other suitable multidimensional inequality measure could have been used in-
stead.
4 Incorporation of inequality considerations in the decision 
process
As already stated above, the inclusion of inequality in longevity and consumption into the 
decision process of risk reduction on basis of the LQI constitutes a fairly normative issue, 
as some people will argue that inequality is highly important while others will be con-
vinced of the opposite. For this reason, it is important in the development of extended risk 
reduction acceptance criteria to be explicit and open about the relative weights assigned to 
the two considered components of well-being rather then leaving them implicit and hidden 
OSBERG et al. [11]. Furthermore, leaving sufficient space for problem specific modifica-
tions as well as for the decision-makers personal attitudes towards inequality should be 
inherent in the problem formulation. In economic literature it is generally distinguished 
between two characteristics of inequality. On the one hand, there is inequality in opportu-
nity that reflects factors that lie beyond a persons control and characterize the circum-
stances under which people are living, i.e. access to educational system, heath care etc. On 
the other hand, there is inequality of outcomes that result from factors that individuals can 
be judged upon to be responsible for, i.e. personal diligence, working moral etc. As most 
people would agree, the first source of inequality is not morally acceptable, whereas ine-
quality resulting from differences in efforts need not to be corrected. In the authors’ opin-
ion, inequalities resulting from public risk reduction interventions can clearly be classified 
into the first category of economic inequalities considering that an exposure to natural dis-
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aster risk is without doubt an involuntary issue that determines the circumstances people 
are living in. From this point of view, a maximum amount of equality in providing safety 
to population, with a great number of people sharing those standards should be aspired. In 
the following, three conceptually different approaches of integrating inequality considera-
tions into the LQI concept are presented and pros and cons in application are discussed.
4.1 Derivation of a new index of life quality 
The first way to include inequality considerations into the LQI concept is based on the 
idea, that not only a long healthy life with high income on average define life quality in a 
society but also the distribution of those two goods, with a great number of individuals 
sharing those standards is significant. This assumption goes in line with the fundamentals 
of happiness economics, a recently emerging field that is concerned with the determination 
of attributes from which people derive their well-being. One of the major findings within 
this research area is the so called EASTERLIN paradox (EASTERLIN [4]), which states that 
peoples happiness rises with income to a certain threshold level but not significantly be-
yond it. If the basic needs are met, relative rather than absolute levels of income matter to 
well-being as people tend to “look over their shoulders”, which can be captured by the 
analysis of the distribution functions. Thus, a modified newly developed social indicator, 
the so called equality adjusted life quality index (EALQI), is supposed to best go in line 
with this way of thinking and has the following form: 
(9) EALQI = LQI u Į(1-Gini(QAI)) 
In this equation Į represents a parameter to adjust the relative importance of distributional 
equality throughout the society. When applying the net benefit criterion derived from 
EALQI to judge on risk reduction interventions and requiring that
(10) final initialEALQI EALQIt
the efficiency and the distributional part are judged upon simultaneously. Furthermore, this 
approach is not compulsory in the sense that it also lets interventions pass that do not nec-
essarily lead to an increased equality in distribution as long as the benefits strongly out-
weigh the cost. And also the reverse situation is possible. If the risk reduction initiative has 
strongly equality supportive consequences, even slightly ineffective risk reduction inter-
ventions will pass the test. In this context, the parameter Į must be calibrated very care-
fully as it strongly influences the trade-off between efficiency and equality. 
When distributional aspects are incorporated in this way, the trade-off between consump-
tion and longevity is not influenced because only a multiplicative factor is added to the 
original LQI formula. Nevertheless, when relying on EALQI only, the contributions of effi-
ciency and equality to the new level of equality adjusted life quality are blurred as it is not 
directly possible to retrace whether the more efficient allocation or distribution of the 
goods is responsible for the increase. Furthermore, as the inclusion of distributional aspects 
clearly represents a normative concern, i.e. it is strongly dependent on the political attitude 
of the decision-maker, the pure adjustment of the parameter Į might not leave sufficient 
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flexibility to address this issue. Finally, the question remains to which extend efficiency 
and equality should be traded off against each other, if this is reasonably possible at all.
4.2 Addition of an extra constraint beside the net benefit criterion 
The second possible way to include distributional considerations in the risk management 
process on basis of the LQI is to attach an additional equality constraint to the net benefit 
criterion. This further constraint could be: 
(11) ( ) ( )initial finalGini QAI Gini QAI a t
Extending the concept in this way, the efficiency and the distributional sub disciplines of 
welfare economics are judged upon separately. As the criterion only lets interventions pass 
which are at the same time efficient and contribute to more equality in distribution at a 
minimum threshold level (a0) or alternatively do not increase inequality over a certain 
amount (a<0), it is being referred to as the compulsory equality approach. It can easily 
been seen that the parameter a is somehow an inequality aversion parameter, i.e. the higher 
its value is set, the more strict are the requirements with respect to distribution. Efficiency 
and distribution are considered to be non substitutive and to a certain extend both manda-
tory for approving a safety regulation in societal sense. Moreover, the effects of the risk 
reduction intervention with respect to efficiency and distribution of the goods are not ac-
cumulated in one number, but can clearly be seen and treated separately. Consequently, it 
is not necessary to define a trade-off between equity and efficiency. Furthermore, incorpo-
rating an additional constraint leaves more space to include individual attitudes towards 
equality.
As first two introduced approaches have in common to simply evaluate if the risk reduction 
intervention is efficient and contributes to equality to a certain extend, the approach to be 
discussed next makes explicitly use of the second welfare economic theorem and considers 
efficiency and equality as two different fields to interact.
4.3 The two step procedure 
In this approach the two welfare economic sub-disciplines are explicitly treated separately 
and in addition the term compensation payment is introduced. Figure 2 provides an sche-
matic overview of the method’s workflow: 
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Fig. 2: The two step procedure
The two step procedure starts with checking if the risk reduction intervention is efficient in 
terms of positive net benefit by taking the conventional net benefit criterion into account. If 
it is not, no further evaluation is necessary because the evaluated risk reduction interven-
tion is life consuming and the invested money could be spend more efficiently into safety 
elsewhere. If the net benefit criterion is met, the approach proceeds with an equality test, 
where the distributional consequences are analyzed. This equality test is to be specified 
with respect to the political attitudes of the decision maker towards distribution and could 
be for instance the comparison of the Gini coefficients of the quality adjusted income be-
fore and after the intervention. Should the intervention pass also this second test, it is ap-
proved in social sense and should be performed. Otherwise, it is analyzed in the next step 
how the two attributes could be redistributed to compensate the losers for their losses while 
the winners still should have some benefit left over. This certainly comes at a certain addi-
tional cost. If the redistribution cost is lower than the monetarized average benefits of the 
risk reduction intervention, the equality test is being performed once again to check for the 
distributional admissibility of the project after the compensation. If the test is passed this 
time, the project is to be implemented, if not a distinct way of compensation that meets the 
cost restriction of the redistribution has to be found. These steps are executed until either 
an admissible redistribution has been found and the project is declared as efficient as well 
as distributionally desirable or rejected, if the cost of all possible compensations efforts 
will exceed the montarized benefits of the project. 
Judging on a risk reduction project on basis of the illustrated two step procedure has sev-
eral advantages. The first one might be seen in the fact that the consequences of the risk 
reduction project can clearly be split with respect to efficiency and equality. Furthermore, 
the decision maker leaves his passive role behind and is required not only to check if the 
efficient investment meets the stated equality requirement but is challenged to widen his 
horizon for possibilities of compensation. Finally, the procedure leaves sufficient space for 
the specialisation of political attitudes with respect to distribution. 
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5 Conclusion 
In this article the problematic of public disaster mitigation investments is illustrated. By 
characterizing a public investment to be in social interest when the expenditure is both cost 
efficient and guarantees a homogeneous distribution of cost an benefits to a certain extend, 
it is demonstrated, that the sole application of the net benefit criterion, derived from the 
LQI, is insufficient to approve a public risk reduction project as being beneficial for soci-
ety. This is due to the fact that the LQI is based on average values only and moreover 
doesn’t allow for interpersonal utility comparisons. After it has been clearly outlined that 
inequality considerations based on the LQI ought to have two dimensions, the basic 
framework of multidimensional inequality measurement is provided and it is demonstrated 
how the quality adjusted income can be used to construct a two stage inequality measure. 
Leaving adequate space for problem specific modifications, three different approaches to 
integrate inequality aspects in the LQI framework are eventually presented and their pros 
and cons are discussed. The rather general formulation of the three approaches is to be 
specified especially with respect to the relative importance to assign to inequality relative 
to effectiveness. Furthermore, it has to be investigated if other existing multidimensional 
inequality measures will be better suited to be incorporated in the analysis. In order to fi-
nally be able to draw a conclusion about the advantageousness of one approach in com-
parison to another, the performances of the approaches have to be tested on basis of 
microsimulation techniques and real world data.
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Abstract: A major natural disaster can result in serious damage to buildings and infra-
structure, in loss of life and in various other harms to the affected region. Earthquakes, 
floods, storms as well as their immediate aftermaths such as fires are among the most dis-
ruptive natural disasters that occurred worldwide in the last century. Even though the mis-
cellaneous catastrophes are very different in nature and imply various impacts on the 
affected surrounding area, the general approach to assess, compare and treat disaster risk is 
quite similar. It is best done on basis of a probabilistic risk management framework that is 
developed and discussed in detail in this article. With respect to the many different defini-
tions of disaster risk and an inhomogeneous understanding of the risk defining terms in 
literature, this paper is a contribution to create a unified language as a basis for communi-
cation among stakeholders. 
1 Introduction
The application of risk management throughout several disciplines and for various perils 
has led to the development of a great diversity of risk management definitions and methods 
within the scientific community. Areas of application include finance, medical science, 
insurance industry, mechanical engineering as well as disaster management. Even within 
the latter so far no consistency in the risk management terminology has been achieved as 
the miscellaneous catastrophes, such as earthquakes, storms or floods are very different in 
nature and cause various harms to the affected region. The many existing definitions for 
similar principles within the risk management processes often result in confusion. Espe-
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cially when it comes to interdisciplinary co-operations, an inhomogeneous understanding 
of basal terms might impose problems in communication. Moreover, different definitions 
as well as ways to estimate and evaluate risk frequently lead to results, which are not com-
parable as the underlying range of consequences that is included in the calculation is quite 
uneven. Therefore, costly risk studies often do not provide sufficient assistance to decision 
makers and accordingly, huge mistakes can be made. As a result, a unified methodology to 
define and to calculate risk throughout various disciplines is indispensable for a rational 
quantification, comparison, and treating of risks. Only in this way an effective expenditure 
of societies resources into risk reduction can be guaranteed and thus, an adequate safety 
level obtained. 
This article is a contribution to approach these tasks. It provides reasonable definitions and 
a standardized language for communicating and managing risk among stakeholders. To do 
this in a justifiable manner, firstly risk definitions and concepts existing in literature are 
reviewed and out of these, classes of risk calculation schemes are extracted. Subsequently, 
an exhaustive risk management concept is presented that covers the whole risk manage-
ment chain, starting from risk identification over risk assessment up to risk treatment. The 
discussion of the risk management workflow is accompanied by delineating the repeatedly 
occurring basal risk terms and illustrating their interrelations graphically. Eventually, the 
risk calculation schemes are integrated in the concept and their advantageousness with re-
spect to different application fields are discussed. 
2 Definitions of disaster risk – A literature review 
The analysis and management of natural disaster risk is a highly multidisciplinary field of 
research. It involves the work of natural scientists to determine the hazard characteristic 
parameters such as probability of occurrence and intensity of an event for a special loca-
tion, followed by a profound engineering analysis about the building structure and infra-
structural responses due to natural disaster loads. Moreover, investigations of economists 
are need to estimate the monetary consequences of the damages and harms to the affected 
region, resulting in a political discussion about how to handle the peril in order to guaran-
tee an adequate safety level for society. This necessity to consider disaster management 
from the perspective of a great variety of sciences has led to the development of various 
quantitative as well as qualitative approaches towards disaster management. Each field is 
trying to cultivate their own understanding of disaster related terms. As a result, communi-
cation within the disaster management community is often accompanied by misunderstand-
ings and confusion due to colliding definitions and concepts. Therefore, an homogeneous 
understanding of disaster management is crucial for an efficient coordination of the impor-
tant sub-steps and collaboration throughout the various disciplines. Due to this problematic 
an extensive literature review has been performed. In the following, exemplary definitions 
of risk are provided to demonstrate the wide range of definitions existing in literature. 
x “The risk is associated with flood disaster for any region is a product of both the 
region’s exposure to the hazard (natural event) and the vulnerability of objects (so-
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ciety) to the hazard. It suggests that three main factors contribute to a region’s flood 
disaster risk: hazard, exposure and vulnerability.” HORI et al. [9] 
x "Risk is the product of hazard (H) and vulnerability (V) as they affect a series of 
elements (E) comprising the population, properties, economic activities, public ser-
vices, and so on, under the threat of disaster in a given area" ALEXANDER [1]
x “The probability of harmful consequences, or expected loss of lives, people injured, 
property, livelihoods, economic activity disrupted (or environment damaged) re-
sulting from interactions between natural and human induced hazards and vulner-
able conditions. Risk is conventionally expressed by the equation: Risk = Hazard x 
Vulnerability.” UNDP [13] 
x “Risk is the probability of an event multiplied by the consequences if the event oc-
curs.” EINSTEIN [4] 
x “A combination of the probability or frequency of occurrence of a defined hazard 
and the magnitude of the consequences of the occurrence. More specific, a risk is 
defined as the probability of harmful consequences, or expected loss ( of lives, 
people, injured, property, livelihoods, economic activity disrupted or environment 
damaged) resulting from interactions between natural or human induced hazards.” 
Europ. Spatial Planning Observ. Netw. [5]
x “Risk is an expression or possible loss over a specific period of time or number of 
operational cycles. It may be indicated by the probability of an accident times the 
damage in dollars, lives, or operating units.” HAMMER [8] 
Out of these citations basically five widespread classes of definitions of disaster risks can 
be extracted and are categorized subsequently: 
1. risk = hazard × vulnerability × exposure 
2. risk = hazard × vulnerability 
3. risk = probability × consequences 
4. risk = probability × loss 
5. risk = probability × damage 
These risk formulae as well as the exemplary verbal definitions make clear that the differ-
ent understanding of the term risk is mainly due to the diverse meanings of the terms haz-
ard, vulnerability, exposure, damage and loss. Obviously, the definition boundaries are 
blurred and intersecting between the understandings of the authors. Therefore, there is the 
need to clearly clarify what is understood by each term. Furthermore, it is evident through-
out the definitions that no clear formula is used to define the risk. Whereas some authors 
define risk as a product of several terms, others even avoid any mathematical deepness by 
simply arguing that risk is a function of several terms. This observation has also been made 
THYWISSEN [12] that even goes a step further in arguing “Risk is seen as a function of haz-
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ard, vulnerability, exposure and resilience, while the mathematical relationship between 
the variables is unknown”. In this sense also the above collected risk formulae (1)-(5) are 
not to be understood too mathematically, but more illustrative to show the composition of 
disaster risk. The only clear mathematical formula to quantify risk that is known by the 
authors is the PEER equation for earthquake risk that is provided in BAKER et al [3]. In the 
next section a fully developed disaster management methodology is presented that clearly 
outlines the important sub-steps of risk management and supplies unambiguous definitions 
of the risk defining terms. After this has been illustrated, the theoretical background is suf-
ficient to demonstrate, how the above listed definitions interrelate and can be included in 
the framework. 
3 Proposed risk management framework 
The proposed risk management framework that is presented in this section has been devel-
oped in close correlation to Pliefke [10] and is structured in compliance with AS/NZS 4360 
[2] that define a risk management process as the: 
 “Systematic application of policies, procedures and practices to the task of identifying, 
analysing, evaluating, treating and monitoring risk.” 
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Fig. 1: The concept of risk management in first order subdivision 
As illustrated in Fig. 1 the three main components are risk identification, risk assessment 
and risk treatment and are performed sequentially throughout the risk management process, 
accompanied by a risk review step and continuous risk monitoring. The risk review process 
is assigned to the task to constantly include all new information, knowledge and experience 
about the risk and to indicate it’s evolution within the process over time. Thus, the risk is 
updated on a regular basis. It should be emphasised that the risk review process is only 
performed for risks that have already run through the whole process at least once. Conse-
quently, in each risk review iteration the effectiveness of possibly implemented risk reduc-
tion interventions is indicated. The risk monitoring procedure in contrast, captures the 
exchange of information of all persons actively or passively involved or participating in the 
risk management process. This exchange of information is necessary to guarantee a good 
collaboration between interdisciplinary researchers and to discover new hazards due to the 
ever changing environment. 
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3.1 Risk identification 
The prerequisite for performing the risk identification phase and therefore to initiate the 
operation of the risk management chain is the condition of being aware of a dangerous 
situation. If this is met, first of all the boundaries of the model domain have to be circum-
scribed by defining the system under analysis. The system can be composed of a single 
building or infrastructure element, a city, a region or even a whole country. Next, all 
sources of events that are able to endanger the functionality of the system have to be identi-
fied and are characterized by the term hazard. Thus, the risk identification step leads to an 
answer to the question “what can happen and where?” As soon as this analysis is com-
pleted for a particular location, it is proceeded with the risk assessment phase.
3.2 Risk Assessment 
After having outlined the model domain and identified all possible hazards to the system, 
the risk assessment phase starts to operate, representing the first crucial step of the risk 
management framework. The risk assessment itself consists of two sub-procedures, the risk 
analysis and the risk evaluation module, whose tasks are to be seen in quantifying the risk 
and comparing it to other competing risks, respectively. 
3.2.1 Risk analysis 
The risk analysis procedure (depicted in Fig. 2) represents the most sophisticated part of 
the risk assessment phase, whose major objective lies in the quantification of the risk de-
fining parameters and finally the risk itself, most desirably in monetary units per time unit 
(i.e. $/year). In order to reach this ambition, first of all a hazard analysis is being performed 
where the intensity and frequency parameters of each identified hazard type with respect to 
the predefined system are estimated. Once the hazard data are quantified, it has to be ana-
lysed, which components of the system are exposed, i.e. potentially endangered by the
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impact of the hazard. In this way, a subdivision of the system into elements at risk (EaR) 
and elements at non risk (EaNR) is performed, depending on the hazard under considera-
tion. As the EaNR by definition are not exposed, they are not threatened by the hazard and 
can therefore be excluded from the further analysis. An EaR on the contrary, represents a 
building or an other arbitrary infrastructure element that is characterized by several pa-
rameters that have to be determined. Among these are precise location parameters within 
the system, information about the functional use (residential, commercial, industrial), occu-
pancy (inventory of contents, number of people living or working inside) and construction 
type (building material, number of stories, construction year). A detailed discussion about 
the EaR parameters is provided in GROSSI et al. [7]. Furthermore, to facilitate the analysis, 
EaR with similar characteristics can be grouped together into EaR classes, depending on 
the hazard under consideration. Then, the further analysis can concentrate on one typical 
representant out of each EaR class, assuming that all other EaR of the same category will 
show similar behaviour. After all the EaR (classes) have been identified and clearly deline-
ated, the structural behaviour of each EaR (class) has to be predicted depending on the 
hazard load. The damage module of an EaR is strongly dependent on the structural re-
sponse of the EaR and captures the physical harm only. It is expressed by a large variety of 
measures, e.g. water height, crack width, story drift, which are used to derive damage 
states. It has to be clearly emphasised that damage is not measured in monetary values. The 
relation between the hazard intensity and the resulting damage is called structural vulner-
ability. Thus, the structural vulnerability is an EaR (class) specific characteristic that indi-
cates the degree of physical susceptibility towards the impact of the hazard. After the 
structural behaviour of all EaR (classes) has been predicted, the consequences for the sys-
tem that might go in line with a given level of damage of the exposed elements have to be 
analysed. For this investigation the characteristic parameters of each EaR (class) have to be 
taken into account. It is distinguished between direct consequences, that occur simultane-
ously to the time the disaster takes place and indirect consequences, that occur with a time 
shift as a result of the direct consequences. Whereas direct consequences are in a straight 
line linked to the coping capacity of the system, i.e. the ability to withstand the natural 
forces and to provide immediate help, indirect consequences are linked to the resilience, 
i.e. the capacity to remain functional and recover from the disaster. In addition, each con-
sequence class is further subdivided into tangible or economic consequences, that are di-
rectly measurable in monetary terms and intangible consequences, that are not directly 
appraisable, e.g. injuries and fatalities, pollution of the environment, loss of cultural social 
and historical values etc. Fig. 2 provides an overview of the consequence division. After all 
possible consequences for each EaR (class) and thus for the system have been determined, 
loss appraises and eventually accumulates all direct and indirect consequences at the time 
the disaster takes place. In this respect, the indirect consequences that occur later in time 
have to be discounted on basis of a properly defined discount rate that is specific for each 
consequence class. In this context, system vulnerability is an EaR (class) specific charac-
teristic, that links the hazard parameters directly to the loss and indicates the total potential 
the hazard has on the EaR (class). Thus, it indicates the physical susceptibility of the EaR 
(class) itself, it’s contents as well as the resulting degree of disruption of it’s functionality 
within the system. Consequently, the structural vulnerability is included in the broader 
concept of system vulnerability. The risk analysis phase terminates with the quantification 
of risk where all the previously collected information is comprised. It is distinguished be-
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tween two different types of risks. Firstly, risk can be calculated by taking the product of 
the annual probability of occurrence of the hazard multiplied by the expected damage that 
goes in line with it.
 Structural Risk = Probability × Damage [Damage measure / year] 
Evidently, the structural risk is of primary importance for engineers in order to predict the 
behaviour and the response of a structure or structural element under potential hazard load. 
The second way to express the risk is to take the product of the annual probability of oc-
currence of the hazard and the expected loss. 
 Total Risk = Probability × Loss  [Loss unit / year] 
It is being referred to as total risk. The total risk can comprise all consequences, both tan-
gible and intangible, if a reasonable way has been found to convert the primarily non ap-
praisable harms into monetary units. Alternatively, this transformation of intangible 
outcomes need not be done and the total risk can be split according to the respective con-
sequence classes, to indicate their relative contribution to risk. In any case the total risk is 
more exhaustive than the structural risk as the full hazard potential to the system is taken in 
account.
3.2.2 Risk evaluation 
Subsequent to the termination of the risk analysis procedure, the risk evaluation phase is 
initiated. The purpose of risk evaluation is to make the considered risk comparable to other 
competing risks to the system, by the use of adequate risk measures. In this context, so 
called exceedance probability curves have found wide acceptance as a common tool to 
illustrate risk graphically. In an exceedance probability curve the probability that a certain 
level of loss is surpassed in a specific time period is plotted against different loss levels. 
Hereby, the loss to the system can be specified in terms of monetary loss, of fatalities or of 
other suitable impact measures. An insightful overview of common risk measures and tools 
to compare risks is provided in PROSKE [11]. Finally, after having analysed the risk on ba-
sis of adequate risk measures, it may be graded into a certain risk class, depending on indi-
vidual risk perceptions. 
3.3 Risk treatment 
After the risk to the predefined system has been analysed and graded into a risk class, the 
last procedure of the risk management framework, the risk treatment phase begins to oper-
ate. This procedure is assigned to the task to create a rational basis for deciding about how 
to handle the risk in the presence of other competing risks. Based on several analytical 
tools from decision mathematics, economics and public choice theory, a decision whether 
to accept, to transfer, to reject or to reduce a given risk can be derived. In the latter case, 
risk mitigation initiatives are implemented. Fig. 3 visualizes the process of risk treatment 
schematically.  
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Fig. 3: The risk treatment phase
If the risk is to be mitigated, decision makers have several opportunities to implement a 
risk reduction project. All the possible risk reduction strategies have in common that they 
reduce the vulnerability of the system. Depending on the specific strategy that is chosen, 
they can either reduce structural vulnerability by increasing the resistance of structures or 
system vulnerability by strengthening the system to recover from the disaster as quickly as 
possible. The strategies are subdivided with respect to the time the risk reduction project is 
implemented. Firstly, so called pre-disaster interventions, such as prevention and prepar-
edness, are available. Prevention includes technical measures like structural strengthening 
that are to be performed with an accurate time horizon before the disaster takes place. 
Typical examples are dykes against floods or dampers against dynamic actions. Prepared-
ness contains all social activities, e.g. evacuation plans and emergency training, that are 
necessary to limit harm shortly before the disaster takes place. Secondly, post-disaster 
strategies can be pursued to reduce the risk. Among these, response covers all activities 
that are performed immediately after the occurrence of the disaster, such as the organiza-
tion of help and shelter for the injured and harmed as well as the coordination of emer-
gency forces. Recovery on the contrary, subsumes all activities that need to be taken until 
the pre-disaster status of the system is restored again. Obviously, also a combination of the 
mentioned possibilities can be applied to mitigate the risk. Eventually, for clarity reasons, 
Figure 4 reviews the entire risk management framework schematically. 
4 Evaluation and integration of most common definitions 
After the general risk management framework has been introduced in the last section, at 
this point it is discussed, how the risk definitions of section 2 are to be seen in relation to 
each other. Even if the referenced authors might have had different understandings in their 
risk characterization, it is shown now, how the diverse formulae can be retraced in the 
above described methodology. This ambition is approached, by taking the previously es-
tablished basal terms and definitions as a baseline for argumentation. In the following, the 
review of the risk Def. (1)-(5) is separated in two passages with respect to the affinity of 
formulation. 
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The first two formulae (1) and (2) have the hazard and the vulnerability module in com-
mon, while Def. (1) contains an additional exposure multiplier. Therefore, Def. (1) is better 
suited for the analysis of entire systems, that are composed both of endangered objects 
(EaR) and non endangered objects (NEaR) that are distributed unevenly within the system. 
Consequently, the exposure term has to be included in the definition in order to first iden-
tify the exposed elements for which the further analysis is being performed. Def. (2) on the 
contrary is superior in application for risk analysis of one single structural element, where 
the exposure to the impact of the hazard is a prerequisite for initiating the investigation. In 
this case, risk is sufficiently described by the product of hazard times vulnerability. In both 
definitions of risk it is to be specified case specifically whether structural vulnerability or 
system vulnerability is employed to calculate the risk. If structural vulnerability is taken 
into consideration, the formulae (1) and (2) are principally identical to Def. (5), as struc-
tural vulnerability links the hazard to the damage state of each exposed element of system 
or the single EaR respectively. If system vulnerability is used instead, Def. (1) and (2) are 
analog to risk formula (4) as system vulnerability connects the hazard module directly to 
the loss of the system or the single EaR, by incorporating all direct and indirect conse-
quences that might go in line with the disaster and transforming them to the time the disas-
ter takes place. 
Secondly, risk Def. (3)-(5) are considered together as they differ in their understanding of 
hazard outcome, while they have the hazard impact implicit in their probability multiplier. 
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There are basically two ways to interpret the probability multiplier. On the one hand it can 
refer to the probability that a hazard occurs, while on the other hand the probability of an 
adverse outcome, specified in terms of consequences, loss or damage could be meant. The 
variation in the outcome term in contrast, is directly related to the depth of investigation as 
well as the width of demonstration.
In this respect, the use of the term consequence, in Def (3) is most general and makes a 
detailed listing of the diverse harms to the system necessary. The depth of analysis cannot 
be judged upon on basis of the formula. It can either finish with the determination of the 
physical harm to the considered system or include the total spectrum of adverse outcomes 
over time. Therefore, formula (3) is most suitable to be applied in political decision proc-
esses as in this area, it is essentially to know which parts of the system are especially en-
dangered by the hazard and to which extend. With this information specifically tailored 
risk reduction interventions can be implemented to guarantee an adequate safety level 
throughout the population.
The use of loss (Def. (4)) and damage (Def. (5)) as an outcome measure however, usually 
entail an evaluation of the consequences on basis of a suitable impact measure, and differ 
in the depth of analysis. If loss is taken into account, it is implicit in the definition that all 
possible consequences, both direct and indirect, need to be considered and evaluated, de-
pendent on their occurrence in time. Hereby, the loss can be either subdivided by conse-
quence classes, so that it is distinguished between economic loss, loss of life etc., or 
accumulated in one single number, which entails finding a common scale of evaluation for 
both tangible and intangible consequences. The use of loss as an outcome indicator is pre-
dominantly advantageous in economic considerations, where it is important for instance to 
express disaster risk as a percentage of national income. Furthermore, on a loss basis it can 
be judged on the effectiveness of risk reduction interventions, as the benefits in terms of 
reduced loss can directly be incorporated in cost-benefit analysis. Also in insurance indus-
try it is essential to rely on loss in the calculation of premiums for disaster insurance.  
Finally, if damage is taken to convey the outcome, the consideration will be restricted to 
the physical harm of the elements of the system. Only the immediate reactions of the struc-
tures are included in the analysis without questioning the aftermaths. Consequently, the 
expression of risk in terms of damage is of primary importance in civil engineering, to in-
dicate the structural behaviour under hazard load. Based on this consideration, the engineer 
can decide for instance whether a strengthening measure of a building is necessary to re-
duce the structural risk.
5 Conclusion 
This article demonstrates how widely the definitions and understandings of the term risk 
can range. Applied across various disciplines and often used in multidisciplinary collabora-
tions, so far no consistency in delineating the borders of disaster risk could be reached. By 
providing some exemplary risk definitions from literature and extracting classes of risk 
calculation formulae, it is shown that the heterogeneity of risk definitions is mainly due to 
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different understandings of the basal terms hazard, vulnerability, exposure, consequences, 
damage and loss. These terms that occur repeatedly throughout the diverse risk definitions, 
are often used interchangeably and so far no clear concept to circumscribe the terms from 
each other has been developed. This lack of a harmonized concept is addressed by intro-
ducing a clear and flexible risk management framework that provides assistance in analys-
ing, comparing and treating disaster risk. Each step in this chain is precisely defined and 
graphically illustrated, leaving some range for problem specific modifications. Finally, the 
initially listed risk definitions are integrated in the concept and their interrelations are 
shown. It is illustrated how the definitions vary with respect to the object or system under 
consideration and differ in the depth of analysis as well as the level of detail. To conclude, 
the question which formula to use depends strongly on the field of application, which 
makes it necessary to emphasise certain aspects of the risk composition. Therefore, none of 
the risk formulae can be shown to be superior to another and even less to be universal. 
However a “communication in the same language” is indispensable for an efficient multid-
isciplinary collaboration in implementing all the sub-steps of the risk management chain. 
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Abstract: The description of the spatial variability of model parameters is an 
important task in the reliability analysis of concrete structures. In this paper, 
the theory of the random fields is used for this purpose and a generalized Fou-
rier-type series expansion of a continuous random field is considered. In order 
to use this representation in any reliability analysis, the problem of the optimal 
discretization with respect to an error estimator arises.  It is possible to obtain a 
relationship between the discretization error and the truncation order of the se-
ries expansion. The discretization procedure can be intended as an optimization 
problem, where the optimization variable is the truncation order and the objec-
tive function depends on a target value of the error. In this paper, a genetic al-
gorithm is used to solve the optimization problem. The procedure is applied to 
a 2D random field defined on a square plate, whose analytical solution is avail-
able, and to the description of the concrete compressive strength of a bridge 
deck.
1 Introduction
The probabilistic mechanical analysis of structural systems should take in account the vari-
ability of the model parameters both in time and space, when their influence on the struc-
tural behaviour is significant. The representation of those parameters as random fields 
leads to a more accurate description of the input of the structural system, but also increases 
the complexity of the computational problem. In practical application, in particular when 
the stochastic finite element method is used, the discretization of continuous random fields 
is necessary. The aim of the discretization is to approximate the random field by a finite set 
of random variables. In this paper, the Karhunen-Loeve expansion is employed to represent 
analytically the random field by a generalized Fourier-type series expansion. A numerical 
technique based on finite elements with Lagrange interpolation functions allows to achieve 
an optimal discretization, referring to a global error estimator over the structural domain 
and a prescribed accuracy. The procedure is considered as an optimization problem, where 
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the truncation order is the optimization variable and the objective function depends on the 
discretization error and the prescribed accuracy. While in the 1D domains the discretiza-
tion can be achieved in a non trivial manner, refined strategies are desirable in the case of 
2D and 3D domains. A genetic algorithm has been implemented for this purpose. The solu-
tion obtained by this algorithm consists in the number of elements of the finite element 
mesh representing the random field. From the solution, the number of terms of the afore-
mentioned generalized Fourier-type series expansion can be obtained. 
2 Karhunen-Loeve expansion 
Consider an homogeneous random field  T,xw  with mean  xw  and finite, constant vari-
ance 2V , defined on a probability space  PA,,:  and indexed on a bounded domain D.
The Karhunen-Loeve expansion of the random field is: 
       T[OT i
i
ii fww ,
1
¦
f
 
 xxx                                                                              (1) 
where ^ `iO  and  ^ `xif  are, respectively, its eigenvalues and eigenfunctions of the covari-
ance function  21 , xxwwC  and  ^ `T[ i  are uncorrelated zero mean random variables [1]. 
By definition, this function is bounded, symmetric and positive definite. Therefore it has 
the following spectral decomposition: 
     ¦
f
 
 
1
2121 ,
i
iiiww ffC xxxx O                                                                                (2) 
The eigenvalues ^ `iO  and eigenfunctions  ^ `xif  are the solution of the Fredholm integral 
equation of the second kind: 
     12221 , xxxx ii
D
iww fdxfC O ³                                                                            (3) 
Due to the aforementioned properties of the covariance function, the eigenfunctions 
 ^ `xf i  form a complete base of orthogonal functions. The truncation of the series at the 
M-th term gives: 
       T[OT i
M
i
ii fww ,ˆ
1
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 xxx                                                                              (4) 
The variance function corresponding to the truncation series of equation (4) is: 
   ¦
 
 
M
i
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It can be shown that the truncated Karhunen-Loeve expansion underestimates the variance 
of the random field. Indeed, the variance of the error associated to the approximation of the 
random field can be written as: 
     > @  1ˆ,],ˆ,[ xxxx wwCwVarwwVar   TTT                                                           (6) 
The left hand side is positive by definition, therefore the variance of the random field is 
larger than the variance of its truncation at the M-th order.
2.1 Numerical solution of the Fredholm integral equation 
An analytical solution of the eigenproblem of equation (3) is available only for a set of 
covariance functions. Otherwise a numerical solution has to be used. The Galerkin proce-
dure has been used in literature for this purpose, adopting as basis functions piecewise 
polynomials [1], Legendre orthogonal polynomials [2] and Haar wavelets [3].  In this pa-
per, the shape functions of quadratic quadrilateral elements are used. The peculiarity of this 
class of finite elements is that the shape functions are Lagrange interpolation polynomials. 
This choice allows to write the eigenfunctions of the covariance function as linear combi-
nation of the interpolation functions  ^ `xkN :
   ¦
 
 
n
k
kkii Nff
1
xx                                                                                                    (7) 
where the coefficients ^ `kif  are the nodal values of the eigenfunctions. Substituting equa-
tion (7) in equation (3) and applying a Galerkin procedure to the corresponding residual, 
the following generalized algebraic eigenvalue problem is obtained: 
ȁBfCf                                                                                                               (8) 
where:
     ³ ³ 
D D
jiwwij ddNNC 212121 , xxxxxxC                                                              (9) 
   ³ 
D
jiij dNN 111 xxxB                                                                                         (10) 
ijij f f                                                                                                            (11) 
iijij OG ȁ                                                                                                            (12) 
The eigenvalues ^ `iO  are located on the diagonal of the matrix ȁ  and the eigenfunctions 
 ^ `xif  are obtained by substitution of the coefficients ^ `kif  in equation (7). The computa-
tion of the matrix C and B is the time consuming part of the numerical procedure. The ma-
trix C is obtained from the contribution Cmn of the finite elements m and n:
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³ ³ 
m nD D
nm
ww
mn ddC 212
T
121 , xxxNxNxxC                                                      (13) 
The dimension of these matrices is equal to the number of nodes per element. The elements 
mn
ijC  are assembled into the matrix C combining the values corresponding to the same 
node. The matrix B is obtained by assembling, as in the case of the matrix C, the elements 
of the matrix Bmm:
   ³ 
mD
mmmm d 11
T
1 xxNxNB                                                                                   (14) 
It should be noted that the due to the symmetry of the covariance function, the matrix Cmm
and C are symmetric. The same property holds also for the matrices Bmm and B, due to 
their definition. The integrals defining the elements of the matrix C and B are calculated 
according to Gauss-Legendre quadrature rule. The number of integration points (named 
also Gauss points) per element necessary for the computation of the elements of the matrix 
B depends on the shape functions and can be determined easily in order to reach the order 
of exactness of the Gauss-Legendre rule. In the case of the quadratic quadrilateral elements 
nine Gauss points per element are considered. The integration of the elements of the matrix 
C is more complex and, in general, requires a larger number of Gauss points depending on 
the covariance function. The influence of the number of integration points, necessary for 
the integration of the elements of the matrix C, on the discretization accuracy in terms of 
eigenvalues and eigenfunctions is discussed. The relative difference between the exact and 
numerical value of each eigenvalue is considered as error estimator for the eigenvalues: 
exact
numericalexact
O
OOHO

                                                                                                (15) 
A global error estimator is considered for the eigenfunctions: 
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D
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As stated before, the truncated Karhunen-Loeve expansion underestimates the variance of 
the random field. Therefore only the modes that allow to satisfy this property point wise in 
a suitable grid of points have to be considered in the series expansion. Two examples are 
considered to discuss the sensitivity of the quality of the discretization to the number of 
integration points per element. In the first example, a Gaussian random field is defined on 
a 10 m long square plate. A unit mean a variance are considered. The following correlation 
function is assumed: 
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where the correlation lengths lcx and lcy are assumed, respectively, equal to 10.0 and 5.0 m. 
The analytical solution is known in this case [1]. The numerical solution is based on a 
mesh of sixteen finite elements of equal size. The first eight modes, representing approxi-
mately 80% of the variance 2V  of the random field are considered (figure 1). In the fol-
lowing the term “exact” refers to the analytical solution. The exact eigenvalues and their 
numerical approximations, depending on the number of Gauss points (NGP) per element, 
are listed in table 1 and the error OH  is plotted in figure 2. It can be observed that in the 
case of four Gauss points per element only six modes can be considered in the series ex-
pansion. Moreover, the accuracy of each eigenvalue increases with the number of integra-
tion points. The percentage increment of the accuracy is significant when nine Gauss 
points are used instead of four. However, the advantage of using a more refined integration 
decreases when twenty-five or thirty-six Gauss points are considered, as shown for the first 
eigenvalue in figure 3.
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Fig. 1: Influence of the Karhunen-Loeve modes in the representation of the variance 
Tab. 1. Exact and numerical eigenvalues 
# mode Oexact O (NGP=4) O (NGP=9) O (NGP=16) O (NGP=25) O (NGP=36)
1
2
3
4
5
6
7
8
42.45 
14.42 
7.93
5.80
2.94
2.70
2.59
1.74
43.03 
14.91 
8.17
6.24
3.37
2.83
42.75 
14.68 
8.05
6.03
3.17
2.77
2.69
1.86
42.63 
14.59 
8.00
5.94
3.07
2.74
2.65
1.80
42.57 
14.54 
7.98
5.89
3.02
2.73
2.63
1.77
42.54 
14.51 
7.97
5.86
3.00
2.72
2.6
1.75
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Fig. 2: Error in the estimation of the eigenvalues 
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Fig. 3: Accuracy of the first eigenmode 
Similar considerations about the influence of the number of integration points on the accu-
racy can be drawn for the error estimator fH  for the eigenfunctions. The error in the eigen-
functions induced by the numerical procedure is listed in table 2.  
Tab. 2. Error related to the eigenfunctions 
# mode Hf (NGP=4)
[%] 
Hf (NGP=9) 
[%] 
Hf (NGP=16) 
[%] 
Hf (NGP=25) 
[%] 
Hf (NGP=36) 
[%] 
1
2
3
4
5
6
7
8
0.80
3.77
3.12
10.47 
26.05 
4.83
0.26
0.87
0.68
2.84
7.39
1.07
2.55
13.89 
0.15
0.60
0.47
2.24
5.63
0.76
2.07
13.77 
0.10
0.51
0.41
2.11
5.30
0.67
1.97
13.76 
0.07
0.48
0.39
2.07
5.15
0.63
1.93
13.76 
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Even with nine Gauss points the error in the first seven eigenfunctions is less than 8%. The 
error in the last mode does not decrease when more than sixteen Gauss points are used and 
it could be influenced by the chosen mesh for the random field. Considering also the accu-
racy for the eigenvalues, the solution with sixteen Gauss points per element is suggested as 
first trial. In the second example, a 40m long (direction x) and 13 m wide (direction y) 
bridge concrete deck slab is considered. The concrete compressive strength fc is described 
by a 2D lognormal random field. The mean value and the standard deviation are, respec-
tively, MPa5.40 w  and MPa3.5 wV . The correlation function of the underlying 
Gaussian field is [6]: 
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A correlation length lc of 5 m is adopted [6]. A mesh of five elements in the x direction and 
two elements in the y direction is considered. In this case an analytical solution is not 
available. Therefore, the solution obtained with sixty-four Gauss points per element is re-
ferred as the “exact” solution. The exact and the approximated eigenvalues (table 3), the 
error estimators OH  (figure 4) and fH  (table 4) are shown for the first eight modes. 
Tab. 3. Exact and numerical eigenvalues 
# mode Oexact O (NGP=4) O (NGP=9) O (NGP=16) O (NGP=25) O (NGP=36)
1
2
3
4
5
6
7
8
288.72 
28.06 
24.57 
19.20 
16.65 
15.15 
14.87 
12.92 
288.69 
28.23 
24.75 
19.39 
15.98 
288.72 
28.06 
24.59 
19.24 
16.70 
15.19 
14.96 
12.96 
288.72 
28.06 
24.57 
19.20 
16.65 
15.14 
14.84 
12.92 
288.72 
28.06 
24.57 
19.20 
16.65 
15.14 
14.85 
12.92 
288.72 
28.06 
24.57 
19.20 
16.65 
15.14 
14.85 
12.92 
The solution with four Gauss points per element is not able to represent correctly the 
modes higher than the fifth order. It can be observed that an integration scheme with nine 
or sixteen integration points per element leads to a solution extremely accurate in terms of 
the eigenvalues. Therefore, the computational effort required by a more refined scheme is 
not worthwhile in terms of accuracy for the considered modes.  
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Fig. 4: Error in the estimation of the eigenvalues 
Tab 4. Error related to the eigenfunctions 
# mode Hf (NGP=4)
[%] 
Hf (NGP=9) 
[%] 
Hf (NGP=16) 
[%] 
Hf (NGP=25) 
[%] 
Hf (NGP=36) 
[%] 
1
2
3
4
5
6
7
8
0.47
6.96
12.10 
25.15 
14.78 
0.02
0.28
0.52
1.17
0.71
0.74
2.15
0.86
0.00
0.01
0.02
0.03
0.02
0.02
0.05
0.02
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
In conclusion, sixteen integration points per element are suggested for both examples. Due 
to the increasing accuracy in the integrations, the number of modes that can be used cor-
rectly in the series expansion increases with the number of integration points. Furthermore, 
an increment of the accuracy of the integration requires a huge increment of the computa-
tional effort. Therefore, the number of integration points, depending on the geometrical 
domain and correlation properties of the random field, should be chosen carefully as a bal-
ance between the accuracy and the CPU time. In conclusion, it should be noted that the 
finite elements involved in the structural analysis can be of different type respect to the 
quadratic quadrilateral elements used in this paper. It means that the choice of the class of 
finite elements used in the discretization of the random field and in the solution of the 
structural problem (is dependent on the structural model adopted) are completely uncorre-
lated.
2.2 Discretization error estimator 
A discretization error estimator has to be formulated, in order to give a measure of the 
goodness of the aforementioned procedure. The error in representing the exact variance 
function is the difference between the exact variance and equation (5): 
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The mean value of the estimator of the accuracy of the discretization is considered: 
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where D  is the area of the domain D, in the case of 2D random fields.  
2.3 The structure of the genetic algorithm 
A genetic algorithm attempts to solve any optimization problem by search through a space 
(population) of solutions, that evolve due to the actions of genetic operators [4, 5]. There-
fore, a genetic algorithm performs a multi-directional search within the population of solu-
tions. In this paper, a genetic algorithm is proposed to solve efficiently the discretization of 
a 2D random field. Let denote with MH  and ett argH , respectively, the discretization error 
(equation 20) and a prescribed accuracy. The optimization problem can be written as: 
 
.s.t.
,maximize arg
EM
ff ettMobjobj

 HH
                                                                               (21) 
where E is a set of integers. This set has a unit lower bound and the upper bound depends 
on the specific random field under investigation.  The objective function is written as as a 
linear combination of the absolute value of the difference between the discretization error 
and the prescribed accuracy and a penalty function that improves the overall efficiency: 
 ettMpettMobj ff argarg ,HHHH                                                                         (22) 
where the penalty function  ettMpf arg,HH  is defined as: 
 
¯
®
­ ! 
otherwise0
if1
, argarg
ettM
ettMpf
HHHH                                                                             (23) 
This penalty function is used to ensure that the potential solution, characterized by an error 
higher than the required value, have a low chance to survive. It can be observed that the 
penalty function is applied to those potential solution characterized by an error higher than 
the required value. In figure 5 the discretization error and the objective function are plot-
ted, for a simple 1D example. It can be observed that the slope of the objective function is 
small after the solution M=7. Therefore, an adequate number of individuals has to be used 
to reach the global optimum. 
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Fig. 5: The objective function 
The optimization problem of equation (21) is solved as follows. Each solution is a vector 
of two components denoting the number of subdivisions of the finite element mesh in the x 
and y directions. The truncation order corresponding to each mesh is then calculated. The 
initialization involves the definition of the parameters of the genetic algorithm (population 
size, probabilities of crossover and mutation, representation of the population). The follo-
wing values have been chosen as initial guess: 
x population size = 50 individuals; 
x probability of crossover = 0.80; 
x probability of mutation = 0.001. 
Each individual has a Gray-coded representation. The advantage is that neighbouring inte-
gers are represented by binary strings that differ in only one bit. After the definition of the 
inputs of the algorithm, the population is ready to start the iterative loop. During each itera-
tion, it will undergo to four genetic operators: selection of the parent individuals, cross-
over, mutation and selection of the survivor individuals. The convergence criterion of the 
genetic algorithm is not based on information from the search process, since the population 
converges to the solution in few iterations. Therefore the iterative scheme is performed for 
a prescribed number of iterations. The flowchart of the genetic algorithm is shown in fig-
ure 6. 
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Fig. 6: Flow chart of the genetic algorithm 
3 Application examples 
The solution strategy is applied to the test cases used in the section 2.1. The target discreti-
zation error is 0.10. The domain of the solution is considered between one and ten ele-
ments in each direction. The ratio between the CPU time required by the proposed 
algorithm and a simple solver, consisting in adding iteratively elements in both directions, 
is considered as a measure of efficiency. In the first example, an optimal mesh of ten ele-
ments in the x direction and five elements in the second direction is obtained. The corre-
sponding discretization error is equal to 0.0998 and twenty modes are used in the 
Karhunen-Loeve expansion. The genetic algorithm is able to find the solution at the third 
iteration, requiring only fifty objective function evaluations. In terms of efficiency, the 
genetic algorithm is 1.5 times faster than the aforementioned iterative algorithm. In the 
second example, the proposed algorithm finds the optimal solution of eight elements in the 
direction x and two elements in the direction y. This solution leads to a discretization error 
of 0.0996 and fourteen modes can be used in the series expansion of the random field. The 
genetic algorithm is able to find the solution in three iterations and forty-eight objective 
function evaluations are required. The speed-up with respect to the simple iterative solver 
is about 1.7. 
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4 Conclusions
A genetic algorithm has been developed to obtain an optimal discretization of stationary 
random fields, with respect to a global error estimator. The objective function is formu-
lated by considering a linear combination of the absolute value of the difference between 
the discretization error and the prescribed accuracy and a penalty function. This latter func-
tion is used to ensure that the potential solution, characterized by an error higher than the 
required value, have a low chance to survive. The proposed procedure is applied to an ex-
ample of a 2D random field defined on a square plate, whose analytical solution is avail-
able, and to 2D random field describing the concrete compressive strength of a bridge 
deck. The genetic algorithm is able to find in few iterations the solution. Therefore, the 
approximation of the random field can be used to deal with the spatial variability of model 
parameters within a reliability analysis.  
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On the Moments of Functions of Random Variables 
Using Multivariate Taylor Expansion, Part I 
Noel van Erp & Pieter van Gelder 
Structural Hydraulic Engineering and Probabilistic Design, TU Delft 
Delft, The Netherlands 
1. Introduction 
In this article we give a general procedure to find the mean, variance and higher order 
centralized moments for arbitrary functions of random variables, provided these functions 
have partial derivatives of order  1n  equal to zero. We will demonstrate this procedure 
by finding the general equations for the mean, variance and skewness for sample means; of 
which the general equations for the mean and variance respectively, equations (13) and 
(16) given below, are well-known from the various statistical textbooks. Van Erp and Van 
Gelder (2007) present an algorithm for the developed models in this paper. 
2. Multivariate Taylor Expansion 
The following Taylor’s Theorem in m  variables is a generalization of Taylor’s Theorem in 
2  variables as given in the standard calculus text by Thomas and Finney (1996). We 
simply state the result here, and for a proof we refer to (Thomas and Finney, 1996). 
Taylor’s Theorem 
Suppose that  mxxg ,,1   and all its partial derivatives of order less than or equal to  1n
are continuous on  ^ `mmmm bxabxaxxD dddd ,,|,, 1111  , and let   Dcc m ,,1  .
For every   Dxx m ,,1   of  mxx ,,1  , there exists a point   Dm [[ ,,1   lying in 
between  mxx ,,1   and  mcc ,,1   with 
     mnmnm xxRxxPxxg ,,,,,, 111       (1) 
where
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The function nP  is called the nth order Taylor polynomial in m variables for the function 
g  about  mcc ,,1  , and nR  is the remainder term associated with nP .
Corollary
If  all the partial derivatives of order  1n  of  mxxg ,,1   equal zero then, we have that
   mnm xxPxxg ,,,, 11         (4) 
The proof for this Corollary follows trivially from the fact that the remainder term nR  must 
equal zero if all the partial derivatives of order  1n  also equal zero, as can be seen in 
(3).
[1] Functions of Random variables  
We now want to determine for an arbitrary function
 mXXgZ ,,1          (5)   
of m  known random variables,   ^ ` T|~ 11 mm xxpXX  , what the centralized moments 
are of the probability density function of ^ ` T|~ zpZ .
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If all the partial derivatives of order  1n  of  mxxg ,,1   equal zero, then we have with 
our Corollary that equality (5) may be written as  mn XXPZ ,,1  , which in turn implies 
the following equality 
   > @^ `kmnk XXPEZE ,,1  ,   ,2,1 k   (6) 
Now if we let nP  be about the point  mPP ,,1  , where the jP ’s, mj ,,1 , are the 
expectation values of the known random variables   ^ ` T|~ 11 mm xxpXX  , then we 
may rewrite (3) as a function of centralized random variables 
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What we have accomplished in (5) – (7) is the following. The Corollary tells us that if all 
the partial derivatives of order  1n  of  mxxg ,,1   equal zero we may, without any loss 
off generality, make the transformation from our original function g  to its nth order Taylor 
expansion nP . This Taylor expansion nP , if developed about the point  mPP ,,1  , is a 
function of centralized random variables. So by taking expectation values of  nP , or 
powers of nP , we find that the expectation value of g , or powers of g , can be written as a 
function of (known) centralized moments of the (known) random variables 
  ^ ` T|~ 11 mm xxpXX  .
Procedure (5) – (7) can be computationally very tedious, even in the most simplest of 
cases, as shall be demonstrated below when we find the mean, variance and skewness for 
the a sample mean of m  known random variables. For more complicated functions of 
random variables one would probably like to use symbolic computing packages like Maple 
or Mathematica. In VAN ERP & VAN GELDER (2007), we will give such a routine for 
Mathematica.  
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Example: Finding the Mean, Variance and Skewness of the Sample Mean 
One of the most well known functions of random variables is the sample mean:  
  ¦
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Since all the second order partial derivatives of (8) equal zero we have, by our corollary, 
that
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And it follows that 
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As well as 
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In what follows we will need the following properties of expectation values 
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 ccE  ,         (12a)
  0  jjXE P ,        (12b)
  > @  
212211
,cov jjjjjj XXXXE   PP ,    (12c)
   > @  
321332211
,,M3 jjjjjjjjj XXXXXXE   PPP .  (12d)   
where we let the symbol 3M  in (12d) stand for the third order mixed centralized moments. 
Using the results (12a) and (12b), we find the expectation value of (9) to be 
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Using the results (12a), (12b) and (12c), we find the expectation value of (10) to be 
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Using the results (12a), (12b), (12c) and (12d), we find the expectation value of (11) to be 
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If we substitute (13) and (14) in the equation for the variance of Z , then we find 
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Likewise if we substitute (13), (14) and (15) in the equation for the third centralized 
moment of Z , then it can be verified that we find 
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We now define the skewness of Z to be its standardized third moment  
   
  23
3
var
Zskew
Z
ZM
        (18) 
If the iX , mi ,,1 , are independent and identically distributed with common 
distribution  2,~ VPNX i , mi ,,1 , or equivalently, if
  P iXE ,   2,cov V ii XX ,   0,,3  iii XXXM   (19) 
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for mi ,,1 , then we find, using (9) – (18), the mean, variance and skewness of Z  to be, 
respectively 
  P ZE ,  
m
Z
2
var
V ,   0Zskew     (20) 
But if the iX , mi ,,1 , are independent and identically distributed with common 
distribution  PExpX i ~ , mi ,,1 , or equivalently, if
  P iXE ,   2,cov P ii XX ,   33 2,, P iii XXXM   (21) 
for mi ,,1 , then we find, using (9) – (18), the mean, variance and skewness of Z  to be, 
respectively 
  P ZE ,  
m
Z
2
var
P ,  
m
2
Zskew     (22) 
3. Summary 
In this article, a general procedure to find the mean, variance and higher order centralized 
moments for arbitrary functions of random variables has been presented. A case study and 
algorithm of the general procedure will be described in part II of this paper (VAN ERP &
VAN GELDER, 2007). 
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On the Moments of Functions of Random variables 
Using Multivariate Taylor Expansion, Part II: A 
Mathematica Algorithm 
Noel van Erp & Pieter van Gelder 
Structural Hydraulic Engineering and Probabilistic Design, TU Delft, 
Delft, The Netherlands 
1 Introduction
Part I has presented a general procedure to find the mean, variance and higher order 
centralized moments for arbitrary functions of random variables (Van Erp and Van Gelder, 
2007). In this paper, Part II, an algorithm will be presented with an application to a 
simplified case study. 
2 Case study and algorithm 
We give here an algorithm using to find the first two moments of  
  1000
4
,
2
 yxyxg S .
We first declare the function g , the lists u  and A , and the multivariate Taylor polynomial 
3Q , which represents g  without any loss off generality. The list u  controls the partial 
derivatives in 3Q  and the a ,b  in A  will later on be replaced by  PX ,  QY  as we go 
from   kk PQ o3 .
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One might wonder why we do not immediately state  
,
The reason for not doing this is that second and higher order moments of Z  powers of 
Taylor polynomials will need to be expanded by Mathematica. But if 3Q  is a function of 
 PX ,  QY  Mathematica will also expand these terms. This is undesirable because the 
terms  PX ,  QY  correspond to centralized random variables which later on have to 
be replaced, in their totality, by their corresponding centralized moments. So, we define 
3Q  as a function of the symbols a ,b , and replace these symbols, respectively, with 
 PX ,  QY  , after we have expanded 3Q .
We assume that X  and Y  are bivariate normal, or,    Ȉµ,~, NYX , with mean vector 
and covariance matrix 
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where U  is the correlation between X  and Y .
We now replace the centralized random variables in P  by their corresponding centralized 
moments; i.e., we go from 
       > @lklk YXEYX QPQP o
 We do this by way of the Mathematica replace command  ‘ ./ ’.  Now care must be taken 
with this replace command. One must start with the highest sum of powers of  PX  and 
 QY , since Mathematica replaces the first statements it encounters in the list the first; so 
if we write 
then every  PX  and  QY  in P  will be replaced by zeros, and there will be no more 
   QP  YX  terms left in P  (only 000    terms). where U  is the correlation between 
X  and Y .
Now we go on to the second moment of  yxgZ , . We start by taking the second power 
of 3Q , and then proceeding in likewise fashion 
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Again we take care to start with the highest sum of powers of  PX  and  QY  in the 
replace command ‘ ./ ’.
So we find the mean of Z  to be
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and the variance of Z
Say that we have means 10 P , 20 Q , variances 12  V , 12  ]  and correlation 
2.0 U , then we find the find the following numerical values of the mean and variance of 
Z
and
These values have found to be correct using a numerical transformation of variables.
The third order moments of Z  can be found by taking the third power of 3Q , expanding it 
, and replacing the a , b  by  PX ,  QY , respectively. The resulting centralized 
random variables can then be replaced, using the Mathematica replace command ‘ ./ ’, by 
their corresponding centralized moments, and we have  3ZE . We already had  ZE ,
 2ZE , and 2ZV , we can now find the skewness Z  using the following identity 
       > @
3
323 23
Z
Z
ZEZEZEZE
V
J  
3 Summary
This paper has described an algorithm (based on Mathematica) for finding moments of 
functions of random variables using multivariate Taylor expansions. 
van Erp & van Gelder: On the Moments of Functions of Random Variables Using Multivariate…, Part II 
320 
4. References 
[1] Van Erp, N., and Van Gelder, P.H.A.J.M., 2007. On the Moments of Functions of 
Random Variables Using Multivariate Taylor Expansion, Part I, 5th International 
Probabilistic Workshop - Taerwe & Proske (eds), Ghent, 2007. 
5th International Probabilistic Workshop - Taerwe & Proske (eds), Ghent, 2007 
321 
Perceived safety with regards to the optimal safety of
structures
Dirk Proske 1, Pieter van Gelder 2 & Han Vrijling 2
1 Institute of Mountain Risk Engineering, University of Natural Resources and Applied 
Life Sciences, Vienna, Austria 
2 Structural Hydraulic Engineering and Probabilistic Design, TU Delft, Delft, Netherlands 
Abstract: This paper gives a critical view about the development and applica-
tion of optimisation procedures for the safety of structures. Optimisation tech-
niques for the safety of structures have experienced major progress over the 
last decade based on, for example, the introduction of quality of life parameters 
in engineering. Nevertheless such models still incorporate many major assump-
tions about the behaviour of humans and societies. Some of these assumptions 
and limitations are mentioned briefly in this paper. These assumptions heavily 
influence the outcome of such optimisation investigations and can not be ne-
glected in realistic scenarios. Therefore, the authors advise against the applica-
tion of such optimisation techniques under real world conditions. An 
alternative for such optimisation procedures can be seen in the concept of inte-
gral risk management. Finally examples are given to illustrate effects of indi-
vidual and social behaviour under stressed situations, which are not considered 
in the optimisation techniques mentioned. These effects are potentially consid-
ered within the concepts of integral risk management. 
1 Problem
Over the last few years the question about the optimal safety of structures has been dis-
cussed intensively in the field of structural engineering. This question is of particular inter-
est for the development of general safety requirements in codes of practices for structures. 
Within the last decades, the general safety concept has been updated from the global safety 
factor concept to the semi-probabilistic safety concept initiating debates regarding the op-
timal safety of structures. 
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The question of optimal safety has mainly been answered based on the idea of the optimal 
economical spending of resources. This includes the important and true consideration that 
resources for humans and societies are limited.  
In structural engineering usually the sum of the production cost and the cost of failure are 
compared with the possible gains of creating such a structure. The combination of these 
two cost components mentioned gives an overall cost function with an minimum value 
according to some adaptable structural design parameters included, for example the chosen 
concrete strength (Fig. 1). This overall cost function is based on economic considerations. 
Sometimes additional measures such as those found within the quality of life parameters 
are incorporated. For example the Life Quality Index LQI by NATHWANI, LIND & PANDEY
[21] has become widely used in several engineering fields. The development of quality of 
life parameters can not only be seen in the field of structural engineering, but also in other 
fields like social sciences or medicine (PROSKE [23]). 
Co
st
s
Parameters
Cost of FailureProduction Cost 
Overall Cost
Minimum 
Overall 
Cost
Fig. 1. Widely used function of overall structural cost depending on several parameters 
2 Drawbacks of optimisation procedures for safety 
2.1 Some limitations of LQI definitions 
Although the search for performance measures as a basis of optimisation procedures has 
yielded in many fields to the application of quality of life parameters, it does not necessar-
ily mean that this strategy has been successful. It shows only that entirely pecuniary based 
performance measures might be insufficient. If one considers for example the history of 
quality of life measures in medicine since 1948, now a huge variety of such parameters 
(more than 1000) has been developed for very special applications. Such a specialisation 
requires major assumptions inside the parameters. Considering for example the LQI it as-
sumes a trade-off between working time and leisure time for individuals. Although this 
might be true for some people, most people enjoy working (VON CUBE [34]) if the working 
conditions and the working content is fitting to personal preferences. The choice of using 
the average lifetime as a major indicator for damage has also been criticized (PROSKE
[25]). The question, whether a quality of life parameter can be constructed on only a very 
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limited number of parameters remains. Fig 2. gives an impression about the dimensions of 
quality of life (KÜCHLER & SCHREIBER [17]). The comparison between the different di-
mensions and the simplified definition of the LQI makes limitations visible. For example, 
many psychological effects are not considered, which most of us can agree through per-
sonal experience will have an effect. 
Fig. 2. Dimension of quality of life according to KÜCHLER & SCHREIBER [17] 
2.2 Some subjective judgement effects 
Since people are so strongly affected by their personal experiences, this chapter discusses 
some issues of subjective and psychological judgement of safety which influences not only 
quality of life, but also the investigation of optimal safety. Many works have been done in 
the field of subjective risk judgement such as, FISCHHOFF et al. [9], SLOVIC [27], COVELLO 
[6], ZWICK & RENN [36] or WIEDEMANN. For a general summary see PROSKE [24]. The 
authors here define “safety” as a feeling under which no further resources have to be spent 
to decrease a hazard or a danger (Fig. 3 bottom diagram – the change of slope in the func-
tion). By definition, this is a subjective evaluation of a situation and therefore the term 
“perceived safety” is actually a pleonasm. Often the term “subjective risk judgement” or 
“subjective safety assessment” are used as well. Nevertheless the term “perceived safety” 
has become very popular in scientific literature and shall be used here. Since the term 
safety considers subjective effects, the property of trust should be mentioned. COVELLO et 
al. [7] have stated that trust might shift the individual acceptable risk by a factor of 2 000. 
That means, if one convinces people through dialogue that a house is safe, a much higher 
risk (no resources are spent) will be accepted, whereas with only a few negative words 
trust can be destroyed and further resources for protection are spent. 
Incidentally the introduced definition of safety also gives the opportunity to define a rela-
tionship between the terms disaster, danger and safety and the freedom of resources (Fig. 3 
bottom). The discussion on safety has already introduced danger as a situation, where the 
majority of resources are spent to re-establish the condition of safety, e.g. not spending 
resources. Under an extreme situation of danger, no freedom of resources exists anymore; 
since all resources are spent to re-establish safety. Actually the term disaster then describes 
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a circumstance, where the resources are overloaded (negative). Here external resources are 
required to re-establish safety. This indeed fits very well to common definitions of disaster 
stating, that external help is required. Additionally the introduced definitions can be trans-
ferred to the time scale of planning and spending resources, as shown in Fig. 3 top dia-
gram. 
The time horizon of planning alters dramatically in correlation with the states of danger 
and safety. Under the state of safety and peace of mind the time horizon shows a great di-
versity of planning times ranging from almost zero time to decades or even longer. In 
emergency states, the time horizon only considers very short time durations, such as sec-
onds or minutes. 
Fig. 3:  Relationship between horizon of planning and degree of distress (top) and free-
dom of resources and degree of distress (bottom) 
The choice of the time horizon is very important for optimizations: It determines the re-
sults. Short term optimization procedures are often criticized as yielding unethical results. 
If economic based optimizations are implemented with sufficiently long time horizons then 
more ethical solutions arise (MÜNCH [20]). For example, IMHOF [13] has chosen a time 
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horizon of 50 years for the maintenance planning of Swiss railway bridges based on a cost-
benefit-analysis optimization. In general such long time horizons are required not only for 
structures, but for many human activities (economical aid, school systems etc.). But using 
such long time horizons introduces major indeterminations through assumptions about the 
future behavior of the social system. An example of this is the uncertainty in predicting the 
traffic volumes in 50 years  
But on which time horizon are usually decisions taken? Here the techniques of the human 
brain for identifying major hazards and therefore ruling resources should be of interest.
The awareness of danger depends very strongly on the presence of thoughts. But the pres-
ence of many different thoughts at the same time is limited. In general, the human short 
term memory can only consider up to ten items, but usually only three to seven items are 
used. This obviously limits the comparison of different risks and the consequent spending 
of resources to the most important ones. Secondly the repetition, for example in media, is 
important for human memory. Fig. 4 shows several thoughts about risk considering the 
intensity and EBBINGHAUS’es memory curvature. It should be mentioned here, that after 
several years the amount of information about a certain event is less then 1/1012 of the 
original information. Therefore many scientists speak about the invention of reality. This is 
of utmost importance as it shows the high degree of individual risk judgement.  
Fig. 4. fails to consider inconsistency of thoughts, which has been shown by many psycho-
logical investigations. Instead of a continuous flow of topics in thoughts, permanent inter-
ruptions of the topics can be experienced. Such intrusive thoughts might be considered as 
positive or negative depending on the situation. So far, there are no techniques for the 
evaluation of such switching of or missing thoughts in advance. But such intrusive 
thoughts can heavily influence the perceived safety (FEHM [10]). 
Even the intrusive thoughts might cause problems with safety assessments as it seems that 
they are rather important for humans. BIRKHOFF [1] has introduced a general numerical 
measure for the aesthetical assessment of objects based on a simple formula. Additionally 
many scientists have discussed the issue, whether high aesthetical evaluation is strongly 
correlated with high utility for humans. One additional issue of aesthetics is a positive dis-
turbance of thoughts (PIECHA [22], RICHTER [27]). Positive disturbing elements, such as a 
flower decoration on a table, might increase efficiency over the long term: a sparkling idea 
might be caused by the disturbance. 
The briefly mentioned psychological effects are to the knowledge of the authors not in-
cluded in the optimisation techniques for the safety of structures; however, these effects 
influence heavily the way in which decisions under real world conditions are made.  
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Fig. 4:  Risks as topics of cogitations, first only considering the length of the thoughts 
(top), then considering the intensity (middle) and considering the memory func-
tion (bottom) 
2.3 Limitations of the economic models used 
Most quality of life parameters consider the economy as a system, which functions under 
all circumstances. For example, assuming a major disaster killing one billion people, the 
LQI assumes that the economy still functions as before. Such assumptions only become 
visible under extreme situations, such as some of the major economical crises which have 
occurred in the last century or the current decline of states such as Zimbabwe or Iraq. 
Changes in economical behaviour under such conditions can occur and will be shown in 
one example. 
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Many people live in countries where the social conditions motivate people to produce fur-
ther wealth. This seems to be valid for all developed countries in the world, especially for 
countries, where scientists investigate the optimal safety of structures. This is not, how-
ever, a concrete behaviour of humans, since one can also detect countries where the social 
conditions motivate people to take wealth from other people instead producing the wealth 
(KNACK & ZACK [15], KNACK & KEEFER [14], WELTER [35]). Those countries can be eas-
ily described as having a lack of trust in the social system. After major disasters in devel-
oped countries such behaviour can also be observed. Here people have the impression that 
the state as a representative of the society is unable to fulfil the duty of safety, the major 
task of states (HUBER [12]). As already mentioned, people lose trust in the functioning of 
the social system. But how is the property of trust influenced by the actions of a state and 
can this trust be destroyed? To answer this question a short look into the properties of trust 
is worthwhile. 
Trust is a main indicator of social capital and the basis for developing cooperation with 
other humans and/or organisations. Since the success of the economy is mainly based on 
specialization, which requires cooperation then the success of the economy in terms of 
developing wealth is connected to trust. It is not the main goal of this paper to define trust, 
just one adapted definition should be mentioned (CONCHIE & DONALD [5]): 
“Interpersonal trust is a psychological state that involves the reliance on other people in 
certain situations based upon a positive expectation of their intentions or behaviour.”
Coming back to the simple example mentioned above, where potential economic actors 
cannot trust each other, the private returns of predation increase while the returns of pro-
duction decrease. Unfortunately over the long term, this strategy yields to the complete 
failure of the society and the individuals. So if actions destroy trust, they also destroy the 
social system including the economy.  
As an example the information inserts in pharmaceutical products are mentioned. These 
inserts are not only considered as information material, but also as a protection measure 
because they inform about the risks. Recent investigations, however, have shown that the 
inserts actually increase risk, since people in real need of the medication refuse to accept it 
due to the fear caused by the inserts. They simply do not trust the medicaments.  
In contrast the safety regulations in air planes, such as lifejackets on board, increase the 
trust and the perceived safety of the passengers. In reality, however, the number of people 
actually saved by the lifejacket is negligible. Therefore this equipment could be saved and 
the resources spent on other activities based on optimisation investigations. Nevertheless 
not only the authorities, but also the airlines themselves refuse to implement this, since the 
major goal of the lifejacket is to create an atmosphere of carrying and trust, not to function 
under real life conditions. Only if such subjective effects are considered during the optimi-
sation procedure can realistic results be yielded. 
The question then arises, whether optimisation procedures can increase or decrease trust. 
This has not yet been proven, but simple considerations show, that trust is decreased by 
optimisation procedures in safety. See also the examples at the end. 
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2.4 System Requirements 
Whereas the one chapter discussed mainly some effects of individual information process-
ing, this chapter focuses more on the behavior of social systems and system theory. The 
membership of elements, such as humans, belonging to a system might influence required 
safety levels. First of all, the objectivity of risk assessment depends very strongly on the 
distance of the endangered elements to the damaged system. A scientist usually works in 
safe environment thinking about the optimization of the safety of structures. What would 
happen, however, if the concrete slab inside the office crunches and shows cracks? Would 
the scientist continue to work or would he spend resources checking the safety of the of-
fice? Here system theory might help: If elements of a system are endangered, the system 
will spend resources in a short term non-optimal way, just defending the integrity of the 
system. Only if the system exceeds a certain degree of seriousness, then the behavior of the 
system might shift back to taking economical considerations into account. This has been 
heavily investigated by looking at parent animals protecting their children. Under normal 
conditions the parents attack even stronger animals therefore endangering their own life; 
however, under extreme situations (hunger or drought) they leave their children without 
care. Also rules for military rescue actions quite often endanger more people to rescue a 
small number of military staff. Based on a theoretical optimisation analysis these actions 
should never be carried out, but under real world conditions it is of overwhelming impor-
tance that the people keep their trust in the system.  
This behaviour can also be seen in constitutions: Here governments promise some proper-
ties without any considerations of limited resources. Such statements might be complete 
nonsense but their goal is to give the elements of the system the impression and the trust, 
that the system itself will do everything required to save the element. 
In general, treating elements of a system with a short term optimal solution can yield to 
long term failure of the system, since the elements will not function anymore. The problem 
of long term efficiency, however, can not yet be solved, since that would require the pre-
diction of the behaviour of humans and social systems. Further research especially in the 
social systems field needs to be carried out. Where we have NEWTON’s law in physics, we 
do not yet have something comparable for societies and predictions are difficult (Fig. 5). In 
other terms, the behaviour of humans and social systems is highly indeterminate (PROSKE
[26]).
This yields to another problem in the field of optimal safety of structures. It is known, that 
most structural failures are caused by human failure (MATOUSSEK & SCHNEIDER [19]). But 
the overwhelming number of probabilistic calculations used as input data for optimisation 
procedures does not consider human failure (avoiding the prediction of human and social 
behaviour). Therefore the optimisation procedures are only partly connected to realistic 
problems.  
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Fig. 5:  Causality and field of science: High causality exists at the bottom left (in many 
cases), whereas low causality exists in the top right area (RIEDL [28]) 
3 Examples 
The following few examples should illustrate the considerations. 
Fig. 6. Ford Pinto Case in the US 
c The famous Fort Pinto Case (Fig. 6) in the US in the 70s is the first example. Here the 
company Ford made an optimisation analysis about whether to make changes in the con-
struction of the car concerning safety against fire and explosion. The analysis recom-
mended no changes but financial compensation should be provided. During the court case 
(Ford vs. Romeo Weinberger) the analysis become public and Ford was heavily punished 
in terms of compensation (128 Million US $). During the public discussion the question 
whether the number of fatalities exceeded a permitted level was not so much of concern, 
but the idea, that any fatalities were accepted was the major critic. General Motor also used 
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such a procedure and experienced the same effects in public in the 90s [32]. In both cases 
the loss of trust and other individual and social effects of the optimisation strategy were not 
considered, but heavily affected the outcome. The actual optimisation procedure did more 
harm than good.  
Fig. 7. Collapsed sport hall in Bad Reichenhall, Germany 
d On January 2nd 2006 at 3:54 pm the sport hall in Bad Reichenhall (Fig. 7) collapsed. 15 
people, many of them children, died in the collapse and 30 people were hurt. The failure of 
the structure led to an intensive debate about the safety of public buildings in Germany. 
First, it was assumed that snow overload caused the failure, since during the same winter a  
hall collapsed in Poland for this reason. This discussion reminds one very much of a dis-
cussion in the beginning of the seventies, when many light weight constructions in East 
and West Germany failed under the snow load. Here first sabotage was assumed to be the 
cause of failure in East Germany. Later, however, very optimistic assumptions about snow 
load and a change of construction material from wood to steel were identified as the 
causes. The discussion about the cause of failure in Bad Reichenhall turned more into a 
discussion on maintenance and the required level of safety over time.  
“The question of safety is now answered by business people and legalese, not by engi-
neers.” said the president of the German Association of inspection engineers on German 
television (ZDF) in 2006. He actually complains about an inherently economic based op-
timisation procedure. Independent from such optimisation considerations the ministers for 
building structures decided in December 2006 to change the law considering the safety 
requirements of public buildings in terms of additional inspections based only on the sin-
gular event in January 2006. This is very common in politics. Still, even with that event, 
structures in Germany remain an extremely safe technical product (17 293 678 residential 
buildings in Germany 2004, 5 247 000 non-residential buildings in Germany, 120 000 
bridges in Germany, 20 hours exposed per day [16], [8], [31], less then 10 fatalities per 
year on average) either in terms of mortality, fatal accident rates, F-N-Diagrams or optimi-
sation procedures using quality of life parameters. As clearly seen from the words by the 
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president of the Germany Association of inspection engineers, the optimisation procedures 
(using risk parameters) are criticised and not helpful in the case of a collapse. One can not 
simply state after a disaster, that the disaster was an acceptable one and business as usually 
should continue. For an example the goal of predictions is referred to (TORGERSON [33]).
Here trust in the safety of buildings can be identified as a major requirement which has to 
be included in optimisation investigations. It should be mentioned, that the efficiency of 
trust destroying actions is three times higher than trust building. If optimisation procedures 
for safety are really considered as trust decreasing actions, the procedure itself has to be 
balanced by much higher investigations.
Fig. 8. Newspaper report in Germany, 2003 
e The Saxon Newspaper (Sächsische Zeitung) from November 8th 2003 reported that the 
permission to work as a physician has been withdrawn for a doctor due to the uneconomic 
treatment of patients (Fig. 8). Currently in Germany physicians have a budget which they 
can spend to treat people. If the budget is completely spent, either the doctor works for free 
or they may receive a penalty if they stop working. Nevertheless it is prohibited to inform 
patients about the current status of the budget or give any information about the budget to 
the patients in the waiting room. Most patients are not aware about such budgets and offi-
cials and politicians blame doctors if they refuse to treat people due to an exhausted 
budget. Here an optimisation procedure is carried out but is kept confidential. Obviously 
there must be a reason to keep it confidential, and the reason might be feared loss of trust. 
So if people are aware of optimisation procedures for safety, they feel a strong damage of 
trust and develop social prevention actions, which yield to political decisions in terms of 
laws.
If one assumes, that the definition for safety given in this paper is valid, then it can be 
proved, that optimisation procedures for safety are actually decreasing safety. Consider the 
definition of safety as the freedom of resources which have not to be spent immediately for 
safety measures against a danger. If optimisation procedures, however, imply that re-
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sources should be spent in one way or another, people lose the freedom of resources. Actu-
ally the goal of optimisation procedures to improve safety, fails since the definition of 
safety is not fulfilled, e.g. freedom of resources. One could argue that optimisation proce-
dures extend the life time of a person but this does not necessarily mean freedom of re-
sources.
4 Possible solution and conclusion 
In the last few years the topic of the optimisation of the safety of structures has been of 
major importance in engineering, especially since the wide spread application of quality of 
life parameters. Nevertheless in medicine the application of quality of life parameters has 
been discussed for over 50 years now. As shown in this paper, social, psychological and 
other effects have to be considered in the optimisations of safety. Additionally here 
ARROWS [1] the impossibility theorem should only be mentioned to give an impression 
about the magnitude of problems. 
Nevertheless somehow some decisions have to be made. The only ones able to carry out 
decisions are empirics. They never declare their solutions as optimal, are aware of the limi-
tations of their models and check carefully the validity. Consider for example the idea of 
integral risk management, which follows the concept of empirics not assuming an optimal 
solution, but inherently including an indefinite improvement. From the authors’ point of 
view this seems to be the most promising way. It responds better to social and psychologi-
cal needs, such as disaster management and increased resources in disaster situations inde-
pendent of some synthetic optimisation criteria. Therefore integral risk management builds, 
as just mentioned, a never-ending circle (Fig. 9). Sometimes also the term risk informed 
decision making is used and helpful (ARROW et al. [2]). 
Considering the mentioned drawbacks for optimisation, it is not surprising, that in different 
fields of science, many authors actually have turned away from optimisation, looking for 
substitution parameters, such as robustness (HARTE et al.[11], BUCHER [4], MARCZYK
[18]). Without going into detail, one of the definitions of robustness of structures consists 
of satisfying behaviour under non-considered conditions. Again here by definition the limi-
tation of the current knowledge is accepted. 
This critique about the possible application of optimisation procedures for the safety of 
structures will be finished by some remarks taken from a mathematical research project 
called “Robust mathematical modelling” [30]. 
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Fig. 9. Integral Risk Management Concept 
1. There is no such thing, in real life, as a precise problem. As we already saw, the objec-
tives are usually uncertain, the laws are vague and data is missing. If you take a general 
problem and make it precise, you always make it precise in the wrong way. Or, if your de-
scription is correct now, it will not be tomorrow, because some things will have changed. 
2. If you bring a precise answer, it seems to indicate that the problem was exactly this one, 
which is not the case. The precision of the answer is a wrong indication of the precision of 
the question. There is now a dishonest dissimulation of the true nature of the problem. 
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Probabilistic method and decision support system for 
ships underkeel clearance evaluation in port entrances
Lucjan Gucma & Marta Schoeneich 
Institute of Marine Traffic Engineering, Institiute of Marine Navigation, 
Maritime University of Szczecin, Szczecin 
Abstract: The paper presents probabilistic method of underkeel clearance 
evaluation dedicated for ships approaching to ports. The method is based on 
Monte Carlo model. The method enables to determine the distribution of 
underkeel clearance in several ships passages and in further step to assess the 
probability of ships grounding accident during the port approach. To support 
the decision of Port Captain the probabilistic decision support model is applied. 
The system was implemented in Polish ports and is used in risk based decision 
support practice of large ships entrance.
1 Introduction 
Underkeel clearance of ships is the most important factor which determines the possibility 
of ships grounding. Maintaining safe clearance is the basic navigator’s responsibility 
among his other usual duties. Until now method of constant clearances has been used to 
determine the minimal safe underkeel clearance. This method calculates safe underkeel 
clearance as a sum of several components. Many factors are taken into account within this 
method which has constant values for a particular area. In many cases this solution might 
be too general. 
The paper presents a practical implementation of ships underkeel clearance determination 
based on probabilistic method and decision support system for port captains. The most 
important groups of uncertainties taken into account within the model are depth, draught 
and water level. The paper presents practical use of the model. Model presents predicted 
underkeel clearance distribution. The method allows to determine the probability of ships 
hull hitting the bottom, which is helpful to assess whether large vessel are allowed or not to 
enter to the port.
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2 Probabilistic method of ships underkeel clearance 
determination
The stochastic model of under keel clearance evaluation was presented in [3, 5] (Fig.1). It 
is based on Monte Carlo methodology where overall ships underkeel clearance is described 
by following formula: 
NSwiSwaTiHoi THUKC GGGG ' ¦¦¦ )()()( 0
where:
GHoi  the uncertainties concerned with depth and its determination, 
GTi  the uncertainties concerned with draught and its determination, 
GSwi  the uncertainties concerned with water level and its determination. 
GN  navigational and manoeuvring clearance. 
Fig. 1: Concept of probabilistic underkeel clearance of ships determination 
The final model takes into account depth measurement uncertainty, uncertainty of draught 
determination in port, error of squat determination, bottom irregularity, tides and waves 
influence are deciding factors for underkeel clearance of ships. Program is modelling 
above mentioned uncertainties using distributions and their parameters. The following 
parameters are randomly selected from their distributions: 
x depth - hi , 
x sounding error- iBSG ,
x mudding component clearance - iZG ,
x draught determination error - iTG ,
x ship's heel error - iPG .
Length between perpendiculars- L, ship service speed- Vserv, ship’s block coefficient - Cb
are determined on the basis of vessel type and length overall. 
5th International Probabilistic Workshop - Taerwe & Proske (eds), Ghent, 2007
339 
Random draught module 
User-entered draught is corrected for draught determination error value and ship's heel 
error.Iterated draught (Ti) is calculated as follows: 
i ii T P
T T G G    (1) 
where: T- Ships draught [m], 
iT
G - draught determination error, 
iP
G  - ships heel error. 
Water level module
Water level PWi is automatically fed from Maritime Office in Szczecin. 
Depth module 
Random depth hi and current water level in port are used to calculate up-to-date depth.
Squat module 
Squat (ship sinkage due to decrease of water pressure during movement) is calculated in 
three stages. First module calculates squat with analytical methods used to obtain moving 
vessel squat (Huusk, Milword 2, Turner, Hooft, Barrass 1, Barrass 2) [7; 8]. Next standard 
errors of each method are applied. Squat model selection and their standard errors were 
verified by GPS-RTK experimental research [1;5]. As a result of the experiment 
uncertainty of each model was assessed and each squat method assigned weight factor. 
Method's weights and Bootsrap method are then used to calculate final ship's squat. 
Underkeel clearance module 
Underkeel clearance Zi is determined by using draught, depth, water level and squat results 
which were calculated before. Underkeel clearance is defined as: 
( ) ( )
i i ii i Z BS i i N WP F
Z h T OG G G G G         (2) 
where: ih   – up-to-date depth  in each iteration, 
iZ
G  – mudding component clearance, 
iBS
G – sounding error, 
iT    – ships draught with its uncertainty,
iO  –  iterated squat,
NG  – navigational clearance, 
iWP
G – high of tide error, 
FG  – wave clearance. 
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The result of method of constant clearances is presented to compare it with the proposed 
probabilistic method. This method calculates safe underkeel clearance as a sum of several 
components. Any probabilistic characteristics of underkeel clearance can be taken account. 
The value of this clearance is calculated in accord with “The guidelines for Designing of 
Maritime Engineering Structures”. 
3 Decision support application 
Simplified decision model is presented as decision tree in Fig.2 [4]. The actions are 
denoted as A, possible state of nature as P and outcomes as U. The P can be understood as 
state of nature (multidimensional random variable) that could lead in result to ship 
accident. The main objective of decision can be considered as minimisation of accident 
costs and ship delays for entrance to the harbour due to unfavourable conditions. The 
limitation of this function can be minimal acceptable (tolerable) risk level. The expected 
costs of certain actions (or more accurate distribution of costs) can be calculated with 
knowledge of possible consequences of accident and costs of ship delays. The 
consequences of given decision actions expressed in monetary value can be considered as 
highly non-deterministic variables which complicates the decision model. For example the 
cost of single ship accident consists of: 
 salvage action, 
 ship repair, 
 ship cargo damages, 
 ship delay, 
 closing port due to accident (lose the potential gains),etc. 
The decision tree can be used also for determination of acceptable level of accident 
probability if there are no regulations or recommendations relating to it. If we assume that 
accident cost is deterministic and simplified decision model is applied (Fig.1) then with 
assumption that the maximum expected value criterion is used in decision process, the 
probability pa
* can be set as a limit value of probability where there is no difference for the 
decision maker between given action a1 and a2. This value can be expressed as follows: 
1
1
24
31
*



 
uu
uu
pa
 (3) 
where: u1, u2, u3, u4-consequences of different decisions expressed in monetary 
values.
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a2, to let in
p2, unsafe
p1, safe
p2, unsafe
p1, safe
a1, to wait
A P U
u1(a1,p1)  no accident , 
no delay
u2(a1,p2)  accident , delay, 
waterway blockage
u3(a2,p1)  no accident , 
unjustified ship delay
u4(a2,p2)  no accident , 
justified delay
Fig. 2: Simplified decision tree of ship entrance to the port. 
3.1  Costs of ships accident and delay 
Usually during the investigation of ship grounding accident are restricted waters it is not 
necessary to take into consideration the possibility of human fatalities nor injures. The cost 
of accident Ca could be divided into following costs: 
CpcCosCraCrCa   (4) 
where:  Cr – cost of ships repair,
Cra – cost of rescue action,
Cos – cost of potential oil spill,
              Cpc – cost of port closure. 
The mean cost of grounding accident in these researches was calculated for typical ship 
(bulk carrier of 260m). The mean estimated cost of serious ship accident is assumed as 
C1=2,500,000 zl (around 700,000 Euro) [6]. The oil spill cost is not considered. Following 
assumption has been taken in calculations: 
- number of tugs taking part in rescue action: 3 tugs, 
- mean time of rescue action.: 1 day, 
- trip to nearest shipyard: 0.5 day, 
- discharging of ship: 4 days, 
- repair on the dry dock: 2 days, 
- total of oil spilled: 0 tons. 
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Mean cost of loses due to unjustified ships delay according to standard charter rate can be 
estimated as 90,000 zl/day. It is assumed that after one day the conditions will change 
scientifically and the decision process will start from the beginning. 
3.2  The decision making process  
The maximization of mean expected value criterion is used to support the decision of port 
captain. Decision tree leads to only 4 solutions. Each decision could be described in 
monetary values. The expected results (losses) of given decisions are as follows: 
- u1= 0 zl; 
- u2= - 2,500,000 zl; 
- u3= - 90,000 zl; 
- u4= 0 zl. 
Taking into consideration the results of grounding probability calculations of example ship 
entering to ĝwinoujscie Port (Fig.4) the probability of ship under keel clearance is less then 
zero equals p2=0 which is assumed as accident probability. No accident probability in this 
case is estimated as p1=1-p2=1. We can evaluate the mean expected values of given 
decisions a1 and a2 as: 
- a1=0zl+(-0,0u2,500,000zl)= 0zl; 
- a2=-(-1u90,000zl)+0zl= - 90,000zl; 
With use of mean expected value it is obvious to prefer action a1 (to let the ship to enter 
the port) because total mean expected loses are smaller in compare to unjustified delay due 
to decision a2.
4 Computer implementation of the model
The model was implemented using Python compiler and it is available “on-line” on 
Maritime Traffic Engineering Institute web site. Figure 3 presents form for entering 
parameters. It is possible to enter the basic ship and water region data. The remaining 
necessary data are taken from XML file located from the server. 
Model underkeel clearance is evaluated after running the application. The results are 
presented as a histogram (Fig. 4).
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Fig. 3. User defined data form for probabilistic model of underkeel clearance (UKC) 
5 Example results 
Example entering to the harbours of ĝwinoujĞcie, Szczecin, Police and GdaĔsk were 
simulated with reference water level at 5,0 m. Maximum draught for these harbours 
decided of vessels’ parameters selection [2]. In the Table 1 harbour and input data are 
presented. Simulation results are presented in Figures 4, 5. 
Tab. 1: Ship parameters used in simulation 
                       Harbour 
Ships parameters 
ĝwinoujĞcie Szczecin Police GdaĔsk
Vessel type ULCC Bulk 
Carrier
Chemical 
Tanker
Panamax 
L[m] 240 160 170 280 
T[m] 12.8 9.15 9.15 15 
B[m] 36.5 24.2 23.7 43.3 
V[kt] 6 8 8 7 
The most important result is the probability that clearance is less than zero. This is the 
probability of accident due to insufficient water depth. Table 2 present’s result of 
simulations as probability, values of mean squat, conventional calculated underkeel 
clearance, 5% and 95% percentiles of under keel clearance (UKC). 
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Tab. 2: Simulation results 
 Harbour
Simulation results 
ĝwinoujĞcie Szczecin Police GdaĔsk
P(UKC<0)  0.0 0.0 0.0 0.0 
Mean squat  0.23 m 0.35 m 0.32 m 0.22 m 
Constant UKC component method 3.11 m 2.59 m 2.57 m 3.02 m 
5% UKC percentile 0.73 m 0.58 m 0.64 m 1.09 m 
95% UKC percentile 2.07 m 3.53 m 3.31 m 1.81 m 
Results show zero values of probability that clearance is less than zero. It is obvious that 
all the cases when UKC<0 show safety entrance to the port. 
Fig. 4. Underkeel clearance distribution in simulations of the maximum vessel’s draught 
 in ĝwinoujĞcie Port (Górników Wharf) 
The distribution has positive asymmetry. Mean underkeel clearance of maximal ships is 
equal to UKCM = 1,2 m. 95% values are less than 2.07 m when value conventional 
calculated underkeel clearance is equal to 3.11m. 
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Fig. 5. Underkeel clearance simulation results at the maximum vessel’s draught 
in Szczecin Port. 
In this case (Figure 5) the disribution have positive asymmetry too. Mean underkeel 
clearance of maximal ships is equal 1.0m. 95% values are less than 3.53 m. 
In Figure 6 presents decision support aplication result. In this case simulated ship’s draught 
in ĝwinoujĞcie Port was increase to 13.3 m. 
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Fig. 6. Example of decision support aplication result (line of equal loss is 2.44%, 
ship can enter to the port) 
6 Conclusion 
The paper presents probabilistic method of ships dynamic underkeel evaluation. Previously 
developed Monte Carlo model was implemented as online program. The program allows 
assessing the probability of grounding accident with consideration of several uncertainties. 
Simplified decision model based on mean expected value was presented and applied in 
case study of ships entering ĝwinoujscie Port. Results were discussed.
The model after validation is intended to be used in every day decision making practice of 
port captains and VTS operators. 
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Probabilistic method of ships navigational safety 
assessment on large sea areas with consideration 
of oil spills possibility 
Lucjan Gucma & Marcin Przywarty 
Maritime University of Szczecin, Poland 
Abstract: The paper presents the implementation of probabilistic method of 
ships collision and grounding model to evaluate the risk of oil spills. The 
model is capable to assess the risk of large complex systems with consideration 
of human (navigator) behaviour models, ship dynamics model, real traffic 
streams parameters and external conditions like wind current visibility etc. The 
model works in fast time and could simulate large number of scenarios. The 
output of the model as the collision place, ships involved and navigational 
conditions could be useful for risk assessment of large sea areas.
1 Introduction 
The presented methodology is used for assessment of oil spill possibility due to 
navigational accidents of ships in the Baltic Sea area. The collisions and groundings in 
different conditions were modelled with use of complex stochastic safety model and real 
statistical data. The model could assess the navigational risk in large complex system with 
consideration of navigators behaviour models, ship dynamics model, real traffic streams 
parameters and external conditions like wind current visibility etc. The model works in fast 
time and could simulate large number of scenarios. The most important output of the 
model is time, place and size of oil spills in the Southern Baltic Sea area. The collision and 
grounding probability together with potential oil spill size in different conditions 
(environmental, traffic etc) evaluated in this researches will be used in the further step for 
risk assessment in the Baltic Sea area. 
The collision between ships, grounding and fire on board are most contributing factor in 
ship accident. The consequences of considered accidents especially in coastal waters due to 
possibility of oil spill could be catastrophic. The paper presents methodology of ships 
accident probability evaluation in different conditions with use of complex stochastic 
safety model and real statistical data. 
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To achieve the aims of the paper stochastic model of ships traffic was developed and 
applied on the Southern Baltic Sea area. The model is capable to assess the risk of large 
complex system with consideration of human (navigator) behaviour models, ship dynamics 
model, real traffic streams parameters and external conditions like wind current visibility 
etc (Fig. 1). The model works in fast time and could simulate large number of scenarios. 
In the second step the statistical data of real collision accidents was collected. With the 
number of collision situations, assessed, in previous step, the collision probability in 
different scenarios was evaluated. This probability of collision in different encounter 
situations was estimated. 
In the third stage of researches calibrated model was run with the traffic data estimated at 
level 2010 and routing schemes introduced in 2006. The output from model as collision 
and grounding places, ships involved, and navigational conditions could be useful for 
further risk assessment. 
2 Stochastic model of ships accidents 
One of the most appropriate approaches to assess the safety of complex marine traffic 
engineering systems is use of stochastic simulation models [GUCMA 2005, GUCMA 2003]. 
The model presented in Figure 1 could be used for almost all navigational accidents 
assessment like collisions, groundings, collision with fixed object [GUCMA 2003], indirect 
accidents such as anchor accidents or accidents caused by ship generated waves [GUCMA & 
ZALEWSKI 2003]. The model could comprise several modules responsible for different 
navigational accidents. 
This methodology was used already by several authors before with different effect [Friis-
HANSEN & SIMONSEN 2000, MERRICK et al. 2001, OTAY & TAN 1998]. In presented 
studies the model was used to assess the probability of oil spills in the Southern Baltic Sea 
area.
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Fig. 1. Diagram of fully developed stochastic model of navigation safety assessment 
2.1 Traffic data 
There are several sources of data necessary for the running of simulation model. The data 
of traffic was obtained by analysis of AIS records [Assessment 2005] Polish national AIS 
network studies, and statistics of ships calls to given ports. The weather data was obtained 
from Polish meteorological stations and extrapolated in order achieves open sea conditions 
[Risk 2002]. The navigation data was obtained from navigational charts, guides and own 
seamanship experience. The simulated ships routes are presented in Figure 3. 
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Fig. 2. Traffic of ships and its increase on analyzed part of the Baltic Sea 
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Figure. 3. Simulated ships routes in examined area 
2.2 Collision accident models 
To model the collisions simplified statistical model is used. The model neglects several 
dependencies but because it is based on real statistical data the achieved results are very 
close to reality. The most unknown parameter necessary for collision probability 
assessment on large sea areas is number of ships encounter situations. In complex systems 
with several traffic routes this number could be evaluated only by traffic streams 
simulation models such as the one presented in this study. 
The traffic of ships is modelled by nonhomogenous Poison process where actual intensity 
of traffic is evaluated on the basis of real AIS (Automatic Identification System) data from 
the Helcom network which is operated since mid 2005. The collected AIS data is used also 
for determination of ships routes, types, length and draught distribution. The variability of 
mean ships routes is modelled by two-dimensional normal distribution which parameters 
were estimated by AIS data and expert-navigators opinion. New ships routings were 
considered. Routes are presented on Figure 8. Ships traffic and its annual increase in 
different Baltic Sea regions is presented on Figure 2. 
After collecting necessary input data the simulation experiment was carried out and the 
expected number of encounter situation was calculated. The critical distance where 
navigators perform anti-collision manoeuvre was assumed on the base of expert opinion 
separate for head on (heading difference ±170°), crossing and overtaking situations 
(heading difference ±10°). These distances called minimal distances of navigator’s reaction 
were estimated by expert opinion and real time non-autonomous simulation experiment 
performed on ARPA simulator. The mean distances of reaction were estimated to 0.35; 
1.0; 0.45 Nm for head on collision avoidance, crossing and overtaking [KOBAYASHI 2006].
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The overall number of encounter situation estimated by simulation model is around 140000 
per year where 30% of them are head on situations, 40% of crossing and 30% of 
overtaking (Figure 4). 
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Fig. 4. Simulated number of encounter situations N (the influence of traffic increase) 
Statistical data from southern part of the Baltic Sea accidents were used for evaluation of 
mean intensity of ship collision accidents in the Southern Baltic. The number of accidents 
significantly increases mostly due to traffic increase. Only the accidents on the open sea 
area were considered. Figure 5 presents number of accidents per year on the investigated 
area. The mean intensity of collision accidents equals 2.2 per year and grounding 0.4 
accidents per year. Observation of tendency of accidents shows high correlation of 
collision accidents of traffic intensity. The grounding accidents are not dependant of traffic 
intensity in such extend. 
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Fig. 5. Number of collision (nC) and grounding (nG) accidents per year located 
at the open sea of the Southern Baltic 
Data presented on Figure 5 and the simulation results of ships encounter situation (Figure 
3) have been used for estimating the number of collisions. To simplify the calculations it 
was assumed that probability of collision is equal in all considered situations. The existing 
databases of real accidents scenarios justify this assumption.  
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The calculated probability of collision in single encounter situation (Figure 6) is higher 
than 1u10-5 which is the typical mean value of probability used in safety of collision 
assessment. The difference between probability in 2000 and 2005 can be justified only by 
the error of estimation and simplicity of applied model. Normally minor decrease of 
collision probability could be expected due to better navigational and positioning systems, 
traffic regulations, better training of navigator. 
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Fig. 6. Probability of collision accident (P) in different encounter situations 
in 2000 and 2005 
2.3  Grounding accident model 
The model of grounding was developed with assumption that probability of accident is 
dependant of distance to the given safety contour (or shore). The following formula is 
used:
HGGr PPP   (1) 
where: PG=geometrical probability;  
              PH=probability of human error. 
Geometrical probability is calculated on the basis of observation of real traffic. To describe 
traffic near by navigational obstacles the special mixed distribution could be used (Fig. 7). 
This distribution is the mixture of two normal distributions with mean equals zero: 
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where: Vr= standard deviation of the right side of distribution Vl =standard deviation 
of the left side of the distribution. 
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Fig. 7. Density function of ships positions (mixture of two normal distributions) 
for geometrical probability evaluation  
The studies on ships traffic carried out on the Baltic Sea (real traffic) and on the restricted 
area (simulation studies) lead to assumption that standard deviation of ships traffic is 
mostly dependent from distance to the danger and size of ships.  Following relation could 
be used to define the standard deviation of ships routes (Fig. 9): 
baD  V  (3) 
where: a, b=coefficients of regression,
D=distance to navigational danger (safety contour, isolated depth). 
The factors a is dependant of ships size and type In the researches these factors were 
represented by ships length (L). The factor a is around 0,1 and its dependence of ships 
length L could be expressed as: 
12.00002.0  La
The factor b varies from 450 to 550 and was estimated as mean value as 500. 
The typical behaviour of ships traffic near the Bornholm is presented in Fig. 8. The 
behaviour of traffic is very similar to proposed approach with using two different normal 
distributions.
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Fig. 8. Typical ships traffic behaviour real data from AIS 2004 
Probability of human error is estimated on the level PH=1 u 10-4 which is the standard 
value assumed in human reliability assessment confirmed in several maritime studies 
[GUCMA 2005] for grounding assessment. 
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Fig. 9. One of the several studies of route standard deviation in relation to distance to the 
danger D (here based on the AIS data from Southern Baltic Sea) 
Finally the probability of grounding accident PGr is evaluated by the following formula: 
GrRGrLGr PPP   (4) 
where:  PGrL=probability of grounding on the left side of the waterway;
                      PGrR=probability of grounding on the right side of the waterway 
2.4 Fire on board accident model 
The analysis of several databases and study results [MEHRA 1999, ITOPF 1998, MAIB 2005, 
LMIS 2004, HECSALV 1996, IMO 2001] leads to assumption that probability of fire on 
board of merchant ship is dependant of kilometres travelled. During the sea travel of 
typical merchant ship this probability equals 5.18u10-5 1/km. Distribution of mean time to 
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fire extinguishing of is presented in Figure 10. It was assumed that the fire could be 
extinguished by the crew only when time is less than 0.5 h. 
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Fig. 10. Probability of time to extinguish the fire 
3 Oil spill model 
The collision, grounding and fire on ship accident could be followed by the oil spills. The 
conditional probability is used and finally the probability of oil spill accident (PS) is 
calculated as follows: 
OSAAS PPP /  (5) 
where: PA=probability of accident;  
              PA/OS=conditional probability of oil spill if accident occur. 
Several databases [MEHRA 1999, ITOPF 1998, MAIB 2005, LMIS 2004, HECSALV 
1996, IMO 2001] was used to find the conditional probability of oil spills if given accident 
occurs. Fig. 11 shows conditional probability of oil spills in different accidents. 
Oil spills due to collision is estimated with the double bottom tankers with relation to ships 
size expressed in DWT. Identical procedure was followed to find probability of oil spill 
after grounding and fire. Fire on ships is highly unlike to be the result of oil spill. Only 
about 10% of fire accident is ended with oil spill. 
Gucma & Przywarty: Probabilistic method of ships navigational safety assessment on large sea areas ... 
358 
0
0.1
0.2
0.3
0.4
0.5
0.6
0-2000 2000-5000 5000-20000 20000-50000 50000-
BaltMax
Collision
Grounding
Fire
Ships size [DWT]
Fig. 11. Conditional probability of oil spill if given kind of accident occurs 
3.1 Estimation of oil spill size after collisions 
To evaluate the probability oil spill size after ships collision several databases and another 
study results was used [MEHRA 1999, ITOPF 1998, MAIB 2005, LMIS 2004, HECSALV 
1996, IMO 2001]. The simplified statistical model is used. The model assumes that the size 
of oil spill is dependant only of ships size expressed in DWT in tons. The results are 
presented on Fig. 12.
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Fig. 12. The probability of given oil spill size for different size of tankers in collision 
accident 
3.2 Estimation of oil spill size after grounding 
To evaluate the probability oil spill size after ships grounding several databases and 
another study results was used [MEHRA 1999, ITOPF 1998, MAIB 2005, LMIS 2004, 
HECSALV 1996, IMO 2001]. The simplified statistical model is used. The model assumes 
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that the size of oil spill is dependant only of ships size expressed in DWT in tons. The 
results are presented in Fig. 13.
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Fig. 13. The probability of given oil spill size for different size of tankers in grounding 
accident 
3.3 Estimation of oil spill size after fire on board 
To evaluate the probability oil spill size after fire on board several databases and another 
study results was used [MEHRA 1999, ITOPF 1998, MAIB 2005, LMIS 2004, HECSALV 
1996, IMO 2001]. The simplified statistical model is used. The model assumes that the size 
of oil spill is dependant only of ships size expressed in DWT in tons. The results are 
presented in Fig. 14.
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Fig.14. Statistical oil spill model (based on more than 1000 accidents from 3 independent 
sources)
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3.4 Bunker spills after collisions and groundings 
Bunker spills was estimated with use of accident databases [MEHRA 1999, ITOPF 1998, 
MAIB 2005, LMIS 2004, HECSALV 1996, IMO 2001]. The following formula is used for 
finding the bunker spill accident probability: 
BSAABS PPP /  (6) 
where: PA=probability of accident;  
PA/BS=conditional probability of bunker spill if accident occur. 
It was found that the conditional probability of bunker spill is dependant only of kind of 
accident and for collision equals PBS/C=0.125 for grounding PBS/G=0.12 and is smallest for 
fire accidents PBS/F=0.017.
To find the size of bunker spill the mean capacity of bunker tanks in different ships was 
used. It was assumed that only 50% to 30% of bunker could be spilled after accident. This 
value is dependant of ships size. The results as mean bunker spill can were fitted to 
exponential function (Fig. 15). 
v = 152 exp(3*10-5 DWT)
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Fig. 15. The model of bunker spill size 
4 Results 
New routing measures have been adopted in July 2006. Traffic separation scheme 
established north of Bornholm significantly changed the traffic layout in the Southern 
Baltic Sea. This phenomenon could be observed during AIS data analysis. The most 
reliable accident database is carried out by Maris database of Helcom. The accident 
statistics between 2000 and 2005 are presented in Figure 16.
In the further step the presented simulation model was applied for the Southern Baltic Sea 
region to assess the expected number of accidents. The following assumptions have been 
made: 
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 traffic of ships with new routing measures applied; 
 traffic on estimated level in 2010 year applied according to data of Figure 2; 
 time of simulation: >300 years until stabilisation of parameters is achieved; 
 the mean encounter reaction distances same as for probability of collision 
evaluation;
 no influence of weather for simplification reasons; 
The results of simulation are presented in Figure 17, 18 and 19. The quantitative results of 
simulation are presented in Table 2. 
Fig. 16. Statistical data of collision accidents in the Southern Baltic Sea (2000-2005) 
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Fig. 17. Simulation data of collision accidents on the Southern Baltic Sea 
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Fig. 18. Places of simulated ships groundings (700 calculation years) 
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Fig. 19. Places of simulated ships fire accidents (700 calculation years) 
The real oil spill accidents in analysed area are presented in Table 1. Mean intensity of oil 
spill accidents in Southern Baltic Sea equals 0.20 oil spill per year which gives mean time 
between accidents on the level of 5.0 years. 
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Tab. 1: The major oil spill accidents on whole Baltic Sea (Helcom 2007) 
Year Name of ship Oil spill [t] Location 
2003 Fu Shan Hai 1,200 Bornholm, 
Denmark/Sweden 
2001 Baltic Carrier 2,700 Kadetrenden, Denmark 
1998 Nunki 100 Kalundborg Fjord, 
Denmark 
1995 Hual Trooper 180 The Sound, Sweden 
1990 Volgoneft 1,000 Karlskrona, Sweden 
Tab. 2: Statistical data (700 calculation years to stabilise of statistical parameters) 
Accident class All No spill With spill
Time between 
accidents [ys] 
Time between 
spills [ys] 
Collision 1904 1584 320 0.37 2.19
Grounding 488 399 89 1.43 7.87
Fire 1382 1344 38 0.51 18.42
Total 3774 3327 447 0.19 1.57
The simulated oil spill places due to collisions, groundings and fire are presented in Figure 
20, 21 and 22.  The data shows high dependency of oil spills after collisions of traffic in 
examined area. 
5900000
6000000
6100000
6200000
6300000
6400000
6500000
6600000
250000 350000 450000 550000 650000 750000 850000 950000 1050000 1150000
<200
200-500
500-1000
1000-5000
>5000
[tons]
Fig. 20. Simulated oil spills accidents due to collisions with constant traffic estimated at 
2010 year level (700 calculation years) 
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Fig. 21. Simulated oil spills accidents due to groundings with constant traffic estimated at 
2010 year level (700 calculation years) 
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Fig. 22. Places and size of oil spills after fire accidents (700 calculation years) 
5 Conclusions 
Stochastic model of navigational safety was applied to assess the safety of Southern Baltic 
in respect of oil spills. The traffic on expected at 2010 level and new routing schemes on 
the Baltic Sea was applied. As it was expected the number of accidents will increase 
significantly.
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The accident probability in different conditions (meteorological, traffic, navigational) 
evaluated in this researches will be used in the further step as the input value in 
navigational risk assessment models on large costal areas. The evaluation of ships traffic 
influence on environment due to possible oil spills after collision is also presented. 
The comparison of simulation results with real data of oils spills shows significant 
discrepancy. As it was presented the simulated time between oil spills accidents is twice as 
high as the one from statistical data. It could mean that navigational conditions in the 
Baltic Sea are scientifically different from all over the world. From the other side it should 
be remembered that the oil spill accidents are very rare events and high uncertainty should 
be considered.
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Multi-factor MANOVA method for determination of
pilot system interface
Maciej Gucma 
Marine Traffic Engineering Institute, Maritime University, Szczecin, Poland 
Abstract: The paper proposes a statistical approach to the solution of practi-
cally very important problem, of risk based criteria’s, in field of testing and de-
velopment of a sea pilot electronic chart.  Multi Factor Analysis of Variance 
Method (MANOVA) was applied to assess different visualizations types in Pi-
lot Navigation System. Results concerning optimal solution are presented. 
Construction of quantity criteria for assessment and development of naviga-
tional chart and interface is also shown. 
1 Introduction
1.1 The Problem 
Safe passage of vessel at confined area depends on several phenomena’s that occurs during 
dynamic movement. These phenomena’s are described by marine traffic engineering 
(MTE) and particularly these are: safe maneuvering of vessel by means of its destination 
with acceptable movement risk level. 
Practically MTE leads to choose of most efficient maneuver for given vessel type at given 
area and in given conditions. Researches over navigator-vessel-environment system are 
indispensable for decision making support systems construction. These systems contribute 
to increase of safety level at area. Information provided by such system must have follow-
ing attributes [2]: 
x be sufficient for safe performance of given maneuver; 
x displayed in optimal way that may be used directly by operator. 
These assumptions could be fulfilled by: 
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x minimization of information required for safe performance of planned maneuver; 
x such visualization of these information which allows operator to transform it to 
rudder and propeller settings without diversion of operator. 
Although optimal visualization is very complex some elements are crucial for its safe im-
provement usability. These are chart and user interface.  
Navigation in restricted waters is often referred to as pilotage or pilot navigation. In the 
process of navigating in restricted waters, because of the fast changes in the vessel’s posi-
tion in relation to objects ashore, the observed and the reckoned positions are not marked 
on the chart, as in navigation in unrestricted and coastal areas. The vessel’s position is de-
termined in the mind of the pilot or the master conducting the ship. In the process of con-
ducting pilot navigation the pilot can be supported by the PNS (Pilot Navigation System). 
1.2 The Solution 
Currently, there are a few solutions of pilot navigational systems produced in the world. 
These systems are constructed on ECS basis (systems of electronic charts) or ECDIS (sys-
tems of imaging electronic charts and navigational information), the latter being a detailed 
development of the former. Their common characteristic is the vessel imaged on the elec-
tronic chart in the shape of an outline called “conventional waterline”. The accuracy of the 
PNS depends on the positioning system applied and ranges from 1m to 20m. 
The basic faults of the PNSs currently produced are [2]: 
x the information presented is not the optimal information which causes it not to be 
taken advantage of in the utmost degree and there are difficulties with its being ab-
sorbed by the pilot; 
x lack of special images useful in pilotage navigation, like: in relation to the shore, in 
relation to the fairway axis; 
x lack of optimal user interface; 
x lack of a maneuver prediction system. 
These faults result from the systems being only modernizations of the systems functioning 
in unrestricted water areas (ECS or ECDIS) for the needs of pilotage, and were not worked 
out by scientific methods. 
A team of scientists from the Navigational Department of the Maritime University of 
Szczecin, within the framework of a project co-financed by the Ministry of Education and 
Science, undertook to work out the optimal solution for a pilotage navigational system, 
making use of scientific methods of constructing navigational systems.  As a result of re-
search carried out, two PNS prototypes emerged: 
x a stationary one, designed for sea ferries, 
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x a portable one, designed for pilotage. 
At present these prototypes are undergoing experimental research and are being prepared 
for starting production. The following elements make up these systems: 
x subsystem of electronic charts, 
x positioning subsystem, 
x information processing and imaging subsystem. 
2 Research description and field 
Optimization of presented visualization is one of problems in modern support system for 
aircrafts [3] as well as vessels. For the latter, very special demands are risen by sea pilots 
and this matter is presented in paper. 
Complex system like Pilot Navigation System (PNS) consist of both hardware and soft-
ware subsystems. Software is based at electronic chart, transformed for this special pur-
pose. This transformation is subject to optimization. Thus development of PNS requires 
complete simulation solution. Such tool has been created in Marine Traffic Engineering 
Institute and consists of following elements: 
x part time vessel simulator  (pc based) presented at fig.1; 
x fully functional PNS model presented at fig. 2; 
x interfaces for visualization and control for simulator.  
Fig. 1 Visualization in part time simulator 
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Fig.2. Model of Pilot Navigation System 
For analysis set of simulations from 19 experts was taken. Simulations were performed at 
artificially created area where navigator was maneuvering at restricted (confined) waters. 
Vessel model was based on real vessel factors. Plan of passage for single experiment is 
presented at fig 3. Whole route consists of 2 arcs, entrance, exit and straight section. Each 
expert has performed 3 passages with different presentation orientations – here treated as 
classification factor for variance analysis. This factors are: N – representing North up chart 
orientation, R10 – representing Route Up with 10 deg change of course axis update, and 
R20 - representing Route Up with 20 deg change of course axis update. Orientations are 
presented at equation nr 4 and fig 4.. 
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N Wind5m/s1350
13501st arc
2nd arc
Fig.3. Simulation experiment overview 
1 1
1
i i z i
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 (1) 
with:
Ki waterway axis with width di and course Di,
Dz value of waterway axis change in system <10, 20> [q], 
Z  orientation used for given waterway axis. 
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Fig. 4. Change of waterway axis in Route up (R) orientation 
Analysis of traffic lanes at restricted area provides variety of information. These data are 
the consequence of steering of model with use of PNS, and especially: 
x comparison of waterway width between different simulation runs within same clas-
sification factor group; 
x conclusions over structure of width of traffic lanes population  (maximums, mean 
values etc.) 
x interference between type of area and width of traffic lane. 
After initial analysis of total observed variances, some groups for MANOVA analysis can 
be obtained. There are 4 sections of data taken into consideration. Fig. 5 presents 95% traf-
fic lanes for each section of data, as well as their total variances. For comparison waterway 
axis is presented. 
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3 Method of optimization 
Optimization was performed in two steps: one factor variance analysis ANOVA, and multi 
dimensional MANOVA. ANOVA gave simple answer to existence of correlation between 
factors whilst MANOVA let to observe interactions between these factors. In presented 
article only MANOVA will be concerned. Interaction is here assumed as change of main 
factor during change of other factor. MANOVA sum of squares (SS) then will be: 
2 2 2
1 1 1 1 1 1 1 1 1
2 2
1 1 1 1 1 1
( ) ( ) ( )
( ) ( )
a b n a b n a b n
ijk i j
i j k i j k i j k
a b n a b n
ij i j ijk ij
i j k i j k
x x x x x x
x x x x x x
         
      
     
     
¦¦¦ ¦¦¦ ¦¦¦
¦¦¦ ¦¦¦
 (2) 
with:
xijk – k-th result of observation at i-th level of factor A, and j-th 
level of factor B.
x - general mean value 
ix - mean of all observations at i-th level of factor A
jx - mean of all observations at j-th level of factor B 
ijx - mean value of all observations at i-th level of factor A and j-th 
level of factor B.
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Simplifying this equation it can be stated: 
SStotal+ SSA+SSB +SS(AB)+SSerror
 (3) 
with:
SSA – sum of squares deviations related to influence of A factor 
SSB – sum of squares deviations related to influence of B factor 
SS(AB) – sum of squares deviations related to influence of A and B
factors (interactions) 
Identically we can build equations defining degrees of freedom (df), mean squares (MS)
and F-test. Tested hypothesis will be related with given factor A or B and interactions be-
tween them (AB). For generalization we it can be used two way classification model (cross 
classification model) and it is:   
 1ijk j ijkijx P D E DE H      (4) 
with  
xijk – value from experiment. K-th value for i-th level of factor A an 
j-th level of factor B.
µ – mean value  
Įi – main effect i-th level of factor A.
ȕj – main effect of j-th level of factor B.
(Įȕ)ij – effect of interaction i-th level of factor A and j-th level of 
factor B
İijk – random error from experiment with normal distribution (mean 
equals zero and variance equals ı2)
Assuming: 
  0i j
i j ij ij
D E DE   ¦ ¦ ¦
Hypotheses can be formulated as follows: 
 H0A : Į1=Į2=...=Įa=0     H1A : Įi0 for certain i
 H0B : ȕ1 = ȕ2=...= ȕb=0     H1B : ȕj 0 for certain j
 H0AB : (Įȕ)11 1=(Įȕ)11 =...=(Įȕ)ab=0   H1A : (Įȕ)ij 0 fort 
certians i, j,
In presented example of optimization, linguistically formulated parameters influence can 
be described: 
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x orientation of chart (variants:  N, R10,  R20)
x waterway part (sections from 1 to 4 i.e: straight, exit from turn, double turn, exit 
from double turn) 
Perimeter that will be evaluated is number of overriding 95 % traffic lane for right and left 
sides of waterway. Matrix of factors with dimension 3 x 20 can be defined. This matrix is 
presented in table 1.
Tab.1. Matrix of factors of MANOVA in investigated orientations [1]. 
Variant Orientation of chart Section - name number of overrides 
1 N 1 - straight  0 
2 R10 1 - straight 0 
3 R20 1 - straight 0 
4 N 1 - straight 1 
5 R10 1 - straight 0 
6 R20 1 - straight 0 
7 N 2 - exit from turn 1 
8 R10 2 - exit from turn 1 
9 R20 2 - exit from turn 1 
10 N 2 - exit from turn 3 
11 R10 2 - exit from turn 2 
12 R20 2 - exit from turn 1 
13 N 3 - double turn  3 
14 R10 3 - double turn 2 
15 R20 3 - double turn 1 
16 N 3 - double turn 4 
17 R10 3 - double turn 3 
18 R20 3 - double turn 2 
19 N 4 – exit from double turn  4 
20 R10 4 – exit from double turn  2 
21 R20 4 – exit from double turn  2 
22 N 4 – exit from double turn  5 
23 R10 4 – exit from double turn  4 
24 R20 4 – exit from double turn  3 
4 Research results 
Results for significance test of MANOVA for overriding factor are presented in table 2. 
Whilst results of overriding for all sections depend from orientation at figure 4. 
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Tab. 2: Significance of dependant variables for overriding waterway factor 
SS df MS F p 
Orientation 7.75000 2 3.87500 6.2000 0.014150 
Section 33.45833 3 11.15278 17.8444 0.000101 
Orientation·Section 1.91667 6 0.31944 0.5111 0.789072 
Fig. 6 Waterway overrides in function of section for all orientations. 
Fig 7 presents mean square roots deviations for all orientations as function of waterway 
overrides. Whiskers represent 95% confidence values.  
Fig. 7. Orientation in function of waterway overrides. 
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5 Conclusions
In article model of information optimization in PNS is presented. In details MANOVA 
analysis of variance for traffic lanes shows following: 
x values of waterway width are higher for third and fourth analyzed section,  
x highest values of waterway width are at area of exit from double curve (section 4), 
x depending on orientation big differentiation is observed, 
x analyzing number of overrides of waterway, most sufficient orientation is in rela-
tion to waterway axis (R) with change of waterway every 20 deg (R20). Very low 
difference between variants R10 and R20 may suggest that additional researches 
between more variants shall be considered.   
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