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Abstract
In our today’s information society more and more data emerges, e.g. in social networks, technical applications, or
business applications. Companies try to commercialize these data using data mining or machine learning methods.
For this purpose, the data are categorized or classified, but often at high (monetary or temporal) costs. An effective
approach to reduce these costs is to apply any kind of active learning (AL) methods, as AL controls the training
process of a classifier by specific querying individual data points (samples), which are then labeled (e.g., provided with
class memberships) by a domain expert. However, an analysis of current AL research shows that AL still has some
shortcomings. In particular, the structure information given by the spatial pattern of the (un)labeled data in the input
space of a classification model (e.g., cluster information), is used in an insufficient way. In addition, many existing AL
techniques pay too little attention to their practical applicability. To meet these challenges, this article presents several
techniques that together build a new approach for combining AL and semi-supervised learning (SSL) for support
vector machines (SVM) in classification tasks. Structure information is captured by means of probabilistic models
that are iteratively improved at runtime when label information becomes available. The probabilistic models are
considered in a selection strategy based on distance, density, diversity, and distribution (4DS strategy) information for
AL and in a kernel function (Responsibility Weighted Mahalanobis kernel) for SVM. The approach fuses generative
and discriminative modeling techniques. With 20 benchmark data sets and with the MNIST data set it is shown that
our new solution yields significantly better results than state-of-the-art methods.
Keywords: active learning, semi-supervised learning, support vector machine, structure information, responsibility
weighted Mahalanobis kernel, 4DS strategy
1. Introduction
Machine learning is based on sample data. Sometimes, these data are labeled and, thus, models to solve a certain
task (e.g., a classification or regression task) can be built using targets assigned to the input data of a classification or
regression model. In other cases, data are unlabeled (e.g., for clustering) or only partially labeled. Correspondingly,
we distinguish the areas of supervised, unsupervised, and semi-supervised learning. In many application areas (e.g.,
industrial quality monitoring processes [58], intrusion detection in computer networks [27], speech recognition [23],
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or drug discovery [38]) it is rather easy to collect unlabeled data, but quite difficult, time-consuming, or expensive to
gather the corresponding targets. That is, labeling is in principal possible, but the costs are enormous. An effective
approach to reduce these costs is to apply active learning (AL) methods, as AL controls the training process by
specific querying of individual samples (also called examples, data points, or observations), which are then labeled
(e.g., provided with class memberships) by a domain expert. In this article, we focus on classification problems.
Pool-based AL typically assumes that at the beginning of a training process a large set U of unlabeled samples and
a small set L of labeled samples are available. Then, AL iteratively increases the number of labeled samples (x ∈ L) by
asking the “right” questions with the aim to train a classifier with the highest possible generalization performance and,
at the same time, the smallest possible number of labeled samples. Generally, a selection strategy is used that selects
informative samples from U by considering the current “knowledge” of the classifier that shall be trained actively.
These samples are labeled by an oracle or a domain expert, added to the training set L, and the classifier is updated.
The AL process stops as soon as a predefined stopping criterion is met.
An analysis of current research in the field of AL [7, 26, 57] shows that AL still has some shortcomings. In
particular, the structure information, which is given by the spatial arrangement of the (un)labeled data in the input
space of a classifier, is used in an insufficient way. Furthermore, many existing AL techniques pay too little attention
to their practical applicability, e.g., regarding the number of initially labeled samples or the number of adjustable
parameters which should both be as low as possible. To meet these challenges we present in this article several
techniques that build together a new approach that combines AL and semi-supervised learning (SSL) for support
vector machines (SVM).
In general, machine learning techniques can be applied whenever “patterns” or “regularities” in a set of sample
data can be recognized and, thus, be exploited. For a classification tasks this often means that the data build clusters of
arbitrary shapes, whereby such structures shall be revealed and modeled in order to consider them for the active sample
selection and for the classifier training. Starting from this point of view we propose several techniques in this article
to combine AL and SSL for SVM: First, we claim that in a real application an AL process has to start “from scratch”
without any label information. Therefore, we use probabilistic mixture models (i.e., generative models) to capture the
structure information of the unlabeled samples. These models are determined offline (before the AL process starts)
with the help of variational Bayesian inference (VI) techniques in an unsupervised manner. Second, during the AL
process, when more and more label information becomes available, we use these class labels to revise these density
models. For this, we introduce a transductive learner into the standard PAL process that adapts the mixture model
with the help of local modifications such that model components preferably model clusters of samples that belong to
the same class. Third, the data sets Ui and Li in each iteration i (i > 1) of the AL process can be seen as a sparsely
labeled data set that can be used to train a classifier in a semi-supervised manner. Based on the iteratively improved
parametric density models, e.g., Gaussian mixture models in the case of a continuous (real-valued) input space, we
derive a new data-dependent kernel, called responsibility weighted Mahalanobis (RWM) kernel. Basically, this kernel
is based on Mahalanobis distances being part of the Gaussians but it reinforces the impact of model components from
2
which any two samples that are compared are assumed to originate. Fourth, a selection strategy for AL has to fulfill
several tasks, for example: At an early stage of the AL process, samples have to be chosen in all regions of the input
space covered by data (exploration phase). At a late stage of the AL process, a fine-tuning of the decision boundary
of the classifier has to be realized by choosing samples close to the (current) decision boundary (exploitation phase).
Thus, “asking the right question” (i.e., choosing samples for a query) is a multi-faceted problem. To solve this problem
we adopt a self-adaptive, multi-criteria strategy called 4DS that considers structure in the data for its sample selection.
Fifth, many works in the field of AL assume that at the beginning of the AL process a relatively large number of
labeled samples are available, but in a real application this is usually not true. In addition, these data have a great
impact on the learning performance of the actively trained classifier. Therefore, we present an extended version of the
standard PAL cycle that starts with an empty labeled training set L0 and determines the first labeled set (L1) within an
initialization round using structure information.
The innovative aspects of the work presented in this article are:
• Our new approach starts with an empty initial training set. This means that the “knowledge” of the actively
trained classifier cannot be used for sample selection in the first query round. Hence, a density based strategy is
used to find informative samples.
• Data structure is captured with help of generative, probabilistic mixture models, that are initially trained with
VI in an unsupervised fashion. These data models are adapted (revised) during the AL process with help of
class information that becomes available. Thus, we aim to model data clusters of samples that are assumed to
belong to the same class.
• Structure information is considered (1) for the active sample selection by a self-adaptive, multi-criteria selection
strategy (4DS) and (2) for SVM training (finding the support vectors) with help of a data-dependent (RWM)
kernel.
• Bringing all together results in a practical, effective, and efficient approach that combines AL and SSL for SVM.
The AL approach presented here is based on a complex interplay of several building blocks presented in previous
issues of this journal that are combined and evaluated here for the very first time (the selection strategy 4DS [51], the
transductive learning scheme [49], and the RWM kernel for SVM [52]).
The remainder of this article is structured as follows: Section 2 illustrates the potential of AL and the properties
of our new approach. Section 3 gives an overview of related work. Section 4 sketches the probabilistic mixture model
that we use to gather structure in data and defines the RWM kernel and the selection strategy 4DS to train an SVM in
a semi-supervised active fashion. In addition, Section 4 explains our extension of the standard PAL cycle that makes it
possible to start the AL process “from scratch” (without any labeled samples) and to refine the mixture model as soon
as label information becomes available. Results of a large number of simulation experiments are set out in Section 5.
Finally, Section 6 summarizes the key findings and gives an outlook to our future work.
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2. Motivating Example
In the following, we will illustrate with a simple example (1) the potential of AL and (2) the properties of our new
approach to train an SVM in a semi-supervised active fashion (see Fig. 1).
(a) Random sampling (Random). (b) Uncertainty sampling (US). (c) Using structure information (4DS and
RWM kernel).
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(d) Classification accuracy vs. learning cycle
(Random).
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(e) Classification accuracy vs. learning cycle
(US).
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(f) Classification accuracy vs. learning cycle
(4DS and RWM kernel).
Figure 1: Active training of SVM based on an artificial generated three class problem. Figs. 1(a)–1(c) show SVM,
which were actively trained based on 20 labeled samples (depicted in orange, violet or red color). Figs. 1(a)–1(c)
show the corresponding learning curves (classification accuracies on the test and training data). Fig. 1(a) display an
SVM with RBF kernel, which was trained on randomly selected samples, i.e., without considering any knowledge
(test accuracy of 87%). Fig. 1(b) presents an SVM with RBF kernel, which was actively trained with US (94%).
Fig. 1(c) shows an SVM with RWM kernel, where the samples were actively selected with 4DS (95%).
Assume we observe three processes producing data in a two-dimensional input space (small blue plus signs,
green circles and red triangles), that shall be classified by an SVM. For our example, we generated a set of 500
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samples using a Gaussian mixture model (GMM) with three components (µ1 = (−1.00, 0.00)T, µ2 = (0.00, 0.00)T,
µ3 = (1.00, 0.00)T, Σ1 =
(
0.50 0.00
0.00 1.50
)
, Σ2 =
(
0.04 0.00
0.00 0.03
)
, Σ3 =
(
0.50 0.00
0.00 0.50
)
, pi1 = pi2 = pi3 = 0.33) and split them into training
and test data according to a 5-fold cross-validation. Fig. 1 shows only the training data of the first cross-validation
fold, that corresponds to the pool of unlabeled samples U and the initially labeled samples L, where we assume that
label information is only given for three randomly selected samples, one for each class (shown in orange color). After
that, in each query round (learning cycle) only one sample is actively selected, labeled by a domain expert, and then
considered for SVM training. Here, the samples are shown in boldface and colored red, if they were selected in the
current query round and otherwise violet. The samples that are marked with rectangles correspond to the support
vectors of the respective SVM. Fig. 1(a) shows an SVM with RBF kernel, that was actively trained based on 20
selected and thus labeled samples. Here, the “knowledge” of the SVM was not considered for the sample selection
since the samples were selected randomly, a strategy also called random sampling (Random). Fig. 1(d) depicts the
corresponding learning process of the SVM with RBF kernel and here we see that the SVM reaches an accuracy of
about 87% on the test data after the execution of the last query (i.e., with a set of 20 labeled samples). Fig. 1(b) also
shows the AL process of an SVM with RBF kernel, but this time the samples are actively selected with an uncertainty
sampling (US) strategy. This means that in each AL cycle the sample lying nearest to the current decision boundary
of the SVM is selected. We can see, that the SVM reaches an test accuracy of 94%, if we recognize the knowledge of
the SVM for active sample selection with US. In addition, Fig. 1(e) shows that the SVM reaches this accuracy already
with only 12 labeled samples. In Fig. 1(c) we see an SVM with RWM kernel that was also actively trained based
on 20 labeled samples, but 17 of these samples (not the first three) were selected with the selection strategy 4DS.
Here, the SVM yields the highest test accuracy of 95%. Moreover, Fig. 1(f) shows that the SVM with RWM kernel
trained with only three labeled samples (i.e., with 0.75% of the overall set of available training samples) reaches a
significantly higher test accuracy (87.5%) compared to the SVM with RBF kernel (slightly more than 61%). Further,
after the active selection of three additional samples, the SVM with RWM kernel always yields a test accuracy of
more than 92.5% throughout the AL process.
This example shows on the one hand, that AL obtains respectable results if the active sample selection is done
deliberately (US vs. Random). On the other hand it can be seen that considering structure information may result in a
more efficient and effective AL process of a discriminative classifier such as SVM.
3. Related Work
This section discusses related techniques that are specially developed to train SVM by combining AL and SSL.
For a detailed overview in condensed form about the current state-of-the-art in the field of AL, SSL, and techniques
that combine these two approaches not only for SVM we refer to [49, 51, 52]. In [51], the main five categories of
selection strategies are explained, that are used in the field of (pool-based) AL to find informative samples: uncertainty
sampling, density weighting, estimated error reduction, AUC maximization, and diversity sampling. In addition, we
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refer to [33, 56] for a more detailed overview on this topic. Related work in the field of SSL, that make also use of
the unlabeled data to train discriminative classifiers, such SVM for instance, is given in [52]. In [49], related work is
presented that combines AL and SSL to train (generative) classifiers actively in a more effective way, e.g., either by
using modeling techniques for capturing and refining structure information, so that only the most informative samples
are selected, or by querying a “second” paradigm instead of an human expert to reduce the labeling costs.
SSL is based on the idea that a classifier with high generalization capability is trained using information of labeled
and unlabeled samples. In combination with AL, this means that the active selection of outliers shall be avoided. An
SVM approach that tries to solve this problem is called representative sampling [66]. An SVM based on an initially
labeled set of samples L is trained. Then, in each iteration of the AL process the clustering algorithm c-means is used
to cluster all unlabeled samples x ∈ U that lie within the current margin of the SVM. From each of the resulting k
clusters the sample with minimal average distance to all samples that belong to the same cluster is queried. While
only unlabeled samples within the margin of the SVM are presented to an oracle or human expert, representative
sampling selects on the one hand samples for which the SVM is most uncertain regarding their class assignments
and on the other hand samples that are representative regarding U. The main drawback of representative sampling is
that clustering techniques are in general computationally expensive. An approach that avoids this these efforts and
still makes use of the unlabeled samples, is called hinted sampling [37]. Hinted sampling selects also samples, that
are both representative and uncertain (i.e., the SVM is most uncertain about their class membership), but doing so
the unlabeled samples are neither clustered nor assigned with a class label (as with transductive SVM (TSVM) [32]).
Rather, the samples in U are used as hints for finding a decision boundary, that on the one hand leads to a small
classification error regarding the labeled training samples (x ∈ L) and on the other hand takes course close to (or
through) the set of unlabeled samples (hints set). Since in each query round the informative samples are selected
with help of uncertainty sampling (US), the selected ones are located close to the decision boundary of the SVM
and are representative, too. In general, the HintSVM can be regarded as an SSL approach [9], but HintSVM differ
significantly from typical SSL techniques as the semi-supervised SVM (S3VM) [10, 20, 48], since these approaches
try to find decision boundaries that are located as distant as possible to the samples in U (in low density regions).
TSVM assume that the labeled and unlabeled samples are independent and identically distributed (i.i.d.). But this
assumption is not guaranteed in AL. This problem is also related to transfer learning [47], because the distributions
of the training and test data may differ. For this reason, TSVM are not well suited for AL, since an active sample
selection (e.g., with US) easily results in an overfitting of the TSVM towards the already queried samples [64].
Therefore, in [13] an approach is presented, that focuses more on SSL than on AL by using AL techniques only to
find a good initialization to train a TSVM or related SSL approaches. Another approach, published in [60] and used to
extract protein sequences, combines AL and SSL in the same way, too. For this, an SVM is initially trained regarding
a small set of labeled samples L and then used to iteratively query samples that the SVM would assign to classes with
high uncertainty. These samples are then labeled by an expert and the SVM is retrained. If L reaches a certain number
of labeled samples, the AL process stops and a deterministic annealing SVM (DA-SVM) [59], that corresponds to an
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implementation variant of TSVM, is used to label the yet unlabeled samples (x ∈ U). In contrast, [36] focuses on
AL and uses SSL only as additional help to train an SVM as efficiently as possible, i.e., with the smallest possible
number of expert queries. For this purpose, [36] combines self-training [55] with US to select on the one hand samples
that are representative and can, therefore, be labeled by the SVM itself, and on the other hand “uncertain” samples,
i.e., samples that are difficult to label, and, therefore, labeled by an human expert. Again, at the beginning of the
learning process an SVM is trained based on a small initially labeled data set. Then, the following two steps are
alternately executed: In the first step, m samples are iteratively selected by means of US. The SVM is retrained once
a new sample is selected, labeled by an domain expert, and added to the training set L. In each of these m query
rounds, the unlabeled samples x ∈ U are also labeled by the SVM and, based on these class assignments for each x,
a rate of class change qx is determined or updated. Then, in the second step, the unlabeled samples x ∈ U, that have
a rate of class change qx equal to zero, are divided into |C| subsets according to the class label c ∈ C, assigned by
the SVM in the first step. These subsets are then used to select one representative sample for each class c. Here, a
sample is the more representative for the class c ∈ C, the more its distance to the current decision boundary of the
SVM corresponds to the median of the distances of all samples x belonging to the c-th subset. The representative
samples are subsequently labeled with the class label of the subset which they belong and added to L. If no stopping
condition is met, the first step is executed again. The main problem of this approach is, that in the presence of data with
bimodal or multimodal class distributions the representative samples are assigned “untrusted” class labels, resulting
in a deterioration of the classification performance of the actively trained SVM [34].
Other works [28, 63] combine AL and SSL to create an efficient approach for content-based image retrieval. Here,
several images (samples) are selected iteratively regarding class assignments for which the actively trained Lapla-
cian SVM (LapSVM) [2, 45, 65] is most uncertain. The LapSVM follows the principle of manifold regularization,
integrating an “intrinsic regularizer” [41] into the SVM training. This regularizer is estimated based on the labeled
and unlabeled samples with help of a Laplacian graph which can be seen as a non-parametric density estimator. To
avoid the selection of images with “redundant” content a “min-max” approach [28] is used that ensures the diversity
of queried images. In [63], an extension of the LapSVM for image retrieval is presented, where multiple Laplacian
graphs for heterogeneous data, such as content, text, and links are used. Both approaches show that the LapSVM is
very well suited for AL.
What do we intend to make better or in a different way? An actively trained SVM with our new RWM kernel
uses a parametric density estimation to capture structure information, because a parametric estimation approach often
leads to a more “robust” estimate than a non-parametric approach (used by the LapSVM (LAP kernel), for instance).
An SVM with RWM kernel can be actively trained with help of any selection strategy and the RWM kernel can be
used in combination with any standard implementation of SVM (e.g., LIBSVM [8]) or with any solver for the SVM
optimization problem (e.g., SMO) without any additional algorithmic adjustments or extensions. In addition, the
data modeling can be conducted once, i.e., offline, based on the unlabeled samples before the AL process starts (i.e.,
unsupervised). Moreover, it is also possible to refine the density model based on class information becoming known
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during the AL process (online), so that the model captures the structure information of the unlabeled and labeled
samples. Here, local adaptions of the model components are used for an efficient model refinement.
4. Theoretical and methodical foundations
In this section we will (1) describe our (unsupervised) approach to capture structure information in data which is
based on probabilistic mixture models. Next, we show (2) how class information can be used either to extend these
models to classifiers or to refine the density model. Based on that we (3) define a new similarity measure that allows
us to exploit structure in data for SVM training, i.e., to determine the support vectors. (4) We define the multi-criteria
selection strategy 4DS, that uses structure information to select informative samples actively. Bringing all together,
we (5) extend the traditional PAL cycle so that it starts with an empty training set and iteratively refines the data
modeling based on the known classes to train an SVM in an improved semi-supervised active fashion.
4.1. Capturing Structure in Data with Probabilistic Mixture Models
Assume we have a set X of samples, where each sample x ∈ X can be described with aD-dimensional vector, then
we capture the structure information contained in X with help of the mixture model
p(x) =
J∑
j=1
p(x| j)p( j), (1)
consisting of J densities with j ∈ {1, . . . , J} In this probabilistic context x is seen as a random variable. Here, the
conditional densities p(x| j) are the model components and the p( j) are multinomial distributions with parameters pij
(mixing coefficients).
On the basis of p(x) we can determine for a particular sample x′ and a component j the value
ρx′,j = p( j|x′) = p(x
′| j)pij∑J
j′=1 p(x′| j′)pij′
. (2)
These values are called responsibilities of the J components for the generation of the sample x′. That is, a responsibil-
ity of a component is an estimate for the value of a latent variable that describes from which process in the real world
a sample originates. The idea behind this approach is that components model processes in the real world from which
the samples we observe are assumed to originate (or: to be “generated”).
Which kind of density function can be used for the components? In general, a D-dimensional sample x may
haveDcont (i.e., real-valued) dimensions (attributes) andDcat = D−Dcont categorical ones. Without loss of generality
we arrange these dimensions such that
x =
(
x1, · · · , xDcont , xDcont+1, · · · , xD
)T. (3)
Note that we italicize x when we refer to single dimensions. The continuous part of this vector xcont = (x1, . . . , xDcont )
with xd ∈ R for all d ∈ {1, . . . ,Dcont} is modeled with a multivariate normal (i.e., Gaussian) distribution with center
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(expectation) µ and covariance matrix Σ. With det(·) denoting the determinant of a matrix we use the model
N(xcont|µ,Σ) = 1
(2pi)
Dcont
2 det(Σ)
1
2
exp
(
−0.5
(
∆Σ(xcont,µ)
)2)
(4)
with the distance measure ∆Σ(a,b) given by
∆Σ(a,b) =
√
(a − b)TΣ−1(a − b). (5)
∆Σ(a,b) defines the Mahalanobis distance of vectors a,b ∈ RDcont based on a Dcont × Dcont covariance matrix Σ.
For many practical applications, the use of Gaussian components can be motivated by the generalized central limit
theorem which roughly states that the sum of independent samples from any distribution with finite mean and variance
converges to a normal distribution as the size of the data set goes to infinity (cf., for example [19]).
For categorical dimensions we use a 1-of-Kd coding scheme where Kd is the number of possible categories of
attribute xd (d ∈ {Dcont + 1, . . . ,D}). The value of such an attribute is represented by a vector xd = (xd1 , . . . , xdKd )
with xdk = 1 if xd belongs to category k and xdk = 0 otherwise. The categorical dimensions are modeled by means of
special cases of multinomial distributions. That is, for an input dimension (attribute) xd ∈ {xDcont+1, . . . , xD} we use
M(xd |δd) =
Kd∏
k=1
(δdk )
xdk (6)
with δd = (δd1 , . . . , δdKd ) and the restrictions δdk ≥ 0 and
∑Kd
k=1 δdk = 1. The rationale for using such distributions for
categorical variables is obvious as any given distribution of a categorical variable can perfectly be modeled.
We assume that the categorical dimensions are mutually independent and that there are no dependencies between
the categorical and the continuous dimensions. Then, the component densities p(x| j) are defined by
p(x|j) = N(xcont|µj,Σj) ·
D∏
d=Dcont+1
M(xd |δj,d). (7)
How can the various parameters of the density model p(x) be determined? Assuming that the samples x ∈ X
are independent and identically distributed (i.i.d.), we perform the parameter estimation by means of variational
Bayesian inference (VI) which realizes the Bayesian idea of regarding the model parameters as random values whose
distributions have to be trained [5, 22]. This approach has two important advantages: First, the estimation process is
more robust, i.e., it avoids “collapsing” components, so-called singularities, and second it optimizes the number of
components by its own. That is, the training process starts with a large number of components and prunes components
automatically until an appropriate number J is reached. For a more details of VI see [5, 22].
4.2. Iterative Refinement of Models Capturing Structure in Data
If we take class information c ∈ {1, . . . ,C} into account, we can extend our estimated probabilistic mixture model
p(x) to a generative classifier called CMM (classifier based on mixture models). However, to obtain high classification
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performance it is important to recognize “overlapping” processes that either generate samples belonging to different
classes or cannot be modeled perfectly. For this reason, we distinguish between two different training techniques:
The first one, called shared-components classifier (CMMsha), captures structure information in an unsupervised
way (as described in Section 4.1) with a shared-components density model and subsequently extends this model to a
classifier using class labels. That is, to minimize the risk of classification errors we compute for an input sample x′ the
posterior distribution p(c|x′) and select then (according to the winner-takes-all principle) the class c with the highest
posterior probability. In this case, the distribution p(c|x) is decomposed as follows:
p(c|x) =
J∑
j=1
p(c| j) · p( j|x). (8)
Thus, the CMMsha classifier is based on a single mixture model p(x) =
∑J
j′=1 p(x| j′)p( j′) (i.e., “shared” by all classes),
where the p(c| j) are multinomial distributions with parameters ξj,c. These parameters can be estimated in a supervised
step for samples with given class labels using the responsibilities:
ξj,c =
1
Nj
∑
x∈Xc
ρx,j (9)
with Nj =
∑
x′∈X ρx′, j being the “effective” number of samples “generated” by component j (see [22] for more details)
and Xc corresponds to the subset of all samples x ∈ X for which c is the assigned target class.
The second one, called separate-components classifier (CMMsep), also uses class information to assign the model
components to classes but (in contrast to CMMsha) it builds a separate-components density model, so that the data
modeling is performed in a supervised way, too. In this case the distribution p(c|x) is decomposed in another way:
p(c|x) =
p(c)
∑Jc
j=1 p(x|c, j)p( j|c)
p(x)
. (10)
Therefore, the CMMsep classifier is based on a number of C mixture density models p(x|c) = ∑Jcj=1 p(x|c, j)p( j|c)
(one for each class), so that p(x) =
∑C
c′=1
(
p(c′)
∑Jc′
j=1 p(x|c′, j)p( j|c′)
)
. Here, the conditional densities p(x|c, j) (c ∈
{1, . . . ,C}, j ∈ {1, . . . , Jc}) are the model components, the p( j|c) are multinomial distributions with parameters pic,j
(class dependent mixing coefficients), and p(c) is a multinomial distribution with parameters ξc (class priors). To eval-
uate Eq. (10), we have to exploit the fact that in the case of CMMsep we treat all classes separately and, thus, compo-
nents are uniquely assigned to one class, i.e., p(c| j) ∈ {0, 1}. To train the CMMsep we have to split the entire training set
X into C subsets Xc first, each containing all samples of the corresponding class c, i.e., Xc = {xn|xn belongs to class c}
with
∑C
c=1 |Xc| = |X|, where | · | denotes the cardinality of a set. Then, for each Xc, a mixture model is trained separately
by means of VI as sketched in Section 4.1. After this, we have found parameter estimates for the p(x|c, j) and p( j|c),
cf. Eq. (10). The parameters for the class priors p(c) are estimated with
ξc =
|Xc|
|X| . (11)
Comparing the two modeling approaches from the viewpoint of AL we can state that the main advantage of
the CMMsha is that underlying mixture density model can be trained completely unsupervised and only the gradual
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assignments of its components to classes have to be determined in a subsequent, supervised step. The key advantage
of the CMMsep– for which we need a fully labeled data set already for the first modeling step – is that label information
may improve the data modeling, e.g., we may expect a better discrimination of highly overlapping densities belonging
to different classes. But, if we assume that no class labels are available at the beginning of an AL process, we must
start with a shared-components density model only.
Thus, the key idea of our AL technique is to start with the density model p(x) being part of a CMMsha to model
structure in data. During the AL process, when more and more labeled data become available, we will iteratively
revise the model using label information. This can roughly be seen as a kind of transformation from a CMMsha
towards a CMMsep until a stopping criterion is met. To keep the computational costs for this transformation process
as low as possible we introduce a transductive learner into the AL process, that adapts the density mixture model by
means of local modifications. This learner consists of several steps, and we look briefly (and in a simplifying way)
at the most important ones: First, we realize that at least one model component models a set of samples that belong
to different classes (i.e., labeled by the oracle or human expert) using an interestingness measure called uniqueness.
These components are denoted as disputed. Second, we detect the (labeled and unlabeled) samples that are modeled
by the disputed components. Third, the unlabeled ones of these samples are labeled transductively by a sample-based
classifier (related to a k-nearest-neighbor approach). Fourth, this set of (now fully labeled) samples is used to train
a local separate-components model (CMMsep), whose components are then fused or combined with all non-disputed
model components (of the initial shared-components model) in the fifth step. For a more detailed description of the
transductive learner see [49].
4.3. Exploiting Structure in Data for Active Semi-Supervised SVM Training
As described above, we gather structure information by means of probabilistic mixture models and if necessary we
revise these models as soon as class information becomes available during the AL process. But, how can we integrate
this information into the active training process of a discriminative classifier (such as SVM) to optimize its learning
performance? Here, we can distinguish between two possibilities: First, we can use structure information to train an
SVM in each AL round in an semi-supervised fashion. For this, we define the new data-dependent RWM kernel, that
is based on previously described mixture models. Second, we consider structure information for the active sample
selection with help of a self-adaptive, multi-criteria selection strategy called 4DS. Both are described in the following.
4.3.1. Data-Dependent Kernel for Semi-Supervised SVM Training
In principal, generative classifiers such as CMM often perform worse than discriminative classifiers such as SVM
in many applications. But, on the other hand no density information (or, more general, information concerning
structure of data in the input space of the classifier) can be extracted from standard SVM to improve its training process
or use this information for active sample selection. Thus, we developed a new data-dependent kernel for SVM, called
responsibility weighted Mahalanobis (RWM) kernel. This kernel assesses the similarity of any two samples by means
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of a parametric density model. Basically, this kernel emphasizes the influence of the model components from which
two samples that are compared are assumed to originate (that is, the “responsible” model components).
With help of the Mahalanobis distance measure described in Section 4.1 we can determine the distance of any
two samples in the D-dimensional input space with respect to a process modeled by a single Gaussian component
with given mean µ and covariance matrix Σ. In general, however, we need a number of J > 1 components to model
densities accurately. Assuming, a given set of samples X with only real-valued dimensions. Then, we model X only
with a Gaussian mixture model (GMM) as described above. In order to consider the distances of two samples with
respect to all components contained in the GMM we need a similarity measure that combines these distances by means
of a linear combination. This leads us to the new RWM kernel that weights the Mahalanobis distance ∆Σ j according
to the responsibilities of the j-th Gaussian for the generation of the two considered samples xn, xm ∈ X:
KRWM(xn, xm) = exp
(
−γ (∆RWM (xn − xm))2
)
. (12)
Here, γ = 12σ2 ∈ R+ is the kernel width and the similarity measure ∆RWM (xn, xm) is defined as follows:
∆RWM(xn, xm) =
J∑
j=1
(
1
2
(
ρxn, j + ρxm, j
)
∆Σ j (xn, xm)
)
. (13)
The main advantages of the RWM kernel are (for more details see [52]): (1) Standard training techniques such
as SMO and standard implementations of SVM auch as libsvm [8] can be used with RWM kernels without any
algorithmic adjustments or extensions as only the kernel matrices have to be provided. (2) In case of SSL this kernel
outperforms some other kernels that capture structure in data such as the Laplacian kernel (Laplacian SVM) [41] that
can be regarded as being based on non-parametric density estimates. (3) C-SVM with RWM kernels can easily be
parametrized using existing heuristics for RBF kernels relying on line search strategies in a two-dimensional parameter
space. This does not hold for the Laplacian kernel, for example.
In most classification problems we also have categorical (non-ordinal) input dimensions that typically cannot be
handled as continuous ones. Assume we are given a set X of samples where each D-dimensional sample has Dcont
continuous and Dcat = D − Dcont dimensions. Here, each categorical dimension xd (d ∈ {Dcont + 1, . . . ,D}) has Kd
different categories for which we use a 1-of-Kd coding scheme (cf. Section 4.1).
Then, we extend the RWM kernel accordingly:
KRWM(xn, xm) = exp
(
−γ
(
α
(
∆RWM(x′n, x
′
m)
)2
+ β
(
∆0/1(x′′n , x
′′
m)
)2)) (14)
with weighting factors α, β ∈ [0, 1], xn, xm ∈ X and x′n, x′m ∈ RDcont , x′′n , x′′m ∈ BD′cat (with D′cat =
∑Dcat
d=1 Kd) only
containing the values of the respective continuous and (binary encoded) categorical dimensions, respectively. For the
categorical dimensions, we define
∆0/1(x′′n , x
′′
m) =
Dcat∑
d=1
(1 − δdn,m) (15)
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with
δdn,m =

1 for (xd)n = (xd)m
0 otherwise
, (16)
i.e., simply by checking the values in the different dimensions for equality. If necessary, it is also possible to weight
the categorical part and the continuous part differently by means of the parameters α, β ∈ [0, 1]. If α and β are both
set to 1 and the covariance matrix of each model component corresponds to the identity matrix, then the RWM kernel
behaves such as an RBF kernel with binary encoded categorical dimensions.
4.3.2. Active Sample Selection Considering Structure in Data
As already mentioned, the main goal of AL is to get the best possible classifier at the lowest possible labeling
costs. Therefore, a selection strategy for informative samples must be able to detect all decision regions (exploration
phase) and to fine-tune the decision boundary (exploitation phase), which means that an selection strategy has to
find a trade-off between exploration and exploitation in order to train a classifier efficiently and effectively. Thus,
our selection strategy 4DS is based on the two hypotheses: (1) A selection strategy has to consider various aspects
and, thus, has to combine several criteria. (2) In different phases of the AL process, these criteria must be weighted
differently.
Consequently, 4DS considers the following four criteria:
• The first criterion, the distance of samples to the current decision boundary, corresponds to the idea to choose
samples with high uncertainty concerning their correct class assignment. Here, for the active training of an
SVM its decision function is used:
distance(x) =
∣∣∣∣∣∣∣
|L|∑
n=1
αncnK(xn, x) + b
∣∣∣∣∣∣∣ , (17)
with Lagrange coefficients αn ∈ R, bias b ∈ R, kernel function RD : RD × X → R+ and classes c ∈ {1, . . . ,C}.
Here, the set L contains all actively labeled samples so far. That is, the nearer x is to the decision boundary,
the more this distance criterion tends to zero. For generative classifiers this criterion is estimated using class
posteriors for x. For this, the entropy [14], the smallest-margin [54], or the least coefficient [11] approaches
can be used. This criterion is needed to fine-tune the decision boundary of the classifier and must, therefore,
emphasized at later stages of the AL process.
• The second criterion, the density of regions where samples are selected, is simply calculated as follows:
density(x) = p(x), (18)
where p(x) is the density model that we use to gather structure information (cf. Sections 4.1 and 4.2). Samples
with higher likelihood values are preferred. This criterion is used to avoid the selection of outliers and to explore
“important” regions of the input space that may be misclassified if they are neglected. In many applications,
this criterion is important at early stages of the AL process.
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• The third criterion, the (class) distribution of samples, makes use of responsibility information to consider all
model components of p(x) according to their mixing coefficients and, implicitly, the unknown “true” class
distribution of all samples (i.e., class priors) for sample selection. For that purpose, each unlabeled sample is
added temporarily to the set of all samples actively selected so far (this set corresponds to the union of the
set of all labeled samples so far and the current query set S ) and then the deviation between the responsibility
distribution of this set and the distribution of the mixing coefficients is calculated as follows:
distribution(S ∪ {x}) = 1 −
J∑
j=1
max
0, pi j −
 1|L| + |S | + 1 ∑
x′∈L∪S∪{x}
ρx′, j


 (19)
Samples with high values are preferred as those samples highly contribute to reach the goal.
• The fourth criterion, the diversity of samples in the query set, is needed to offer the possibility to select more
than one sample in each query round. Otherwise samples are selected that can be regarded as being redundant
from the viewpoint of the classifier training. The computation of the diversity criterion is based on the approach
described in [15] but we estimate the empirical entropy with help of a parametric estimation approach for p(x)
instead of a Parzen window estimate:
diversity(S ∪ {x}) = − 1|S | + 1
∑
x′∈S∪{x}
log(p(x′)). (20)
Note that the current query set S is always non-empty here as we do not consider this measure for the selection
of the first sample in each query round.
These criteria can be weighted individually in a linear combination. However, 4DS uses a self-adaptation scheme to
determine the weights of the first three criteria depending on the learning performance of the actively trained classifier
in each AL round. Merely, the weight for the diversity criterion has to be set by the user. But if the selection of
more than one sample per AL round is not necessary, 4DS can be regarded as parameter-free. 4DS adapts the weight
according to the following idea: On the one hand 4DS focusses on the class distribution measure in the initial rounds
of an AL process to explore the input space of the classifier. On the other hand, if the classification performance of
the classifier deteriorates, the density criterion is favored for choosing representative samples. Otherwise the distance
criterion is favored for fine-tuning the current decision boundary, and vice versa. For more details see [51].
4.4. Extended Pool-based Active Learning Cycle
The traditional pool-based AL (PAL) typically starts with a large pool U0 of unlabeled samples and a small set of
labeled samples L0 (with |L0|  |U0| and X = U0 ∪ L0), and a classifier G0 is trained initially based on L0. Then, in
each query round i a query set Si of unlabeled, informative samples is determined by means of a selection strategy Q,
which takes into account the “knowledge” contained in Gi, and presented to an oracle O (or a human expert) in order
to be labeled. Then, S i,labeled is added to Li, removed from Ui, and Gi is updated. If a given stopping criterion is met,
PAL stops, otherwise the next query round i + 1 starts.
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To apply PAL successfully, it is necessary to choose the selection strategy Q carefully. Depending on this choice
the initially labeled training data set L0 has also a decisive impact on the learning performance of the actively trained
classifier. In general, the following rule can be applied: The “simpler” the selection strategy, the more labeled samples
well distributed in the input space of the classifier have to be available at the beginning of the AL process, because
these samples can be regarded as the “initial knowledge” contained in classifier G0. But in the literature of PAL the
appropriate selection of an initial training data set L0 is largely ignored [29].
These challenges can be met if we consider structure information for the active sample selection and for the
determination of the initially labeled samples. In the simplest case, structure information can be gathered with any
kind of clustering technique and samples close to cluster centers are a good choice for the initial training set L0,
for example. However, for real applications, AL should start “from scratch”, i.e., without any initially labeled data.
Therefore, we extend the traditional PAL cycle in the following ways: (1) The data structure is gathered with a
probabilistic, generative mixture model M0, that is estimated based on U0 in an unsupervised way. (2) The initial set
L0 is empty and, therefore, we determined in the first query round i = 1 (initialization round) the first labeled set L1
with a density-based strategy, that only considers structure information contained in M0. (3) A transductive learner
is used, that revises the generative model Mi in each cycle i based on the class information of Li (cf. Section 4.2).
Algorithm 1 sketches our extended PAL approach and Algorithm 2 the density-based strategy, used to determine
S1 in the initialization round.
5. Simulation Experiments
In this section we evaluate the experiments performed on 20 data sets and compare our new approach to integrate
structure information into the AL training of discriminative classifiers such as SVM to AL approaches that capture
this information in a different way (LapSVM) or neglect it. First, this section describes the setup of the experiments.
Second, we visualize the behavior of an actively trained SVM that recognizes structure information with help of the
RWM kernel in comparison to an SVM with RBF kernel that does not use this information. For this, we use two
data sets with two-dimensional input spaces and apply uncertainty sampling (US) in order to outline the impact of the
different kernels on the AL behavior of the SVM. Third, simulation experiments are performed on 20 benchmark data
sets to compare our new approach to related techniques numerically and in some more detail.
5.1. Setup of the Experiments
In this section, we describe the classifier paradigms and the selection strategies that are used in our simulation
experiments. We sketch the main characteristics of the data sets and define our evaluation criteria.
5.1.1. Classifiers
In our experiments we compare actively trained SVM with different data-dependent kernels – RWM, GMM, and
LAP kernels – and data-independent kernels, such as the RBF kernel. For the SVM with LAP kernel (also called
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Algorithm 1: Extended Pool-Based Active Learning
input : O // oracle, e.g., a human domain expert
n // maximum number of query samples (our stopping criterion, could be replaced)
k // size of the query set Si (in each learning cycle i > 0; k ≤ n)
m // size of the query set S0 (initialization round; m ≤ n)
U0 // initial unlabeled pool with |U0 | ≥ n
L0 // initial labeled data set is ∅ here
M0 // initial CMMsha trained in an unsupervised way with VI using U0
Q // selection strategy (e.g., 4DS or another strategy)
output: G // actively trained classifier (e.g., SVM or another classifier) in the final PAL step
1 i← 0
2 repeat
3 i← i + 1
4 if initialization round then
5 select query set S1 ⊂ U0 according to density based strategy using M0 (cf. Alg. 2)
6 else
7 select query set Si ⊆ Ui−1 according to selection strategy Q using Gi−1
8 end
9 build Si, labeled asking O for class labels of Si
10 build Li by adding set Si, labeled to training set Li−1
11 build Ui by removing set Si, labeled from pool Ui−1
12 build Mi by revising Mi−1 based on Li with the transductive learner (see [49])
13 train Gi using Li and Mi
14 until |Li| = n
15 return Gi
LapSVM or Laplacian SVM), we ported the MATLAB implementation of Melacci [40] to Java and adapted it to cope
with multi-class problems.
To find good estimates (in case of the RWM and GMM kernels) for the hyper-parameters of the VI algorithm
(training of the mixture density models capturing structure information in unlabeled data) we used an exhaustive
search on the unlabeled training data. To rate a considered set of VI parameters we applied an interestingness measure,
called representativity [21]. It measures the dissimilarity of the mixture density model trained with VI and a density
estimate resulting from a non-parametric Parzen window estimation. As dissimilarity measure we used the symmetric
Kullback-Leiber divergence instead of the Hellinger distance mentioned in [21].
To get good parametrization results regarding the SVM (with corresponding kernel) we performed for each fold
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Algorithm 2: Density-Based Selection Strategy
input : m // size of the query set S
U0 // initially unlabeled pool with |U0 | ≥ m
M0 // mixture density model with J components
output: S // query set for labeling
1 S← ∅ // initialize the query set
2 V← ∅ // index set of the visited model components
3 repeat
4 r← new integer random value ∈ [0, J]
5 if r < V then
6 V ← V ∪ {r} // mark component r as visited by adding r to V
7 build a ranking of all samples x ∈ U0 according to their likelihood values p(x|r)
8 select the sample x′ randomly from the top 10% highest ranked samples
9 S ← S ∪ {x′} // add sample x′ to the query set
10 else if |V | = J then
11 V← ∅ // reset the index set of the visited components
12 end
13 until |S| = m
14 return S
of the (outer) 5-fold cross-validation an inner 4-fold cross-validation on the labeled set L1 (after execution of the
initialization round). That is, the parameters of the SVM are determined only once during the AL process, whereby
with the inner cross-validation the set L1 is split into a validation set Lval (one quarter) and a training set Ltrain (three
quarters). To rate a considered parameter combination we determined the classification performance of the SVM by
considering Lval and U1 (the expected error) simultaneously. However, at the beginning of the AL process we used
the whole training set L = U0 = Lval ∪ Ltrain ∪U1 (i.e., without class assignments) for capturing structure information.
That is, all samples in the set L are used to determine the Laplacian graph in case of the LAP kernel and to determine
the mixture model in case of the RWM and GMM kernels. Overall, the test data (set T ) of the (outer) cross-validation
is never used for any optimization or parametrization purposes.
The penalty parameter C = 10i and the kernel width γ = 10i were varied for i ∈ {−3,−2, . . . , 2}, the four additional
parameters of the LAP kernel γI = 10j and γA = 10j for j ∈ {−5,−6, . . . , 2}, the neighborhood size was fixed to k = 7
and the degree to p = 1. To account for information from categorical input dimensions we adapted all kernels in the
same way as the RWM kernel (described in Section 4.3). Therefore, to find the best values of α (weighting factor of
continuous input dimensions) and β (weighting factor of discrete input dimensions) we varied α and β from 0 to 1
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(a) Outer cross-validation (one fold).
fold 1
fold 2
fold 3
fold 4
training set L Lval Ltrain = L1 \ U1
U1
(b) Inner cross-validation (one fold).
Figure 2: Disjoint subsets of one fold of the (outer) 5-fold cross-validation. Lval∪ Ltrain correspond to a non-randomly
chosen subset from the “training” folds (training set L). The remaining samples of L build the subset U.
in step sizes of 0.1 (for the data sets Australian, Credit A, Credit G, Heart, and Pima that have categorical attributes,
cf. Table 1).
5.1.2. Selection Strategies
For selecting informative samples we used three different selection strategies in our suite of AL experiments:
random sampling (Random), uncertainty sampling (US) and our 4DS (selection strategy based on distance, density
(data), diversity, and distribution (class) information). The latter strategy takes structure information into account
for sample selection, whereas the other ones do not consider this information: Random sampling chooses samples
randomly with uniform selection probability. It was shown in [7] that this trivial approach outperforms some existing,
at the first glance more sophisticated selection strategies. The US strategy [61] queries the sample for which the SVM
is currently most uncertain concerning its class assignment, i.e., the sample with the smallest distance to the current
decision boundary. 4DS [51] considers the distance of samples to the decision boundary, too, and additionally the
density in regions where samples are selected. Furthermore it indirectly considers the unknown class distribution of
the samples by utilizing the responsibilities of the model components for these samples and the diversity of samples
in the query set that are chosen for labeling. The combination of the four measures in 4DS is self-optimizing since the
weights for the first three measures depend on the performance of the actively trained classifier and only the weight
parameter λ for the last measure (diversity) has to be chosen by the user. Here, we vary λ from zero to one in steps of
0.1 and choose the best λ according to a 5-fold cross-validation on the training data.
In addition it should be mentioned that for a fair comparison the classifiers will be retrained after each query of
one sample for the strategies Random and US and after each query of five samples for the strategy 4DS. Doing so,
4DS has to select samples based on “outdated” information in each query, thus the comparison is certainly not biased
towards 4DS. Moreover, in [51] it has been shown that 4DS outperforms, based on various evaluation criteria, related
selection strategies such as ITDS (information theoretic diversity sampling), DWUS (density weighted uncertainty
sampling), DUAL (dual strategy for active learning), PBAC (prototype based active learning), and 3DS (a technique
we proposed earlier in [50]) by training a generative classifier (CMMsha) actively.
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5.1.3. Data Sets
For our experiments, we use the MNIST data set [42] and 20 benchmark data sets: 14 real-world data sets (Aus-
tralian, Credit A, Credit G, Ecoli, Glass, Heart, Iris, Page Blocks, Pima, Seeds, Vehicle, Vowel, Wine, and Yeast)
from the UCI Machine Learning Repository [1], two real-world (Phoneme and Satimage) and two artificial data sets
(Clouds and Concentric) from the UCL Machine Learning Group [62], and two artificial data sets, Ripley suggested
in [53] and Two Moons suggested in [40]. In order to obtain meaningful results regarding the performance of our
new approach, we consider three requirements for the selection of the data sets: First, the majority of the data sets
should come from real life applications. Second, the data sets should have very different numbers of classes. And
third, some of the data sets should have unbalanced class distributions. The description of the benchmark data sets
and the MINST data set is summarized in Table 1.
Table 1: General data set information.
Data Set
Description
Number of Continuous Categorical Number of Class
Samples Attributes Attributes Classes Distribution (in %)
Australian 690 6 8 2 55.5,44.5
Clouds 5000 2 – 2 52.2,50.0
Concentric 2500 2 - 2 36.8, 63.2
Credit A 690 6 9 2 44.5,55.5
Credit G 1000 7 13 2 70.0,30.0
Ecoli 336 7 – 8 42.6,22.9,15.5,10.4,5.9,1.5,0.6,0.6
Glass 214 9 – 6 32.7,35.5,7.9,6.1,4.2,13.6
Heart 270 6 7 2 44.4,55.6
Iris 150 4 – 3 33.3,33.3,33.3
Page Blocks 5473 10 – 5 89.8,6.0,0.5,1.6,2.1
Phoneme 5404 5 – 2 70.7,29.3
Pima 768 – 8 2 65.0,35.0
Ripley 1250 2 – 2 50.0,50.0
Satimage 6345 5 – 6 24.1,11.1,20.3,9.7,11.1,23.7
Seeds 210 7 – 3 33.3,33.3,33.3
Two Moons 800 2 – 2 50,50
Vehicle 846 18 – 4 23.5,25.7,25.8,25.0
Vowel 528 10 – 11 9.1,9.1,9.1,9.1,9.1,9.1,9.1,9.1,9.1,9.1,9.1
Wine 178 13 – 3 33.1,39.8,26.9
Yeast 1484 8 – 10 16.4,28.1,31.2,2.9,2.3,3.4,10.1,2.0,1.3,0.3
MNIST 70000 784 – 10 10.0,10.0,10.0,10.0,10.0,10.0,10.0,10.0,10.0,10.0
In our experiments regarding the 20 benchmark data sets, we performed a z-score normalization for all data sets
and conducted a stratified 5-fold cross-validation evaluation, as sketched in Fig. 2. In each round of the outer cross-
validation, one subset is kept out as test set T . Of course, T is not considered for any parametrization purposes. The
other four subsets build the pool U0 of unlabeled samples (cf. Fig. 2(a)), such that our AL approach starts with an
empty training set L0. Consequently, in the first query round an SVM classifier is not given and any “knowledge”
cannot be considered for sample selection. Therefore, in the first AL round (initialization) we select a number of
samples equal to 4 × the number of classes with help of a density based approach that uses only structure information
captured in the mixture density model. Based on the class information for these samples, that build the set L1, the
19
parameters of the SVM are determined with a grid search technique. This means as mentioned before that the SVM are
parameterized only once during the AL process (e.g., for a two class problem only eight labeled samples are used for
parametrization purposes). Moreover, the data splits U1 and L1 are chosen identically for all actively trained classifier
paradigms. We decided to actively select not more than 500 samples from each data set, apart from Ecoli (270), Glass
(171), Heart (216), Iris (120), Seeds (168), and Wine (142) because of their limited size. Thus, this number of labeled
samples is taken as stopping criterion for the AL process.
For the experiment regarding the MNIST dataset, we additionally reduced the size of the input dimensions from
784 to 34 dimensions by applying a principle component analysis (PCA) and conducted the stratified 5-fold cross-
validation, as described before, only on the corresponding 60000 training samples. Consequently, the 10000 test
samples are never used for any parametrization or optimization purposes.
5.1.4. Evaluation Criteria
To assess our results numerically we used three evaluation measures: ranked performance (RP), data utilization
rate (DUR), and area under the learning curve (AULC) (cf. [12]).
The first measure, RP, ranks the actively trained paradigms based on a non-parametric statistical Friedman test [24].
Basis for a rank is the classification accuracy on test data measured at the PAL step for which the performance on the
training data is optimal. This step is not necessarily the last PAL step when the maximum number of actively selected
samples – 140, 170, 215, 420, or, 500, respectively (see above) – is reached. Based on these test accuracies, the
Friedman test ranks – considering a given significance value α – S classifiers for each of N data sets separately, in the
sense that the best performing classifier (highest accuracy) gets the lowest rank, a rank of 1, and the worst classifier
(lowest accuracy) the highest rank, a rank of S . In case of ties, the Friedman test assigns averaged ranks. Let rji be the
rank of of the i-th classifier on the j-th data set, then the Friedman test compares the classifiers based on the averaged
ranks Rj = 1N
∑S
i=1 r
j
i. Under the null hypothesis, which claims that all classifiers are equivalent in their performance
and hence their averaged ranks Rj should be equal, the Friedman statistic is distributed according to the χ2F distribution
with S − 1 degrees of freedom [30]. The Friedman test rejects the null hypothesis if Friedman’s χ2F is greater than the
p-value of the χ2F distribution. If the null hypothesis can be rejected we proceed with the Nemenyi test [43] as post
hoc test in order to show which classifier performs significantly different. Here, the performance differences of two
classifiers are significant if the corresponding average ranks differ by at least the critical difference CD = qα
√
S (S + 1)/6N
where the critical value qα is based on the Studentized range statistic divided by
√
2. The results of the Nemenyi
test can be visualized with help of critical difference plots [18]. In these plots, non-significantly different classifiers
are connected in groups (their rank difference is smaller than CD). To summarize the ranked performances over all
data sets, the average ranks and the numbers of wins are also determined for each strategy as described in [12]. The
number of wins is the number of data sets for which a paradigm performs best. Wins can be “shared” when different
classifiers perform comparably on the same data set. That is, a good paradigm yields a low average rank and a large
number of wins.
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The second measure, DUR, determines the fraction of samples that must be labeled to achieve good classification
results. To measure this, we first define the target accuracy as the average accuracy achieved by a baseline strategy
over five folds using between 80% and 100% of the maximum number of actively selected samples (see above).
Here, we use the strategy US to train an SVM with RBF kernel actively as baseline. The (DUR) (cf. [12]) is then the
minimum number of samples needed by each of the other strategies to reach the target accuracy divided by the number
of samples needed by US to train an SVM with RBF kernel actively. Simulations where a strategy does not reach
the target accuracy are reported explicitly. The DUR indicates how efficiently a selection strategy uses the data, but
it does not reflect detailled performance changes up to the point when the target accuracy is reached. To summarize
over all data sets we again determine the mean and number of wins for each strategy. A good strategy yields a low
mean DUR (in particular, it should be lower than one) and a large number of wins.
The third measure is the AULC [12], again measured against the baseline strategy, which is the difference between
the area under the learning curve for a given strategy and that of baseline strategy SVM with RBF kernel actively
trained with US. A negative value indicates that this strategy (on average over five folds) performs worse than the
baseline strategy. The AULC also is calculated for the maximum number of actively selected samples. This measure
is, in contrast to the previous ones, sensitive to performance changes throughout the AL process. For example, if two
strategies reach the target accuracy with the same number of samples (i.e., the same DUR), one might have a higher
AULC if performance improvements occur in an earlier phase of the PAL process, for instance. To summarize over
all data sets, we again determine the mean as well as the number of wins. A good strategy should have a high AULC
(in particular, it should be positive) and a large number of wins.
5.2. Behavior of actively trained SVM using Structure Information
In this section we compare the behavior of an actively trained SVM that recognizes structure information with
help of the RWM kernel to that of an SVM with RBF kernel that does not use this information. For visualization
purposes, we use a two-dimensional, artificially generated data set, called Clouds, which was taken from the UCL
Machine Learning Group [62] (for more information see Section 5.1.3). On Clouds data set we conducted a z-score
normalization and split the data set in a 5-fold cross validation into training and test sets. For a fair comparison we
trained SVM with the considered kernels on identically chosen data splits (training and test). The Figs. 3 and 4 show
the active training process at different iterations only for the first cross-validation fold. Here, each of the parts (a)–(e)
display the actively trained SVM after the execution of the initialization round and after the query for 20, 40, 70, and
120 samples. In part (f) of the figures the development of the classification performance regarding the test and training
data is pictured, respectively. During the initialization round (i = 1) of the AL process eight samples are selected with
the density based strategy (colored orange). We stop the AL process of the SVM after the selection of 120 samples.
As we only want to show the impact of the different kernels on the AL behavior, we applied the selection strategy
US with the evaluation measure smallest distance (cf. [61]) to select informative samples. For this reason, the SVM
is retrained in each query round i > 1 after the selection of one sample, that is labeled by an oracle and added to the
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-3
-2.5
-2
-1.5
-1
-0.5
0
0.5
1
1.5
2
2.5
3
3.5
-3 -2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5
1st dimension
2n
d 
di
m
en
si
on
# labeled samples: 70
test accuracy: 0.89
train accuracy: 0.89
(d) iteration i = 62.
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(e) iteration i = 112.
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Figure 3: SVM with RWM kernel actively trained with US on the Clouds data set. In each AL round one sample was
queried. Eight samples (orange colored) are initially (iteration i = 1) chosen by a density based strategy. The labeled
samples are colored red if they are selected with US in the current query round, and violet otherwise. The samples
marked with an rectangle correspond to the support vectors of the SVM.
training set Li.
The parameters of the SVM with RBF kernel and RWM kernel are determined with a second (inner) 4-fold cross-
validation, that only uses the eight labeled samples of the initialization round. Here we applied a grid search, where
we varied the penalty parameter C = 10i and the kernel width γ = 10i with i ∈ {−3,−2, . . . , 2}. We estimate the
density model that the RWM kernel uses for capturing structure information in an unsupervised way with VI, whose
hyper-parameters are determined with grid search (on the pool U0), too.
Fig. 3(a) shows that the SVM with RWM kernel yields 89% accuracy on the test data after the execution of the
initialization round of our PAL process. For this, less than 1% of the available training data has to be labeled. It
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(a) iteration i = 0.
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(c) iteration i = 32.
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(e) iteration i = 112.
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Figure 4: SVM with RBF kernel actively trained with US on the Clouds data set. In each AL round one sample was
queried. Eight samples (orange colored) are initially (iteration i = 1) chosen by a density based strategy. The labeled
samples are colored red if they are selected with US in the current query round, and violet otherwise. The samples
marked with an rectangle correspond to the support vectors of the SVM.
can be seen that the mixture model of the RWM kernel (gray colored ellipses) models the “true” data distribution
quite well. Thus, the resulting decision boundary of SVM with RWM kernel (trained only with the labeled samples
in L1) approximates the location of the “true” decision boundary between the two classes of the Clouds data set very
well. Fig. 4(f) illustrates the corresponding learning curves of the SVM with RWM kernel on the training and test
data. It can be seen that the SVM yields only slight improvements regarding the classification accuracy on test data
in additional query rounds. After the selection of 120 samples (iteration i = 112) the SVM with RWM kernel reach
a test accuracy of nearly 90% which is the same accuracy that a non-actively trained SVM with RBF kernel yields
based on 4000 labeled training samples. In addition, the ellipses (with gray colored background) in Figs. 3(a)–3(e)
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show that the mixture model in the i-th iteration of the PAL process was not adapted based on the class information
of labeled samples x ∈ Li for i ∈ {0, 1, . . . , 112}. This is because, on the one hand the processes of the Clouds data set
generate normally distributed samples so that the VI algorithm uses the “right” number of components to model the
four data “generating” processes and on the other hand, based on class information that becomes available during the
PAL process, no components are recognized as “disputed” (see Section 4.2).
In Fig. 4, the PAL process of an SVM with RBF kernel is depicted. Already, after the execution of the initialization
round, cf. Fig. 4(a), a significant difference between the two kernels can be observed. An SVM with RBF kernel
initially yields only an accuracy of about 78% on the test data (the SVM with RWM kernel 89%) and the SVM with
RBF kernel “underestimates” the variance of the process that is located on the right hand side of the two dimensional
input space. This is due to the fact that an SVM with RBF kernel (in contrast to an SVM with RWM kernel) compares
two given samples with help of the Euclidean distance, and does not use any structure information from the unlabeled
samples to assess the similarity between samples. Figs. 4(b)–4(e) illustrate the fact, that the SVM with RBF kernels
model the “true” the decision boundary between the two classes the better, the more actively queried (and labeled)
samples are considered for training. Consequently, the classification accuracy of the SVM with RBF kernel increases
about significantly during the PAL process, such that the SVM yields an accuracy of 88% on the test data after the
active selection of 120 training samples, cf. Fig. 4(f). However, the SVM with RWM kernel achieves the same test
accuracy based on the initial training set consisting of only eight labeled samples (iteration i = 1).
This short, preliminary study shows that an SVM that uses structure information with help of a data-dependent
kernel (here: the RWM kernel) reaches a superior AL behavior as an SVM (with RBF kernel), that neglects this
information. This means that considering structure information an SVM may achieve higher classification accuracies
using training sets with a smaller number of labeled samples.
5.3. Comparison based on 20 Benchmark Data Sets
To evaluate the benefit of using structure information for active SVM training in more detail, we conduct exper-
iments with 20 publicly available benchmark data sets. Thus, we are able to come to statistically significant con-
clusions concerning our new approach. During our AL process, structure information can be considered in different
ways: First, this information can only be used by the selection strategy to query the most informative samples in each
AL cycle. Second, it can also be taken into account directly for the SVM training (i.e., for finding the corresponding
support vectors), e.g., with data-dependent kernels (RWM, GMM, or LAP kernels). And third, these possibilities to
consider structure information can be combined. Consequently, the following questions shall be answered by the our
experiments: Does it make any sense to consider structure information for training an SVM actively? And how should
this information be integrated into this AL process?
The following experiments compare the AL performance of SVM with RWM, GMM, RBF, and LAP kernels. For
a comprehensive picture, we take into account an SVM with RBF kernel as state-of-the-art method and an SVM with
LAP kernel (LapSVM) as best practice approach for an SVM based on a data-dependent kernel. Both paradigms are
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Table 2: Ranked performance (RP) for the active training of different paradigms. The classification accuracies (on the
test data) of SVM with RWM, GMM, LAP, and RBF kernels are given in percentage. For each data set the highest
classification accuracies are printed bold.
Data Set
RWM kernel GMM kernel LAP kernel RBF kernel RBF kernel
4DS 4DS US 4DS US
Australian 85.65 84.93 86.67 84.93 84.06
Clouds 88.92 82.82 83.96 81.08 77.20
Concentric 99.64 99.28 99.68 99.56 99.52
Credit A 85.65 85.36 85.36 85.07 84.35
Credit G 72.40 72.00 75.50 72.00 71.20
Ecoli 85.15 85.44 73.90 86.64 85.73
Glass 71.01 68.70 48.57 66.82 65.89
Heart 84.81 84.44 77.41 85.19 82.96
Iris 98.00 97.33 96.00 98.00 96.67
Page Blocks 94.52 90.39 93.20 94.35 93.06
Phoneme 80.66 79.40 83.57 78.98 80.50
Pima 75.00 75.78 75.78 75.00 76.04
Ripley 90.40 89.68 89.12 89.04 88.96
Satimage 86.33 86.09 82.19 85.30 75.39
Seeds 97.62 95.71 90.48 92.86 91.43
Two Moons 100.00 97.25 100.00 95.75 95.50
Vehicle 76.84 79.54 69.62 81.32 80.02
Vowel 93.23 71.92 86.57 80.91 77.98
Wine 98.32 97.76 97.19 97.21 97.21
Yeast 58.08 57.95 40.62 57.62 56.94
Mean 86.11 84.09 81.77 84.38 83.03
Rank 1.750 3.075 3.200 3.050 3.925
Wins 11.0 0.0 4.5 3.5 1.0
trained actively with Uncertainty Sampling (US).
For a visual assessment of the AL behavior of the SVM (with the corresponding kernels) we generate learning
curves. These curves outline the classification performance depending on the number of queries, i.e., iterations of the
PAL algorithm (mean accuracy on the five test sets in the cross-validation versus size of Li after each query i).
In the following, we compare the performance of the actively trained classifiers with help of the three evaluation
criteria RP, DUR, and AULC (cf. Section 5.1.4).
To compare the PAL processes of the five classifiers statistically, we applied the first evaluation criterion RP. This
criterion uses the test accuracy of each classifier Gi, that achieves the highest accuracy on the training data in the i-th
query round (iteration i of the AL process). The corresponding results for test data are given in Table 2. Here, the best
results (classifiers that the Friedman test assigns the smallest rank numbers) are highlighted in boldface. With five
classifiers and 20 data sets, Friedman’s χ2F is distributed according to a χ
2
F distribution with 5 − 1 degrees of freedom.
The critical value of χ2F(4) for α = 0.1 is 7.779 and, thus, smaller than Friedman’s χ
2
F = 19.73, so we can reject the
null hypothesis. With the Nemenyi test, we compute the critical difference CD = 2.516
√
5 · 6/6 · 20 = 1.258 to investigate
which actively trained classifier performs significantly different. The corresponding CD plot is shown in Fig. 5. The
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last two lines in Table 2 show that the SVM with RWM kernel, which was trained actively with 4DS, performs better
than all other classifiers on 11 data sets (wins) and it also receives the smallest averaged rank of 1.750. The second
best rank is achieved by the SVM with RBF kernel, also trained actively with 4DS. However, regarding the number
of wins the SVM with LAP kernel (actively trained with US) yields the second best result of 4.5 wins. A look at the
CD plot confirms that the SVM with RWM kernel yields significantly better results (on the test data) than the other
classifiers, as only the SVM with RWM kernel is contained in the winner group. Furthermore, the SVM with GMM,
RBF, and LAP kernels are located in the same group, i.e., they do not yield significantly different results.
CD = 1.258
12345
RBF kernel (US) RWM kernel (4DS)
LAP kernel(US) RBF kernel (4DS)
GMM kernel (4DS)
Figure 5: CD plot of the evaluation measure RP (with α = 0.1).
How large is the fraction of samples that have to be labeled to achieve good classification results? The second
evaluation criterion, DUR, tries to answer this question. Table 3 contains the number of samples and the data uti-
lization ratio needed to achieve a given target accuracy defined by the baseline approach (SVM with RBF kernel
actively trained with US). Here, the DUR of an efficient AL process should be clearly lower than one which is the
DUR of the baseline approach. If we consider the last two lines of Table 3, it can be seen that only the SVM with
data-dependent kernel RWM achieves a mean DUR (0.947) smaller than one. The SVM with GMM and RBF kernels
(both actively trained with 4DS) achieve worse results regarding the mean DUR (highest) and wins (smallest). The
SVM with RBF kernel, trained with US, achieves the second highest number of wins (five) and the second smallest
mean DUR (1.000).
The third criterion, AULC, evaluates the learning speed of the actively trained classifiers. This is done by referring
to the baseline approach by subtracting the area under the learning curve of the baseline classifier from the one of a
considered classifier. Consequently, an efficient PAL process should always reach a positive AULC. Table 4 presents
the corresponding results. Here, the SVM with RWM kernel, actively trained with 4DS, yields on 12 of the 20 data
sets a positive AULC and on nine data sets a win. Consequently, the SVM with RWM kernel achieves the highest
positive AULC of 2.978 on average. In addition, the SVM with GMM and RBF kernels (actively trained with 4DS)
achieve positive AULC values, too. With respect to the AULC criterion it can be seen that the SVM with LAP kernel
(trained with US) yields some very good but also a lot of bad results. Overall, the SVM with LAP kernel yields the
worst mean AULC of −2.094 despite a number of seven wins.
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Table 3: Data utilization ratio (DUR) of the active training of SVM with RWM, GMM, LAP, and RBF kernels.
The minimum number of training samples needed to achieve the target accuracy appears in parentheses under the
data utilization ratio. The symbol “>” indicates that the target accuracy (given in %) could not be reached with the
maximum number of samples allowed to be labeled actively. The results that receive a win (smallest number of labeled
samples) are printed bold.
Data Set
RWM kernel GMM kernel LAP kernel RBF kernel RBF kernel
Target Accuracy
4DS 4DS US 4DS US
Australian 0.556 0.926 0.667 0.926 1.000 86.75
(45) (75) (54) (75) (81)
Clouds 0.055 0.738 0.293 1.299 1.000 76.19
(9) (121) (48) (213) (164)
Concentric 2.472 1.782 1.070 1.577 1.000 99.77
(351) (253) (152) (224) (142)
Credit A 2.341 1.611 1.443 1.509 1.000 90.40
(391) (269) (241) (252) (167)
Credit G 1.341 1.271 0.839 1.271 1.000 83.26
(401) (380) (251) (380) (299)
Ecoli 0.860 0.682 1.464 0.531 1.000 90.30
(154) (122) (262) (95) (179)
Glass 0.507 0.923 1.190 0.951 1.000 76.57
(72) (131) (169) (135) (142)
Heart 0.970 1.297 1.158 1.267 1.000 89.65
(98) (131) (117) (128) (101)
Iris 1.086 1.657 1.114 1.143 1.000 98.17
(38) (58) (39) (40) (35)
Page Blocks 0.771 1.568 0.864 0.807 1.000 92.80
(216) (439) (242) (226) (280)
Phoneme 0.845 1.019 1.070 1.009 1.000 81.53
(267) (322) (338) (319) (316)
Pima 1.460 2.012 2.075 1.820 1.000 80.58
(235) (324) (334) (293) (161)
Ripley 0.167 0.606 1.606 0.909 1.000 88.59
(11) (40) (106) (60) (66)
Satimage 0.147 0.147 0.742 0.196 1.000 74.55
(24) (24) (121) (32) (163)
Seeds 0.541 0.486 3.378 1.270 1.000 94.52
(20) (18) (125) (47) (37)
Two Moons 0.260 4.500 0.180 3.440 1.000 95.69
(13) (225) (9) (172) (50)
Vehicle 0.850 1.024 1.181 0.940 1.000 90.38
(357) (430) (496) (395) (420)
Vowel 0.335 0.537 0.532 0.757 1.000 80.04
(146) (234) (232) (330) (436)
Wine 2.867 1.633 1.167 1.867 1.000 99.86
(86) (49) (35) (56) (30)
Yeast 0.503 0.531 >1.748 0.517 1.000 56.81
(144) (152) (>500) (148) (286)
Mean 0.947 1.248 1.189 1.200 1.000
Wins 10.5 1.5 2.0 1.0 5.0
In the following we illustrate the AL behavior of our new approach for six of the data sets: Concentric, Credit A,
Glass, Satimage, Seeds, and Vowel. Fig 6 shows the learning curves (classification performance on test data, averaged
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Table 4: Area under the learning curve (AULC) of the active training of SVM with RWM, GMM, LAP, and RBF
kernels. The results that receive a win (highest AULC) are printed bold.
Data Set
RWM kernel GMM kernel LAP kernel RBF kernel RBF kernel
4DS 4DS US 4DS US
Australian 1.081 -0.002 1.851 -0.002 0.000
Clouds 12.374 0.764 7.132 -1.358 0.000
Concentric -0.363 -0.338 0.595 -0.210 0.000
Credit A -2.252 0.179 -1.203 -1.178 0.000
Credit G -2.337 -2.337 3.339 -2.337 0.000
Ecoli 0.547 0.469 -7.333 0.915 0.000
Glass 4.164 -1.196 -8.635 0.174 0.000
Heart -0.496 -0.098 1.779 -0.243 0.000
Iris 0.102 0.003 0.047 0.017 0.000
Page Blocks -3.357 0.281 -25.556 0.944 0.000
Phoneme -0.476 -3.101 1.856 -1.280 0.000
Pima -0.110 -5.786 0.807 -0.746 0.000
Ripley 2.183 1.061 -0.489 0.004 0.000
Satimage 11.423 11.413 4.119 10.096 0.000
Seeds 0.725 0.800 -3.394 0.008 0.000
Two Moons 4.389 0.811 4.387 -0.583 0.000
Vehicle 4.785 2.642 -7.687 2.616 0.000
Vowel 18.577 3.363 10.608 3.693 0.000
Wine -0.216 -0.077 0.056 -0.138 0.000
Yeast 8.821 6.364 -24.153 6.031 0.000
Mean 2.978 0.761 -2.094 0.821 0.000
Wins 9.0 2.0 7.0 2.0 0.0
over five folds) for the SVM with LAP and RBF kernels (trained with US), and the SVM with RWM, GMM, and RBF
kernels, trained with 4DS, respectively. First, we can see that typically the actively trained SVM with data-dependent
kernels reach the classification accuracy of non-actively trained SVM with RBF kernel faster than the actively trained
SVM with a data-independent kernel (here: RBF kernel). This fact speaks for a synergistic effect between AL and
SSL. Second, it can be seen, that the integration of structure information into the PAL process of an SVM with the new
data-dependent kernel RWM and the new selection strategy 4DS leads to a rapid and steep increase of the classification
accuracy on many of the investigated data sets (cf. Credit A, Glass, and Vowel). Third, the data sets Concentric and
Glass show that active training of the SVM with LAP kernel combined with the selection strategy US sometimes may
lead to very bad results. Fourth, there are data sets (e.g., Satimage or Vowel) on which actively trained classifiers may
yield higher performances if we allow for a active selection of more than 500 samples.
5.4. Comparison based on the MNIST Data Set
To demonstrate the adaptability of our approach the real-world MNIST [42] handwritten digit data set is con-
sidered. It is a widely-used benchmark for classification problems in the context of supervised learning, since it
incorporates a training set of 60000 gray-scaled images of handwritten digits from 0 to 9 and a test set of additional
10000 images.
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(a) Concentric data set.
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(b) Credit A data set.
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(c) Glass data set.
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(d) Satimage data set.
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(e) Seeds data set.
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(f) Vowel data set.
Figure 6: Learning curves (averaged test accuracy over five cross-validation folds versus the number of actively
selected samples) of the active training of SVM with RWM, GMM, LAP, RBF kernels for the data sets Concentric,
Credit A, Glass, Satimage, Seeds, and Vowel.
In this case study we compare the performance of our new approach (SVM with RWM kernel actively trained
with 4DS) to that of an SVM with RBF kernel actively trained with US. For reducing the computational and temporal
efforts, we captured the structure information only once (before the AL-process starts) in an unsupervised fashion
with VI and used only default parameter values for the two different kernels (RBF kernel: C = 1.0 and γ = 0.1; RWM
kernel: C = 1.0 and γ = 0.01). In addition, we performed a PCA and decided to use the first 34 principal components,
as they cumulatively comprise about 90% of total variance.
In order to assess the results scored by our new AL approach, we first look at some publications that use the
MNIST data set, too. To the best of our knowledge, there are only a few publications that attempt to solve this multi-
class problem by means of AL. Some of them use only two classes from MNIST to simulate binary classification
problems. In [3], only the images representing the digits 3 and 5 are regarded. Additionally, the dimensions are
reduced from 784 to 25 by performing a PCA, whereas the size of training and test set are decreased to 1000 samples
each. The same binary classification problem 3 vs. 5 is addressed in [25] and [46]. The latter considers only 2000
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images which are randomly divided into two portions for training and test purposes. In [39], a subset of 1000 images,
100 for each digit, are used to solve the binary classification problem 1 vs. 7. Only 200 images are meaningful,
whereas the remaining 800 are irrelevant, as they are neither 1 nor 7. Further, the classification of digit 8 vs. all other
digits is addressed in [6]. Similarly, subsets of different sizes, 1250, 2500, and 5000 are used in [44] pursuing the goal
of separating the images of a given digit against the other. The classification performance is determined by averaging
the sum of the false negatives and false positives over the two classes relative to the size of the subsets.
Research has also been conducted with AL paradigms that consider the MNIST data set as a multi-class problem.
For example, after actively acquiring labels for 10000 training images, a classification accuracy of about 90% is
reached on 2000 test images in [16]. An analog division of images in training and test data is carried out in [17]
and an accuracy of about 90% is reached. The first 1000 images from MNIST training set and the first 1000 from
the MNIST test set are extracted for experimental purposes in [31]. The proposed AL method achieves on the test
set a classification accuracy of less than 90%. In [35], a set of 3000 images are uniformly drawn from the MNIST
training set and the proposed technique is tested on 500 images from the MNIST test set. A classification accuracy of
about 85% is reported after acquiring labels for 100 samples. Experimental results based on the entire MNIST data
set are reported in [4] and an overall accuracy of about 85% is reached after labeling 40000 images. An overview of
paradigms that try to solve the multi-class problem with all 10 classes is presented in Fig. 7. The percent of labeled
samples is relative to the size of the corresponding training set, e.g., in case of Harmonic Gaussian 5% out of 2% of
the MNIST total training set has been used to achieve an accuracy of 83% on 20% of the MNIST total test set. Since
different subsets of the suggested training set and/or of the test set are used, it is difficult to compare our paradigm to
the results presented in other publications. Moreover, the size of the initially labeled set varies strongly (sometimes
only learning curves are presented) across the published experimental results, which makes a comparison even harder.
The results of the experiments conducted on the MNIST data set are shown in Fig. 8, as it depicts the performance
of the active training of SVM with RBF and RWM kernels on the MNIST test set. We started our AL process without
any label information and selected 40 samples (it represents 0.06% of the training set) by means of the proposed
density-based selection strategy (cf., Alg. 2) in the first query round. The labeled samples are the same for both, SVM
with RBF and RWM kernels. In case of SVM with RBF kernel and the US selection strategy we select one sample in
each query round, whereas in case of SVM with the RWM kernel five samples were chosen. It can easily be observed
that the proposed paradigm achieves a steep rise in classification accuracy in the initial phase of the AL and is able to
continuously maintain a good performance throughout the whole AL process. Moreover, by regarding only the initial
40 samples it reaches an accuracy of about 70%, which is twice the accuracy of SVM with RBF kernel (35%). When
the AL process advances, the SVM with RBF kernel is able to reach the same accuracy as SVM with RWM kernel
(after about 1500 actively selected samples) and performs slightly better at the end.
In summary, it is quite difficult to compare the performance of our approach on the MNIST data set to those
in the existing AL literature, due to substantially different partitioning in training set, test set, and initially labeled
set, and their respective setup for parameter tuning, as shown in Fig. 7. Nevertheless, the behavior exhibited by our
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Figure 8: Learning curves (test accuracy versus the number of actively selected samples) of the active training of SVM
with RBF and RWM kernels for the MNIST data set (after 100, 500, and 2500 labeled samples).
approach (see Figs. 6 and 8) underpins our claim that by capturing and exploiting structure information contained in
unlabeled data, the performance of AL can be significantly increased if only a very small number of labeled samples
is regarded, which is one of the main goals of AL. Moreover, we expect that the results of our new approach can
be further improved, if we on the one hand side refine the density model based on the available class information
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(cf. Section 4.2) and on the other hand use parameter estimation methods to find good values for the kernel parame-
ters (cf. Section 5.1.1).
6. Conclusion and Outlook
In this article we proposed and evaluated an effective and efficient approach that fuses generative and discrimi-
native modeling techniques for an AL processes. The proposed approach takes advantage of structure information
in data which is given by the spatial arrangement of the (un)labeled data in the input space. Consequently, we have
shown how structure information captured by means of probabilistic models can be iteratively improved at runtime
and exploited to improve the performance of the AL process. Furthermore, we proposed a new density-based selection
strategy for selecting the samples in the initial query round.
The key advantages of the proposed paradigm can be summarized as follows:
• Due to the new density-based selection strategy, the AL process is able to start without any initially labeled
samples.
• Better performance (classification accuracy) is reached in an early stage of the active learning, as it exploits the
structure information contained in the unlabeled data.
In our future work we want to address the following questions: As the AL process advances and more labeled
samples become available, is it possible to find better parameters that will improve the performance? How computa-
tionally intensive will it be? Is it feasible and viable to smoothly switch from SVM with RWM kernel to SVM with
RBF kernel when enough label information is accessible? Finally, we need to deeply investigate how to parametrize
the RWM kernel in case of high dimensional data sets.
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