Spectral line shapes in linear absorption and two-dimensional spectroscopy with skewed frequency distributions by Farag, Marwa H. et al.
  
 University of Groningen
Spectral line shapes in linear absorption and two-dimensional spectroscopy with skewed
frequency distributions
Farag, Marwa H.; Hoenders, Bernhard J.; Knoester, Jasper; Jansen, Thomas L. C.
Published in:
Journal of Chemical Physics
DOI:
10.1063/1.4985665
IMPORTANT NOTE: You are advised to consult the publisher's version (publisher's PDF) if you wish to cite from
it. Please check the document version below.
Document Version
Publisher's PDF, also known as Version of record
Publication date:
2017
Link to publication in University of Groningen/UMCG research database
Citation for published version (APA):
Farag, M. H., Hoenders, B. J., Knoester, J., & Jansen, T. L. C. (2017). Spectral line shapes in linear
absorption and two-dimensional spectroscopy with skewed frequency distributions. Journal of Chemical
Physics, 146(23), [234201]. https://doi.org/10.1063/1.4985665
Copyright
Other than for strictly personal use, it is not permitted to download or to forward/distribute the text or part of it without the consent of the
author(s) and/or copyright holder(s), unless the work is under an open content license (like Creative Commons).
Take-down policy
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.
Downloaded from the University of Groningen/UMCG research database (Pure): http://www.rug.nl/research/portal. For technical reasons the
number of authors shown on this cover page is limited to 10 maximum.
Download date: 12-11-2019
Spectral line shapes in linear absorption and two-dimensional spectroscopy with
skewed frequency distributions
Marwa H. Farag, Bernhard J. Hoenders, Jasper Knoester, and Thomas L. C. Jansen
Citation: The Journal of Chemical Physics 146, 234201 (2017);
View online: https://doi.org/10.1063/1.4985665
View Table of Contents: http://aip.scitation.org/toc/jcp/146/23
Published by the American Institute of Physics
Articles you may be interested in
Water-anion hydrogen bonding dynamics: Ultrafast IR experiments and simulations
The Journal of Chemical Physics 146, 234501 (2017); 10.1063/1.4984766
Four-dimensional coherent electronic Raman spectroscopy
The Journal of Chemical Physics 146, 154201 (2017); 10.1063/1.4979485
IR spectral assignments for the hydrated excess proton in liquid water
The Journal of Chemical Physics 146, 154507 (2017); 10.1063/1.4980121
A quantum-mechanical perspective on linear response theory within polarizable embedding
The Journal of Chemical Physics 146, 234101 (2017); 10.1063/1.4985565
 Perspective: Echoes in 2D-Raman-THz spectroscopy
The Journal of Chemical Physics 146, 130901 (2017); 10.1063/1.4979288
Mean-trajectory approximation for electronic and vibrational-electronic nonlinear spectroscopy
The Journal of Chemical Physics 146, 144106 (2017); 10.1063/1.4979621
THE JOURNAL OF CHEMICAL PHYSICS 146, 234201 (2017)
Spectral line shapes in linear absorption and two-dimensional
spectroscopy with skewed frequency distributions
Marwa H. Farag, Bernhard J. Hoenders, Jasper Knoester, and Thomas L. C. Jansena)
Zernike Institute for Advanced Materials, University of Groningen, Nijenborgh 4,
9747 AG Groningen, The Netherlands
(Received 3 March 2017; accepted 31 May 2017; published online 19 June 2017)
The effect of Gaussian dynamics on the line shapes in linear absorption and two-dimensional correla-
tion spectroscopy is well understood as the second-order cumulant expansion provides exact spectra.
Gaussian solvent dynamics can be well analyzed using slope line analysis of two-dimensional corre-
lation spectra as a function of the waiting time between pump and probe fields. Non-Gaussian effects
are not as well understood, even though these effects are common in nature. The interpretation of the
spectra, thus far, relies on complex case to case analysis. We investigate spectra resulting from two
physical mechanisms for non-Gaussian dynamics, one relying on the anharmonicity of the bath and the
other on non-linear couplings between bath coordinates. These results are compared with outcomes
from a simpler log-normal dynamics model. We find that the skewed spectral line shapes in all cases
can be analyzed in terms of the log-normal model, with a minimal number of free parameters. The
effect of log-normal dynamics on the spectral line shapes is analyzed in terms of frequency correlation
functions, maxline slope analysis, and anti-diagonal linewidths. A triangular line shape is a telltale
signature of the skewness induced by log-normal dynamics. We find that maxline slope analysis, as for
Gaussian dynamics, is a good measure of the solvent dynamics for log-normal dynamics. Published
by AIP Publishing. [http://dx.doi.org/10.1063/1.4985665]
I. INTRODUCTION
Two-dimensional correlation spectroscopy (2DCS) for
electronic1 (2DES) and infrared2 (2DIR) optical transitions
has been extensively applied to extract real-time dynamical
information in systems of relevance in physics, chemistry,
biology, and material science. This spectroscopic technique
is closely related to the more established two-dimensional
nuclear magnetic resonance correlation spectroscopy tech-
nique3 (COSY). The 2D spectra are generated from a pulse
sequence that interacts three times with the sample at dif-
ferent times, t1, t2, and t3.4,5 By varying the time t2, the
frequency of an oscillator can be measured at two times
t1 and t3, and the dynamics information can be probed by
correlating the initial frequency with the final frequency.
Moreover, 2D spectroscopy allows the determination of cou-
pling between different transitions6 and is sensitive to spec-
tral diffusion due to solvent fluctuations7–12 and chemical
exchange.13–19 The resulting line shapes can to a first approx-
imation be well understood by the well-established Kubo line
shape theory,4,7,20–22 which, for example, allows the extrac-
tion of solvent relaxation times by analyzing the slope,10,23
ellipticity of the spectral peaks,24 or through comparison
of rephasing and non-rephasing amplitudes.25 This analy-
sis relies on the fundamental assumption that the underly-
ing solvent dynamics is Gaussian. It has, however, become
increasingly evident that this assumption is not accurate for
systems involved in hydrogen bonding26–28 or embedded in
a)t.l.c.jansen@rug.nl
a protein matrix.29,30 This calls for alternative approaches
for interpreting the spectral line shapes in these systems.
Explicit spectral simulations based on molecular dynamics
simulations provide useful insights into these cases.26–28,31–39
However, more elementary models that can catch the essen-
tial dynamics in such systems should provide fundamental
insight and are, thus, desirable. In this paper, we will consider
three models, which all give rise to non-Gaussian frequency
distributions.
In spectroscopic studies, notable non-Gaussian line
shapes, in linear and non-linear spectra, have been reported for
a number of systems, such as water,26,27,40–42 photocatalysts,43
and light harvesting complexes.29,30 Among these studies,
spectral line shapes with a log-normal distribution have been
addressed for different systems such as bacteriorhodopsin,
light-harvesting complex LH2, and auramine.44–53 In com-
bined molecular dynamics simulations and semi-empirical
electronic structure calculations, the frequency distribution
of the Qy transition in chlorophyll was found to be dis-
tributed in a log-normal like fashion.30 The origin of such
skewed spectral shapes was recently studied theoretically.54
Furthermore, the log-normal distributions are quite common
in nature.55,56 From a theoretical point of view, different mod-
els have been constructed to account for the non-Gaussian
effect12,29,57–61 and to investigate the spectral line shape of
the time evolution of 2DCS. However, so far no system-
atic study of the effect of dynamics on the 2DCS has been
reported for cases where the underlying frequency distribution
is skewed. The purpose of this paper is to investigate the effect
of dynamics with non-Gaussian frequency distributions on the
line shape and its time evolution in 2DCS and identify the
0021-9606/2017/146(23)/234201/9/$30.00 146, 234201-1 Published by AIP Publishing.
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signature of the skewness on the 2D spectra. To this end,
we use three different models to produce frequency trajec-
tories with a skewed distribution. The first model assumes an
anharmonic bath mode, the second model assumes two non-
linearly coupled bath coordinates, while the final model is
a minimal parameter model assuming log-normal dynamics.
The 2D spectra are then calculated and analyzed in terms of
the maxline slope and the frequency dependent anti-diagonal
width. Finally, the effect of the skewness value on the 2D
spectral line shape is systematically analyzed by comparing
different log-normal models with varying skewness and com-
paring with a standard Gaussian model where the skewness is
zero.
This paper is organized in the following way. In Sec. II, we
describe the methods for constructing frequency trajectories
with the different models. In Sec. III, we present and discuss
the results. Finally, we draw conclusions in Sec. IV.
II. THEORY
To investigate the spectral line shapes resulting from dif-
ferent models with skewed frequency distributions, equilib-
rium frequency trajectories ω(t) were generated. We consid-
ered three model systems to produce frequency trajectories.
This allowed us to analyze the effect of the skewness term on
the linear absorption and 2D spectra in a controlled manner.
Specifically, the model Hamiltonian of the quantum system
was given by
H(t) = (ω01 + ω(t))B†B, (1)
whereω01 is the average transition frequency from the ground
state to the excited state, and B† and B are the bosonic cre-
ation and annihilation operators. The time evolution of the
equilibrium frequency was calculated as
ω(t) = c x(t), (2)
where c defines the strength of the coupling between the sys-
tem and the bath coordinates x(t). The bath coordinates were
generated numerically by using a classical Langevin equation









Here, m is the mass, V (x) is a potential of mean force, and
γ is the friction coefficient. R(t) is a Gaussian random force
with
〈R(t)〉 = 0, 〈R(0)R(t)〉 = 2mkBTδ(t), (4)
where kB is the Boltzmann constant and T is the temperature.
For all models, m was set to unity and the temperature to 300 K.
To generate a bath coordinate with a skewed distribu-
tion, three different models were considered. In the first model
(AH), the skewness was introduced through an anharmonicity
of one of the coordinates. The anharmonic potential was cho-
sen such that it has only one additional parameter (A) to define
the anharmonicity and it is bounded,42,60
VAH(xf , xs) = kf x2f /2 + k3s (eA xs/ks − A xs/ks)/A2, (5)
where xf and xs are a fast and a slow solvation coordinate as
originally introduced in Refs. 42 and 60. The second model
(NL) introduced the skewness through a nonlinear coupling
between two bath coordinates. The nonlinear coupling was
chosen to include only one additional parameter (A) to define
the nonlinear coupling,42,60
VNL(xf , xs) = kf x2f /2 + ks x2s /2 + kf x2f (eA xs/kf − 1)/2 . (6)
The third model (LN) treated the dynamics on a harmonic
potential
V (xs) = ks x2s /2, (7)
but assumed that the frequency dependence on the bath coor-
dinate is given by an exponential relation with one additional
parameter resulting in a log-normal frequency distribution,
ys(t) = exp(% + ηxs(t)), (8)
where η is unitless and the coordinate trajectory xs(t) has a
Gaussian distribution with zero average and variance given by
2mkBT/∆t.
The parameters of the Hamiltonian and the Langevin
simulation are summarized in Table I. To simplify the 2D
line shape analysis, the parameters for the three models were
selected such that the linear absorption spectrum and the
frequency fluctuation correlation function are similar (see
Sec. III).
The time evolution of the equilibrium frequency
ωAH(t),ωNL(t), and ωLN(t) for the AH, NL, and LN models,
respectively, was given by
ωAH(t) = cf
√





kf /kBT xf (t) + cs
√
ks/kBT xs(t), (10)
ωLN(t) = cs ys(t). (11)
The coordinate distributions for the three models obtained
from the Langevin simulation are presented in Fig. 1. While
the coordinate xs for model AH and the coordinates xf and
xs for model NL are asymmetric with a tail extending toward
lower values (negative values), the coordinate ys for model
LN is asymmetric with a tail extending toward higher values
(positive values).
The Langevin simulations were run for 100 ns with a time
step (∆t) 10 fs and the data were stored every 10 fs. The numeri-
cal integration of the Schro¨dinger equation (NISE)63,64 scheme
TABLE I. The values of the parameters used for the numerical calculation.
Parameter Model AH Model NL Model LN
γ (ps1) 6.0 20 20
kf (kBT ) 100 100 . . .
ks (kBT ) 3.6 3.6 3.6
cf (cm1) 2.1 2.7 . . .
cs (cm1) 21.3 24.0 67.0
A (kBT ) 10 250 . . .
ω01 (cm1) 1507 1499 1450
% . . . . . . 0.0
η . . . . . . 0.8
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FIG. 1. The distribution of xf (left) and xs (right) for model AH (a) and model
NL (b). (c) The distribution of xs (left) and ys (right) for model LN.
was employed to calculate the linear and two-dimensional
(2DCS) spectra. This scheme relies on calculating the response
functions governing the spectroscopic observables.5 The real
absorptive two-dimensional spectra were obtained as a sum
of the rephasing and non-rephasing signals including ground
state bleach, stimulated emission, and excited state absorption
contributions.64 This was done by solving the time-dependent
Schro¨dinger equation for each 10 fs interval assuming that
the Hamiltonian can be considered constant for such a short
time. The time evolution for longer time-intervals can then be
determined simply by multiplying the resulting time-evolution
matrices successively on the wave function vectors. Strong
coupling effects as included in the more elaborate hierarchy
of equation of motion,65 Ehrenfest,66 and surface hopping66,67
methods for simulating two-dimensional spectroscopy were
not included. For the single chromophore systems studied here,
this approximation essentially amounts to neglecting the effect
of a possible Stokes shift.8,23,66 In the present simulations, the
overtone peak observed in 2DIR spectroscopy was moved out
of the spectral window to simplify the analysis. Such peaks
are typically absent or much weaker in 2DES spectroscopy. A
homogeneous dephasing time of 50 ps was considered, which
is larger than the bath correlation time. The correlation time,
τ = γ/κs, is 1.7 ps for the AH model and 5.5 ps for the NL and
LN models. Thus, the homogeneous dephasing is expected to
result in little motional narrowing of the linear spectra. The
calculation of the spectra was done in the impulsive limit. In
real experiments, pulse shapes have to be controlled carefully
to avoid perturbing the spectral shapes.8,68,69
It is tempting to think that one can derive analytical expres-
sions for the response functions in the log-normal case using
a second-order cumulant approximation as the underlying
dynamics is still Gaussian and, thus, fully described by the
second-order cumulant of the underlying Gaussian dynamics.
The present case is that we, however, did not find nice closed
analytical expressions.
III. RESULTS AND DISCUSSION
A. Models with different physical origin
of the skewness
The absorption spectra were calculated for the three mod-
els and the results are presented in Fig. 2. As can be seen,
the absorption spectra, as expected, are asymmetric for all
three models with a tail extending toward higher frequencies.
Figure 2 shows that the three models are remarkably similar
and they look very much like a log-normal distribution. We
fitted the linear absorption spectra with a normalized intensity
to a log-normal distribution, i.e.,
A(ω) = exp
[





where µ and σ are the free parameters of the fit, while ω0
is fixed (see Table II). The parameters obtained are given in









2 − 1. (13)
The data in Table II show that the skewness is very similar
for the three models.
To obtain dynamical information about the three models,
the real absorptive two-dimension (2D) spectra are computed
as a sum of the rephasing and non-rephasing contributions,
and the results for four-selected waiting times are shown in
Fig. 3. As is seen, the 2D spectra for the three models are
qualitatively similar. At T = 0 fs, the peaks are asymmetrically
elongated along the diagonal axis, as they are in the linear
absorption spectra. Then, as the waiting time increases, the
peak spreads along the anti-diagonal axis, and at T = 7 ps, it
becomes nearly triangular. The spectral shapes in Fig. 3 imply
that at an early delay time, the correlation time is longer than
the waiting time; consequently, there is a correlation between
the excitation and the detection frequencies. This gives rise
to a narrow peak along the anti-diagonal axis. As the waiting
FIG. 2. The linear absorption spectra as computed with the NISE scheme.
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TABLE II. The fitted parameters of the linear absorption line shape.
Model µ σ ω0 Υ
Model AH 4.12 0.37 1446.0 1.20
Model NL 4.03 0.41 1450.0 1.36
Model LN 4.02 0.42 1450.0 1.40
time increases, it becomes longer than the correlation time;
as a result, no correlation is expected between the excitation
and the detection frequencies. It is known that in the case of a
Gaussian model, this gives rise to a circular peak.12,60 In the
current study, however, all three models result in triangular
peak shapes. This triangular line shape can be understood as
the product of the linear absorption spectra.70 The observation
that the spectra in Fig. 3 all behave in a very similar way
indicates that it is meaningful to try to understand the peak
shapes in terms of the simplest of the three. These results,
thus, suggest that the log-normal model may be sufficient to
analyze two-dimensional spectra in the presence of skewed
distributions in general.
To get deeper insight into the dynamics observed in
Fig. 3, the maxline slope as a function of waiting time is
investigated. The maxline (see Fig. 3) is the line obtained
by plotting the value of the detection frequency, where the
intensity is the highest for a particular value of the excitation
frequency. The slope of the maxline as a function of waiting
time allows us to connect the 2D spectra with the two-point
frequency fluctuation correlation function (FFCF), which is
defined as
M(t) = C(t)/C(0) = 〈δω(0)δω(t)〉 / 〈δω(0)δω(0)〉, (14)
where δω(t) = (ω(t)) − 〈(ω(t))〉 which is used to characterize
the memory of the bath dynamics. The two-point FFCF can be
calculated directly from the Langevin simulation trajectories
[see Fig. 4(a)]. The FFCF is, however, not an experimen-
tal observable. In practice, the dynamics observed in 2DCS
are often analyzed using the maxline slope as a function of
waiting time [see Fig. 4(b)]. Due to motional narrowing, the
initial values of the maxline slope analysis are typically below
unity, but at longer waiting times, the maxline slope and the
FFCF are expected to be similar. To determine the time scale
of the dynamics, we fitted the decays of the FFCF and the
maxline slope in Fig. 4 according to a mono-exponential
function. For the FFCF data, we find that the correlation
times are 5.2, 6.3, and 5.0 ps for AH, NL, and LN mod-
els, respectively. For the maxline slope data [Fig. 4(b)], on
the other hand, the correlation times obtained for model AH,
model NL, and model LN are 2.8, 3.1, and 4.6 ps, respec-
tively. We notice that the correlation time obtained from the
FFCF and the maxline slope matches only for the LN model.
This indicates that the maxline slope is not a good mea-
sure for the solvent dynamics for the case of non-Gaussian
dynamics.
While the maxline slope analysis provides useful infor-
mation about the memory of the bath, no clear additional
information on the non-Gaussian dynamics is apparent for
the present models. This is in contrast to a previous study
FIG. 3. The real absorptive two-dimensional (2D) spectra for the three models. The red line indicates the maxline, while the black lines refer to the anti-diagonal
traces. The contours are plotted at 10% intervals of the normalized spectral amplitude. A dashed line indicates the diagonal.
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FIG. 4. (a) The calculated two-point FFCF of the frequency trajectory
obtained directly from the Langevin simulation trajectories. (b) The maxline
slope as a function of waiting time.
with a different type of model, where the maxline curvature
was found to reveal information on the third-order frequency
correlation function revealing the non-Gaussian nature of the
dynamics.12 From the spectra in Fig. 3, however, it is appar-
ent that the 2D spectra spread along the anti-diagonal direction
results in a triangular peak. Thus, we analyze the anti-diagonal
widths as a function of waiting time to investigate the line
shape of the 2D spectra. To calculate the anti-diagonal widths,
two different traces along the anti-diagonal direction are con-
sidered, as depicted in Fig. 3. These traces are selected such
that the first slice is centered at 1500 cm1, and the second
slice is centered at 1533 cm1. To analyze the time evolution
of the anti-diagonal widths, the full-width-at-half-maximum
(FWHM) is calculated as a function of waiting time, and
the results are presented in Fig. 5. As seen, a clear split is
observed between the two slices for the three models. The dif-
ference in anti-diagonal linewidth increases as the waiting time
increases.
B. Analysis of spectra for log-normal models
with different skewness
To understand the effect of the skewness induced by the
skewed models on the splitting noted in Fig. 5, we construct
log-normal models with different skewness values and com-
pare them with a Gaussian model where the skewness is zero
(see Table III). The models are denoted as Gauss, log-normal
I, and log-normal II. Here, Gauss refers to a Gaussian model,
while log-normal I and log-normal II are two log-normal mod-
els, log-normal I with % = 0.04 and η = 1.0 and log-normal
II with % = −0.924 and η = 2.7. The average frequency
of the three models is centered at 1500 cm1. The skewness
(〈δω(0)3〉/〈δω(0)2〉3/2) and the variance (〈δω(0)2〉) calculated
FIG. 5. The anti-diagonal widths as a function of waiting times. Black lines
correspond to the traces centered at 1500 cm1, while red lines refer to those
centered at 1533 cm1.
for these models from the Langevin simulations are presented
in Table IV. The three models have similar variance and dif-
ferent skewness. In addition, the skewness for the log-normal
II model is approximately three times higher than that for the
log-normal I model.
To obtain dynamical information about the three mod-
els (Gauss, log-normal I, and log-normal II), the FFCF and the
maxline slope are analyzed. The results are presented in Fig. 6,
which show that the FFCF and the maxline slope for the Gaus-
sian, log-normal I, and log-normal II models are similar and
that it is impossible to distinguish between the Gaussian and
TABLE III. The values of the parameters used for the numerical calculation
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Log-normal I 0.5 708.7
Log-normal II 1.6 699.9
the log-normal models from the FFCF and the maxline slope.
By fitting the curves in Fig. 6 to a mono-exponential function,
we find that for the FFCF data, the correlation times obtained
are 1.39, 1.38, and 1.32 ps for Gaussian, log-normal I, and log-
normal II models, respectively. For the maxline slope data, the
correlation time obtained for the Gaussian, log-normal I, and
log-normal II models is 1.25, 1.24, and 1.20 ps, respectively.
Thus, the correlation times obtained from the FFCF and the
maxline slope are very close. Moreover, the correlation time
obtained for the Gaussian model is very similar to the cor-
relation time for the log-normal models. We suggest that if
the system under study exhibits log-normal dynamics, we can
determine both the time scale of the dynamics and the skewness













Cg(t) = A exp(−t/τ). (16)
Here, Cg(t) corresponds to the correlation function of the
Gaussian model which is used to construct the log-normal
model. The results obtained from the fit using Eq. (15) are
presented in Table V. The graphs in Fig. 6 are well fitted when
we fix σ = 0.17 and 0.47 for log-normal I and log-normal II,
FIG. 6. (a) The calculated two-point FFCF of the frequency trajectory
obtained from the Langevin simulations for the Gaussian model and the
two log-normal models with different skewness. (b) The maxline slope as
a function of waiting time for the three models.
TABLE V. The fitted parameters of the correlation function obtained from
the FFCF and the maxline slope using Eqs. (15) and (16).
FFCF Maxline slope
Model A τ (ps) µ σ A τ (ps) µ σ
Gauss 1.0 1.39 . . . . . . 0.8 1.25 . . . . . .
Log-normal I 1.0 1.39 1.77 0.17 0.8 1.25 1.76 0.17
Log-normal II 1.0 1.39 0.62 0.47 0.8 1.25 0.55 0.47
respectively, and leave µ to be a free parameter of the fit. The
values ofσ are chosen to produce the skewness in Table IV [see
Eq. (13)]. The advantage of Eq. (15) is that it characterizes the
log-normal dynamics. However, we should mention that the
fit using Eq. (15) is not unique and Eq. (15) can be used to
fit the curve of the Gaussian model as well. Although the 2D
spectra for the Gaussian and log-normal models are different,
the results of the maxline slope cannot distinguish between the
Gaussian and log-normal models. Furthermore, the maxline
slope for the log-normal models with different skewness is
similar.
The results of the 2D spectra and the analysis for the anti-
diagonal width as a function of waiting times are presented in
Fig. 7. The latter shows that for the Gaussian model, the two
graphs are almost coincident; by contrast, for the log-normal
cases, the two graphs bifurcate and the distance between the
two lines in Fig. 7 (middle panel) becomes larger when the
skewness increases. Figure 8 shows that there is a linear rela-
tionship between the skewness and the splitting observed when
analyzing the anti-diagonal width as a function of waiting
time.
The effect of spectral diffusion on the 2D spectra for the
three models is analyzed by calculating the joint probability
density (JPD), and the data are compared with the 2D spec-
tra obtained numerically. The 2D Gaussian joint probability
density is defined as26




3 + 2M(T )δω1δω3
2σ2(1 −M2(T ))
+- , (17)
where M(T ) is the time dependent correlation coefficient [see
Eq. (14)] which is varied between zero and one. δω1 and δω3
refer to the excitation and detection frequencies, respectively,
in the 2D spectra. The 2D log-normal joint probability density,
on the other hand, is given by











− 2M(T ) (ln(δω1) − µ)
σ
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FIG. 7. Left panel: 2D spectra at T = 0 fs; the solid lines indicate the anti-diagonal traces. Middle panel: the anti-diagonal widths as a function of waiting time
T. Right panel: The anti-diagonal widths calculated from the joint probability density [see Eqs. (17) and (18)]. Black lines correspond to the traces centered at
1489 cm1, while red lines refer to those centered at 1522 cm1.
One will expect the analytical JPD to match the simulated two-
dimensional spectra fairly well, when the spectral dynamics
during the coherence times is negligible. In practice, for short
waiting times, the antidiagonal width will vanish in the JPD,
while it is finite in experiments and numerical simulations.
To calculate the 2D spectra from the JPD, the parameters
σ and µ are taken from Table IV. The anti-diagonal widths
are, then, calculated from the 2D spectra obtained from the
JPD, and the results are displayed in Fig. 7 (right panel).
FIG. 8. The relationship between the skewness and the difference between the
two traces of the anti-diagonal width at T = 4 ps (Ω) (the correlation coefficient
is zero) divided by the frequency distance (∆ω) between the two slices (see
Fig. 7). The black line represents the data obtained from the numerical 2D
spectra and the red line is the data obtained from the joint probability density.
Because of the motional narrowing in the case of the cal-
culated 2D spectra, the initial values at T = 0 fs [see Fig. 7
(middle panel)] are larger than zero. In addition, we notice that
the two graphs of the anti-diagonal widths obtained from the
analysis of the analytical 2D spectra bifurcate as the correla-
tion coefficient decreases, and that the distance between them
increases when the skewness increases (see Fig. 8). Thus, they
are very similar to those obtained from the numerically calcu-
lated 2D spectra. This indicates that the motional narrowing
effect is minimal and that the JPD and the 2D spectra even-
tually reach the product line shape of excitation and detection
frequency.70
C. Third-order correlation functions
To further examine the effect of the different origins of the
skewness, we calculate the third-order correlation functions for
the AH, NL, and LN models. The three-point FFCF is defined
as
C3(t1, t2) = 〈δω(0)δω(t1)δω(t2)〉. (19)
For t1 = t2 = 0, this is equal to the skewness, when normalized
with a factor 〈δω(0)2〉3/2, where 〈δω(0)2〉 is the standard devi-
ation. The diagonal elements of C3(t1, t2) can be simplified to
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FIG. 9. The three-point FFCF of the frequency trajectory obtained from the
Langevin simulation. (a) represents C11(t1) and (b) refers to C12(t1).
For Gaussian dynamics, C3(t1, t2) is identically zero at all
times. This statement is limited to a simple Gaussian model
in the weak coupling limit, where, for example, a Stokes shift
can be neglected. The deviation from zero is, thus, a direct
measure of the non-Gaussianity of dynamics. The three-point
FFCF, C11(t1), for our models is calculated and the results are
presented in Fig. 9(a). In general, the AH, NL, and LN models
have non-zero initial values, and within 20 ps, they decay to
zero. The initial values in Fig. 9 are the skewness, and they are
very close to those obtained from fitting the linear absorption
spectra (see Table II). In addition, we calculated
C12(t1) = 〈δω(0)δω(t1)δω(2t1)〉〈δω(0)2〉3/2 , (21)
and the results are shown in Fig. 9(b). As seen, the graphs in
Fig. 9(b) decay faster than the graphs in Fig. 9(a). Our analy-
sis shows that the graphs in Fig. 9(b) can be reproduced from
the graphs in Fig. 9(a) by multiplying the time with a fac-
tor of 1.75 for the AH and NL models and a factor of 2.1
for the LN model. This suggests that one can potentially dis-
tinguish the AH and NL models from the LN model using
three-dimensional correlation spectroscopy, which is sensitive
to the third-order correlation functions.60
IV. CONCLUSION
We employed model calculations to investigate the effect
of frequency distribution skewness on the spectral line shape
in linear absorption and two-dimensional correlation spec-
troscopy. We compared results from three different types of
models, one where the non-Gaussian dynamics originates from
anharmonicity in the bath potential, one where it originates
from non-linear couplings in the bath, and a more phenomeno-
logical model where the non-Gaussian dynamics is constructed
to have log-normal dynamics. We found that at an early delay
time, the peak is asymmetrically elongated along the diagonal
axis, and at long waiting times, the peak spreads along the anti-
diagonal direction and gives rise to a triangular peak. This line
shape is attributed to the skewness induced by the underlying
dynamics. A triangular line shape does not automatically imply
that the dynamics should be described with a log-normal model
as other phenomena give rise to triangular peak-shapes.70 We
then analyzed the 2D line shape in terms of the maxline slope
and the anti-diagonal widths for the three models as a func-
tion of waiting time. We found that the maxline slope allows
extracting information about the correlation time, as is the
case for Gaussian dynamics, and that the anti-diagonal widths
reveal the skewness of the underlying dynamics. Moreover,
the anti-diagonal width can distinguish the present models
from standard Gaussian models. Our results suggest that a
simple log-normal model is sufficient to study the dynam-
ics of systems with skewed frequency distributions, where the
origin of the skewness lies in anharmonicity or non-linear cou-
pling in the bath. The key to understanding these spectra is,
thus, the skewness, and other details of the models cannot
be extracted with two-dimensional spectroscopy. Therefore,
the origin of the skewed dynamics cannot be distinguished
by two-dimensional spectroscopy, but calculated third-order
correlation functions suggest that three-dimensional correla-
tion spectroscopy, sensitive to this quantity, may be able to
distinguish the anharmonic and nonlinear models from the
log-normal one.
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