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by coauthors.
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ABSTRACT

Ultra Low Frequency (ULF) waves are geomagnetic perturbations in the mHz to Hz range that
contribute both directly and indirectly to particle losses in the radiation belts. Pi1B waves are
ULF broadband bursts in the Pi1 range that are well correlated with substorm onset. Intervals of
Pulsations of Diminishing Periods (IPDPs) are a sub-type of ULF Electromagnetic Ion Cyclotron
(EMIC) waves that are characterized by an increase in frequency over time. IPDPs are thought to
be generated by particles injected at substorm onset. One of the main instruments used to identify ULF waves is the searchcoil magnetometer. In this dissertation, hardware work related to
searchcoil magnetometers as well as results from two studies that use searchcoil magnetometers to study substorm-driven ULF waves will be presented. The first uses a combination of
case studies and simulations to examine the role that drift shell splitting plays in the generation
and observation of IPDPs. This study finds that while the generation of IPDPs is dominated by
injection boundary effects, the effects of drift shell splitting will influence the horizontal timefrequency characteristics of observed IPDP waves. The second involves a statistical study that
compares substorm onsets identified using SuperMAG’s SML index and its derived substorm
lists to IPDP observations. This statistical study uses Pi1B waves as a tool to filter the involved
datasets, and finds that while there is little difference in SML trend for substorm onsets that
occurred with and without correlated IPDP waves, there is some indication that not all IPDPs
are generated by substorm onset.
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CHAPTER 1
INTRODUCTION

Ultra Low Frequency (ULF) waves play a major role in particle losses in the radiation belt, both
directly (by instigating precipitation) and indirectly (by affecting other loss mechanisms). Electromagnetic Ion Cyclotron (EMIC) waves– whose frequency ranges can vary based on local
proton gyrofrequency, but typically occupy the ULF range where we are investigating in the
magnetosphere– are of particular interest when discussing particle losses. Often, the generation
of ULF and EMIC waves will be related to substorm onset, but the role of substorms in radiation
belt particle losses is a question that has only really gained traction in very recent years. In service of these greater science goals, this dissertation will examine two types of magnetospheric
ULF waves that are related to substorm onset: Intervals of Pulsations of Diminishing Periods
(IPDPs), which are a subtype of EMIC waves, and Pi1B waves, which are broadband bursts in
the Pi1 range. We utilize case studies and modeling to investigate the role of drift shell splitting
in IPDP generation and propagation, and we utilize statistical studies and Pi1B observations to
evaluate the relationship between substorm onset and IPDP waves.
Often, when discussing a complicated situation, it is useful to take a bird’s eye view. Here it
may be more apt to take a satellite’s eye view as we describe and investigate the complexities of
these processes in geospace. This dissertation is broken into five main chapters: Chapter one,
directly below, is dedicated to explaining the science background necessary to understand the
work described in later chapters; Chapter two describes the main piece of instrumentation used
in the following studies, as well as the hardware work, lab work, and field work I was personally
involved in during my tenure in the Magnetosphere Ionosphere Research Lab (MIRL); Chapter
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three, which is adapted from a paper submitted to the Journal of Geophysics Research, covers a
research study which utilizes both observations and simulations to address the role of a process
called drift shell splitting in the generation and propagation of IPDP-type EMIC waves; Chapter
four, which is adapted from a paper in preparation for submission to the Journal of Geophysics
Research, covers a statistical study which compares the frequency and timing of substorm onset
occurrences to IPDP observations; Chapter five concludes this dissertation.

1.1

Geophysics, Plasmas, and Geospace

The system this dissertation deals with is dynamic, complex, and interconnected. When attempting to start this chapter, I rearranged the order of these sections no less than ten times. If
we begin by describing particles and particle motion, there’s no context for where these particles and the magnetic fields they are interacting with are coming from; if we start with defining
the magnetosphere, we quickly run into a wall where it’s necessary to know how particles move
to understand the boundaries between different regions. Ultimately, I decided it best to start
with the broadest of overviews, so that the reader can understand the method to the madness
and why the following sections are important and relevant to punchline of this dissertation.
Space is sometimes called a vacuum, but that is a simplification. It is not empty. It is actually a playground of particles, plasmas, and magnetic fields, all interacting with one another
(granted, a socially distanced playground). A plasma can be thought simply as a gas composed of charged particles. There are often equal numbers of positive and negative charges
in a plasma, and so it can be thought of as quasi-neutral when it is stationary. However, unlike
a neutral gas, the charged nature of a plasma means that it will interact with and even generate
magnetic fields.
The expansion of the sun’s solar corona continuously releases a high speed, highly conductive plasma called the solar wind. To describe these processes in more detail is beyond the scope
of this dissertation, so for now we accept that they exist. The solar wind will essentially carry
a magnetic field away from the sun. This magnetic field is called the Interplanetary Magnetic
3

Field (IMF), and it both interacts with and defines boundaries for other planetary magnetic
fields. Planets with active cores, such as the Earth, will generate magnetic fields. The Earth generates a dipolar magnetic field, which the solar wind and IMF cannot penetrate. Once the solar
wind reaches the Earth’s magnetic field, the interaction between force and obstacale will create
a bow shock wave, beyond which lays a region of hot dense plasma called the magnetosheath.
The plasma in the magnetosheath will then be deflected around the Earth’s magnetic field lines,
defining the region called the magnetopause. The magnetopause draws the boundary line for
the region this dissertation is truly interested in: the magnetosphere.

Figure 1.1: Diagram of the solar-terrestrial environment. Reproduced from Figure 1.3 in Baumjohann
and Treumann (2012).

The solar-terrestrial environment depicted in Figure 1.1 is the area that contains the interactions between the Sun, the interplanetary magnetic field, and the Earth. It is sometimes used
interchangeably or in conjunction with the term geospace. Geospace can be very loosely defined as the area encompassing Earth’s atmosphere, thermosphere, ionosphere, and the aforementioned magnetosphere. This dissertation is mainly concerned with the latter two regions,
which will be described in greater detail in later sections. The ionosphere is a region within the
upper atmosphere which, as the name implies, contains populations of ions, which are posi-
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tively charged particles of various elements. The magnetosphere is the cavity behind the magnetopause. The magnetosphere encompasses the Earth’s field lines as well as various regions of
plasmas within the plasmasphere.
With this broad overview in mind, let us turn to charged particle motion.

1.2

Particle Motion

1.2.1

Single Particle Motion

Let us first consider a particle with charge q at rest. It will produce an electrostatic field E,
leading to the Coulomb force:

FC = qE

(1.1)

Particles in motion will produce currents and generate a magnetic field B, leading to the
Lorentz Force:

FL = q(v × B)

(1.2)

These two forces will allow us to describe the equations of motion that govern single particle
motion. Before that, it is useful to recall Maxwell’s equations, which govern the relationship
between particles and fields:

∇ × B = µ0 j + ϵ0 µ0

∇×E = −

∂B
∂t

∇·B = 0
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∂E
∂t

(1.3)

(1.4)

(1.5)

∇·E =

ρ
ϵ0

(1.6)

For a single particle subject to the Coulomb and Lorentz forces, we can obtain the equation
of motion:

m

dv
= q(E + v × B)
dt

(1.7)

where m is the mass of the particle and v is the velocity. In the absence of an electric field, this
will lead us to the equation of motion for a gyrating particle:

m

dv
= q(v × B)
dt

(1.8)

By using the identity

v · (v × B) = 0

(1.9)

we can further reduce these equations to this form:

m

dv
·v = 0
dt

(1.10)

From these equations, it can be shown that a particle’s gyrofrequency is

qB
m

(1.11)

mv ⊥
|q|B

(1.12)

ωg =
and its gyroradius is

rg =

Particle gyration in the absence of a parallel v component is illustrated in Figure 1.2. In the
case of an outward directed magnetic field, particles will orbit clockwise for positively charged
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Figure 1.2: Diagram of particle gyration. Reproduced from Figure 2.1 in Baumjohann and Treumann
(2012).

Figure 1.3: E × B drift. Reproduced from Figure 2-3 in Baumjohann and Treumann (2012).
ions or counterclockwise for negatively charged electrons. If a particle does have a parallel v
component, the particle’s trajectory will be a helix.
Particles subject to external forces will drift. For a particle subject to an electrostatic field
and a homogeneous magnetic field, it will be subject to an E × B drift component. It can be
shown that the velocity of the guiding center of this drift is

vE =

E×B
B2

(1.13)

The motion of a particle subject to E × B drift is shown in Figure 1.3.
If we allow there to be a slowly changing electric field E, the particle will be subject to a
polarization drift, whose equation of motion can be described as
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vP =

1 d E⊥
ωg B d t

(1.14)

This creates a polarization current that carries electrons and ions in opposite directions
(thus polarizing the plasma):

jP = n e (vP i − vPe ) =

n e (m i + m e ) d E⊥
B2
dt

(1.15)

Now let us consider particles subject to non homogenous magnetic fields such that
∂B
= −∇ × E
∂t

(1.16)

For particles with a gradient magnetic field, we can then calculate the equation of motion
for a gradient drift:

v∇ =

2
mv ⊥

2qB 3

(B × ∇B )

(1.17)

The motion of a particle subject to magnetic gradient drift is shown in Figure 1.4.
By introducing the magnetic moment, which is the ratio between perpendicular energy and
field,

µ=

mv p2 er p
2B

(1.18)

Figure 1.4: Magnetic gradient drift. Reproduced from Figure 2-4 in Baumjohann and Treumann (2012).
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we can express the gradient drift current as

j∇ =

n e (µi + µe )
B × ∇B
B2

(1.19)

If we replace E with the earlier force equations, we can get out a general force drift equation
for the guiding center of a charged particle under an arbitrary force F:

vF =

1 F B
( × )
ωg m B

(1.20)

Some such forces are the gradient drift force F∇ :

F∇ = −µ∇B

(1.21)

dE
dt

(1.22)

the polarization drift force FP :

FP = −m
and the gravitational drift force FG :

FG = −mg

(1.23)

When field lines are curved, particles are subject to a centrifugal force FR :

FR = mv 2 ∥

RC
RC2

(1.24)

This leads to a curvature drift with the guiding center velocity equation proportional to the
parallel particle energy W∥ = 1/2mv ∥2

vR =

mv 2 ∥ RC × B
q
RC2 B 2

(1.25)

The current created by the curvature drift is perpendicular to the curvature of the magnetic
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field and to the magnetic field direction such that

jR =

2n e (Wi ∥ + We∥ )
RC2 B 2

(RC × B)

(1.26)

In a cyllindrically symmetric field, we can obtain the total magnetic drift

1 2 B × ∇B
)
vB = vR + v∇ = (v ∥2 + v ⊥
2
ωg B 2

(1.27)

which will ultimately lead to the ring current (which will be discussed in greater detail in a later
section.)

1.2.2

The Adiabatic Invariants

The adiabatic invariants are quantities related to various types of particle motion that can be
considered constant when relevant parameters change very slowly (Baumjohann & Treumann,
2012, p26) (Kivelson & Russell, 1995, p32).
The first adiabatic invariant is the previously defined magnetic moment:

µ=

2
mv ⊥

2B

=

W⊥
= const .
B

(1.28)

For this to hold, the changes in the magnetic field that a particle encounters during a single
gyration must be much smaller than the initial field. From this, it follows that the magnetic flux
Φµ encircled by a gyrating particle is conserved such that

Φµ =

2πm
µ = const ant
q2

(1.29)

Thus, a particle that enters into region with a stronger magnetic field will gyrate with a
smaller gyroradius.
The second adiabatic invariant is the longitudinal invariant:
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J=

mv ∥ d s

(1.30)

To understand this invariant, recall that a particle subject only to a homogenous magnetic
field will gyrate, and in the prescence of a parallel v component v∥ will travel in a helicoidal
orbit. This particle will have a pitch angle α defined as

α = tan−1 (

v⊥
)
v∥

(1.31)

where pitch angle is defined as the angle between a particle’s velocity vector and the magnetic
field.

Figure 1.5: Diagram showcasing the concept of pitch angle.
A diagram illustrating this is shown in Figure 1.5. Under the presence of an inhomogenous
magnetic field, a particle will have a magnetic moment µ such that

µ=

mv 2 sin2 α
2B

(1.32)

Recalling that magnetic moment is an invariant and that the total energy is a constant of
motion, the pitch angle will only change when B changes. For two points in this inhomogenous
11

magnetic field with field strengths B 1 and B 2 , we can pull out the relationship
sin2 α2
sin2 α1

=

B2
B1

(1.33)

In a scenario with converging field lines, a particle that travels into an area with a stronger
magnetic field will see an increase in pitch angle. From conservation of energy, this particle’s
transverse energy W⊥ will increase as its parallel energy W∥ decreases. Eventually, at a pitch
angle of α = 90d eg r ees, all energy will be perpendicular. The location where this occurs is
called the mirror point, and we define the magnetic field at this location as B = B M . At this
location, the particle will be pushed back by the parallel component of the gradient force, giving
us the mirror force

Fm i r r = −µ∇∥ B (s)

(1.34)

where s is the coordinate along the magnetic field.

Figure 1.6: Diagram of an ion’s mirror point. Reproduced from Figure 2.6 in Baumjohann and Treumann
(2012).

An example of a geometry with a mirror point is shown in Figure 1.6. Imagine now that there
is a system where there are symmetric converging field lines. A particle in this geometry can
become trapped. This geometry is seen in dipolar magnetic fields– much like the Earth’s magnetosphere, where field lines will converge at both poles. This will ultimately lead to equatorial
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particles becoming trapped in the ring current and radiation belts (which will also be discussed
in a subsequent section). For particles in this situation, the pitch angle can be described via:

sin α = (

B 1/2
)
Bm

(1.35)

Returning finally to the longitudinal invariant, this invariant requires a mirror symmetry on
both sides, and is conserved when the bounce frequency is much greater than the frequency of
electromagnetic variations (Baumjohann & Treumann, 2012, p31).
The third adiabatic invariant is the drift invariant:

Φ=

vd r d Ψ

(1.36)

To understand this invariant, consider a particle trapped in a dipolar field. In addition to gyrating around magnetic field lines and bouncing between the mirror points at the poles, it will also
drift azimuthally across the B-field. As this particle moves it traces out a three dimensional “drift
shell”. The drift invariant posits that for sufficiently slow changing magnetic fields (wherein the
time scale of magnetic field changes is much longer than the time required for a particle to fully
drift around the field) the magnetic flux enclosed by the drift shell is conserved (Baumjohann &
Treumann, 2012; Kivelson & Russell, 1995).

1.2.3

Adiabatic Heating

In the previous section, we discussed particle drifts due to external forces. We also discussed
what happens when particles traveling along converging field lines encounter stronger magnetic fields. Particles subject to drift can drift across field lines as well, and can also encounter
areas with stronger magnetic fields. Let us take for example a particle subject to E × B drift.
This particle drifts from an area with magnetic field strength B 1 into an area with magnetic field
strength B 2 , where B 2 > B 1 . Reintroducing the magnetic moment as a function of W⊥
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µ=

2
mv ⊥

2B

=

W⊥
B

(1.37)

and recognizing that µ is conserved in this scenario, we can trivially obtain the relationship

W⊥2 B 2
=
W⊥1 B 1

(1.38)

For B 2 > B 1 , it follows that W⊥2 > W⊥1 – ergo, the particle has gained energy in this scenario.
This is called adiabatic heating, and occurs during the convective transport of particles into
stronger magnetic fields due to drift motion. Adiabatic heating is a type of betatron acceleration, and will be useful when discussing the generation of the ring current later.

1.2.4

Drift Shell Splitting

We previously discussed particle motion, defined the three major adiabatic invariants, and defined a drift shell. With this information in hand, we can turn to the work done in Roederer
(1967). Using the first adiabatic invariant, we define the mirror point field intensity B m as:

Bm =

p2
2m 0 M

(1.39)

and introduce the geometric integral extended along the field line between mirror points:


I=

(1 −

B (s) 1/2
J
) ds =
Bm
2p

(1.40)

The equatorial pitch angle of a particle can be defined in terms of field strength as:

αeq = ar c si n(

B eq
Bm

)1/2

(1.41)

where B eq is the equatorial field strength of a particular field line on the drift shell. It follows
that particles with different pitch angles will mirror at different B m . Now we assume a simple
scenario involving a magnetic field that is constant in time. This allows the first and second
14

adiabatic invariants to be considered constant as well, in turn allowing for conserved B m and I.
As particles drift they must maintain conservation of B m and I. This is accomplished by particles
passing through the intersections of two constant I and constant B m surfaces:

Figure 1.7: An illustration of constant B and constant I surfaces alongside a generic field line shell.
Reproduced from Figure 2 in Roederer (1967).

The constant B m and constant I surfaces are explicitly separate from a given shell of field
lines. From here we consider two particles that start on the same initial field line but which
′
mirror at two different field strengths, B m
< B m . Both of these particles drift longitudinally by
′
180 degrees. Equation 1.40 calculated for the smaller B m
will return I ′ < I . In a perfect dipole,
′
the intersection of B m
=const and I’=const will occur on the same field line as the intersection

of B m and I, but this is no longer the case in an asymmetric field:

Figure 1.8: An illustration of the drift shell splitting. Reproduced from Figure 3 in Roederer (1967).

As shown in Figure 1.8, the result of this is that these two particles will ultimately populate
different field shells.

1.3

Kinetic Theory and Magnetohydrodynamics

So far this section has mainly discussed an overview of single particle motion and some important mathematics that can be derived from its properties. However, as previously defined,
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a plasma is actually a collection of charged particles. Many of its properties and interactions
are more complex and involved than single particle motion would allow for. To address this, we
introduce kinetic theory and magnetohydrodynamics.
Kinetic theory is the mathematics that describes the collective behavior of particles in plasmas. This is mathematics of a statistical nature that seeks to approximate collective behavior in
plasmas. Kinetic theory covers phase space densities (where phase space is a six-dimensional
space that includes both position and velocity information), various distribution functions, and
macroscopic variables such as moments of velocity and temperature. Kinetic theory, though an
approximation in itself, is still fairly complex. Therefore we turn next to magnetohydrodynamics.
Magnetohydrodynamic fluid theory is a branch of physics that describes the dynamics of
electrically conducting fluids. Plasma magnetohydrodynamics is then essentially a method of
describing a plasma as a conductive fluid and proceeding with the mathematics involved from
there. Through magnetohydrodynamics, single particle motion and collective particle distributions can be simplified away. Magnetohydrodynamics is not always a valid approximation,
though. For it to be valid, it requres that the time derivative of the electric field is slow.
For the purposes of this dissertation it is not necessary to describe in-depth the equations
that govern kinetic theory and magnetohydrodynamics, but the interested reader may turn to
Baumjohann and Treumann (2012, p126) and Baumjohann and Treumann (2012, p157).

1.4

The Magnetosphere

The Earth is similar to a dipole magnet. It has magnetic field lines that travel from the South to
the North pole. Unlike a typical dipole field, the Earth’s magnetosphere is asymmetric (though
one region of the magnetosphere, the radiation belts, can be effectively called dipolar). This
asymmetry arises due to continuous interactions with the solar wind, which is a stream of
charged particles that come from the Sun. We can view the Earth in a frame of reference where
the Sun and the magnetosphere are held at fixed positions. The side of the Earth and magneto16

sphere that face the sun is called the dayside; similarly the side of the Earth and magnetosphere
that face away from the sun is called the nightside.
In this frame of reference we introduce a coordinate system called Magnetic Local Time
(MLT). While there are various ways to calculate and define MLT at various points on the Earth
and in space, at its most basic it is analogous to a clock. The most sunward point of the Earth
and magnetosphere is defined as magnetic noon; the most anti-sunward point as magnetic
midnight; the perpendicular points as magnetic dusk and magnetic dawn. Another helpful
coordinate to use when discussing the magnetosphere is the L-shell parameter, alternatively
known as the L-value. The L-shell is defined in Baumjohann and Treumann (2012, p.41) as the
largest equatorial distance to a given field line divided by the Earth’s radius:

L = r e /R E

(1.42)

Where r e is the distance to a given point and R E is the radius of the Earth. An integer L-shell
value numbers the field lines with respect to the radius of the earth– ie an L-shell value of 2
corresponds to an equatorial distance of two earth radii.

Figure 1.9: An illustration of L-shell numbering. Note that L-shell values are continuous and do not
strictly need to be integers. Figure reproduced courtesy of Drdan14 at the English Wikipedia, CC BY-SA
3.0 <http://creativecommons.org/licenses/by-sa/3.0/>, via Wikimedia Commons.

The strength of the magnetic field has an L-shell dependence such that:

B (λ, L) =

B E (1 + 3 sin2 λ)1/2
L3
cos6 λ

(1.43)

where λ is the magnetic latitude.
Interactions with the solar wind involve an exchange of energy via convection, which is en-
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abled by a process called magnetic reconnection. In magnetic reconnection, antiparallel field
lines that fulfill certain requirements will connect with each other in alternative configurations.
In a plasma within the magnetosphere, it is required that the frozen-in condition– wherein magnetic flux is “frozen in” to the plasma and can be thought of as moving with it– must break down
(Kivelson & Russell, 1995, p236).

1.5

The Plasmasphere

Figure 1.10: Plasma structure of the magnetosphere. Reproduced from Figure 1.4 in Baumjohann and
Treumann (2012).

Between 3 and 5 R E is the plasmasphere, a region of high density cold plasma. The plasma
structure of the magnetosphere, including the plasmapause, is pictured in Figure 1.10. The
plasmasphere terminates at the plasmapause, beyond which is a ’trough’ of low density cold
plasma. The plasmapause contains an asymmetric feature called the plasmaspheric bulge.
While the bulge is always located in the dusk region, it is not a static fixture and will change
and rotate under different magnetospheric conditions (Kivelson & Russell, 1995, p299).

1.6

The Radiation Belts and the Ring Current

The magnetosphere can be divided into a number of regions. At the equator, the dipolar magnetosphere will possess a minimum of field strength which will lead to populations of trapped
particles. One region where this occurs is called the radiation belts.
18

The radiation belts– also known as the Van Allen belts– are a dipolar region of the magnetosphere between 2 and 6 R E . They consist of a set of two toroidal zones separated in L shell, and
are referred to as the inner radiation belt (within approximately 2 R E ) and the outer radiation
belt (between approximately 3 and 7 R E ). Within the radiation belts, there are high intensities
of quasi-stably trapped relativistic electrons. While the inner radiation belt is generally stable
on timescales of days or months, the electron intensities in the outer radiation belt range from
from 100s of keV to MeVs and vary on multiple timescales at once. The solar cycle affects outer
radiation belt intensities on the order of decades, while other effects are apparent on the order
of hours.
The region that separates the inner and outer radiation belts is a slot region roughly between
2 and 4 R E that lacks these high intensity electrons. The reason for the seeming mismatch in
defined region is that the width and location of the slot region that separates the inner and outer
radiation belts is energy-dependent.
In the outer radiation belt, ions will drift azimuthally westward and electrons will drift azimuthally eastward. These drifts give rise to the ring current. The majority of the ring current
energy comes from the ion population.

Figure 1.11: A diagram showcasing the equatorial ion drift paths. Reproduced from Figure 3.8 in
Baumjohann and Treumann (2012).

The drift paths of ions in the equatorial plane is shown in Figure 1.11. Out toward the tail,
the ions will mainly be subject to E × B drifts. Closer to the Earth, the contributions of gradientcurvature drifts begins to dominate, leading to a symmetric ring current. This westward current
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is opposed to Earth’s dipole magnetic field. For this reason, during magnetic storms where the
ring current is enhanced, the total magnetic field will be depressed. The Dst index uses four
equatorial observatories to identify sharp decreases in the Earth’s magnetic field to identify and
measure the severities of these magnetic storms.
At the time of writing this dissertation, understanding outer radiation belt particle losses is
one of the most interesting topics in this field. It is a highly complex process that involves multiple loss mechanisms. Of specific interest here is the role that ULF waves play in radiation belt
losses. While the work described later in this dissertation does not directly involve research in
the radiation belts, the physics described is of great importance for fully answering the questions posed by this topic. (Baumjohann & Treumann, 2012; Blum et al., 2020).

1.7

Substorms

A substorm is a multi stage process that occurs all throughout the Earth’s magnetosphere. First
named in Chapman (1962), the substorm has been the topic of much research in geospace
physics. It possible to distinguish the substorm into the magnetospheric substorm, coined
by McPherron (1970) and which includes worldwide disturbances, and the auroral substorm,
which stems from the magnetospheric substorm and is the sequence of events at mignight observed in the aurora. This dissertation focuses primarily on non-aurora related effects of substorms, in particular the relationship between substorms and the generation of ULF waves.

Figure 1.12: Phases of a substorm. Reproduced from Figure 5.11 in Baumjohann and Treumann (2012).
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A substorm can be broken down into three phases: the growth phase, the expansion phase,
and the recovery phase. A diagram of these phases is shown in Figure 1.12. During the growth
phase, typically when a part of the solar wind known as the interplanetary magnetic field (IMF)
becomes sufficiently antiparallel to the terrestrial fieldlines on the dayside, it will merge at the
dayside reconnection rate. Magnetic flux is transferred into the magnetosphere through this
process and will eventually need to reconnect in the magnetotail on the nightside at the nightside reconnection rate. The dayside and nightside reconnection rates need not match. While
some magnetic flux introduced to the magnetosphere will be instantaneously reconnected and
convected back to the dayside, some of the dayside magnetic flux is eroded and transported to
the tail in the nightside, thus increasing the field density. The growth phase typically lasts an
hour before the tail has accumulated too much magnetic flux to remain stable. This moment
is called substorm onset, and it is perhaps the most critical moment in the context of this thesis proposal. At substorm onset and during the expansion phase, the magnetic flux stored in
the magnetotail reconnects at a point called the near-Earth neutral line and is released. This
process is not dissimilar to pulling a rubber band back until it snaps and all of its elastic potential energy is released. The expansion phase lasts about 30-60 minutes before giving way to the
recovery phase, in which the near-Earth neutral line travels tailward while the magnetosphere
returns to a quiet state. The recovery phase lasts about 1-2 hours (Akasofu, 1964; McPherron,
1970; Baumjohann & Treumann, 2012; Kivelson & Russell, 1995).
During a substorm, a number of things will happen. The aurora will brighten and expand
poleward, a westward current (aka the westward electrojet) will surge and intensify in the night
sector, and energetic particles will be injected into the inner magnetosphere (?, ?; McPherron &
Chu, 2016). With the injection of particles into the magnetosphere during and by substorms, it
stands to reason that they would be a major contributor to populations in the radiation belts.
Forsyth et al. (2016) evaluated this hypothesis directly and asked the titular question, “what effect do substorms have on the content of the radiation belts?” They found that following quiet
periods there was up to a 75 percent chance of radiation belt losses, and that substorms would
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reduce the likelihood of radiation belt content decreasing. However they also found that substorm activity enhanced losses alongside increasing the radiation belt content; there was a 50
percent chance of an increase or decrease in radiation belt content following a substorm. Additionally, they showed that though the radiation belts are inherently lossy, during periods following substormsthere were up to 3 times as many increases in the total radiation belt electron
content. Overall, this showed that substorms have a distinct effect and that effect can be but
will not always be increasing the total radiation belt electron content.
There is another effect that particle injections during substorms have that is relevant here,
which Forsyth et al. (2016) mentioned only briefly: the generation of Ultra Low Frequency (ULF)
waves, which are one of the loss mechanisms for the outer radiation belts.

1.8

ULF Waves

Ultra Low Frequency (ULF) waves are geomagnetic pulsations typically defined in space studies
as being in the few mHz to multiple Hz range. They can be further divided into two categories:
Pulsations Irregular (Pi) and Pulsations Continuous (Pc). Pulsations Irregular are characterized
by short lived bursts of activity, Pulsations Continuous are characterized by activity on longer
timescales. Pi and Pc waves can be further divided into more specific frequency ranges (Jacobs
et al., 1964).
Notation Period Range (sec)
Pulsations Continuous
P c1
0.2 − 5
P c2
5 − 10
P c3
10 − 45
P c4
45 − 150
P c5
150 − 600
Pulsations Irregular
Pi1
1 − 40
Pi2
40 − 150
Table 1.1: The Jacobs classification chart, reproduced from Jacobs et al. (1964)
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1.8.1

Pi1B Waves

In the Pi1 frequency range described in Table 1.1, there is one type of wave characterized by
brief bursts of broadband activity. These are Pi1 Burst waves, or just Pi1Bs. They were first
identified and differentiated as a subtype of Pi micropulsations in Heacock (1967), where they
were originally referred to as just Pi Bursts, or PiBs.
Pi1B waves have a multitude of potential sources. This dissertation focuses primarily on
their source in the evening sector, where they are well known to occur with substorm onset
(Arnoldy, Posch, Engebretson, Fukunishi, & Singer, 1998). Posch et al. (2007) statistically investigated Pi1B waves and found it was found that Pi1B waves typically occur between 2100
and 0200 MLT, that observations are localized, and that Pi1B waves occur simultaneously with
isolated and intense auroral substorms.
They have been identified both from the ground and at geosynchronous orbit, and it is suggested in Lessard et al. (2006); Lessard, Lund, Kim, Engebretson, and Hayashi (2011) that they
propagate in the following way: they begin as compressional fast- (likely) or slow- (unlikely)
mode waves at or beyond geosynchronous orbit that slice through the magnetosphere; they become increasingly parallel as they travel until they undergo a mode conversion into shear-mode
waves; they couple to the field lines and propagate to the ionosphere; finally, they provide the
wave power that drives Alvénic aurora at substorm onset.

1.8.2

EMIC Waves

Electromagnetic Ion Cyclotron (EMIC) waves are Pc1-2 waves that grow due to resonances with
ion gyrofrequencies. In order to become excited, they require an instability within the plasma.
This instability is typically caused by temperature anisotropies– differences in the temperature
of a plasma across the perpendicular and parallel components relative to the magnetic fields–
in ring current protons (Sagdeev & Shafranov, 1961; Cornwall, 1965; Usanova et al., 2014). In a
uniform magnetic field, even weak temperature anisotropies will drive instabilities in a plasma
with non-maxwellian velocity distributions, as charges in the tail of the velocity distribution
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will come into cyclotron resonance with a perturbation (Sagdeev & Shafranov, 1961). General
EMIC waves tend to have an occurrence maximum in the dayside noon sector (R. C. Allen et al.,
2015). In a recent statistical study by R. C. Allen et al. (2015), which used Cluster data that covers all magnetic latitudes (MLATs)) and MLTs, they established three main generation regions
for dusk-sector EMIC waves: 1) At low MLAT and high L-shells, due to magnetopause compressions and drift shell splitting; 2) Off-equator, due to Shabansky orbits; 3) EMIC wave generating
region, where ring current H+ ions overlap cold populations from the plasmasphere/plasmapsheric plume. Additionally, in the absence of storms or compressions, Remya et al. (2018) used
Van Allen Probes data to observe EMIC waves triggered by substorm-injected ions. Their study
found that the onset of the EMIC waves at probe A corresponded directly to injection times.
(Aside: While only mentioned offhand here, Shabansky orbits are a fascinating topic in their
own right. They arise from drift shell/orbit bifurcations owing to a region on the dayside magnetopause with two magnetic field minima. Equatorial particles with pitch angles close to 90
degrees will split off and then rejoin eachother near magnetic noon. They are a source of dayside temperature anisotropies in warm ion populations and provide a radial transport mechanism that affect particle losses to the magnetopause and atmosphere. (Shabansky, 1971; Öztürk
& Wolf, 2007; McCollough, Elkington, & Baker, 2012; Desai et al., 2021).)
EMIC waves play a major role in the radiation belts, where they are well known to contribute
to relativistic electron loss. This phenomenon was investigated as early as 1971, when Lyons
and Thorne (1972) evaluated loss rates and pitch angle scattering of low energy protons, high
energy protons and relativistic electrons in the radiation belts due to resonant interactions with
EMIC waves. This research has been supported time and time again both from the ground and
from space, with precipitation found to occur near the plasmapause. (Rodger et al., 2008; Blum
et al., 2020) IPDPs associated with westward drifting near-midnight substorm proton injections
have been linked to electron precipitation at the plasmapause, typically stationary in MLT and
in a narrow L-shell, with low energy < 400keV cutoffs. (Clilverd et al., 2015; Hendry et al., 2016)
Work investigating and establishing the full physics of this phenomenon has continued to this
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day, very recently in Kim et al. (2021).

1.8.3

IPDP Waves

Intervals of Pulsations of Diminishing Periods (IPDPs) are the main science focus of this dissertation. They are a subtype of EMIC waves that are characterized by an increase in frequency
over time, typically on the order of tens of minutes. This rising tone characteristic is generally
only observable via ground-based measurements. There are some hypotheses and theories regarding why this is the case. In chapter 3 of this dissertation, one potential mechanism, drift
shell splitting, will be evaluated.
IPDPs are generated when particles with sufficient anisotropies cross into regions of high
cold plasma densities. It is almost universally accepted in the literature that their ultimate generation mechanism lies in substorm onset. In this theory they are generated by ring current
protons injected into the evening sector at substorm onset. These injected protons drift azimuthally westward and then undergo cyclotron instability as they cross the plasmapause into
the plasmasphere, which provides the plasma population they require (Horita, Barfield, Heacock, & Kangas, 1979; Heacock, 1971; Søraas, Lundblad, Maltseva, Troitskaya, & Selivanov, 1980;
Maltseva et al., 1981).
Though it is accepted that IPDPs are generated at substorm onset, substorms are a daily occurrence, while IPDPs are far less frequent. In chapter four of this dissertation, a statistical study
is performed in an effort to begin to unravel why this is the case. Chapter four will ultimately
challenge the assumption that substorm onset is the singular generation mechanism for IPDPs.
IPDPs will be described and investigated in more depth during chapters three and four of
this dissertation.

1.9

The Ionosphere

There are a few regions of Earth’s geospace environment that have not yet been discussed in
this chapter. One that is significant to understand before proceeding into the next chapters is
25

a region called the ionosphere. The ionosphere is the region in the Earth’s atmosphere above
60 km populated by ionized particles. Collisions beween ions and neutral particles at these
altitudes are infrequent, leading to permanently ionized populations. This ionization occurs
due to interactions with solar radiation, which is inclusive of particle radiation during storm
periods, x rays, and especially ultraviolet light. Differences in atmospheric populations and
densities means the ionosphere is actually non-homogenous and multi-layered. Variation in
latitude and local time will result in different ion populations. At mid and low latitudes, the
ionosphere even merges into the plasmasphere; at high latitudes, electrons that have traveled
along field lines collide with and ionize neutral particles in the ionosphere, leading to photon
emission. This photon emission creates the aurora most people are familiar with. (Davies, 1965;
NPS, 2003; NOAA, 2006; Baumjohann & Treumann, 2012)
The ionosphere can be split into three main regions. Various sources cite differing altitudes
for these regions, in part because their boundaries are fuzzy and vary with time. It is universally
agreed that the lowest altitude region is the D region, the middle altitude region is the E region,
and the highest altitude region is the F region. The D region consists solely of the D layer and
is roughly between 50 and 90 km, though multiple sources tend to place it closer to 75 to 90
km. This region has relatively weak ionization, and is mainly responsible for the absorption of
high frequency radio waves. The D region is only present during the day. The E region stretches
approximately between 90 km and 150 km, and can be subdivided into the infrequently mentioned and irregularly occurring E1, E2, and ES layers (where the S stands for sporadic). The
ion population in the E region mainly consists of O2+. The E region is always present, but it becomes stronger at night. Finally, the F region of the ionosphere is the region above 150 km. The
ion populations in the F region mainly consist of NO+ in the lower part of the F layer and O+ in
the upper part of the F layer. During the day, the F region can be subdivided into the F1, F2, and
F1.5 layers. At night, there is only one F layer. The F layer is significant for high frequency radio
wave reflection. A diagram approximating the rough altitudes of each layer is shown in Figure
1.13.
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Figure 1.13: Rough approximation of the altitude of the regions of the ionosphere for the night side and
the day side respectively. Not inclusive of the separate E layers or the F1.5 layer.
2

The Alfvén velocity, (V A )= µ0Bnm , is the speed at which waves in a plasma can transport magi

netic signals (Baumjohann & Treumann, 2012). In the F 2 layer near the F 2 ionization peak,
there exists an ionospheric waveguide (also called a duct) centered around the Alfvén speed
minimum. Pc 1-2 waves in particular will duct through this waveguide with some attenuation
(Manchester, 1966; Greifinger & Greifinger, 1968; Neudegg et al., 2000). Using Antarctic data
spanning over 20 degrees latitude, Kim, Lessard, Engebretson, and Young (2011) conducted a
statistical study of the Pc 1-2 wave propagation characteristics. This study found, among other
things, that the frequency cutoff of the waves in the waveguide were dependent on ionospheric
conductivity, and that wave power attenuation increased with increasing frequency. Waves
that reach the ionosphere will duct in the direction of the Poynting flux E x H , though Kim et
al. (2011) also found that the initial propagation direction was related to attenuation and that
meridional propagation was likely the most efficient.
Through ionospheric ducting, it is possible for multiple ground stations to observe fuller
extents of events than possible through in situ satellite measurements (Kim, Lessard, Engebretson, & Lühr, 2010). In other words, the propagation of ULF waves through the ionospheric
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waveguide allows us to observe events from ground stations at different L-shells (though in
turn it is difficult to determine source regions precisely without the use of additional measurements). This property of the ionosphere is particularly useful for the work detailed in the following chapters of this dissertation, which focus on both hardware work and scientific research
involving ground-based searchcoil magnetometers.
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CHAPTER 2
INSTRUMENTATION

2.1

Searchcoil Magnetometers

My full tenure as a graduate student was spent as a Graduate Research Assistant in the MagnetosphereIonosphere Research Lab (MIRL) at the University of New Hampshire (UNH). This lab, headed
by my advisor Dr. Marc Lessard, specializes in developing, maintaining, and using both ground
and space based instrumentation. As part of its ground-based science objectives, MIRL produces searchcoil magnetometers in-house on a semi-regular basis.
Searchcoil magnetometers are induction-based magnetometers that measure changes in
magnetic fields. Likely due to the fact that they operate based off Faraday’s Law of Induction,
they are also called induction coil magnetometers. These two terms will be used interchangeably throughout the remainder of this dissertation. Searchcoil magnetometers are sensitive to
waves in the ULF regime. They are particularly sensitive to EMIC waves, and have a high signalto-noise ratio.
The searchcoil magnetometers built in MIRL use designs mostly finalized by Dr. Hyomin
Kim, a MIRL alumni, in 2011. At its most basic, this design involves a high permeability mumetal
core wrapped in 160000 loops of very fine AWG 36 copper wire (Kim, 2010). This wire is distributed across 16 delrin spools, which are connected in series using stakes inserted into the
spools. The wire is connected to a preamp which then feeds into a connector. A photo of the
searchcoil internals is shown in Figure 2.1. Once it is fully built up, the searchcoil is wrapped in
copper foil to act as shielding against nose. To prevent eddy currents from forming, this shielding is wrapped in spiral pattern with waterproof tape between any connecting surfaces. In this
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Figure 2.1: A photo of a searchcoil magnetometer built in MIRL prior to copper shielding being applied.
way only small eddy currents parallel to the axis of the searchcoil magnetometer as possible.
The searchcoil magnetometer systems MIRL deploys typically consist of two searchcoil magnetometers, a set of axis brackets, two short cables, a junction box, one long cable, and a data
acquisition system. A diagram of the typical setup is shown in Figure 2.2. The two sensors are
aligned geomagnetically South (X) and East (Y) and are held orthogonal to each other using
specially designed axis brackets. The two sensors are also set up orthogonal to the field line.
The two short cables connect the searchcoil magnetometers to a junction box, which reroutes
the signals from both searchcoils into a single long cable that is fed into the data acquisition
system. In the past, systems actually consisted of three searchcoil magnetometers– South (X),
East (Y), and along the field line (Z). The third axis did not add any significant science and so
it was removed in later installations, but the junction box retains an input for a third axis as a
spare in case anything happens to break in the X and Y axes and it isn’t realistic to repair it in
the field.
It is important to note that systems deployed by other labs and institutions do not nec-
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Figure 2.2: Diagram of the searchcoil magnetometer system produced at MIRL. Figures are not to scale.
GPS receiver and details of the data acquisition system not shown.

essarily share this setup– for instance, the searchcoil magnetometer system at Syowa station
deployed by the National Institute of Polar Research is aligned geomagnetically North (X) and
East (Y), and is orthogonal to the plane. These details may seem arbitrary, but are actually
very significant for accurate data analysis. One such example is calculating the polarization of
searchcoil magnetometer wave measurements. The orientation of the coils respective to the
field line is analogous to choosing a direction to view a fan from. When viewed from the front,
a fan may appear to spin clockwise. Walk around to the other side and the same fan now appears to spin counterclockwise. The polarization of the fan’s spinning has not changed, but the
orientation is significant in the definition.
In the time since I started working on my Ph D with Dr. Marc Lessard, I have been involved
in a great deal of hardware work involving these systems. In the following sections, I will discuss
the roles I played in four major hardware projects: the Sondrestromfjord decommissioning, the
Autonomous Adaptive Low-Power Instrument Platforms (AALPIPs) project, the British Antarctic
Survey (BAS) coil commission, and the Magnetic Induction Coil Array South (MICA-S) proposal.
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Figure 2.3: A photo of one of the labmates I traveled to Sondrestrom with, David Kenward, as he worked
on untangling and removing the long cable.

2.2

Sondrestrom Decommissioning

One of my earliest hardware related tasks was to assist in the decommissioning of a searchcoil
magnetometer system in Sondrestromfjord, Greenland. Support from NSF for the ground station there was being discontinued after both a geospace portfolio of the research investments
and budget and a portfolio review agreed that it was no longer worth supporting. In July 2018 I
traveled there with two labmates from MIRL and another small group from Dartmouth. While
there I assisted in the removal and recovery of our searchcoil magnetometers. Figure 2.3 is a
photo of one of the two labmates I traveled with, David Kenward, working on untangling the
long cable to pack it up. The three of us also helped the Dartmouth group recover their own
instrumentation and cabling. Additionally, I assisted with preparing the main station building
for shut down, and while doing so discovered it was actually over a sinkhole and would be unusable in the future regardless of the decision to decommission the station as a whole. Overall,
though this experience was not the same as directly installing instrumentation, it was nonethe-
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less invaluable.

2.3

AALPIPs

2.3.1

AALPIP Background

The Autonomous Adaptive Low-Power Instrument Platforms (AALPIPs, aka AAL-PIPs) are, as
the acronym suggests, unmanned instrument platforms designed to be deployed in deep field
Antarctica. In the early 2010s, a series of six AALPIP installations dubbed the PenGuins (PGs)
0 through 5 were deployed along the 40 degree magnetic meridian at various times (in going through the documentation for the AALPIPs, I discovered they were colloquially dubbed
“Dopey”, “Happy”, “Bashful”, “Doc”, “Grumpy”, and “Sleepy” respectfully). These six installations form a latitudinal array running from the highest latitude PG0 to the lowest latitude PG5
(Xu et al., 2019). This chain acts as an interhemispheric conjugate to various stations on the
west coast of Greenland. They were designed to last more than five years independently, and
as of December 2021 (after some servicing) all six PGs were either partially or fully operational
(Clauer et al., 2014). The PGs support GPS receivers, high-frequency radio experiments, and
both fluxgate and searchcoil magnetometers.
In 2017, a proposal was submitted to create, deploy, and perform studies using two new
AALPIP installations. This proposal was a large scale collaboration between the University of
New Hampshire (UNH), Virginia Tech (VT), the New Jersey Institute of Technology (NJIT), the
University of Michigan (UMICH), the Polar Research Institute of China (PRIC), and the Technical University of Denmark (DTU). Much like the PGs, the new AALPIPs support GPS receivers,
fluxgate magnetometers, and searchcoil magnetometers. The searchcoil magnetometers were
UNH’s primary contribution to the proposal, and more will be said about them in following
sections. The new AALPIP systems have been built up and tested thoroughly, and though as of
May 2022 they are not yet deployed in the field, they are still intended for deployment in deep
field Antarctica between Zhongshan (69.37 S, 76.38 E geographic) and Kunlun (80.37 S, 77.54 E)
stations. As part of the proposal, these AALPIPs are meant to address the main twofold science
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goals of 1) investigating global ULF responses to Hot Flow Anomalies and how that response
is affected by asymmetries in the Solar Wind-Magnetosphere-Ionosphere (SWMI) system and
2) understanding how dawn-dusk and North-South SWMI asymmetries affect global ULF wave
properties, particularly during periods with a large and steady East-West IMF B y .
The original AALPIP chain was similarly designed to study SWMI coupling in polar regions
and interhemispheric asymmetries, but data from them has actually been used by scientists
worldwide for a wide variety of science topics. Over the past ten years, there have been over 30
publications that relied on data from the AALPIPs, including both Masters and Doctoral dissertations.
Some of the earliest publications using AALPIP data were transformative at the time. In
K. B. Deshpande et al. (2012), the initial results for the Connected Autonomous Space Environment Sensor (CASES) GPS were published. This was the first time a CASES receiver was
deployed in a high latitude, low temperature, and low humidity environment. Kim et al. (2013)
was an early paper investigating one of the most exciting topics in the field, interhemispheric
asymmetries, using conjugate data from Greenland and Antarctica. This study showed that an
asymmetry in ground response between conjugate stations showed little correlation with IMF
orientation, season, and ionospheric conductivity, indicating that interhemispheric asymmetries involve more complex mechanisms. The paper Kim et al. (2014) investigated simultaneous
GPS scintillations alongside Pi2 and Pi1B pulsations during a substorm. It found that magnetic
field perturbations and enhanced electric fields caused by substorm currents could contribute
to creation of plasma instability in the high-latitude ionosphere, in turn causing the observed
GPS scintillations. K. Deshpande, Bust, Clauer, Rino, and Carrano (2014) created the Satellitebeacon Ionospheric-scintillation Global Model of the upper Atmosphere (SIGMA) to perform
high fidelity scintillation simulations. This model was particularly applicable at high latitudes,
and in this paper SIGMA was used to simulate spatial and temporal vatiaions in the Global Navigation Satellite System (GNSS) signal phase and amplitude on the ground.
Data from the AALPIPs has also been integral for ULF wave research, particularly EMIC
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waves. Engebretson et al. (2015) presented a case study of a wave event on February 23 2014
that spanned over 8 hours in UT and 12 hours in local time. Using both ground and space data,
they showed that radiation belt electron fluxes were reduced in response to emissions associated with compressions and confirmed the effectiveness of EMIC-induced loss processes for
this case study. Kim et al. (2017) showcased simultaneous observations of EMIC waves associated with traveling convection vortex (TCV) events that were caused by transient solar wind
dynamic pressure impulse events. They determined the EMIC wave source region and demonstrated the relationship between EMIC waves and the TCV current systems. Engebretson et
al. (2018) used AALPIP data for a thorough case study of EMIC waves before, during, and after
a modest interplanetary shock. In Engebretson et al. (2019), three case studies of intervals of
complex and intense nighttime magnetic perturbations that occurred within an hour of substorm onset were presented. They were found to be consistent with earlier studies that connected nighttime magnetic perturbation events with localized auroral structures and bursty
bulk flows in the magnetotail.
Other papers that relied on the AALPIP data included (Kim et al., 2015), (Datta-Barua et al.,
2015), (K. B. Deshpande et al., 2016), (Hartinger et al., 2017), (Xu, Hartinger, Clauer, Peek, &
Behlke, 2017), (Pilipenko et al., 2020), (Xu et al., 2020), and many others too numerous to list.
These papers investigated GPS scintillations, TCV events, CMEs, ground magnetic responses
to geomagnetic storms, Pc5 wave power, sudden commencement impulses, and interplanetary
shocks, among other things. There are also many other papers not mentioned here that, while
they did not use data from the PGs directly, built off of work done using the AALPIPs to create
models and develop new instrument platforms.

2.3.2

Work on the 2019 AALPIPs

The previous section focused on a review of the literature that uses existing AALPIP data. This
was to help establish the importance of the AALPIPs and the significance of my own contributions to the work. While I was not involved in the original PenGuin chain, I have worked directly
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Figure 2.4: A photo of a trimmed and untrimmed stake. The trimmed stake is used during the searchcoil
assembly process to connect the spools of copper wire into one continuous loop.

on the new 2019 AALPIPs that are destined for deployment between Zhongshan and Kunlun.
Beginning in September 2018, I managed the project to build the searchcoils and a data
acquisition board. I cooperated with a lab manager and a handful of undergraduate researchers
in the lab. Some of my tasks included handling the Bill of Materials (BoM) for the searchcoils,
ordering parts, working on ensuring tasks were completed on the appropriate timeline, and
cooperating with our many collaborators. I worked on this project until February 2020 when
final local testing was completed.
In addition to managerial duties, I assisted in the hardware work physically building up the
searchcoil magnetometers. I followed the searchcoil construction process developed in Kim
(2010), which was an invaluable asset. In addition to that I had to play detective with old
files and notes left behind from previous researchers to figure out processes that had not been
recorded elsewhere. I also learned how to spool the copper wire, but that task was ultimately
handed to an undergraduate researcher so that I could focus on higher level work.
As part of my work on the hardware aspects of the searchcoil magnetometers, I refined the
process for trimming and filling the stakes that are used to connect the copper wire across
spools in the searchcoil magnetometers. A photo of a trimmed and untrimmed stake is shown
in Figure 2.4. In the past, spools were connected by soldering copper wire between stakes inserted into the spools. This came with the danger of applying heat for too long and melting the
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Figure 2.5: The updated junction box wiring diagram I created when we noticed an error in the initial
wiring diagram during the AALPIP fabrication.

spools. I came up with a more effective way of joining these by filling the stakes with solder
before inserting them into the spools, so that connecting the wire was simply a matter of lightly
heating up the existing solder and pressing the wire into place.
During work assembling the junction boxes, it was discovered that the existing wiring diagram was incorrect and in fact impossible. It relied on a series connection that did not exist
without using a third searchcoil, which has been obsolete for over ten years. I updated and corrected the circuit diagram for the junction boxes to allow for a parallel connection that would
skip over the unused third searchcoil and complete the circuit appropriately. This updated diagram is shown in Figure 2.5.
During and after the searchcoil assembly process, I participated in a number of local tests,
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Figure 2.6: A photo from the very first tests of the AALPIP searchcoils in Durham, NH.

Figure 2.7: A photo of the very first tests of the AALPIP buffer + analog-to-digital board in Durham, NH.
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Figure 2.8: A photo taken during initial end-to-end AALPIP system testing at the University of Michigan
in August 2019. The main tower is prominently focused here. This tower has a set of three solar panels
arranged in triangular formation at the top, which convert solar energy into power that is stored in the
battery box.

both of the searchcoils independently and of the AALPIP systems fully integrated. The very first
tests took place in Durham, New Hampshire, where I worked with another lab member to set
up the searchcoils and a buffer board with an analog-to-digital converter built in to take data.
A photo of the searchcoils from this test is shown in Figure 2.6, and a phot of the buffer + ato-d board is shown in Figure 2.7. I then processed and plotted this data to ensure that the
instruments were working as intended. Following the successful Durham tests, the searchcoils
were shipped to UMich where they were integrated into the full AALPIP system for multiple
days of end-to-end testing (where an end-to-end test is a full test that includes all components
that will be deployed in the field). I traveled with the UNH project lead (and my advisor), Marc
Lessard, to Michigan to assist with the tests there.
A photo taken of the full AALPIP setup during the UMich testing is shown in Figure 2.8.
During the end-to-end tests at UMich, we noticed a discrepancy in the noise levels between the
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Figure 2.9: A photo taken during the final (local) end-to-end AALPIP system testing at Virginia Tech
in January 2020. This photo displays the set up we used for the overnight searchcoil magnetometer
testing. It was rainy and damp in the ground, and while the searchcoils are designed to be as watertight
as possible, we decided it best to keep them off the ground to avoid unnecessary damage.

searchcoils. The searchcoils were shipped back to Durham where I went through with further
tests to attempt to isolate the noise and determine what the issue was.
Finally, after working on the instruments in isolation, it was necessary to complete a final
local end-to-end test to ensure everything still worked together. The instruments were first
shipped to UMich for some cold chamber tests to make sure they would operate correctly at the
low temperatures expected in Antarctica, and then they were sent to Virginia Tech for the final
(local) end-to-end tests. I travelled independently to VT to act as the expert on the searchcoil
magnetometers for those tests. A photo of the searchcoil magnetometer set up from these tests
is shown in Figure 2.9. We collected data for multiple days, found everything to be in good
working order, and the coils were shipped to Shanghai.
The AALPIPs have since been tested again in both Shanghai and at Zhongshan station in
Antarctica, where they await deployment in the 2022 Antarctic field season.
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2.4

BAS

In late 2020, colleagues from the British Antarctic Survey (BAS) approached us at MIRL to commission two sets of searchcoil magnetometers. Due to funding cycles, this project was on a very
tight deadline, and the searchcoils needed to be shipped out no later than the end of March
2021. One set of searchcoils was destined for Scotland, where they would act as an interhemispheric conjugate to Rothera station in Antarctica; the other set of coils was to be kept as a spare
for testing purposes. For this project, only the searchcoil sensors were commissioned. The cables, junction boxes, and data acquisition systems were built by BAS. All in all we shipped two
wooden crates, each containing two searchcoil magnetometer sensors, two axis panels, eight
axis brackets (two sets of four that connect to eachother around the searchcoils), and sockethead screws to assemble the axis brackets.
Between December 2020 and March 2021, I worked with an undergraduate in the lab, Jeffrey
Campbell, and an engineer, Dominic Puopolo, to complete this project and ship the searchcoils
before the deadline. My responsibilities for this project were very similar to my responsibilities
on the AALPIP project, but on a very compressed timeline that required a great deal of time
management to accomplish. As part of my responsibilities, I managed the project from start to
finish. I created and maintained the timeline of work, handled the bill of materials, and directly
assisted with hardware and assembly.
After the searchcoils were shipped, there was an issue where FedEx lost one of the crates. I
worked with them and with our BAS colleagues to track down the lost crate, and it was eventually found a month later in an airport. I also provided remote support to BAS as they worked on
their parts of the system.
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Figure 2.10: BAS Searchcoils
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2.5
2.5.1

MICA-S
MICA Background

The Magnetic Induction Coil Array (MICA) is an interhemispheric and multi-institutional array
of searchcoil magnetometers. It is an array with a history that reaches back to the 70s, when it
was first established by PI and Co-PI Dr. Laurence Cahill, Jr of the University of Minnesota and
Dr. Roger Arnoldy of the University of New Hampshire. Eventually the torch was passed to Dr.
Mark Engebretson of the University of Augsburg and Dr. Marc Lessard of the University of New
Hampshire. It currently stands with Dr. Marc Lessard as the PI and Dr. Hyomin Kim of NJIT as
the Co-PI. With Dr. Marc Lessard as PI, much of the work maintaining and continuing the MICA
efforts has been undertaken in the MIRL lab.
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Station

Code

Geo.

Geo.

CGM

CGM

Lat.

Long.

Lat.

Long.

MM

L

Year

Northern Hemisphere Stations
Sondrestrom1

SDY

66.6 N 50.6 W

71.2 N 38.5 E

2:29

9.9

1984

Iqaluit

IQA

63.5 N 68.3 W

70.8 N 14.9 E

3:55

9.5

1993

Ny Ålesund

NAL

78.9 N 11.6 E

76.7 N 106.3 E 22:08 Cusp 2007

Longyearbyen

LYR

78.1 N 16.0 E

75.7 N 107.9 E 22:02 Cusp 2007

Isfjord Radio

ISR

78.0 N 13.4 E

75.7 N 105.9 E 22:10 Cusp 2007

Hornsund

HOR

77.0 N 15.3 E

74.7 N 105.6 E 22:11 Cusp 2007

Sanikiluaq

SNK

56.3 N 79.1 W

65.1 N 1.6 W

4:57

5.7

South Pole

SPA

90.0 S

74.6 S

18.6 E

3:41

Cusp 1982

McMurdo

MCM 77.8 S

166.7 W 80.0 S

34.3 W

6:57

Cusp 1985

Halley Research Station

HBA

75.6 S

26.3 W

62.7 S

30.1 E

2:59

4.8

2005

AALPIP Penguin 2

PG2

84.4 S

58.0 E

75.7 S

39.1 E

2:27

16.5

2011

AALPIP Penguin 3

PG3

84.8 S

37.6 E

74.0 S

36.7 E

2:35

13.2

2011

AALPIP Penguin 4

PG4

83.3 S

12.3 E

71.3 S

36.4 E

2:36

9.7

2011

AALPIP Penguin 5

PG5

82.0 S

5.7 E

70.0 S

37.1 E

2:34

8.5

2011

Jang Bogo

JBS

76.6 S

164.2 E

80.4 S

42.0 W

7:27

Cusp 2016

King Sejong

KSS

62.2 S

58.8 W

49.1 S

11.7 E

4:07

2.4

2018

Neumayer III

VNA

70.4 S

8.3 W

60.8 S

42.5 E

2:14

4.3

2018

2015

Southern Hemisphere Stations
N/A

Table 2.1: MICA ground station coordinates for sites with searchcoil magnetometers, listed chronologically from year deployed. Geomagnetic coordinates were calculated using AACGM v2 for January 1st
2020 at 100 km altitude.
1

Sondrestrom was decommissioned in 2018.

The currently existing MICA array includes searchcoil magnetometer systems at a large
number of both arctic and antarctic stations. These stations are listed in Table 2.1. A map of
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Figure 2.11: Map showcasing the arctic MICA stations. Image reproduced from the MICA database
located at mirl.unh.edu/ulf_status.html.
the locations for the arctic stations is shown in Figure 2.11, and a map of the locations for the
antarctic stations is shown in Figure 2.12. They are ordered chronologically by the year the
MICA systems were deployed (which is not necessarily the same as the year the station itself
was opened.) These systems are similar or identical to the ones described in section 1 of this
chapter.
Many are supported by international research institutions, including the United Kingdom’s
British Antarctic Survey (station: HBA), Germany’s Alfred Wegener Institute (station: VNA),
Canada’s Natural Resources Canada (stations: IQA and SNK), Norway’s University Centre in
Svalbard (stations: NAL, LYR, and ISR), and Poland’s Institute of Geophysics at the Polish Academy
of Sciences (station: HOR). Some stations have induction coils that were based on the UNH design but were fabricated and provided by Kyung Hee University in South Korea (stations: KSS,
VNA, JBS). Data acquisition for these systems is also provided by Kyung Hee University. Finally,
the data acquisition for the AALPIPs is provided by Virginia Tech (stations: PG2, PG3, PG4, and

45

Figure 2.12: Map showcasing the antarctic MICA stations. Image reproduced from the MICA database
located at mirl.unh.edu/ulf_status.html
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PG5). NAL, LYR, ISR, HOR, SDY, IQA, SNK, HBA, MCM, and SPA all have their induction coils,
data acquisition, and data processing provided by UNH.

2.5.2

The 2021 MICA Proposal

In 2021, a proposal was submitted by Dr. Marc Lessard, Dr. Hyomin Kim, and Dr. Sungjun Noh
of NJIT with three main goals: 1) to upgrade and expand the currently existing MICA systems,
in particular the data acquisition system; 2) to provide data to the greater scientific community; and 3) to undergo specific studies with these datasets, especially interhemispheric studies,
IPDP studies, and Pi1B studies. This proposal was accepted and funded by the NSF.
Work on this proposal is still ongoing even as I move toward graduation, but in the time
between its drafting and my defense, I have worked a great deal on MICA 2021. From early in
the inital drafting stages I assisted with the proposal. I reviewed, edited, and provided feedback
for the proposal drafts. I provided some figures and figure captions, curated the station list
information, and went through lists of the PI’s coauthors in past decade to create list of people
who could not act as reviewers for the proposal due to conflicts of interest.
After the proposal was accepted and funded, it was all hands on deck to meet a tight timeline. As part of the first main goal of the 2021 MICA proposal, five full searchcoil magnetometer
systems were to be developed. While the proposal included funding for a post-doc who would
handle much of the work in the long term, there was still a transition period where I was effectively handling the post-doc responsibilities.
As part of these responsibilities, I drafted and managed the initial timelines. I managed and
assisted the undergrads working on the project, answered any questions they had, and showed
them how to perform certain tasks. I created the bill of materials and handled ordering the
major parts necessary for searchcoil and junction box fabrication.
Once someone was hired for the post doc position, I slowly transitioned my responsibilities
to them. As part of these efforts, I explained what had been done so far, what had been done
in the past for similar systems, answered their questions, and introduced them to important
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contacts.

2.6

Conclusions

This chapter covered a good deal of my hardware related work over the course of my graduate
school career. The work discussed here focused entirely on searchcoil magnetometers, which
are an extremely important instrument for studying ULF waves. Searchcoil magnetometers
are among the main instruments used for the research studies in the following two chapters.
Though these studies do not use any of the searchcoil magnetometers I worked on directly in
this chapter, the operating principles and setups are largely the same.

48

CHAPTER 3
MODELING THE EFFECTS OF DRIFT SHELL SPLITTING IN TWO CASE STUDIES OF
SIMULTANEOUS OBSERVATIONS OF SUBSTORM-DRIVEN Pi1B AND IPDP-TYPE EMIC
WAVES

The following chapter is adapted from: (Salzano et al., 2022)
This study was a collaborative effort between myself and the coauthors listed below. I was
primarily responsible for analysis of the work, as well as acquiring and plotting the ground based
observational data. The particle trajectory model used in this study was created by coauthor
Sungjun Noh of the New Jersey Institute of Technology.
The goal of this paper was to use a combination of observations and simulations to investigate the role that drift shell splitting plays in the generation and propagation of IPDP-type EMIC
waves. We ultimately determined that drift shell splitting plays a relatively minor role in the
process, with generation of the IPDP being dominated by injection boundary effects. However,
we found that drift shell splitting should impact the shape of the IPDP when observed from the
ground. The larger science goal was to contribute to the understanding of sources of particle losses
in the radiation belts, of which IPDPs are one.
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Key Points:
• Pi1Bs and IPDPs observed from Antarctic ground stations occur simultaneously with particle injections from substorm onset
• We simulate the trajectories of particle injections from substorm onset as subject to drift
shell splitting across a full injection front
• Particle trajectories are dominated by injection boundary effects, but drift shell splitting
affects the time-frequency features of IPDPs
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3.1

Abstract

Intervals of Pulsations of Diminishing Periods (IPDPs) are a subtype of Electromagnetic Ion
Cyclotron (EMIC) waves that can be triggered by substorm onset. Pi1B waves are Ultra Low
Frequency (ULF) broadband bursts that are well correlated with substorm onset. IPDPs are associated with increased fluxes of 40-60 keV substorm-injected protons which undergo gradientcurvature drifting and interact with the cold plasmasphere population. While particle trajectories and the generation of IPDPs have been modeled in the past, those models neglect the role
that drift shell splitting plays in the process. This research investigates the different pathways
that Pi1B and IPDPs take from their shared origin in substorm onset to their distinct observations on the ground, including the effects of drift shell splitting en route. This paper presents
two case studies using data from an array of four ground-based Antarctic magnetometers that
cover the evening sector, as well as in situ magnetometer data, proton fluxes, and proton pitch
angles from the Van Allen Probes spacecraft. These observations identify a separation in geomagnetic latitude between Pi1Bs and IPDPs, and pinpoint a separation in Magnetic Local Time
(MLT). From these observations we model the drift shell splitting which injected particles undergo post-onset. This study shows that simulations that incorporate drift shell splitting across
a full injection front are dominated by injection boundary effects, and that the inclusion of drift
shell splitting introduces a slight horizontal component to the time axis of the time-frequency
dependence of the IPDPs.

3.2

Introduction

Electromagnetic Ion Cyclotron (EMIC) waves are Ultralow Frequency (ULF) waves in the Pc12 band, where Pc 1 encompasses 0.2 to 5 Hz frequencies and Pc 2 encompasses 0.1 to 0.2 Hz
frequencies (Jacobs et al., 1964). EMIC waves grow in ampltude via energy exchange with resonating ions. The free energy source is typically due to temperature anisotropy, which is the
difference in the temperature of a plasma across the perpendicular and parallel components
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relative to the magnetic fields such that T⊥ > T∥ ) (Sagdeev & Shafranov, 1961; Cornwall, 1965;
Usanova et al., 2014). In a uniform magnetic field, even weak temperature anisotropies drive
instabilities in a plasma with non-maxwellian velocity distributions, as charges in the tail of the
velocity distribution come into cyclotron resonance (Sagdeev & Shafranov, 1961). EMIC waves
tend to have an occurrence maximum in the dayside noon sector (R. C. Allen et al., 2015), although the research presented in the following sections focuses primarily on evening sector
activity. A recent statistical study by R. C. Allen et al. (2015) used Cluster spacecraft data to
establish three main generation regions for dusk sector EMIC waves: at low MLAT and high Lshells, EMIC waves are generated due to magnetopause compressions and drift shell splitting;
off-equator, EMIC waves are generated due to Shabansky orbits; EMIC waves are also generated in regions where ring current H+ ions overlap cold populations from the plasmasphere
and plasmaspheric plumes. Additionally, in the absence of storms or compressions, Remya et
al. (2018) used Van Allen Probes data to observe EMIC waves triggered by substorm-injected
ions and found that the onset of the EMIC waves at probe A corresponded directly to injection
times.
Similar to the EMIC waves discussed in Remya et al. (2018), Intervals of Pulsations of Diminishing Periods (IPDPs) are thought to be generated by ring current protons injected at substorm
onset (Heacock, 1971; Horita et al., 1979; Søraas et al., 1980). IPDPs are a "rising tone" subtype of
EMIC waves (not to be confused with chirping chorus waves, which can also have rising tones)
that are characterized by an increase in frequency over time when observed from the ground.
There have been a number of suggested mechanisms for the time-frequency characteristics of
IPDPs. One of the earliest mechanisms suggested for this rising tone involves the westward
drift mechanism along a given L shell, but that was found to not fully account for all events.
Following this, an inward convection of the IPDP source region was suggested (Heacock, 1973).
Koleszar (1988) considered three IPDP frequency change mechanisms, including inward convection, and found that inward motion was the dominating contributor to frequency change
but that azimuthal drift also contributed. It is worth noting that the IPDP frequency change is
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typically not observed via in situ satellite measurement. This is possibly due to the fact that in
situ satellite measurements that occur at fixed L-values detect a constant frequency a few tenths
of the local proton gyrofrequency (Søraas et al., 1980), but this does not account for higher latitudes where L shell becomes less relevant nor does it account for satellite measurements that
are not at fixed L. Because the IPDP frequency change mechanism is so complex, with multiple
contributing factors, it remains worthy of study.
IPDPs are elliptically polarized (Bossen, McPherron, & Russell, 1976), and they are Left (L)
polarized when observed simultaneously with precipitation (Arnoldy & Lewis, 1979), which is
useful both for identification of IPDPs and determining the local ionospheric source region.
It can be difficult to determine local ionospheric source regions for waves due to ionospheric
ducting, which is a process through which ULF Pc 1-2 waves will duct in the F 2 layer ionospheric
waveguide (Neudegg et al., 2000; Kim et al., 2011). Waves that reach the ionosphere will duct in
⃗ ×H
⃗ . On the other hand, ducting makes it possible for ground
the direction of the Poynting flux E
stations to observe events they otherwise would not due to lack of spatial coverage. Ducting
also allows them to observe a greater extent of conjugate events than is possible through in situ
satellite measurements (Kim et al., 2010).
In some evening sector models of IPDP generation, protons injected at substorm onset will
drift azimuthally westward and then undergo cyclotron instability in regions in or near the
plasmapause, between 4.7 and 5.5 L shell (Heacock, 1971; Horita et al., 1979; Søraas et al.,
1980). This is because protons must encounter regions of high cold plasma density for IPDPs to
be generated, which they do as they cross the plasmapause into the plasmasphere (Kivelson &
Russell, 1995; Maltseva et al., 1981). Additionally, the plasmapause is not the only place where
these conditions can be met. An example is the plasmaspheric plume, which is a portion of the
plasmasphere that extends beyond the plasmapause and can provide the necessary population
(Chen & Wolf, 1972; Moldwin et al., 2004).
Particle motion in the magnetosphere will trace out three dimensional “drift shells”. In a
purely dipolar field, particles of all pitch angles follow the same drift shell post-injection. How-
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ever the Earth’s magnetosphere isn’t a pure dipole– it is asymmetric and therefore introduces
pitch angle dependence to particle trajectories. Drift shell splitting is the process by which particles with different pitch angles disperse radially (Roederer, 1967; Takahashi et al., 1997). It is
possible that drift shell splitting may play a role in the movement of substorm-injected protons
into suitable regions for the generation of IPDPs, which this research seeks to address.
Another relevant waveform is the Pi1B category. Pi1B waves are ULF broadband bursts in
the Pi1 frequency range. First identified and differentiated as a subtype of Pi micropulsations in
Heacock (1967), they are temporally short lived. Although Pi1B waves have a multitude of potential sources, they are well known to occur with substorm onset in the evening sector (Arnoldy
et al., 1998). They have been identified both from the ground and at geosynchronous orbit. As
suggested in Lessard et al. (2006, 2011) and modeled in Pilipenko, Mazur, Fedorov, and Engebretson (2008), Pi1B waves are believed to begin as compressional fast- (likely) or slow- (unlikely) mode waves at or beyond geosynchronous orbit. At this stage they are not constrained
by the ambient magnetic field. Pi1B become increasingly parallel as they travel until they undergo a mode conversion into shear-mode waves. They then follow the field lines and propagate to the ionosphere. Finally, they contribute to the wave power that drives Alvénic aurora at
substorm onset.
IPDPs appear at lower geomagnetic latitudes (60-65 degrees) than Pi1B waves, which are
more prominent around 70 degrees (Heacock, 1971). This relationship was observed in one of
the case studies in Ranta, Ranta, Rosenberg, Wedeken, and Stauning (1983), where Pi1B waves
were observed at a higher geomagnetic latitude (63.7) than IPDPs (57.6). Ranta et al. (1983)
speculated that the IPDPs, thought by Heacock (1971) to be caused by substorm-injected protons at the plasmapause, may indicate that precipitation occurs near the plasmapause region.
Heacock (1971) speculated that there may also be a longitudinal difference between IPDPs and
Pi1Bs, with Pi1Bs occuring in the near-midnight sector after substorm onset and IPDPs following in the afternoon-evening sector. This is the extent to which the relationship between IPDPs
and Pi1B waves has been investigated.
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ULF waves play a significant role in radiation belt particle losses, both directly by inducing
precipitation and indirectly by interacting with other waves that in turn cause losses. EMIC
waves are of particular interest for the role they play in radiation belt dynamics (Brito, Halford,
& Elkington, 2020). The following study demonstrates the role drift shell splitting plays in the
generation and propagation of IPDPs. This is accomplished using two case studies that show
the ground and space relationships between observed IPDPs and Pi1B ULF waves. Two models
are described that simulate the drift shell splitting of substorm injected protons, one which uses
a single injection point and one which encompasses a full injection boundary.

3.3

Data Sets

Ground magnetometer data were obtained from an array of four ground stations located in
Antarctica: Halley Research Station (HBA), Neumayer III (VNA), Syowa (SYO), and Mawson
(MAW). Their station coordinates, magnetic midnights, and conjugate L-shells are listed in Table 4.1. All four stations have a system of searchcoil magnetometers (also known as induction
magnetometers) that consist of two orthogonal sensors that measure magnetic flux in nT/s. The
sensors at HBA, VNA, and MAW are aligned geomagnetically South (X) and East (Y), while the
sensors at SYO are aligned geomagnetically North (X) and East (Y). The sensors at HBA and VNA
are orthogonal to the field line while the sensors at MAW and SYO are level in the orthogonal
plane. The sensors located at HBA, VNA, and SYO sample at 20 Hz, which is ideal for observing
EMIC waves. The searchcoil located at MAW samples at 2 Hz– sufficient for identifying Pi1B
waves. Searchcoil magnetometers are chosen over fluxgate magnetometers because fluxgates
typically lack the appropriate sensitivity to fully observe EMIC waves. More information about
how these searchcoils operate can be found in Kim (2010).
Spacecraft data are obtained from three instruments aboard the Van Allen Probes spacecraft, which are a set of two spacecraft that carry instruments designed to study the ring current
and radiation belt particles. The instruments used in this study are the Electric and Magnetic
Field Instrument Suite and Integrated Science (EMFISIS) instrument suite, the Radiation Belt
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Storm Probes Ion Composition Experiment (RBSPICE) instrument, and the Helium, Oxygen,
Proton, and Electron (HOPE) mass spectrometer. EMFISIS is composed of a tri-axial fluxgate
magnetometer and a tri-axial searchcoil magnetometer, and is used in this study to observe
EMIC and Pi1B waves. RBSPICE uses a time-of-flight versus energy spectrometer to measure
H+, He+, and O+ ions as well as protons and electrons, and is used in this study to identify
proton and ion injections between 45 keV and 598 keV during substorms. HOPE is a plasma
spectrometer that measures in situ plasma ion and electron fluxes for energies between 1 eV
and 50 keV, and is used in this study for completeness at lower energies. In the first case study
on February 27 2019, Van Allen Probe A is positioned optimally in the evening sector near the
plasmatail. In the second case study on March 7 2019, Van Allen Probe B is positioned optimally
in the evening sector near the plasmatail.
Data from three other instruments were also investigated. These were riometers located at
HBA and MAW, an imaging riometer located at SYO, and a vector field magnetometer located
onboard the low earth orbiting satellite SWARM. These data are not published here as they do
not ultimately lead to a deeper understanding of the physics involved, but it is worth mentioning that they have been examined.
Station

Geo. Lat.

Geo. Long.

CGM Lat.

CGM Long.

MM

L

MAW

67.6 S

62.9 E

70.8 S

92.8 E

23:05

9.3

SYO

69.0 S

39.6 E

66.9 S

73.9 E

0:19

6.5

HBA

75.6 S

26.3 W

62.7 S

30.1 E

2:59

4.8

VNA

70.4 S

8.3 W

60.8 S

42.5 E

2:14

4.3

Table 3.1: Ground station locations in geographic and geomagnetic coordinates, as well as their magnetic midnights in UT and their L shell conjugacies. Geomagnetic coordinates and magnetic midnights
were calculated for January 01 2019 at 100km using AACGM-v2. L shell conjugacies were calculated using
IGRF.
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3.4

Observations

This section describes two events involving simultaneous observations of IPDPs and Pi1B waves
that occured during substorm onset. The case studies chosen for these events fit four criteria: 1)
There are ground observations of IPDPs; 2) There are near-simultaneous ground observations
of Pi1Bs; 3) There are space observations of proton injections during substorm onset; and 4) The
events occur during relatively quiet periods without other complicating factors. The first case
study occurred over 2100-2400 UT on February 27 2019, heretofore referred to as the February
event. The second case study occurred over 2015-2115 UT on March 7 2019, heretofore referred
to as the March event. The Magnetic Local Time (MLT) coverage is in the evening sector for
both events as shown in Figure 3.1. The February event reaches magnetic midnight, while the
March event occurs slightly earlier and remains confined to the evening sector. Substorm proton injections are observed by the Van Allen probes for both events.

(a) February 27 2019

(b) March 7 2019

Figure 3.1: Magnetic local time (MLT) clocks illustrating the approximate spatial coverage at each
ground station as well as the Van Allen Probes for a) February 27 2019 and b) March 7 2019. For particles injected at the nightside, we expect the events to be observed first by MAW (yellow), followed by
SYO (green), VNA (red), HBA (blue) and finally the Van Allen Probes (pink). The use of these colors is
merely to help distinguish the stations visually. The radial distance of each line from the center of the
plot is reflective of increasing L shell conjugacy (or in the case of the Van Allen Probes, in situ location).

Magnetometer time series data were converted into spectrograms via FFT methods. IPDPs
(characterized by an increase in frequency over tens of minutes in the Pc1 band) and Pi1B waves
57

(characterized by short lived broadband bursts in the Pi1 band) are identified visually from the
spectrograms. There was a minor amount of uncertainty involved due to the choice of spectrogram parameters, such as the size of the sliding window and the number of FFTs to perform,
but this mainly affects timing on the order of seconds. A more quantitative analysis would be
required to compare onset times at this level of confidence, but it is not a problem for the purposes of this paper. For the plots shown here, a sliding window of between 1 and 30 data points
was used. NFFT, which is an integer of 2n that approximates the signal length to transform and
affects the resolution of the resulting spectrogram, was set to 2048. This corresponds to roughly
102.4 seconds of data for the 20 Hz stations and 1024 seconds of data for the 2 Hz station. The
log power scale, which affects color intensities and can be adjusted to select events, was fixed
from -0.7 to -4.7. Events were identified at log powers larger than approximately -3.7.
The spectrograms for the February event are shown in Figure 3.2a. IPDPs are observed at
lower latitudes (60.8 S and 62.7 S) than Pi1B waves (66.9 S and 70.8 S), and the Pi1B observations
slightly lead the IPDP observations. The polarization analysis of the searchcoil magnetometer
data, shown in Figure 3.2b, is based on the methods described by Rankin and Kurtz (1970) and
Fowler, Kotick, and Elliott (1967). Blue (negative) corresponds to Left polarization and red (positive) corresponds to Right polarization. The polarization is not shown for Syowa station as the
methods used to determine the polarization for the other stations were not sufficient to distinguish wave forms at Syowa.
The IPDP taken as a whole lasted approximately 2.5 hours. This event can be divided into
four intervals of distinct IPDP signatures with the help of the polarization analysis. Interval 1
lasted from 2112-2200 UT. Interval 2 lasted from 2200-2230 UT. Interval 3 lasted from 2230-2306
UT. Interval 4 lasted from 2300-2324 UT. Interval 2 was chosen as the main IPDP for this case
study. Across interval 2, the frequency increased from 0.1 Hz to 0.85 Hz, a frequency change of
approximately 0.025 Hz/min.
Spectrograms for the March event are shown in Figure 3.3 and are more straightforward
than the February event. Note that the time scale for this event (approximately 30 minutes) is
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Figure 3.2: Ground magnetometer a) spectrograms and b) polarization analysis for the February 27 2019
event at MAW, SYO, HBA, and VNA stations respectively (note: SYO polarization is not plotted for reasons
discussed in the text). Frequencies between 0 and 1 Hz are plotted on the y axis and UT times between
2000 UT and 2400 UT are plotted on the x axis. The color bar indicates a) log power and b) polarization
ellipticity, with red reflecting Right handed polarization and blue reflecting Left handed polarization.
MAW and SYO data are in HDZ coordinates, with the H coordinate plotted. HBA and VNA data are in
XYZ coordinates, with the X coordinate plotted. IPDPs are observed at HBA and VNA (-62.2 and -60.6
CGM lat.) Near-simultaneous Pi1Bs are observed at MAW and SYO (-70.4 and -66.5 CGM lat).
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Figure 3.3: Ground magnetometer a) spectrograms and b) polarization analysis for the March 7 2019
event. Figure is plotted with the same parameters as Figure 3.2.
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Figure 3.4: EMFISIS and RBSPICE data from Van Allen Probe A for the February 27 2019 event. EMFISIS
data is plotted in panel one and shows spectrograms of the magnetic field data between 0 and 1 Hz. The
white lines are indicative of the gyrofrequencies for He+ (top) and O+ (bottom). RBPSICE data is plotted
in panel two and shows H+ Omni fluxes between 45 and 598 keV. The x axis includes UT, GMLT, INVLAT,
and L shell.

comparable to a single sub-IPDP in the February event. Once again the higher latitude Pi1B
measurements lead the lower latitude IPDP observations by minutes. The IPDP rises from 0.2
Hz to 0.6 Hz between 2050 UT and 2116 UT, a frequency change of approximately 0.015 Hz/min.
There is an interesting change in polarization over frequency in Figure 3.3b seen from VNA.
The observations of the Pi1B waves in Figure 3.2 and Figure 3.3 are important in the context
of tying the ground observations to substorms. Pi1B waves are well correlated with substorm
onset, so the simultaneous observation of Pi1Bs and IPDPs indicates that the IPDPs may also be
tied to substorm onset, even before considering space observations. The Pi1B waves also help
to time substorm onset in a way that can be difficult from only in situ space observations. While
IPDPs will be affected by drift shell splitting due to the fact that they are generated by particles
that will undergo drift shell splitting, Pi1B waves are not beholden to particle motion and will
propagate across the magnetic field cleanly before coupling to field lines.
In situ data from Van Allen Probe A for the February event are plotted in Figure 3.4. The
top panel shows spectrograms of EMFISIS magnetic field data. At 2130 UT, while probe A is
in conjunction with SYO, there is part of an EMIC wave, followed by Pi1B bursts. The bottom
panel shows RBSPICE H+ flux data between 45 keV and 598 keV. There are clear proton injection
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Figure 3.5: EMFISIS, RBSPICE, and HOPE data from Van Allen Probe B for the March 7 2019 event.
EMFISIS and RBSPICE data are plotted as per Figure 3.4. HOPE data is plotted in panel three and shows
H+ Omni fluxes between 0 and 52 keV.

spikes at 2123, 2153, and 2230 UT, all between 100 and 200 keV. The HOPE H+ flux data were
not available for this event, but they are included for the March event.
In situ data from Van Allen Probe B for the March event are plotted in Figure 3.5. Pi1B waves
are less apparent than in the previous case study, although there is some low frequency bursty
activity between 1930 and 2000 UT. EMIC waves are apparent between 2100 and 2200 UT. The
RBSPICE data show proton injection spikes most noticeably at around 2100 and 2130, and less
obviously at 1930 and 2230 UT. The HOPE data are plotted in the bottom panel mainly for completeness as the injections are largely at energies above the range of the HOPE instrument, although there is a small range of energies where these instruments overlap that align in both
spectrograms and with the EMIC waves.
In both the February (Figure 3.4) and March (Figure 3.5) events, EMIC waves are observed
from EMFISIS and proton injections are observed from RBSPICE. As is typical for IPDP events,
the rising tone is not apparent from the in situ space perspective. There are Pi1B waves visible
in the February event nearly simultaneous with the EMIC waves. There are also intermittent
wave bursts visible in the March event, but they precede the EMIC waves and are not within the
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gyrofrequency bands.
As anticipated from Figure 3.1, the resulting events are temporally observed first at MAW
and SYO, then at VNA and HBA, and finally at the Van Allen Probes. The observations of IPDPs,
Pi1B waves, and proton injections for both case studies will provide injection region boundary
conditions and points of comparison for the simulations in the next section.

3.5

Simulation Results

(a) February 27 2019

(b) March 7 2019

Figure 3.6: A model of the plasmapause location on: a) February 27 2019 at 2100 UT with the Van Allen
Probe A orbit overlaid; b) March 7 2019 at 2010 UT with the Van Allen Probe A (pink and red) and Van
Allen Probe B (blue) orbits overlaid. The top panel displays the input electric field of the solar wind E SW
and the second panel displays the K P index for both events. Going radially outward, the gray circles
represent 4 Re, 6 Re, and geostationary orbit respectively. The sun is located to the right.

In this section, we present the results of the preliminary and final simulations. The plasmapause was used as the wave generating region for the IPDPs in these preliminary simulations.
The shape of the plasmapause was obtained using the Plasmapause Test Particle (PTP) model
(Goldstein, Sandel, Forrester, Thomsen, & Hairston, 2005; Goldstein et al., 2014; Goldstein, Pascuale, & Kurth, 2019). This model, which is an adaptive model that has reproduced the plasmapause and the plasmapsheric plumes with good agreement with observations in past studies,
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Figure 3.7: A model of the drift shell splitting that 121 keV protons of different pitch angles undergo.
As the pitch angles become less parallel, their trajectories diverge into higher L-shells. The dashed line
represents the location of the plasmapause at 2100 UT, as indicated by the PTP model in Figure 3.6.
The presented figure assumes an injection location in the pre-midnight sector at L = 6 and an injection
time of 2100 MLT. The tickmarks indicate time from injection in intervals of 154.3 seconds, which is an
arbitrary interval length. Models with varying boundary conditions and models for different energies are
available upon request.

utilizes ensembles of cold test particles subject to E ×B drift to resolve the shape of the plasmapause. The model uses the electric field of the solar wind E SW and the K p index to determine
the inner magnetospheric electric field. Figure 3.6 shows E SW , K p , and the resulting shape of
the plasmapause acquired from this model. 2100 UT and 2015 UT were chosen to align with
the start time of the Pi1Bs observed by the ground stations for the February and March events
respectively (note: Figure 3.6 shows a time of 2010 UT rather than 2015 UT due to the 10 minute
timing increments that particular visualization used.)
The results of the preliminary simulation for 121 keV particles as subject to drift shell splitting are showcased in Figure 3.7. This preliminary simulation assumes that there is a single
injection point for the particles that leads to IPDP generation and that the plasmapause is the
location where the IPDPs are generated. As these injected protons cross the plasmapause into
the plasmasphere, they introduce a temperature anisotropy via the perpendicular energy of the
injected particles. For particles with T⊥ > T∥ this should lead to the generation of IPDP waves.
These particles have a pitch angle dependence that should cause them to undergo drift shell
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Arrival time (seconds)
262
262
278
308
308
339
401
525
540

Pitch angle (degrees)
30
40
50
60
20
10
70
80
90

Arrival location (L shell)
5.95
6.0
6.2
6.5
5.9
5.9
6.9
7.5
7.6

Gyrofrequency (Hz)
ξ × 4.74e − 3
ξ × 4.62e − 3
ξ × 4.19e − 3
ξ × 3.64e − 3
ξ × 4.86e − 3
ξ × 4.86e − 3
ξ × 3.04e − 3
ξ × 2.37e − 3
ξ × 2.27e − 3

Table 3.2: The rough L-dependent gyrofrequencies of the simulated particles for each pitch angle in
Figure 3.7, arranged in order of ascending arrival time. For simplicity, ξ is an arbitrary operator that
encompasses charge, mass, equatorial magnetic field, and geomagnetic latitude. Overall, as arrival time
increases, ω decreases, which is the opposite of what is necessary for a wave to be considered an IPDP.

splitting. This simulation was based on the dipole+TS05 model with a 0 degree tilt angle. The
simulation solves the Lorentz force equation using a Runge-Kutta 6th order algorithm.
A dipolar magnetic field strength has an L shell dependence such that

B (λ, L) =

B E (1 + 3sin2 λ)1/2
L3
cos6 λ

(3.1)

where B E is the magnetic field strength at the equator and λ is geomagnetic latitude. This
demonstrates that particles that arrive at lower L-shells should correspond to EMIC waves generated at higher frequencies. Additionally, particle gyrofrequency depends on B such that

ωc =

qB
m

(3.2)

where q is the charge of the particle and m is the mass of the particle. Combining these equations and folding in the non L variables to the arbitrary operator ξ, the gyrofrequency will have
an inverse relationship with L as

ωc =

ξ
L3

(3.3)

It was initially thought that the drift shell splitting may contribute to the frequency disper-
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sion of IPDP waves observed on the ground, and that this simple simulation would be sufficient
to analyze the effect of drift shell splitting overall. However, as shown in Table 3.2, the frequency
actually decreased over time. It was therefore necessary to simulate particle trajectories using a
full injection front rather than a single injection point.
The simulations were based on the geomagnetic activity-dependent injection boundary
model suggested by Mauk and McIlwain (1974). This model estimates the position and shape
of a low-energy substorm-injected plasma boundary on the night side as a function of Kp such
that the boundary position L b is:

Lb =

122 − 10Kp
LT − 7.3

(3.4)

For our simulations, Kp was equal to 3-. The starting locations of the particles along the
injection boundary were evenly spaced with 1 hour MLT intervals. For the February event, they
were evenly spaced between 20 MLT and 2 MLT. For the March event, they were evenly spaced
between 21 MLT and 2 MLT. From the injection boundary, these simulations traced particle
paths by solving the guiding-center averaged equation of motion using a Runge-Kutta 6th order
algorithm. The background magnetic field was provided by the TS05 model.
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Figure 3.8: An example of the simulation for 268 keV showcasing the full particle trajectories from the
injection boundary. The injection boundary is represented by the black line. Each color corresponds to
evenly spaced starting locations in MLT, with the topmost trajectory (red) corresponding to an MLT of 2
and the bottommost trajectory (dark blue) corresponding to an MLT of 20. Each color is composed of 8
lines that correspond to pitch angles between 20 and 90 degrees with 10 degree intervals. Though it is not
explicitly used as the wave generating area in these simulations, the plasmapause location is shown in
green, and it is clear from this plot that simulated particles from all starting locations along the injection
boundary will cross the plasmapause.

An example of the simulation run for the February event is shown in Figure 3.8. From these
trajectories, the arrival times in seconds to the MLT of the ground stations HBA and VNA was
determined. The arrival MLT for HBA was set to 18.86, and the arrival MLT for VNA was set to
18.5. The generated gyrofrequencies were then calculated using

f cP =

qB
2πm

(3.5)

where B was provided by the TS05 model. From Summers and Thorne (2003), the dispersion
relations for L-mode EMIC waves in a multi ion plasma are a function of the wave’s real frequency normalized by the local magnetic field intensity. The normalization factor can be determined via f / f cP , where f cP is the local proton gyrofrequency. The simulations presented here
are normalized by a factor of 0.12, which came from normalizing the observed frequency at
the Van Allen probes, approximately 0.3 Hz, by the local proton gyrofrequency. While it would
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be possible to normalize the wave frequency to the equatorial H+ gyrofrequency, the Van Allen
Probe observations were near enough to the equator that this adjustment would not significantly change the simulations. It should be noted that due to the ambiguous nature of the
local proton gyrofrequency in these simulations, the normalization factor of 0.12 was not calculated quantitatively but rather chosen due to how well it modified the simulations to match
the ground observations. The frequency was then calculated as f = 0.2 ∗ f cP .

Figure 3.9: The portions and slopes of the observed IPDP events used to compare to the February 27
2019 simulations (top) and the March 7 2019 simulations (bottom).

To compare the simulations with the observations, the slopes of the observed IPDPs were
approximated as per Figure 3.9. These slopes were then overplotted with the simulation results
to compare the IPDP frequency-time characteristics and durations.
Simulated particle arrival times for 30, 54, 81, 121, 180, and 268 keV energies are plotted in
Figures 3.10 and 3.11. The simulations were run using pitch angles between 20 and 90 degrees
in 10 degree intervals. 10 degree pitch angles were excluded due to not being sufficiently per-
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(a) February 27 2019

(b) March 7 2019

Figure 3.10: Model results for 30, 54, and 81 keV particles. Simulations for the February event are in
the left column, and simulations for the March event are in the right column. The colors indicate MLT
arrival time along the injection boundary. The black lines represent the slope of the observed IPDPs on
the ground (for the February event, this slope is specifically from the second interval of the larger IPDP
event).
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(a) February 27 2019

(b) March 7 2019

Figure 3.11: Model results for 121, 180, and 268 keV particles. Simulations for the February event are in
the left column, and simulations for the March event are in the right column. The colors indicate MLT
arrival time along the injection boundary. The black lines represent the slope of the observed IPDPs on
the ground (for the February event, this slope is specifically from the second interval of the larger IPDP
event).
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MLT
20
21
22
23
24
1
2

PA20
51.0
83.5
121.5
187.7
284.8
407.5
549.7

PA30
55.7
82.7
106.3
157.6
244.3
361.3
498.9

PA40
68.6
96.4
98.9
133.2
204.4
311.2
444.7

PA50
71.8
124.0
98.4
114.9
171.7
264.8
390.4

PA60
64.5
131.8
106.9
101.4
147.4
228.0
343.7

PA70
57.9
124.6
120.5
92.4
130.9
202.6
309.5

PA80
53.7
116.7
123.5
87.4
121.6
188.0
289.3

PA90
52.6
113.6
122.4
85.7
118.5
183.2
282.5

Table 3.3: The arrival time in seconds for each pitch angle interval from each MLT along the injection
boundary for 268 keV particles on February 27 2019. While overall arrival time is earlier for higher pitch
angles, there is some complexity to the arrival time structure. While the specific arrival times change
across simulated energies, the ordering does not.

MLT
21
22
23
24
1
2

PA20
128.8
181.6
254.1
351.1
470.4
607.5

PA30
126.9
167.3
226.1
312.5
424.7
556.5

PA40
132.1
159.0
201.3
273.6
376.1
503.1

PA50
135.3
156.5
180.9
239.5
329.8
449.6

PA60
127.3
157.3
165.4
212.2
291.5
402.9

PA70
116.4
156.0
155.2
192.9
263.9
367.8

PA80
109.2
152.4
149.7
181.6
247.6
346.5

PA90
106.8
150.8
148.0
177.8
242.3
339.5

Table 3.4: The arrival time in seconds for each pitch angle interval from each MLT along the injection
boundary for 268 keV particles on March 7 2019.

pendicular for IPDP generation. Each color in these figures indicates the starting point in MLT
of the particle on the injection boundary in evenly spaced 1 hour MLT intervals, and the colors
are consistent with Figure 3.8. Each shape represents the result of a simulation for one pitch
angle.
The arrival time in seconds for each pitch angle in the 268 keV simulations is shown in Tables
3.3 and 3.4. While this shows that there is a general trend that higher pitch angles have earlier
arrival times, the arrival time ordering is somewhat complex. As per Figure 3.9, the black line
represents the slope of the observed IPDPs.
Comparing the slope and duration of the observations via the black line in Figures 3.10 and
3.11 to the slope and duration of the simulated arrival times, it is clear there is an energy dependence such that at lower energies, the arrival times are significantly higher than at higher
energies. The simulations for 81 keV are most accurate to the observations for both events. For
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the March event, the slope of the observed IPDP is 0.015 Hz/min and the simulations for 81 keV
have a slope of 0.018 Hz/min. For the February event, the slope of the observed IPDP is 0.026
Hz/min and the simulations for 81 keV also have a slope of approximately 0.026 Hz/min. This
shows that this modeling method is valid for reproducing the frequency-time characteristics
of the IPDP, and that it can be used to evaluate the contribution of drift shell splitting to the
generation of IPDPs. However, it should be noted that while the slopes match well, it is visibly
apparent that the frequency range of the simulations is much lower than that of the observations (on the order of 0.2-0.4 Hz difference).
While different pitch angles contribute a slight increase in frequency to the IPDPs, most of
the frequency change in the simulations comes from changes in the starting point on the injection boundary. It is clear from these simulations that the frequency change of the IPDPs
in these simulations is therefore dominated by injection boundary effects. However, the pitch
angle inclusion adds a horizontal spread to the time-frequency characteristics that would otherwise be missing. Additionally, as the MLT on the injection boundary increases, the drift shell
splitting leads to a greater horizontal spread in the time-frequency dependence. This results in
a somewhat triangular shape in the time-frequency characteristics for the IPDPs, with less horizontal spread at lower frequencies, and greater horizontal spread at higher frequencies. This is
all consistent with the observations in Figures 3.2 and 3.3.

3.6

Understanding the Simulations

The simulations presented in the previous section can be counterintuitive to a general physics
understanding. The purpose of this section is to clarify some of the less clear aspects of the
simulation and verify that they are valid.
Unlike the preliminary simulations, which evaluate the change in frequency from particles
arriving to the plasmapause, these simulations evaluate the change in frequency from particles
arriving to MLT = 18. This is because the preliminary simulations were resulting in an incorrect
time-frequency dependence for the simulated IPDPs. It is valid to look instead to MLT = 18 be72

cause that is where the IPDPs are observed from the ground, and it is well known that IPDPs
generally only have their characteristic time-frequency dependence when observed from the
ground. In these simulations, we take it as satisfactory that the particles will cross the plasmapause at some point in their trajectories, giving us the relevant conditions for IPDPs to be generated.
Next we will address the unexpected pitch angle arrival time ordering. Particles in these
simulations are subject to gradient drift:

v∇ =

2
mv ⊥

2qB 3

(B × ∇B )

(3.6)

(Rc × B)

(3.7)

and to curvature drift:

vR =

mv ∥2
qR c2 B 2

In a cyllindrically symmetric field, we have the relationship

−∇B =

B
R c2

Rc

(3.8)

leading to the combined total drift speed

1 2 B × ∇B
vB = vR + v∇ = (v ∥2 + v ⊥
)
2
ωg B 2

(3.9)

This would imply that the contribution of parallel particles to total drift velocity is twice
that of perpendicular particles– in other words, that particles with smaller pitch angles should
travel faster and have shorter arrival times than particles with larger pitch angles. However,
that is only true under the assumption that both perpendicular particles and parallel particles
will encounter the same field B . Under drift shell splitting, that is not the case, and so these
equations cannot be combined in this way. Instead, they should be written
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vB =

v ∥2

(B∥ × ∇B ∥ ) +
2

ωg ∥ B ∥

2
v⊥
2
2ωg ⊥ B ⊥

(B⊥ × ∇B ⊥ )

(3.10)

where ωg is the particle’s gyrofrequency

ωg =

qB
m

(3.11)

Taking Equation 3.11 and subbing it into Equation 3.10, we get

vB =

mv ∥2
qB ∥3

(B∥ × ∇B ∥ ) +

2
mv ⊥
3
2qB ⊥

(B⊥ × ∇B ⊥ )

(3.12)

Introducing the L shell parameter, B can be written in terms of L such that

B=

B E (1 + 3 sin2 λ)1/2
L3
cos6 λ

(3.13)

where B E is the equatorial magnetic field strength on the Earth’s surface 3.11 × 10− 5 T and λ is
the geomagnetic latitude. Folding all non-L terms into the arbitrary operator ζ(λ) for simplicity,
we have

B = ζ(λ)

1
L3

(3.14)

We can substitute this into Equation 3.12 to get

vB =

mv ∥2 L 9∥
qζ(λ)

(B∥ × ∇B ∥ ) +

2 9
mv ⊥
L⊥

2qζ(λ)

(B⊥ × ∇B ⊥ )

(3.15)

Particles that undergo drift shell splitting will diverge in r as per Figure 3.12. For particles
that begin on the noon meridian, particles with higher pitch angles will drift inward; for particles that begin on the midnight meridian, particles with higher pitch angles will drift outward.
In other words, when accounting for the curvature drift, particles that begin on the noon meridian will have L ∥ > L ⊥ , while particles that begin on the midnight meridian will have L ⊥ > L ∥ .
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(a)

(b)

Figure 3.12: Drift shell splitting for particles that start on a) the noon meridian and b) the midnight
meridian. Reproduced from Roederer (1967).

Let us consider particles that begin on the midnight meridian and drift to locations such that
L ⊥ = 7 and L ∥ = 6. For simplicity, let us assume λ is the same for both and can be neglected, and
additionally let us neglect the contributions of ∇B .
The magnitude of the contribution of perpendicular particles will be multiplied by a factor
of 79 /2 = 20, 176, 803.5. Meanwhile, the magnitude of the contribution of parallel particles will
be multiplied by a factor of 69 = 10, 077, 696 – about half as much!
Using model data to acquire B rather than determining it via L, we see similar results. For
B ⊥ = 80 nT= 8e − 8 T and B ∥ = 120 nT= 1.2e − 7 T, the magnitude of the contribution of perpendicular particles will be divided by a factor of 2(8e −8)3 = 1.024e −21, while the magnitude of the
contribution of parallel particles will be divided by a factor of (1.2e − 7)3 = 1.728e − 21– again,
the contribution of the parallel particles is considerably less than that of the perpendicular particles.
Of course, for different arrival Ls and different fields B , the relative contributions of perpendicular and parallel particles can vary greatly. The purpose of this was only to show that it is
possible for particles with higher pitch angles to have faster drifts. In reality it is not as simple
as saying that perpendicular pitch angles are always faster, and that increasingly parallel pitch
angles will be slower in a linear fashion.
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Figure 3.13: An annotated version of the 81 keV simulation for the March event.
Next we must address how the simulations produce the frequency-time characteristics of
the IPDP and why this is valid. Let us look at the 81 keV simulation for the March event.
In Figure 3.13, we can see that there are two contributors to the overall change in frequency
for the simulations. The first is a slight change in frequency ∆ f α due to drift shell splitting from
one injection point along the injection boundary. The second is a larger change in frequency
∆ f M LT from injection boundary effects.
Much like the arrival time ordering discussed previously, ∆ f α can be attributed to the direct
consequences of drift shell splitting.
Let us take particles that start at 2 MLT on the night side for simplicity. Particles subject to
drift shell splitting that begin along the midnight meridian will diverge in trajectory such that
particles with higher pitch angles will drift outward to higher L and particles with smaller pitch
angles will drift inward to lower L. In this example, particles with α = 20 will drift to L 1 and particles with α = 90 will drift to L 2 , with L 1 < L 2 . A sketch of this scenario is shown in Figure 3.14.
Recall that frequency f cP is proportional to B , which is inversely proportional to 1/L 3 . Therefore, as L increases, B decreases and f cP decreases. Thus at the end of the particle trajectories,
we expect the particle gyrofrequency for α = 20 to be less than the particle gyrofrequency for
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Figure 3.14: A sketch showcasing drift shell spitting for particles starting at around 2 MLT on the night
side.

α = 90. This is why we see a slight increase in frequency ∆ f α as pitch angle decreases in Figure
3.13.
Next, let us evaluate ∆ f M LT . For this we will take particles with pitch angle α = 90 and evaluate their trajectories from each evenly spaced point in MLT along the injection boundary.
A sketch of this scenario is shown in Figure 3.15. Because we are looking only at a single
pitch angle for each starting point, the change in frequency cannot be due to the effects of drift
shell splitting. Rather, the shape of the injection boundary, which is closer in L at 2 MLT and
further in L at 21 MLT, is key. In this scenario, particles starting at earlier MLT closer to 2 MLT
have closer orbits than particles starting at later MLT, such that L M LT =2 < L M LT =21 . Much like
before, because f cP is proportional to B which is inversely proportional to 1/L 3 , particles that
orbit at lower L will have higher gyrofrequencies f cP . Therefore f M LT =2 > f M LT =21 . The spread
in L from the injection boundary is also significantly greater than the spread in L from drift shell
splitting effects, which is why ∆ f M LT >> ∆ f α .
Finally, let us briefly evaluate the spread in arrival times from drift shell splitting. Looking
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Figure 3.15: A sketch showcasing particle trajectories for particles with α = 90 from each evenly spaced
point in MLT along the injection boundary.

back at Figure 3.13, it is apparent that ∆t M LT =21 is very compressed, while ∆t M LT =2 is a long
spread across pitch angles. We can see that ∆t M LT =21 < ∆t M LT =22 < ∆t M LT =23 < ∆t M LT =24 <
∆t M LT =1 < ∆t M LT =2 , and that each subsequent starting point along the injection boundary has
later arrival times as well. Much like the difference in arrival time for particles of different pitch
angles due to drift shell splitting, this stems from the L dependence of the orbits from each
starting location. Just as arrival times are faster for α = 90 particles that arrive to greater L,
arrival times are faster for particles that begin at MLT = 21 that orbit at greater L.
Combining the arrival time spread with the frequency dependence on MLT, we build up the
triangular shape in the simulations. Because of how little ∆ f α contributes to the overall change
in frequency ∆ f compared to ∆ f M LT , and the fact that there is an arrival time spread owing to
injection boundary effects as well as drift shell splitting effects, this triangular shape can be said
to be the true consequence of including drift shell splitting in these simulations.
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3.7

Discussion

The simulations were based on the model described by Mauk and McIlwain (1974) and the results in Søraas et al. (1980). In Søraas et al. (1980), it was shown that IPDP events were associated
with increased fluxes of 40 - 60 keV protons injected near the plasmapause in the equatorial
plane during substorms. Our observations are consistent with this, albeit with slightly different
energy ranges. As shown in Figures 3.4 and 3.5, we observed increased fluxes in the range of 45 181 keV protons. Søraas et al. (1980) developed a model based on Mauk and McIlwain (1974) to
explain the relationship between IPDPs and substorms. Per this model, at substorm onset, ring
current protons are injected deep into the nightside magnetosphere covering a certain region
in L and MLT. The inner edge of the proton population follows the Mauk and McIlwain (1974)
injection boundary. Protons drift azimuthally westward and generate ion cyclotron waves in a
certain L interval at/inside the plasmapause. The frequency-time dispersion of the IPDP waves
are attributed mainly to the L-dependent drift velocity of protons in a narrow energy band.
Similar to the Søraas et al. (1980) model, we used Mauk and McIlwain (1974) and simulated
the trajectories of protons at narrow energy bands. In this study, each simulation used one energy. The Søraas et al. (1980) model accounts for the rising frequency of the IPDP waves when
observed from the ground by noting that protons arrive earlier at higher L-shells within the
wave generation region at specific longitudes, and that because local proton gyrofrequency at
lower L shells are larger than at higher L shells, there will be a rise in frequncy with time. We
arrive at a similar conclusion, where the various starting MLTs on the injection boundary trace
out the time-frequency dependence of IPDP waves. While our initial model only accounted for
a single injection point, the modified simulations using a full injection front produced the correct time-frequency dependence for the wave. While the Søraas et al. (1980) model predicted
general trends that have been found by statistical analysis of IPDP events and accounts for constant frequency observed by satellites during IPDPs, it did not include the effects of drift shell
splitting which naturally arise from an asymmetric dipolar magnetic field.
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As mentioned in the previous section, these simulations assumed that the normalized wave
frequencies were the same over a wide L region, which is valid under the condition that waves
are excited by particles with one dominant energy and have similar background plasma conditions. In Figure 3.10, simulations for 81 keV are most similar to the ground observations.
This may indicate that 81 keV was the dominant energy for these events. However, while these
simulations were mostly consistent with observations, the energy dependence of the slope and
the duration were not fully able to be inferred from this model. Additionally, the frequency
range of the simulations was truncated compared to observations. It is possible that different
simulations that did not rely upon a dominant energy would more closely replicate ground observations. Our simulations also only account for injection boundary effects, and do not factor
in any of the more complex physics that may occur over the course of the particle trajectories.
However, this study did not seek to recreate the time-frequency characteristics of the observed
IPDPs, but rather to identify if drift shell splitting could contribute to the time-frequency characteristics of IPDPs.
The inclusion of drift shell splitting was reflected in the differences in the simulation across
different pitch angles. It can be seen in Figures 3.10 and 3.11 and Tables 3.3 and 3.4 that particles with different pitch angles have different arrival times, adding a horizontal component
to the simulated IPDPs. Additionally, in both the simulations and observations, the portions
of the IPDPs at higher frequencies lasted for longer durations than the portions of the IPDPs
at lower frequencies, leading to a triangular shape in the time-frequency characteristics. It can
ultimately be inferred from this that drift shell splitting plays a minor but non-zero role in IPDP
generation by affecting the time-frequency characteristics.

3.8

Conclusions

In this study, we investigated simultaneous observations of substorm onset related IPDP-type
EMIC waves and Pi1B ULF waves. This research follows the work done by Søraas et al. (1980)
and is motivated by understanding the effects of drift shell splitting on the generation, prop80

agation, and observation of IPDP waves. We used high quality searchcoil magnetometer data
from a set of four Antarctic ground stations (HBA, VNA, SYO, and MAW) as well in situ space
data from EMFISIS, RBSPICE, and HOPE aboard the Van Allen probes. We observed IPDPs at
HBA and VNA and Pi1Bs at SYO and MAW for both events. We also observed proton injections
from substorm onset using the Van Allen probes.
1. Using the injection boundary model from Mauk and McIlwain (1974), we simulated the
trajectories of substorm-injected protons along an injection boundary as subject to drift
shell splitting.

2. In these simulations, the overall frequency increase of the IPDPs were dominated by injection boundary effects; these findings were mostly consistent with our ground observations.

3. The inclusion of drift shell splitting introduced a slight horizontal component to the timefrequency dependence of the IPDPs such that at higher frequencies the duration of the
IPDP was longer than at lower frequencies.

4. We conclude that drift shell splitting mainly influences the shape of the IPDPs as observed
from the ground.

Data Availability
Data from the MICA magnetometer array are available at https://mirl.unh.edu/ulf_status

.html. The Mawson riometer data were provided by the Australian Space Weather Service
and the Australian Antarctic Division. Data from the induction magnetometer and imaging
riometer at Syowa are available at http://iugonet0.nipr.ac.jp/data/. The Mawson magnetometer data were provided by the Australian Bureau of Meteorology Space Weather Services
and are available at https://www.sws.bom.gov.au/World_Data_Centre/1/2. The geomagnetic Kp index was retrieved from GFZ Potsdam (Matzka, Jürgen; Bronkalla, Oliver; Tornow,
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CHAPTER 4
A STATISTICAL STUDY RELATING IPDPs TO SUBSTORM ONSET VIA THE SUPERMAG SML
INDEX

The following chapter is adapted from a paper currently in preparation to be submitted to JGR:
Space Physics.
This study was a collaborative effort between myself and the coauthors listed below. I am the
one who suggested and designed this study, and I handled the vast majority of the data analysis. Jeffrey Campbell of the University of New Hampshire contributed a great deal of work to the
identification of the IPDPs as well as preliminary analysis using a different data set.
The study was proposed to begin addressing this question: if substorm onset will inject particles that lead to the generation of IPDP-type EMIC waves, why are IPDP observations seemingly
less frequent than substorm occurrence? Interestingly, we not only confirmed that IPDP observations in the evening-to-post-midnight sectors are significantly less frequent than substorm occurrence, but we also found indications that not all IPDPs may be caused by substorm onset. It was
beyond the scope of this paper to press further, but we intend to investigate various conditions
surrounding substorm onset in future work.
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Key Points:
• IPDPs, which stem from substorm onset, occur far less frequently than substorm onset.
• This study compares IPDP observations with substorm onset via SuperMAG’s SML index
and its derived products.
• While trends in SML are similar, this study finds indication that some IPDPs may not be
generated by substorm onset.

4.1

Abstract

Intervals of Pulsations of Diminishing Periods (IPDPs) are a subtype of ElectroMagnetic Ion
Cyclotron (EMIC) waves that are characterized by an increase in frequency over time when observed from the ground. They are well known to have their generation mechanism in substorm
onset, during which particles with sufficient temperature anisotropies will be injected into the
plasmasphere. However, while substorm onset is a daily occurrence, IPDPs occur far less frequently. The research presented in this study seeks to compare IPDP observations from southern hemisphere stations Neumayer and Halley Research station with substorm onset via the
SuperMAG SML index and its derived substorm products, mainly the Newell and Gjerloev substorm list. This research compares trends in SML surrounding list-identified onsets between all
substorm onsets and just substorm onsets with associated IPDP observations. To account for
the mismatch between southern hemisphere IPDP observations being compared to a north84

ern hemisphere index and to ensure the validity of this study, the data sets are filtered by Pi1B
observations– which are well known to be associated with substorm onset– from the southern
hemisphere Mawson. This study finds that trends in the SML index are virtually identical across
all data sets, but more interesting finds an indication that not all IPDPs have their generation
mechanism in substorm onset.

4.2

Introduction

Intervals of Pulsations of Diminishing Periods (IPDPs) are Ultra Low Frequency (ULF) Electromagnetic Ion Cyclotron (EMIC) waves characterized by an increase in frequency over time. This
rising tone is typically only visible from ground-based stations. IPDPs are generated when protons and ions with sufficient temperature anisotropies cross into areas of high cold plasma density. This is thought to occur during substorm onset when injected particles cross the plasmapause into the plasmasphere. However, despite substorm onset providing suitable conditions
for IPDPs to be generated, substorms occur multiple times per day whereas IPDPs occur much
less frequently.
Pi1B waves are ULF broadband bursts in the Pi1 range that are well correlated with substorm
onset in the evening sector. Posch et al. (2007) found that Pi1B onset times agree well with
substorm onsets (specifically intense and isolated auroral substorms) that were identified using
the IMAGE FUV instrument. They found that Pi1Bs occurred within the 2 minute cadence of
the imager. Pi1B waves are observed from ground at higher latitudes ( 70 degrees) than IPDPs
( 60-65 degrees) (Heacock, 1971).
The Auroral Electrojet (AE) indices are a set of four indices that characterize the strength of
the eastward and westward auroral electrojets using ground-based magnetometer data. First
developed in 1966 by Davis and Sugiura (1966), they are currently supported by the World Data
Center for Geomagnetism at Kyoto University (Kamei, Sugiura, & Araki, Unknown). The AE indices are derived using variations in the horizontal component of magnetometers located at up
to 12 auroral zone observatories, which are then normalized against quiet day data. Envelopes
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are created from this data, where an envelope is defined as a superposition of all of the horizontal traces of the magnetometer data. The upper envelope, comprised of the largest amplitude
data, is the first of the four indices, the AU index. The lower envelope, comprised of the smallest amplitude data, is the AL index. The difference between the two AU − AL is the AE index,
which shares its name with the set of four indices. It is a direct measure of the total amplitude
of the East and West electrojet currents and represents the overall activity of the electojets. The
fourth and final index is defined as the mean of the AU and AL indices (AU + AL)/2. This is the
AO (aka Ao) index, and it provides a measure of the equivalent zonal current. The AE indices
have been historically used to identify substorms (J. H. Allen & Kroehl, 1975; Gjerloev, Hoffman,
Friel, Frank, & Sigwarth, 2004; Kullen, Ohtani, & Karlsson, 2009). However, the AE indices are an
imperfect measure. Per Rostoker (1972), it is possible for the AE index to miss substorms. Some
of the reasons for this include substorm current systems being localized longitudinally, intensified portions of the electrojets being located at higher latitudes poleward of the AE stations, or
the auroral oval moving south during intense storms away from the AE stations.
Part of the difficulty of using the AE index is due to the limited number of stations it utilizes.
There is, however, another entity that utilizes an order of magnitude more stations in its data
and products. SuperMAG is a large scale collaboration of over 300 entities that provide magnetometer measurements. First established in 2009 following the 2007-2008 Electronic Geophysical Year, it provides a wide range of data products, derivatives, and quicklook plots at both one
minute and one second resolutions. Its purpose is to address and remove some of the many obstacles that plague geophysics and related science, including obtaining data, correcting issues
in the data, identifying and subtracting out baselines, identifying and rotating coordinate systems, and providing data in standardized formats. SuperMAG is designed to be easily accessible
both to experts in the field and to the general public. (Gjerloev, 2009a, 2009b)
Utilizing the wide number of stations available, SuperMAG provides its own set of magnetic
indices derived from 100+ northern hemisphere stations. The three of relevance to this paper
are analogous to the AE indices, though there exist additional indices that correspond to lo-
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cal time versions of the electrojet indices, sunlight and darkness electrojet indices, symmetric
ring current indices, and partial ring current indices partitioned by MLT. The first of the three
relevant indices is SMU (analogous to AU), which reflects the maximum eastward electrojet
strength and is the upper envelope of the N component for stations between 40 and 80 degrees
magnetic north. The second is the lower envelope SML (analogous to AE), which reflects the
maximum westward auroral electrojet strength. The third is the SME index (analogous to AE),
and is equivalent to SMU −SM L. It should be noted that unlike the AE indices, which are authorized by the International Association of Geomagnetism and Aeronomy (IAGA), the SuperMAG
indices are not official indices.
In Newell and Gjerloev (2011), the SuperMAG indices– in particular SML– were evaluated as
indicators of substorms and auroral power. This was accomplished by applying an algorithm
to SML for the determination of substorm onset and both comparing its results to a set of Polar
UVI identified substorms as well as using the DMSP particle precipitation data for a superposed
epoch analysis. It was determined that SME and its related indices do clearly represent the
nightside integrated auroral power. Additionally, it was found that SML does in fact have the
ability to identify approximately 30 to 40 percent more substorm onsets than AL.
Since then, other papers have been published and other algorithms have been created to
identify substorm onset using the SuperMAG indices. This paper will focus on the methods
used in Newell and Gjerloev (2011).

4.3

Data Sets

This study used three main data sets to investigate the relationship between IPDP waves and
substorm onset. The first was ground magnetometer observations from Antarctica in the Southern hemisphere. The second was data from the SML index provided by SuperMAG. The third
was the Newell and Gjerloev substorm list created using SML data.
This study utilized three searchcoil magnetometers located in Antarctica at Halley Research
Station (HBA), Neumayer III (VNA), and Mawson (MAW) to identify IPDPs and Pi1B waves.
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Station
MAW
HBA
VNA

Geo. Lat.
67.6 S
75.6 S
70.4 S

Geo. Long.
62.9 E
26.3 W
8.3 W

CGM Lat.
70.8 S
62.7 S
60.8 S

CGM Long.
92.8 E
30.1 E
42.5 E

MM
23:05
2:59
2:14

L
9.3
4.8
4.3

Table 4.1: Ground station locations: geographic and geomagnetic coordinates; magnetic midnights; L-shell conjugacies. Geomagnetic coordinates and magnetic midnights calculated for
January 01 2019 at 100km using AACGM-v2. L shells calculated using IGRF-12.
These stations and their coordinates are listed in Table 4.1. Searchcoil magnetometers, also
known as induction coil magnetometers, use properties of magnetic induction to measure magnetic flux. They are particularly useful in ground-based research due to their sensitivity to EMIC
waves, which other kinds of magnetometers do not necessarily have. HBA and VNA sample at
20 Hz and are located at 62.7 S and 60.8 S geomagnetic latitudes respectively, which made them
ideal for observing IPDPs. These stations were chosen in part because of their ideal location
and sampling rate, in part because there is a full year’s worth of data available between the two
stations from March 2019 to March 2020, and in part because of their continuity with a previous study (Salzano et al., 2022). MAW samples at 2 Hz and is located at 70.8 S, which is ideal
for observing Pi1B waves. The searchcoil magnetometer at MAW measures nT rather than nT
per second, which is a difference of a phase and still acceptable for identifying Pi1B waves (as
in Arnoldy et al. (1998).) Unfortunately the instrument was decommissioned at the start of January 2020, so there is no data available beyond that point.
A preliminary study was conducted using quicklook plots from the AE index. The final study
switched to the SML index due in part to better data availability and due in part to the existence
of the SML substorm lists, which simplified work. Substorm onset times were taken from the
2011 Newell and Gjerloev substorm list. This substorm list was chosen over the more recent
Ohtani and Gjerloev substorm list due to data availability at the time of the study, and it is likely
any future work would switch to the Ohtani and Gjerloev list. To identify substorm onset, the
Newell and Gjerloev substorm list applies criteria to the SML index such that there must be a
sharp drop in SML (45 nT in 3 minutes) that is sustained (average 100 nT below initial value for
30 minutes).
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4.4

Methodology

To perform this study, there were many steps that had to be taken separately. IPDPs and Pi1B
waves were identified from searchcoil magnetometer data, substorm onsets were pulled from
the Newell and Gjerloev substorm list, changes in the SML index surrounding list-identified
substorm onset were recorded, and event timings were compared between wave observations
and list-identified substorms. This section will first cover how IPDP waves were identified, then
how changes in the SML index surrounding list-identified substorm onset were determined and
recorded, next how Pi1B waves were identified, and finally how these data sets were compared.
IPDPs were identified by first creating spectrograms of time-series data from searchcoil
magnetometer data and then performing a visual analysis of these spectrograms. The spectrograms were broken down into three-hour intervals to make identification easier. These intervals were 0000-0300 UT, 1800-2100 UT, and 2100-2400 UT. 1800-0300 UT was chosen overall
because it encompasses the evening sector at VNA and HBA that IPDPs will occur in, and threehour subdivisions were chosen because this scale is appropriate for observing the characteristic
rising tone of IPDP waves. Analysis was performed separately for VNA and HBA to avoid confirmation bias. Any EMIC wave with a rising slope greater than 0 degrees was considered an IPDP,
and its change in frequency over time was recorded for further analysis. In some situations,
what were potentially multiple IPDPs were observed in short succession; these were considered a single IPDP event for the purposes of this study, though it is an interesting phenomenon
that may be worth further investigation in another paper. In situations where one station observed a fuller extent or duration of an IPDP event than the other, the fuller extent of the event
was used for analysis.
The following information were pulled from the IPDP plots: the start and end times of the
IPDP; the change in frequency of the IPDP over its duration; and the slope of this change in
frequency. Polarization analysis was also performed, which served to confirm that these events
were elliptically polarized IPDPs, though further statistics were not discussed in great detail in
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this paper.
Trends and changes in the SML index surrounding list-identified substorm onsets were investigated. Using onset times from Newell + Gjerloev, the following data were extracted: the
SML strength in nT at onset time; the SML strength of the initial negative bay– in essence, the
strength of the first peak in the SML index after onset time; the sharpness of this initial negative
bay dSML/dt (nT/min); the change in SML strength over this initial negative bay; the maximum
peak in SML strength over the next 30 minutes post-onset; the change in SML strength from
onset to maximum SML strength. If the next substorm onset happened less than 30 minutes
after previous one, the lowest value for max dSML before next onset was chosen.
Pi1B waves were identified visually using searchcoil magnetometer data from MAW between
March 2019 and December 2019 (the instrument was decomissioned January 2020.) Due to
their sheer number, rather than searching for every instance of a Pi1B wave, Pi1Bs were only
identified for events that had either a list identified substorm onset or an IPDP wave. Both
spectrograms and time series data were evaluated to pinpoint start times. Spectrograms, by
their nature, will smear the boundaries of events, so first a Pi1B was identified via its characteristic short lived broadband burst in spectrograms, and then its start time was determined via
visual analysis of the time series data. Both increases in amplitude and changes in wave pattern
were looked for in the time series data.
With IPDPs, changes in the SML index, and Pi1Bs all identified and recorded, these data
sets could then be compared in search of statistical trends. Comparing the onset list with IPDP
observation, it was determined which list-identified substorm onsets occurred either simultaneously with the start of an IPDP or up to 30-60 minutes earlier than the start of an IPDP. Substorm onsets that occurred during or after the start of an IPDP were not considered correlated.
However, there is one major issue with the legitimacy of performing these comparisons that the
astute reader may have already recognized: all auroral electrojet indices are created using magnetometer arrays located in the Northern hemisphere. This is due to practical reasons; in the
Southern Hemisphere, there simply is not enough land mass to create an array that would be
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inclusive of all appropriate latitudes. While methods to allow for ocean based measurements
is gaining traction in the community, no such Southern Hemisphere array exists yet. Despite
this issue, this study used IPDP observations from Southern Hemisphere stations. Typically it
is not appropriate to compare interhemispheric data sets in this manner. To account for issues
this mismatch in data sets can cause, this study incorporated Southern hemisphere searchcoil
magnetometer data from Mawsom (MAW) station. MAW is located at an appropriate latitude
to observe Pi1B waves. Pi1B waves are well known to be correlated with substorm onset around
magnetic midnight, to the extent that they can even be used to time substorm onset. In this
study, Pi1B waves were used to both confirm the legitimacy of using substorm onsets identified
via the SML index for use in comparisons to Southern hemisphere IPDP observations as well as
to further investigate cases where IPDPs appeared with no SML identified substorm. In other
words, Pi1B observations were used to filter the substorm onset list and IPDP observation data
sets.
In this way, six data sets were curated for the results of the statistical study. The first was inclusive of all substorm onsets identified in the substorm list, regardless of whether or not there
was a simultaneous Pi1B observation in MAW data. The second was inclusive of all substorm
onsets identified in the substorm list that also had simultaneous IPDP observations, again regardless of whether or not there was a simultaneous Pi1B observation. The third was comprised of all IPDP observations that did not have an associated list-identified onset. The fourth
included only substorm onsets identified in the substorm list that had a near-simultaneous
Pi1B observation (within 5 minutes of list-identified substorm onset). The fifth contained listidentified onsets with both near-simultaneous Pi1B observations and correlated IPDP observations. The sixth and final data set centered around IPDP observations that had NEITHER an
associated list-identified substorm onset OR a preemptive Pi1B observation (within 30-60 minutes earlier than the IPDP). While perhaps it would have been sufficient to only show results for
the three filtered data sets, because this is a somewhat unique approach it was decided best to
show all data.
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There are a few caveats to note when discussing the validity of using Pi1B observations in
the way this study did. First, it should be noted that Pi1B timing can be off by some number
of minutes due to difficulty of differentiating waves from visual analysis in time series data, but
higher resolution timing would require determining an algorithm that is beyond the scope of
this paper and analysis (that sort of analysis would be appropriate for e.g. an interhemispheric
study analyzing the timing differences of Pi1Bs in the North vs Southern hemisphere). This is
part of why a leeway of +/- 5 minutes was allowed when creating the fourth data set. Next,
Pi1B waves are so frequent that there is a good chance of timings aligning by happenstance and
confirmation bias. Additionally, many time periods with one substorm onset had multiple Pi1B
waves in the vicinity. Finally, and this is more of a note than a caveat, there was usually one axis
between D and H that was more accurate to the substorm list timing than the other.
Using these six data sets, this study compared dSML (initial), dSML/dt (initial), and dSML
(maximum) for list-identified onsets (with or without Pi1B observations) and to list-identified
onsets (with or without Pi1B observations) with simultaneously occurring IPDPs. This study
also evaluated the UT time ranges for various data sets. Seasonal variations were not analyzed
due to the data gap in MAW.

4.5

Results

Between March 01 2019 and March 01 2020, IPDPs, substorm onsets, and trends in the SML
index were observed and identified. Pi1B waves were observed only between March 01 2019
and December 31 2019 due to the decommissioning of the MAW searchcoil magnetometer in
January 2020. This section will cover the statistics of these observations compared to eachother.
Figure 4.1 shows the number of substorm onsets that occured with near simultaneous Pi1B
observations between March 1 2019 and December 31 2019. There were 28 events in this time
frame where data were either not available from Mawson or corrupted by high levels of suspect
noise. Of the 270 remaining events, 210 onsets occurred with simultaneous Pi1B observations
for a total of approximately 77 percent. 8 events occured with Pi1B observations occurring more
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Figure 4.1: Substorm onsets identified using the northern hemisphere SML index that occur with near
simultaneous Pi1B observations from the southern hemisphere station Mawson. The vast majority of
identified substorms occurred with simultaneous Pi1B observation.

than 5 minutes later than substorm onset but less than 15 minutes later, for a total of approximately 3 percent of the events. 52 onsets occurred with no simultaneous or near-simultaneous
Pi1B observation for a total of approximately 19 percent of the events.
Figure 4.2 takes the 52 identified substorm onsets with no associated Pi1B observation and
breaks down the time frames for each. Of these 52 events, 39 (approx. 75 percent) occurred
between 0000 and 0300 UT. 9 events (approx. 17 percent) occurred between 1800 and 2100 UT,
and only 4 events (approx. 8 percent) occurred between 2100 and 2400 UT. The time frame
between 0000 and 0300 UT corresponds with the post-midnight sector for MAW. This matches
with expectations, as Pi1B observations are most confidently aligned with substorm onset in
the evening sector. Between 1800-2400 UT, it is viable to compare SML index derived substorm
onsets and Antarctic observations. This does not mean that it will always be a viable comparison for other data sets, but it does indicate that this methodology may be suitable for other
studies. Data in the following sections is inclusive of substorm onsets and IPDP observations
between 0000-0300 UT, but data have been broken down into bins specifying whether or not
there were simultaneous Pi1B measurements for completeness.
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Figure 4.2: Time frame breakdown of substorm onsets identified using the northern hemisphere SML
index that did not occur with near simultaneous Pi1B observations from the southern hemisphere. Most
of the identified substorm onsets that did not occur with simultaneous Pi1B observation took place between 00:00 and 03:00 UT, which corresponds roughly to the post-midnight sector at MAW.

Figure 4.3: IPDP occurrence with identified substorm onset (red) and without identified substorm onset
(purple).
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Figure 4.4: Pi1B observations that occured near simultaneously with IPDP observations that were not
associated with identified substorm onset. This may indicate that there were some substorms not identified in the substorm list, or it may indicate that these IPDPs had their generating mechanisms in
substorm-like activity.

There were 108 total IPDP observations between March 01 2019 and March 01 2020. Figure 4.3 displays a breakdown of how many IPDPs were observed alongside identified substorm
onset for all events versus how many IPDPs were observed without identified substorm onset
for all events. This is a startling result, with a near 50-50 split between IPDPs observed with
identified substorm onset and IPDPs observed without identified substorm onset. However, it
is necessary to further investigate the Pi1B observations during this time frame to ensure this
result is accurate.
In Figure 4.4, the 53 IPDPs observed without any preemptive substorm onset as identified
in the substorm list are compared to Pi1B observations in the MAW data. Of 53 IPDP events,
18 clearly occurred with Pi1B observations, 6 occurred without earlier Pi1B observations, 9 occurred with Pi1B observations after the start time of the associated IPDP, 6 were unclear due
to high amounts of activity at MAW, and 14 either did not have any data availability or were
corrupted by noise.
After alchemizing these results, Figure 4.5 displays a breakdown of how many IPDPs were
observed alongsided identified substorm onsets for only events that also had simultaneous Pi1B
observations (36 out of 51), and how many IPDPs were neither observed alongside identified
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Figure 4.5: IPDP occurrence with both identified substorm onset and simultaneous Pi1B observations
(blue) and without identified substorm onset OR simultaneous Pi1B observations (red).

substorm onset OR simultaneous Pi1B observations (15 out of 51). This result is closer to hypothetical expectations than the previous one, but it still must only be taken as an indication
that there may be IPDPs unrelated to substorm onset rather than hard and fast fact. This will be
discussed more in the following section.
Turning now to the trends in the SML index, Figure 4.6 showcases the intensity of the initial
negative bay in the SML index for four data sets. These data sets are 1) all identified substorm
onsets, regardless of whether or not there was an associated Pi1B; 2) only identified substorm
onsets with associated IPDP waves, regardless of whether or not there was an associated Pi1B;
3) any identified substorm onsets with associated Pi1B waves; and 4) just identified substorm
onsets with associated Pi1B waves AND associated IPDP waves. There were only slight variations across the data sets. 41 percent of identified onsets with Pi1B observations had an initial
negative bay of 100-199 nT, and 19 percent had a negative bay of 200-299 nT. Meanwhile 44 percent of identified onsets with both Pi1B observations and IPDP observations had initial negative
bays between 100-199 nT, while only 14 percent had initial negative bays between 200-299 nT. It
is possible deeper error analysis would reveal these to be within uncertainty bounds. Ultimately
this is only a minor difference, and the overall trends are close to identical.
In Figure 4.7, the sharpness of the initial negative bay is evaluated for the same four data
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Figure 4.6: Intensity of the initial negative bay in SML at substorm onset for all substorm onsets in
this study including those that did not have simultaneous Pi1B observations (blue) and just onsets with
associated IPDP waves (red). Applying the criteria that only onsets with associated Pi1B observations are
valid adds in trends for all substorm onsets with associated Pi1Bs (green), and just onsets with IPDPs and
associated Pi1Bs (purple). Trends are similar for all four data sets.

Figure 4.7: Sharpness of the initial negative bay in SML at substorm onset for all substorm onsets in
this study (blue), just onsets associated with IPDP waves (red), substorm onsets with simultaneous Pi1B
observations (green), and substorm onsets with simultaneous Pi1B observations and associated IPDP
observations (purple). Sharpness is defined as the slope of the change in SML over time in nT/min.
Trends are similar for all four data sets.
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Figure 4.8: Maximum change in SML in the 30 minutes following substorm onset for all substorm onsets
in this study (blue), just onsets associated with IPDP waves (red), substorm onsets with simultaneous
Pi1B observations (green), and substorm onsets with simultaneous Pi1B observations and associated
IPDP observations (purple). Trends are similar for all data sets.

sets as in Figure 4.6. The sharpness was defined as the change in nT per minute of SML between
substorm onset time and the first peak in SML afterward. If SML plateaued before continuing
to drop, that plateau was counted as the first peak. Some of these numbers appear to be lower
than the criteria for substorm onset established in the Newell and Gjerloev list, but that is just
a product of differing time scales and criteria. The Newell and Gjerloev substorm list specifies
that the sharpness of the initial drop must be at least 45 nT over 3 minutes, while the results
plotted here show the very first drop in nT per minute, not inclusive of further drops in following
minutes that would count for the Newell and Gjerloev substorm list. As with the previous set of
statistics, there were a few 1-5 percent variations scattered throughout the data sets. The most
major difference in trend is between 60-69 nT/min and 80+ nT/min, where all onsets with Pi1Bs
increased but onsets with Pi1Bs and IPDPs continued to fall. Again, this may only be a product
of uncertainty.
Moving on to the maximum change in SML across 30 minutes post-onset, again trends are
similar for all four data sets. These results are shown in Figure 4.8. 30 minutes specifically was
chosen because that is the amount of time specified in the Newell and Gjerloev substorm list’s
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Figure 4.9: Start time in UT for IPDPs for all IPDPs associated with identified substorm onset (blue),
IPDPs associated with identified substorm onset as well as observed Pi1B waves (red), all IPDPs not associated with identified substorm onset regardless of Pi1B observations (green), and IPDPs that were
both not associated with identified substorm onset and either did not have preemptive Pi1Bs or had
Pi1Bs that were observed after their start times (purple).

criteria for how long the dip in SML must be sustained. The greatest differences across data
sets here are reflected in all onsets with observed Pi1Bs tending slighty toward maximum drops
of 100-299 nT while all onsets with observed Pi1Bs and IPDPs tending slightly toward 300-499
nT. This could imply that substorms with associated IPDPs tend to be more powerful, bbut the
numbers are similar enough that it is not a given.
Finally, a timing analysis of IPDPs was performed. Figure 4.9 breaks down the percentage
of IPDP events for IPDPs that occurred 1) with identified substorm onset regardless of Pi1B observations; 2) with identified substorm onset and observed Pi1B waves; 3) without identified
substorm onset regardless of Pi1B observation; and 4) without identified substorm onset and
either without a Pi1B observation or with a Pi1B observation that happened after the start time
of the IPDP. The number of IPDPs not associated with substorm onset that start between 00:0003:00 UT is significantly greater than the number of IPDPs associated with substorm onset in
this time bin. The reverse is true for 21:00-24:00 UT. With the Pi1B criteria added in, this difference becomes even more stark, with the vast majority of IPDPs without substorm onset or
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appropriate Pi1B activity occuring between 0000-0300 UT and with very few IPDPs with both
substorm onset and Pi1B observations occurring between 2100-2400 UT. This indicates that
most IPDPs associated with substorm onset occur firmly in the evening sector rather than the
post-midnight sector.

4.6

Discussion

As shown in Figure 4.3, there was almost an even 50/50 split between IPDPs observed with
substorm onset identified in the substorm list and IPDPs not observed with substorm onset
before factoring in Pi1B observations to filter the data sets. There were 377 substorms over a
full year between 1800-0300 UT, which is an average of a little over one substorm per day. Note,
in the actual data, often days were skipped, followed by periods with multiple onsets over the
course of hours. Meanwhile, there were 108 IPDPs during this period, which was an average
of 0.3 per day. IPDPs still occur far less frequently than substorm onset, so it is unlikely the
50/50 split is pure coincidence. IPDPs with start times before onset were not considered, so
it is also not a case of overlapping duration. With the Pi1B observations factored in for Figure
4.5, this split drops to 36:15. It is still surprising there is such a large split. From this it seems
that it is not just that not all substorms trigger IPDPs, but that not all IPDPs are triggered by
substorms. However, it is important to consider that the SuperMAG SML index and its derived
products are not definitive. It is possible for substorm onsets to be missed in these data sets.
It is also possible that the visual analysis of the Pi1B observations missed events due to human
error, or that the criteria applied to Pi1B observations was too strict– for example, one event
on September 15th 2019 was flagged as having no identified substorm and no observed Pi1B.
However, closer inspection of this event revealed substorm-like activity in the MAW data as
well as in other stations such as Casey (CSY) an hour earlier than the start time of the IPDP.
It is possible there really was a substorm that both data sets missed due to the timing; it is also
possible that this event stemmed from something that was just like a substorm. Therefore these
numbers should be taken only as an indication that there may be interesting physics at play.
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Future work, particularly case studies incorporating optical and space-based measurements,
will be necessary to fully understand these observations.
While the split between IPDPs observed with and without substorm onset requires further
investigation, there is still more physics that can be accomplished with these data sets. Trends in
the SML index for all identified onsets versus just identified onsets with associated IPDPs (with
and without filtering via the Pi1B observations) were largely similar. These trends are shown
in Figures 4.6, 4.7, and 4.8. In a preliminary study that used a lower quality data set and less
rigorous criteria, there was some indication of a difference in trend when looking at changes
and values of the SML index. However, that difference vanished in the updated study presented
in this paper. There were no real differences in initial negative bay in the SML index, nor were
there substantial differences in the sharpness (or slope) of that initial negative bay or in the
maximum change in the SML index over 30 minutes post onset. Understanding what separates
these events may come from future studies of space weather conditions.
Turning toward the timing analysis presented in Figure 4.9, IPDPs in the dusk and early
evening sector were more frequently associated with substorm onset than IPDPs closer to or
crossing local magnetic midnight. 40 percent of IPDPs not associated with substorm onset occurred between 0000 and 0300 UT, which corresponded to approximately 21 - 24 MLT for HBA
and 22 - 1 MLT for VNA. Meanwhile, 60 percent of IPDPs associated with substorm onset were
observed between 2100 and 2400 UT, placing IPDPs associated with substorm onset firmly in
the early evening sector.
The MAW Pi1B data were used to ascertain the validity of combining a Northern hemisphere
index with Southern hemisphere observations, as Pi1Bs are known to be able to time substorm
onset in the pre-midnight sector. This was demonstrated over the course of this study. The
post-midnight sector, which was situated between 0000 and 0300 UT for the Pi1B observations,
accounted for 75 percent of substorn onsets with no associated Pi1B observation. This was the
same UT timeframe during which IPDPs occurred less frequently with substorm onset. From
this the link between IPDPs and Pi1B waves becomes very intriguing. An attempt to further
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investigate this relationship is shown in Figure 4.4. Of 53 IPDP observations with no associated substorm onset, 18 were definitively observed alongside Pi1B waves, 6 were definitively
observed without simultaneous Pi1B waves, and 9 were observed with Pi1B waves occuring after the start of the IPDP. The standard of deviation for this data set was 5.1. It is possible that the
events observed alongside Pi1B waves stemmed from substorms that the substorm list missed.
The original question this study was designed to at least begin to answer was “Why are
substorms much more frequent than IPDP observations when substorm onset should trigger
IPDPs?” The original purpose of this study was to quantify the statistics surrounding this hypothesis and to search for any deeper insight. The research presented in this study did not
even begin to answer the original question, and instead led to unexpected results. Much of the
literature takes for granted that the main driving mechanism for IPDPs stems from processes
involved in substorm onset, and yet in this study we have shown that not only are IPDPs observed far less frequently than substorm onset, but that when IPDPs are observed they are only
associated with substorm onset between 49 percent and 78 percent of the time. It is not yet
clear why this is. It has already been discussed that there may be flawed assumptions in the
data sets used here, but it is also possible these IPDPs are actually generated by processes that
create similar conditions to substorm onset.

4.7

Conclusions

The research presented in this study sought to compare IPDP observations with changes in the
SML index surrounding substorm-list identified substorm onsets, in the hopes it may begin
to unravel the reason behind IPDPs occurring so much less frequently than substorm onset itself. Because this study used southern hemisphere IPDP observations, it also included southern
hemisphere Pi1B observations to act as an effective filter for the various data sets.
1. Trends in the SML index were largely the same for all list-identified substorm onsets compared to just onsets with associated IPDP observations. This was true whether or not the
data sets were filtered by Pi1B observations.
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2. Without filtering by Pi1B observations, 55 out of 108 IPDP observations were found to be
associated with substorm onset, and 53 out of 108 IPDP observations were found to not
be associated with substorm onset.

3. After filtering by Pi1B observations, 36 out of 46 IPDP observations were found to be associated with substorm onset, while 11 out of 46 IPDP observations were found to occur
with neither an associated substorm onset nor a preemptive Pi1B observation.

4. For both filtered and unfiltered observations, IPDPs that occurred with substorm onset
tended to be observed between 2100 and 2400 UT, which corresponds to the middle of
the evening sector for the stations where IPDPs were observed.

5. For both filtered and unfiltered observations, IPDPs that did not occur with substorm
onset tended to be observed between 0000 and 0300 UT, which corresponds to the late
evening into post-midnight sectors for the stations where IPDPs were observed.
The most interesting result to come of this study is the indication that there are a noninsignificant number of IPDPs that occur seemingly unrelated to substorm onset. Even a single
IPDP occurring without being driven by substorm onset would be transformative, given that it
is taken for granted in much of the literature that IPDPs stem from substorm onset in all situations. However, it is important to keep in mind that while the SML index and its derived
products are useful tools for identifying substorm onset, they are not definitive. The results
shown in this study should be taken only as an indication that there may be interesting physics
that requires deeper investigation. We are left with two major questions unrelated to the original question this work sought to tackle. Are there IPDPs that do not have their generation in
substorm onset? If so, what is driving them? To answer these questions, future work will focus
on highly detailed case studies of the events found in this paper that seemed to showcase IPDPs
unrelated to substorm onset.
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CHAPTER 5
CONCLUSIONS

The dynamics of the Earth’s outer radiation belt and the contributors to its losses are currently
a very interesting topic in geospace physics. While this dissertation did not investigate the radiation belts directly, it focused on one of the major loss mechanisms for radiation belt particles:
Ultra Low Frequency (ULF) waves. More specifically, it focused on two types of substorm-driven
ULF waves. These were Intervals of Pulsations of Diminishing Periods (IPDPs), which are a subtype of Electromagnetic Ion Cyclotron (EMIC) waves characterized by an increase in frequency
over time, and Pi1B waves, which are broadband bursts in the Pi1 range that are well correlated with substorm onset. Additionally, this dissertation highlighted and made heavy use of a
specific type of instrumentation used to observe ULF waves, searchcoil magnetometers.
The science background necessary to understand the work covered in this dissertation was
discussed in chapter one. This chapter gave an overview of the geospace environment, Earth’s
magnetosphere, plasmasphere, and ionosphere, and the radiation belts. It covered the basics
of single particle motion and the adiabatic invariants, while discussing in depth drift shell splitting. It briefly referenced kinetic theory and magnetohydrodynamics. It explained substorms
and their significance. Finally, it introduced ULF waves, including EMIC waves, IPDP-type
EMIC waves, and Pi1B waves.
Chapter two introduced searchcoil magnetometers, which are used to observe changes in
magnetic fields that can then be used to identify ULF waves. Searchcoil magnetometers were
the major piece of instrumentation used throughout this dissertation. This chapter went on to
describe all of the relevant hardware projects undertaken over the course of my tenure in the
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MIRL lab.
In chapter three, results adapted from Salzano et al. (2022) “Modeling the effects of drift shell
splitting in two case studies of simultaneous observations of substorm-driven Pi1B and IPDPtype EMIC waves” were shown. This work identified a gap in the research and sought to fill it.
Previous studies in the literature had neglected to consider the role drift shell splitting played in
the generation of IPDP-type EMIC waves, despite the fact that the widely accepted mechanism
behind the generation of IPDPs– the anisotropic interaction of substorm injected particles with
high density cold plasma– would be naturally subject to drift shell splitting. Through a combination of multiple ground and space based case studies and the development of a model that
was inclusive of drift shell splitting, this study found that drift shell splitting should introduce a
horizontal component to the time-frequency dependence of IPDP-type EMIC waves. This horizontal component had a frequency dependence such that at higher frequencies, the horizontal spread in the time-frequency characteristics was wider, leading to the somewhat triangular
shape frequently observed in IPDPs.
Finally, chapter four showcased the results from a paper currently in preparation for submission to JGR: Space Physics, “A statistical study relating IPDPs to substorm onset via the SuperMAG SML index”. The original goal of this paper was to begin to look for the reason why
IPDP waves, which are generated by particle injections during substorm onset, occur so much
less frequently than substorm onset itself. To do so, this paper compared IPDP observations to
substorm onset via the SuperMAG SML index and its derived products, namely the Newell and
Gjerloev substorm list. This paper also used Pi1B observations from the southern hemisphere
station Mawson to filter the involved datasets to ensure the validity of conducting a study using
southern hemisphere IPDP observations and a northern hemisphere index. The results of this
study found that trends in the SML index were roughly the same for substorm onsets with and
without associated IPDP observations both before and after filtering the datasets by associated
Pi1B observations, but it found some indication that not all IPDPs are generated by substorm
onset.
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The systems discussed in this dissertation are highly complex. Substorms are a major source
of particle injections into the inner magnetosphere, and can increase or decrease the total radiation belt electron content. ULF waves are a major driver of particle losses in the outer radiation
belts. Thus, substorm-driven ULF waves are a topic that cannot be overlooked when attempting to fully understand the physics of these regions. This dissertation focused primarily on
assumptions made about IPDPs, namely that they are always generated at substorm onset and
that drift shell splitting was not relevant to their generation, and it found that these assumptions were preemptive. Drift shell splitting actually does play a minor role in the generation
and observation of IPDP waves, and there is some indication that they may not all be driven by
substorm onset. Future work will focus on further investigating the latter, with the expectation
that this will contribute to studies of the radiation belts in the long term.
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