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Abstract
The success of deep neural networks (DNNs) depends largely on the means by which training data is
used to learn the network. Most learning algorithms are based on gradient descent and block coor-
dinate descent approaches. Under these schemes, a non-linear activation function is directly applied
throughout the course of optimization, which means that only the input and output of the activation
function are optimized. By contrast, the “un-rectifying” technique expresses a non-linear point-wise
(non-smooth) activation function as a data-dependent variable (activation variable), which means
that the activation variable along with its input and output can all be employed in optimization. The
fact that any continuous point-wise piecewise linear activation function can be expressed as a DNN
composed entirely of ReLUs makes it possible to examine the process of learning networks composed
entirely of ReLU activations. The fact that the ReLU network in this study was un-rectified means
that the activation functions could be replaced with data-dependent activation variables in the form
of equations and constraints. The discrete nature of activation variables associated with un-rectifying
ReLUs allows the reformulation of deep learning problems as problems of combinatorial optimization.
However, we demonstrate that the optimal solution to a combinatorial optimization problem can be
preserved by relaxing the discrete domains of activation variables to closed intervals. This makes
it easier to learn a network using methods developed for real-domain constrained optimization. We
also demonstrate that by introducing data-dependent slack variables as constraints, it is possible to
optimize a network based on the augmented Lagrangian approach. This means that our method
could theoretically achieve global convergence and all limit points are critical points of the learning
problem. In experiments, our novel approach to solving the compressed sensing recovery problem
achieved state-of-the-art performance when applied to the MNIST database and natural images.
1 Introduction
Deep neural networks (DNNs) are an indispensable tool for data-driven approaches to problem-solving.
They have demonstrated outstanding performance in computer vision, speech recognition, gaming, and
signal/image processing. Current research into DNNs focuses novel techniques from the perspective
of comprehensiveness [1, 2], structure compactness [3], classification performance [4], and effiency [5]
(e.g., converting an inverse problem into a forward inference problem). Examples include but are not
limited to constructing an explainable non-linear system with classification performance comparable to
a DNN [6], simplifying the complexity of DNNs without compromising performance via pruning followed
by quantization [7, 8], improving performance by increasing the depths/and/or connections [9], and
using the unrolling technique [10]. The success of DNNs depends heavily on the means by which
training data is used to train the network. The objective in DNN learning is to identify a manipulation
capable of converting model input into the model output, tailored to a particular problem in a specific
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domain, through the application of regularization terms to weight matrices, activation functions, and a
priori knowledge of input/output data. In addition to the popular back-propagation algorithm and its
variants, block coordinate descent (BCD) and the alternating direction method of multipliers (ADMM)
are alternative approaches to learning a DNN which avoid the problem of gradient instability. The BCD
approach involves decomposing a problem into sub-problems to be solved cyclically, while the remaining
blocks remain fixed at their last updated values. The ADMM approach searches for saddle points of
augmented Lagrangian functions via primal and dual variable updates, wherein the updating of primal
variables is usually based on the BCD approach.
Nearly all approaches to DNN learning are based on the equation a = ρz, where ρ is an activation
function. For example, the function of the equation can be formualted specifically for minimization, as
follows: ‖a− ρz‖2 [11,12]. Most theoretical studies on the convergence of DNN learning make assump-
tions pertaining to smoothness. If ρ is not a smooth activation function, then it must be approximated.
The “un-rectifying” technique [2] expresses a non-linear point-wise (non-smooth) activation function as
a data-dependent variable. For example, a = ρz becomes a = dz, where d is a data-dependent variable
(i.e., its value is dependent on the value of z). While ρ is not involved directly in optimization, d can
be used in optimization in the same way as other variables. It is from this perspective that we explore
DNN learning in this paper.
Any continuous point-wise piecewise linear activation function can be expressed as a DNN composed
entirely of ReLU activation functions [13]. Furthermore, a ReLU activation function is a data-dependent
operator, used to partition the input space into polytopes [2]. Thus, a DNN with continuous point-wise
piecewise linear activation functions can be viewed as a piecewise affine linear function; i.e., affine linear
with regard to the polytopes into which the input space is partitioned. The explicit expression of domains
and affine mappings can be characterized using the un-rectifying technique [2], in which continuous
point-wise piecewise linear activation functions are replaced with data-dependent equations, each of
which comprises a diagonal matrix with entries {0, 1} and constraints. When the activation functions
of a network are un-rectified layer-by-layer, the network is rendered as a composition of data-dependent
equations over constraints. This makes it possible to treat learning problems related to a non-linear
network as data-dependent constrained optimization problems. However, deriving a solution via un-
rectified DNN is not a straightforward task, due to the fact that different inputs tend to be associated
with different optimization objectives and constraints. Fortunately, although the input is a continuous
value in the input space, the number of data-dependent sub-problems is finite, with an upper bound
determined by the exponential number of domain polytopes resulting from the combination of values
derived from discrete activation functions [14]. In this study, we investigated the issue of convergence
in learning an L-layer ReLU network using the un-rectifying approach to the augmented Lagrangian
method, in which the ReLU network is represented by the following:
ML = MLρML−1 . . . ρM1,
where ρ refers to ReLU and Mi is an affine transform, the linear portion of which is Wi and the bias
is bi [15, 16]. This model is simple and restricted but sufficiently general in its ability to approximate
any function in Lp(Rn) with 1 ≤ p ≤ ∞ as long as the number of ReLUs/hidden layers is not a
concern [13, 17]. Furthermore, any point-wise piecewise linear activation function can be expressed
using a ReLU DNN1. One daunting obstacle to learning an un-rectified ReLU network lies in optimizing










(ρ(x1 + x2)− ρ(−(x1 + x2)) +
1
2
(ρ(x1 − x2) + ρ(x2 − x1)).
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combinatorial problems, due to the fact that the activation variables of ReLUs are in discrete domains
following the un-rectifying process.
Optimization over activation variables (equal to the number of ReLUs in a network) of {0, 1} is inefficient
and manipulating variables in discrete domain means that the optimization is not continuous. A slight
change to the input of a variable can generate a discontinuous jump in the value of the variable. Thus, we
relax the discrete domains of activation variables to closed intervals to allow optimization of the combina-
torial problem in continuous real domains. The validity of this approach is demonstrated by the fact that
the optimal solution to the original learning problem is equivalent to the optimal solution to the relaxed
learning problem. Moreover, the fact that the constraints imposed by the relaxation of un-rectifying
ReLUs can be expressed as twice-continuously-differentiable functions with continuous (activation) vari-
ables comprising simple bounds, rendering the learning problem computationally tractable. The problem
can therefore be solved efficiently using the constrained optimization approach. Furthermore, after in-
troducing data-dependent slack variables (converting inequality constraints into equality constraints),
the un-rectified network can be optimally trained within the framework of the Conn, Gould, and Toint
(CGT)-algorithm [18]. The CGT-algorithm is a global convergence algorithm2, which uses the aug-
mented Lagrangian approach to solve problems involving equality constraints and variables with simple
bounds, in situations where the objective and all of the constraints are twice-continuously-differentiable.
Conn, Gould, and Toint considered the problem of finding a local minimizer for the following function:
f(x1,x2) : Rn → R, where x1 ∈ Rn1 and x2 ∈ Rn2 (1)
where n = n1 + n2 and (x
1,x2) must satisfy
ci(x
1,x2) = 0, 1 ≤ i ≤ m. (2)
There is no constraint on x1 and any component xj of x
2 must satisfy the following simple bounds
lj ≤ xj ≤ uj (3)
where uj > lj, lj ∈ R, and uj ∈ R ∪ {∞}. Here, B is used to denote the convex set of x = (x
1,x2)
wherein x2 satisfies (3).
The main contributions of this paper are as follows:
• We explore the issue of DNN learning in which activation functions can be expressed as data-
dependent activation variables in equations and constraints; thereby allowing for the involvement of
the activation variables in optimizations. In experiments, the proposed learning algorithm achieved
state-of-the-art performance for the problem of compressed sensing recovery when applied to the
MNIST dataset and natural images. The baseline algorithms used for comparsion were the Adam
optimizer [19] (a state-of-the-art implementation of the back-propagation method) and the global
convergence block coordinate descent algorithm in [11].
Our claims also benefit from a number of technical considerations:
• We adopted the un-rectifying approach to represent the ReLU network learning problem as a
constrained optimization problem with discrete domains of activation variables. We relaxed the
discrete entries in activation variables to real domain with values within simple bounded closed
intervals. Moreover, we show that the optimal solution to the original problem is equivalent to
the optimal solution to the relaxed problem. This transforms a combinatorial problem into a real-
domain problem, thereby making it possible to solve the problem of un-rectifying network learning
using constrained optimization.
2Global convergence means that the iterators generated by the algorithm from any initial point converge to limit points
for which necessary conditions of optimality hold.
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• We demonstrate that the network learning problem can achieve global convergence to critical points
via the augmented Lagrangian approach. This is achieved by weakening constraints imposed on
all primal variables with simple bounds [18]. Furthermore, the values of the bounds can be any
real numbers3. The primal variables involving weight matrices, biases, and (simple bounded)
activation variables can be updated in accordance with alternating optimization using the three-
splitting approach [11,20,21]. Empirically, the proposed algorithm is robust to weight initialization
and parameter settings. In principle, the proposed algorithm can be customized to learn non-linear
networks in which the activation functions are continuous point-wise piecewise linear functions.
The remainder of the paper is organized as follows. Section 2 briefly reviews related works, the framework
of the CGT-algorithm, and the un-rectifying technique. Section 3 outlines the means by which the un-
rectifying and relaxation technique transforms ReLU activation functions into data-dependent equations
and equality constraints wherein variables are in continuous domains. Section 4 presents our theoretical
results in which global convergence (using the augmented Lagrangian approach in which all primal
variables are updated through alternating minimization) is achieved by weakening the constraints outlined
in [18]. In Section 5, we present the un-rectifying representation of a ReLU network and derive solutions
to learn the representation. Section 6 outlines experiments on compressed sensing demonstrating the
numerical convergence of the proposed algorithm, as well as comparisons with other recovery methods.
Concluding remarks are presented in Section 7.
2 Related Works
2.1 Deep learning algorithms
Our review of deep learning algorithms deals with the gradient descent approach, alternating minimization
(block coordinate descent), and the alternating direction method of multipliers (ADMM), as these
are most widely used methods with theoretical support. The back-propagation algorithm [22] and its
variants are the most popular deep learning algorithms, due to its adaptability to all types of feed-forward
neural networks. The fact that back-propagation algorithms are based on the gradient descent approach
theoretically guarantees convergence using steps of fixed step size, as long as the objective and activation
functions are continuously differentiable in terms of bounded Lipschitz continuous gradients. However,
this approach is susceptible to gradient instability and most of the methods designed to deal with this
issue necessitate setting an appropriate range of values for the updating of parameters (particularly
the learning rate). Fortunately, the problem of gradient instability has been overcome using weight
initialization [23–25], batch-normalization [26], and an adaptive learning rate and momentum for the
updating of parameters [19, 27, 28]. Other techniques that counter gradient instability are reviewed
in [29]. In practice, the large dataset used for training is usually divided into small groups referred to as
mini-batches. Stochastic gradient descent treats the sequence of mini-batch training inputs as on-line
samples from a specific stochastic process. Many stochastic gradient descent algorithms are variants
of the method proposed by Robbbins and Monro [30], which stipulates the conditions under which the
learning rate can be updated to ensure the successive convergence of on-line data to a critical point of
the objective function4. The conditions pertaining to convergence at mini-batch inputs were investigated
in [31].
The deep learning problem can be formulated in a manner that allows the application of alternating
optimization whenever a single block of variables is minimized, while the other variables remain fixed.
3 [18] gives a detailed derivation when x = x2 and any variable is bounded with lj = 0 and uj = ∞, whereas this paper
gives derivations when x = (x1,x2) and the values of lj and uj of any component xj in x
2 are set to any real numbers.
4The updating of variables at each on-line input can result in a high degree of variation in the value of the objective
function. The variance can be pragmatically reduced by performing updates at each mini-batch input.
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An outstanding review of the two-splitting and three-splitting approaches for DNN learning can be
found in [11]. The fundamental principle underlying two-splitting and three-splitting is the introduction
of auxiliary variables to separate highly-coupled DNN structures into separate sub-components and
equality constraints. The penalty method is then used to transform the constrained problem into an
un-constrained problem, in which equality constraints are replaced as penalty terms in objective function.
Below, we illustrate this approach using a three-layer DNN M3 = M3ρM2ρM1 with the following two-
splitting formulation [21,32,33] where Y and X are respectively the arrays of yi (the training outputs)










where ℓ is the loss function, ρ is the non-linear activation function, and S and T are regularization
functions. The equality constraint is approximated using the penalty method with penalty parameter γ
where the constrained problem is transformed into the following unconstrained problem:
min
V1,M1,M2
ℓ(Y,M3V2) + S(V1,V2) + T (M1,M2,M3)
+ γ(‖V1 − ρM1X‖
2
F + ‖V2 − ρM2V1‖
2
F ) (5)
The solution to (5) can be derived using the alternating minimization approach. In theory, the value
of γ must gradually increase with an increase in the number of alternating minimization iterations (5),
thereby improving approximation to the equality constraint. In practice however, the value of γ is usually







minU1,V1,M1,M2 ℓ(Y,M3V2) + S(V1,V2,U1,U2) + T (M1,M2,M3)
V1 = ρU1,V2 = ρU2
U1 = M1X, and U2 = M2V1.
(6)
The constraints are dealt with using the penalty method, as in (4). The two-splitting and three-splitting
formulations of the three-layer learning problem are easily extended to generic L-layer DNNs [20]. For
alternating minimization with penalty parameters of fixed values, convergence depends on the assump-
tions related to the loss function (cost function ℓ), regularization functions (regulators (S, T )), and the
activation function (non-linearities ρ). Recent theoretical results [11] have revealed that the sequence
derived by solving the two-splitting/three-splitting formulation would converge to a critical point of the
L-layer generalization of (5), as long as the activation functions satisfy Lipschitz continuity over any
bounded sets, the loss and regularization functions satisfy the common assumptions in DNN learning.
This analysis is based on the K L inequality [34, 35] and is strongly influenced by the work of Attouch
and Bolte [36] and Xu and Yin [37]. As reported in [11], a DNN can be learned by solving the two-
splitting/three-splitting formulation in order to avoid the problem of gradient instability. Despite the fact
that this simple scheme leads to global convergence, the solutions to two-splitting and three-splitting
formulations tend to be unstable, due to the instability inherent in the penalty method when the values
of penalty parameters are large [38]. The conditions required to achieve convergence when using a
mini-batch learning algorithm based on the alternating optimization approach are presented in [39].
The ADMM was originally proposed for convex optimization [40]. It has attracted renewed attention
due to its applicability to various machine learning and image processing problems. This approach is
easily implemented and has proven effective in optimizing sums of fairly simple but non-smooth convex
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functions as long as high accuracy is not a strict requirement [41]. The convergence of non-convex
ADMM under a 2-block linear constrain is outlined in [42]. The convergences of ADMM under multi-
block linear and multi-affine constraints are presented in [43] and [12], respectively. The DNN problem
can be formulated/approximated as a non-convex optimization problem with multi-affine constraints.
When implemented with two-splitting or three-spilitting formulations, it was demonstrated in [12] that
the ADMM can be used to solve the DNN learning problem where the primal variables are updated using
the block coordinate descent method. However, adhering to the assumptions of convergence in [12]
requires approximation of non-linear activation using a smoothing technique. Furthermore, a local linear
approximation must be applied to obtain a special block pertaining to the properties of assumptions [44].
Global convergence to critical points of DNN learning with sigmoid activation functions was demonstrated
in [45].
2.2 Augmented Lagrangian approach with simple bounds
The Lagrangian function and augmented Lagrangian function of (1)-(3) with respect to constraints {ci}
are respectively written as follows:


















where {λi} are the Lagrangian multipliers.
Let A(x) denote the m × n Jacobian of c(x) = [c1(x), · · · , cm(x)]
⊤ and let A(x)|J denote m × |J |
sub-matrix of A(x) with columns corresponding to variables (with indices) in J . Note that the simple
bounds (3) are not included in the augmented Lagrangian function. Rather, it is assumed that sequen-
tial minimization used to update the primal variables in the augmented Lagrangian approach ensures
that these constraints are always satisfied. Global convergence of the CGT-algorithm is derived for the
problem in which the following three conditions are assumed:
(AS1) Objective f(x) and constraints {ci}i are twice-continuously-differentiable for x ∈ B.
(AS2) The considered iterators {x(k)} lie within a closed, bounded domain, Ω ⊂ B.
(AS3) J denotes the variables (with indices) in x1 and the variables (with indices) in x2, such that i ∈ J
implies that variable xi is in x
1 or x2 with a value strictly in the interior of closed interval [li, ui]. The
column rank of A(x∗)|J is no smaller than m at any limit point x
∗ of sequence {x(k)}.
The augmented Lagrangian multiplier is generally executed using a bounded penalty parameter for
problems involving convex objective functions and constraints. Nonetheless, the non-convex example
in [43] demonstrates that the bounded penalty parameter is insufficient for the convergence of the
augmented Lagrangian multipliers. The CGT-algorithm derives optimal solutions for a class of problems
involving smooth objective functions and constraints, which can be non-convex. The CGT-algorithm is
a sophisticated algorithm involving a sequence of non-decreasing and unbounded penalty parameters.
The parameters in the algorithm are carefully updated when the algorithm is executed to ensure that all
limit points of convergent sub-sequences are critical points, which meet the variational inequality of the
constrained optimization problem. Additionally, the algorithm deals with Lagrangian multiplier estimates
λ(k) = [λ
(k)
1 , · · · , λ
(k)
m ]⊤ in a manner that if µ(k) converges to zero with an increase in k (corresponding
to the unbounding of penalty parameter 1
µ(k)
in (8)) when the algorithm is executed, then the product
µ(k)‖λ(k)‖ converges to zero.
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2.3 Un-rectifying point-wise piecewise linear activation functions
The un-rectifying procedure exploits the fact that continuous point-wise piecewise linear activation func-
tions partition the input space into finite number of regions by replacing an activation function with a
finite number of data-dependent equations and constraints. Demonstrated in [2] are diagonal matrices
and hyper-plane constraints where continuous point-wise piecewise linear activation functions, ReLU
and MaxLU (maxpooling following ReLU), are un-rectified. Applying un-rectifying to a ReLU/MaxLU
network reveals at least three interesting network properties. First, the input space of such a network
is partitioned into polytopes, and adding a layer to a network is equivalent to refining each partitioning
region of the network in a way that resembles tree refinement. Second, the stability measured against
small input perturbations in a very deep network is linked to the distribution of sparse/compressed
weight coefficient in the network. The third issue and main topic in this paper is the fact tht when a
network is un-rectified layer-by-layer, it can be expressed as a composition of data-dependent equations
and constraints. This allows us to revisit network learning problems from the perspective of constrained
optimization.
3 Un-rectifying ReLUs and ReLU relaxation
Under the un-rectifying approach, the ReLU function becomes a data-dependent variable, which can be
analyzed in a manner as other variables. The ReLU activation function used to map R to R+ is not used
directly. Rather, it is represented through the introduction of activation variable d with a value in {0, 1}.
Variable d can be used to indicate the activeness of the ReLU. The value of d is set to 1 when the input
is a positive scalar, and otherwise equal to 0. Relaxing the domain of the variable from discrete to a
continuous closed interval [0, 1] allows for continuous variability in activeness from 0 to 1. Below, we
demonstrate that this relaxation of activation variables does not reduce the accuracy of the solutions.
Un-rectifying ReLUs introduces an input-dependent diagonal matrix of entries {0, 1}, such that for input
x,
Dxx = ρx (9)








Dx = diag(d) with d = [di ∈ {0, 1}]i.
(10)
In other words, ρx can be equivalently expressed as Dxx where Dx satisfies (10). Input x can run a
continuum of values in the input space; however, there is a finite number of possible patterns pertaining
to the diagonal elements in Dx (no more than 2
n, where n is the dimension of x). The vector of
{0, 1}-entries in Dx can be regarded as a codeword of the polytope [46] at which the input is located.
If a ReLU network is un-rectified5, then the discrete values of activation variable d could hinder optimiza-
tion, due to the fact that the discrete domain can render a combinatorial problem for which solutions
cannot be efficiently derived. In the context of optimization, variable relaxation refers to the relaxation
of discrete variables by replacing discrete values with continuous values. This kind of relaxation can
be applied to (10), as long as the solutions to the original problem are equivalent to the problem with
relaxed variables. In the following, we demonstrate that the constraint on activation variable di ∈ {0, 1}
5Un-rectifying a ReLU network expresses the network as a finite number of data-dependent equations and constraints
by replacing ReLU functions layer-by-layer with a finite number of data-dependent equations and constraints.
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can be relaxed to closed interval [0, 1] without altering the solution for any input except the zero vector,
regardless of the conversion that is applied.
The inequalities in (10) can be converted into equations satisfying (2) through the introduction of data-
dependent slack variables, which would double the number of variables for a given input (compared to












dixi − si = 0,
(1− di)xi + ti = 0,
di ∈ {0, 1},
ti, si ≥ 0.
(11)
Slack variables ti and si are associated with component xi of input x. The constraint di ∈ {0, 1} is












dixi − si = 0,
(1− di)xi + ti = 0,
di ∈ [0, 1],
ti, si ≥ 0.
(12)






i be a feasible solution to (12), such that d
∗
i is either 0 or 1 except when
x∗i = 0.
Proof. Case x∗i < 0: From the first equation in (12) and s
∗
i ≥ 0, we deduce that d
∗
i ≤ 0. Meanwhile,
the second equation and t∗i ≥ 0 lead us to deduce that d
∗
i ∈ [0, 1]. To satisfy both, d
∗
i must equal zero.
Case x∗i > 0: From the first equation in (12) and s
∗
i ≥ 0, we deduce that d
∗
i ≥ 0. Meanwhile, the
second equation and t∗i ≥ 0 lead us to deduce that d
∗
i ≥ 1. To satisfy both, d
∗
i must equal 1.
Case x∗i = 0: d
∗
i ∈ [0, 1].

The above lemma demonstrates that the relaxation is valid. Un-rectifying involves replacing the ReLU
function with a variable in a discrete domain. Relaxation involves relaxing the domain of the variable,
which allows it to be treated as a continuous variable. This cannot be regarded as a smoothing of the
ReLU function, because most smoothing technique involve a trade-off between accuracy and computa-
tional efficiency. Lemma 1 indicates that this form of relaxation does not impose this kind of trade-off.
From another perspective, unless un-rectification and relaxation are applied to a ReLU, the status of
the function is discrete (i.e., active or in-active), with a value depending exclusively on the input of
the function. Un-rectifying and relaxing a ReLU transforms the function into a constrained continuous
variable. This provides an advantage in optimization, because the continuous variable can be optimized
in the same way as other variables, based on its most recent input and output values. This issue is
explored in Section 5.
4 Global convergence
The following theorem sketches proof of convergence pertaining to the CGT-algorithm, which asserts
that the algorithm solves (1)-(3), provided that the primal-variable update converges to a critical point
of (8) over B.
Theorem 2 . Consider objective function f(x) and constraints ci(x) on x = (x
1,x2) ∈ B, where x1
is a block of unbound variables and x2 is a block of bound variables, as defined in (1)-(3). Suppose
8
that (AS1)-(AS3) hold. Assume that the minimizer of the augmented Lagrangian function Lµ (8) is a
critical point over B of the function with fixed λ(k−1) and µ(k−1) for all k. Then, the CGT-algorithm
can be used to solve problem (1)-(3) and achieve global convergence wherein all of the limit points are
critical points of (1)-(3).
Proof. In [18] a detailed derivation is provided for the situation in which any variable lies between lj = 0
and uj = ∞ in order to simplify the exposition of convergent sub-sequences of iterators. Appendix A
presents derivations for (1)-(3), where some variables are unbounded and other variables are bounded
within any real numbers (extended to ∞) lj and uj where lj < uj. Furthermore, while we investigate
additional convergent sub-sequences of iterators other than those in [18], our proof is in line with the
derivation in [18]. 
Theorem 2 assumes that the primal variables can be updated to critical points of the augmented La-
grangian function for fixed values of dual variables. In the proposed DNN learning scheme, the primal-
variable update is derived using the alternating minimization method of l block-components:
min
wi∈Di
Lµ(w1, · · · , wl). (13)
This method generates the next iterator w(k+1) = (wk+11 , · · · , w
k+1
l ) based on the iteration in closed
convex set D = D1 × · · · × Dl where i = 1, · · · , l:




1 , · · · , w
k+1
i−1 , η, w
k
i+1, · · · , w
k
l ).
In each iteration, Lµ is minimized with respect to each “block coordinate”, which is obtained in order
from w1 to wl.
Proposition 3 (Proposition 2.7.1 in [47]). Let Lµ be bounded from below over closed convex set
D = D1 × · · · × Dl and suppose that the sub-gradients at the minimum of Lµ are taken with respect
to a block, while the other blocks are fixed. Let {w(k)} be the sequence generated using the alternating
minimization method. Every limit point {w(k)} is a critical point of Lµ at D, provided that either of the
following holds:
(i) Lµ is strictly convex in block-component i, while the other block-components are fixed over D. In
other words, for each w = (w1, · · · , wl) ∈ D and i,
Lµ(w1, · · · , wi, · · · , wl)
viewed as a function of wi obtains a unique minimum over closed convex set Di; or
(ii) Sequence {w
(k)
i }k for some i is bounded, Lµ is a continuous function, and
Lµ(w1, · · · , wi, · · · , wl)
when viewed as a function of wi (with other block-components fixed) can be used to obtain a unique
minimum over closed convex set Di.

Theorem 2 taken with Proposition 3 produces the following corollary.
Corollary 4 . Suppose that the assumptions pertaining to Theorem 2 hold, and further suppose that the
minimizer of the augmented Lagrangian function in the CGT-algorithm is derived using the alternating
optimization method in accordance Proposition 3. Then, all of the limit points derived using the CGT-
algorithm are critical points of (1)-(3).
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5 Learning un-rectified networks
The proposed learning algorithm is based on an un-rectifying procedure, in which continuous point-wise
piecewise linear activation functions are substituted layer-by-layer into a non-linear optimization problem
with a finite number of data-dependent equations and constraints. All in-equality constraints are made
equalities through the introduction of data-dependent slack variables and all activation variables of ReLUs
are relaxed to the closed interval [0, 1]. The resulting un-rectifying representation of the following L-layer
ReLU network is given in Section 5.2:
y =ML(x) = ML(ρL−1ML−1(· · · (ρ2M2(ρ1M1(x))) · · · )),
where Mn(x) = Wnx + bn, Wn ∈ R
Nn×Nn−1 are weight matrices, bn ∈ R
Nn are biases, x ∈ RN0 is
the input, and ρ(t) := max(0, t) for t ∈ R. Throughout the rest of this paper, Mnx is used as shorthand
for Mn(x).
5.1 Learning two-layer networks
To elucidate the un-rectifying procedure, we consider the regression problem used to learn a two-layer
representation M2 from N training data {(xj ∈ R
N0 ,yj ∈ R
N2)}Nj=1. By imposing the Frobenius norm













where c1 > 0 is a parameter. We un-rectify the ReLU in M2 by replacing ρ with data-dependent






F to (14) in which the value of c2 is small enough
that its effect on the solution of (14) is negligible. Including the term produces a unique closed-form
solution of variables in Dj , where Dj is defined as
DjM1xj = ρM1xj (15)
and the i-th diagonal entry of Dj is denoted as
dji =
{
1 if (M1x)i = (W1xj + b1)i > 0,
0 else.
(16)
We introduce data-dependent slack variables to convert inequality constraints derived from un-rectifying
ReLUs into equality constraints with the aim of obtaining a constrained optimization problem seeking














































dji(M1xj)i − sji = 0,
(1− dji)(M1xj)i + tji = 0,
dji ∈ [0, 1],
tji, sji ≥ 0.
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In accordance with the three-splitting approach, the introduction of data-dependent vectors uj = [uji]i =

































Seek for W1,b1,W2,b2, {dji}, {uji}, {vji}, {sji}, {tji} that is a local minimizer to
∑
j ‖yj −M2vj‖



































djiuji − sji = 0,
(1− dji)uji + tji = 0,
dji ∈ [0, 1],
tj,i, sj,i ≥ 0.
With an exclusive focus on the equality constraints in (P2), we formulate the augmented Lagrangian
function of (P2) to be analyzed using the CGT-algorithm. The primal variables include unbounded
variables (W2, b2, W1, b1, {uji}, {vji}) and simple bounded variables ({tj,i ≥ 0}, {sj,i ≥ 0}, {dj,i ∈
[0, 1]}). As demonstrated in the Appendix B, the primal variables (unbounded and simple bounded
variables) can be updated efficiently in (reverse) from layer two to layer one. The primal variables
are alternatively updated to reach a local minimum of the augmented Lagrangian function when dual
variables are fixed. This conclusion is a consequence of Proposition 3, since a unique minimizer can
be derived for the updating of any primal variable. This is evidenced by the fact that the augmented
Lagrangian function is a strongly quadratic convex function when viewed as a function of any of the
above variables with the other variables fixed.
The objective function and equality constraints in (P2) are twice-continuously-differentiable functions.
Thus, (AS1) holds. (AS2) is a pragmatic assumption based on the fact that the iterators must be
bounded in practice when an algorithm is executed. The size of Jacobian matrix of (P2) is J1× J2 with
J2 > J1 everywhere, where J1 = 4NN1 is the number of equality constraints and J2 is the number of
primal variables, which is 5NN1+N0N1+N1N2+N1+N2
6. Directly from Corollary 4, we obtain the
following conclusion:
Corollary 5 . Suppose that (AS3) holds with any limit x∗7 when (P2) is solved using the CGT-algorithm.
Then, the two-layer ReLU-regression problem (P2) can be solved using the augmented Lagrangian
approach with global convergence using the CGT-algorithm, in which the updating of primal variables is
conducted using the alternating minimization method where the variables are updated in reverse order
from layer two to layer one.
5.2 Learning L-layer networks
We streamlined the derivation by resolving the general L-layer regression problem as in the two-layer
case. We consider the regression problem for learning an L-layer ReLU network ML : R
N0 → RNL from
{(xj ,yj)|xj ∈ R
N0 ,yj ∈ R
NL}Nj=1 input data in which
MLx = WLρ(WL−1 · · · (W2ρ(W1x+ b1) + b2) + · · · ) + bL
where ρs are the ReLU activation functions and Mix = Wix + bi with Wi ∈ R
Ni×Ni−1 . After ρs are un-
rectified by the introduction of data-dependent diagonal matrices {D1j , · · · ,D
L
j } and constraints for input xj ,
6j and i in (P2) runs from 1 to N (the number of training data) and 1 to N1 (the number of rows in W1). The sizes
of W1, W2, b1, and b2 are N1 ×N0, N2 ×N1, N1 and N2, respectively
7This means that the rank of the Jacobian matrix A(x∗)|J is 4NN1, where J refers to the indices of unbound variables
and bound variables, whose limits are not in the bounds, N is the number of training data, and N1 is the number of ReLUs
in M2.
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where j is data index (j = 1, · · · , N), k is layer index (k = 1, · · · , L − 1), i is layer-dependent (i = 1, · · · , Nk),
c2 is a very small value (introduced so that the unique solution to {dji} can be efficiently derived), and D
k
j =
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j are introduced. The above problem can now be expressed as the search for {Wk}k,
{bk}k, {D
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Analogous to the two-layer case, the augmented Lagrangian function that can be analyzed using the CGT-
algorithm is obtained from the objective function and the equality constraints. The primal variables include




ji}) and simple bounded variables ({t
k
j,i ≥ 0}, {s
k
j,i ≥ 0}, {d
k
j,i ∈ [0, 1]}).
As demonstrated in Appendix C, the primal variables can be efficiently updated in reverse order from later layers
to earlier layers. The primal variables are alternatively updated to reach a local minimum of the augmented
Lagrangian function in which the dual variables are fixed. This conclusion is a consequence of Proposition 3, since
unique minimizer can be derived for the updating of any primal variable. This is evidenced by the fact that the
augmented Lagrangian function is a strongly quadratic convex function when viewed as a function of any of the
above variables with the other variables fixed.
The objective function and equality constraints in (PL) are twice-continuously-differentiable functions. Thus,
(AS1) holds. (AS2) is a pragmatic assumption based on the fact that the iterators must be bounded in practice
when an optimization algorithm is executed. Analogous to the two-layer case, global convergence in learning L-layer
ReLU networks using the CGT-algorithm can be achieved as long as the rank of the Jacobian matrix at x∗ satisfies
(AS3), where x∗ is a limit point when (PL) is solved using the CGT-algorithm. The size of Jacobian matrix for
(PL) is J1 × J2 with J2 > J1 everywhere, where J1 = 4(L− 1)N
∑L−1
l=1 Nl is the number of equality constraints







The following conclusion follows from Corollary 4:
Corollary 6 . Suppose that (AS3) holds with limit x∗ and the rank of the Jacobian matrix A(x∗)|J is 4(L −
1)N
∑L−1
l=1 Nl, where J refers to the indices of unbound variables and bound variables whose limits are not in the
bounds, N is the number of training data, and
∑L−1
l=1 Nl is the number of ReLUs in ML. The L-layer ReLU-
regression problem (PL) can then be solved using the augmented Lagrangian approach with global convergence
using the CGT-algorithm, in which updating of the primal variable is conducted using the alternating minimization
method with variables updated in reverse order from layer L to layer 1.
The CGT-algorithm for (PL) is presented in Algorithm 1. The algorithm learns an optimal L-layer representation
from the data by solving the constrained optimization problem derived using the un-rectifying method.
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Algorithm 1: CGT-algorithm solving (PL)
1: INPUT: the number of layers, L; the training data {(xj ∈ R
N0 ,yj ∈ R
NL)}Nj=1 ; parameters c1











(0) = 0} ∪ {(µl2ji)
(0) = 0}} ∪ {(µl3ji)
(0) = 0} ∪ {(µl4ji)
(0) = 0}} (the Lagrangian
multipliers of equality constraints in (PL)) where j = 1, · · · , N ; l = 1, · · · , L− 1; and i is
layer-dependent with i = 1, · · · , Nl; and stopping conditions ω
∗ and η∗, and Iter (the maximum
number of iterations).
2: Let α denote primal variables and let c denote the vector of all equality constraints in (PL).
3: Set k = 0, ω0 = ω
(0) = 1, η0 = η
(0) = 1, and τ = 0.01, as suggested in [18].
4: repeat
5: repeat






8: if ‖c(α(k))‖ ≤ η(k) then









l with l = 1, · · · , L.
12: end if
13: [Update dual variables by using (17)].
14: ρ(k+1) = ρ(k); β = min((ρ(k+1))−1, 0.1); ω(k+1) = ω(k)β; η(k+1) = η(k)β0.9.
15: else
16: [Reduce the penalty parameter ρ−1 (or increase ρ) ].
17: (ρ(k+1))−1 = τ(ρ(k))−1.
18: µ̄(k+1) = µ̄(k); β = min((ρ(k+1))−1, 0.1).




21: Increase k by one.
22: until k ≥ Iter
Remark 1. The value of ρ(k) is a non-decreasing function of k. The updating of dual variables of


























































Remark 2.The initial values are as follows: ρ1 and ρ2 (1), ρ3 and ρ4 (100), c1 (0.001), and c2
(10−6).
6 Compressed sensing recovery and experiments
Compressed sensing (CS) theory dictates that a signal exhibiting sparsity in some transform domain can with
high probability be reconstructed from far fewer measurements. CS has shown considerable promise in a variety
of applications, including but not limited to low-cost on-sensor image acquisition, wireless tele-monitoring, and
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accelerating magnetic resonance imaging.
For a given m× n sensing matrix A in which m < n and measurement y ∈ Rm, the compressed sensing recovery
problem involves recovering the sparsest signal x ∈ Rn by solving the following optimization problem:
{
minx ‖x‖0
‖y −Ax‖22 ≤ ǫ
(18)
where ǫ > 0 is a given parameter. This is an ill-posed inverse problem, as n > m, where the CS ratio is defined
as m
n
. Theoretically it is possible to develop algorithms capable of deriving a solution to (18); however, the
actual solution process comprises numerous updating iterations. Each update solves an optimization sub-problem
typically involving matrix-matrix multiplication and matrix inversion operations. This can hamper applications
using devices with limited computing resources and the optimizations of large-scale systems. Deep neural networks
(DNNs) provide an alternative perspective by which to overcome these difficulties. Instead of solving the problem
using an inverse method, DNN-based CS recovery algorithms forwardly infer sparse vectors by learning the inverse
mapping from Rm to Rn.
In the current study, we adopted the approach proposed in [48] in which a DNN learns a deep (fully-connected)
ReLU network mapping sparse vectors from measurements. Our training data is (A+Y,X) where X is the array
with sparse vectors in columns, A+ is the pseudo-inverse of A, AA+ = I, and arrays Y and X are related to




ML is un-rectified, formulated as (PL), and then learned using Algorithm 1. In testing, the vector of y with
respect to A is obtained via forward-inference using
x̂ =MLA
+y. (20)
We conducted a series of experiments applying the proposed scheme to the MNIST dataset and natural images.
The performance of the proposed scheme was compared with that of the Adam optimizer (Matlab builtin function
trainNetwork), which is a state-of-the-art implementation of the back-propagation algorithm. We also assessed
the block-coordinate-descent method (BCD), which optimizes the three-splitting formulation [11] of DNN learn-
ing 8. All of the algorithms learnt an eight-layer ReLU network,M8, using the same sets of training data and the
same set of testing data.
6.1 Initialization phase
Learning a ReLU network is a non-convex optimization problem. This means that the (local) optimal solution
produced by a learning algorithm is subject to the initial weights of the network. The initial weights are typically
obtained via sampling from an independently identically distributed (i.i.d) zero-mean Gaussian random variable
of a given variance. In order to have a fair basis for comparison, we began by conducting experiments aimed at
determining the variance of an i.i.d. zero-mean Gaussian random variable for initial weights that work well with
all the selected methods. This was achieved using the following simulation:
Let Y ∈ R784×60,000 denote the output of a two-layer ReLU network using the MNIST dataset as an input. Let
X ∈ R784×60,000 denote the input and let σ denote the ReLU activation functions. Note that Y = W̄2σW̄1X ,
where W̄1 ∈ R
784×784 and W̄2 ∈ R
784×784 are Gaussian matrices. Each element in a matrix was sampled from
an i.i.d. Gaussian random variable with the mean set at zero and standard deviation set at one. A six-layer ReLU
network M6 with weight matrices Wi ∈ R
784×784 is then learned from the objective ‖X −M6Y ‖
2
F , where the
training input is Y and output is X . Note that regularization terms specific to each learning method were added
to the objective to optimize respective learning performance. We then compared the performance of the networks
that emerged when the initial weights were sampled from the i.i.d. zero-mean Gaussian random variable with the
standard deviation of the weights set at 0.1, 0.05 [23, 49], and 0.01, respectively. The BCD was run using the
default settings and the Adam optimizer was run with the learning rate set at 0.001. The networks were learned
using batch data.
8The code of BCD is publicly available at “https://github.com/timlautk/BCD-for-DNNs-PyTorch”
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Figure 1 compares the perceptual quality of reconstruction of an image from the MNIST dataset. As shown in
the figure, only the images with the standard deviation set at 0.01 are recognizable, regardless of the learning
method. The proposed scheme was less susceptible to the initial weights than were the other methods. Figure 2
compares the performances of the methods in terms of average mean squared error (MSE) in the reconstructed
images versus the number of epochs (iterations). As shown in the figure, only the proposed un-rectifying method
was robust to the initial standard derivation of the weights, wherein the performance curves decreased smoothly
to less than 0.02 average MSE per pixel when the number of iterations exceeded 100. However, when the initial
standard derivation was set at 0.01, the average MSE decreased gradually with an increase in the number of
iterations (bottom row of Figure 2). Setting standard deviation to 0.01 yielded satisfactory results, regardless of
which method was employed.
The following experiment in image classification involved learning a network capable of predicting a number
from an input image. We employed the one-hot encoding method to encode images of digits (from 0 to 9)
in the MNIST dataset. For instance, an image of the digit 1 is the input and the one-hot encoding output is
[0, 1, 0, 0, 0, 0, 0, 0, 0, 0]⊤. Likewise, an image of the digit 9 is represented as the one-hot encoding output of
[0, 0, 0, 0, 0, 0, 0, 0, 0, 1]⊤. We let X denote the input vectors of the MNIST dataset and Y denote the output
one-hot vectors. A six-layer ReLU network M6 learns (X,Y ) by minimizing ‖Y − M6X‖
2
F with additional
regularization terms, depending on which learning method is adopted. The dimensions of W1 to W5 were set at
784×784 and W6 was set at 10×784. The initial weights of Wi were Gaussian matrices of i.i.d. Gaussian random
variables with zero means and initial standard deviations set at 0.1, 0.05, and 0.01, respectively. The initial biases
of affine mappings were set at 0.
If the locations of the maximum values between the output of a network and the desired one-hot encoding of an
input are matched, then the input is correctly classified and the accuracy is set at 1; otherwise, it is misclassified
and the accuracy is set at zero. The accuracy of a network is determined by averaging the accuracy of the network
with respect to input vectors. Figure 3 presents the average accuracy of networks derived using various numbers of
epochs (iterations) and initial weights. From Figures 1,2, and 3, we conclude that the robustness of the proposed
un-rectifying method to the initial weight setting is superior to that of other methods. Setting standard deviation
to 0.01 yielded satisfactory results, regardless of which method was employed.
6.2 Compressed sensing recovery experiments
We compared eight-layer ReLU networks (denoted as M8) derived using various learning methods in terms of
compressed sensing recovery performance. The networks were learned using the Adam optimizer, BCD, and
un-rectify methods using the same initial weights, the same number of epochs, and mini-batches of the same size.
6.2.1 CS recovery using MNIST dataset
Experiments were performed using the MNIST dataset. MNIST images (28×28 in pixel) were arranged as vectors
(784× 1). Note that the average non-zero coefficient of images in MNIST is roughly 180. The number of training
data in MNIST is 60, 000 and the number of testing data in MNIST is 10, 000. Let the sensing matrix A ∈ Rm×n
be a Gaussian random matrix with elements sampled from i.i.d. Gaussian random variables with zero mean and
variance 1
m
. Here, n is set at 784 and the value of m varies (10, 25, 100, 200, 300, 400, 500, or 750). If the
vector of MNIST is denoted as x, then y ∈ Rm×1 is the measurement obtained via y = Ax. The MSE between
x and x̄ is used as a performance metric in assessing the images derived using the un-rectify method (using the
CGT-algorithmthat solves problem (PL)), the BCD method [11], and the back-propagation (BP) method with
the Adam optimizer. All of the networks learned using these methods had the same architecture (i.e., eight-layer
ReLU networks). The sizes of each weight matrix W and bias b were 784× 784 and 784× 1, respectively. The
number of learning epochs was set at 100 and the mini-batch size was set at 6, 000. The initial weights were
obtained from i.i.d. Gaussian random variables with standard deviation of 0.01, the value of which was derived
from the results presented in Figures 1,2, and 3. Figure 4 compares reconstruction errors in terms of MSE versus
the CS ratio for the recovery of MNIST testing data. All of the methods yielded satisfactory results; however, the
proposed un-rectifying method was superior in all values of CS ratio. Figure 5 compares the perceptual quality
of the reconstructed images, with the original image displayed in the top row of Figure 1. Consistent with the
numerical results shown in Figure 4, the visual quality of the reconstructed images improved with an increase in
the number of measurement. When the CS ratio fell below 25% (corresponding to m = 200), the Adam optimizer
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(a) Adam (b) BCD (c) Proposed
Figure 1: Comparison of image recovery performance based on reconstruction results obtained using
(a) Adam, (b) BCD, and (c) proposed methods with learning rate of Adam optimizer set at 0.001,
parameters of BCD set at defaults, and the initial settings of the proposed method set according to
Remark 2 in Algorithm 1. (first row): the original image; standard deviations of (second row) 0.1, (third
row) 0.05, and (fourth row) 0.01.
and the proposed un-rectifying methods achieved perceptual quality superior to that of the BCD. Nonetheless, at
a CS ratio 25% and higher, all three methods yielded images of consistent perceptual quality.
6.2.2 CS recovery using natural images
In this experiment, natural images were used for CS recovery. The 91 images in [50] were used for training 9.
Patches (32× 32 pixels) were extracted from the luminance components of the images using a stride of 4 in each
9The images are publicly available from “SRCNN-Tensorflow/Train at master · tegg89/SRCNN-Tensorflow-GitHub”
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(a) Adam (b) BCD (c) Proposed
Figure 2: Comparison of image recovery performance of (a) Adam, (b) BCD, and (c) proposed methods
in terms of average MSE with learning rate of Adam optimizer set at 0.001, parameters of BCD set at
defaults, and initial settings of the proposed method set according to Remark 2 in Algorithm 1. Standard
deviation of initial weights set at (top row) 0.1, (middle row) 0.05, and (bottom row) 0.01. The Adam
method presents fluctuations after 40 iterations with standard deviation set at 0.1. The BCD method
does not decrease smoothly as the number of iterations increases with standard deviations 0.1 and 0.05.
There is a large error in the top curve in (b) after 40 iterations. With the standard deviation set at 0.05,
the results of all methods were acceptable.
dimension. The total number of training patches was 117, 242. The 11 images in Set11 were used for testing.
58, 523 testing patches were obtained in a manner similar to that used in the extraction of training patches.
A ∈ Rm×n is a Gaussian random matrix with elements sampled from i.i.d. Gaussian random variables with zero
mean and variance 1
m
. n was set at 1024 and the value of m varied (10, 40, 102, 256, 409, or 512). Note that
these values correspond to CS ratio of 1%, 4%, 10%, 25%, 40%, and 50%, respectively. If the vector of the image
patch is x and the sensing matrix is A, then y ∈ Rm×1 is the measurement obtained via y = Ax. Let X and
Y denote the sets of training patches and their respective measurements. The learning algorithms included in
this comparison were the Adam optimizer, BCD, and proposed un-rectifying method. Eight-layer ReLU networks
using Y as the input and X as the desired output were learned. The sizes of the weight matrices Wi and bias
bi were set at 1024 × 1024 and 1024 × 1, respectively. The number of epochs was set at 200. The mini-batch
size was set at 512. The initial weights used in all of the networks were sampled from i.i.d. Gaussian random
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(a) Adam (b) BCD (c) Proposed
Figure 3: Comparison of average accuracy of (a) Adam, (b) BCD, and (c) proposed methods in classifying
datasets from MNIST with learning rate of Adam optimizer set 0.001, parameters of BCD set at defaults,
and initial settings of proposed method set according to Remark 2 in Algorithm 1. Standard deviation of
initial weights set at (top row) 0.1, (middle row) 0.05, and (bottom row) 0.01. The accuracy of Adam
and BCD is low at a standard deviation of 0.1. The BCD does not smoothly increase with an increase
in the number of iterations with standard deviation set at 0.05. With standard deviation set at 0.01, the
results of all methods were acceptable.
variables with zero mean and standard deviation of 0.01. The initial bias values of all affine mappings were set to
zero. Reconstructed (testing) images were obtained by averaging the overlapped patches and then measuring the
average peak-to-noise ratio (PSNR) and structural similarity index measure (SSIM). Tables 1 and 2 respectively
list the average PSNR and SSIM of images reconstructed using the three methods with various CS ratios. The
best performance for each CS ratio is highlighted in bold. The proposed un-rectifying method achieved the best
performance in terms of PSNR and SSIM, regardless of CS ratio. Figure 6 presents images (Barbara, House,
and Parrot) reconstructed with the CS ratio set at 10% and 50%. The perceptual quality matches the results of
Tables 1 and 2. Overall, the proposed method (CS ratio = 50%) preserved more of the details, while providing
shaper edges. The perceptual quality of the BCD and proposed methods were roughly the same at a CS ratio of
10%.
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Figure 4: Comparison of average MSE (per pixel) from MNIST testing images versus CS ratio for
compressed sensing recovery problem with learning rate of Adam optimizer at 0.001, parameters in BCD
set at default values, and initial settings of proposed method set according to Remark 2 in Algorithm 1.
All MSE values decreased gradually as the CS ratio increased.




1% 4% 10% 25% 40% 50%
Adam 19.81 23.63 24.64 25.80 25.70 25.89
BCD 19.51 22.86 25.93 29.02 26.89 26.87
Proposed 19.93 23.69 26.12 30.38 33.83 35.91
7 Conclusions
This paper demonstrates that the deep learning problem with a twice-continuously-differentiable objective function
can be solved using the augmented Lagrangian approach, based on the algorithm developed by Conn, Could, and
Toint. Note that this conclusion cannot be derived directly, due to the fact that ReLUs are not differentiable
functions. Un-rectifying a ReLU network makes it possible to formulate a learning problem as a twice-continuously-
differentiable non-convex optimization problem with twice-continuously-differentiable data-dependent constraints
. For this problem, activation variables corresponding to un-rectifying ReLUs are relaxed to data-dependent
variables within domains confined to closed segments. We demonstrate that un-rectifying networks can converge
to local optima when the updating of primal variables is subjected to alternating minimization. We compared
the performance of the proposed scheme with other state-of-the-art deep learning methods commonly applied to
compressed sensing recovery. In experiments, the proposed scheme demonstrated superior robustness to the initial
weight matrices and achieved performance superior to that of other state-of-the-art methods. In this paper, we
applied the proposed optimization method to learning ReLU networks; however, this method could theoretically be
applied to any network comprising continuous, point-wise, piecewise linear activation functions. Our theoretical
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(a) BCD (b) Adam (c) Proposed
Figure 5: Comparison of reconstructed image quality of original image in Figure 1 provided by (a) BCD,
(b) Adam, and (c) proposed methods with learning rate of Adam optimizer set at 0.001, parameters
in BCD set at default values, and initial settings of proposed method set according to Remark 2 in
Algorithm 1: m values of (first row) 10, (second row) 25, (third row) 100, and (fourth row) 200.
results assume a batch input. The question of whether theoretical results could be derived using mini-batch inputs
is a subject worthy of further study. Applying the un-rectifying technique to problems of classification may be
another worthwhile avenue of inquiry.
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A Proof of Theorem 2
This appendix outlines the method used to obtain the conclusion for Theorem 2. The following analysis uses
many symbols that are self-contained. Despite efforts to avoid overloading the manuscript with notation, a certain
number was unavoidable.
Recall that we consider the problem of finding a local minimizer of the function
f(x1,x2) : Rn → R, where x1 ∈ Rn1 and x2 ∈ Rn2 (21)
where n = n1 + n2, x
1 and (x1,x2) are required to satisfy
cj(x
1,x2) = 0, 1 ≤ j ≤ m, (22)
where there is no constraint on x1, and any component xi of x
2 is required to satisfy the simple bounds for ui > li
where li ∈ R and ui ∈ R ∪ {∞} and
li ≤ xi ≤ ui. (23)
Note that B denote the convex set of x = (x1,x2) wherein x2 satisfies (23).
A.1 Machinery and notation








li if xi is a component of x
2 and xi ≤ li,
ui if xi is a component of x
2 and xi ≥ ui,
xi otherwise
and











vi if xi is a component of x
1,
vi if li < xi − vi < ui, xi is a component of x
2,
xi − li if xi − vi ≤ li, xi is a a component of x
2,




To clarify (24), we provide the following intuitive interpretation, which can be related to the variational inequality
in situations where P(x,v) = 0: v can be regarded as the gradient of a continuous function, such that x − v
can be regarded as the next iterator. For any sub-sequence of (P(x(k),v(k)))i (i.e., the i-th sub-component)
convergent to zero, the corresponding sub-sequence of x
(k)
i is convergent to either a boundary point (li or ui) or
an interior point of B, where the i-th sub-component of the gradient at the point is zero.
The Lagrangian function and augmented Lagrangian function of problem (21)-(23) with respect to constraints ci
(where λi are Lagrangian multipliers) can respectively be written as follows:


















Note that we do not include the simple bounds (23) in the augmented Lagrangian function. Instead, we seek to
ensure that these constraints are always satisfied in the sequential minimization of primal variables. If we denote
λ = [λ1, . . . , λm]
⊤, c(x) = [c1(x), . . . , cm(x)]
⊤, and let
λ̄ = λ+ c(x)/µ, (27)
then





Let the iterators {x(k) ∈ B}, in which li ≤ x
(k)
i ≤ ui hold for xi ∈ x
2, and let {λ(k) ∈ Rm} be the sequence of
Lagrangian multipliers and {µ(k) > 0} be a sequence of positive scalars. For any function F in this section, we

















∗, λ∗))i(xi − li) ≥ 0 or
(∇xLµ(x
∗, λ∗))i(xi − ui) ≥ 0 for xi ∈ [li, ui],
(30)
Then, we have three possibilities for any component xi of x
2: for x(k), λ(k), and µ(k),
(i) 0 ≤ x
(k)





µ )i ≤ x
(k)
i − ui ≤ 0, or (32)
(iii) x
(k)
i − ui < (∇xL
(k)
µ )i < x
(k)
i − li. (33)
For any component xi of x
2 in case (i), we apply (24) to obtain
(P(x(k),∇xL
(k)
µ )n1+i = x
(k)
i − li. (34)
In case (ii), we obtain
(P(x(k),∇xL
(k)
µ )n1+i = x
(k)
i − ui, (35)
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and in case (iii), we obtain
(P(x(k),∇xL
(k)
µ )n1+i = (∇xL
(k)
µ )n1+i. (36)
For any component xi of x
1 we apply (24) to obtain
(P(x(k),∇xL
(k)
µ )i = (∇xL
(k)
µ )i. (37)
Furthermore, if there is a convergent sequence {x(k), k ∈ K}, with limit point x∗, then for any component xi of
x, x
(k)
i , all k ∈ K of sufficiently large can be partitioned into the following sets related to the three possibilities












































i meets (iii) and (36)












i meets (iii) and (36)




i meets (iii) and (36)
with x∗i = ui where xi is a component of x
2},
I4 = indices of components of x
2 others than any of the above.
(38)
In the above, I0 denotes the indices of variables in x
1. I1, I3l, and I3u comprise the indices of variables in x
2
meeting (iii) and respectively converge to the interior of B, the lower bound, and the upper bound. Occasionally,
for the sake of convenience, we abuse the notation by referring to elements in Ii as variables rather than indices
of variables. For instance, I2l and I2u are made up of variables in x
2 that respectively meet (i) and (ii), when k
is sufficiently large. The following result is derived by selecting the iterates in a manner where P(x(k),∇xL
(k)
µ )
approaches zero with an increase in k ∈ K.
Lemma 7 . Suppose that {x(k), k ∈ K} is a convergent sequence with limit point x∗ and P(x(k),∇xL
(k)
µ )
approaches zero with an increase in k ∈ K.
(i) The variables (with indices) in I2l, I2u, I3l, and I3u all converge to their bounds.
(ii) The components of ∇xL
(k)
µ (with indices) in I0, I1, I3l, and I3u converge to zero.
(iii) There must be a subsequence of I4 that converges to one of their bounds. If a component of ∇xL
(k)
µ (with
index) in I4 converges to a finite limit, then the limit is zero.
Proof. (i) The result is true for variables in I2l and I2u as respectively derived from (34) and (35). By definition,
it is true for variables in I3l and I3u.
(ii) The result for variables in I0 follows from (37) and is therefore true. The results for variables in I1, I3l, and
I3u follow from (36).
(iii) For variables in I4, from (34), (35),(36), and ui > li, there must be a subsequence of I4 that converges to
either ui or li. The assertion is obviously true for a subsequence converging to an interior point of the interval.
Thus, we suppose that x∗i = li, and the sub-sequence converging to the other bound can be derived in a similar
manner. There must be an infinite subsequence of k ∈ K where (33) holds. Following from (36) and the fact that
P(x(k),∇xL
(k)
µ ) approaches zero, it would follow that ∇xL
(k)
µ converges to zero with an increase in k ∈ K. 
Recall that A(x) denotes the m× n Jacobian of c(x) = [c1(x), . . . , cm(x)]
⊤ and J = I0 ∪ I1 (xi is in x
1 or is in
x2 with the value strictly in the interior of closed interval [li, ui]). Let ñ denote the size of J . We use notation
A(x)|J to denote the m× ñ sub-matrix of A(x) with columns corresponding to variables (with indices) in J and
use notation ∇f(x)|J ∈ R
ñ to denote the sub-vector of ∇f(x) with components indexed in J .
For x ∈ B, we can obtain the least-square Lagrangian multiplier estimate λ̂(x) by taking the partial derivative
of Lagrangian function L (i.e., (25)) with respect to variables in J and then set the result to zero to derive the
following estimate of the Lagrangian multiplier:





+ = (A(x)|J )
⊤[A(x)|J (A(x)|J )
⊤]−1.
A.2 Analysis of convergence
The following lemma demonstrates that the CGT-algorithm deals with the sequences of Lagrangian multiplier λ(k)
in a manner where µ(k)‖λ(k)‖ → 0 when k →∞.
Lemma 8 . (Lemma 4.2 in [18]) Suppose that µ(k) → 0 when the CGT-algorithm is executed. Then the product
µ(k)‖λ(k)‖ → 0.
The following two lemmas are required to support the proof of Theorem 2.
Lemma 9 . (Lemma 4.3 in [18]) Suppose that (AS1)-(AS3) hold and further suppose that {x(k) ∈ B, k ∈ K} is




µ )‖2 ≤ ω
(k) (40)




(i) We have constant a2 > 0 and integral k0, such that for all k ≥ k0 and k ∈ K
‖λ̂(x(k))− λ̂(x∗)‖2 ≤ a2‖x
(k) − x∗‖2. (41)
(ii) We also have positive constants a1, a2, and integer k0, such that for all k ≥ k0, k ∈ K,
‖λ̄(k) − λ̂(x∗)‖2 ≤ a1ω
(k) + a2‖x
(k) − x∗‖2, (42)




∗, λ̂(x∗))→ 0 as k ∈ K increases.
(iv) In addition, suppose that {µ(k), k ∈ K} forms a non-increasing sequence of positive scalars, µ(k) → 0, and
µ(k)λ(k) → 0 as k ∈ K increases. Then, we obtain positive constants a1, a2, and integer k0, such that for k ≥ k0,





(k) − x∗‖2 + ‖λ
(k) − λ̂(x∗)‖2). (43)
Therefore, ci(x
∗) = 0 as ci is a continuous function.
Proof. See Section A.3.

Lemma 10 . Suppose that the assumptions of Lemma 9 hold and further suppose that c(x∗) = 0. Then,
x∗ is a critical point (holding the Karush-Kuhn-Tucker (KKT) condition) for (21)-(23) and λ∗ = λ̂(x∗) is the
corresponding vector of Lagrangian multipliers.
Proof. See Section A.3. 
We are now ready to prove Theorem 2.
Proof. The CGT-algorithm guarantees that when k increases, {µ(k)} and {ω(k)} are non-increasing sequences of
positive scalars and ω(k) → 0 and µ(k) → 0. The algorithm also guarantees that sequence {µ(k)‖λ(k)‖, k ∈ K}
converges to zero as k ∈ K increases (Lemma 4.2 in [18]); therefore, µ(k)λ(k) → 0. In accordance with Lemma
9(iv) and Lemma 10, we obtain ci(x
(k))→ 0 and ci(x
∗) = 0 and x∗ is a critical point for (21)-(23).
Finally, we need to demonstrate that (40) holds for any k, provided that the minimizers of the augmented
Lagrangian function ∇Lµ(k)(x
(k), λ(k)) are critical points with fixed µ(k) and λ(k) for all k. Without a loss of
the generality, we suppose that the critical point x(k) ∈ B is a limit point of the sequence {z(l) ∈ B} with
z(0) = x(k−1) ∈ B. This means that the sequence of the i-th component {z
(l)







i ≥ li) → li, (z
(l)
i ≤ ui) → ui, or (∇Lµ(k−1)(z
(l), λ(k−1)))i → 0. In accordance with (34) to (37), as l
increases,
‖P(z(l),∇Lµ(k−1)(z
(l), λ(k−1)))‖ → 0. (44)
There exists l0 (depending on ω
(k−1)), such that l ≥ l0 and
‖P(z(l),∇Lµ(k−1)(z
(l), λ(k−1)))‖ ≤ ω(k−1). (45)
This completes the proof of Theorem 2.

A.3 Proofs of Lemmas 9 and 10
A.3.1 Proof of Lemma 9
We show parts (iii) and (iv). Proofs of the other parts can be found in [18].





=‖∇f(x(k)) +A(x(k))λ̄(k) − [∇f(x∗) +A(x∗)λ̂(x∗)]‖
≤‖∇f(x(k))−∇f(x∗)‖ + ‖A(x∗)‖‖λ̄(k) − λ̂(x∗)‖
+‖A(x(k))−A(x∗)‖‖λ̄(k)‖ → 0.
The conclusion follows from (i) and (ii) and A(x(k)) → A(x∗) when k ∈ K is sufficiently large, due to the fact
that A(x) is continuous, the derivation of which is based on (AS1) for x ∈ B.
(iv) From (27), we have
c(x(k)) =µ(k)(λ̄(k) − λ(k))
=µ(k)[λ̄(k) − λ̂(x∗) + (λ̂(x∗)− λ(k))].
Using (ii) for all k ≥ k0 and k ∈ K, we obtain
‖c(x(k))‖ ≤ µ(k)(a1ω
(k) + a2‖x
(k) − x∗‖+ ‖λ(k) − λ̂(x∗)‖).
Following the assumptions that ω(k) → 0 and x(k) → x∗, a1ω
(k)+a2‖x
(k)−x∗‖ → 0 for sufficiently large k ∈ K.
(AS3) guarantees that µ(k) → 0, µ(k)λ(k) → 0, and λ̂(x∗) is well-defined. This implies that µ(k)(λ(k)− λ̂(x∗))→
0. Therefore, µ(k)‖λ(k) − λ(x∗)‖ → 0. Thus, we conclude that c(x(k))→ 0. In addition, c(x(k))→ c(x∗) = 0 as
each ci is a continuous function and x
(k) → x∗.
A.3.2 Proof of Lemma 10
In accordance with Lemma 9(ii), sequence {λ̄(k)} converges to λ̂(x∗) as k ∈ K increases. Let λ∗ denote λ̂(x∗).
We show that x∗ and λ∗ satisfy the KKT conditions by considering variables in sets I0−I4 on a case-by-case basis.
In the following, the Lagrangian multipliers γi,l ≥ 0 and γi,u ≥ 0 are respectively associated with the constraints
(li − xi) ≤ 0 and (xi − ui) ≤ 0 for variable xi in x
2. In addition to c(x∗) = 0, other KKT conditions for I0 − I4
are derived as follows:
Case 1. I0: i ∈ I0 indicates that xi is in x
1. From (37), Lemma 7(ii), and Lemma 9(iii), we can conclude that
x∗ and λ∗ satisfy
0 = (∇xL(x
∗, λ∗))i.
Case 2. I1: i ∈ I1 indicates that xi is in x
2 where x∗ resides within B. The fact that (36) holds indicates that
there exists k0 such that all k ≥ k0, k ∈ K, and li < x
(k)
i < ui. The constraints (li−x
(k)
i ) ≤ 0 and (x
(k)
i −ui) ≤ 0
28
are inactive; therefore, γ∗i,l = 0 and γ
∗





Case 3. I3u and I3l: We consider the case where xi is a component of x
2 and i ∈ I3u (the case where i ∈ I3l
can be derived using a similar method and is therefore omitted for brevity). In accordance with Lemma 7(i), there
exists k0 such that all k ≥ k0, k ∈ K, and x
(k)
i > li. Constraint x
(k)
i ≥ li is inactive; therefore, γ
∗
i,l = 0. The













i − ui). (46)












i − ui) = 0,
γ∗i,u ≥ 0.
The complementary slackness condition γ∗i,u(x
∗
i − ui) = 0 holds, based on the definition of i ∈ I3u, which implies
that x∗i − ui = 0. (∇xL(x
∗, λ∗))i = 0 and γ
∗
i,u = 0 can be derived from (36), Lemma 7(ii), and Lemma 9(iii).
Case 4. I2l: According to Lemma 7(i) and (34), there exists k0 such that for all k ≥ k0, k ∈ K, xi ≤ ui is











i,l (li − x
(k)
i ). (47)












i ) = 0,
γ∗i,l ≥ 0.
(48)
Complementary slackness holds, due to Lemma 7(i) where li − x
∗
i = 0. Based on (31) and Lemma 9(iii),
(∇xL(x
∗, λ∗))i ≥ x
∗
i − li = 0. Thus, γ
∗
i,l ≥ 0 and 0 = (∇xL(x
∗, λ∗))i − γ
∗
i,l.
Case 5. I2u: Based on Lemma 7(i) and (35), there exists k0 such that for all k ≥ k0, k ∈ K, and x
(k)
i ≥ li is













i − ui). (49)












i − ui) = 0,
γ∗i,u ≥ 0.
(50)
According to Lemma 7(i) where x∗i − ui = 0, complementary slackness condition holds. Based on Lemma 9(iii)
and (32), (∇xL(x
∗, λ∗))i ≤ x
∗
i − ui = 0 for sufficiently large k. Thus, γ
∗
i,u ≥ 0 and 0 = (∇xL(x
∗, λ∗))i + γ
∗
i,u.
Case 6. I4: Let xi be a component in x
2 and i ∈ I4. We consider a subsequence of k ∈ K with variables
with index i ∈ I4 that converges to x
∗
i = li when k ∈ K is sufficiently large. We omit the derivations when the
sub-sequences converge to ui or inside [li, ui] because they can be dealt with in a similar manner. Constraint
x∗i ≤ ui is inactive for the subsequence of k ∈ K, where k is sufficiently large; therefore, γ
∗
i,u = 0. From Lemma
29
7(iii) and Lemma 9(iii), (∇xL
(k)
µ )i converges to (∇xL(x
∗, λ∗))i and (∇xL(x
∗, λ∗))i = 0 for k ∈ K and k is












i ) = 0,
γ∗i,l ≥ 0.

B Primal variable updating of (P2)
The augmented Lagrangian function of (P2) exclusively involves equality constraints (denoted as L2,θ̄), and can












































+ µ̄2ji(uji − (M1xj)i) + µ̄3ji(djiuji − sji) + µ̄4ji((1− dji)uji + tji)], (51)
where ρ1, ρ2, ρ3, ρ4 > 0 are parameters, {µ̄1ji ∈ R}j,i, {µ̄2ji ∈ R}j,i, {µ̄3ji ∈ R}j,i, {µ̄4ji ∈ R}j,i are
Lagrangian multipliers, and θ̄ = {c1, c2, ρ1, ρ2, ρ3, ρ4}. To simplify notation, we let d̄ = {dji}, ū = {uji},
v̄ = {vj}, s̄ = {sji}, t̄ = {tji}, and µ̄ = {µ̄1ji, µ̄2ji, µ̄3ji, µ̄4ji}.
The primal variables of L2,θ̄, in which dual variables µ̄ are fixed, can alternatively be updated in reverse order
as presented in Algorithm 2, where orthogonal projections to [0, 1] and R+ are applied to respective variables to
ensure values of dj,i ∈ [0, 1] and tji, sji ≥ 0.
The unique minimizer in updating W1, b1, W2, b2, {dji}, {uji}, {vji}, {sji}, and {tji} of Algorithm 2can be
efficiently derived, due to the fact that the augmented Lagrangian function is a strongly quadratic convex function
when viewed as a function of any of the above variables with the other variables fixed. For example, using the
gradient descent method, O(ln 1
ǫ
) is required to reach the ǫ-suboptimal solution. In the following, we present
closed-form solutions for primal variable updates, where uj = [uji]i, vj = [vji]i, sj = [sji]i, and tj = [tji]i are
vectors of slack variables associated with data xj . µ̄1j = [µ̄1ji]i, µ̄2j = [µ̄2ji]i, µ̄3j = [µ̄3ji]i, and µ̄4j = [µ̄4ji]i
are Lagrangian multipliers associated with xj , and N indicates the size of the training data. Note that the most
recently variable estimates are used in place of the following updates, as demonstrated in Algorithm 2.

























where c1 > 0.


















• Updating dji, we obtain the following:
dji = P[0,1]
[(ρ1vji + ρ3sji + ρ4(uji + tji) + µ̄1ji − µ̄3ji + µ̄4ji)uji




where P[0,1] denotes the orthogonal projection of a scalar to the interval [0, 1]. Note that c2 in denominator avoids
dividing by a zero in updating dji.
• Updating uj , we obtain the following:
uj = (ρ1D
⊤
j Dj + ρ2I+ ρ3D
⊤




j vj + ρ2(W1xj + b1)
+ ρ3D
⊤
j sj + ρ4(Dj − I)
⊤tj +D
⊤
j µ̄1j − µ̄2j −D
⊤
j µ̄3j − (I−Dj)
⊤µ̄4j).
• Updating vj , we obtain the following:
vj = (W
⊤
2 W2 + ρ1I)
−1(W⊤2 (yj − b2) + ρ1Djuj − µ̄1j).
• Updating vectors sj and tj , we obtain the following:









where P≥0 is a point-wise operation which denotes the orthogonal projection of each element of a vector to a
non-negative value.
C Primal variable updating of (PL)
Note that in the following, j = 1, · · ·N ; k = 1, · · · , L − 1; i = 1, · · · , Nk; and v
0
j = xj . The augmented
























































































where ρ1, ρ2, ρ3, ρ4 > 0 are parameters, {µ
k
1ji ∈ R}j,i,k, {µ
k
2ji ∈ R}j,i,k, {µ
k
3ji ∈ R}j,i,k, {µ
k
4ji ∈ R}j,i,k are
Lagrangian multipliers, and θ̄ = {c1, c2, ρ1, ρ2, ρ3, ρ4}. To simplify notation, we let d̄
k = {dkji}, ū
k = {ukji},
v̄k = {vkj }, s̄
k = {skji}, t̄
























The primal variables of LL,θ̄ (where dual variables µ̄ are fixed) can alternatively be updated in reverse order from
layer L to layer 1 as follows in which the orthogonal projections to [0, 1] and R+ are applied to respective variables




ji ≥ 0. Algorithm 3 outlines the procedure used in the updating of primal
variables of (PL) when dual variables are fixed.
Note that the following updating of variables must proceed in the order of the alternating minimization method,
where the most recently estimated variables are adopted for the following update.






























where v0j = xj .

































































































































































j − bl+1). (58)





































If an update from (60)-(59) is performed using the gradient descent method, then O(ln 1
ǫ
) iterations are required to
achieve the ǫ-suboptimal solution. As an alternative to the gradient descent method, closed-form unique solutions
can be obtained. Let N̄ = max{N0, · · · , NL} and N denote the size of input data. In the following analysis, the
inverse of an N̄ × N̄ matrix costs O(N̄3), the matrix-matrix multiplication of two N̄ × N̄ matrices costs O(N̄3),
and the matrix-vector multiplication costs O(N̄2). The closed-form solutions are presented below for reference.





































The degree of complexity is dominated by calculation of Wl, the complexity of which is dominated by obtaining
and inverting the matrix of the second term on the right-hand side of Wl. Obtaining the matrix is on the order
of NN̄3 and obtaining its inverse is N̄3. The complexity of calculating Wl is O(NN̄
3). The complexity of
calculating all Wl is therefore O(LNN̄
3).























The complexity of updating bl is dominated by calculation of the right-hand side of bl, which involves matrix-
vector multiplication of an N̄ × N̄ matrix. The complexity involved in obtaining the vector is on the order of
NN̄2. The complexity of obtaining bl is O(NN̄


























where P[0,1] denotes the orthogonal projection of a scalar to interval [0, 1]. The complexity involved in obtaining
dlji is on the order of O(N̄). The complexity of obtaining all d
l
ji is therefore O(LNN̄
2).



































where v0j = xj .
The complexity of updating ulj is dominated by obtaining and inverting the matrix of the first term on the right-
hand side of ulj . The complexity of obtaining the matrix is on the order of NN̄
3 and the complexity of obtaining
its inverse is N̄3. The complexity of calculating vlj is O(NN̄
3). The complexity of calculating all vlj is therefore
O(LNN̄3).
































where P[0,∞] is a point-wise operation denoting the orthogonal projection of each element of a vector to interval
[0,∞). The complexity of updating vlj is dominated by obtaining and inverting the matrix of the first term on
the right-hand side of vlj . The complexity of obtaining the matrix is on the order of NN̄
3 and the complexity of
obtaining its inverse is N̄3. The complexity of calculating vlj is O(NN̄
3). The complexity of calculating all vlj is
therefore O(LNN̄3).
























of obtaining all slj and t
l
j is therefore O(LNN̄) and O(LNN̄
2), respectively.
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Algorithm 2: Primal variable update of (P2) when dual variables are fixed
1: Primal variables in M2 following the alternating optimization method are updated until the
condition required by the CGT-algorithm is reached.
2: INPUT: dual variables {µ̄(l)}.




2 = argminW2 L2,θ̄(W2,b
(k)
2 , v̄








2 = argminb2 L2,θ̄(W
(k+1)
2 ,b2, v̄






7: for j = 1 to N do
8: v
(k+1)




2 ,vj , d̄







10: for j = 1 to N do























15: for j = 1 to N do























20: for j = 1 to N do























25: for j = 1 to N do













































32: k = k + 1;
33: until certain stop condition required by the CGT-algorithm is met.
34: return
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Algorithm 3: Primal variable update of (PL) when dual variables are fixed
1: Primal variables in ML following the alternating optimization method are updated when dual
variables are fixed.










L by solving (55).







































l by solving (55).
13: end for
14: return
Remark. Many efficient methods have been devised to derive unique solutions to updates
(54)-(59), due to the fact that they are strongly-convex problems, involving quadratic minimization.
Note that the order of variables involved in updating must strictly follow the order of the
alternating minimization method, an example of which is detailed in Algorithm 2.
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