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of the moduli space. 3. Properties of the incremental ideals: the dimension formula 
and rings of general type. 4. Proof of the Slice Lemma. 5. Universal modality: the 
resolution F(m, n). 6. When is F(m, n) a Koszul complex? 
The purpose of this paper is to continue the analysis of the parameters 
defining singularities of plane curves begun in [6]. Here a partial description 
is given of the moduli space Jr of plane branches with semi-group 
r= R\ln + Nm, where m > n and m and n are relatively prime. This is the 
case in which the number of characteristic pairs g is equal to one: since g is 
the genus of the Seifert surface of the local knot of the singularity, the case 
of a single characteristic pair is a kind of local analog of the case of elliptic 
curves. Indeed a local analog of thej-line is constructed below. It is open in 
a rational projective variety, but one has to expect that the dimension 
D(m, n) of this variety will grow with m and n, and it is a well-known 
problem to given a straightforward derivation of the formula for D(m, n). An 
explicit formula for D(m, n) was first given in [3]. 
Let k be an algebraically closed field of characteristic zero and 
B = k[ [t”, Y(t)]] = k[ [t”, tm + a,, , t”‘+’ + ... ]] a ring of the type considered 
here. The strata AZ in Jr, where r = dim,(T’(B/k, B)) is fixed, are 
important: it was conjectured by D. Mumford that they are separated 
algebraic varieties. No case of this conjecture will be proved here, but the 
conjecture given below is a very explicit reformulation of a special case of 
Mumford’s conjecture, which may be of some interest in itself. Let A& be 
the dense open subset of Jr, where r is minimal. The main result of this 
paper is 
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THEOREM 2.2. ,Nrmi, contains a dense open subset of P”/G, where G is a 
finite group (described below), and 
D = D(m, n) = 2 (grade(Ini(cp,)) - 1). 
j-l 
Here s is the number of terms of the (x, y)-adic filtration of the module 
E(B,) of equisingular deformations of B, = k[ [t”, t”]]; q, is a map 
presenting the A-module E(B,) of equisingular deformations of the versa1 
equisingular deformation B, of R,; and In,(o,)I ... ~11n,,~,,,(~,,) is a 
certain chain of ideals of A. 
The results given here strongly suggest 
CONJECTURE. There is an isomorphism of k-varieties 
This is a special case of Mumford’s conjecture, and is supported by all 
available computational evidence. 
The technique of this paper is to study J$ by studying E(B,), for the most 
part as an A-module. In Section 1 below a presentation of E(B,) is given 
which is basic to everything that follows. It is the “diagonal principle” of 
Lemma 1.4 that leads to a simple formula for D(m, n). In Section 2 below 
the main Theorem is derived from the “Slice Lemma,” which identifies 
D(m, n) with the number of low order terms in the Puiseaux expansion of a 
general branch which cannot be eliminated by a change of parameters (C. 
Delorme proved a very similar result in [3]). Section 3 below treats the 
ideals In,((o,), In,(rp,),..., In,(p,,) cA associated to the presentation (pi of 
E(B,), and the formula for D(m, n): several variants of the formula are 
given. In Section 4 below the Slice Lemma is proved. The module E(B,) has 
rather small projective dimension as an A-module (Lemma 5.3). This 
suggests that its minimal finite free resolution may be of use in classifying 
branches. The resolution F(m, n) can be thought of as providing a very 
general notion of modality. 
A double point zz + S(x, y) = 0 is well known to be rational if and only if 
the branch B: f(x, y) = 0 has no equisingular deformations; that is, if and 
only if E(B) = 0. Little is known about the case where there are non-trivial 
equisingular deformations (Where does a smoothing of the surface fit into 
the Enriques classification?). The resolution F(m, n) yields a hierarchy of 
conditions on E(B,) generalizing E(B,) = 0, which may be interesting in this 
regard. The simplest of these is studied in Section 6 below. 
In a sense, everything done in this paper is a consequence of the simple 
duality described in Section 1. The problem of computing the dimension of 
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(a dense open subset of) Ar in the case of an arbitrary number of charac- 
teristic pairs (which is still unsolved) appears to be in essence the problem of 
naturally identifying the dual of E(B,), the module of equisingular defor- 
mations of the semi-group ring B, = k[ [t”, ta; ,..., tnh]], where n, $, ,..., BR are 
the generators of Z. 
The analogy between the structure problem for Jr and the moduli 
problem for non-singular curves is very deep. It is a little curious that the 
local problem has only been studied in the past few years, in [3, 5, 81, in 
particular. 
1. A PRESENTATION OF THE MODULE OF DEFORMATIONS 
Throughout this paper, k will denote an algebraically closed field of 
characteristic zero, and A, B, etc., will denote complete local k-algebras with 
residue field k. Module homomorphisms will be assumed to be continuous in 
the adic topology. If B is an A-algebra, B will often be denoted B,. Let 
m > n be relatively prime integers. A parametrized branch over A with 
characteristic Z= [qm] is an A-algebra of the form B, = 
A[[t”,tm+a,,,+,tm+l + . . . I], where ajE A for allj. In [6], the notion of an 
E-deformation of parametrized branches over rings was introduced: this is 
simply a functorially tractable notion of parametrized equisingular defor- 
mation. A parametrized branch B, has a versa1 E-deformation, and the 
“tangent space” to the functor of E-deformations is E(B,4) = 
Ker(T’(B,/A, BA) -+ T’(B,/A, B(Z, t)A)) Theorem 2.3 of [6]). Here B(Z, t),4 = 
A 6 $?(I, t), where B(Z, t) is the Zariski saturation of a branch over k with 
characteristic Z with respect to the parameter t”. In the case of a single 
characteristic pair, one has B(Z, t) = k[[t”, tm, t”‘+ ‘, tmt *,...I]: in this paper 
only the case of a single characteristic pair will be considered, so B(Z, t) will 
always have the above form. 
Let B, = k[ [t”, t”]] = k[ [x, y]] = k[ [X, Y] J/(Y” - Xm) be the special ring 
with characteristic [n; m], and f, = Y” -X”. Then Tl(B,/k, B,) = B,/J,-, = 
B,/(f,,, &) and E(B,) = (J, B(Z, t) n B,)/J, = J, . B(Z, t)/J,, is an ideal in 
&/Jo - Note that T’(B,/k, B,) has the structure of a O-dimensional 
Gorenstein ring, with socle generated by the Hessian H(f,) = x”- *y”-* (this 
is a special case of [4, Cor. 4.51). Let 
w E Hom,(T’(B,/k, B,), k) with IJJ(H(~,)) = 1. 
Then there is an associated bilinear form 
(9 >,: T’(B,/k, 4,) x T’(B,/k, B,) + k 
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defined by (a, 6)0 = ~(a b) and this form is non-singular. ( , ), induces a 
non-singular pairing 
( , >: (&/ann(W4,)) x W,,) -, k. 
Note that if one defines the “values” of an element a E T’(B,/k, B,) to be 
the maximal value of an element of 23, mapping to a by the canonical 
surjection B, + T’(B,/k, B,) + 0, then it is meaningful to speak of the value, 
or weight, of elements of T’(B,/k, B,). 
The intuitive idea that B, is “special” can be made precise with the 
differential criterion of [7]. B, is also characterized by the Gorenstein 
structure on T’(B,/k, B,), since this implies that k[ [X, Y]]/(f,, fox, for) is a 
complete intersection, so f0 E (fox, f,,) k[ [AC, Y]], which implies that j0 is 
weighted homogeneous. 
In what follows the r x r antidiagonal matrix will be denoted by 
0 1 
f,= .: 
i i 1 0 * 
LEMMA 1.1. One has 
(i) E(B,) = @Ci,j, k . xiyi, where i/m + j/n > 1, and i ( m - 1 and 
j<n-1. 
(ii) B,/ann(E(B,)) = BCh,i, k x*y’, where h/m + Z/n < 1 - 
(2/m + 2/n), and h, I > 0. 
(iii) rf the above monomial bases are ordered by increasing weight, 
then 
khtrix of ( , > = frcm,“, , 
where r(m, n) = (m - 3)(n - 3)/2 + [m/n] - 1. 
Proof of Lemma 1.1. Here E(B,) = J,, B(I, t)/J,,  where B(1, t) = 
k[ [t”, t”‘, t”“‘, tm+* ,... ]] and J,, is the Jacobian ideal of B,. Now 
J,, = (x”-‘, y”-‘)B, = c k trim+: 
where r = s, n + s, m and s, , s, > - 1, as a k-vector space; and 
J0 B(Z, t) = c k Fir + c k tnm+q 
for the same r and q > 0. Thus J,, . B(Z, t)/Jo = @ k xif with in + jm > nm 
and in + jm # nm + r with r as above: since m and n are relatively prime the 
last condition is equivalent o i < m - 1 and j < n - 1. 
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In ii, one obviously has 0 < h and 0 < 1. The minimal value of an element 
of E(B,) is nm + 1, and the maximal value is that of H(f,), 
(m - 2)n + (n - 2)m. Thus a necessary condition for xhy’ to represent a non- 
zero element of B,/ann(E(B,)) is that nm + 1 + hn + lm < (m - 2)n + 
(n - 2)m, which is equivalent to the other condition of ii. A counting 
argument shows that the number of integral lattice points in the x-y plane of 
the triangles described by the conditions of i and ii is the same, and equal to 
r(m, n). By the non-singularity of the pairing ( , ) the monomials satisfying 
the conditions of ii form a basis for B,/ann(E(B,)). 
Now let a, ,..., ur(m,n) be the monomial generators of B,/ann(E(B,)), 
ordered by increasing weight, and b,,..., b,(,,,, the monomial generators of 
E(B,), ordered by increasing weight. Denote these weights by ~(a,), v(bi). 
Then 
(ai, bJ = 0 if U(ai> + u<b,j) f u(H(f,)) 
i - 1 if ~(a,) + u(b,J = v(H(f,)). 
Equivalently, (ai, b,j) = 0 if i +j # r(m, n) + 1 and (ai, bj) = 1 if i + j = 
r(m, n) + 1, which means that the matrix of ( , ) in this basis is fr,m,n). 
By Theorem 2.3 of [6] there is a parametrized versa1 E-deformation of B,, 
B, = A [ [t”, yT(t)]], which in this case is 
Y” - X” + c Ti,iXi , 
(i. i) 
where A = k[ [ Tij]] and the subscripts satisfy the conditions of Lemma l.li, 
so that dim(A) = r(m, n). Now one can consider E(B,), which is the basic 
object of interest: the first problem is to find A-module generators for E(B,). 
LEMMA 1.2. There are B,-module isomorphisms 
(i) E(B,) 0 Ak --f E(B,) and 
(ii) BA/ann(E(B,)) 0 ,k + B,/ann(E(B,J). 
Proof of Lemma 1.2. Let B, = A [ [x, y]] = A [ [X, Y]]/(f), where f is the 
polynomial above, and J = (f,, f,)B, the Jacobian ideal of B, . The integral 
closure of B, in its quotient field is & = A[ [t]]. Just as in the case of a 
branch over k with a single characteristic pair, B, r> (t(n-‘)(m-‘))~A. If u is 
the valuation on (q f. A)[ [t]], u(f,) = (m - 1)n and u(f,) = (n - l)m, so 
J B(Z, t)A. Thus E(B,) = J B(Z, f)A/J. Since B, has a single characteristic 
pair, Joak=J,,, the Jacobian ideal of B,. It follows that 
(J . B(Z, f)A) @ ,k = J, B(Z, t) and further that the inclusion J c J B(Z, t)A 
reduces to the inclusion J,, c J,, . B(Z, t). Hence the exact sequence 0 + J -+ 
J B(Z, t)A -+ E(B,4) -+ 0 yields 0 -+ J, + J,, B(Z, t) + E(B,) + 0 on applying 
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cx) ,rk, which gives the isomorphism E(B,4) @ Ak -+ E(B,). A similar argument 
proves the second part of the lemma. 
It follows that E(B,) has a minimal set of A-module generators x’y’, 
where (i, j) satisfy the conditions of Lemma 1.1 (i). 
Next, one wants to determine the relations satisfied by these generators. 
Let 
w =f - WmK - Wn>f, E J c B,d 
= x cij Ti,jxiyi, (i, j) as in Lemma 1.1(i), 
(i. i) 
be the Euler form of B,. Here the cij are non-zero rational numbers, and w 
and its multiples are clearly relations between the generators of E(B,). 
Let F,, = A @ ,E(B,) = A’ and F, = A @ ,(B,/ann(E(B,)) = A’. The form 
1, @ ( , ) induces an A-module isomorphism F, 2 Ft. This duality is basic to 
what follows. 
Let 
w = c cij Ti,jxiy, (i, j) as in Lemma 1.1 (i), 
(i.3 
be the indicated element of F,,, and p, : F, -+ F, the A-module 
homomorphism induced by qi(x”y’) = x”y’ . CO. There is an obvious 
surjection ‘pO : F, -+ E(B,) given by oO( 1, @ x’yj) = x’yj (as an element of 
E(B,)). Now one has 
LEMMA 1.3. The maps qO, q, give a minimal presentation 
F,%F,,=E(B,)+O 
of E(B,) as an A-module. 
ProoJ Letting R = A[ [X, Y]], B, = R/(f), one has the standard presen- 
tation 
Hom(fi,,, 0 dA, B,) - Hom(d’B”) Hom((f)/(f)“, B,4) 
-, T’(B,/A, B/,)-+0, 
where d is induced from the canonical derivation. By Lemma 1.2 and 
Nakayama’s lemma, the A-module relations for E(B,) are given by 
Im(Hom(d, BA)) f7 mA Hom((f)/(J)‘, (x’yj)B,), where the xiy’ are as in 
Lemma 1.1. Since f is weighted homogeneous modulo mA , a derivation can 
have image in this submodulo only if it is a multiple of the Euler derivation 
t a/at. The image of the Euler derivation is CL), so all the A-module relations 
for E(B,) are multiples of cc). By Nakayama’s lemma, the relations are 
generated as an A-module by the xhy’ o, where xhy’ range over the 
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monomial generators of B,/ann(E(B,)). One wants to see that the A-module 
of relations actually has r(m, n) generators, not fewer. Suppose in fact that 
there is an equation 
2 a,,xhy’ 0 = 0 
in F,, and that at least one a,,, # 0 is a unit. Multiplying by a suitable 
monomial generator of F, one can assume that, modulo rn: , the equation has 
the form a xm-* y”-* = 0. But the non-singularity of the pairing between F, 
and F,, and the assumption on the ah,, imply that a is a linear combination 
of distinct rii, with at least one non-zero coefftcient. Thus a # 0, a con- 
tradiction. 
The usefulness of the preceding lemma is greatly increased if the matrix of 
the map Ed, presenting E(B,) is put in a certain normal form. Choose bases 
for F, and F, by taking the sets of monomials (x’y”) and (x”y’), each 
ordered by increasing weight, with the obvious weight function 
wt(x’,vj) = in x jm. Also introduce weights for the variables ri,i in such a 
way as to make the defining relation for B, homogeneous: wr(Tij) = 
nm - in - jm. This has the effect of ordering the Tij by negative weights 
which increase as wt(x’yj) increases, and by abuse of language they will still 
be referred to as being ordered by increasing weight. Normalize further by 
applying the automorphism T, b c; ‘T, to A, so that o becomes a sum of 
generators of F, with generic coefficients. The resulting matrix (with the 
convention that the multiples of o are given by the rows) will be called the 
presentation matrix of E(B,). The next lemma descibes the properties of the 
presentation matrix. 
LEMMA 1.4. Let ((Do) = (cpij), 1 < i, j < r. 
(i) There is a monotone decreasing function 
w: { l,..., r) + { l,..., r} 
such that w( 1) = r and w(r) = 1, where r = r(m, n); 
qij=o for j < r - w(i), 
~ij = SOme Th, for j > r - w(i), 
for all i = I,..., r. 
(ii> Vr CPA I;>‘= GA). 
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(iii) Let d = d(m, n) be dej%zed as follows: 
d = supId’: d’ < w(i) + (i - 1)for i = l,..., r]. 
Then rank(rp,) = d. 
Remark 1.5. The lemma asserts that each row of the presentation matrix 
consists of zeros up to some point, and then variables T,,; that the presen- 
tation matrix has antidiagonal symmetry; and that there is a “diagonal prin- 
ciple” for evaluating the rank-the rank of the presentation matrix is the size 
of the largest upper right square submatrix with the property that all entries 
on its main diagonal are different from zero. 
Proof of Lemma 1.4. After the automorphism Tjj ++ c,; ‘Tii is applied o, 
is defined by 
cpl(~hy’) = -%- TijxithLj+‘, 
(Z 
where i/m+j/n> 1, i+h<m-1, andj+Z<n-1. If (hk,Zk) is the kth 
ordered pair satisfying the conditions of Lemma l.l(ii), let w(k) = the 
number of terms occuring in the expression for (~,(x~~yl~). Note that w(k) = 
the number of lattice points of the triangle x < m - 1, y < n - 1, i/m + j/n > 
1 + h,/m + Z,/n: clearly this is a monotone decreasing function of the weight 
~(x~~y’~). q,(x”yo) = CCi, jj Tiixiy’, where (i, j) satisfy the conditions of 
Lemma 1.1(i), so w(l) = r; q~~(x”~#~) = Tijxm-2yn-2, where in + jm = 
nm + 1, so w(r) = 1. From the expression for q, it is clear that the 
monomials occurring in ‘pi(~~~y’~) are exactly the w(k) monomials with 
weights between (nm + 1) + (h,n + Z,m) and 2mn - 2n - 2n, which means 
that qpkj = 0 for j < r - w(k) and (Do = some Tij for j > r - w(k). 
The second assertion of the lemma is equivalent o v),,~ =.qPr+, -4 l+ i PP. If 
the monomials xhpy”’ and xi44j4 are ordered by weight, inspection of the 
formula for CQ, shows that 
(Dpq = Ti, - h, .iq - lp if (i, - h,)/m + (j, - 1,)/n > 1 
=o otherwise. 
The argument of Lemma 1.1 (iii) shows that 
h,+ii+,-,=m-2 and lp+jr+,-p=n-2 
and these equations imply that 
i4-hp=ir+,-p-h,.+I--q and .iq-~p=jr+l-p-L--qT 
which is equivalent o opq = o,+ , ~4 ,.+ ,up. 
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To prove the last assertion of the lemma it must be shown that if e > d, 
where d is given by the formula of the lemma, then every e X e minor 
vanishes, and also that there is a non-vanishing d x d minor. The first 
assertion follows because if e > d, every product in the expression for the 
determinant of any e x e submatrix vanishes. To see this, consider such a 
product (P~,,~, (D~,,~,, where i, < ‘. < i,. Since increasing column indices 
replaces non-zero elements with non-zero elements, it can be assumed 
without loss of generality that j, = $1 - e + l),..., j, = x(r), where rr is some 
permutation of the set (r - e + l,..., r). By the symmetry of the presentation 
matrix, decreasing row indices replaces non-zero elements with non-zero 
elements, so without loss of generality set i, = 1, i, = 2,..., i, = e. Now 
consider a pair of entries cps n+-e+sI and ‘pI n+e+l), where 1 < s < t & e, and 
suppose that 7c(r - e + s) > 7c(r - e + t). Properties 1.4(i) and 1.4(ii) imply 
that cp t n+-e+s) f 0 and c n(r-e+t) # 0 (the entire rectangle of entries deter- 
mined by the four pairs of subscripts consists of non-zero elements). This 
means finally that the original product can be replaced with 
PI r--e+1 “’ P, r3 and the latter product is non-zero if the original product 
was non-zero. Since d is by definition the maximal integer such that there is 
a non-vanishing product of the latter kind, this is a contradiction. 
To show that there is a non-vanishing d X d minor, where d satisfies the 
conditions of Lemma 1.4(iii), consider 
A = (V)ij)i<d.r-d>.j. 
Clearly det(A) = det(A ,) det(A,) .. det(A,), where A, is a d, x d, 
matrix, d, + “. d, = d, and if A, = (ui,;‘) then each a;,:’ = some Tpq. In each 
A,, the weight function wt(TJ is increasing in each row and each column. 
For any square matrix of indeterminates whose rows and columns satisfy 
weight conditions of the above kind the determinate is different from zero. 
and this is a special case of the following more general fact. 
Let A = (aii) be an e X e matrix with entries in a field K, and let F c K be 
the prime field. For any e’ < e, let 
and 
A,, = @i.i)ize-r,+ 1. is<,’ 
Kr,=F(ai,i:i>e-e’+ l,j<e’,and(i,j)#(e-e’+ l,e’)), 
i.e., the field generated over the prime field by the indicated elements. 
Suppose that for all e’ = l,..., e that urme,+, L’S & K,, : then det(A) # 0. The 
proof is by induction on e. For e = 1, det(A ) = a,, # 0 since a,, @ F. 
Suppose inductively that det(A, ,) # 0. Then there is an elementary matrix 
E such that 
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where bE K+,, so that a,, + b # 0. Clearly det(E A) # 0, so det(A) # 0. 
The assertion for matrices of indeterminates now follows by observing that 
each such matrix has a unique entry of highest weight, the upper-right-hand 
entry, which is not in the field generated over the prime field by the other 
entries. 
2. AN OPEN SUBSET OF THE MODULI SPACE 
The following lemma and theorem, inspired by the corresponding results 
of [3 1, describe an open subset of Jz,i,, hence of the moduli space .J.. 
These results are not in a satisfying state because of the lack of control on 
the denominators in Lemma 2.1. 
Let D = D(m, n) = r(m, n) - d(m, n). If Ti,j,, TiZj2y...) T,, are the 
generators of m, ordered by increasing weight, let sk = i,n + (j, - n + 1)m. 
The versa1 E-deformation of B, = k[ [t”, t”]] constructed in [6], in 
parametric form, is 
B, =A[[t”, tm + Tilj,tS’ + .‘. + Ti,j,tS’]]. 
Let K be the quotient field of A. The following “Slice Lemma” is the result 
that is used to identify the generic component of the moduli space. 
LEMMA 2.1. There is a K’-isomorphism 
<:K’@ ABA -+K’[[t”, tm t p,(T)P’ t ... t pD+,(T)tSD”]], 
where the pk( T) are non-zero elements of K’, a finite extension of K. 
Further, if 
k 
[[ 
t”, tm $ + sSits’ II and ,c, k. [[ t”, tm $ i bSitS’ i=l 11 
are the coordinate rings of the fibers at closed points (a,,), (b,J of a small 
algebraization Spec(B,) (with algebraic base and formalfibers) of the versa1 
family, and these points are suflciently general, then these rings are 
isomorphic if and only if there is a I. E k* with 
aSi = II”‘-” b,, for i= l,..., D t 1. 
Here “sufficiently general” means that the point is contained in the locus 
where the isomorphism r is defined. 
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Let Ip(w, ,..., w,, ,) = Proj(k[Xy’,..., X;++,‘]) be the anisotropic projective 
space with (positive, integral) weights w, ,..., w,+ , . The inclusion 
k( wy,..., XT;+,’ ] c k( w, )...) x,, 1] 
gives a morphism IF)“-+ Ip(w,) representing Ip(w,) as a quotient of iP” by the 
action of the finite group p,,., x ... x pKn+, given by Xi F-+ &Xi, where ri is a 
primitive with root of unity. 
THEOREM 2.2. Let D(m, n) = D and d(m, n) = d. Then .HTmi, contains an 
open subset of 
W, - m,..., s,),, - 4 - Wdcp,)). 
The ideal Z,(~J,) can be further analyzed (see Lemma 3.1 below). 
In the statement of the theorem, V(Z,(y,,)) is understood to mean the 
image of the locus of ZJqi) in IPD under the proper morphism 
P” + P(s, - m). 
The theorem follows directly from Lemma 2.1, whose proof will be given 
in Section 4 below. 
Proof of Theorem 2.2. Let f: Spec(B,) + Spec(A) be the structure 
morphism, and f: Spec(B,)-+ Spec(A) the structure morphism of an 
algebraization of B,, and let 0 E Max(A) be the closed point corresponding 
to m, E Max(A). Let Is(f) c Max(A)n Max(A) be the equivalence relation 
“k-isomorphism of the fibers of f’, and Is(f), the equivalence class of 
x E Max(A). Since 0 E Is(f), for every x E Max(A) (see [6] or [8]), J$ = 
Max(A)/Is(f) for any sufficiently small algebraization of B,. Letting 
U c Max(A) be the locus of fibers of f, where r is minimal, -AT,,, = U/Is(f). 
U is also the locus where dim,(E(B)) is minimal [8, p. 1061; hence by 
Lemma 1.2, U= Max(A) - V(Z,(p,)). Let U’ c U be the locus where r is 
defined. Lemma 2.1 implies that U’/Is(f) is homeomorphic (on k-points) to 
an open subset of ip(s, - m ,..., s,, , - m) - V(Z,((o ,)). 
Remark 2.3. Of course if one knew that the only denominators needed 
to define r were in Zd(cp,), it would follow that &,,i, = Ip(s, - m) - V(Z,(cp,)). 
It seems very reasonable to conjecture that this can be done. Also it should 
be possible to make the formula more precise in the sense that 
bihomogeneous generators can be chosen for (ZJ~,))“’ (homogeneous both 
in the usual graduation on k[T,] and in the graduation by weights (see 
Corollary 3.2 below and the examples in Section 6 below).’ This would mean 
that V(Z,(cp,)) was defined in IP” and Ip(s, - m) by the same ideal, regarded 
as homogeneous in two different ways. 
’ The notation “(Id(v),))““’ refers to the radical of the ideal Z,(cp,). This notation is also 
used later in this paper. 
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Remark 2.4. An anisotropic projective space Ip(w, ,,.., w,, ,) is always 
rational, not merely unirational. To see this, consider the projective 
embedding ip(w,) G [PN corresponding to the linear system of monomials 
invariant under the group action defining Ip(w,). A Z-basis for the Q-vector 
space of vectors of exponents of the invariant monomials has n + 1 elements, 
corresponding to rational functions 
Proj(k[ yi]) and 71: 8” 
yi(Xi), 1 <j < n t 1. Let P” = 
-+ Ip(w,) be the morphism, where Ip(Wi) is identified 
with its image in Ip”. rr is clearly birational and proper, and hence is a 
resolution of singularities. P” is a blowing-up of Ip”, so Ip(w,) is rational. 
A basic outstanding problem in this theory is to determine whether J?‘~ 
always contains a dense open rational variety. The rationality of the moduli 
space in the case of a single characteristic pair can be viewed as a local 
analog of the rationality of the moduli space of elliptic curves, and Ip(s, - m) 
as a “local j-line.” 
3. PROPERTIES OF THE INCREMENTAL IDEALS:THE DIMENSION 
FORMULA AND RINGS OF GENERAL TYPE 
This section contains further results needed to analyze the map o, 
presenting E(B,). First, let E(B,),j, = (x, JJ~ E(B,), and let s be the smallest 
integer such that E(B&, = (0). Note that E(B& = (9) E(B,) (this is not 
true for the whole module of deformations, and seems to be an important 
_ property of the module of equisingular deformations). On E(B,)* introduce 
the dualJiltration by letting E(B,)& be the image of the monomorphism 
These filtrations induce filtrations F,,,i, and F,,j, of F,, and F,. The dual 
filtration is not in general the (x, y)-adic filtration of E(B,)*. It is easy to 
check that the filtrations defined here are compatible with the weight 
filtration, that is, that grj(E(B,,)) = E(B,),j,/E(B,),j+ i) is generated by 
monomials of consecutive increasing weight; and that the same is true for 
gr,iVWo>*>~ grjtFo>3 and grj(r”,). By the duality, bj = dim,(grj- , (E(B,)) = 
dim,(gr,_,i(E(B,)*). Further, there is a map 
grj(rP,): gW5) + iSrj(Fo>. j = O,..., s - 1, 
induced by p, and realized as follows. Let o = o,, + o,, where o,, = 
7'i,j,X"y't .‘. + Tibjbxibyjh (b = b,) and O, E (x, y)F,. Then if xhy’ is a 
generator of grj(Fi), grj(qi)(xhy’) = im(xhy’ wO) E grj(F,) (one has 
gr,i(F1) X gri(F,) + grj+ i(F,)). With the usual convention that all monomials 
and variables be ordered by increasing weight, let Aj be the matrix of 
grj-,((o,) for j= l,..., s. Because the weight filtration is compatible with the 
(x, y)-adic filtration, the matrices Aj are submatrices of the presentation 
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matrix (pi). The matrices A, ,..., A,? will be called the incremental blocks of 
the presentation matrix. Their ideals of maximal minors In, (u,,),..., In,(cp,) 
will be called the incremental ideals associated to the presentation matrix. 
Because of the symmetry of the presentation matrix, Irri(rp,) = In,_/+ ,((p,). 
As defined, these are ideals in A = k[ [Tij]], but because they are 
homogeneous they are completions of ideals (with the same generators) in 
k[ Tij] whose properties are the same in every important respect, so the same 
terminology will be used for them. The incremental ideals can be used to 
describe the liner properties of the presentation matrix. First, define an ideal 
in a ring A to be catalectic if it is the ideal of maximal minors of a matrix 
M = (ai,j) such that aij = a,, , ,j+ 1 = for all i and j. Of course every ideal 
I = (a, ,..., ak) is the ideal of maximal minors of M = (a, ,..., a,J, but the term 
will only be applied to matrices of indeterminates (where some of the 
variables may be specialized to zero). Matrices of this kind and their ideals 
of maximal minors are important in classical invariant theory, in the work of 
Sylvester and Cayley. In what follows, b = b, = dim,(E(B,)/(x, y) E(B,)) is 
the dimension of the “Newton boundary” of the module E(B,). 
LEMMA 3.1. The ideals Irij(p,), 1 <j < s, are catalectic, and have the 
following properties: 
(9 In,((o,) = (Ti,,j,,**., Ti,,j,,>A 3 In,((o,) 3 .‘. 1 Iqs,21+ l((~,>- 
(ii) D(m, n) = 0 ifs < 1, and ifs > 2, 
Is/21 
D(m,n)= r (bk-b,-k+,). 
k-l 
(iii) If Id(v),) is the ideal of maximal minors of the presentation 
matrix, where d = d(m, n), then 
and 
Proof of Lemma 3.1. The compatibility of the weight filtration and the 
filtrations defined above implies that an initial segment of the variables of 
each row and column of the presentation matrix occurs in some unique block 
A,j. Recall that one has griP, x gt-$‘, -+ gri+,jF,-,, so in particular 
gr,F, x gr,F, +gr,F,, and the rows of the block Ai+, are computed by 
taking monomial multiples of o,, for generators of gr,F, , modulo F,),i + ,, . 
As a given monomial generator of griF, is replaced by the one of next 
highest weight the coefficient of a given monomial in the first product will 
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become the coefficient of the monomial generator of gr,F, of next highest 
weight. This means that the blocks A ,,..., A, are all catalectic, so the ideals 
Inl(vI ) are. 
Because (x)‘E(B,,) = (x, y)‘E(B,) for all j, the homothetie x : griF, --) 
gri + , F, is surjective. Dually, the homothetie x : gri F, + gri+ ,F, is injective 
up to the last stage in the filtration. Now xi represents a non-zero element of 
griF, for all non-zero terms of the filtration. Therefore some row of the block 
Ai+, consists entirely of non-zero elements: therefore the first row of Ai+, 
consists entirely of non-zero elements. Thus one sees that each block consists 
of a first row of indeterminates Thk; constant entries on each diagonal; and, 
possibly, a triangle of zeros on the lower left (this can occur). 
The blocks A,i will have at least as many columns as rows provided that 
j < [s/2] if s is even, and j < [s/2] + 1 if s is odd. Note that if s is even then 
Inls,&4 = In,s,zI+ I VI ( ), by the symmetry of the presentation matrix (this 
one case has to be excluded in the following argument). It is clear that 
In,(e) = (Ti,,i,,*.., Tihj,)A because gr,F, = A 1. Now the surjectivity and 
injectivity of x, on the grjF,, and grjF, imply that as long as j < [s/2] + 1, 
A,i is obtained from Aj~l in one of the following ways (note that the ranks of 
gr,iF, and grjF, change by zero or one as j varies). Aj is obtained from Ajm, 
by either suppressing one column, or not altering the number of columns; 
and by either adding a single row, or not. If a row is not added, Inj(ql) is 
generated by a subset of the maximal minors of Ai-, generating Inj-i(q,), 
and so InjPl(o,) 2 Inj(u,,). If a row is added, expand all minors generating 
Itri(p,) by the added row: again one has In,i-,(q,) 1 Inj(u,,). This proves (i) 
above. 
Formula (ii) for o(m, n) is now immediate from the interpretation of the 
blocks Ai, the fact that the first diagonal of each block consists of non-zero 
elements, Lemma 1.4, and the observation that, in the case where s is odd, 
the block A,,,z,+l is always square, and so there is no corresponding 
contribution to the formula for o(m, n). 
Formulas (iii) allow one to approximate the ideal IJqi), which in general 
is very complicated, by the much simpler “generic” ideals Inj(rp,). It does not 
seem to be easy to make any stronger assertion about the structure of Id((p,). 
Recall that d = d(m, n) is the rank of ‘p, : F, -+ F,, so Id(v can be charac- 
terized as the image of the map 
induced by pi. Similarly, Ini is the image of the map induced by grj((ol) 
/ibS-, (grjFO)* @ Abs-j (grjF,) -+ A” (grjF,,) = A 
if j < [s/2], with similar expressions if j> [s/2], or if s is odd and 
j= [s/2] + 1. 
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Now the homotheties xi. give A-module maps F, + Foci, and F, -+ F,(/, , so 
by iteration one has A-module maps F, -+ griF, and gr,F, for all j. By the 
duality F, z Fc and gr.,F, E (gr,5PjF,,)*, so there is an A-module map 
grjF, -+ f’, ) the dual of the map F, -+ gr,Y_,F, above. Tensoring the latter 
map with the dual of F, + gr,iFO one has a commutative diagram 
PF,*GJ~F, -A 
t 
= 
A’ (gr,iFO)* @ Ai (gr.iF,) - A 
for all i, where the horizontal arrows are induced from cp, and the gri(cp,). 
Denote the expression in the lower left of the diagram by M(i, j). Let N = 
N, C3 AN2 0 aN,, where 
Is/21 
N, = ‘@I Wb,-i+,,j- 1); 
j-1 
N2 = M(b,s,z,+l~ l@l) ifs is odd, 
=A ifs is even; 
[s/2l 
Now note that, since D(m, n) = C\?:’ (bj - b,, ,-i), d(m, n) = r(m, n) - 
D(m, n) is precisely the sum of all the bj occurring in the expressions for 
N, , N,, N,. Thus there is a commutative diagram 
Ad~,*g! Ad~,-~ 
4 I 
I = 
N -A 
where the vertical map is obtained by tensoring the vertical maps in the 
previous diagram, followed by multiplication in the exterior algebra; the 
upper horizontal map is induced from ‘p, ; and the lower horizontal map is 
the product of the lower horizontal maps in the previous diagram. But the 
image of the upper horizontal map is Zd(q,), and the image of the lower 
horizontal map is n,S=i Ini@,). By the commutativity of the diagram, 
nj= 1 Inj(ql) c zd(~l)a 
Next one wants to show that Z,(q,) c In ,,,21+k(p,). Suppose that s is odd. 
Consider which rows must be eliminated in order to obtain a d X d 
submatrix B with non-vanishing determinant: clearly at least b, - b, rows 
passing through A, ; at least b, - b,- , passing through A,_, ;...; at least 
bIslzl - b,-I,,2,+, passing through As-,s,21+, = A,,,,,,,. But the sum of these 
numbers of rows is precisely D = r - d: therefore no row passing through 
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A ,s,z,+, may be eliminated. Similarly, no column passing through AISlz,+, 
may be eliminated. Observe that the first diagonal of (rp,) consisting of non- 
zero elements contains the main diagonal of AI,,,,+, . Thus when D rows and 
D columns of ((ol) are eliminated to obtain B one has det(B) = 
det(B,) .. det(B,), where the B,i are square submatrices of (o,), and one 
of the Bi is equal to AISlz,+,. This implies that Zd(~,)~In,,,,,+,((p,). 
If s is even, an entirely similar argument shows that Z,(u,,) c In,,,,, + I(q,). 
COROLLARY 3.2. K&W* = (Inl,,21+ IhN’2. 
Proof. The inclusion of ideals gives a corresponding inclusion of 
radicals. Conversely, if 55’ is prime and .Y 1 ZJV),), then .Y 2 some Ini( 
hence 55 2 In,,,,,+ ,(p,). This gives the other inclusion. 
The rings of general type (those for which 7 is minimal, or equivalently, 
those for which dim,,?(B) is minimal) lie over the complement of a hyper- 
surface “slightly more than half the time.” 
COROLLARY 3.3. (Zd((p,))“* is principal in the following cases: 
(i) ifs is odd; or 
(ii) ifs is even and b,S,21 = b,,,,, + , , which is equivalent o 
W/21 + l>nhl= KWI + W/4. 
Proof. If either of the above conditions hold, A,,,*,+, is square, by the 
interpretation given above of the incremental blocks. Thus In,,,,,, ,(o,) = 
(det(A,,,,,+ ,))A, and its radical is principal whether viewed in k[ [r,]] or 
k[ Ti,i]. The conclusion then follows from Corollary 3.2 (since bi = 
(n - 2) - [(j + l)n/m]: see Corollary 3.6). 
Remark 3.4. If neither of the above conditions hold, (Z,(~i))“’ is not 
principal and in fact has grade 2. 
Remark 3.5. If the conjectured strengthening of Theorem 2.2 is correct, 
the conditions of Corollary 3.3 describe the cases in which J?&,~, is affine. 
From the formula of Lemma 3.1 it is not difficult to obtain an explicit 
formula for D(m, n); an explicit formula of this kind was first obtained by C. 
Delorme 131. 
COROLLARY 3.6. One has s= (m-2)- [2m/n], and D(m,n)=O if 
s ,< 1. Zf s > 2, 
D(m, n) = e [(k + l)n/m] - ‘T” [(k + l)n/m], 
h:s * he, 
370 
where 
SHERWOOD WASHBURN 
s*= [s/2] + 1 if s is even, 
= [s/2] + 2 if s is odd. 
This formula agrees with the formula of [3]. 
Proof of Corollary 3.6. Since the (x, y)-adic filtration of E(B,) coincides 
with the (x)-adic filtration, s = #[i: i < m - 2 and i/m + (n - 2)/n > 1 ] = 
(m- 2) - [2m/n]. For the same reason, bk=#[j:j<n -2 and 
((m - 2) - (k - l))/m + j/n > 1] = (n - 2) - [(k + l)n/m]. The formula 
then follows by substitution in the expression of Lemma 3.1. 
The complicated behavior of D(m, n) as a function of m and n is explained 
by the rather complicated way in which the greatest integer function occurs 
in the expression of Corollary 3.6. 
Remark 3.7. To summarize, each incremental block A,i for 1 < j < s has 
distinct indeterminates on the first row, and constant entries on each 
diagonal. In general, degeneracies can occur (a triangle of zeros in the lower 
left). Ideals of maximal minors of such a matrix are well known to satisfy 
the generic grade condition. Thus the ideals In,i(q,) satisfy the generic grade 
condition for all j, 1 < j < s, and this fact will be used in Section 5 below. If 
degeneracies do not occur, In,i(u,,) is prime (is (Ini(~, always prime?). 
EXAMPLE 3.8. For an example where degeneracy occurs, let (m, n) = 
(13,5). Then s = (m - 2) - [2m/n] = 6, and here 
A, =A, = 
COROLLARY 3.9. D(m, n) = 0 ifs < 1, and ij-s > 2, 
is/21 
D(m, n) = 1 (grade(Ini(rp,)) - 1). 
.j= 1 
Proof: This an immediate consequence of the formula of Lemma 3.1 and 
the fact that the ideals Irri(q,) satisfy the generic grade condition. 
A simple estimate shows that 
COROLLARY 3.10. A simple estimate shows that 
r(m, n) = mn/2 + linear terms in m and n, 
while 
D(m, n) = mn/4 -I- linear terms in m and n. 
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Thus Lemma 2.1 asserts that about half of the low order terms of the 
Puiseaux expansion of a general branch can be eliminated by an 
isomorphism. 
4. PROOF OF THE SLICE LEMMA 
This section is devoted to the proof of Lemma 2.1. The uniqueness 
assertion of the lemma (the assertion that sufficiently general fibers of the 
versa1 family are isomorphic only by the action of G,(k)) follows easily 
once one knows that the isomorphism < exists. It will be shown that < is 
defined by a unipotent change of parameters (a parameter change of the 
form t I+ t + a, t* + ... ). The lemma asserts that a maximum number of 
terms of the Puiseaux expansion can be eliminated by c, for any further 
elimination would contradict the dimension formula D(m, n) = rg,(E(B,)) = 
dim(,&,J. Thus the action of the unipotent radical of Aut,(K[[t]]) on the 
remaining terms of the Puiseaux expansion of B, must reduce to the action 
of a finite group. But a unipotent group in characteristic zero has no non- 
trivial finite subgroups. Thus the action of Aut,(K[ [t]]) on the D + 1 terms 
of the Puiseaux expansion of B, after t”’ reduces to the action of G,(K) (or 
by an identical argument the action of Aut,(k[ [t]]) on the fibers reduces to 
the given action of G,(k)). 
Of course Aut,(K[[t]]) . is infinite-dimensional, but this is unimportant 
since it can be replaced by Aut,(K[ [t]]/(t’)), where c is the length of the 
conductor of K 6 ABA (it is well known that c depends only on r [S]). 
It is convenient to break up the proof into a number of steps. The 
following criterion for isomorphism of parametrized branches is well known 
[3, p. 4181. 
LEMMA A. Two parametrized branches, 
B,=K[[~=t”,y=t”‘+a,+,t”‘+~+a,+,t~+*+-.]I, 
B2=K[[t”,tm+b,+,tm+1+b,+ztm+2+-~]], 
are isomorphic if and only if there are elements cE B, , d E B, , with v(c) > n 
and v(d) > m, and A E K* such that if 
t’ = U(l + X-lCnC)l’“, 
then 
where u is the valuation of K[ [t]], (1 + z)“” = 1 + z/n + .. ‘, and y’ is the 
image of the parameter of value m generating B, under the parameter 
48 1/66/2~5 
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change t I--+ t’. The condition for isomorphism by a unipotent isomorphism is 
the same, with A = 1. 
Thus, to show the existence of <, it is enough to exhibit appropriate 
elements c and d. 
Lemma 2.1 is of course trivial in the case that E(B,) = 0: for the 
remainder of this section assume that dim,(E(B,)) > 0. 
Next one needs the notion of a vector subspace of E(B,) which generates 
E(B,) “independently” as a B,-module. 
DEFINITION B. Let E be a B,-module of finite length. A k-vector 
subspace F c E is adequate if there is a basis f, ,..., f, of F, a basis e, ,..., e, of 
m,Jann(E), and disjoint subsets S,, S, ,..., S, of [e,i].i.-, 
such that as k-vector spaces 
where, for each j, the sum is over the elements e,i,i of Si. 
Remarks C. It is easy to see that the notion “F is adequate in E” is 
independent of the choice of bases. 
Adequate subspaces always exist, since F = E is always adequate. 
An adequate subspace F c E always generates E as a B,-module. 
However, as the next example shows, a minimal adequate subspace is often 
strictly larger than a minimal subspace generating E as a B,-module. 
EXAMPLE D. Consider the module E(B,) in the case (m, n) = (9,5). 
Then dim,(E(B,)) = 6, and the monomial generators of E(B,) are as follows: 
x4y3 x5y3 x6y3 x’y3 
x6y2 x’y2 
Here k x4y3 + k x6y2 is a minimal subspace generating E(B,) as a B,- 
module, but it is not adequate. A minimal adequate subspace is 
k x4y3 + k x6y2 + k xsy3, 
where the corresponding subsets S,, S,, S, can be chosen to be S, = [x2, x3]; 
S, = [xl; S, = 0. This choice of subsets is an example of the procedure 
described in the following. 
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LEMMA E. There is an adequate subspace F c E(B,) with 
dim,(F) = D + 1. 
In fact, F can be chosen to be the subspace of E(B,) generated by the D + I 
monomial generators of E(B,) of lowest weight. 
Proof. As k-vector spaces one has E(B,) = @ grj(E(BO)) and E(B,)* = 
0 grj(E(Bo)*). The bases considered will always be the monomial bases of 
E(B,) and E(B,)*. 
The subsets S,i of the monomial basis of E(B,)* will be chosen as follows. 
First, order the monomial basis of E(B,) by increasing weight. Let the 
subscripts of the S,i correspond to the elements of the monomial basis of 
E(B,), with this ordering. One needs to construct the S,i in such a way that 
the assertions of the lemma hold. 
First consider the monomial generating Soc(E(B,)) = gr,- ,(E(B,)). There 
will be a monomial of maximal weight in gr,_,(E(B,)*) whose product with 
thejth monomial generator of gr,(E(B,)) g ives the generator of Soc(E(B,)): 
put this monomial in Sj. 
Next, consider the monomial generator of gr,_,(E(B,)) of highest weight. 
If there is a monomial of gr,-,(E(B,)*) whose product with some monomial 
of gr,(E(B,)) is the given generator, choose the monomial of gr,-,(E(B,)*) 
of this kind of highest weight, and if its product with the kth generator of 
gr,(E(B,)) is the given generator of gr,+,(E(B,)), put it in S,. If there is a 
generator of gr,-*(E(B,)) of lower weight, choose a generator of 
gr,+,(E(B,)*), and put it in an Sj in a similar manner, if possible. 
In general, consider grsej(E(B,)), starting with the generator of highest 
weight and proceeding to generators of successively lower weight, and assign 
corresponding generators of grs_jph(E(BO)*) (where h > 0 is minimal, and 
the generator of highest possible weight is chosen first) to subsets S,, so long 
as this is possible. Continue until no choices are possible at all. 
It should be noted that in carrying out this procedure it will not always be 
possible to associate monomials of grsej(E(BO)*) to monomials of 
gr,_,j(E(B,)); that is, the integer h = h(j) above may be strictly positive. 
Let F c E(B,) be the k-vector subspace generated by the monomial 
generators of E(B,) to which the procedure does not associate generators of 
W,)*. It is then clear from the construction that F is adequate, and 
generated by a sequence of monomial generators of E(B,) of consecutive 
lowest weight. It remains to compute dim,(F). 
Recall that by duality dim, grspj(E(B,)*) = bj = dim, grj- ,(E(B,)). No 
generator of gr,_j(E(B,)) can belong to F if dimkgr,_j(E(BO)*) > 
dim, gr,-j(E(BJ); and if dim, gr,-j(E(B,)*) < dim, grsej(E(B,)) the 
procedure eliminates dim, gr,-i(E(B,)*) elements from the basis of E(B,), 
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except that the monomi~ 1 generating gr~(~(~~)*) 
that 
Is/21 
is not used. It follows 
dim,(F)=r-2 2 &j-i- l=b&tl+i, 
j=l 
where 4+i,21+1 = bls12,+ 1 if s is odd, or 0 if s is even. But recalling the 
formulas of Section 3 for D(m, n), this means that dim,(F) = D(m, n) + 1. 
LEMMA F. The slice isomorp~~sm < of Lemma 2.1 exists. 
Proof: As before, 3, is the coordinate ring of the versa1 E-deformation 
of B,, A = k[ [ Tu]], and K is the quotient field of A. Choose an element of 
Aut,(K[ [t]]) so that the element e of Lemma A has the form C aiix’yi, 
where the summation is over the union of the sets S,, i.e., a monomial 
occurs in the sum if and only if it is selected by the procedure of the previous 
lemma, and the Ui~ will be chosen in K’, a finite extension of K. It is not 
difficult to see that such a choice is possible. 
For a term of the Puiseaux expansion of 3, corresponding to a monomial 
not in F, the coeflicient, after the above parameter change is applied, will be 
a polynomial in the aij with coefftcients in K. Choose the a; paired to the 
given monomial by the preceding lemma. Substituting a root of the 
polynomial for a;, the given coefficient will vanish. Make a substitution of 
this kind for each low order term of the Puiseaux expansion of B,4 
corresponding to a monomial not in F, beginning with the monomial of this 
kind of lowest weight, and proceeding until all low order terms of y(t) 
corresponding to monomials not in F have been eliminated. The adequacy of 
F is precisely the condition that is needed to ensure that, at each stage of this 
process, the relevant ~lynomial in a; is non-zero and non-constant. The 
genericity of the coefficients of y(t) ensures that the remaining low order 
terms of y(t) remain non-zero. 
Finally, this procedure will introduce terms with value in + jm, where 
i > - 1 and j> 0. However, it is well known 18, Lemma 2.61, that such 
terms can be eliminated by a further parameter change. This finally gives a 
Puiseaux expansion y(t) in the form claimed in Lemma 2.1. 
Remark ,G. It does not seem to be easy to show that the isomorphism < 
can be defined over K, rather than over a finite extension of K. 
5. UNIVERSAL MODALITY: THE RESOLUTION F(m, n) 
The module E(B,) have “small projective dimension” (Lemma 5.3 below), 
much smalfer than the obvious bound pd,~(~(~,~)) < r. Let Ffm, n) = (Fi) be 
the minimal finite free A-module resolution of E(B,,). One has filtrations 
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F,o, , F,,,i,, and E(B,)cn, 0 < j < s - 1. The Hessian H(f,) = x” - ‘y”-’ 
generates the socle Soc(E(B,)) c E(B,), and H(f,) will also denote the 
element ~~-~y+* of F, and E(B,), which generates cyclic submodules 
F O(s- ,) = Soc(F,) and E(BA)+ r) = Soc(E(B,)). One then has maps gr,i(q,): 
gr,JF,)-+gri(F,) for O< j<s- 1. 
LEMMA 5.1. For 0 < j < s - 1, there are presentations 
grj(F1) BT/o gr,(F,) BTi(so) grj(E(B,)) + 0. 
Let IK(m,n)= A F,(,-l,: this Koszul complex is the minimal A-module 
resolution of Soc(E(B,)), by Corollary 5.2. 
Proof of Lemma 5.1. The surjectivity of grj(cp,) is clear, so the lemma 
holds just in case ~p(F,cj,) 5 p[(F,) n Fotj, (mod F,,cj+ ,J for 0 <j < s - 1. 
This condition clearly holds if s < 1, and if s > 1 it is clear for j < [s/2] - 1. 
This starts an induction: assume that the condition holds for a given value of 
j, j < s - 2. Clearly rP,(F,(j+ ,)I c (P~(FA nFo(j+ 1) (mod Fo(j+& and one 
needs the other inclusion, Recall that the homothetie x.: grjF, + grj+ ,F, is 
injective, and x.: grjF,+ grj+, F, is surjective. By Lemma 1.3, these 
homotheties commute with pr. By induction, ‘p,(Flcj,) = rp,(F,) n F,(j) 
(mod Fotj+ ,,). Then x . (cPl(F,(j))) E x h(F,)nFd (modf’wj+d, 
x t(PI(F1(/))) c ‘Pl(Fl(j+ I)), and x (rp,(Fh nFo(j)) = pl(Fd nFo(j+ I), SO 
one has the other inclusion. 
COROLLARY 5.2. 
(i) SoC(E(B,)) = A HGf,)/(Ti, j, Ye**9 Tibjb) H(f,) 
= 4Wd. 
(ii) There is a monomorphism of presentations p: 
j+-q+“i”-” 
F I(S- 1) - Soc(FO) - Soc(E(B,)) - 0 
Proof: Both assertions follow since q,(F,+,,) = In,(cp,) Soc(F,). 
As usual, pd,(E) will denote the projective dimension of the A-module E: 
recall that b = b, = dim,(gr,(E(B,))). Recall the standard fact that if one has 
a short exact sequence of A-modules 0 +E’+E-+E”-+O,thenifpd,(E’)< 
pd,(E) one has pd,(E”) = pd,(E); and if pd,(E’) > pd,(E), one has 
pd,(E”) = pd,(E’) + 1 [ 11. 
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LEMMA 5.3. pd,(E(B,)) = b = (n - 2) - {2n/m]. 
Proof: Clearly pd,(Soc(E(B,))) = pd,(gr,- ,(E(B,))) = b. Since the 
In,@,) satisfy the generic grade condition, ~~(In.i(9~)) = grade(Inj(9,)) = 
PdAgrj- I@(BA))) 121; since they form a chain, Lemma 5.1 implies 
pd,(grj(E(B,))) < b for 0 ,< j < s - 1. NOW pd,(E(B,)) > b implies that 
P4tgrdW, 1)) > 6 a contradiction; and pd,(E(B,)) < b also implies 
pd~~gr*(~(~~))) > 6, a contradiction. 
DEFINITION 5.4. F(m, n) is a Koszul complex on the Newton boundary if 
the monomorphism @i)i6 i of Corollary 5.2 can be extended to a map of 
complexes 
p: IK(m, n) -+ F(m, n) 
in such a way that e&Z is an isomorphism. 
Remark 5.5. The previous definition picks out the case in which the 
only higher order relations for E(B,) are the Koszul relations among the 
relations for the socle, which are always present. In the next section, the 
cases in which ff(m, n) is a Koszul complex on the Newton boundary are 
enumerated. It would be of interest o give a natural description, in all cases, 
of the modules of syzygies F, of E(B,). If grjlF(m, n) is the minimal A- 
module resolution of grj(~(~~)), then for j < [s/2] - 1 gr,ilF (m, n) is simply 
the presentation 
0 -9 grj(F,) 3 grj(F,) Brjo grj(~(~~)) --I 0. 
For j 2 [s/2], grjF(m, n) is in effect the minimal resolution of the ideal 
Inj@,), described by the results of [2] (since In&p,) satisfies the generic 
grade condition), so that the resolutions grjlF(m, n) increase in length until 
one reaches grs-,lF(m,n)= /\F,(,-,,. 
Presumably one has lF(m, n) = Oj grj iF (m, n) as complexes of A-modules 
(taking direct sums in each degree), but a more natural description of the 
resolution would give all possible module structures on the R-modules of 
syzygies. Obviously F,, and F, have F,-module structures: calculations 
suggest hat all the higher syzygies Fj have F,-module structures, so perhaps 
LF(m, n) should be studied in the category of F,-modules. 
The first case in which there is a non-vanishing higher module of syzygies 
is when n = 4, where the resolution has the form 
F(m,4): O-,F,+F,+F,, 
and F, # 0 if m > 9. Direct calculation shows that F, is a cyclic F,-module. 
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Remark 5.6. The resolution F(m, n) can be thought of as giving a notion 
of “universal modality.” Indeed the usual modality r is the first Betti number 
of F(m, n), and the “essential modality” D (the dimension of the space of 
deformations of a general branch) is equal to x(ff (m, n)). 
Consider the cases (m, n) = (7,6) and (m, n) = (9,5). In each case the 
modality r = 6, and the “essential modality” D = 2. However, a difference 
between the two cases is detected by F(m, n), since the resolutions have the 
form 
F(7,6): O+A-+A3+A6+A6, 
F(9,5): O*A2+A6-+A6. 
Consider the double points z* + y6 + x’ = 0 and z* + y5 + x9 = 0. Is there 
a property of these surfaces, or their smoothings, which corresponds to the 
difference in the Betti numbers of the resolutions? 
Remark 5.7. It should be stressed that the property pd,(E(B,)) = b of 
Lemma 5.3 is a rather delicate property of the modules E(B,), which by no 
means follows simply from the existence of the incremental blocks, To 
illustrate this, consider E(B,) for (m, n) = (m, 4) and m large, so that 
: the presentation pd,(E(B,)) = 2, and the module E’ obtained by altering 
matrix as follows: Change 
7-2 T4 T6 
i i 
T2 T4 T6’ 
Tl T3 T5 T, T3 T5 
0 T2 T4 to 0 T2 T, 
0 T, T3 0 T, T3 
0 0 T2 0 0 T2 
0 0 T, 0 0 T,, 
Clearly Soc(E’) = A/J, where 
J = (T, - 7 7’2 9 Tj(Tj T.,)P. 
Then pd,(E’) > 3, so a perturbation of the presentation matrix leaving the 
incremental blocks intact can raise the projective dimension. 
6. WHEN IS F(m, n) A KOSZUL COMPLEX? 
As before, let B, = k[ [t”, t”]] and B, be the versa1 E-deformation of B,. 
In this section, the cases in which ff(m, n) is a Koszul complex on the 
Newton boundary (in the sense of Definition 5.4) are enumerated, to 
illustrate some of the ideas of this paper. The assertions about Armi, which 
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would be given by the conjectural strengthening of Theorem 2.2 have been 
checked directly in these cases. The T’-stratification, which is needed to 
study the conjecture of Mumford, can be computed using the ideals of 
minors of the presentation matrix (because the stratification by r = 
dim, T’(B/k, B) is the same as the stratification by dim,,!?(B) [8]). The 
quotients of these strata can then be computed by Lemma 2.1 and 
calculations of a similar kind. The examples illustrate the diagonal principle 
(the parameters defining a general branch are those on the first row of the 
presentation matrix up to the first diagonal consisting of Ttis), the use of the 
incremental ideals, and so on. 
From the formula of Lemma 1.1 it is clear that E(B,) = 0 if and only if 
n > 2, or (m, n) = (4,3), or (5,3). 
EXAMPLE 6.1. The case (m, n) = (m, 3), m > 7. 
Here a basis for E(B,) is given by monomials x”y, x”’ ‘y,..., x”- *y, where 
u = [2m/3] + 1. Let r = r(m, n) = [m/3] - 1 and Tu+i , = Tuti. The presen- 
tation matrix has the following form: 
. 
. 
Tu 
0 
T UiT-I 
T u+r-2 
T u+r-3 
T utl 
Tll i 
Here the incremental blocks are Aj = (T,) for I= I,..., r. The T’- 
stratification is given by 
(I,-i(~~))“* = (Tu, T”+ I,***, Tu+i)A, 
The versa1 E-deformation of B, 
i = O,..., r - 1. 
I 
r-1 
B,=A t3, tm + c Tu+if2m-(m-u-i)n . 
i=O 11 
The isomorphism of Lemma 2.1 is 
l: KG ,B, + K[ [t-‘, t”’ + 7’ut2m-cm~“‘n]] (ifr> 1). 
The T’-stratification is obtained as an algebraization of a flag in 
Spec(A) = Spec(k[ Till). The fibers over each stratum are isomorphic, so the 
moduli space is 
A$ : +. +... -p. 
(r + 1 points), 
where the arrows indicate specialization relations. 
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The minimal finite free resolution of E(B,) has the form 
F(m, 3): O+A'+A'-+E(B,)+O 
and of course is always a Koszul complex on the Newton boundary. 
EXAMPLE 6.2. The case (m, n) = (m, 4), m > 5. 
Using Theorem 2.2, one sees that when n = 4 J&, has the following 
structure: for (m, n) = (5,4) or (7,4) it is a point, and for (m, n) = (9,4) or 
(11,4) it is a rational curve. In these cases, iF(m, n) is a Koszul complex on 
the Newton boundary. In the next case, (m, n) = (13,4), E(B,) has a basis 
x”y, x’y*, x”y, x8$, x9y2, x”y’, x”y*. The presentation matrix has the 
form 
T 10 1 T72 T,, I T,2 T92 T10 2 T,, 2 
0 0 T,o 1 ‘72 Ts2 T92 T,o z 
0 0 0 0 Tn T,2 T92 
(p,)= 0 0 0 0 0 T,* Ts2 . 
0 0 0 0 0 T,o , T,, 1 
0 0 0 0 0 0 T,, 
0 0 0 0 0 0 T,,, 
The incremental blocks are A, = (T,. , , T,&, A, = A,, A, = (T,2), A, = 
A, = A:, and the T’-stratification is given by 
(h(91))“’ = cT72)A = (b(9d1’* = Vu,, , Tn, T&4 
= (z3h))“2 = CT10 I 9 ‘72 7 Tc32 9 T92)A 
=(z2(91))=(T,o,,T,2,T,,,,T,2,T,,, T,oM 
W1(9d=mA. 
The versa1 E-deformation of B, is 
B, = A [ [t4, t3 + T,, , t4 + T,, t" + T,, , t'* + T,,, t9 
+ T92 t23 + T,o2 t2' + T,, 2 t3']]a 
The isomorphism of Lemma 2.1 is 
(-: K 6 ,B, + K[ [t", t13 + T,, , t14 + T,, t15 + T,, , t'*]]. 
(Z5(9,))1’2 = In3(9,) = (T72)A, so by Theorem 2.2 
&,,,i, = Ip(k 2, 5) - v((T’,)) 
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(it follows from Corollary 3.3 that Arslz, + , is always a one-by-one matrix if 
n = 4). 
The minimal resolution of E(B,) has the form 
F(l3,4): O+42-+A’+l~+E(B,)+0 
and is not a Koszul complex on the Newton boundary. In general in the case 
n = 4. the minimal resolution has the form 
F(m, 4): 0 + A- -+A’-+A’-+E(B,)+O 
(by Lemma 5.3), and hence is only a Koszul complex on the Newton 
boundary when rgA(E(BA)) < 1. 
EXAMPLE 6.3. The case (m, n) = (m, 5). 
Consider first the case (m, n) = (6,5). In this case a basis for E(B,) is 
x4y2, x3y3, x4y3. The presentation matrix has the form 
The T’-stratification is given by 
(z2h))1’2 = tT42, T33)A c (zl((P1))“2 = mA. 
The versa1 E-deformation of B, is 
The isomorphism of Lemma 2.1 is 
(: K 6 ,B, + K[ [t’, t6 + T,, t8 + T33 t9]]. 
By Theorem 2.2, 
Xmi, = W2,3) - v((7’42, T33)) = W, 3). 
The inclusion k[ T42, T,,] I> k[ Ti2, Ti3] = k[ T,, , T33]“2n”‘, where the 
group action is T,, w c2 T42, T,, I+ c3 T33, and c2 and c3 are primitive 
second and third roots of unity, defines a morphism Ip’ + Ip(2,3) = 
Proj(k[Ti,, T:,]) identifying Ip(2,3) = [P’/,u,I~I, as a quotient of Ip’. Since 
the maximal ideals of the rings of invariants at the fixed points (1,O) and 
(0, 1) are principal, Ip(2, 3) is normal, hence isomorphic to Ip’ since it is 
rational by Luroth’s theorem. A similar argument shows that iP(h,, h,) 3 Ip’ 
for any positive h, < h,, and therefore in the five cases (m, n) = (9,4), 
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(11,4), (6,5), (7,5), (8,5) where rg,E(B,) = 1, J&, is isomorphic to a 
Zariski-open subset of P’. 
The minimal resolution of E(B,) has the form 
F(6,5): O+A+A3+A3+E(BA)-+0. 
In the next two cases the resolutions are 
F(7,5): O+A -+A4+A4+E(BA)+0, 
F(8,5): O+A-,As+A5+E(BA)+0. 
In the three cases above, F(m, 5) is a Koszul complex on the Newton 
boundary. If m > 8 this is no longer true; for instance, 
lF(9,5): o+A*+A6+A6+E(z3A)-+0 
is not a Koszul complex on the Newton boundary. 
EXAMPLE 6.4. The case (m, n) = (m, 6). 
The case (m, n) = (7,6) was considered in detail in [8, Chap. 51. From the 
point of view of this paper, this case is of interest as being the only one for 
which F(m, 6) is a Koszul complex on the Newton boundary; and the only 
case in which the resolution has this form and the moduli space has 
dimension greater than one. In this case E(B,) has a basis x5y2, x4y3, x3y4, 
x5y3, x4y4, x5y4. The presentation matrix has the form 
/ 
T52 T43 T34 T53 T44 T54 
0 0 0 T43 T34 T44 \ 
0 0 0 0 0 T,, 
The incremental blocks are 
A, = V’52 T43 T34h 
A,= (2; ;:)y 
A, =A;, 
and the T’-stratification is given by 
V~((P#‘* = V’:, - T,, T,,P = V3hH” = (Tsz, 7’43, T34P 
= V2hN”* = (7’529 7-43, T34r 7-53, T44)A = thtcPd)"'= mA’ 
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The versa1 E-deformation of B, is 
B, = A [ [t6, t' + T,, t9 + Td3 t" + T,, t" + Ts3 t16 + T,, t" + T54 t23]]. 
The isomorphism of Lemma 2.1 is 
<: K C$I ,B, -P K[ [t6, t' + T52 t9 + TA3 t" + T3/']]. 
By Theorem 2.2, 
Armi, = W, 394) - W’,z, - T52 T34)). 
The minimal resolution of E(B,) has the form 
and is a Koszul complex on the Newton boundary. If m > 7, F(m, 6) is never 
a Koszul complex on the Newton boundary. As the next example shows, for 
n = 7, lF(m, 7) fails to be a Koszul complex on the Newton boundary even in 
the simplest case, (m, n) = (8,7). The resolutions in the other cases, where 
M&,, is a surface, have the form 
F(9,5): O+42+A6+46+E(BA)+0, 
F(13,4): 0-~4*+4'+A~-d(B~)-+O, 
F(15,4): O-+A2+AB+A8+E(B,)+0. 
EXAMPLE 6.5. The case (m, n) = (8,7). 
A basis for E(B,) is x6$, xSy3, x4y4, x3y5, x6y3, x5y4, x4y5, x6y4, x5y5, 
x6y5. The presentation matrix has the form 
@PI) = 
- T62 T53 T44 i-35 T63 T54 T45 ‘64 T55 T65 
0 0 0 0 T53 T44 T35 T54 T45 T55 
0 0 0 0 T62 T53 T44 T63 T54 T64 
0 0 0 0 0 0 0 T,, T,, T45 
0 0 0 0 0 0 0 T,, T,, T,, 
0 0 0 0 0 0 0 T,, T,, T63 
0 0 0 0 0 0 0 0 0 T,, 
0 0 0 0 0 0 0 0 0 T,, 
0 0 0 0 0 0 0 0 0 T52 
-0 0 0 0 0 0 0 0 0 T6* 
By Theorem 2.2, 
'AY,,,,in = p(2, 3, 4, 5, 9) - v((&(~,))"'). 
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The minimal incremental ideal is 
= In,b,) = In,(v,), 
the ideal of 2 x 2 minors of this 2 X 3 matrix. Thus the rings of general type 
lie over the complement of the product of the cone over a twisted cubic and 
a linear space in an algebraization of Spec(A). The minimal resolution of 
E(B,) has the form 
F(8,7): O-,A-tA4--)A7--)A’0~A’0~E(BA)-t0. 
The second order relations are: six Koszul relations between x3 o, 
x2y 0, xy2 ’ Co, y3 . o, and a further relation 
<T:, - T,, T4Jx2 " - U'44 T53 - Ts2 T&Y . 0 
+ V,z, - T53T3s)y2. a- (T447',3 - T53T54)x2y. " 
+ (7'3,T,,- T537'4,b~~ . 0 - (T,,T,, - 7'447'4,)~~ 0. 
It follows that F(8, 7) is not a Koszul complex on the Newton boundary. 
The computations in the examples above can be summarized by 
LEMMA 6.6. F(m, n) is a Koszul complex on the Newton boundary if and 
only if 
(I) IZ < 3, or (m, n) = (5,4) or (7,4), these being all the cases in 
which D(m, n) = 0; or 
(II) (m, n) = (9,4), (I 1,4), (6,5), (7,5), or (8,5), these being all the 
cases in which D(m, n) = 1; or 
(III) (m, n) = (7,6), this being (with (m, n) = (13,4), (15,4), (9,5)) 
one out of the four cases in which D(m, n) = 2. 
It would be interesting to interpret hese cases by analyzing smoothings of 
the surfaces z2 + y” + xm = 0. 
Proof of Lemma 6.6. The sufficiency of these conditions is worked out 
explicitly in the calculations. On the other hand, suppose that F(m, n) is a 
Koszul complex on the Newton boundary. Consider the possible sequences 
b , ,..., b, which can occur. Note that bj decreases by zero or one as j 
increases. F(m, n) will fail to be a Koszul complex unless all incremental 
blocks except perhaps A, and A, are square. This implies b, < 3. 
Suppose that 6, = (n - 2) - [2n/m] < 1. Then either n Q 3, or n = 4 and 
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]8/m] = 1 (so that (m, n) = ($4) or (7,4)). Note that these are the cases in 
which D(m, n) = 0. 
Suppose that b, = (n - 2) - [2n/m] = 2. Then either n = 4 and m > 8, or 
n = 5 and [10/m] = 1. In the first case F(m, 4) fails to be a Koszul complex 
if m > 13 because the sequence of 4i has the form 2, 2,..., 1, 1, so that there is 
an intermediate block that is not square. This leaves (m, n) = (9,4) or 
(11,4), which are on the list. In the second case, (m, n) = (6, 5), (7,5), 
(8,5), or (9,5), and the last of these cases was excluded above. Note that the 
remaining cases are exactly those for which D(m, n) = 1. 
Finally suppose that b, = 3. Then either n = 5 and m > 10, or n = 6 and 
[2n/m] = 1. In the second case (m, n) = (7,6) or (11,6). The case (7,6) is 
on the list above. For the case (m, n) = (11,6) one has s = 6 and b,j = 3, 3, 2, 
2, 1, 1. Hence there is an intermediate block which is not square, so E( 11,6) 
is not a Koszul complex. Now assume (m, n) = (m, 5) with m > 10. If b, = 
3 - [ 15/m] = 3 there will be an intermediate block which is not square, and 
this excludes all cases except for (11,5), (13, 5) and (14, 5). In these cases 
the sequences of bjs are 3, 2, 2, 2, 1; 3, 2, 2, 2, 1, 1; and 3, 2, 2, 2, 1, 1, 1. In 
each case there is an intermediate block which is not square, so these cases 
are also excluded. This leaves only (m, n) = (7,6), as claimed, the only case 
in which F(m, n) is a Koszul complex and D(m, n) = 2. 
Remark 6.7. In the work of Sylvester and Cayley on binary and ternary 
forms, catalectic matrices of the type 
arise. These matrices are precisely the incremental blocks AlslZl+ , in the case 
(m, n) = (n + 1, n) and n even, n = 4, 6, 8 ,... . Thus in these cases the rings of 
general type are those for which the determinants of the above matrices fail 
to vanish. 
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