In this note we describe an application of Wasserstein distance to Reinforcement Learning. The Wasserstein distance in question is between the distribution of mappings of trajectories of a policy into some metric space, and some other fixed distribution (which may, for example, come from another policy). Different policies induce different distributions, so given an underlying metric, the Wasserstein distance quantifies how different policies are. This can be used to learn multiple polices which are different in terms of such Wasserstein distances by using a Wasserstein regulariser. Changing the sign of the regularisation parameter, one can learn a policy for which its trajectory mapping distribution is attracted to a given fixed distribution.
Introduction and Motivation
In reinforcement learning (RL) [Sutton and Barto, 1998 ], an agent interacts with an environment in a sequential manner, receiving feedback as it does so. At each point in time, the agent, knowing its state, takes an action and subsequently receives an immediate reward. This process is repeated either indefinitely or until the agent reaches a terminal state. The general goal is for the agent to learn the actions to take in each state in order to maximise the expected sum of rewards. By making rewards negative, we can model scenarios where the agent is trying to minimise costs. The agent and environment together are modelled as a Markov Decision Process (MDP) where the agent can alter the policy but not the rewards, the dynamics (that is, (state, action) → state transition probabilities) or structure of the MDP. In model-based RL, the transition dynamics are (approximately) known or are learned, and the model can be used to learn an optimal policy, whereas in model-free RL, the dynamics are, unknown a priori and the agent tries to learn control directly without trying to learn a model.
Despite its simplicity, RL has seen remarkable success when combined with powerful function approximators such as deep neural nets [LeCun et al., 2015] with recent successes such as [Mnih et al., 2015 , Silver et al., 2016 .
In this work we provide an approach to Reinforcement Learning based on distributions of mappings of trajectories: Consider that for any MDP M, there a fixed set of trajectories Γ and that a policy π for M will induce a probability measure over Γ. Now suppose we had a mapping f : Γ → M where M is a metric space. Then π would induce a probability measure µ π over M , and, in general, different policies will induce different measures. Furthermore, the metric d : M × M → R + gives us a way to quantify how much individual trajectories differ, and this in turn can be used in the framework of optimal transport [Villani, 2008] to give a measure of how different the behaviour of different policies are.
There are many reasons why we would care about how the behaviour of policies compare against each other, illustrated with the following examples: 1) Suppose a robot R1 is tasked to move from point A to point B and back repeatedly over some uneven terrain (e.g., to deliver goods and return). A standard RL algorithm will find an optimal policy π. Now suppose you wanted to send a second robot R2 to do the same. It would be desirable for R2 to find a good path but perhaps not the same one taken by R1, for example, in order for them not to collide, to reduce stress on the path (such as a bridge). This becomes more pertinent with more and more robots, where the need to find alternatives becomes more urgent. We call such scenarios repulsive. 2) Suppose as above you want to move robots back and forth between two points A and B and that R1 has learned to move through an optimal route. If R2 is a different model of robot, then we cannot simply apply the optimal policy of R1 to R2, since there dynamics may be different and the signals to the motors (which is what a policy is), may be meaningless for a different model of robot. Here learning optimal policy is bopth about the robot learning to move itself and also about finding an efficient route. If we posit that the optimal route leaned by R1 is similar to an optimal route that for R2, then we can make the former a target for R2, effectively transferring some of the learning from R1 to R2. We call such scenarios attractive. Of course scenarios can be a combination of attractive and repulsive. 3) Consider a cleaning robot that is required to cover some ground area in a home or factory floor. The robot could learn an optimal route to take (where performance is measured in the time it takes to cover the floor), but if there were sudden changes in the environment, such large objects being relocated, then the optimal policy may be severely degraded. In this case, having pre-learned "spare" policies to apply instead could be a fruitful. The cleaning circuit itself could be decomposed into sub-components and we could pre-train multiple repulsive variations for each sub component and choose randomly between when one fails. We call such scenarios robustification. Indeed, it could be argued that if it is easy to find many well-performing policies which are mutually repulsive, then it is easy to make a solution robust.
The above examples are about robotic navigation where the underlying mapping f is simply the trajectory itself in R 2 and the metric is related to the Euclidian distance between trajectories. However, a trajectory in general is just a sequence of (state, action, reward), and that could be, for example, resource allocation decisions made in a network, or financial trades.
Informally stated, our contributions are as follows: We present reinforcement learning algorithms for finding a policy π * where the objective function is the standard return plus regulariser that approximates the Wasserstein distance between the distribution of a mapping of trajectories induced by π * and some fixed distribution. Thus, the algorithm tries to find a good (in the standard sense) policy π * whose trajectories are different or similar to some other, fixed, distribution of trajectories.
Note that whilst the above examples have the fixed distribution coming from the previously-learned policy of the first agent, this is not necessary as the algorithms merely require a distribution as an input (without any qualification on how that distribution was obtained). The usefuleness of the algorithms are, however, particularly clear when the input policy comes from a learned distribution because in that case
Preliminaries
The setting in which RL takes place is a Markov decision process (MDP) -henceforth called M. At each time step t the environment is in a state s t ∈ S and selects an action a t ∈ A according to its policy π(a t |s t ) -mapping from state s t to actions a t or action probabilities which governs the agents behavior and receives a scalar reward r t -defined by a reward function r(s t , a t ) -and transitions to the next state s t+1 , according to some environmental dynamics governed by dynamics p(s t+1 |s t , a t ) (which are a fixed property of the MDP and cannot be changed by the agent).
In this section we use the notation τ = (s
1 , · · · ) to specify a generic trajectory for the MDP M. For convenience, we shall leave out the superscript (τ ) when it is clear from context what it should be. Denote by Γ the space of all possible trajectories of M.
This continues until the agent reaches a terminal state. The total return of a trajectory is then given by R(τ ) = ∞ t=0 γ t r t the discounted, accumulated reward with the discount factor γ ∈ (0, 1].
Assuming a single starting state s 0 , the singular goal of the agent is to maximize the expectation of its long term rewards with respect both to the environment dynamics and the random choices made by the agent. We focus on a model-free setting where we have no prior knowledge of the dynamics nor do we explicitly try to learn a model in order to learn an optimal policy In the "model-free" setting an agent follows a trajectory generated by: r 1 |s 1 , a 1 ) . . . where µ start here is a distribution over states to start on. For simplicity, we shall assume there is a single starting state denoted by s 0 .
We work with policies π θ parametrized by θ ∈ Θ for some appropriate parameter space Θ. Let P θ (τ ) be the "density" of policy π θ evaluated at trajectory τ . The aim then, in standard RL settings, is to determine
For economy of notation, we write τ ∼ π θ in place of τ ∼ P θ . For a policy π θ we define its value function V θ : S → R as the expected discounted reward that an agent would receive if it were to act according to policy π θ and starting on state s. If we fix the starting state to s 0 , then we can simply write V (θ).
Wasserstein distance
There are several useful notions of distances between distributions. The main tool for our methods is the Wasserstein distance between probability measures µ, ν. Suppose M is a metric space, and µ = n i=1 µ i δ xi , ν = m j=1 ν j δ yj are finite discrete measures where x i , y j ∈ M . A coupling κ = κ(µ, ν) of µ and ν is a measure over {x 1 , . . . , x n } × {y 1 , . . . y m } that preserves marginals, i.e, µ i = j κ(µ i , ν j ) ∀i and ν j = i κ(µ i , ν j ) ∀j. This then induces a cost of "moving" the mass of µ to ν, given as the (Frobenius) inner product κ, C where the matrix C ∈ R n×m has [C] ij = c ij = d(x i , y j ), i.e., the cost of moving a unit of measure from x i to y j . Minimised over the space of all couplings K(µ, ν), we get the Wasserstein distance, also known as the Earth-Mover Distance (EMD).
Perhaps the principle advantage that Wasserstein distance has over other notions such as Kullback-Leibler (KL) or Total Variation (TV) is that Wasserstein takes into account the underlying geometry separating points in the sample space. This is particularly pertinent to RL because different trajectories means different behaviours , and we would like to quantify how different the behaviours of two policies are in terms of how different are the trajectories that they take. For example, if Γ = {τ 1 , τ 2 , τ 3 }, and each of three policies π i induces Dirac on τ i , then in KL and TV terms, any pair of policies are just as different to each other as any other pair. However, if τ 1 and τ 2 are very similar in terms of behaviour (as defined by d(f (τ 1 ), f (τ 2 )), but are both very different to τ 3 , then this will not be captured by KL and TV, but will be captured by Wasserstein.
Entropy-regularised Wasserstein distance
Computing the Wasserstein distance and optimal coupling between two distributions µ and ν can be expensive. When µ, ν are finite discrete measures, it is clear that the solution can be done by solving a minimum cost flow problem on an augmented bipartite graph for which there are algorithms with complexity O((m + n) 3 log(m + n)) 1 . Clearly this presents a problem for the general case, but even for the finite discrete case, such complexity is practically prohibitive for large-scale problems.
Presented in [Cuturi, 2013] was an algorithm for solving an entropy-regularised variation of Wasserstein distance for finite discrete distributions, that is, for computing:
and the coupling which gives the above. Here H(κ) = − i,j κ ij log κ ij is the entropy of the coupling π, and ρ > 0 is a regularisation parameter. More generally, and following [Genevay et al., 2016] , let X and Y be two metric spaces. Let C(X ) be the space of continuous functions on X and let M 
That is the set of joint distributions κ ∈ M 1 + (X × Y) whose marginals over X and Y agree with µ and ν respectively. Given a cost function c ∈ C(X × Y), the entropy-reglarised Wasserstein distance W ρ (µ, ν) between µ and ν is defined as:
Where
Here dκ dξ is the relative density of κ with respect to ξ. If the relative density does not exist, then KL(κ||ξ) := ∞.
Note, we say the optimal coupling because the above is a strongly-convex problem, unlike the unregularised version. The algorithm in [Cuturi, 2013] is based on finding the dual variables of the Lagrangian by applying Sinkhorn's matrix scaling algorithm [Sinkhorn, 1967] , which is an iterative procedure with linear convergence.
Stochastic optimisation algorithms were presented in [Genevay et al., 2016 ] for the cases where (i) µ, ν are both discrete, (ii) when one is discrete and the other continuous, and (iii) where both are continuous.
Reinforcement learning with entropy-regularised
Wasserstein regulariser for finite discrete measures
In this section we formalise our ideas. We begin the exposition with finite discrete measures.
Recall M is a metric space, f : Γ → M is a mapping over trajectories. Let P n be the n − 1 dimensional probability simplex. We also have a fixed distribution ν = (ν 1 , . . . , ν n ) ∈ P n over points (y 1 , . . . , y n ) ∈ M n i.e, with mild abuse of notation, the measure is µ = n j=1 ν j δ yj . Lastly, we have a cost matrix C ∈ R n×n + Note f, M, ν, C are inputs to the algorithm.
We paramterise our policy with a vector θ ∈ Θ where Θ is a parameter space. The objective is: max
where
is the standard objective in RL and λ ∈ R is a regularisation parameter.
Note: λ can be positive or negative. If it is positive then repulsion is promoted, whilst if it is negative, then attraction is promoted.

Gradient-based optimisation
Following (6) we have:
Per the standard policy gradient approach [Sutton and Barto, 1998 ], we can sample trajectories to get an unbiased estimate of ∇ θ V (θ). Indeed, for any function g : Γ → R,
meaning we can sample trajectories to obtain unbiased estimates of ∇ θ µ θ .
Finally, the term ∇ µ W ρ (µ, ν)| µ=µ θ can be dealt with using the Sinkhorn algorithm itself: In the computation of W ρ (µ, ν) for a given pair µ, ν, the algorithm computes their optimal dual variables u * , v * , respectively. It can do so because, as mentioned above, the entropy-regularisation makes the optimisation strongly convex and strong duality is exhibited. Then u * is a (sub)gradient of W ρ (µ, ν) with respect to µ (this will be discussed further below). Thus, given an estimate of µ θ , we can estimate
Putting it all together, we have derived a simple stochastic gradient algorithm. In Algorithm 1, (α i ) i is a learning rate.
Algorithm 1: Stochastic gradient for finite discrete measures
compute estimate gtm(τ ) of ∇ θ µ θ using (8); 7 update estimateμ θ of µ θ using τ ; 8 compute estimate gtw of ∇ µ W ρ (µ, ν)| µ=µ θ using Sinkhorn [Cuturi, 2013] andμ θ ;
Stochastic alternating optimisation via dual formulation
The dual of the primal problem (2) was studied in [Cuturi and Doucet, 2014] . Applying it, we get the following equivalent of (6):
Swapping the order of maximisations:
The term u, µ θ is an expectation, and the above can be re-written:
for an appropriate function u. An iterative algorithm can proceed by alternatively fixing u, v and maximising θ, and vice versa. When u is fixed, we can apply policy gradient [Sutton and Barto, 1998 ] to the term E τ ∼π θ [λu(f (τ )) + R(τ )];
Thus, sampling a trajectory from π θ and using it to compute the bracketed term in (13) gives an unbiased estimate of the true gradient. This can be used to update θ. Further, observe that fixing θ, the expression to be maximised in (9) is differentiable in u, v. This provides the means to increase u, v.
This iterative alternating maximisation procedure is summarised in Algorithm 2.
Algorithm 2: Stochastic gradient for finite discrete measures, dual formulation
The advantage of this algorithm is that we don't need to have to have the distributions µ θ and ν, only that we need to be able to sample from them.
The continuous case
In this section, we present a stochastic alternating maximisation algorithm analogous to the discrete version above. In [Genevay et al., 2016] , a stochastic optimisation algorithm is presented for computing Wasserstein distance between continuous distributions. Instead of finite dual variables (u, v) ∈ R n × R n , we have test functions (u, v) ∈ H×H where H is a reproducing kernel Hilbert space (RKHS). The type of RKHS we will use will be generated by universal kernels [Micchelli et al., 2006] , thereby allowing uniform approximability to continuous functions u, v
Following the notation in the aforementioned paper, let
For any set C ⊂ X let i C : X → R ∪ {∞} be its indicator function such that i C (x) = 0 if x ∈ C and i C (x) = ∞ otherwise. Define the following:
They give the following:
Proposition 1 (Wasserstein Dual Formulation, Proposition 2.1 from [Genevay et al., 2016] for ρ > 0). In our work, X = Y = M , the metric space that is mapped to by f . Defining:
F ρ (x, y, u, v) := u(x) + v(y) − ρ exp u(x) + v(y) − c(x, y) ρ
The equivalent of (9) We consider functions u, v to be elements of the RKHS H generated by K. If K is a universal kernel over X (≡ M ), the search space for u, v space will be rich enough to capture C(X ) [Steinwart and Christmann, 2008] . Under these assumptions the k−th step of stochastic gradient descent operation in the RKHS for u, v takes the form:
where (x, y) are sampled from the product measure of the two measures being compared, in our case, µ θ k and ν.
The implementation via kernels is through the following result:
Proposition 2 ( [Genevay et al., 2016] ). The iterates (u k , v k ) defined in (16) satisfy The continuous analogue to Algorithm 2 is straightforward, summarised in
