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PARABOLIC HARNACK INEQUALITY FOR TIME-DEPENDENT
NON-SYMMETRIC DIRICHLET FORMS
JANNA LIERL AND LAURENT SALOFF-COSTE
Abstract. In the context of a metric measure Dirichlet space satisfying vol-
ume doubling and Poincare´ inequality, we prove the parabolic Harnack inequal-
ity for weak solutions of the heat equation associated with local nonsymmetric
bilinear forms. In particular, we show that these weak solutions are locally
bounded.
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Introduction
This paper is concerned with the parabolic Harnack inequality in the context
of an abstract Dirichlet space satisfying volume doubling and Poincare´ inequality
provided that the metric is induced by the Dirichlet form.
As observed by Moser [26, 27, 28], the parabolic Harnack inequality implies that
weak solutions of the heat equation are locally bounded and Ho¨lder continuous.
Further, Nash [29] and later Aronson [1] developed heat kernel estimates and other
related results. See also [2, 32, 10, 37, 30].
On Euclidean space, Aronson and Serrin [2] developed the theory of parabolic
Harnack inequalities for quasi-linear divergence form equations having the proper
structure. This includes time-dependent linear equations in divergence form with
uniformly elliptic second order term, first and zero order terms with bounded coef-
ficients, that is,
∂tu(t, x) =
∑
i,j
∂j(ai,j(t, x)∂iu(t, x))
+
∑
i
bi(t, x)∂iu(t, x) +
∑
j
∂j(dj(t, x)u(t, x)) + c(t, x)u(t, x),(1)
to be interpreted in the weak sense and where ai,j , bi, dj and c are bounded measur-
able functions with, ∀ ξ ∈ Rn, ∑i,j ai,j(t, x)ξiξj ≥ ǫ|ξ|2, ǫ > 0. In particular, if the
lower order coefficients bi, di and c all vanish, then the weak solutions satisfy a global
scale invariant parabolic Harnack inequality even when ai,j is time-dependent and
not necessarily symmetric. This implies a two-sided Aronson heat kernel estimate
that is global in time and space.
One goal of this paper is to obtain similar results in the context of metric measure
spaces under natural assumptions on the geometry of the space (volume doubling
and Poincare´ inequality). See the parabolic Harnack inequality of Theorem 4.13,
and applications to heat kernel estimates in Section 5.
For purely second order divergence form operators (with no time dependence) on
complete Riemannian manifolds, Grigor’yan [14] and Saloff-Coste [34] observed that
the parabolic Harnack inequality is equivalent to the volume doubling property and
the Poincare´ inequality. This characterization of the parabolic Harnack inequality
has been very useful in the development of analysis on rough spaces including spaces
equipped with a sub-Riemannian structure [16, 35], Lipschitz manifolds, Alexan-
drov spaces [17], polytopal complexes and Gromov-Hausdorff limits of Riemannian
manifolds [42].
Biroli and Mosco [4] and Sturm [41] extended these ideas in symmetric strongly
local, regular Dirichlet spaces equipped with a non-degenerate intrinsic distance.
The paper [41] states a parabolic Harnack inequality for local weak solutions of the
heat equation associated with symmetric, time-dependent, strongly local Dirichlet
forms that are all uniformly comparable to a fixed symmetric strongly local regular
Dirichlet form that satisfies the doubling property and the Poincare´ inequality and
defines a metric that induces the original topology of the space. The parabolic
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Harnack inequality of [41] relies on mean value estimates that are studied in [39] in
a more general context that applies to a class of (non-symmetric) Dirichlet forms.
The main results of the present work are Lp-mean value estimates, the local
boundedness of weak solutions, and the parabolic Harnack inequality in the context
of time-dependent non-symmetric forms. It is also essential for applications that
this work treats equations associated with forms that are not necessarily Dirichlet
forms but, instead, introduces a setting that mimic general operators in divergence
forms in Euclidean space. See Section 2.1.
The results obtained in this paper involve two types of assumptions. The first
type concerns the structure of the local bilinear forms Et and some quantitative
conditions. These are introduced in Sections 2.1 and 2.3 as Assumptions 0, 1
and 2. The second type of assumptions concerns the underlying space, these are
introduced in Section 4.1 as Assumptions 3 and 4.
The main results (Harnack inequality and Ho¨lder continuity of weak solutions)
are stated in Theorem 4.13, Corollary 4.14 and Corollary 4.18. Applications to heat
kernels are described in Section 5. The present work is in part motivated by further
applications to the study of the heat kernel with Dirichlet boundary condition and
a boundary Harnack principle for harmonic functions of non-symmetric operators.
See [22, 21].
1. Framework
The classical theory of symmetric Dirichlet forms is developed in [11]. For the
notion of non-symmetric Dirichlet forms see [24].
Let X be a locally compact separable metrizable space and let µ be a positive
Radon measure on X with full support. On this space, we will consider bilinear
forms that generalize (non-symmetric) local Dirichlet forms.
1.1. The reference form. Throughout this paper, we fix a symmetric, strongly
local, regular Dirichlet form (E , D(E)) on L2(X,µ) with energy measure Γ. In
particular,
E(u, v) =
∫
dΓ(u, v), ∀u, v ∈ D(E).
Note that in [11] the energy measure Γ(u, v) is denoted as 12µ
c
<u,v>. For each
u ∈ D(E) ∩ L∞(X,µ), Γ(u, u) is the unique Radon measure satisfying∫
fdΓ(u, u) = E(uf, u)− 1
2
E(f, u2), ∀f ∈ D(E) ∩ L∞(X,µ).
Further, Γ satisfies a sort of Cauchy-Schwarz inequality (cf. [11, Lemma 5.6.1])∣∣∣∣∫ fg dΓ(u, v)∣∣∣∣ ≤(∫ f2dΓ(u, u)) 12 (∫ g2dΓ(v, v)) 12 ,(2)
for any u, v ∈ D(E) and any bounded Borel measurable functions f : X →
(−∞,+∞), g : X → (−∞,+∞).
The energy measure Γ satisfies a chain rule: For any v, u1, u2, . . . , um ∈ D(E) ∩
L∞(X,µ), u = (u1, . . . , um), and Φ ∈ C1(Rm) with Φ(0) = 0, we have Φ(u) ∈
D(E) ∩ L∞(X,µ) and
dΓ(Φ(u), v) =
m∑
i=1
Φxi(u˜)dΓ(ui, v),(3)
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where Φxi := ∂Φ/∂xi and u˜ is a quasi-continuous version of u, see [11, (3.2.27)
and Theorem 3.2.2]. When Φxi is bounded for all i ∈ {1, . . . ,m} in addition, then
Φ(u) ∈ D(E) and (3) holds for any u1, . . . , um ∈ D(E) and any v ∈ D(E)∩L∞(X,µ);
see [11, (3.2.28)].
In some cases we will tacitly apply (2) or (3) with possibly unbounded functions.
Whenever we do this, it will be easy to see that a simple approximation of the type
um := u∧m will justify our reasoning. For any 0 ≤ u ∈ F , E(u−u∧m,u−u∧m)→ 0
as m→∞ by [11, Theorem 1.2.4].
By [11, Theorem 1.4.2], D(E) ∩ L∞(X,µ) is an algebra. Hence, inequality (2)
together with a Leibniz rule ([11, Lemma 3.2.5]) implies that∫
dΓ(fg, fg) ≤ 2
∫
f2dΓ(g, g) + 2
∫
g2dΓ(f, f),(4)
for any f, g ∈ D(E) ∩ L∞(X,µ). Here, on the right hand side, quasi-continuous
versions of f and g must be used.
Because the domain of E plays a fundamental role, we set
F := D(E) and ‖f‖F :=
(∫
|f |2dµ+
∫
dΓ(f, f)
)1/2
.
In our context, the space F plays the role of the first order L2 Sobolev space. By
definition, the (essential) support of f ∈ L2(X,µ) is the support of the measure
|f |dµ. For an open set U ⊂ X , we set
Fc(U) := {f ∈ D(E) : The support of f is compact in U},
Floc(U) := {f ∈ L2loc(U) : ∀ compact K ⊂ U, ∃f ♯ ∈ D(E), f
∣∣
K
= f ♯
∣∣
K
µ-a.e.}.
For functions in Floc(U) we always take their quasi-continuous versions. Note that
Γ(f, g) can be defined locally on U for f, g ∈ Floc(U) by virtue of [11, Corollary
3.2.1]. For any v, u1, . . . , um ∈ Floc(U) ∩ L∞loc(U, µ) and Φ ∈ C1(Rm), we have
Φ(u) ∈ Floc(U) ∩ L∞loc(U, µ) and the chain rule (3) holds. For convenience, we set
Fc := Fc(X) and Floc := Floc(X). We will use this notation throughout. One
fundamental assumption for the results of this paper is that all other bilinear forms
on L2(X,µ) that we will consider will share with E the same domain F .
We will make frequent use of the following properties of strongly local forms.
We refer to these properties simply as strong locality.
Proposition 1.1. (i) If u, v ∈ F and there exists c ∈ R such that (u−c)v = 0
almost everywhere, then E(u, v) = 0.
(ii) If u, v ∈ F and there exists c ∈ R such that (u−c)v = 0 almost everywhere,
then
∫
ψ2dΓ(u, v) = 0 for all ψ ∈ Fc ∩ L∞(X,µ).
Proof. (i) is proved in [5, Proofs of Theorem 2.4.2 and Theorem 2.4.3]. (ii) can be
derived from (i). 
1.2. Some preliminary computations for symmetric strongly local forms.
For a non-negative function u ∈ Floc and a positive integer n let
un := u ∧ n.
We will be using indices to functions in various ways. To avoid confusion, sub-
cripts n or m will make the function bounded, subcripts k or l or running indices
to denote a sequence, subscript h will denote a Steklov average, and subscript ε
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will make the function uniformly positive. We will reintroduce these notations in
the appropriate places.
For a function ψ ∈ F we write dΓ(ψ, ψ) ≤ c dµ if the energy measure dΓ(ψ, ψ) is
absolutely continuous with respect to µ and has a Radon-Nikodym derivative that
is bounded above by c ∈ (0,∞). If ∫ u˜2dΓ(ψ, ψ) < ∞ for some function ψ ∈ Fc,
then we write u ∈ L2(X, dΓ(ψ, ψ)). In particular, this is the case whenever ψ ∈ Fc
and dΓ(ψ, ψ) ≤ c dµ.
Proposition 1.2. Let 0 ≤ u ∈ F and let (fk) ⊂ F ∩ L∞ be a sequence that
converges to u in F as k →∞. Let g ∈ F ∩L∞. Suppose that u ∈ L2(X, dΓ(g, g))
and that either f˜k ≤ 2u˜ q.e. for all k or f˜k ≤ m q.e. for some integer m and for all
k. Then ug ∈ F , and there exists a subsequence (fkl) such that (fklg) converges to
ug in F as l→∞.
Proof. First, note that fkg ∈ F ∩L∞. Since (fk) is a Cauchy sequence in F , there
exists by [11, Theorem 2.1.4] a subsequence (f˜kl) of the continuous modifications
(f˜k) which converges to u˜ quasi-everywhere as l →∞. By (4),∫
dΓ((fkl+1 − fkl)g, (fkl+1 − fkl)g)
≤ 2||g||∞
∫
dΓ(fkl+1 − fkl , fkl+1 − fkl) + 2
∫
(f˜kl+1 − f˜kl)2dΓ(g, g).
Letting l → ∞, the first term on the right hand side tends to 0, because g is
bounded and (fkl) is a Cauchy sequence in F . The second integral on the right
hand side tends to 0 by the dominated convergence theorem and by the fact that
dΓ(g, g) charges no set of zero capacity by [11, Lemma 3.2.4]. This shows that
(fklg) is a Cauchy sequence in F , and (f˜klg) → u˜g quasi-everywhere as l → ∞.
Thus, the assertion follows from [11, Theorem 2.1.4]. 
Lemma 1.3. Let p ∈ R, ψ ∈ F∩Cc(X), and 0 ≤ u ∈ Floc with u ∈ L2(X, dΓ(ψ, ψ)).
Assume one of the following hypotheses.
(i) p ≥ 2,
(ii) u is locally uniformly positive.
Then uup−2n ∈ Floc, uup−2n ψ2 ∈ Fc, and for any k > 0 we have
(1− p)E(u, uup−2n ψ2) ≤ 4k
∫
u2up−2n dΓ(ψ, ψ)
+
( |1− p|2
k
+ (1 − p)
)∫
ψ2up−2n dΓ(u, u)
− ((1− p)2 + (1− p))
∫
ψ2up−2n dΓ(un, un).(5)
Proof. First consider the case when u is locally bounded. Then (3), (4) and the
strong locality of the reference form easily yield that uup−2n ∈ Floc and uup−2n ψ2 ∈
Fc. In order to prove the estimate (5), write
(1− p)E(u, uup−2n ψ2) = 2(1− p)
∫
ψuup−2n dΓ(u, ψ) + (1 − p)
∫
ψ2dΓ(u, uup−2n ).
The first integral on the right hand side can be estimated using the Cauchy-Schwarz
inequality (2). We will estimate the second integral on the right hand side. We
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have ∫
(np−2 − up−2n )ψ2dΓ(u, u− un) = 0
by (3) and Proposition 2.10(iii), and we have
∫
up−2n ψ
2dΓ(u − un, un) = 0 by
Proposition 2.10(iii). Hence,∫
np−2ψ2dΓ(u, u− un)
=
∫
up−2n ψ
2dΓ(u, u− un)
=
∫
up−2n ψ
2dΓ(u, u)−
∫
up−2n ψ
2dΓ(u− un, un)−
∫
up−2n ψ
2dΓ(un, un)
=
∫
up−2n ψ
2dΓ(u, u)−
∫
up−2n ψ
2dΓ(un, un).
Therefore, by (3), and the strong locality of the energy measure dΓ, we get
(1 − p)
∫
ψ2dΓ(u, uup−2n )
= (1− p)
∫
ψ2dΓ(u, (u− un)np−2) + (1 − p)
∫
ψ2dΓ(un, u
p−1
n )
= (1− p)
∫
np−2ψ2dΓ(u, u− un)− (1− p)2
∫
up−2n ψ
2dΓ(un, un)
= (1− p)
∫
up−2n ψ
2dΓ(u, u)− ((1 − p)2 + 1− p)
∫
up−2n ψ
2dΓ(un, un).
This proves the assertion when u is locally bounded.
Now we consider the case when u is unbounded. Since u ∈ Floc, for any compact
setK ⊂ X there exists v ∈ F such that u = v onK µ-almost everywhere. Replacing
v by v ∨ 0, we may assume that v is non-negative. Since v may be unbounded, let
us approximate v by vm := v ∧m. Since F is the domain of a Dirichlet form, it
is clear that vm ∈ F ∩ L∞. We also know that vmvp−2n ∈ F and vmvp−2n ψ2 ∈ Fc
because F ∩L∞ is an algebra. As m→∞, vm converges to v in F by [11, Theorem
1.2.4], and also pointwise. It then follows from (4) that
E((vm − vk)vp−2n , (vm − vk)vp−2n ) ≤ 2
∫
(vm − vk)2dΓ(vp−2n , vp−2n )
+ 2
∫
v2p−4n dΓ(vm − vk, vm − vk)
−→ 0 as k,m→∞.
This shows that (vmv
p−2
n )m is a Cauchy sequence in F . By the closedness of F
and the fact that vmv
p−2
n → vvp−2n in L2, it follows that vvp−2n ∈ F . In particular,
uup−2n ∈ Floc. By similar reasoning, uup−2n ψ2 ∈ Fc.
To see that (5) holds also when u is unbounded, we approximate u by um and
apply (5) to um. Because of the assumption u ∈ L2(X, dΓ(ψ, ψ)), the dominated
convergence theorem, the Markov property, and the strong locality of dΓ, we can
take the limit as m→∞. This completes the proof of (5). 
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2. Non-symmetric perturbations
2.1. Local bilinear forms. In this section, we explain structural properties of
(possibly non-symmetric) bilinear forms on L2(X,µ), which may or may not be
satisfied for a given bilinear form. In Assumption 0 below we compile those prop-
erties that we will assume in the rest of the paper. Additional hypotheses will be
made in Section 2.3, namely Assumption 1 and 2. Though the latter assumptions
are of a quantitative nature, they also have implications on the structure of the
forms.
Let (E∗, D(E∗)) be a (possibly non-symmetric) bilinear form on L2(X,µ). We
will be concerned only with forms that are local, that is, E∗(f, g) = 0 for any pair
f, g ∈ D(E∗) with compact disjoint supports. The form (E∗, D(E∗)) is called strongly
local if E∗(f, g) = 0 for any pair f, g ∈ D(E∗) with compact supports with f constant
on a neighborhood of the support of g or vice versa. We say that 1 is locally in
the domain D(E∗) if for any compact set K ⊂ X there is a function fK ∈ D(E∗)
with compact support and such that fK = 1 in a neighborhood of K. If that is
the case and E∗ is local then E∗(u, 1) and E∗(1, u) are well defined for any function
u ∈ D(E∗) with compact support. Indeed, assuming that the support of u is K,
set E∗(u, 1) = E∗(u, fK) and note that the result is independent of the choice of the
function fK ∈ D(E∗) which has compact support and equals 1 on a neighborhood
of K.
Let
Esym∗ (f, g) =
1
2
(E∗(f, g) + E∗(g, f))
be the symmetric part of E∗ and
Eskew∗ (f, g) =
1
2
(E∗(f, g)− E∗(g, f))
the skew-symmetric part.
Example 2.1. On X = R, for any choice of k1, k2 ∈ N, the form (f, g) 7→
E∗(f, g) =
∫
f (k1)g(k2)dx, where f (k) denotes the k-th derivative of f and f, g ∈
C∞c (R), is local. It is strongly local if and only if (k1, k2) 6= (0, 0). However, if
|k1 − k2| is odd, the symmetric part of the form is degenerate.
Definition 2.2. Assume that (E∗, D(E∗)) is local and that 1 is locally in D(E∗).
Define the bilinear forms L∗ and R∗ by
L∗(u, v) = 1
4
[E∗(uv, 1)− E∗(1, uv) + E∗(u, v)− E∗(v, u)],
R∗(u, v) = 1
4
[E∗(1, uv)− E∗(uv, 1) + E∗(u, v)− E∗(v, u)] = −L(v, u),
for any u, v ∈ D(E∗) with uv having compact support and uv ∈ D(E∗).
Remark 2.3. (i) Without further assumption, it is not clear that there are
many u, v ∈ D(E∗) such that uv ∈ D(E∗). We will assume below that
D(E∗) is the domain F of the regular reference form.
(ii) The locality of E∗ implies that L∗ is left-strongly local, i.e. L∗(u, v) = 0
if u, v have compact support and u is constant on a neighborhood of the
support of v. Moreover, for any u, v ∈ D(E∗) with uv of compact support
and uv ∈ D(E∗),
(6) Eskew∗ (u, v) = L∗(u, v) +R∗(u, v).
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Example 2.4. In the case (f, g) 7→ E∗(f, g) =
∫
(f (k1)g(k2) + fg)dx, f, g ∈ C∞c (R),
we have
Esym∗ (f, g) =
∫ (
1
2
(f (k1)g(k2) + f (k2)g(k1)) + fg
)
dx,
Eskew∗ (f, g) =
∫
1
2
(f (k1)g(k2) − f (k2)g(k1))dx.
If k1 = 1, k2 = 0, then L∗(f, g) = 12
∫
f ′g dx. If k1 = 2, k2 = 0, then L∗(f, g) = 0
by integration by parts. If k1 = 2, k2 = 1, then L∗(f, g) = 12
∫
f ′′g′ − f ′g′′dx.
Anticipating on the definition of a “chain rule skew form” given below, note that
the skew-symmetric part of E∗ satisfies a chain rule in the case k1 = 1, k2 = 0 but
not in the case k1 = 2, k2 = 1.
We now make an important extra hypothesis. We consider a bilinear form E∗
whose domain D(E∗) is equal to the domain F of our reference form (E ,F). Since
the reference form is a symmetric strongly local regular Dirichlet form, F has many
good properties including the fact that 1 ∈ Floc and that Fc ∩ L∞(X,µ) is an
algebra and is dense in the Hilbert space (F , ‖ ·‖F). We will use freely the notation
Esym∗ , Eskew∗ ,L∗ and R∗. Note that, by locality of E∗, L(u, v) and R(u, v) are well-
defined for any u ∈ Floc ∩ L∞loc(X,µ) and v ∈ Fc ∩ L∞(X,µ).
Let D be a linear subspace of F ∩ Cc(X) such that
(i) D is dense in (F , ‖ · ‖F).
(ii) If f ∈ D then (f ∨ 0) ∈ D and (f ∧m) ∈ D for any positive integer m.
(iii) If f ∈ D then Φ(f) ∈ D for any function Φ ∈ C1(Rm) with Φ(0) = 0,
where m is a positive integer.
Readers who do not appreciate this generality may simply take D to be F ∩Cc(X).
An application that requires D to be a proper subspace of F ∩ Cc(X) can be found
in [18, Lemma 4.1].
Definition 2.5. Assuming E∗ is local with D(E∗) = F , we say that Eskew∗ is a chain
rule skew form relative to D if the following two properties hold:
(i) (Leibniz rule) For any u, v, f ∈ D, we have
L∗(uf, v) = L∗(u, fv) + L∗(f, uv).
(ii) (Chain rule) Let v, u1, u2, . . . , um ∈ D and u = (u1, . . . , um). For any
Φ ∈ C2(Rm),
L∗(Φ(u), v) =
m∑
i=1
L∗(ui,Φxi(u)v).
Remark 2.6. In Example 2.12 below we give an example of a chain rule skew form
on Euclidean Space X = Rn. Note that, in this example, L∗ includes terms of first
order and terms of second order. In general, we are not able isolate the first order
terms or the second order terms, and we therefore avoid the notion of “order”.
Instead, it makes sense to speak of a “local non-symmetric form with symmetric
strongly local part” or of a “strongly local non-symmetric form”.
Remark 2.7. When E∗ is a non-symmetric strongly local regular Dirichlet form,
its skew-symmetric part is a chain rule skew form with respect to the domain of
the form itself, see [15, Theorems 3.2 and 3.8]. In this case, L∗(u, fv) is the same
as 12 〈L(u, v), f〉 in the notation of [15]. Though [15] is written in greater generality,
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it seems to us that they implicitly assume that 〈L(u, v), f〉 is skew-symmetric, in
which case L∗ = Eskew∗ = R∗.
The following assumption on the structure of the bilinear form E∗ refers to the
domain F of the reference form (E ,F) defined in Section 1.1, and to the subset
D ⊂ F ∩ Cc(X) introduced before Definition 2.5.
Assumption 0. The form (E∗, D(E∗)) is local, its domain D(E∗) is F and:
(i) The form E∗ satisfies
∀ f, g ∈ F , |E∗(f, g)| ≤ C∗‖f‖F‖g‖F
for some constant C∗ ∈ (0,∞).
(ii) For all f, g ∈ F ∩ L∞(X,µ) with fg ∈ Fc(X),
|Esym∗ (fg, 1)| ≤ C∗‖f‖F‖g‖F ,
for some constant C∗ ∈ (0,∞).
(iii) For all f ∈ F ∩ Cc(X),
C−1 E(f, f) ≤ Es∗(f, f) ≤ C E(f, f),
for some constant C ∈ (0,∞), where Es∗(f, f) := Esym∗ (f, f)− Esym∗ (f2, 1).
(iv) The skew-symmetric part Eskew∗ is a chain rule skew form relative to D.
Remark 2.8. (i) Under Assumption 0(i), the form E∗ as well as its symmetric
part Esym∗ , and its skew-symmetric part Eskew∗ are continuous on F × F .
(ii) Under Assumption 0(iii), f 7→ ‖f‖F and f 7→ (Es∗(f, f) +
∫ |f |2dµ)1/2 are
two equivalent norms on F .
(iii) Under Assumption 0(i)-(iii), the bilinear form
Es∗(f, g) := Esym∗ (f, g)− Esym∗ (fg, 1),
defined for f, g ∈ F ∩ L∞(X,µ) with fg ∈ Fc, extends continuously to
F×F . The extension (Es∗,F) is a regular strongly local symmetric Dirichlet
form with domain F . The proof of this elementary fact will be contained
in a forthcoming paper.
(iv) Assumption 0(iii) holds if and only if there exists a constant C ∈ (0,∞)
such that the energy measure Γ∗ of Es∗ satisfies
C−1
∫
f2dΓ(g, g) ≤
∫
f2dΓ∗(g, g) ≤ C
∫
f2dΓ(g, g),(7)
for all f : X → (−∞,+∞) bounded Borel measurable and all g ∈ F ∩
Cc(X). In this case, (7) extends to all functions g ∈ F .
(v) Under an additional assumption, the maps (f, g) 7→ E∗(fg, 1) and (f, g) 7→
E∗(1, fg), extend continuously to F × F . Also the bilinear forms L∗ and
R∗ can be extended continuously to F × F . See Proposition 7.1. For the
purpose of this paper, we will not need these extensions.
(vi) We use the bilinear forms L∗ and R∗ only in Proposition 2.16, in Propo-
sition 3.4, and in Proposition 7.1 below.
Remark 2.9. (i) Suppose (E ,F) is a local positivity preserving closed form
which satisfies Assumption 0(i)-(iii). Then it also satisfies Assumption
0(iv).
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(ii) Suppose that, in addition to Assumption 0, it holds that
|Esym∗ (f2, 1)| ≤ C‖f‖2‖f‖F ,
for any f ∈ F ∩ Cc(X), where ‖f‖2 =
(∫ |f |2dµ)1/2. Then there exists
λ ∈ R such that E∗ + λ〈·, ·〉µ is a coercive closed form. In addition, this
form is positivity preserving, as can easily be seen by applying Proposition
2.10. See also [25]. In fact, the form (E∗,F) itself is closed and positivity
preserving.
We will make frequent use of the following properties of local forms.
Proposition 2.10. Under Assumption 0, the following holds:
(i) If u, v ∈ F are such that uv = 0 µ–a.e. then E∗(u, v) = 0.
(ii) If u, v ∈ F are such that there exists c ∈ R such that (u − c)v = 0 almost
everywhere, then Es∗(u, v) = 0.
(iii) If u, v ∈ F are such that there exists c ∈ R such that (u − c)v = 0 almost
everywhere, then
∫
ψ2dΓ∗(u, v) = 0 for all ψ ∈ Fc ∩ L∞(X,µ).
(iv) If u ∈ F , v ∈ Fc are such that uv ∈ F and there exists c ∈ R such
that (u − c)v = 0 almost everywhere, then L∗(u, v) = 0. We refer to
this property as the strong left-locality of L∗. Similarly, R∗ is strongly
right-local.
Proof. (ii) and (iii) holds because (Es∗,F) is in fact a strongly local regular Dirichlet
form, and by Proposition 2.10. See Remark 2.8(iii).
For the proof of (i), it suffices to repeat the reasoning in [5, Proof of Theorem
2.4.2] and apply Assumption 0(i). The statement (iv) follows from the definition of
L∗, the bilinearity of E∗, and (i). 
Example 2.11. OnX = R equipped with Lebesgue measure dx, let a, b, c be bounded
measurable functions and consider
E∗(f, g) =
∫
f ′g′dx+
∫
a(f ′g − g′f)dx+
∫
b(f ′g + fg′)dx +
∫
cfgdx
with domain the first Sobolev space F = W 1,2(R). Then E∗ obviously satisfies
Assumption 0. Assume that the distributions a′, b′ are signed Radon measures (ob-
viously, this is not always the case!). The form E∗ is not a Dirichlet form in general.
Indeed, for E∗ to be a Dirichlet form it is necessary that
c ≥ b′ − a′ and c ≥ b′ + a′.
If γ is a non-negative Radon measure such that c+ γ ≥ b′ − a′ and c+ γ ≥ b′ + a′
then (f, g) 7→ E∗(f, g) + γ(fg) is a Dirichlet form on L2(R, dx) but its domain
F ∩ L2(R, γ) will, in general, be smaller than the first Sobolev space F .
Example 2.12. On Euclidean space X = Rn, consider the form
E∗(f, g) =
∫  n∑
i,j=1
ai,j∂if∂jg +
n∑
i=1
bi∂if g +
n∑
i=1
f di∂ig + cfg
 dx,
with coefficients a = (ai,j), b = (bi), d = (di), c satisfying
(i)
∑n
i,j=1 |ai,j − aj,i| ≤M for some M > 0,
(ii) there are positive constants k0,K0 such that k0|ξ|2 ≤
∑
i,j ai,jξiξj ≤ K0|ξ|2
for all ξ ∈ Rn.
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Set a˜i,j := (ai,j + aj,i)/2 and aˇi,j = (ai,j − aj,i)/2. Then the symmetric part of
E is
Esym∗ (f, g) =
∫ n∑
i,j=1
a˜i,j∂if∂jg dx+
∫ n∑
i=1
bi + di
2
∂if g dx
+
∫ n∑
i=1
f
bi + di
2
∂ig dx+
∫
cfg dx,
while the skew-symmetric part of E is
Eskew∗ (f, g) =
∫ n∑
i,j=1
aˇi,j∂if∂jg dx+
∫ n∑
i=1
bi − di
2
∂if g dx
+
∫ n∑
i=1
f
−bi + di
2
∂ig dx.
The symmetric part can be written as Esym∗ (f, g) = Es∗(f, g) + Esym∗ (fg, 1), where Es∗
is the symmetric strongly local part
Es∗(f, g) =
∫ n∑
i,j=1
a˜i,j∂if∂jg dx.
The skew-symmetric part can be written as Eskew∗ (f, g) = L(f, g) +R(f, g) with
L∗(f, g) =
∫ n∑
i,j=1
aˇi,j
2
∂if ∂jg dµ+
∫ n∑
i=1
bi − di
2
∂if g dµ.
In the context of this paper, the coefficients (ai,j), (bi), (di), c can be allowed to be
functions of the time-space variable (t, x) so that the form E∗ above would also de-
pend on t. In this example, if all coefficients are bounded measurable, the underlying
domain F is the first Sobolev space and Assumption 0 is satisfied (with respect to
that space).
Remark 2.13. Condition (i) and (ii) in the above example is equivalent to
(ii’) There are positive constants k0,K0 such that
|
∑
i,j
ai,jξiζj | ≤ K0|ξ||ζ| for all ξ, ζ ∈ Rn
and
k0|ξ|2 ≤
∑
i,j
ai,jξiξj for all ξ ∈ Rn.
2.2. Preliminary computations for local bilinear forms. Let (E∗,F) be a
bilinear form satisfying the structural hypotheses of Assumption 0.
Recall that for a non-negative function u ∈ Floc and a positive integer n, we set
un := u ∧ n.
Due to Assumption 0(iii), dΓ∗(ψ, ψ) ≤ c dµ if and only if dΓ(ψ, ψ) ≤ c dµ.
Lemma 2.14. Let p ∈ R and ψ ∈ F ∩ Cc(X). Let 0 ≤ u ∈ Floc with u ∈
L2(X, dΓ(ψ, ψ)). Assume either of the following hypotheses:
(i) p ≥ 2,
(ii) p 6= 0 and u is locally uniformly positive.
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Then there exists a sequence of non-negative functions (fk) ⊂ D such that fk → u
in F , and
E∗(u, uup−2n ψ2) = lim
k→∞
E∗(fk, fk(fk ∧ n)p−2ψ2).
Proof. It suffices to prove the lemma for u ∈ F , because E∗ is local and ψ has
compact support. By the strong locality of the reference form, we have u ∈
L2(X, dΓ(up−2n , u
p−2
n )). As u ∈ L2(X, dΓ(ψ, ψ)) by assumption, it follows by (3)
and (2) that u ∈ L2(X, dΓ(g, g)), where g := up−2n ψ2 ∈ F ∩ L∞.
Since um := u ∧m converges to u in F as m → ∞, there exists by Proposition
1.2 a subsequence (umk) such that umk → u in F and umkg → ug in F as k →∞.
Let gk := (umk ∧ n)p−2ψ2. As we let k → ∞, we obviously have gk → g quasi-
everywhere. Applying (3), Proposition 1.2, and passing to a subsequence which
we again denote by (gk), we find that gk → g in F . Therefore, by (3) and the
dominated convergence theorem,
||umkg − umkgk||2F
≤ ||u2mk ||∞||g − gk||2F +
∫
(g − gk)2dΓ(umk , umk) +
∫
(g − gk)2u2mkdµ
−→ 0, as k →∞.
Combining the above with Assumption 0(i), we obtain
|E∗(u, uup−2n ψ2)− E∗(umk , umk(umk ∧ n)p−2ψ2)|
≤ |E∗(u− umk , ug)|+ |E∗(umk , ug − umkg)|+ |E∗(umk , umkg − umkgk)|
−→ 0, as k →∞.
This shows that
E∗(u, uup−2n ψ2) = lim
k→∞
E∗(umk , umk(umk ∧ n)p−2ψ2).
Since D is dense in (F , ‖ · ‖F), there exists, for each k, a sequence (fl) ⊂ D such
that fl → umk in F as l → ∞. Since we may assume that 0 ≤ fl ≤ mk for all k,
applying Proposition 1.2 and passing to a subsequence, we get that flgk → umkgk
in F as l→∞. As we let k →∞, we can find a diagonal subsequence (fk,l(k)) ⊂ D
such that fk,l(k) → u in F , and, by Assumption 0(i),
E∗(u, uup−2n ψ2) = lim
k→∞
E∗(fk,l(k), (fk,l(k) ∧ n)p−2ψ2).

The next lemma is an immediate consequence of Lemma 1.3. We state it here
for convenience because we will apply it together with the other results in this
subsection, though in the main text we will refer to it as Lemma 1.3.
Lemma 2.15. Let p ∈ R, ψ ∈ F∩Cc(X), and 0 ≤ u ∈ Floc with u ∈ L2(X, dΓ∗(ψ, ψ)).
Assume one of the following hypotheses.
(i) p ≥ 2,
(ii) u is locally uniformly positive.
Then uup−2n ∈ Floc, uup−2n ψ2 ∈ Fc, and for any k > 0 we have
(1− p)Es∗(u, uup−2n ψ2) ≤ 4k
∫
u2up−2n dΓ∗(ψ, ψ)
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+
( |1− p|2
k
+ (1− p)
)∫
ψ2up−2n dΓ∗(u, u)
− ((1 − p)2 + (1 − p))
∫
ψ2up−2n dΓ∗(un, un).
Proposition 2.16. Let p ∈ R, ψ ∈ F ∩ Cc(X), and 0 ≤ u ∈ Floc with u ∈
L2(X, dΓ∗(ψ, ψ)). Assume either of the following hypotheses:
(i) p ≥ 2,
(ii) p 6= 0 and u is locally uniformly positive.
Then
Eskew∗ (u, uup−2n ψ2) = Eskew∗ (uu
p−2
2
n , uu
p−2
2
n ψ
2) +
2− p
p
Eskew∗ (up/2n , up/2n ψ2)
+
2− p
p
Eskew∗ (upnψ2, 1).
Proof. Due to Lemma 2.14 , Assumption 0(i) and an approximation argument, it
suffices to consider the case when 0 ≤ u ∈ D. By a density argument and the
properties of D, it suffices to consider ψ ∈ D.
Adding and subtracting L∗(uup−2n , uψ2) on the right hand side and using the
Leibniz rule for R∗ (in the second argument), we obtain
Eskew∗ (u, uup−2n ψ2) = L∗(u, uup−2n ψ2) +R∗(u, uup−2n ψ2)
= L∗(u, uup−2n ψ2)− L∗(uup−2n , uψ2) +R∗(u2up−2n , ψ2).
We consider the three terms on the right hand side separately. By the Leibniz rule
forR∗ and the fact thatR∗(f, g)+L∗(g, f) = 0 andR∗(f, g)+L∗(f, g) = Eskew∗ (f, g)
by definition, we have
R∗(u2up−2n , ψ2) = R∗(u2up−2n , ψ2) +R∗(uu
p−2
2
n ψ
2, uu
p−2
2
n ) + L∗(uu
p−2
2
n , uu
p−2
2
n ψ
2)
= Eskew∗ (uu
p−2
2
n , uu
p−2
2
n ψ
2).
Due to the strong left-locality of L∗ and the fact that u = un + (u− un), we have
L∗(u, uup−2n ψ2) = L∗(un, uup−2n ψ2) + L∗(u− un, uup−2n ψ2)
= L∗(un, up−1n ψ2) + L∗(u− un, uup−2n ψ2).(8)
Observe that, by the locality and bilinearity of L∗,
L∗((u− un)up−2n , uψ2) = L∗((u − un)np−2, uψ2) = L∗(u − un, np−2uψ2)
= L∗(u − un, up−2n uψ2),
hence, applying again the strong left-locality of L∗, the Leibniz rule for L∗, we get
−L∗(uup−2n , uψ2) = −L∗(up−1n , uψ2)− L∗((u− un)up−2n , uψ2)
= −L∗(up−1n , unψ2)− L∗(u− un, uup−2n ψ2)
= −L∗(upn, ψ2) + L∗(un, up−1n ψ2)− L∗(u− un, uup−2n ψ2)
= −(p− 1)L∗(un, up−1n ψ2)− L∗(u− un, uup−2n ψ2).(9)
In the last equality, we applied the chain rule for L∗ with Φ(x) = xp for x ≥ 0 and
Φ(x) = 0 for x < 0 (for 0 6= p < 2), and Φ(x) = xp (for p ≥ 2). Combining (8) and
(9), and applying the chain rule and the Leibniz rule for L∗, we obtain
L∗(u, uup−2n ψ2)− L∗(uup−2n , uψ2)
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= (2− p)L∗(un, up−1n ψ2)
=
(2− p)
p
L∗(upn, ψ2)
=
2(2− p)
p
L∗(up/2n , up/2n ψ2)
=
2− p
p
Eskew∗ (upnψ2, 1) +
2− p
p
Eskew∗ (up/2n , up/2n ψ2).

Corollary 2.17. Let 0 6= p ∈ R, ψ ∈ F ∩ Cc(X), and 0 ≤ u ∈ Floc(X). Assume
that u is locally bounded. Let ε > 0. Then
Eskew∗ (uε, up−1ε ψ2) =
2
p
Eskew∗ (up/2ε , up/2ε ψ2) +
2− p
p
Eskew∗ (upεψ2, 1).
Proof. By the regularity of the reference form, by Proposition 1.2 and by (3) and
(2), we can find a sequence (fk) ⊂ F ∩Cc(X) such that fk → u in F , (fk+ε)q → uqε
locally in F , and (fk + ε)qψ2 → uqεψ2 in F , for finitely many q ∈ R. Hence the
assertion follows from Proposition 2.16 together with an approximation argument
and Assumption 0(i). 
2.3. Time-dependence and quantitative assumptions on the bilinear forms.
In this section, we consider families of time-dependent forms each of which is of the
type introduced in Assumption 0.
For every t ∈ R, let (Et,F) be a (possibly non-symmetric) local bilinear form.
Throughout, we assume further that for every f, g ∈ F the map t 7→ Et(f, g) is
measurable and that, for each t, Et satisfies the structural hypotheses introduced
in Assumption 0. In particular, for every t ∈ R,
Est (f, g) = Esymt (f, g)− Esymt (fg, 1),
f, g ∈ F , fg ∈ Fc, extends to F ×F as a symmetric regular strongly local Dirichlet
form with domain F and energy measure Γt.
Assumption 1. (i) There is a constant C1 ∈ [1,∞) so that for all t ∈ R
and all bounded Borel measurable functions f : X → (−∞,+∞), and all
g ∈ F ∩ Cc(X),
C−11
∫
f2dΓ(g, g) ≤
∫
f2dΓt(g, g) ≤ C1
∫
f2dΓ(g, g),
where Γt is the energy measure of Est .
(ii) There are constants C2, C3 ∈ [0,∞) so that for all t ∈ R and all f ∈
F ∩ Cc(X),
|Esymt (f2, 1)| ≤ 2
(∫
f2dµ
) 1
2
(
C2
∫
dΓ(f, f) + C3
∫
f2dµ
) 1
2
(iii) There are constants C4, C5 ∈ [0,∞) such that for all t ∈ R and all f, g ∈
F ∩ Cc(X),∣∣Eskewt (f, fg2)∣∣ ≤ 2(∫ f2dΓ(g, g)) 12 (C4 ∫ g2dΓ(f, f) + C5 ∫ f2g2dµ) 12 .
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Assumption 2. There are constants C6, C7 ∈ [0,∞) such that for all t ∈ R,∣∣Eskewt (f, f−1g2)∣∣ ≤ 2(∫ dΓ(g, g)) 12 (C6 ∫ g2dΓ(log f, log f)) 12
+ 2
(∫
dΓ(g, g) +
∫
g2dΓ(log f, log f)
) 1
2
(
C7
∫
g2dµ
) 1
2
,
for all g ∈ F ∩ Cc and all 0 ≤ f ∈ Floc ∩ C with f + f−1 ∈ L∞loc(X,µ).
Example 2.18. Consider the divergence form bilinear forms on Euclidean space of
Example 2.12. Suppose all coefficients ai,j , bi, di, c are bounded. Then these bilinear
forms satisfy Assumptions 1 and 2. The constants C4, C6 can be taken to be equal
to 0 when (ai,j) is symmetric. The constants C2, C5, C7 can be taken to be equal
to 0 when bi = di = 0 for all i. The constant C3 can be taken to be equal to 0 when
c = 0.
Remark 2.19. (i) In Assumption 1, (i) extends to all g ∈ F , (ii) extends to
all f ∈ Fc ∩ L∞(X,µ), and (iii) extends to all 0 ≤ f ∈ F ∩ L∞(X,µ),
g ∈ F ∩ L∞(X,µ), and by locality also to 0 ≤ f ∈ Floc ∩ L∞loc(X,µ),
g ∈ Fc ∩ L∞(X,µ). This follows by approximating f and g by functions
in F ∩ Cc(X) and by applying Assumption 0 and Proposition 1.2.
(ii) Assumption 2 extends to all g ∈ Fc ∩ L∞(X,µ) and 0 ≤ f ∈ Floc with
f + f−1 ∈ L∞loc(X,µ), and to all f, g ∈ F ∩ L∞(X,µ) with f ≥ 0 and
f + f−1 ∈ L∞(X,µ).
(iii) When we apply Assumption 1 and 2 in computations, we will often make
use of the elementary inequality
√
a+ b ≤ √a+
√
b for a, b ≥ 0.
(iv) The forms Et satisfy the above assumptions if and only if the adjoint forms
E∗t (f, g) := Et(g, f) satisfy them.
(v) If Assumption 1(iii) is satisfied with C4 = 0, then Assumption 2 is satisfied
with C6 = 0. To see this, apply Assumption 1(iii) to Eskewt (f, f−1g2) =
Eskewt (f, f(f−1g)2).
Definition 2.20. Suppose Assumption 0 and Assumption 1(i), (ii) are satisfied.
D(Lt) = {f ∈ F : g 7→ Et(f, g) is continuous w.r.t. ‖ · ‖2 on Fc}.
For f ∈ D(Lt), let Ltf be the unique element in L2(X) such that
−
∫
Ltfgdµ = Et(f, g) for all g ∈ Fc.
Then we say that (Lt, D(Lt)) is the infinitesimal generator of (Et,F) on X.
See, e.g., [8, Section IV.2], [24], or [31]. The proof of the following proposition
is straight-forward.
Proposition 2.21. Under Assumption 0 and Assumption 1(i), (ii), there exist
constants α, c ∈ (0,∞), depending on C1, C2, C3, such that
Et(f, f) + α
∫
f2dµ ≥ c‖f‖2F , ∀f ∈ F , t ∈ R,(10)
and Et(f, g) + α
∫
fgdµ is a positivity preserving coercive closed form with domain
F . In particular, the semigroup generated by (Lt, D(Lt)) is positivity preserving.
When C2 = C3 = 0, then we can take α = c = 0.
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Remark 2.22. The lower boundedness (10) ensures the existence of weak solutions
to the heat equation ∂∂tu = Ltu under Assumption 0 and Assumption 1(i), (ii). See
[23] for an abstract treatment of this matter.
We will need the following Lemma for the proof of Lemma 3.12. Let ε > 0 and
set
uε := u+ ε.
Lemma 2.23. Suppose Assumption 1 is satisfied. Let p ∈ R. Let ψ ∈ Fc ∩
L∞(X,µ) and 0 ≤ u ∈ Floc. Suppose u is locally bounded. Then for any t ∈ R,
k ≥ 1,
|Et(ε, up−1ε ψ2)| ≤
4
k
∫
upεdΓ(ψ, ψ) +
(p− 1)2
k
∫
ψ2up−2ε dΓ(uε, uε)
+ 2(C2 + C
1
2
3 + C5)k
∫
upεψ
2dµ.
Proof. Observe that
|Et(ε, up−1ε ψ2)| = ε|Eskewt (1, up−1ε ψ2) + Esymt (1, up−1ε ψ2)|.
We apply Assumption 1(iii) and Remark 2.19(i) with f = 1 and g = u
p−1
2
ε ψ.
ε|Eskewt (1, up−1ε ψ2)| ≤ 2
(∫
εdΓ(u
p−1
2
ε ψ, u
p−1
2
ε ψ)
) 1
2
(
C5
∫
εup−1ε ψ
2dµ
) 1
2
≤ 2
k
∫
εup−1ε dΓ(ψ, ψ) +
2
k
∫
εψ2dΓ(u
p−1
2
ε , u
p−1
2
ε )
+ kC5
∫
εup−1ε ψ
2dµ
≤ 2
k
∫
upεdΓ(ψ, ψ) +
2
k
(p− 1)2
4
∫
ψ2up−2ε dΓ(uε, uε)
+ kC5
∫
upεψ
2dµ,
for any k > 0. Here we used (4), (3), and the fact that ε ≤ uε. By Assumption
1(ii) and Remark 2.19(i) applied with f = u
p−1
2
ε ψ,
ε|Esymt (1, up−1ε ψ2)|
≤ 2
(∫
εup−1ε ψ
2dµ
) 1
2
(
C2
∫
ε dΓ(u
p−1
2
ε ψ, u
p−1
2
ε ψ) + C3
∫
εup−1ε ψ
2dµ
) 1
2
.
Now the right hand side can be estimated using (4), (3), and the fact that ε ≤
uε. 
3. Solutions of the heat equation
Let (E ,F) be a reference form as in Section 1.1. Let (Et,F), t ∈ R, be a
family of local bilinear forms. Throughout, we assume that, for all f, g ∈ F , the
map t 7→ Et(f, g) is measurable. Further, we assume that (Et,F), t ∈ R satisfies
Assumption 0.
We point out that Assumption 0, 1, 2 are all satisfied in the following special case,
which we will refer to as the ”symmetric strongly local case”: For each t ∈ R, (Et,F)
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is a symmetric strongly local regular Dirichlet form and there exists a constant
C1 ∈ [1,∞) such that
C−11 E(f, f) ≤ E(f, f) ≤ C1Et(f, f), ∀f ∈ F , ∀t ∈ R.(11)
3.1. Local very weak solutions. Let L2loc(I → F ;U) be the space of all functions
u : I × U → R such that for any open interval J relatively compact in I, and any
open subset A relatively compact in U , there exists a function u♯ ∈ L2(I → F)
such that u♯ = u a.e. in J ×A.
Definition 3.1. Let I be an open interval and U ⊂ X open. Set Q = I × U . A
function u : Q → R is a local very weak solution of the heat equation ∂∂tu = Ltu
in Q, if
(i) u ∈ L2loc(I → F ;U),
(ii) For almost every a, b ∈ I,
∀φ ∈ Fc(U),
∫
u(b, ·)φdµ−
∫
u(a, ·)φdµ+
∫ b
a
Et(u(t, ·), φ)dt = 0.(12)
Definition 3.2. Let I be an open interval and U ⊂ X open. Set Q = I × U . A
function u : Q→ R is a local very weak subsolution of ∂∂tu = Ltu in Q, if
(i) u ∈ L2loc(I → F ;U),
(ii) For almost every a, b ∈ I with a < b, and any non-negative φ ∈ Fc(U),∫
u(b, ·)φdµ−
∫
u(a, ·)φdµ+
∫ b
a
Et(u(t, ·), φ)dt ≤ 0.(13)
We also write ∂∂tu ≤ Ltu very weakly in Q to indicate that a function u is a local
very weak subsolution in Q.
A function u is called a local very weak supersolution if −u is a local very weak
subsolution.
Remark 3.3. (i) A local very weak solution may not have a weak time-
derivative as defined in Section 7.3.1. Moreover, it may not be in C(I →
L2(X,µ)). In Section 4, however, we will consider only local very weak
solution that are contained in C(I → L2(X,µ)).
(ii) In Section 7.3 we recall the notion of local weak solutions which involves
weak time-derivatives. We show in Proposition 7.9 the relation between
local very weak solutions and local weak solutions.
Proposition 3.4. If u is a local very weak solution of ∂∂tu = Ltu in Q = I × U
then |u| is a (non-negative) local very weak subsolution of ∂∂tu = Ltu in Q.
Proposition 3.4 is proved in Section 6.
It may not be true that the absolute value of a local weak solution is a local
weak subsolution. We do not have an analog of Proposition 7.9 for subsolutions.
For an open relatively compact time interval I, let L2(I → F) be the Hilbert
space of those functions v : I → F such that
‖v‖L2(I→F) :=
(∫
I
‖v(t)‖2F dt
)1/2
<∞.
The next proposition is a generalization of [11, Theorem 2.14(i)] to time-dependent
functions. Though it applies to any u ∈ L2(I → F), we will mainly use it to ap-
proximate sub- and supersolutions.
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Proposition 3.5. Consider a Cauchy sequence (un) in L
2(I → F). Then there
exists u ∈ L2(I → F) and a subsequence (unk) such that, for almost every t ∈ I,
u˜nk(t, ·)→ u˜(t, ·) quasi-everywhere, and unk → u in L2(I → F).
Proof. Choose a subsequence (unk) such that∫
I
||unk+1(t, ·)− unk(t, ·)||2Fdt ≤ 2−3k
for all k. Set
Etk :=
{
x ∈ X : |u˜nν+1(t, x)− u˜nν (t, x)| > 2−ν for some ν ≥ k
}
.
Clearly, Etk ⊃ Etk+1. For some ν ≥ k,
Cap(Etk) ≤
(
2ν ||unν+1(t, ·)− unν (t, ·)||F
)2
,
and,
22ν
∫
I
||unν+1(t, ·)− unν (t, ·)||2Fdt ≤ 2−k.
As k →∞, ∫
I
Cap(Etk)dt→ 0. Thus, passing again to a subsequence, we find that,
for almost every t ∈ I,
22ν ||unν+1(t, ·)− unν (t, ·)||2F −→ 0,
hence Cap(Etk)→ 0 as k →∞. For any such t, let F tk := X \ Etk. Then (F tk) is an
E-nest. For any x ∈ F tk and any l,m > N ≥ k, we have
|u˜nl(t, x)− u˜nm(t, x)| ≤
∞∑
ν=N+1
|u˜nν (t, x)− u˜nν+1(t, x)| ≤ 2−N .
That is, u˜nl(t, ·) converges uniformly on each F tk, hence quasi-everywhere on X . Let
u˜(t, ·) be the limit function. As in [11, Proof of Theorem 2.1.4(i)] it can be proved
that u˜(t, ·) is indeed quasi-continuous: For any ǫ > 0, let k be large enough so that
Cap(Etk) < ǫ/2. By [11, Theorem 2.1.2(i)], there exists an open subset G
t
k ⊂ X
such that Cap(Gtk) < ǫ/2 and, for every l ≥ k, u˜nl(t, ·) is continuous on X \ Gtk.
Let Gt := Etk ∪ Gtk. Then Cap(Gt) < ǫ and u˜nk(t, ·) converges to u˜(t, ·) uniformly
on X \Gt. Hence, u˜(t, ·) is a quasi-continuous version of some function u(t, ·) ∈ F .
Since unk is by assumption a Cauchy sequence in the Hilbert space L
2(I → F),
passing again to a subsequence we obtain that unk(t, ·) converges in F , at almost
every t ∈ I. Its limit in F must be the same as the pointwise (in x) limit, so
||unk(t, ·) − u(t, ·)||F → 0 as k → ∞, at almost every t ∈ I. Being a Cauchy
sequence in the Hilbert space L2(I → F), the sequence (unk) is convergent. Its
limit must be the same as its pointwise (in t) limit u. That is, u ∈ L2(I → F) and
unk → u in L2(I → F). 
3.2. Steklov averages. Let d be a metric on X inducing the original topology,
and assume that open balls B(x, r) = {y ∈ X : d(x, y) < r} are relatively compact.
Definition 3.6. Let I := (a, b) ⊂ R. For any f ∈ L1(I → F) and h ∈ (0, b − a),
the Steklov average of f is defined as
fh(t) :=
1
h
∫ t+h
t
f(s)ds, t ∈ (a, b− h),
where the right hand side is a Bochner integral in the Banach space (F , || · ||F ).
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Lemma 3.7. Let I := (a, b) ⊂ R and h ∈ (0, b− a). Let f : I → [0,∞) be Lebesgue
integrable. Then∫ b−h
a
fh(t) dt ≤ hfh(a) + hfh(b− h) +
∫ b−h
a+h
f(t)dt.
Proof. Integration by parts yields∫ b−h
a
fh(t)dt = (b − h)fh(b − h)− afh(a)−
∫ b−h
a
t
h
[f(t+ h)− f(t)]dt
= (b − h)fh(b − h)− afh(a) +
∫ a+h
a
t
h
f(t)dt
−
∫ b
b−h
t− h
h
f(t)dt+
∫ b−h
a+h
t− (t− h)
h
f(t)dt
≤ hfh(a) + hfh(b− h) +
∫ b−h
a+h
f(t)dt.
In the last line we used the assumption that f is a non-negative function. 
Lemma 3.8. Let I := (a, b) ⊂ R. For any f ∈ L1(I → F), its Steklov average fh
is in L2((a, b − h)→ F). For almost every t ∈ I,
lim
h→0
1
h
∫ t+h
t
||f(t)− f(s)||F ds = 0,
and
lim
h→0
||fh(t)− f(t)||F = 0.
In particular, for any ǫ ∈ (0, b − a), the Steklov average fh converges to f in
L1((a, b − ǫ)→ F) as h→ 0.
Proof. See [7, Theorem 9]. The convergence in L1((a, b− ǫ)→ F) follows from the
pointwise convergence and the dominated convergence theorem. Indeed, we have∫ b−ǫ
a
‖fh(t)‖F dt ≤
∫ b−ǫ
a
(‖f(·)‖F)h(t) dt,
and the right hand side can be bounded from above by applying Lemma 3.7, hence
(fh)h≥0 is a bounded sequence in L1((a, b− ǫ)→ F). 
Corollary 3.9. Let I := (a, b) ⊂ R. For any f ∈ C(I → L2(X,µ)),
lim
h→0
sup
t∈I
||fh(t)− f(t)||L2(X) = 0.
Corollary 3.10. Let I := (a, b) ⊂ R and ǫ ∈ (0, b− a). For any f ∈ L2(I → F),
lim
h→0
∫ b−ǫ
a
1
h
∫ t+h
t
||f(s)− f(t)||2F ds dt = 0.
In particular, the Steklov average fh is in L
2((a, b− ǫ)→ F) and converges to f in
L2((a, b − ǫ)→ F) as h→ 0.
Proof. By Lemma 3.8, 1h
∫ t+h
t
||f(s)− f(t)||2F ds converges to 0 pointwise at almost
every t ∈ (a, b − ǫ). By the triangle inequality
1
h
∫ t+h
t
||f(s)− f(t)||2F ds ≤
2
h
∫ t+h
t
||f(s)||2Fds+ 2||f(t)||2F ,
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hence, by Lemma 3.7,∫ b−ǫ
a
1
h
∫ t+h
t
||f(s)− f(t)||2F ds dt ≤ 6
∫
I
||f(t)||2Fdt for all h ∈ (0, ǫ).
Thus, the first assertion follows by the dominated convergence theorem. By Jensen’s
inequality,
||fh(t)− f(t)||2F ≤
1
h
∫ t+h
t
||f(s)− f(t)||2F ds,
hence the second assertion follows. 
3.3. Estimates for local very weak subsolutions and supersolutions. Fix
parameters τ > τ ′ > 0. Let B = B(x, r) ⊂ X , a ∈ R. For σ ∈ (0, 1), set
σB = B(x, σr),
I = (a− τr2, a+ τr2),
I−σ = (a− στr2, a+ τ ′r2),
I+σ = (a− τ ′r2, a+ στr2),
Q = Q(τ, x, a, r) = I ×B(x, r),
Q−σ = I
−
σ × σB,
Q+σ = I
+
σ × σB.
The parameter τ ′ is introduced to make sure that functions which are locally L2-
integrable over I can be integrated over I−σ or I
+
σ .
Let 0 < σ′ < σ < 1 and ω = σ − σ′. Let ψ ∈ Fc(B) ∩ Cc(B) be such that
0 ≤ ψ ≤ 1, supp(ψ) ⊂ σB, ψ = 1 in σ′B, and dΓ(ψ, ψ) ≤ 4(ωr)−2dµ. Let χ be a
smooth function of the time variable t such that 0 ≤ χ ≤ 1, χ = 0 in (−∞, a−στr2),
χ = 1 in (a− σ′τr2,∞) and 0 ≤ χ′ ≤ 2/(ωτr2). Let dµ¯ = dµ× dt. Recall that for
0 ≤ u ∈ Floc we set un = u ∧ n.
Theorem 3.11. Suppose Assumption 1 is satisfied. Let p ≥ 2. Let u be a non-
negative local very weak subsolution of the heat equation for Lt in Q, that is,
∂
∂tu ≤
Ltu very weakly in Q. Suppose
∫
I−σ
∫
σB
updµdt <∞. Then there are a1 = a1(C1) ∈
(0, 1), and A1, A2 ∈ [0,∞) depending on C1 - C5 such that
sup
t∈I−
σ′
∫
upψ2dµ+ a1
∫
I−
σ′
∫
ψ2dΓ(up/2, up/2)dt
≤A1(p2 + 1)
∫
Q−σ
updΓ(ψ, ψ)dt
+
(
A2(C2 + C
1/2
3 + C5) +
2
ωτr2
)
(p2 + 1)
∫
Q−σ
upψ2dµ dt.(14)
The above theorem, as well as the following lemmas are proved in Section 6.
Lemma 3.12. Suppose Assumption 1 is satisfied. Let p ∈ (1+ η, 2] for some small
η > 0. Let u be a non-negative local very weak subsolution of the heat equation for
Lt in Q, that is,
∂
∂tu ≤ Ltu very weakly in Q. Suppose that u is locally bounded.
Then there are a1 = a1(C1) ∈ (0, 1), and A1, A2 ∈ [0,∞) depending on C1–C5 and
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η such that
sup
t∈I−
σ′
∫
upψ2dµ+ a1
∫
I−
σ′
∫
ψ2dΓ(up/2, up/2)dt
≤A1(p2 + 1)
∫
Q−σ
updΓ(ψ, ψ)dt
+
(
A2(C2 + C
1/2
3 + C5) +
2
ωτr2
)
(p2 + 1)
∫
Q−σ
upψ2dµ dt.(15)
Lemma 3.13. Suppose Assumption 1 is satisfied. Let 0 6= p ∈ (−∞, 1 − η) for
some small η > 0. Let u ∈ Floc(Q) be a non-negative local very weak supersolution
of the heat equation for Lt in Q, that is,
∂
∂tu ≥ Ltu very weakly in Q. Suppose that
u is locally bounded. Let uε := u+ ε for ε > 0.
(i) If p < 0, there are a1 = a1(C1) ∈ (0, 1), and A1, A2 ∈ [0,∞) depending on
C1 - C5 such that
sup
t∈I−
σ′
∫
upεψ
2dµ+ a1
∫
I−
σ′
∫
ψ2dΓ(up/2ε , u
p/2
ε )dt
≤A1(p2 + 1)
∫
Q−σ
upεdΓ(ψ, ψ)dt
+
(
A2(C2 + C
1/2
3 + C5) +
2
ωτr2
)
(p2 + 1)
∫
Q−σ
upεψ
2dµ dt.(16)
(ii) If p ∈ (0, 1 − η), there are a1 = a1(C1) ∈ (0, 1), and A1, A2 ∈ [0,∞)
depending on C1 - C5, η such that
sup
t∈I+
σ′
∫
upεψ
2dµ+ a1
∫
I+
σ′
∫
ψ2dΓ(up/2ε , u
p/2
ε )dt
≤A1(p2 + 1)
∫
Q+σ
upεdΓ(ψ, ψ)dt
+
(
A2(C2 + C
1/2
3 + C5) +
2
ωτr2
)
(p2 + 1)
∫
Q+σ
upεψ
2dµ dt.(17)
4. Main results
4.1. Harnack type spaces. The intrinsic distance d := dE induced by (E ,F) is
defined as
dE(x, y) := sup
{
f(x)− f(y) : f ∈ Floc ∩ C(X), dΓ(f, f) ≤ dµ
}
,
for all x, y ∈ X , where C(X) is the space of continuous functions on X . Consider
the following properties of the intrinsic distance that may or may not be satisfied.
They are discussed in [40, 38].
The intrinsic distance d is finite everywhere and defines
the original topology of X.(A1)
(X, d) is a complete metric space.(A2)
Note that if (A1) holds true, then (A2) is by [40, Theorem 2] equivalent to
∀x ∈ X, r > 0, the open ball B(x, r) is relatively compact in (X, d).(A2’)
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Moreover, (A1)–(A2) imply that (X, d) is a geodesic space, i.e. any two points in
X can be connected by a minimal geodesic in X . See [40, Theorem 1]. If (A1) and
(A2) hold true, then by [38, Proposition 1],
dE(x, y) = sup
{
f(x) − f(y) : f ∈ F ∩ Cc(X), dΓ(f, f) ≤ dµ
}
, x, y ∈ X.
It is sometimes sufficient to consider property (A2) only on an open, connected
subset Y of X , that is,
For any ball B(x, 2r) ⊂ Y,B(x, r) is relatively compact.(A2-Y )
Note that an open set Y such that Y is complete in (X, d) automatically satisfies
(A2-Y ), see, e.g., [41, Lemma 1.1(i)].
Definition 4.1. (E ,F) satisfies the volume doubling property on Y , if there exists
a constant DY ∈ (0,∞) such that for every ball B(x, 2r) ⊂ Y ,
V (x, 2r) ≤ DY V (x, r),(VD)
where V (x, r) = µ(B(x, r)) denotes the volume of B(x, r).
Definition 4.2. (E ,F) satisfies the Poincare´ inequality on Y if there exists a
constant PY ∈ (0,∞) such that for any ball B(x, 2r) ⊂ Y ,
∀f ∈ F ,
∫
B(x,r)
|f − fB|2dµ ≤ PY r2
∫
B(x,2r)
dΓ(f, f),(PI)
where fB =
1
V (x,r)
∫
B(x,r)
fdµ is the mean of f over B(x, r).
Definition 4.3. (E ,F) satisfies the localized Sobolev inequality on Y if there exist
constants ν > 2 and SY > 0 such that for any ball B = B(x, r) with B(x, 2r) ⊂ Y ,
we have (∫
B
|f | 2νν−2 dµ
) ν−2
ν
≤ SY r
2
V (x, r)2/ν
(∫
B
dΓ(f, f) + r−2
∫
B
f2dµ
)
,(18)
for all f ∈ Fc(B).
Theorem 4.4. ([41, Theorem 2.6]) Let (X,µ, E ,F) be as above and Y ⊂ X. If
(A1), (A2-Y ), volume doubling and Poincare´ inequality hold on Y , then the localized
Sobolev inequality holds on Y .
In what follows we will consider the following assumptions where Y is a fixed
open subset of X .
Assumption 3. The form (E ,F) satisfies (A1), (A2-Y ), and the localized Sobolev
inequality on Y .
Assumption 4. The form (E ,F) satisfies (A1), (A2-Y ), volume doubling on Y
and the Poincare´ inequality on Y .
Remark 4.5. Assumption 3 implies the volume doubling property on Y . See, e.g.,
[36, Theorem 5.2.1].
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4.2. Mean value estimates and local boundedness. We follow [2] and [36].
In this section we suppose that Assumption 1 holds true and that Assumption 3
is satisfied on the open set Y . We use the notation of Section 3.3. Let A1 and
A2 be large enough so that the estimates of Section 3.3 hold with these constants.
Let A′2 = A2(C2 + C
1/2
3 + C5). Fix a ball B = B(x, r) with B(x, 2r) ⊂ Y . Let
ψ ∈ Fc(B) be a cut-off function so that 0 ≤ ψ ≤ 1, supp(ψ) ⊂ σB, ψ = 1 in σ′B,
and
dΓ(ψ, ψ) ≤ 4(ωr)−2dµ.
Theorem 4.6. (Mean value estimate with p > 1) Suppose Assumptions 1 and
3 are satisfied. Let p > 1 + η for some small η > 0. Fix a ball B = B(x, r) with
B(x, 2r) ⊂ Y and τ > 0. Then there exists a constant A = A(τ, ν, η, C1 - C5) such
that, for any real a, any 0 < δ < δ′ ≤ 1, and any non-negative local very weak
subsolution u of the heat equation for Lt in Q = Q(τ, x, a, r), we have
(19) sup
Q−
δ
{up} ≤ AS
ν/2
Y [(A1 +A
′
2τr
2)(p2 + 1)]1+ν/2
(δ′ − δ)2+νr2V (x, r)
∫
Q−
δ′
updµ¯,
where ν, SY are the constants of the localized Sobolev inequality (18).
Proof. For simplicity, we assume that τ = δ′ = 1. First, consider the case p ≥ 2.
Let E(B) = SY r
2V (x, r)−2/ν be the Sobolev constant for the ball B given by (18),
and set β = ν/(ν − 2). By the Ho¨lder inequality, we have for any v ∈ Fc(B),∫
B
v2(1+2/ν)dµ ≤
(∫
B
v2βdµ
)1/β (∫
B
v2dµ
)2/ν
.
So, (18) gives∫
B
v2(1+2/ν)dµ ≤ E(B)
(∫
B
dΓ(v, v) + r−2
∫
B
v2dµ
)(∫
B
v2dµ
)2/ν
.(20)
Since u is a very weak subsolution, we have in particular that u ∈ L2loc(I → F ;B).
Set w := ψu. Then for almost every t ∈ I, v := w(t, ·) is in Fc(B) and satisfies
(20). Integrating over I−σ′ and applying Ho¨lder inequality, we get∫
I−
σ′
∫
B
w2θdµdt ≤E(B)
(∫
I−
σ′
∫
B
dΓ(w,w)dt + r−2
∫
I−
σ′
∫
B
w2dµdt
)
sup
t∈I−
σ′
(∫
B
w2dµ
)2/ν
,(21)
where θ = 1+2/ν. Note that the right hand side is finite by Theorem 3.11 (applied
with p = 2). Hence the left hand side is finite and this means that wθ is in
L2(I−σ′ → L2(B)). In fact, applying Theorem 3.11 with p = 2θ, we obtain that wθ
is in L2(I−σ′′ → F) for any 0 < σ′′ < σ′. In particular, uθ ∈ L2loc(I−σ′′ → F ;σ′′B).
Since the choice of σ′′, σ′, σ was arbitrary, the same argument (applied with a cutoff
function ψˆ which takes the value 1 on σB) proves that uθ ∈ L2loc(I−σ → F ;σB).
Now set w := ψuθ. Then w(t, ·) is in Fc(B) for a.e. t ∈ I−σ and satisfies (21).
Repeating the argument of the whole previous paragraph, we get uq ∈ L2loc(I−σ →
F ′;σB) for q = θ2. By induction, we obtain that for any positive integer i and
q = θi, w := ψupq/2 is in L2(I−σ → F), w(t, ·) ∈ Fc(B) for a.e. t ∈ I−σ , and w
satisfies (21).
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Recall that dΓ(ψ, ψ) ≤ 4(ωr)−2dµ. Thus,∫ ∫
Q−
σ′
upqθdµ¯ =
∫ ∫
Q−
σ′
(ψupq/2)2θdµ¯
≤E(σB)
(∫
I−
σ′
∫
σB
dΓ(ψupq/2, ψupq/2)dt+ r−2
∫
I−
σ′
∫
B
ψ2upqdµ¯
)
 sup
t∈I−
σ′
∫
σB
ψ2upqdµ
2/ν
≤E(σB)
(
Cq2
(ωr)2
[(A1 +A
′
2r
2)(p2 + 1)]
∫ ∫
Q−σ
upqdµ¯
)θ
,(22)
for some constant C > 0. Observe the different roles of p (which is fixed) and q
(which will be absorbed in the constant Ai+1 below).
Set ωi = (1 − δ)2−i so that
∑∞
i=1 ωi = 1 − δ. Set also σ0 = 1, σi+1 = σi − ωi =
1−∑ij=1 ωj . Applying (22) with q = qi = θi, σ = σi, σ′ = σi+1, we obtain∫ ∫
Q−σi+1
upθ
i+1
dµ¯
≤E(B)
(
Ai+1[(1− δ)r]−2[(A1 +A′2r2)(p2 + 1)]
∫ ∫
Q−σi
upθ
i
dµ¯
)θ
,
where the constant A depends on θ. Hence,(∫ ∫
Q−σi+1
upθ
i+1
dµ¯
)θ−1−i
≤ E(B)
∑
θ−1−jA
∑
(j+1)θ−j
(
[(1− δ)r]−2[(A1 +A′2r2)(p2 + 1)]
)∑ θ−j∫ ∫
Q
updµ¯,
where all the summations are taken from 0 to i. Letting i tend to infinity, we obtain
sup
Q−
δ
{up} ≤ E(B)ν/2
(
A[(1− δ)r]−2−ν [(A1 +A′2r2)(p2 + 1)]1+ν/2
)
‖u‖pp,Q.
As E(B) = SY V (x, r)
−2/νr2, this yields (19).
At this stage of the proof, Theorem 4.8 below already follows. Thus, in the case
1 + η < p < 2 the assertion can be proved similarly, by using Lemma 3.12 and
Theorem 4.8. 
Remark 4.7. For 0 < p < 1+ η, an estimate similar to (19) for subsolutions holds
true with constants depending on p. See [36, Theorem 2.2.3, Theorem 5.2.9].
Theorem 4.8. (Local boundedness of weak solutions) Suppose Assumptions
1 and 3 are satisfied. Any non-negative local very weak subsolution u of ∂∂tu = Ltu
on Y is locally bounded. In particular, any local very weak solution of u of ∂∂tu =
Ltu on Y is locally bounded.
Proof. Follows from the proof of Theorem 4.6 together with Proposition 3.4. 
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Theorem 4.9. (Mean value estimate with p < 0) Suppose Assumptions 1 and
3 are satisfied. Let p ∈ (−∞, 0). Fix a ball B = B(x, r) with B(x, 2r) ⊂ Y and
let τ > 0. Then there exists a constant A = A(τ, ν, C1 - C5) such that, for any
real a, any 0 < δ < δ′ ≤ 1, and any non-negative locally bounded local very weak
supersolution u of the heat equation for Lt in Q = Q(τ, x, a, r), we have
sup
Q−
δ
{upε} ≤
AS
ν/2
Y [(A1 + A
′
2τr
2)(p2 + 1)]1+ν/2
(δ′ − δ)2+νr2V (x, r)
∫
Q−
δ′
upεdµ¯.
The above theorem can be proved analogously to the proof of Theorem 4.6, by
applying Lemma 3.13 instead of Theorem 3.11.
Theorem 4.10. (Mean value comparison) Suppose Assumptions 1 and 3 are
satisfied. Fix a ball B = B(x, r) with B(x, 2r) ⊂ Y and let τ > 0. Set θ = 1 + 2/ν
and fix p0 ∈ (0, θ). Then there exists a constant A = A(p0, τ, ν, C1 - C5) such that
for any real a, 0 < δ < δ′ ≤ 1, 0 < p < p0/θ, and any non-negative locally bounded
local very weak supersolution u of the heat equation for Lt in Q = Q(τ, x, a, r), we
have(∫
Q+
δ
up0ε dµ¯
) 1
p0
≤
[
AS
ν/2
Y [(A1 +A
′
2τr
2)(p20 + 1)]
1+ν/2
(δ′ − δ)2+νr2µ(B)
] 1
p
− 1
p0
(∫
Q+
δ′
upεdµ¯
) 1
p
.
Proof. We follow [36, Theorem 5.2.17]. For simplicity, we assume for the proof that
τ = δ′ = 1. Let 0 < p < p0/θ. By Lemma 3.13, we have
sup
I+
σ′
{∫
B
upεψ
2dµ
}
+ a1
∫
Q+σ
ψ2dΓ(up/2ε , u
p/2
ε )dt
≤A1(p2 + 1)
∫
Q+σ
upεdΓ(ψ, ψ)dt +A
′
2(p
2 + 1)
∫
Q+σ
upεψ
2dµ¯.
Similar to the proof of Theorem 4.6 but with the cylinders Q−σ replaced by Q
+
σ , we
find that for any 0 < β < p0/θ < 1,
(23)
∫
Q+
σ′
uβθε dµ¯ ≤ E(B)
[
A
(ωr)2
[(A1 +A
′
2r
2)(β2 + 1)]
∫
Q+σ
uβε dµ¯
]θ
,
where E(B) = SY r
2V (x, r)−2/ν .
Define pi = p0θ
−i. We first prove the claim for these values of p, using the same
iteration as in the proof of [36, Theorem 2.2.5]. Set σ0 = 1 and σl−1−σl = 2−l(1−δ).
Fix i ≥ 1, and apply (23) with β = piθj−1, j = 1, 2, . . . , i, σ = σi−1, σ′ = σi. This
yields for all j = 1, . . . , i (note that A may change from line to line),∫
Q+σi
upiθ
j
ε dµ¯ ≤ E(B)
[
Aj [(1− δ)r]−2[(A1 +A′2r2)(p2i + 1)]
∫
Q+σi−1
upiθ
j−1
ε dµ¯
]θ
.
Hence, ∫
Q+σi
up0ε dµ¯ ≤ C
(∫
Q
upiε dµ¯
)θi
,
where
C = E(B)
∑i−1
j=0 θ
j
A
∑i−1
j=0(i−j)θj+1
(
[(1− δ)r]−2[(A1 +A′2r2)(p20 + 1)]
)∑i−1
j=0 θ
j+1
.
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Observe that
i−1∑
j=0
θj =
θi − 1
θ − 1 = (ν/2)(p0/pi − 1),
i−1∑
j=0
(i− j)θj =
i−1∑
j=0
j∑
k=0
θk =
i−1∑
j=0
θj+1 − 1
θ − 1 ≤ θ
θi − 1
(θ − 1)2
≤ (θ/(θ − 1))2 θi−1 ≤ (θ/(θ − 1))2 (ν/2)(θi − 1)
≤ (θ/(θ − 1))2 (ν/2)(p0/pi − 1),
and
σi = 1−
 i∑
j=1
2−j
 (1− δ) > δ.
Thus, (∫
Q+
δ
up0ε dµ¯
) 1
p0
≤ C′
(∫
Q
upiε dµ¯
) 1
pi
,
where
C′ =
(
E(B)A
(
[(1− δ)r]−2[(A1 +A′2r2)(p20 + 1)]
)θ) ν2 ( 1pi− 1p0 )
To obtain the inequality for any p ∈ (0, p0/θ), see [36, Theorem 2.2.5]. 
Theorem 4.11. (Weighted Poincare´ inequality) Under Assumption 4, (E ,F)
satisfies the weighted Poincare´ inequality on Y . That is, there exists a constant
C ∈ (0,∞) such that for any ball B(x, r) ⊂ Y ,
∀f ∈ F ,
∫
|f − fB|2ψ2dµ ≤ CwPI r2
∫
ψ2dΓ(f, f),(24)
where fB =
∫
fψ2dµ
/ ∫
ψ2dµ is the weighted mean of f over B(x, r), and ψ(z) =
max{0, 1− d(x, z)/r}.
Proof. This is proved in [41, Corollary 2.5]. 
The next lemma is a main lemma. This is the first time that we apply Assump-
tion 2. To keep notation short, we introduce a new constant
C8 := C2 + C
1/2
3 + C5 + C7,
where C2, C3, C5, C7 are the constants of Assumptions 1 and 2. Recall that for
ε ∈ (0, 1) we set uε := u+ ε. For τ > 0, a ∈ R, r > 0, set
I := (a− τr2, a+ τr2).
Lemma 4.12. Suppose that Assumptions 1, 2 and 4 are satisfied. Let τ > 0
and δ, η ∈ (0, 1). For any real a, any B = B(x, r) with B(x, 2r) ⊂ Y , any non-
negative locally bounded local very weak supersolution u ∈ C(I → L2(X,µ)) of the
heat equation for Lt in Q = Q(τ, x, a, r), there is a constant c = c(u, δ, η), and a
constant C ∈ (0,∞) depending on C1 - C7, CVD, CPI, such that for all λ > 0,
µ¯({(t, z) ∈ K+ : log uε < −λ− c}) ≤ C(1 + C8r2)r2µ(B)λ−1
and
µ¯({(t, z) ∈ K− : log uε > λ− c}) ≤ C(1 + C8r2)r2µ(B)λ−1,
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where K+ = (a, a+ ητr
2)× δB and K− = (a− (1− η)τr2, a)× δB. The constant
C does not depend on u, λ, a, x, or r.
4.3. Parabolic Harnack inequality. The next theorem is one of the main results
of this paper. Let δ ∈ (0, 1), τ > 0. For B = B(x, r) ⊂ X and a ∈ R, set
δB = B(x, δr),
Q = (a− τr2, a+ τr2)×B,
Q− = (a− δτr2, a− δ
2
τr2)× δB,
Q′− = (a− τr2, a−
δ
2
τr2)× δB,
Q+ = (a+
δ
2
τr2, a+ δτr2)× δB.
Theorem 4.13. (Parabolic Harnack inequality) Suppose Assumptions 1, 2 and
4 are satisfied. Then the family (Et,F) satisfies the parabolic Harnack inequality
on Y . That is, there is a constant HY = HY (τ, δ,DY , PY , C1 − C7, (C2 + C1/23 +
C5 + C7)r
2) such that for any a ∈ R, B(x, r) with B(x, 2r) ⊂ Y , any non-negative
local very weak solution u ∈ C(I → L2(X,µ)) of the heat equation for Lt in Q =
Q(τ, x, a, r), we have
sup
Q−
u ≤ HY inf
Q+
u.
In particular, each of the bilinear forms (Et,F), t ∈ R, satisfies the elliptic Harnack
inequality on Y .
Proof. The parabolic Harnack inequality follows by applying a Bombieri type lemma
[19, Lemma 5.2] to uε and to u
−1
ε . See [19] for details. The hypothesis of the
Bombieri type lemma are satisfied due to Theorem 4.8, Theorem 4.10, and Lemma
4.12. 
We remark that in the parabolic Harnack inequality of Theorem 4.13, the Har-
nack constant HY depends on the radius r. In fact, HY depends only on an up-
per bound R0 for r. Therefore, the parabolic Harnack inequality is locally scale-
invariant.
As r → ∞, the Harnack constant blows up. This dependence of HY on an
upper bound on r is natural and expected. It is caused by the ”lower order”
terms in the bilinear forms Et. In the special case when each Et is a pure second
order perturbation of the reference form (E ,F) we have the following globally scale-
invariant parabolic Harnack inequality. It is a special case of Theorem 4.13.
Corollary 4.14. (Global parabolic Harnack inequality) Suppose Assump-
tions 1, 2 and 4 are satisfied globally on Y = X with C2 = C3 = C5 = C7 = 0.
Then the family (Et,F) satisfies a scale-invariant parabolic Harnack inequality on
X. That is, there is a constant H such that for any a ∈ R, B(x, r) ⊂ X, and any
non-negative local very weak solution u ∈ C(I → L2(X,µ)) of the heat equation for
Lt in Q = Q(τ, x, a, r), we have
sup
Q−
u ≤ H inf
Q+
u.
The constant H depends only on τ , δ, DX , PX , C1, C4, C6.
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A standard consequence of Corollary 4.14 is the strong Liouville property.
In the special case of a time-independent symmetric strongly local regular Dirich-
let form, we obtain the following characterization of the parabolic Harnack inequal-
ity.
Theorem 4.15. (Characterization of the parabolic Harnack inequality in
the symmetric strongly local case) Let (E ,F) be a symmetric strongly local
regular Dirichlet form on L2(X,m). Suppose (E ,F) satisfies (A1), (A2). Then the
following are equivalent:
(i) (E ,F) satisfies the volume doubling property and the Poincare´ inequality
on X.
(ii) (E ,F) satisfies the parabolic Harnack inequality. That is, for any param-
eters δ ∈ (0, 1), τ ∈ (0, 1], there is a constant H ∈ (0,∞) such that for
any a ∈ R, B(x, r) ⊂ X, and any non-negative local very weak solution
u ∈ C(I → L2(X,µ)) of the heat equation for Lt in Q = Q(τ, x, a, r), we
have
sup
Q−
u ≤ H inf
Q+
u.
(iii) (E ,F) admits a jointly continuous heat kernel which satisfies the two-sided
Gaussian bounds
c1
V (x,
√
t− s) exp
(
−C2 d(x, y)
2
t− s
)
≤ p(t, x, y) ≤ C2
V (x,
√
t− s) exp
(
−c2 d(x, y)
2
t− s
)
for any x, y ∈ X, t ≥ 0.
Proof. (i) ⇒ (ii) is a special case of Theorem 4.13. It was pointed out in [41] that
for the reverse implication (ii) ⇒ (i), it suffices to follow [34] line by line. For the
implication (i) ⇒ (iii) see [41]. We recover this result in Corollary 5.8 below. The
implication (iii) ⇒ (i) follows from combining [3, Lemma 5.1] and [20, Theorem
3.2]. 
Remark 4.16. The equivalence between (i) and (ii) was stated already in [41,
Theorem 3.5]. Since the implication from volume doubling and Poincare´ inequality
to the parabolic Harnack inequality is the central topic of this paper, we must
remark that for this implication [41] refers to and relies on the reasoning in [39].
We discuss this in detail in Section 7.1.
The next theorem is another special case of Theorem 4.13.
Theorem 4.17. (Stability of parabolic Harnack inequality) Let (Et,F), t ∈
R, be a family of symmetric strongly local regular Dirichlet forms on L2(X,µ).
Suppose there exists a constant C ∈ (0,∞) such that
C−1Et(f, f) ≤ E(f, f) ≤ CEt(f, f), ∀f ∈ F , ∀t ∈ R.
Suppose (E ,F) satisfies (A1), (A2). If (E ,F) satisfies the parabolic Harnack in-
equality, then the family (Et,F) satisfies the parabolic Harnack inequality.
Corollary 4.18. (Ho¨lder continuity) Suppose Assumptions 1, 2 and 4 are sat-
isfied. Suppose in addition that Et(1, φ) = 0 for any φ ∈ Fc(X). Fix τ > 0
and δ ∈ (0, 1). Then there exist β ∈ (0, 1) and H ∈ (0,∞) such that for any
B(x, 2r) ⊂ Y , any real a, any local very weak solution u ∈ C(I → L2(X,µ)) of
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the heat equation for Lt in Q = (a − τr2, a + τr2) × B(x, r) has a continuous
representative and satisfies
sup
(t,y),(t′,y′)∈Q′
{ |u(t, y)− u(t′, y′)|
[|t− t′|1/2 + d(y, y′)β ]
}
≤ H
rβ
sup
Q
|u|
where Q′ = (a− δτr2, a+ δτr2)×B(x, δr). The constant H depends only on τ , δ,
DY , PY , C1-C7 and an upper bound on (C2 + C
1/2
3 + C5 + C7)r
2.
Proof. The Ho¨lder continuity follows from the parabolic Harnack inequality by a
well-known argument. See, e.g., [36]. 
5. Estimates for time-dependent heat kernels
In this section, we use the notion of local weak solutions whose definition we
recall in Section 7.3. Let (Et,F), t ∈ R, be a family of bilinear forms such that,
for any f, g ∈ F , the map t 7→ Et(f, g) is measurable, and such that (Et,F), t ∈ R
satisfy Assumptions 0, 1 and 2 uniformly in t.
Recall from Remark 2.19(iv) that there exist constants α, c ∈ (0,∞), depending
on C1, C2, C3, such that
Et(f, f) + α
∫
f2dµ ≥ c‖f‖2F ,
for all t ∈ R and all f ∈ F . When C2 = C3 = 0, then we may choose α = c = 0.
Proposition 5.1. ([23, Chap. 3, Theorem 4.1 and Remark 4.3].) For every f ∈
L2(X,µ) there exists a unique weak solution u of the initial value problem
∂
∂t
u = Ltu on (s,∞)×X,
u(s, ·) = f on X.
(25)
For any s ≤ t there exists a unique transition operator
T st : L
2(X,µ)→ L2(X,µ)
associated with Lt − ∂∂t such that for every f ∈ L2(X,µ) the unique solution u of
(25) is given by u : t 7→ T st f . See, e.g., [39, Section 1.3 - 1.4 and 2.4] and [43, 30].
The map t 7→ T st is strongly continuous on [s,∞). Furthermore, ‖T st ‖2→2 ≤ eα(t−s),
and T rt = T
s
t ◦ T rs for any r ≤ s ≤ t.
Similarly, there exists a transition operator (S∗)st for the time-reversed initial
value problem − ∂∂tv = L∗t v on (−∞, s) × X , v(s, ·) = f on X , where L∗t is the
adjoint of Lt. The transition operators (T
s
t ) and (S
∗)st preserve positivity.
Proposition 5.2. (Existence of the heat propagator) Suppose (E ,F) satisfies
(A1) and for every a ∈ X there exists Y = Ya = B(a, 2ra) where (E ,F) satisfies
(A2-Y ), volume doubling and Poincare´ inequality. Then there exists a measurable
positive function p : R×X × R×X → [0,∞) with the following properties:
(i) For every t > s, µ-a.e. x, y ∈ X and every f ∈ L1(X,µ) + L∞(X,µ),
T st f(y) =
∫
X
p(t, y, s, z)f(z)µ(dz)
and
(S∗)tsf(x) =
∫
X
p(t, z, s, x)f(z)µ(dz).
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(ii) For every s < σ < τ and µ-a.e. x ∈ X the function
u : (t, y) 7→ p(t, y, s, x)
is a global solution of the equation Ltu =
∂
∂tu on (σ, τ)×X and for every
t > τ > σ and µ-a.e. y ∈ X the function
u : (s, x) 7→ p(t, y, s, x)
is a global solution of the equation L∗su = − ∂∂su on (σ, τ) ×X.
(iii) For every s < r < t and µ-a.e. x, y ∈ X,
p(t, y, s, x) =
∫
X
p(t, y, r, z)p(r, z, s, x)µ(dz).
Proof. In the special case when each Et is a Dirichlet form, the proposition is proved
in [39, Proposition 2.3]. See also [12, Lemma 3.7] for a proof in the time-independent
case. For the general case, see the [19, Proposition 6.3]. 
Let
C9 := C2 + C
1/2
3 + C5.
Lemma 5.3. For any t ∈ R and any f, g ∈ F ∩L∞(X,µ) with dΓ(g, g) ≤ β2g2dµ,
−Et(f, fg2) ≤ K ′(β2(1 + C4) + C9)
∫
f2g2dµ,
where K ′ ∈ (0,∞) depends only on C1.
Proof. By Lemma 1.3 and Assumption 1, we have for any k, k1, k2, k3 > 0,
−E(f, fg2) ≤ (4kC1 + k2C4 + k3)
∫
f2dΓ(g, g)
−
(
1
C1
(
1− 1
k
)
− 2
k1
− 2
k2
)∫
g2dΓ(f, f)
+
(
2C
1/2
3 + 2k1C2 +
2C5
k3
)∫
f2g2dµ.
Choose k, k1, k2 so that
1
C1
(
1− 1k
)− 2k1 − 2k2 = 0. Then the assertion follows. 
Theorem 5.4. (Upper bound) Suppose (E ,F) satisfies (A1), (A2), and for every
a ∈ X there exists Y = Ya = B(a, 2ra) where (E ,F) satisfies volume doubling and
Poincare´ inequality. Then for all t > s and x, y ∈ X,
p(t, y, s, x) ≤ C
exp
(
−cd(x,y)2t−s +K ′C9(t− s)
)
V (x, τx)
1
2 V (y, τy)
1
2
,
where τx =
√
t− s∧rx, τy =
√
t− s∧ry. The constant C > 0 depends only C1–C5,
on an upper bound on C9(τ
2
x + τ
2
y ), and on DY , PY for Y = Yx and for Y = Yy. c
depends only on C1 and C4. K
′ depends only on C1.
Proof. We follow [39, Theorem 2.4]. Let ψ ∈ Fc ∩L∞ with dΓ(ψ, ψ) ≤ dµ. By (3),
eψ ∈ Floc ∩ L∞(X,µ).
Let β, s, t ∈ R and f ∈ L2(X,µ) ∩ L∞(X.µ). Note that T sr ((e−βψf) ∈ F ∩ L∞
for all r ∈ [s, t]. We have
‖eβψT st (e−βψf)‖22 − ‖f‖22 =
∫ t
s
d
dr
‖eβψT sr (e−βψf)‖22dr
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= 2
∫ t
s
∫
∂
∂r
(
T sr (e
−βψf)
)
e2βψT sr (e
−βψf)dµ dr
= −2
∫ t
s
Er
(
T sr (e
−βψf), e2βψT sr (e
−βψf)
)
dr
≤ K ′(β2(1 + C4) + C9)
∫ t
s
‖eβψT sr (e−βψf)‖22dr,
by Lemma 5.3, whereK ′ ∈ (0,∞) depends only on C1. An application of Gronwall’s
lemma yields the Davies-Gaffney estimate
‖eβψT st (e−βψf)‖22 ≤ eK
′(β2(1+C4)+C9)(t−s)‖f‖22.
Now the assertion follows by repeating [39, Proof of Theorem 2.4] with K = K ′(1+
C4), kλ = −K ′C9 and (1 + |kλ|r2i ) = (A1 + A2C9r2i ), with A1, A2 as in Section
4.2. 
Definition 5.5. For a ball B = B(a, r) ⊂ X, the Dirichlet-type forms on B are
defined as
EDB,t(f, g) = Et(f, g), f, g ∈ D(EDB ),
where the domain D(EDB ) = F0(B) is defined as the closure of F ∩ Cc(B) in F for
the norm ‖ · ‖F . Let TDB (t, s) be the associated transition operator and pDB (t, y, s, x)
the Dirichlet propagator.
Theorem 5.6. (Estimates for the Dirichlet heat propagator) Suppose (E ,F)
satisfies (A1), (A2), volume doubling and Poincare´ inequality on Y = B(a, 2ra) for
some a ∈ X, ra > 0. Let B = B(a, ra/2).
(i) For any fixed ǫ ∈ (0, 1) there are constants c′, C′ ∈ (0,∞) such that for
any x, y ∈ B(a, (1 − ǫ)ra/2) and 0 < ǫ(t − s) ≤ (ra/2)2, the Dirichlet
propagator pDB is bounded below by
pDB (t, y, s, x) ≥
c′
V (x,
√
t− s ∧Rx)
exp
(
−C′ d(x, y)
2
t− s
)
,
where Rx = d(x, ∂B)/2.
(ii) There exist constants c, C ∈ (0,∞) such that for any x, y ∈ B, t > s, the
Dirichlet propagator pDB is bounded above by
(26) pDB (t, y, s, x) ≤ C
exp
(
−cd(x,y)2(t−s) +K ′C9(t− s)
)
V (x,
√
t− s ∧ (ra/2))1/2V (y,
√
t− s ∧ (ra/2))1/2
.
The constants c′, C′ depend only on C1–C7, DY , PY and on an upper bound on
(C2 + C
1/2
3 + C5 + C7)((t− s) ∧ r2a).
The constant C depends on C1–C5, on an upper bound on C9((t− s) ∧ r2a), and
on DY , PY . The constant c depends only on C1 and C4. K
′ depends only on C1.
Proof. Statement (ii) follows from Theorem 5.4 and the set monotonicity of the
heat propagator (see [19, Proposition 6.8]). To show the on-diagonal estimate in
(i) we follow the proof of [36, Theorem 5.4.10]. Let 0 < ǫ(t − s) ≤ (ra/2)2 and
x ∈ B(a, (1− ǫ)ra/2). Let r =
√
t− s ∧Rx. Let ψ be a smooth function such that
0 ≤ ψ ≤ 1, ψ = 1 on B(x, r) and ψ = 0 on X \B(x, 2r). Define
u(t, y) =
{
TDB (t, s)ψ(y) if t > s,
ψ(y) if t ≤ s.
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One can show that u is a local weak solution of
Lˆtu =
∂
∂t
u on Q′ = (−∞,+∞)×B(x, r),
where
Lˆt =
{
Lt if t > s,
L if t ≤ s.
Applying the parabolic Harnack inequality of Theorem 4.13 to u and then to
pDB (·, ·, s, z), we get
1 = u(s, x) ≤ C′ u(s+ (t− s)/2, x)
= C′
∫
pDB (s+ (t− s)/2, x, s, z)ψ(z)µ(dz)
≤ C′
∫
B(x,2r)
pDB (s+ (t− s)/2, x, s, z)µ(dz)
≤ C′ V (x, 2r) pDB (s+ (t− s)/2, x, s− (t− s)/2, x).
The constant C′ changes from line to line. Using volume doubling, we get
pDB (t, x, s, x) ≥
C′
V (x, r)
.
For the off-diagonal estimate, see the proof of [41, Theorem 4.8], and apply the
parabolic Harnack inequality of Theorem 4.13. 
Theorem 5.7. (Lower bound) Suppose (E ,F) satisfies (A1), (A2-Y ), volume
doubling and Poincare´ inequality on Y = B(a, 2ra) for some a ∈ X, ra > 0. Then
there are constants c, C, C′ > 0 such that for all x, y ∈ B(a, ra/2) and t > s, we
have
p(t, y, s, x) ≥ c
exp
(
−C d(x,y)2t−s − C
′
r2a
(t− s)
)
V (x,
√
t− s ∧ (ra/2))
.
The constants c, C, C′ depend only on C1–C7, on an upper bound on (C2 +C
1/2
3 +
C5 + C7)r
2
a, and on DY , PY .
Proof. From Theorem 5.6(i) we obtain an on-diagonal bound for t−s < r2a. The off-
diagonal estimate (for any t > s) follows from the parabolic Harnack inequality. 
The following corollary provides global two-sided bounds for the heat propagator
in situations that generalize the following model case in which the heat equation is
given by
∂
∂t
u =
n∑
i,j=1
∂
∂xj
(
ai,j(t, ·) ∂
∂xi
u
)
on Rn, with bounded measurable time-dependent coefficients (ai,j) that are uni-
formly elliptic but not necessarily symmetric.
Corollary 5.8. (Two-sided global bounds in the strongly local case) Sup-
pose C2 = C3 = C5 = C7 = 0. Suppose (E ,F) satisfies (A1), (A2)
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and Poincare´ inequality on X. Then there are constants c′, C′, C, c ∈ (0,∞) such
that for any x, y ∈ X and t > s, we have
c′
exp
(
−C′ d(x,y)2t−s
)
V (x,
√
t− s) ≤ p(t, y, s, x) ≤ C
exp
(
−cd(x,y)2t−s
)
V (x,
√
t− s) .
The constants c′, C′, C, c depend only on C1, C4, C6, DX , PX .
Note that, under the assumption of Corollary 5.8, Corollary 4.18 provides as-
sorted global time-space Ho¨lder continuity estimates for the heat kernel.
Remark 5.9. For the sake of simplicity, in the results described above, we have not
tried to capture the sharpest possible Gaussian upper bound as far as the constant
in front of d(x,y)
2
(t−s) in the exponential Gaussian factor is concerned. The reason is that
this question is rather unnatural and somewhat irrelevant in the present context
of time-dependent forms. We note that, with the parabolic Harnack inequality of
Theorem 4.13 established, it is possible to obtain more detailed Gaussian upper
bounds in spirit of [39] and [36, Section 5.2.3] by following the line of reasoning
used in these references.
6. Proofs
6.1. Proof of Theorem 3.11.
6.1.1. Heuristics. The proof becomes transparent if we first look at the case when
p = 2, E is symmetric strongly local, and u has a weak time-derivative ∂u∂t that is rep-
resented by a function in L2(I → F). Writing the supremum
(
supt∈I−
σ′
∫
upψ2dµ
)
as the integral of its time-derivative, we can apply the hypothesis that u is a weak
subsolution of the heat equation. We obtain that, for a suitable choice of s0 ∈ I so
that χ(s0) = 0,
sup
t∈I−
σ′
∫
u2ψ2dµ
= sup
t0∈I−σ′
∫ t0
s0
[∫
∂u
∂t
2uψ2χdµ+
∫
u2ψ2χ′dµ
]
dt
≤ sup
t0∈I−σ′
[∫ t0
s0
−2Et(u, uψ2)dt+
∫ t0
s0
∫
u2ψ2χ′dµ dt
]
≤ −k sup
t0∈I−σ′
[∫ t0
s0
∫
ψ2dΓ(u, u)dt+K
∫ t0
s0
∫
u2dΓ(ψ, ψ) +
∫ t0
s0
∫
u2ψ2χ′dµ dt
]
,
for some constants k,K > 0. We have applied (2) and (3) in the last inequality.
Rearranging the terms and making use of the particular choice of χ easily yields
the assertion for this special case.
In the general case p > 2, we will approximate up−2 in terms of bounded functions
un := u ∧ n to ensure integrability. This approximation is complicated by the fact
that we do not know a priori whether un is a weak subsolution. Another challenge
then arises from the application of the chain rule for the weak time derivative in
the above argument. This problem will be resolved by taking Steklov averages.
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Finally, to treat the case of non-symmetric forms, we make use of Assumption 0,
Assumption 1, and apply the estimates that we proved in Section 2.2.
6.1.2. The symmetric strongly local case. In order to make the proof accessible for
a wider audience, we first give the proof of Theorem 3.11 in the symmetric strongly
local case (see (11)).
Proof. Let n be a positive integer. We keep n fixed until we let n→∞ at the very
end of the proof. Let un := u ∧ n. We will make use of a function H = Hn which
was constructed in [2] in such a way that H′n(v) = v(v ∧ n)p−2. More specifically,
let Hn : R→ R,
Hn(v) :=
{
1
pv
2(v ∧ n)p−2, if v ≤ n,
1
2v
2(v ∧ n)p−2 + np
(
1
p − 12
)
, if v > n.
We will use the approach of Cipriani and Grillo [6]; for a real number 0 < h <
(τ − τ ′)r2 let
uh(t) :=
1
h
∫ t+h
t
u(s)ds, t ∈ (a− τr2, a+ τ ′r2),
be the Steklov average of u. In this proof, the subscript of the Steklov average will
always be denoted as h and should not be confused with the integer n.
Recall that uh ∈ L1((a − τr2, a + τ ′r2) → F) by Lemma 3.8. We will write
uh(t, ·) for uh(t). By Lemma 1.3, Hn(u(t, ·)),Hn(uh(t, ·)) ∈ Floc at almost every t.
The Steklov average uh has a strong time-derivative
∂
∂t
uh(t, x) =
1
h
(
u(t+ h, x)− u(t, x)).
Let s0 = a− 1+σ2 τr2. For a.e. t0 ∈ I−σ′ and J = (s0, t0), we obtain∫
X
Hn(uh(t0, ·))ψ2dµ
=
∫
J
d
dt
(∫
X
Hn(uh)ψ2χdµ
)
dt
=
∫
J
∫
X
∂
∂t
(uh)H′n(uh)ψ2χdµ dt+
∫
J
∫
X
Hn(uh)ψ2χ′ dµ dt
=
∫
J
1
h
∫
X
(
u(t+ h, ·)− u(t, ·))H′n(uh(t, ·))ψ2χdµ dt+ ∫
J
∫
X
Hn(uh)ψ2χ′ dµ dt.
Next, we make use of the assumption that u is a local very weak subsolution of the
heat equation. In fact, this is the only place in this proof where the heat equation
is used. We obtain
∫
X
Hn(uh(t0, ·))ψ2dµ
(27)
≤ −
∫
J
1
h
∫ t+h
t
Es(u(s, ·),H′n(uh(t, ·))ψ2)χ(t)ds dt +
∫
J
∫
X
Hn(uh)ψ2χ′ dµ dt
≤ −
∫
J
1
h
∫ t+h
t
Es(u(s, ·), [H′n(uh(t, ·)) −H′n(u(t, ·))]ψ2)ds χ(t)dt
(28)
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−
∫
J
1
h
∫ t+h
t
Es(u(s, ·)− u(t, ·),H′n(u(t, ·))ψ2)ds χ(t)dt
(29)
−
∫
J
1
h
∫ t+h
t
Es(u(t, ·),H′n(u(t, ·))ψ2)ds χ(t)dt
(30)
+
∫
J
∫
X
Hn(uh)ψ2χ′ dµ dt.
(31)
We now proceed in three steps. First, we estimate the integrand in (30). Second,
we show that (28) and (29) vanish in the limit as h → 0. Third, we let h → 0 on
both sides of the above inequality while applying the estimate obtained in Step 1.
Then we take the supremum over all t0 ∈ I−σ′ and let n → ∞. This will conclude
the proof.
STEP 1. We want to estimate the double integral (30). Let us keep s and t fixed
for a moment and consider the integrand. Write u for u(t, ·) and un for un(t, ·).
By Lemma 1.3, the Cauchy-Schwarz inequality (2), and (11), we have for any
k1 > 0,
− Ess(u, uup−2n ψ2)
≤ 4k1
p− 1
∫
u2up−2n dΓs(ψ, ψ)−
(
1− p− 1
k1
)∫
up−2n ψ
2dΓs(u, u)
− (p− 2)
∫
up−2n ψ
2dΓs(un, un)
≤ 4k1C1
p− 1
∫
u2up−2n dΓ(ψ, ψ)− C−11
(
1− p− 1
k1
)∫
up−2n ψ
2dΓ(u, u)
− (p− 2)C−11
∫
up−2n ψ
2dΓ(un, un).
Rearranging,
− Es(u, uup−2n ψ2) +
p− 2
C1
∫
ψ2up−2n dΓ(un, un) +
(
1
C1
− p− 1
C1k1
)∫
up−2n ψ
2dΓ(u, u)
≤
(
4k1C1
p− 1
)∫
u2up−2n dΓ(ψ, ψ).
This inequality holds for any s ∈ (t, t + h) (recall that we fixed s and t at the
beginning of Step 1). Now we take the Steklov average at t, and then we integrate
over J , on both sides of the inequality. This results in the following estimate for
(30).
−
∫
J
1
h
∫ t+h
t
Es(u(t, ·),H′n(u(t, ·))ψ2)ds χ(t)dt(32)
+
p− 2
C1
∫
J
∫
χψ2up−2n dΓ(un, un)dt
+
(
1
C1
− p− 1
C1k1
)∫
J
∫
up−2n χψ
2dΓ(u, u)dt
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≤ 4k1C1
p− 1
∫
J
∫
u2up−2n dΓ(ψ, ψ)dt.
STEP 2. We show that, for some sequence of reals h that tends to 0, (28) and (29)
tend to 0 as h → 0. By Assumption 0, Cauchy-Schwarz inequality, and Corollary
3.10,
lim
h→0
∫
J
1
h
∫ t+h
t
Es(u(s, ·)− u(t, ·),H′n(u(t, ·))ψ2)ds χ(t)dt
≤ lim
h→0
C∗
∫
J
1
h
∫ t+h
t
||u(s, ·)− u(t, ·)||F ds ||H′n(u(t, ·))ψ2||F χ(t)dt
= 0.
This shows that (29) goes to 0 as h→ 0.
Next, we show that (28) goes to 0 as h→ 0. For the purpose of this proof, let
||u(s, ·)||2F ,σB :=
∫
σB
dΓ(u(s, ·), u(s, ·)) +
∫
σB
u(s, ·)2dµ.
By the locality of Es, Assumption 0, and Cauchy-Schwarz inequality,
∫
J
1
h
∫ t+h
t
Es
(
u(s, ·), [H′n(uh(t, ·))−H′n(u(t, ·))]ψ2
)
ds χ(t)dt
≤ C∗
∫
J
1
h
∫ t+h
t
||u(s, ·)||F ,σB ||[H′n(uh(t, ·))−H′n(u(t, ·))]ψ2||F ds χ(t)dt
≤ C∗
∫
J
(
1
h
∫ t+h
t
||u(s, ·)||F ,σBds
)2
χ(t)dt
1/2
(∫
J
||[H′n(uh(t, ·)) −H′n(u(t, ·))]ψ2||2Fχ(t)dt
)1/2
.(33)
We will show that the right hand side of (33) goes to 0 as h→ 0, by considering the
two factors separately. We may assume that h is small, more precisely h < 1−σ2 τr
2
so that χ(t) = 0 for t ∈ (−∞, s0 + h]. By Lemma 3.8, the dominated convergence
theorem, Lemma 3.7 and Jensen’s inequality, we have
lim
h→0
∫
J
(
1
h
∫ t+h
t
||u(s, ·)||F ,σBds
)2
χ(t)dt ≤
∫
J
||u(t, ·)||2F ,σBχ(t)dt <∞.
We show that the last integral on the right hand side of (33) tends to 0 as h→ 0.
Let us first consider the integrand at some fixed t ∈ J . We write uh for an L2-
representative of uh(t, ·), and u for an L2-representative of u(t, ·). Note that, we
cannot apply the chain rule (3) with Φ = H′ because H′ is not in C2(R).
We claim that
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∫
dΓ((H′n(uh)−H′n(u))ψ2, (H′n(uh)−H′n(u))ψ2)
≤
∫
[(uh ∧ n)p−1 − (u ∧ n)p−1]2dΓ(ψ2, ψ2)
+ (p− 1)2n2(p−2)
∫
ψ2dΓ(uh ∧ n− u ∧ n, uh ∧ n− u ∧ n)
+ (p− 1)2
∫
[(uh ∧ n)p−2 − (u ∧ n)p−2]2ψ2dΓ(u ∧ n, u ∧ n)
+ n2(p−2)
∫
dΓ([(uh − n)+ − (u− n)+]ψ2, [(uh − n)+ − (u− n)+]ψ2).
(34)
We introduce a shortcut notation A = uh(uh ∧ n)p−2 − u(u ∧ n)p−2. It is easy to
see that
A = uh(uh ∧ n)p−2 − u(u ∧ n)p−2
= (uh ∧ n)p−1 − (u ∧ n)p−1 + (uh − n)+(uh ∧ n)p−2 − (u− n)+(u ∧ n)p−2
= (uh ∧ n)p−1 − (u ∧ n)p−1 + np−2[(uh − n)+ − (u − n)+].
By the chain rule (3) for Γ,∫
dΓ(Aψ2, Aψ2) ≤
∫
(uh ∧ n)p−1 − (u ∧ n)p−1dΓ(ψ2, Aψ2)
+ (p− 1)
∫
(uh ∧ n)p−2ψ2dΓ(uh ∧ n− u ∧ n,Aψ2)
+ (p− 1)
∫
[(uh ∧ n)p−2 − (u ∧ n)p−2]ψ2dΓ(u ∧ n,Aψ2)
+ np−2
∫
dΓ([(uh − n)+ − (u − n)+]ψ2, Aψ2).
Applying Cauchy-Schwarz inequality (2) to each integral on the right hand side,
dividing both sides by
(∫
dΓ(Aψ2, Aψ2)
)1/2
, and squaring both sides, we obtain
that inequality (34) holds for almost every t ∈ J . Now we multiply both sides of
inequality (34) by χ(t) and integrate over J . Taking a sequence of positive reals h
that converges to 0, we obtain
lim
h→0
∫
J
∫
dΓ((H′n(uh)−H′n(u))ψ2, (H′n(uh)−H′n(u))ψ2)χ(t)dt
≤ lim
h→0
∫
J
∫
[(uh ∧ n)p−1 − (u ∧ n)p−1]2dΓ(ψ2, ψ2)χ(t)dt(35)
+ (p− 1)2n2(p−2) lim
h→0
∫
J
||uh ∧ n− u ∧ n||2Fχ(t)dt(36)
+ (p− 1)2 lim
h→0
∫
J
∫
[(uh ∧ n)p−2 − (u ∧ n)p−2]2ψ2dΓ(u ∧ n, u ∧ n)χ(t)dt(37)
+ n2(p−2) lim
h→0
∫
J
||[(uh − n)+ − (u − n)+]ψ2||2Fχ(t)dt.(38)
Since uh → u in L2(I → F) by Corollary 3.10, it follows from the locality of the
reference form that (uh−n)+ → (u−n)+ and uh∧n→ u∧n in L2(I → F) as h→ 0.
Passing to a subsequence of reals h that goes to 0, Proposition 3.5 yields that for
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almost every t ∈ J , (u˜h(t, x)− n)+ → (u˜(t, x)− n)+ and u˜h(t, x) ∧ n→ u˜(t, x) ∧ n
at quasi-every x ∈ X . We obtain that∫
J
||[H′n(uh(t, ·))−H′n(u(t, ·))]ψ2||2Fχ(t)dt −→ 0 as h→ 0.
Thus, (28) tends to 0 as we let h→ 0.
STEP 3. At almost every t ∈ (s0, t0], uh(t) converges to u(t) in F by Lemma
3.8; hence, passing to a subsequence, uh(t, x) → u(t, x) pointwise at quasi-every
x ∈ X . Therefore Hn(uh(t, ·)) → Hn(u(t, ·)) quasi-everywhere, and by dominated
convergence also in L1(X,µ).
Letting h→ 0 in (27) - (31), and applying (32) and the fact (28) and (29) vanish
in the limit (as proved in Step 2), we obtain that∫
Hn(u(t0, ·))ψ2dµ+ p− 2
C1
∫
J
∫
χψ2up−2n dΓ(un, un)dt
+
(
1
C1
− p− 1
C1k1
)∫
J
∫
up−2n χψ
2dΓ(u, u)dt
≤ 4k1C1
p− 1
∫
J
∫
u2up−2n dΓ(ψ, ψ)dt +
∫
J
∫
X
Hn(u)ψ2χ′ dµ dt.
We make an appropriate choice of the constant k1 so that k1 is of order p
2. We
take the supremum over all t0 ∈ I−σ′ on both sides of the above inequality, multiply
each side by p, and take the limit as n→∞. This completes the proof. 
Remark 6.1. Even in the case when u has a weak time-derivative as defined in
Section 7.3.1, we are not aware of a direct proof of Theorem 3.11 in the literature
that avoids the Steklov averages, unless we know a priori that the subsolution u
is locally bounded. The difficulty is that the chain rule of Proposition 7.4 for the
weak time-derivative is not applicable with Φ = Hn because Hn is not in C2(R).
6.1.3. The general case.
Proof. The strategy of the proof is the same as in the symmetric strongly local
case.
The beginning of the proof until (31) is exactly the same as in Subsection 6.1.2,
so we can jump right to Step 1.
STEP 1. We want to estimate
−
∫
J
1
h
∫ t+h
t
Es(u(t, ·),H′n(u(t, ·))ψ2)ds χ(t)dt
To this end, we decompose the bilinear form Es into its symmetric strongly local
part, its symmetric zero order part, and its skew-symmetric part. Let us keep s
and t fixed for a moment and consider the integrand. Write u for u(t, ·) and un for
un(t, ·).
We proceed to estimate separately each part in the decomposition
Es(u, uup−2n ψ2) = Ess(u, uup−2n ψ2) + Esyms (1, u2up−2n ψ2) + Eskews (u, uup−2n ψ2).(39)
By Lemma 1.3 and Assumption 1(i), we have for any k1 > p− 1,
− Ess(u, uup−2n ψ2)
≤ 4k1
p− 1
∫
u2up−2n dΓs(ψ, ψ)−
(
1− p− 1
k1
)∫
up−2n ψ
2dΓs(u, u)
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− (p− 2)
∫
up−2n ψ
2dΓs(un, un)
≤ 4k1C1
p− 1
∫
u2up−2n dΓ(ψ, ψ)− C−11
(
1− p− 1
k1
)∫
up−2n ψ
2dΓ(u, u)
− (p− 2)C−11
∫
up−2n ψ
2dΓ(un, un).(40)
We will need the following estimate, which follows by strong locality and the chain
rule for Γ.∫
ψ2dΓ(uu
p−2
2
n , uu
p−2
2
n )
=
∫
up−2n ψ
2dΓ(u − un, u− un) +
∫
ψ2dΓ(u
p
2
n , u
p
2
n )
=
∫
up−2n ψ
2dΓ(u, u)−
∫
up−2n ψ
2dΓ(un, un) +
p2
4
∫
up−2n ψ
2dΓ(un, un)
≤
∫
up−2n ψ
2dΓ(u, u) +
p2
4
∫
up−2n ψ
2dΓ(un, un).(41)
By Proposition 2.16, Assumption 1(iii), (4) and (41), we have for any k2, k3, k4 > 0,
− Eskews (u, uup−2n ψ2)
= −Eskews (uu
p−2
2
n , uu
p−2
2
n ψ
2)− 2− p
p
Eskews (up/2n , up/2n ψ2)
− 2− p
p
Eskews (upnψ2, 1)
≤ k2
∫
u2up−2n dΓ(ψ, ψ) +
(
k3
(2 − p)2
p2
+
2
k4
)∫
upndΓ(ψ, ψ)
+
C4
k2
∫
ψ2dΓ(uu
p−2
2
n , uu
p−2
2
n ) +
(
C4
k3
+
2
k4
)∫
ψ2dΓ(up/2n , u
p/2
n )
+
C5
k2
∫
u2up−2n ψ
2dµ+
(
C5
k3
+ C5k4
(2− p)2
p2
)∫
upnψ
2dµ
≤ k2
∫
u2up−2n dΓ(ψ, ψ) +
(
k3
(2 − p)2
p2
+
2
k4
)∫
upndΓ(ψ, ψ)
+
C4
k2
∫
up−2n ψ
2dΓ(u, u) +
p2
4
(
C4
k2
+
C4
k3
+
2
k4
)∫
up−2n ψ
2dΓ(un, un)
+
C5
k2
∫
u2up−2n ψ
2dµ+
(
C5
k3
+ C5k4
(2− p)2
p2
)∫
upnψ
2dµ.(42)
By Assumption 1(ii), (4) and (41), we have uor any k5 > 0,
− Esyms (u2up−2n ψ2, 1)
≤ 2
k5
∫
u2up−2n dΓ(ψ, ψ) +
2
k5
∫
ψ2dΓ(uu
p−2
2
n , uu
p−2
2
n )
+
(
C2k5 + 2C
1/2
3
)∫
u2up−2n ψ
2dµ
≤ 2
k5
∫
u2up−2n dΓ(ψ, ψ) +
2
k5
∫
up−2n ψ
2dΓ(u, u)
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+
p2
2k5
∫
up−2n ψ
2dΓ(un, un)
+
(
C2k5 + 2C
1/2
3
)∫
u2up−2n ψ
2dµ.(43)
Combining (39), (40), (42), (43) and rearranging the terms yields
− Es(u, uup−2n ψ2)
+
(
p− 2
C1
− p
2
4
(
C4
k2
+
C4
k3
+
2
k4
+
2
k5
))∫
ψ2up−2n dΓ(un, un)
+
(
1
C1
− p− 1
C1k1
− C4
k2
− 2
k5
)∫
up−2n ψ
2dΓ(u, u)
≤
(
4k1C1
p− 1 + k2 +
2
k5
)∫
u2up−2n dΓ(ψ, ψ)
+
(
k3
(2− p)2
p2
+
2
k4
)∫
upndΓ(ψ, ψ)
+
(
C5
k2
+ C2k5 + 2C
1/2
3
)∫
u2up−2n ψ
2dµ
+
(
C5
k3
+ C5k4
(2− p)2
p2
)∫
upnψ
2dµ.
This inequality holds for any s ∈ (t, t+h) (recall that we fixed s and t at the begin-
ning of Step 1). Now we take the Steklov average at t, and then we integrate over
J , on both sides of the inequality. This results in an estimate for (30). Therefore,
the estimate (27) - (31) becomes∫
Hn(uh(t0, ·))ψ2dµ
+
(
p− 2
C1
− p
2
4
(
C4
k2
+
C4
k3
+
2
k4
+
2
k5
))∫
J
∫
χψ2up−2n dΓ(un, un)dt
+
(
1
C1
− p− 1
C1k1
− C4
k2
− 2
k5
)∫
J
∫
up−2n χψ
2dΓ(u, u)dt
≤
(
4k1C1
p− 1 + k2 +
2
k5
)∫
J
∫
u2up−2n dΓ(ψ, ψ)dt
+
(
k3
(2− p)2
p2
+
2
k4
)∫
J
∫
upndΓ(ψ, ψ)dt
+
(
C5
k2
+ C2k5 + 2C
1/2
3
)∫
J
∫
u2up−2n ψ
2dµ dt
+
(
C5
k3
+ C5k4
(2− p)2
p2
)∫
J
∫
upnψ
2dµ dt
−
∫
J
1
h
∫ t+h
t
Es(u(s, ·), [H′n(uh(t, ·))−H′n(u(t, ·))]ψ2)χ(t)ds dt
−
∫
J
1
h
∫ t+h
t
Es(u(s, ·)− u(t, ·),H′n(u(t, ·))ψ2)χ(t)ds dt
+
∫
J
∫
X
Hn(uh)ψ2χ′ dµ dt.
(44)
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This completes Step 1 of the proof.
STEP 2. This part of the proof is identical to Step 2 in Subsection 6.1.2. The
application of the Cauchy-Schwarz inequality is justified thanks to Assumption 0.
STEP 3. At almost every t ∈ (s0, t0], uh(t) converges to u(t) in F by Lemma
3.8; hence, passing to a subsequence, uh(t, x) → u(t, x) pointwise at quasi-every
x ∈ X . Therefore Hn(uh(t, ·)) → Hn(u(t, ·)) quasi-everywhere, and by dominated
convergence also in L1(X,µ).
Letting h→ 0 in (44), and applying the results of Step 2, we obtain that∫
Hn(u(t0, ·))ψ2dµ
+
(
p− 2
C1
− p
2
4
(
C4
k2
+
C4
k3
+
2
k4
+
2
k5
))∫
J
∫
χψ2up−2n dΓ(un, un)dt
+
(
1
C1
− p− 1
C1k1
− C4
k2
− 2
k5
)∫
J
∫
up−2n χψ
2dΓ(u, u)dt
≤
(
4k1C1
p− 1 + k2 +
2
k5
)∫
J
∫
u2up−2n dΓ(ψ, ψ)dt
+
(
k3
(2 − p)2
p2
+
2
k4
)∫
J
∫
upndΓ(ψ, ψ)dt
+
(
C5
k2
+ C2k5 + 2C
1/2
3
)∫
J
∫
u2up−2n ψ
2dµ dt
+
(
C5
k3
+ C5k4
(2− p)2
p2
)∫
J
∫
upnψ
2dµ dt
+
∫
J
∫
X
Hn(u)ψ2χ′ dµ dt.
We take the supremum over all t0 ∈ I−σ′ on both sides of the above inequality,
multiply each side by p, and take the limit as n→∞. This completes the proof. 
6.2. Proof of Proposition 3.4.
Proof. Let ǫ > 0 and let Φ(x) = Φǫ(x) :=
√
x2 + ǫ − √ǫ. Note that Φ ∈ C3(R)
and Φ(0) = Φ′(0) = 0. Let u be a local very weak solution in Q. Due to the
Markov property of the reference form, |u| ∈ L2loc(I → F ;U). By an approximation
argument that applies Assumption 0(i), it suffices to show inequality (13) for non-
negative functions φ ∈ D. For h > 0 let uh(t) =
∫ t+h
t
u(s)ds be the Steklov average
of u.
For almost every a, b ∈ I, and for h ∈ (0, b− a) small enough so that b + h ∈ I,
we have ∫
Φ(uh(b, ·))φdµ −
∫
Φ(uh(a, ·))φdµ
=
∫ b
a
d
dt
(∫
Φ(uh)φdµ
)
dt
=
∫ b
a
∫
X
∂
∂t
(uh)Φ
′(uh)φdµ dt
=
∫ b
a
1
h
∫
X
(
u(t+ h, ·)− u(t, ·))Φ′(uh(t, ·))φdµ dt.
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Next, we make use of the assumption that u is a local very weak solution of the
heat equation in Q. We obtain∫
Φ(uh(b, ·))φdµ−
∫
Φ(uh(a, ·))φdµ(45)
= −
∫ b
a
1
h
∫ t+h
t
Es(u(s, ·),Φ′(uh(t, ·))φ)ds dt
= −
∫ b
a
1
h
∫ t+h
t
Es(u(s, ·), [Φ′(uh(t, ·))− Φ′(u(t, ·))]φ)ds dt(46)
−
∫ b
a
1
h
∫ t+h
t
Es(u(s, ·)− u(t, ·),Φ′(u(t, ·))φ)ds dt(47)
−
∫ b
a
1
h
∫ t+h
t
Es(u(t, ·),Φ′(u(t, ·))φ)ds dt.(48)
We let h → 0. By the same argument as in Step 3 of the proof of Theorem 3.11,
(45) converges to ∫
Φ(u(b, ·))φdµ−
∫
Φ(u(a, ·))φdµ.
In taking the limit in (47) and (46), we follow the reasoning in Step 2 in the proof
of Theorem 3.11. We easily find that (47) tends to 0. To show that (46) tends to
0 as h→ 0, it suffices to prove that∫ b
a
‖Φ′(uh(t, ·))− Φ′(u(t, ·))]φ‖2Fdt→ 0 as h→ 0.
By Lemma 3.8, uh(t, ·) → u(t, ·) in F . Applying Proposition 3.5 and passing to
a subsequence which we again denote by (uh), we obtain that, for almost every
t ∈ (a, b), u˜h(t, ·) → u˜(t, ·) quasi-everywhere. Since φ and Φ′ are bounded, this
shows that ∫ b
a
‖Φ′(uh(t, ·))− Φ′(u(t, ·))]φ‖2L2(X,µ)dt→ 0 as h→ 0,
by dominated convergence. Let A := Φ′(uh(t, ·))−Φ′(u(t, ·)) and notice that by the
continuity of Φ′, for almost every t, A→ 0 quasi-everywhere. Since Φ′ is bounded,
we obtain that
∫ b
a A
2dΓ(φ, φ)dt → 0 as h → 0 by dominated convergence. By (3),
the boundedness of φ, the fact Φ′′ is bounded and continuous, and by the dominated
convergence theorem, we also obtain that
∫ b
a
φ2dΓ(A,A)dt→ 0 as h→ 0. Thus, by
(3), (4) and (2), we get∫ b
a
dΓ(Aφ,Aφ)dt ≤
∫ b
a
φ2dΓ(A,A)dt +
∫ b
a
A2dΓ(φ, φ)dt −→ 0.
This proves that (46) tends to 0 as h→ 0.
Finally, (48) converges to
−
∫ b
a
Et(u(t, ·),Φ′(u(t, ·))φ)dt.
Observe that ∫ b
a
Et(|u(t, ·)|, φ)dt = lim
ǫ→0
∫ b
a
Et(Φ(u(t, ·)), φ),
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by (3), (2), the fact that Φ′ is bounded and continuous, Proposition 3.5, and the
dominated convergence theorem. Hence,∫
|u(b, ·)|φdµ−
∫
|u(a, ·)|φdµ+
∫ b
a
Et(|u(t, ·)|, φ)dt
≤ lim
ǫ→0
∫
Φ(u(b, ·))φdµ−
∫
Φ(u(a, ·))φdµ +
∫ b
a
Et(Φ(u(t, ·)), φ)
≤ lim
ǫ→0
∫ b
a
Et(Φ(u(t, ·)), φ) − Et(u(t, ·),Φ′(u(t, ·))φ)dt.(49)
We will show that the right hand side in non-positive. We decompose Et into its
strongly local symmetric part, its zero order symmetric part, and its skew symmetric
part and consider each part separately. Writing u for u(t, ·), we have by (3)
Est (Φ(u), φ)− Est (u,Φ′(u)φ) = −
∫
Φ′′(u)φdΓt(u, u) ≤ 0,
and by Assumption 0(i),
Esymt (Φ(u)φ, 1)− Esymt (uΦ′(u)φ, 1) = Esymt ([Φ(u)− uΦ′(u)]φ, 1)
= Esymt
(
ǫφ√
u2 + ǫ
−√ǫφ, 1
)
≤ C∗
(∥∥∥∥ ǫφ√u2 + ǫ
∥∥∥∥
F
+ ||√ǫφ||F
)
||1♯||F ,
where 1♯ is some function with bounded F -norm so that 1 = 1♯ on the support of
φ. Letting ǫ → 0, it is clear that ||√ǫφ||F tends to 0. To see that also
∥∥∥ ǫφ√
u2+ǫ
∥∥∥
F
tends to 0, observe that ǫφ√
u2+ǫ
→ 0 pointwise and in L2(X, dµ). Moreover, by (4)
and (3), ∫
dΓ
(
ǫφ√
u2 + ǫ
,
ǫφ√
u2 + ǫ
)
≤ 2
∫
ǫ2
u2 + ǫ
dΓ(φ, φ) + 2ǫ2
∫
φ2dΓ
(
1√
u2 + ǫ
,
1√
u2 + ǫ
)
≤ 2
∫
ǫ2
u2 + ǫ
dΓ(φ, φ) + 2
∫
φ2
ǫ2u2
(u2 + ǫ)3
dΓ(u, u).
As ǫ→ 0, the right hand side tends to 0 by the dominated convergence theorem and
because φ is bounded and ǫ
2u2
(u2+ǫ)3 is bounded and tends to 0 pointwise on {u = 0}
and on {u 6= 0}. This proves that Esymt (Φ(u)φ, 1)− Esymt (uΦ′(u)φ, 1)→ 0 as ǫ→ 0,
at almost every t ∈ (a, b).
Lastly, we consider the skew-symmetric part of Et. Let um := (u ∧m) ∨ (−m).
Then (um − u)→ 0 in F , (Φ(um)− Φ(u))→ 0 in F , and (Φ′(um)φ− Φ′(u)φ)→ 0
in F by (3), (2) and Proposition 1.2. Hence, and by Assumption 0(i), we can
approximate u by um. More precisely,
Eskewt (Φ(u), φ) − Eskewt (u,Φ′(u)φ)
= lim
m→∞
[Eskewt (Φ(um), φ)− Eskewt (um,Φ′(um)φ)] .
44 JANNA LIERL AND LAURENT SALOFF-COSTE
By the density of D in (F , ‖·}F) and [11, Theorem 2.1.4], there exists a sequence
(fk) = (fk,m) ⊂ D that converges to um in F and so that the quasi-continuous
versions f˜k ≤ m converge to u˜m quasi-everywhere. Hence,
Eskewt (Φ(u), φ)− Eskewt (u,Φ′(u)φ)
= lim
k,m→∞
[Eskewt (Φ(fk,m), φ) − Eskewt (fk,m,Φ′(fk,m)φ)] .
Keeping m and k fixed for a moment, we write f for fk,m. By the chain rule for L
and the Leibniz rule and the chain rule for R which hold by Assumption 0(iv),
Eskewt (Φ(f), φ) − Eskewt (f,Φ′(f)φ)
= L(Φ(f), φ) − L(f,Φ′(f)φ) +R(Φ(f), φ) −R(f,Φ′(f)φ)
= R(Φ(f)− fΦ′(f), φ)−R(fφΦ′′(f), f)
=
1
2
[
Eskewt (Φ(f)− fΦ′(f), φ)− Eskewt (Φ(f)− fΦ′(f)φ, 1)
+ Eskewt (f, fφΦ′′(f)) + Eskewt (f2Φ′′(f)φ, 1)
]
.
Letting now k,m→∞, we find that
fk,m → u,
Φ(fk,m)→ Φ(u),
Φ′(fk,m)→ Φ′(u),
fk,mΦ
′(fk,m)→ uΦ′(u),
fk,mΦ
′(fk,m)φ→ uΦ′(u)φ,
f2k,mΦ
′′(fk,m)φ→ u2Φ′′(u)φ,
both pointwise and in F . Hence, by Assumption 0(i),
Eskewt (Φ(u), φ)− Eskewt (u,Φ′(u)φ)
=
1
2
[
Eskewt (Φ(u)− uΦ′(u), φ) − Eskewt (Φ(u)− uΦ′(u)φ, 1)
+ Eskewt (u, uφΦ′′(u)) + limm→∞ E
skew
t (u
2
mΦ
′′(um)φ, 1)
]
.
We have shown above that [Φ(u) − uΦ′(u)] and [Φ(u) − uΦ′(u)]φ tend to 0 in F
as ǫ→ 0. It is not hard to see that also uφΦ′′(u) and u2mΦ′′(um)φ tend to 0 in F .
Hence, by Assumption 0(i),
Eskewt (Φ(u), φ) − Eskewt (u,Φ′(u)φ) −→ 0 as ǫ→ 0,
at almost every t ∈ (a, b).
Now it follows from the dominated convergence theorem, Assumption 0(i), and
the boundedness of φ, Φ′ and Φ′′ that the right hand side of (49) is non-positive,
so |u| is a local very weak subsolution of the heat equation. 
6.3. Proof of Lemma 3.12.
Proof. Let uε := u+ ε for ε > 0. Let uε,h := (uε)h be the Steklov average of uε.
We use the fact that the Steklov average has a strong time-derivative, and the
assumption that u is a local very weak subsolution of the heat equation in Q. Let
HARNACK INEQUALITIES FOR NON-SYMMETRIC FORMS 45
s0 = a− 1+σ2 τr2. For a.e. t0 ∈ I−σ′ and J = (s0, t0), we have
1
p
∫
uε,h(t0, ·)pψ2dµ
(50)
=
1
p
∫
uε,h(t0, ·)pψ2χ(t0)dµ− 1
p
∫
uε,h(s0, ·)pψ2χ(s0)dµ
=
∫
J
1
h
(
u(t+ h, ·)− u(t, ·))uε,h(t, ·)p−1ψ2χ(t)dµ dt+ ∫
J
∫
χ′(t)
p
uε,h(t, ·)pψ2dµ dt
≤ −
∫
J
1
h
∫ t+h
t
Es(u(s, ·), uε,h(t, ·)p−1ψ2χ(t))ds dt +
∫
J
∫
χ′
p
upε,hψ
2dµ dt
≤ −
∫
J
1
h
∫ t+h
t
Es(u(s, ·), [uε,h(t, ·)p−1 − uε(t, ·)p−1]ψ2)ds χ(t)dt
(51)
−
∫
J
1
h
∫ t+h
t
Es(u(s, ·)− u(t, ·), uε(t, ·)p−1ψ2)ds χ(t)dt
(52)
−
∫
J
1
h
∫ t+h
t
Es(u(t, ·), uε(t, ·)p−1ψ2)ds χ(t)dt
(53)
+
∫
J
∫
χ′
p
upε,hψ
2dµ dt.
(54)
STEP 1. We decompose the integrand in (53) as
−Es(u, up−1ε ψ2) ≤ −Ess(uε, up−1ε ψ2)− Esyms (upεψ2, 1)− Eskews (uε, up−1ε ψ2)
+ Es(ε, up−1ε ψ2).
and estimate each part separately. By Lemma 1.3, Assumption 1(i) and Remark
2.19(i), we have for any k1 ≥ 1,
− Ess(uε, up−1ε ψ2)
≤ 4k1
p− 1
∫
upεdΓs(ψ, ψ)− (p− 1)
(
1− 1
k1
)∫
up−2ε ψ
2dΓs(uε, uε)
≤ 4k1C1
p− 1
∫
upεdΓ(ψ, ψ)− (p− 1)C−11
(
1− 1
k1
)∫
up−2ε ψ
2dΓ(uε, uε).
By Assumption 1(ii), Remark 2.19(i), and (4), we have for any k2 > 0,
|Esyms (upεψ2, 1)| ≤
2
k2
∫
upεdΓ(ψ, ψ) +
p2
2k2
∫
ψ2up−2ε dΓ(uε, uε)
+ (C2k2 + 2C
1/2
3 )
∫
upεψ
2dµ.
By Corollary 2.17, Assumption 1(iii), Remark 2.19(i), and (4), we have for any k3,
k4 > 0,
− Eskews (uε, up−1ε ψ2)
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=− 2
p
Eskews (up/2ε , up/2ε ψ2)−
2− p
p
Eskews (upεψ2, 1)
≤
(
k3
4
p2
+
2
k4
)∫
upεdΓ(ψ, ψ) +
(
C4
k3
+
2
k4
)∫
ψ2dΓ(up/2ε , u
p/2
ε )
+
(
C5
k3
+ C5k4
(2− p)2
p2
)∫
upεψ
2dµ.
By Lemma 2.23, we have for any k5 ≥ 1,
|Es(ε, up−1ε ψ2)| ≤
4
k5
∫
upεdΓ(ψ, ψ) +
(p− 1)2
k5
∫
ψ2up−2ε dΓ(uε, uε)
+ 2(C2 + C
1/2
3 + C5)k5
∫
upεψ
2dµ.
Combining these estimates with inequality (50) - (54), we obtain
1
p
∫
upε,h(t0, ·)ψ2dµ
+
(
p− 1
C1
(
1− 1
k1
)
− p
2
2k2
− p
2C4
4k3
− p
2
2k4
− (p− 1)
2
k5
)
·
∫
J
1
h
∫ t+h
t
∫
ψ2up−2ε dΓ(uε, uε)ds χ(t)dt
≤
(
4k1C1
p− 1 +
2
k2
+ k3
4
p2
+
2
k4
+
4
k5
)∫
J
1
h
∫ t+h
t
∫
upεdΓ(ψ, ψ)ds χ(t)dt
+ C′
∫
J
1
h
∫ t+h
t
∫
upεdΓ(ψ, ψ)ds χ(t)dt
−
∫
J
1
h
∫ t+h
t
Es(u(s, ·), [uε,h(t, ·)p−1 − uε(t, ·)p−1]ψ2)ds χ(t)dt
−
∫
J
1
h
∫ t+h
t
Es(u(s, ·)− u(t, ·), uε(t, ·)p−1ψ2)ds χ(t)dt
+
∫
J
∫
2
pωτr2
upε,hψ
2dµ dt.
where C′ = C2k2 + 2C
1/2
3 +
C5
k3
+ C5k4
(2−p)2
p2 + 2(C2 + C
1/2
3 + C5)k5.
STEP 2. Now we consider the limit as h→ 0. As in Step 2 of the proof of Theorem
3.11, we see that (51) and (52) go to 0. Appropriate choices of k1, k2, k3, k4, k5 allow
us to let h → 0 in the remaining terms, similarly to Step 3 in the proof Theorem
3.11. Finally, we take the supremum over all t0 ∈ I−σ′ on both sides of the inequality,
and then let ε→ 0. This completes the proof. 
6.4. Proof of Lemma 3.13.
Proof. Let uε := u+ε for ε > 0. Let uε,h := (uε)h be the Steklov average of uε. We
first consider the case p < 0. We use the fact that the Steklov average has a strong
time-derivative, and the assumption that u is a local very weakly supersolution of
the heat equation in Q. Let s0 = a − 1+σ2 τr2. For a.e. t0 ∈ I−σ′ and J = (s0, t0),
we have∫
uε,h(t0, ·)pψ2dµ
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=
∫
uε,h(t0, ·)pψ2χ(t0)dµ−
∫
uε,h(s0, ·)pψ2χ(s0)dµ
= p
∫
J
1
h
(
u(t+ h, ·)− u(t, ·))uε,h(t, ·)p−1ψ2χ(t)dµ dt+ ∫
J
∫
χ′(t)uε,h(t, ·)pψ2dµ dt
≤ −p
∫
J
1
h
∫ t+h
t
Es(u(s, ·), uε,h(t, ·)p−1ψ2χ(t))ds dt+
∫
J
∫
χ′upε,hψ
2dµ dt
≤ −p
∫
J
1
h
∫ t+h
t
Es(u(s, ·), [uε,h(t, ·)p−1 − uε(t, ·)p−1]ψ2)ds χ(t)dt
− p
∫
J
1
h
∫ t+h
t
Es(u(s, ·)− u(t, ·), uε(t, ·)p−1ψ2)ds χ(t)dt
− p
∫
J
1
h
∫ t+h
t
Es(u(t, ·), uε(t, ·)p−1ψ2)ds χ(t)dt
(55)
+
∫
J
∫
χ′upε,hψ
2dµ dt.
In the case p ∈ (0, 1− η), we choose a different function χ : R→ R. Namely, we
let χ be such that 0 ≤ χ ≤ 1, χ = 0 in (a + στr2,∞), χ = 1 in (−∞, a + σ′τr2),
and 0 ≥ χ′ ≥ −2/(ωτr2). Further, let s1 = a+ 1+σ2 τr2. We obtain that for almost
every t1 ∈ I+σ′ and J = (t1, s1),
−
∫
uε,h(t1, ·)pψ2dµ
= −
∫
uε,h(t1, ·)pψ2χ(t1)dµ+
∫
uε,h(s1, ·)pψ2χ(s0)dµ
= −p
∫
J
1
h
(
u(t+ h, ·)− u(t, ·))uε,h(t, ·)p−1ψ2χ(t)dµ dt − ∫
J
∫
χ′(t)uε,h(t, ·)pψ2dµ dt
≤ p
∫
J
1
h
∫ t+h
t
Es(u(s, ·), uε,h(t, ·)p−1ψ2χ(t))ds dt−
∫
J
∫
χ′upε,hψ
2dµ dt
≤ p
∫
J
1
h
∫ t+h
t
Es(u(s, ·), [uε,h(t, ·)p−1 − uε(t, ·)p−1]ψ2)ds χ(t)dt
+ p
∫
J
1
h
∫ t+h
t
Es(u(s, ·)− u(t, ·), uε(t, ·)p−1ψ2)ds χ(t)dt
+ p
∫
J
1
h
∫ t+h
t
Es(u(t, ·), uε(t, ·)p−1ψ2)ds χ(t)dt
(56)
−
∫
J
∫
χ′upε,hψ
2dµ dt.
STEP 1. The following estimates hold in both cases, p < 0 and p ∈ (0, 1 − η). By
Corollary 2.17, we can decompose the integrand in (55) and (56) as
|p|Es(u, up−1ε ψ2) = |p|Ess(uε, up−1ε ψ2) + |p|Esyms (upεψ2, 1) + |p|Eskews (uε, up−1ε ψ2)
− |p|Es(ε, up−1ε ψ2)
= Ess(uε, up−1ε ψ2) + |p|
(Esyms (upεψ2, 1)− εEsyms (up−1ε ψ2, 1))
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+ 2|Eskews (up/2ε , up/2ε ψ2)|+ |2− p||Eskews (upεψ2, 1)|+ |p||Eskews (ε, up−1ε ψ2)|.
We will estimate the parts on the right hand side separately. By Assumption 1(iii),
Remark 2.19(i), and (4), we obtain that for any k1, k2, k3 > 0,
2|Eskews (up/2ε , up/2ε ψ2)|+ |2− p||Eskews (upεψ2, 1)|+ |p||Eskews (ε, up−1ε ψ2)|
≤
(
4k1 +
2
k2
+
2
k3
)∫
upεdΓ(ψ, ψ)
+
(
C4
k1
+
2
k2
+
2
k3
(p− 1)2
p2
)∫
ψ2dΓ(up/2ε , u
p/2
ε )(57)
+ C5
(
1
k1
+ |2− p|2k2 + |p|2k3
)∫
upεψ
2dµ.
By Assumption 1(ii), Remark 2.19(i), and (4), we have for any k4 > 0,
|p| (Esyms (upεψ2, 1)− εEsyms (up−1ε ψ2, 1)) ≤ 4k4
∫
upεdΓ(ψ, ψ)
+
2
k4
(
1 +
(p− 1)2
p2
)∫
ψ2dΓ(up/2ε , u
p/2
ε )(58)
+ 2(C2k4p
2 + 2C
1/2
3 |p|)
∫
upεψ
2dµ.
By Lemma 1.3, Assumption 1(i) and Remark 2.19(i), we have for any k5 ≥ 1,
|p|Ess(uε, up−1ε ψ2) ≤4k5C1
|p|
|p− 1|
∫
upεdΓ(ψ, ψ)
−
(
1− 1
k5
) |p− 1|
|p|
4
C1
∫
ψ2dΓ(up/2ε , u
p/2
ε ).(59)
In view of the above estimates, the proof of (16) and (17) can now be finished
similarly to the proof of Lemma 3.12, by using the estimates (57), (58), and (59)
in Step 1, and by letting h → 0 in Step 2. In Step 3, we take the supremum over
all t0 ∈ I−σ′ in the case p < 0, and the supremum over all t1 ∈ I+σ′ in the case
p ∈ (0, 1− η). We finish the proof by letting ε→ 0. 
6.5. Proof of Lemma 4.12.
Proof. We present the proof only for the case τ = 1. The proof of the general
case is very similar. Let ψ(z) = max{0, (1 − d(x, z))/r′} ∈ Fc(B) ∩ Cc(B), where
r′ > 0 is slightly smaller than r. Note that dΓ(ψ, ψ) ≤ cr−2dµ. Let uε,h be the
Steklov average of uε. Then, using the fact that the Steklov average has a strong
time-derivative and the assumption that u is local very weak supersolution, we
obtain
− d
dt
∫
log uε,h(t)ψ
2dµ(60)
= − 1
h
∫
[u(t+ h)− u(t)] 1
uε,h(t)
ψ2dµ
≤ 1
h
∫ t+h
t
Es
(
u(s),
1
uε,h(t)
ψ2
)
ds
=
1
h
∫ t+h
t
Es
(
u(s),
1
uε,h(t)
ψ2 − 1
uε(t)
ψ2
)
ds(61)
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+
1
h
∫ t+h
t
Es
(
u(s)− u(t), 1
uε(t)
ψ2
)
ds(62)
+
1
h
∫ t+h
t
Es
(
uε(t),
1
uε(t)
ψ2
)
− Es
(
ε,
1
uε(t)
ψ2
)
ds(63)
= I1(h) + I2(h) + I3(h).(64)
We will see below that I1(h) and I2(h) tend to 0 in the appropriate sense as h→ 0.
We consider I3(h). For almost every s ∈ [t, t+h], we have by the chain rule for Γs,
the Cauchy-Schwarz inequality (2) and Assumption 1(i),
Ess(uε(t), u−1ε (t)ψ2) =
∫
2ψdΓs(log uε(t), ψ) −
∫
ψ2dΓs(log uε(t), log uε(t))
≤ k′
∫
dΓ(ψ, ψ)− 1
k′
∫
ψ2dΓ(log uε(t), log uε(t)),
for some constant k′ > 1. By Lemma 2.14 , Assumption 2, Assumption 1(ii) and
Lemma 2.23, we have
Eskews (uε, u−1ε (t)ψ2) + Esyms (ψ2, 1)− Es(ε, u−1ε (t)ψ2)
≤ k′′
∫
dΓ(ψ, ψ) +
1
k′′
∫
ψ2dΓ(log uε(t), log uε(t)) + k
′′C8
∫
ψ2dµ,
for sufficiently large k′′ > 1. Thus, for sufficiently large k > 1, we obtain that
− d
dt
∫
log uε,h(t)ψ
2dµ+
1
k
∫
ψ2dΓ(log uε(t), log uε(t))
≤ I1(h) + I2(h) +
(
k
∫
dΓ(ψ, ψ) + kC8
∫
ψ2dµ
)
.(65)
Let
W (t) := −
∫
log uε(t)ψ
2dµ∫
ψ2dµ
and Wh(t) := −
∫
log uε,h(t)ψ
2dµ∫
ψ2dµ
.
By the weighted Poincare´ inequality of Theorem 4.11, it holds for a.e. t ∈ I that∫
| − log uε(t)−W (t)|2ψ2dµ ≤ CwPI r2
∫
ψ2dΓ(log uε(t), log uε(t)).
This and (65) give
d
dt
Wh(t) +
1
Cr2µ(B)
∫
δB
| − log uε(t)−W (t)|2ψ2dµ
≤ I1(h) + I2(h)∫
ψ2dµ
+ (C′r−2 + kC8),
for some constants C,C′ > 0. Writing
w(t, z) = − loguε(t, z)− (C′r−2 + kC8)(t− a),
W (t) = W (t)− (C′r−2 + kC8)(t− a),
Wh(t) = Wh(t)− (C′r−2 + kC8)(t− a),
we obtain for t > a that
d
dt
Wh(t) +
1
Cr2µ(B)
∫
δB
|w −W |2ψ2dµ ≤ I1(h) + I2(h)∫
ψ2dµ
.(66)
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For λ > 0, set
Ω−t (λ) = {z ∈ δB : w(t, z) < −λ+W (a)},
Ω+t (λ) = {z ∈ δB : w(t, z) > λ+W (a)}.
Then, for any a < t,
w(t, z)−W (t) > λ+W (a)−W (t) ≥ λ(67)
in Ω+t (λ), becauseW (a)−W (t) ≥ 0 (to see this, integrate (66) and then let h→ 0).
Applying (67) in the inquality (66), we get
d
dt
Wh(t) +
1
Cr2µ(B)
|λ+W (a)−W (t)|2µ(Ω+t (λ)) ≤
I1(h) + I2(h)∫
ψ2dµ
.
Dividing by |λ+Wh(a)−Wh(t)|2, we can rewrite this inequality as
d
dt
|λ+Wh(a)−Wh(t)|−1 + |λ+W (a)−W (t)|
2
|λ+Wh(a)−Wh(t)|2
µ(Ω+t (λ))
Cr2µ(B)
≤ I1(h) + I2(h)∫
ψ2dµ
1
|λ+Wh(a)−Wh(t)|2
,
or, equivalently,
µ(Ω+t (λ)) ≤ Cr2µ(B)
(
− d
dt
|λ+Wh(a)−Wh(t)|−1 |λ+Wh(a)−Wh(t)|
2
|λ+W (a)−W (t)|2(68)
+
I1(h) + I2(h)∫
ψ2dµ
1
|λ+W (a)−W (t)|2
)
.(69)
Next, we want to bound |λ+Wh(a)−Wh(t)|
2
|λ+W (a)−W (t)|2 by (1 + ǫ(h)) for some small ǫ(h) > 0
that tends to 0 as h→ 0. By the triangle inequality,
|λ+Wh(a)−Wh(t)|2
|λ+W (a)−W (t)|2 ≤
(|λ+W (a)−W (t)|+ |W (a)−Wh(a)|+ |W (t)−Wh(t)|)2
|λ+W (a)−W (t)|2 .
We show that |W (t)−Wh(t)| → 0 uniformly in t as h→ 0. SinceW (t) is decreasing
in t, we haveWh(t) ≤W (t). Hence, by Jensen’s inequality and the Cauchy-Schwarz
inequality,
|W (t)−Wh(t)| =W (t)−Wh(t)
=
1∫
ψ2dµ
(
−
∫
log uǫ(t)ψ
2dµ+
∫
log uǫ,h(t)ψ
2dµ
)
≤ 1∫
ψ2dµ
(
−
∫
log uǫ(t)ψ
2dµ+
∫
1
h
∫ t+h
t
log uǫ(s)dsψ
2dµ
)
≤ 1(∫
ψ2dµ
)1/2
∫ (− loguǫ(t)ψ + 1
h
∫ t+h
t
log uǫ(s)ψds
)2
dµ
1/2 .
By Corollary 3.9, the right hand side converges to 0 uniformly in t, as h→ 0.
Integrating (68) from a to a+ ηr2, we obtain
µ
({
(t, z) ∈ K+ : w(t, z) > λ+W (a)
})
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≤ Cr2µ(B)
(
λ−1(1 + ǫ(h)) +
1
λ2
∫
ψ2dµ
∫ a+ηr2
a
I1(h) + I2(h)dt
)
Letting h → 0, we find that ∫ a+ηr2
a
I1(h)dt → 0 by Assumption 0(i), Cauchy-
Schwarz inequality, and Corollary 3.10. Similarly, we find that
∫ a+ηr2
a
I2(h)dt→ 0
by Assumption 0(i), triangle inequality, Cauchy-Schwarz inequality, (3), the local
boundedness of u, the dominated convergence theorem, and Corollary 3.10.
Hence, we get
µ
({
(t, z) ∈ K+ : w(t, z) > λ+W (a)
}) ≤ Cr2µ(B)λ−1,
and hence
µ
({
(t, z) ∈ K+ : log uε(t, z) + (C′r−2 + k′C8)(t− a) < −λ−W (a)
})
≤ Cr2µ(B)λ−1.
Finally,
µ
({
(t, z) ∈ K+ : log uε(t, z) < −λ−W (a)
})
≤ µ ({(t, z) ∈ K+ : log uε(t, z) + (C′ + k′C8r2)r−2(t− a) < −λ/2−W (a)})
+ µ
({
(t, z) ∈ K+ : (C′ + k′C8r2)r−2(t− a) > λ/2
})
≤ C′′(1 + C8r2)r2µ(B)λ−1.
This proves the first inequality in Lemma 4.12. By a similar argument, using Ω−t
instead of Ω+t , and the average
1
h
∫ t
t−h f(s)ds intead of the usual Steklov average
fh, we obtain the second inequality. 
7. Appendix
7.1. Remarks on the novelty and relevance of Assumptions 0, 1 and 2.
The paper [39] outlined a proof of mean value estimates in the context of non-
symmetric Dirichlet forms. In this subsection we explain the novelty and relevance
of our Assumptions 0, 1 and 2 in comparison to the assumptions made in [39].
The parabolic Harnack inequality for non-symmetric Dirichlet forms is not treated
in Sturm’s work. The assumptions in [39] on non-symmetric Dirichlet forms appear
to be insufficient to prove the parabolic Harnack inequality, even under the addi-
tional assumption that weak solutions to the heat equation are locally bounded.
Indeed, we use Assumption 2 to obtain the parabolic Harnack inequality from mean
value estimates. An assumption of this sort was not made in [39].
Sturm [39] considers a reference form (E ,F) and a family of local regular Dirichlet
forms (Et)t∈R with domain D(Et) = F . He assumes that, for all f, g ∈ F , the map
t 7→ Et(f, g) is measurable, and Assumption 0(i) is satisfied uniformly in t. The
assumption that each Et is a local Dirichlet form is stronger than Assumption 0(iv).
In addition, Sturm makes two assumptions (UP) with γ = 0 and (SUP), which read
as follows.
Uniform parabolicity (UP). There exist constants K, k ∈ (0,∞) and γ ∈
[0,∞) such that
−Et(u, v) ≤ K[E(
√
uv,
√
uv)− E(u, v)]− kE(√uv,√uv) + γ
∫
X
uv dµ,
for all t ∈ R and all u, v ∈ F with uv ≥ 0 and √uv ∈ F .
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In case each Et is symmetric strongly local, (UP) with γ = 0 is equivalent
to Assumption 0(iii). There seems to be no obvious relation between (UP) and
Assumption 0(ii). Nevertheless, (UP) implies (10), so existence of weak solutions
to the heat equation is guaranteed under (UP) (cf. Remark 2.22).
Strong uniform parabolicity (SUP). There exists a constant κ = κ(Y ) ≥ 1
such that
−p− 1
2
Et(u, up−1φ2) ≤κ
∫
updΓ(φ, φ) − 1
κ
(
1− 1
p
)2 ∫
φ2dΓ(up/2, up/2),(70)
for all p ∈ R, all non-negative u ∈ Floc(Y ) with u + u−1 ∈ L∞(Y, µ), and all
φ ∈ Fc(Y ) ∩ L∞(Y, µ), for Y = X or at least for sufficiently many open sets
Y ⊂ X.
For simplicity, let us discuss here the case Y = X . We remark that Assumption
1 and Assumption 2 can be localized to sufficiently many open subsets Y ⊂ X
and still yield most of our main results (see [19]). We chose to avoid this level of
generality in the present paper for the benefit of a clearer presentation.
Under Assumption 0 and Assumption 1, there exists a constant κ ≥ 1 such that
−p− 1
2
Et(u, up−1φ2) ≤κ
∫
updΓ(φ, φ) − 1
κ
(
1− 1
p
)2 ∫
φ2dΓ(up/2, up/2)
+ κ(p2 + 1)
∫
upφ2dµ,
(71)
for all 0 6= p ∈ R, t ∈ R, all non-negative u ∈ Floc(Y ) with u + u−1 ∈ L∞(Y, µ),
and all φ ∈ Fc(Y ) ∩L∞(Y, µ). This follows from Lemma 1.3 and Proposition 2.16.
Notice the restriction p 6= 0, we come back to this issue below by referring to
Assumption 2.
Estimate (71) is the same as (70) except for the zero order term (p2+1)
∫
upφ2dµ.
Without any zero order term, (70) can hold only for purely second order forms Et.
The bilinear form of Example 2.12 satisfies (70) provided that bi = di = c = 0 for
all i. It was argued at the end of [39, Subsection 2.2] that lower order terms (i.e.
nonzero coefficients bi, di, c) could be included in the consideration by replacing
Et by Et ± α(·, ·) for some constant α. This is true for coefficients bi and c. A
nonzero coefficient di creates a zero order term with prefactor (p
2 + 1) rather than
the prefactor ±(p− 1) claimed in [39, p. 298].
A less minor problem with assumption (SUP) is that it does not appear to be
sufficient to obtain mean value estimates, except for weak solutions whose local
boundedness is known a priori. Sturm [39] suggested to approximate weak so-
lutions by bounded functions (un), similar to the method in [2]. A correct way
of approximating Et(u, up−1ψ2) is not by Et(u, up−1n ψ2) as claimed in [39] but by
Et(u, uup−2n ψ2) as, e.g., in the work of Aronson and Serrin [2]. A technical diffi-
culty then arises from the fact that x 7→ x(x ∧ n)p−2 is only a C1-function, while
weak time-derivatives lack a C1-chain rule (see Proposition 7.4 for the C2-chain
rule). Aronson-Serrin resolved this issue by a smoothing argument that involves
convolution with some kernel. It is not outlined in [39] how this argument would
translate to the metric space setting. The method of Steklov averages employed in
the present paper is an alternative way to handle this difficulty.
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7.2. Extensions of the bilinear forms L∗ and R∗.
Proposition 7.1. Suppose (E∗,F) satisfies Assumption 0(i), and for all f, g ∈
F ∩ L∞(X) with fg ∈ Fc,
|E∗(fg, 1)|+ |E∗(1, fg)| ≤ C∗‖f‖F‖g‖F .(72)
Then the maps Kl : (f, g) 7→ E∗(fg, 1) and Kr : (f, g) 7→ E∗(1, fg), extend continu-
ously from
(F ∩ Cc(X))× (F ∩ Cc(X)) to F × F , and satisfy
Kl(f, g) ≤ C∗||f ||F ||g||F , Kr(f, g) ≤ C∗||f ||F ||g||F ,
for all f, g ∈ F . Moreover, for any f, g ∈ F ∩ L∞(X,µ) with fg ∈ Fc,
E∗(fg, 1) = Kl(f, g), E∗(1, fg) = Kr(f, g).(73)
As a consequence, the bilinear forms L∗ and R∗ extend continuously to F × F ,
and the extensions satisfy
L∗(u, v) = 1
4
[E∗(uv, 1)− E∗(1, uv) + E∗(u, v)− E∗(v, u)],(74)
R∗(u, v) = 1
4
[E∗(1, uv)− E∗(uv, 1) + E∗(u, v)− E∗(v, u)] = −L(v, u),
for any u, v ∈ F ∩ L∞(X,µ) with uv ∈ Fc. If in addition L∗ satisfies the Leibniz
rule of Definition 2.5(i), then, for any u, v, f ∈ F ∩ L∞(X,µ) with uvf ∈ Fc, we
have
L∗(uf, v) = L∗(u, fv) + L∗(f, uv),
and, for any v ∈ Fc, any u1, u2, . . . , um ∈ F ∩L∞(X,µ) and u = (u1, . . . , um), and
for any Φ ∈ C2(Rm), we have the chain rule
L∗(Φ(u), v) =
m∑
i=1
L∗(ui,Φxi(u)v).
Proof. For f, g ∈ F , consider sequences (fn), (gn) in F ∩ Cc(X) which converge in
F to f and g, respectively. Using the fact that fngm ∈ Fc and (72), we see that
E∗(fngn, 1) is a Cauchy sequence. If (fˆn), (gˆn) ⊂ F ∩ Cc(X) are other sequences
converging in F to f and g, respectively, then, constructing another sequence fˇ2n :=
fn, fˇ2n+1 := fˆn and analogously constructing (gˇn), we see that the limit Kl(f, g)
of the Cauchy sequence E∗(fngn, 1) is independent of the choice of the sequences
(fn), (gn) ⊂ F ∩ Cc(X). This shows that Kl extends continuously to F × F and
satisfies the sector type condition Kl(f, g) ≤ C∗||f ||F ||g||F for all f, g ∈ F .
Next, we show that Kl(f, g) = E∗(fg, 1) for any g ∈ F ∩ Cc(X) and f ∈ F ∩
L∞(X). Note that fg ∈ Fc. Let (fn) be a sequence in F ∩ Cc(X) that converges
to f in F . Then fng ∈ Fc, E∗(fng, 1) = Kl(fn, g), and |E∗((f − fn)g, 1)| ≤ C∗‖f −
fn‖F‖g‖F by (72). This proves that E∗(fg, 1) = Kl(f, g) in this case.
Assume know that f, g are such that f, g ∈ F ∩ L∞(X) with fg ∈ Fc. Let (gn)
be a sequence in F ∩Cc(X) which converges to g in F . By the above argument, we
obtain that E∗(fgn, 1) = Kl(f, gn), and, by (72), |E∗(f(g − gn), 1)| ≤ C∗‖f‖F‖g −
gn‖F . Letting n→∞, it follows that
E∗(fg, 1) = Kl(f, g)
as desired.
The product rule and of the chain rule follow from Definition 2.5 by a simple
approximation argument together with Assumption 0(i) and (74). 
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Under the stronger hypothesis (75) we can relax the boundedness condition on
f, g in (73).
Proposition 7.2. Suppose (E∗,F) satisfies Assumption 0(i). Assume that
(75) ∀ f, g ∈ F with fg ∈ Fc, |E∗(fg, 1)|+ |E∗(1, fg)| ≤ C∗‖f‖F‖g‖F .
Then
Kl(f, g) = E∗(fg, 1) and Kr(f, g) = E∗(1, fg)
under either one of the following conditions:
• f, g ∈ F with fg ∈ Fc, f ≥ 0 and g ≥ 0.
• for all f ∈ F , g ∈ F ∩ L∞(X,µ), fg ∈ Fc and g ≥ 0.
Proof. Assume that f ∈ F and g ∈ F ∩ L∞(X,µ) with fg ∈ Fc and g ≥ 0. Let
fn := (f ∧n)∨ (−n). Observe that fn = f +(f +n)−− (f −n)+ and, consequently,
fng = fg + (f + n)
−g − (f − n)+g = fg + (fg + ng)− − (fg − ng)+.
Since 0 ≤ (f − n)+g ≤ |fg|, 0 ≤ (f + n)−g ≤ |fg| and fg ∈ Fc, g ∈ F , we have
(fg + ng)−, (fg − ng)+ ∈ Fc and fng ∈ Fc. By Proposition 7.1, it follows that
E∗(fng, 1) = Kl(fn, g) and, by (75),
|E∗((fn − f)g, 1)| ≤ ‖f − fn‖F‖g‖F .
Hence E∗(fg, 1) = Kl(f, g) in this case.
Next, assume that f, g ∈ F with fg ∈ Fc and f, g ≥ 0. Let gn := g ∧ n. Then
since f ≥ 0, fgn ∈ Fc, and we have E∗(fgn, 1) = Kl(f, gn) by what was just proved.
Since
|E∗(f(g − gn), 1)| ≤ ‖f‖F‖g − gn‖F
we conclude that E∗(fg, 1) = Kl(f, g). 
7.3. Background on local weak solutions.
7.3.1. Weak time-derivative. The notion of a local weak solution to the heat equa-
tion in the context of metric measure Dirichlet spaces has undergone some ambi-
guity. There are different ways of defining local weak solutions and these are not
exactly equivalent. See, e.g., [39, 13, 3, 9].
The notion of local weak solutions that we use in this paper is very close to the
definition in [9] which is similar but slightly different from the definition in [39]. It
is consistent with the abstract existence theory in, e.g., Lions and Magenes [23].
For an open relatively compact time interval I and a separable Hilbert space H ,
let L2(I → H) be the Hilbert space of those functions v : I → H such that
‖v‖L2(I→H) =
(∫
I
‖v(t)‖2H dt
)1/2
<∞.
We say that a function v ∈ L2(I → H) has a distributional time-derivative (also
called weak time derivative) that can be represented by a function in L2(I → H), if
there exists v′ ∈ L2(I → H) such that for all smooth compactly supported functions
φ : I → H we have∫ (
∂
∂t
φ(t), v(t)
)
H
dt = −
∫
(v′(t), φ(t))H dt.(76)
From (76) it is easy to see that 1h (v(t + h) − v(t)) converges to v′(t) weakly in
L2(I → H) as h→ 0.
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Let W 1(I → H) ⊂ L2(I → H) be the Hilbert space of those functions v : I →
H in L2(I → H) whose distributional time derivative v′ can be represented by
functions in L2(I → H), equipped with the norm
‖v‖W 1(I→H) =
(∫
I
‖v(t)‖2H + ‖v′(t)‖2H dt
)1/2
<∞.
Cf. [23, 33].
Identifying L2(X,µ) with its dual space and using the dense embeddings F ⊂
L2(X,µ) ⊂ F ′, where F ′ is the dual space of F , we set
F(I ×X) = L2(I → F) ∩W 1(I → F ′),
which is a Hilbert space with norm ‖v‖F(I×X) =
(∫
I ||v(t)||2F + ||v′(t)||2F ′dt
)1/2
. A
function v ∈ L2(I → F) is in F(I ×X) if and only if there exists v′ ∈ L2(I → F ′)
such that for any smooth compactly supported function φ : I → F it holds∫
I
∫
X
v(t)
d
dt
φ(t)dµ dt = −
∫
I
〈v′(t), φ(t)〉F ′,Fdt.
It is well-known (and easy to see since L2(X,µ) is separable) that L2(I →
L2(X,µ)) can be identified with L2(I ×X, dt× dµ). Indeed, continuous functions
with compact support in I×X are dense in both spaces and the two norms coincide
on these functions.
We recall the following fact from [33, Lemma 11.4],
F(I ×X) ⊂ C(I¯ → L2(X,µ)).(77)
Therefore, a function u ∈ F(I × X) can be considered as a continuous path t 7→
u(t, ·) in L2(X,µ).
Let U ⊂ X be open. Let
Floc(I × U)
be the set of all measurable functions u : I×U → R such that for any open interval
J relatively compact in I, and any open subset A relatively compact in U , there
exists a function u♯ ∈ F(I ×X) such that u♯ = u a.e. in J × A. Let
Fc(I × U) ={u ∈ F(I ×X) : u has compact support in I × U}.
Let C(I → F) be the space of continuous functions from I to F .
Let C∞((−∞,∞) → F) be the space of smooth functions from (−∞,∞) to F .
Let C∞(I → F) := C∞((−∞,∞) → F)
∣∣
I
. The following lemma is proved in [44,
Lemma 25.1].
Lemma 7.3. C∞(I → F) is dense in F(I ×X).
The next proposition provides a C2-chain rule for weak time-derivatives. It is
important to note that we do not have a C1-chain rule. A similar result, namely
a C2-chain rule for a different notion of weak time-derivatives, is proved in [13,
Lemma 5.1].
Proposition 7.4 (Chain rule for the weak time-derivative). Let u ∈ F(I × X).
Let v ∈ Fc(X)∩L∞(X). Let Φ ∈ C2(R) with Φ(0) = 0, and Φ′, Φ′′ bounded. Then
Φ′(u)v ∈ L2(I → F), and at a.e. a, b ∈ I,∫
X
Φ(u(b, ·))v dµ−
∫
X
Φ(u(a, ·))v dµ =
∫ b
a
〈
∂
∂t
u,Φ′(u)v
〉
F ′,F
dt.(78)
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Proof. By Lemma 7.3, there exists a sequence (fk) ⊂ C∞(I → F) so that fk → u
in F(I ×X). Since each fk has a strong time derivative ∂∂tfk, it holds∫
X
Φ(fk(b, ·))v dµ−
∫
X
Φ(fk(a, ·))v dµ =
∫ b
a
∫
X
(
∂
∂t
Φ(fk)
)
v dµ dt
=
∫ b
a
∫
X
(
∂
∂t
fk
)
Φ′(fk)v dµ dt.(79)
Observe that Φ′(fk)v ∈ L2(I → F). Identifying L2(X,µ) with its dual space and
using the embeddings F ⊂ L2(X,µ) ⊂ F ′, we can rewrite (79) as∫
X
Φ(fk(b, ·))v dµ−
∫
X
Φ(fk(a, ·))v dµ =
∫ b
a
〈
∂
∂t
fk,Φ
′(fk)v
〉
F ′,F
dt.(80)
We will prove (78) by letting k →∞ on both sides of (80). We know that fk → u
in L2(I → F). Using Proposition 3.5 and passing to a subsequence, we can assume
that, for almost every t ∈ I, f˜k(t, ·) → u˜(t, ·) quasi-everywhere. By the chain rule
for Γ, we have Φ(u(t, ·)) ∈ F . Due to the continuity of Φ, Φ′ and Φ′′, we obtain
that for almost every t ∈ I,
Φ(f˜k(t, ·))→ Φ(u˜(t, ·)) quasi-everywhere,(81)
Φ′(f˜k(t, ·))→ Φ′(u˜(t, ·)) and Φ′′(f˜k(t, ·))→ Φ′′(u˜(t, ·)) quasi-everywhere.
Observe that |Φ(u)− Φ(fk)| ≤ (supy∈RΦ′(y))|u − fk|. Since Φ′ is bounded and
fk → u in L2(I → F), we get that at a.e. t ∈ I,∫
X
|Φ(u(t, ·))v − Φ(fk(t, ·))v|dµ → 0 as k →∞.(82)
Hence, for a.e. a, b ∈ I, the left hand side of (80) converges to the left hand side of
(78) as k →∞.
Next, we consider the right hand side of (80). By (81) and because Φ′, Φ′′ and
v are bounded, and fk → u in L2(I → F),∫
I
∫
dΓ(Φ′(fk)v − Φ′(u)v,Φ′(fk)v − Φ′(u)v)dt
≤ 2
∫
I
∫
(Φ′(fk)− Φ′(u))2dΓ(v, v)dt + 2
∫
I
∫
Φ′′(fk)2v2dΓ(fk − u, fk − u)dt
+ 2
∫
I
∫
(Φ′′(u)2v2 − Φ′′(fk)2v2)dΓ(u, u)dt
+ 4
∫
I
∫
(Φ′′(fk)v − Φ′′(u)v)Φ′′(fk)vdΓ(u, fk − u)dt
+ 2
∫
I
∫
(Φ′′(fk)v − Φ′′(u)v)Φ′′(fk)vdΓ(u, u)dt
−→ 0, as k →∞.
It follows that (Φ′(fk)v − Φ′(u)v) → 0 in L2(I → F). Since fk → u in F(I ×X),
we also have that ∂∂tfk → ∂∂tu in L2(I → F ′). Hence,∫
I
〈
∂
∂t
u,Φ′(u)v
〉
F ′,F
dt−
∫
I
〈
∂
∂t
fk,Φ
′(fk)v
〉
F ′,F
dt
HARNACK INEQUALITIES FOR NON-SYMMETRIC FORMS 57
=
∫
I
〈
∂
∂t
u− ∂
∂t
fk,Φ
′(u)v
〉
F ′,F
dt+
∫
I
〈
∂
∂t
fk,Φ
′(u)v − Φ′(fk)v
〉
F ′,F
dt
−→ 0 as k →∞.

Corollary 7.5. Let u ∈ Floc(I ×X) and v ∈ Fc(X). Then at a.e. a, b ∈ I,∫
u(b, ·)v dµ−
∫
u(a, ·)v dµ =
∫ b
a
〈
∂
∂t
u(t, ·), v
〉
F ′,F
dt.
Proof. If v is bounded, then the assertion follows from Proposition 7.4 applied with
Φ(x) = x. If v is unbounded, then approximate v by vm := v ∧m. 
The next corollary collects some properties of weak time-derivatives, including
the product rule.
Corollary 7.6. (i) Let u ∈ Floc(I ×X) and v ∈ Fc(X) ∩ L∞(X). Let Φ ∈
C2(R) with Φ(0) = 0, and Φ′, Φ′′ bounded. Let χ ∈ C1(I) with χ = 0 in a
neighborhood of a ∈ I. Then we have χΦ′(u)v ∈ L2(I → F), and for a.e.
b ∈ I,∫
χ(b)Φ(u(b, ·))v dµ
=
∫ b
a
〈
∂
∂t
u(t, ·), χ(t)Φ′(u(t, ·))v
〉
F ′,F
dt+
∫ b
a
χ′(t)Φ(u(t, ·))vdµ dt.
(ii) Let u, φ ∈ Floc(I × X) ∩ L∞(I × X) and v ∈ Fc(X) ∩ L∞(X). Then at
a.e. a, b ∈ I,∫
(uφ)(b, ·))v dµ−
∫
(uφ)(a, ·)v dµ
=
∫ b
a
〈
∂
∂t
u(t, ·), φ(b, ·))v
〉
F ′,F
dt+
∫ b
a
〈
∂
∂t
φ(t, ·), u(a, ·))v
〉
F ′,F
dt.
Proof. (i) follows by repeating the proof of Proposition 7.4 with the obvious changes
to account for the presence of the function χ. (ii) If u = φ, then the assertion
follows from Proposition 7.4 applied with some function Φ ∈ C2(R) that satisfies
Φ(x) = x2 for all |x| ≤ supt supy∈supp(v) u(t, y). The general case then follows by
polarization. 
7.3.2. Local weak solutions. For every t ∈ R, let (Et,F) be a (possibly non-symmetric)
local bilinear form. We assume further that for every f, g ∈ F the map t 7→ Et(f, g)
is measurable and that, for each t, Et satisfies the structural hypotheses introduced
in Assumption 0.
Definition 7.7. Let I be an open interval and U ⊂ X open. Set Q = I × U . A
function u : Q → R is a local weak solution of the heat equation ∂∂tu = Ltu in Q,
if
(i) u ∈ Floc(Q),
(ii)
∀φ ∈ Fc(Q),
∫
I
〈
∂
∂t
u, φ
〉
F ′,F
dt+
∫
I
Et(u(t, ·), φ(t, ·))dt = 0.
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Remark 7.8. For u ∈ Floc(Q),
∫
I
〈
∂
∂tu, φ
〉
F ′,F dt should be read as
∫
I
〈
∂
∂tu
♯, φ
〉
F ′,F dt,
where u♯ ∈ F(I ×X) with u = u♯ a.e. on supp(φ).
Proposition 7.9. The following are equivalent:
(i) u is a local weak solution of ∂∂tu = Ltu in Q = I × U (in the sense of
Definition 7.7).
(ii) u is a local very weak solution of ∂∂tu = Ltu in Q = I × U (in the sense
of Definition 3.1) and, for every v ∈ Fc(U), the function b 7→
∫
u(b)v dµ
is continuous on I.
Proof. The forward implication is immediate from (77) and Corollary 7.5. We prove
the converse. Let u be a very weak solution. By the continuity assumption in (ii),∫
[u(b)− u(a)]v dµ+
∫ b
a
Et(u(t), v)dt = 0, ∀v ∈ Fc(U),
holds for all a, b ∈ I. It is clear that b 7→ ∫ ba Et(u(t), v)dt is differentiable on I with
derivative Eb(u(b), v). Hence, b 7→
∫
u(b)v dµ is differentiable in I, and[
d
db
∫
u(b)v dµ
]
+ Eb(u(b), v) = 0.
In particular, for any smooth compactly supported function χ : I → R, we get∫
I
[
d
dt
∫
u(t)vdµ
]
χ(t) dt+
∫
I
Et(u(t), vχ(t))dt = 0, ∀v ∈ Fc(U).
Integration by parts yields that
−
∫
I
〈
∂
∂t
φ(t), u(t)
〉
F ′,F
dt+
∫
I
Et(u(t), φ(t))dt = 0,
for all φ(t) = χ(t)v, where χ : I → R is smooth with compact support in I, and
v ∈ Fc(U). Applying [44, Lemma 25.1], this extends to all functions φ ∈ Fc(I×U).
By [9, Lemma 1], this proves that u is a local weak solution. 
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