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Dense plasmas occur in stars, giant planets and in inertial fusion experiments. Accurate modeling
of the electronic structure of these plasmas allows for prediction of material properties that can in
turn be used to simulate these astrophysical objects and terrestrial experiments. But modeling
them remains a challenge. Here we explore the Korringa-Kohn-Rostoker Green’s function (KKR-
GF) method for this purpose. We find that it is able to predict equation of state in good agreement
with other state of the art methods, where they are accurate and viable. In addition, it is shown
that the computational cost does not significantly change with temperature, in contrast with other
approaches. Moreover, the method does not use pseudopotentials – core states are calculated self
consistently. We conclude that KKR-GF is a very promising method for dense plasma simulation.
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I. INTRODUCTION
In stars like our sun [1], in white dwarfs [2], and in in-
ertial fusion experiments [3, 4] a state of matter variously
known as warm and hot dense matter, or dense plasma,
is reached. To understand and model these physical sys-
tems it is necessary to be able to accurately predict the
material properties, such as equation of state and trans-
port properties, of these dense plasmas.
There has been a serious and sustained effort to pro-
duce such accurate models. For temperatures roughly
less than the Fermi temperature, plane-wave based
Kohn-Sham density functional theory molecular dynam-
ics (DFT-MD) has become a widely used and reliable tool
[5–9]. To get to higher temperatures, orbital-free MD has
proved useful [10–14], but is limited in its physical accu-
racy by the approximate kinetic-entropic functional used.
For example, we know of no orbital free functional that
can predict discrete bound (or core) states [15, 16]. Very
recently, stochastic DFT [17] has been shown to perform
well at high temperature, but still uses pseudopotentials
to represent core states, leading to transferability issues.
Moreover, stochastic DFT yields the electron density, not
the Kohn-Sham orbitals, so standard linear-response the-
ory for optical and transport coefficients can not be ap-
plied, and alternative methods such as time-dependent
DFT will have to be developed [18].
Another high fidelity method is Path integral Monte
Carlo (PIMC) [19, 20], which is an excellent method for
equation of state (EOS) at high temperature, but be-
comes prohibitively expensive at lower temperature due
to the fermion sign problem. To our knowledge, the
method cannot directly produce other quantities of in-
terest like opacity or transport coefficients.
More approximate methods include average atom mod-
els and their extensions to include ionic structure [21–26].
These are DFT models of one fictitious averaged atom
∗Electronic address: starrett@lanl.gov
whose electronic structure represents an average over all
atoms in the plasma. These methods have been enor-
mously useful, and still are the dominant method for
production of large tables of data due to their reason-
able fidelity and fast computation times. However, due
to the extreme difficulty in performing controlled EOS,
opacity and transport coefficient measurements on dense
plasmas in the laboratory, benchmarking these codes is
largely done with reference to more complete models.
In this paper we explore the Korringa-Kohn-Rostoker
Green’s function (KKR-GF) method, also known as the
multiple scattering method, for calculating the electronic
structure of dense plasmas [27–29]. KKR-GF is a gen-
eral method for solving the Schro¨dinger or Dirac equa-
tion, but routinely, as here, it is used to solve the Khon-
Sham(-Dirac) DFT equations [30–34]. The method has
been developed for many years in the solid state com-
munity [35–38], and was introduced to the dense plasma
community quite recently [39], where an overview of the
method and its potential benefits were presented, as well
as some exploratory calculations. Since then, some work
has been done exploring the behavior of high temperature
crystals, i.e. hot electrons with ions fixed in their crystal
positions [40], and some calculations of EOS, again using
hot crystals have been presented [41]. However, the chal-
lenging question of the behavior of the method for dis-
ordered plasma environments has not, until now, been
addressed. Here we address this question, and present
calculations for dense plasmas. We find good agreement
for EOS with existing state of the art methods, where
they are accurate and tractable. We find that the key to
applying KKR-GF to these disordered environments lies
in the concept of extra expansion centers.
In demonstrating that this method is viable for dense
plasmas, we are introducing a method with a very high
physical fidelity for calculating the electronic structure of
dense plasmas. It has the advantage of providing an, in
principle, exact solution of the Khon-Sham DFT equa-
tions; even core electrons are evaluated self-consistently,
in contrast to pseudopotential-based methods. The main
weakness, as discussed later in this work, is the conver-
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2gence of the multiple scattering sum. The practical so-
lution, used for many years when applying the method
to low temperature systems, is demonstrated here to also
give good results for dense plasmas.
II. GENERAL THEORY
The central quantity in the KKR-GF method is the
one-electron Green’s function G(r, r′, z), defined as the
solution to the Kohn-Sham inhomogeneous equation [42]
[z −H(r)]G(r, r′, z) = δ(r − r′) (1)
where z is the (complex) energy and H is the Kohn-Sham
Hamiltonian. The spectral representation of the Green’s
function for real energy  is
G(r, r′, ) =
∑
ν
ψν(r)ψ
∗
ν(r
′)
− ν + ıη (2)
where lim η → +0 should be taken, giving the so-called
retarded Green’s function, and the ψν are the eigenstates
with eigenvalues ν . Contact with the more familiar wave
function formalism is made by taking the imaginary part
of the Green’s function
=G(r, r′, ) = −pi
∑
ν
ψν(r)ψ
∗
ν(r
′)δ(− ν) (3)
The electron density is given by
ne(r) = − 2
pi
=
∫ ∞
−∞
df(, µ)G(r, r, ) (4)
where the 2 is due to spin degeneracy, the integral is along
the real energy axis, and f is the Fermi-Dirac function
with chemical potential µ. Using equation (3), equation
(4) clearly recovers the usual expression for ne(r).
An important concept in the KKR-GF [27–29] method
is the multi-site expansion of the Green’s function, where
the spatial dependence of G(r, r′, z) is expanded about
a set of fixed centers. These centers are used to define
cells that are non-overlapping and space filling. Starting
with the known free electron Green’s function
g(x,x′, z) = −m
2pi
exp(ıp|x− x′|)
|x− x′| (5)
where p =
√
2mz, one expands the Green’s function
about a set of centers {Rn} using spherical harmonics
Ylm(rˆ). Note that we are using atomic units in which
h¯ = aB = 4pi0 = e = 1, but we leave the electron mass
m dependence as it allows easy conversion between Ryd-
berg and Hartree atomic units. Letting x = r +Rn and
x′ = r′ +Rn
′
, we arrive at
g(r +Rn, r′ +Rn
′
, z) =δnn′2m
∞∑
L=0
h×L (r>, z)jL(r<, z)
+ 2m
∞∑
LL′
jL(r, z)Gnn′0,LL′(z)j×L′(r′, z)
(6)
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FIG. 1: (Color online) Flow chart describing the computa-
tional workflow. Inside the shaded (blue) region is the self-
consistent field (SCF) procedure, outside the shaded area, in
orange boxes, are one-off steps that are decided or calculated
before the SCF procedure starts.
where L = {l,m}, jL(r, z) = jl(pr)Yl,m(rˆ), hL(r, z) =
−ıphl(pr)Yl,m(rˆ), jl (hl) is the spherical Bessel (Han-
kel) function, and Gnn′0,LL′ are the structure constants (ap-
pendix A). The superscript × indicates that the com-
plex conjugate of the spherical harmonic should be taken.
Also, r> (r<) means that one should take the vector with
greater (lesser) magnitude of r and r′.
The expression (6) can be generalized to the case of
non-free electrons, giving
G(r +Rn, r′ +Rn
′
, z) =δnn′2m
∞∑
L=0
Hn,×L (r>, z)R
n
L(r<, z)
+ 2m
∞∑
LL′
RnL(r, z)Gnn
′
LL′(z)R
n′×
L′ (r
′, z)
(7)
where RnL is the regular solution to the Kohn-Sham equa-
tion in cell n and HnL is the irregular solution, and Gnn
′
LL′
are the structural Green’s function matrix elements (ap-
pendix A). The double sum term in equation (7) can
be thought of as a multisite correction the the single
site Green’s function, defined by the single summation
term. This so-called ‘multiple scattering’ term corrects
the boundary condition applied to the single site solution
(i.e. the free electron boundary condition), replacing it
with the correct form so that all incoming and outgoing
waves are matched at the cell boundaries. Another way
to think of it, is that the multiple scattering term in-
troduces quantum diffraction, where electron scattering
from multiple sites can interfere.
The structural Green’s function matrix G is related to
the structure constants matrix G0 and to the so-called
t-matrix, which encapsulates the scattering properties of
3FIG. 2: (Color online) Schematic example of power tessel-
lation. Top panel shows the 2-D tessellation for 8 centers,
which would correspond to the nuclear positions in 3-D. The
circles correspond to the muffin tin spheres, and the black
line demarcate the cells. In the bottom panel 35 extra cen-
ters have been added in such a way as to minimize the area
(volume) not in the muffin tins. Notice that the power tes-
sellation preserves the original 8 spheres as more centers are
added.
all the cells, by Dyson’s equation
G(z) = G0(z) (I − t(z)G0(z))−1 (8)
This expression is known as the fundamental equation of
multiple scattering theory. It is solved by matrix inver-
sion. Each term is a matrix indexed by the site indices n
and n′, and by L and L′. The t-matrix is site diagonal.
III. PRACTICAL CONSIDERATIONS
In this section we give details on the implementation
of this method. A flow chart summary of the method
is given in figure 1. At a high level, the method in-
volves dividing space into non-overlapping, space-filling
cells, solving the Kohn-Sham equations within each cell
independently, and combining these solutions via Dyson’s
equation to form the Green’s function. In turn this
Green’s function is used to obtain a new electron den-
sity to feed back into the Kohn-Sham equations until
self-consistency is achieved.
A. Tessellation of Space
To implement the KKR-GF method in practice the
first step is to tessellate space. For regular crystals a
Voronoi tessellation has been used with success [30]. For
crystals with more than one atomic species, using a power
tessellation has been shown to be numerically advanta-
geous [43]. In principle the Green’s function should be
independent of the tessellation, but to minimize the num-
ber of spherical harmonic expansion terms, ideally the
expansion regions (i.e. the cells) should be as spherically
symmetric as possible. This is why the power tessella-
tion is better for mixtures; it allows one to weight cell
sizes, in contrast to the Voronoi procedure which tessel-
lates purely on the positions of the expansion centers. In
the implementation applied here we have used the power-
tessellation code of reference [44].
There is another important consideration when making
this tessellation: the derivation of equations (6) and (7)
rely the following sets of inequalities being satisfied [45,
46]:
|r| < |Rn −Rn′ | and |r′| < |x−Rn′ | (9)
and
|r′| < |Rn′ −Rn| and |r| < |x′ −Rn| (10)
These are satisfied for all combinations of r and r′ if the
cells n and n′ are the largest possible, non-overlapping
spheres for a given set of centers; these spheres are called
the muffin tin spheres. For space filling tessellations the
left hand set of inequalities can always be made to be sat-
isfied by adding extra centers (see figure 2). For power
tessellations, one of the right-hand inequalities can also
always be satisfied [45]. However, there will always be
certain pairs of points where the other right-hand in-
equality is violated (figure 3). This leads to slow or even
conditional convergence of the double sum in the expan-
sion (7).
The practical solution to this conditional convergence
issue is to truncate the double summation to l, l′ ≤ lmsmax
[46, 47], where lmsmax = 2, 3, or 4. This works because
using lmsmax = 2, 3, or 4 covers the orbital angular mo-
menta of the chemically relevant electrons and bound
4𝒓 𝒓"𝒙 − 𝑹𝒏"𝑛 𝑛′
𝒙′ − 𝑹𝒏
FIG. 3: (Color online) Example of geometry in which one of
the inequalities is violated. The circles represent the muffin
tin spheres and the vertical line is the boundary plane. For
the points r and r′, the inequality |r′| < |x−Rn′ | is violated,
while the others are satisfied.
states. Higher l states correspond to higher energy elec-
tron states that are therefore more like free electrons
which are less affected by multisite contributions. It is
important to note that adding higher order terms in the
expansion (larger lmsmax) may actually lead to worse re-
sults due to this conditional convergence [45, 46]. This
is the key weakness of the method. It can be systemati-
cally ameliorated by increasing the number of expansion
centers. However, as we shall see in section IV B, rela-
tive insensitivity of the equation of state to the choice of
lmax within the range 2 to 4, affirms the validity of this
practical solution.
Once the expansion centers have been decided the
structural constants G0 are calculated. These depend
only on the positions of the centers and the energies
needed (see later). Hence for a given set of centers, they
need only be calculated once. We have assumed a pe-
riodic supercell in our calculations. This artificial con-
struct is widely used for simulations of disordered sys-
tems. The corresponding structural constants are thus
calculated in Fourier-space and transformed back to real-
space, see appendix A. An alternative method that we do
not explore here, is to neglect long range effects on the
Green’s function, and evaluate the structure constants
using a finite cluster of atoms [30, 48, 49].
B. Single-Site Solutions
The next step is to solve the single-site problem in each
cell. This means solving the Kohn-Sham equation for the
regular RnL(r) and irregular H
n
L(r) solutions, as well as
the t-matrix for each site tn. This problem is consid-
erably simplified if the effective potential inside the cell
V eff,n(r) is spherically symmetric. In cells around a nu-
cleus, the electron density (and effective potential) will
be approximately spherically symmetric due to the dom-
inance of the nuclear potential. In cells not containing a
nucleus, the electron density will be reasonably close to
that of a free electron gas, which is uniform. Hence for
this initial evaluation of the method for disordered dense
plasmas, it is reasonable to adopt this spherically sym-
metric approximation for V eff,n(r) within the cells. This
approximation is called the muffin tin approximation.
In the muffin tin approximation the effective potential
inside the muffin tin spheres is spherically averaged:
V eff,nmt (r) =
1
4pi
∫
drˆV eff,n(r) for r < Rnmt (11)
where Rnmt is the muffin tin radius for cell n. Outside
the muffin tin spheres, in the interstitial (is) region, the
potential takes an average value – the muffin tin constant.
This is determined by
V¯ mt =
∑
n
1
V nis
∫
r∈is
d3rV eff,n(r) (12)
where the sum is over all cells, and V sis is the volume
of the interstitial region for cell n. Hence the potential
inside each cell is spherically symmetric.
An important point worth clarifying is that even
though V eff,nmt (r) is spherically symmetric, the Green’s
function and electron density inside a cell are not, in
general. The symmetry is broken by the multi-site term
in the Green’s function. This results from the coupling
of different spherical harmonics in the double sum term
in equation (7).
The regular and irregular solution must be matched to
their free electron forms at the edge of the cell
RnL(r, z) = (jl(pr)− ıphl(pr)tnl (p))Ylm(rˆ) (13)
HnL(r, z) = −ıphl(pr)Ylm(rˆ) (14)
where the tn-matrix is now diagonal in the muffin tin ap-
proximation. The regular solution is found by integrating
out from the origin, and the irregular solution is found
by integrating inward [50]. In matching the numerical
solutions to these analytic forms the tn-matrix is found.
Going beyond the MT approximation is the goal of
so-called “full potential” calculations [35, 51, 52]. This
introduces significant complexity to the single-site prob-
lem. For example, the tn-matrix ceases to be diagonal
in L. The importance of full-potential versus MT for
disordered plasma applications will be considered in the
future.
C. Efficient Evaluation of Multi-Site Effects
With the single-site problem solved and the struc-
tural Green’s function evaluated, one can construct the
5Green’s function, equation (7). The multiple scattering
term is expensive to evaluate due in part to the dou-
ble sum (equation (7)) but also because the solution of
Dyson’s equation for the structural Green’s function ma-
trix involves a matrix inversion for each energy and k-
space integration point (appendix A). The size of this ma-
trix is N(lmsmax + 1)
2 where N is the number of expansion
centers and lmsmax is the maximum l for both summations.
Since dense matrix inversion cost scales as size of the ma-
trix cubed, it is clearly desirable to keep N and lmsmax as
small as possible 1. As noted above, only the first few
terms are included in the double sum (lmsmax = 2, 3 or 4),
which serves to limit computational expense. As explored
in reference [40], higher l terms are kept in the single site
part of the Green’s function. This is expected to be a
good approximation because higher l states correspond
to higher energy states, and hence are more free-electron
like, leading to small multiple scattering contributions.
Another way to reduce computational expense is to
evaluate the multi-site term only in the energy range
where it is significant. We expect tightly bound states
to be unaffected by multi-site interactions due to their
localized nature. At the other extreme, electrons in high-
energy states should be insensitive to the details of multi-
site interactions due to their free electron-like character.
Hence we introduce a minimum Emin and maximum en-
ergy Emsmax for multi-site contributions, outside of which
only the single-site term contributes.
Even if the multiple scattering Green’s function were
evaluated only in the range Emin to E
ms
max, it would be
a rapidly varying function of the energy there, requiring
many integration points to accurately resolve the multi-
ple scattering contribution to the density, equation (4).
This is avoided by deforming the energy integration path
into the upper half of the complex plane. This technique
results in much smoother integrands, fewer integration
points, and most importantly avoids the poles on the
real axis, which correspond to the eigenstates of the sys-
tem. Hence, one does not actually find these eigenstates,
nor are they needed. The (retarded) Green’s function
has no poles in the upper half complex plane. How-
ever, the Fermi-Dirac function does have poles, at the
so-called Matsubara frequencies: z = µ+ ıpi(2j− 1)kBT ,
for j = 1, 2, . . .. Their residues can be evaluated directly,
or avoided by choosing a contour with imaginary part of
energy everywhere less than pikBT . Note also, that the
poles are avoided if µ < Emin or µ > E
ms
max.
This strategy is summarized in figure 4. For large neg-
ative energy only the single-site term is evaluated, and
and any core states that exist are accounted for using
equation (3). Between Emin and E
ms
max the full Green’s
function expression is evaluated using contour integra-
1 Note, however, that there exist so-called ‘screening transform’
methods which sparsify the matrix inversion and permit more
favorable scaling for large systems [53].
E
min
E
max
Re[z]
Im[z]
core
states
Matsubara poles at
E=µ+ipi(2j-1) kT
Band of
states
Continuum states
µ E
max
ms
FIG. 4: (Color online) Schematic of the different types of
states that occur on the real energy axis. For large negative
energy only discrete core states exist, and one only needs the
numerically inexpensive single-site solution. Between Emin
and Emsmax valence states exit, which are strongly affected by
multi-site effects. In this region the full Green’s function ex-
pression is evaluated for l ≤ lmsmax. For l > lmsmax only the
single-site contribution is needed. For energies greater than
Emsmax, again only the single site solution is needed.
tion. Note that, for this region lssmax for the single-site
term is as large as needed for convergence, whereas lmsmax
for the multi-site term is fixed at a small values (e.g. 2,
3, or 4). Above Emsmax only the single site term is evalu-
ated, up to some maximum energy Emax, determined by
integrand having become negligibly small.
With the Green’s function determined, the electron
density can be evaluated, and the usual self consistent
field procedure is followed. The Poisson equation is
solved using the technique presented in [54]. The self-
consistent field problem is solved using Eyert’s method
[55], and normally takes less than 10 iterations to con-
verge, using the Thomas-Fermi cell model to generate an
initial guess [56]. For spatial integrations over the cells,
we use the isoparametric integration method of reference
[57]. Note also, that in the calculations presented here
we use the temperature dependent local density approx-
imation [58].
D. Thermodynamics
To study the convergence properties of the KKR-GF
method in disordered plasmas, we focus on thermody-
namic properties. These require the electron density of
states in addition to the density. The density of states
per volume V is also found from the Green’s function
χ() = − 2
pi
=
∫
V
d3r G(r, r, ) (15)
6The pressure is given by the Virial expression
P =
1
V
[
Uk + F el
3
]
+ P xc + P I (16)
where F el is the electrostatic free energy [54], P I is the
ideal ion pressure, and Uk is the internal kinetic energy
Uk =
∫ ∞
−∞
df(, µ)χ()−
∫
V
d3rV eff (r)ne(r). (17)
and assuming the local density approximation
P xc =
1
V
[
−F xc +
∫
V
d3r ne(r)V
xc(r)
]
(18)
where F xc is the exchange and correlation free energy,
V xc = δF xc/δne.
Evaluating the plasma equation of state also requires
averaging over an ensemble of realistic ion positions. We
generate these using the PAMD (pseudo-atom molecular
dynamics) model [59]. This model uses a DFT average
atom calculation to produce a force field for use in clas-
sical molecular dynamics. It gives an accurate set of ion
transport coefficients and pair distribution functions for
dense plasmas [60, 61]. It is numerically inexpensive and
we use it to generate sets of ion positions that are well
separated in time and hence, are uncorrelated. This is a
reliable and accurate procedure for dense plasmas. For
lower temperature liquids and warm dense matter with
transient chemical bonds, PAMD will not produce accu-
rate ion positions. In principle, it is possible to calculate
forces on ions directly from the KKR-GF solution [62].
However, we have not attempted that yet and we note
that results shown are firmly in the regime where PAMD
is accurate.
IV. RESULTS
A. The Effect of Extra Expansion Centers
In figure 5 we show the total pressure as a function of
the number of extra centers for two different tempera-
tures, for aluminum at solid density. For each temper-
ature, we show results for two different sets of ion posi-
tions. We are using 8 nuclei in the simulation volume.
The number of extra centers corresponds to the number
of cells not containing a nucleus. We see that on adding
centers the pressure initially changes rapidly and then
settles down to a rough constant. There are still some
fluctuations in the pressure even after the value settles
down. The pressure initially changes rapidly because the
inequities (9) are strongly violated. As extra centers are
added, the expansion becomes valid and the value settles
down. However, as we are using the muffin-tin approxi-
mation, adding extra centers treats the electrons in the
interstitial region slightly differently to before, hence the
fluctuations. At the same time, the region being modeled
1
1.5
2
2.5
3
3.5
4
0 10 20 30 40 50
number of extra centers
70
72
74
76
to
ta
l p
re
ss
ur
e 
[M
Ba
r]
10 eV
100 eV
FIG. 5: (Color online) Convergence of pressure with the num-
ber of extra centers for 8 aluminum atoms, at solid density
and temperatures of 10 eV (top panel) and 100 eV (bottom
panel). The dotted lines serve as a guide to the eye. The
two lines correspond to two sets of ion configurations (i.e.
positions). The results are for lmsmax = 2.
with the conditionally convergent double summation also
reduces in size. The exact interplay of these errors is not
yet known but could be examined in detail with a future
full-potential treatment.
It is also noted that the 100 eV case reaches its
(roughly) constant pressure more quickly than the 10 eV
case. We can understand this behavior by noting that
at high temperature the multiple scattering effect is of
less relative importance as there are more high energy
electrons that are insensitive to multi-site effects.
B. Sensitivity to Multiple Scattering Summation
In figure 6 we shown the total pressure as a function
of simulation time for the same 10 and 100 eV aluminum
plasmas. Results are shown for lmsmax = 2, 3, and 4. The
average pressures and standard deviations are (in Mbar)
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FIG. 6: (Color online) Total pressure for solid density alu-
minum at 10 eV (top panel) and 100 eV (bottom panel), ver-
sus simulated time. Shown are results for lmsmax = 2, 3, and 4.
These results use 35 extra centers.
lmsmax 10 eV 100 eV
2 3.36 ± 0.18 76.6 ± 0.35
3 3.31 ± 0.18 76.4 ± 0.34
4 3.28 ± 0.18 76.3 ± 0.33
where we give results at temperatures of 10 and 100 eV,
for lmsmax = 2, 3, and 4. The pressure does not change
strongly with lmsmax, indicating that the strategy of using
a physically relevant lmsmax is meaningful. Comparing the
KKR-GF approach with other methods we have
T [eV] KKR-GF DFT-MD PAMD Tartarus
10 3.31 ± 0.18 3.34 3.19 2.93
100 76.4 ± 0.34 – 76.3 75.4
where we have used lmsmax = 3. At 10 eV we compare
with DFT-MD results [63] and find agreement within
the error bars. We also compare with PAMD [64] which
also gives reasonable agreement, and the average atom
T [eV] P [MBar] Time [mins] G0 time [mins]
10 3.36 (0.182) 60 50
20 7.56 (0.167) 61 49
50 27.9 (0.473) 59 46
100 76.44 (0.351) 64 54
200 194.6 (1.13) 61 53
500 600.5 (1.23) 61 54
1000 1306 (3.20) 63 53
TABLE I: Total pressure and wall time for solid density alu-
minum across two orders of magnitude of temperature. Re-
sults are for lmsmax = 2, with 8 atoms and 35 extra spheres.
Wall time is the time taken to converge for a single set of ion
positions using a single node with 18 threads for all cases.
G0 time is the wall time for the calculation of the structural
Green’s function. Clearly, the results demonstrate an inde-
pendence of wall time on temperature.
model Tartarus [23], which gives too low a pressure. Since
PAMD is based on the idea of correcting average atom
pressures for ionic disorder, the difference between them
implies that the lack of this effect in the Tartarus model
is the cause of the difference. At 100 eV the relative
change with lmsmax is smaller than at 10 eV. This is due to
the decreased relative importance of multi-site effects, as
noted earlier. Agreement with PAMD is again good.
The rather large fluctuations in the pressure seen in
figure 6 are due to the small number of nuclei in the
simulation, i.e. eight nuclei. There is no restriction of
the method to small numbers of atoms. Indeed, linear
scaling variations exist that could be exploited for plasma
applications [37, 49, 62]. However, our results are enough
to demonstrate the viability of the method, our main aim.
Table I shows total pressure along the 2.7 g/cm3 iso-
chore from 10 to 1000 eV and the wall time for one
complete self consistent field cycle (to convergence) for a
given set of ion positions. The key point is that, in prac-
tice, the wall-time for KKR-GF method does not signif-
icantly change with temperature, in stark contrast with
plane wave DFT-MD [15]. Also shown is the wall-time
for calculation of the structural constants, which takes
roughly 5/6 of the total execution time. This can prob-
ably be dramatically improved, either through algorith-
mic improvements, exploitation of modern parallelism, or
switching to real-space approximations [48, 49].
C. Diffraction and Disorder Effects on Electronic
Structure
In figure 7 the density of states per atom is shown for
the 10 and 100 eV aluminum cases, focusing on the va-
lence region where multi-site, quantum diffraction effects
are most important. The density of states gives detailed
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FIG. 7: (Color online) Density of states of solid density alu-
minum with lmsmax = 2 for temperatures of 10 eV (top panel)
and 100 eV (bottom panel). We also show the result from the
average atom model Tartarus [23]. We have made the zero of
energy at the chemical potential. For both cases the density
of states shown is focused on the valence region, where states
transition from bound to free. The dashed vertical line shows
the average energy of the muffin tin constant.
information about the electronic structure, and is a less
averaged quantity than the EOS. To produce the density
of states from the KKR-GF model, we have evaluated
the Green’s function slightly above the real energy axis.
This leads to a broadening of the the density of states
[36], equivalent to convolving with a Lorentzian of full-
width-half-maximum equal to the imaginary part of the
energy (here set to 0.1 EH). This is similar to the artifi-
cial broadening used in plane-wave DFT-MD to produce
densities of states.
We compare to the average atom density of states us-
ing the Tartarus model, which is a spherically symmetric,
single center model of an average atom in a jellium. It
has only one atom in it and hence no multiple scatter-
ing. At 10 eV the Tartarus model yields two bound states
in this energy range (2s and 2p), which are represented
graphically by vertical lines corresponding to a Dirac-
delta density of states. In the KKR-GF model, these
states broaden into bands of states, at roughly the same
energy as the Tartarus bound states. This broadening is
the result of two effects. First, since each atom has a
different local environment, the eigenenergy varies from
site to site. Second, the inclusion of quantum diffrac-
tion through the multi-site term broadens the state, as
was seen for high temperature ordered lattices [40]. The
broadening can crudely be interpreted as a reduction in
lifetime of the state due to multiple scattering, an effect
that is absent in the average atom model.
For the average atom model, a distinct continuum in
observed (figure 7) which corresponds to states with ener-
gies greater than the average atom muffin tin level. These
states are the charge carrying electron states in conduc-
tors. At 10 eV, this continuum is also observed in the
KKR-GF result and is more like the free electron form
(∝ √). The artificially high symmetry in the average
atom model leads to the structure in the continuum not
seen in the KKR-GF model.
At 100 eV, the average atom model predicts two bound
states in the energy range shown (figure 7), as well as a
resonance structure in the continuum. The resonance
structure in average atom models is well documented
[22, 23] and is a long lived quasi-stable state, caused by
a potential minimum due to the sum of the effective po-
tential and the centrifugal term l(l + 1)/r2 in the radial
Kohn-Sham equation. These bound and resonance states
merge into one ‘bump’ in the KKR-GF result, and the
continuum merges with the bound states. Resonances
could occur in the KKR-GF model but are likely to
be more spread out due to the fluctuations in the lo-
cal enviroment and the multiple scattering effect. This
merging of the average atom bound and resonance states
clearly has an influence on the EOS (see earlier). Perhaps
more dramatic would be the influence on optical spectra,
as lines corresponding to transitions to and from these
states in the average atom model would disappear and
be replaced with some sort of merged feature. This is
the subject of future work.
V. CONCLUSIONS AND DISCUSSION
The KKR-GF method has been demonstrated to be a
viable and promising modeling tool for dense plasmas.
Calculations of equation of state demonstrate that the
method gives good agreement with other state of the art
methods, where they are valid and are practical. Two
major advantages of the method are 1) no pseudopo-
tential is needed; core states are calculated explicitly
and self-consistently, and 2) example calculations show
that the computational time does not significantly change
with temperature.
There are limitations to our current implementation
that are not limitations of the method in general. First,
we have used the muffin tin approximation. This does
not appear to cause major inaccuracies for the condi-
tions explored in this work (i.e. temperature > 10 eV),
9but we expect it to be more problematic at lower tem-
perature where there only lower energy electrons, that
will be more strongly affected by inaccuracies in the po-
tential. We note that the muffin-tin approximation is
unnecessary, but serves us as a useful test vehicle. Sec-
ond, we have used a small number of atoms in the sim-
ulation cell (8), due to computer memory limitations,
but a more sophisticated implementation could overcome
this, possibly simulating thousands of atoms [37, 49, 62].
Third, we have imported the ion positions from a differ-
ent model (PAMD [50]). While this is accurate for the
present results, molecular dynamics forces could be cal-
culated directly from the electronic density, as is done in
plane-wave DFT-MD.
A limitation of the method that has yet to be fully
resolved is the convergence of the multi-site contribu-
tion to the Green’s function. Recent work has explored
the possibility of transforming the conditionally conver-
gent multi-site summation to an absolutely convergence
one [46], but to our knowledge, the practicality of this
approach remains an open question. We have used the
empirically supported method of keeping only the chem-
ically relevant expansion terms, and found only weak de-
pendence of the pressure on the exact number, consistent
with past results.
An exploration of the density of states of hot, dense
aluminum plasmas reveals significant changes to the den-
sity of states compared to an average atom model. There
is broad alignment of features with this more approxi-
mate model, and the comparison facilitates understand-
ing how multiple scattering affects the electronic struc-
ture. It is pointed out that this will have significant im-
pact on spectroscopic lines, for example, in the absorp-
tion coefficients.
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Appendix A: Structural Green’s function
In this appendix we give the expression for the struc-
tural Green’s function Gnn′LL′ for a periodic system [65, 66].
The structural Green’s function is first found in Fourier
space using Ewald’s technique and the transformed back
to real space. For the application presented here, we con-
sider a periodic supercell in a simple cubic lattice. Let µ
be the index the lattice vectors aµ, and Rn be the vector
pointing from the origin to the nth atom in the supercell.
The real space structural Green’s function
Gnn′,µµ′LL′ = 1VBZ
∫
BZ
dkeık·(Rn−Rn′ )eık·(aµ−aµ′ )
×
[
(1− G0(k, z)t(z))−1 G0(k, z)
]nn′
LL′
(A1)
where the matrices are indexed in n and L, and the inte-
gral is over the Brillouin zone of volume VBZ . Note that,
in the main text, the omission of the superscripts µ and
µ′ indicates that µ = µ′, referring to atoms in the same
supercell. The structural constants are given by
Gnn′0,LL′ = 2m
{
Ann
′
lm,l′m′ + ıpδll′δmm′δnn′
}
(A2)
where
Ann
′
lm,l′m′ = 4piı
l−l′ ∑
l′′
Dnn
′
l′′,m−m′C
l′m′
lm,l′′m′′ (A3)
The Cl
′m′
lm,l′′m′′ are called Gaunt coefficients
Cl
′m′
lm,l′′m′′ ≡
∫
drˆYl,m(rˆ)Yl′,m′(rˆ)
∗Yl′′,m′′(rˆ) (A4)
and
Dnn
′
l,m = D
(1)nn′
l,m +D
(2)nn′
lm + δnn′δl,0δm,0D
(3)
0,0 (A5)
Here D
(1)nn′
l,m is the part of Ewald’s summation summed
in k-space
D
(1)nn′
l,m = −4pi exp (z/η) 1V p−l
∑
i k
l
i(k
2
i − z)−1
× exp(−k2i /η)Y ∗lm(kˆi)eıki·(Rn−Rn′ )
(A6)
with ki being a reciprocal space lattice vector, the sum is
over all these lattice vectors, and V is the volume of the
supercell. D
(2)nn′
l,m involves the real space summation,
D
(2)nn′
l,m = (−2)l+1pi−
1
2 p−l
∑′
s[ı
l exp(ık · as)]
×Y ∗lm( ̂as −Rnn′)|as −Rnn′ |l
× ∫∞√
η/2
ξ2l exp[−ξ2(as −Rnn′)2 + (z/(4ξ2))]dξ
(A7)
where Rnn′ = Rn −Rn′ and the sum is over all lattice
vectors, with the prime indicating that the lattice vector
as = 0 is ommitted.
D
(3)
0,0 = −
√
η(2pi)−1
∞∑
j=0
(z/η)j [j!(2j − 1)]−1 (A8)
η is the Ewald parameter and the result is independent of
its value (though computation time is not [67]). In imple-
menting these equations, we found the work of reference
[68] helpful.
10
[1] James E. Bailey, Taisuke Nagayama, Guillaume Pascal
Loisel, Gregory Alan Rochau, C. Blancard, J. Colgan,
Ph. Cosse, G. Faussurier, C. J. Fontes, F. Gilleron, et al.
A higher-than-predicted measurement of iron opacity at
solar interior temperatures. Nature, 517(7532):56–59,
2015.
[2] R. A. Heinonen, D. Saumon, J. Daligault, C. E. Starrett,
S. D. Baalrud, and G. Fontaine. Diffusion coefficients in
the envelopes of white dwarfs. The Astrophysical Journal,
896(1):2, jun 2020.
[3] M. R. Gomez, S. A. Slutz, A. B. Sefkow, D. B. Sinars,
K. D. Hahn, S. B. Hansen, E. C. Harding, P. F. Knapp,
P. F. Schmit, C. A. Jennings, T. J. Awe, M. Geissel, D. C.
Rovang, G. A. Chandler, G. W. Cooper, M. E. Cuneo,
A. J. Harvey-Thompson, M. C. Herrmann, M. H. Hess,
O. Johns, D. C. Lamppa, M. R. Martin, R. D. McBride,
K. J. Peterson, J. L. Porter, G. K. Robertson, G. A.
Rochau, C. L. Ruiz, M. E. Savage, I. C. Smith, W. A.
Stygar, and R. A. Vesey. Experimental demonstration
of fusion-relevant conditions in magnetized liner inertial
fusion. Phys. Rev. Lett., 113:155003, Oct 2014.
[4] S. Le Pape, L. F. Berzak Hopkins, L. Divol, A. Pak, E. L.
Dewald, S. Bhandarkar, L. R. Bennedetti, T. Bunn, J. Bi-
ener, J. Crippen, D. Casey, D. Edgell, D. N. Fittinghoff,
M. Gatu-Johnson, C. Goyon, S. Haan, R. Hatarik,
M. Havre, D. D-M. Ho, N. Izumi, J. Jaquez, S. F. Khan,
G. A. Kyrala, T. Ma, A. J. Mackinnon, A. G. MacPhee,
B. J. MacGowan, N. B. Meezan, J. Milovich, M. Millot,
P. Michel, S. R. Nagel, A. Nikroo, P. Patel, J. Ralph, J. S.
Ross, N. G. Rice, D. Strozzi, M. Stadermann, P. Volegov,
C. Yeamans, C. Weber, C. Wild, D. Callahan, and O. A.
Hurricane. Fusion energy output greater than the kinetic
energy of an imploding shell at the national ignition fa-
cility. Phys. Rev. Lett., 120:245003, Jun 2018.
[5] L. Collins, I. Kwon, J. Kress, N. Troullier, and D. Lynch.
Quantum molecular dynamics simulations of hot, dense
hydrogen. Phys. Rev. E, 52:6202–6219, Dec 1995.
[6] M. D. Knudson, M. P. Desjarlais, M. Preising, and
R. Redmer. Evaluation of exchange-correlation function-
als with multiple-shock conductivity measurements in hy-
drogen and deuterium at the molecular-to-atomic transi-
tion. Phys. Rev. B, 98:174110, Nov 2018.
[7] Sebastien Hamel, Lorin X. Benedict, Peter M. Cel-
liers, M. A. Barrios, T. R. Boehly, G. W. Collins, Tilo
Do¨ppner, J. H. Eggert, D. R. Farley, D. G. Hicks, J. L.
Kline, A. Lazicki, S. LePape, A. J. Mackinnon, J. D.
Moody, H. F. Robey, Eric Schwegler, and Philip A.
Sterne. Equation of state of ch1.36: First-principles
molecular dynamics simulations and shock-and-release
wave speed measurements. Phys. Rev. B, 86:094113, Sep
2012.
[8] Jean Cle´rouin, Gregory Robert, Philippe Arnault, Joel D
Kress, and Lee A Collins. Behavior of the coupling pa-
rameter under isochoric heating in a high-z plasma. Phys-
ical Review E, 87(6):061101, 2013.
[9] S. X. Hu, L. A. Collins, T. R. Boehly, J. D. Kress, V. N.
Goncharov, and S. Skupsky. First-principles thermal con-
ductivity of warm-dense deuterium plasmas for inertial
confinement fusion applications. Phys. Rev. E, 89:043105,
Apr 2014.
[10] F. Lambert, J. Cle´rouin, and G. Ze´rah. Very-
high-temperature molecular dynamics. Phys. Rev. E,
73:016403, 2006.
[11] J.-F. Danel and L. Kazandjian. Equation of state of a
dense plasma by orbital-free and quantum molecular dy-
namics: Examination of two isothermal-isobaric mixing
rules. Phys. Rev. E, 91:013103, Jan 2015.
[12] J. D. Kress, James S. Cohen, D. P. Kilcrease, D. A.
Horner, and L. A. Collins. Orbital-free molecular dynam-
ics simulations of transport properties in dense-plasma
uranium. High Energy Density Physics, 7(3):155–160,
2011.
[13] Valentin V. Karasiev, Travis Sjostrom, and Samuel B.
Trickey. Finite-temperature orbital-free dft molecu-
lar dynamics: Coupling profess and quantum espresso.
Computer Physics Communications, 185(12):3240–3249,
2014.
[14] Gregory S. Ho, Vincent L. Ligne`res, and Emily A. Carter.
Introducing profess: A new program for orbital-free den-
sity functional theory calculations. Computer physics
communications, 179(11):839–854, 2008.
[15] Travis Sjostrom and Je´roˆme Daligault. Fast and accurate
quantum molecular dynamics of dense plasmas across
temperature regimes. Phys. Rev. Lett., 113:155006, Oct
2014.
[16] K. Luo, V. V. Karasiev, and S. B. Trickey. Towards
accurate orbital-free simulations: A generalized gradient
approximation for the noninteracting free energy density
functional. Phys. Rev. B, 101:075116, Feb 2020.
[17] Yael Cytter, Eran Rabani, Daniel Neuhauser, and Roi
Baer. Stochastic density functional theory at finite tem-
peratures. Phys. Rev. B, 97:115207, Mar 2018.
[18] A. D. Baczewski, L. Shulenburger, M. P. Desjarlais, S. B.
Hansen, and R. J. Magyar. X-ray thomson scattering in
warm dense matter without the chihara decomposition.
Phys. Rev. Lett., 116:115004, Mar 2016.
[19] Burkhard Militzer and Kevin P. Driver. Development
of path integral monte carlo simulations with localized
nodal surfaces for second-row elements. Phys. Rev. Lett.,
115:176403, Oct 2015.
[20] K. P. Driver and B. Militzer. First-principles simulations
and shock hugoniot calculations of warm dense neon.
Phys. Rev. B, 91:045103, 2015.
[21] David A. Liberman. Self-consistent field model for con-
densed matter. Phys. Rev. B, 20:4981–4989, Dec 1979.
[22] B. Wilson, V. Sonnad, P. Sterne, and W. Isaacs.
Purgatorio–a new implementation of the inferno algo-
rithm. J. Quant. Spect. Rad. Trans., 99:658, 2006.
[23] C.E. Starrett, N.M. Gill, T. Sjostrom, and C.W. Greeff.
Wide ranging equation of state with Tartarus: A hybrid
Greens function/orbital based average atom code. Com-
puter Physics Communications, 235:50 – 62, 2019.
[24] Ge´rald Faussurier, Christophe Blancard, Philippe Cosse´,
and Patrick Renaudin. Equation of state, transport co-
efficients, and stopping power of dense plasmas from the
average-atom model self-consistent approach for astro-
physical and laboratory plasmas. Physics of Plasmas,
17(5), 2010.
[25] Franc¸ois Perrot and M. W. C. Dharma-wardana. Elec-
trical resistivity of hot dense plasmas. Phys. Rev. A,
36:238–246, Jul 1987.
[26] A.A. Ovechkin, P.A. Loboda, and A.L. Falkov. Trans-
11
port and dielectric properties of dense ionized matter
from the average-atom reseos model. High Energy Den-
sity Physics, 20:38 – 54, 2016.
[27] J. Korringa. On the calculation of the energy of a bloch
wave in a metal. Physica, 13(6-7):392–400, 1947.
[28] W. Kohn and N. Rostoker. Solution of the schro¨dinger
equation in periodic lattices with an application to metal-
lic lithium. Physical Review, 94(5):1111, 1954.
[29] F.S. Ham and B. Segall. Energy bands in peri-
odic latticesGreen’s function method. Physical Review,
124(6):1786, 1961.
[30] Hubert Ebert, Diemo Koedderitzsch, and Jan Minar.
Calculating condensed matter properties using the KKR-
green’s function method-recent developments and appli-
cations. Reports on Progress in Physics, 74(9):096501,
2011.
[31] N. Papanikolaou, R. Zeller, and P.H. Dederichs. Con-
ceptual improvements of the KKR method. Journal of
Physics: Condensed Matter, 14(11):2799, 2002.
[32] Rudolf Zeller. Linear scaling for metallic systems by the
Korringa-Kohn-Rostoker multiple-scattering method. In
Linear-Scaling Techniques in Computational Chemistry
and Physics, pages 475–505. Springer, 2011.
[33] Jan Zabloudil, Robert Hammerling, Laszlo Szunyogh,
and Peter Weinberger. Electron Scattering in Solid Mat-
ter: a theoretical and computational treatise, volume 147.
Springer Science & Business Media, 2006.
[34] N. David Mermin. Thermal properties of the inhomoge-
neous electron gas. Phys. Rev., 137:A1441–A1443, Mar
1965.
[35] R. Zeller, M. Asato, T. Hoshino, J. Zabloudil, P. Wein-
berger, and P. H. Dederichs. Total-energy calculations
with the full-potential KKR method. Philosophical Mag-
azine B, 78(5-6):417–422, 1998.
[36] D. D. Johnson, F. J. Pinski, and G. M. Stocks. Fast
method for calculating the self-consistent electronic
structure of random alloys. Phys. Rev. B, 30:5508–5515,
Nov 1984.
[37] A. Thiess, R. Zeller, M. Bolten, P.H. Dederichs, and
S. Blu¨gel. Massively parallel density functional calcula-
tions for thousands of atoms: KKRnano. Physical Review
B, 85(23):235103, 2012.
[38] J.S. Faulkner. Multiple-scattering approach to band the-
ory. Physical Review B, 19(12):6186, 1979.
[39] B. G. Wilson, D. D. Johnson, and Aftab Alam. Multi-
center electronic structure calculations for plasma equa-
tion of state. High Energy Density Physics, 7(2):61–70,
2011.
[40] C. E. Starrett. High-temperature electronic struc-
ture with the Korringa-Kohn-Rostoker green’s function
method. Phys. Rev. E, 97:053205, May 2018.
[41] P. E. Grabowski, S. B. Hansen, M. S. Murillo, L. G. Stan-
ton, F. R. Graziani, A. B. Zylstra, S. D. Baalrud, A. D.
Baczewski, L. X. Benedict, C. Blancard, et al. Review
of the first charged-particle transport coefficient compar-
ison workshop. arXiv preprint arXiv:2007.00744, 2020.
[42] Eleftherios N. Economou. Green’s functions in quantum
physics, volume 7. Springer Science & Business Media,
2006.
[43] Aftab Alam and D. D. Johnson. Optimal site-centered
electronic structure basis set from a displaced-center ex-
pansion: Improved results via a priori estimates of saddle
points in the density. Phys. Rev. B, 80:125123, Sep 2009.
[44] J. Bernal. Fortran codes for Voronoi tesselation
and Delauney triangulations, NIST math webpages.
http://math.nist.gov/ jbernal/jbernal sft.html.
[45] J. van W. Morgan. Integration of poisson’s equation for
a complex system with arbitrary geometry. Journal of
Physics C: Solid State Physics, 10(8):1181, 1977.
[46] Rudolf Zeller. The korringa–kohn–rostoker method with
projection potentials: exact result for the density. Jour-
nal of Physics: Condensed Matter, 27(30):306301, jul
2015.
[47] Antonios Gonis and William H Butler. Multiple scatter-
ing in solids. Springer Science & Business Media, 2012.
[48] John J. Rehr, Joshua J. Kas, Fernando D. Vila, Micah P.
Prange, and Kevin Jorissen. Parameter-free calculations
of x-ray spectra with feff9. Physical Chemistry Chemical
Physics, 12(21):5503–5513, 2010.
[49] Yang Wang, G. M. Stocks, W. A. Shelton, D. M. C.
Nicholson, Z. Szotek, and W. M. Temmerman. Order-n
multiple scattering approach to electronic structure cal-
culations. Physical review letters, 75(15):2867, 1995.
[50] C. E. Starrett. A green’s function quantum average atom
model. High Energy Density Phys., 16:18, 2015.
[51] M. Asato, A. Settels, T. Hoshino, T. Asada, S. Blu¨gel,
R. Zeller, and P. H. Dederichs. Full-potential kkr cal-
culations for metals and semiconductors. Phys. Rev. B,
60:5202–5210, Aug 1999.
[52] M. Ogura and H. Akai. The full potential kor-
ringa–kohn–rostoker method and its application in elec-
tric field gradient calculations. Journal of Physics: Con-
densed Matter, 17(37):5741–5755, sep 2005.
[53] L Szunyogh, B U´jfalussy, P Weinberger, and J Kolla´r.
Self-consistent localized kkr scheme for surfaces and in-
terfaces. Physical Review B, 49(4):2721, 1994.
[54] C. E. Starrett. Thomas-fermi simulations of dense plas-
mas without pseudopotentials. Phys. Rev. E, 96:013206,
Jul 2017.
[55] V. Eyert. A comparative study on methods for conver-
gence acceleration of iterative vector sequences. Journal
of Computational Physics, 124(2):271–285, 1996.
[56] R. P. Feynman, N. Metropolis, and E. Teller. Equa-
tions of state of elements based on the generalized fermi-
thomas theory. Phys. Rev., 75:1561–1573, May 1949.
[57] Aftab Alam, S. N. Khan, Brian G. Wilson, and D. D.
Johnson. Efficient isoparametric integration over arbi-
trary space-filling voronoi polyhedra for electronic struc-
ture calculations. Phys. Rev. B, 84:045105, Jul 2011.
[58] Valentin V. Karasiev, Travis Sjostrom, James Dufty,
and S. B. Trickey. Accurate homogeneous electron gas
exchange-correlation free energy for local spin-density
calculations. Phys. Rev. Lett., 112:076403, Feb 2014.
[59] C. E. Starrett, J. Daligault, and D. Saumon. Pseudoatom
molecular dynamics. Phys. Rev. E, 91:013104, Jan 2015.
[60] C.E. Starrett and D. Saumon. A simple method for de-
termining the ionic structure of warm dense matter. High
Energy Density Physics, 10(0):35 – 42, 2014.
[61] J. Daligault, S. D. Baalrud, C. E. Starrett, D. Saumon,
and T. Sjostrom. Ionic transport coefficients of dense
plasmas without molecular dynamics. Phys. Rev. Lett.,
116:075002, 2016.
[62] Rudolf Zeller. Linear scaling for metallic systems by the
Korringa-Kohn-Rostoker multiple-scattering method. In
Linear-Scaling Techniques in Computational Chemistry
and Physics, pages 475–505. Springer, 2011.
[63] J. D. Kress and L. A. Collins. Private communication,
12
2012.
[64] C. E. Starrett and D. Saumon. Equation of state of dense
plasmas with pseudoatom molecular dynamics. Phys.
Rev. E, 93:063206, Jun 2016.
[65] B. Segall. Calculation of the band structure of “complex”
crystals. Physical Review, 105(1):108, 1957.
[66] J. Treusch and R. Sandrock. Energy band structures of
selenium and tellurium (Kohn-Rostoker method). phys-
ica status solidi (b), 16(2):487–497, 1966.
[67] E. Bruno and B. Ginatempo. Algorithms for Korringa-
Kohn-Rostoker electronic structure calculations in any
bravais lattice. Physical Review B, 55(19):12946, 1997.
[68] Harold L. Davis. Efficient numerical techniques for the
calculation of KKR structure constants. In Computa-
tional Methods in Band Theory, pages 183–199. Springer,
1971.
