Abstract-Implicit methods are well known to have greater stability than explicit methods for stiff systems, but they often are not used in practice due to perceived computational complexity. This paper applies the backward Euler (BE) method and a second-order one-step two-stage composite backward differentiation formula (C-BDF2) for the monodomain equations arising from mathematically modeling the electrical activity of the heart. The C-BDF2 scheme is an L-stable implicit time integration method and easily implementable. It uses the simplest forward Euler and BE methods as fundamental building blocks. The nonlinear system resulting from application of the BE method for the monodomain equations is solved for the first time by a nonlinear elimination method, which eliminates local and nonsymmetric components by using a Jacobian-free Newton solver, called Newton-Krylov solver. Unlike other fully implicit methods proposed for the monodomain equations in the literature, the Jacobian of the global system after the nonlinear elimination has much smaller size, is symmetric and possibly positive definite, which can be solved efficiently by standard optimal solvers. Numerical results are presented demonstrating that the C-BDF2 scheme can yield accurate results with less CPU times than explicit methods for both a single patch and spatially extended domains.
I. INTRODUCTION
T HE ELECTRICAL activity of the heart, including that from a membrane patch or from a tissue of coupled cells, can be mathematically described by differential equations. When modeling the action potential of a single patch, the equations are simply ordinary differential equations (ODEs). When modeling the propagation of action potentials, the equations become a system of ODEs and partial differential equations (PDEs), mainly of reaction-diffusion type. For both cases, the differential equations usually present themselves as stiff problems since the cardiac electrical activity typically involves multiple and widely varying scales [1] , [2] .
For stiff problems, implicit time integration methods are in general more accurate and stable than explicit methods, semiimplicit methods [3] , [4] , and other nonstandard methods such as those based on operator splittings [5] - [9] . A discussion on the stability restriction associated with explicit/semiimplicit methods and the potential order-reduction associated with operatorsplitting-based methods can be found in several sources (e.g., [10] - [12] . Despite the advantages, however, the application of fully implicit methods for modeling cardiac impulse propagation has been limited to a narrow class of membrane models of the Hodgkin-Huxley [13] type or simpler, for which the semilinear property of the model is used or the Jacobians are generally straightforward to compute [14] - [20] .
In this paper, we apply the backward Euler (BE) method and a second-order one-step two-stage, easily implementable, and fully implicit, L-stable time integration method for solving cardiac electrical dynamics models, including both ODEs and PDEs. The one-step two-stage method, called composite backward differentiation formula (C-BDF2) scheme, is a composite scheme of the BE method (BDF1) and the backward differentiation formula of second order (BDF2). It uses the simplest forward Euler (FE) and BE methods as fundamental building blocks. Application of the BE method for the PDEs yields two nonlinear systems that are coupled: one is global, corresponding to the space-dependent part, and the other is local, corresponding to the space-independent part. The local system, in general, has a nonsymmetric Jacobian and significantly complicates the coupled system. We solve the coupled system with the nonlinear elimination method [21] . Specifically, we eliminate the nonsymmetric components due to the local system with a Jacobian-free Newton solver, which avoids direct evaluation of the Jacobian of complicated cardiac dynamics functions. During the nonlinear elimination, the linearized equations of the local system are solved with a Krylov subspace method, which only requires matrix-vector multiplications. The matrix-vector products are achieved through numerical differentiation. After the nonlinear elimination, the Jacobian of the resulting global system becomes symmetric and has a much smaller size than those in [19] and [20] , which directly apply Newton-Krylov solvers on the coupled system and generally have global Jacobian matrices that are nonsymmetric and much more difficult to invert. As one big advantage of the nonlinear elimination method over others such as [19] and [20] , the linearized equations of the global system could be more efficiently solved by standard optimal solvers. Results are presented that show both of the fully implicit methods perform efficiently and the second-order method, C-BDF2 scheme, can achieve good accuracy with large time steps, and thus, can solve the equations with less CPU time than explicit methods, despite the greater computational complexity.
II. MODELS
The electrical activity of the heart or a cardiac tissue can be modeled by the following reaction-diffusion equations in an
Here, u is the transmembrane potential (units: mV), q is a set of gating and ion concentration variables, σ is the electrical conductivity (units: mS·cm −1 ), β is the surface-to-volume ratio (units: cm −1 ), C m is the membrane capacitance per unit area (units: µF/cm 2 ), and I ion (u, q) and M(u, q) are typically nonlinear functions, defining the ionic/resistive current and the membrane dynamics, respectively. The system (2.1) is often referred to as the monodomain equations [1] , [2] . Together with some appropriate initial and boundary conditions, the monodomain equations can be solved with standard space discretization and time integration methods. This paper is focused on the fully implicit time integration.
III. METHODS

A. Composite Backward Differentiation Formula
The second-order two-stage C-BDF2 is a variant of the TR-BDF2 scheme [22] and can be extended to a larger class of one-step multistage methods as analogs of but with better stability properties than the standard multistep backward differentiation formulas (BDFs) [23] .
This section will briefly present the C-BDF2 scheme that was developed to solve the equation
from time t n to t n +1 = t n + ∆t. Here, f (u) is regarded as a nonlinear operator, which may contain the Laplacian operator or the general elliptic operator. Let w 0 = u n be an approximation of u(t n ) and w 1 be an intermediate solution, approximating the solution u(t) at some point in the time interval (t n , t n +1 ). The two-stage C-BDF2 scheme is given by
with the characteristic constant γ > 0 to be determined. The computed value w 2 in (3.2b) approximates the exact solution u(t) at the new time t n +1 . This scheme (3.2) has a local truncation error of third order
and a stability function
With a particular value of the characteristic constant γ = 1 − √ 2/2, the stability function (3.4) is bounded by one for all numbers on the left-half complex plane and converges to zero as the real part of the complex number z tends to negative infinity [24] . This means the second-order two-stage C-BDF2 scheme (3.2) is both unconditionally stable and stiffly accurate for stiff problems, i.e., L-stable. Note that the first stage in the C-BDF2 scheme (3.2) is the first-order backward differentiation formula (BDF1), the BE method. The second stage in the scheme is the second-order backward differentiation formula (BDF2) [23] . It is well known [25] that the BDF2 scheme is not L-stable for stiff problems. As indicated, however, the composition of the BDF1 and BDF2 schemes is L-stable with the particular value γ = 1 − √ 2/2. Note that the right-hand side of the second stage in (3.2) is an extrapolation of the past solution w 0 and the intermediate solution w 1 . The extrapolated value is denoted by
Each stage in (3.2) can be regarded as time integration of the evolution equation (3.1) by a time step γ ∆t with the simplest BE method and the initial data given by either w 0 or v 1 . Naturally, a good initial guess, w
2 , for iteratively solving the corresponding nonlinear equation is computed with the FE method
In this sense, the C-BDF2 scheme (3.2) is made up of the simplest FE and BE methods, which are connected by an extrapolation operation in the past and intermediate solutions.
Once the FE and BE methods are implemented, the two-stage C-BDF2 scheme can be constructed.
B. FE Method
Let u n and q n be approximations of u(t) and q(t) at time t = t n , respectively. Discretizing the differential equations (2.1) with the FE method from time t n to t n +1 = t n + ∆t yields
The system of equations (3.8) and (3.9) is a semidiscretization of the monodomain equations (2.1). The continuous elliptic operator on the right-hand side of (3.8) needs further discretization. In this paper, we only discuss the discretization of the elliptic part with the second-order cell-centered three-point finitedifference method as the space discretization is not the main focus. As a matter of fact, when another method such as the finite-volume or finite-element method is applied for the space discretization, an equivalent or identical discrete system can be derived if the integrals involved are evaluated with appropriate quadratures or the technique of mass lumping is applied.
Further, space discretization of (3.8) with the finite-difference method leads to
with K usually being a symmetric nonnegative definite matrix and I ion (u) = (I ion (u 1 ), I ion (u 2 ), . . . , I ion (u N )) T being a vector-valued current function of the potential vector u = (u 1 , u 2 , . . . , u N ) T . Here, N denotes the spatial degrees of freedom in the discretization.
It is obvious that the FE method does not require any linear or nonlinear system solver but only evaluation of the nonlinear current functions and one matrix-vector product.
C. BE Method
Discretizing the differential equations (2.1) with the BE method from time t n to t n +1 = t n + ∆t yields
The vector q n +1 of state variables can be computed in terms of u n +1 and q n as a solution to the nonlinear subsystem (3.12). Here, assume that the system (3.12) has a unique solution or at least isolated solutions for time step small enough. So, the vector q n +1 of state variables can be conveniently written as a function of u n +1 with parameters q n , i.e.,
and the ionic current I ion in (3.11) can be regarded as a function of the potential, i.e.,
With this notation, the partial differential equation (3.11) becomes
(3.15) Further, space discretization of (3.15) with the finite-difference method leads to
As a matter of fact, the procedure denoted by previous equations (3.13)-(3.16) is a nonlinear elimination process as the state variables q n +1 are locally eliminated. After this nonlinear elimination, the resulting nonlinear system (3.16) is more concise and has a smaller-size and better-conditioned Jacobian.
So far, with the BE method, two nonlinear systems, (3.12) and (3.16), are derived. Each of them will be solved with (inexact) Newton iterations [26] , [27] . The local system (3.12) is spatially independent, and has a small dimension, and in general, its Jacobian matrix is nonsymmetric and complicated to compute for the cardiac models. The global system (3.16) is space-dependent, and has a large dimension but its Jacobian matrix is symmetric and could be positive definite as well. Here, note that the Jacobian component of the global system (3.16) due to the nonlinear function I ion (u n +1 ) is a diagonal matrix. In one-space dimension, since the three-point finite-difference method is used to discretize the elliptic operator, the final Jacobian matrix of (3.16) remains tridiagonal and the linear system can be solved with the tridiagonal matrix algorithm if the matrix is diagonally dominant [28] . In multiple-space dimensions, as long as the time step size is small enough, the diagonal matrix will not change the positiveness of the global Jacobian matrix. In this case, efficient linear solvers such as (preconditioned) conjugate gradient methods or multigrid methods [29] , [30] could be applied. In the worst case, when the Jacobian matrix is indefinite, a Krylov subspace method such as GMRES [31] or BI-CGSTAB [32] is still applicable.
D. Jacobian-Free Inexact Newton Iteration for the Local Systems
As more and more experimental findings are added to the cardiac models [4] , the nonlinear functions, I ion (u, q) and M(u, q), describing membrane dynamics of a cardiac cell are becoming very complicated. It is normal in a modern cardiac model that the vector-valued function M(u, q) and the state variable vector q contain tens of entries. The function components in M(u, q) may be highly nonlinear and only piecewisely defined. This makes the analytical calculation of its Jacobian matrix very difficult, tedious, and error-prone. In addition, even if the Jacobian matrices are correctly computed, the repeated factorization during each Newton iteration for (3.12) could be expensive.
For the reasons stated earlier, an inexact Newton method, which does not compute the Jacobian matrices explicitly, is adapted for solving the local system (3.12) at each grid node. The original linear systems involved in each Newton iteration are solved with a Krylov subspace method [31] - [33] . The matrix-vector multiplication encountered in the Krylov subspace solver is approximated by numerical differentiation. For example, let J(q) be the Jacobian matrix of the vector-valued function M(·, q) and p be a Newton direction, which has the same dimensions as the state variable vector q. Numerical differentiation of the nonlinear function M(·, q) along the direction p yields a good approximation of the matrix-vector multiplication. In other words, the product can be either approximated by the forward difference
or the central difference
with the perturbation parameter small enough but not too small for the stability considerations [28] . This approach, which is also used by Moore [19] and Murillo and Cai [20] for the NewtonKrylov method, is becoming popular in scientific computing communities [27] , [34] - [37] .
E. Partial Derivatives of the Current Vector for the Global System
To compute the Jacobian matrix for the global system (3.16), the partial derivatives of the nonlinear function I ion (u) are also approximated by numerical differentiation, either the forward difference
By the definition of the current function in (3.14), the nonlinear local system (3.12) must be solved every time a component I ion (u k ) of the current vector I ion (u) is evaluated, for k ∈ {1, 2, . . . , N}.
IV. ALGORITHM SUMMARY
In this section, we only summarize the implementation of the BE process described previously. The assembly of the fundamental building blocks into the second-order implicit C-BDF2 scheme (3.2) is straightforward.
For conciseness, let us first introduce two nonlinear vectorvalued functions
and
respectively, corresponding to the local and global systems (3.12) and (3.16). So, the systems are simply rewritten as
To solve the global system (4.4), do the following steps. 1)
Step 1: Let ν be the iteration index. Get a guess u n +1 ν (ν = 0) by integrating the monodomain equation (2.1) with the FE method and the initial data given by (u n , q n ). Details are omitted here.
2)
Step 2: Check whether the norm (see later) of the vectorvalued function F(u ν ) n +1 is less than a prescribed (absolute) Newton tolerance tol
Newton . If
is used as an approximation of u n +1 and the iteration stops.
3)
Step 3: Solve the linearized system
with a direct method (tridiagonal solver in one-space dimension) or a Krylov iterative method such that
with λ ν ∈ (0, 1] being a damping parameter [26] such that
Increase index ν by one and go to step 2. For each fixed action potential u n +1 , to solve the local system (4.3), we follow a procedure similar to earlier steps 1-4, except that the global nonlinear function F is replaced by the local nonlinear function f and a different Newton iteration tolerance denoted by tol
Newton may be used. In our implementation, the norm · of a vector
For one-dimensional problems, the global linear system (4.6) is solved with the standard tridiagonal solver. The linearized equations for the local nonlinear system are solved with the BI-CGSTAB Krylov method [32] . For zero-dimensional problems, the ODEs [the monodomain equations (2.1) with conductivity σ = 0], a procedure analogous to aforementioned steps L1-L4 can be applied.
V. IMPLEMENTATION DETAILS
For efficient implementation of the fully implicit methods, the BE method and the C-BDF2 scheme, some tuning of the algorithm and certain parameters is needed. In our current implementation, as the time step sizes used are only moderately large, no damping is necessary during the Newton iterations for solving the local system. In other words, the damping parameter in (4.9) is fixed to be 1, i.e., λ ν = 1. The parameter damping procedure is applied only for solving the global system. During the damping process, the parameter λ ν starts with value 1 and is halved every time it is detected that the residual norm is nondecreasing. To avoid unnecessary (inefficient) damping, the implementation only allows maximum three dampings in a row. That is, the parameter λ ν cannot be smaller than 2 −3 . Note that the evaluation of the global nonlinear function could be expensive. To avoid the times the function is unnecessarily evaluated, the parameter damping for the global system is activated only when the iteration count ν is greater than a prescribed number (ν ≥ 6 in our implementation).
To further reduce the cost of the global nonlinear solver, the full Jacobian matrix is computed only when the iteration count ν is greater than a prescribed number (ν ≥ 3 in our implementation). Otherwise, only the component (I + (∆t/βC m )K) corresponding to the linear part in (4.2) is used for solving the linearized system in place of the full Jacobian matrix.
Recall that each Newton iteration for solving the global system involves one or multiple times evaluation of the ionic current as a function of the action potential at each grid node. One evaluation of the current function corresponds to solving the local system once with the Newton-Krylov method similar to steps 1-4. We note that, at each grid node, the computed gating/concentration variables at two consecutive iterations should be close. There is no need in every occurrence to compute the initial guess for solving the local system with the FE method. Instead, in each time step for integrating the global system, it is sufficient to compute the initial guess q n +1 0 for solving the local system with the FE method only in the first iteration for each grid node. For the second and thereafter iterations, the values of the gating/concentration variables computed from the previous iteration are good enough as initial guess for the Newton-Krylov solver for the local system.
Finally, we note that, when the differential equations described by the ionic models are integrated with the Jacobianfree solver, the absolute tolerances used for stopping the Newton and BI-CGSTAB iterations could not be arbitrarily small. As the linearized system is only solved approximately (inexactly) and even the matrix-vector multiplications are only approximately computed by numerical differentiation, the inexact Newton-Krylov method is not guaranteed to converge with a quadratic rate, or could fail to converge. These tolerances and the difference parameters must be carefully selected for the Jacobian-matrix-free solvers to work efficiently.
VI. RESULTS
This section presents two sets of simulation results: one is for solving the ODEs associated with a membrane patch and the other is for solving the PDE associated with a one-dimensional cardiac fiber. The fully implicit time integration methods described before, the BE method and the C-BDF2 scheme, were implemented in custom codes written in C++, which are available for public access at http://www.math.duke.edu/˜ying/ TBME-00624-2007. The simulations presented in this section were all performed in double precision on a dual Xeon 3.6 GHz computer. The CPU times that are presented correspond to the case when (almost) no output was generated. In addition, the number of Newton iterations is given to indicate the number of times the corresponding linear system is solved.
A. Membrane Patch
Both the BE method and the C-BDF2 scheme were applied to the ODEs governing the ion fluxes in a patch of membrane described by DiFrancesco and Noble model [38] , [39] (DFN), which has 15 state variables other than the transmembrane potential, Courtemanche et al. model [40] (CRN), which has 20 state variables other than the transmembrane potential, and Bondarenko et al. model [41] (BON), which has 40 state variables other than the transmembrane potential. The three models have disparate stiffness, which are indicated later by the restricted sizes of the time steps on the FE method applied. In each of the simulations, the patch is assumed to be initially at rest. With the DiFrancesco-Noble model, no current stimulus is 
Newton and tol
Krylov , are both selected to be equal to 10 −6 . The matrix-vector multiplication required by the BI-CGSTAB solver is approximated by the central difference (3.18) with parameter = 10 −6 . We first compare the performance of the two-stage secondorder C-BDF2 scheme (3.2) with the first-order BE and FE methods for the three different membrane models when all use the same time step. For the DFN model [38] , the time step is chosen to be 0.01 ms. For the CRN model [40] , the time step is chosen to be 0.01 ms. For the BON model, the time step is chosen to be 0.1 µs. In each case, the time step was chosen to be (nearly) at the stability limit of the FE method. In addition, the time over which the action potential was simulated is different due to the difference in action potential duration associated with the three models. As expected, for the same time step, the explicit FE simulation was faster than the BE and the C-BDF2 schemes. Table I shows that the FE method requires approximately three to four times less work than the other two schemes.
The advantage of implicit methods, however, is that they normally allow much larger time steps than explicit methods. Because the C-BDF2 method is second order, we expect greater accuracy than the first-order BE for the same time step. Simulations were performed using larger time steps to solve the ODEs for the three membrane models with the BE method and the two-stage second-order C-BDF2 scheme (3.2). Fig. 1 shows the plots of action potentials from the simulations with the DFN model. The action potential traces shown in Fig. 1(a) were from the simulations with the C-BDF2 and BE methods, both of which use the same time step ∆t = 1.0 ms. The simulation of 1600.0 ms of activity used 0.11 s of CPU time with the BE method and 0.12 s of CPU the with the C-BDF2 scheme. The maximum numbers of Newton iterations used by the BE and the C-BDF2 methods are 45 and 3, respectively. The average numbers of Newton iterations per time step are 1.06 and 1.66, respectively. The maximum numbers of BI-CGSTAB iterations used by the BE and the C-BDF2 methods are 13 and 8, respectively. The average numbers of BI-CGSTAB iterations are 2.1 and 1.3, respectively. Fig. 1(a) shows that for the same time step, the two methods give slightly different results. The largest difference between the action potential traces occurs near peak (approximately 8.0 mV). Reducing the time step of the BE scheme to (∆t = 0.01 ms) produced a solution that was nearly identical to that with the C-BDF2 scheme with a ∆t = 1.0 ms [see Fig. 1(b) ].
The difference between solutions obtained by using the BE and the C-BDF2 schemes depends on the membrane model. Fig. 2 shows the action potentials from the simulations with the CRN model. As was the case with the DFN model, the BE and C-BDF2 methods used nearly the same CPU time with the same time step of ∆t = 0.5 ms. For a simulation of 400.0 ms of activity, both schemes required 0.11 s. The maximum numbers of Newton iterations used by the BE and the C-BDF2 methods are 53 and 4, respectively. The average numbers of Newton iterations per time step are 1.1 and 1.8, respectively. The maximum numbers of BI-CGSTAB iterations used by the BE and the C-BDF2 methods are 16 and 81, respectively. The average numbers of BI-CGSTAB iterations are 2.8 and 1.7, respectively. Fig. 2 shows that the difference in the two solutions was greater than DFN, with deviations in morphology throughout the duration of the action potential. Again reducing the time step of the BE scheme to (∆t = 0.01 ms) produced a solution that was nearly identical to that obtained with C-BDF2 with a time step of ∆t = 0.5 ms [see Fig. 2(b) ]. Because the BON model required a much smaller time step than the other models, the difference in solutions obtained by the BE and C-BDF2 was smaller than that observed for the other membrane models. Note that a time step larger than ∆t = 0.05 ms produced an instability in the model. This instability is different from the one associated with explicit time integration methods for linear simple ODEs. Instead, it is because of the inherent nonlinear complexity of the ionic model. For example, the presence of logarithm functions in the model requires each iterated value to be physically meaningful while this requirement can be easily violated when a large time step is used. Fig. 3 shows the action potentials from the simulations. Again, the BE and C-BDF2 methods used approximately the same CPU time, 0.29 s, for 60.0 ms of activity. The larger CPU time than the other models reflects the considerably greater complexity of the BON formulation even with a significantly shorter action potential duration. The maximum numbers of Newton iterations used by the BE and the C-BDF2 methods are 51 and 14, respectively. The average numbers of Newton iterations per time step are 1.0 and 1.76, respectively. The maximum numbers of BI-CGSTAB iterations used by the BE and the C-BDF2 methods are 61 and 20, respectively. The average numbers of BI-CGSTAB iterations are 5.1 and 2.5, respectively. As shown in Fig. 3(a) and as was the case for the DFN model, the largest difference between these two traces occurs at the peak of about 1.4 mV. Reducing the time step of the BE scheme to ∆t = 0.1 µs produced a solution that was identical to that obtained with C-BDF2 using a time step of ∆t = 0.05 ms [see Fig. 3(b) ].
The CPU times used for solving the ODEs with the three ionic models are summarized in Table I . The first row in each subtable contains the simulation period. The second row has the time steps used. Those in the other rows are the CPU times.
B. One-Dimensional Fiber
We also used the C-BDF2 scheme to simulate propagation along a one-dimensional fiber with length L = 1.0 cm. The membrane capacitance per unit area, the electrical conductivity, and the surface-to-volume ratio are, respectively, selected to be C m = 1.0 µF/cm 2 , σ = 3 mS·cm −1 , and β = 1500.0 cm −1 , which are consistent with those of R. Weber dos Santos et al. [42] . The computational domain Ω = (0, L) is partitioned into a uniform grid. The elliptic operator in (2.1a) is discretized with the second-order cell-centered finite-difference method. No-flux boundary conditions are applied at the endpoints of the domain. With the DiFrancesco and Noble model, the simulations were made for 800.0 ms of activity; with the Courtemanche model, the simulations were made for 400.0 ms of activity; with the Bondarenko model, the simulations were made for 60.0 ms of activity.
To solve the PDEs, the matrix-vector multiplications for both the local and the global systems are approximated by the forward differences as one function evaluation can be reused for computing the residual, and this makes the resulting algorithm more efficient.
The parameter δ for computing the partial derivatives of the current vector I ion (u) with the forward difference (3.19) is chosen to be 10 −4 for all models. The difference parameter for computing the matrix-vector multiplication involved in the Newton-Krylov solver for the local systems is modeldependent. For the DFN and the BON models, = 10 −5 . For the CRN model, = 10 −6 . The Newton and Krylov tolerances, tol
Newton and tol Newton for the global nonlinear system is set as 10 −5 . For simplicity, we only present numerical results with the twostage second-order C-BDF2 time integration method (3.2) while we remark that, as shown for the patch case, the second-order method can use larger time steps than the BE method to obtain the same accuracy, and the iteration tolerances and difference parameters may be chosen differently if the BE method is used. In each simulation, the gating and ion concentration variables q along the fiber are all assumed to be at rest at the beginning, except the potential u, which is given by u(x) = 100 1 + e 200 (x−1/5) − 80.
(6.1)
Simulations were performed using all three membrane models for three spatial step sizes of ∆x = 0.02 cm, ∆x = 0.01 cm, and ∆x = 0.005 cm. As was the case with the patch simulations, the time steps and the total time of simulated activity varied depending on the model. In the simulation with membrane dynamics described by the DFN model, the time step is fixed to be ∆t = 0.5 ms. For the CRN model, the time step is fixed to be ∆t = 0.25 ms. Finally, for the BON model, time step is fixed to be ∆t = 0.01 ms. The time steps, which are close to the limits restricted by the (logarithmic) nonlinearity of the models (but not the methods), are generally smaller than those used in a patch. As a comparison, we also ran a simulation with the FE method. For FE, the time step was chosen to be near the stability limit. For the DFN and CRN models, this required that the time steps be reduced to ∆t = 0.005 ms when ∆x = 0.005 cm. For the BON, the stability limit requires such a small time step for FE (∆t = 0.0002 ms) that no further reduction is required when the spatial step is refined.
As summarized in Tables II-IV , the C-BDF2 method required less CPU time than FE for all three models. For the DFN and CRN models, the difference is greater as the spatial step size is reduced. It is observed that the CPU times scale linearly with respect to the mesh parameter, and the average number of Newton iterations for solving the global systems is independent of the grid size. Because of the stability constraints, the C-BDF2 method was the most efficient for the BON model. For the choices in time steps, the solutions with the two methods were nearly the same, and thus, are not shown. Finally, we also ran simulations with the C-BDF2 scheme for the ionic models on the fixed grid (∆x = 0.01 cm) but using different time steps. The CPU times and the average numbers of Newton iterations are listed in Tables V-VII. For each set of simulations, we collected action potentials at five evenly spaced points along the cable, and observed that the action potential converges as the time step is decreased (decreasing the time step tends to decrease the amplitude of the maximum action potential at the peak). Two plots of the action potential, collected at the midpoint of the fiber, against time for different time steps, are shown in Fig. 4 . Another two plots with a few propagating action potentials superposed on each are shown in Fig. 5 . Due to the To further illustrate the accuracy of the C-BDF2 scheme for the one-dimensional fiber, the average conduction velocities (CV) of the propagating wavefronts over the middle half of Tables II-IV . In each experiment, the threshold value of action potential used for computing the CVs and APDs is fixed to be negative sixty millivolts, i.e., u threshold = −60 mV.
VII. DISCUSSION
Numerical experiments demonstrate that both fully implicit methods, the BE method and the C-BDF2 scheme, for modeling the electrical activity of the heart are efficient. For integrating ODEs, the implicit methods run only a few times slower than the simplest FE method even if all use the same small time step, the stability limit imposed on the explicit method. Because the implicit methods are both A-stable and L-stable for the stiff problems, much larger time steps can be used with the fully implicit methods than the FE method. In particular, with the second-order fully implicit method C-BDF2, large time steps do not degrade the solution accuracy while the simulations are still several times faster than those with the FE method. This is true for both the ODEs and PDEs. The C-BDF2 scheme outperforms the first-order BE and FE methods. At present, all of the simulations with the implicit methods used constant time steps. The important point is that the implicit methods have greater stability than explicit ones, allowing more substantial variation of time-step sizes. We could expect even greater efficiency when adaptive time stepping is used because larger time steps can be used after the steep action potential upstroke [24] .
The approach adopted in this paper for solving the coupled system, (3.11) and (3.12), looks like but is not the nonlinear block Gauss-Seidel iteration that is used in the early applications by Cooley and Dodge [14] and Mascagni [15] . Instead, it is more like the method used by Cox and Griffith [18] , and actually is a variant of the nonlinear elimination method [21] , which involves explicit Jacobian evaluation for the local systems though. The most significant difference of the current approach from Cox and Griffith [18] is that it does not require the membrane model to have the special semilinear property as the Hodgkin-Huxley model, and so it works for more general models.
Both the BE method and the C-BDF2 scheme are unconditionally stable (A-stable) and L-stable for stiff problems. Here, by convention, the A-stability and L-stability are defined for solving linear simple ODEs [11] , [25] , [43] . An L-stable scheme may encounter another stability issue when the problem to be solved has its own inherent instability such as that of the BON model, in which the presence of logarithm functions requires each iterated value be physically meaningful while this requirement can be easily violated when a large time step is used. Nevertheless, the implicit methods, in general, are expected to have better performance than others. For example, the operatorsplitting-based methods may suffer from order reduction for general problems due to either stiffness of the problems or different boundary conditions [12] . In addition, there is no stable operator splitting method with accuracy order greater than two for the PDEs [44] , [45] , while in principle arbitrarily high-order extensions of the fully implicit and L-stable methods exist and could be (relatively easily) obtained.
The fully implicit methods proposed here, which are based on the nonlinear elimination approach, for the reaction-diffusion equations may be more efficient than Murillo and Cai [20] as they use the Jacobian-free solver only in the node-by-node basis while Murillo and Cai [20] apply the Newton-Krylov solver for the spatially discretized global system. The proposed algorithm can be made adaptive, and therefore, should be more appropriate for combination with an adaptive mesh refinement algorithm, such as the one proposed by Trangenstein [7] or Ying [24] , with which the Newton-Krylov solver for the subproblem (3.12) could be avoided at coarse grid nodes and the solutions replaced by simple time interpolation. With respect to parallel implementation, the implicit methods introduced here will involve much less interprocessor communication when the cardiac model used has tens of or more state variables as the variable updating by (3.12) is space-independent and highly localized.
While this paper only presents the numerical results for zeroand one-dimensional problems, it is straightforward to apply the implicit scheme for modeling cardiac electrical activities in multiple space dimensions. In higher dimensions, however, the tridiagonal solver used for the linear systems involved in each global Newton iteration should be replaced with another one, such as a nonlinear multigrid [46] or a multilevel Newton method [47] , which is a linearly optimal iterative method and can find the solution within a fixed number of iterations even though each iteration involves more operations than the (direct) tridiagonal solver. In addition, the method can be used with the bidomain model provided that the equations are solved as a degenerate parabolic system such that the Jacobian matrix is symmetric [16] , [48] . The application of the implicit schemes to higher dimensions with and without the use of an adaptive mesh refinement algorithm will be reported in future studies.
