In this work we develop a theory of hierarchical clustering for graphs. Our modelling assumption is that graphs are sampled from a graphon, which is a powerful and general model for generating graphs and analyzing large networks. Graphons are a far richer class of graph models than stochastic blockmodels, the primary setting for recent progress in the statistical theory of graph clustering. We define what it means for an algorithm to produce the "correct" clustering, give sufficient conditions in which a method is statistically consistent, and provide an explicit algorithm satisfying these properties.
Introduction
A fundamental problem in the theory of clustering is that of defining a cluster. There is no single answer to this seemingly simple question. The right approach depends on the nature of the data and the proper modeling assumptions. In a statistical setting where the objects to be clustered come from some underlying probability distribution, it is natural to define clusters in terms of the distribution itself. The task of a clustering, then, is twofold -to identify the appropriate cluster structure of the distribution and to recover that structure from a finite sample. Thus we would like to say that a clustering is good if it is in some sense close to the ideal structure of the underlying distribution, and that a clustering method is consistent if it produces clusterings which converge to the true clustering, given larger and larger samples. Proving the consistency of a clustering method deepens our understanding of it, and provides justification for using the method in the appropriate setting.
In this work, we consider the setting in which the objects to be clustered are the vertices of a graph sampled from a graphon -a very general random graph model of significant recent interest. We develop a statistical theory of graph clustering in the graphon model; To the best of our knowledge, this is the first general consistency framework developed for such a rich family of random graphs. The specific contributions of this paper are threefold. First, we define the clusters of a graphon. Our definition results in a graphon having a tree of clusters, which we call its graphon cluster tree. We introduce an object called the mergeon which is a particular representation of the graphon cluster tree that encodes the heights at which clusters merge. Second, we develop a notion of consistency for graph clustering algorithms in which a method is said to be consistent if its output converges to the graphon cluster tree. Here the graphon setting poses subtle yet fundamental challenges which differentiate it from classical clustering models, and which must be carefully addressed. Third, we prove the existence of consistent clustering algorithms. In particular, we provide sufficient conditions under which a graphon estimator leads to a consistent clustering method. We then identify a specific practical algorithm which satisfies these conditions, and in doing so present a simple graph clustering algorithm which provably recovers the graphon cluster tree.
Related work. Graphons are objects of significant recent interest in graph theory, statistics, and machine learning. The theory of graphons is rich and diverse; A graphon may be interpreted as a generalization of a weighted graph with uncountably many nodes, as the limit of a sequence of finite graphs, or, more importantly for the present work, as a very general model for generating unweighted, undirected graphs. Conveniently, any graphon may be represented as a symmetric, measurable function W : [0, 1] 2 → [0, 1], and it is this representation that we use throughout this paper.
The graphon as a graph limit was introduced in recent years by [13] , [5] , and others. The interested reader is directed to the book by Lovász [12] on the subject. There has also been a considerable recent effort to produce consistent estimators of the graphon, including the work of [17] , [6] , [2] , [15] , and others. We will analyze a simple modification of the graphon estimator proposed by [18] and show that it leads to a graph clustering algorithm which is a consistent estimator of the graphon cluster tree.
Much of the previous statistical theory of graph clustering methods assumes that graphs are generated by the so-called stochastic blockmodel. The simplest form of the model generates a graph with n nodes by assigning, randomly or deterministically, each node to one of two communities. An edge between two nodes is added with probability α if they are from the same community and with probability β otherwise. A graph clustering method is said to achieve exact recovery if it identifies the true community assignment of every node in the graph with high probability as n → ∞. The blockmodel is a special case of a graphon model, and our notion of consistency will imply exact recovery of communities.
Stochastic blockmodels are widely studied, and it is known that, for example, spectral methods like that of [14] are able to recover the communities exactly as n → ∞, provided that α and β remain constant, or that the gap between them does not shrink too quickly. For a summary of consistency results in the blockmodel, see [1] , which also provides information-theoretic thresholds for the conditions under which exact recovery is possible. Another work which is related to the present setting in which the communities have nested structure is that of [4] which examines the ability of spectral clustering to withstand noise in a hierarchical block model.
The density setting. The problem of defining clusters and the underlying cluster structure of a probability distribution has a rich history going back to [16] and [9] which considered the setting where the objects to be clustered are points sampled from a density f : X → R + . In this case, the high density clusters of f are defined to be the connected components of the upper level sets {x : f (x) ≥ λ} for any λ > 0. The set of all such clusters forms the so-called density cluster tree.
Hartigan [9] defined a notion of consistency for the density cluster tree, and proved that single-linkage clustering is not consistent. In recent years, [7] and [11] have demonstrated methods which are Hartigan consistent. [8] introduced a distance between a clustering of the data and the density cluster tree, called the merge distortion metric. A clustering method is said to be consistent if the trees it produces converge in merge distortion to density cluster tree. It is shown that convergence in merge distortion is stronger than Hartigan consistency, and that the method of [7] is consistent in this stronger sense.
In the present work, we will be motivated by the approach taken in [9] and [8] . However, we note that there are significant and fundamental differences between the density case and the graphon setting. Specifically, it is possible for two graphons to be equivalent in the same way that two graphs are: up to a relabeling of the vertices. As such, a graphon W is a representative of an equivalence class of graphons modulo appropriately defined relabeling. Hence we need to define the clusters of W in a way that is invariant under graphon isomorphisms. Unlike the ordinary density case, there is no ambient metric on the vertices of a graphon. Additionally, we will see that the procedure for sampling a graph from a graphon involves latent variables which are in principle unrecoverable from data. These issues have no analogue in the classical density case, and present very distinct challenges.
Miscellany. For simplicity, most of the (rather involved) technical details are in the appendix. We will use [n] to denote the set {1, . . . , n}, for the symmetric difference, µ for the Lebesgue measure on [0, 1], and bold letters to denote random variables.
The graphon model
In order to discuss the statistical properties of a graph clustering algorithm, we must first model the process by which graphs are generated. Formally, a random graph model is a sequence of random variables G 1 , G 2 , . . . such that the range of G n consists of undirected, unweighted graphs with node set [n] , and the distribution of G n is invariant under relabeling of the nodes -that is, two graphs which are isomorphic occur with equal probability. A random graph model of considerable recent interest is the graphon model, in which the distribution over graphs is determined by a symmetric, measurable function W : [0, 1] 2 → [0, 1] called a graphon. Informally, a graphon W may be thought of as the weight matrix of an infinite graph whose node set is the continuous unit interval, so that W(x, y) represents the weight of the edge between nodes x and y.
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(a) Graphon W.
(b) W ϕ weakly isomorphic to W. Interpreting W(x, y) as a probability suggests the following graph sampling procedure: To draw a graph with n nodes, we first select n points x 1 , . . . , x n at random from the uniform distribution on [0, 1] -we can think of these x i as being random "nodes" in the graphon. We then sample a random graph G on node set [n] by admitting the edge (i, j) with probability W(x i , x j ); By convention, self-edges are not sampled. It is important to note that while we begin by drawing a set of nodes {x i } from the graphon, the graph as given to us is labeled by integers. Therefore, the correspondence between node i in the graph and node x i in the graphon is latent.
It can be shown that this sampling procedure defines a distribution on finite simple graphs, such that the probability of graph G = ([n], E) is given by
For a fixed choice of x 1 , . . . , x n ∈ [0, 1], the integrand represents the likelihood that the graph G is sampled when the probability of the edge (i, j) is assumed to be W(x i , x j ). By integrating over all possible choices of x 1 , . . . , x n , we obtain the probability of the graph.
A very general class of random graph models may be represented as graphons. In particular, a random graph model G 1 , G 2 , . . . is said to be consistent if the random graph F k−1 obtained by deleting node k from G k has the same distribution as G k . A random graph model is said to be local if whenever S , T ⊂ [k] are disjoint, the random subgraphs of G k induced by S and T are independent random variables. A result of [13] is that any consistent, local random graph model is equivalent to the distribution P W defined by some graphon W.
A particular random graph model is not uniquely defined by a graphon -it is clear from Equation 1 that two graphons W 1 and W 2 which are equal almost everywhere (i.e., differ on a set of measure zero) define the same distribution on graphs. In fact, the distribution defined by W is unchanged by "relabelings" of W's nodes. More formally, if Σ is the sigma-algebra of Lebesgue measurable subsets of [0, 1] and µ is the Lebesgue measure, we say that a relabeling function ϕ :
is measure preserving if for any measurable set A ∈ Σ, µ(ϕ −1 (A)) = µ(A). We define the relabeled graphon W ϕ by W ϕ (x, y) = W(ϕ(x), ϕ(y)). By analogy with finite graphs, we say that graphons W 1 and W 2 are weakly isomorphic if they are equivalent up to relabeling, i.e., if there exist measure preserving maps ϕ 1 and ϕ 2 such that W
2 almost everywhere. Weak isomorphism is an equivalence relation, and most of the important properties of a graphon in fact belong to its equivalence class. For instance, a powerful result of [12] is that two graphons define the same random graph model if and only if they are weakly isomorphic.
An example of a graphon W is shown in Figure 1a . It is conventional to plot the graphon as one typically plots an adjacency matrix: with the origin in the upper-left corner. Lighter shades correspond to higher values of the graphon. Figure 1b depicts a graphon W ϕ which is weakly isomorphic to W. In particular, W ϕ is the relabeling of W by the measure preserving transformation ϕ(x) = 2x mod 1. As such, the graphons shown in Figures 1a and 1b define the same distribution on graphs. Figure 1c shows the adjacency matrix A of a graph of size n = 50 sampled from the distribution defined by the equivalence class containing W and W ϕ . Note that it is in principle not possible to determine from A alone which graphon W or W ϕ it was sampled from, or to what node in W a particular column of A corresponds to.
The graphon cluster tree
The objective of this section is to define the cluster structure of a graphon. Aided by the interpretation of a graphon as an infinite weighted graph, we defined what it means for a set of nodes to be connected at level λ in a graphon, and then identify clusters in terms of the maximally connected sets. As a consequence of our definitions, the set of clusters from all levels λ ∈ [0, 1] has hierarchical structure. We call this object the graphon cluster tree, and it is this structure which we hope to recover by applying a graph clustering algorithm to data.
Connectedness and clusters. We begin by defining what it means for a collection of nodes to be connected at a particular height in a graphon. To motivate our definition, consider the case of a finite weighted graph. Naturally, we say that a subset of nodes A is connected at level λ if there exists a path between any pair of nodes such that the weight of every edge along the path is at least λ. Equivalently, A is connected at level λ if if and only if for every partitioning of A into disjoint, non-empty sets A 1 and A 2 there is an edge of weight λ or greater between A 1 and A 2 . We now extend this notion to the graphon case, in which there are uncountably many nodes. In doing so, we must be careful to make our notion robust to changes of the graphon on a set of zero measure. We base our definition on that of Janson [10] , who defined what it means for a graphon to be connected as a whole. We extend the definition in [10] to speak of the connectivity of subsets of the graphon's nodes at a particular height.
Definition 1 (Connectedness). Let W be a graphon, and let A ⊂ [0, 1] be a set of positive measure. We say that A is disconnected at level λ in W if there exists a measurable S ⊂ A such that 0 < µ(S ) < µ(A), and W < λ almost everywhere on S × (A \ S ). Otherwise, we say that A is connected at level λ.
We will now identify the clusters of a graphon. We make the natural assumption that a set which is connected at level λ should be contained in a cluster at level λ. We will also assume for technical reasons that a set which is connected at all levels λ < λ (though perhaps not at λ) should be contained in a cluster at level λ, as well. As such, for any λ, the collection A λ of sets which are contained in some cluster at level λ is A λ = { A ∈ Σ : µ(A) > 0 and A is connected at every level λ < λ}. Now suppose A 1 , A 2 ∈ A λ , and that there is a set A ∈ A λ such that A ⊃ A 1 ∪ A 2 . Naturally, the cluster to which A belongs should also contain A 1 and A 2 , since both are subsets of A. We will therefore consider A 1 and A 2 to be equivalent, in the sense that they should be contained in the same cluster at level λ. More formally, we define a relation λ on A λ by
It can be verified that λ is an equivalence relation on A λ . For this, see Claim 9 in Appendix A.
The equivalence relation λ partitions A λ into classes of sets which are contained in the same cluster. Suppose A is such an equivalence class. A natural approach is to define the cluster containing the elements of A to be an element of A which is in some sense maximal. But it is clear that in general no single element A ∈ A can contain all other elements of A , since adding a null set (i.e., a set of measure zero) to A results in a larger set A which is nevertheless still an element of A . However, we can find an element A * ∈ A which contains all but a null set of every other set in A . More formally, we say that A * is an essential maximum of the class A if A * ∈ A and for every A ∈ A , µ(A \ A * ) = 0. A * is of course not unique, however, it is unique up to null sets, i.e., for any two essential maxima A 1 , A 2 of A , we have µ(A 1 A 2 ) = 0. We will write the set of essential maxima of A as ess max A ; The fact that the essential maxima are well-defined is proven in Claim 10 in Appendix A. We then define clusters as the maximal elements of each equivalence class in A λ / λ : Definition 2 (Clusters). The set of clusters at level λ in W, written C W (λ), is defined to be the countable collection C W (λ) = { ess max A : A ∈ A λ / λ } .
Note that a cluster C of a graphon is a collection of sets, rather than a single set -though any two sets in the collection C differ only by null sets. Moreover, adding a null set to any element of C results in a set which is also in C . To be precise, C is an equivalence class of measurable sets modulo null sets. If we would like to work with a set in the class C rather than the class itself, we will apply a section function ρ which returns an (often arbitrary) representative of the class, and we will say that ρ(C ) is a cluster representative. However, when the context is clear, we will treat a cluster as if it is a set rather than an equivalence class. For instance, if C is a cluster, we may unambiguously write µ(C ) to denote the measure of the cluster. Likewise, if ϕ is a measure preserving map, then ϕ −1 (C ) is well-defined to be the collection of all sets which differ from ϕ −1 (ρ(C )) by a null set.
For a concrete example, consider the graphon W depicted in Figure 1a . A, B, and C represent sets of the graphon's nodes. By our definitions there are three clusters at level λ 3 : A, B, and C. Clusters A and B merge into a cluster A ∪ B at level λ 2 , while C remains a separate cluster. Everything is joined into a cluster A ∪ B ∪ C at level λ 1 .
We have taken care to define the clusters of a graphon in such a way as to be robust to changes of measure zero to the graphon itself. More formally, if W = W almost everywhere, and C is a cluster of W, then C is also a cluster of W . In fact, clusters are also robust to measure preserving transformations. The proof of this result is non-trivial, and comprises Appendix B. Claim 1. Let W be a graphon and ϕ a measure preserving transformation. Then C is a cluster of W ϕ at level λ if and only if there exists a cluster C of W at level λ such that C = ϕ −1 (C ).
(a) Cluster tree
Figure 2
Cluster trees and mergeons. The set of all clusters of a graphon at any level has hierarchical structure in the sense that given any pair of distinct clusters C 1 and C 2 , either one is "essentially" contained within the other, i.e., µ(C 1 \ C 2 ) = 0, or µ(C 2 \ C 1 ) = 0, or they are "essentially" disjoint, i.e., µ(C 1 ∩ C 2 ) = 0. For instance, if C is a cluster at level λ, it is necessarily connected at every level λ < λ, and is therefore contained in some cluster at every level λ < λ. Likewise, if C 1 and C 2 are distinct clusters at the same level λ, their intersection must be null, as otherwise C 1 ∪ C 2 would be a cluster at the same level, as is shown by Claim 8 in Appendix A. Because of this hierarchical structure, we call the set C W of all clusters from any level of the graphon W the graphon cluster tree of W. It is this tree that we hope to recover by applying a graph clustering algorithm to a graph sampled from W.
Though the choice of representative of a given cluster is often arbitrary, it will sometimes be useful to choose a particular set of representatives such that the cluster tree has strictly nested structure, as made precise in the following definition. 14 in Appendix A proves that it is always possible to choose such representatives.
Definition 3 (Strict section). Let C be a cluster tree. A strict sectionρ : C → Σ is a function which selects a unique representative from each cluster C such that if:
We may naturally speak of the height at which pairs of distinct clusters merge in the cluster tree. For instance, let C 1 and C 2 be distinct clusters of C. We say that the merge height of C 1 and C 2 is the level λ at which they are joined into a single cluster, i.e., max{λ : C 1 ∪ C 2 ∈ C(λ)}. However, while the merge height of clusters is well-defined, the merge height of individual points is not. This is because the cluster tree is not a collection of sets, but rather a collection of equivalence classes of sets, and so a point does not belong to any one cluster more than any other. Note that this is distinct from the classical density case considered in [9] , [7] , and [1] , where the merge height of any pair of points is well-defined.
However, while the merge height of a single pair of nodes in the graphon is arbitrary, the merge heights of sets of positive measure are constrained. Specifically, consider a function M : [0, 1] 2 → [0, 1] which assigns a merge height to every pair of points. Intuitively, if C is a cluster at level λ, we would like to say that almost every pair of points in ρ(C ) merges at level λ or above. Therefore, we will require that M ≥ λ almost everywhere on ρ(C) × ρ(C). We call a function M which satisfies this constraint for every cluster C a mergeon, as it is a graphon which determines a particular choice for the merge heights of every pair of points in [0, 1]. More formally:
M(x, y) ≥ λ}, ρ is an arbitrary section function, and is the symmetric difference. If ρ is a strict section function, then we say that M is a strict mergeon when the two sets are equal.
An example of a mergeon and the cluster tree it represents is shown in Figure 2 . In fact, the cluster tree depicted is that of the graphon W from Figure 1a . The mergeon encodes the height at which clusters A, B, and C merge. In particular, that M = λ 2 everywhere on A × B represents the fact that A and B merge at level λ 2 in W.
It is clear that in general there is no unique mergeon representing a graphon cluster tree, however, the above definition implies that two mergeons representing the same cluster tree are equal almost everywhere. Additionally, we have the following two claims, whose proofs are in Appendix A.
Claim 2. Let C be a cluster tree, and suppose M is a mergeon representing C. Then C ∈ C(λ) if and only if C is a cluster in M at level λ. In other words, the cluster tree of M is also C. Claim 3. Let W be a graphon and M a mergeon of the cluster tree of W. If ϕ is a measure preserving transformation, then M ϕ is a mergeon of the cluster tree of W ϕ .
Notions of consistency
We have so far defined the sense in which a graphon has hierarchical cluster structure. We now turn to the problem of determining whether a clustering algorithm is able to recover this structure when applied to a graph sampled from a graphon. Our approach is to define a distance between the infinite graphon cluster tree and a finite clustering. We will then define consistency by requiring that a consistent method converge to the graphon cluster tree in this distance for all but a set of inputs with shrinking probability.
Merge distortion. We have seen that a cluster tree is completely determined by the heights at which clusters merge in the graphon. As such, we will quantify the amount by which two clusterings differ by comparing the heights at which corresponding pairs of nodes merge in each. Intuitively, two clusterings are "close" if every pair of corresponding nodes merges at around the same level in both trees. More formally, we follow [8] in defining the merge distortion:
be two functions representing merge heights, and let S be a finite subset of X 1 ∩ X 2 . The merge distortion of M 1 and M 2 with respect to S is defined to be d S 
A mergeon encodes the height at which each pair of points merge in a graphon. Now suppose we apply a clustering method to a graph sampled from a graphon. We would like to compare the merge height of nodes in the graphon to their merge height in the empirical clustering. Notice, however, that the clusters in the latter are not associated with any natural height function. As such, we will use the mergeon to induce a particular height function on the empirical clustering. We will then use the merge distortion between the mergeon and the induced merge height function as a measure of the similarity of the clusterings. We follow the approach of [8] in defining the induced merge height of an empirical cluster to be the smallest true merge height of any pair of points contained in the cluster. More formally, we say that a clustering C of a set S is a hierarchical collection of subsets of S such that S ∈ C. Then the merge function induced on C by a mergeon M is defined as follows:
Definition 6 (Induced merge height). Let M be a mergeon, and suppose S is a finite subset of [0, 1]. Let C be a clustering of S . The merge height function on C induced by M is defined byM C (s, s ) = min u,v∈C(s,s ) M(u, v), for every s, s ∈ S × S , where the notation C(s, s ) denotes the smallest cluster C ∈ C which contains both s and s .
This particular manner of inducing a merge height function on C also allows us to make statements about the extent to which C recovers the cluster structure of a graphon. The claims are most easily stated in reference to strict mergeons and strict cluster trees, though analogous versions can be formulated for the general case. The proof of the following is in Appendix A.
Claim 4. Let C be cluster tree, and letC be the strict representation of C by a strict sectionρ. Let M be the strict mergeon representingC. Let S = (x 1 , . . . , x n ) with each x i ∈ [0, 1] and suppose C is a clustering of S . LetM be the induced merge height on C. If d S (M,M) < , then we have: 1. Connectedness: If C is a cluster ofC at level λ and |S ∩ C| ≥ 2, then the smallest cluster in C which contains all of S ∩ C is contained within C ∩ S , where C is the cluster ofC at level λ = λ − containing C. 2. Separation: If C 1 and C 2 are two clusters ofC at level λ such that C 1 and C 2 merge at level λ < λ − , then if |C 1 ∩ S |, |C 2 ∩ S | ≥ 2, the smallest cluster in C containing C 1 ∩ S and the smallest cluster containing C 2 ∩ S are disjoint.
The label measure. We have seen that the merge distortion quantifies the difference between two clusterings by comparing the height at which a pair merges in the first clustering to the height at which the corresponding pair merges in the second clustering. In attempting to use the merge distortion for measuring the distance between a clustering of a graph and the graphon cluster tree, however, we are met with a subtle difficulty: The correspondence between the nodes of the sampled graph and the nodes of the graphon is latent, but it is needed in order to induce a merge height on the clustering and to compute the distortion.
Recall that we sample a graph of size n from W by first drawing n points x 1 , . . . , x n uniformly at random from the unit interval. We then create an empty graph on node set [n] and connect nodes i and j with probability W(x i , x j ). However, the nodes of the sampled graph are not labeled by x 1 , . . . , x n , but rather by the integers 1, . . . , n. Therefore, we may think of x i as being the "true" latent label of node i. In general the latent node labeling is not recoverable from data, as is demonstrated by the figure to the right. We might suppose that the graph shown is sampled from the graphon above it, and that node 1 corresponds to a, node 2 to b, node 3 to c, and node 4 to d. However, it is just as likely that node 4 corresponds to d , and so neither labeling is more "correct". It is clear, though, that some labelings are less likely than others. For instance, the existence of the edge (1, 2) makes it unlikely that 1 corresponds to a and 2 to c, since W(a, c) is small. Therefore, given a graph G = ([n], E) sampled from a graphon, there are many possible relabelings of G which place its nodes in correspondence with nodes of the graphon, but some are more likely than others. The merge distortion depends which labeling of G we assume, but, intuitively, a good clustering of G will have small distortion with respect to highly probable labelings, and only have large distortion on improbable labelings. Our approach is to assign a probability to every pair (G, S ) of a graph and possible labeling. We will thus be able to measure the set of pairs for which a method performs poorly, i.e., results in a large merge distortion.
More formally, let G n denote the set of all undirected, unweighted graphs on node set [n], and let Σ n be the sigma-algebra of Lebesgue-measurable subsets of [0, 1] n . A graphon W induces a unique product measure Λ W,n defined on the product sigma-algebra 2 G n × Σ n such that for all G ∈ 2 G n and S ∈ Σ n :
and the notation E(G) represents the edge set of the graph G. We recognize L W (S | G) as the integrand in Equation 1 for the probability of a graph as determined by a graphon. If G is fixed, integrating L W (S | G) over all of [0, 1] n gives the probability of G under the model defined by W.
We may now formally define our notion of consistency. First, some notation: If C is a clustering of [n] and S = (x 1 , . . . , x n ), write C • S to denote the relabeling of C by S , in which i is replaced by x i in every cluster. Then if f is a hierarchical graph clustering method,
Definition 7 (Consistency). Let W be a graphon and M be a mergeon of W. A hierarchical graph clustering method f is said to be a consistent estimator of the graphon cluster tree of W if for any fixed > 0, as n → ∞,
In other words, a clustering method is consistent if, given a graph and labeling (G, S ) drawn from Λ W,n , the merge distortion between the clustering of G and the cluster tree is less than with high probability as n → ∞, for any > 0.
The choice of mergeon for the graphon W does not affect consistency, as any two mergeons of the same graphon differ on a set of measure zero. Furthermore, consistency is with respect to the random graph model, and not to any particular graphon representing the model. The following claim, the proof of which is in Appendix A, makes this precise.
Claim 5. Let W be a graphon and ϕ a measure preserving transformation. A clustering method f is a consistent estimator of the graphon cluster tree of W if and only if it is a consistent estimator of the graphon cluster tree of W ϕ .
Consistency and the blockmodel. Consistency with respect to our definitions implies consistency in the stochastic blockmodel, in the sense that the blocks of the blockmodel will be strictly separated with high probability as the size of the graphs grow large. For instance, consider a graphon which represents a two-block stochastic blockmodel whose intra-community edge probability is α, and whose inter-community edge probability is β. We represent this blockmodel as a graphon W which is α in the upper-left and lowerright quadrants, and β everywhere else. If M is a mergeon of W, then it is easy to see that M = W almost everywhere. Hence [0, 1 /2] and [ 1 /2, 1] are disjoint clusters of W at any level between α and β. Therefore, by Claim 4, if the merge distortion between the graphon cluster tree and a clustering C is less than α − β, as will eventually be the case with high probability if the method is consistent, the two clusters disjoint in C.
Consistent algorithms
We now demonstrate that consistent clustering methods exist. We present two results: First, we show that any method which is capable of consistently estimating the probability of each edge in a random graph leads to a consistent clustering method. We then analyze a modification of an existing algorithm to show that it consistently estimates edge probabilities. As a corollary, we identify a graph clustering method which satisfies our notion of consistency. Our results will be for graphons which are piecewise Lipschitz (or weakly isomorphic to a piecewise Lipschitz graphon): We say that a graphon W is piecewise c-Lipschitz if there exists a set of blocks B such that for any (x, y) and
Our first result concerns methods which are able to consistently estimate edge probabilities in the following sense. Let S = (x 1 , . . . , x n ) be an ordered set of n uniform random variables drawn from the unit interval. Fix a graphon W, and let P be the random matrix whose i j entry is given by W(x i , x j ). We say that P is the random edge probability matrix. Assuming that W has structure, it is possible to estimate P from a single graph sampled from W. We say that an estimatorP of P is consistent in ∞-norm if, for any > 0, lim n→∞ P(max i j |P i j −P i j | > ) = 0. The following non-trivial theorem, whose proof comprises Appendix C, states that any estimator which is consistent in this sense leads to a consistent clustering algorithm: Theorem 1. Let W be a piecewise c-Lipschitz graphon. LetP be a consistent estimator of P in ∞-norm. Let f be the clustering method which performs single-linkage clustering usingP as a similarity matrix. Then f is a consistent estimator of the graphon cluster tree of W.
Algorithm 1 Clustering by nbhd. smoothing
Require: Adjacency matrix A, C ∈ (0, 1) % Step 1: Compute the estimated edge % probability matrixP using neighborhood % smoothing algorithm based on [18] 
Step 2: ClusterP with single linkage C ← the single linkage clusters ofP return C Estimating the matrix of edge probabilities has been a direction of recent research, however we are only aware of results which show consistency in mean squared error; That is, the literature contains estimators for which 1 /n 2 P −P 2 F tends to zero in probability. One practical method is the neighborhood smoothing algorithm of [18] . The method constructs for each node i in the graph G a neighborhood of nodes N i which are similar to i in the sense that for every i ∈ N i , the corresponding column A i of the adjacency matrix is close to A i in a particular distance. A ij is clearly not a good estimate for the probability of the edge (i, j), as it is either zero or one, however, if the graphon is piecewise Lipschitz, the average A i j over i ∈ N ij will intuitively tend to the true probability. Like others, the method of [18] is proven to be consistent in mean squared error. Since Theorem 1 requires consistency in ∞-norm, we analyze a slight modification of this algorithm and show that it consistently estimates P in this stronger sense. The technical details are in Appendix D.
Theorem 2. If the graphon W is piecewise Lipschitz, the modified neighborhood smoothing algorithm is a consistent estimator of P in the ∞-norm.
As a corollary, we identify a practical graph clustering algorithm which is a consistent estimator of the graphon cluster tree. The algorithm is shown in Algorithm 1, and details are in Appendix D.2.
Corollary 1.
If the graphon W is piecewise Lipschitz, the graph clustering algorithm shown in Algorithm 1 which performs single linkage clustering onP as estimated by the modified neighborhood smoothing algorithm referred to in Theorem 2 is a consistent estimator of the graphon cluster tree.
A Proofs
Claim 2. Let C be a cluster tree, and suppose M is a mergeon representing C. Then C ∈ C(λ) if and only if C is a cluster in M at level λ. In other words, the cluster tree of M is also C.
Proof. Suppose C is a cluster of W at level λ. By definition of the mergeon, all but a null set of C × C is contained within M −1 [λ, 1], and therefore M ≥ λ almost everywhere on C × C. This implies that C is connected at level λ in M, which in turn implies that C is contained in some cluster C of M at level λ. By definition, C is connected in M at every level λ < λ, and so Claim 12 in Appendix A implies that C is contained in some cluster of W at every level λ < λ. Claim 13 in Appendix A then implies that C is contained in some cluster of W at level λ. In other words, C is a cluster of W at level λ, and C ⊂ C , so the fact that C is contained in a cluster of W at level λ implies that C differs from C by at most a null set. Hence C is a cluster of M. Now suppose C is a cluster of M at level λ. Then C is connected in M at every level λ < λ, and so Claim 12 implies that C is contained in some cluster of W at every level λ < λ. Claim 13 then implies that C is contained in some cluster of W at level λ. Let C be this cluster. Then the above implies that C is a cluster at level λ in M. But C ⊂ C , and C is a cluster of M, so it must be that C and C differ by a null set, and hence C is a cluster of W.
Claim 3. Let W be a graphon and M a mergeon of the cluster tree of W. If ϕ is a measure preserving transformation, then M ϕ is a mergeon of the cluster tree of W ϕ .
Proof. One one hand, the function defined by
is a mergeon of W ϕ , since C is a cluster of W if and only if ϕ −1 (C) is a cluster of W ϕ by 1 in the body of the paper. Now consider the pullback M ϕ and its upper level set
which, by definition of the mergeon, is
It is well-known that if ϕ is a measure preserving map, then the transformation defined by Φ : (x, y) → (ϕ(x), ϕ(y)) is also measure preserving and measurable. Therefore we have
Since preimages commute with arbitrary unions:
Comparing this to the definition of M 0 above, which was a mergeon of W ϕ , we see that M ϕ is a mergeon of W ϕ .
Proof. First we prove connectedness. LetĈ be the smallest cluster inC containing C ∩ S . SupposeĈ contains a point y from outside of C . Let x, x be any two distinct points in C ∩ S . Then necessarily M(x, y) < λ = λ − , as, since M is strict, M(x, y) ≥ λ if and only if x, y are in the same cluster ofC at level λ. Hence the merge distortion is at least M(x, x ) − M(x, y) > , which is a contradiction. Separation follows from connectedness. LetĈ 1 be the smallest cluster in the clustering containing C 1 ∩ S , and similarly forĈ 2 . LetC 1 andC 2 be the clusters at level λ − which contain C 1 and C 2 . ThenC 1 ∩C 2 = ∅, since C 1 and C 2 merge below λ − . Furthermore, by connectedness, C 1 ∩ S ⊂C 1 and C 2 ∩ S ⊂C 2 . Hence they are disjoint.
Proof. Let M be a mergeon of the cluster tree of W and fix any > 0. Consider the set
which is the set of graph/sample pairs for which the merge distortion between the clustering and the mergeon M is greater than . Consistency with respect to the cluster tree of W requires that Λ W,n (F) → 0 as n → ∞. Now recall that M ϕ is a mergeon of the cluster tree of W ϕ , and consider
•S is the merge height induced on the clustering f (G) • S by the mergeon M ϕ . F ϕ is the set of graph/sample pairs for which the merge distortion between the clustering and the mergeon M ϕ is greater than . Consistency with respect to the cluster tree of W ϕ requires that Λ W ϕ ,n (F ϕ ) → 0 as n → ∞. It will therefore be sufficient to show that Λ W,n (F) = Λ W ϕ ,n (F ϕ ) to prove the claim. Now we compute the measure under Λ W ϕ ,n of F ϕ :
where
Now consider the section of F by G, defined by
for every graph G. Therefore,
Now, it is a property of measure preserving maps that
See, for example, [3] . Therefore, we have
which proves the claim.
Claim 6. Let (Ω, Σ, µ) be a measure space, with µ a finite measure (i.e., µ(Ω) < ∞). Let A ⊂ Σ be closed under countable unions. Define the set of essential maxima of A by
Then if A is nonempty, ess max A is nonempty. Furthermore, for any M, M ∈ ess max A, µ(M M ) = 0.
Proof. The claim holds trivially if A is empty, so suppose it is not. Let τ = sup A∈A µ(A), and note that τ is finite since µ(Ω) is finite. Then for every n ∈ N + , there exists a set A n ∈ A such that τ − µ(A n ) < 1/n. Construct the sequence B n n∈N + by defining B n = n i=1 A i . Then B n ∈ A for every n, since it is the countable union of sets in A. Furthermore, B n ⊆ B n+1 , and lim n→∞ µ(
is a countable union of elements of A, and by continuity of measure µ(M) = τ.
First we show that for any set
This violates the fact that τ is the supremal measure of any set in A, and hence it must be that µ(A \ M) = 0. Therefore M ∈ ess max A. Now suppose M is an arbitrary element of ess max A. We have just seen that µ(M \ M) must be zero,
where we used the fact that µ is an additive set function and M \ M and M \ M disjoint. It is also clear that if M ∈ ess max A and N is any null set, then M ∪ N and M \ N are also essential maxima. Claim 7. Let (Ω, Σ, µ) be a measure space, with µ a finite measure (i.e., µ(Ω) < ∞). Let A ⊂ Σ be closed under countable intersections. Define the set of essential minima of A by
Then if A is nonempty, ess min A is nonempty. Furthermore, for any M, M ∈ ess min A, µ(M M ) = 0.
Proof. The proof is analogous the that of 6 for ess max -we simply switch τ from a supremum to an infimum and construct a descending sequence. It is therefore omitted.
Claim 8. Let W be a graphon, and suppose A and A are measurable sets with positive measure, and that each is connected at level
It is either the case that 0 < µ(A ∩ S ) < µ(A) or 0 < µ(A ∩ S ) < µ(S ), as otherwise we would have
, it follows that W < λ almost everywhere on S × (A \ S ). This implies that A is not connected at level λ. Likewise, if 0 < µ(A ∩ S ) < µ(A ), it follows that W < λ almost everywhere on S × (A \ S ), and hence A is disconnected at level λ. Both cases lead to contradictions, and so it must be that A ∪ A is connected at level λ.
Claim 9. The relation
λ is an equivalence relation on A λ .
Proof. Claim 10. Let C be an equivalence class in A λ / λ . Then ess max C is well-defined and non-empty.
Proof. We will invoke Claim 6 in Appendix A to show that ess max C has the desired properties. To do so, we need only show that C is closed under countable unions. Let F ⊂ C be a countable subset of C , and let F = F . We will show that F is connected at every level λ < λ and is thus contained in F by its definition. Suppose F is disconnected at some level λ < λ. Then there exists a set S ⊂ F such that 0 < µ(S ) < µ(F) and W < λ almost everywhere on S × (F \ S ). Now, there must exist sets
Note that F is closed under finite union by the definition of λ , and so F 12 ∈ F , meaning that F 12 is connected at λ . Furthermore,
But by assumption W < λ almost everywhere on S × (F \ S ), and so in particular W < λ almost everywhere on (F 12 ∩ S ) × (F 12 ∩ (F \ S )). But this implies that F 12 is disconnected at level λ , which is a contradiction. It must therefore be the case that F is connected at every λ < λ, and so
It is clearly true that for all F ∈ F , F λ F, since F = F ∪ F . We therefore have that F ∈ F .
Claim 11. Let W be a graphon, and suppose C 1 , C 2 ∈ C W (λ) are two distinct clusters at level λ, such that µ(C 1 ∩ C 2 ) = 0. Let M be a mergeon of W. Then M < λ almost everywhere on C 1 × C 2 .
Proof. Consider the set
Because distinct clusters intersect only on a null set, we can have either C 1 ∩C or C 2 ∩C being non-negligible, but not both simultaneously for the same choice of C. Hence every set in the union is a null set, and since C W (λ) is countable, the union as a whole is a null set. Therefore µ × µ(M −1 [λ, 1] ∩ (C 1 × C 2 )) = 0, and so it must be that M < λ almost everywhere on C 1 × C 2 .
Claim 12. Let W be a graphon and suppose M is a mergeon of W. Suppose A is connected at level λ in M. Then A is contained in some cluster C in W at level λ.
Proof. First, it must be the case that
Since A is connected, it follows that there is a subset Q ⊂ R × (A \ R) of positive measure such that M ≥ λ on Q. We then have that
is not null. Since C W (λ) is a countable set, it follows that there must be a cluster
is not null. We have the identity:
which then implies that (R ∩ C) × ((A \ R) ∩ C) is not null. However, this is a contradiction, since R ∩ C is necessarily a set of measure zero by the definition of R. Hence it must be that all of A excluding a null set is contained within C W (λ). LetÂ = A ∩ C W (λ). ThenÂ is equivalent to A in that it differs only by a set of measure zero, however, it is contained entirely within C W (λ). SinceÂ is a set of positive measure, there must exist aĈ ∈ C W (λ) such that µ(Â ∩Ĉ) > 0. We will show that µ(Â \Ĉ) = 0.
Let S =Â ∩Ĉ, and let T =Â \ S . Note that T ∩Ĉ is null. Suppose for a contradiction that T is not null. Since T is contained within C W (λ), we may decompose it as the union
Using the identity once again, this is the set M −1 [λ, 1] ∩ (Â ∩Ĉ) × (Ĉ ∩ T ) . ButĈ ∩ T is null, so that this set is null. This is a contradiction, as it implies that M < λ almost everywhere on S × T , but S ∪ T =Â is connected at level λ. Therefore it must be that T is null, and hence µ(Â \Ĉ) = 0. This implies that µ(A \Ĉ) = 0, and so A is contained in some cluster of W at level λ, namely C.
Claim 13. Suppose a set A of positive measure is contained in a cluster at every level λ < λ. Then A is contained in a cluster at level λ.
Proof. We may construct a sequence C 1 , C 2 , . . . of clusters such that C i is a cluster at level λ − 1/n, and C i contains A. Then the intersection C = ∞ i=1 C i is connected at all levels λ < λ, as otherwise there would exist a λ * < λ at which C is disconnected, but this would imply that C i is disconnected for any i such that λ − 1/i > λ * . Furthermore, C has positive measure, since the measure of every C i is at least µ(A). Therefore, C is contained in some cluster at level λ, and C contains A. Hence A is in some cluster at level λ. Claim 14. Let C be a cluster tree. There exists a section functionρ on C such that if
Proof. We construct such a section function on the clusters at rational levels and extend it to [0, 1]. Let
that is,Ĉ is the set of all clusters from every rational level. Note that this is a countable collection. For any cluster C ∈Ĉ, define P C to be the set of clusters inĈ which have null intersection with C . That is:
Let ρ 0 be an arbitrary section function, and define the section function ρ 1 :Ĉ → Σ as follows:
Furthermore, let C 0 be the equivalence class of sets differing from [0, 1] by a null set, and define ρ 1 (C 0 ) = [0, 1]; This will ensure that all pairs of points have a well-defined merge height. The intersection of ρ 0 (C ) and P C is null, by definition of P C and the fact that it is a countable set. Therefore, ρ 1 (C ) ρ 0 (C ) is null, and ρ 1 (C ) is hence a valid representative of C . Furthermore, for any C , C ∈Ĉ such that µ(C ∩ C ) = 0, we have ρ 1 (C ) ∩ ρ 2 (C ) = ∅. We now define the section function on all levels in [0, 1]. For a cluster C at any level, define its set of ancestors inĈ to be
Henceρ trivially satisfies the third condition of the claim. We must argue thatρ(C ) is a valid representative of C . First, suppose that C is a cluster at level λ. Then A C contains a cluster from every rational level below λ, andρ(C ) is contained in a representative of each of them. It follows thatρ(C ) is contained in a cluster representative at every level λ < λ. Hence, by Claim 13 in Appendix A,ρ(C ) is contained in a cluster representative at level λ. But C is essentially contained in all of its ancestors. Therefore, it must be thatρ(C ) C is null and soρ(C ) is a valid representative of C . Now we show thatρ has the desired properties. Suppose C and C have null intersection, and without loss of generality, assume that they are clusters at the same level λ. Let λ < λ be the maximal level at which their intersection is not null. Then there is some rational levelλ between λ and λ. Henceρ(C ) is strictly contained in the representative ρ 1 (C ) of some clusterC at levelλ, and similarly,ρ(C ) is strictly contained in ρ 1 (C ) at the same level. Necessarily,C andC have null intersection, and so ρ 1 (C ) and ρ 1 (C ) are strictly disjoint. Therefore, so also areρ(C ) andρ(C ).
Furthermore, suppose that C and C are such that µ(C \ C ) = 0. Suppose without loss of generality that λ > λ (if λ = λ thenρ(C ) =ρ(C )). Then the ancestors of C include the ancestors of C , and so the intersection of the ancestors of C is a subset of the intersection of the ancestors of C . This proves that ρ(C ) ⊂ρ(C ).
B Clusters under measure preserving transformations
In this section we show that there is a bijection between the clusters of two weakly isomorphic graphons. In particular, we show that if ϕ is a measure preserving transformation, then C is a cluster of W ϕ at level λ if and only if there exists a cluster C at level λ of W such that C = ϕ −1 (C ). This is made non-trivial by the fact that a measure preserving transformation is in general not injective. For instance, ϕ(x) = 2x mod 1 defines a measure preserving transformation, but is not an injection. Even worse, it is possible for a measure preserving transformation to map a set of zero measure to a set of positive measure -it is only the measure of the preimage which must be preserved.
B.1 Claims
We will mitigate the fact that ϕ may not be injective by working whenever possible with sets whose image is necessarily stable under even non-injective measure preserving transformations, in the sense that ϕ −1 (ϕ(A)) = A. We will show that such stability is a property of sets which contain all of their so-called twin points, defined as follows. Two points x and x are twins in W if W(x, y) = W(x , y) for almost every y ∈ [0, 1]. We say that a set A separates twins if there exist twins x and x such that x ∈ A and x A. The relation of being twins is an equivalence relation on [0, 1].
We will define a probability space on the equivalence classes of the twin relation as follows (see [12] for the full construction): Definition 9. Let W be a graphon. The twin measure space (Ω W , Σ W , µ W ) is defined as follows. Let Ω W be the set of equivalence classes under the twin relation in W, and let ψ W (x) denote the equivalence class in Ω W containing x. If Σ is the sigma-algebra of Lebesgue measurable subsets of [0, 1], create a new sigma-algebra by defining Σ W = {ψ W (X) : X ∈ Σ, X does not separate twins in W}.
Furthermore, we define the measure µ W (A) = µ(ψ −1 W (A)) for A ∈ Σ W . It can be shown that, with this measure, ψ W is measure preserving.
We note in passing that the random graph model defined by any graphon W can also be represented as a Σ W -measurable function W T : Ω W × Ω W → [0, 1] defined on the probability space (Ω W , Σ W , µ W ), as is shown by [12] . W T is called a "twin-free" graphon, since no two points in Ω W are twins in W T . In this representation, two twin-free graphons are weakly isomorphic if there exists a measure preserving bijection relating them.
Our definitions of connectedness, clusters, mergeons, etc. can be formulated for twin-free graphons with minor modifications, and the existence of the measure preserving bijection between twin-free graphons means that clusters transfer trivially between weakly isomorphic graphons. In a sense, the twin-free setting is a more natural one for the considerations of the current section; We leave a more in-depth investigation of this direction to future work.
We now prove some useful properties of the map ψ W . 
Proof. It is clear that
. Then there exists a y ∈ A such that ψ W (x) = ψ W (y). But then x and y are twins in W ϕ . Since A does not separate twins, x ∈ A, proving that
). Now we prove that A is Σ-measurable. ψ W is a measurable function, and so the inverse image of any Σ W -measurable set is Σ-measurable. We have that ψ W (A) is Σ W -measurable, since A does not separate twins.
Claim 16. Let W be a graphon and let
Proof. It is clear that ψ −1 W (ψ W (A)) does not separate twins in W. Hence it is Σ-measurable by the previous claim.
Claim 17. Let W be a graphon and ϕ a measure preserving transformation. Suppose A does not separate twins in W ϕ . Then 1. ϕ −1 (ϕ(A)) = A, and
µ(ϕ(A)) = µ(A).
Proof. For the first claim, we know that A ⊆ ϕ −1 (ϕ(A)). Now we show the other inclusion. Let x ∈ ϕ −1 (ϕ(A)). Then there exists an x in ϕ(A) such that ϕ(x) = ϕ(x ). But then x and x are twins, such that x and x are both in A. Hence x ∈ A, proving the claim. The second claim follows immediately since ϕ is measure preserving. That is, µ(ϕ −1 (ϕ(A))) = µ(ϕ(A)), but since ϕ −1 (ϕ(A)) = A, µ(ϕ(A)) = µ(A).
Therefore, sets which do not separate twins are stable under measure preserving transformations. An arbitrary set C may separate twins, however we can always find a set containing all of C except for a null set, and which does not separate twins. We call the smallest such set the family of C.
Definition 10. Let W be a graphon and let (Ω W , Σ W , µ W ) be the corresponding twin measure space for W. For any Σ-measurable set C, construct the collection
We define the family of C, written Fam W C, as
Recall that the ess min A of a collection of sets A is defined to be the set
See Claim 7 in Appendix A for the properties of the essential minima of a class of sets.
It is clear that Fam W C cannot be empty, as ψ −1 W (Ω W ) must contain almost all of C. To be rigorous, we must argue that F C is closed under countable intersections so that it has a well-defined set of essential minima.
To see this, let F be any countable subset of F C . Define D = F . Then D ∈ Σ W since it is a sigma-algebra, and we have
where the last step follows because each F has the property that C \ F is a null set, and the union of countably many null sets is null. Hence D ∈ F C . Also note that for any A, A ∈ Fam W C, it must be that µ(A A ) = 0. This is because A = ψ −1 W (B) and A = ψ −1 W (B ) for some B, B ∈ ess min F C . As seen above,
A is a null set. Furthermore, it is clear that for any A ∈ Fam W C, A does not separate twins in W.
A key result is that the family of any representative of a cluster differs from the representative by a null set, and is therefore itself a representative. That is, we can always find a representative of a cluster which does not separate twins.
Claim 18. Let W be a graphon and suppose C is a cluster at level λ in W. LetC ∈ Fam C . Then µ(C C ) = 0.
Proof. Take an arbitrary representative C of C . Let (Ω W , Σ W , µ W ) be the twin measure space as defined above.
We know that C \C is a null set, so we need only show thatC \ C is null. Suppose otherwise. That is, let R =C \ C and suppose µ(R) > 0. Let A be any subset of R with positive measure. There are two cases: (1) For some λ < λ, W < λ almost everywhere on A × (C \ A), or (2) for every λ < λ, W ≥ λ on some subset of A × (C \ A) of positive measure.
Suppose case (1) holds for some λ . Then for almost all a ∈ A it is true that W(a, y) < λ for almost every y ∈C \ A. That is, letÂ = {a ∈ A : W(a, y) < λ for almost every y ∈C \ A}.
Then µ(Â) = µ(A) and W < λ almost everywhere onÂ × (C \Â). DefineĀ = ψ −1 W (ψ W (Â)). There are two subcases: Either (1a)Ā ∩ C is null, or (1b) it is of positive measure.
Consider the first subcase. Define D = ψ W (C) \ ψ W (Ā). We will show that ψ −1 W (D) contains C except for a set of zero measure, and so ψ −1 W (D) ∈ Fam W C. But as we will see, µ(ψ −1 W (D)) < µ(C), which cannot be. We have
where the last step follows sinceC andĀ do not separate twins. Therefore,
This cannot be, since all elements of Fam W C differ only by null sets. Hence it cannot be thatĀ ∩ C is null.
Suppose case (1b) holds, then. That is, supposeĀ ∩ C is not null. Then for every x ∈Ā ∩ C it is true that W(x, y) < λ for almost all y ∈C \ A. In particular, since C \ (A ∩ C) ⊂C \ A, we have that W < λ almost everywhere on (Ā ∩ C) × (C \Ā). This means that C is disconnected at level λ , which violates the assumption that C is a cluster at λ > λ .
Both subcases lead to contradictions, and so (1) cannot hold. Therefore, it must be that case (2) holds: For every λ < λ, W ≥ λ on some subset of A × (C \ A). Furthermore, this must hold for arbitrary A ⊂ R with positive measure. This implies thatC is connected at every level λ < λ, and hence part of a cluster at level λ. To see this, let S , T ⊂C such that S has positive measure and S ∪ T =C. Without loss of generality, assume A ∩ S is not null -if it is, swap S and T . Then T ∩ (C \ A) is not null. Therefore W ≥ λ on some subset of S × T with positive measure -namely, (S ∩ A) × (T ∩ (C \ A) ). Since this holds for arbitrary S and T ,C is connected.
Therefore, both cases lead to contradictions under the assumption that µ(R) > 0. Hence µ(R) = 0, and µ(C C ) = 0.
The previous claim shows that any cluster has a representative C which does not separate twins, and so ϕ −1 (ϕ(C)) = C. The next claim shows that there exists a (possibly different) cluster representative C such that ϕ(ϕ −1 (C )) = C .
Claim 19. Let W be a graphon and ϕ a measure preserving transformation. Suppose C is a cluster of W. There exists a representative C of C such that ϕ(ϕ −1 (C)) = C.
Proof. First, letC = Fam W C , such thatC is a representative of C which does not separate twins. Then ϕ −1 (C) does not separate twins in W ϕ , and so by 17, µ(ϕ(ϕ −1 (C))) = µ(C). ButC ⊃ ϕ(ϕ −1 (C)), such that C ϕ(ϕ −1 (C)) = 0. Hence ϕ(ϕ −1 (C)) is a representative of the cluster C . Furthermore, ϕ −1 (ϕ(ϕ −1 (C))) = ϕ −1 (C), such that, defining C = ϕ(ϕ −1 (C)), we have ϕ(ϕ −1 (C)) = C, as claimed.
Recall that a set C is disconnected at level λ in a graphon W if there exists a subset A ⊂ C with 0 < µ(A) < µ(C) such that W < λ almost everywhere on A × (C \ A). It is of course possible, however, that A might separate twins -even if C does not. Therefore we cannot use the above claims to manipulate A. The next claim says that if a set C which does not separate twins is disconnected at some level, it is always disconnected by a setĀ which also does not separate twins.
Claim 20. Let W be a graphon and suppose that C is a set of positive measure that does not separate twins. If C is disconnected at level λ in W, then either W < λ almost everywhere on C × C, or there exists a set A ⊂ C such thatĀ does not separate twins, 0 < µ(Ā) < µ(C), and W < λ almost everywhere onĀ × (C \Ā).
Proof. Since C is disconnected at level λ, there exists a subset S ⊂ C such that 0 < µ(S ) < µ(C) and W < λ almost everywhere on S × (C \ S ). Definê S = {x ∈ S : W(x, y) < λ for almost every y ∈ C \ S }.
Since W < λ almost everywhere on S × (C \ S ), it must be that µ(Ŝ ) = µ(S ); This is an application of Fubini's theorem. LetS = ψ −1 W (ψ W (Ŝ )). It follows thatS ⊂ C, and for every x ∈S , W(x, y) < λ for almost every y ∈ C \ S . Furthermore,S does not separate twins, andS containsŜ -which is S , less a null set -so µ(S \S ) = 0.
There are two cases: µ(S ) < µ(C), or µ(S ) = µ(C). Suppose the first case holds. Then, since µ((C \ S ) \ (C \S )) = 0, we have that for every x ∈S , W(x, y) < λ for almost every y ∈ C \S . Therefore, W < λ almost everywhere onS × (C \S ). This proves the claim for the first case, as we may takeĀ =S . Now suppose µ(S ) = C, which is to say thatS differs from C by a null set. Since W < λ almost everywhere onS × (C \ S ), it follows that W < λ almost everywhere on C × (C \ S ). By symmetry of W, we have W < λ almost everywhere on (C \ S ) ×C. This means that W < λ almost everywhere on (C ×C) \ (S × S ).
Let T = C \ S . Then W < λ almost everywhere on T × C = (C \ S ) × C. Definê T = {x ∈ T : W(x, y) < λ for almost every y ∈ C }.
. Then, by a similar argument used above forS , µ(T \T ) = 0,T does not separate twins, and W < λ almost everywhere onT × C.
There are two subcases: First, it may be that µ(T ) = µ(C). If so, then W < λ almost everywhere on C × C, which proves the claim. Second, it may be that µ(T ) < µ(C). In this case, we have W < λ almost everywhere onT × (C \T ), and so takingĀ =T proves the claim.
The next two claims shown that the preimage under ϕ of a cluster at level λ in a graphon W is connected at every level λ < λ, and, conversely, a cluster at level λ in W ϕ has a particular representative whose image under ϕ is connected at every level λ < λ in W.
Claim 21. Let W be a graphon and ϕ a measure preserving transformation. If C is a cluster at level λ in W, then ϕ −1 (C ) is connected at every level λ < λ in W ϕ .
Proof. For simplicity, we will work with an representative C of the cluster C . As 19 shows, we may take C to be a representative such that ϕ(ϕ −1 (C)) = C.
Suppose for a contradiction that ϕ −1 (C) is disconnected in W ϕ at some level λ < λ. Then by Claim 20 either W ϕ < λ almost everywhere on ϕ −1 (C) × ϕ −1 (C), or there exists a setĀ ⊂ ϕ −1 (C) such that 0 < µ(Ā) < µ(ϕ −1 (C)), W ϕ < λ almost everywhere onĀ × (ϕ −1 (C) \Ā), andĀ does not separate twins.
In the first case, W ϕ < λ almost everywhere on ϕ −1 (C) × ϕ −1 (C) implies that W < λ almost everywhere on C × C, which contradicts the fact that C is the representative of a cluster at level λ in W. Suppose the second case, then, where W ϕ < λ almost everywhere onĀ
To see this, note that ϕ(ϕ −1 (C) \Ā) ⊃ ϕ −1 (ϕ(C)) \ ϕ(Ā). However, we have chosen C to be a representative such that ϕ(ϕ −1 (C)) = C, and so we obtain
On the other hand, suppose y ∈ ϕ(ϕ −1 (C) \Ā). This means that there is some x ∈ ϕ −1 (C) \Ā such that ϕ(x) = y. But ϕ −1 (C) \Ā does not separate twins, so there cannot be an x ∈Ā such that ϕ(x ) = ϕ(x) = y. Therefore, y ∈ ϕ(ϕ −1 (C) \Ā) if y ∈ C and there is no a ∈Ā such that ϕ(a) = y. That is,
Therefore W < λ almost everywhere on ϕ(Ā) × (C \ ϕ(Ā)). Since µ(ϕ(Ā)) = µ(Ā) < µ(C) by 17, this implies that C is disconnected at level λ in W. Hence C is not the representative of a cluster at level λ, and so we have derived a contradiction.
Both cases lead to contradictions, and so it must be that ϕ −1 (C) is connected in W ϕ at every level λ < λ.
Claim 22. Let W be a graphon and ϕ be a measure preserving transformation. Suppose C is a cluster of W ϕ at level λ. Let C ∈ Fam W C . Then ϕ(C) is connected at every level λ < λ in W.
Proof. Suppose for a contradiction that ϕ(C) is not connected at some level λ < λ in W. Then there exists a set S ⊂ ϕ(C) such that 0 < µ(S ) < µ(ϕ(C)) and W < λ almost everywhere on S × (ϕ(C) \ S ). Hence W ϕ < λ almost everywhere on ϕ −1 (S ) × ϕ −1 (ϕ(C) \ S ) = ϕ −1 (S ) × (ϕ −1 (ϕ(C)) \ ϕ −1 (S )). Since C does not separate twins in W ϕ , we have by 17 that ϕ −1 (ϕ(C)) = C, and so W ϕ < λ almost everywhere on ϕ −1 (S ) × (C \ ϕ −1 (S )).
Consider ϕ −1 (S ). We have C = ϕ −1 (ϕ(C)), and since S ⊂ ϕ(C), it follows that ϕ −1 (S ) ⊂ C. Moreover, µ(ϕ −1 (S )) = µ(S ), since ϕ is measure preserving, and 0 < µ(S ) < µ(ϕ(C)) = µ(C), where the last equality comes from Claim 17. Hence C is disconnected at level λ in W. This contradicts the fact that C is a representative of a cluster at level λ in W. Hence it must be that ϕ(C) is connected at every level λ < λ in W.
The two previous claims are sufficient to prove the main result of this section. Claim 1. Let W be a graphon and ϕ a measure preserving transformation. Then C is a cluster of W ϕ at level λ if and only if there exists a cluster C of W at level λ such that C = ϕ −1 (C ).
Proof. Suppose C is a cluster of W at level λ and let C be a representative of C . Then according to Claim 21, ϕ −1 (C) is connected at every level λ < λ in W ϕ , and hence there exists a cluster C at level λ in W ϕ which contains ϕ −1 (C). Then by Claim 22, there is a representative C of C such that C does not separate twins and ϕ(C ) is connected at every level λ < λ in W, and so there is a cluster C of W at level λ such that C contains ϕ(C ). However, it must be that C = C . To see this, note that we
, and so ϕ −1 (C) is a representative of the cluster C . Hence ϕ −1 (C ) is a cluster at level λ of W ϕ . Now suppose C is a cluster of W ϕ at level λ and let C be a representative of C such that C ∈ Fam W (C ). Then according to Claim 22, ϕ(C) is connected at every level λ < λ in W, and hence there exists a cluster C in W at level λ which contains ϕ(C). By the previous argument, ϕ −1 (C ) is a cluster of W ϕ at level λ. Since C ∈ Fam W C , C does not separate twins in W ϕ , and so ϕ −1 (ϕ(C)) = C, and thus C is contained in ϕ −1 (C ). Since C is a cluster representative, and thus maximal, it must be that ϕ −1 (C ) = C .
C Sufficient conditions for consistent clustering methods
In this section we prove that any consistent estimator of the edge probability matrix leads to a consistent estimator of the graphon cluster tree. Estimating the graphon or the edge probability matrix is an area of recent research. There are a number of methods in the literature; See, for instance, [17] , [6] , [2] , [15] , [18] . Each work in this direction defines a slightly different sense in which the proposed estimator is consistent, but all use some variant of the mean squared error. Convergence in this norm ensures that the estimate is close to the true graphon in aggregate, but still allows the estimate to differ from the ground truth by a large amount on a set of small measure. Since our merge distortion is sensitive to the largest error, regardless of measure, consistency of graphon estimators as shown in the literature is not sufficient to show consistency in merge distortion.
In particular we require that the estimatorP satisfies
for every > 0 as n → ∞. The probability is with respect to the label measure introduced in 7. That is, to be precise:
It is implicit here that P is induced by the graphon W and the particular labeling S , andP is a function of the graph, G.
Given an estimatorP, we construct a consistent clustering algorithm as follows. Let P n (i, j) be the set of all simple paths between nodes i and j in the complete graph on node set [n]. For p ∈ P n (i, j), let (p) denote the length of the path, and let p k be the label of the kth node along the path. For any i j ∈ [n] × [n], define the merge estimateQ i j byQ
As its name implies, the merge estimateQ i j estimates the height at which nodes i and j merge in the cluster tree. Intuitively, ifQ i j is close to the true merge height for every pair i, j, we can useQ to construct a clustering which is close to the cluster tree in merge distortion. Specifically, let H be the weighted graph on node set [n] in which the weight between nodes i and j is given byQ i j . We define the clusters of H at level λ to be the connected components of the subgraph induced by removing every edge with weight less than λ. The clustering CQ is defined to be the set of all clusters of H at any level λ. Equivalently,Q i j is the level at which nodes i and j merge in the single linkage clustering ofP, whenP is treated as a similarity matrix. Thus CQ is simply the single linkage clustering ofP.
C.1 Claims
We state our claims here, and place all technical details and proofs in Appendix C.2 for clarity.
It is sufficient to show that if |P i j − P i j | < ,Q i j is at most + c away from the true merge height M(x i , x j ), where c is a constant. It is easy to see that the merge distortion between the cluster tree and CQ cannot be greater than 2( + c).
Claim 23. Let W be a graphon, M be a mergeon of W, and S = (x 1 , . . . , x n ). Suppose max i j |M(x i , x j ) − Q i j | < , and let CQ be the clustering defined above of the weighted graph H with weight matrixQ. LetM be the merge height on CQ induced by M. Then the merge distortion d S (M,M) < 2 .
We will now show thatQ i j is close to the true merge height for all i j with high probability. First, recall the definition of a piecewise Lipschitz graphon: We say that a graphon W is piecewise c-Lipschitz if there exists a set of blocks B such that for any (x, y) and
The idea is that the piecewise Lipschitz graphon is essentially piecewise constant when viewed at small enough scales. As such, we refine the blocks on which the graphon is Lipschitz, creating a new block partition whose blocks are small enough that W varies by only a small amount on each. We define a refinement as follows:
Definition 11. A set of blocks R = {R i } is a ∆-refinement of a block partition B = {B i } if for every R ∈ R, ∆ ≤ µ(R) ≤ 2∆ and there exists some B ∈ B such that B ⊇ R.
We can think of the blocks in a refinement as being nodes in a weighted graph, such that the weight between blocks R and R is approximately the value of W on R × R . As such, we define a path of blocks in a refinement as follows:
Definition 12. Let R be a block partition of [0, 1], and suppose R, R ∈ R. A λ-path from R to R in a graphon W is a sequence R = R 1 , . . . , R t = R of blocks from R such that, for all 1 ≤ i < t, W ≥ λ almost everywhere on R i × R i+1 . The elements of the path need not be distinct.
In piecewise Lipschitz graphons, the existence of a λ-path between blocks R and R implies that there exists a set C containing both R and R , and which is connected at level λ, as the following claim demonstrates. Note that is directly analogous to the case of a finite weighted graph, where a pair of nodes is connected if there is a path between them.
Claim 24. Let W ∈ W c B and let M be a mergeon of W. Let R be a ∆-refinement of B. Let R 1 , . . . , R t be a λ-path in R. Let C = R 1 ∪ . . . ∪ R t . Then C is connected at level λ in W, and thus M ≥ λ almost everywhere
Conversely, if R and R are blocks in a ∆-refinement, each of which have non-null intersection with the same cluster C , then there exists a (λ − 2∆)-path of blocks between R and R :
. Let R be a ∆-refinement of B, and suppose R, R ∈ R (possibly with R = R ). If there exists a cluster C at level λ such that µ(C ∩ R) > 0 and µ(C ∩ R ) > 0, then there exists a (λ − 2∆c)-path (R = R 1 , . . . , R t = R ) between R and R , for any λ < λ.
Lastly, the Lipschitz condition on the graphon W also implies that the mergeon does not vary much:
Claim 26. Let R, R ∈ R. Let λ be the greatest level at which there exists some cluster C containing a non-negligible piece of both R and R . That is,
Putting these ideas together, we are able to bound the difference between the true merge height of points in a mergeon, and the merge estimateQ.
Claim 27. Let W ∈ W c B and let M be a mergeon of W. Let R be a ∆-refinement of B. Let S = (x 1 , . . . , x n ) be an ordered set of elements of [0, 1] such for any R ∈ R, R ∩ S ∅. Let P be the edge probability matrix, i.e., the matrix whose (i, j) entry is given by W(x i , x j ), and supposeP is such that P − P ∞ < . Then
The above holds for a fixed sample S and thus a fixed edge probability matrix P. The following theorem considers random S and P. As with the previous claims in this subsection, the proof of the theorem is in Appendix C.2. Theorem 1. Let W be a piecewise c-Lipschitz graphon. LetP be a consistent estimator of P in ∞-norm. Let f be the clustering method which performs single-linkage clustering usingP as a similarity matrix. Then f is a consistent estimator of the graphon cluster tree of W.
C.2 Proofs
Proof. Take any arbitrary i j in the clustering CQ. Let C be the smallest cluster containing both i and j. Then C is a cluster in H at levelQ i j . Let u, v ∈ C, u v be such that M(
On the other hand, u and v are members of C, which is a cluster at levelQ i j , so thatQuvQi j.
This holds for all i and j simultaneously, since i and j were arbitrary. Hence the merge distortion is less than 2 . and let M be a mergeon of W. Let R be a ∆-refinement of B. Let R 1 , . . . , R t be a λ-path in R. Let C = R 1 ∪ . . . ∪ R t . Then C is connected at level λ in W, and thus M ≥ λ almost everywhere
Proof. Let A be an arbitrary measurable subset of C such that 0 < µ(A) < µ(C). We will show that W −1 [λ, 1] ∩ A × (C \ A) has positive measure, and therefore C is connected at level λ. Since C is connected at level λ in W, it must be part of some cluster at level λ, and so the mergeon is at least λ almost everywhere on C × C.
There are two cases: Either 1) There exists a j ∈ [t] such that 0
Assume the first case: there exists a j such that R j contains some non-negligible part of A, but µ(A ∩ R j ) < µ(R j ). Since there are at least two elements in the path, there is a j such that j ∈ [t] and | j − j | = 1, that is, R j is either immediately before or after R j in the λ-path. There are two sub-cases:
, and since W is at least λ a.e. on R j × R j , we have that
•
is a set of positive measure. Since W is at least λ a.e. on R j × R j , we have:
Now consider the second case in which, for every i
, and µ(R j ∩ A) = 0. If this were not the case, then it would be that either µ(R i ∩ A) = µ(R i ) for every i ∈ [t], or µ(R i ∩ A) = 0 for every i ∈ [t]. But the former of these would imply that µ(A) = µ(C), and the latter would imply µ(A) = 0, which we have assumed not to be the case.
Therefore, R j × R j ⊆ A × (C \ A), and this set is of positive measure. Since W is at least λ a.e. on R j × R j , we once again find
Hence, in every case it is true that µ(W −1 [λ, 1] ∩ A × (C \ A)) has positive measure. Since A was arbitrary, C is connected at level λ. Hence M ≥ λ almost everywhere on C × C.
Proof. To be precise, let C = ρ(C ) be any representative of the cluster C . Fix a λ < λ. Let
Then G contains, in particular, R 1 and R t . Since C is connected at level λ, it is true that
Since C \ R 1 is a subset of ( G) \ R 1 , there must exist an R 2 ∈ G such that
Consider W on R 2 . From above, we know that there is a non-negligible subset of R 1 × R 2 on which W ≥ λ . Hence there is some point in R 1 × R 2 on which W ≥ λ . Therefore, due to the Lipschitz condition, we know that W is at least λ − 2∆c everywhere on R 1 × R 2 . Now let S 2 = R 1 ∪ (R 2 ∩ C). Now, since C is connected at level λ, it is true that
By the same logic as above, there must exist an R 3 ∈ G, R 3 R 2 , R 1 such that
Hence it must be the case that either
In either case, it is true that between any pair chosen from R 1 , R 2 , R 3 , there is a λ − 2∆c path. The process continues, choosing R 4 , R 5 , . . . and so on. This process must complete in a finite number of steps, since G is a finite set. At every step, there exists a λ-path between any two of the R i . Hence we eventually construct a λ-path between R and R .
Proof. By the definition of the mergeon it must be that M ≤ λ almost everywhere on R × R , since if there existed a λ > λ for which M −1 [λ , 1] ∩ R × R is not-null, this would imply that there exists some cluster at level λ containing a non-negligible part of both R and R . Now, by Claim 25, for any λ < λ there exists a (λ − 2∆c) path between R and R . Hence, by Claim 24, M ≥ λ − 2∆c almost everywhere on R × R for any λ < λ.
Proof. Consider an arbitrary x i , x j ∈ S . Let R i and R j be the blocks in R which contain x i and x j , respectively. Let λ * be the greatest level at which there exists some cluster containing non-negligible parts of both R i and R j . Therefore, by Claim 26, M is bounded below by λ * − 2∆c and above by λ * almost everywhere on R i × R j .
First we boundQ i j from below. By Claim 25 there exists a (λ − ∆c)-path R i = R 1 , . . . , R t = R j between R i and R j , for any λ < λ * . By the assumption on S , there exists a sample from each element of the path, so that there is a path of samples x i = x 1 , . . . , x t = x j with the property that, between any two consecutive elements in the path, we have W(x k , x k+1 ) ≥ λ − 2∆c for all λ < λ * . HenceP(x k , x k+1 ) ≥ λ * − 2∆c − . Therefore, there exists a path p from x i to x j such that min 1≤k≤ (p)Pp k p k+1 ≥ λ * − 2∆c. As a result,Q i j ≥ λ * − 2∆c − .
We now boundQ i j from above. Let p = x i = x 1 , . . . , x t = x j be a path with costQ i j . Let R 1 , . . . , R t be the corresponding path of blocks from R, such that x k ∈ R k . Then we haveP x k x k+1 ≥Q i j , so that W(x k , x k+1 ) ≥Q i j − . Hence there is a point in R k × R k+1 which is at leastQ i j − , and by smoothness it follows that W ≥Q i j − 2∆c − almost everywhere on R k × R k+1 . That is, R 1 , . . . , R t is a (Q i j − 2∆c − )-path. Therefore, Claim 24 implies that the mergeon M is at leastQ i j − 2∆c − almost everywhere on R i × R j . However, by Claim 26, M ≤ λ * almost everywhere on R i × R j . ThereforeQ i j ≤ λ * + 2∆c + .
Combining the above bounds, we find that
The true merge height M(x i , x j ) is bounded between λ * − 2∆c and λ * , and so we have
Theorem 1. Let W be a piecewise c-Lipschitz graphon. LetP be a consistent estimator of P in ∞-norm. Let f be the clustering method which performs single-linkage clustering usingP as a similarity matrix. Then f is a consistent estimator of the graphon cluster tree of W.
Proof. As stated, f is the clustering method which takes a graph G and returns the clustering CQ described at the beginning of the section -the single linkage clustering of the estimated edge probability matrixP. Let M be a mergeon of W. We will show that, for any > 0. 
where P is the edge probability matrix induced by S andP is the estimate of P computed from G. By the assumption thatP is consistent in ∞-norm, we have Λ W,n (H n ) → 1 as n → ∞. Now let ∆ = /16c. Let B be the block partition on which W is piecewise c-Lipschitz, and let R be an arbitrary ∆-refinement of B. In order to apply Claim 27, we require that the labeling S satisfies the property that every block R in the refinement contains at least one point from S . The probability that a block R contains no points from a random sample S is (1 − |R|) n ≤ (1 − ∆/2) n , since |R| ≥ ∆/2. Now take a union bound over all blocks in the partition, of which there are at most 2/∆. Hence the probability that there exists a block in the partition that does not have a sample from S is 2
As per above, we have Λ W,n (F n ) = 2 ∆ (1 − ∆/2) n , which tends to 0 as n → ∞. By 27, for every (G, S ) ∈ H n \ F n , we have that, for all i j ∈ [n] × [n], writing S = (x 1 , . . . , x n ):
whereQ is the merge estimate between nodes i and j, described at the beginning of the section. The clustering method f usesQ to construct the clustering CQ Therefore, by Claim 23, the merge distortion d(M,M f (G)•S ) is bounded above by on the set H n \ F n . Since Λ W,n (H n ) → 1 and Λ W,n (F n ) → 0 as n → ∞, we have Λ W,n (H n \ F n ) → 1 as n → ∞ and have thus proven the claim.
D Neighborhood smoothing methods
Theorem 1 states a sufficient condition under which an estimatorP of the edge probability matrix leads to a consistent clustering algorithm. In particular, if the graphon W is piecewise Lipschitz, and if for any > 0,
then one consistent clustering algorithm is that which applies single linkage clustering to the estimateP. In this section, we analyze a modification of the edge probability estimator introduced in [18] and show that it satisfies the above condition. Combining this result with Theorem 1 shows that the single linkage clustering applied this estimate of the edge probability matrix is a consistent clustering algorithm.
D.1 The method of Zhang et al. [18]
The aim of the neighborhood smoothing method of Zhang et al. [18] is to estimate the random edge probability matrix P. In particular, the method defines a distance d(i, i ) between the columns of the random adjacency matrix A as such:
The neighborhood N i (A) of node i then consists of all nodes i such that d(i, i ) is below the h-th quantile of {d(i, k)} k i , where h is a parameter of the algorithm. Note that N i (A) is a random variable, as the neighborhood around node i depends on the random adjacency matrix A. For simplicity, however, we will often omit the explicit dependence on A.
The estimate of the probability of the edge (i, j), writtenP i j , is then computed by smoothing over the neighborhoods N i and N j :P
If it is assumed that W ∈ W c B , and h is set to be C 0 log n/n for arbitrary constant C 0 , where n is the size of the sampled graph, then the method is consistent in the sense that, for any > 0, as n → ∞
D.2 Our modification
In order to construct an algorithm which is a consistent estimator of the graphon cluster tree in the sense made precise above, we need for the edge probability estimator to be consistent in a stronger sense. In particular, we need that for any > 0, as n → ∞ P max i j
In order to show that the neighborhood smoothing method satisfies such a notion of consistency, one might attempt to apply a concentration inequality to bound the difference between 1 |N i | i ∈N i A i j and P i j . The problem with this approach, however, is that such concentration results require an assumption of statistical independence that is not satisfied by the neighborhoods as defined.
In particular, to apply Hoeffding's inequality to the sum above, one requires that for any i i ∈ N i , A i j and A i j be independent. This is not the case, however. Intuitively, the distance between nodes i and i being small suggests that the connectivity of i is similar to that of i . In the extreme case, when the distance d i (i , i ) is zero, their connectivity is identical. Therefore, knowing that i is close to i creates a (weak) dependency between A i j and A i j .
The "trick" to avoiding this is simple: in order to computeP i j , we in turn ignore any information about node j and then any information about node i. We construct a neighborhood N i\ j by deleting row and column j from A and finding the neighborhood around i in the usual way. We then construct a neighborhood N j\i in the analogous way, deleting row and column i. As a result, A i j and A i j are statistically independent, given that i , i ∈ N i\ j . Hence we may apply concentration inequalities to derive the desired result.
To be precise, let A be an observed n × n adjacency matrix of a symmetric graph. Define for any ordered pair (i, j) ∈ [n] × [n] with i j the parameterized distance d j (i, i ) between i and i when all information about node j is ignored:
where e j is the vector which is one in the j-th coordinate and zero elsewhere, and • denotes the Hadamard product. Let q i\ j (h) denote the h-th quantile of the set {d j (i, i ) : i i, j}. Fix some neighborhood size parameter h and construct the neighborhood N i\ j by setting
Finally, defineP
We will show that this estimator of the edge probability matrix is consistent in ∞-norm.
D.3 Claims
There are two major components to the analysis. First, we show that, with high probability, each neighborhood N i\ j consists only of nodes i for which P i − P i ∞ < , with → 0 as n → ∞; The formal statement of this result is made in Claims 31 and 32 below. This is an extension of the analysis in [18] , where it is shown that the neighborhood N i consists only of nodes i for which 1 /n P i − P i 2 < , with → 0 as n → ∞. The procedure for proving this result parallels that of [18] , however, the modifications we make to the algorithmnamely, the deletion of a node from the graph -mean that the claims in that paper do not directly transfer. Much of the analysis consists of making the minor changes necessary to show that analogous versions of the claims in [18] hold for our modified algorithm.
The second part of the analysis uses concentration inequalities to derive the consistency result. In particular, Claim 33 shows that smoothing within neighborhoods produces an estimate of the edge probability matrix which is close within ∞-norm, provided that each neighborhood consists only of nodes which are sufficiently similar in the sense described above. Theorem 3 puts these two claims together to derive the main result.
The technical details of the analysis are in Appendix D.5. In particular, all proofs of the following claims can be found there.
D.3.1 Sample requirements
The analysis will require the notion of a block partition and ∆-refinement as defined in ?? and 11, respectively, both in Appendix C.1. If R is a block partition and x ∈ [0, 1], we write R(x) to denote the block R ∈ R which contains x. Some of the following results will include an assumption that there are "enough" samples in each block of a partition. We formalize this notion as follows: Definition 13. If S is an ordered set of random samples from the uniform distribution on the unit interval, and B is any block partition, we say that S is a ρ-dense sample in B if for any block B ∈ B,
If we fix any ρ and a ∆-block partition, a random sample S will be ρ-dense with high probability as the size of the sample n → ∞, as the following result shows:
Claim 28. Let B be a ∆-block partition. Let ρ < 1. Then with probability 1 − 2 ∆ e −2nρ 2 ∆ 2 , S is a ρ-dense sample of B. That is, for all B ∈ B simultaneously,
D.3.2 The adjacency column distance
In the previous section detailing our modified neighborhood smoothing algorithm, we introduced a distance d j (i, i ) between columns of the adjacency matrix. An equivalent definition for this distance which is easier to analyze is given below, where ∂ v M be the linear operator which replaces the v-th row and column of the matrix M with zeros.
This pattern -the maximum elementwise difference of normalized squared matrices -will reoccur in the analysis. We therefore define: Definition 14. Let M 1 and M 2 be n × n matrices. We define
A key observation in the analysis of [18] is that if A is sampled from P, then P(D(A, P) < ) → 0 as n → ∞. In our analysis, however, we will work with ∂ k A and ∂ k P, which are the adjacency and edge probability matrices with the kth row and column set to zero. We therefore have a slightly modified claim:
Claim 30. Let P be an arbitrary n × n edge probability matrix. Let C 2 > 0 be an arbitrary constant and suppose n is large enough that (C 2 +2) log n n ≤ 1. Then, with probability 1 − 2n −C 2 /4 over random adjacency matrices A sampled from P, for all k ∈ [n] simultaneously,
D.3.3 Composition of neighborhoods
Another key step in the analysis of [18] is that, with high probability, for any i in the neighborhood of node i,
We derive a similar result for our modified neighborhoods:
and let R be a ∆-refinement of B. Suppose S is a ρ-dense sample of R and let P be the induced edge probability matrix. Suppose A is an adjacency matrix such that D(∂ k A, ∂ k P) < for every k ∈ [n]. Pick 0 < h ≤ ρ∆, and construct for every pair i, j a neighborhood N i\ j as described above, including all nodes within the h-th quantile. Then for all i, j and any i ∈ N i\ j we have
Additionally, we prove that neighborhoods are composed of nodes whose corresponding columns of P are close in ∞-norm. This follows from the previous claim after leveraging the piecewise Lipschitz condition.
Claim 32. Let W ∈ W c B and let R be a ∆-refinement of B. Suppose S is a ρ-dense sample of R. Then for any ≥ 4ρ∆ 3 c 2 , if i j are such that
D.3.4 Main result
Intuitively, if every neighborhood N i\ j is composed of nodes whose corresponding columns of P are close in ∞-norm, and whose jth elements are statistically independent, we may apply a concentration inequality to conclude that the estimateP i j is close to P i j . The following claim makes this precise.
and let R be a ∆-refinement of B. Let S ∈ [0, 1] n be fixed, and let P be the edge probability matrix induced by S . Assume that with probability 1 − δ over graphs generated from P, that for all i j simultaneously, P i − P i ∞ < for all i ∈ N i\ j . Then with probability at least
We combine all of the previous claims to derive our main result.
. Let P be the random edge probability matrix arising by sampling a graph of size n from W according to the graphon sampling procedure, and denote byP the estimated edge probability using our modified neighborhood smoothing method. Then
D.4 Supplementary claims
The following claims will be used in the proofs of Appendix D.5, and are gathered here for convenience. The proofs of these claims are located in Appendix D.5 as well.
Claim 34. Let R 2 be a block partition. Suppose R 1 is a ∆-refinement of R 2 . If a S is a ρ-dense sample of R 1 , then it is also a ρ-dense sample of R 2 .
Claim 35. Let M be an n × n matrix with values in [0, 1]. Then for any distinct u, u , v ∈ [n],
Claim 36. Let M be an n × n symmetric matrix with values in [0, 1]. Then for any distinct i, j, k ∈ [n],
Claim 37. Let M be an n × n symmetric matrix. Then for any distinct i, i ∈ [n],
. Suppose R is a ∆-refinement of B. Let S = (x 1 , . . . , x n ) be a fixed sample. Fix ∆ > 0 and assume that |R(x i ) ∩ S | ≥ 4 for every i ∈ [n]. Let P be the edge probability matrix induced by S . Let A be an adjacency matrix, and suppose that A is such that D(∂ k A, ∂ k P) < for all k ∈ [n]. Then for all i j k simultaneously, 2d k (i, j) + 1 n + 4c∆ + 4 ≥ 1 n P i − P j . Fix a sample S = (x 1 , . . . , x n ) and let P be the induced edge probability matrix. Suppose that R is a ∆-refinement of B. Now suppose that nodes x i and x i are from the same R(x i ) for some i . Furthermore, suppose that A is an adjacency matrix with the property that D(∂ j A, ∂ j P) ≤ for all j ∈ [n]. Then for all j i, i ,
D.5 Proofs
Claim 28. Let B be a ∆-block partition. Let ρ < 1. Then with probability 1 − 2 ∆ e −2nρ 2 ∆ 2 , S is a ρ-dense sample of B. That is, for all B ∈ B simultaneously, |B ∩ S| n > (1 − ρ)|B|.
Proof. Let B be an arbitrary block in the partition B. Since B is a ∆-partition, the size of any block is between ∆/2 and ∆. Therefore there are at most 2/∆ blocks in B.
The membership of any given sample in B is a Bernoulli trial with probability |B| of success. Applying Hoeffding's inequality: P 1 n |B ∩ S| − |B| > < e −2n 2 . Choose = ρ∆. This gives P 1 n |B ∩ S| − |B| > ρ∆ < e −2nρ 2 ∆ 2 , which implies
Now, |B| ≤ ∆, so that for any arbitrary B it is true that P 1 n |B ∩ S| > |B| − ρ|B| < e −2nρ 2 ∆ 2 .
The result follows by applying a union bound over all blocks of the partition, of which there are at most 2/∆.
Claim 29. For any distinct i, i , j ∈ [n],
Proof. We start by applying Claim 38, which yields 1
Now we upper bound d j (i, i ). Since we have assumed that h ≤ ρ, at least a fraction h of the nodes are within i's partition in the refinement. Therefore the distance between any two nodes in the neighborhood is bounded above by the maximum distance between two nodes in this partition. This was computed in Claim 39, such that:
1 n P i − P i Proof. Suppose ≥ 4ρ∆ 3 c 2 . Define α = 4 /(ρ∆) and suppose that P i − P j ∞ > α. This implies that there exists a k such that |P ik − P jk | > α. Consider any k ∈ R(k). Then |P ik − P jk | = (P ik − P ik ) + P ik − (P jk − P jk ) − P jk = (P ik − P ik ) + (P jk − P jk ) + (P ik − P jk )
Since |x k − x k | < ∆ by virtue of being in the same block R(x k ), we have |P ik − P ik | ≤ ∆c. But by assumption, ∆ ≤ α/(4c). Therefore, |P ik − P ik | ≤ α/4. Similarly, |P jk − P jk | ≤ α/4. The last term satisfies |P ik − P jk | > α. Therefore the entire quantity must be at least:
> α/2.
Now consider
But, as established above, each term in the sequence is at least α/2, and so:
Since S is assumed to be a ρ-dense sample of R, there are at least ρ∆n elements in R(k). Therefore:
The claim follows from the contrapositive. and let R be a ∆-refinement of B. Let S ∈ [0, 1] n be fixed, and let P be the edge probability matrix induced by S . Assume that with probability 1 − δ over graphs generated from P, that for all i j simultaneously, P i − P i ∞ < for all i ∈ N i\ j . Then with probability at least (1 − δ) 1 − 2n(n − 1)e −2hnt 2 , max i j P i j − P i j < + t.
Proof. Consider an arbitrary ordered pair of nodes i j. The neighborhood N i\ j is a random variable, since it depends on the random adjacency matrix A. Define i\ j to be the amount by which our smoothed estimate computed using N i\ j differs from P i j :
i\ j = P i j − 1 N i\ j i ∈N i\ j A i j .
Note that i\ j is itself a random variable, and we seek to compute
where it will be assumed that˜ > . Denote by N i\ j the subset of 2 [n] consisting of all possible values of the neighborhood N i\ j over all graphs on [n] . Denote by N i\ j the subset of N i\ j consisting of neighborhoods with the property that that if i is in the neighborhood, then P i − P i ∞ < . Then P max i j i\ j <˜ ≥ P max i j i\ j <˜ ∀ i j, N i\ j ∈ N i\ j P ∀ i j, N i\ j ∈ N i\ j ≥ P max i j i\ j <˜ ∀ i j, N i\ j ∈ N i\ j (1 − δ).
We now lower bound the probability that an arbitrary pair u v is such that u\v <˜ . The result will then follow from a union bound. That is, we would like to compute, for arbitrary u v, the probability P u\v <˜ ∀ i j, N i\ j ∈ N i\ j = P u\v <˜ N u\v ∈ N u\v We decompose this quantity as a sum over all neighborhoods in N u\v :
We now claim that, conditioned on a particular neighborhood N, the random variables A u 1 v and A u 2 v are independent. We may then apply Hoeffding's inequality to conclude:
Where we have used the fact that there are at least hn nodes in the neighborhood N. By the assumption that |P uv − P u v | < for any u ∈ N, we have: We apply a union bound over all 2n(n − 1) ordered pairs to obtain:
Theorem 3. Let W ∈ W c B
. Let P be the random edge probability matrix arising by sampling a graph of size n from W according to the graphon sampling procedure, and denote byP the estimated edge probability using our modified neighborhood smoothing method. Then max i j
Proof. The mechanism of the proof involves a translation from the L 2 result of [18] to our desired L ∞ result.
To accomplish this, we will make use of two discretizations at different scales. First, define arbitrary constants α 2 , α ∞ > 0 and 0 < ρ < 1 such that ρ · α 2 >
We begin by showing that, with high probability, the neighborhood around node i contains only nodes i such that P i and P i are close in 2-norm, which will follow from combining Claims 31 and 30. We will use this result to invoke Claim 32, which says that, for i in the neighborhood of i, P i and P i are close in ∞-norm. This will in turn satisfy the assumptions of Claim 33, which shows thatP is close to P.
First, we combine Claims 31 and 30 to show that, with high probability, 1 n P i − P i 2 2 is small when i is in N i\ j . Fix an arbitrary constant C 2 > 0 and suppose that n is large enough that (C 2 + 2) log n/n ≤ 1. Then Claim 30 says that, with probability 1 − 2n −C 2 /4 over random adjacency matrices A generated by P, for all k ∈ [n] simultaneously, D(∂ k A, ∂ k P) ≤ (C 2 + 2) log n n + 6 n .
Using R 2 as the partition in Claim 31, we find that this implies that the adjacency matrix A is such that for any i, j and i ∈ N i\ j , 1
≤ 6cα 2 log n n + 8 (C 2 + 2) log n n + 53 n = 6cα 2 + 8 C 2 + 2 log n n + 53 n ≤α 2 log n n whereα 2 is an arbitrary constant greater than 6cα 2 + 8 √ C 2 + 2, and assuming that n is large enough that 53/n ≤α 2 − 6cα 2 + 8 √ C 2 + 2. Now we may invoke Claim 32 using R ∞ as the refinement of B. Define γ = max{α 2 , 4ρα 3 ∞ c 2 } and let = γ log n n . Then, from the previous result, for any i ∈ N i\ j , 1 n P i − P i and so we may use the claim to conclude that, with probability at least 1 − 2n −C 2 /4 over graphs generated from P, for all i, j ∈ [n] and any i ∈ N i\ j ,
. Now we may apply Claim 33. Let α t be an arbitrary constant, and choose t = α t log n n . The probability over all samples and graphs is therefore 1 − 2n −C 2 /4 1 − n 2−2hα t n log n 2/3 1 − 2α 2 n log n n −2α 2
