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A key step in solving X-ray crystal structures is to pro-
vide phases for the experimentally observed X-ray reflec-
tion amplitudes so that they can be used as coefficients in
a Fourier synthesis to obtain an electron-density map.
The various ways of doing this for macromolecules all
make use of phases from a known structure, either from
heavy-atom positions in isomorphous structures or from
a related macromolecule whose structure is known.
These methods can fall short of providing unambiguous
phase choices, leading to substantial delays in solving
structures. Poor initial phases can also lead to mistaken
interpretations that are hard to rectify because automatic
refinement programs reinforce any 'model bias'.
The phase problem thus remains an exciting intellectual
challenge with substantial practical importance. Interest
has begun to focus on using statistical coupling patterns
between structure-factor vectors to determine phases
from the amplitudes themselves. These so-called 'direct'
methods make structure determination nearly automatic
for small molecules, but are generally considered too
weak to be relevant for macromolecular crystallography.
Recent progress supports a much brighter outlook.
Work in this area began in 1984, when G6rard Bricogne
established a new mathematical basis for direct phase
determination by bringing to light a connection between
joint probability distributions of structure factors in recip-
rocal space and maximum-entropy distributions of atomic
positions in real space [1]. He outlined how the elements
of classical direct methods could all be significantly
improved by making use of this fundamental reformula-
tion. Subsequent papers showed that maximum-entropy
distributions provided an optimal formalism for exploit-
ing all conventional sources of phase information [2-4],
and described more explicit algorithms for direct phasing
of macromolecular structures [5]. Applications of these
methods to macromolecular structure determination have
recently shown considerable potential for assisting diffi-
cult phase determinations, so it is useful to summarize the
methods and describe the applications here.
A Bayesian paradigm
The intuitive content of the method is rooted in the fact
that strong Bragg reflections modulate the distribution of
atomic positions away from uniformity, in a way that
depends on the phases of these strong reflections. The
most conservative representation of this modulation is the
maximum-entropy distribution of atomic positions com-
patible with the strong phased structure factors, which are
referred to as a 'basis set'. This modulation has an impact
on the expected distribution of the structure factors for
the remaining reflections, which can be expressed in
closed form, i.e., by a mathematical equation relating
them to the structure factors of the maximum-entropy
model. Distinct phase choices for the strong reflections
can then be ranked by comparing predicted and observed
distributions for the amplitudes of the other reflections. In
essence, one can make successive changes to the trial
phases of a basis set of strong reflections and then use the
observed amplitude data outside the basis set to gauge the
validity of each choice of trial phases. The process is one
of Bayesian statistical inference, and its essential features
can be illustrated by a metaphorical 'phasing tree' (Fig. 1).
Fig. 1. Schematic diagram of the Bayesian paradigm for direct
phase determination. 'Nodes' are defined by the maximum
entropy distributions, qME(x), derived from the corresponding
basis set of reflections, partially known structure, and/or molecu-
lar envelopes. Branching is much more extensive than suggested
here, but two scores - the entropy or girth of the trunk or branch
and the log-likelihood gain, illustrated by the arrows - allow
efficient pruning and guide progress towards a structure solution.
Successive 'nodes' of the tree are defined by increasing
numbers of basis set reflections, {H}, with assumed
phases. Evaluating the probability of the phases attached
to each node requires the calculation of the distribution of
atomic positions, qME(x), having maximal entropy under
the basis set constraints for that node. In the process, basis
set information gives rise to a conditional probability
distribution for both amplitudes and phases of reflections,
{K}, outside the basis set. This conditional distribution is
the cornerstone of the method. It is used in two different
ways. The first is to calculate centroid structure factors in
K by combining the observed amplitudes with the max-
imum-entropy phases and Sim-like weights. These
Fourier coefficients are used, together with the phased
structure factors in H, to calculate a 'centroid' electron-
density map, optimized for the given basis set, for in-
spection and possibly for interpretation. Second, the
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conditional distribution can be integrated over the phases
to calculate a likelihood criterion as the marginal proba-
bility of the observed amplitudes in K. (Details can be
found in the literature cited above and in reviews [6-9].)
The quality of the phase determination can be moni-
tored with two statistics derived from qME(x) and its
structure factors. On the one hand, the entropy of
qME(x), illustrated by the girth of a trunk or branch,
measures the number of potential structures retained
within the current node. Entropy maximization is a
safety measure, keeping under consideration all structures
compatible with the current basis set. On the other
hand, the log-likelihood gain (LLG) measures whether,
and by how much, the bias induced by basis set reflec-
tions is a better predictor of the observed, but unphased,
amplitude data than is the uniform distribution of atoms.
The entropy and LLG support decisions for pruning the
phasing tree before it grows too bushy to manage by pro-
viding relative scores for the progeny from a given node.
These scores, often based on the LLG by itself, provide
crucial criteria for pursuing new phases along any par-
ticular branch, as indicated by the thickness of the
forward-pointing arrows in Fig. 1.
Four different kinds of nodes are distinguished in Fig. 1,
to give some of the flavor of the Bayesian paradigm. The
root node is the starting position. For ab initio phasing,
the root node basis set includes only those reflections
whose phases can be chosen arbitrarily because these
choices determine, for example, the origin and enantio-
morph. In recent applications to unsolved protein struc-
tures, the starting basis sets included a substantial fraction
of experimentally determined phases. As the basis set
grows, phases are developed for new strong reflections
and the second type of node, the branching node,
appears. For these nodes several branches, representing
different choices for a small number of new phases, must
be retained because their scores are similar enough to
preclude reliable choices between them. Branching can
also occur with respect to other hypotheses about the
structure, including definition of the molecular envelope.
Branches representing incorrect choices eventually
develop sufficient inconsistency with the remaining
unphased structure-factor amplitudes that their scores
plummet and a third type of node, the dead-end node,
appears. None of the branches from a dead-end node has
a sufficient LLG to justify further growth. In the end, a
node appears that predicts overwhelmingly the remaining
structure-factor amplitudes outside the basis set. This,
final node is ultimately the solution to the phase problem.
Progressing from node to node towards a structure solu-
tion requires that new phased reflections be added to the
basis set, and this is usually done by comparing the scores
of parallel nodes generated by a process called phase per-
mutation, in which new reflections are given different
combinations of phase values. Suitable choices must be
made to identify those new reflections most likely to
complement and enhance the basis set. The key element
in making this choice is a cosine law approximation to
the distance between the extrapolated and observed
structure-factor vectors, called the re-normalized struc-
ture-factor amplitude [4]. Large re-normalized ampli-
tudes typically occur for intense reflections outside the
basis set for which there is little or no maximum-entropy
extrapolation. Such reflections are not strongly coupled
to the current basis set, so focusing on them tends to
recruit the most useful new information. Complement-
ary criteria, based on the actual coupling patterns, have
also been developed by Bricogne [5].
The space representing all possible phase choices for the
permutation must then be sampled efficiently, but reliably
enough to support decisions on the basis of likelihood
scoring. This is a quintessential factorial design problem,
and elegant sampling and analysis solutions exploiting the
periodicity of phases arise from the mathematics of error-
correcting codes [5]. Scores from a sampled permutation
experiment can also be compared using the Student's
t-test to obtain the significant phase choices [5,10].
Maximum-entropy methods have been partially imple-
mented for macromolecular applications. Two computer
programs - Chris Gilmore's MICE (Maximum Entropy
in a Crystallographic Environment) [11] and Grard
Bricogne's BUSTER [5] - will carry out constrained
entropy maximization and supervise expansion and prun-
ing of phasing trees. Neither program is available yet for
general distribution, but this may change. The overall
behavior illustrated in Fig. 1 has been verified repeatedly
with MICE for small molecules, powders and electron
crystallography, and ab initio phasing of known small pro-
tein structures using BUSTER has been promising [5].
Using the Bayesian paradigm to help solve difficult
structures
Initial results with unknown protein structures are also
impressive. Joint imposition of maximum-entropy and
solvent-flatness conditions leads to substantial map
improvement by two different algorithms, including one
procedure called maximum entropy solvent flattening
(MESF) [11,12] and another that has not been described
in detail [13-15].
The real promise of these methods, however, lies in their
ability to use the native amplitudes to determine new
phases directly, by the Bayesian process of hypothesis
generation, likelihood scoring and statistical testing. Two
recent structure determinations illustrate how using
MICE in this way can transform otherwise unsolvable
structures into solved ones. The first of these was Bacillus
stearothermophilus tryptophanyl-tRNA synthetase (TrpRS)
[10,16]. The phase problem, intensified by a serious loss
of isomorphism upon derivatization, was ultimately
solved using isomorphous (selenium-sulfur) differences
between native and selenomethionyl-TrpRS. MESF
alone was unsuccessful because of phase errors in the
starting basis set. Strong, unphased reflections were there-
fore identified and their phases permuted according to
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full and incomplete factorial sampling designs [17].
Nodes were scored using the LLG, and phase indications
were then estimated jointly for all permuted reflections
by least squares with t-testing. A similar permutation was
carried out for five different binary choices of how to
calculate and describe the molecular envelope. The
resulting phase improvement made it possible to locate
nine out of ten selenium atoms in an isomorphous differ-
ence Fourier map and thereby incorporate these iso-
morphous differences into the final experimental phase
determination.
The combined multiple isomorphous replacement with
anomalous scattering (MIRAS) phases produced a map
with a clearly defined solvent boundary and secondary
structures, but with poor continuity and side-chain defi-
nition (Fig. 2a). MESF, permutation of seven more
phases, and phase recombination produced a signifi-
cantly improved map (Fig. 2b) in which all main-
chain atoms and virtually all side chains have well-
defined density, and which closely resembles the final
{2 Fobs l-J Fcalc I calc} map (Fig. 2c).
Human chorionic gonadotropin (HCG) [18] provided a
second example of crucial map improvement by phase
permutation. This fascinating structure consists of two
interwoven subunits with very similar antiparallel 3-sheet
structures whose interior cores are crosslinked by five and
six disulfide bonds, respectively. As disulfide and main-
chain directions were nearly indistinguishable, map inter-
pretation involved a very large number of potential
ambiguities in the part of the structure that normally
provides the most confident tracing (Fig. 3a). Tracing the
chain correctly therefore required unambiguous connec-
tion of surface loops, normally the least confident part
of the map. Conventional solvent flattening of the
MIR map failed to define the surface loops (Fig. 3b).
Application of MESF again provided insufficient map
improvement, so phases were permuted for seven reflec-
tions with large re-normalized structure-factor ampli-
tudes. The resulting phase choices improved the density
of surface loops sufficiently to permit an unambiguous
chain tracing and refinement of the structure (Fig. 3c).
An encouraging aspect of these two case studies is how
few reflections were necessary to overcome otherwise
difficult problems. For TrpRS, 35 reflections were phased
directly. Of these, 28, including one basis set reflec-
tion whose incorrect phase led to a large re-normalized
structure-factor amplitude, were phased prior to locating
the selenium atoms. Seven others, phased to improve the
best MIRAS map (Fig. 2a), were responsible for some of
the improvement between the maps in Figs 2a and 2b.
Post hoc comparison with phases from the refined model
showed that all three centric reflections were phased
correctly, and that the mean phase error for four acentric
reflections phased by quadrant permutation was 27° .
The incomplete factorial design thus provided surpris-
ingly accurate interpolation between the four sampled
phase values. Only one permutation was done for HCG,
Fig. 2. Electron-density maps from the tryptophanyl-tRNA syn-
thetase (TrpRS) phase determination. (a) The best experimental
(MIRAS) map, calculated with phases based on a gold-mercury
double derivative, a lead acetate derivative, and isomorphous
differences from selenomethionyl-TrpRS. Main-chain continuity
is lacking in many regions. (b) The centroid map after MESF and
direct phase determination for seven intense reflections for
which the experimental phases were unreliable. (c) The final
{ 2Fobs -iFcac 4cac} map. Maps in (b) and (c) are virtually
indistinguishable. (Reproduced from [10] with permission.)
without trying to identify incorrect basis-set phases.
Nevertheless, adding seven new reflections to the basis set
with phases inferred from likelihood scoring improved
side-chain density in crucial regions of the map.
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Fig. 3. Electron-density maps from the human chorionic
gonadotropin phase determination (kindly provided by
A Lapthorn and N Isaacs). (a) The best experimental map. (b)
The map following conventional solvent flattening. (c) The map
after MESF and direct phase determination for seven intense
reflections. Only this map shows the continuity of the surface
loop in the upper right.
These successes were achieved working with difficult
structures for which conventional methods had failed
to provide interpretable maps. Thus, they confirm the
relevance to macromolecular crystallography of the
theoretical principles and computational procedures
developed by Bricogne. The central tools of the Baye-
sian paradigm - using maximum entropy as the basis
for joint probability distributions, maximum-entropy
extrapolation as the basis for likelihood scores and for
identifying the most important missing phase informa-
tion, and sparsely sampled factorial designs - all func-
tion as predicted, even with moderate resolution (3.0 A)
data. The work to date represents only the first steps
towards use of the Bayesian paradigm in the more chal-
lenging contexts envisioned by Bricogne. Future appli-
cations should benefit a wider group of macromolecular
crystallographers and may ultimately permit ab initio
phase determination.
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