In this work, we propose an efficient method for solving box constrained derivative free optimization problems involving high dimensions. The proposed method relies on exploring the feasible region using a direct search approach based on scaled conjugate gradient with quadratic interpolation models. The extensive numerical computations carried out over test problems with varying dimensions demonstrate the performance of the proposed method for derivative free optimization.
Introduction
Many real world optimization problems are formulated as
where f : R n → R is a nonlinear function, and Ω = {x ∈ R n : l i ≤ x i ≤ u i , i = 1, . . . , n}. In many cases, the gradient information required to solve the optimization problem is either unavailable or too expensive to compute using the standard approaches. Such problems are categorized under the purview of box constrained derivative free optimization (DFO) , and usually arise due to complex simulations or physical experiments where cost of computing the function value is fairly high. The main objective of the algorithms applied for solving these problems is to obtain the optimum while being highly frugal over the number of function evaluations. Hence, gradient based approaches using finite differences or automatic differentiation and metaheuristic methods are often ineffective in this domain because of high cost of function evaluations. Further, the presence of noise or nonsmooth function nature poses additional limitations.
Two fundamental classes of algorithms [1, 2] for solving derivative free optimization problems with guaranteed convergence to local optimum or Clarke-Jahn stationary point [3] (for nonsmooth cases) include the direct search and trust region methods. Direct-search methods [1] explore the feasible search space by generating new points satisfying some conditions like well poisedness. These conditions are needed to ensure the proper exploration of search space around the current iterate. These methods generally comprise of three steps: a search step to explore the space for better solutions, a poll step to ensure convergence to some stationary point, and subsequent parameter update. Mesh adaptive direct search (MADS) [4, 5] is a well known direct search approach. MADS was designed to address derivative free optimization problems which have nonsmooth nature to a large extent, and sometimes, have hidden constraints. It generates a set of directions which, when rounded to hypothetical mesh (integer lattice), are dense on unit sphere. For handling constraints, the application of the extreme barrier approach [4] has been suggested. Vicente and Custódio [6] proposed a replacement for the integrality requirements of direct search methods like MADS and suggested a condition of sufficient decrease in the function value during the poll step. This line of approach was further extended [7] to handle constraints using projected line search and penalty approach. Since these algorithms do not rely on the function nature, they are quite robust and have the additional advantage of parallel implementation [8] [9] [10] . However, because of their inability to explore and utilize the curvature information, they often require large number of function evaluations for convergence. Further, direct search methods [11, 12] using simplex gradients have been proposed, but their use was limited to reordering the poll directions instead of enhancing the search step.
The other prominent method for derivative free optimization involves the trust region approach where the curvature information about the function is utilized by building models over the explored points. In this approach, a chosen model is fitted across already evaluated points at each iteration to obtain a close approximation to the original function. The ability to capture approximate curvature information in trust region approach is attributed for providing fast solutions to derivative free optimization problems. Several algorithms utilizing models based on quadratic [13, 14] , kriging [15, 16] and radial basis function [17, 18] have been proposed. Notably, these algorithms require less function evaluations than direct search methods when the underlying function is well behaved. The effectiveness of these algorithms for solving smooth, piecewise-smooth and noisy problems in derivative free optimization is outlined in [19] . These approaches, however, are sequential in nature and their performance is affected when the function lacks good structural properties. Recently, approaches [20] [21] [22] based on the blending of quadratic models with direct search methods have been reported which utilize the curvature information of the function to find a better solution. However, when the function lacks a good structure, these methods revert to direct search.
Many optimization problems in practice involve large number of variables, and solving them under derivative free conditions poses significant challenges. Such problems usually have a large number of local optima and lack good structural properties. Consequently, finding global optimum for these problems is generally unrealistic and non-trivial because of substantial number of function evaluations needed. Also, these problems are often plagued with noise (stochastic or non-stochastic) which generally leads to high and low frequency oscillations [19] ; for instance, solving a differential equation with multiple parameters to a specified accuracy. Further, presence of even simple constraints like bound ones, introduces additional limitations and increases the overall complexity of the problem. Thus, a good local optimization algorithm which can provide sufficiently good solutions with a small computational budget is desirable. Further, the required algorithm should have the ability to exploit certain structural properties such as convexity and smoothness, wherever possible, in order to enhance its speed and accuracy.
In this work, we propose an elegant approach based on direct search for solving box constrained derivative free optimization problems. In the proposed approach, we suggest a new strategy for integrating the quadratic models into direct search framework to achieve high performance due to the synergy of curvature information retrieval ability of quadratic models with search directions provided by scaled conjugate gradient. The structure of the paper is as follows. In section 2, we give an overview of few definitions required for proving convergence results. In section 3, we provide background information about direct search, quadratic models, simplex gradient and scaled conjugate gradient. In section 4, we outline the proposed approach and discuss convergence proofs. We report our numerical results in section 5 followed by conclusions in section 6.
Notation and definitions
For vectors u, v ∈ R n , we define max{u, v} = x and min{u, v} = y where x, y ∈ R n such that x i = max{u i , v i } and y i = min{u i , v i } for i = 1, 2, . . . , n. Let Ω = {x ∈ R n : l i ≤ x i ≤ u i , i = 1, . . . , n}. We denote a ball with center c ∈ R n and radius r ∈ R + as B(c, r). We now present few definitions and lemmas from [7] , which are required for proving convergence results.
Definition 1. For a point x ∈ Ω, cone of feasible directions D(x) is defined as:
where y ∈ Ω and y + td ∈ Ω. Also,x ∈ Ω is a Clarke-Jahn stationary point for f if
Definition 4. Let D = {d k } K be a sequence of normalized directions where K is a set of indices i.e. [7] in B(0, 1).
Background

Direct Search
A typical direct search iteration is composed of following steps:
Search
Step: In this step trial points are generated using some user defined approach. Implementation of problem specific procedures in the search step can greatly enhance the performance of the algorithm. Literature suggests the use of approaches like variable neighbourhood search [23] , quadratic models [21] , and Treed Gaussian Process (TGP) [16] in the search step of MADS. If a new point with function value better than incumbent solution is found, the search step is declared as successful.
Poll
Step: Unlike the search step, this does not offer any flexibility, but ensures the convergence to a local optimum. In this step, finite number of new directions are constructed to create new trial points at each iteration. These directions are in fact vectors of some positive basis (different at each iteration) and the distance of generated trial points is bounded above by a poll size parameter. The set of such directions generated over infinite iterations, when normalized, are required to be dense on the unit sphere. If any of the trial points along these directions has function value better than the incumbent solution, then poll step is termed as successful.
Parameter Update: If poll step is successful then the poll size parameter is either increased or kept constant but in case of failure it is reduced by some positive factor τ where τ > 1. A systematic reduction of poll size parameter by a positive factor during consecutive poll step failures and the choice of different positive basis at each iteration for direction generation ensures convergence to some local optimum.
Generation of directions
An important component in the poll step procedure of direct search is the generation of directions which, after normalization, are dense on the unit sphere. These directions are generated from a positive spanning set using approaches based on n + 1 equiangular directions [24] in R n and 2n orthogonal directions [5] in R n . The dense set however, is generated by rotating these directions along a new direction at each iteration. This new direction can be generated using Halton sequence [25] , Sobol sequence [7, 26] , simplex division approach [27] or random operation [4] . Rotation along these directions can be carried out using Householder transformation [28] .
We now give a brief overview of quadratic models, simplex gradient and scaled conjugate gradient which will be needed for the design of our approach.
Quadratic Models
Consider a sample set Y of p + 1 interpolation points i. e. Y = {y 0 , y 1 , . . . , y p } and a polynomial basis φ of degree less than or equal to 2 in R n . So φ can be expressed as natural basis of monomials i.e.
where
is the number of elements in the polynomial basis. A quadratic model m(y) = α T φ(y) built over the set Y should satisfy the interpolation condition:
, set of function values of points in Y and
Based on the number of sample points p + 1 and q, there are three possible scenarios for solving the above system of linear equations 4:
1. When p > q, we have overdetermined system which can be solved in least squares sense i.e.
2. When p = q, we have determined system which can be solved directly.
3. When p < q, we have underdetermined system.
In practice, the first two scenarios rarely occur for large dimension problems because of limited function evaluation budget. Accordingly, there exist infinite possible solutions to the underdetermined system. A possible solution can be derived [1, 20] by using Minimum Frobenius Norm (MFN). For underdetermined case, it was shown [1] that the error between f and m, and between ∇f and ∇m is upper bounded by terms dependent on the norm of the Hessian of model m. Hence, a model m with least Hessian norm, is desirable. The elements of Hessian, which are essentially quadratic terms of α, can be minimized by building models based on MFN. So, bifurcating α into linear terms α L ∈ R n+1 and quadratic terms α Q ∈ R nQ where n Q =
. . x n−1 x n }. The solution α is then obtained by solving the optimization problem:
The quadratic minimization problem reduces to solving a linear system
The linear term α L is obtained directly by solving above linear system while quadratic term α Q is obtained by computing
Simplex Gradient
A sample set Y = {y 1 , . . . y q } of q points in R n such that they all lie within a ball B(y 0 , ∆) of radius ∆ ∈ R + with center y 0 ∈ R n , is said to be poised [11] if rank(Y ) = min{n, q}, or Y has full column rank. The simplex gradient [11, 29] ∇ s f (y 0 ) of f at y 0 is the solution to the linear system
T . If q > n, then the simplex gradient is obtained by solving a least square problem to above system. The error between a simplex gradient and actual gradient is upper bounded by ∆ [11] such that
where, η eg is some constant dependent upon Y and ∆. Simplex gradients are, in a broad sense, linear models for interpolation.
Scaled Conjugate Gradient
Conjugate gradient algorithm [30] is a prominent approach for solving nonlinear optimization problems.
For our work, we use a particular variant [31] of the conjugate gradient approach. For minimizing a nonlinear function f (x) with a known initial point x 0 , this algorithm generates a sequence of points x i such that:
where α i is a positive step size obtained by line search along d i ∈ R n direction and g i = ∇f (x i ) is the gradient of f at x i , and s i = x i+1 − x i . θ i+1 is a matrix or scalar parameter and β i is a scalar. A value for β i [32] in terms of θ i+1 , s i and y i = g i+1 − g i is:
Theory
We now state our method for solving box constrained derivative free optimization problems, which is composed of novel poll step and search step methods.
Poll Step
Our poll step comprises of following steps:
Handling Box Constraints: We use extreme barrier approach [4] to handle the box constraints. In this approach, if an infeasible point is encountered then its function value is set to infinity. However, for practical purposes, we assign a large value to f (x) for e.g. 1.79 × 10 308 .
Equiangular Directions:
We generate a set Y 0 of n + 1 equiangular directions about the origin. These directions are later translated along to current iterate x k to create a new set Y k .
Sufficient Decrease and Parameter Update: New trial points are generated along the equiangular directions, translated to incumbent solution x k and scaled appropriately to direct search radius r k , where r k is upper bounded by poll size parameter ∆
Poll step is considered successful if there is a sufficient decrease in function values at these points compared to f (x k ) i.e.
where function γ : R + → R + is defined as γ(r) = ρr 2 and r k is the direct search radius at iteration k. ρ is a positive scalar parameter such that ρ < 1.
In the event of failure of poll step, ∆ p k is scaled down to
Rotation of directions:
If the poll step is unsuccessful, a new direction u k is generated using Halton sequence. A new set Y k+1 of n + 1 equiangular direction vectors are generated by rotating the directions in Y 0 using Householder transformation to contain the direction u k . The rotation of minimal positive basis using Householder transformations was first suggested in Alberto et al. [24] . This is accomplished by a matrix vector multiplication i.e.
and matrix H k ∈ R n×n is given by:
These directions are then scaled to length r k+1 and new trial points are generated along them.
Subsequently function values are evaluated at them and checked for sufficient decrease condition mentioned in Eq.(12).
Algorithm 1 terminates whenever the sufficient decrease condition is satisfied returning the best point and direct search radius.
Search Step
Our approach consists of following important steps:
Step: We build a quadratic model around the trial points and the incumbent solution x k , generated in poll step. This includes all points generated during consecutive failures of poll step about x k . Least squares or MFN models are chosen based on the number of points available. If Hessian of the quadratic model is positive definite, we compute its unique minima y k by solving a linear equation. If the new minima is infeasible i.e. outside the bound constraints, we try to obtain a new solution by carrying out line search along y k − x k such that its solution lies within the bound constraints. If Hessian of the model is not positive definite, no attempt is made to compute its minima.
Simplex Gradient: We compute the simplex gradient ∇ s f k around x k . We include all available feasible points within a ball of radius ∆ p k and center x k . If number of points are greater than n + 1 then it is computed in the regression sense i.e. by solving a least square problem. We evaluate function value at the point say x g , in the direction −∇ s f k , at a distance ∆ p k from x k . Vicinity Search: We sort all the points in the last poll step according to their function values in ascending order. We choose first l points from the list. Now we take the average of these points with the point having best function value. We generate l points along directions from x k to these averages such that their distance from x k is r k and evaluate function values at them.
The incumbent solution x k , direct search radius r k , 0 < ρ < 1, τ l > 1, poll size parameter ∆ p k and threshold ǫ > 0. 3: A generated set Y 0 of n + 1 equiangular directions of unit length about origin. 4: while r k > ǫ do 5: Translate directions in Y 0 with x k to create Y k i.e. set y i ∈ Y k as y i = y i + x k for i = 1, . . . n + 1.
6:
Compute the set of n + 1 points A k = {x 1 , . . . , x n+1 } along these directions, and scale them such that they lie on the ball B(x k , r k ) where is r k ≤ ∆ p k .
7:
Evaluate function values at these points. Set f (x) = ∞ if x / ∈ Ω.
8:
if Sufficient decrease condition 12 is satisfied then 9:
RETURN: Best point argmin xi∈A {f (x i )}, poll step radius r k and ∆ p k .
10:
Using Halton sequence generate a new direction u k .
12:
Using Householder transformation equation 13 rotate the equiangular directions of set Y 0 about u k .
13:
Let Y k be the set of these directions.
14:
end if 17: end while 18: if r k < ǫ then
19:
Stationary point achieved.
20:
Terminate.
21: end if
Scaled Conjugate Gradient Step: Let x b be the point with best function value at iteration k. Then compute the positive semidefinite matrix θ = −
. We now compute β from equation 11 and corresponding new search direction for conjugate gradient. We then carry out a line search along the new direction inside the feasible region Ω to obtain a point with better function value.
Final Algorithm
As the algorithm is constituted of Scaled Conjugate Gradient (SCG) and direct search (DS) for solving box constrained (BC) DFO, we name our algorithm as BCSCG-DS. We now summarize our approach BCSCG-DS in Algorithm 2.
For practical purposes, the termination criteria for Algorithm 1 is generally set to the budget on the number of function evaluations.
We will now give some results required to show the convergence of the proposed algorithm to some Clarke-Jahn stationary point.
Lemma 5. Number of function evaluations done during the search step of Algorithm 2 is finite.
Proof. Search step is activated when poll step is successful. So there exists α k ∈ R + and d k ∈ R n such that
k where x k is the current incumbent solution. The next step requires the use of quadratic model over the points generated during the latest poll step, and it requires at most one new function evaluation. As per the construction of algorithm, vicinity search too requires finite number of function evaluations. Next step involves the computation of simplex gradient and one function evaluation along the direction opposite to it. In case negative of gradient is a descent direction, scaled conjugate gradient method is evoked which uses a line search. In case it is not a descent direction, algorithm follows a greedy approach and does line search along some descent direction, which is necessarily present since the last poll step was successful. Line search is done using Brent algorithm, which by construction, is restricted to finite number of iterations or function evaluations. Thus all intermediate steps involved during the search step require finite number of function evaluations.
We define [x + αd] [l,u] = max{l, min{u, (x + αd)}} where x ∈ R n , d ∈ R n , α ∈ R + and l and u represent lower and upper bound on x i.e. l i ≤ x i ≤ u i for i = 1, 2, . . . , n. Let t ∈ N ∪ {0} and τ β ∈ R such that τ β ≥ 1. Also, let α be the steplength such that x + αd ∈ Ω and f (x + αd) ≤ f (x) − ρα 2 . Let us define projection parameter β ∈ R as:
Algorithm 2 BCSCG-DS algorithm 1: Initialization: 2: Set x 0 ∈ Ω as the center or starting point.
Do Poll Step using algorithm 1.
10:
Begin Search Step 
Fit a quadratic model m over all feasible points generated during the current poll step.
14:
If hessian of m is positive definite then find its minima y k .
15:
If y k /
∈ Ω do line search along y k − x k to find a good feasible solution
16:
Update the best point x b .
17:
end if
18:
Vicinity Search
19
:
Collect all previous evaluated feasible points within the ball B(x k , r k (1 + ǫ 2 )).
21:
Compute simplex gradient "∇ s f " at x k from these points using linear system 8
22:
Compute point x g along −∇ s f such that x g − x k 2 = r k and add it to set A k 23:
Set x g = x b .
25:
26:
Sort the points in A k in ascending order of their function values.
27:
Select first l points. Let their set be V .
28:
Compute the average of best point x b with points in V and store them inV .
29:
Evaluate function values for points inV and update the best point x b .
30:
Scaled Conjugate Gradient
31:
Compute matrix
Evaluate a new direction using equations (10) and (11).
33:
if The new direction is descent then
34:
Do line search along it within the box constraints.
35:
Do line search along x b − x k within the box constraints. Update the best point x b and set center to best point i.e. x k ← x b 45:
Clearly, β ≥ 0 and η ≥ 0 since α > 0, and are related as
Lemma 6. At any iteration k of Algorithm 2, projection parameter β k and extended projection parameter η k are finite.
Proof. Let us assume that β k and thus t β to be not finite. Since Ω is compact, from Weierstrass theorem, there existsx ∈ Ω such thatx = arg min x∈Ω f (x) and f (x) > −∞. Since ρ > 0 and τ β ≥ 1, there exists
which is a contradiction, sincex is the minimum. So, t β and hence β k are finite. Similarly, from equation 16 we have η k to be finite. 
where β k and η k are projection parameter and extended projection parameter at iteration k.
Proof. Let P 1 be the sequence of iterations of Algorithm 2 during which poll step parameter is increased i.e. ∆ where τ l > 1. Now, by construction of algorithm, P 1 ∪ P 2 cannot be a finite sequence. From lemma 5, all intermediate directions and step lengths during the search step can be replaced by a single direction and step length. Following two situations arise:
Case-1: P 1 is infinite: From sufficient decrease condition of Algorithm 2,
Since Ω is compact and f is continuous, from Weierstrass theorem, we have 
Case-2: P 1 is finite: Clearly P 2 is a infinite sequence. Let |P 1 | = s where s ∈ N ∪ {0}. So, for k > s,
Since τ l > 1, we have lim η k = 0.
We now define a lemma from [7] [see lemma-2.6].
Lemma 8. Let {x k } P , {d k } P and {α k } P be some sequences with P ⊆ N being their subset of indices such that
Further, let us assume that there exists a subsetP ⊆ P such that lim k→∞,k∈P
. there exists m ∈ N such that for all k > m, 
We now prove the result using contradiction, by assuming the existence of some directiond ∈ D(x)∩B(0, 1) such that lim sup y→x, y∈Ω
Let η k be the extended projection parameter at iteration k.
. Now by lemma 7, we have lim 
for k > m. Let L be the Lipschitz constant of f . Now, lim sup
where the last inequality follows from 23. Now, from lemma 8, we have
which is a contradiction to our assumption 22. Thus,x is a Clarke-Jahn stationary point for f .
Numerical Results
We performed a comparative testing of our method BCSCG-DS with the state of art solver Bobyqa [33] , which is fast and has the ability to handle high dimensional problems. We compared the algorithms on the basis of number of function evaluations required to reach some local optimum within the given budget. For Bobyqa, we set RHOBEG= 0.2, RHOEND= 10 −6 , WORKSPACE= 10 8 and other parameters to their respective defaults. The computational budget option MAXFUNC was set to 40(n + 1) function evaluations.
We implemented our algorithm BCSCG-DS in C using gcc compiler(version 4.9.2). For performing the linear algebra computations, we used BLAS and LAPACK library [34] . The tolerance i.e. minimum allowed poll size parameter was set to 10 −6 and computation budget set to 40(n + 1). We set the initial poll size ∆ p 0 and direct search radius r 0 to 0.1 min i=1,...,n {u i − l i } and scalar parameter ρ to 0.25. The parameter ǫ 2 is set to 0.01. For the vicinity search, we chose l = ⌊0.1n⌋ points. We used Brent algorithm for performing line searches for which we set the maximum iterations to 20 and the tolerance to 10 −5 . Our test suite comprised of two classes of box constrained optimization problems: noisy smooth problems and noisy piecewise-smooth problems taken from the set of least square problems reported by Lukšan et al. [35] , who outline a diverse collection of problems. We considered 55 least square problems to test the effectiveness of our proposed approach. Table 4 consists the list of least square functions considered for our computational experiments. The lower and upper bound on each variable for entire test collection was set to −50 and 50 respectively. We now state the approach of generating piecewisesmooth problems from least square problems and adding noise to them as suggested in [19] . A typical least square problem is of the form:
where f i : R n → R for i = 1, . . . , m is a continuous function. The piecewise-smooth problems were generated from least square problems by modifying each individual term in least square function with its absolute value i.e.
For adding the noise, we first define a cubic Chebyshev polynomial U 3 as
where α ∈ R. Let ψ : R n → [−1, 1] be a function defined as
where ψ 0 (x) = 0.9 sin (100 x 1 ) cos (100 x ∞ ) + 0.1 cos ( x 2 ) (28) is a continuous and piecewise continuously differentiable with 2 n n! continuously differentiable regions. We define the noisy problem f (x) for the smooth case as (29) and piecewise smooth case as
where ǫ f is the relative noise level. For our experiments, we set ǫ f = 10 −3 as suggested in [19] . Since performance of algorithms is affected by the dimension of the problem, we studied each problem for large dimensions with magnitude 200, 250 and 300. Hence, around 165 smooth and 165 piecewisesmooth problems were studied. In order to remove the effects of starting point on the algorithm, we generated 10 different feasible starting points for each problem and inference was drawn on the basis of their median. Performance of a method is dependent on the final solution and the amount of function evaluations needed to achieve it. We define normalized function evaluations as a multiple of n+1 function evaluations. In our comparison, a method is considered to have better performance if it computes a lower function value within the computational budget of 40 normalized function evaluations i.e. 40(n + 1) function evaluations.
Performance Profiles
For comparative analysis, we computed the performance profiles [19, 36] , which are frequently used for quantitative assessment of derivative free optimization solvers. Let P be the collection of test problems and S be the set of solvers or algorithms under consideration. For a particular instance of a test problem, let x 0 be the starting point for all the solvers and f (x 0 ) be its corresponding function value. Let the optimal solution obtained by a solver s ∈ S within the given computational budget be f * s . Then, the convergence condition for the solver s is defined as:
where 0 < τ ≤ 1 is a user defined tolerance and f * L = min{f * s : s ∈ S} is the minimum function value obtained by any solver. Let the performance measure for a solver s ∈ S for a particular problem instance p ∈ P be w s,p which can be the amount of time taken or the number of function evaluations performed by the solver to obtaining the result. In this work, we consider w s,p to be number of function evaluations done. Then, the performance of a particular solver s with respect to the best solver, on a given problem instance, is given by performance ratio which is defined as:
For a solver s which is unable to satisfy the condition 31, we set ν s,p = ∞. The performance profile for a solver s ∈ S, is defined as the fraction of problems solved with respect to an upper bound α on ν, i.e.,
Performance profiles illustrate the relative performance of solvers, on the given problem set. Thus ρ s (1) represent the fraction of problems over which best performance was shown by solver s. We constructed the performance profiles for the smooth and piecewise-smooth problems with noise using tolerance τ = {10 −2 , 10 −4 } in Eq. (31) . Almost all problems utilized the complete budget of 40 normalized function evaluations which is justifiable since the dimension of the test problems is quite high. Tables 1 and 2 show the percentage of problems on which each solver performed better than the other for the smooth and piecewise-smooth test problems with varying dimensions. For both smooth and piecewise-smooth problems with noise, BCSCG-DS found better solution than Bobyqa in accordance with the test condition given in Eq. The competitive performance of BCSCG-DS is clearly evident from the results of extensive computational experimentation. In lot of cases, the gap between the solutions attained by BCSCG-DS and Bobyqa is significant. The above results clearly validate the applicability of BCSCG-DS, for solving smooth and piecewise-smooth derivative free optimization problems. They also show its effectiveness and robustness on problems with varying dimensions for different tolerance τ . Table 2 : Performance ratio (in terms of percentage) for noisy piecewise-smooth problems
Dimension
τ = 10 −2 τ = 10 −4 Bobyqa BCSCG-DS Bobyqa BCSCG-DS 200 22.22 92.59 22.22 90.
Progress Curves
For quantitative comparison between the proposed method and Bobyqa method, we also show the progress curves [18] depicting the local optimum value versus the number of normalized function evaluations. For a given function, the local minimum function value is computed for a specific value of the starting point or initial guess and at a particular value of normalized function evaluations. For better statistical relevance, the aforesaid computation is performed for ten different starting points and median value of the multiple minima obtained over ten trials is calculated. This process is performed for each solver by varying the number of normalized function evaluations. Subsequently, the median optimum function value (y-axis, log scale) is plotted with respect to normalized function evaluations (x-axis) for the given function For further insights, tabular results are also presented which enable quantitative analysis of the performance of two solvers. Tables 5 and 6 show the median (of 10 instances) of optimal function values attained by different solvers for smooth and piecewise-smooth problems. Results are shown over three columns 200, 250 and 300 which refer to the dimensions considered for experimentation. For each dimension, the first two subcolumns refer to the median (of 10 instances) of optimal solutions found by Bobyqa and BCSCG-DS after 40 normalized function evaluations while the third subcolumn refer to the median of function values of 10 different starting points. From the progress curves and tabular results, we can infer that the proposed method offers comparatively better optima values in contrast to Bobyqa.
Computational Time
We now analyse the computational time taken by the two solvers. We compared our approach with Bobyqa on 4 different noisy smooth problems over 9 different dimensions varying from 100 to 500, summing up to total 36 instances. We used 10 different starting points for each instance. In order to reduce any ambiguity attributed to computational noise, we repeated the experiment five times. We used gcc compiler (version 4.9.2) for both the solvers on Intel Xeon(R) E5-2670 processor with GNU Linux Operating System. Same test codes [35] were used for function evaluations for both the solvers.
In In figure 5 , a comparison of total computational time taken in seconds by both solvers is shown. We observe that at dimensions close to 100, both solvers take nearly same time. However, as dimensions increase, the computational burden of Bobyqa solver increases significantly faster than that of the proposed solver. Notably, BCSCG-DS becomes approximately five times faster than Bobyqa when the dimension of the problem increases to 500.
From the table 3 and figure 5 , it is clear that BCSCG-DS is competitive with respect to Bobyqa in terms of both solution quality and computational time.
Conclusion
In this paper, we proposed a new approach for solving high dimension box constrained derivative free optimization problems with noise. We integrated scaled conjugate gradient algorithm with direct search approach whose performance is further enhanced by inclusion of quadratic models into the framework.
The computational results clearly demonstrate its effectiveness and competitive performance when com-pared to standard solver. Importantly, our approach offers three distinct advantages:
1. Guaranteed convergence to local optimum.
2. Extensibility towards larger dimensions for high dimensional optimization.
3. Low computational time when compared to other solvers.
In addition to suitability for high dimensional derivative free optimization, the proposed approach is also effective for solving noisy piecewise-smooth problems, as is evident from the extensive and rigorous numerical experiments performed. This class of problems is conventionally considered to be more challenging than its smooth counterpart because of differentiability issues. Consequently, our algorithm BCSCG-DS holds promising potential for solving the high dimensional box constrained derivative free optimization problems. 
