Abstract. In this paper, we study the Parisi variational problem for mixed p-spin glasses with Ising spins. We present a new characterization of Parisi measures whose origin lies in the first order optimality conditions for the Parisi functional, which is known to be strictly convex. Using this characterization, we study the phase diagram in the temperature-external field plane. We begin by deriving self-consistency conditions for Parisi measures that generalize those of de Almeida and Thouless to all levels of Replica Symmetry Breaking (RSB) and all models. As a consequence, we conjecture that for all models the Replica Symmetric (RS) phase is the region determined by the natural analogue of the de Almeida-Thouless condition. We show that for all models, the complement of this region is in the RSB phase. Furthermore, we show that the conjectured phase boundary is exactly the phase boundary at sufficiently low temperature and positive external field. In the case of the Sherrington-Kirkpatrick model, we prove that the de Almeida-Thouless line is the phase boundary in the plane less a bounded set that does not contain the critical point at zero external field.
Introduction
In this paper we consider the Parisi functional, which is defined as follows. Let ξ 0 (t), called the model, be ξ 0 (t) = p≥1 β 2 p t p and let ξ(t) = β 2 ξ 0 (t). The Parisi functional is given by ∂ xx u µ (t, x) + µ [0, t] (∂ x u µ (t, x)) 2 = 0 (t, x) ∈ (0, 1) × R u µ (1, x) = log cosh(x)
Here β and h are non-negative real numbers and are called the inverse temperature and external field respectively, and we assume that there is an such that ξ 0 (1 + ) < ∞. The solution u µ can be shown [12] to be continuous in space and time and is unique in the class of weak solutions with essentially bounded weak derivative. The basic properties of the solution of this PDE are presented in Section 8.1. The study of the Parisi functional is important to the study of mean-field spin glasses. The strict convexity of this functional was conjectured by Panchenko [13] and proven by Auffinger and Chen in [3] . (For an alternative proof see [12] .) Other properties of this functional were studied in the mathematics literature by Talagrand in [21, 22, 23] , Auffinger and Chen in [4, 3] , and Chen in [7] .
A question of particular significance is the nature of the minimizer of the variational formula Symmetry Breaking" (kRSB) phase; and the region where it has either infinitely many atoms or a part that is absolutely continuous with respect to the Lebesgue measure is called the "Full Replica Symmetry Breaking" (FRSB) phase. (That the measure has no continuous singular part was first rigorously shown in [4] .) The phase diagram of the Parisi functional was first explored from the variational standpoint in the mathematics literature by Auffinger and Chen in [4] in the case h = 0. The importance of these questions to the field of mean field spin glasses and the meaning of the above terminology is explained in more detail in Section 2.
In this paper, we present a new characterization of the minimizer of (1.0.3). This characterization is based on the elementary observation that the tangent space of Pr([0, 1]) equipped with the weak topology is naturally included in the space of finite signed measures M ([0, 1]) with the same topology, so that the derivative of a functional of the form (1.0.1) in the direction of σ is given by δP µ , σ = G µ , σ for some continuous bounded function G µ . This leads easily (as explained in Section 1.3) to the conclusion that minimizers are characterized by the equation µ({x : G µ (x) = min G µ (x)}) = 1.
Using this characterization, we present self-consistency conditions for the minimizer when β and h are in a given phase. We then present a detailed study of the phase boundary between the RS and RSB regimes. Specifically, we present a conjecture for general models which can be seen to generalize the stability conditions obtained by de Almeida and Thouless using replica theoretic techniques [8] in the case of the Sherrington-Kirkpatrick model (ξ 0 (t) = t 2 /2). We resolve this conjecture in a large portion of the (β, h) plane for general models. These results are based on a quantitative study of asymptotics of gaussian integrals as the covariances and mean diverge. This will be explained in Section 1.3.
Statement of Main Results.
Before we state the main results we need the following technical definitions. We call the minimizer of (1.0.3) a Parisi measure. That this measure is unique was first proven in [3] . An alternative proof is provided in [12] . Define the function G µ for any µ ∈ Pr [0, 1] and h ≥ 0 by The properties of this SDE are summarized in Section 8.
We can now state the first result of this paper which is a characterization of Parisi measures, along with self-consistency conditions such measures must satisfy. Furthermore, if µ is a Parisi measure, it must satisfy the self-consistency conditions, (1.1.4) E h u 2 x (q, X q ) = q ξ (q)E h u 2 xx (q, X q ) ≤ 1
.
for all q ∈ supp µ. Remark 1.2. In the case that µ is 1-atomic and ξ corresponds to SK, ξ 0 (t) = t 2 /2, (1.1.4) are exactly the conditions of de Almeida and Thouless [8] . See Section 2 for a brief discussion. Remark 1.3. A characterization similar to (1.1.3) was obtained by Talagrand in [20] for the related spherical mixed p-spin glass model, and used by Auffinger and Chen in [4] to prove Full RSB for a subclass of such models. One can recover this optimality condition through an application of the work of Chen as well [7] . The self-consistency conditions can be derived using the work of Talagrand [22, 21] , where he states the result in the case of k-atomic measures and even p, and the work of Toninelli [24] where he works with the SK model and 1-atomic measures. In particular, the selfconsistency equations can be seen as a generalization of Toninelli's work as well as a generalization of the conditions of de Almeida and Thouless, to the case of general models and general levels of RSB, even full. These self-consistency conditions can also be seen in the work of Chen in [7] .
Remark 1.4. Note that an immediate consequence the self-consistency conditions is that if we let
, then the model is RS for β ≤ β ALR (see Lemma 4.3) . This can be seen as a generalization of the work of [1] , and is also obtained in [7] using related techniques.
The remainder of this subsection is regarding our results on the RS to RSB phase transition. We use the following notation throughout. Let Z denote a standard gaussian random variable and define (1.1.5)
By a continuity argument one can show that Q * (β, h) is closed, q * ∈ Q * (β, h), and α(β, h) = α(q * , β, h). We call the level set α(β, h) = 1 the generalized AT-line. There are many subtle questions regarding these quantities, for example, "is the set α = 1 a curve?", "is the set Q * a singleton?". For a short discussion regarding these questions see Section 8.7. We remark here that where the following results hold in the region α ≤ 1, there will be only one q in Q * with α(q) = α by the strict convexity of P.
With this in mind, we state our conjecture regarding the high temperature region. Let
and RS = {(β, h) : the Parisi measure is 1-atomic}. Conjecture 1.5. We have the equality
Remark 1.6. Using replica theoretic techniques, de Almeida and Thouless concluded by a stability analysis in [8] that the phase boundary between RS and RSB is given by α = 1, for the SK model (ξ 0 = t 2 /2). The conjecture above is a natural generalization of this to all models.
We first begin by observing the following.
Theorem 1.7. For any model ξ 0 , the region α > 1 is in the RSB phase.
Our main result regarding the RS to RSB phase transition for general models is as follows.
Theorem 1.8. For any model ξ 0 and positive external field h 0 > 0, there is a β u such that for β ≥ β u and h ≥ h 0 , the generalized AT line is the RS to RSB phase boundary. That is, for β ≥ β u and h ≥ h 0 , the region α ≤ 1 is in the RS phase, and the region α > 1 is in the RSB phase. Furthermore, if ξ 0 (0) = 0, then we can take h 0 = 0. Remark 1.9. We note here our proof is quantitative. In particular, one could calculate a β u for which the statement holds.
Furthermore we have the following result. Let Λ 0 = (π 2 − 3)/(6 √ 2π).
Theorem 1.10. For any model ξ 0 , the region h > 0 and
is in the RS phase.
1.1.1. The Sherrington-Kirkpatrick Model. As an example of our techniques, we now discuss how our results relate to the Sherrington-Kirkpatrick model. In this case, it is known [23, 10] that at positive external field, h > 0, or high temperature, β < 1, Q * is a singleton. The question of whether or not α = 1 is a curve is of course still a nasty calculus question. This is explained in Section 8.7.
In this case, recall that β u from Theorem 1.8 does not depend on h. Also note that β ALR = 1 in this case. Combining the above results with Lemma 4.4, which concerns the region near the critical point (β, h) = (1, 0), we get the following improvement. Theorem 1.11. For the SK model, ξ 0 (t) = t 2 /2, the AT line is the RS to RSB phase boundary for β ≤ β l = 3/2 and β ≥ β u .
The region for which the above arguments fail for the SK model, namely the region
is bounded and does not contain the critical point (h, β) = (0, 1). See Figure 1.1.1 on page 5 for a schematic diagram of this region, and Section 8.6 for a proof that E is bounded. Remark 1.12. Note that this result extends to the generalized SK model as evidenced by the fact that the variational problem (1.0.3) does not make any reference to β 1 . Remark 1.13. Given that the above set E is bounded, one could in principle verify the remainder of the AT line conjecture using (rigorous) numerics in the remaining region.
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To this end, we show that, in an appropriate sense, the variational derivative of P is given by
where G µ is given by (1.1.1). Under this interpretation of G, one readily gets (1.1.3) from the first order optimality condition: δP µ , σ ≥ 0 Figure 1 . The first figure is a schematic of where we know RS for the SK model (p = 2) in the coordinates (T, h) where T = 1 β is the temperature. The red region denotes the region above 1/β ALR . The blue region denotes the region where we know RSB. The green region is where we know RS. The blue curve is the curve from Theorem 1.10, the black line (furthest to the left) is the line from Theorem 1.8, and the green line (the second from the left) is the line from Theorem 1.11. We note here that the aforementioned blue curve is asymptotically equivalent to the AT line in these coordinates. The second figure is a plot of curves α =const, which we call α-AT lines, for various values of α ≤ 1. The main idea of our analysis is to "flow" along these curves and compare the effective "problem at infinity" with the problem at any point.
for all σ =μ − µ,μ ∈ Pr[0, 1]. The remainder of Theorem 1.1 follows from basic principles. This is presented in Section 3.
1.3.2.
A Shift of Viewpoint for the High Temperature Problem. For the remainder of this section, we focus on the question of the high temperature region for mixed p-spin glass models, and in particular on the resolution of Conjecture 1.5.
It is natural to expect "high temperature"-like (RS) behavior when β is small and h is large. The main difficulty is then to understand the region near the phase boundary where β is large and h is moderate. At the heart of our analysis is the idea that one should study the problem along the level sets α = const. This provides us with a useful scaling relation between β and h which allows us to probe the region up to the phase boundary even in the regime β → ∞.
Dispersive Estimates of Gaussians.
With the above discussion in mind, we see that we will need good control of physical quantities, e.g. q * , as α = const. and β becomes large. Such quantities will generically be given by expectations of functions of the Auffinger-Chen process (1.1.2). We thus need estimates of such expectations as the variance and mean of the process, effectively given by β 2 and h respectively, diverge. Our main tool will be a technique to develop such estimates, which we call dispersive estimates of gaussians.
Dispersive estimates of gaussians study the asymptotics of gaussian integrals of the form
with X t ∼ N (µ(t), Σ(t)) ∈ R d , where some of the eigenvalues of Σ(t) diverge in the limit t → ∞. These limits can also be thought of as small deviations limits of certain integrals. The main idea is best encapsulated by the simple observation that as σ → ∞,
in the sense of distributions. The goal of dispersive estimates is to quantify the rate of convergence of
under minimal assumptions on f . Notice that if there is a mean h which is also diverging, then the curves (σ, h(σ)) of the form
are identified. For the problem at hand, these curves are asymptotically of the form α =const.
The main technical difficulty arises in higher dimensions. Here we will have a one parameter family of such processes (X θ t ) where the non-diverging eigenvalues of Σ θ will vanish as θ → 0. The goal will be to obtain estimates that are uniform in θ. This is explained in Section 5.
1.3.4. The Long Time argument. We now outline the proof of Theorem 1.8. We begin by manipulating G δq * to show that if
then the model is RS. Using Itô's lemma for u 2 xx , we then show, after further manipulation, that it suffices to show that
That the expectation is negative to order β −2 can be seen to be true at the point t = q * in the limit as one "flows" along the level set α = const. using the 1D dispersive estimates in Section 5. A similar argument can be made for each t ≥ q * after re-parameterizing the interval t ∈ [q * , 1] in such a way that the interval is constant along the "flow". We then obtain the result using the 2D dispersive estimates from Section 5.2 to compare the problem at infinity with the problem at finite time. These results are presented in Section 7.
1.3.5. The 2/3-AT line argument. We now outline the proof of Theorem 1.10. Instead of studying the curves α = const., we consider the region α ≤ 2/3 − o(1). Let q * be as in (1.1.5). By manipulating the expression for G δq * , we show in Lemma 6.1 that the region of phase space for which h > 0 and
is in RS. Using the 1-D dispersive estimates from Section 5, we identify the left hand side at y = q * as 3 2 α to leading order in β. Thus in a region α ≤ 2/3 − o(1), we can conclude Theorem 1.10. These results are presented in Section 6.
Background and Relation to previous results
The importance of (1.0.3) comes from the study of mixed p-spin glass models, which are defined as follows. Consider the hypercube Σ N = {−1, 1} N with Hamiltonian
where H N is the centered gaussian process on Σ N with covariance
where ξ is the disorder parameter. Define the corresponding partition function
and Gibbs measure
It was predicted by Parisi and proven by Talagrand [22] and Panchenko [17] that the thermodynamic limit of the intensive free energy of a mixed p-spin glass given by the remarkable variational formula
For a concise introduction to the proof of this formula, see [15, 16] . The minimizer of this formula is thought of as the order parameter of the system and is expected to be (related to) the limiting mean measure of the overlap R 12 defined by
where σ 1 and σ 2 are drawn independently from G N are called replica. This conjectured relationship can be proven for a large class of models [16] . In particular, in the RS regime an integration by parts argument shows that this interpretation is correct for any model of the form above provided at least two of the β p s are non-zero. In [10] , Guerra explains that such an assumption has a physical justification, particularly in assuming β 1 = 0. It is evident from the definition of (1.0.1) that one does not expect β 1 to play a role in the above variational problem. A remarkable property of spin glasses which is exhibited in these systems is the break down of strong law of large numbers type behavior at low temperature of the overlap. (For an example of this in a more classical probabilistic setting see [2, 6, 5] .) At sufficiently high temperature and external field, one expects the overlap distribution to be a Dirac mass at a point depending on β and h by the law of large numbers. This is called the Replica Symmetric (RS) phase as the symmetry between identical copies, or replica, is preserved. In at sufficiently low temperature and external field, however, one expects the model to have unusual behavior: the limiting overlap distribution should be non-degenerate. Thus the symmetry between the replica has been broken. This is called the Replica Symmetry Breaking (RSB) phase.
The RS to RSB transition is the most studied aspect of the phase diagram in the literature, and constitutes the bulk of this paper. In [8] , de Almeida and Thouless performed a stability analysis of the Replica Symmetric solution of the Sherrington-Kirkpatrick (SK) model, and concluded that the high temperature region is defined by the self-consistency conditions from Theorem 1.1. In particular, they concluded that the phase boundary is given by the curve α = 1, which is now called the AT line.
The rigorous study of this phase transition was initiated by Aizenman, Leibowitz, and Ruelle in [1] where they showed that at sufficiently high temperature (β ≤ 1) the SK model is in the high temperature phase. In [24] , Toninelli showed that below the AT line, the model is RSB. Guerra [10] and Guerra-Toninelli [11] showed that for the generalized SK models (β p = 0 for p > 2), the high temperature region is contained in the region above the AT line by deriving a Hamilton-Jacobi equation for the free energy in the parameters β 1 and β 2 . Talagrand showed [19] that the model is in the high temperature phase in a region whose boundary is conjectured to coincide with the AT line, using a technique which is related to his technique of 2D Guerra bounds. An analogous question was studied for related models in [14] . All of these aforementioned results were from the perspective of calculating the left hand side of (2.0.1) and did not use the variational formulation as the equality (as well as the strict convexity) had yet to be rigorously proven.
The bulk of this paper is devoted to the study of a generalization of the AT line conjecture for general mixed p-spin glass models which reduces to the AT line conjecture in the cases mentioned above. Theorem 1.8 shows that the AT line is exactly the phase boundary at sufficiently low temperature for a large class of models, which includes the generalized SK model. Theorem 1.10 shows that a large portion of the region above the AT line is Replica Symmetric at moderate and high temperatures. In the case of the Sherrington-Kirkpatrick model, Theorem 1.11 coupled with the above verifies replica symmetry in the region above the AT line less a bounded set which does not contain the critical point at zero external field.
First Variation Formula and Optimality Conditions
We derive necessary and sufficient conditions for a measure µ to satisfy min
To do so, we make precise the idea that if µ t is a path in Pr[0, 1] emanating from the minimizing measure µ 0 = µ then d dt
After calculating the first-variation δP, we derive optimality conditions which characterize Parisi measures, as well as self-consistency conditions for a model to be kRSB. As an application, we prove that all models are RSB below the (generalized) AT line.
First variation of the Parisi functional.
In the following, we work with the weak topology on M [0, 1] the Radon measures. We metrize Pr [0, 1] in the relative topology using the metric
Let us denote the duality pairing of 
exists for all t ∈ (0, 1), in which case we callμ t the weak derivative of µ t . We call µ t right weakly differentiable at t = 0 if the weak limit
exists, in which case we callμ 0 the right weak derivative at t = 0 of µ t .
We now compute the first variation of P. The motivation for the proof is as follows. Since the Parisi functional
is the sum of the Parisi PDE solution u corresponding to µ and a linear term, the difficulty lies only with understanding u. Consider the formal variation of the solution δu with respect to a variation in the measure δµ. Differentiating the Parisi PDE in µ we find
where L t,µ is the infinitesimal generator for the Auffinger-Chen SDE (1.1.2) with measure µ. One then recovers δu using Itô's lemma, and a rearrangement and integration by parts then suggests the formula for G from (1.1.1).
We will need the following notation: if a function f : [0, 1] → R is right differentiable at x ∈ [0, 1) we denote the right derivative as
Note if f is convex, then f is right differentiable at every x ∈ (0, 1) and
We denote the left derivative similarly by
for all t ∈ (0, 1). If µ t is right weakly differentiable at t = 0 then t → P (µ t ) is right differentiable at t = 0 and d dt
Proof. We prove the result by establishing an inequality of the form
for allμ, µ ∈ Pr [0, 1]. In the following, C(ξ) will denote a constant depending only on ξ which may change between lines. With this in mind, letμ, µ ∈ Pr [0, 1] andũ, u be the corresponding Parisi PDE solutions. Let X s solve the Auffinger-Chen SDE corresponding to µ and let L t,µ be the infinitesimal generator.
weakly with final time data δ (1, x) = 0. By the regularity given in Section 8.1 we have the representation
Therefore by Fubini's theorem,
Note the results in Section 8.1 give
, so that by the triangle inequality we have
Applying Fubini's theorem to the linear term in the Parisi functional, we have that
Therefore, by the definition of G µ in (1.1.1) and the linearity of L, we have the inequality
Now we prove the claims. Given
by the above. Since the weak convergence of
we immediately conclude
The proof of right-differentiability at t = 0 is the same.
Definition 3.3. We call the function G µ defined in (1.1.1) the first-variation of P at µ, and we write
is weakly differentiable we refer to δμ t P (µ t ) = G µt ,μ t as the variation of P at µ t in the direction ofμ t . If µ t is right weakly differentiable at t = 0 we refer to δμ 0 P (µ 0 ) = G µ 0 ,μ 0 as the one-sided variation of P at µ 0 in the direction ofμ 0 .
We finish this section with a particularly useful example. 
The path µ θ is linear and therefore weakly differentiable (right weakly differentiable at θ = 0), and the weak derivative (right weak derivative) is given bẏ
3.2. Optimality conditions. We study the consequences that the statement "µ is the Parisi measure" has on the first-variation δP (µ).
Lemma 3.5. The measure µ ∈ Pr [0, 1] minimizes the Parisi functional if and only if for every right weakly differentiable path µ t with µ 0 = µ,μ 0 = σ we have
Furthermore, µ minimizes the Parisi functional if and only if for every mixing variation
Proof. Suppose µ minimizes P, P (μ) − P (µ) ≥ 0 for allμ ∈ Pr [0, 1]. Let µ t be right weakly differentiable with µ 0 = µ andμ 0 = σ, then by Lemma 3.2 and the definition of δP we find that
On the other hand, if µ does not minimize P there exists a distinctμ ∈ Pr [0, 1] with
Consider the mixing variation µ θ defined above, and note thatμ 0 =μ − µ. By Lemma 3.2, the function θ → P (µ θ ) is right differentiable at θ = 0. By the convexity of P and the linearity of the variation, we see that θ → P (µ θ ) is convex. It immediately follows that
and hence
We refer to the following as the optimality conditions which µ must satisfy to be the Parisi measure. 
The claim follows immediately.
As a result of Corollary 3.6, we can prove that the class of mixing variations involving adding a single atom is enough to test for optimality. 
Proof. By the definition of δP (µ), the claim is that µ minimizes if and only if
and this is equivalent to the statement given in Corollary 3.6.
3.3. Self-consistency conditions for minimizers. We give two preliminary results on the support of the minimizing measure. Then we derive self-consistency conditions for Parisi measures.
Lemma 3.8. 1 is not in the support of the minimizer.
Proof. If 1 is in the support, then G µ (1) = min G µ by Corollary 3.6 so that
which is absurd.
Lemma 3.9. If h = 0, 0 is not in the support of the minimizer. In fact, if µ is minimizing
Given the inequality, we observe that h = 0 implies 0 / ∈ supp µ. Indeed, by odd symmetry we have that u x (0, 0) = 0, and by the results of Section 8.1 we have that u xx > 0. Now we prove the inequality. Call y = inf supp µ. By Corollary 3.6, we have that G µ (y) = min G µ , and therefore
hence there exists t ∈ (y, y + ) with E h u 2 x (t, X t ) ≤ t. Using Itô calculus (see Section 8.2), we have that 
for all y ∈ supp µ. At y = 0 the derivatives are understood to be right-derivatives. Remark 3.11. This result can be used to generate self-consistency conditions for a model to be kRSB. As the solution to the Parisi PDE can be described explicitly in the case of k-atomic measures via the Cole-Hopf transformation, in principle these conditions can be checked. We discuss the simplest case k = 1 in greater detail in Section 3.4.
Proof.
for all y ∈ (0, 1) and y = 0 where in the latter case we understand the derivatives as right-derivatives. Therefore the claims follow immediately at every y ∈ supp µ ∩ (0, 1) and we only need to check the cases y = 1 ∈ supp µ and y = 0 ∈ supp µ. By Lemma 3.8 the case y = 1 never occurs. Let y = 0 ∈ supp µ, then by Lemma 3.9 we have h = 0. Therefore d dy
as desired, while d dy
xx (0, 0) ≤ 1 and we're done.
3.4.
Proofs of Theorem 1.1 and Theorem 1.7. We now prove Theorem 1.1 and Theorem 1.7. We begin with the first, which we restate for the convenience of the reader.
Theorem (1.1). µ is a Parisi measure if and only if
Furthermore, if µ is a Parisi measure, it must satisfy the self-consistency conditions,
for all q ∈ supp µ.
Proof. This follows immediately from combining Corollary 3.6 and Corollary 3.10.
We turn to Theorem 1.7. We will require the following facts.
Fact 3.12. For all t ≥ sup supp µ, the solution u of the Parisi PDE satisfies
For all t ≤ inf supp µ, the solution X t of the Auffinger-Chen SDE with initial data X 0 = h satisfies
Theorem (1.7). For any model ξ 0 , the region α > 1 is in the RSB phase.
Proof. If the minimizer is µ = δ q , then by the consistency conditions Corollary 3.10 and the Fact 3.12 we find
Therefore by the definitions of Q * and α in (1.1.5), we conclude q ∈ Q * and α ≤ 1. This completes the proof.
Replica Symmetry: The High Temperature Phase
In this section we present a preliminary analysis of Conjecture 1.5. We begin by presenting some reductions of the question. We then analyze the problem for moderate temperatures.
Recall the definition of q * and α from (1.1.5). By the optimality conditions in Corollary 3.6, it suffices to show
in order to conclude that δ q * is the minimizer. We will suppress the subscript on G when it is clear. To prove the required equality, we first note that G is noninnon-increasingcreasing on [0, q * ].
The problem reduces to showing that G is nondecreasing on [q * , 1], which is implied by certain conditions related to derivatives of G.
We begin with the following preliminary lemma.
Proof. To prove (1), we will show that G (y) ≤ 0 for y ≤ q * . Note that if we define
x (y, X y ) − y, it suffices to show g(y) ≥ 0 ∀y ≤ q * . Since g(q * ) = 0 zero, it is enough to check g ≤ 0 to the left of q * . By Itô's lemma (Section 8.2) we see
so that since α ≤ 1 and ξ is increasing,
To prove (2) , note that by definition of G in (1.1.1), and the definitions of q * and α in (1.1.5) we get that
By a similar argument we get the following potential strategies for studying the AT line conjecture.
Lemma 4.2. If one of :
(
In particular, (β, h) ∈ RS under the above assumptions.
4.1.
Preliminary results at moderate temperatures. In this section we present some preliminary observations. The first is a generalization of a result of [1] to all models. The second result is an improvement of the first for the SK model.
Proof. Recall the definition of g in (4.0.1). Using Itô calculus (Section 8.2), the fact that |u xx | ≤ 1 (Section 8.1), and that ξ is non-decreasing, we get
Referring to Lemma 4.2, we conclude the result.
Lemma 4.4. For the SK model,
Remark 4.5. This shows that the AT line is the RS to RSB phase boundary for the SK model in the (β, h)-plane even for β < 3/2. Note that this upper bound is larger than the critical temperature at h = 0. This suggests that the h = 0 critical point is not identified in these analyses for models with ξ (0) > 0. Indeed one can extend this argument to other models in a case by case fashion. For example, it will hold if ξ (1) is sufficiently small with respect to ξ (1). We believe the criticality as ξ (0) → 0, is highly nontrivial. As the reader will see, the argument breaks down when ξ (0) = 0.
Proof. Recall that ξ (t) = β 2 in the SK model. Let g be as in (4.0.1), and recall by Lemma 4.2 that it is enough to prove g ≤ 0 for y ≥ q * . By Itô calculus (Section 8.2), g satisfies
for y ≥ q * . Here we used that µ = δ q * , and that u satisfies
for t ≥ q * . Therefore, f satisfies the differential inequality
Note the comparison principle: if φ(y, x) solves the ordinary differential equation with initial condition x at y = q * , it follows f (y) ≤ φ(y, f (q * )) for y ≥ q * . Now we finish the proof by case analysis.
Suppose first that f (q * ) ≤ 4/9. Since the constant 4/9 is a stationary solution, the comparison principle gives f (y) ≤ 4/9 for y ≥ q * and hence
by the assumption on β. If, on the other hand, f (q * ) ≥ 4/9, we note that the solution curve g(y, f (q * )) is non-increasing in y, hence by the comparison principle f (q * ) ≥ f (y) for all y ≥ q * . In this case, it follows that g (y) ≤ g (q * ) = α − 1 ≤ 0, y ≥ q * since by assumption we are above the AT line. Combining the cases finishes the proof.
Dispersive Estimates of Gaussians
In the first subsection, we develop the dispersive estimates that we need when d = 1. In the second subsection we develop the dispersive estimates we need in d = 2. In the following we always use Fourier transform with normalization
Dispersive Estimates in 1-D.
We begin with the following soft lemma.
Lemma 5.1. Let Z be a standard normal random variable and assume that
Proof. Note that
Sincef ∈ C 0 (R), we can apply dominated convergence to conclude lim sup
We now quantify the rate of convergence of
as σ → ∞. In the following, let
Proof. Note by density that it suffices to check this for f ∈ L 2 (dx) ∩ L 1 ((x 2 ∨ 1)dx). By triangle inequality
Since f is even
This result shows that the curves
are distinguished for problems of the above type. This is made more clear by the following corollary.
Corollary 5.3. Suppose that f, g ∈ E. Assume´f = 0 and
Furthermore,
Proof. The assumption that lim
by the lemma above. Then by that same lemma,
We end this section with the following observation.
Corollary 5.4. Assume f > 0, and f, g ∈ E. Then
Proof. Recall by Lemma 5.2
Similarly, by Lemma 5.2 and the positivity of f , we get
Note that
Combining this with the above two estimates gives the result.
Dispersive Estimates in 2-D.
In this subsection we will be developing analogous estimates in 2d. Suppose we have a one-parameter family t → Σ (t) of symmetric positive-definite matrices
with |v i | = 1, v 1 ⊥ v 2 , and a one-parameter family t → m (t) of vectors in R 2 . We assume as t → +∞ that
where ν > 0. Given these assumptions we study the asymptotics of
where Z is a standard Gaussian vector in R 2 . The goal will be to develop estimates that depend on the asymptotic spectral properties of Σ t . The main technical difficulty that presents itself is in obtaining estimates that are uniform in ν as ν → 0. In performing the analogous estimates as above, one is tempted to "invert in both directions", thereby leading to estimates that are in terms of the norm of Σ −1/2 . This leads to issues as ν → 0. Instead, one should avoid inverting in the directions that do not disperse, i.e. in the direction of the spectrum that does not diverge, and instead use the regularity of f to obtain estimates that are uniform in those variables. Finally, we note here that these results immediately generalize to higher dimensions. As we will only be using the d = 2 result and we think it is illustrative of the heart of the matter, we focus only on this case. We will need the following technical definitions. For f ∈ L 1 (R 2 , dx), we define the bracket of f by (5.2.1)
f (x) =ˆf (xw + yv)dy, and for t ∈ R + ∪ {∞} let
where the expectation is in Z where Z ∼ N (0, 1).
Note that we have the following bounds.
In particular since λ 1 → ν > 0, they are uniformly bounded. Furthermore G t → G ∞ in the strong operator topology.
Remark 5.7. Similar estimates are true for L 1 (R 2 , ||x|| k ∨ 1dx), and L 2 as well. Note that if
5.2.1. 2D Dispersive Gaussians: Limiting Structure. We begin first with following argument. Though we do not use this theorem in the subsequent it is very important for motivation. The reader will observe that there is a more elementary proof of this result. This extra effort will be rewarded in the proceeding as it will allow us to read off the quantification of this theorem with ease, as in the d = 1 case.
where f is defined in (5.2.1).
Proof. Fix t and call I = Ef m + √ ΣZ . Since {v 1 , v 2 } is the eigenbasis for Σ = Σ(t) and an orthonormal basis for R 2 , we have
|y| 2 dy 2π .
Thus we can write I as an iterated integral,
Now we can apply 1d Fourier methods. Introduce the dual variable k 2 ↔ y 2 and apply Plancherel to get
We want to take t → +∞ in λ 1/2 2 I. By assumption we have a (y 1 ; t) → ν 1/2 y 1 pointwise. We also have
uniformly. Therefore 0) pointwise. By the bounded convergence theorem, we then get
Finally,
2D Dispersive Estimates. Define the remainder
Lemma 5.9. For all f ∈ A,
Remark 5.10. Since the operators are converging strongly, we expect the last to terms to vanish as t → ∞, though we expect the rates of convergence to depend on the regularity of f . Note, that these expressions will explode as ν → 0 in general. Upon adding the additional regularity requirement that f ∈ L ∞ L 2 , however, we see that these expressions converge as ν → 0 to those obtained in 1-D. Note that the RHS immediately reduces to the 1-D estimates from Lemma 5.2 when
• λ 1 = ν = 0. in this regime. Indeed, under these stronger assumptions you get G t = G ∞ = R where R is the restriction operator in the direction of v, and the lemma becomes
which is exactly the 1d dispersive bound.
Remark 5.11. As the reader will see, one can relax the assumption on the symmetry in the y 1 variable.
Proof. From the previous calculation we get
For E 1 , write
Now
by the assumptions on f . Therefore
All together,
For E 2 , write
Adding the bounds for E 1 , E 2 and rearranging gives the claim.
5.2.3.
Rates of convergence from Energy Estimates. In this section we will be concerned with computing estimates on
As we only know convergence in the strong operator topology, we expect these rates to depend on energy estimates for f . In this section, we study the problem of computing these rates. In particular, we reduce the determination of these rates to the asymptotic spectral analysis of the family of operators Σ(t) and some regularity properties of f . In the following, we assume f ∈ Lip R 2 and has exponential decay
for some constants c 1 , c 2 > 0. Let
and define the functions
for K ∈ B. Finally let A, B : R 2 → R 2 be the linear maps
Note that A = A(t).
Lemma 5.12. For f as above,
For A, B, and µ i defined above, the errors satisfy
Since f is Lipschitz,
By the exponential decay of f , we get
as desired.
The next step is to optimize over K. To make matters clear, we fix
from here on.
Lemma 5.13. (The υ i estimates.) Let a = max{
Proof. Write
where dλ 1 (y) = dy and dλ 2 = |y|dy, and recall that
by the 2 1 − 2 2 norm inequality, so that
Consider the quantityˆK
Proof. We get
and
As a result, we get
The result then follows by Corollary 5.4.
If h > 0, it follows that q * > 0 from its definition. In this case, we may take σ = ξ (q * ) in the previous lemma to get the following estimate on q * . Corollary 6.3. If h > 0, we have the estimate
Remark 6.4. We will call the hypothesis that the level sets α(β, h) = const. are unbounded in β hypothesis H. Assuming hypothesis H holds, we conclude from the corollary that lim ξ (q * )(1 − q * ) = 3 2 α when the limit is taken in such a way that α(β, h) = α and β → ∞.
With this we can then prove the following theorem:
Theorem (1.10). The region in the (β, h)-plane given by h > 0 and
Remark 6.5. Note that in the SK model, this reduces to
Proof. Since ξ is increasing, we see from the above that the region
is in the RS phase. We also see that
Combining these gives the result.
We will need the following lemma concerning lower bounds for q * in the subsequent.
Lemma 6.6. We have the following lower bounds on q * :
(1) For all models ξ 0 ,
(2) If ξ 0 (0) = 2β 2 2 = 0 then for β > 0,
Proof. The first claim follows from the definition of q * in (1.1.5) and the fact that tanh 2 x is nondecreasing for x ≥ 0. To prove the second claim, observe that
Long Time
In this section, we show that the AT line conjecture is true for β large enough. In particular we prove Theorem 1.8.
Unless otherwise explicitly stated, we make the assumption that h ≥ h 0 for some fixed h 0 > 0, so that by Lemma 6.6 we have that
The reader will observe that if the model satisfies β 2 = 0, then by Lemma 6.6, q * has a lower bound which depends only on β 2 and β in the region α ≤ 1. For such models, one can take h 0 = 0 in the remainder.
We begin by stating the main technical lemma and use this to prove the theorem. We then end with the proof of said lemma.
Lemma 7.1. For any α 0 > 0, there exist constants c, C, β 0 > 0 depending only on ξ 0 , h 0 , α 0 such that for all α ∈ (α 0 , 1], β ≥ β 0 , and h ≥ h 0 , we have that
Theorem (1.8). For any model ξ 0 and positive external field h 0 > 0, there is a β u such that for β ≥ β u and h ≥ h 0 , the generalized AT line is the RS to RSB phase boundary. That is, for β ≥ β u and h ≥ h 0 , the region α ≤ 1 is in the RS phase, and the region α > 1 is in the RSB phase. Furthermore, if ξ 0 (0) = 0, then we can take h 0 = 0.
where in the third line we used that α ≤ 1, and in the fourth line we used Lemma 7.1 for sufficiently large β. The result follows by sending β → ∞. RSB in the region α > 1 is already proven in Theorem 1.7.
Note that by Girsanov's theorem (Corollary 8.7), if we let
we get that
where χ(t; β, h) = EΨ h + Σ (t, β, h)Z ,
and Z is a standard Gaussian vector in R 2 . Here we define σ = ξ 0 for ease of notation. Thus the problem is of the form studied in Section 5.
We end this section with the following motivational proposition, which can be shown using the techniques from Section 5.1. 
where the limit is taken in such a way that α(β, h) = α and β → ∞.
We then apply Corollary 5.3 to find
Asymptotic Spectral Theory for Certain operators.
To use the techniques of Section 5.2. We make the following observations. 7.1.1. The set up. Let σ(t) = ξ 0 (t). We need to define the asymptotic problem, which will be different for each t ∈ [q * , 1]. To this end, we define
Consider (Σ, h) as above. Note that if we call a = σ(t)/σ(q * ), then Σ is a multiple of the matrix 1 1 1 a which has eigenvalues and (unnormalized) eigenvectors
Let v 1 =ṽ 1 /||ṽ 1 || and v 2 =ṽ 2 /||ṽ 2 || and let λ i = β 2 σ(q * )λ i . We let In the following, let
Note these are increasing functions of α and τ , and decreasing functions of β. Then, we have the following estimates whose proofs are differed to the appendix (Section 8.4). Lemma 7.3. Let α = α(β, h) be as in (1.1.5) and τ be as in (7.1.1). Then for all β ≥ β 0 we have the estimates:
Combining these estimates gives the following lemma which clarifies the asymptotic structure of the problem, and explains the choices made above.
Lemma 7.4. Assume (β, h (β)) is such that α(β, h) = α and assume t (β) is chosen so that
Assume hypothesis H holds from Remark 6.4. Then the limit of Σ −1/2 as β → ∞ is
Proof. From the previous definitions and the lemma above, we see that
Thus if we let τ and ν be as defined above, we are in the setting of Section 5.2.
Technical lemmas.
For the remainder of the section, we assume that 0 < α 0 < α ≤ 1 where α = α(β, h) is given by (1.1.5). Now we reduce the work from Section 5 to a more manageable form. We denote by K a universal constant whose value may change from one instance to the next. We begin by bounding the errors e i from (5.2.4), given the definitions from the previous section.
Lemma 7.5. For all β ≥ e, we have the bounds 
and note it is increasing in α and τ , and decreasing in β and β 0 .
Lemma 7.6. For all β ≥ β 0 , we have the bound
Proof. Observe that
where in the last line we used that {v 1 , v 2 } is an orthonormal basis. Combining this with Lemma 7.3 gives the result.
Recall that
. Then, we have the following lemma whose proof is an application of Lemma 5.2.
Lemma 7.7. For all β > 0, we have the inequality
Therefore, if
then we have the bound
where
Note that Θ 1 is decreasing in α and β.
7.1.3. Summary. Combining the above gives that for β sufficiently large,
and finally
In particular, we have:
There is a choice of β and a constant K 1 depending on α 0 , ξ 0 such that for all β ≥ β and α ∈ (α 0 , 1], we have that
7.2. Main Estimate. We collect all of the above results, along with the results in Section 5.2 in the following lemma.
Lemma 7.9. There is a universal constant C, and a choice of β and a constant K 1 depending on α 0 , ξ 0 such that for all β ≥ β and α ∈ (α 0 , 1], we have that
Proof. This follows immediately from the above section after recalling the definition of e i from (5.2.4), plugging the bound from Lemma 7.8 into Lemma 5.9, and dividing through by λ 1/2 2 . Note that we get the universal constant due to the exponential bound on Ψ and Remark 5.7.
Finally, we note the following facts.
Lemma 7.10. There is a constant depending only on ξ 0 such that for β sufficiently large,
Proof. This follows immediately from Corollary 6.3 and Lemma 6.6.
The proof of the next fact is deferred to the appendix (Section 8.5).
We can now prove Lemma 7.1, which we restate for the convenience of the reader.
Lemma. 7.1 For any α 0 > 0, there exist constants c, C, β 0 > 0 depending only on ξ 0 , h 0 , α 0 such that for all α ∈ (α 0 , 1], β ≥ β 0 , and h ≥ h 0 , we have that
Proof. In the following, K will denote a constant that depends at most on the aforementioned parameters but may change between lines. By a manipulation of Lemma 7.3 and Lemma 7.7 we get that 1
From the above lemmas,
for sufficiently large β. Furthermore, since t ∈ [0, 1], there is a c > 0 such that
Combining these gives the result. Note this has coefficients which are uniformly bounded in time and Lipschitz in space by Section 8.1. We now summarize some basic properties of the SDE which will be used in the subsequent. Their proofs are standard applications of Itô's lemma (see [18] ) so they are omitted. Lemma 8.5. Fix a measurable space (Ω, F). Let Q be a probability measure such that X t solves (1.1.2). Then, there is a unique probability measure P with R(t) = dQ dP = exp ˆt 0 µ[0, s] du (s, X s ) .
Moreover, X t is distributed like Y t with respect to P , where Y t solves dY t = ξ (t)dW t and W t is a standard Brownian motion with respect to P .
Proof. We apply Girsanov's theorem (see [18, Lemma 6.4 .]) directly. In particular, in the notation of the reference, if let c(t) = µ[0, t]u x (t, Y t ), a(t) = ξ (t), and b = 0, we see that the Cameron-Martin-Girsanov exponential is of the form
Since u solves the Parisi PDE, we see that its Itô differential with respect to dY t is du(t, Y t ) = − ξ 2 µu 2 x dt + u x dY t . The result then follows by rearrangement. Lemma 8.6. We get the integration by parts formula: Corollary 8.7. We have R(t) = e´t 0 u(t,Yt)−u(q,Yq)dµ(q) . In particular if µ = δ q , we have
(ξ (t)−ξ (q)) , t ≥ q.
Asymptotic Spectral Theory for Certain
Operators. In this section we prove Lemma 7.3. Before we begin we observe the following fact from calculus. Lemma (Lemma 7.3). Let α = α(β, h) be as in (1.1.5) and τ be as in (7.1.1). Then for all β ≥ β 0 , we have the estimates: for all x. Note the denominator is negative for negative x and positive for positive x, so it suffices to show that the same is true for N (x) = −3 sinh (4x) + 4x cosh (4x) + 8x, and to check that R (0) > 0. Since see, the condition α ≤ 1 + comes up in the analysis of related questions, so one is led to ask if this is exactly the region in which the unicity fails.
Another natural question is regarding the set α = 1. This is also a delicate question. A step toward studying this question is the following lemma.
Lemma 8.16. For any model and point (β, h) with β, h > 0 and α ≤ 1, the map (β, h) → (q * , α) is C 1 .
We note here that the condition h > 0 is in general necessary as α should be zero on the set h = 0 when ξ (0) = 0.
