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The principal function of a neuron is to process and communicate information. To 
achieve this function each neuron integrates information across thousands of synaptic 
inputs. The information that originates from the presynaptic pool of neurons (or “senders” 
as commonly called in the field of communication theory) is communicated in the form 
of action potentials (e.g. “messages”), and targets postsynaptic neurons (i.e. receivers).  
A mechanistic understanding of neural information processing requires quantification of 
the spatio-temporal distribution of synaptic inputs, as synaptic inputs are summed across 
dendrites and the soma of the postsynaptic neurons, as well as the information 
communicated with the downstream neurons through action potentials. In the neocortex, 
due to the fact that each neuron communicates monosynaptically with a few thousand 
presynaptic partners, often across different brain regions (DeFelipe & Farinas 1992), it 
has traditionally been difficult to address the nature of information processing, 
information transfer and information recovery systematically.  
Sensory systems offer unique opportunities to study information processing in neural 
circuits; If the primary function of the sensory circuit is to faithfully and reliably 
represent the environment, a substantial part of the sensory information in the periphery 
should be represented throughout the sensory circuits in the form of neural signals. 
Furthermore, since sensory systems are commonly organized in the form of topographical 
maps, where sensory receptors in the periphery are represented by topographically 
organized groups of neurons along the sensory axis, at least part of the sensory 
information is spatially filtered by the structural organization of the sensory nuclei. In the 
visual system, for example, projections of the retina ganglion cells target the primary 
visual cortex (V1), via the lateral geniculate nucleus, in an orderly fashion such that 
adjacent spots on the retina are represented by adjacent neurons in the lateral geniculate 
nucleus and the primary visual cortex, forming the retinotopic map. Similar types of 
topographic maps can be found in the auditory and somatosensory system, where adjacent 
neurons represent sensory receptors located adjacently along the length of the cochlea or 
the body, respectively. The most prominent example of such sensory maps is found in the 
whisker system of rodents, where facial whiskers on the snout are represented as 
topographical maps along the brainstem, thalamus and cortex. This structured 
organization between the sensory receptors in the periphery and the neurons in the central 
nervous system allows precise mapping of the origins of the sensory information each 
neuron receives, as well as the nature of the information.  Taking advantage of this 
organizational principle of the whisker system, I here study the fundamental mechanisms 
of information processing, while systematically quantifying the information existing 
along different stages of the neural networks using experimental and computational 
methods. 
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 Recording neural activity 
Despite the recent advances in optical imaging of neural activity (Denk et al 1990, 1994, 
Komai et al 2006, Hillman 2007, Grienberger & Konnerth 2012, Andermann et al 2013, 
Badura et al 2014), the gold standard in analysis of neural activity is the electrical 
recordings of neural responses.  The voltage signal across the membrane of a neuron can 
be measured with intracellular recording techniques, i.e. sharp electrodes or whole-cell 
patch clamp recordings. The signal naturally includes both the subthreshold (postsynaptic 
potentials, PSPs) and suprathreshold (i.e. action potential or spikes) responses. While 
quantitative analysis of the synaptic inputs onto a postsynaptic neuron can be performed 
by studying the PSP, statistics of the action potentials in respect to the stimulus determine 
the information that each neuron transfers to its postsynaptic partners. The recorded 
neuron can further be identified by morphological reconstructions based on dye filling 
(Snow et al 1976, Somogyi & Soltesz 1986, Brecht et al 2003, de Kock et al 2007, Fino 
& Yuste 2011, Oberlaender et al 2012, and molecularly characterized using single-cell 
RT-PCR(Porter et al 1998, Wang et al 2004).  When combined with cell-targeted 
expression of fluorescent proteins, single cell whole-cell recordings can also be 
performed in a cell-type specific manner (Komai et al 2006). Because the intracellular 
environment of the recorded cell is accessible through the recording pipette, the cell can 
be independently manipulated pharmacologically and/or electrophysiologically without 
significantly affecting the local network activity (Brecht 2004).  
Traditionally, it is difficult to establish and maintain stable current and voltage clamp 
under in vivo conditions, especially in awake, behaving animals. Recent developments in 
miniaturized implantable amplifiers (Lee et al 2006) and the adoption of head restrained 
protocols (Petersen et al 2003, Lefort et al 2009, O’Connor et al 2010, Crochet et al 2011, 
Atallah et al 2012, Li et al 2015) now enable the intracellular recording in awake 
behaving animals, gaining valuable insight on how behaviour-relevant information is 
processed at both subthreshold and suprathreshold levels in a single neuron.  However, 
because the recording duration is often too short to characterize neural responses against a 
large library of stimuli, and the membrane state undergoes modulated changes across 
different behavioral and attentional states, the use of in vivo chronic recordings for the 
analysis of neural information processing is limited to anesthesized preparations. 
The electrical activity generated by the neurons can also be measured extracellularly with 
one or several electrodes inserted into the brain of a living animal and placed close to 
neurons of interest. If the impedance of the electrode is high enough, spikes emitted from 
different neurons can be isolated. Compared to the intracellular recording techniques 
mentioned above, the extracellular recordings are technically simpler, mechanically more 
stable and can be relatively easily employed in freely behaving animals to study the target 
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group of neurons for extended periods. In fact, this technique has been and will continue 
to be the dominant technique in the field of system and cognitive neuroscience, and 
several key findings, including the discovery of visual neuron receptive field (Hubel & 
Wiesel 1962), hippocampal place cells  (O’Keefe & Dostrovsky 1971), have been 
described using extracellular recordings of the neural responses. Due to the extracellular 
sampling of the electrical activity, however, recordings with extracellular electrodes only 
allow isolation of neuronal signals by the frequency component of the signal while 
separating local field potentials (LFP) from action potentials (AP).  Hence, extracellular 
recordings could provide information transmitted via action potentials without attributing 
to the information that is received by a given neuron.  
Growing evidence suggests that sensory neurons represent information using sparse 
coding (for reviews see Olshausen & Field 2004, Barth & Poulet 2012, Petersen & 
Crochet 2013) as such a small subgroup of highly active neurons in a majority of less 
active cells encode sensory stimuli (de Kock et al 2007, O’Connor et al 2010, Yassin et al 
2010, Crochet et al 2011).  The extracellular recording techniques is more likely to 
identify these highly active neurons while ignoring less active ones  (Hromadka et al 
2008, see Shoham et al 2006 for discussion), resulting in overestimation of average firing 
rates, skewing the information content of the neural representations.  
A key difference between the LFP and AP is that the LFP reflects the summation of 
electrical activity of neurons located within a few hundred microns to a few millimeters 
around the electrode (Katzner et al 2009, Pesaran 2009, see Einevoll et al 2013 for 
review), while APs represent the spiking activity of local neurons.  The majority of the 
LFP signal (the power spectrum of LFPs usually exhibits 1/f frequency scaling) is thought 
to be generated by synchronized synaptic currents arising on cortical neurons (Einevoll et 
al 2013). Accordingly, simultaneously recorded single neuron membrane potentials in 
most cortical neurons and LFPs from adjacent electrode demonstrate a close 
correspondence (Poulet & Petersen, 2008)  
The power spectrum of the LFPs is also strongly modulated by behavioral states (e.g. 
awake vs. anesthetized, attention etc.) since the correlation pattern of synaptic inputs is 
dependent on behavioral states, making the LFP signals a good indicator of the states of 
the experimental subjects. However, it should be noted that other sources, which includes 
calcium spikes, after-spike hyperpolarization and glial cells, can also contribute to LFPs, 
though mainly in the low-frequency range (Einevoll et al 2013).  As a result, the LFPs are 
inherently ambiguous and difficult to interpret compared to spikes or subthreshold 
membrane potentials. However, the LFP signals are readily available in many 
experimental protocols ranging from glass pipette recordings to multi-electrode arrays 
and can be measured simultaneously with single unit activities, while providing unique 
information about the key integrative synaptic activities that cannot be gathered by 
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observing spiking activity alone (Belitski et al 2008, Einevoll et al 2013, Panzeri et al 
2015).  
 Neural coding: Single neuron’s perspective 
Every neuron integrates spatio-temporally distributed, presynaptic activity patterns in its 
soma as PSPs and eventually generates APs. The information in the presynaptic activity 
patterns can be studied by observing the membrane potential dynamics and the spiking 
activities of the neuron, respectively. Traditionally most experimental research has 
focused on action potentials due to experimental limitations (see above). 
Experiments on early sensory cortices have found that sensory evoked spiking activity in 
excitatory neuron population is generally low, especially in superficial layers (L2/3), a 
phenomenon believed to be an indication of sparse coding (see e,g, Olshausen & Field 
2004, Barth & Poulet 2012, Petersen & Crochet 2013 for in-depth reviews). In the barrel 
cortex of rodents for example stimulating a single whisker under anesthesia generates 
only 0.1-0.3 action potentials/trial in a Layer (L)4 neuron of the corresponding principal 
barrel column (Brecht & Sakmann 2002, Brecht et al 2003, Celikel et al 2004). The 
sparseness of the evoked representations is preserved in L2/3. The deflection of the 
principal whisker evokes 0.03-0.2 spikes/stimulus (Brecht et al 2003, Celikel et al 2004), 
independent from the recording method or the experimental condition studied (Allen et al 
2003, Celikel et al 2004, de Kock et al 2007, Kerr et al 2007, O’Connor et al 2010, 
Crochet et al 2011). Stimulation of the principal whisker almost always elicits the 
strongest response, while the representation of surround whiskers is often weak and 
unreliable (Brecht et al 2003, Manns et al 2004). In agreement with these observations, 
information theoretic analysis has found that information carried by single neurons’ 
spikes about stimulus location (i.e. which whisker is stimulated) is low (Petersen et al 
2001, Panzeri et al 2001), since only the response to principal whisker stimulation is 
(relatively) reliable. The neurons located in deeper layers generally show higher levels of 
spontaneous and evoked activity, however the median of sensory evoked response is still 
lower than 1 spikes/stimulus (Manns et al 2004, de Kock 2007, O’Connor et al 2010). 
This coding principle is not specific to the barrel cortex. Neurons in the primary auditory 
(DeWeese et al 2003, Hromadka et al 2008), primary visual (Vinje & Gallant 2003, 
Greenberg et al 2008, Willmore et al 2011), olfactory (Poo & Isaacson 2009, Stettler and 
Axel 2009) and gustatory (Chen et al 2011) cortices display similar sparse response 
properties, suggesting that sparse coding is a general principle employed in sensory 
processing throughout the sensory pathways (Barlow 1972, Olshausen & Field 2004). 
Conversely, sparse coding principles have been demonstrated to impose neural filter 
properties consistent with the naturally observed ones (Olshausen & Field 1996, Lewicki 
2002, Smith & Lewicki 2006) 
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Interestingly, while the overwhelming proportion of the population activity is sparse, 
there exists a small population of neurons that are highly active under the experimental 
condition - they fire reliably when the stimulus is delivered, and usually fire more than 
one action potentials (de Kock et al 2007, O’Connor et al 2010, Yassin et al 2010, 
Crochet et al 2011). Multiple mechanisms could underlie this highly active neuron 
population (Barth & Poulet 2012). They are possibly strongly wired into the neural circuit 
(Lefort et al 2009, O’Connor et al 2010), receiving stronger excitatory (or weaker 
inhibitory) drive compared to surrounding weakly active cells. The neuronal intrinsic 
properties could further shape the probability of spiking (Conners et al 1982, Nowak et al 
2003). One important question remains is that whether these highly active neurons are 
sharply tuned for certain stimuli under specific context, or they represent a subgroup of 
broadly tuned, unselective neurons.  
Since the discovery of receptive fields in the visual system (Hubel & Wiesel 1962), the 
selectivity of cortical neurons in primary sensory cortices has been well documented. 
Recent experimental evidence also argues that in the visual (Ohki et al 2005, Willmore et 
al 2011), somatosensory (Andermann & Moore 2006, Ramirez et al 2014) and auditory 
(Rothschild et al 2010) cortices neurons display a even a higher degree of stimulus 
selectivity, in particular when they are studied using complex otherwise naturalistic 
stimuli (Vinje & Gallant 2000, 2002, Ramirez et al 2014) or under specific behavior 
context (O’Connor et al 2010). On the other hand, some studies have reported highly 
active neurons with broad receptive field, which contain high amount of sensory 
information (Foffani et al 2008, Ince et al 2013), although in these studies the type of the 
neurons (excitatory vs inhibitory) investigated is ambiguous. In summary, the observed 
highly active neuron population could be a mixture of neurons that are highly selective to 
a specific stimulus tested under a given behavioral context as well as neurons that are 
broadly tuned.  
From the information encoding perspective, high (and heterogeneous) stimulus selectivity 
of neuronal spiking representations suggests that different neurons encode distinct 
stimulus information that complements each other. Thus, pooling spiking response from a 
heterogeneous population (‘population code’) can often steadily increase the information 
about the stimulus depending on the pooled population size. In addition, the correlation 
structure between individual neurons could significantly affect the population encoding 
(see Averbeck et al 2006 for review). The heterogeneity of stimulus selectivity also 
suggests that during the decoding process preserving the identities of pooled neuron 
population could maximize the information encoded in populations (Ince et al 2013). 
However, the heterogeneity of response strength implies that the amount of information 
carried by different neurons would differ significantly as highly active neurons, despite 
being out-numbered by sparsely active neurons, encode the majority of information in the 
population in any given trial (Ince et al 2013). This is consistent with the observation that 
Chapter 1 
8 
 
in many behavioral experiments the spiking response from only a small number of highly 
active cells can accurately predict the animal's behavior (Stuttgen & Schwarz 2008, 
O’Connor et al 2010, Niessing & Friedrich 2010, Mayrhofer et al 2015, Peron et al 
2015).   
 Intracellular information transfer 
While most sensory neurons have sparse suprathreshold representations, they have 
reliable and broadly tuned subthreshold representations. In the barrel cortex of 
anesthetized rodents, over 90% of neurons that exhibit subthreshold depolarization upon 
principal whisker stimulation also responds to stimulation of more than 8 other 
surrounding whiskers (Brecht et al 2003). Experiments performed in different sensory 
modalities across animal states and behavior context show similarly broad subthreshold 
receptive fields with monosynaptic PSP amplitudes ranging over 2-8 mV per stimulus 
(Carandini & Ferster 2000, Volgushev et al 2000, Tan et al 2004, Crochet et al 2011). 
The broad and efficacious subthreshold representation is in sharp contrast to the sparse 
and often unreliable representation at the suprathreshold level, and is consistent with 
wide-spread and numerous synaptic connections cortical neurons receive (Bruno & 
Sakmann 2006). As a consequence, information represented in the subthreshold activity 
could be much richer compared with those represented in spikes (de Ruyter van 
Steveninck & Laughlin 1996, Dhingra & Smith 2004). This information in the 
subthreshold response could propagate through the network even in the absence of 
spiking as changes in membrane potential is passed onto neighbouring cells via gap 
junctions (Galarreta & Hestrin 2001) and/or by tonically active, membrane potential 
modulated neurotransmitter release (Rien et al 2011).  And finally, subthreshold signals, 
especially those generated by mass population activity that is often measured by LPFs, 
can capture information about intrinsically driven state changes that cannot be inferred 
from spiking activity of a few neurons (Einevoll et al 2013).  
The subthreshold responses can be thought as the somatic aggregate of the synaptic 
information neurons receive (however the input might have been filtered through the non-
linear dendritic computation mechanisms – Mel 1993, London & Häusser 2005, Brunel et 
al 2014) while spikes carry the information each neuron transmits to its postsynaptic 
partners; Thus an analytical comparison between the two provides a quantitative 
description of the intracellular information transfer (see Chapter 5 of this thesis).   
It has long been speculated that sensory neurons preferentially transmit those messages 
(spikes) that carry unique information to reduce the redundancy in the transmitted 
information while increasing the channel capacity (Attneave 1954, Barlow 1961).  
Following this argument, if neurons represent redundant information in their subthreshold 
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responses, they should not transmit all the available information to their postsynaptic 
partners. The nature of transmitted information could depend on the computation 
performed by the postsynaptic partners (Felleman & Essen 1991). The excitatory neuron 
population in L2/3 of rodent barrel cortex contains two intermingled subpopulations that 
specifically target the secondary somatosensory cortex (S2) or the primary motor cortex 
(M1) (Chen et al 2013, Yamashita et al 2013). When the animal is actively using its 
whiskers to palpate an object, the whisker contacts are reliably (but differently) 
represented in the subthreshold response of both neuronal subpopulations. During an 
episode of repetitive whisker contacts, while M1-projection neurons only spike 
transiently after the first contact, S2-projection neurons generate spikes (relatively) 
robustly to each whisker contact (Yamashita et al 2013). Discrimination analysis further 
indicates that spikes from M1-projection neurons contain more information about the 
presence of the stimulus, while spikes from S2-projections neurons contain more 
information about stimulus features (Chen et al 2013). 
What are the neural mechanisms that transform the strong and broadly tuned subthreshold 
representation into the sparse and selective spiking representation? Inhibition plays an 
important role in shaping sensory responses of cortical neurons by suppressing the 
activity of excitatory neurons. Sensory stimulation evokes precisely timed excitatory and 
inhibitory drives onto cortical excitatory neurons, with inhibition usually being stronger 
and slightly delayed compared to excitation, which allows a short window of opportunity 
during which the excitatory drives can summate and drive spiking activity (Gabernet et al 
2005, Okun & Lampl 2008). The exact temporal shifts between excitation and inhibition 
vary across different sensory modalities, ranging from ~ 1ms in somatosensory cortex 
(Gabernet et al 2005) to ~1-4 ms in auditory cortex (Wehr & Zador 2003), ~10 ms in 
olfactory cortex (Poo & Isaacson 2009), and longer in visual cortex (Hirsch et al 1998). 
Comparing inhibitory and excitatory receptive fields in the same neuron generally shows 
that the tuning of inhibitory inputs are either matched (Zhang et al 2003, Wehr & Zador 
2003, Okun & Lampl 2008) or more broadly tuned (Poo & Isaacson 2009, Liu et al 
2011). Furthermore, a few simultaneously activated excitatory neurons could induce 
strong and widespread inhibition on the neural network (Kapfer et al 2007). The sensory 
evoked inhibition that is strong, widespread and tightly coupled with excitation serves 
many functions, which include controlling precise timing of response (Wehr & Zador 
2003, Gabernet et al 2005, Okun & Lampl 2008), preventing runaway excitation (Kapfer 
et al 2007), sharpen stimulus selectivity (Zhang et al 2003, Poo & Isaacson 2009, Liu et al 
2011), and overall increasing the sparseness of sensory response (Haider et al 2013).  
The spike threshold can also transform broadly tuned subthreshold response into sparse 
and more selective spike response through the so-called ‘iceberg’ effect (Rose & 
Blakemore 1974): since the membrane potential is usually well below the spike threshold, 
only sufficiently large excitatory input can drive the membrane potential to reach spike 
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threshold for spike generation, thus generating more sharply tuned spiking response 
compared to the subthreshold response. The spike threshold and the inhibition work 
synergistically, with inhibition that is tightly coupled to excitation suppresses sensory 
evoked response to mostly below spike threshold, thus spikes are only sparsely generated 
(de la Rocha et al. Science 2010). Indeed, whole-cell recording in head restrained 
behaving mice has shown that whisker contact reliably drives the neuronal membrane 
potential to a fixed value, which is independent of pre-contact membrane potential, below 
spike threshold in most excitatory neurons. Only in a small fraction (~10%) of excitatory 
neurons the contact induced a membrane potential response which is on average above 
the spike threshold, and these neurons fire reliably (Crochet et al 2011). Inhibition that is 
more broadly tuned compared with excitation can further sharpen the neuronal selectivity 
(Zhang et al 2003, Poo & Isaacson 2009, Liu et al 2011). Interestingly, the spike 
threshold is not fixed but rather depends on the temporal profile of the membrane 
depolarization, such that fast depolarizations produce spikes at lower thresholds, and 
slower depolarizations at higher thresholds (Azouz & Gray 2000, Azouz & Gray 2003, 
De Polavieja et al 2005, Wilent & Contreras 2005, Goldberg et al 2008, Fontaine et al 
2014). This type of spike threshold adaptation effectively reduces the membrane time 
constant, making the neuron more likely to spike in response to synchronized inputs 
(Fontaine et al 2014). The effect of an adaptive spike threshold on neuronal information 
processing will be analyzed in Chapter 4 of this thesis. 
 Cell type specific neural representations 
It is widely speculated that around 20% of all neocortical neurons are inhibitory (see 
Markram et al 2004, Ascoli et al 2008); although recent studies (Meyer et al 2011), 
including the data presented in Chapter 3 of this thesis suggest that inhibitory neuron 
density is only ~12% in the barrel cortex. The interneuron population shows a striking 
diversity in terms of their electrophysiological, biochemical and morphological properties 
(see Markram et al 2004).  Based on the immunoreactivity to parvalbumin (PV), 
somatostatin (SST) and the ionotropic serotonin receptor subunit 5-HT3AR, neocortical 
interneurons can be separated into three largely non-overlapping groups (Lee et al 2010). 
In L2/3, the 5-HT3AR+ cells account for ~50% of the total interneuron population, and 
generally have broad action potential waveform with adapting firing patterns. They can 
be further divided into at least 4 subgroups: 1) the neuroglia cells (Tamas et al 2003, Olah 
et al 2009, Wozny & Williams 2011), which mediate slow inhibition via volume 
transmission and can be identified by co-immunostaining with alpha-Actin-2 (Tamas et al 
2003); 2) Calretinin (CR)+/ vasoactive intestinal polypeptide (VIP)+ multipolar cells 
(Caputi et al 2009) with regular firing pattern, 3) CR+ bipolar cells (Caputi et al 2009, Xu 
et al 2006) with bursting firing pattern and 4) VIP+/CR- bipolar cells (Porter et al 1998) 
which also show bursting firing pattern. These groups of interneurons preferentially 
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inhibit other interneurons.  
PV+ interneurons account for an additional ~30% of the L2/3 interneuron population, and 
can be further divided into 3 subgroups: 1) fast-spiking (FS) basket cells which 
preferentially target the soma or the proximal dendrites of pyramidal neurons. They are 
densely and reciprocally connected to nearby pyramidal cells (Holmgren et al 2003, 
Packer & Yuste 2011). FS PV+ interneurons in L4 of the rodent barrel cortex can be 
further divided into three clusters based on differential axonal projection patterns (Koelbl 
et al 2015).  2) bursting basket cells which are less densely connected in the network but 
innervate PV+ FS cells, hence suppressing their inhibitory drive in the network (Blatow 
et al 2003). 3) FS chandelier cells, which specifically target the axon initial segment (Zhu 
et al 2004, Taniguchi et al 2013).   
The remaining ~20% of interneuron are SST+ Martinotti cells (Wang et al 2004), which 
innervate distal dendrites of pyramidal neurons. They are densely connected with the 
pyramidal neurons in the local network (Fino & Yuste 2011) and receive facilitating input 
from pyramidal neurons (Kapfer et al 2007) and little inputs from L4 excitatory neurons 
(Helmstaedter et al 2008).  
The different types of interneurons tend to form gap junctions (preferentially) with other 
interneurons belonging to the same group but not with different types, as such bursting 
PV+ cells form gap junctions with other bursting PV+ cells but not with FS PV+ cells 
(Blatow et al 2003). The connectivity as well as synaptic properties between different 
types of interneurons also appears to be cell type-specific. In the mouse visual cortex, for 
example, PV+ cells strongly innervate each other as well as the pyramidal neurons but 
provide little inhibition to other groups of interneurons. SST+ cells, on the other hand, do 
not innervate other SST+ cells, but provide inhibition to all other types of interneurons 
(Pfeffer et al 2013). The short-term synaptic dynamics has also been shown to be cell-
type specific (Gupta et al 2000). 
Compared to pyramidal neurons, and with the exception of SST+ cells, interneurons 
receive stronger and larger number of feed-forward excitation (Helmstaedter et al 2008). 
The recurrent excitation onto interneurons is also stronger compared to those made onto 
excitatory neurons (Holmgren et al 2003, Avermann et al 2011). Consistent with these 
connectivity features, both spontaneous and sensory evoked spiking activity is much 
higher in interneurons (Swadlow 1989, Gentet et al 2010, Hofer et al 2011). SST+ 
interneurons’ encoding of touch is the exception to this norm, as they are inhibited by the 
whisker contact (Gentet et al 2010).  
The stimulus selectivity of excitatory neurons is maintained in part by network motifs. 
The visual cortical excitatory neurons form non-random sub-networks such that neurons 
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selective to the same stimulus features are more likely to connect with each other (Ko et 
al 2011). This type of functionally specific connectivity pattern is largely absent at least 
in the PV+ interneuron populations, and experimental evidence suggests that the spiking 
responses in interneurons are less selective or more broadly tuned (Swadlow 1989, Bruno 
& Simons 2002, Sohya et al 2007, Wu et al 2008, Liu et al 2009, Hofer et al 2011, but 
also see Runyan et al 2010), and can be approximated by the average tuning of adjacent 
excitatory neurons (Kerlin et al 2010).  
In summary, compared with excitatory neurons, sensory evoked spiking activity in 
interneurons are dense (as opposed to sparse), more reliable and less selective. This 
difference is partially due to higher excitability in interneurons, as some interneuron 
population has the same level of subthreshold tuning compared with excitatory neurons 
(Bruno & Simons 2002, Cardin et al 2007, Wu et al 2008, Nowak et al 2008). However it 
is important to note that there is a wide distribution of firing rate and stimulus selectivity 
in each group of interneuron population, just like in the excitatory neural population. PV+ 
interneurons generally show strong, unselective and short latency response, whereas in 
visual cortex SST+ interneurons show weak, more selective and delayed response (Ma et 
al 2010), while in barrel cortex they are inhibited by whisker contacts (Gentet et al 2012).    
Excitatory and inhibitory neurons could encode different features of the stimulus in their 
spiking activity.  With their high excitability, high sensitivity, broad tuning, short onset 
latency and reliable and highly synchronized (Swadlow 2003) stimulus evoked firing, FS 
PV+ interneurons could reliably encode stimulus onset, whereas the sparse and 
temporally distributed excitatory neurons’ spikes could encode finer features about the 
stimulus (see Conclusions).  The high firing rates of interneurons could also suggest that 
they might preferentially employ rate coding. Most decoding analyses based on ideal 
observers assume that the decoder has the knowledge of stimulus onset timing, whereas 
in real neural networks it is not trivial for the postsynaptic neurons to access such 
information. It has been proposed that the peak of the population activity could be 
potentially used as a temporal reference for decoding (Panzeri & Diamond 2010); 
however given the response properties outlined above of FS PV+ interneurons could be a 
better temporal reference for decoders in biological networks or in silico.  
 The focus of the thesis 
Despite our ever-increasing understanding of the rules of communication in neural 
circuits, the anatomical complexity of the circuits and the lack of analytical insight into 
the intracellular information transfer delay the progress in providing a mechanistic 
description of sensory processing in the brain.  Thus, in this thesis, I will experimentally 
study and computationally address the nature of intra- and inter-neuronal information 
 Introduction 
13 
 
transfer along the somatosensory axis to mechanistically determine how information is 
aggregated, transferred and recovered in sensory circuits.   
The thesis consists of six chapters, including this introductory chapter.  Chapter 2 
describes a simple optical design for the visualization of cortical representation of touch 
in single trial resolution. Furthermore, by taking advantage of the spontaneous 
oscillations in the blood-flow, we derive novel algorithms that enable structural mapping 
of the neurovasculature during functional imaging experiments.  We finally combine 
these developments to show how to map cortical representation of touch even though 
stimulus representation might be confounded by neurovasculature.  This approach is then 
utilized in the subsequent chapters for mapping the barrel cortex prior to in vivo 
experiments.   
With six cortical layers and ~12000 neurons in a cortical column, each whisker touch 
recruits complex circuits spanning multiple columns.  Chapter 3 aims to build a 
computational model of the somatosensory cortex to ultimately reduce the dimensionality 
in this network, provide a test-bed for the empirical studies and develop a biologically 
realistic network structure for computational studies.  To achieve these goals in this 
chapter we first describe how to reconstruct the somatosensory cortex in soma resolution 
by combining multi-channel (i.e. triple or quadruple) immunohistochemistry with serial 
mosaic scanning confocal microscopy. With this accurate information on the node of the 
network and the experimental evidence in the literature on the pairwise connectivity of 
neurons in the barrel cortex, we then build a structural network that replicates circuit 
organization in the barrel cortex at the current level of certainty allowed by the barrel 
cortex literature.  The neuronal dynamics in this in silico network are then realized using 
a modified quadratic neural model, the so called Izhikevich neuron.  In the second part of 
the chapter, we then extensively characterize the neural representations in silico and test 
them against the neural representation in the biological cortical columns.   
The modification that we introduce in the Izhikevich model is to rescue the model neuron 
from a fixed spiking threshold.  In Chapter 4, we first show experimentally that spiking 
threshold is inversely correlated with the first derivative of the membrane potential, i.e. 
faster membrane depolarization leads to action potentials generated at lower voltages.  
Subsequently, we conduct an information theoretic analysis to investigate the 
consequences of an adaptive threshold for the representation of incoming information, for 
both rate and pattern codes. This analysis is further extended to the dependence on the 
cortical state. 
With an accurate model of the network representations in silico Chapter 5 addresses the 
nature of intra- and inter-neuronal information processing in the somatosensory cortex.  
By combining in vivo and in vitro whole-cell recording of neural representations with 
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network simulations in silico this chapter shows that as the sensory information is 
transferred from one loci to another (let it be a subcortical nuclei or cortical layer) the 
circuit reconstructs the stimulus with high fidelity enabling accurate representation of the 
sensory stimulus (in our set of stimuli) in single neuron resolution even four synapses 
away from the sensory periphery, albeit only in its subthreshold representations. 
Finally, Chapter 6 brings together all the observations to provide a novel theory of 
sensory information processing along neural circuits which argues that sensory 
information is processed in parallel by inhibitory and excitatory cortical circuits as such 
the two information bearing channels enable multiplexed sensing in the somatosensory 
system. 
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Abstract 
Functional imaging of intrinsic signals allows minimally invasive spatiotemporal 
mapping of stimulus representations in the cortex; but representations are often corrupted 
by stimulus-independent spatial artifacts, especially those originating from the blood 
vessels.  In this method chapter we present novel algorithms for unsupervised 
identification of cerebral vascularization, allowing blind separation of stimulus 
representations from noise, and detail how to locate cortical region of interest for 
subsequent electrophysiological experiments. These algorithms commonly take 
advantage of the temporal fluctuations in global reflectance to extract anatomical 
information.  More specifically, the phase of low frequency oscillations relative to global 
fluctuations reveals local vascular identity.  Arterioles can be reconstructed using their 
characteristically high power in those frequencies corresponding to respiration, heartbeat, 
and vasomotion signals.  By treating the vasculature as a dynamic flow network, we 
finally demonstrate that direction of blood perfusion can be quantitatively visualized.  
Application of these methods for removal of stimulus-independent changes in reflectance 
permits isolation of stimulus-evoked representations even if the representation spatially 
overlaps with blood vessels.  The algorithms can further be expanded to extract temporal 
information on blood flow, monitoring of revascularization following a focal stroke, and 
distinguish arterioles from venules and parenchyma.  
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 Introduction 
Functional imaging of intrinsic signals allows quantitative analysis of neural 
representations by taking advantage of the coupling between vascular response and neural 
activity (Lieke et al. 1989; Parri and Crunelli 2003; Roy and Sherrington 1890; Sheth et 
al. 2005; Villringer and Dirnagl 1995).  These minimally invasive hemodynamic imaging 
techniques commonly have low signal to noise ratio (SNR), slow time course, and require 
averaging across multiple trials to obtain reproducible results (Bonhoeffer and Grinvald 
1996; Mayhew et al. 1999; Vanzetta et al. 2005; Zepeda et al. 2004; Zheng et al. 2001). 
The noise in intrinsic signals exists in both spatial and temporal domains.  Slow changes 
in wide-scale regional cerebral blood flows (CBF (Cannestra et al. 1996; Dirnagl et al. 
1989; Narayan et al. 1995; Villringer et al. 1989)), slow oscillations in the diameters of 
arterioles (i.e. vasomotion (Chambers and Zweifach 1947; Kalatsky and Stryker 2003; 
Zepeda et al. 2004)), and higher frequency oscillations resulting from respiration and 
heartbeat (Lieke et al. 1989; Mayhew et al. 1996; Reidl et al. 2007) introduce temporally 
varying and spatially structured fluctuations to intrinsic signal measurements. Among the 
different sources of noise, those that closely match the time-course of the vascular 
response to neural activity (i.e. 0.02<f<0.2 Hz) have an order of magnitude larger 
amplitude than stimulus-evoked responses (Bonhoeffer and Grinvald 1996; Carmona et 
al. 1995; Zepeda et al. 2004), and have proven more difficult to overcome (Schiessl et al. 
2008; Vanzetta et al. 2005) because bandpass filtering risks the loss of information from 
the underlying signal.  This noise can be attenuated by phase-locking the stimulus onset 
to oscillations, subtracting the pre-stimulus background, and averaging evoked responses 
across multiple trials (Grinvald et al. 1991), which reduce the magnitude of stimulus-
independent oscillations with uncorrelated phase by the square root of the number of 
trials (Narayan et al. 1994).  Assuming greater spatial homogeneity of the slow 
spontaneous fluctuations in the signal, one can further reduce the noise in evoked 
responses by subtracting the median from each frame (Blasdel and Salama 1986; Frostig 
et al. 1990; Ts'o et al. 1990).  This procedure corrects for the slow global changes in 
reflectance as a function of time (Bonhoeffer and Grinvald 1996).  The combination of 
these approaches results in an averaged time series of hemodynamic response, which may 
be used to map the spatial location, amplitude and time course of the evoked responses. 
Even after these corrections, however, there often remains a spatially structured 
vasculature artifact that interferes with extraction of evoked representations (Spitzer et al. 
2001).  Early application of Principal Component Analysis (PCA) helped to isolate the 
stimulus-evoked responses from stimulus-independent noise (Cannestra et al. 1996; 
Geladi et al. 1989; Vanzetta et al. 2004; Zheng et al. 2001), using the implicit assumption 
that evoked representations would be localized and elliptical, and the vasculature noise 
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would appear in branching vessel structures that are quantitatively similar to vessel maps.  
While improving the quality of the mapping signal, these linear PCA methods still leave 
residual signals from the vasculature that confound quantitative analysis of evoked 
representations.  This is an inevitable consequence of PCA – even the ideal time-course 
eigenvector of the stimulus-evoked response can produce an arteriole corrupted spatial 
representation due to the physiologically coupled role of arterioles as the source of blood 
flow to the evoked neural response.  For this reason, several variations of independent 
component analysis (ICA), such as extended spatial decorrelation (ESD (Molgedey and 
Schuster 1994; Schiessl et al. 2008; Stetter et al. 2000)), sub-space correlation (SSC 
(Zheng et al. 2001)), and spontaneous independent component analysis (sICA (Reidl et al. 
2007)), have been applied to the principal components to separate stimulus-evoked 
representations from spatially distinct stimulus-independent “noise”.  While these 
algorithms can successfully isolate the vasculature artifact, because they produce images 
with unit-less dimensions, and are highly non-linear by their nature, subsequent 
quantitative analysis of the physiological signals is often difficult (Reidl et al. 2007; 
Schiessl et al. 2008; Stetter et al. 2000). 
For these reasons, there is a niche for approaches that would identify vasculature for 
isolation of stimulus-evoked representations from non-specific changes in hemodynamic 
responses within the well-understood domain of reflectance units (Carmona et al. 1995; 
Frostig et al. 1990; Reidl et al. 2007; Schiessl et al. 2008; Stetter et al. 2000; Vanzetta et 
al. 2005; Zheng et al. 2001).  To this end, a binary classification of the pixels that carry 
the largest stimulus-independent changes (i.e. lowest SNR) offers several distinct 
advantages.  First, binary removal of pixels with a greater stimulus-independent 
component permits de-noising without changing image units, allowing a direct extraction 
and quantitative interpretation of evoked representations.  Second, as Carmona and 
colleagues originally observed (Carmona et al. 1995), even if one does not require 
common units for quantitative comparison of spatial representations across trials, 
conditions, or experiments, initial removal of stimulus-independent artifacts before 
applying PCA minimizes the overlap between stimulus-evoked and stimulus-independent 
representations.  Third, there remains an interest in the dynamics of the stimulus-evoked 
vasculature response (Drew et al. 2011; Golanov et al. 1994; Jones et al. 2001).  Binary 
classification of pixels representing the vasculature may facilitate more targeted 
investigations into the dynamic temporal response of arterioles and venules upon stimulus 
presentations and allow mechanistic explanation of stimulus representations using 
functional imaging of intrinsic signals. 
Here we introduce three novel algorithms that reconstruct vasculature pattern from 
temporal variations in intrinsic signals.  The methods are unsupervised, allow blind 
source separation of the stimulus-independent noise in intrinsic signals and particularly 
suitable for automation of image processing steps for quantitative analysis of neural 
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representations.  We furthermore show that these algorithms can be expanded to 
distinguish arterioles from venules, quantify the time course of blood flow in identified 
vasculatures and allow reconstruction of stimulus-evoked representations even if the 
evoked representation spatially overlaps with vasculature.  
 Materials and Methods 
Adult C57Bl6 mice (22-24 g; Taconic Farms, CA- USA) from either sex were used 
according to the animal welfare guidelines of the National Institute of Health and the 
Animal Care and Use Committee at the University of Southern California.   
Animal preparation 
Mice were anesthetized with Ketamine and Xylazine (i.p.  100 mg/kg ketamine, 15 mg/kg 
xylazine) and placed on a heating pad to maintain the core body temperature at 
36.5(±0.2)°C during the experiment.  Following a medial skin incision, skull above the 
right primary somatosensory cortex was thinned to ~100 µm thickness (-1.5 to -4.5 from 
bregma; -3 to -6 from midline) using a dental drill.  Skull transparency was maintained 
throughout the imaging session by application of a thin layer of mineral oil (330760; 
Sigma-Aldrich, MO- USA) as necessary. 
Data acquisition 
All data acquisition and instrument control were performed using custom written routines 
in Labview (National Instruments, TX- USA).  Two light-guide coupled high-power light 
emitting diodes were used to visualize cerebral vascularization (530 nm; LCS-0530-05-
22; Mightex, CA- USA) and to image intrinsic signals (625 nm; LCS-0625-03-22; 
Mightex, CA- USA). We chose 625 nm light for intrinsic observation it provides a strong 
signal to noise ratio in evoked experiments and because the physiological etiology of the 
signal at this wavelength has been well characterized (Frostig et al 1990). Images were 
acquired at 60 fps using a Pike-032B (Allied Vision Technologies, MA- USA) with 
custom thermoelectric cooling and digitized at 16-bit with 320 x 480 pixel resolution.  
Field of view was magnified (4x; 7 µm/pixel) using a custom made macroscope (Figure 
2.1) attached to the camera.  The camera was placed perpendicular to the imaging plane 
and focused ~200 µm below the cortical surface.  To visualize whisker-evoked changes in 
intrinsic signals, a single whisker (i.e. left C2) was deflected (amplitude= 8 degrees) 
using a computer controlled piezoelectric actuator every 15s with a 5 Hz square pulse 
train for 3s.  In addition, spontaneous changes in intrinsic signals were observed for a 
period of 5 min.  All data were acquired continuously. 
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Figure 2.1. Experimental setup and representative data. (A) Spontaneous and 
sensory-evoked changes in reflectance of 625 nm wavelength light was measured in 
vivo under anesthesia. Whisker deflections were delivered using a piezoelectric 
actuator. (B) Custom-made macroscope for intrinsic optical imaging. (C) 
Spontaneous low frequency oscillations in mean pixel reflectance over a 60 second 
period. (D) Representative images reconstructed from averaged reflectance over 2 
second time intervals during low and high “states” of the light reflectance. 
Data analysis 
Data analysis was performed using MATLAB (MathWorks, MA- USA).  The collection 
of MATLAB functions and a representative raw data set are available online 
(http://jn.physiology.org/content/109/12/3094.figures-only) as supplementary materials.  
For vascular identification analyses, individual images collected under 625 nm 
illumination during spontaneous observation were down-sampled at 8 Hz by averaging 
pixel values in 0.125 s frames.  Background reflectance was calculated for each pixel 
across the period of observation (e.g. 60 s) by averaging, and percent change in 
reflectance (Y) was calculated after subtraction of the background and smoothed (Ys) 
using a Gaussian filter (σ = 70 µm).  The 70 µm standard deviation of the Gaussian filter 
was chosen to maximally reduce local video noise with a minimal blurring effect on 
larger scale image features (e.g. vessels, neural responses), and might be reduced when 
trying to identify smaller vessels.  Sample frames of Ys are shown in Figure 2.1C (bottom 
panels).  Finally, global reflectance, G, was calculated as the median value of each frame 
in Ys to track spontaneous changes in intrinsic signals across the field of view (see Figure 
2.1C top panel). 
Spatial Reconstruction from Spectral Power (SRSP) 
SRSP is based on reconstruction of the spectral power in pixel reflectance oscillations 
across the field of view.  This approach is feasible given the previous observations that 
distinct sources (i.e. heart-rate, breathing, vasomotion) that contribute to changes in 
intrinsic signals oscillate at different frequencies (Carmona et al. 1995; Mayhew et al. 
1996; Schiessl et al. 2008) (also see below).  To isolate contributions of each source to 
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changes in Ys, we computed the Fourier power spectrum (Ỹs).  As shown in Figure 2.2, the 
power contained in frequency peaks of Ỹs differs for regions of interest (ROI) containing 
arterioles, venules, or capillaries.  We use this information to construct a map of arterioles 
by integrating over the frequency domain for each pixel (Figure 2.2B-E, lower panels):  
𝑆𝑆𝑆𝑆 𝑖𝑖𝑖𝑖𝑖(𝑖, 𝑗) = � 𝑌�𝑠𝑖,𝑗4
0.2 (𝑓)𝑑𝑓  
 
Figure 2.2. Spectral power of oscillations varies across vasculatures. (A) Fourier 
power spectrum of the mean light reflectance across frequencies for identified 
arterioles, capillaries and venules.  Spectral power across the entire image is shown 
as the change in mean pixel reflectance (i.e. global reflectance).  Reconstruction of 
the ROI from bandpass filtered data at 0<f<0.1 (B), 0.2<f<0.3 (C), 1.5<f<1.7 (D), 
and 3.3<f<3.5 (E). Histograms show the power in different vasculature across the 
same four Fourier spectrum peaks.  
Maximal Covariance after Shift (MCS) 
MCS is based on calculation of the phase of low frequency fluctuations in each pixel with 
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respect to the global reflectance, G.  Because these low frequency fluctuations propagate 
through the blood vessels, the phase of upstream arterioles leads and the phase of 
downstream venules lags the global phase.  As a result, spatial reconstruction of phase 
information across the ROI correlates well with vascular classification. 
For phase computation, we take advantage of the fact that two oscillating signals will 
have higher covariance when their respective phases are aligned.  Both G and Ys were 
band-pass filtered to remove frequency components greater than 1 Hz, and sphered to 
zero mean and unit variance, giving Ĝ and Ŷs.  By shifting the Ŷs forward or backward in 
time with respect to Ĝ, we were able to modulate the phase offset and search for the 
phase shift that maximizes the covariance between Ĝ and Ŷ.  Rather than searching for 
the maximum over each independent shift, we increased the robustness of the phase 
estimation by maximizing over the quadratic regression of covariance values for shifts 
within a narrow window (i.e. ∈ [-0.25,0.25] seconds). After finding the phase of each 
pixel, we then reconstruct the field of view: 
𝑀𝑀𝑆 𝑖𝑖𝑖𝑖𝑖(𝑖, 𝑗) = argmax
𝑠ℎ𝑖𝑖𝑖 ∈[−0.25,0.25]𝐺�(𝑡) ∗ 𝑌�𝑠𝑖,𝑗(𝑡 + 𝑠ℎ𝑖𝑓𝑡) 
Local Coherence with Global Flux (LCGF) 
The phase differences in the vasomotion signal identified by MCS indicate that the 
instantaneous flow rate through each cross section of the vascular network is not 
necessarily uniform. Necessarily, haemoglobin entering the field of view must travel 
through the arterioles before exiting through the venules. Because, during periods of 
increasing blood supply, the activity of the arterioles precedes that of the venules, we 
expected for a positive correlation between the signal from arteriole vessels and the 
change in global reflectance, and a negative correlation between the signal from venules 
and the change in global reflectance. As a result, we found that the sign of this correlation 
was indicative of vessel type. To reduce high frequency noise, we first low-pass filter the 
global reflectance at 1 Hz and then calculate: 
𝐿𝑀𝐺𝐿 𝑖𝑖𝑖𝑖𝑖(𝑖, 𝑗) = 𝑌𝑠𝑖,𝑗(𝑡) ∗ 𝜕𝐺 
where LCGF is the local coherence with global flux, and 𝜕𝐺  is the frame-by-frame 
change in global reflectance G after low-pass filtering. 
Spontaneous Principal Component Analysis (sPCA) 
Principal Component Analysis (PCA) was performed on spontaneous oscillations in 
reflectance as described before for stimulus-evoked representations (Biswal and 
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Kannurpatti 2009; Carmona et al. 1995; Everson et al. 1998; Mayhew et al. 2001; 
Narayanan and Laubach 2009; Reidl et al. 2007; Schiessl et al. 2008; Stetter et al. 2000; 
Vanzetta et al. 2004; Zepeda et al. 2004) with minor modifications.  Low pass filtered 
(f<0.2 Hz) Ys was down-sampled at 1 Hz and continuously recorded data was segmented 
into 15s long periods.  The number of segments used for analysis depended on the time-
course, and varied between 1-20.  A composite segment, X, was formed as the average of 
each segment, sphered to zero mean and unit variance.  The eigenvectors, V, of the 
covariance matrix of X were calculated, and the principal components, shown in 3E, were 
generated by multiplying X by the nth eigenvector, with the Component 1 having 
maximal variance. 
 
Figure 2.3. Reconstruction of the cerebral vasculature from low frequency 
spontaneous oscillations in light reflectance.  (A) Cerebral vasculature visualized 
under 530 nm illumination, presented herein as a reference.  (B) Power of 
oscillations in 0.2<f<4 Hz reconstructed into a 2D spatial representation.  Note that 
this “Variance” method successfully detects larger arterioles with a typical branch 
diameter of >35µm.  (C) Reconstruction of the phase offset in each pixel relative to 
the global reflectance with MCS.  (D) Reconstruction of the coherence between 
regional CBV and global CBF into LCGF image.  (E) First 4 Principal Components 
generated from low-passed (<0.2 Hz; upper panel) and band-passed (0<f<4 Hz; 
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lower panel) percent change in reflectance. 
Direct visualization of vasculature under green light 
A single frame of reflectance at 530 nm was used for direct visualization of the 
vasculature for reference purposes.  To compensate for slowly varying reflectance 
properties, including uneven illumination, a Gaussian filter (σ = 140 µm) was applied.  
Subtraction of the smoothed image from the raw image produced a corrected image 
where vascularization is visualized (see i.e. Figure 2.3A).   
Mutual information calculations 
For quantitative analysis of the success in identification of vasculature using the 
aforementioned algorithms, we calculated the mutual information (MI) between the 
vasculature as identified under 530 nm anatomical illumination (P) and each 
reconstruction based on functional imaging at 625 nm (Q; Figure 2.4).  To calculate the 
MI images, P and Q were first thresholded to produce binary maps, BP and BQ. Pixels in 
the highest xP or xQ percentiles, respectively, were assigned a value of 1, and all other 
pixels were assigned a value of 0.  The entropy in Q was calculated as: 
𝐻(𝑄) = −𝑓𝑄=0 log2�𝑓𝑄=0� − 𝑓𝑄=1log2 (𝑓𝑄=1) 
In addition, the entropy in Q given the elements of P was calculated using the 
probabilities (f) of a 0 or 1 occurring in Q given a 0 or 1 occurring in the same location of 
P: 
𝐻(𝑄|𝑆) = −𝑓𝑃=0[𝑓𝑄=0|𝑃=0log2 (𝑓𝑄=0|𝑃=0) + 𝑓𝑄=1|𝑃=0 log2�𝑓𝑄=1|𝑃=0�]
− 𝑓𝑃=1[𝑓𝑄=0|𝑃=1 log2(𝑓𝑄=0|𝑃=1) + 𝑓𝑄=1|𝑃=1 log2�𝑓𝑄=1|𝑃=1�] 
From these quantities, the mutual information was calculated as the difference between 
the original entropy in Q and the entropy in Q given P: 
𝑀𝑀(𝑄,𝑆) = 𝐻(𝑄) − 𝐻(𝑄|𝑆) 
This calculation was repeated for a range of threshold values, xP ∈ [1:30] and xQ ∈ [1:30], 
producing a mutual information matrix that quantitatively compares the success of 
vasculature classification algorithms against a common reference image.   
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Figure 2.4. Analysis of the mutual information between vasculature identified using 
structural imaging at 530 nm and reconstructed images from functional imaging at 
625 nm. (A-E)  Plot of the mutual information (MI) between binary thresholds of the 
green image and reconstructions from (A) SRSP arterioles (300 s observation), (B) 
LCGF arterioles (60 s observation) (C) LCGF venules (60 s observation), (D) MCS 
arterioles (120 s observation), and (E) sPCA (Component 2, 0<f<4 Hz) (45 s 
observation).  Observation windows were chosen to showcase each method at its best 
performing time-course for arterioles.  (F) The relationship between MI and 
sampling duration. 
Analysis of sensory evoked responses 
To exemplify the use of vasculature identification algorithms for reconstruction of 
sensory evoked representations, whisker deflection evoked changes in intrinsic signals 
were studied as described above.  Individual images collected at 60 Hz, under 625 nm 
illumination, were down-sampled (by averaging) into 0.5 second frames for analysis.  In 
each trial (duration: 15 sec) the background reflectance was determined by averaging the 
last 6 frames prior to whisker deflection onset for the First Frame analysis (Frostig et al. 
1990; Mayhew et al. 1996; Narayan et al. 1994; Obermayer and Blasdel 1993; Schiessl et 
al. 2008; Sheth et al. 2005).  For each trial, the percent change in evoked reflectance, E, 
was identified by subtracting the background image and then dividing by it.  The 
Chapter 2 
40 
 
reflectance video was then averaged across 20 trials (Eav) to reduce the noise in 
spontaneous signals not phase-locked to the stimulus. 
To generate the response containing stimulus-independent pixels, Eav was smoothed using 
a Gaussian filter (σ = 70 µm), and the median of each frame was subtracted to reduce the 
effect of low frequency noise.  Figure 2.5D (left) shows a representative image, averaged 
from 1.5-2 seconds after stimulus onset. 
 
Figure 2.5. Application of vasculature identification techniques for classification of 
blood vessels, and removal of blood vessel artifacts from evoked responses. (A) 
Reconstruction of the coherence between local CBV and global CBF into LCGF 
image.  (B) Raw image collected at 530 nm.  (C) Back projection of LCGF values 
onto vessels identified under 530 nm produces a map of arterioles (red) and venules 
(blue).  (D) Extraction of the vasculature artifact from whisker evoked 
representations in the mouse primary somatosensory cortex.  Left: Image of the 
percent change in reflectance between 1.5-2 seconds after stimulus onset averaged 
over 20 trials shows corruption of functional response by arterioles.  Right: Whisker 
evoked response, after the removal of vessels identified by SRSP and recovery of 
removed pixels using a bilinear interpolation function. 
Removal of the vasculature artifact from evoked representations 
To reconstruct sensory representations with reduced vasculature noise, pixels that 
preferentially carry stimulus-independent signal, i.e. arteriole pixels, were identified by 
thresholding the LCGF image (Fig 3D; threshold: top 15%).  To prevent these arteriole 
pixels from corrupting their surroundings during smoothing, we removed them before 
applying the Gaussian filter.  For image smoothing after pixel removal, we developed a 
specialized routine:  First, a binary map was created with zeros marking the identified 
arteriole pixels and ones marking all other pixels.  Each frame of Eav was multiplied by 
the binary map, Gaussian filtered (σ = 70 µm), and again multiplied by the binary map to 
give pre-adjusted frames.  To correct for bias that resulted from introduction of the zero 
values (see above), the same Gaussian filter was applied to the binary map, resulting in an 
adjustment image with all values between 0 and 1.  Dividing the pre-adjusted frames by 
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the adjustment image (with the exclusion that 0/0 = 0), and subtracting the median from 
each frame gave the final images where stimulus-independent arteriole signal is excluded.   
To refill the gaps denoting vasculature, each frame was bilinearly interpolated and 
smoothed using a Gaussian filter (σ = 49 µm).  The final frame representing the averaged 
evoked response between 1.5 and 2 seconds after stimulus is shown in Figure 2.5D 
(right). 
 Results 
We developed image-processing algorithms for unsupervised identification of cerebral 
vascularization by visualizing temporally varying fluctuations in reflectance across the 
field of view.  One of the main applications for these algorithms is to extract stimulus-
independent changes in intrinsic signals to improve quantitative analysis of sensory-
evoked representations in brain mapping experiments. 
Spectral power of spontaneous oscillations vary across vasculatures 
To investigate the temporal characteristics of changes in light reflectance across cerebral 
vasculature, we plotted the Fourier Power spectrum of the signal in pixels corresponding 
to arterioles, venules, capillaries, as well as the global reflectance, G, across the field-of-
view (Figure 2.2A).  Each power spectrum is constructed from the mean value of 49 
pixels in a 7x7 region of interest (ROI).  Spectral analysis of the global fluctuations in 
reflectance shows four distinct peaks at 0.05 Hz, 0.2 Hz, 1.6 Hz, and 3.4 Hz which 
correspond to rate of regional cerebral blood flow (rCBF), vasomotion, respiration, and 
heartbeat, respectively (Mayhew et al. 1996; Schiessl et al. 2008).  The oscillatory nature 
of the reflectance varies across the vasculature.  While signal recorded in arterioles 
replicate the spectral signature described for the global reflectance, signals from venules 
and capillaries oscillate predominantly in lower frequencies (f<0.5 Hz; Figure 2.2A).   
Given the distinct spectral representation of the vasculature, image reconstruction based 
on band-pass filtered temporal fluctuations in intrinsic signals should reveal a pattern of 
vascularization.  Figure 2.2B-E (lower panels) show the relative success of spatial 
reconstructions in narrow-pass (0.1 Hz) filtered data around the frequency peaks noted 
above.  Reconstructions from 0<f<0.1 Hz reveal little spatial dependency or vascular 
structure.  Power in higher frequencies shows greater contrast between arterioles and 
other vessels or non vessels (parenchyma; Figure 2.2C-E) with highest SNR at 0.2<f<0.3 
Hz.  This contrast may be partially explained by vasomotion at this frequency range 
(Dirnagl et al. 1989; Mayhew et al. 1999; Spitzer et al. 2001).   
Spatial reconstructions in the 1.5<f<1.6 Hz, which correspond to rate of respiration in 
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mouse under our anesthetic conditions, also outline arterioles although normalized power 
of oscillations at this range is significantly smaller than the signal observed at 0.2<f<0.3 
Hz.  Unlike the other peaks, the 3.4 Hz heartbeat reconstruction is not homogeneous 
across the arterioles.  This difference suggests that pressures imposed by the micro-
vascular structure of the arterioles might influence the signal magnitude. The heartbeat 
signal also contains a lower value for venules than the parenchyma (Figure 2.2E), in part 
due to the reduced pressure of blood after flowing through the capillaries. 
Transforming spectral power information into a single image 
In our methods, extraction of the stimulus-independent response is achieved by 
classification of pixels from a single image.  To produce this image, it was necessary to 
combine spatial reconstructions from frequencies informative of vascular structure (e.g. 
Figure 2.2C-E), while ignoring frequencies with a low SNR (e.g. Figure 2.2B).  The 
Spatial Reconstruction from Spectral Power (SRSP) algorithm achieves this by linearly 
summing spatial reconstructions for all frequencies ≥ 0.2 Hz (Figure 2.3B).  The result 
correlates well with the arterioles identified in the snap shot at 530 nm (Figure 2.3A).  A 
linear sum over reconstructions is justified here because it intrinsically weights each 
frequency by its contribution to the net signal’s variance.  The frequencies ≥ 0.2 Hz 
include information from vasomotion, heartbeat, and respiration, and exclude slower 
changes in rCBF. While the magnitude of slow oscillations <0.2 Hz was not spatially 
informative, their phase proved to be characteristic of each structure. 
Phase of low frequency oscillations varies across vasculatures 
Because rCBF may be considered as a physical wave, which originates in arterioles and 
propagates through vasculature to venules, it can be characterized by the temporal 
frequency of oscillations and the spatial wavelength between peaks.  Empirically, we find 
that the wavelength of the rCBF signal is wider than the field of view, such that the 
relative phase of any pixel at a given time uniquely determines its up- or downstream 
position within the fluid blood flow network.  Thus, by analyzing the typical difference 
between each pixel’s phase and the global phase, we can reconstruct an image 
representative of the vascular structure.  Moreover, this information has the potential to 
identify and distinguish both venules and arterioles from surrounding parenchyma. 
Creating a vasculature map from phase information 
We applied this theory to our data set using Maximal Covariance after Shift (MCS), 
which measures two signals’ phase offset across a range of frequencies by identifying the 
time-shift that maximizes their covariance.  We found that phase offsets between pixels, 
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after low-pass filtering at <1.0 Hz, (Figure 2.3C) correlated well with vascular identity 
previously determined from spectral power (Figure 2.3B) and reflectance at 530 nm 
(Figure 2.3A).  In addition, unlike SRSP, MCS classification resulted in separate labeling 
of arterioles, venules, and parenchyma, expanding the potential uses of spatial 
classification.  Changes in covariance between zero shift and maximal shift were often 
small (mean = 1.5E-3, max = 4.2E-2, s.d. = 2.8E-3), but highly revealing of structure 
(Figure 2.3C). 
Flow dynamics are representative of vasculatures 
A separate motivation for measuring the spatial coherence of signals came specifically 
from blood flow and volume. In particular, we took advantage of the idea that changes in 
the total volume of blood throughout the field of view would have opposing correlations 
with activity in the sources (i.e. arterioles) and sinks (i.e. venules) of the network. We 
tested this hypothesis in our data set using the Local Coherence with Global Flux (LCGF) 
algorithm, and found that the resulting map captured much of the vascular structure 
within the field of view (Figure 2.3D). 
Application of spontaneous principal component analysis 
Unlike the SRSP, MCS, and LCGF, which attempt to identify vascular structure from 
distinct physiological phenomena, sPCA works under the principal that the vasculature 
will have an independent time-course with greater variance than the parenchyma.  It is not 
immediately obvious that these distinctions need be present in spontaneous observation.  
However, we have shown previously, using the SRSP method, that arterioles have greater 
power at frequencies ≥ 0.2 Hz (Figure 2.2C-E).  If the corresponding variance is 
sufficient to justify an independent arteriole time-course eigenvector, the back-projection 
of that arteriole eigenvector into a spatial representation is equivalent to measuring the 
covariance between each pixel’s signal and the arteriole signal.  In this case, the results of 
the MCS method predict that covariance, and therefore the spatial representation, would 
be strongest in the arterioles, followed by the parenchyma and finally by the venules. 
The sPCA algorithm used herein is based on previous implementations of PCA on evoked 
intrinsic signals (Carmona et al. 1995; Everson et al. 1998; Mayhew et al. 1999; Narayan 
et al. 1995; Reidl et al. 2007; Schiessl et al. 2008; Stetter et al. 2000; Vanzetta and 
Grinvald 2001; Zepeda et al. 2004), PET (Pedersen et al. 1994), and fMRI (Biswal and 
Kannurpatti 2009).  Depending on the configuration of input parameters (e.g. period of 
observation, down-sampling rate, number of components), we found that the spatial 
representation produced in the first or second of principal component (Figure 2.3E, lower 
panel Component 1) correlated with the vasculature maps attained by MCS (Figure 2.3C) 
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and LCGF (Figure 2.3D).  Subsequent representations (Figure 2.3E, lower panel 
Components 2-4) were dominated by signal from vasculature, but did not successfully 
separate venules from arterioles, and produced regional differences in the parenchyma. 
Creating a vasculature map from phase information 
Given the success of the algorithm, we were interested in determining which frequency 
sources contributed to the vasculature component.  We found it unlikely that heartbeat or 
respiration were the primary source of classification because they account for a lesser 
percentage of the total power (Figure 2.2A), and the data was down-sampled to 1 Hz 
during pre-processing, causing partial attenuation of frequencies during aliasing.  To 
investigate whether vasculature was distinguished by phase offsets of rCBFs or power 
distributions in vasomotion, we tested sPCA on data low-pass filtered < 0.2 Hz to isolate 
the rCBF signal before down-sampling.  The results (Figure 2.3E, upper panel) do not 
show a reliable identification of vasculature.  Alternatively, initial bandpass filtering 
0.2≤f<1.0 Hz to isolate the vasomotion signal (results not shown) produced a vasculature 
component distinguishing venules from arterioles just as in the unfiltered data.  
Quantitative comparison of vasculature classification methods 
To compare the success of the four algorithms that reveal pattern of cerebral 
vascularization, we employed a mutual information (MI) metric that produced 
quantitative comparisons directly from binary maps, as opposed to a metric based on 
analog content of the images compared (e.g. normalized covariance).  As a comparator, 
we used the snap shot of the field of view at 530 nm (Figure 2.3A). 
Assumptions of Mutual Information Comparison: Comparison of arteriole identification 
among the four 625 nm methods revealed similar performance at each method’s optimal 
time-course (Figure 2.4 A,B,D,E).  The mutual information between each of the binary 
maps produced by the SRSP, MCS, LCGF, and sPCA methods and the 530 nm snapshot 
are significantly above (p << 1E-10) the mutual information that would be produced by a 
random map, which approximately follows a Chi Square distribution with 1 degree of 
freedom (Federer 2011).  However, interpreting the meaning of relative differences 
between each method’s mutual information value is challenging for several reasons.  
First, while stricter binary filters (i.e. pixels in lowest 5%) identified main arterioles for 
all methods, we observed that the 530 nm snap shot began filling in smaller arterioles or 
venules at less stringent thresholds while the 625 nm methods preferentially widened 
main arterioles before identifying smaller vessels.  This may account for the saturation in 
mutual information at 10% thresholds, even though the MI between two identical images 
saturates at 50% thresholds.  Second, the 530 nm snap shot is not an ideal classification 
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image, and maps which have a higher mutual information in respect to the snap shot are 
not necessarily superior.  Third, the snap shot is only justified as a quantitative 
comparison under the assumption that all 625 nm methods will be penalized relatively 
equally by the intrinsic differences.  It is clear that this assumption is not met for 
comparisons between venule and arteriole identification, as both the shape and absolute 
maximum of mutual information for venule identification (Figure 2.4C) was significantly 
different from that for arterioles. By comparison, however, the arteriole identification 
from vasculature maps show highly correlated shapes, with the greatest correlation 
existing between MCS and sPCA (r = 0.993, p < 0.001 with Bonferroni correction for 
multiple comparisons), and the least correlation existing between SRSP and LCGF (r = 
0.953, p <0.001 with Bonferroni correction), indicating that the comparison is relatively 
fair. 
Optimal Time-course of Data Recording: Despite these uncertainties, quantitative mutual 
information evaluation relates well to qualitative performance observations, particularly 
in measuring the gain or loss of information over increasing periods of observation 
(Figure 2.4F).  SRSP, MCS, and LCGF images from periods greater than one minute 
were computed by averaging images calculated from each minute of data prior to mutual 
information calculation.  The information of each method is maximal at: 300s (SRSP); 
120s (MCS); 60s (LCGF); 45s (sPCA). 
 Discussion 
We have introduced analytical methods for mapping cerebral vasculature using intrinsic 
functional optical imaging.  The algorithms are based on temporal analysis of 
spontaneous fluctuations in hemodynamic signals, and take advantage of the spectral and 
phasic changes in reflectance across the vasculature.  Compared to the solutions 
previously developed (Table 1), these algorithms allow unsupervised identification and 
classification of the vasculature, and produce quantitatively tractable images, e.g. for 
blind separation of stimulus-independent changes in reflectance from evoked 
representations (see below). 
Principles, underlying assumptions and limitations of our algorithmic solutions 
Spatial Reconstructions from Spectral Power (SRSP) is based on the observations 
(Figure 2.2) that fluctuations in 625 nm reflectance are not uniform across the cortex and 
throughout the vasculature.  The spatial dependence of power distributions may be related 
to the source of oscillatory changes in reflectance.  For the data collected from the mouse 
somatosensory cortex and presented herein, discrete peaks at 0.2 Hz, 1.6 Hz, and 3.4 Hz 
correspond to oscillations introduced by vasomotion, respiration, and heartbeat, 
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respectively.  
Vasomotion, the spontaneous rhythmic changes in the tone of blood vessels, is closely 
linked to cyclic changes in cerebral blood flow (CBF) and volume (CBV) throughout the 
vascular network (Dirnagl et al. 1989; Mayhew et al. 1996).  Given the role of arterioles 
in perfusion and the observation that CBF and CBV changes are largest and can be most 
readily studied in arterioles (Drew et al. 2011; Vanzetta et al. 2005), one would expect 
that arterioles would carry a dominant vasomotion signal.  Our results agree with this 
prediction and show significantly stronger signal magnitude, at 0.2 Hz, in the arterioles 
rather than in venules or capillaries (Figure 2.2B).  Interestingly, respiration induced 
changes in reflectance at 1.6 Hz shows the greatest magnitude difference between the 
arterioles and parenchyma, providing a strong contrast for arteriole identification.  The 
contrast between arterioles and venules, on the other hand, is maximized at 3.4 Hz which 
argues that the magnitude of the heart beat on blood flow decreases as blood circulates 
through capillaries.  Unlike vasomotion and respiration induced fluctuations in the 
intrinsic signals, heart beat induced oscillations show spatial inhomogeneity within the 
arterioles, which may be due to different pressures imposed by the micro-vascular 
structure of the arterioles.  
 
Table 2.1. Comparison of image processing algorithms to extract structural 
anatomical information from functional signals. 
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Given the greater power in arterioles across the entire spectrum (Figure 2.2), it may 
appear that taking the variance of each pixel would provide a reliable map of arterioles.  
However, we find that the greatest contribution to the variance originates from changes in 
regional CBF at frequencies <0.2 Hz, which show significantly less contrast between the 
vasculature and parenchyma than other frequency peaks.  For this reason, we omit these 
frequencies from the final SRSP image, integrating over the power spectrum only for 
frequencies ≥ 0.2 Hz. 
The emphasis on information from higher frequency signals for use in vessel 
identification may be compared to the method employed by Carmona and colleagues 
(1995) for wavelet analysis.  Carmona et al.’s processed the raw signal by integrating 
over the absolute value of the time derivative of each pixel’s reflectance.  When thinking 
of the raw signal as the sum of its sinusoidal components, the derivative weights each 
oscillation by its frequency, numerically penalizing the contribution from low frequency 
components.  While Carmona and colleagues justify the derivative through physiological 
means, the results of our SRSP method suggest that this weighting has a direct numerical 
benefit by amplifying the contribution of frequencies with greater signal to noise ratio. 
Finally it should be noted that our vasculature reconstruction based on SRSP would been 
different, albeit only minimally, had we integrated over a log frequency scale rather than 
a linear one.  The decision on how to reconstruct the final SRSP image is fairly arbitrary 
by nature, as any method taking linear combinations of frequency components could be 
justified.  We chose uniformly weighted integration because of its relative simplicity, its 
theoretical relationship to the variance, and its success for the conditions of our 
experiment. 
Maximal Covariance after Shift (MCS) algorithm is our attempt to directly visualize 
the phase differences between the slow oscillations in the global signal and individual 
pixels.  Since the discovery of the slow 0.2 Hz vasomotion oscillation, its spatial 
coherence has been of interest (e.g. (Mayhew et al. 1996)).  Although we have shown that 
the magnitude of this signal varies across different vasculature (see above), phase 
differences can be more difficult to visualize, as they require higher temporal resolution 
for detection.  One method to detect phase differences between signals is to investigate 
the differences between each signal’s complex Fourier series.  Because each 
physiological source of the intrinsic signals carry information across frequency range, it is 
necessary to combine information from more than one frequency band in the discrete 
Fourier spectrum.  In its general form, this combination requires a metric which considers 
the magnitude and direction of the phase offset, the power contribution with respect to the 
overall signal variance, and the absolute frequency for each band of the discrete Fourier 
spectrum across both signals. 
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To accomplish this complex task, we apply the MCS algorithm, which intrinsically takes 
these parameters into consideration with a simple and intuitive concept: the phase of two 
signals will be best aligned when their covariance is maximal.  If the two signals are 
nearly aligned to start with, as is the case for the low frequency oscillations across the 
field of view, temporally shifting one signal in respect to another will either act to better 
align their phase, hence increasing the covariance, or further separate the phase, 
decreasing the covariance.  The magnitude and sign of this change depends on the initial 
separation, allowing computation of each pixel’s offset from the global phase across the 
field of view. 
Our data show that the phase distribution of intrinsic signals is not random, but is directly 
associated with the flow dynamics of the network.  While phase of the arteriole signal 
leads the global phase, the phase of the venule signal follows it.  Interestingly, capillary 
signal’s phase is relatively well aligned with the global phase.  These observations are 
consistent with a model of the low frequency oscillations propagating along arteriole-
capillary-venule path of the blood flow.  The difference in phase may be equated to the 
time required for the signal to cross the field of view, in our case ~0.25 s.  This time 
window is in agreement with previous observations of the delay between CBV increase 
and the corresponding increase in CBF (Jones et al. 2001; Malonek et al. 1997). 
Local Coherence with Global Flux (LCGF):  The phase differences revealed by MCS 
also indicate that the oscillations seen in the global reflectance (Figure 2.1A) are not 
uniform throughout the network.  Moreover, the net flow through the arterioles can be 
greater or less than the net flow through the venules - this difference is particularly 
evident during evoked activity, when blood flow and oxygen levels are increased in 
isolated loci.  When the global flow is positive, the arterioles should be carrying more 
blood, and the opposite should be true when the total global flow is negative.  Therefore, 
regions with higher local CBV when the global blood volume is increasing are likely to 
contain arterioles, and regions with higher local CBV when global blood volume is 
decreasing are likely to contain venules.  This relationship may be examined using inner 
product of local cerebral blood volume in each frame and the derivative of the global 
blood volume.  The scalar result is positive for arterioles and negative for venules (Figure 
2.3D).  
Spatial vs temporal domain of information in intrinsic signals for vasculature 
identification 
Intrinsic signals are complex.  Even single pixel values oscillate at various time scales, 
which, as we have shown, contain quantitative information regarding the cerebral 
vasculature.  Hemodynamic signals also carry information in the spatial domain.  The 
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source of the perfusion to the neural tissue, directionality of network flow, systematic 
changes in the vasculature size and functional coupling between neighboring regions all 
contain spatial knowledge which can be used to extract the pattern of vasculature.  
However, as we have shown, temporal data also contains information about the 
vasculature.  One advantage of the temporal methods is that they are better suited for 
separate identification of venules and arterioles, which have otherwise similar spatial 
structure. 
A reason for the strong performance of temporal methods is that they include the same 
implicit, and valuable, assumption used by spatial methods when applying a Gaussian 
spatial filter before temporal analysis.  While designed to decrease detector (i.e. CCD) 
noise, the Gaussian filter simultaneously enforces the assumption that pixels in the same 
region will have a similar identity.  While this assumption is well justified by physical 
connectivity of blood vessels, it also causes neighboring adjacent pixels to be too similar 
to differentiate by further spatial analysis.  As a result, most of the local spatial 
information is lost, placing an upper bound on the potential of continued local analysis in 
the spatial domain.  While spatial analysis on larger scales (e.g. distinguishing between 
the linear vessels and the elliptical mapping signal) remains relatively unaffected by this 
limitation, image-wide features are more qualitative by nature, and taking advantage of 
them quantitatively is both harder to justify theoretically and harder to implement 
algorithmically.  Further spatial analysis is intrinsically penalized by the prior application 
of the Gaussian filter, however the quality of information in the temporal domain is 
improved.  This is mainly because the underlying physiological signals are spatially 
homogenous in local regions to begin with, and Gaussian averaging only makes their 
expression more robust.  Essentially, this allows investigation of signals within the 
frequency domain, which appears to contain independent and otherwise unexploited 
information. 
Our methods use blind source separation, make no further assumptions about the spatial 
domain, and avoid tampering with image units, therefore it is possible to apply many of 
the powerful spatially-based methods (see introduction) upon extraction of the stimulus-
independent component using the frequency domain.  For example, it remains to be seen 
whether a variation of wavelet analysis or ESD analysis could be used in combination 
with one or more temporal methods discussed here to enhance the current identification 
process. 
Application of vasculature identification methods in functional brain mapping 
experiments 
There has been a long-standing interest in vessel identification algorithms in functional 
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imaging studies (Carmona et al. 1995; Frostig et al. 1990; Reidl et al. 2007; Schiessl et al. 
2008; Stetter et al. 2000; Vanzetta et al. 2005; Zheng et al. 2001).  Mapping vasculature 
in evoked data is particularly important, as its identification will allow removal of 
vasculature noise from neural representations of the stimulus.  Current solutions, such as 
subtraction of orthogonal stimulus conditions, or application of PCA, ICA, sICA, ESD, 
and others, commonly remove vessel artifacts without reconstructing the vasculature map 
or identifying the type of vasculature.  
As discussed previously, part of the reason these spatiotemporal algorithms struggle is 
that the signal in arterioles is dynamically coupled with the evoked signal. While PCA is 
successful in amplifying the SNR over classical methods, it also carries some of the 
vessel artifacts into the mapping components (Reidl et al. 2007; Schiessl et al. 2008; 
Stetter et al. 2000).  To clean these components, ICA may be employed to look for 
distinct spatial sources in the principal components.  This process is designed to remove 
pixels in the stimulus-evoked component that also show up in the vasculature components 
(Reidl et al. 2007; Schiessl et al. 2008), which is essentially the same objective that our 
algorithms use.  However, unlike binary removal methods, the penalty applied to these 
pixels in ICA is very hard to adjust for, because it is calculated in the nonlinear domain of 
ICA. 
We have shown that our methods are capable of producing similar results using 
information from the temporal domain without some of the difficulties associated with 
previous methods.  Once vessel artifacts have been removed from the image, quantitative 
vessel analysis using classical methods becomes much easier, as algorithms targeted to 
the evoked response need not worry about the influence of noise from the vasculature. 
A further advantage of removing vessels is that the subtraction of the median image after 
First Frame Analysis (Frostig et al. 1990; Mayhew et al. 2001; Narayan et al. 1994; 
Obermayer and Blasdel 1993; Schiessl et al. 2008; Sheth et al. 2005) can provide a better 
approximation of the spontaneous noise.  As seen in Figure 2.2, the low frequency noise 
is stronger in vessels – damaging the spatial homogeneity of the low frequency signal.  
By removing vessels before the calculation of the median, the median will better 
represent the noise in vessel free tissue, which is where most of the stimulus-evoked 
representations reside. 
In addition to removing the vasculature noise, we are able to recover some of the lost 
information under the assumption that a removed pixel would have a similar evoked 
response to neighboring pixels had it not been overlapped by the vasculature.  
Conveniently, this assumption appears to be valid when the pixel is within the evoked 
response.  We take advantage of this assumption by bilinearly interpolating values for 
removed pixels, refilling the gaps in the image (Figure 2.5E).  
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Algorithms described herein allow direct identification and classification of the cerebral 
vasculature.  Although they were originally developed for the blind separation of 
vasculature noise from evoked representations to automate quantitative analysis of 
sensory representations, they are likely to find other applications including measurement 
of phase-based flow changes to study hemodynamic coupling across large cortical 
territories and chronic study of revascularization following a stroke. 
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Abstract 
With six layers and ~12000 neurons across tens of different classes, a cortical column is a 
complex network whose function is plausibly greater than the sum of its constituents’.  
Understanding the function of every single network component will require going beyond 
the brute-force modulation of neural activity while observing the behavior of a small 
group of neurons (as most current cutting-edge experimental designs employ).  Therefore, 
in this Chapter, we develop a computational model of the somatosensory cortical column 
and begin addressing the network mechanisms of touch in silico.  The development of the 
model requires three independent approaches starting with the reconstruction of the barrel 
cortex in soma resolution using multi-channel mosaic scanning confocal microscopy. We 
then define a mathematical model of the cortical neuron, originally based on the quadratic 
Izhikevich model, whose action potential threshold adapts to the rate of ongoing network 
activity impinging onto the postsynaptic neuron. Connecting each neuron in the network 
using statistical rules of pair-wise connectivity results in a functional cortical column in 
silico. Simulation of whisker touch representations in this network showed that the in 
silico network predicts the population response of touch representations in the barrel 
cortex in vivo while providing new insights on the role of membrane states in gating, 
otherwise gain-modulation of sensory representations in a layer, column and input 
specific manner.  
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 Introduction 
One of the grand challenges in Neuroscience is to mechanistically describe the cerebral 
cortical function in any mammalian model system.  Over the last century increasing 
number of studies have focused on elucidating the cerebral cortical organization and 
function.  The majority of these works, however, focused on the anatomy of the cortex 
and unravelling the structural organization of the cortical networks. By describing the 
principles of neuronal classification, cell-type specific projection patterns (Lübke & 
Feldmeyer 2007, Schubert et al 2007, Oberlaender et al 2012a), input-output mapping 
across cortical layers (Lefort et al 2009), and by functional characterization of the 
anatomically identified neurons upon simple stimulation conditions, these studies have 
identified cortical organizational principles across model systems as well as a number of 
cortical areas (Douglas & Martin 2004).  Although such a wiring-diagram approach is 
critical for a structural description of the network, relating the structure to function 
requires detailed study of the dynamical processes in single neurons as well as neural 
populations (Douglas & Martin 2007, O’Connor et al 2009).  
The barrel cortex of rodents is an ideal model to bridge what is known about the 
structural organization of the cortical column with its function in freely behaving animals, 
for example upon whisker touch with a tactile target (Celikel & Sakmann 2007, Von 
Heimendahl et al 2007). Whiskers are functionally analogous to human fingers.  Just like 
fingers, they are represented topographically in the cortex as somatosensory and motor 
maps.  A whisker contact with a tactile target activates a trisynaptic network that brings 
spatially constrained sensory information to the barrel cortex. These topographical 
projections predominantly terminate at the Layer (L) 4 of the principal cortical column of 
a given whisker.  The feed-forward projections from L4 primarily target L2/3 neurons 
within the same column, which in turn project to other L2/3 neurons in neighboring 
columns.  These cross-columnar projections are believed to be the principal circuits that 
form supragranular sensory maps and mediate functional integration of sensory 
information across individual whiskers (see Brecht 2007, Lübke & Feldmeyer 2007, 
Schubert et al 2007, Feldmeyer et al 2012 for review).  
Neurons in a column share a common principal whisker and have similar receptive fields; 
the principal whisker of each column evokes the largest amount of activity while the 
activity induced by surround whisker deflections gradually decreases with the distance 
between the principal and surrounding whisker of interest (Brecht & Sakmann 2002, 
Brecht et al 2003). This receptive field organization has dominated our understanding of 
the functional representations in the barrel cortex although growing evidence suggest that 
the majority of single neurons’ contribution to sensory representations are neither reliable 
nor persistent across different whisker contacts with the same object (O’Connor et al 
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2010, Crochet et al 2011).  
With a circuit organization that favors population encoding of the stimulus, and the well-
defined cellular anatomy at single neuron resolution, the barrel column is ideally suited as 
a model system for computational reconstruction.  Here we develop a fully functional, 
biologically constrained network that will ultimately help to understand the line between 
the structural organization of the network and its functions. 
 Materials and Methods 
Tissue preparation and immunochemistry 
Juvenile mice from either sex were perfused using 4% paraformaldehyde before 
tangential sections were prepared.  To ensure that cortical layers were orthogonal to the 
slicing plane the cortex was removed from the subcortical areas and medio-lateral and 
rostro-caudal borders trimmed.  The remaining neocortex included the entire barrel cortex 
and was immobilized between two glass slides using four 1.2 mm metal spacers. The rest 
of the histological process, including post-fixation and sucrose treatment were performed 
while the neocortex was flattened.  All care was given to ensure that the tissue is as flat as 
possible at the time of placement onto the sliding horizontal microtome. 50 micron 
sections were cut and processed using standard immunohistochemical protocols. The 
following antibodies were used: anti-NeuN (Millipore, Chicken), anti-GAD65 
(Boehringer Mannheim, Mouse), anti-Somatostatin (SST, Millipore, Rat), anti-
Parvalbumin (PV, Swant Antibodies, Goat) at concentrations suggested by the provider.   
The imaging was performed using a Leica Confocal microscope (LCS SP2) with a 40X 
oil-immersion lens (NA 1.4).  Each section sequentially cutting across layers was 
individually scanned with 512x512 pixel resolution; signal in each pixel was average 
after 4 scans and before it was stored.  The alignment of each section was performed 
manually by trained human observers.  
Automated cell counting 
All image analysis was done using a custom-written running toolbox on Matlab 2012b 
with an Image Processing Toolbox add-on (Mathworks). 
Nucleus-staining channels (NeuN, Parvalbumin and Calretinin) 
Most fluorescence imaging methods, including confocal microscopy, have several 
shortcomings that make the automated cell identification a challenging task: First, the 
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background intensity of images is often uneven due to light scattering and tissue auto-
fluorescence. Shading and bleaching of fluorophores further add to this problem when 
acquiring multiple confocal images at the same location. Second, intensity variation 
within a single cell might cause over-segmentation of the cell. Third, the intensity of 
different neuron population turns to be very different because they absorb fluorescent dye 
unevenly. Specifically, GAD65+ and SST+ neurons usually have weakly stained nucleus 
as visualized by anti-NeuN antibody, making non-linear gain modulation necessary in a 
cell-type specific manner. To overcome these problems and maximize the hit and correct 
rejection rate over miss and false positives (i.e. (H+CR)/(M+FP)), we have developed the 
following pipeline:  
Pre-processing: The goal of pre-processing is to obtain relatively consistent images from 
original fluorescent images with varying quality to pass to cell count algorithm, so the 
same algorithm can process a large variety of images and still get consistent result.  
Median filtering: A median filter with 3×3×3 pixel neighbourhood is applied to 
fluorescent image stacks to smooth intensity distribution within each image stack in 3D. 
This operation removes local high-frequency intensity variations (Figure 3.1b).  
Vignetting correction: Vignetting is the phenomenon of intensity attenuation away from 
the image center. We use a single-image based vignetting correction method (Zheng et al 
2009) to correct for the intensity attenuation (Figure 3.1c). The algorithm extracts 
vignetting information using segmentation techniques, which separate the vignetting 
effect from other sources of intensity variations such as texture.  The resulting image is 
foreground, i.e. the cellular processes, on a homogenous background. 
Background subtraction: The background illumination can result from non-specific 
bonding of antibodies or auto-fluorescence of the tissue. To reduce the background noise, 
local minima in each original grayscale image are filled by morphological filling, and 
background is estimated by morphological opening with 15 pixel radius disk-shaped 
structuring element. The radius value is chosen to be comparable to largest object size so 
the potential object pixels are not affected. The estimated background is then subtracted 
from original image to enhance the signal-to-noise ratio (SNR) (Figure 3.1d). 
Contrast-limited adaptive histogram equalization (CLAHE): CLAHE (Zuiderveld 
1994) enhances local contrast within individual images by remapping intensity value of 
each pixel using a transformation function derived from its neighbourhood. This increases 
local contrast and amplifies the signal from weakly stained cells, as well as reduces global 
intensity difference, which partially corrects for the un-even illumination that individual 
fluorescent images often suffer from (Figure 3.1e). CLAHE is applied using an 8×8 tiles 
division for each image. Images from channels with very low number of positive staining 
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with high SNR (e.g. Calretinin staining channel) are not processed with CLAHE. 
Image segmentation to identify cell nucleus 
Black-and-white image transform is applied to grey scale images to separate foreground, 
i.e regions presumably contain nuclei, from background. In the ideal conditions, if all the 
objects were stained evenly during immunochemistry, the image pixels’ intensity value 
will be distributed as two well-separated Gaussian distributions. However, objects are 
usually not evenly stained; specifically, GAD65+ and SST+ neurons usually have weak 
NeuN staining. As a result, the intensity distribution for object pixels is very broad and 
cannot be described by a single Gaussian distribution. To reliably identify foreground 
pixels we calculated threshold values using 2-level Otsu's method (Otsu 1979), which 
separates the pixels into 3 groups. The group with lowest intensity reliably captures the 
background pixels, and the other 2 groups are set to foreground. This transformation is 
directly applied to the 3D image stack to obtain a 3D foreground (Figure 3.1f). 
Marker-based watershed segmentation: The B&W transform identified regions that 
contain cell nuclei, albeit non-specifically, and it does not identify the location and shape 
of each individual nucleus stained. Therefore image segmentation is needed to identify 
individual nuclei. The watershed method (Meyer 1994) is an efficient way of segmenting 
grey scale images, i.e. separates the foreground part of an image obtained by the B&W 
transformation based on the intensity gradient, and has the advantage of operating on the 
local image gradient instead of the global gradient. However, a direct application of the 
watershed method usually results in an over-segmentation of nuclei due to the local 
intensity variation within individual nuclei. To overcome this problem, the marker-based 
watershed algorithm is employed, in which markers serving as the starting 'basin' for each 
object are first placed on the image to be segmented, and the watershed algorithm is then 
applied to produce one segment (or object) on each marker. 
We computed the markers by applying a regional maxima transform on foreground grey-
scale images. To ensure at most one marker is placed in each nucleus, the grey-scale 
image need to be smoothed first to eliminate local intensity variation. This is realized by 
applying a morphological opening-by-reconstruction operation (Vincent 1993) with 5 
pixels radius on foreground grayscale image, which removes small blemishes in each 
individual nucleus and ensures that the regional maxima transform can find foreground 
markers accurately. 
After identifying the markers, the watershed algorithm is applied (Figure 3.1g). To ensure 
an accurate detection of cell boundaries, the B&W foreground need to enclose the entire 
cell object. This image dilation is applied to the B&W foreground to enlarge it by 1 pixel 
in radius before application of the watershed algorithm. Finally, objects with volume 
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smaller than 400 voxels in total are removed by morphological opening. 
Correction for clusters of connected neurons: Clusters of closely located neurons are 
not always successfully separated without further image processing; especially when 
closely located neurons all have similar intensity values. In such cases the application of 
the intensity-based watershed algorithm results in the identification of one instead of 
many real neurons (see Figure 3.1b). Furthermore, our strategy of augmenting the 
regional intensity similarity during watershed segmentation actually increases the chance 
of under-segmentation during clustering. To correct for this under-segmentation we 
employed the following approach: 
a. The volume (total number of voxels) of all identified objects is calculated, and objects 
with a volume larger than mean+std of the population are labelled as “potential clusters”. 
b. For each object in the potential cluster list, the original grey-scale image is retrieved. 
Then, from all the voxels contained in the object, the 50% voxels with the lowest 
intensity value are removed, generating a new B&W object with smaller size. Because 
usually those low-intensity pixels are usually from the periphery region of each individual 
neuron, the new B&W object has a better separation between different neurons. 
c. A Euclidean distance-based 3-D regional maximum transform is then applied to the 
new, smaller B&W 3-D candidate object, in which the distance from each voxel belongs 
to the object to the border of the object, is calculated. Assuming neurons have Ellipsoid-
like shapes, the peak (largest distance from the border) of this transform will likely be the 
centre of neurons, even if the object consists of several connected neurons. The regional 
maximum transform is then applied to locate those peaks in Euclidean distance space. 
Before the regional maximum transform is applied, the target image is smoothed by the 
morphological opening-by-reconstruction operation described before with a 1 voxel 
radius to remove small local variations. 
d. If more than one centre is found (in c) the watershed method is applied to the distance 
transform of the original B&W object, using the identified centres as markers. If only one 
centre is found then the cluster is judged as a single neuron and removed from the list. 
Again, the distance metric is smoothed by morphological opening-by-reconstruction 
operation before the watershed algorithm is applied. 
e. Steps a-d are repeated until the “potential cluster list” is empty (Figure 3.1h). 
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Figure 3.1. Automatic cell counting for soma-staining channels. The example is an 
anti-NeuN+ staining volume. (a) Original 3D image stack obtained from Z-scan 
confocal imaging. (b) Median filtering with a 3-by-3-by-3 pixel neighborhood to 
reduce local intensity variation in the image. (c) Vignetting correction using single-
image based method. (d) Background subtraction to reduce the background intensity 
level. (e) Contrast-limited adaptive histogram equalization (CLAHE) to enhance 
local contrast. Notice the contrast enhancement effect on the weakly stained cell 
marked with * in (d) and (e). (f) Black-and-white (B&W) transform to separate 
foreground objects from the background. (g) Marker-base watershed segmentation 
on the BW image. Identified objects are labelled with different colors. Notice the cell 
clusters pointed with red arrows, which are under-segmented by the watershed 
algorithm. (h) Cluster-separation using a Euclidean distance transform. The under-
segmented clusters in (g) are further segmented, as the red arrows pointed out in (g). 
(i) Morphological filtering on the identified objects. Small artefacts, such as the one 
indicated by black arrow in (h), are removed.   
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Morphological filtering: Neurons have certain shape and volume. Based on this 
statistical information, clustered objects can be filtered to remove small artefacts. This is 
necessary because of the low threshold value used for foreground generation. To remove 
these artefacts from our reconstructed neurons we first performed a morphological 
opening with a structure whose size is 1/3 of the size of each object’s bounding box. 
Bounding box is calculated in 3-D hence it is the smallest cube that contains the object. 
This operation breaks down irregular shapes but keeps relatively regular shapes (sphere, 
ellipsoid, cuboid) intact. Then, both voxel size (volume) and mean intensity of the objects 
are fit with a Gaussian mixture model, and the group with the smallest voxel size and 
lowest mean intensity is judged as artefacts and removed. (Figure 3.1f). 
Combining information from different soma-staining channels: Cells identified from 
each channel are added together to give a cumulative soma counts across all antibody 
channels. Overlapped objects are judged to be different cells if: 
a. The overlapping volume is smaller than 30% of any object volume constituting the 
cluster; 
b. After subtraction the new object preserves the ellipsoid shape. 
Cytosol-staining channels (GAD65 and Somatostatin) 
The identification of the cells in cytosol-staining channels utilizes reference information 
gathered from the soma-staining channels, hence the segmentation of cytosolic signals 
require at least one nuclear channel staining.  
The early stages of the images processing for the cyctosol signal localization are identical 
to those of the soma-staining channels except CLAHE step. Subsequently cell objects 
were imported from combined soma-staining channels information (Figure 3.2c).  
For each cell object, two additional voxels were added to the diameter of the object 
(Figure 3.2d). This enlarged cell object is used as a mask to detect positive staining in the 
cytosol-staining channel (Figure 3.2f). Positive staining was defined as connected voxels 
with a volume of at least 10% of the object and that they have significantly higher 
intensity compared to the voxels within the 2.5 times diameter of the associated cell 
(Figure 3.2g). Finally the percentage of positive staining was obtained and used to 
identify GAD65 or Somatostatin positive cells. 
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Figure 3.2. Automatic cell counting for cytosol-staining channels. The example 
shown is a Somatostatin (SST) staining immunofluorecent image. (a, b) Images from 
SST-channel and identified cell objects from soma-staining channels, at the same 
position in the image stack. (c) The cell object under analysis, as indicated by the red 
arrow, with region of interest marked by yellow rectangle in (a) and (b). (d) The cell 
object under analysis is enlarged by 2-pixels in all directions; other objects are 
ignored. (e) Corresponding region in the SST channels. (f) The object in (d) is used 
as mask image to obtain the region of interest in the SST channel. (g) Positive 
staining is detected as connected pixels with at least 10% volume of object in (d), 
whose intensity value is two times the standard deviation higher than average pixel 
intensity in the local image region as shown in (c). (h) Histogram of percentage of 
positive staining in the SST channel for all the cell objects identified in (b). Cells with 
a positive percentage higher than 9% are labelled as SST-positive cells. 
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Performance comparison between computer and the human observer 
Three human observers independently counted a number of 3-D images stacks from 
different antibody staining, using Vaa3D software (Peng et al 2010). Three identical copy 
of each image stack were placed in the manual counting dataset in a random order; the 
human observers subsequently confirmed that they did not notice the duplicates in the 
data set they have analysed. The automated counting result was compared with average 
human counting result, and the summary of the difference is shown in Table 3.1. 
 
Antibody # image stacks 
Avg. relative 
difference (%) 
Avg. absolute 
difference (%) 
NeuN 13 1.24±2.49 2.32±1.42 
PV 7 -0.55±3.49 2.64±2.09 
CR 7 -0.47±3.24 2.48±1.91 
SST 6 1.19±3.52 2.90±2.01 
GAD65 7 1.68±6.76 5.56±3.60 
Table 3.1. Comparison of automated counting and manual counting results for 
different antibody staining. Across all different antibody staining the average relative 
difference is below 2% when the automated counting results were compared with 
average results obtained by independent human observers. 
Generating an average barrel column  
After performing automatic cell counting on individual slices across different cortical 
depth, we calculated average cell density for different types of cells identified by distinct 
antibody channels at a given cortical depth as indicated by slice number. Tissue shrinkage 
was not corrected but the average column size was empirically determined. To account 
for the differences in cortical thickness across different animals, we then binned the 
density data from each individual animal into 20 bins, which were subsequently averaged 
to obtain the average cell density distribution across cortical depth. The layer borders zlim 
between different cortical layers (L1-L2/3, L2/3-L4, L4-L5, L5-L6) were determined 
using the same as described previously (Meyer et al 2010), by first fitting a Gaussian 
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function 
𝑖(𝑧) = 𝑐1 + 𝑐2𝑖−(𝑧−𝑧0)2/2𝜎2   
 to the NeuN+ cell density profile along cortical depth with manually chosen c1, 
c2 and z0, and then the respective zlim was calculated from the fitted value 𝜎 as  
𝑧𝑙𝑖𝑙 = 𝑧0 ± 𝜎√2𝑙𝑙2  
The L5A-L5B border was determined by manual inspection on NeuN+ cell density. We 
then calculated the size of an average barrel in C-E rows, 1-3 columns by manually 
labeling corresponding barrels in anti-GAD65 staining (Figure 3.3). The number of 
different types of cells in an average barrel from the C-E rows, 1-3 columns was then 
calculated by the size as well as the corresponding cell density.  
 
Figure 3.3. Average barrel column. (A) A sample image stained with anti-GAD65 
antibody overlaid with manually determined barrel borders.  (B) Average area of the 
Layer 4 across barrel columns C, D, and E.  
Neuronal Model.  
We used the Izhikevich quadratic model neuron (Izhikevich 2007) in this study: 
         𝑑𝑑/𝑑𝑡 =  0.04 ∗ (𝑑 − 𝑑𝑣)(𝑑 − 𝑑𝑡) − 𝑢 + 𝑀 
where v, vr and vt are the membrane potential, resting membrane potential without 
stimulus and the spike threshold of the neuron, respectively. u is the recovery variable 
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and its evolution is determined by: 
         𝑑𝑢/𝑑𝑡 = 𝑖 ∗ [𝑏(𝑑 − 𝑑𝑣) − 𝑢] 
The model has the following reset condition: 
             𝑖𝑓 𝑑 ≥ 30 
      𝑑 ← 𝑐 
              𝑢 ← 𝑢 + 𝑑 
I is the synaptic current the neuron received (see below). a, b, c, d are dimensionless 
variables which together determine the firing pattern of the model neuron (see Table 3.2; 
values are from Izhikevich 2003, with slight modification on d to match reported firing 
rates of different types of neurons). For the simulations a first order Euler method with 
step size of 0.1 ms was used. 
 a b c d 
L4 neurons 
Excitatory neurons 0.020±0.006 0.225±0.014 -58.0±2.9 9.0±1.7 
Fast-spiking 
interneuron 
0.100±0.012 0.203±0.015 -69.7±3.0 10.6±1.7 
Non-fast-spiking 
interneuron 
0.021±0.006 0.255±0.028 -59.9±4.3 8.9±1.1 
L2/3 neurons 
Excitatory neurons 0.020±0.006 0.225±0.014 -62.0±4.4 11.0±1.7 
PV+ FS neurons 0.100±0.011 0.213±0.015 -69.7±3.0 12.6±1.8 
PV+ bursting 
neurons 
0.021±0.006 0.240±0.029 -54.7±2.7 6.9±1.2 
Martinotti neuron 0.022±0.006 0.225±0.014 -59.8±4.5 8.3±2.1 
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Table 3.2. Model parameters for different types of neurons in the network. All values 
are mean±std; parameters are normally distributed. 
Neural network  
The mouse barrel cortex L4-L2/3 network was modeled based on the distribution of 
different classes of neurons in an average barrel in mouse barrel cortex reconstructed by 
immunochemical labelling and confocal microscopy (see above). 13 different types of 
cortical neurons are included in the model (see Thomson & Lamy 2007, Markram et al 
2004 for review; also see Oberlaender et al 2012a for different excitatory neuron classes). 
We included 9 types of neurons in L2/3, 2 excitatory: L2 pyramidal neurons and L3 
pyramidal neurons (Brecht et al 2003, Feldmeyer et al 2006); 7 inhibitory: PV+ fast-
spiking neurons (Holmgren et al 2003, Packer & Yuste 2011), PV+ bursting neurons 
(Blatow et al 2003), SST+ Martinotti neurons (Wang et al 2004, Kapfer et al 2007, Fino 
& Yuste 2011), Neurogliaform cells (Tamas et al 2003, Wozny & Williams 2011), CR+ 
bipolar neurons (Caputi et al 2009, Xu et al 2006), CR+/VIP+ multipolar neurons (Caputi 
et al 2009) and VIP+/CR- neurons (Porter et al 1998). In L4 we included 4 types of 
neurons, 2 excitatory: L4 spiny stellate neurons and L4 star pyramidal neurons (Egger et 
al 2008, Staiger et al 2004); 2 inhibitory: PV+ fast-spiking neurons and PV- low-
threshold spiking neurons (Beierlein et al 2003, Sun et al 2006, Koelbl et al 2015).  The 
distribution of excitatory, PV+, CR+ and SST+ neurons are taken from the anatomical 
reconstructions; for other cell types, we assigned corresponding number of different 
neurons in each cluster based on the previous studies (Kawaguchi & Kubota 1997, 
Uematsu et al 2007). These neurons were distributed in a 640-by-300-by-300 µm region 
(L4, 210-by-300-by-300; L2/3, 430-by-300-by-300). Note that we scaled the size of the 
network to match the average dimension of a rat column (Feldmeyer et al 2006), due to 
the fact that most of the axonal and dendritic projection patterns were measured in rat.  
Connectivity was determined using axonal and dendritic projection patterns from the 
literature (Egger et al 2008, Feldmeyer et al. 2002, Lubke et al. 2003, Feldmeyer et al. 
2006, Helmstaedter et al. 2008), which were approximated by 3-D Gaussian functions, 
Neurogliaform cell 0.021±0.006 0.267±0.015 -85.7±2.7 15.9±1.2 
CR+ bipolar cell 0.020±0.006 0.260±0.014 -55.5±3.9 8.2±1.5 
CR+ multipolar 
cell 
0.024±0.009 0.200±0.012 -62.1±2.8 11.5±1.6 
VIP+/CR- cell 0.021±0.006 0.230±0.015 -57.2±4.2 8.1±1.6 
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with the assumption that the probability that two neurons are connected is proportional to 
the degree of axonal-dendritic overlap between these two neurons (i.e. a modified version 
of Peter’s rule, Peters et al. 1976, White 1979). For each pre-synaptic i and post-synaptic 
neuron j, we calculated the axonal-dendritic overlapping index Ii,j, which is the sum of the 
product of the presynaptic axonal distribution 𝐴𝑖and postsynaptic dendritic distribution 
Dj:  
     𝑀𝑖,𝑗 = ∫ ∫ ∫ 𝐴𝑖𝐷𝑗𝑑𝑑𝑑𝑑𝑑𝑧, 𝑧                 𝑑, 𝑑 ∈ 𝑆𝐷𝑗 𝑦 𝑥  
where SDj is the 3-D space contains 99.9% of Dj. We then converted Ii,j into connection 
probability Pi,j between neuron i and j, by choosing a constant k for each unique pre- and 
post-synaptic cell type pair so that the average connection probability within 
experimentally measured inter-soma distances (usually 100 µm) matches empirically 
measured values between these two types of cells (Table 3.3): 
     𝑆𝑖,𝑗 = 𝑘 × 𝑀𝑖 ,𝑗 
Finally a binary connectivity matrix was randomly generated using pairwise connection 
probability Pi,j, in which connected pairs were labelled as 1 (Figure 3.3). 
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Figure 3.4. Connectivity matrix and connection pattern in the simulated network. 
Connectivity matrices organized by cell types (excitatory vs. inhibitory) and cortical 
layer distribution (L2/3 vs. L4), sorted by cell depth from layer 1-layer 2 border. 
Colour code indicates connection probability between pre- and post-synaptic neuron 
population (Pconnection) at given cortical depth, binned using a 5-by-5 μm window. In 
general connection between excitatory and inhibitory neurons, as well as connection 
between inhibitory neurons is denser compared to excitatory-excitatory connections. 
Note when presynaptic cell is thalamic neuron, the depth location indicates centre of 
thalamic axon density distribution, rather than actual cell location. 
Synaptic currents in this network were modelled by a double-exponential function. 
Parameters of those functions were adjusted to match experimentally measured PSPs 
(peak amplitude, rise time, half width, failure rate, coefficient of variation and pair-pulse 
ratio) in barrel cortex in vitro (Table 3.3; See Thomson & Lamy 2007 for an extensive 
review). The onset latency was calculated from the distance between cell pairs; the 
conduction velocity of action potential was set to 190µm/ms (Feldmeyer et al 2002). The 
short-term synaptic dynamics (pair-pulse depression/facilitation) was modelled as a scalar 
multiplier to actual synaptic weight, which follows a single exponential dynamic 
(Izhikevich & Edelman 2007):  
         𝑑𝑑/𝑑𝑡 = (1 − 𝑑)/𝜏𝑥 ,       𝑑 ← 𝑝𝑑  when the presynaptic neuron fires. 
𝜏𝑥 was set to 150ms for excitatory synapses and depression inhibitory synapses (p<1), 
and 100ms for facilitating inhibitory synapses (p>1).  Differences in the activation state 
of the cortex were included in the model by setting the common initial voltage and the 
equilibrium potential vr of all cells, thus accounting for potential up - and down-states as 
well as an intermediate state. 
Pre-
synaptic 
Post- 
synaptic 
Am 
(mV) 
τr 
(ms) 
τd 
(ms) PPR FR CV Pconn 
R
e  
f 
Thalamic projections into the L4 
Thalamic  Cortical 
excitatory 
0.95 
± 
1.10 
1.16 
± 
0.27 
22.5 
± 
27.4 
0.76 
± 
0.07 
0.00  
± 
0.012 
0.23 
± 
0.152 
0.433 
A
, 
B
, 
C Cortical 
fast spiking 
1.62 
± 
1.261 
0.41 
± 
0.15 
6.74 
± 
1.10 
0.55 
± 
0.12 
0.00  
± 
0.012 
0.22 
± 
0.122 
0.53 
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Cortical 
non-fast 
spiking 
0.27 
± 
0.191 
1.12 
± 
0.48 
22.5 
± 
11.10 
0.76 
± 
0.07 
0.00  
± 
0.012 
0.72 
± 
0.342 
0.53 
L4 – L4 connections 
L4 
excitatory 
L4 
excitatory 
1.1   
± 
1.1 
0.88 
± 
0.26 
12.3 
± 
2.2 
0.65 
± 
0.16 
0.11  
± 
0.18 
0.30 
± 
0.19 
0.06 
A 
L4 fast 
spiking 
2.2   
± 
2.2 
0.37 
± 
0.11 
4.9   
± 
1.9 
0.65 
± 
0.16 
0.03   
± 
0.08 
0.27 
± 
0.13 
0.43 
L4 low-
threshold 
spiking 
0.3   
± 
0.5 
0.86 
± 
0.48 
8.9   
± 
2.9 
1.2   
± 
0.3 
0.57  
± 
0.35 
1.04 
± 
0.54 
0.57 
L4 fast 
spiking 
L4 cells 1.1   
± 
0.8 
1.5   
± 
0.7 
24.0 
± 
10.8 
0.72 
± 
0.25 
0.03  
± 
0.07 
0.25 
± 
0.11 
0.44 
L4 low-
threshold 
spiking 
L4 cells 0.48 
± 
0.45 
2.1   
± 
1.0 
22.6 
± 
13.7 
0.99 
± 
0.26 
0.29  
± 
0.26 
0.41 
± 
0.21 
0.35 
L4 – L2/3 connections 
L4 
excitatory 
L2/3 
pyramidal 
0.7   
±   
0.6 
0.8   
±   
0.3 
12.7 
±   
3.5 
0.90 
± 
0.39 
4.9    
± 
8.8 
0.27 
± 
0.13 
0.12 D 
PV+ fast-
spiking cell 0.96 ± 
0.93 
0.89 
± 
0.31 
15.0 
±   
8.2 
0.99 
± 
0.66 
20.0 
± 
20.0 
0.27 
± 
0.13
* 0.24 
E, F 
PV+ 
bursting 
cell 
1.2   
±   
0.2 
0.42 
±   
0.1 
6.3   
±   
2.1 
0.84 
± 
0.17 
13.0 
± 
19.8 
0.5 
± 
0.3* 
Martinotti 
neuron Not connected 
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Neurogliaf
orm cell 
0.59 
± 
0.21 
0.85 
± 
0.26 
13.0 
±   
6.2 
0.70 
± 
0.18 
17.0 
± 
14.0 
0.5 
± 
0.3* 
0.24 
CR+ 
bipolar cell 
1.3   
±   
0.9 
1.1   
±   
0.4 
14.0 
±   
4.1 
1.00 
± 
0.62 
13.0 
± 
19.8 
0.5 
± 
0.3* 
CR+ 
multipolar 
cell 
1.4   
±   
1.4 
0.79 
± 
0.50 
8.5   
±   
3.1 
0.92 
± 
0.40 
13.0 
± 
19.8 
0.5 
± 
0.3* 
VIP+/CR- 
cell 
1.3   
±   
0.9 
1.1   
±   
0.4 
14.0 
±   
4.1 
1.00 
± 
0.62 
13.0 
± 
19.8 
0.5 
± 
0.3* 
L4 fast 
spiking 
L2/3 cells 1.1   
± 
0.8 
1.5   
± 
0.7 
24.0 
± 
10.8 
0.72 
± 
0.25 
0.03 
± 
0.07 
0.25 
± 
0.11 
† A, V 
L4 low-
threshold 
spiking 
L2/3 cells 
Not connected N/A 
L2/3 – L2/3 connections 
L2/3 
pyramidal 
L2/3 
pyramidal 
1.0   
±   
0.7 
0.7   
±   
0.2 
15.7 
±   
4.5 
0.61 
± 
0.41 
3.2    
± 
7.8 
0.33 
± 
0.18 
0.10 F, G 
PV+ fast-
spiking cell 
0.82 
± 
0.49 
2.32 
± 
1.00 
16.25 
± 
5.78 
0.70 
± 
0.14 
20.0 
± 
20.0 
0.6 
± 
0.1* 
0.65 
G
, 
V 
PV+ 
bursting 
cell 
0.38 
± 
0.25 
2.76 
± 
1.05 
19.2 
±   
2.2 
0.51 
± 
0.13 
13.0 
± 
19.8 
0.5 
± 
0.3* 
0.18 H 
Martinotti 
neuron 
0.25  
±   
0.2 
2.76 
± 
1.05 
19.2 
±   
2.2 
1.91 
± 
0.82 
50    
± 
20 
1.04 
± 
0.54 
0.29 
I, 
J, 
P 
Neurogliaf
orm cell 
0.39±
0.33 
2.6 ± 
0.5 
17.9 
± 4.0 
0.83 
± 
0.14 
20 ± 
10 
0.6 
± 
0.1* 
0.29 G
, 
S 
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CR+ 
bipolar cell 
1.35±
0.62 
0.64 
± 
0.27 
26.0 
± 8.1 
0.83 
± 
0.14 
28 ± 
22 
0.39 
± 
0.07 
0.18 K
, 
N 
CR+ 
multipolar 
cell 
1.36±
0.78 
1.26 
± 
0.53 
9.5 ± 
3.9 
1.6 ± 
0.7 
50 ± 
20 
0.6 
± 
0.1* 
0.20 M
, 
N 
VIP+/CR- 
cell 
1.35±
0.62 
0.64 
± 
0.27 
26.0 
± 8.1 
0.83 
± 
0.14 
28 ± 
22 
0.39 
± 
0.07 
0.46 M
, 
I 
PV+ fast-
spiking 
cell 
L2/3 
pyramidal 
0.52±
0.45 
3.5 ± 
1.4 
43.1 
± 
10.2 
0.70 
± 
0.15 
5.1 ± 
8.75 
0.46 
± 
0.175 
0.60 G
, 
S 
PV+ fast 
spiking cell 
0.56±
0.43 
1.8 ± 
0.6 
15.8 
± 6.0 
0.70 
± 
0.15 
5.1 ± 
8.75 
0.46 
± 
0.17
5 
0.55 G
, 
S 
others Not connected U 
PV+ 
bursting 
cell 
L2/3 
pyramidal 
1.21 
± 
1.18 
2.1   
±   
1.0 
22.6 
± 
13.7 
1.27 
± 
0.60 
8.9    
± 
11.85 
0.53 
± 
0.235 
0.41 
H
, 
O 
PV+ fast-
spiking cell 0.77 ± 
0.62 
2.1   
±   
1.0 
22.6 
± 
13.7 
0.86 
± 
0.20 
5.1   
± 
8.75 
0.46 
± 
0.17
5 
0.26 
others 1.06 
± 
0.83 
2.1   
±   
1.0 
22.6 
± 
13.7 
1.53 
± 
0.63 
8.9   
± 
11.85 
0.53 
± 
0.23
5 
0.41 
Martinotti 
neuron 
Martinotti 
neuron 
Not connected 
P, 
T
, 
U 
others 0.29 
± 
0.22 
3.5 ± 
1.1 
13.7 
± 9.9 
1.80 
± 
0.50 
26.8 ± 
26.35 
0.91 
± 
0.565 
0.71 
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Neuroglia 
form cell 
others 
0.58 
±   
0.1 
53.2 
± 
10.8 
100  
±    
19 
0.51 
± 
0.13 
5.1    
± 
8.75 
0.46 
± 
0.175 
0.44 
Q
, 
O
, 
R 
CR+ 
bipolar 
cell 
L2/3 
pyramidal 
0.49 
± 
0.496 
5.4   
±  
2.26 
56.2 
± 
24.16 
1.40 
± 
0.50 
26.8  
± 
26.35 
0.91 
± 
0.565 
0.11 
L
, 
O
,  
S 
PV+ fast-
spiking cell 0.37 ± 
0.336 
3.1   
±  
2.06 
20.0 
± 
12.16 
1.10 
± 
0.20 
26.8 
± 
26.35 
0.91 
± 
0.56
5 
0.30 
CR+ 
bipolar cell 0.49 ± 
0.566 
4.9   
± 
5.46 
33.3 
± 
12.06 
1.42 
± 
0.20 
26.8 
± 
26.35 
0.91 
± 
0.56
5 
0.32 
CR+ 
multipolar 
cell 
0.49 
± 
0.566 
4.9   
± 
5.46 
33.3 
± 
12.06 
1.33 
± 
0.30 
26.8 
± 
26.35 
0.91 
± 
0.56
5 
0.76 
others 0.49 
± 
0.566 
4.9   
± 
5.46 
33.3 
± 
12.06 
1.80 
± 
0.30 
26.8 
± 
26.35 
0.91 
± 
0.56
5 
0.30 
CR+ 
multipolar 
cell 
L2/3 
pyramidal 
0.49 
± 
0.496 
5.4   
±  
2.26 
56.2 
± 
24.16 
0.7   
±   
0.3 
5.1    
± 
8.75 
0.46 
± 
0.175 
0.14 
L
, 
O
,  
S PV+ fast-
spiking cell 0.37 ± 
0.336 
3.1   
±  
2.06 
20.0 
± 
12.16 
1.4   
±   
0.4 
26.8 
± 
26.35 
0.91 
± 
0.56
5 
0.18 
CR+ 
bipolar cell 0.49 ± 
0.566 
4.9   
± 
5.46 
33.3 
± 
12.06 
0.98 
±   
0.2 
8.9   
± 
11.85 
0.53 
± 
0.23
5 
0.41 
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Table 3.3. Features of neural connectivity in the somatosensory (barrel) cortical 
column. Am, amplitude; τr, rise time constant; τd, decay time constant; Pconn, 
connection probability; FR, failure rate; PPR, pair-pulse ratio. Values are mean±std. 
 
Notes:  
† Same parameters are used as in L4-L4 connections, but extended into L2/3 
* Values reflect L4-L4 connections. 
** References: (A) Beierlein et al 2003; (B) Gil et al 1999; (C) Bruno & Sakmann 2006; (D) 
Feldmeyer et al 2002; (E) Helmstaedter et al 2008; (F) Sun et al 2006; (F) Feldmeyer et al 2006; 
(G) Holmgren et al 2003; (H) Blatow et al 2003; (I) Ali 2003; (J) Kapfer et al 2007; (K) Reyes et al 
1998; (L) Rozov et al 2001; (M) Porter et al 1998; (N) Caputi et al 2009; (O) Gupta et al 2000; (P) 
Fino & Yuste 2011; (Q) Wozny & Williams 2011; (R) Tamas et al 2003; (S) Avermann et al 2012; 
(T) Packer & Yuste 2011; (U) Pfeffer et al 2013; (V) Koelbl et al 2015. 
1 Values are taken from A, but scaled according to C. 
2 Values are calculated from L4-L4 connections measured in A, based on the difference between 
L4-L4 synapses and thalamic-L4 synapses reported in B. 
CR+ 
multipolar 
cell 
0.49  
± 
0.566 
4.9   
± 
5.46 
33.3 
± 
12.06 
0.74 
± 
0.30 
5.1   
± 
8.75 
0.46 
± 
0.17
5 
0.10 
others 0.49 
± 
0.566 
4.9   
± 
5.46 
33.3 
± 
12.06 
1.1   
±   
0.4 
8.9   
± 
11.85 
0.53 
± 
0.23
5 
0.50 
VIP+/CR- 
cell 
L2/3 
pyramidal 0.49±0.496 
5.4 ± 
2.26 
56.2 
± 
24.16 
1.0 ± 
0.3 
8.9 ± 
11.85 
0.53 
± 
0.235 
0.466 
L
, 
O
,  
S 
PV+ fast-
spiking cell 0.37±
0.336 
3.1 ± 
2.06 
20.0 
± 
12.16 
1.0 ± 
0.3 
8.9 ± 
11.85 
0.53 
± 
0.23
5 
0.386 
others 
0.49±
0.566 
4.9 ± 
5.46 
33.3 
± 
12.06 
1.0 ± 
0.3 
8.9 ± 
11.85 
0.53 
± 
0.23
5 
0.386 
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3 Values are for thalamus-L4 connection probability. 
4 Values are taken from E, as average connection probability between L4 excitatory neurons and 
L2/3 interneurons. 
5 Values are taken from O, based on inhibitory synapse classification. 
6 Values are taken from S, as average values for NFS (non-fast-spiking) interneurons. 
Thalamic inputs 
To the best of our knowledge as of Feb 1st 2015 there is not any published quantitative 
work on the cellular organization of the mouse thalamic nuclei. In rat, each barreloid in 
thalamic VPM nuclei has ~1/18 of the number of neurons compared to corresponding L4 
barrel (Meyer et al 2013). Given that in our average barrel column L4 contains ~1600 
neuron, we assigned 90 neurons, all excitatory to each barreloid in VPM. The thalamic-
cortical connectivity was calculated using the same method as cortical-cortical 
connectivity discussed above, using published thalamic axon projection patterns (Furuta 
et al 2011, Oberlaender et al 2012b). The POM pathway was not modeled.  
Thalamic stimulation provided in the model was based on population Peristimulus time 
histograms (PSTHs) collected extracellularly in anesthetized animals in vivo in response 
to a brief, ~400 µm whisker deflection applied to either the principle or one of the 
surround whiskers (Aguilar & Castro-Alamancos 2005). The PSTHs only specified the 
population firing rate in the thalamic cells; to generate individual neuron response in 
different trials we assumed that thalamic neurons fire independent Poisson spike trains in 
each trial, constrained by the PSTHs.  
Spike-timing dependent plasticity 
A network of 3-by-1 barrel columns was constructed to simulate spike-timing dependent 
plasticity in barrel cortex following a single (row) whisker deprivation. Each column was 
randomly generated using distributions of 13 different types of neurons, and connectivity 
was calculated using the same method discussed above. The middle column was whisker-
deprived, which received surround whisker evoked thalamic input; the two lateral 
columns were whisker-spared and received principal whisker evoked thalamic input 
(Aguilar and Castro-Alamancos 2005). The STDP rule for L4-L2/3 excitatory 
connections was as follows (Celikel et al 2004):  
        𝑑𝐴 = −3.7 × 106(𝛥𝑡)2 − 0.0019𝛥𝑡 + 0.77,   − 250 ≤ 𝛥𝑡 ≤ 0 
               −4.7 × 10−7(𝛥𝑡)3 + 0.00028(𝛥𝑡)2 − 0.022𝛥𝑡 + 1.4,   3 ≤ 𝛥𝑡 ≤ 32 
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                     0.5665𝛥𝑡/3 − 0.23,                                      0 < 𝛥𝑡 < 3  
𝛥𝑡 is the timing difference (in ms) between the time at which presynaptic spike arrives at 
postsynaptic neuron (i.e. presynaptic neuron spike time plus synaptic delay) and 
postsynaptic neuron spike time in ms. The constants are directly taken from the ref., in 
which the values were obtained by least-square fits to the experimental data. For L2/3-
L2/3 excitatory connections, the rule was as follows (Banerjee et al 2014): 
        𝑑𝐴 =  0.53/100 ∗ 𝑖𝑑𝑝(−𝛥𝑡/18),                          𝛥𝑡 > 0 
                    −0.32/100 ∗ 𝑖𝑑𝑝(−𝛥𝑡/18),                       𝛥𝑡 < 0 
The synaptic weight change was additive for potentiation and multiplicative for 
depression; repeating the simulations with an additive rule for potentiation and depression 
did not change the results and are not shown herein. Plasticity rules for excitatory-
inhibitory and inhibitory connections are less commonly studied.  Inclusion of the 
empirically identified learning curves (Haas et al 2006, Lu et al 2007) did not 
qualitatively alter the results and are not included in the rest of the Chapter. 
In vitro recordings  
The quadratic neuron model, as postulated by Izhikevich (see above), generates action 
potential at a set threshold.  In biological networks, however, the threshold depends on 
the recent history of the membrane state (see Chapter 4).  To empirically determine the 
relationship between the membrane depolarization and the action potential threshold we 
performed in vitro whole-cell current-clamp recordings in acutely prepared slices of the 
barrel cortex (P18-21) as described before (Allen et al. 2003) but with minor 
modifications. Oblique thalamocortical slices (300 mm, Finnerty et al. 1999) were cut 45° 
from the midsagittal plane in chilled low-calcium, low-sodium Ringer’s solution (in mM; 
sucrose, 250; KCl, 2.5; MgSO4.7H2O, 4; NaH2PO4.H2O, 1; HEPES, 15; D-(+)-glucose, 
11; CaCl2, 0.1).  Slices were first incubated at 37ºC for 45 minutes and were subsequently 
kept in room temperature in carbonated (5% oxygen) bath solution (pH 7.4, normal 
Ringer’s solution: in mM, NaCl, 119; KCl, 2.5; MgSO4, 1.3; NaH2PO4, 1; NaHCO3, 26.3; 
D-(+)-glucose, 11; CaCl2, 2.5).   
Visualized whole-cell recordings were performed using an Axoclamp-2B amplifier under 
an IR-DIC objective (Olympus) at room temperature.  A bipolar extracellular stimulation 
electrode (inter-tip distance 150 micrometer) was placed in the lower half of a L4 barrel 
representing a mystacial vibrissa.  A recording electrode (3-4 MOhm) containing an 
internal solution (pH 7.25; in mM; potassium gluconate, 116; KCl, 6; NaCl, 2; HEPES, 
20 mM; EGTA, 0.5; MgATP, 4; NaGTP, 0.3) was placed orthogonal to the stimulation 
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electrode within 150-300 µm of the cortical surface.  For whole cell recordings, putative 
excitatory cells were selected based on pyramidal shaped somata, apical dendrites and 
distal tuft orientation, and regular pattern of spiking to somatic current injections (500 
ms).  Data was low-pass filtered (2 kHz), digitized at 5 kHz using a 12-bit National 
Instruments data acquisition board and acquired using Strathclyde Electrophysiology 
Suite for offline data analysis. 
 Results 
In this study, to develop a computational model of the barrel cortex, we have first 
reconstructed the somatosensory cortex in soma resolution, then employed a 
mathematical model of the cortical neuron based on Izhikevich’s quadratic neuron model 
(see above) and finally connected the each node in the network (i.e soma across the 
different cell classes) according to Peter’s rule (see above).  Here we first provide 
experimental data on the network formation and then perform network simulations to 
characterize sensory representations and network plasticity in silico.  
Anatomical organization of the barrel cortex 
Just like most other neocortical areas barrel columns consists of six layers and tens of 
different neural classes (Thomson & Lamy 2007, Markram et al 2004, Oberlaender et al 
2012a).  The reconstruction of the network in soma resolution (Figure 3.5) showed that 
cell-type specific cortical columns (Figure 3.5F) have distinct laminar organization. 
Similar to the laminar borders observed in the traditional Nissl stainings, staining the 
column with neuronal nuclear antibody anti-NeuN, hereafter NeuN, results in high 
cellular density in Layer (L)4 and lower layers of L3, while L5 and L2/3 display a 
gradient of cell density (Figure 3.5G).  Inhibitory neurons stained with anti-GAD65 (i.e. 
GAD65), on the other hand, do not obey the laminar borders as outlined by the NeuN and 
display near equal density in lower L 4, L5b and L1.   A major contributor to this distinct 
lamination is the parvalbumin positive interneurons (Figure 3.5G, compare GAD65 to 
PV).  While calretinin neurons predominantly found in the L4/L3 border, somatostatin 
neurons are preferentially located in the infragranular layers (Figure 3.5).  
Given that the average area of one barrel in D row, 1-3 column was 6.64±0.43×104 
(Figure 3.3, data measured from 3 animals, 7 barrels; values show mean±std, which is the 
same for all values reported in this paragraph), based on the cell density measurement 
(Figure 3.5G), we estimated that in an average D row barrel column there are 2410±154 
NeuN+ cells in L2/3 (N=5), 6.5±0.7% of which are GAD65+, 5.3±1.2% are PV+, 
1.5±0.5% are SST+, and 0.9±0.1% are CR+; in L4 there are 1557±192 NeuN+ cells 
(N=5), in which 5.5±0.6% are GAD65+, 3.3±0.4% are PV+, 1.5±1.1% are SST+, and 
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1.2±0.2% are CR+; in L5a there are 709±133 NeuN+ cells (N=5), in which 9.5±1.7% are 
GAD65+, 13.0±5.6% are PV+,  3.1±3.4% are SST+, and 0.8±0.5% are CR+; in L5b there 
are 811±68 NeuN+ cells (N=3), in which 10.2±3.9% are GAD65+, 9.4±3.1% are PV+, 
1.7±1.8% are SST+, and 0.4±0.2% are CR+; in L6 there are 1226±232 NeuN+ cells 
(N=2), in which 6.8±1.7% are GAD65+, 5.3±0.3% are PV+, 1.7±1.0% are SST+, and 
0.6±0.5% are CR+.  
 
Figure 3.5. Anatomical reconstruction of an average column in the mouse barrel 
cortex. (A) The flow chart depicts a simplified pipeline for anatomical 
reconstructions, starting with confocal scanning. (B) Example confocal images from 
different antibody staining channels. Note that GAD65 has a very high background 
staining due to the GAD65 positive synapses. Somatostatin staining is cytosolic. (C) 
Identified cells in each antibody staining channel by the automatic cell count 
algorithm (see Materials and Methods). Red open circles denote identified cells. (D) 
Automatically detected cells in a 300x300x25 μm volume of fixed barrel cortex tissue.  
The sections are not corrected for the shrinkage (i.e 50% in the current set of data). 
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(E, F) Cell-type specific (reconstructed) cortical columns. Different colors 
correspond to different cell types. (G) Density distribution of different types of cells 
across the normalized cortical depth. Cortical layer boundaries were determined 
based on NeuN+ cell density (see methods). The shaded area shows 2 times the 
standard error. 
Action potential threshold in real neurons 
To rescue the quadratic neuron model from the dependence of a fixed spike-threshold, we 
performed in vitro whole-cell current clamp experiments in L2/3 while stimulating the 
presynaptic neurons in L4 using a bipolar electrode (see Materials and Methods).   
Resting membrane potential of the neurons were clamped at predetermined membrane 
potentials at -80, -70 and -60 mV across trials and the slope of the current injection 
through the bipolar electrode was modulated linearly to introduce changes in spike-timing 
in the postsynaptic neurons.   
The analysis of the membrane dynamics prior to the action potential generation in the 
postsynaptic neuron showed that there is a negative correlation between the action 
potential threshold and the 1st derivative of the rising EPSP slope.  As such the faster the 
EPSP rises the more hyperpolarized the spike threshold is (Figure 3.6A), while action 
potential threshold varied between -44 and -49 mV.   
 
Figure 3.6. Action potential threshold is inversely correlated with the EPSP slope 
independent from the membrane state. (A) A representative neuron. (B) All neurons 
recorded in this study. Spike threshold is inversely correlated with EPSP slope, and 
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the correlation is independent of resting membrane states. 
With a systematic shift in the EPSP slope across the membrane potentials, the actual 
action potential threshold varied across states, hyperpolarizing about 2 mV for every 10 
mV change in the resting membrane potential (Figure 3.6A).  Although this relationship 
between the membrane state and the rate of change in the action potential threshold 
varied across experiments, the slope of the fit between the spike threshold and 1st 
derivative of the membrane potential was constant across all experiments (Figure 3.6B). 
Stimulus representations in silico 
The identification of the relationship between the speed of EPSP rise and the action 
potential threshold enabled us to model the spike threshold as an emergent property of the 
network activity (instead of a stationary value as commonly used).  This modification in 
the quadratic model did not affect the model’s ability to generate different firing patterns 
upon sustained current in soma (see Figure 3.7 compare middle column to the Izhikevich 
2004), and also correctly predicted the rate and timing changes associated with the resting 
membrane state at a single neuron resolution. 
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•  
Figure 3.7. The neuronal model with adaptive action potential threshold replicates 
known changes in temporal pattern of spiking across membrane states. Simulated 
model neuron responses to somatic current injection at different resting membrane 
states. Five major classes of electrically identified neurons were simulated: regular 
spiking (RS), intrinsically bursting (IB), low-threshold spiking (LTS), fast spiking 
(FS) and late spiking (LS). Columns show firing patterns at different resting 
membrane potential. 
With the anatomy of the cortical column in soma resolution being constructed  (Figure 
3.5), a statistical model of connectivity between any given two neurons in this network 
(see Materials and Methods) and a functional model of action potential generation in 
single neurons (see above) we constructed a biologically constrained barrel cortical 
column in silico.  Due to the general lack of experimental work on the pairwise 
connectivity between infragranular layer neurons and the rest of the network, in this 
version of the column we have constrained the network to the top 630 µm (Figure 3.8A), 
which includes the supragranular and granular layers.  Since granular layers are the 
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principal recipient of the thalamic inputs and strongly drive the supragranular layers, 
before the cross-columnar integration takes place across the upper L2/3, this model 
provides an in silico simulation environment for the first three stages of thalamocortical 
and intracortical information processing that involves supragranular and granular layers.   
Stimulus evoked activity, as stimulus encoded at the level of the thalamic ventroposterior 
medial nucleus (VPM; see Materials and Methods), spread across the network with 
latencies similar to those observed experimentally under anaesthesia (Figure 3.8B, 
Armstrong-James et al 1992, Allen et al 2003, Celikel et al 2004). In the simulated 
network, inhibitory neurons have an earlier onset of spiking than thw excitatory neurons 
with a peak latency of 8.2±0.6 ms (mean±std) in L4 (Figure 3.8B,C) which corresponds 
to <3 ms conduction delay as previously observed in vivo (Swadlow 1995, 2003).  In 
terms of the latency to action potential, neurons across the entire depth of L4 were 
homogenous with the exception that those closer to the L3 border had a delayed spiking 
(Figure 3.8B). Since the feed-forward projections originating from L4 are the main inputs 
to the L2/3 neurons, the activity in silico naturally follows the latency code observed in 
vivo across the cortical layers with L2 neurons generating action potential up to 4 ms later 
than the lower L3 neurons (Celikel et al 2004; Figure 3.8C).  Independent from the actual 
location of the neuron within the silico network, however, inhibitory neurons have an 
earlier onset of spiking as compared to the neighbouring excitatory neurons within the 
layer.  
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Figure 3.8. Response to thalamic input in the supragranular and granular layers of 
the mouse barrel cortex in silico. (A) Cellular distribution of neurons across the 
supragranular and granular layers (see Materials and Methods). Although the in 
silico network consists of 13 different classes of neurons, for simplicity neurons are 
visualized as excitatory (red) and inhibitory (blue) during the rest of this Chapter. 
RC, rostral-caudal axis; ML, medial-lateral axis. (B) Raster plot of spiking activity 
as a function of cortical depth in a given trial upon VPM activation.  (C) Peristimulus 
time histograms (PSTHs) of spiking across thalamus, L4 and L2/3. (D1) Probability 
distribution of spike counts in excitatory and inhibitory neuron populations in L4. 
Note that sparse spiking in the excitatory population is independent from the resting 
membrane potential states, and that inhibitory neurons spike at higher rates across 
states. (D2) Same as in D1, but for L2/3 neuron population.  
The spiking probability varies significantly across layers and neuron types in vivo 
(Celikel et al 2004, de Kock et al 2007, O’Connor et al 2010, Gentet et al 2010, 2012) 
and in silico (Figure 3.8D1,D2). Excitatory neurons encode the stimulus with a sparse 
neural code: the probability of a given neuron to generate action potential at a given trial 
is low, and when the stimulus yields an action potential, the neuron typically generates a 
single action potential (Figure 3.8D1, left).  The response probability and the number of 
action potential/stimulus depend on the laminar location of the neuron as well as the 
resting membrane potential state of the network. While excitatory neurons are practically 
silent upon stimulation arrived in a hyperpolarized membrane state, membrane 
depolarization invariably results in reduced failure rate and increased likelihood of 
spiking.   Inhibitory neurons fire significantly more action potentials in vivo (Gentet et al 
2010, 2012, Sachidhanandam et al 2013) and across resting membrane states in silico 
(Figure 3.8D1,D2) compared to excitatory neurons. Even in quiescent hyperpolarized 
membrane potentials inhibitory neurons exhibit a higher probability of firing.  In 
depolarized membrane potential states not only the rate of failures are reduced but also 
the number of action potentials per stimulus increased among the inhibitory neural 
populations. The laminar position of the neuron, be it excitatory or inhibitory, does not 
have a role for state dependent change in excitability at the single neuron level, although 
neurons in the supragranular layers on average respond to stimulus more reliably. The 
only exception to the rule is when the stimulus arrives in the hyperpolarized membrane 
states; if the resting membrane potential prior to the stimulus onset averaged <-75 mV, 
both excitatory and inhibitory neurons display failure rates higher than corresponding L4 
neurons in the same membrane state (compare Figure 3.8D2 to D1).  This suggests that 
the resting membrane potential state dependent changes in the network activation 
effectively uncouple supragranular activity from the bottom-up sensory input during 
quiescent states.  
 Barrel cortex in silico 
87 
 
The source of response variability in silico  
In a network where information propagates across synaptically coupled neurons via weak 
and failure prone connections; identical stimuli will evoke distinct spiking patterns, even 
if the measured spike rate and time stay constant across the presynaptic population, 
simply due to the stochasticity of the presynaptic population contributing to the 
postsynaptic spiking.  Accordingly neural representations in silico should vary as this 
effective connectivity across the layers change across trials.  
To quantify the contribution of response variability to the stimulus representations in 
silico we have simulated the cortical responses to thalamic inputs in two conditions while 
keeping the population PSTH in thalamus the same across conditions: 1) The thalamic 
spiking response is drawn from a Poisson distribution, constrained by the population 
PSTH (see method), in every trial; 2) the thalamic activation patterns (i.e. firing rate and 
spike time at single neuron level) stay the same across trials while the rate and timing of 
the population response is constrained by the population PSTH.  While the former 
condition creates variability in spike timing and rate at the single thalamic neuron 
resolution, the latter preserves the rate and timing of the single thalamic neuron input onto 
the postsynaptic cortical neurons across trials.  
The results (Figure 3.9) confirmed the prediction that effective connectivity, i.e. 
presynaptic neurons that contribute to firing of a postsynaptic neuron in a given trial, is a 
major contributor to the observed response variability across trials. This contribution was 
independent from the membrane state and the neuron classes studied, although the 
variance increased with membrane depolarization.  
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Figure 3.9.  Variability of stimulus representations in silico. (A1) The population 
activity in thalamus is constrained by the PSTH as spike timing for individual cells 
are drawn according to Poisson-distributions. Raster plots exemplify the spiking 
responses of 3 representative thalamic neurons across 20 trials (upper panel) drawn 
from the population PSTH (lower panel). (A2) Representation of the thalamic input 
in single (upper panels) neurons and populations (lower panels). Left column: L4 
excitatory, right column: L4 inhibitory neurons. PSTHs represent neural responses to 
50 thalamic stimulation across three different membrane states (black: -60 mV, blue: 
-70 mV, red: -80 mV) (A3) Same as in A2, but for L2/3 excitatory and inhibitory 
neurons. (B1) The population PSTH in thalamus is the same as in A1 (lower panel), 
but spike timing and rate of individual thalamic neurons’ spiking is constant across 
trials (see raster plots in upper panel). (B2, B3) same as in A2, A3, but show cortical 
response to stereotypic thalamic inputs. Note that even when the same thalamic input 
pattern was used to stimulate the network, neurons still showed spike timing 
variability due to synaptic failures and synaptic strength variations although the 
variance was greatly reduced as the effective connectivity in the network was kept 
constant.  
Response to stimulus presentation in L4 in silico 
Thalamic neurons project extensively to cortical L4, and diffusely to the L3/L4 and L5b/6 
 Barrel cortex in silico 
89 
 
borders (Arnold et al 2001, Oberlaender et al 2012a).  This thalamocortical input is the 
principal pathway that carries the feed-forward excitatory drive representing the bottom-
up sensory information.   
The response of L4 neurons to the sensory input is characterized by sparse neural 
representations in vivo (Celikel et al 2004, de Kock et al 2007) and in silico (Figure 3.10). 
Thalamic input modeling the principal whisker’s stimulation in vivo (Aguilar & Castro-
Alamancos 2005) results in on average 0.02-0.45 to 0.8-2.2 spikes/stimulus/cell in the 
network depending on the membrane state prior to the stimulus arrival in L4 as well as 
the neuronal class studied (at vr=-80 mV, excitatory neurons fire 0.06±0.11 
spikes/stimulus/cell, range 0-0.82; inhibitory neurons fire 0.68±0.71 spikes/stimulus/cell, 
range 0-2.22; at vr=-60mV, excitatory neurons fire 0.44±0.30 spikes/stimulus/cell, range 
0-1.96; inhibitory neurons fire 2.13±1.48 spikes/stimulus/cell, range 0.02-6.54; values 
show mean±std); While excitatory neurons fire sparsely (Figure 3.10A1), inhibitory 
neurons spike with higher reliability (Figure 3.10A2).   
The resting membrane potential acts as a state switch for the excitatory neurons as L4 
excitatory neurons switch from a sparse coding, where probability of spiking per neuron 
per stimulus is low, and when neurons spike they typically fire single action potentials, to 
less sparse spiking at more depolarized membrane potentials (Figure 3.10A1).  The 
inhibitory neural population, on the other hand, undergoes rate scaling as the resting 
membrane potential is depolarized (Figure 3.10A2).  Hence for the neural coding of 
stimulus in L4, membrane state acts as a state-switch for excitatory neurons and a gain-
modulator for the inhibitory neurons.   
The spatial distribution of neural responses in a network is primarily constrained by the 
axo-dendritic overlap across the pre- and postsynaptic neurons.  Accordingly, with the 
diffuse axonal projections of thalamic neurons and spatially constrained L4 neuronal 
dendritic branching within the barrel borders, both excitatory and inhibitory L4 neurons 
along the rostro-caudal (RC) and medio-lateral (MC) planes have comparable response 
statistics (Figure 3.10B1-3).  Although this connectivity patterns ensures topographical 
representations across the entire barrel cortex, within a single barrel column the input is 
homogenously represented throughout the RC and ML planes.  In contract to this spatial 
homogeneity of L4 responses to the stimulus along the RC and ML axis, preferential 
laminar targeting of the thalamic input results in a higher likelihood of spiking in the 
center-bottom portion of the barrel, especially for postsynaptic excitatory neurons (Figure 
3.10 C1-3).  
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Figure 3.10. Response to Stimulus presentation in the principal whisker’s cortical 
Layer 4 in silico. (A1) Left: Average firing rate in the network as a function of the 
resting membrane potential before stimulus onset. Right: histogram of spiking rate in 
the network across membrane states. (A2) same as A1, but for L4 inhibitory neuron 
population. (B) Spatial distribution of L4 response as visualized in a tangential plane 
cutting across all columns in L4. (B1) The schematic drawing illustrates spatial 
dimensions and orientation of the visual displays in B2. The dark edged square labels 
the analyzed region in B2-3, and the gray region indicates the principal (stimulated) 
whisker barrel. (B2) Average excitatory (upper panel) and inhibitory (lower panel) 
neuronal response at different spatial location mapped onto rostro-caudal (RC) and 
medio-lateral (ML) planes, across different resting membrane states. Each bin is a 
15x15 μm window. (B3) Average excitatory (upper panel) and inhibitory (lower 
panel) neuronal responses along the RC axis. (C) Spatial distribution of the L4 
response as visualized in a coronal plane cutting across layers.  (C1-C3) Same as 
B1-B3, but analyzed in a coronal plane. 
The topographical nature of the neural response to whisker touch dictates that each 
neuron has a preferred whisker, called principal whisker, which evokes the largest 
number of action potentials upon deflection (Brecht & Sakmann 2002, Foeller et al 2005).  
However cortical neurons’ receptive fields are rarely (if ever) constrained to a single 
whisker as multi-whisker receptive fields in the thalamus (Simons and Carvell 1989, 
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Armstrong-James and Callahan 1991, Diamond et al 1992, Aguilar & Castro-Alamancos 
2005, Kwegyir-Afful et al 2005) and cross-columnar projections in the cortex (Egger et al 
2008) ensure that each neuron receives information from multiple whiskers.  Responses 
to the surround whiskers are always less strong (lower in number of spikes per stimulus), 
and arrive with a delay compared to the principal whisker deflection (Brecht & Sakmann 
2002). This relationship is also preserved in the in silico model (Figure 3.11).   
In many respect principal vs surround whiskers activate excitatory and inhibitory neurons 
similarly, although evoked responses from the surround whiskers are invariably weaker 
(Figure 3.11A1-2).  Similar to the principal whisker deflection, surround whisker 
stimulation results in largely homogenous representations across the RC-ML axis (Figure 
3.11B1-3) even though the postsynaptic spiking is constrained to depolarized membrane 
states.  Sublaminar activation pattern in L4 of the principle whisker column results in 
higher likelihood of spiking in the bottom half of L4 of the surround whisker column 
even after surround whisker stimulation (Figure 3.11C1-3).  
One main difference between the principal vs surround responses is the role of the resting 
membrane state in modulating the network activity.  The contribution of the different 
membrane potentials to surround whisker representation slowly (but predictably) varies 
across different membrane states (Figure 3.11A1-2), unlike the differential role of the 
resting membrane potential in the response to principal whisker touch.  Most excitatory 
and inhibitory neurons in L4 of the surround whisker column do not respond to whisker 
touch during the quiescent hyperpolarized membrane state, resulting in principal whisker 
specific cortical responses. In the depolarized membrane states, the probability of spiking 
disproportionally increases for the inhibitory neurons. 
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Figure 3.11. Response to Stimulus presentation in the surround whisker’s cortical 
Layer 4 in silico. (A1) Left: Average firing rate in the network as a function of the 
resting membrane potential states, right: histogram of spiking rate in the network 
across membrane states. (A2) same as A1, but for L4 inhibitory neuron population. 
(B) Spatial distribution of L4 response as visualized in a tangential plane cutting 
across all columns in L4. (B1) This schematic drawing illustrates spatial dimensions 
and orientation of the visual displays in B2. The dark edged square labels the 
analyzed region in B2-3, and the gray region indicates the principal (stimulated) 
whisker barrel. (B2) Average excitatory (upper panel) and inhibitory (lower panel) 
neuronal response at different spatial location mapped onto RC-ML plane, across 
different resting membrane states. Each bin is a 15x15 μm window. (B3) Average 
excitatory (upper panel) and inhibitory (lower panel) neuronal responses along the 
RC axis. (C) Spatial distribution of the L4 response as visualized in a coronal plane 
cutting across layers.  (C1-C3) Same as B1-B3, but analyzed in a coronal plane. 
Response to Stimulus presentation in L2/3 in silico 
Feed-forward L4 projections are powerful modulators of supragranular layers, and bring 
the bottom-up information from the sensory periphery for eventual cross-columnar 
integration within L2.  The responses to sensory stimuli in L2/3 in silico are generally 
similar to the L4 ones, with the exceptions that (1) supragranular neurons have an 
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increased, albeit slightly, probability of firing; (2) the resting membrane states gate 
stimulus representations, and (3) the spatial location of a neuron has a predictive power 
for its response properties.  
Network responses in L2/3, let they be excitatory (Figure 3.12A1 and Figure 3.13A1) or 
inhibitory (Figure 3.12A2 and Figure 3.13A2), or located in the principal  (Figure 3.12) 
or surround whisker’s column (Figure 3.13), entails increased number of spikes per 
stimulus although probability of a given L2/3 neuron firing an action potential is similar 
to that of a L4 neuron (for principal whisker stimulation, L2/3 excitatory neurons, 
0.23±0.22 spikes/stimulus/neuron, range 0-1.71; L2/3 inhibitory neurons, 1.32±0.86, 
range 0-3.78; L4 excitatory neurons, 0.20±0.20, range 0-1.06; L4 inhibitory neurons,  
1.33±1.08, range 0.002-4.34; for 1st order surround whisker stimulation, L2/3 excitatory 
neurons, 0.10±0.15, range 0-1.03, L2/3 inhibitory neurons, 0.38±0.35, range 0-1.91; L4 
excitatory neurons, 0.04±0.06, range 0-0.46; L4 inhibitory neurons, 0.36±0.30, range 0-
1.11. Values are mean±std, averaged across all cortical states simulated). Hence single 
L2/3 neuronal responses are statistically comparable to corresponding L4 neurons when 
studied under similar conditions.  
Unlike the L4 responses to the stimulus in the quiescent membrane states, L2/3 excitatory 
neurons are completely silent at hyperpolarized membrane potentials, suggesting that the 
bottom-up thalamocortical information is decoupled from the rest of the cortical circuits 
that originate from the supragranular layers.  The lack of spiking is not specific to the 
excitatory neurons (Figure 3.12B2, top - C2, top), as inhibitory neurons are similarly 
unresponsive to the L4 input if the resting membrane potential was hyperpolarized 
(Figure 3.12B2, bottom - C2, bottom).  Although spikes from inhibitory neuron 
population is observed in less hyperpolarized membrane potentials (> -70 mV), compared 
to the excitatory neurons’ responses, the net effect of the membrane potential on 
suppressing cortical propagation of information via L2 is maintained (Figure 3.12).  The 
lack of stimulus evoked spiking in the surround column (Figure 3.13) in resting 
membrane potentials < -70 mV and the changes in the spike probability described before 
suggest that sensory representations are weak but specific to the principal whisker column 
during the quiescent states in vivo. 
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Figure 3.12. Response to Stimulus presentation in the principal whisker’s cortical 
Layer 2/3 in silico. (A1) Left: Average firing rate in the network as function of the 
resting membrane potential states, right: histogram of spiking rate in the network 
across membrane states. (A2) same as A1, but for L2/3 inhibitory neuron 
populations. (B) Spatial distribution of L2/3 response as visualized in a tangential 
plane cutting across all columns in L2/3. (B1) The schematic drawing illustrates 
spatial dimensions and orientation of the visual displays in B2. The dark edged 
square labels the analyzed region in B2-3, and the gray region indicates the principal 
(stimulated) whisker barrel. (B2) Average excitatory (upper panel) and inhibitory 
(lower panel) neuronal response at different spatial location mapped onto RC-ML 
plane, across different resting membrane states. Each bin is a 15x15 μm window. 
(B3) Average excitatory (upper panel) and inhibitory (lower panel) neuronal 
responses along the RC axis. (C) Spatial distribution of the L2/3 response as 
visualized in a coronal plane cutting across layers.  (C1-C3) Same as B1-B3, but 
analyzed in a coronal plane. 
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Figure 3.13. Response to Stimulus presentation in the surround whisker’s cortical 
Layer 2/3 in silico. (A1) Left: Average firing rate in the network as function of resting 
membrane potential states, right: histogram of spiking rate in the network across 
membrane states. (A2) same as A1, but for L2/3 inhibitory neuron population. (B) 
Spatial distribution of L2/3 response as visualized in a tangential plane cutting 
across all columns in L2/3. (B1) The schematic drawing illustrates spatial 
dimensions and orientation of the visual displays in B2. The dark edged square labels 
the region analyzed in B2-3, and the gray region indicates the principal (stimulated) 
whisker barrel. (B2) Average excitatory (upper panel) and inhibitory (lower panel) 
neuronal response at different spatial location mapped onto RC-ML plane, across 
different resting membrane states. Each bin is a 15x15 μm window. (B3) Average 
excitatory (upper panel) and inhibitory (lower panel) neuronal responses along the 
RC axis. (C) Spatial distribution of the L2/3 response as visualized in a coronal plane 
cutting across layers.  (C1-C3) Same as B1-B3, but analyzed in a coronal plane. 
Given that the neuronal excitability changes with the resting membrane state, and that 
each neuron is an integrator that will sum its inputs until the non-linear transformation of 
the input into spikes, the functional connectivity within the network should change with 
the membrane potential state of the postsynaptic neuron. To visualize the effective 
connectivity we spatially mapped the synaptically connected presynaptic neurons that 
fired action potential(s) prior to the spiking of a postsynaptic neuron (Figure 3.14).  As 
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expected the functional connectivity varied with the resting membrane state, although the 
relative contribution of the L4 input to trigger a spike in L2/3 neurons remained constant 
across states. With an increasing probability of L2/3 spiking in the depolarized membrane 
states, the contribution of the intralaminar input to the spiking increased, suggesting that 
at depolarized membrane states sensory responses are a function of feed-forward drive 
originating from L4 and local recurrent excitation in L2/3.  The latter component is likely 
to be modulated by top-down modulations or as the state of the animal changes during. 
For instance, active sensing could provide a mechanistic model how the bottom-up 
sensory information can be integrated with the top-down neuromodulatory influences.  
 
Figure 3.14. Visualization of the presynaptic population contributing to a 
postsynaptic action potential. We spatially mapped the neural activity across the 
granular and supragranular layers prior to an action potential in a given layer.  The 
maps were averaged across all postsynaptic neurons that fire evoked action 
potentials during the simulations. (A1) Population activity that drives an L2 (upper 
panel) or L3 (lower panel) excitatory neurons to spike in response to thalamic input. 
The first spike fired by either an L2 or L3 excitatory neurons is used as the trigger to 
calculate the spike-triggered input map. Insert: schematic representation of the 
location of different cell population in the barrel column. (A2) Spike triggered spatial 
averaging for L2 (upper panel) and L3 (lower panel) excitatory neuron population at 
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different resting membrane potentials. (A3) Average depth distribution of excitatory 
inputs to drive a spike in L2 (upper panel) and L3 (lower panel) excitatory neurons. 
(B1-B3) Same as A1-A2, but using L2 and L3 inhibitory neurons as triggers, 
respectively. 
Experience-dependent plasticity of synaptic strength in silico 
Neurons in the barrel cortex adapt to the changes in sensory organ use as cortical circuits 
undergo plastic changes upon altered sensory input statistics (Allen et al 2003, Celikel et 
al 2004, Feldman & Brecht 2005, Clem et al 2008).  These adaptive changes have long 
lasting consequences in neural representations of touch and might help to functionally 
bridge neural representations to touch perception.  We have, therefore, integrated a spike-
timing-dependent-plasticity learning rule (Celikel et al 2004) to enable plastic changes in 
neural representations of touch in silico. Figure 3.15 shows the implementation of the 
model on a 3-column model of the barrel cortex, layers 1-4 (Figure 3.15A1).  Each 
column receives their major synaptic input from their own respective whiskers in the 
form of thalamic representation of whisker touch (see above; Figure 3.15A2), with the 
exception that the center column lacks a principal whisker, mimicking the whisker 
deprivation condition (Figure 3.15A2).   
Employing empirically observed the STDP rules across the feed-forward projections 
originating from L4 (Figure 3.15B) and intracolumnar projections of L2/3 (Figure 3.15C)
 resulted in reorganization of touch already within 100 trials, in agreement with 
the experimental observations in barrel cortical slices (Allen et al 2003, Celikel et al 
2004). The model correctly predicted all the known pathways that are modified upon 
whisker deprivation including the potentiation in the spared whiskers’ L4-L2/3 
projections (Clem et al 2008), slow depression in the deprived cortical column’s L4-L2/3 
projections (Bender et al 2006), and plasticity of the oblique projections from L4 onto the 
neighboring L2/3 (Hardingham et al 2011).  The model further predicted that a number of 
circuit changes, including the bidirectional changes across the cross-columnar projections 
between the spared and deprived columns, which could potentially bridge the receptive 
field plasticity to topographic map reorganization.  
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Figure 3.15. Spike-timing dependent map plasticity in silico. (A1) A network model 
with 3 barrels. Cells in each column are randomly generated using distributions 
quantified in Figure 5. (A2) Population PSTH for the spared columns, i.e most 
medial and most lateral columns in A1.  (A3) Population PSTH for the deprived, i.e. 
center, column. (B) Left: Experimentally observed STDP learning rule in L4-L2/3 
projections (Celikel et al 2004; see Materials and Methods). Right: Change in 
synaptic efficacy as a function of whisker deprivation in the simulated network. Color 
codes denote the whisker deprivation status of pre- and postsynaptic neurons’ 
location.  Note that presynaptic neurons are always located in L4. (C) Same as in B, 
but for L2/3-L2/3 connections. STDP rule was taken from Banerjee et al 2014. 
 Discussion 
Understanding the circuit mechanisms of touch will require studying the somatosensory 
cortex as a dynamical complex system.  Given that the majority of research in the barrel 
system has thus far focused on the identification circuit components one neuron at a time 
without linking structure to function, the development of a computational model of the 
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barrel cortex is not only necessary, but also feasible (thanks to these careful and plentiful 
observations on the circuit organization).  Accordingly, here we employed a three-tiered 
approach to (1) reconstruct the barrel cortex in soma resolution, (2) develop a model 
neuron whose spiking is a function of the network activity impinging onto postsynaptic 
neurons, and (3) axo-dendritically connect neurons in the column based on Peter’s rule 
and experimentally observed pairwise network connectivity (see Materials and Methods). 
We finally performed simulations in this network to compare neural responses to whisker 
touch in silico to experimental observations from biological networks in vivo. As 
extensively discussed in the Results section simulations correctly replicate experimental 
observations in vivo with high accuracy.  Here we will first discuss technical 
considerations and finally conclude the chapter with a brief discussion on the future 
developments for this barrel cortical column in silico.  
Technical considerations for anatomical reconstruction of an stereotypical barrel 
column 
One of the essential steps towards building a biologically plausible in silico model of the 
mouse barrel cortex is to obtain the distribution pattern of different neuron types 
throughout the barrel cortex. To reconstruct the cortex in soma resolution, we directly 
visualized these distributions by labeling different types of neurons using cell-type 
specific markers in tangential section and digitized these data using confocal scanning 
microscopy. We automatized the identification and counting of all neurons independent 
from whether the markers were nuclear or cyctoplasmic. The advantage of using 
tangential sections is that the identities of individual barrels in L4 can be reliably 
recognized based on GAD65 immunostaining (Figure 3.3A). However, due to difficulties 
in aligning images across consecutive sections, we could not consistently follow every 
barrel column across the entire cortical depth. Therefore, in the current study we only 
report average cell density across a canonical barrel cortex rather than reconstructing the 
barrel cortex while preserving the columnar identity. It should be noted that, in the rat 
barrel cortex, the cell density across different barrel columns has been shown to be 
relatively constant (Meyer et al 2013). Thus our density estimation is likely to be accurate 
as we employed a normalized volume for the entire column. Obviously, however, the 
absolute cell number in a particular barrel column could vary depending on the exact 
location of the barrel within the barrel cortex (Meyer et al 2013). 
Our automatic cell counting algorithm for nuclear cell counts is functionally similar to 
that employed in Oberlaander et al. (2009). Compared to their method, we employed 
lower threshold values to separate foreground objects from background in order to 
capture weakly stained cells.  This comes at the expense of an increased number of 
connected clusters. Therefore we employed more sophisticated methods to separate 
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clusters of connected cells based on both intensity and shape information, rather than 
simply assuming that there exists a single dominate cell population based on volume, 
which could lead to a bias when this assumption is not met (Oberlaender et al 2009). Our 
method does not require manual correction, and the counting results are comparable with 
manual counts (Table 3.1).  Furthermore we also developed algorithms to enable source 
localization for the cytoplasmic signals which allowed us to quantify cellular classes, for 
instance somatostatin neurons, which are characterized by non-nuclear markers.  
Together these approaches have resulted in more detailed quantification of the network, 
going beyond the two-neuron group (i.e. excitatory vs inhibitory) clustering available in 
the literature.   
Tissue shrinkage could affect the cell density estimates.  Although we project cell 
densities onto a normalized volumetric column, and although we have quantified the 
shrinkage of the sections, the cell density estimates might somewhat differ using 
alternative reconstruction methods. Another potential error could be introduced by cutting 
cells located at slice borders – these cells will appear in both slices, resulting in 
overestimation of the cell number. We corrected for the overestimation by including only 
those cells within a given radius along the z- direction (which is orthogonal to cutting 
plane) and no smaller than half of the average radius along x- and y- direction.  This 
ensured that the overwhelming majority of the cells were located within the same slice, as 
confirmed by the human observer quantifications.  
Comparison with past cell counts 
In our data the average neuronal density, as identified by NeuN staining, across all layers 
of the mouse barrel cortex was found to be 1.66×105 per mm3, before correcting for tissue 
shrinkage. After immunostaining the average optical thickness of slices was found to be 
32.5 µm, indicating a 34.8% shrinkage in z direction, assuming that each slice in our 
sample was cut precisely as 50 µm section. The shrinkage along x-y plane was generally 
much smaller in our protocol: imaged cells with voxel size of 0.73-by-0.73-by-0.45 or 
1.46-by-1.46-by-0.9 µm showed a similar voxel radius along x-, y- and z- axes (data not 
shown). If we assume that the real neurons have similar radius along the 3 axes, the data 
suggests a shrinkage factor of ~2.3% along x- and y- axes. After correcting for the 
estimated average shrinkage factors, the average neuronal density became 1.03×105 per 
mm3, which is within the range of previously reported values in the C57B6 mouse (i.e. 
0.6×105-1.6×105 per mm3, Ma et al 1999, Hodge et al 2005, Irintchev et al 2005, Lyck et 
al 2007, Tsai et al 2009). 
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Comparison with other simulated networks 
Researchers make network models in order to explain network dynamics and information 
processing on many levels. Therefore, these models exist at many different scales of 
complexity. On the one extreme, simplified network models investigate a single or a few 
aspects of the network (connectivity) properties on network behavior. For instance, 
randomly connected balanced networks use integrate-and fire neuron models (Brunel 
2000), binary neuron models (van Vreeswijk and Sompolinsky 1996, 1998), or rate 
neuron models (Sompolinsky and Crisanti 1988) to investigate the effects of synaptic 
sparseness, connectivity strength and the balance between excitation and inhibition on 
network dynamics. Similarly, like discussed in the introduction, feed-forward networks 
like the perceptron (Rosenblatt 1958) can explain the increasing abstraction of receptive 
fields in sensory perception using similar simplified neuron models (Seung and Yuste 
2012) and randomly connected symmetric networks (Hopfield 1982) can explain 
associative memory. Finally, the dynamics of small-world networks (Watts and Strogatz 
1998) have several special properties such as rapid (near-critical) synchronization, low 
wiring costs and a balance between locally specialized and large-scale distributed 
information processing (Bassett and Bullmore 2006, Stam and Reijneveld 2007). 
Although simplified networks are often very powerful in giving (analytical) explanations 
about the influence of connectivity on network behaviour, they are biologically not very 
realistic. A middle ground can be found in biologically-inspired networks that use the 
main connectivity schemes found in the brain. These model networks often make specific 
predictions about the effects of network properties on dynamics, although analytical 
solutions are mostly not feasible. For instance, Tort et al. (Tort et al 2007) explain the role 
of O-LM interneurons in gamma-band coherence in a hippocampal network using known 
network motives and single- and multi-compartment conductance-based cell models. A 
second example of such models is by Rubin and Terman (Rubin and Terman 2004), who 
make a network of the basal ganglia and thalamus, using simplified conductance-based 
models, to successfully explain the effects of deep-brain stimulation of the subthalamic 
nucleus in patients suffering from Parkinson’s disease. A final example from Wendling et 
al. (Wendling et al 2002) shows how epileptiform EEG activity can be explained by 
making a difference between fast and slow feedback inhibition in a macroscopic rate-
based model of the hippocampus.  
Another intermediate level of modelling networks is fitting functional models to whole-
network recordings (e.g. Generalized Linear Models (GLMs) (Paninski 2004, Pillow et al 
2008, Truccolo et al 2005), Generalized Integrate-and-Fire models (GIF models) 
(Gerstner and Kistler 2002, Jolivet et al 2004), etc). With these types of models, the 
spiking behaviour and functional connectivity of entire networks can be fitted to network 
recordings. The results from such an analysis can be difficult to link to biophysical 
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properties of the neurons and networks, but it is a very successful method for describing 
the functional connectivity of for instance the macaque, salamander, cat and rabbit retina 
(Denk and Detwiler 1999, Doi et al 2012, Keat et al 2001, Li et al 2015, Marre et al 2012, 
Pillow et al 2005, Reich et al 1998) (for a review see Field and Chichilnisky 2007) and c. 
elegans (Kato et al 2015). 
Finally, on the other extreme, are biologically reconstructed networks, like the one we 
present here. For some systems, complete or partial wiring diagrams have been published 
(c. elegans: Varshney et al 2011, mouse retina: Helmstaedter et al 2013), that can be used 
to construct such models. These networks are biologically realistic, but because of their 
complexity, it is more difficult to analyse the influence of specific network properties on 
network dynamics and function. Moreover, one concern is that with the current methods, 
it still impossible to measure all relevant parameters (molecular cell-type, 
electrophysiological cell-type, cell location, structural connectivity, functional 
connectivity) in a single sample. Therefore, every biologically reconstructed network so 
far is a combination of properties from different animals. Whether such a synthesized 
model is a good approximation of the actual functional neural network remains to be seen 
(Edelman and Gally 2001, Marder and Taylor 2011). Despite these limitations, 
biologically reconstructed network models are very important as a testing ground for 
hypotheses based on more simplified networks, or to assess biological parameters that are 
difficult or impossible to measure experimentally. In table 3.4, we have summarized the 
properties of several biologically reconstructed networks that have been published over 
the last few years. Note that until now, all these reconstructed networks have to be run on 
a cluster of computers or on a supercomputer, because a simple desktop computer simply 
lacked the computational power to run a biologically reconstructed network. Our model is 
slightly smaller than existing models, which makes it run on a normal desktop computer. 
Because our model exists of a single column, it is easily scalable: to include more 
columns, only the inter-columnar connectivity has to be modelled. Finally, like the recent 
model by Markram et al. (Markram et al 2015), we used no parameter tuning to construct 
this model, other than making the different cell-types of the Izhikevich-model and 
controlling the cell-type specific connection probabilities. All this makes the model very 
accessible for quickly testing fundamental hypotheses. 
 
 
Authors 
Brain 
area, 
animal 
Neuron 
models 
Number 
of 
modelled 
neurons 
Short 
term 
synap
tic 
Long 
term 
plastici
ty 
platform 
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plasti
city 
Izhikevich 
& Edelman, 
2008 
(human) 
thalamus, 
cortex, 
brainstem 
neuromodu
lation 
Izhikevich 
(2003, 2004) 
‘simple 
model’, 
multicompart
mental 
1,000,000 Yes STDP Cluster 
Markram et 
al., 2015 
Layers 1-6, 
hind-limb 
somatosens
ory cortex 
of rat with 
thalamic 
input 
Multicompart
ment 
conductance 
model 
31,000 Yes 
Yes, 
but 
unspeci
fied 
Supercom
puter 
Markram, 
2006 
Cortical 
column 
Multicompart
ment 
conductance 
model 
10,000 Yes No 
Supercom
puter 
Sharp et al., 
2014 
Barrel 
cortex, 
rodent 
Leaky 
integrate-
and-fire 
model 
50,000 No No Cluster 
Huang et al., 
2015 
L4-L2/3 
somatosens
ory column 
of mouse, 
with 
thalamic 
input 
Izhikevich 
(2003, 2004) 
‘simple 
model’ 
4,200 Yes STDP PC 
Ananthanara
yanan et al., 
Thalamus, 
visual 
Izhikevich 
(2003, 2004) 
>1,000,00
0,000 
No STDP 
Supercom
puter 
Chapter 3 
104 
 
2009 cortex, cat ‘simple 
model’ 
Traub et al., 
2005 
Thalamus, 
cortex 
Multicompart
ment 
conductance 
model 
3560 No No Cluster 
 Table 3.4. Summarization of the properties of several recently published biologically 
reconstructed or biology-inspired network models.  
Work in progress for the next generation of the barrel cortex in silico 
The current model is sufficiently detailed and accurate enough to start addressing 
fundamental questions in systems neuroscience as shown in the results section above and 
in the following chapters. In the interim we are updating the model with new anatomical 
data where the entire network is visualized in transparent brain (which solves the problem 
of section alignment) and using an extended combination of antibodies (which improves 
the accuracy of neuronal class identifications).  It is important to note however that not all 
new data will directly benefit the network in silico in the short run as combinatorial 
subclassification of inhibitory neurons results in superclustering.  In the absence of 
connectivity and electrophysiological characterization for the new clusters, their inclusion 
to the model is best an approximation of their function. 
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Abstract 
Neural processing rests on the intracellular transformation of information as synaptic 
inputs are translated into action potentials. This transformation is governed by the spike 
threshold, which depends on the history of the membrane potential on many temporal 
scales. While the adaptation of the threshold after spiking activity has been addressed 
before both theoretically and experimentally, it has only recently been demonstrated that 
the subthreshold membrane state also influences the effective spike threshold. The 
consequences for neural computation are not well understood yet. We address this 
question here using neural simulations and whole cell intracellular recordings in 
combination with information theoretic analysis.  
We show that an adaptive spike threshold leads to better stimulus discrimination for tight 
input correlations than would be achieved otherwise, independent from whether the 
stimulus is encoded in the rate or pattern of action potentials. Encoding information using 
adaptive thresholds further ensures robust information transmission across cortical states 
i.e. decoding from different states is less state dependent in the adaptive threshold case, if 
the decoding is performed in reference to the timing of the population response. Results 
from in vitro neural recordings were consistent with simulations from adaptive threshold 
neurons. 
In summary, the adaptive spike threshold reduces information loss during intracellular 
information transfer, improves stimulus discriminability and ensures robust decoding 
across membrane states in a regime of highly correlated inputs, similar to those seen in 
sensory nuclei during the encoding of sensory information. 
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 Introduction 
The essential computation performed by neurons is the (non-linear) integration of 
synaptic inputs and subsequent generation of a spike. This summation is determined by 
multiple factors, including the passive membrane properties, active currents, and the 
neuronal geometry (Magee, 2000, Destexhe et al 2003, Spruston and Nelson 2008). The 
currents at the axon hillock have voltage-dependent activation dynamics, which 
accelerate and then self-sustain the depolarization, eventually leading to a spike. The 
voltage at which this acceleration occurs is commonly referred to as the voltage threshold 
of spiking or spike threshold. Recently, several studies have empirically demonstrated 
that this threshold is not constant as recorded in cortical (Azouz and Gray 2000, Azouz 
and Gray 2003, Polavieja et al 2005, Wilent and Contreras 2005, Goldberg et al 2008) 
and in subcortical (Henze and Buzsaki 2001, Farries et al 2010, Fontaine et al. 2014) 
neurons. Rather, the spike threshold exhibits a dependence on the slope of the 
depolarization, such that fast depolarizations produce spikes at lower thresholds, and 
slower depolarizations at higher thresholds. The relationship is monotonically decreasing 
over a range of a few millivolts. This phenomenon is qualitatively different from the 
thoroughly studied spike-frequency adaptation, which acts on longer time scales (Brenner 
et al. 2000, Benda et al. 2010, Bohte et al. 2013) and depends on suprathreshold activity. 
The effects of the adaptation investigated here, will manifest already before the ‘first’ 
spike, e.g. at response onset.  
Recently, Fontaine and colleagues (2014) have demonstrated that this threshold 
dependence can be captured using a threshold which itself ‘chases’ the membrane 
potential, however, does not instantly adapt to the new membrane potential but 
approaches its new value with a certain time-constant. Consequently, if one considers two 
fluctuations of equal size, but different speed, the faster fluctuation will encounter a lower 
threshold (still in the approach of its final value) and thus already lead to a spike, whereas 
the slower fluctuation may encounter a higher threshold and thus lead to a spike at a 
greater depolarization (or fail to spike). Hence, the propensity to spike depends on the 
recent history of the membrane potential and in particular on the most recent rate of 
depolarization leading up to a potential spike. Multiple mechanisms could underlie this 
modulation in spike threshold, including adaptive changes in sodium channel inactivation 
(Azouz and Gray 2000, Azouz and Gray 2003, Wilent and Contreras 2005, Platkiewicz 
and Brette 2011) and potassium conductances (Goldberg et al 2008, Higgs and Spain 
2011). Given that the existence of these conductances is common among spiking neurons, 
an adaptive spike threshold is likely to be ubiquitous features of neurons. 
An adaptive threshold could have important computational consequences, since this 
would rapidly modulate the gain of neurons. Several authors (Azouz and Gray 2000, 
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Azouz and Gray 2003, Wilent and Contreras 2005, Higgs and Spain 2011, Fontaine et al 
2014) have speculated on the possible relevance of an adaptive threshold in the sense 
described above, however, to our knowledge, no study has thoroughly investigated its 
computational consequences.  
Hence, here we set out to evaluate the effect of an adaptive threshold on the level of 
single neurons in feed-forward excitatory networks in the context of stimulus processing. 
We investigate how a single neuron’s response to different rates and patterns of inputs 
varies as the action potential generation is gated by fixed, i.e. constant, or adaptive 
thresholds. Furthermore, we investigate how the state of the neuron (resting membrane 
potential prior to stimulus onset) influences the response behavior using both recordings 
from barrel cortex as well as neuronal simulations. The results suggest that neurons with 
adaptive threshold perform better than with a constant threshold when the stimulus is 
encoded by highly correlated inputs. Such a neuron encodes the stimulus more robustly, 
even in the context of noisy fluctuations of the membrane potential. For the state 
differences, we find the temporal reference used for decoding - internal or external - to 
play a major role: If the time reference is computed internally based on the timing 
information from the correlated spiking of local populations, an adaptive threshold turns 
out to be beneficial. Together these results show the usefulness of adaptive thresholds in 
performing temporally precise and robust computations.  
 Materials and Methods 
Neural recordings 
Mice from either sex were used according to the Guidelines of National Institutes of 
Health, and experiments were approved by the local Institutional Animal Care and Use 
Committee. 
In vitro whole-cell current-clamp recordings were performed in acutely prepared slices of 
the barrel cortex (P18-21) as described before with minor modifications (Allen et al 2003; 
Celikel et al, 2004). Animals were anesthetized using Isofluorane before they were 
decapitated. Oblique thalamocortical slices (Finnerty et al 1999)(300 mm) were cut 45° 
from the midsagittal plane in chilled low-calcium, low-sodium Ringer’s solution (in mM; 
sucrose, 250; KCl, 2.5; MgSO4⋅7H2O, 4; NaH2PO4⋅H2O, 1; HEPES, 15; D-(+)-glucose, 
11; CaCl2, 0.1).  Slices were incubated at 37ºC for 45 minutes and kept in room 
temperature in carbonated (5% oxygen) bath solution (pH 7.4, normal Ringer’s solution: 
in mM, NaCl, 119; KCl, 2.5; MgSO4, 1.3; NaH2PO4, 1; NaHCO3, 26.3; D-(+)-glucose, 
11; CaCl2, 2.5).  
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Visualized whole-cell recordings were performed using an Axoclamp-2B amplifier under 
an IR-DIC objective (Olympus) in room temperature.  A bipolar extracellular stimulation 
electrode was placed in the lower half of a L4 barrel representing a mystacial vibrissa.  A 
recording electrode (3-4 MOhm) containing an internal solution (pH 7.25; in mM; 
potassium gluconate, 116; KCl, 6; NaCl, 2; HEPES, 20 mM; EGTA, 0.5; MgATP, 4; 
NaGTP, 0.3) was placed orthogonal to the stimulation electrode within 150-300 µm of 
the cortical surface.  For whole cell recordings, putative excitatory cells were selected 
based on pyramid-shaped somata, apical dendrites and distal tuft orientation, and regular 
pattern of spiking to somatic current injections (500 ms).  Data was filtered (2 kHz), 
digitized at 5 kHz using a 12 bit National Instruments data acquisition board and acquired 
using Strathclyde Electrophysiology Suite for offline data analysis. 
All analyses were performed offline in MATLAB (MathWorks, Inc).  Raw voltage traces 
were smoothed using running window averaging (1 ms window size), and resting 
membrane potential (Vm, in mV) was calculated as the average membrane potential in a 
40 ms time window prior to the stimulus onset. For those sweeps in which spike was 
observed, spike threshold (Vt) and spike latency (St) in respect to stimulus onset were 
calculated.  Spike threshold was defined as the membrane potential value at which second 
derivative of membrane potential reached maximum as described before (Wilent & 
Contreras 2004). 
Neural simulations 
Single Neuron Dynamics 
We used the exponential integrate and fire model (Fourcaud-Trocme et al 2003) to 
simulate postsynaptic neuron membrane dynamics: 
 𝑀𝑙 ⋅ 𝑑𝑉𝑙/𝑑𝑡 = −𝑖𝐿(𝑉𝑙 − 𝐸𝐿) + 𝑖𝐿 ⋅ 𝛥𝑇𝑖𝑑𝑝((𝑉𝑙 − 𝜃)/𝛥𝑇) + 𝑀  
where 𝑀𝑙=50 nF is the membrane capacitance, 𝑖𝐿=10 ns is the leak conductance, 𝐸𝐿=-70 
mV is the leak reversal potential, and 𝛥𝑇=1 mV is the slope factor which characterize the 
sharpness of spike initiation. 𝑉𝑙  is the membrane potential in mV, and 𝜃  is the spike 
threshold. For neurons with adaptive threshold, 𝜃 is determined by (Fontaine et al 2014): 
 𝜏𝜃 ⋅ 𝑑𝜃/𝑑𝑡 = 𝜃∞(𝑉𝑙) − 𝜃  
where 𝜏𝜃=6 ms is the time constant of the threshold dynamics, 𝜃∞is the steady-state spike 
threshold and is determined by 𝑉𝑙: 
 𝜃∞(𝑉𝑙) = 𝛼(𝑉𝑙 − 𝑉𝑖) + 𝑉𝑇 + 𝑘𝑎 ⋅ 𝑙𝑙𝑖(1 + 𝑖𝑑𝑝((𝑉𝑙 − 𝑉𝑖)/𝑘𝑖)) 
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where α=0.3, β=1.1, 𝑘𝑎=7, 𝑘𝑖=8.75, 𝑉𝑇=-50 mV and 𝑉𝑖=-55mV were as determined by 
Fontaine et al. (2014). For neurons with fixed spike threshold, the 𝜃 was set to values 
ranging from -52--53.8 mV, so that the overall average firing rate were comparable 
between adaptive and fixed spike threshold model across all conditions in one 
experiment. Spikes were detected when 𝑉𝑙>𝜃+3mV, and following a 0.5ms refractory 
period the 𝑉𝑙 was reset to -70 mV. I is the input current neurons receive. All simulations 
were performed using 1st order Euler method with 0.1 ms time steps in MATLAB. 
Network structure 
To study the properties of neurons with or without adaptive threshold, we constructed a 
simple feed-forward excitatory neural network, where N=100 presynaptic input neurons 
connect to a single postsynaptic neuron. Each connection was identical to each other 
(amplitude, 15 pA; failure rate, 0.03; coefficient of variation of amplitude, 0.3; 
connection strength resembles typical layer 4 - layer 2/3 excitatory connections found in 
rat barrel cortex, see Feldmeyer et al 2002) except for the synaptic latencies, which were 
normally distributed with standard deviation σ ranged from 0-4 ms. When presynaptic 
neurons fire at the same time, the normally distributed synaptic delays effectively result 
in excitatory postsynaptic currents (EPSCs) arriving at postsynaptic neuron with a 
temporal jitter of σ. The EPSC was modeled as an exponential function with time 
constant of 5 ms. Short-term synaptic dynamics were not included.  
Stimulation and network activity 
We considered two types of presynaptic encoding strategies: 1) a classic “rate code”, in 
which the stimulus was defined as number of presynaptic neurons activated in each trial, 
and across trials a random subset of presynaptic neurons were selected to be active. In 
this case the postsynaptic neuron tries to decode how many presynaptic neurons are active 
in any given trial. 2) a “pattern code” (or “timing code”), in which the stimulus was 
defined as presynaptic activation pattern, i.e. in response to the same stimulus the same 
neuron had exactly the same activity across trials, and numbers of activated presynaptic 
neurons were the same across different stimuli. Under this condition the postsynaptic cell 
tried to decode which presynaptic activity pattern was present in any given trial. Under 
both conditions, when a presynaptic neuron was decided to be activated in a given trial it 
generated a spike at a fixed time, which was 60 ms after stimulation started. In other 
word, the temporal delay of action potential arrival time at postsynaptic neuron was 
purely caused by the synaptic latency; the presynaptic spike time was chosen so that the 
postsynaptic neuron was at steady state when presynaptic cells spiked. The activation 
state of the postsynaptic neuron was modulated by setting the leak reversal potential 𝐸𝐿 to 
different values; mathematically it is equivalent to drive the cell with a constant current. 
Each stimulus was delivered 150 times for a given condition (different σ and/or different 
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states); for each condition we simulated 500 such randomly generated networks. 
In both models the temporal delay of action potentials in respect to the presynaptic 
neurons’ activity is predominantly caused by the synaptic latency.  The presynaptic spike 
onsets were chosen so that the postsynaptic membrane potential was at a steady state 
when the presynaptic neurons generated action potentials.  The activation state of the 
postsynaptic neuron was modulated by setting the leak reversal potential 𝐸𝐿 to different 
values; mathematically this is equivalent to drive the cell with a constant current. Each 
stimulus was delivered 150 times for a given condition (different σ and/or different 
states); for each condition we simulated 500 such randomly generated networks. 
Noise in the network was introduced by inserting spikes generated from a Poisson process 
in the presynaptic neurons. The mean event rate of the Poisson process (expressed as 
mean noise spike rate from a single presynaptic neuron in Hz) determined the overall 
noise strength 
Analysis of stimulus capacity 
We employed Shannon information theory (Shannon 1948) to analyze the stimulus 
representation capacity of neurons with either adaptive or fixed spike threshold. The 
mutual information I between the stimulus S and neuronal response R is calculated as 
𝑀(𝑆,𝑆) = 𝐻(𝑆) −𝐻(𝑆|𝑆)  
in which H(R) denotes the entropy of the response variable R: 
 𝐻(𝑆) =  −∑ 𝑝(𝑣𝑖)𝑙𝑙𝑖2(𝑝(𝑣𝑖))𝑛𝑖=1  
and H(R|S) is given as 
𝐻(𝑆|𝑆) =  −∑ 𝑝(𝑠𝑖)∑ 𝑝(𝑣𝑗|𝑠𝑖)𝑙𝑙𝑖2(𝑝(𝑣𝑗|𝑠𝑖))𝑙𝑗=1𝑛𝑖=1   
where m, n is the number of possible response and stimulus patterns and p(r) and p(s) is 
the occurrence probability of these patterns, respectively. Intuitively, the mutual 
information measures how much uncertainty about one variable, either R or S, can be 
accounted for if an ideal observer had knowledge about the other variable. It is 
theoretically the upper bound of knowledge about the stimulus can be gained from the 
neuronal response under the exact condition (i.e. no other source of additional 
information).  
To construct response patterns, we binned the spike trains from individual trials using 
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various temporal bin sizes (0.5 ms, 1 ms, 2 ms, 5 ms or 30ms). The analysis window was 
chosen to be 0-30 ms after stimulus onset, which included all spikes elicited by the 
stimulus. The number of spikes in each temporal bin was counted, and the resulting 
numeric vector with different lengths, depending on temporal bin size, was used to 
calculate the mutual information. When calculating the mutual information between 
stimulus and neural response knowing the states (Figure 4.4-4.6), the states was supplied 
to the binned response vector as an additional dimension. The mutual information 
calculation was performed using the Spike Train Analysis toolbox (Goldberg et al 2009), 
with shuffle correction combined with the Panzeri-Treves estimator (Panzeri and Treves 
1996) as the bias correction method (Ince et al 2010). 
 Results 
We simulated neuronal models with an adaptive or fixed threshold (Figure 4.1A) and 
quantified their ability to encode stimulus information using information theoretic 
methods (Figure 4.1D/E). Further, we recorded from L2/3 pyramidal neurons in the barrel 
cortex in vitro while stimulating in layer 4 of the same column to experimentally quantify 
the relationship between the spike threshold and the membrane potential (Figure 4.1C, 
4.6A) and experimentally test the quality of the stimulus encoding with biological circuits 
across membrane states (Figure 4.6). 
Parameterization of the input-output behaviour 
While the variability in threshold is typically described in relation to the slope or the 
membrane potential (Azouz & Gray 2000, Azouz & Gray 2003, Henze & Buzsáki 2001, 
Wilent & Contreras 2005; Figure 4.1), for computational purposes it is more insightful to 
describe it in relation to the properties of the synaptic input to the postsynaptic neuron. 
On a mechanistic level, Fontaine et al (2014) identified the membrane potential itself as a 
valuable predictor of the threshold (see Materials and Methods). While this choice is 
practically useful, it does not - or only indirectly - allow one to address questions such as 
the dependence on the input rate, pattern, or correlation. Therefore, we first directly relate 
the amplitude and slope of the incoming excitatory postsynaptic potential (EPSP), to the 
number of synaptic inputs Ninput and their temporal dispersion σ, which parameterizes the 
Gaussian distribution from which the EPSP arrival times are drawn. 
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Figure 4.1. The spike threshold depends on the history of the membrane potential in 
both real and simulated data. (A) We performed patch-clamp recordings in layer 2/3 
pyramidal neurons in vitro, in response to population input from stimulation in layer 
4 (left). The pyramidal neuron identity was confirmed in a subset by filling the 
targeted neuron using biotin (middle). (B) Spike threshold is estimated as the 
maximal positive peak of the second derivative of the membrane potential (bottom). 
Chapter 4 
126 
 
(C1) A cortical neuron stimulated with current inputs of different slopes (bottom, 
different shades of gray) exhibits different thresholds for spike initiation (top, fine flat 
lines in corresponding colors to the stimulus). Intersect, randomly selected 10 traces 
from both the stimulation with fastest (light grey lines) and slowest (dark grey lines) 
slopes. Spikes are truncated at -40 mV. (C2) As in previous studies, thresholds were 
found to vary with the slope of the preceding membrane voltage. In the current 
stimulation settings, only a limited range of input slopes was realized. (D1) Neurons 
with an adaptive threshold were simulated on the basis of the model by Fontaine et 
al. (2014), after adapting the parameterization to cortical excitatory neurons (see 
Methods). As for the in vitro data, a dependence on the stimulus slope is observed. 
Consequently, when the threshold is re-estimated (D2) from the voltage trace, we 
obtain an adaptive dependence on slope, as observed in the experimental data. The 
relationship between EPSP slope and spike threshold is overall captured by an 
exponential function especially when the wider range of EPSP slopes was used, 
which could be explore in the model (compare C2 and D2); see also Azouz and Gray 
2000. (E1) Neurons with a fixed threshold were also simulated. The threshold was set 
to equalize firing probability with the adaptive threshold model. (E2) Re-estimating 
the threshold, we obtain the expected constant threshold. 
This reformulation of input variables is valid and broadly applicable, since the 
combination of Ninput and σ predicts the amplitude (Figure 4.2 A1/B1) and slope (Figure 
4.2 A2/B2) of the resulting EPSPs with little variance (dark surface at the bottom of each 
panel). The quality of prediction and the shape of dependence, albeit at a lesser extent, are 
independent of whether the adaptive or the fixed threshold model is considered 
(Figure 4.2 A1 vs. B1 and A2 vs. B2). As expected, increases in Ninput and decreases in σ 
generally, increase AEPSP and EPSP slope. Hence, values of Ninput and σ map 
approximately to corresponding values of AEPSP and EPSP slope and thus span the space 
of EPSPs (w.r.t. to these two experimentally relevant parameters). 
Based on these parameters we investigated the transition between sub- and suprathreshold 
activity via the spike probability. Throughout this study, the only source of variability 
across repeated trials is the trial-to-trial variation in synaptic strength (including failures, 
see Methods). 
The adaptive threshold model exhibits overall a steeper transition to spiking as a joint 
function of σ and Ninputs than the fixed threshold model (Figure 4.2C1 vs C2). Analyzing 
the two parameters separately, however, shows that the transition is only steeper for the 
temporal precision of the input, σ (Figure 4.2D1 vs D2), but not for the input rate, Ninputs 
(Figure 4.2E1 vs E2). Spike probability follows generally a similar shape as a function of 
σ and Ninputs. Spike probability as a function of only σ, is fit well by a sigmoid, with the 
adaptive model exhibiting a steeper slope as a function of different σ’s (adaptive: s = 
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0.16, fixed: s = 0.28). Fitting sigmoids to the spike probability as a function of the Ninputs 
shows an inverse relationship in steepness between (adaptive: s = 0.98, fixed s = 0.63, E1 
vs. E2). In addition, the midpoint of the transition is located at a lower σ for the adaptive 
than for the fixed threshold (2.6 vs. 3.5 ms), while the midpoints for the dependence on 
Ninputs differ only slightly (34 vs. 37 inputs). The latter is a consequence of setting the 
fixed threshold matched to the average of the adaptive threshold. 
The adaptive threshold model is thus able to respond to a wider dynamic range of the 
number of inputs contributing to a stimulus, restricted to a smaller range of integration 
time-windows (given here by the lower lowpass limit w.r.t. σ, compare Figure 4.2D1 to 
D2). 
 
 
Figure 4.2. The input-output relationship is sharpened due to the adaptive threshold. 
Conventionally, EPSP amplitude (AEPSP) and slope (SlEPSP) are measured to visualize 
the spike threshold dependence to changes in membrane potential. Both measures 
can be reliably predicted by the combination of temporal input spread (σ) and the 
number of contributing neurons (Ninputs) in point neurons. (A) The AEPSP (data: gray, 
mean: red) is predicted with small standard deviation (S.D.) (maroon) by σ and Ninputs 
across a wide range of values for the adaptive threshold model (A1). Prediction 
quality was similarly good for the fixed threshold model (mean: blue, S.D. : dark 
blue, A2). (B) Similarly, the SlEPSP amplitude is predicted well with small S.D. on the 
basis of σ and Ninputs, for both adaptive (B1) and fixed (B2). (C) Spike probability 
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follows generally a similar shape as a function of σ and Ninputs. However, the speed of 
transition between spiking and non-spiking domain is overall greater for the adaptive 
threshold model (C1 vs.C2), translating into a steeper decision criterion as a function 
of the input parameters. (D) Spike probability as a function of only σ, is fit well by a 
sigmoid, with the adaptive model (D1 vs. D2) exhibiting a steeper slope as a function 
of different σ’s (adaptive: s = 0.18, fixed: s=0.28) as well as a lower midpoint, 
indicating overall operation on a faster time-scale However, the inverse is the case 
for the dependence on Ninputs (E1 vs. E2). Error bars represent 2x SEMs and are 
barely visible. 
Information transmission for rate and pattern codes 
Neural integration by the postsynaptic neuron ensures projection of a high-dimensional 
pattern of synaptic input onto a binary time-series. While a certain amount of information 
always has to be ignored in this process, the goal of mutual information analysis is to 
quantify the ability of neurons to encode different inputs with quantitatively discriminable 
spiking patterns. In the present context, we focus on two encoding schemes on the input 
side, population rate and population pattern (which will be abbreviated as rate and pattern 
below).  
In the case of population rate (Figure 4.3 top), the studied neuron receives input from a 
population of presynaptic neurons, and inputs differ in firing rate, i.e. each presynaptic 
neuron generates at most one spike in a given trial, and the spikes from the presynaptic 
neuron population are normally distributed as a function of time with standard deviation 
σ. The input rate is varied by increasing the number of neurons that contribute to the 
current input, thus leading to a Gaussian distributed set of synaptic inputs with temporal 
standard deviation σ. Spike times are redrawn for each trial, while only the number of 
participating neurons stays the same across trials for a given input. For the simulations 
reported, in total 11 different stimuli were given (range of active neuron number, 40-60, 
incremented by 2), thus the total stimulus entropy was log2(11)≈3.46 bit.  
Adaptive threshold neurons performed slightly better for low σ, but substantially worse 
for larger σ for rate encoded inputs (Figure 4.3A). In these simulations noise exists as 
variability in the synaptic weights (according to Feldmeyer et al. 2002), but no additional 
inputs were added. Adding additional noise inputs generally reduces the recoverable 
mutual information (Figure 4.3 B1/2), but does not change the qualitative finding of a 
better coding of rate by fixed threshold neurons for larger σ (Figure 4.3 B3). Overall, both 
neuron types exhibit a low-pass behavior, which results from the fact that a greater σ at 
some point exhausts the integration window of each model. 
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In the case of the population pattern encoding (Figure 4.3 bottom), the different inputs are 
created by setting distinct predetermined patterns across neurons, which do not vary in 
their population firing rate (Ninput = 50). Under this condition, the same number but a 
different subset of neurons are activated by different stimulus, and in response to the 
same stimulus the same neuron has exactly the same response across different trials. 
Hence, distinction between different stimuli has to rely on the temporal differences 
between different input spike patterns. As above, 11 different stimuli were delivered, 
resulting in ~3.46 bit stimulus entropy. 
Adaptive threshold neurons perform substantially better for low σ, but again substantially 
worse for greater σ. Additional independent Poisson noise inputs change the relation 
between the models qualitatively, with the clear difference between them progressively 
giving way to a weak, but inverted relationship (Figure 4.3D). This is due to the adaptive 
threshold models lower σ edge for performance shifting faster to higher values than in the 
case of the fixed model (Figure 4.3 D1 vs. D2). Interestingly now, both model neurons 
exhibit a band-pass behavior, in contrast to the low-pass behavior for rate coding, which 
follows from the fact that patterns with very small σ effectively get squeezed to the same, 
single-time pattern.  
In summary, adaptive threshold neurons are only useful or even superior encoders for 
precisely timed, or well correlated, inputs. Interpreted inversely, the shortened integration 
window of the adaptive threshold model, allows it to ignore inputs outside a certain 
period, and thus make more decisions per second.  
 
 
Figure 4.3. Adaptive threshold is more informative for high temporal precision and 
low noise. Two codes were investigated on the input side, a classical rate code (top), 
where the number of EPSPs indicate the information, and a pattern code (bottom), 
where the spatiotemporal pattern of inputs encodes the information. In both cases, 
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the temporal precision with which the inputs arrive is important (σ). (A) Responses of 
the adaptive threshold model neurons (red) encode information mostly at low 
temporal spread σ, which the fixed threshold neurons (blue) possess a wider range of 
encoding w.r.t. to σ if information is rate-encoded. (B) This relationship holds across 
a wide range of noise inputs, with adaptive threshold neurons encoding generally 
better for low values of σ, and fixed threshold neurons for high values of σ. Color 
mapping here represents information. (C) A similar relationship in information 
encoding between the models is observed for pattern-encoded information. Again the 
adaptive threshold model performs better for low σ, and vice versa. (D) This 
relationship holds only for a limited range of noise, after which point the relationship 
between the differences between the models becomes fairly small. 
State dependence of information transmission 
Cortical populations undergo state changes, depending on the wakefulness or attentional 
state of the brain (Hasenstaub et al 2007, Tan et al 2014). The state changes manifest 
themselves on the single cell level as a shift in the subthreshold membrane potential, thus 
bringing each cell to a different voltage distance to its spiking threshold. While the 
sources of the state changes are not fully understood, their presence will either change 
network computation, or require network computation to be robust against the changes. 
An adaptive threshold could be a contributor to robust processing under different states. 
We therefore investigated the robustness of adaptive compared with fixed threshold 
neurons for different initial membrane voltages for rate-encoded inputs (range 50 – 60, 
with increment step size of 2; in total 6 stimuli with log2(6) ≈ 2.58 bit entropy). An ideal 
observer could decode the stimulus from the spiking activity of the simulated neuron, 
with or without knowing the resting membrane potential state of the simulated neuron. 
Robustness was defined as the difference in mutual information between unknown and 
known state, supplied as an additional dimension in the mutual information analysis. A 
neuron that is perfectly robust to state-differences would not show any improvement by 
knowing the state. Differences are typically positive, since adding state-information 
always increases the mutual information due to part of the variability being explained by 
state knowledge. 
The adaptive threshold model exhibited a reduced dependence of spike times as a 
function of different initial states (Figure 4.4 A). For a small difference of only 3mV state 
difference (-65 vs. -62mV, Figure 4.4 A1) the spike times of the adaptive threshold 
neuron are almost identical (red, different shades indicate different Ninput, with more solid 
colors corresponding to greater Ninput), while the times are already noticeably shifted for 
the fixed threshold neuron (blue). Correspondingly the mutual information with state 
knowledge (Figure 4.4 B1, solid colors), is only slightly larger in the adaptive case, but 
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substantially larger in the fixed case than the mutual information without state knowledge 
(light colors). The differences between mutual information remain fairly constant as a 
function of σ (Figure 4.4 B1 bottom). 
If one considers larger differences in state (Figure 4.4 A2, -72 vs. -62mV), the changes in 
spike time due to the state change become more severe. Especially for the fixed threshold 
model, the set of spike times becomes essentially disjoint, and in the more hyperpolarized 
state (-72mV) the dispersion of the spike times increases substantially. In addition, 
failures of spike elicitation are observed (Data on top, marked as NS). For the adaptive 
threshold model the shift becomes stronger, but in comparison to the fixed threshold, it 
remains more limited in temporal shift and dispersion. Interestingly, from an information 
theoretic perspective, this leads to an inversion of the situation: The fixed model is now 
less dependent on the knowledge of state (Figure 4.4 B2, top), again almost 
independently from σ (Figure 4.4 B2, bottom). This inversion rests on the fact that in the 
case of disjoint response times, decoding across states is not impeded by confusions 
introduced by temporal overlaps, i.e. a response time in one state would be related to a 
different Ninput than in another state. 
The differential robustness of the models observed for the example state differences holds 
more generally across a wider range of state differences. The differential behavior 
described above rests on the overlap between the response distributions across different 
states (Figure 4.4C, quantified by the correlation coefficient across PSTH-bins). For small 
state differences the PSTHs are almost identical, leading to a correlation coefficient close 
to 1. For large state differences, the PSTHs are not correlated and hence the correlation 
coefficients are close to 0. For the conditions between the two extremes, the fixed 
threshold model exhibits a faster decay in correlation coefficient, thus indicating a faster 
drift of onset times. 
Qualitatively, the correlation coefficient between PSTHs is a good predictor for the 
resulting difference in mutual information between knowing and not-knowing the state 
(ΔMI) during decoding (Figure 4.4 D). Low ΔMI, i.e. high robustness, is achieved both 
for highly similar (CCPSTH=1) and dissimilar responses (CCPSTH=0). Correspondingly 
ΔMI varies also non-monotonically as a function of state difference, with the adaptive 
threshold neuron being more robust for small state differences, and the fixed threshold 
neuron being more robust for larger state differences (Figure 4.4 E). 
Hence, the adaptive nature of the threshold does improve robustness of the spike-timing 
across membrane states, but improves information transmission for a limited range of 
small state differences. For larger state differences, the ambiguity in decoding generated 
by small shifts in timing is outweighed by the possibility to decode across different time-
windows. This becomes feasible in the fixed threshold case due to the larger shift in 
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average spike timing, thus providing it with an advantage in information transmission 
(see Discussion for a dependence on decoding scheme).  
 
 
Figure 4.4. Information decoding across different membrane states and spike 
threshold types for a ‘stimulus-centered’ time reference. (A) For small differences in 
state (A1: -62mV vs. -65mV) both adaptive (red) and fixed (blue) threshold models 
show a shallow dependence on stimulus strength (different rates, range [50:2:60] 
inputs, total stimulus entropy ~ 2.58 bit, dark color = 60, light color = 50 EPSPs). 
The adaptive threshold model compensates partly for the difference in initial voltage, 
and thus exhibits smaller differences in spiking behavior across states. During larger 
fluctuations in membrane potential (A2: -62mV vs. -72mV) this behavior is 
qualitatively retained. The different states also scale the slope (average spike times 
vs. input strength) and spike time variability for each model, with the fixed model 
being influenced more strongly in both cases. NS, non-spiking trials. (B) Mutual 
information is estimated across all states with the state known (light colors) or 
unknown (dark colors) to the decoder. For small state differences (B1) the adaptive 
model’s MI is independent of state knowledge (bottom: ΔMI across states), while the 
adaptive model shows a strong dependence to membrane state (~40% of MI added by 
state knowledge). For larger state differences, this relationship inverts (B2). Note 
that in B2 upper panel the dark blue curve almost fully overlaps with the light blue 
curve. (C) To understand this inversion, we relate the response distributions to state 
difference. The correlation coefficient between response PSTHs measures similarity 
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across state differences. The adaptive threshold neuron (red) retains similar 
responses for larger state differences than the fixed threshold neuron (blue). (D) The 
correlation coefficient of response distributions predicts qualitatively the advantage 
of knowing state during decoding. (E) The adaptive model encodes information in a 
state independent manner for small state differences, while the fixed threshold model 
becomes more state independent only for larger state differences. This switch is 
caused by a shift from overlapping to non-overlapping temporal decoding ranges, as 
indicated by the correlation coefficients of the PSTHs across different states (see 
Figure 4.4C). Hence, the adaptive threshold model compensates for a part of the 
initial state, however, does not encode more information independently if a stimulus-
based fixed decoding reference is used. Error bars indicate SEMs across all state 
differences of a given size. 
Decoding across states with a moving reference frame 
Classically, information theoretic decoding is performed in reference to the timing of the 
stimulus, e.g. spike-times are computed in relation to the time of stimulus onset 
(‘stimulus-centered’, Panzeri et al, 2001, Petersen et al, 2001, Quiroga and Panzeri, 
2009). While this provides an objective reference, the brain's internal decoding 
mechanisms may not have direct access to the (external) information about stimulus 
onset. Alternatively, responses can be decoded in relation to the response timing of other 
neurons (Thorpe et al. 2001, Panzeri and Diamond, 2010). Use of this 'response-centered' 
decoding is not only closer to the brain's internal perspective, but also provides more 
accurate decoding if the time of stimulus onset is uncertain (Panzeri and Diamond, 2010). 
In the case of response-centered timing, the adaptive threshold model is found to be 
generally more robust to differences in state than the fixed threshold model. The internal 
reference time was defined as the peak-time of the population response (termed 'columnar 
synchronous response' in Panzeri and Diamond 2010). Since the neural population 
encompasses a range of tuning preferences, this leads to an average response time of the 
neural population to the stimulus set (see Experimental Procedures). Effectively, the 
spike-times of the analyzed neuron are thus shifted to a common average response time of 
all simulated neurons, which will, however, depend on the membrane state and neural 
response properties, e.g. threshold type (see Figure 4.5A).   
For small differences in state, both adaptive and fixed threshold models show little 
difference in their response time and variation in response time (Figure 4.5A1, red vs. 
blue, different shades indicate different stimuli). Consequently the difference between 
decoding with or without state information is quite small (Figure 4.5B1, especially 
bottom). For larger state differences, the response time distributions differ strongly in 
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their variance, with the fixed threshold model exhibiting a larger increase in spread for 
the more hyperpolarized state (Figure 4.5A2). The reduced variance across states and 
stimuli here exemplifies the effect of the adaptive threshold. The quality of unified 
decoding across states deteriorates for the fixed threshold model, thus leading to a larger 
information gain from the inclusion of state information (Figure 4.5B2). 
As a function of state-difference, both the fixed and the adaptive threshold model 
exhibited better conserved PSTHs across states (compare Figure 4.5C with Figure 4.4C) 
when ‘response-centered’ reference was used. However, the adaptive threshold model 
profits more and thus a wider gap between fixed and adaptive threshold model results in 
terms of PSTH correlation coefficients. As before, the correlation coefficient between the 
PSTHs remains a good predictor for the information contributed by knowing the state 
(Figure 4.5D), although the shape slightly differs from the previous case (Figure 4.4D). 
For 'response-centered' decoding, the robustness across states is generally higher for the 
adaptive than the fixed threshold model (Figure 4.5E), independent of the size of the 
state-difference (compare to Figure 4.4E). While the robustness partially depends on the 
particular combination of states (combinations averaged in Figure 4.5E), the variability is 
small compared to the effect size (errorbars in Figure 4.5E).  
In summary, an adaptive threshold neuron can be decoded more robustly than a fixed 
threshold neuron, if the stimulus timing is known from the brain's internal perspective. 
Under these circumstances, the absolute timing is converted to a relative timing in the 
population, and the reduction in response variance in the adaptive threshold model 
renders responses across different states more comparable. 
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Figure 4.5. An adaptive threshold neuron represents information more robustly 
across membrane states for a ’response-centered’ time reference. Since stimulus 
onset is not known internally, a population-based decoding reference has been 
suggested to serve a biologically relevant surrogate for stimulus timing (Panzeri and 
Diamond, 2010). With this reference, spike-timing is measured relative to the peak-
time of the population response, i.e. local maxima of the population peristimulus time 
histogram (PSTH). (A) For small differences in state, adaptive and fixed threshold 
models show little difference in their relative-time response (A1) and consequently 
the contribution of the knowledge about the state becomes negligible (B1). All colors 
are as in the preceding figure. (B) For larger state differences, the response time 
distributions now differ significantly in their variance, with the fixed threshold model 
exhibiting a much larger increase in spread for the more hyperpolarized membrane 
state (A2). Consequently, decoding across states becomes less robust for the fixed 
model than for the adaptive threshold model (B2). (C) While the ‘response-centered’ 
time reference increases the robustness of the PSTH for both the fixed and the 
adaptive threshold model, the latter profits more, widening the gap between the 
models for larger state differences. (D) As before, the correlation coefficient between 
the PSTHs remains a good predictor for the information contributed by knowing the 
state. (E) In the case of the moving decoding reference, the adaptive model is 
generally more robust than the fixed threshold model across all state differences 
investigated. Error bars indicate SEMs across all state differences of a given size. 
Chapter 4 
136 
 
State dependence of information transmission 
The relationship between membrane potential and spike threshold appears to not be 
strongly dependent on the resting membrane potential (Figure 4.6A/B).  However, active 
conductances like the hyperpolarization activated cation currents (Robinson and 
Siegelbaum, 2003) could potentially alter the integration time course, ultimately changing 
the interaction between the membrane potential and the spike threshold. To investigate 
the effect of resting membrane potential states on the spike threshold, we made whole-
cell patch clamp recordings from pyramidal neurons in L2/3 mouse barrel cortex in acute 
slice preparations, and delivered the stimuli after having clamped the somatic membrane 
potential across different resting potentials. In the following the stimulus-centered and 
response-centered decoding analyses are compared, taking the average 1st spike time 
from all recorded neurons as the time reference for the response-centered decoding (in 
Figure 4.6). 
The recorded neurons (N=11) exhibited an adaptive threshold that depended on the slope 
of the input for all states (-80, -70, -60mV) investigated (Figure 4.6A/B). The slopes 
across the different states were comparable, i.e. -0.99 (0.27), -0.92 (0.19), and 0.90 (0.23) 
ms respectively (p = 0.48, one-way ANAOVA with correlated samples).  
The neurons also exhibited a high PSTH similarity (Figure 4.6E), as well as a high 
robustness of information encoding across states (Figure 4.6G), reminiscent of the 
adaptive threshold model. For small state differences, both the response patterns (Figure 
4.6C1), the decoded information and the gain remain comparable (Figure 4.6D1) across 
stimulus-centered (orange) and response-centered (red) decoding. For larger state 
differences the improved robustness of decoding with a response-centered threshold 
becomes evident (Figure 4.6D2).  
The correlation coefficient between PSTHs at different states remained high for a range 
of state differences that exceeded the magnitude of similarity of even the adaptive model 
for response-centered decoding (compare to Figure 4.6E to Figure 4.5C). This difference 
between real and simulated neurons could either stem from an additional mechanism 
present in real neurons or be based on a difference in the properties between real and 
modeled dynamics. 
Robustness across states exhibits a shape that stays closer to the adaptive threshold model 
behavior with a slow rise and especially for the static decoding a much later decay than 
the fixed threshold model (Figure 4.6G compared to Figure 4.4E).   
In summary, the information transmission behavior of cortical neurons exhibited similar 
features of robustness across states as the adaptive threshold model.  An adaptive 
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threshold could therefore be a mechanism which contributes to achieving this robustness, 
providing a functional reason for its widespread existence in the mammalian nervous 
system. 
 
Figure 4.6. The state dependence of neural data corresponds closely to adaptive 
threshold behavior. Identical analyses were carried out as for the model data in the 
preceding figures. (A) Across three initial states of voltage (-80, -70, -60mV) an 
adaptive threshold w.r.t. the slope of the EPSP was observed, i.e. a negative 
dependence between spike threshold and EPSP slope. Red lines, least-square linear 
fit to the data. (B) All recorded neurons (N=11) exhibited this behavior. The slopes 
across the different states were across the three states, i.e. -0.99 (0.27), -0.92 (0.19), 
and 0.90 (0.23) ms respectively. Red lines, average across all the neurons. (C) For 
small state differences, both the response patterns (C1), the decoded information and 
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the gain remain comparable (D1) across stimulus-centered (orange) and response-
centered (red) decoding. N.S., non-spiking trials. (D) For larger state differences the 
advantage of decoding with an adaptive threshold becomes evident (D2). Stim. cent., 
stimulus-centered; Resp. cent., response-centered. (E) The similarity of PSTHs as a 
function of state difference reflects the behavior of the adaptive threshold model (Fig. 
4C/5C, red) exhibiting a slow decay, based on a similar robustness in mean and 
variance of the spike-timing. (F) Robustness in decoding across states (measured as 
∆MI between knowing and not knowing the state during decoding) shows a similar 
dependence on the correlation coefficient as for the model data (compare orange to 
Fig. 4D, and red to Fig. 5D), validating the analysis across real and model data. (G) 
Robustness across states exhibits a shape that stays closer to the adaptive threshold 
model behavior with a slow rise and especially for the static decoding a much later 
decay than the fixed threshold model (Fig. 4E). 
 Discussion 
We addressed the computational properties of neuron models with an adaptive spike 
threshold. The results showed that a neuron with an adaptive threshold supports selective 
information processing for well-correlated inputs both for rate and pattern codes in the 
input. Furthermore, the adaptive threshold provides a higher level of robustness against 
variations in the initial state if the decoding is performed relative to the average response-
time. The experimental data behave similar to the adaptive threshold model with respect 
to robustness against changes in initial resting membrane potential state.  Below we 
explore the consequences of these results for neural coding, and discuss a range of 
assumptions and limitations for the present study. 
Relation to previous studies 
Threshold adaptation has been observed in a range of systems and modalities, and 
therefore appears to be the norm rather than the exception. In cortical neurons, the spike 
threshold is shown to be correlated with the average membrane potential prior to a spike 
(Azouz and Gray 2003, Hu et al 2009), as well as inversely correlated with the rate of 
membrane potential depolarization in both excitatory (Azouz and Gray 2000, Azouz and 
Gray 2003, De Polavieja et al 2005, Wilent and Contreras 2005) and fast-spiking 
interneurons (Goldberg et al 2008). The adaptive threshold increases the sensitivity to 
synchronized presynaptic inputs, while suppressing uncorrelated inputs, thus potentially 
increasing stimulus selectivity. Similar forms of spike threshold adaptation have been 
reported in the thalamus (Henze and Buzsáki 2001), the subthalamic nucleus (Farries et al 
2010) and the auditory brainstem (Fontaine et al 2014). 
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Previous studies have speculated and partially linked the adaptive nature of the spike 
threshold to improvements in neural coding, but not performed corresponding analyses to 
quantitatively test this hypothesis. The clearest investigation of the mechanism is found in 
Fontaine et al. (2014), where the difference between the adapting threshold and the 
membrane potential is identified as the 'effective signal', which determines under what 
conditions the neuron will spike. They demonstrate directly, in the context of neurons 
from the barn owl's inferior colliculus, that the response selectivity shifts towards 
temporally more tightly tuned coincidences. The present reparametrization of the EPSPs 
in terms of the input temporal precision is partially guided by this finding. Their analysis, 
however, does not proceed to a full coding analysis as presented here. We recover their 
result in a more general form for the decoding analysis (Fig.3), with more tightly tuned 
input leading to superior encoding in the adaptive threshold neurons than in the fixed 
threshold neurons, both with respect to rate and pattern codes in the input. The analysis of 
the state dependence reveals that the robustness to changes in state for the adaptive 
neuron model only holds for a limited range of states, whereas the fixed threshold model 
becomes more uniquely decodable for larger steps in prior state. 
Robustness in information transmission to initial state 
While the functional significance of state changes is still debated, research over the last 
decade has indicated that (subthreshold voltage) state changes occur under a variety of 
conditions, ranging from different states of wakefulness (Hasenstaub et al. 2007), 
movement (McGinley et al. 2014) or task involvement (Tan et al. 2014), to rapid changes 
during sensing (Yamashita et al 2013). While the activity of neurons will undoubtedly be 
modulated by the change in subthreshold membrane potential, it is not clear how the 
decoding will be affected. We presently addressed this question on the basis of modeled 
and real data, by computing the mutual information between stimulus and response for 
responses from neurons in different states. In particular, we investigated how insensitive 
the decoding was to the influence of subthreshold state, by comparing decoding with and 
without state knowledge.  
The results suggest that an adaptive threshold confers an increased robustness across 
states, especially if the decoding is performed based on an internal time reference. As we 
argue below, a decoding scheme consistent with the internal perspective of the nervous 
system has to rely solely on quantities which are internally available. Consequently, an 
adaptive threshold provides support to the idea that the processes of decoding can remain 
unchanged, if the encoding/dynamics are changed the influence of state. While other 
schemes of regularity of processing are conceivable, this would provide a contribution to 
explain the relative constancy of perception for against different subthreshold states. 
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Internal vs. external timing reference 
Neural communication occurs in continuous time, i.e. there is no  clock that determines 
the start and end of a message. The interpretation of a message depends on the temporal 
reference used, and can determine the meaning of the message, as well as the set of 
messages distinguishable, and hence the capacity of the channel. For example, a given 
spike pattern "1011" (binned over time) can be interpreted as "0101100" and "0001011" 
depending on the time reference. These messages may carry different information. This 
becomes particularly evident in the typical scenario of neural integration of messages 
(spike-trains) from multiple sources at the same time, where a time-shift between two 
spike-trains will affect their integration by the post synaptic neurons (Levitan et al. 1968, 
Svirskis and Rinzel 2000). 
Since a neuron only has access to information from its own inputs (including modulatory 
inputs), a time reference has to be generated from the brain's internally available 
information. A time reference can be generated in multiple ways. For example, in vocal 
communication, pauses between words or sentences are used as markers to define starting 
points for interpreting parts of the entire message. Given the onset response properties of 
sensory neurons, these pauses will generate volleys of spikes, which can be used as a 
temporal reference. As suggested by Panzeri and Diamond (2010), a similar interpretation 
could hold for the onset responses generated by tactile events in the somatosensory 
system (Voigts et al, 2008; Voigts et al, 2015) as cortical neurons integrate 
spatiotemporal information on behaviorally relevant time scales (Celikel and Sakmann, 
2007). More generally, a given neuron could derive a time reference from the common 
responses in its input population. One proposition for the case of peripheral sensory 
neurons is to use the peak of the population activity as the temporal reference. The 
existence of such timing references is more generally suggested by the existence of large-
scale oscillatory signals both on the cortical (Engel et al 1991, Lakatos et al 2007, 2008) 
and subcortical level. 
As demonstrated here, an adaptive threshold provides advantages in information 
representation, since the variance of the response time of a neuron with an adaptive 
threshold is more restricted than that of a neuron with a fixed threshold, both across 
stimuli and across subthreshold initial states. In combination with the use of a population-
based time reference, this attributes a role in generating robust information transmission 
to the use of an adaptive threshold. 
Assumptions in information-theoretic analysis 
Results from a decoding method are only accurate descriptions of how the brain processes 
information if they are compatible with the internal decoding performed by the brain. 
 Computational properties of neurons with adaptive threshold 
141 
 
Information theoretic methods have been an invaluable to test decoding mechanisms, 
since they are quite general, make only few assumptions and lead to objective 
performance estimates, which allow comparison between different codes. However, 
information theoretic decoding as well as the particular choices in the present work comes 
with some limitations/caveats. 
First, we used the entire spike train (binned at several temporal precisions ranging from 
0.5-30 ms) as the response of the neuron. While this approach guarantees that we used all 
the available information, it also assumes that the decoder can wait for the entire time-
span to decide whether and how to respond. A closer approximation to the decoding 
performance of a (point) neuron would be a decoder with a limited integration-time and a 
memory term, that weights recent inputs stronger than past inputs. As the processing is 
performed online and in real-time, multiple decoders of this kind could be lined up in 
sequence to perform classification of longer responses. Alternatively, one could assume 
that (internal) decoding only happens on short timescales and thus restricts the view to a 
single decoder. This would result in information loss, but it will not significantly affect 
the computational power of the adaptive threshold over the fixed threshold as described 
herein. 
Second, the present comparison between the adaptive threshold and the fixed threshold 
neuron on decoding across states assumed that the decoder was based on the set of 
responses from all states. While it is a reasonable assumption that this information is 
available over time in the brain, one could postulate that a decoder should be optimally 
matched to one state (e.g. the up state), in which case robustness would then be a transfer 
of the optimally matched decoding strategy to other states. This complicates the analysis, 
since now the comparison between states becomes asymmetric (i.e. a decoder can be 
optimal for only one state at a time). Given the current set of data, the effect of the 
adaptive threshold may be similar to the above proposed response-centered decoding, as 
the decoder would be focused around the response within a state. 
Consequences for intrinsic network dynamics 
The integration and transfer characteristics of individual neurons are relevant as they 
form the basis for processing on the network level. The adaptive threshold neuron's 
sensitivity for correlated inputs could contribute to a much discussed property of neural 
representation, namely sparseness. Limiting the responses to only well correlated inputs 
limits responsiveness to a smaller subset of input patterns/rates for reach neuron, and thus 
reduces the overall number of spikes in the network. Hence, a side-effect could be more 
energy efficient operation based on the limited number of spikes. 
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The adaptive threshold neuron's general ability to follow changes in preceding voltage 
reduces the variability in the time to spike. Consequently, the dispersion of responses to 
the same stimulus is reduced with respect to the state or noise contributed variability (see 
Figure 4.4 A). Consequently, in a network with multiple levels, the dispersion of spike 
timing would accumulate at a lower rate (per neuron), than in the case of a fixed 
threshold. To make use of this precision, as discussed above, the timeframe for decoding 
should not be fixed to the presynaptic response onset, but rather be defined by the average 
timing on the postsynaptic side (Panzeri & Diamond, 2010). 
While certain consequences of single neuron properties to the network level can be 
predicted well, explicit simulations or theoretical explorations are required to test these 
hypotheses in further detail. 
Alternate models of adaptive threshold 
We modeled the adaptive nature of the threshold based on the explicit, phenomenological 
description of the threshold by Fontaine et al. (2014), which was shown to make accurate 
predictions for the case of subcortical neurons in the inferior colliculus of the Barn owl. 
Alternative accounts for the adaptive threshold could be based on biophysical 
mechanisms, such as the inactivation of Na+ channels (Platkiewicz & Brette 2011) and 
activation of K+ channels (e.g. low-voltage activated Kv1 channels, Higgs & Spain 2011). 
These accounts would be directly related to the biological basis and could therefore be 
tested more directly using specific tools e.g. Na+-channel blockers together with a 
dynamic clamp-based electrical substitution of conductance (Sharp et al 1993). However, 
for the present purpose, i.e. a neural coding analysis, the phenomenological properties of 
the model are more relevant than its basis. As long as the Fontaine model is consistent on 
the phenomenological level, the present results should transfer to more biologically 
realistic models and bring about the usual advantages w.r.t. simplified simulation and a 
more direct link between an underlying mechanism with its computational consequence. 
In the opposite direction, despite the elegance of the Fontaine model, one may ask 
whether simpler models could still account for the adaptive threshold and produce 
realistic spiking behavior, relevant for large network simulations.  
Future directions 
While the present work addresses many questions relevant to the computational effects of 
an adaptive threshold, a range of questions remains open. In particular, including other 
neural constraints (e.g. limited memory) would be of interest, as well as the explicit study 
of network activity, and the consequences on sparseness and efficiency on the network 
level. Experimentally, it would be of interest to map thresholds' adaptiveness across 
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different systems with a focus on directly modulating the adaptive nature, and discovering 
systems which exhibit a fixed threshold (if they exist). 
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Abstract 
Neurons process information by transforming postsynaptic potentials (PSPs) into action 
potentials (APs).  The efficiency of this intracellular information transfer is at the core of 
stimulus processing in sensory cortices. Using whole-cell recordings in the barrel cortex, 
we show herein that somatic PSPs accurately represent stimulus location on a trial-by-
trial basis in single layer (L) 2/3 neurons. This information is largely lost during AP 
generation, but can be recovered within the layer in <20ms.  In a computational model of 
the barrel cortex we further show that L4 coding properties are crucial for optimization of 
information recovery in L2/3 as excitatory and inhibitory neurons act as distinct 
information bearing channels. While excitatory neurons recover information from single 
neuron spike timing, inhibitory neuronal decoding is primarily based on population firing 
rates in L4.  These results suggest that cortical processing retains complete stimulus 
information to enable lossless information representation along the ascending 
somatosensory circuits. 
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 Introduction 
Neural information processing requires signal transformation every time the information 
is transferred from one neuron to another.  This transformation is performed in 
postsynaptic neurons by integrating spatiotemporally distributed synaptic inputs to 
generate action potentials, which ultimately ensures propagation of information in neural 
circuits.  During this intracellular information transfer how much information is retained, 
how much of it is transferred to the postsynaptic neuron and whether the local networks 
can fully recover the lost information are unknown. Moreover, because the effectiveness 
of this operation to preserve stimulus information depends on the code used between the 
sender (i.e. presynaptic neurons) and the receiver (i.e. postsynaptic neurons) as well as the 
noise characteristics of the communication channel (i.e. synaptic communication) 
between them, mechanistic description of the rules that govern information processing 
within and across neurons have been traditionally challenging. 
We used a multilevel approach to address these questions both on the level of single 
neurons and neural populations of different sizes in the barrel cortex subregion of the 
primary somatosensory cortex where facial whiskers (i.e. macro vibrissae) are 
represented. Information transmission in single cells is first addressed using in vitro 
whole cell patch-clamp recordings in response to L4 stimulation mimicking different 
whisker stimulations recorded in vivo. Information is found to be fully available on the 
subthreshold level, i.e. in the post-synaptic potential at the soma, yet, up to 90% of this 
information is lost in the transition to supra-threshold action potential output, in 
agreement with previous observations on the information content of action potentials in 
barrel cortical neurons (Panzeri et al 2001, Petersen et al 2001). In vivo, information loss 
is likely to exceed this value. Information recovery on the population level is found to be 
almost complete, based on the analysis using bootstrapped groups of in-vitro cells. This is 
only reached for temporal codes, with time-resolutions of 2-3ms and group sizes of about 
100 neurons. 
Next, we turn to a realistic and well-constrained simulation of a barrel column, to study 
relationship between encoding strategies in L4 between decoding strategies in L2/3. 
Comparing candidate codes in the L4 population, we find that a population rate code 
(using in vivo peristimulus time histograms) is unsuitable for information transfer in a 
cortical network. Codes with higher trial-to-trial reliability in timing and rate for 
individual neurons perform substantially better, with optimal performance reached if 
neurons response stereotypically across trials, which can be fully decoded by small 
groups (~25 cells) of both excitatory and inhibitory neurons in L2/3.  
In summary, we find that early stages of intracortical information processing, i.e 
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projections from L4 to L2/3, to be highly lossy, and thus potentially selective on the level 
of individual cells. Concurrently it is complementary across the population, thus retaining 
the possibility for full stimulus reconstruction.  
 Materials and Methods 
Juvenile rats from either sex were used according to the Guidelines of National Institutes 
of Health. Experiments were approved by the local Institutional Animal Care and Use 
Committee. 
Electrophysiological Recordings 
In vitro whole-cell current-clamp recordings were performed in acutely prepared slices of 
the barrel cortex (P18-21) as described before with minor modifications (Allen et al. 
2003). Animals were anesthetized using isofluorane before they were decapitated. 
Oblique thalamocortical slices (300 mm, Finnerty et al. 1999) were cut 45° from the 
midsagittal plane in chilled low-calcium, low-sodium Ringer’s solution (in mM; sucrose, 
250; KCl, 2.5; MgSO4.7H2O, 4; NaH2PO4.H2O, 1; HEPES, 15; D-(+)-glucose, 11; CaCl2, 
0.1).  Slices were first incubated at 37ºC for 45 minutes and were subsequently kept in 
room temperature in carbonated (5% oxygen) bath solution (pH 7.4, normal Ringer’s 
solution: in mM, NaCl, 119; KCl, 2.5; MgSO4, 1.3; NaH2PO4, 1; NaHCO3, 26.3; D-(+)-
glucose, 11; CaCl2, 2.5).   
Visualized whole-cell recordings were performed using an Axoclamp-2B amplifier under 
an IR-DIC objective (Olympus) at room temperature.  A bipolar extracellular stimulation 
electrode (intertip distance 150 micrometer) was placed in the lower half of a L4 barrel 
representing a mystacial vibrissa.  A recording electrode (3-4 MOhm) containing an 
internal solution (pH 7.25; in mM; potassium gluconate, 116; KCl, 6; NaCl, 2; HEPES, 
20 mM; EGTA, 0.5; MgATP, 4; NaGTP, 0.3) was placed orthogonal to the stimulation 
electrode within 150-300 µm of the cortical surface (Figure 5.1 B).  For whole cell 
recordings, putative excitatory cells were selected based on pyramidal shaped somata, 
apical dendrites and distal tuft orientation, and regular pattern of spiking to somatic 
current injections (500 ms).  Data was low-pass filtered (2 kHz), digitized at 5 kHz using 
a 12-bit National Instruments data acquisition board and acquired using Strathclyde 
Electrophysiology Suite for offline data analysis. 
In vivo whole-cell current-clamp recordings were performed under ketamine/xylazine 
anesthesia at P28-30.  Anesthesia was induced using 100 mg/kg (ketamine) and 10 mg/kg 
(xylazine) mixture and maintained with intraperitoneal ketamine-only injections (20% of 
the initial dose) as necessary.  Upon complete loss of facial and hind-limb motor reflexes, 
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the skull was exposed. A head-bolt was fixed posterior to lambda using cyanoacrylate and 
used to immobilize the animal during experiments.  The surface over the primary 
somatosensory cortex (from Bregma, -0.5mm to -2.5mm, from Midline -2.5mm to -
4.5mm was thinned using a dental drill.  The surface was kept moist with a thin layer of 
low-viscosity mineral oil to maintain the transparency of the thinned skull.  Cortical 
representation of the D2 whisker was localized in the contralateral hemisphere using 
intrinsic optical imaging as described before (Stewart et al. 2013) while deflecting 
individual whiskers using piezoelectric actuators as described elsewhere (Celikel et al. 
2004). The skull above the center of mass of the functional whisker representation was 
punctured using a 28 gauge needle to allow patch electrode to access the cortical region 
of interest.  All electrode penetrations were perpendicular to the cortical surface.  In vivo 
whole-cell recordings were performed as described before (Margrie et al. 2002) with 
recording electrodes (6-7 MOhm) filled with the same intracellular solution used in slice 
experiments.  Throughout the experiment the animal's core body temperature was 
maintained at 36.5±0.5°C. 
Two different whisker deflection protocols were used:  During optical mapping 
experiments single whiskers were deflected along the dorsoventral axis at 5 Hz with 8° 
deflections for 20 times with an intertrial interval of 20 sec (Stewart et al. 2013).  During 
electrophysiological recordings single dorsoventral whisker deflections were delivered at 
0.2 Hz for 200 times.  In each trial 4° whisker deflections were delivered at 10 Hz for 1s.  
Data analysis  
All analyses were performed off-line in Matlab (Mathworks, Inc).  Raw voltage traces 
were smoothed using running window averaging (1ms window size) and the following 
variables were calculated for all evoked responses: Onset time (Ot, in ms): Latency of the 
postsynaptic potential (PSP) onset in respect to onset of the stimulus; Rise time (Rt, in 
ms): Time it takes for the membrane to reach 90% of the PSP amplitude relative to the 
onset of PSP; PSP slope (Sl, in mV/ms) between 10-90% of the PSP amplitude and 
amplitude of the EPSP (Amp, in mV).  If the trial included an action potential, the peak of 
the EPSP was set to the spike threshold (Vt). The spike threshold was defined as the 
membrane potential value at which the second derivative of the membrane potential 
reached a maximum as described before (Wilent & Contreras 2004). In slice recordings, 
resting membrane potential (Vm, in mV) was calculated as the average membrane 
potential in a 40 ms time window prior to the stimulus onset. For in vivo recordings the 
same time window was used but the sweep was included in the data analysis only if the 
variance of the membrane potential was < 0.5mV during the time window.  For those 
sweeps in which a spike was observed, the spike threshold and spike latency (St) were 
also calculated.    
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Mutual information analysis for single neuron.  
Only cells with more than 250 acceptable sweeps (summed across all stimulus 
conditions) were used to perform Shannon information analysis. The mutual information 
(MI) between any two variables S, R can be calculated as 
𝑀(𝑆;𝑆) = 𝐻(𝑆) − 𝐻(𝑆|𝑆)  
in which H is the entropy of a given variable R: 
 𝐻(𝑆) = −∑ 𝑝(𝑣𝑖)𝑙𝑙𝑖2(𝑝(𝑣𝑖))𝑛𝑖=1  
and H(R|S) is defined as 
 𝐻(𝑆|𝑆) = −∑ 𝑝(𝑠𝑗)∑ 𝑝(𝑣𝑖|𝑠𝑗)𝑛𝑖=1 𝑙𝑙𝑖2𝑝(𝑣𝑖|𝑠𝑗)𝑙𝑗=1  
where j, i ranges over the stimulus/response types.  Similarly, the mutual information 
between one variable S and multiple R (joint mutual information) can also be calculated 
using above equations. In this case, the synergistic effect of R can be expressed as the 
difference between the linear sum of the mutual information between S and each 
individual R and the joint information I(S;R): 
 𝑠𝑑𝑙(𝑆;𝑹) = 𝑀(𝑆;𝑹) − ∑ 𝑀(𝑆;𝑆𝑖)𝑛𝑖=1  
Information calculations were performed using the Information Breakdown toolbox 
(Magri et al, 2009) in Matlab (Mathworks. Inc). In short, each variable was first digitized 
using the equal space ('eqspace') binning method with 7 bins. The effect of different 
binning method as well as number of bins on MI values are also explored (Figure 5.i). 
Because in most trials only one spike was observed, only the first spike was considered 
when calculating the information in St. Thus, the spike latency St can be digitized to a 
single word, which has (number of bin + 1) possible outcomes, instead of a binary list 
which could have 2^(number of bin) possible values. Shuffle correction combined with 
Panzeri-Treves (PT) bias correction was used to perform all information calculations for 
neural recordings. The performance of the algorithm was evaluated by randomly selecting 
a subset of trials to calculate the mutual information (I(S;PSP), I(PSP;Vt) and I(PSP;St); 
PSP is the 3-dimentional vector composed of Ot, Rt and Sl), and subsequently checking 
the number of trials (Ns) needed for the calculated information values to reach asymptote 
(Figure 5.ii). When the ‘eqspace’ binning method was used, all information values 
reached asymptote after Ns > 70, well below the average Ns in the present data set 
(124±33.2 (range: 78-220) stimulus repetitions per stimulus).  
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Figure 5.i. Effect of the bin number on mutual information calculations. Two 
different binning methods were considered: (A) equal number of observations in each 
bin and (B) equal bin size. Independent of the bin number used in calculations, PSP 
channels contain significantly more information about Stimulus (or the 
suprathreshold response) compared to action potential threshold (Vt) or spike timing 
(St). 
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Figure 5.ii. Calculated mutual information value as a function of the number of trials 
in each stimulus condition.  A random subset of trials in each stimulus condition was 
selected to perform calculation on I(S; PSP), I(PSP; St) and I(PSP; Vt). (A) Analysis 
based on ‘eqpop’ binning method, in which the size of individual bins was modified 
so roughly equal number of observation was placed in each bin. (B) Analysis based 
on ‘eqspace’ binning method, in which the size of individual bins was kept constant. 
All three information value reach asymptote after ~70 trials in each stimulus 
condition. Therefore calculations in the main text were performed using >70 trials 
per condition (78-220, on average 124±33.2 trials/stimulus). Dash lines donate zero 
difference, compared with the information value calculated with 100 trials per 
stimulus condition. 
Calculation of minimum observation size 
An essential step in the information calculation method listed above is the estimation of 
stimulus-response probability distributions from the experimental data. Following Panzeri 
and colleagues (Ince et al. 2010) we calculated the number of experimental trials per 
stimulus condition, Ns, to be ~32 times larger than the number of possible response 
pattern, NR, to get an accurate estimation (Ns/NR ≈32). This also means that to accurately 
estimate information between the subthreshold responses (Am, Sl, Ot, all binned to 7 bins) 
and the stimulus, 32×7×7×7 = 10976 trials/ stimulus =91h continuous recordings will be 
needed.  Given technical infeasibility of maintaining whole cell access for such a long 
period we performed bias corrections to account for the upward bias in information 
estimation with limited sample sizes (see Ince et al. (2010) and Victor (2006) for further 
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discussion). Methods like quadratic extrapolation (QE), Panzeri-Trevez (PT) correction 
(Treves, & Panzeri. 1995) and Nemenman-Shafee-Bialek (NSB) (Nemenman, Shafee, & 
Bialek 2002) correction greatly reduced the Ns needed to Ns/NR≈2-4 or less. Furthermore, 
combining shuffle correction method with bias correction methods mentioned above 
further reduced the necessary Ns/NR to 1/4~1/87. Thus, for the same calculation above, 
only 1/8~1/4×7×7×7 = 43~86 trials/stimulus condition was needed. Therefore we 
collected 124±33.2 (range: 78-220) trials/stimulus in in vitro experiments and 94±25.6 
(range, 60-146) trials/stimulus for the in vivo whole-cell recordings.   
Mutual information analysis for multiple neurons   
For multi neuron MI analysis we followed the approach to first decode and then estimate 
the MI between stimuli and the confusion matrix of the decode (Quian Quiroga et al. 
2009, Panzeri & Diamond 2010, Ince et al. 2010) using support vector machine (SVM) in 
MATLAB with radial basis functions as the kernel transform. We utilized 90/10% cross 
validation during decoding to obtain an estimate of the generalized performance of the 
decoder. SVM decoding outperformed other decoders with an average performance of 
94%, compared with some other decoders (diagonal linear  (77%), linear (79%), quadratic 
(80%)). The use of an intermediate decoder ensured that the calculation was bias free 
(given that we observe the correct value of 0 bits for an uninformative set of stimuli, with 
otherwise very similar properties (see Figure 5.3G)), but came at the expense of lower 
bound in MI estimates since a (potentially existing) better decoder would improve the MI.  
For the in vitro recordings we first had to generate bootstrapped populations of sufficient 
size to perform the population MI calculations. In order to preserve the within-cell 
variability of responses across stimulus and trials, we only drew bootstrap samples from 
the trials of each cell independently. As in the simulations we drew 100 samples of 
groups of each population size. Curves in Figure 5.4 display averages over these samples.  
Network Simulations 
The reconstruction of information in the neural network was performed in an in silico 
model of the barrel cortex. The model included a realistic account of the number and 
connectivity with a barrel column for Layers 2/3, with inputs arriving from the L4, 
mimicking the conditions in the in vitro/in vivo experiments.  
Neuronal model 
The neuronal model was originally based on Izhikevich’s quadratic model (Izhikevich 
2004) 
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𝑑𝑑
𝑑𝑖
= 0.04(𝑑 − 𝑑𝑣)(𝑑 − 𝑑𝑡) − 𝑢 + 𝑀     
where v, vr and vt are the membrane potential, resting membrane potential without 
stimulus and the spike threshold of the neuron, respectively.  For excitatory cells, vt is 
determined by the EPSP slope s as shown before (Wilent & Contreras 2005): 
𝑑𝑡 = −10
7
𝑠 − 48    
u is the recovery variable and its evolution is determined by: 
𝑑𝑑
𝑑𝑖
= 𝑖[𝑏(𝑑 − 𝑑𝑣) − 𝑢]     
With the following reset condition: 
             𝑖𝑓 𝑑 ≥ 30 
        𝑑 ← 𝑐 
                  𝑢 ← 𝑢 + 𝑑 
I is the synaptic current the neuron received (see below). a, b, c, d are dimensionless 
variables which together determine the firing pattern of the model neuron (Table 5.1; for 
more details see Izhikevich 2004). For the simulations a first order Euler method with 
step size of 0.1 ms was used.   
Table 5.1. Neuronal parameters for different type of neurons in the layer 2/3. All 
values are in mean±std. 
 
 a b c d 
Excitatory neurons 0.020±0.006 0.225±0.014 -60.0±4.4 11.0±1.7 
Fast-spiking 
interneuron 
0.100±0.012 0.213±0.015 -69.7±3.0 10.6±1.7 
Non-fast-spiking 
interneuron 
0.021±0.007 0.225±0.020 -64.2±10.3 8.5±3.4 
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Neural network  
A two-layer neural network that models the first order feed-forward projections from L4 
to L2/3 along with reverberatory connections within L2/3 was constructed based on 
anatomical reconstruction of the barrel cortex (data not shown). L4 contained 1330 
excitatory neurons; L2/3 contained 2657 neurons of which 2263 (85.2%) are excitatory. 
Of the 394 interneurons in layer 2/3, 97 are fast-spiking (FS) interneurons, and the rest 
are non-fast-spiking (NFS) interneurons. These neurons were distributed in a 640-by-300-
by-300 µm region (L4, 210-by-300-by-300; L2/3, 430-by-300-by-300). The density and 
ratio of the neurons matched published data (Feldmeyer et al. 2002, Uematsu et al. 2008). 
L4 sent projections to L2/3 and recurrent connections were included in L2/3. There were 
no feedback connections from L2/3 to L4. 
Connectivity was determined using axonal and dendritic projection patterns (Feldmeyer 
et al. 2002, Lubke et al. 2003, Feldmeyer et al. 2006, Helmstaedter et al. 2008), which 
were approximated by 2-D Gaussian functions, with the assumption that the probability 
that two neurons are connected is proportional to the degree of axonal-dendritic overlap 
between these two neurons (i.e. Peter’s rule, White 1979). For each pre-synaptic i and 
post-synaptic neuron j, we calculated the axonal-dendritic overlapping index Iij, which is 
the sum of product of presynaptic axonal distribution 𝐴𝑖 and postsynaptic dendritic 
distribution Dj:  
 𝑀𝑖,𝑗 = ∫ ∫ 𝐴𝑖𝐷𝑗𝑑𝑑𝑑𝑑,                𝑑, 𝑑 ∈ 𝑆𝐷𝑗 𝑦 𝑥  
where SDj is the 2-D space contains 99.9% of Dj. We then converted Iij into connection 
probability Pij between neuron i and j, by choosing a constant k for each unique pre- and 
post-synaptic cell type pair so that the average connection probability within 
experimentally measured inter-soma distances (usually 100 µm) matches empirically 
measured values between these two types of cells (Feldmeyer et al. 2002, Lubke et al. 
2003, Helmstaedter et al. 2008, Feldmeyer et al.2008, Blatow et al. 2003, Holmgren et al. 
2003, Caputi et al. 2009, Avermann et al. 2011) (Table 5.2): 
 𝑆𝑖,𝑗 = 𝑘𝑀𝑖,𝑗 
Finally a binary connectivity matrix was randomly generated using pairwise connection 
probability Pij, in which connected pairs were labelled as 1. 
Synaptic currents in this network were modeled by a double-exponential function. 
Parameters of those functions (peak amplitude, rise time, half width, and pair-pulse ratio) 
were adjusted to match experimentally measured PSPs in barrel cortex (Table 5.2; See 
Thomson & Lamy 2007 for review). The onset latency was calculated from the distance 
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between cell pairs; the conduction velocity of action potential was set to 190µm/ms. 
Differences in activation state of cortex were included in the model by setting the 
common initial voltage and the equilibrium potential vr of all cells to either -80, -70, or -
60mV in a third of the trials, thus accounting for potential up- and down-states as well as 
an intermediate state. 
 
Post vs Presynaptic Layer 4 
neuron 
Excitatory 
neuron 
FS 
interneuron 
NFS 
interneuron 
     
Excitatory neuron     
Pconn 0.11 0.03 0.14 0.10 
uPSP strength, mV 0.7±0.6 1.0±0.7 -2.96±2.52 -0.49±0.49 
uPSP rise time, ms 0.8±0.3 0.7±0.2 6.5±3.7 5.4±2.2 
uPSP half width, ms 12.7±3.5 15.7±4.5 55.9±22.6 56.2±24.1 
PPR 0.90±0.39 0.61±0.41 0.46±0.17 0.91±0.56 
FS interneuron     
Pconn 0.20 0.21 0.06 0.09 
uPSP strength, mV 0.96±0.93 3.48±2.52 -2.96±2.52 -0.37±0.33 
uPSP rise time, ms 0.89±0.31 2.32±1.00 6.5±3.7 3.1±2.0 
uPSP half width, ms 15.0±8.2 16.3±5.8 55.9±22.6 20.0±12.1 
PPR 0.99±0.66 0.70±0.14 0.46±0.17 0.91±0.56 
NFS interneuron     
Pconn 0.20 0.14 0.07 0.11 
uPSP strength, mV 1.2±0.9 1.36±0.78 -2.96±2.52 -0.49±0.56 
uPSP rise time, ms 0.42±0.1 1.3±0.5 6.5±3.7 4.9±5.4 
uPSP half width, ms 14.0±9.1 14.0±6.2 55.9±22.6 33.3±12.0 
PPR 1.00±0.62 0.96±0.51 0.46±0.17 0.91±0.56 
Table 5.2. Connection probability and unitary PSP parameters between different 
neuron populations. Pconn, connection probability; uPSP, unitary postsynaptic 
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potential; PPR, pair-pulse ratio. Values are mean±std. 
Synaptic input from layer 4 
Layer 4 stimulation was provided in the model based on population PSTHs collected 
extracellularly in anesthetized animals in vivo (Celikel et al, 2004). We used PSTHs of 
principal and 1st order surround whisker stimulation, as well as two linear interpolations 
between the two, yielding 4 stimuli with 2 bits total entropy, matching the numbers in the 
in vitro experiments. The PSTHs only specified the population firing rate in L4. We 
further explored population coding properties, by modifying the variability of spike 
timing across trials. If response times and spike counts were conserved across multiple 
trials, spike timing and counts within and between neurons start to carry additional 
information.  
In the ‘Rate + Poisson’ condition, we assumed no trial-to-trial reliability beyond that 
given by the PSTH. Spike times were drawn based on Poisson statistics for each time 
with the PSTH modulating the firing rate (see Figure 5.4D left). This condition forms a 
lower bound on the transferred information between L4 and L2/3, under the experimental 
constraints on the model. On the other extreme, in the ‘Rate + Trial Reliability’ condition, 
the PSTHs varied as before, but in addition neurons emitted the same sequence of spikes 
for every trial, hence, preserving timing and count perfectly. This condition forms an 
upper bound on the information transfer, since within the experimental constraints, no 
additional variability is introduced, which would reduce the mutual information. Finally, 
we considered the ‘No Rate + Trial Reliability’ condition, where the population PSTHs 
are uninformative across stimuli, and stimulus information is only contained in the trial-
to-trial reliability of individual neurons. This case if provided for reference for other 
stimulus scenarios, where the PSTH may not vary much (e.g. texture-type stimuli), and 
individual timing becomes more important.  
We also explored conditions between these extremes (Figure 5.6), where the information 
in population or single neuron response was systematically varied. For the case of the 
population response we varied the different in time and firing rate of the PSTHs for 
different stimuli (Figure 5.6A). Time differences were implemented by simply shifting 
the entire PSTH in time (tested shifts: [0,1,2,3] ms per stimulus, i.e. maximum shift was 
9 ms). Rate differences were implemented as the fraction between the maximal and the 
minimal stimulus (tested fractions were [1,2,3,4], where e.g. 4 corresponds to the weakest 
stimulus being 25% of the strongest stimulus at the peak of the PSTH). The case of time 
shift 0 ms and rate fraction 1 is uninformative on the level of population rate. Single 
neuron reliability in this case was chosen as a medium level of single unit reliability (SDT 
= 3 ms, SDC = 20%). Single neuron reliability in response was also explored in timing 
and rate (Figure 5.5B). Starting from perfect timing and rate, we degraded the 
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information extractable from single neurons, buy introducing timing variability (spike 
times were shifted by Gaussian-distributed noise with standard deviation SDT) and 
rate/count variability (spikes were deleted or added, by linearly mixing between Poisson 
and perfectly reliable spiking, with mixing parameter SDC, denoted as % in the figure). 
For both procedures, the modifications were performed while keeping the population 
PSTH approximately unchanged, i.e. for timing the overall timing distribution was 
contracted to keep the original PSTH, and for rate, spikes were shifted between neurons, 
rather than only removed from individual neurons. 
These independent variations of population and single unit responses allowed us to 
separate the contribution of these two information sources to the information available in 
groups of L2/3 excitatory and inhibitory neurons (see Results). 
 Results 
We performed whole-cell current-clamp recordings of Layer (L) 2/3 pyramidal neurons 
(N=6) in the juvenile rat primary somatosensory cortex, in the barrel cortex subregion, in 
vivo and in vitro.  During in vivo recordings, sensory stimulation was provided with direct 
stimulation of the principal and 1st order surround whiskers (Figure 5.1A) and the 
resulting somatic post-synaptic potential (PSP) was characterized in terms of onset 
latency, slope, and peak amplitude (Figure 5.1B-D).  Principal whisker evoked PSPs 
exhibited shortest latency, as well as highest slope and amplitude, in comparison to 
stimulation of surrounding whiskers in agreement with previous observations (Brecht et 
al 2003).  Although the synaptic transmission was highly reliable across trials (percentage 
of trials with subthreshold response, PW: 99.8%, SW: 91.8%), action potentials were 
sparse even after principal whisker deflections (percentage of trials with suprathreshold 
response, PW: 6.2%±8.6%, SW: 1.7%± 2.9%, mean±STD).  Knowledge of the in vivo 
response properties to different whisker stimulations provided us the basis for recreating 
stimulation conditions that match in vivo PSP statistics in vitro, where a substantially 
larger number of trials with action potentials can be recorded for a given neuron while 
presynaptic neuronal activity can be modulated with precision.  In vitro whisker 
stimulation was emulated by providing current input with different slopes to L4 of the 
same barrel column (Figure 5.1E-G); PSP responses of L2/3 neurons with shallower 
slopes corresponded to stimulation of neighboring whiskers, exhibiting delayed PSP onset 
times as well as lower slopes and amplitudes (Figure 5.1H-J).  Action potential responses 
showed a similar dependence when averaged across multiple trials, with delayed spike 
times, increased threshold and decreased spike probability for shallower slopes of 
stimulation (Figure 5.1K-M).  
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Sub- & supra-threshold encoding properties 
The across trials analysis shown above indicate that individual cells are tuned to spatial 
stimuli, however, during sensory processing stimuli have to be recognized on single trials, 
which is only possible with low trial-to-trial variability.  Action potential probability 
exhibited far greater temporal trial-to-trial variability than PSPs (Figure 5.1N-P).  PSP 
onset times showed an average progression with small trial-to-trial variability (Figure 
5.1N, SD = 0.42-0.63 ms) as spike time variability increased threefold (Figure 5.1P, SD = 
1.2-2.3 ms). Correspondingly, PSP onset time only had a limited predictability for spike 
time, with action potentials often occurring with significant and variable delays (Figure 
5.1P, 2.8-4.7 (SD 1.1-2.1) ms).  Action potential generation was also failure prone as 
average spike failures rates reached 31.7% (Range: 0-85%). To study the influence of 
trial-to-trial variability in timing and rate on stimulus information we next employed 
mutual information in Shannon’s formulation (Shannon 1948, Panzeri et al, 2001, 
Petersen et al 2001, Quian Quiroga and Panzeri, 2009). Mutual information provides 
largely agnostic estimates of transmitted information between stimulus and response, 
conceiving of the sensory processing as a communication channel between the 
environment and the internal state of the neural system. 
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Figure 5.1. Stimulus representation in single somatosensory cortical neurons. (A) We 
stimulated whisker D2 and direct neighbors (D1, D3, C2, E2) individually to 
compare their responses in barrel cortex in vivo using whole cell recordings. 
Randomly selected 10 traces from primary whisker (D2, in light grey lines) 
stimulation and 10 traces from surround whisker (D1, D3, C2, E2, in dark grey lines) 
stimulation are shown. The dark triangle indicates the onset of whisker stimulation. 
(B-D) EPSP parameters of somatosensory L4 pyramidal neurons in the D2 barrel 
show a dependence on relative stimulus location, with earlier onset times (B), larger 
 Information transfer and recovery in the somatosensory cortex 
165 
 
slopes (10-90%) (C) and larger amplitudes (D) at the D2 whisker in comparison to 
its neighbors. Onset time was the latency between stimulus onset and time it takes for 
the membrane to reach 10% of the somatic EPSP amplitude. (E) In vitro recording 
configuration in acute slices of the mouse barrel cortex. (F) Biotin filled, DAB 
processed, L2/3 neurons.  (G) Top: Representative action potentials.  Dashed lines 
denote spike thresholds. Color codes correspond to four presynaptic stimuli with 
varying slopes, S1:S4 with reducing rising slope, delivered via a bipolar electrode in 
L4 (middle). Bottom: Input resistance of the neuron labeled with a red circle in 
Figure 5.1H-M. (H-M) L2/3 pyramidal neurons’ responses to L4 stimulation. Each 
circles shows the mean response of one neuron (N=11).  H: Onset time, I: Slope, J: 
EPSP amplitude; K: Spike time, i.e latency to spike after stimulus onset; L: Spike 
threshold, described as the membrane potential at which its second derivative 
reaches global (positive) maximum; M: Action potential (i.e. spike) probability, 
across trials. (N-P) While both EPSP and spike parameters displayed average 
dependence on the stimulus, EPSP parameters are more accurately determined on 
single trials by the stimulus, than the spike parameters. 
Information transmission between somatic PSP and Action Potential 
How much information does a somatosensory neuron carry about the sensory stimulus (S) 
in the periphery and how much of this information does it transfer to its postsynaptic 
targets? Surprisingly, a single somatic PSP contains the bulk (~95%, I(S;PSP) vs. H(S), 
Figure 5.2A) of the information present in the sensory stimulus.  The information in the 
onset time (81%, Figure 5.2B), slope (8.4%, Figure 5.2B) and amplitude (6.4%, Figure 
5.2B) of the PSP contribute largely independently to the total information content of a 
PSP (Figure 5.2 C). However most of this information is lost upon action potential 
generation (down to 24%, I(S;(St,Vt)), Figure 5.2A), where spike time (St, 16%, Figure 
5.2D) and voltage threshold (Vt, 6.2%, Figure 5.2D) carry about equal amounts of 
stimulus information. 
To quantify how much of the stimulus information in the PSP is transferred to post-
synaptic neurons via action potentials we first calculated the total entropy of the PSP (i.e 
across onset, slope and amplitude together; 6.4 bits, 3.2-fold, Figure 5.2E).  The 
transferred information from PSP to action potential was limited to 50% and 70% of the 
stimulus information for St and Vt, respectively (Figure 5.2E).  Most of this information 
is apparently contributed by other sources than the stimulus, e.g. network structure (see 
below), since the actual amount of stimulus information contained in an action potential 
is drastically lower (0.41 bit, Figure 5.2A).  Nonetheless, individual PSP properties 
contribute synergistically, albeit only minimally, to the timing information in the spike 
(Figure 5.2F, 6.4%, p<10-5). Consequently, while a substantial amount of this information 
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is transferred from the PSP to the spike, this information is insufficient to encode the 
stimulus using information in spike timing at the single neuron level on a given trial.  
 
Figure 5.2. Postsynaptic potentials encode substantially more stimulus information 
than spikes. (A) The transformation from PSP to the spike significantly reduces the 
information single neurons transmit about the stimulus. While the PSP contains a 
large fraction of the stimulus information (95%, I(S;PSP), 1.81±0.31 bit vs. H(S), 
1.86±0.17 bit, p = 0.16), most of this information is not transferred to the spike 
(0.47 bit, 24%). (B) The majority of the information in the PSP is carried by the onset 
timing (Ot, 1.6 bit, 85%), while slope (Sl, 0.17 bit, 10%) amplitude (Am, 0.13 bit, 5%) 
carry only small amounts of information. (C) Ot, Sl, and Am add their information 
independently, as the synergy between them is close to 0 (Synergy: 0.03 bit, p = 0.15, 
t-test). (D) The information in the spike is contributed by spike time (St, 0.31 bit, 
16%) and threshold (Vt, 0.12 bit, 6.2%), and jointly only reach 21% of the total 
information (repeated from A). (E) Substantial information transfer occurs between 
the PSP and the spike, although this constitutes only 22% (St) and 15% (Vt) of the 
entropy in the PSP. (F) The information in the properties of the PSP adds largely 
independently to the joint information, with a small but highly significant synergistic 
contribution of different PSP properties (0.41 bit, 6.4%, p<10-5). In all figures data 
is plotted as inter-quartile intervals and red lines denote the median of each 
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distribution. Outliers are plotted as red dots. 
Information recovery in local neural populations 
If the intracellular information transfer via PSP-to-action potential transformation causes 
a dramatic drop of stimulus information carried in the neural activity, how can the 
somatic PSP of single L2/3 neurons carry near complete information about the stimulus 
on a trial-to-trial basis (Figure 5.2A)? Since these neurons are four synapses away from 
the sensory periphery, the recovery of information has to occur at the network level.  
We quantified the information recovery both on bootstrapped populations of real data, 
and in an anatomically and physiologically well-constrained network model of a rat barrel 
column (see Materials and Methods). The model has anatomically correct numbers and 
laminar locations of major classes of inhibitory and excitatory neurons in L4 and L2/3 
(Figure 5.3A), as well as statistically defined connectivity, synaptic transmission 
parameters and single neuron dynamics based on experimental observations (see 
Materials and Methods). Stimulation was provided analogously to the in vitro stimulation 
in L4, sampling from previously collected L4 peristimulus time histograms (PSTH) of 
principal and surround whisker stimulation in vivo (Figure 5.3B, L4 response to principal 
whisker in grey; (Celikel et al, 2004)). PSTHs of simulated L2/3 excitatory and inhibitory 
neurons correspond to experimentally observed ones under similar conditions (Celikel et 
al 2004, de Kock et al 2007, Figure 5.3B red and blue, respectively). Information in PSPs 
and action potentials in this simulated network closely matched the properties of the real 
neurons in biological networks (see above).  Trial-to-trial variability in spike timing was 
substantial and significantly larger than the variability in PSP timing (Figure 5.3C, 
compare with Figure 5.1K-M).  Similar to the observations in real neurons (Figure 5.2A) 
stimulus information was nearly fully retained in the PSP in excitatory neurons (Figure 
5.3D, red, 88.8%), yet, reduced substantially (20.1%) during action potential generation.  
Interestingly, inhibitory neurons carried significantly less information in their PSPs 
(Figure 5.3D, blue, 77.3%), but also exhibited less of an information loss during spike 
generation (43.6%). 
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Figure 5.3. Anatomically constrained barrel column in silico reproduces the 
relationships between sub- and supra-threshold information. (A) An anatomically 
based model of a barrel column for L2/3/4 was generated to analyze the information 
transfer between L4 and L2/3 in analogy to the physiological recordings (see 
Methods for details). (B) In response to stimulation in L4 with a whisker-like PSTH 
(grey), excitatory (red) and inhibitory (blue) cells respond in L2/3, with inhibitory 
activity eventually extinguishing the total activity in the network. (C) Corresponding 
to the in-vitro/in-vivo data, the timing of PSPs for a given stimulus is more precise 
than the spikes they evoke (compare to Figure 5.1P). (D) The relationship between 
PSPs and spikes in terms of timing and reliability leads to single cell mutual 
information very similar to the recorded data (excitatory cells, compare to Figure 
5.2A). Inhibitory cells (not recorded), show less information in their PSP response, 
but more information in the spikes (all properties combined for both cell-types).  
Stimulus information could be almost fully recovered from populations of excitatory L2/3 
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neurons in vitro (>81.1%, Figure 5.4B).  As expected the amount of recovered 
information was substantially greater when information in timing considered  (81.1%, in 
timing of the 1st spike, binned at 2ms, 100 cells), compared to rate based decoding 
(50.5%, red vs. light red), and was largely independent of the population size.  To avoid 
overestimation of information from high-dimensional population data due to limited 
sampling bias, we first decoded the stimulus from single trial responses before computing 
the MI using a support vector machine (SVM) based decoder (Figure 5.4A).  To verify 
that this method does not introduce a positive bias we computed the information in 
artificial uninformative stimulus set (same PSTH for all stimuli, independent Poisson 
spiking), which yielded near zero MI values (Figure 5.4C). The performance of the SVM 
provided significantly better results (94%) than linear (79%) or quadratic (80%) decoders. 
Although better decoders than the SVM may still exist, the data presented here constitutes 
a very close approximation of the lower bound on the available information in the 
population data.   
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Figure 5.4. Information recovery in neural populations possible from small neuronal 
groups. (A) To address the question of information recovery in neural populations in 
L2/3, we evaluate the mutual information from population spike trains of groups of 
excitatory or inhibitory neurons. To prevent the sampling bias, MI is estimated 
between the stimulus and an SVM decoding from the population response. (B) 
Population information estimated from bootstrapped in vitro recordings show nearly 
complete recovery of stimulus information. Asymptote is reached above 81% for 100 
neurons for temporal decoding (dark red), and remains systematically lower for the 
rate-based decoding (light red). (C) Estimating population information for non-
informative stimuli (identical PSTH, Poisson-spiking) leads to vanishingly low MI 
values, demonstrating that the analysis does not introduce a positive bias. (D) If the 
population activity in L4 is only constrained by the PSTH and otherwise spikes are 
drawn according to Poisson-distributions (bottom left, different colors = different 
stimuli), then inhibitory neurons carry more information for both time (dark blue) 
and rate (light blue) decoding, than excitatory neurons (dark & light red 
respectively). (E) If PSTHs differ across stimuli but spike timing is stereotypic across 
trials (‘Rate + Trial Reliability’, top left, multiple trials per neuron above each 
other), coding becomes highly effective and independent of cell-type and coding 
strategy (~25 cells).  (F) If L4 PSTHs do not distinguish stimuli, but only the timing 
of individual neurons across trials is stereotypic (No Rate + Trial Reliability, top 
left), a remarkable shift occurs, with excitatory neurons reaching almost complete 
information for much smaller group sizes (~25 cells). In all plots the vertical grey 
line indicates where 90% of the information is represented. 
Contribution of timing/rate reliability for information recovery 
While a well-defined stimulus can be provided in vitro, the details of the population 
activity cannot be well controlled.  From the perspective of information transmission in 
single trials, the most important property of the neural response is the reliability across 
trials.  We therefore constructed a barrel column in silico (described above and in 
Materials and Methods) to investigate the influence of reliability in spike-timing and 
spike-count in L4 on the information transfer to L2/3, and determine its limits in 
comparison with the experimentally observed data.  
We first considered three extreme cases of encoding in L4, with a more systematic 
exploration in the following section.  In the first case (‘Rate + Poisson’), stimuli are 
encoded only by the population PSTH, but spikes across trials and neurons are drawn 
with Poisson statistics. In the second case (‘Rate + Trial Reliability’), stimuli are encoded 
by the population PSTH, but also by the spike timing and count of individual neurons. 
Within the constraints of the experimentally observed PSTHs, these two cases constitute 
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the lower and upper bound of trial-to-trial reliability in L4. In the third case (‘No Rate + 
Trial Reliability’), the population PSTH carries no information about the stimulus, but is 
encoded in the spike timing and count of individual neurons. The latter case is added for 
comparison with other stimulus paradigms, where the population PSTH does not 
distinguish between stimuli, e.g. certain texture recognition tasks. These cases are 
illustrated in Fig. 4G in relation to the effective reliability in spike count and timing, as 
well as the stimulus dependent entropy. More details regarding the construction of these 
cases are given in Experimental Procedures. 
The results have shown that in the ‘Rate + Poisson’ case, information transfer is overall 
low, with interneurons providing superior readout of stimulus information in L2/3 for 
both decoding the information in rate or spike-timing (Figure 5.4D right, light and solid 
colors respectively, excitatory (red) vs. inhibitory (blue) neurons). While timing and rate 
codes are similarly efficient in interneurons, substantially larger populations of excitatory 
neurons are required to decode information in rate than in time.  Given that timing 
information is only present on the population level in L4, the dominance of this temporal 
readout in L2/3 is remarkable. As the regenerated stimuli in silico approximate the stimuli 
in vitro with high accuracy (see above), the ‘Rate + Poisson’ coding cannot account for 
the L4 encoding scheme in the present experiments. 
Information transfer using ‘Rate + Trial Reliability’ is overall substantially higher 
(Figure 5.4E right) and requires the least number of neurons (~25) to reconstruct the 
information available in the presynaptic pool of neurons and the stimulus. This 
information maximization is qualitatively expected, as two sources of information - rate 
and timing - are simultaneously encoded. Remarkably, both cell-types and decoding 
strategies yield very similar information values, suggesting that encoding information 
with ‘Rate + Trial Reliability’ ensures optimal information transfer.  Predictably, 
information encoding in the absence of rate modulation, i.e. ‘No Rate + Trial 
Reliability’, results in information loss, although information recovery with this decoding 
schema is still superior to the ‘Rate + Poisson’ coding (Figure 5.4E).  Unlike the ‘Rate + 
Poisson’ coding, however, excitatory neurons are substantially more efficient at 
representing information for similar group sizes than inhibitory neurons (compare Figure 
5.4D and 5.4E).  
These results show that stimulus information represented in L2/3 neurons is highly 
dependent on the properties of the encoding within the layer.  While information encoded 
in the rate of the population response to the stimulus is better transferred using inhibitory 
neurons, information in single neurons’ action potential timing is better represented in 
excitatory neurons.  
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Population and single unit information selectively influence inhibitory or excitatory 
cells 
Next, we modulated the information content in L4 more fine grained along meaningful 
dimensions, to investigate the consequences for L2/3 information availability. Note that 
the real data falls between the extremes, suggesting the availability of a limited amount of 
single unit information. 
While we only considered the extreme cases of L4 encoding above, realistic encoding 
will necessarily cover a range of cases between these extremes. Different stimuli will 
often lead to different population PSTHs, however, not always, as different textures may 
well lead to similar PSTHs, but rather differ in the single unit responses. Conversely, 
even in cases where the population PSTH carries substantial information about stimulus 
identity, spiking may well not be Poisson (especially at response onset, Amarasingham et 
al. 2006), although likely not as reliable as posited above. 
We investigated contributions from the population and the single unit separately. 
Information on the population level was represented as the average PSTH of the 
population (see Figure 5.5A1). Stimulus information was encoded either as timing or rate 
differences. Timing differences were implemented as shifts of the PSTHs (ΔT), whereas 
rate differences were implemented as rate factors between the PSTHs (ΔC). If ΔT = 0ms 
and ΔC = 1, then no information is contained in the population PSTH. Conversely, if ΔT = 
4ms and ΔC = 4, the combined difference between the PSTHs is similar to the 
experimentally observed. These parameters allow us to study the susceptibility of L2/3 
neurons to the information on the population level in L4 (Examples of spike patterns are 
shown in Figure 5.6A1 above the PSTHs, 10 trials each).  
For decoding using spike times, inhibitory neurons exhibited substantially greater 
susceptibility to variations in the distinguishability of stimuli on the L4 population level 
compared to excitatory neurons (blue vs. red, Figure 5.5A2). This was true for both 
variations in time (ΔT) and rate (ΔC) in L4. Similarly for rate decoding, inhibitory neurons 
were more susceptible to changes in rate than excitatory neurons (Figure 5.5A3). Timing 
had little effect on rate decoding, since this corresponds mostly to a shift in the analysis 
window (unrestricted here), with no change in rate information in L2/3. 
Next, we considered the influence of various levels of single unit variability on the 
stimulus reconstruction in L2/3. Here, the population PSTH is kept fixed, but the 
temporal and count reliability are varied on a per neuron basis (see Figure 5.5B1). The 
timing reliability was varied by introducing a temporal jitter to individual neurons (SDT), 
while contracting spiking patterns to remain consistent with the population PSTH. Count 
reliability was varied by selectively by a linear transition between a complete reliable and 
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a Poisson model, while maintaining overall PSTHs, by shifting spikes between neurons 
and maintaining temporal variability at the same time. 
For time decoding, now excitatory neurons showed much greater susceptibility to single 
unit differences in reliability in L4, both for rate and time (Figure 5.5B2). Interestingly 
this carried over to rate decoding to an even greater degree, which may have been 
suspected to be rather the domain for inhibitory neurons (Figure 5.5B3).  
In summary, population and single unit level information translates quite clearly into 
modulations of the information content of inhibitory and excitatory neurons in L2/3, 
respectively. Hence, a fairly clean line is drawn between the lines with respect to their 
putative use in extracting stimulus information from the L4 level. Together they thus have 
the ability to represent the entire information efficiently in small populations (see Figure 
5.4D). 
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Figure 5.5. L4 population and single unit encoding selectively influence inhibitory or 
excitatory cell information. The stimulus encoding in L4 is a mixture of population 
level and single unit level. Excitatory and inhibitory cells show opposite sensitivities 
to these encoding dimensions in L4. (A1) Stimulus information can be encoded in 
differences in rate or timing on the level of the population PSTH. Different 
combinations of these two coding dimensions are varied, with ΔT (abscissa) 
indicating different timing for different stimuli (different colors), and ΔC (ordinate) 
indicating different rates for different stimuli. Maximal information is achieved for 
high values of ΔT and ΔC. For each condition the population PSTHs and two example 
cells are shown (raster plot for 10 trials, above). Spike-times of individual neurons 
are Poisson-distributed given the PSTH. (A2) Decoding of first spike timing reveals a 
greater sensitivity of inhibitory neurons (blue) to the level of information in the L4 
population response, both for time and rate information in L4. Conversely, excitatory 
neurons (red) are comparatively insensitive. (A3) Decoding of rate again reveals a 
greater sensitivity of inhibitory neurons to the level of information in the L4 response 
for different rates. Since we did not limit the time window of analysis, neither of the 
cell types is influenced by variation in time, since they leave the rate information 
unchanged. (B1) Stimulus information can also be encoded in the reliable discharge 
of single units. We modulated the reliability by introducing variability in timing (SDT) 
or variability in count (SDC) independent of each other. Maximal information is 
achieved for SDT and SDC both close to 0, i.e. perfectly reliable responses. Colors 
and raster plots as in A1. (B2) Decoding of first spike timing reveals a great 
sensitivity of excitatory neurons to the L4 information in single unit responses for 
both variability in time (SDT) and rate (SDC). (B3) Decoding of rate shows a very 
strong sensitivity of excitatory neurons on the single unit information. Conversely, 
inhibitory neurons exhibit almost no sensitivity to single unit information in L4, and 
are thus dominated by L4 population information. 
Information recovery occurs rapidly within a few milliseconds 
Processing in the sensory cortices is under severe temporal constraints, especially in S1 
where the sensory part is tightly integrated with the motor output for the purpose of 
precise and adaptive whisking control (Voigts et al. 2008, Voigts et al. 2015). The state of 
processing at a given time can be estimated by computing the mutual information over 
limited time windows, which progressively include a larger part of the neural response 
(Figure 5.6A, all excitatory and inhibitory neurons separated for a single trial). In 
combination with varying the group size, we can thus obtain a ‘neurotemporal’ overview 
over the process of information availability in L2/3 as a function of neuron type. 
We consider again three different representations of the L4 input, ‘Rate + Poisson’, ‘Rate 
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+ Trial Reliability’ and ‘No Rate + Trial Reliability’ encoding of stimulus identity 
(Figure 5.6B-D). In the ‘Rate + Poisson’ case the mutual information begins to increase 
with interneurons leading over excitatory neurons (Figure 5.6B, left, group size = 10 
cells) around 12-14ms after stimulus onset (in L4). The inhibitory neurons reach maximal 
stimulus information after about 25ms, whereas the excitatory neurons take until about 
30ms, and do not achieve full stimulus information. Groups of inhibitory neurons encode 
more information than excitatory neurons, independent of time relative to stimulus onset 
and almost independent of group size (Figure 5.6B, right). 
 
 
 Information transfer and recovery in the somatosensory cortex 
177 
 
Figure 5.6. Neuronal information recovery completes within <20ms after stimulus 
onset. (A) Sensory processing operates under strict time-constraints, given by the 
sensory-motor loop. We analyze the time-scales of information recovery by 
computing the MI over time-windows of increasing length (6-30ms at 3ms steps), 
here for the first spike time code. (B) For the ‘Rate + Poisson’ encoding in L4, both 
excitatory (red) and inhibitory (blue) neurons in L2/3 reach their respective maximal 
information (here shown for groups sizes of 10 cells) around 25-30ms after stimulus 
onset. L2/3 inhibitory neurons (blue) encode more information, independent of peri-
stimulus time and group size (right). The color code shows the different in MI 
between the excitatory and inhibitory groups, with red for larger MI in the excitatory, 
and blue for greater MI for the inhibitory neurons. (C) For the ‘Rate + Trial 
Reliability’ condition in L4, the information content of the two populations is quite 
similar (left) with a slight advantage for the inhibitory neurons at early times, but no 
dependence on group size (right). (D) In the ‘No Rate - Trial Reliability’’ case, 
divergence between information content only begins around 12ms after stimulus 
onset, after which excitatory neurons achieve a substantial coding advantage, 
especially for smaller group sizes. 
Finally, for the ‘Rate + Trial Reliability’ encoding condition in L4, the difference in the 
information content between cell types in L2/3 is small, with inhibitory neurons carrying 
slightly more information at early peri-stimulus times and group-sizes (Figure 5.6C, 
right). The difference in onset timing renders the information content higher only during 
the initial 1-2ms after response onset, due to the earlier response times of the inhibitory 
neurons (Figure 5.6C, left). 
In the ‘No Rate + Trial Reliability’ condition the time when information content increases 
are very comparable for excitatory and inhibitory neurons, however, after a few ms, 
excitatory neurons prevail over inhibitory neurons. This advantage stays preserved over 
time, whereas the difference in information content is strongly reduced as a function of 
group size, with inhibitory neurons, eventually catching up to excitatory neurons (Figure 
5.6D, right). 
In summary, the representation of stimulus information is rapidly completed within only a 
few milliseconds (3-5) after response onset, while the principal encoders are determined 
by the encoding type in L4 (corresponding potentially to different stimulus paradigms), 
and not much on peri-stimulus time. As before, pure rate coding on the level of L4 is 
identified as an insufficient coding strategy.  
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 Discussion 
Here we showed that although the PSP-to-action potential transformation results in 
significant information loss about the stimulus, local networks overcome this loss by 
integrating residual information across a small, experimentally tractable, number of 
neurons. Therefore, the somatic PSPs received by a single neuron contain nearly 
complete information about the stimulus, even several synapses away from the sensory 
periphery. The efficiency in information recovery is determined by a conjunction between 
encoding scheme, neuronal class and decoding strategy. Excitatory and inhibitory cells 
take complementary roles when decoding single unit and population information, 
respectively. 
Contribution of temporal coding in somatosensory cortex 
Encoding information in fine temporal bins can enrich the information content of neural 
activity over coarser average rates (Rieke et al. 1999). Previous work has pointed to the 
presence of temporally encoded information in the somatosensory (Petersen et al. 2001, 
Alenda et al. 2010, Panzeri & Diamond 2010) and other sensory cortices (Kayser et al. 
2010, Kayser et al. 2012). Consistently we find the majority of information in the PSP to 
be encoded in its timing. However, spike initiation timing is substantially more variable, 
such that only little of the information in the PSP is transferred to the spike (Figure 5.2). 
The amount of information loss could even be more substantial in vivo in the presence of 
ongoing activity. On the population level, we find temporal information to also be highly 
relevant during information recovery. Information content in the population asymptotes 
within 5 ms after response onset, consistent with the time-scales of neuronal read-out in 
whisker cortex estimated before (5-8 ms, Stüttgen & Schwarz 2010). 
The temporal information described above can be fully characterized by single neuron 
variations in rate, and hence does not include more specialized temporal codes, such as 
patterns of interspike intervals. Due to the sparse response nature of excitatory neurons to 
simple stimulations, such a temporal code could only exist in the interspike intervals of 
inhibitory neurons or spike-patterns across multiple (excitatory or inhibitory) neurons. 
The term temporal code is still appropriate, since the time scales of the response are not 
only reflecting dynamics in the stimulus, but correspond to intrinsic computations of the 
neural network (Nemenman et al. 2011). 
For the present dataset, mutual information was computed with responses aligned to 
stimulus onset. Recent work by Panzeri and colleagues (Panzeri et al. 2010, Panzeri & 
Diamond 2010) have pointed out that this reference time is not necessarily available to a 
decoder in S1. How would a change to an internal reference time, such as the efference 
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copy of the whisking signal (Crochet & Petersen 2006, Poulet & Petersen 2008, Crochet 
et al. 2011) or a populaton-based timing (e.g. the CSR event defined by Panzeri & 
Diamond 2010), affect the present results? Assuming that the population response can be 
approximated by a set of individually recorded neurons (as in Petersen & Diamond 2010), 
the influence of such an intrinsic reference on our results would be only minor, since the 
relative timing - and thus the relative trial-to-trial variability in timing - would be the 
same as in the stimulus locked case. Hence, the information content would not be 
modified. If on the other hand, synchronization between neural groups occurs, results 
could be significantly influenced, since then variability could be transferred from spikes 
to PSPs (in which case the alignment would be based on the near-synchronous CSR). 
According to Petersen et al. (2001), covariability, measured as noise correlation, was 
assessed to be ~0.1, and subsequent studies have found even lower values (Renart et al. 
2010), suggesting that stimulus-independent synchronization is not substantial. 
Implications of high information availability for neural codes 
Neural activity of excitatory neurons in layer 2/3 is generally considered to be more 
sparse than in Layer 4 (see Barth & Poulet 2012 for review, although the evidence is not 
yet fully conclusive). This sparsity of activation has been linked to higher selectivity of 
encoding, in terms of fewer, more specific features represented per neuron. This increased 
selectivity could be the reason for the information loss during the transformation of PSPs 
to spikes - observed presently - which discards some part of the information, in favor of 
another part. However, as shown presently as well, the entire stimulus information 
persists to be encoded in a distributed fashion. Importantly from a decoding perspective, 
the information can be recovered already on the basis of a small subset of neurons (~10-
20, if single unit information is present) on short time-scales (~5ms relative to response 
onset).  
While the residual presence of this information may not be a surprise, it is remarkable 
that the intrinsic variability of the network (contributed primarily by synaptic failures) 
does not outgrow the information, as quantified here using mutual information. The 
distributed persistence of complete stimulus information could provide a solution to one 
of the classical problems of neural encoding: the compatibility between a specific feature 
representation and the context of the entire stimulus space. Concretely, a readout neuron 
of L2/3 in S1 may have dominantly access to neurons selective for one type of feature, 
but in addition a wide range of inputs from a random subset of the population. It could 
thus evaluate the dominant feature in relation to the entire stimulus representation. This 
becomes especially relevant in the case of multiple concurrent stimulations on different 
whiskers, corresponding to the natural situation an animal is exposed to during active 
exploration. Multiplexed codes have been discussed recently in the context of local field 
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oscillations (Alenda et al., 2010), and the present combined presence of selective and 
general information may provide an additional example of multiplexing. 
An important question for future in-vivo imaging studies will be, whether this complete 
information representation persists if larger stimulus sets/spaces are considered. Due to 
the requirements of accurate estimation of mutual information, we had to restrict the 
stimulus space to four stimuli in the context of whole-cell recordings (leading to ~300 
trials per recorded cell). Note, however, that even under these conditions, trial-to-trial 
variability could have prevailed and prevented complete information representation on 
the single neuron and population level. 
The present results can only provide a lower bound on the available information, since 
not all possible codes were explored and the decoding step between stimulus and 
response renders all results lower bounds (Quian Quiroga & Panzeri 2009). In contrast to 
a previous study in the auditory cortex, we find more complex decoding methods to 
provide improved decoding quality and hence higher mutual information. Concretely, 
support vector machine decoding with radial basis functions provided superior 
performance (94%) than either diagonal linear (77%), linear (79%), or quadratic (80%). 
In order for the neural system to achieve this quality of decoding, it would, however, have 
readout mechanisms, which use decoding strategies beyond linear or quadratic 
combinations. 
Predictions for cell-type specific coding strategies  
The cortical population of neurons is composed of various cell-types, which differ in their 
morphology, location and physiology (Oberländer et al. 2012). These differences suggest 
different roles in information processing, some of which have recently been elegantly 
elucidated (Hofer et al. 2011). Coarsely, on the level of their firing patterns, inhibitory 
neurons can be distinguished from excitatory neurons, by more dense responses, based on 
a greater convergence of connections (reviewed in Harris & Mrsic Flogel, 2013). The 
connectivity in the present model was set in precise accordance with the latest results 
from the literature from identified, pairwise recordings (see Methods for detailed 
references), and consequently recreates these differences in firing behavior. Going 
beyond previous work, we find the coding balance to lean to either cell class, depending 
on the encoding strategy used in L4. 
We explored these encoding strategies in L4, finding that excitatory neurons more 
effectively convey information encoded in L4 single units, requiring a level of reliability 
in L4 beyond Poisson-spiking (Figure 5.6B). Conversely, inhibitory neurons are more 
effective in carrying L4 population rate information (Figure 5.6A). Hence, together, 
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excitatory and inhibitory neurons make effective use of the combined information in 
population rate and single units responses in L4. 
The encoding in L4 is likely not unique, but depends on the stimulus condition: Many 
stimuli will induce time-varying population rates, which distinguish them from other 
stimuli. However, exceptions exist, such as the comparison of different texture examples, 
which have only small differences in population rate, and differ more in their fine-
structure. On the other hand, temporally structured inputs (e.g. many natural stimuli) lead 
to stronger time locking between neurons in L4 (Amarasingham et al. 2012, Litwin-
Kumar & Doiron 2012). Based on our results, excitatory and inhibitory neurons could 
focus on individual and population information to optimize the availability of stimulus 
information. Since long-range projections of inhibitory neurons are rare (Thomson & 
Lamy, 2007), the information content in the spiking of the inhibitory neurons is likely to 
be most relevant in determining local processing. It is challenging to address this 
hypothesis, since the inhibitory neurons cannot be removed from the network without 
influencing the overall dynamics. 
In summary, timing of spikes consistently appears to play an important role as a coding 
dimension for stimulus information both on the level of individual neurons as well as the 
recovery of information on the population level. Whether it is used for a similar purpose 
in the neural system as a whole will have to be addressed using in vivo population 
recordings in tasks such as object localization by whisker touch (Celikel & Sakmann 
2007), where timing of contact is likely to play an important role in relation to the 
whisking cycle. 
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“What does a sensory neuron in the brain know about the world” is one of the most 
fundamental questions in systems neurosciences. In the somatosensory cortex, the 
quantitative work of Panzeri, Petersen and colleagues (Panzeri et al 2001, Petersen et al 
2001, Quian Quiroga and Panzeri 2009) have originally shown that spiking activity of 
individual (or pairs of) cortical neurons is minimally informative about the world these 
sensory neurons are tuned to encode (Panzeri et al 2001, Petersen et al 2001, Bale & 
Petersen 2009).  In this thesis, using in vitro and in vivo whole cell-recordings, neural 
network simulations (after having reconstructed the somatosensory cortical columns in 
silico) and Shannon mutual information calculations, we found that somatosensory 
cortical neurons surprisingly carry complete information about the stimulus location in 
the periphery even four synapses away from the mechanoreceptors, but only in their 
evoked subthreshold responses.  This sensory information in the somatic EPSP is lost 
when the same neuron generates action potential.  Interestingly local networks can 
recover the lost information efficiently and rapidly, i.e in <~20 ms, using action potentials 
of experimentally tractable number of local neurons.  Not every neuron contributes to 
information recovery equally; while inhibitory neurons readily decode the rate 
information in the presynaptic pool of neurons, excitatory neurons effectively decode the 
timing information in single neurons.  
These results suggest a novel theory of somatosensory information processing along 
neural circuits and show that as the sensory information is transferred from one loci to 
another (let it be a subcortical nucleus or a cortical layer) the circuits reconstruct the 
stimulus with high fidelity, thus remaining close to the general bound imposed by the 
Information Processing Inequality. On the contrary to the traditional model, which argues 
degradation of information as the information is transferred from one locus to another, 
this model has the advantage that lossless information representation can be achieved 
along the sensory path. This new model of sensory processing has powerful features that 
can also provide a mechanistic explanation to a plethora of experimental observations 
(e.g. Arenz et al., 2008; Houweling & Brecht, 2008; Petersen & Crochet, 2013; 
Sachidhanandam et al., 2013) while providing support to the emerging field of lossless 
information processing in cerebral and cerebellar circuits (Billings et al, 2014). 
 Multiplexed sensing 
In a network that consists of multiple circuit components, information flow is dictated by 
the integration properties of each node, channel capacity and the network connectivity. 
Besides the complementary functions that they play in integration of information in 
individual neurons, excitatory and inhibitory neurons are fundamentally different in all 
aspects of the network formations (see Chapter 1); Sensory evoked spiking activity in 
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interneurons is dense (as opposed to sparse), more reliable and less selective compared to 
sensory representations of excitatory neurons. This difference is partially due to higher 
excitability in interneurons, as some interneuron populations have comparable (to 
excitatory neurons) subthreshold tuning (Bruno & Simons 2002, Cardin et al 2007, Wu et 
al 2008, Nowak et al 2008), and cannot be generalized across all different subclasses of 
inhibitory neurons. PV+ interneurons, for examples, have broad receptive fields with 
generally show strong, unselective and short latency response to stimulus compared to 
SST+ interneurons; While SST+ interneurons show weak, more selective and delayed 
response in the visual cortex (Ma et al 2010), in barrel cortex they are inhibited by 
whisker contacts (Gentet et al 2012).    
Given the fundamental differences in network organization and the nature of sensory 
representations by excitatory and inhibitory neurons, it is not surprising that not every 
neuron contributes to information recovery equally, as shown in Chapter 5. While 
inhibitory neurons readily decode the rate information in the presynaptic pool of neurons, 
excitatory neurons effectively decode the timing information in single neurons.  This 
differential coding suggests that sensory circuits might employ a multiplexed coding 
schema for representing information (Figure 6.1).  
 
Figure 6.1. Multiplexed coding of touch.  See text for details. 
Multiplexed sensing suggests that two (or more) information bearing channels (in this 
case excitatory and inhibitory neurons jointly represent information.  Given the 
information content across the excitatory and inhibitory neural populations (see Chapter 
5), we speculate that distinct tactile features are encoded as excitatory and inhibitory 
neurons differentially vary the rate and timing of spiking during information encoding 
(Figure 6.1A). If an animal were to use its whiskers to locate a tactile target in space for 
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example (see Celikel & Sakmann 2007), this model predicts that, inhibitory neurons 
would carry the largest amount of information during the first contact as the animal 
detects the edge of the tactile target. The information content of each information-bearing 
channel is temporally constrained as the animal continues to explore its immediate 
environment, and make additional whisker contacts with the tactile target (Figure 6.1B; 
Voigts et al 2008, Voigts et al 2015) presumably to predict object distance and extract 
additional surface feature information about the target.   With the change in pattern of 
whisking, the sensory history and the statistics of the local network activity relative 
information in the excitatory will eventually dominate (Figure 6.1C).  
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Summary 
How the brain processes the information is one of the central questions in system 
neuroscience. Just like humans use their fingers, rodents use an array of sensory hairs 
(whiskers) to explore their local environment and gather haptic information to guide their 
behavior; And just like fingers, whiskers are represented topographically as 
somatosensory and motor maps in the neocortex. Sensory information embodied in 
whisker contacts with a tactile target propagates along the sensorimotor axis via action 
potentials (APs); the rate and timing of APs have been shown to carry information about 
the sensory world throughout cortical and subcortical networks, and are believed to be the 
neural basis of sensory representations in the brain. As a result, in the primary 
somatosensory cortex (S1) of rodents, neurons encode egocentric localization of the 
tactile target they are exploring by varying the rate and/or the timing of APs.  
Information in AP rate and timing is not necessarily redundant.  Single unit recordings in 
S1 suggest that while timing of an AP is more informative than its rate for determining 
the position of the object in space, information in AP rate gradually increases following 
whisker contact.  Furthermore changes in relative AP timing, but not in its rate, alter the 
efficacy of monosynaptic connections in the very same somatosensory network.  Despite 
the importance of modulated changes in AP rate and timing dynamics for sensory 
processing and reorganization of neural circuits, network mechanisms of AP rate and 
timing modulation are not completely understood.  This thesis addresses the circuit 
mechanisms of touch representations during spatial localization (i.e. which whisker is in 
contact with the tactile target), and specifically addresses the nature of intra- and 
interneuronal information transfer along the somatosensory axis to mechanistically 
determine how information is aggregated, transferred and recovered using a combination 
of experimental (i.e. functional imaging of whisker evoked activity, whole-cell recordings 
in vitro and in vivo, and cortical network reconstructions in single soma resolution with 
multi-channel serial mosaic scanning) and computational (i.e. construction of a 
biologically realistic computational model of the primary somatosensory cortex and 
spiking network analysis) approaches. 
Functional imaging of intrinsic signals allows minimally invasive spatiotemporal 
mapping of stimulus representations in the cortex; but representations are often corrupted 
by stimulus-independent spatial artifacts, especially those originating from the blood 
vessels.  In Chapter 2 of the thesis we present novel algorithms for unsupervised 
identification of cerebral vascularization, allowing blind separation of stimulus 
representations from noise, and detail how to locate cortical region of interest for 
subsequent electrophysiological experiments. Application of these methods for removal 
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of stimulus-independent changes in reflectance permits isolation of stimulus-evoked 
representations even if the representation spatially overlaps with blood vessels.  The 
algorithms can further be expanded to extract temporal information on blood flow, 
monitoring of revascularization following a focal stroke, and distinguish arterioles from 
venules and parenchyma. 
To understand how neural circuits perform their functions, it is necessary to quantify the 
interactions among each individual elements of the circuit, i.e. neurons of different types. 
Thanks to the advances in high-density microelectrode array recordings and two-photon 
imaging it is now possible to observe tens to hundreds of neurons simultaneously in 
action. However, experimental study of every neuron in a functionally relevant circuit is 
still several decades away. Thus, establishing a biologically plausible and 
computationally efficient model of neural circuits has an outstanding potential to greatly 
advance our understanding on the neuronal basis of circuit behavior. In chapter 3 of the 
thesis I present such a model of the primary somatosensory cortex (S1) of the mouse. The 
location (i.e. columnar and laminar) and identity (i.e. excitatory vs inhibitory, including 
subclassification of the major inhibitory subclasses) of the nodes in this topological 
network of the canonical cortical column is based on cell body reconstructions of the 
somatosensory cortex using multifluorescence serial confocal microscopy. The statistics 
and efficacy of functional connectivity between pairs of cells across and within Layer (L) 
4 and L2/3 are modeled after previously published data. The mathematical model of 
individual neurons was based on the quadratic model neuron originally introduced by 
Izhikevich with an adaptive spike threshold which adapts to the rate of ongoing network 
activity impinging onto the postsynaptic neuron (see also Chapter 4). Simulation of 
whisker touch representations in this network showed that the in silico network predicts 
the population response of touch representations in the barrel cortex in vivo while 
providing new insights on the role of membrane states in gating, otherwise gain-
modulation of sensory representations in a layer, column and input specific manner. 
The spike threshold plays an important role on governing information processing at single 
neuron level by gating the information transformation from synaptic inputs (i.e. the 
information the neuron receives) to spikes (i.e. the information the neuron transmits). 
This spike threshold is not fixed, as recently it has been demonstrated that the 
subthreshold membrane state influences the effective spike threshold. However the 
consequences of the spike threshold adaptation on neural computation are not well 
understood. In Chapter 4 of the thesis we address this question using neural simulations 
and whole cell intracellular recordings in combination with information theoretic 
analysis. The results indicate that the adaptive spike threshold reduces information loss 
during intracellular information transfer, improves stimulus discriminability and ensures 
robust decoding across membrane states in a regime of highly correlated inputs, similar to 
those seen in sensory nuclei during the encoding of sensory information. 
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In chapter 5 of the thesis we study the principles of information transfer in rodent 
somatosensory cortex, using both electrophysiological and computational methods. Using 
whole-cell recordings in the barrel cortex, we show that although significant amount of 
information about the stimulus is lost during the PSP-to-action potential transformation, 
local networks overcome this loss by integrating residual information across a small, 
experimentally tractable, number of neurons. As a consequence, the somatic PSPs 
received by a single neuron contain nearly complete information about the stimulus, even 
several synapses away from the sensory periphery. Using the computational model 
developed in Chapter 3, we further show that L4 coding properties are crucial for 
optimization of information recovery in L2/3 as excitatory and inhibitory neurons act as 
distinct information bearing channels. While excitatory neurons are more robust on 
recovering information from single neuron firing patterns, inhibitory neuronal decoding is 
primarily based on population firing rates in L4. Thus, while information processing in 
primary sensory cortex appears to be highly lossy at single neuron level, the neural 
network could still reconstruct the full information by combining spikes from multiple 
complementary information bearing channels 
Based on the data obtained, in chapter 6 of the thesis we propose a model of early 
somatosensory information processing in rodent, in which the sensory information is 
transferred from one loci to another with high fidelity even though there is a significant 
amount of information loss when a single neuron converts the information it received (i.e. 
the information in PSPs) to the information it transmits (i.e. the information in spikes). 
Furthermore, different sub-circuits in the somatosensory neural network carry different 
but complementary information about the sensory feature space, thus could differentially 
contribute to the sensory processing depending on which behavior task the animal is 
currently engaging. Our results could potentially guide the development of prosthetic 
devices. 
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