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A LIPSCHITZ METRIC FOR CONSERVATIVE SOLUTIONS OF
THE TWO-COMPONENT HUNTER–SAXTON SYSTEM
ANDERS NORDLI
Abstract. We establish the existence of conservative solutions of the ini-
tial value problem of the two-component Hunter–Saxton system on the line.
Furthermore we investigate the stability of these solutions by constructing a
Lipschitz metric.
1. Introduction
The two-component Hunter–Saxton system, given by
ut(x, t) + u(x, t)ux(x, t) =
1
4
(∫ x
−∞
(ux(z, t)
2 + ρ(z, t)2) dz
−
∫ ∞
x
(ux(z, t)
2 + ρ(z, t)2) dz
)
,(1.1a)
ρt(x, t) + (u(x, t)ρ(x, t))x = 0,(1.1b)
was derived by Pavlov as a model of non-dissipative dark matter [10]. It can also
be viewed as a high frequency limit of the two-component Camassa–Holm system
describing water waves [12]. The system (1.1) is a generalization of the Hunter–
Saxton equation
(1.2) (ut + uux)x =
1
2
u2x,
introduced by Hunter and Saxton as a model of the director field of a nematic liquid
crystal [8].
Here we prove global existence of conservative weak solutions of the initial value
problem for (1.1) on the line, and construct a metric that renders the flow Lipschitz
continuous. Previously Wunsch has proven existence of solutions of (1.1) in the
periodic setting [11, 12], and global existence of dissipative solutions on the real
line [12]. Dissipative and conservative solutions are two distinct ways to extend
the solution past the time where classical solutions break down. Before we discuss
the difference between conservative and dissipative solutions we will look at how
solutions break down.
A common feature for weak solutions of (1.1) and the Hunter–Saxton equation
[8] is that weak solutions may experience wave breaking, which means that ux
tends pointwise to −∞ in finite time while u stays continuous. The phenomenon
is illustrated in the following example.
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Figure 1. A plot of u in Example 1.1 for t = 0, 1, 1.5, 1.9, 2.
Example 1.1. Let t ∈ [0, 2) and let the functions u and ρ be defined by
u(x, t) =


− 12 t+ 1, x ≤ − 14 t2 + t− 1,
− 1
− 1
2
t+1
x, − 14 t2 + t− 1 ≤ x ≤ 0,
t
1
2
t2+2
x, 0 ≤ x ≤ 14 t2 + 1,
1
2 t,
1
4 t
2 + 1 ≤ x,
ρ(x, t) =


0, x ≤ 0,
1
1
4
t2+1
, 0 < x ≤ 14 t2 + 1,
0, 14 t
2 + 1 < x.
Then (u, ρ) is a weak solution of (1.1) for t ∈ [0, 2). Note that ux(0, t) → −∞ as
t → 2−, which in particular means that wave breaking occurs. We can define the
energy of the system at time t to be given by
(1.3)
∫
R
(
u2x(x, t) + ρ
2(x, t)
)
dx = 2,
which is constant in time, even up to the point t = 2. The energy contained in the
interval − 14 t2+t−1 ≤ x ≤ 0, given by
∫ 0
−
1
4
t2+t−1
(u2x+ρ
2)dx = 1, is also conserved.
Thus a finite amount of energy is being concentrated in a single point as t→ 2−.
As seen in Example 1.1 a part of the energy
∫
R
(u2x+ ρ
2) dx is focused at a single
point at wave breaking. This illustrates that the energy density is not absolutely
continuous, but a finite Radon measure in general. Nevertheless, the total energy
remains constant in time as t → 2−. Hence ux, ρ stay in L2(R) even if ux tends
to minus infinity. This means that the energy can be described by the cumulative
distribution function of a finite Radon measure. One can extend local solutions to
global solutions by manipulating the concentrated energy at wave breaking. There
are at least two ways to extend the solution to a global one past wave breaking.
On the one hand one could ignore the part of the energy that concentrates on a
set of measure zero in the continuation, which yields dissipative solutions. On the
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other hand one could continue by letting the concentrated energy back into the
system, which would give conservative solutions. In practice that would amount to
defining u and ρ by the formulas in Example 1.1 even for t > 2. Thus it is essential
to include the energy variable in our sets of variables, when constructing global
conservative solutions.
We are going to solve the system (1.1) by the generalized method of character-
istics. The approach is similar to the one by Dafermos in [3], where uniqueness of
dissipative weak solutions of the Hunter–Saxton equation has been established. To
that end we map our Eulerian coordinates (u, ρ, (u2x+ρ
2)dx) to the Lagrangian vari-
ables (y, U,H, r) defined as follows. Let y(ξ, t) be defined by yt(ξ, t) = u
(
y(ξ, t
)
, t),
U(ξ, t) = u
(
y(ξ, t), t
)
, and define H(ξ, t) =
∫ y(ξ,t)
−∞
(
ux(x, t)
2 + ρ(x, t)2
)
dx as the
energy to the left of y(ξ, t). Note that (u2x + ρ
2)dx could be a singular measure.
We introduce r(ξ, t) = ρ
(
y(ξ, t), t
)
yξ(ξ, t). In Section 2 we will rigorously define
the proper space for the variables (y, U,H, r), and establish mappings between that
space and the space for conservative solutions of (1.1). In the above variables the
Hunter–Saxton system reduces to
yt = U,(1.4a)
Ut =
1
2
H − 1
4
H∞,(1.4b)
Ht = 0,(1.4c)
rt = 0,(1.4d)
where H∞ = limξ→∞H(ξ, 0). The time evolution of H follows from the conserva-
tion law
(1.5) (u2x + ρ
2)t + (u(u
2
x + ρ
2))x = 0,
see for instance [2, 9] for the similar conservation law for the Hunter–Saxton equa-
tion. In Section 3 we solve (1.4), and together with the mappings from Section 2
prove that the we can construct global conservative solutions of (1.1).
In Section 4 we construct a Lipschitz metric. The idea is to construct the metric
in the transformed variables (y, U,H, r) to avoid having to deal with the measure.
The Eulerian variables are one-to-one to equivalence classes of Lagrangian variables.
We construct a functional J that respects the equivalence structure such that it can
be used as a building block of the metric. The approach here is thus more similar
to the one employed for the Camassa–Holm equation [5, 6] than the methods pre-
viously used to construct Lipschitz metrics for the scalar Hunter–Saxton equation
[1, 2].
2. Mappings between Eulerian and Lagrangian coordinates
In this section we define the sets of Lagrangian and Eulerian coordinates, and
investigate the mappings between them. We introduce first an important ambient
vector space B.
Definition 2.1. Let E1 be the vector space defined by
(2.1) E1 = {f ∈ L∞(R) | f ′ ∈ L2(R) and lim
x→−∞
f(x) = 0},
equipped with the norm ‖f‖E1 = ‖f‖∞ + ‖f ′‖2, and E2 be defined by
(2.2) E2 = {f ∈ L∞(R) | f ′ ∈ L2(R)},
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equipped with the norm ‖f‖E2 = ‖f‖∞ + ‖f ′‖2. Then define the normed space B
by B = E2 × E2 × E1 × L2(R), with the norm
(2.3) ‖(f1, f2, f3, f4)‖B = ‖f1‖E2 + ‖f2‖E2 + ‖f3‖E1 + ‖f4‖2.
The natural space to look for solutions in Eulerian variables is the following.
Definition 2.2. The space D consists of all triples (u, ρ, µ) such that
(i) u ∈ E2,
(ii) ρ ∈ L2(R),
(iii) µ ∈ M+(R),
(iv) µac = (u
2
x + ρ
2) dx,
where M+(R) denotes the set of positive, finite Radon measures on R.
We are now ready to define the Lagrangian coordinates as a subset of B. The
definition is similar to [2, Definition 2.2].
Definition 2.3. The set F consists of all quadruples X = (y, U,H, r) such that
(y − id, U,H, r) ∈ B, and there exists a number c > 0 such that
(i) y − id, U,H ∈ W 1,∞(R), r ∈ L∞(R),
(ii) yξ ≥ 0, Hξ ≥ 0, Hξ + yξ ≥ c > 0 a.e.,
(iii) yξHξ = U
2
ξ + r
2 a.e.
We define the subset F0 of F by
(2.4) F0 = {X ∈ F | y +H = id}.
We will use the notation H∞ = limξ→∞H(ξ) = ‖H‖∞. To be able to work
with the space F we need a mapping from Eulerian to Lagrangian variables, and
vice versa. Before the mappings are introduced, we will state a useful lemma on
monotone Lipschitz continuous functions.
Lemma 2.4 ([7, Lemma 3.9]). Let f : R→ R be an increasing Lipschitz continuous
function. Then for any set B with m(B) = 0, we have that fξ = 0 almost everywhere
in f−1(B).
The map L in the following definition maps D into F , and thus represents a
way to pass from Eulerian to Lagrangian coordinates in a rigorous manner. The
definition is similar to [4, Theorem 4.9].
Definition 2.5. Let the mapping L : D → F0 be defined by L(u, ρ, µ) = (y, U,H, r)
where
y(ξ) = sup{x|µ((−∞, x)) + x < ξ},(2.5a)
H(ξ) = ξ − y(ξ),(2.5b)
U(ξ) = u ◦ y(ξ),(2.5c)
r(ξ) = (ρ ◦ y(ξ))yξ(ξ).(2.5d)
Proposition 2.6. The mapping L from Definition 2.5 is well defined.
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Proof. The proof follows closely those of [7, Theorem 3.8] and [4, Theorem 4.9], but
here the spaces D and F are different. The difference is that in our case we have
u, U ∈ L∞(R), while [4, Theorem 4.9] uses u, U ∈ L2(R). To prove that L is well
defined, let (u, ρ, µ) ∈ D and define X = (y, U,H, r) = L(u, ρ, µ). We only prove
that U is in L∞(R). Since u ∈ L∞(R), and y and U are well defined functions, it
holds that U = u ◦ y is bounded by ‖u‖∞. 
We compute an example to illustrate how the mapping L works.
Example 2.7. Let (u, ρ, µ) ∈ D be defined by
u(x) =


1, x < −1,
−x, −1 ≤ x < 0,
0, 0 ≤ x,
(2.6)
ρ(x) = 1[0,1](x),(2.7)
µ = µac +
1
2
δ0.(2.8)
The distribution function F of the measure µ is given by
(2.9) F (x) = µ ((−∞, x]) =


0, x ≤ −1,
x+ 1, −1 ≤ x < 0,
x+ 32 , 0 ≤ x ≤ 1,
5
2 , 1 ≤ x.
Then (y, U,H, r) = L(u, ρ, µ) is given by
y(ξ) =


ξ, ξ ≤ −1,
1
2 (ξ − 1), −1 ≤ ξ ≤ 1,
0, 1 ≤ ξ ≤ 32 ,
1
2 (ξ − 32 ), 32 ≤ ξ ≤ 72 ,
ξ − 52 , 72 ≤ ξ,
(2.10a)
U(ξ) =


1, ξ ≤ −1
− 12 (ξ − 1), −1 ≤ ξ ≤ 1,
0, 1 ≤ ξ,
(2.10b)
H(ξ) =


0, ξ ≤ −1,
1
2 (ξ + 1), −1 ≤ ξ ≤ 1,
ξ, 1 ≤ ξ ≤ 32 ,
1
2 (ξ +
3
2 ),
3
2 ≤ ξ ≤ 72 ,
5
2 ,
7
2 ≤ ξ,
(2.10c)
r(ξ) =
1
2
1[ 3
2
, 7
2
].(2.10d)
See Figure 2 for a plot of the functions F , y, and H. Note that the Dirac delta
corresponds to a flat interval in y, with the length of the interval equal to the strength
of the delta.
We also need a mapping M : F → D that takes us back from Lagrangian to
Eulerian variables. The definition is similar to [4, Theorem 4.10].
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Figure 2. A plot of the functions F , y, and H in Example 2.7.
Note that the jump in F corresponds to the flat interval in y.
Definition 2.8. Let the mapping M : F → D be defined byM(y, U,H, r) = (u, ρ, µ)
where
u(x) = U
(
y(ξ)
)
, for some ξ such that x = y(ξ),(2.11a)
ρ dx = y#(r dξ),(2.11b)
µ = y#(Hξ dξ).(2.11c)
The notation f#(µ) denotes the push-forward of the measure µ by the measurable
function f , i.e. f#(µ)(A) =
∫
f−1(A)
dµ for all measurable sets A.
Since there are instances where yξ = 0 on some interval, see Example 2.7, one
might encounter difficulties when trying to invert y. Also it is not clear that the
range ofM is D. It is therefore necessary to prove that the mapping is well defined.
Proposition 2.9. The mapping M in Definition 2.8 is well defined.
Proof. The proof follows closely those of [7, Theorem 3.11] and [4, Theorem 4.10],
but here the spaces D and F are different. The differences are that here u, U ∈
L∞(R), while [7, Theorem 3.11] and [4, Theorem 4.10] use u, U ∈ L2(R). Let
X = (y, U,H, r) ∈ F and (u, ρ, µ) = M(X). We prove that u ∈ L∞(R) since
everything else is covered in the proof of [4, Theorem 4.10]. Since u is a well
defined function we must have that u is bounded by ‖U‖∞. 
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Example 2.10. Let X ∈ F0 be given by L(u, ρ, µ) in Example 2.7. Then M(X) =
(u, ρ, µ). To see that this is the case we compute the distribution function of the
measure we get by applying M to X. Let x ∈ R and M(X) = (u¯, ρ¯, µ¯), then
µ¯ ((−∞, x]) =
∫
y−1((−∞,x])
Hξ(ξ) dξ
=


0, x ≤ −1,∫ 2x+1
−1
1
2 dξ = x+ 1, −1 ≤ x < 0,∫ 2x+ 3
2
3
2
1
2 dξ +
1
2 + 1 = x+
3
2 , 0 ≤ x ≤ 1,
5
2 , 1 ≤ x,
which is equal to the distribution function F of µ from Example 2.7 plotted in Figure
2.
In the Lagrangian formulation there are four unknowns, while in the Eulerian
there are only three. Hence it is not surprising that there is some redundancy
in the Lagrangian formulation. Indeed there are equivalence classes in F such
that all elements in an equivalence class map to the same element in D. The
equivalence classes are determined by a group of relabeling functions, G, and a
relabeling operator •.
Definition 2.11. We define the group G and the group action • of G on F as
follows.
(i) Define G as the group of homeomorphisms f : R→ R such that both f−id ∈
W 1,∞(R), f−1 − id ∈W 1,∞(R), and fξ − 1 ∈ L2(R).
(ii) Define a group action • : F ×G → F by (X, f) 7→ (y ◦ f, U ◦ f,H ◦ f, (r ◦
f) · f ′) = X • f .
The result is that X and X • f is mapped to the same element in D. For more
details on the group G and the group action •, see [4, Proposition 4.5] and [7,
Proposition 3.4].
Proposition 2.12. Let f ∈ G and X ∈ F , then M(X • f) =M(X).
Proof. This proof is similar to that of [7, Theorem 3.11]. Let X ∈ F and f ∈ G be
given and let (u, ρ, µ) =M(X), and (u¯, ρ¯, µ¯) =M(X • f), respectively. For a proof
that u = u¯ and µ = µ¯ see [7, Theorem 3.11]. We prove that ρ dx = ρ¯ dx in the
sense of measures. Let A ⊆ R be of finite measure, and recall that ρdx = y#(r dξ).
Then
ρ¯ dx(A) = (y ◦ f)#(r ◦ ffξ dξ)(A)
=
∫
(y◦f)−1(A)
r ◦ f(ξ)fξ(ξ) dξ.(2.12)
Since f is invertible and Lipschitz continuous, and r ∈ L1loc(R) we can change
variables to obtain∫
(y◦f)−1(A)
r ◦ f(ξ)fξ(ξ) dξ =
∫
f◦(y◦f)−1(A)
r(ξ)dξ
=
∫
y−1(A)
r(ξ) dξ = y#(r dξ)(A).(2.13)
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In the last equality we have used that
(2.14) f({ξ | y ◦ f(ξ) ∈ A}) = {f(ξ) | y ◦ f(ξ) ∈ A} = {ξ | y(ξ) ∈ A},
since f is onto, continuous, and strictly increasing. Equation (2.13) implies that
ρ = ρ¯ almost everywhere. 
We need that when one maps an element of Eulerian coordinates to Lagrangian
coordinates and back that one should end up with the same element. In lieu of
the previous propositions the converse cannot hold for F . If we restrict M to F0,
however, we get that the composition L ◦M is the identity function on F0.
Lemma 2.13 ([7, Theorem 3.12]). The functions L and M satisfy
M ◦ L = idD,(2.15)
L ◦M = idF0 ,(2.16)
when M is restricted to F0.
3. Existence of solutions
In the previous section we saw that the space of Eulerian coordinates could be
represented by Lagrangian coordinates. We now want to reformulate the initial
value problem of (1.1) in Lagrangian coordinates. In this section we motivate the
system (1.4), and show the existence of solutions for this system. Then we define
conservative weak solutions of (1.1), and show that we can construct such solutions
by mapping the initial data from Eulerian to Lagrangian coordinates, solve (1.4),
and map the solution back to Eulerian coordinates.
Due to the fact that a finite amount of energy accumulates in a point at wave
breaking, we replace (u2x + ρ
2) dx by a measure µ such that µac = (u
2
x + ρ
2) dx.
Then the conservation law (1.5) reads
(3.1) µt + (uµ)x = 0.
Let ξ ∈ R and define y by
(3.2)
d
dt
y(ξ, t) = u(y(ξ, t), t), y(ξ, 0) = y0(ξ).
Then we define U(ξ, t) = u(y(ξ, t), t), and for y(ξ, t) ∈ (supp µs(t))c, we define
H(ξ, t) = µ
(
(−∞, y(ξ, t)]). We assume that y(ξ, t) ∈ (supp µs(t))c and get
(3.3)
d
dt
U(ξ, t) = ut(y(ξ, t), t) + U(ξ, t)ux(y(ξ, t), t) =
1
2
H(ξ, t)− 1
4
H∞,
where U(ξ, 0) = u(y0(ξ), 0), and we have used the equation for u in (1.1). Since
y(ξ, t) ∈ (supp µs(t))c we have from the conservation law (3.1) that
d
dt
H(ξ, t) = µt ((−∞, y(ξ, t)]) + dµ
dx
(y(ξ, t), t)U(ξ, t)
= −U(ξ, t)dµ
dx
(y(ξ, t), t) + U(t)
dµ
dx
(y(ξ, t), t) = 0,(3.4)
where H(ξ, 0) = µ
(
(−∞, y0(ξ)]
)
. Since ρ is a conserved variable it is natural to
look at ρ(x) dx = ρ(y(ξ))yξ(ξ) dξ. Define now r(t) = ρ(y(t), t)yξ(t), then
d
dt
r(t) = (ρt(y(t), t) + ρx(y(t), t)U(t)) yξ(t) + ρ(y(t), t)Uξ(t)
= −ρ(y(t), t)Uξ(t) + ρ(y(t), t)Uξ(t) = 0,(3.5)
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r(0) = ρ(y0, 0)y0ξ,(3.6)
where we have used the equation for ρ in (1.1). The derivation assumed that y(t)
was outside the support of the singular part of µ(t), but we will extend the system
to all of R.
The system (1.4) can be solved explicitly. We will be interested in the initial
value problem with initial values in F0.
Proposition 3.1. The solution of the system (1.4) with initial data
y|t=0 = y0,(3.7a)
U |t=0 = U0,(3.7b)
H |t=0 = H0,(3.7c)
r|t=0 = r0,(3.7d)
in F0, is given by
y(ξ, t) =
1
4
(
H0(ξ)− 1
2
H∞
)
t2 + U0(ξ)t+ y0(ξ),(3.8a)
U(ξ, t) =
1
2
(
H0(ξ)− 1
2
H∞
)
t+ U0(ξ),(3.8b)
H(ξ, t) = H0(ξ),(3.8c)
r(ξ, t) = r0(ξ),(3.8d)
where H∞ = ‖H‖∞ = limξ→∞H(ξ).
Proof. To find the solutions we integrate (1.4) with respect to t, starting with the
equations for r and H , and then proceed to U and finally y. Uniqueness follows
from the linearity of the system. 
Example 3.2. Let X = L(u, ρ, µ) be as in Example 2.7. Then St(X) equals
y(ξ, t) =


− 516 t2 + t+ ξ, ξ ≤ −1,
1
8 (ξ − 32 )t2 − 12 (ξ − 1)t+ 12 (ξ − 1), −1 ≤ ξ ≤ 1,
1
4 (ξ − 54 )t2, 1 ≤ ξ ≤ 32 ,
1
8 (ξ − 1)t2 + 12 (ξ − 32 ), 32 ≤ ξ ≤ 72 ,
5
16 t
2 + ξ − 52 , 72 ≤ ξ,
U(ξ, t) =


− 58 t+ 1, ξ ≤ −1
1
4 (ξ − 32 )t− 12 (ξ − 1), −1 ≤ ξ ≤ 1,
1
2 (ξ − 54 )t, 1 ≤ ξ ≤ 32 ,
1
4 (ξ − 1)t, 32 ≤ ξ ≤ 72 ,
5
8 t,
7
2 ≤ ξ,
H(ξ, t) = H(ξ, 0),
r(ξ, t) = r(ξ, 0).
Theorem 3.3. The solution operators St : F → F constitute a semigroup. Fur-
thermore the semigroup is Lipschitz continuous in F in the sense that for X, X¯ ∈ F
there holds
(3.9) ‖St(X)− St(X¯)‖B ≤ (1
2
t2 + t+ 1)‖X − X¯‖B.
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Proof. Let X0 = (y0, U0, H0, r0) denote the initial data and St(X0) = X(t) =(
y(t), U(t), H(t), r(t)
)
the solution of (1.4) at t. We need to show that the solution
is in F . For each t we have that H is bounded by ‖H0‖∞, |U | by 14‖H0‖∞t +
‖U0‖∞ and |y| by 18‖H0‖∞t2+‖U0‖∞t+‖y0‖∞. Since the solutions (3.8) are linear
combinations of the initial data plus a constant we can differentiate the solutions
with respect to ξ. If we differentiate the solutions (3.8) with respect to ξ we obtain
yξ(ξ, t) =
1
4
H0ξ(ξ)t
2 + U0ξ(ξ)t + y0ξ(ξ),(3.10a)
Uξ(ξ, t) =
1
2
H0ξ(ξ)t+ U0ξ(ξ),(3.10b)
Hξ(ξ, t) = H0ξ(ξ).(3.10c)
We have the following estimates
r(t) = r0,
0 ≤ Hξ(t) ≤ H0ξ,
|Uξ(t)| ≤ 1
2
H0ξt+ |U0ξ|,
|yξ(t)− 1| ≤ 1
4
H0ξt
2 + |U0ξ|t+ |y0ξ − 1|,(3.11)
which are square integrable and bounded. Furthermore, y− id, U,H ∈ W 1,∞(R) as
this holds for the initial data, and for each t the solutions are linear combinations
of the initial data. Thus property (i) in Definition 2.3 is proved. Consider now
U2ξ =
1
4
H20ξt
2 + U0ξH0ξt+ U
2
0ξ,
r2 = r20 ,
yξHξ =
1
4
H20ξt
2 + U0ξH0ξt+ U
2
0ξ + r
2
0 ,(3.12)
where it has been used that H0ξy0ξ = U
2
0ξ + r
2
0 . The above proves that (iii)
in Definition 2.3 holds. Non-negativity of yξ follows from Hξ = H0ξ being non-
negative, and thus yξ has to be non-negative due to (3.12). We show that there
exists a c(t) dependent on t such that (y(t) +H(t))ξ ≥ c(t) > 0. By assumption it
holds for t = 0 with a constant c(0), and since for each ξ the functions yξ and Hξ
are continuous in t it will hold on some interval [0, T (ξ)). We choose T (ξ) to be
the maximal time for which it holds. Then for t ∈ [0, T (ξ)) we have
d
dt
1
yξ +Hξ
= − Uξ
(yξ +Hξ)2
≤ 1
yξ +Hξ
|Uξ|
yξ +Hξ
≤ 1
yξ +Hξ
√
yξHξ
yξ +Hξ
≤ 1
2
1
yξ +Hξ
.(3.13)
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By Gro¨nwall’s inequality
(3.14)
1
yξ +Hξ
(t) ≤ 1
c(0)
e
1
2
t,
where c(0) is the initial constant, and T (ξ) can be chosen to be arbitrarily big,
which shows that property (ii) in Definition 2.3 holds. We prove (3.9). Since the
time evolution of the derivatives are linear in derivatives of X we can use (3.10) to
find
‖yξ(t)− y¯ξ(t)‖2 ≤ 1
4
‖H0ξ − H¯0ξ‖2t2 + ‖U0ξ − U¯0ξ‖2t+ ‖y0ξ − y¯0ξ‖2,(3.15)
‖Uξ(t)− U¯ξ(t)‖2 ≤ 1
2
‖H0ξ − H¯0ξ‖2t+ ‖U0ξ − U¯0ξ‖2.(3.16)
In the L∞-part the term H∞ makes the solution operator nonlinear. However, we
can bound
(3.17) ‖H − H¯ − 1
2
H∞ +
1
2
H¯∞‖∞ ≤ 3
2
‖H − H¯‖∞,
and thus
‖y(t)− y¯(t)‖∞ ≤ 1
2
‖H0 − H¯0‖∞t2 + ‖U0 − U¯0‖∞t+ ‖y0 − y¯0‖∞,(3.18)
‖U(t)− U¯(t)‖∞ ≤ ‖H0 − H¯0‖∞t+ ‖U0 − U¯0‖∞.(3.19)
Since H and r do not change in t, the estimate is proved. The estimate (3.17)
implies that the right-hand side of (1.4) is Lipschitz in F , and thus St satisfies the
semigroup property. 
We define the map Tt : D → D by
(3.20) Tt =M ◦ St ◦ L.
Definition 3.4. A triple (u, ρ, µ) ∈ D is said to be a conservative weak solution of
(1.1) if for any test function φ ∈ C∞0 (R× [0,∞)),
∞∫
0
∫
R
(
uφt +
1
2
u2φx +
1
4
( x∫
−∞
dµ(t)−
∞∫
x
dµ(t)
)
φ dxdt = −
∫
R
(
uφ|t=0
)
dx,
(3.21a)
∞∫
0
∫
R
(
ρφt + ρuφx
)
dxdt = −
∫
R
(ρφ)|t=0 dx,
(3.21b)
∞∫
0
∫
R
(φt + uφx) dµ(t)dt =
∫
R
φ|t=0dµ|t=0 dt,
(3.21c)
and in addition
(3.22) µ(t)(R) = µ0(R),
holds for all t ≥ 0.
We can now use the operator Tt defined by (3.20) to construct conservative weak
solutions of (1.1).
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Theorem 3.5. The operator Tt : (u, ρ, µ) 7→ (u(t), ρ(t), µ(t)) maps an initial value
to a conservative weak solution of (1.1) in the sense of Definition 3.4.
Proof. The idea of the proof is to first map the initial data in D to F0 by L, then
solve the problem there and for each t map the solution to D by M . Change
of variables must be done on the set {ξ | yξ(ξ) > 0}, but since both Uξ and r
equals zero almost everywhere on the complement we can integrate over R when we
change variables in u and ρ. Since µ(t) = y(t)# (Hξ dξ) it holds that µ ((−∞, x]) =
sup {H(ξ) | y(ξ) = x}. Thus
∞∫
0
∫
R
(
uφt +
1
2
u2φx +
1
4
( x∫
−∞
dµ(t)−
∞∫
x
dµ(t)
)
φ dxdt
=
∞∫
0
∫
R
U(φt ◦ y + 1
2
Uφx ◦ y)yξ(ξ) dξdt
+
1
2
∞∫
0
∫
R


y(ξ,t)∫
−∞
dµ(t)− 1
2
∞∫
−∞
dµ(t)

φ ◦ yyξ dξdt
=
∞∫
0
∫
R
[
U(ξ, t)
( d
dt
φ(y(ξ, t), t)− 1
2
Uφx(y(ξ, t), t)
)
− 1
2
(
H(ξ, t)− 1
2
H∞
)
φ ◦ y
]
yξ dξdt
=
∞∫
0
∫
R
[ d
dt
(Uφ ◦ y)− 1
2
U2φx ◦ y
]
yξ dξdt
=
∞∫
0
∫
R
[ d
dt
(Uφ ◦ yyξ)− (1
2
U2φ ◦ y)ξ
]
dξdt
= −
∫
R
u0(x)φ(x, 0) dx.
The equation for ρ is treated in the same way,
∞∫
0
∫
R
ρφt + (ρu)φx dxdt =
∞∫
0
∫
R
(
φt + uφx
)
ρ dxdt
=
∞∫
0
∫
R
(
φt ◦ y + Uφx ◦ y
)
r dξdt
=
∞∫
0
∫
R
d
dt
φ(y(ξ, t), t)r(ξ, t) dξdt
=
∞∫
0
∫
R
d
dt
(
φ(y(ξ, t), t)r(ξ, t)
)
dξdt
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= −
∫
R
φ(y0(ξ), 0)r0(ξ) dξ
= −
∫
R
φ(x, 0)ρ0(x) dx.
The equality on conservation of µ is proved
∞∫
0
∫
R
(φt + uφx) dµ(t)dt =
∞∫
0
∫
R
(φt + uφx) ◦ yHξ dξdt
=
∞∫
0
∫
R
Hξ
d
dt
(φ ◦ y) dξdt
= −
∫
R
Hξ(φ ◦ y)|t=0 dξ
= −
∫
R
φ|t=0 dµ|t=0.
For every t we have that y(t)−1(R) = R, and thus
µ(t)(R) =
∫
y(t)−1(R)
Hξ(ξ, t) dξ =
∫
R
H0ξ dξ = µ0(R).

Example 3.6. Let (u0, ρ0, µ0) ∈ D be as in Example 2.7. Then Tt(u0, ρ0, µ0) is
given by
u(x, t) =


− 58 t+ 1, x ≤ − 516 t2 + t− 1,
−x+ 116 t
2
1− 1
2
t
− 18 t, − 516 t2 + t− 1 ≤ x ≤ − 116 t2,
2x
t , − 116 t2 ≤ x ≤ 116 t2,
1
2
x+ 1
4
1
4
t2+1
t, 116 t
2 ≤ x ≤ 516 t2 + 1,
5
8 t,
5
16 t
2 + 1 ≤ x,
(3.23)
ρ(x, t) =


0, x < 116 t
2,
1
1
4
t2+1
, 116 t
2 ≤ x ≤ 516 t2 + 1,
0, 516 t
2 + 1 < x,
(3.24)
µ(t) = µ(t)ac +
1
2
δ(0,0)(x, t) + δ(− 1
4
,2)(x, t).(3.25)
Remark 3.7. Note that in Example 1.1 and 3.6 the functions u(x, 0) and ρ(x, 0)
coincide, while in Example 1.1 and Example 3.6, respectively, we have µ(0) =(
ux(x, 0)
2 + ρ(x, 0)2
)
dx and µ(0) =
(
ux(x, 0)
2 + ρ(x, 0)2
)
dx+ 12δ0. The solutions
in Example 1.1 and 3.6 differ, hence it is important to include the measure µ in
the description of global solutions and the definition of the Lipschitz metric.
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4. The Lipschitz metric
In this section we construct a metric on F0 that renders the flow Lipschitz con-
tinuous with respect to initial data. We saw in Proposition 2.12 that the mapping
M : F → D is relabeling invariant. An important fact is that relabeling commutes
with the solution operator St.
Proposition 4.1. For any X ∈ F , f ∈ G it holds that St(X • f) = St(X) • f .
Proof. Any component of St(X) is a linear combination of components of X . 
The problem of creating a metric directly on F is that X and X¯ may correspond
to the same solution in Eulerian coordinates even if X 6= X¯ . Thus we will try to
compare solutions in F0, but we must prove that we can reach F0 from all of F via
the group action • from Definition 2.11 (ii).
Definition 4.2. Define the map Π : F → F0 by
(4.1) ΠX = X • (y +H)−1, X ∈ F .
To ease the notation we write ΠX, despite the fact that Π is not a linear operator.
For the map Π to be a relabeling we need that y +H ∈ G.
Proposition 4.3. Let X ∈ F0, and X(t) = St(X). Then for all t ≥ 0 we have that
y(t) +H(t) ∈ G, and e− 12 t ≤ yξ(t) +Hξ(t) ≤ 14 t2 + t+ 1 for almost every ξ ∈ R.
Proof. Let y + H = f , we show that f ∈ G. From the definition of F we have
that f − id ∈ W 1,∞(R) with fξ − 1 ∈ L2(R), with c ≤ fξ ≤ C for some positive
numbers c and C. Thus there exists a Lipschitz continuous inverse f−1 such that
f−1 − id ∈ W 1,∞(R). Hence f ∈ G. The lower bound on yξ(t) +Hξ(t) is given by
(3.14), while the upper bound is a result of the time evolution and |y0ξ|, |H0ξ|, and
|U0ξ| all being less than 1. 
The metric induced by ‖·‖B will unfortunately give a positive distance betweenX
and X • f , even though they will map to the same element in Eulerian coordinates
via the mapping M . One could potentially restrict attention to the class F0 by
comparing X • (y+H)−1 and X¯ • (y¯+ H¯)−1, but it has proven difficult to control
the t-dependence of (y +H)−1. Instead we minimize the distance over all possible
relabelings. Following [5] we define J : F × F → R by
(4.2) J(X, X¯) = inf
f,g∈G
(‖X • f − X¯‖B + ‖X − X¯ • g‖B).
If we instead tried ‖X • f − X¯ • g‖B we would not be able to separate r from −r
as the next example illustrates.
Example 4.4. Let r = 1[0,1], and y, U,H such that X = (y, U,H, r) ∈ F0. Then
X¯ = (y, U,H,−r) ∈ F0 as well. Let 0 < ε < 1 and define f ε ∈ G by
(4.3) f ε(ξ) =


ξ, ξ < 0,
εξ, 0 ≤ ξ < 1ε ,
ξ +
(
1− 1ε
)
, 1ε ≤ ξ.
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Then for any t ≥ 0, all components of St(X) and St(X¯) except r, r¯ are equal, and
thus,
(4.4) ‖St(X) • f ε − St(X¯) • f ε‖B ≤
(∫ 1
ε
0
4ε2 dξ
)1/2
≤ 2√ε,
and hence the infimum over all f, g ∈ G must equal zero.
In the way we have defined J here we avoid the scenario in Example 4.4 since
we cannot make both r and r¯ small at the same time. Now, J will not separate
X and X • f , and behaves as expected with t. However J is not a metric, as the
triangle inequality fails. One can salvage a metric by taking the infimum over sums
in J over finite sequences in F0.1
Definition 4.5. Let X, X¯ ∈ F0, then define d : F0 ×F0 → R by
(4.5) d(X, X¯) = inf
N∑
n=1
J(Xn−1, Xn),
where the infimum is taken over all finite sequences {Xn}Nn=0 in F0 such that the
endpoints X0 and XN satisfy
X = X0,(4.6)
X¯ = XN .(4.7)
It is not at all clear that d only vanishes when X = X¯ . The purpose of the next
lemma is to assert that we have a positive lower bound on d(X, X¯) when X differs
from X¯.
Lemma 4.6 ([5, Lemma 3.2]). For any X, X¯ ∈ F0 we have
(4.8) ‖y − y¯‖∞ + ‖U − U¯‖∞ + ‖H − H¯‖∞ ≤ 2d(X, X¯).
Lemma 4.6 states that if the distance between X and X¯ equals zero, then
(y, U,H) and (y¯, U¯ , H¯) coincide. Still, r and r¯ could, in principle, differ. The
next lemma shows that this cannot be the case, and consequently d is a metric on
F0.
Lemma 4.7 ([6, A weaker form of Lemma 6.4]). Let X, X¯ be in F0, then if
d(X, X¯) = 0 we have that r = r¯.
We need to estimate J
(
ΠSt(X),ΠSt(X¯)
)
in terms of J
(
St(X), St(X¯)
)
.
Lemma 4.8. For X, X¯ ∈ F0, there holds
(4.9) J
(
ΠSt(X),ΠSt(X¯)
) ≤ e 12 tJ(St(X), St(X¯)).
Proof. The proof consists of two parts. First we show that for f ∈ G with√‖fξ‖∞ ≤ C, with C ≥ 1, it holds that for any X, X¯ ∈ F
(4.10) J(X • f, X¯) ≤ CJ(X, X¯).
Second we show that ifX ∈ F0 then (y(t)+H(t))−1 is inG with ((y(t)+H(t))−1)ξ ≤
e
1
2
t. The L∞(R) part of J is invariant with respect to relabeling. It suffices to show
1This idea is due to A. Bressan.
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that it holds for the L2(R) part. To that end let h and h¯ belong to L2(R), and let
g ∈ G. Then by change of variables f−1(η) = ξ, and denoted f¯ = g ◦ f−1,∫
R
|h ◦ ffξ − h¯ ◦ ggξ|2dξ
=
∫
R
|h(η)fξ(f−1(η))− h¯ ◦ f¯(η)gξ(f−1(η))|2 1
fξ (f−1(η))
dη
=
∫
R
|h(η)− h¯ ◦ f¯(η)f¯η(η)|2fξ ◦ f−1(η) dη
≤ ‖fξ‖∞
∫
R
|h(η)− h¯ ◦ f¯(η)f¯η(η)|2dη,(4.11)
where we have used that f¯η =
gξ◦f
−1
fξ◦f−1
. We get the inequality
(4.12) inf
g∈G
‖h ◦ ffξ − h¯ ◦ ggξ‖2 ≤ C inf
f¯∈G
‖h− h¯ ◦ f¯ f¯ξ‖2,
with C =
√‖fξ‖∞. The part where one relabels h◦ffξ is fine since X •f •g equals
X • f˜ for some f˜ ∈ G, and infimum over G is taken afterwards. Proposition 4.3
states that y(t) + H(t) ∈ G, and that e− 12 t ≤ yξ + Hξ ≤ (14 t2 + t + 1). One can
then invert the lower bound on yξ +Hξ and apply the first result twice to obtain
the bound in the lemma. 
We are now ready to prove the Lipschitz theorem on F0.
Theorem 4.9. Let X, X¯ ∈ F0, then for all t ≥ 0 it holds that
(4.13) d
(
ΠSt(X),ΠSt(X¯)
) ≤ e 12 t(1
2
t2 + t+ 1)d(X, X¯).
Proof. Let 1 > ε > 0 and X, X¯ ∈ F0 be given and choose {Xn}Nn=0, {fn}Nn=1, and
{gn}N−1n=0 such that X0 = X,XN = X¯ and d(X, X¯) + ε ≥ ‖Xn • fn − Xn−1‖B +
‖Xn −Xn−1 • gn−1‖B. Then from the definition of d we have
d
(
ΠSt(X),ΠSt(X¯)
) ≤ N∑
n=1
J
(
ΠSt(Xn),ΠSt(Xn−1)
)
≤ e 12 t
N∑
n=1
J
(
St(Xn), St(Xn−1)
)
,(4.14)
by Lemma 4.8. From the definition of J we get
d
(
ΠSt(X),ΠSt(X¯)
) ≤ e 12 t N∑
n=1
J
(
St(Xn), St(Xn−1)
)
≤ e 12 t(1
2
t2 + t+ 1)
N∑
n=1
(‖Xn • fn −Xn−1‖B
+ ‖Xn −Xn−1 • gn−1‖B
)
≤ e 12 t(1
2
t2 + t+ 1)
(
d(X, X¯) + ε
)
.(4.15)
The inequality holds for each ε in the range (0, 1), which implies that
(4.16) d
(
ΠSt(X(t)),ΠSt(X¯(t))
) ≤ e 12 t(1
2
t2 + t+ 1)d(X, X¯).
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
Since F0 is in one to one correspondance with D the metric d on F0 induces a
metric dD on D.
Definition 4.10. Define the metric dD on D by
(4.17) dD
(
(u, ρ, µ), (u¯, ρ¯, µ¯)
)
= d
(
L(u, ρ, µ), L(u¯, ρ¯, µ¯)
)
,
for any (u, ρ, µ), (u¯, ρ¯, µ¯) ∈ D.
Theorem 4.11. The solution operator Tt defined by (3.20) forms a Lipschitz con-
tinuous semigroup on (D, dD) in the sense that for any (u, ρ, µ), (u¯, ρ¯, µ¯) ∈ D the
inequality
(4.18) dD
(
Tt(u, ρ, µ), Tt(u¯, ρ¯, µ¯)
) ≤ e 12 t(1
2
t2 + t+ 1)dD
(
(u, ρ, µ), (u¯, ρ¯, µ¯)
)
holds.
Proof. The Lipschitz continuity is a corollary of Theorem 3.5 and Theorem 4.9. We
prove the semi group property. From Proposition 2.12 we have M ◦Π =M , hence
(4.19) Tt =M ◦ St ◦ L =M ◦Π ◦ St ◦ L.
From Theorem 3.3 and Proposition 4.1 we have
TtTs =M ◦Π◦St◦L◦M ◦Π◦Ss◦L =M ◦Π◦St◦Π◦Ss◦L =M ◦Π◦St+s◦L = Tt+s.

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