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FUNCTION THEORY AND HOLOMORPHIC MAPS ON SYMMETRIC PRODUCTS
OF PLANAR DOMAINS
DEBRAJ CHAKRABARTI AND SUSHIL GORAI
Abstract. We show that the ∂-problem is globally regular on a domain in Cn, which is the n-fold
symmetric product of a smoothly bounded planar domain. Remmert-Stein type theorems are proved for
proper holomorphic maps between equidimensional symmetric products and proper holomorphic maps
from cartesian products to symmetric products. It is shown that proper holomorphic maps between
equidimensional symmetric products of smooth planar domains are smooth up to the boundary.
1. Introduction
1.1. Symmetric Products. Let n ≥ 2 be an integer. Given an object X , a basic construction in math-
ematics is to form its n-fold cartesian product Xn with itself, the set of ordered n-tuples (x1, x2, . . . , xn)
of elements xi ∈ X . One can equally consider the space X(n) of unordered n-tuples of elements of X ,
called the n-fold symmetric product of X . If σ is a bijection of the set In = {1, 2, . . . , n} with itself, the
tuples (x1, x2, . . . , xn) and (xσ(1), xσ(2), . . . , xσ(n)) are to be considered identical in X
(n). Unlike in the
case of the cartesian product, the smoothness of X is usually not inherited by X(n). For example, if X is
a complex manifold, the symmetric product X(n) is in general only a complex space, which locally looks
like a complex analytic set, possibly with singularities.
If U is a Riemann surface, then the symmetric product U (n) is a complex manifold of dimension n
in a natural way. In particular, if U is a domain in the complex plane, the symmetric product U (n)
is in fact biholomorphic to a domain ΣnU in Cn, which may be constructed in the following way. For
k ∈ In = {1, 2, . . . , n}, denote by πk the k-th elementary symmetric polynomial in n variables. Let
π : Cn → Cn be the polynomial map given by π = (π1, . . . , πn), referred to as the symmetrization map on
Cn. We then define ΣnU = π(Un), where Un ⊂ Cn is the n-fold cartesian product of the domain U . Then
ΣnU is biholomorphic to the n-fold symmetric product U (n) (see Section 2.1 below.)
In this paper, we study the domains ΣnU from the point of view of the classical theory of functions
and mappings of several complex variables. For any domain U ⊂ C, ΣnU is a pseudoconvex domain in
Cn. The main interest is therefore in the study of boundary properties of functions and mappings. The
boundary bΣnU of ΣnU is a singular hypersurface in Cn, with a Levi-flat smooth part. Even when U has
smooth boundary, the boundary bΣnU is not Lipschitz, a fact which was shown to us recently by  Lukasz
Kosin´ski in the case n = 2, and from which the general case follows. In spite of having such non-smooth
boundary, it turns out that the complex-analytic properties of ΣnU are in many ways similar to those of
the cartesian product Un.
1.2. Main Results. Recall that the ∂-problem on a domain consists of solving the equation ∂u = g, where
g is a given (p, q)-form with q > 0 such that ∂g = 0, and u is an unknown (p, q − 1)-form. Since ΣnU is
pseudoconvex, the ∂-problem always has a solution on it. We also have interior regularity: if the datum
g has coefficients which are C∞-smooth, there is a solution u which also has smooth coefficients (see e.g.
[28].) The interesting question regarding ΣnU is therefore that of boundary regularity of the ∂-problem.
Recall that on a domain Ω ⋐ Cn, the ∂-problem is said to be globally regular if for any ∂-closed form
g ∈ C∞p,q(Ω) with q > 0, there exists a form u ∈ C∞p,q−1(Ω) such that ∂u = g, where C∞p,q(Ω) denotes the
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space of forms of degree (p, q) with coefficients which are smooth up to the boundary. Our first result is
the following:
Theorem 1.1. If U ⋐ C is a domain with C∞-smooth boundary in the plane, the ∂-problem is globally
regular on ΣnU .
For smoothly bounded domains, a classical approach to the study of the regularity of the ∂-problem is
to reduce it to the study of the ∂-Neumann problem for the complex Laplace operator (see [38, 16, 26]
for details.) Indeed, from Kohn’s weighted theory of the ∂-Neumann operator (see [29]) it follows that
on a smoothly bounded pseudoconvex domain in Cn, the ∂-problem is globally regular. However, as we
show in Proposition 5.3 below, the domain ΣnU is not Lipschitz, even though U may have C∞ boundary.
Consequently many of the basic tools of the theory of the ∂-Neumann problem, including the crucial method
of “elliptic regularization”, do not apply to ΣnU . Furthermore, the presence of complex hypersurfaces in
the smooth part of bΣnU means that the ∂-Neumann operator on ΣnU is non-compact, and one would
even expect it to be highly non-regular (cf. [24].)
For non-smooth pseudoconvex domains, the global regularity of the ∂-problem is a subtle matter. It
is well-known that on the Hartogs Triangle, the non-Lipschitz domain in C2 given by {|z1| < |z2| < 1},
the ∂-problem is not globally regular (see [14, 13].) However the geometry of the Hartogs Triangle is
very different from that of symmetric products in that the Hartogs Triangle does not admit a basis of
Stein neighborhoods. The presence of a Stein neighborhood basis with appropriate geometric properties
(“s−H”-convexity in the terminology of [15]) is crucial in the proof of Theorem 1.1. Note that though the
∂-Neumann operator on ΣnU is non-compact, the ∂-problem is globally regular. The situation on ΣnU is
therefore analogous to that on cartesian products (see [12, 33].)
Next, we study proper holomorphic mappings of symmetric products. It is natural to study mappings
between symmetric and cartesian products. When U = V = D, the unit disc in the plane, this was done
by Edigarian and Zwonek in [22, 23], using the classical method of Remmert and Stein (see [37, 35].)
Generalizing this, we have the following:
Theorem 1.2. Let U1, . . . , Un be bounded domains in the complex plane and let G = U1×· · ·×Un be their
cartesian product. Let f : G → ΣnV be a proper holomorphic map. Then there are proper holomorphic
maps gj : Uj → V such that
f = π ◦ (g1 × · · · × gn),
where by definition, for z ∈ G, we have (g1 × · · · × gn)(z) = (g1(z1), . . . , gn(zn)).
This can compared with the fact that a proper holomorphic mapping between equidimensional cartesian
product domains splits as product of mappings in the factors (see [35, page 77].)
Theorem 1.2 leads to the classification of proper holomorphic maps between equidimensional symmetric
products: for any mapping ψ : U → V of planar domains, let Σnψ : ΣnU → ΣnV be the unique map such
that
(Σnψ)(π(z1, . . . , zn)) = π (ψ(z1), . . . , ψ(zn)) . (1.1)
(see Section 2.3 below.) We have the following:
Corollary 1.3. U, V be bounded planar domains, and let Φ : ΣnU → ΣnV be a proper holomorphic map.
Then there is a proper holomorphic ϕ : U → V such that Φ = Σnϕ.
Therefore, the study of boundary behavior of proper maps between equidimensional symmetric products
is reduced to the study of boundary behavior of maps of the form Σnψ as defined in (1.1). Study of regularity
of Σnψ is a major thrust of this paper. For k a non-negative integer or ∞, and a domain Ω ⊂ Cm, denote
by Ak(Ω) the space O(Ω)∩Ck(Ω) of holomorphic functions on Ω which are Ck-smooth up to the boundary.
A map is of class Ak(Ω) if each component is. We prove the following result:
Theorem 1.4. Let k be a non-negative integer or ∞, let U, V be bounded domains in C with rectifiable
boundaries, and let ϕ : U → V be a holomorphic map such that ϕ ∈ Akn(U). Then the induced map
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Σnϕ : ΣnU → ΣnV is in Ak(ΣnU). Further, if ϕ : U → V is a holomorphic map which is not of class
Akn(U), then the induced map is not of class Ak(ΣnU).
Note the loss of smoothness from kn times differentiability at the boundary to k times differentiability at
the boundary in going from ϕ to Σnϕ. This is not unexpected given the serious branching behavior of the
symmetrization map π : Cn → Cn. It would be interesting to obtain precise information on the smoothness
of the map Σnϕ when ϕ is of class Ar(U) where r is not an integer multiple of n, or for ϕ in Ho¨lder classes.
Combining Theorem 1.4 with classical results on boundary regularity of proper holomorphic maps in one
variable, we obtain information on the boundary regularity of proper maps between symmetric products,
e.g.,
Corollary 1.5. Let U, V ⋐ C be domains with C∞-smooth boundaries, and let Φ : ΣnU → ΣnV be a
proper holomorphic map. Then Φ extends as a C∞-smooth map from ΣnU to ΣnV .
1.3. General remarks. Topological symmetric products, under the name unordered configuration spaces
have been studied extensively. One usually restricts attention to the “unbranched part” of such a space,
i.e., one considers the quotient (Xn \∆)/Sn, where ∆ consists of those points (x1, . . . , xn) of Xn, where
at least two of the coordinates xi and xj are the same. The fundamental group of such spaces are an
important subject of study under the name “Braid Groups” (see [32].)
Complex symmetric products have many applications in the theory of complex spaces, their holomorphic
mappings and correspondences (see, e.g., [41, 6].) For a compact Riemann surface C, the points of ΣnC
are in bijection with the effective divisors on C of degree n, and the n-th Abel-Jacobi map maps ΣnC into
the Jacobian variety of C (birationally if n is equal to the genus of C, see [5, p. 18 ff.].)
Denoting by D the unit disc in the plane, the domain ΣnD (under the name symmetrized polydisc, or for
n = 2, symmetrized bidisc) has been studied extensively. It arises naturally in certain problems in control
theory and the related spectral Nevanlinna-Pick interpolation problem (see [1], and the subsequent work
deriving from it.) Subsequently, the domains ΣnD have been studied from the point of complex geometry
(see e.g. [2, 18, 19, 34, 22, 23, 3, 4] etc.) In view of Lempert’s theorem on the identity of the Carathe´odory
and Kobayashi metrics on convex domains, the most striking feature is the identity of these metrics on
Σ2D, though Σ2D cannot be exhausted by an increasing sequence of domains biholomorphic to convex
domains. This however seems to be a special property of the symmetrized bidisc.
Our work here considers symmetric products of general planar domains, with particular reference to
boundary regularity, and generalizes properties of symmetrized polydiscs.
The paper is organized as follows. In Section 2 below, we consider some general properties of symmetric
products as a preliminary to the proof of the results stated above. We prove a formula (see (2.6)) for
the induced map Σnϕ which plays a crucial role in the sequel, as well as study the branching behavior of
the symmetrization mapping π : Cn → Cn. Section 3 is devoted to obtaining some estimates in spaces
of holomorphic functions smooth up to the boundary on an integral operator J (see (3.1).) This operator
arises in the proof of Theorem 1.4, and through Theorem 1.4 in the proof of other results of this paper.
The estimates are then used in the following section to prove Theorem 1.4. In Section 5, Theorem 1.1 is
proved first for a model domain using a construction of a Stein neighborhood basis. Conformal mapping
and a pullback argument gives the general result. Similarly, a pullback method is used to show that the
boundary of a symmetric product is not Lipschitz. The last section is devoted to the proof of Theorem 1.2
and deducing Corollaries 1.3 and 1.5.
Starting with Section 3, we use the “Variable Constant” convention, so that C or Cj may denote different
constants at different appearances. The convention is standard with inequalities and estimates, but here
we use it in the context of equalities as well, for constants which depend only on the dimension and domain.
1.4. Acknowledgements. We would like to thank our colleagues at Bangalore for many interesting dis-
cussions. We would also like to thank W lodzimierz Zwonek and Armen Edigarian for helpful information
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below.) Debraj Chakrabarti would like to thank Diganta Borah for his invitation to visit IISER Pune, and
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2. Elementary properties of symmetric products
2.1. The symmetrization map. Let Sn denote the symmetric group of bijections of In = {1, . . . , n}.
Given any set X we can define an action of Sn on the n-fold cartesian product X
n by setting
σ(x1, . . . , xn) = (xσ(1), . . . , xσ(n)). (2.1)
Then the symmetric product X(n) may be identified with the quotient Xn/Sn consisting of orbits of this
action. It follows that in a category where quotients by finite groups exist, we can define symmetric
products. It is known that in the category of complex spaces (ringed spaces locally modelled on complex
analytic sets, see [27, 41]) such quotients by finite groups do indeed exist (see [11, 10].) Therefore the
symmetric product of a domain in Ck is in general a complex space with singularities. For a profound
study of symmetric products in the complex setting see [41], especially Appendix V.
If U is a domain in Ck clearly the symmetric product U (n) sits inside the symmetric product (Ck)(n)
as an open set. Therefore, to construct U (n), it suffices to construct the space (Ck)(n) as a complex space.
One way to do this ( [11, 10] or [41, Chaper 5, section 5]) is to consider (Ck)(n) as an affine algebraic
variety and imbed it in CN (for large N). Indeed, the coordinate ring of (Ck)(n) is nothing but the ring
of those polynomials in n variables on Ck which are left invariant by the action of Sn described in the
previous section. When k = 1, this ring is the ring of symmetric polynomials in n variables. It is well
known that this ring is freely generated by the elementary symmetric polynomials. We recall that the
elementary symmetric polynomials {πk}nk=1 can be characterized by the fact that
(t− z1)(t− z2) . . . (t− zn) = tn − π1(z)tn−1 + · · ·+ (−1)nπn(z), (2.2)
and are given explicitly by
πk(z1, . . . , zn) =
∑
J⊂In
|J|=k

∏
j∈J
zj

 = ∑
1≤j1≤···≤jk≤n
zj1 . . . zjk .
In particular, the symmetrization map π = (π1, . . . , πn) : C
n → Cn, gives a concrete realization of the
quotient map Cn → C(n) = Cn/Sn. We note a number of elementary properties of the map π:
(a) For s ∈ Cn, a point z = (z1, . . . , zn) ∈ Cn is in π−1(s), if and only if z1, . . . , zn are roots of the
polynomial q(s; t), where
q(s; t) = tn − s1tn−1 + · · ·+ (−1)nsn. (2.3)
This is an immediate consequence of (2.2).
(b) From the above, it follows that the map π is surjective, thanks to the fundamental theorem of algebra.
(c) We can define the biholomorphic map identifying Cn with C(n) in the following way. For an s ∈ Cn,
let (z1, . . . , zn) be the roots of the polynomial q of equation (2.3). Then the tuple (z1, . . . , zn) has no
natural order, and hence may be considered to be a point in the symmetric product C(n). This defines
a map ψ : Cn → C(n), s 7→ (z1, . . . , zn). This is easily seen to be a set-theoretic bijection, and using the
complex structure on C(n) one can show that this identification is biholomorphic (see [41] for details.)
Similarly, for any subset U of Cn, the set ΣnU can be identified with U (n).
(d) The map π is open, i.e., if ω ⊂ Cn is open, then so is π(ω). This is a consequence of the classical fact
that roots of a monic polynomial with complex coefficients depend continuously on the coefficients (cf.
[41, Appendix V (Sec. 4)])
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(e) By the previous part, if U ⊂ C is a domain in C, the set ΣnU = π(Un) is a domain in Cn. Furthermore,
ΣnU is pseudoconvex: if ψ is a subharmonic exhaustion function of the domain U (which always exists),
the function Φ given on ΣnU by Φ(s) =
n∑
j=1
ψ(zj), where (z1, . . . , zn) are the roots of q(s; t) = 0 is
well-defined and a plurisubharmonic exhaustion of ΣnU .
(f) The map π is proper, i.e., the inverse image of a compact set is compact under π. Indeed, if |s| < r,
and |t| > max(√nr, 1), we have
|q(s; t)| > |t|n −√n |s| |t|n−1 > 0.
Consequently, the inverse image π−1(B(0, r)) is contained in the ball B(0,max(
√
nr, 1)), and therefore
π is proper.
We note here that if k ≥ 2, n ≥ 2, the space (Ck)(n) is not a smooth complex manifold. For example,
the complex space (C2)(2) may be biholomorphcally identified with the singular complex hypersurface in
C5 with equation
4
(
z3z5 − z24
)
= z22z3 − 2z1z2z4 + z21z5.
For details see [36, pp. 78-79, especially equation 4.18].
2.2. The canonical stratification. By a partition of a set I, we mean a collection of subsets of I which
are pairwise disjoint and whose union is I. The length of a partition is simply the number of subsets of I
in the partition. For any positive integer m, let Im denote the m-element set {1, . . . ,m}. We denote by
Pnk the set of partitions of In of length k.
For each partition P = {P1, . . . , Pk} ∈ Pnk of In of length k, we define
S(P ) =
{
z ∈ Cn
∣∣∣∣ there are distinct points w1, . . . , wk ∈ C such thatfor each ℓ ∈ Ik, and for each i ∈ Pℓ, we have zi = wℓ
}
. (2.4)
If we also let
S(P ) =
{
z ∈ Cn
∣∣∣∣ there are points w1, . . . , wk ∈ C such that foreach ℓ ∈ Ik, and for each i ∈ Pℓ, we have zi = wℓ
}
,
(so that w1, . . . , wk are no longer assumed distinct) then clearly S(P ) is a linear subspace of C
n of dimension
k with linear coordinates (w1, . . . , wk). Then S(P ) is a dense open subset of this linear space, and the
complement S(P )\S(P ) is an analytic set defined by ∏
j<k
(wj −wk) = 0. Consequently S(P ) is a connected
complex manifold of dimension k (indeed a domain of dimension k.) We also define
Vk =
⋃
P∈Pn
k
S(P ),
where clearly the union is disjoint. Then Vk is precisely the set of points z ∈ Cn, whose coordinates
(z1, . . . , zn) take k distinct numbers as values. Note also that each S(P ) is open in Vk, and in fact is a
connected component of Vk. The following fact will be used later
Lemma 2.1. For each k ∈ In, the restriction π|Vk is a local biholomorphism.
Proof. Let z∗ ∈ Vk, and set s∗ = π(z∗). We need to find a neighborhood D of z∗ in Vk such that π|D
is a biholomorphism onto π(D). To define D, first note that there is a partition P ∈ Pnk such that z∗ is
in S(P ). Let w1, . . . , wk be the natural coordinates on S(P ) and suppose that the natural coordinates of
z∗ are (w∗1 , . . . , w
∗
k). Since the points w
∗
1 , . . . , w
∗
k are all distinct, we can find open discs D1, . . . , Dk in C,
centered at w∗1 , . . . , w
∗
k, such that their closures are pairwise disjoint. We define the open subset D of S(P )
by setting
D = {z ∈ S(P ) : for j ∈ Ik, we have wj ∈ Dj}.
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Then D is an open neighborhood of the point z∗ in S(P ). Let G ⊂ Cn be given by
G =

s ∈ Cn : no root of q(s; t) lies in
k⋃
j=1
bDj

 ,
where q is as in (2.3). Since the roots of a monic polynomial depend continuously on the coefficients, it
follows that the set G is open. For the partition P = {P1, . . . , Pk}, and j ∈ In, there is an µ(j) such that
j ∈ Pµ(j). For s ∈ G, define for each j ∈ In,
γj(s) =
1
2πi
∣∣Pµ(j)∣∣
∫
bDµ(j)
t · q
′(s; t)
q(s; t)
dt,
where q is as in (2.3) and q′(s; t) is the partial derivative
∂q
∂t
(s; t) = ntn−1 − (n− 1)s1tn−2 + · · ·+ (−1)n−1sn−1. (2.5)
By differentiating with respect to (s1, . . . , sn) under the integral sign, and noting that the integral on the
right hand side is well defined if s ∈ G, we see that the tuple γ = (γ1, . . . , γn) defines a holomorphic map
from G to Cn.
Note that π(D) ⊂ G. For s ∈ π(D), let z ∈ D ⊂ S(P ) be such that π(z) = s. For a given j ∈ In, the
integrand t · q
′(s; t)
q(s; t)
has a pole at t = zj of order
∣∣Pµ(j)∣∣ in the disc Dµ(j). Applying the residue formula we
see that γj(s) = zj , i.e., γ : π(D)→ D is the inverse of the map π : D → π(D). The result is proved. 
Corollary 2.2. The mapping π|V1 from V1 onto π(V1) is a biholomorphism.
Proof. Thanks to Lemma 2.1, we only need to show that the mapping π is injective on V1. The set V1
consists of points such that all the coordinates are equal. Denoting the natural coordinate on V1 as w, we
see that the image of the point (w, . . . , w) ∈ V1 is
(
nw,
n(n− 1)
2
w2, . . . , wn
)
, which immediately shows
that π is injective on V1. 
2.3. The induced map Σnϕ. Let ϕ : X → Y be a mapping of sets. Then we can naturally define a map
ϕn : Xn → Y n by setting
ϕn(x1, . . . , xn) = (ϕ(x1), . . . , ϕ(xn)).
The map ϕn is equivariant with respect to the action (2.1) of Sn, i.e. for each σ ∈ Sn, thought of as acting
on Xn or Y n, we have σ ◦ϕn = ϕn ◦ σ. Then clearly, ϕn maps the Sn-orbits of Xn to the Sn-orbits of Y n,
and consequently induces a map ϕ(n) : X(n) → Y (n), which we will call the n-fold symmetric power of the
map ϕ. It is clear that this construction is functorial, i.e., if ϕ : X → Y and ψ : Y → Z are given maps,
then (ψ ◦ϕ)(n) = ψ(n) ◦ϕ(n) as maps from X(n) to Z(n). When X and Y are subsets C, and the symmetric
products X(n) and Y (n) are identified with the sets ΣnX = π(Xn) ⊂ Cn and ΣnY = π(Y n) ⊂ Cn, we
denote the induced map ϕ(n) (identified with a map from ΣnX to ΣnY ) by Σnϕ. Consequently, Σnϕ
is characterized by the equation (1.1), i.e., (Σnϕ)(π(z)) = π(ϕn(z)), or equivalently by the commutative
diagram:
Xn
ϕn−−−−→ Y n
π
y πy
ΣnX
Σnϕ−−−−→ ΣnY
We first note the following:
Lemma 2.3. In the above diagram, Σnϕ is continuous if and only if ϕ is continuous.
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Proof. Assume that ϕ is continuous, and let ω be an open subset of ΣnY . We need to show that (Σnϕ)−1(ω)
is open in ΣnX . Let Ω be an open set in Cn such that ω = Ω ∩ ΣnX . Then
(Σnϕ)−1(ω) = (Σnϕ)−1(Ω) ∩ (Σnϕ)−1(Y )
= π
(
(ϕn ◦ π)−1(Ω)) ∩ΣnX.
Since ϕn ◦ π is continuous and π is open by (d) of Section 2.1, it follows that (Σnϕ)−1(ω) is open and
therefore Σnϕ is continuous.
Now suppose Σnϕ is continuous. Let ψ be its restriction to π(V1 ∩Xn). The image of ψ is contained in
π(V1 ∩ Y n). By Corollary 2.2 the map π induces a biholomorphism from V1 to π(V1), there we have
ϕn|V1∩Xn = π−1 ◦ ψ ◦ (π|V1∩Xn) ,
where π−1 is the biholomolomorphic inverse of π from π(V1) to V1. Since ψ is continuous, so is ϕ
n|V1∩Xn .
But this last map is given as (z, . . . , z) 7→ (ϕ(z), . . . , ϕ(z)) which is continuous if and only if ϕ is continuous.

Proposition 2.4. There is a polynomial automorphism P of Cn with the following property. If U ⊂ C is
a domain with smooth boundary, and ϕ : U → V is a holomorphic map into a bounded domain V ⊂ C,
then
Σnϕ = P ◦Ψ, (2.6)
where Ψ : ΣnU → Cn is the map whose m-th component function is given, for m ∈ In, by
Ψm(s) =
1
2πi
∫
bU
(ϕ(t))m
q′(s; t)
q(s; t)
dt, (2.7)
where s ∈ ΣnU , q(s; t) is as in (2.3) and q′(s; t) denotes the partial derivative ∂q
∂t
(s; t) given by (2.5).
Proof. Define the power-sum map τ : Cn → Cn, where for j ∈ In, the component τj is the j-th power-sum
polynomial:
τj(z) =
n∑
ℓ=1
(zℓ)
j .
We claim that there exists a polynomial automorphism P : Cn → Cn such that
π = P ◦ τ. (2.8)
It is known from classical algebra (cf. [31, pp. 312 ff.]) that the either of the collections {τj}nj=1 or
{πj}nj=1 freely generates the ring of symmetric polynomials in n variables. It follows that for j ∈ In,
there are polynomials Pj,Qj in n variables such that πj = Pj(τ1, . . . , τn) and τj = Qj(π1, . . . , πn). It
is possible to write down the polynomials Pj,Qj explicitly using the Newton identities for symmetric
polynomials (cf. [31, p. 323].) Define polynomial self-maps P and Q of Cn by setting P = (P1, . . . ,Pn)
and Q = (Q1, . . . ,Qn). Then (2.8) holds and P ◦Q is the identity on Cn, and therefore P is a polynomial
automorphism of Cn.
Recall that Vn ⊂ Cn is the set of points whose coordinates are n distinct complex numbers, and assume
that s is a point in π(Vn) ∩ ΣnU , i.e., the roots of q(s; t) = 0 are n distinct points z1, . . . , zn in U . Then
the integrand in (2.7) is a meromorphic function on U with simple poles at the points t = z1, . . . , t = zn.
We can evaluate the integral using the residue theorem, which leads to the representation
Ψm(s) =
n∑
j=1
(ϕ(zj))
m
= τm(ϕ(z1), . . . , ϕ(zn))
= τm(ϕ
n(z)),
so that we have
Ψ(s) = τ(ϕ(z1), . . . , ϕ(zn)) = τ(ϕ
n(z)).
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Therefore, with P as in (2.8) we have
P(Ψ(s)) = P(τ(ϕ(z1), . . . , ϕ(zn))
= π(ϕ(z1), . . . , ϕ(zn))
= (Σnϕ) (s),
where we have used the relation (1.1) defining Σnϕ. Therefore (2.6) is established if s ∈ π(Vn) ∩ΣnU . To
complete the proof we note that by Lemma 2.3, Σnϕ is a continuous mapping from ΣnU to ΣnV . We also
claim that the map Ψ : ΣnU → Cn is holomorphic. Indeed, for any j ∈ In, by differentiation under the
integral sign we have
∂
∂sj
Ψm(s) =
1
2πi
∫
bU
(ϕ(t))m
∂
∂sj
(
q′(s; t)
q(s; t)
)
dt = 0. (2.9)
Therefore, in the equation (2.6) we see that both sides extend continuously to the complement of Vn, and
the result follows. 
Corollary 2.5. Let ϕ : U → V be a mapping of planar domains. Then the induced map Σnϕ : ΣnU → ΣkV
is holomorphic if and only if ϕ is holomorphic.
Proof. First assume that ϕ is holomorphic. For smoothly bounded U it was proved in course of the proof of
Proposition 2.4 that Σnϕ is holomorphic. Otherwise, let {Uν}ν be a family of bounded domains with smooth
boundary such that Uν ⊂ Uν+1 and
⋃
Uν = U . Clearly Σ
n(ϕ|Uν ) = (Σnϕ)|ΣnUν , and by the previous
proposition, we can write Σn(ϕ|Uν ) = P ◦Ψ, with Ψ as defined by (2.7) with U replaced by Uν . Further,
by differentiation under the integral sign as in (2.9) we see that Ψ and therefore Σn(ϕ|Uν ) = (Σnϕ)|ΣnUν
is holomorphic. Since this is true for each ν the result follows.
If Σnϕ is holomorphic, so is its restriction to the one-dimensional complex submanifold π(V1) ∩ ΣnU .
But using the biholomorphism π|V1 , we see that this induces a holomorphic map from V1 ∩Un to V1 ∩V n.
Using the natural coordinate w on V1 we see that ϕ is itself holomorphic. 
3. A Cauchy-type integral
Let U be a bounded domain in the complex plane with rectifiable boundary, so that we have the Cauchy
theory at our disposal. For a positive integer m we consider the function Ju on ΣnU defined by
Ju(s) =
∫
bU
u(t)
q(s; t)m
dt (3.1)
where q is as in (2.3). (Of course J depends on m,n but for simplicity we suppress this from the notation.)
Clearly J is a linear operator from C(bU) to O(ΣnU), since the kernel q(s; t) is holomorphic in the parameter
s ∈ Un.
For a domain U ⊂ C with smooth boundary, and an integer k ≥ 0, let Ak(U) denote the space of
functions Ck(U) ∩ O(U), i.e. functions which are k times continuously differentiable on U which are
holomorphic in U . We note that Ak(U) is a closed subspace of the Banach space Ck(U), and therefore a
Banach space with the norm of Ck(U). Let A(ΣnU) denote the subspace of the space C(ΣnU) of continuous
functions on ΣnU which are holomorphic on ΣnU .
The following result will be used in the proof of Theorems 1.4 and 1.1.
Proposition 3.1. For m ≥ 1, the operator J is bounded from Amn−1(U) to A(ΣnU). If u is a holomorphic
function on U which is not in Amn−1(U), then Ju is not in A(ΣnU).
The proof will be in several steps. First, let Osym(Un) be the space of holomorphic functions on Un
which are symmetric in the variables (z1, . . . , zn). Define a linear operator from C(bU) to Osym(Un) by
setting
(Tnu)(z) =
∫
bU
u(t)
n∏
j=1
(t− zj)m
dt. (3.2)
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(Note that the subscript in Tn refers to the dimension of the product U
n.) The kernel function
n∏
j=1
(t−zj)−m
is holomorphic in the variable z ∈ Un and symmetric in the variables (z1, . . . , zn), so Tnu ∈ Osym(Un).
Let H∞sym(U
n) ⊂ Osym(Un) be the Banach space of bounded holomorphic functions on Un symmetric with
respect to the variables (z1, . . . , zn) with the supremum norm. We first prove the following:
Lemma 3.2. The operator Tn is bounded from Amn−1(U) to H∞sym(Un).
Proof. Since Tnu ∈ Osym(Un), we only need to show that Tnu is a bounded function. To do this, we use
the stratification described in Section 2.2. We first show that Tnu is bounded on V1 ∩ Un, and then show
inductively that if Tnu is bounded on
(∪kj=1Vj)∩Un, then it is also bounded on (∪k+1j=1Vj)∩Un. Applying
the induction step n times, we conclude that Tnu is bounded on U
n.
Recall that we use C or Cj to denote a constant which depends on the integers m,n and the domain U ,
but not on the function u. The actual value of C or Cj at various occurrences may be different.
For the base step, let z ∈ V1 ∩ Un. Therefore, there exists w ∈ U such that z1 = · · · = zn = w. Hence,
we get from (3.2) that
Tnu(z) =
∫
bU
u(t)
(t− w)nm dt.
By the Cauchy integral formula, we obtain that
Tnu(z) = C
(
d
dt
)mn−1
(u(t))
∣∣∣∣∣
t=w
= C u(mn−1)(w).
Since u ∈ Cmn−1(U), the function u(mn−1) is bounded on U . Hence, Tnu is bounded on V1 ∩ Un.
We now use induction for the proof. Assume that Tnu is bounded on
(∪kj=1Vj) ∩ Un, and we want to
show that it is bounded on
(∪k+1j=1Vj) ∩ Un. Let M be the supremum of |Tnu| on (∪kj=1Vj) ∩ Un. Since
Tnu is continuous, it follows that there is a neighborhood Wk of
(∪kj=1Vj) ∩ Un such that
|Tnu(z)| ≤ 2M for all z ∈Wk.
Therefore, to complete the induction step, it is enough to show that Tnu is bounded on Vk+1 \Wk.
Let z ∈ Vk+1 ∩ Un. Then there exists a partition Q ∈ Pnk+1 of In such that z ∈ S(Q) ∩ Un, where
Q = {Q1, . . . , Qk+1} and S(Q) is as defined in (2.4). We write v1, . . . , vk+1 as the distinct coordinates
corresponding to Q1, . . . , Qk+1 in the partition Q, respectively. Therefore, again, from (3.2), we get that
Tnu(z) =
∫
bU
u(t)
k+1∏
l=1
(t− vl)|Ql|m
dt.
Since the integrand is a meromorphic function on U extending smoothly to bU , we can use the residue
formula to compute its contour integral:
Tnu(z) =
k+1∑
j=1
Cj res
t=vj
h(t),
where
h(t) =
u(t)
k+1∏
l=1
(t− vl)|Ql|m
.
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Using a classical formula (cf. [25, Proposition 4.5.6]) to compute the residue at the pole vj of multiplicity
|Qj |m, we have
res
t=vj
h(t) = (|Qj|m− 1)!
(
d
dt
)|Qj |m−1 (
(t− vj)|Qj |m · h(t)
)∣∣∣∣∣
t=vj
= (|Qj|m− 1)!
(
d
dt
)|Qj |m−1 u(t)∏
l∈Ik+1\{j}
(t− vl)|Ql|m


∣∣∣∣∣∣∣
t=vj
.
Therefore,
Tnu(z) =
k+1∑
j=1
Cj
(
∂
∂vj
)|Qj |m−1 u(vj)∏
l∈Ik+1\{j}
(vj − vl)|Ql|m

 ,
where the terms on the right hand side are evaluated formally. Hence, we obtain
|Tnu(z)| ≤ C ‖u‖Cmn−1(U) ·
k+1∑
j=1
∏
l∈Ik+1\{j}
|vj − vl|−(|Ql|+|Qj |)m+1 . (3.3)
If z ∈ (S(Q) ∩ Un) \Wk, then zi = vl for all i ∈ Ql, l = 1, . . . , k + 1. Fix an r, 1 ≤ r ≤ k + 1. We now
claim that there exists ǫ > 0 such that
|vr − vl| ≥ ǫ for all l = 1, . . . , k + 1, l 6= r.
Suppose no such ǫ exists. Then there exists p with 1 ≤ p ≤ k + 1, p 6= r, such that for every ǫ > 0, there
exist z ∈ (S(Q) ∩ Un) \Wk such that
|vr − vp| < ǫ.
Using the Bolzano-Weirstrass theorem, we obtain a z∗ ∈ (S(Q)∩Un) \Wk such that for the corresponding
v∗j , we have v
∗
p = v
∗
r , which means that z
∗ ∈ S(Q∗), where Q∗ is a partition of length k or less. But this
contradicts the fact that z∗ is a limit point of a set bounded away from
⋃k
j=1 Vj . Therefore, there exists
ǫ > 0 such that |vr − vl| ≥ ǫ for all l = 1, . . . , k + 1, l 6= r. Hence, we get from (3.3) that
|Tnu(z)| ≤ C ‖u‖Cmn−1(U) ǫ−N , for all z ∈ (Vk+1 ∩ Un) \Wk,
where N > 0 is an integer.
Since we already know that Tnu is bounded on Wk, we conclude that Tnu is bounded on Vk+1. Hence,
the induction step is complete. Therefore, proceeding finitely many steps, we get that Tnu is a bounded
function on Un. Hence, Tnu ∈ H∞sym(U) for all u ∈ Amn−1(U).
We therefore have shown that Tn is algebraically a linear map from Amn−1(U) to H∞sym(Un). To show
that Tn is a bounded operator from Amn−1(U) to H∞sym(Un), by the closed graph theorem, it suffices to
show that Tn is a closed operator. Let {uν} ⊂ Amn−1(U) be a sequence such that {uν} converges to u
in Amn−1(U) and Tnuν converges to v in H∞sym(U) as ν → ∞. We want to show that v = Tnu. Suppose
that the smooth boundary bU is the union of M smooth closed curves, and let them be parametrized as
γk : [0, 1]→ C, where k ∈ IM , and each γk is smooth. From (3.2), we have for each z ∈ Un:
Tnuν(z) =
∫
bU
uν(t)
n∏
j=1
(t− zj)m
dt
=
M∑
k=1
∫ 1
0
uν(γk(τ))γ
′
k(τ)
n∏
j=1
(γk(τ) − zj)m
dτ.
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Since {uν} converges to u in Amn−1(U), a fortiori, the sequence {uν} converges uniformly to u on bU , so
the integrand in the k-th integral converges uniformly to
τ 7→ u(γk(τ))γ
′
k(τ)
n∏
j=1
(γk(τ) − zj)m
.
Therefore, taking the limit under the integral signs, we conclude that for z ∈ Un,
v(z) = lim
ν→∞
Tnuν(z) =
∫
bU
u(t)∏n
j=1(t− zj)m
dt = Tnu(z),
which completes the proof. 
Lemma 3.2 allows us to conclude a weak version of Proposition 3.1:
Corollary 3.3. The operator J is bounded from Amn−1(U) to H∞(ΣnU).
Proof. Let π∗ : H∞(ΣnU)→ H∞sym(Un) be defined as π∗(u) = u ◦ π. Then it is not difficult to see that π∗
is an isometric isomorphism of Banach spaces. But it is clear that Tn = π
∗ ◦ J. The result follows. 
Let LipO(Σ
nU) denote the space of Lipschitz holomorphic functions on ΣnU . Recall that this is a
Banach space with the norm
‖u‖LipO = ‖u‖sup + sup
s,s′∈ΣnU
|u(s)− u(s′)|
|s− s′| .
Clearly, LipO(Σ
nU) ⊂ A(ΣnU) with continuous inclusion. We can now prove the following:
Lemma 3.4. The operator J is bounded from A2mn−1(U) to LipO(ΣnU).
Proof. We have, for u ∈ A2mn−1(U) :
Ju(s)− Ju(s′) =
∫
bU
u(t)
(
1
q(s; t)m
− 1
q(s′; t)m
)
dt
=
∫
bU
u(t)
q(s′; t)m − q(s; t)m
q(s; t)mq(s′; t)m
dt. (3.4)
Factorizing the numerator of the integrand in (3.4), we have
q(s; t)m − q(s′; t)m = (q(s′; t)− q(s; t)) ·
m−1∑
k=1
q(s; t)kq(s′; t)m−1−k
=

 n∑
j=1
(−1)j(sj − s′j)tn−j

 ·

n(m−1)∑
ℓ=0
Pℓ(s, s
′)tℓ


=
n∑
j=1
n(m−1)∑
ℓ=0
(−1)j(sj − s′j)Pℓ(s, s′)tℓ+n−j , (3.5)
where in the second line, we have used the expression of q(s, t) and q(s′; t) in the first factor, and rearranged
the second factor in descending powers of t, so that Pℓ, ℓ = 0, . . . , n(m− 1), are polynomials on Cn × Cn.
Hence, in view of (3.5), (3.4) reduces to
Ju(s)− Ju(s′) =
∫
bU
u(t)
∑n
j=1
∑n(m−1)
ℓ=0 (−1)j(sj − s′j)Pℓ(s, s′)tℓ+n−j
q(s; t)mq(s′; t)m
dt
=
n∑
j=1
(−1)j(sj − s′j)

n(m−1)∑
ℓ=0
Pℓ(s, s
′)
∫
bU
tℓ+n−ju(t)
q(s; t)mq(s′; t)m
dt

 . (3.6)
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We now claim that for each j with 1 ≤ j ≤ n and each ℓ with 0 ≤ ℓ ≤ n(m−1), the functions on ΣnU×ΣnU
defined by
Hj,ℓ(s, s
′) =
∫
bU
tℓ+n−ju(t)
q(s; t)mq(s′; t)m
dt
(the integrals in (3.6)) are bounded. To estimate Hj,ℓ, we consider the surjective map Π from U
2n to
ΣnU ×ΣnU given by (z, z′) 7→ (π(z), π(z′)), where z = (z1, . . . , zn) and z′ = (zn+1, . . . , z2n), where zj ∈ U
for j = 1, . . . , 2n. To show that Hj,ℓ is bounded on Σ
nU × ΣnU , it is sufficient to show that Hj,ℓ ◦ Π is
bounded on U2n. But for (z, z′) ∈ U2n we have
Hj,ℓ ◦Π(z, z′) =
∫
bU
tℓ+n−ju(t)
(q(π(z); t)q(π(z′); t))m
dt
=
∫
bU
tℓ+n−ju(t)∏2n
i=1(t− zi)m
dt
= T2n
(
tℓ+n−ju
)
By Lemma 3.2 the operator T2n is bounded from A2mn−1(U) to H∞sym(U2n). We therefore have
‖Hj,ℓ ◦Π‖sup ≤ C
∥∥tℓ+n−ju∥∥
C2mn−1(U)
≤ C ‖u‖C2mn−1(U) .
Since the polynomial Pℓ is bounded on Σ
nU × ΣnU , from (3.6) we get the estimate
|Ju(s)− Ju(s′)| ≤ C ‖u‖C2mn−1(U) |s− s′| ,
which shows that Ju is Lipschitz on ΣnU . And we also have
‖Ju‖LipO(ΣnU) = ‖Ju‖C(U) + sup
s,s′∈ΣnU
|Ju(s)− Ju(s′)|
|s− s′| .
≤ C ‖u‖Cmn−1(U) + C ‖u‖C2mn−1(U)
≤ C ‖u‖C2mn−1(U) ,
which shows that the map J is bounded from C2mn−1(U) to LipO(ΣnU). 
We can now complete the proof of Proposition 3.1:
Proof of Proposition 3.1. Since A(ΣnU) is a closed subspace of the Banach space H∞(ΣnU), it is sufficient
to show that for each u ∈ Amn−1(U), we have Ju ∈ A(ΣnU). Let O(U) denote the space of those functions
f ∈ O(U) such that there is an open neighborhood Uf ⊃ U to which f extends holomorphically. It is a
classical fact that for each k ≥ 0, the space O(U) is dense in Ak(U). For k = 0, this is a famous theorem of
Mergelyan, and the general case may be easily reduced to the case k = 0. Therefore we can find a sequence
{uν} in O(U ) such that uν → u in the topology of Amn−1(U) as ν → ∞. But for each uν , we have
Juν ∈ LipO(ΣnU) by Lemma 3.4. In particular, Juν ∈ A(ΣnU) . By continuity of J, we have Juν → Ju in
the supremum norm in H∞(ΣnU). Since A(ΣnU) is closed in H∞(ΣnU), it follows that Ju ∈ A(ΣnU).
Now let u ∈ O(U), be such that u 6∈ Amn−1(U). By Corollary 2.2, the map π is a biholomorphism when
restricted to the complex line V1 = {wv|w ∈ C}, where v = (1, . . . , 1). As in the proof of Lemma 3.2, for
w ∈ U , we can compute the value of the function Ju(s) at the point s = π(wv) on π(V1) using the Cauchy
integral formula:
Ju(s) =
∫
bU
u(t)
(t− w)mn dt
= Cu(mn−1)(w).
Since u(mn−1) does not extend continuously to U , it follows that J(u) does not extend continuously to
π(V1) ∩ ΣnU . It follows that Ju 6∈ A(ΣnU). 
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4. Proof of Theorem 1.4
When k = 0, applying Lemma 2.3 to the continuous map ϕ : U → V , we see that Σnϕ is continuous
from ΣnU to ΣnV . Further by Corollary 2.5, the map Σnϕ is holomorphic from ΣnU to ΣnV , which proves
Theorem 1.4 when k = 0.
Therefore, we may assume k ≥ 1. In view of (2.6), the regularity of the map Σnϕ is same as that of the
mapping Ψ. We therefore want to compute the first k derivatives of the function Ψm and show that they
extend continuously to the boundary of ΣnU . In view of the representation (2.7) of the components Ψm
of Ψ, the conclusion of Theorem 1.4 follows from the following lemma:
Lemma 4.1. For k ≥ 1, and a function g ∈ A1(U), let the function G be defined by
G(s) =
∫
bU
g(t)
q′(s; t)
q(s; t)
dt, (4.1)
then G ∈ Ak(ΣnU) if and only if g ∈ Akn(U).
Proof. By the Whitney extension theorem it is sufficient to show that for each multi-index α, with |α| ≤ k,
the derivative ∂αG(s) is in A(ΣnU). Again, in this proof we let C denote a constant which only depends
on the multi-index α. The value of C in different occurrences may be different. If α = (α1, . . . , αn) is a
multi-index, denote by ∂α the complex partial derivative(
∂
∂s1
)α1 ( ∂
∂s2
)α2
. . .
(
∂
∂sn
)αn
,
acting on holomorphic functions of n complex variables (s1, . . . , sn). We now compute ∂
αG. If t ∈ bU , the
function
q′(s; t)
q(s; t)
is holomorphic in s ∈ ΣnU . Hence, for 1 ≤ j ≤ n, we can differentiate (4.1) with respect
to sj under the integral sign to get:
∂
∂sj
G(s1, . . . , sn) =
∫
bU
g(t)
∂
∂sj
(
q′(s; t)
q(s; t)
)
dt.
After choosing a locally defined branch of the logarithm of q, we have
∂
∂sj
(
q′(s; t)
q(s; t)
)
=
∂
∂sj
(
∂
∂t
log q(s; t)
)
=
∂
∂t
(
∂
∂sj
log q(s; t)
)
=
∂
∂t
(
qj(s; t)
q(s; t)
)
, (4.2)
where
qj(s; t) =
∂q(s; t)
∂sj
= (−1)jtn−j , (4.3)
since q(s; t) = tn− s1tn−1+ · · ·+(−1)nsn. Since the first and last expressions in (4.2) are globally defined
rational functions, they are equal for all s ∈ ΣnU and all t ∈ U . Therefore,
∂
∂sj
G(s1, . . . , sn) =
∫
bU
g(t)
∂
∂t
(
qj(s; t)
q(s; t)
)
dt
=
∫
bU
{
∂
∂t
(
g(t)
qj(s; t)
q(s; t)
)
− g′(t)qj(s; t)
q(s; t)
}
dt
= −
∫
bU
g′(t)
qj(s; t)
q(s; t)
dt
= (−1)n−j+1
∫
bU
tn−jg′(t)
q(s; t)
dt (4.4)
since the integral of the first term in the second line vanishes. By repeated differentiation, and using (4.3)
we have for each non-zero multi-index β = (β1, . . . , βn) that
∂β
(
1
q(s; t)
)
= Cβ · t
∑n
k=1(n−k)βk
q(s; t)|β|+1
,
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where Cβ is a constant which depends only on the multi-index β.
For a multi-index α 6= 0, there exists j with 1 ≤ j ≤ n, such that αj > 0. Let β = α − ej , where ej
is a unit multi-index with 1 in the j-th position and 0 everywhere else. Again, differentiating under the
integral sign in the equation (4.4), we have:
∂αG(s) = (−1)n−j+1
∫
bU
tn−jg′(t) · ∂β
(
1
q(s; t)
)
dt
= (−1)n−j+1 · Cβ
∫
bU
tn−j+
∑n
k=1(n−k)βkg′(t) · 1
q(s; t)|β|+1
dt
= C
∫
bU
g′(t)
tγ
q(s; t)|α|
dt, (4.5)
where C is a constant depending on the multi-index α alone and γ is given by
γ =
n∑
ℓ=1
(n− ℓ)αℓ. (4.6)
Then, in the notation of Proposition 3.1, we can write, with m = |α|, that:
∂αG(s) = J(tγg′).
It now follows from Proposition 3.1 that ∂αG ∈ A(ΣnU) for |α| ≤ k if and only if tγg′ is of class Akn−1(U).
Applying the Whitney Extension theorem, this is equivalent to G being of class Ak(U), and note that this
also holds if k =∞. 
5. Proof of Theorem 1.1
In the proof of Theorem 1.1 we use the following result [20, 15], which can be proved either by L2
methods, or by integral representations.
Result 5.1 (Dufresnoy [20]; also see [15]). Let Γ be a compact set in Cn, and suppose that there is a family
of open pseudoconvex neighborhoods {Ων}∞ν=1 of Γ such that
(1) There is a θ > 0 such that for 0 < ǫ < 12 , there is a ν such that
Γ(ǫθ) ⊂ Ων ⊂ Γ(ǫ)
where Γ(δ) denotes the δ-neighborhood
Γ(δ) = {z ∈ Cn | dist(z,Γ) < δ}.
(2) For each µ there is a ν0 such that if ν > ν0, the set Ων is holomorphically convex in Ωµ.
Then given a form g ∈ C∞p,q(Γ) with ∂g = 0, there is a u ∈ C∞p,q−1(Γ) such that ∂u = g.
Note that by condition (2), it follows that we have
∞⋂
ν=1
Ων = Γ.
By definition, a C∞-function on the set Γ is a function admitting a C∞ extension to a neighborhood.
5.1. Model case. Let D(z, r) denote the open disc in the plane with centre at z ∈ C and radius r > 0,
and let D = D(0, 1) be the open unit disc. A domain V in the plane is said to be a domain with circular
boundary if there is a nonnegative integer M such that V can be represented as
V = D \

 M⋃
j=1
D(zj , rj)

 , (5.1)
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where the M closed discs {D(zj , rj)}Mj=1 are pairwise disjoint and are all contained in the open unit disc
D. The domain V is a semi-algebraic subset of C = R2 (see [9, Chapter 2] for more information on semi-
algebraic subsets of Rn, which formally correspond to affine algebraic varieties in Cn.) “Semi-algebraic”
means that the set V is defined in R2 by a finite system of polynomial equations and inequalities. Setting
zj = xj + iyj, it is easy to write down the M + 1 polynomial inequalities that define V : the inequality
x2 + y2 < 1 along with the M inequalities (x− xj)2 + (y − yj)2 > r2j , where j ∈ IM . A mapping between
semi-algebraic sets is said to be semi-algebraic if its graph is semi-algebraic. We will need the following
facts (see [9]):
(a) The class of semialgebraic subsets is closed under various natural operations. Interiors, closures,
projections of semi-algebraic sets are semi-algebraic. The image of a semi-algebraic subset under a
semi-algebraic mapping is semi-algebraic. In particular, if V is any semi-algebraic subset of C = R2,
we see that the symmetric product ΣnV ⊂ Cn = R2n is semi-algebraic for each n. This follows
since V n is clearly semi-algebraic, and the mapping π : R2n → R2n is polynomial, and in particular
semi-algebraic, so ΣnV = π(V n) is semi-algebraic. Similarly, ΣnV = Σn(V ) = π(V
n
) is semi-algebraic.
(b) A semi-algebraic function is defined to be a real valued semi-algebraic mapping. The semi-algebraic
functions on a semi-algebraic set are closed under the standard operations of taking sums, products,
negatives etc, as well as under taking maxima or minima of finitely many such functions.
(c) If A is a non-empty semi-algebraic subset of RN then x 7→ dist(x,A) is a continuous semi-algebraic
function on Rn, which vanishes precisely on the closure of A.
(d) ( Lojasiewicz inequality.) Let B be a compact semi-algebraic subset of RN and let f, g : B → R be two
continuous semi-algebraic functions such that f−1(0) ⊂ g−1(0). Then there is an integer P > 0 and a
constant C ∈ R such that |g|P ≤ C |f | on B.
We can now prove a special case of Theorem 1.1:
Proposition 5.2. If V is a domain with circular boundary, then on ΣnV the ∂-problem is globally regular.
Proof. We will verify that Γ = ΣnV satisfies the hypotheses of Result 5.1 quoted at the beginning of this
section.
Representing V as in (5.1), consider the function ψ defined in a neighborhood of V by setting
ψ(z) = max
(
|z| , max
j=1,...,M
rj
|z − zj |
)
− 1 (5.2)
Observe that ψ < 0 is precisely the set V , and in a neighborhood of V the function ψ is continuous,
subharmonic and semi-algebraic. Define Vν =
{
z ∈ C : ψ(z) < 1
ν
}
, and set Ων = Σ
n (Vν) = π ((Vν)
n) ,
so that {Ων} is a system of pseudoconvex neighborhoods of Γ. We need to verify the two conditions of
Result 5.1.
Define real valued functions f, g as follows. Let s be in a neighborhood of Γ, and let z1, . . . , zn be the
roots of the equation q(s; t) = 0, with q as in (2.3), so that π(z1, . . . , zn) = s. Define f(s) = max
j∈In
ψ(zj , V ). It
is straightforward to verify that this is a well-defined continuous semi-algebraic plurisubharmonic function
on a neighborhood B of ΣnV . After shrinking, the neighborhood B is compact and semi-algebraic. We let
g be the function on B given by g(s) = dist(s,ΣnV ), where on the right hand side the distance in Cn is
meant. Observe that f−1(0) = g−1(0) = ΣnV , the level set {s ∈ B : f(s) < 1
ν
} is precisely the set Ων and
the level set {s ∈ B : g(s) < ǫ} is the ǫ-neighborhood Γ(ǫ) of Γ = ΣnV .
Therefore, applying the  Lojasiewicz inequality twice we see that for s ∈ B, we have
C1f(s)
N1 ≤ g(s) ≤ C2f(s)
1
N2 , (5.3)
where N1, N2 are positive integers and C1, C2 are positive constants. Given small ǫ > 0, choose the integer
ν so that
1
2
(
ǫ
C2
)N2
<
1
ν
<
(
ǫ
C2
)N2
.
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Such ν exists for small ǫ. Also, let θ be so large that for all small enough η, we have
1
C
1
N1
1
η
θ
N1 <
1
2CN22
ηN2 .
Let s ∈ Ων so that f(s) < 1ν . Then we have by the right half of (5.3):
g(s) < C2f(s)
1
N2 < ǫ.
Also if s ∈ Γ(ǫθ), i.e., g(s) < ǫθ, we have f(s) < 1
ν
, so that Γ(ǫθ) ⊂ Ων ⊂ Γ(ǫ). This verifies the first
condition.
Let ν > µ. Note that the domain Ωµ is identical to {f < 1µ} and the subdomain Ων is similarly given
by {f < 1
ν
}. Since f is plurisubharmonic, it follows that the plurisubharmonic hull of Ων in Ωµ is itself,
i.e., Ων is plurisubharmonically convex in Ωµ. Since Ωµ is pseudoconvex, the notions of plurisubharmonic
convexity and holomorphic convexity coincide on Ωµ (see [28, Theorem 4.3.4].) This establishes the second
condition of Result 5.1, and therefore the the proposition. 
Remarks: (1) In fact the closed symmetrized polydisc ΣnD is polynomially convex in Cn (see [39, The-
orem 1.6.24].)
(2) The method of Proposition 5.2 may also be used to show that the ∂-problem is globally regular on
ΣnV , when V is a subanalytic domain in C (For definition and basic properties of subanalytic sets, see [8].)
We need to replace the subharmonic function ψ of (5.2) by the function ψ˜(z) = dist(z, V ), where the usual
distance in C is meant. The function ψ˜ is not subharmonic in general, but if we define f as in the proof
above setting f(s) = maxj∈In ψ˜(zj , V ), it is not difficult to see that the sublevel sets are still pseudoconvex,
and an argument parallel to the one given above, using a subanalytic version of the  Lojasiewicz inequality
completes the proof.
5.2. Proof of Theorem 1.1. For q ≥ 1, let f ∈ C∞p,q(ΣnU) be a (p, q)-form with ∂f = 0. We need to
show that the ∂-problem
∂u = f such that u ∈ C∞p,q−1(ΣnU) (5.4)
has a solution u smooth up to the boundary. By well-known classical results in complex analysis of one
variable (cf. [17, Theorem 7.9] and [40, Theorem IX.35, p. 424]), since U ⋐ C with C∞-smooth boundary,
there exists a biholomorphic map ϕ from a domain V with circular boundary to U which extends to a
C∞ diffeomorphism from V to U . From Theorem 1.4, it follows that Σnϕ : ΣnV → ΣnU extends as
a C∞ map up to ΣnV . Since ϕ is a biholomorphism, the same argument applied to ϕ−1 shows that
Σnϕ−1 : ΣnU → ΣnV is holomorphic map that extends smoothly from ΣnU to ΣnV . We observe that
(Σnϕ)−1 = Σnϕ−1 on ΣnU , so that Σnϕ is a biholomorphism.
The pull back (Σnϕ)∗f of f by Σnϕ, is therefore a form in C∞p,q(ΣnV ). Denoting g = (Σnϕ)∗f , and noting
that ∂g = ∂(Σnϕ)∗f = (Σnϕ)∗(∂f) = 0, we consider the ∂-problem ∂v = g on ΣnV . By Proposition 5.2
we obtain that the ∂-problem is globally regular on ΣnV , and therefore, there exists a v ∈ C∞p,q−1(ΣnV )
such that ∂v = g. We now let u = (Σnϕ−1)∗v. This is a solution of (5.4) that is in C∞p,q−1(ΣnU). This
completes the proof of Theorem 1.1.
5.3. Non-Lipschitz nature of the boundary of a symmetric product. As a consequence of Theo-
rem 1.4, and the use of the model (5.1) we can show that the boundary of ΣnU is not Lipschitz:
Proposition 5.3. Let U ⋐ C be a domain with C∞ boundary. For n ≥ 2, the symmetric product ΣnU
does not have Lipschitz boundary.
We begin with a special case of this proposition, which was shown to us by by  Lukasz Kosin´ski:
Lemma 5.4 ([30]). Proposition 5.3 holds for Σ2D. In fact near the point (2, 1) ∈ bΣ2D the boundary fails
to be Lipschitz.
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Proof. It is well-known (see [4]) that we can represent the domain Σ2D as{
(s1, s2) ∈ C2 : |s1 − s1s2|+ |s2|2 < 1
}
. (5.5)
We will show that there is no four dimensional cone with vertex at (2, 1) ∈ bΣ2D inside the symmetrized
bidisc. Let ℓ be a parametrized line segment contained in the domain Σ2D passing through the point (2, 1),
given by ℓ(t) = (2− bt, 1− at), where t ∈ (0, r), r > 0, and a, b ∈ C. In view of (5.5), we get that∣∣2− bt− (2 − bt)(1 − at)∣∣+ |1− at|2 < 1.
Computing the above expression we have∣∣−2it Im b+ 2at− abt2∣∣− 2tRe a+ |a|2 t2 < 0.
Dividing the above expression by t and then taking limit as t → 0+ we get |a− i Im b| ≤ Re a, which is
possible only when Im a = Im b. This forces any cone inside Σ2D with vertex at (2, 1) to be at most of
dimension three, and consequently, the domain cannot be Lipschitz near (2, 1). 
Now let V be a domain with circular boundary, represented as in (5.1). We can strengthen the above
lemma in the following way:
Lemma 5.5. For n ≥ 2, the domain ΣnV is not Lipschitz.
Proof. Consider the polynomial map Φ from C2 × Cn−2 to Cn given in the following way. For s ∈ C2, let
(z1, z2) ∈ C2 be such that π2(z1, z2) = s, where π2 : C2 → C2 is the symmetrization map. Similarly for
σ ∈ Cn−2, let (z3, . . . , zn) ∈ Cn−2 be such that πn−2(z3, . . . , zn) = σ, where again πn−2 : Cn−2 → Cn−2
is the symmetrization map on Cn−2. We define Φ(s, σ) = πn(z1, . . . , zn), where π
n is the symmetrization
map on Cn. A calculation shows that if we set σ0 = 1, and σ−1 = σn−1 = σn = 0, the components of the
map Φ = (Φ1, . . . ,Φn) are given by
Φk(s, σ) = s2σk−2 + s1σk−1 + σk.
Taking derivatives, we see that the Jacobian matrix of Φ is given by the n× n matrix
Φ′(s, σ) =


σ0 σ−1 1 0 . . . . . . 0
σ1 σ0 s1 1 . . . . . . 0
σ2 σ1 s2 s1 1 . . . 0
...
...
...
...
...
...
...
σn−3 σn−2 0 . . . s2 s1 1
σn−2 σn−3 0 . . . . . . s2 s1
σn−1 σn−2 0 0 . . . 0 s2


Without loss of generality, we can assume that 0 ∈ V . If this is not already the case, we can apply a
holomorphic automorphism of the unit disc mapping some point p ∈ V to 0, and replace V by the image
under this automorphism which is still a domain with circular boundary.
Note that then the origin of Cn−2 is an interior point of the domain Σn−2V . It is clear that Φ(Σ2V ×
Σn−2V ) = ΣnV .
Let P = (2, 1)×0 ∈ C2×Cn−2 . Since (2, 1) ∈ bΣ2V and 0 ∈ Σn−2V , it is clear that P ∈ b(Σ2V×Σn−2V ),
and therefore Φ(P ) ∈ bΣnV . By the previous lemma, P is a non-Lipschitz point of the boundary of
Σ2V × Σn−2V . Therefore, it suffices to show that at the point P the map Φ is a local biholomorphism.
Noting that we have σ0 = 1, and σ−1 = σn−1 = σn = 0, and substituting the coordinates of P as
σ = (σ1, . . . , σn−2) = 0, and (s1, s2) = (2, 1), we see that Φ
′(P ) = Φ′((2, 1), 0) is an upper triangular
matrix with main diagonal (1, 1, 1, . . . , 1). Therefore we have that detΦ′(P ) = 1, and therefore Φ is a local
biholomorphism in a neighborhood of P . 
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Proof of Proposition 5.3. We proceed as in the proof of Theorem 1.1. Let V be a domain with circular
boundary such that there is a biholomorphic map ϕ : V → U which extends as a C∞ diffeomorphism
from V to U . Then by Theorem 1.4, we have an induced diffeomorphism Σnϕ : ΣnV → ΣnU , which
is biholomorphic in the interior. Consequently we obtain that the boundary of ΣnU is diffeomorphic to
the boundary of ΣnV , and the result follows since the boundary of ΣnV is not Lipschitz by the previous
lemma. 
6. Proof of Theorem 1.2
We begin with the following lemma:
Lemma 6.1. Let m ≥ 1 and let Ω ⊂ Cm and V ⊂ C be domains, and let ϕ : Ω → Cn be a holomorphic
mapping whose image lies in b(ΣnV ). Then there is a point c ∈ bV such that for all z ∈ Ω we have
q(ϕ(z); c) = 0, where q is as in (2.3).
Proof. We use the notation of Section 2.2. Since Cn is the disjoint union of the sets π(Vk), where k ∈ In,
it follows that at least one of the sets ϕ−1(π(Vk)) ⊂ Ω has an interior. Therefore there is a k ∈ In and
a p in Ω such that there is a neighborhood of p which is mapped by ϕ into π(Vk). Since π is a local
biholomorphism from Vk onto π(Vk), we see that there is a holomorphic map ψ from a neighborhood of
ϕ(p) in π(Vk) to Vk such that π ◦ ψ is the identity in a neighborhood of ϕ(p) in π(Vk). Let Φ = ψ ◦ ϕ.
Then Φ is a map from a neighborhood ω of p in Cm such that π ◦ Φ = ϕ on ω. It follows that the image
of Φ lies in bV n. For j ∈ In, denote by ωj the set of points Φ−1j (bV ), i.e., the points in ω mapped by
the j-th component of Φ to bV . Since the image of Φ lies in bV n, it follows that
n⋃
j=1
ωj = ω. Therefore,
there is at least one j ∈ In such that ωj has an interior, which by the open mapping theorem implies that
Φj is a constant, whose value c is in bV . For a fixed s ∈ Cn the roots of the equation q(s; t) = 0 are the
coordinates of the points in π−1(s). It follows therefore that q(ϕ(z); c) = 0 if z ∈ ω. Since the function
z 7→ q(ϕ(z); c) is holomorphic on Ω, the result follows by the identity theorem. 
Proof of Theorem 1.2. We proceed along the lines of the proof of the Remmert-Stein theorems (cf. [35,
pp. 71–77].) Consider a sequence {wν} ⊂ Un such that wν → w0 ∈ bUn. Denote by Gn−1 the domain
U1 × · · · × Un−1 in Cn−1, and define the maps ϕν on Gn−1 by
ϕν(′z) = f(′z, wν), (6.1)
where ′z = (z1, . . . , zn−1) ∈ Gn−1. Since f is bounded, the sequence {ϕν} is uniformly bounded. Hence, by
Montel’s theorem, there exists a subsequence {νk}∞k=1 such that ϕνk converges uniformly on compact subsets
of Gn−1. Denote the limit by ϕ : Gn−1 → Cn. Since f is a proper holomorphic map, ϕ(Gn−1) ⊂ bΣnV .
Using Lemma 6.1 we get that there is a constant c ∈ bV such that on Gn−1:
q(ϕ; c) = cn − cn−1ϕ1 + · · ·+ (−1)nϕn ≡ 0. (6.2)
Differentiating (6.2) with respect to zj for each j ∈ In−1 gives rise to the following system of equations:
n∑
k=1
(−1)kcn−k ∂ϕk
∂zj
= 0, j ∈ In−1. (6.3)
Since f : G→ ΣnV is a proper holomorphic map, the complex Jacobian determinant det(f ′) of f does not
vanish identically. Therefore, there is a µ ∈ In such the (n−1)× (n−1) minor of the Jacobian determinant
obtained by omitting the µ-th column is not identically zero on G. We consider the following system of
linear equations in the n− 1 variables (−1)kcn−k, k ∈ In \ {µ}, obtained by moving the µ-th column of
(6.3) to the right hand side:∑
k∈In\{µ}
(−1)kcn−k ∂ϕk
∂zj
= (−1)µ+1cn−µ ∂ϕµ
∂zj
, j ∈ In−1. (6.4)
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Let B be an (n−1)×n matrix, and let k ∈ In\{µ}. Denote by ∆k(B) the determinant of the (n−1)×(n−1)
matrix obtained by removing the µ-th column of B and replacing it by the k-th column. Denote also by
∆µ(B) the determinant of the (n− 1)× (n− 1) matrix obtained by removing the µ-th column of B. Notice
that each of the functions ∆j is a polynomial in the entries of the matrix B.
We now solve the system (6.3) by Cramer’s rule to obtain:
(−1)kcn−k = (−1)µcn−µ∆k(Dn−1ϕ)
∆µ(Dn−1ϕ)
, (6.5)
where Dn−1ϕ is the (n− 1)× n matrix
(
∂ϕk
∂zj
)
j∈In−1,k∈In
. Note that by the choice of µ, the denominator
∆µ(Dn−1ϕ) does not vanish identically on Gn−1.
We now consider two cases. If µ 6= 1, we let k = µ− 1 in (6.5). Then we have on Gn−1
∆µ−1(Dn−1ϕ) = −c ·∆µ(Dn−1ϕ). (6.6)
Let Ψk(z) = ∆k(Dn−1ϕ(z)). Then Ψk is a holomorphic function on Gn−1. Note that Ψk depends on
the choice of the sequence wν as well as the subsequence νk (since ϕ depends on these choices.) We have
Ψk−1(z) = −cΨk(z) for all z ∈ Gn−1. Differentiating with respect to zj and eliminating c we obtain the
relation
Ψµ−1(z)
∂Ψµ
∂zj
(z)−Ψµ(z)∂Ψµ−1
∂zj
(z) = 0 (6.7)
for all z ∈ Gn−1. Denote by D2n−1ϕ the collection of second derivatives of the components (ϕ1, . . . , ϕn)
of ϕ with respect to the (n − 1) coordinate variables z1, . . . , zn−1. From the chain rule, there is clearly a
polynomial Ejk such that
∂Ψk
∂zj
(z) =
∂
∂zj
∆k(Dn−1ϕ(z))
= Ejk
(
Dn−1ϕ(z);D
2
n−1ϕ(z)
)
.
Therefore, if Hj is the polynomial Ψµ−1Ejµ −ΨµEj−1,µ then (6.7) may be rewritten as
Hj
(
Dn−1ϕ(z);D
2
n−1ϕ(z)
)
= 0.
As previously noted, the map ϕ on the left hand side of this equation depends on the sequence wν as well
as the subsequence νk, but the right hand side is independent of these choices. Using Weierstrass theorem
on the uniform convergence of derivatives, we conclude that for each sequence {wν} in Un converging to a
point in bUn, we have
lim
ν→∞
Hj
(
Dn−1f(·, wν);D2n−1f(·, wν)
)
= 0,
where Dn−1f and D
2
n−1f denote the collection of the first and second partial derivatives of f with respect
to the coordinates. Consequently, we have by the maximum principle that for (′z, w) ∈ Gn−1 × Un = G
Hj
(
Dn−1f(
′z, w);D2n−1f(
′z, w)
)
= 0,
i.e, on G we have
Hj
(
Dn−1f ;D
2
n−1f
) ≡ 0.
Recalling that this equation is a restatement of (6.7), we conclude therefore that
∆µ−1(Dn−1f)
∂
∂zj
∆µ(Dn−1f)−∆µ(Dn−1f) ∂
∂zj
∆µ−1(Dn−1f) = 0,
which implies that
∂
∂zj
(
∆µ−1(Dn−1f)
∆µ(Dn−1f)
)
≡ 0 for j ∈ In−1,
20 DEBRAJ CHAKRABARTI AND SUSHIL GORAI
holds outside the proper analytic subset A = {∆µ(Dn−1f) = 0} of G. Therefore, there is a function gn
defined on G \A, and depending only on zn such that on G \A, we have
gn = −∆µ−1(Dn−1f)
∆µ(Dn−1f)
.
Now let again wν be a sequence in Un converging to a point of bUn, and let ϕ and c be the corresponding
quantities as in (6.2). Taking setting zn = w
ν in the above equation, using relation (6.6) and taking the
limit we see that limν→∞ gn(w
ν) = c. Again, in the function on G given by r(z) = q(f(z); gn(zn)), setting
zn = w
ν and letting ν →∞ shows that r(′z, wν)→ 0 as ν →∞. It follows that r(′z, zn)→ 0 as zn → bUn.
Consequently, by the maximum principle r ≡ 0 on G \A, i.e., we have q(f(z); gn(zn)) ≡ 0 on G \A. Since
V is bounded, it follows that the roots of the equation q(f(z); t) = 0 are bounded independently of z ∈ G,
so that g is a bounded holomorphic function, and therefore extends holomorphically to G. Consequently
we have the relation q(f(z); gn(zn)) ≡ 0 on the whole of G.
If µ = 1, we take k = 2 in (6.5). One can repeat the arguments to conclude again that there is a
holomorphic gn on Un such that q(f(z); gn(zn)) ≡ 0 on G.
Repeating the argument for each factor Uj in the product G = U1 × · · · × Un, we conclude that there
is a function gj : Uj → V for each j ∈ In such that q(f(z); gj(zj)) = 0 for z in G. It follows now that
π(g1(z1), . . . , gn(zn)) = 0. 
We can now complete the proofs of Corollary 1.3 and Corollary 1.5:
Proof of Corollary 1.3. Since Φ and π are both proper holomorphic, Φ◦π is proper holomorphic map from
Un to ΣnV . From Theorem 1.2, we conclude that there exist proper holomorphic maps ϕj : U → V ,
j = 1, . . . , n, such that
Φ ◦ π = π ◦ (ϕ1 × · · · × ϕn).
We have Φ ◦ π(z1, . . . , zn) = π(ϕ1(z1), . . . , ϕn(zn)), where z = (z1, . . . , zn) ∈ Un. Hence, for each σ ∈ Sn
and z ∈ Un, we get, using the symmetry of the map π that
π(ϕ1(z1), . . . , ϕn(zn)) = Φ ◦ π(z) = Φ ◦ π(σz) = π(ϕ1(zσ(1)), . . . , ϕn(zσ(n))).
This is possible only when there is a ϕ : U → V such that
ϕ1 = ϕ2 = · · · = ϕn = ϕ.
Hence, Φ = Σnϕ. 
Proof of Corollary 1.5. Since Φ : ΣnU → ΣnV is a proper holomorphic map, by Corollary 1.3, there is a
proper holomorphic map ϕ : U → V such that Φ = Σnϕ. On the other hand proper holomorphic maps
between domains with C∞-boundaries extend to C∞ maps of the closures. This can be seen either from
the general result in several variables (see [21, 7]), or in a more elementary way, by noting that the proper
map being of finite degree, the branching locus is a finite set, and near the boundary the proper map is
actually conformal, so that the classical theory of boundary regularity in one variable may be used. The
result now follows from Theorem 1.4. 
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