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INTRODUCTION 
Le problbme aborde ici est la dkformation calorifique des fonctions pluri- 
soushrmoniques en analyse complexe, ou des fonctions convexes en analyse rbelle. 
Si nous partons d’une don&e initiale f,, qui est strictement plurisousharmonique 
(resp. strictement convexe), la deformation de fO par le semi-groupe lineaire 
attache a une metrique kahlerienne (resp. riemannienne) laisse f plurisousharmo- 
nique (ou convexe) pour des temps assez petits mais ne conserve pas ce caractere 
pour tout temps sauf dans le cas particulier de @” tout entier a cause de la 
structure de convolution du noyau de la chaleur euclidien. 
De plus si fO est plurisousharmonique (resp. convexe) saris l’&tre strictement, 
il arrive en general que la deformation calorifique fasse sortir f de la classe des 
plurisousharmoniques ou des convexes a tout instant > 0. L’idCe de base 
consiste done a choisir initialement la metrique de facon particuliere, puis a 
changer de metrique au fur et a mesure qu’on avance de facon a ce que la 
deformation se fasse dans les directions de stricte plurisousharmonicite ou de 
stricte convexite puisque ces directions sont stables. Ceci est done un problime de 
contr6le optimal. Remarquons qu’en theorie du potentiel, le noyau de la chaleur 
conserve la classe des fonctions sousharmoniques. D’autre part en analyse 
complexe, les travaux de [3] et de [2] montrent que l’operateur (i&4)fl = 
det (a2u/&,~%j) de Monge Ampere complexe joue un role partiellement analogue 
a celui du laplacien dans @ et precisement, il est montre dans [6] que le probleme 
de Monge Ampere est equivalent a un probleme de controle optimal, l’espace 
des parametres de controles etant un espace d’operateurs ellitiques du 2eme 
ordre. Par consequent, c’est le semi-groupe non-lineaire du determinant de 
Monge Ampere qui conserve la plurisousharmonicitt (ou la convexite). Nous 
arrivons ainsi ri la situation suivante: Si C est le cone de fonctions considerees 
(psh ou convexes), le semi-groupe Qt engendre dans C un flot defini pour tout t 
(Section 6). Pour t - + cc, Qtf converge vers un point extrCma1 du cone C. 
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Lorsquef est extr&male, Qtf = f p our tout t (Section7). Les fonctions extremales 
sont les solutions de l’equation de Monge Ampere homogene comme cela est 
remarque dans [3]. 
Par suite Qt opere aussi sur le cone des courants de type (1, 1) positifs et fermes 
et laisse invariants les courants extremaux (Section 9). 
Pour des raisons techniques, nous avons separe le cas dune don&e au bord 
nulle Section 2, 3 du cas g&r&al (Section 4). Les proprietes des semi-groupes 
sont CtudiCes au Section 5, le resultat principal etant les theoremes 2 (existence du 
semi-groupe), 3 (asymptotique a l’infini), 5 conservation de la plusisousharmo- 
nicite). Le cas de fonctions convexes est CvoquC au Section 10. 
Je suis heureux de remercier Monsieur Paul Malliavin pour les nombreuses 
conversations que j’ai pu avoir avec lui sur les sujets abordes ici, en particulier 
sur le probleme de la deformation des courants positifs fermes dans leur classe. 
La version definitive de ce travail a 6th &rite lors d’un sejour a 1’Institute For 
Advanced Study que je remercie pour son invitation. 
Certains rtsultats ont ettc annonces dans une Note aux Comptes Rendus de 
1’AcadCmie des Sciences de Paris ([5]). 
1. I?QUATION DE DIFFUSION ASOCI~E AU PROBLBME DE MONGE AMPERE 
Soit D domaine borne! de @* a frontike de classe C2. Nous nous donnons D par 
son equation 
D = {z E P/p(z) < 0} 
oh p est une fonction Cs au voisinage de D et dp # 0 sur i3D. On note (zl ... zn) 
les coordonnees de V. 
Considerons deux fonctions f et # continues sur D. Nous prolongerons ces 
fonctions a tout @” en des fonctions continues Q support compact dans @” de 
facon quelconque et nous noterons encore f et # les fonctions ainsi prolong&es. 
Notons v une fonction continue sur aD. 
Nous nous proposons de resoudre le problhe d’tkolution suivant: 
au _ = i ((;a&y")lb - (I, 
at dans D 
sur aD. 
sur D. 
(1) 
Ici, 
(i a&y" = d&t (*) 
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Si nous Ctions assures que la matrice i ?& esf une matrice positive, alors le 
lemme de [5] dit que 
oti I’infimum Porte sur les matrices IZ ); n(aiJ)pi hermitiennes, > 0, de determi- 
nant 2 1, pouvant dependre eventuellement de z E D. Nous alloys d’abord 
remplacer (1) par le probleme (2) 
au 
IInfLl,rr -4 
-x=2 
sur D 
44 4 = d-4 sur aD 
u(O, 4 = f(z) sur D 
qui est Equivalent h (1) si i & > 0 (done si u est plurisousharmonique). Ici, on a 
pose 
A,u = 1 a,,(z) & 
i.3 2 3 
Nous nous proposons de resoudre le probleme (2). 
Pour resoudre ce probkme, introduisons comme dans [5], la &we A? des 
contr6les k&hl&ns ainsi d&finis. Notant (Q, P) l’espace de probabilites du 
brownien standard de @“, appelons &TN l’ensemble des matrices u(t, w) n x 1z 
hermitiennes, positives non anticipantes par rapport au brownien et satisfaisant 
CT < NId. (au sens des matrices hermitiennes) 
det cru* > 1. 
ou CT* est l’adjointe de CT. Notons # = UN.,,, SN. Alors si (I E &‘, l’indgrale 
stochastique suivante existe pour tout f 
X’“.“” 
t = zi + s 
’ 8(s, w) db&, w). (3) 
0 
et definit la r&ome de a. issue de z. 
Nous allons maintenant construire le semi-groupe de la chuleur, solution de (2), 
indt@ndamment du probl&me (1) en supposant d’abord p = 0. 
Formellement, la solution de (2) doit &tre donnee par 
oh 5 note le premier temps de sortie de X, (0yz) de D. (11 faudrait noter &,,,) mais 
nous abregeons en 5). Une difficult6 provient de ce que la classe Z n’est pas 
formee de controles uniformement elliptiques, comme dans [S], une autre 
difficult6 provient de la forme des fonctionnelles Q,,,, . 
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2. APPROXIMATION DU PROBL~ME (2) LORSQUE v = 0 
Pour tout entier N > 0, notons V, une fonction C* sur Cn, positive, qui vaut 
0 sur l’ensemble des points de Q=” ?I distance < l/N de D et qui vaut N sur les 
points de OI? a distance > 2/N de D. Nous supposerons de plus que la suite 
(V,), est une suite croissante. 
Pour tout z E D, posons 
Bien s&r, nous utilisons ici les fonctions f et # prolongkes h @“. On a alors 
I WNh x9 t) - WN(U, z, f>I 
< E(I f(X$“‘) -f(XjP*“‘)l) 
+ II f llm E ( 1 exp (-I VN(X?)) ds) - exp (-I’ V,(X?‘) ds)l) 
+ II $J Ilm I t - t’ I 
Si F(6) est le module de continuitk uniforme de f alors le premier terme se 
majore par 
E(F(I XI”.“’ - Xt(P*“) I)) 
et supposant F concave croissante par, 
F(E(I XI”*x’ - X$‘*z) 12)W) 
et tenant compte de (3) par F((E I Jl’ CTU* ds)f12) done par F(M2 I t - t’ 1112) 
puisque a E HM . 
Le 2&me terme se majore de la mEme faGon et par consbquent, on a: 
LEMME 1. WN(u, z, t) est continu en t unifodment en u E 3$, , z E Cn et 
vautf s-i t = 0. 
Un calcul analogue montre kgalement: 
LEMME 2. WN(u, x, t) est continue en z, un$iim&nent en u E &’ et en t E [0, T] 
pour tout T < +a. 
Alors nous en dkduisons, les modules de continuitk &ant uniformes. 
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LEMME 3. WN,&f, t) est continu en (z, t) uniformbment par rapport ci z E @” 
et par rapport h t dtkrivant un intervalle [0, T] pour T < f co. 
Montrons maintenant que WN,M satisfait le principe de Bellmann. 
LEMME 4. Soit T temps > 0 $x6. Pour tout temps d’arre^t 0 < 7 < T, on a 
- 1 T $(Xj”,“) exp (-i Vy(Xt*“) du) ds). (6) 
0 
Ce theoreme a une demonstration analogue a celle du principe de Bellmann 
CnoncC par Krylov [6]. On commence par montrer 
LEMME 5. pour tout u E &, , tout T > 0 jxe’, 
8 -+ W,,,(T - 0, Xk*“) exp ( -le V, ds) 
(7) 
est une sous-martingale. 
Preuve du lemme 5. appelons S,,,(0) la variable alkatoire (7) que nous 
Ctudions; alors si 0 < 0 ,< I3 + t < T on a: 
Jw,,h4(e + 4 I %) 
- E ((+’ c)(Xfvz’) exp ( -s,’ VN) ds / a@) - [ 4 exp ( -[ VN) 
Par un raisonnement completement standard, nous nous ramenons au cas oh 0 
est etagee et par decoupages uccessifs des intervalles de temps, nous pouvons 
supposer u independante de s E [e, 8 + t]; alors pour s ,( t 
X’“.“’ - Xp) + ud, e+s - 
en remplacant b(B + s) - b(0) par b, brownien standard issu de 0 a s = 0, 
independant de LZ?~ . On a done 
4kde + t) I we)) 
= exp(--lsV,ds)rl(X~.‘),8,t,u) -{$(exp-[ V,ds) (8) 
CONTR6LE EN ANALYSE COMPLEXE III 233 
ou I’on a pose 
et l? dbignant 1’espCrance sur l’espace de probabilite de 6 (ie encore l’esperance 
conditionnelle par rapport a go). Supposons que nous sachions montrer 
WN.M(T - 8, Y> < 4Y, 4 t, 4 (10) 
11 resultera de (8), (9) que 
-%%.M(e + r) 1%) b sNde> 
ce qui est la propriete attendue de sous-martingale. Pour demontrer (lo), comme 
W N,,., est uniformkment continu en y, sur l’intei%k [O, T], nous recouvrons 
@” par un nombre denombrable d’ouverts lJ, tels que pour dans U, , pour 
11 E [O, T] 
wiV.&‘, u) < wN(% 3 z's u> d WN&', U> + c (11) 
oh upgEi&. Nous posons A, = U, *** A, = CT, - A, et nous definissons un 
nouveau controle C par 
Z(U, w) = u(w) si u<t 
zyu, w) = eT+ - t, w) si u > t et w 
siy + u$__~E U,. Comme tous les up et u sont dans la classe &, , il est clair 
que x E HM . (C’est ici qu’on a besoin de prendre l’infimum sur la classe .%?f& 
et pas sur tout &). Dans ces conditions 
< E (f(X&$) exp ( -Lr4 V,(Xiz “) ds) 
- LT-’ I,J(XF~“‘) exp ( -I’ V,(Xff*“‘) du) ds) 
< E ( j( y + ub, + lTpe Z db) exp ( -jO’ V,(X>BY’) ds) 
x exp ( -g” V,(X”> ds) - JOt t,h(XF*“) exp (-I,’ VN(XtSV)) du) ds 
- ( jtTme #(XL= “‘) exp ( -l’-’ V,(XF*” du) ds) 
x exp (-1’ VM(XfSY)) ds)) ) 
0 
#o/32/2-8 
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On peut prendre d’abord l’esperance conditionnelle jusque at avant d’integrer: 
il Cent en particulier 
Mais par (I 1) et (12), l’esperance conditionnelle relative B k%‘t est < u’,,,( T - 
19 - t, y + cd,) + t, et done 
ce qui termine (10). 
I;in du lemme 4. Pour T fix15 et 7n temps d’arret ,( t, on a par le lemme 4 et Je 
theoreme d’arrtt de Doob pour une sous-martingale bornee: 
- JOT” t,h(Xk*“) exp (-i JJN(Xk*“) du) ds). 
Utilisons maintenant le temps d’arret T,, = (T + n) A T qui tend vers T si 
n -+ + co; par convergence dominCe, pour (I fix6 chaque esperance converge vers 
car il est clair que si T - 0, lVN,M (.T, T) -f(x) (par le lemme 1) et pour u fix6 
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la convergence a lieu en croissant si n -+ + co, par la propriete de sous-martin- 
gale du lemme 4; par suite 
- 
< m&me quantite avec T = T soit WN,&r, T) 
ce qui acheve le lemme 4. 
Interpre’tation. On peut dire que le lemme 4 est la version inttgree du prob- 
l&me (2)(N,M) suivant: 
aw,.M=i at Inf AW 2 a$&;t a N*M - ‘NwN.M - 4 
(2h.M) 
WNd&, 0) = fc-4 si ZED 
3. SOLUTION G~N~RALIS~E DU PROBLBME DE DIFFUSION ou 9, = 0 
Nous avons approche la solution de (2) par une double filtration, d’une part de 
l’espace des controles kahleriens, d’autre part de la fonctionnelle IItttr) par des 
fonctionnelles regulieres de Kac. Posons 
Wm(u, z, 4 = E f(Xj”*z’) Q(t<c) - ( 
jotAt yqxp) dsj. 
LEMME 6. WN,,,&, t) converge si N - + co vers 
Wm.M(Z, t) = I-& W&, z, t> 
et on a le principe de Bellmann. 
pour tout z E D, t < fco, 7 temps d’mr6t avec r < t. 
Preuve. (I) Fixons z, t, u E SM . Comme exp(- si VN(XE3’)) du) -+ll (s<Cl 
avec convergence dominCe et que f et 4 sont bornees, le theoreme de Lebesgue 
dit que 
W&J, z, t) - w&J, z, t) si N++cc 
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Soit Q, z, t fixes, (ra E 2&, avec 
et soit N,, tel que si N 3 N, (N, dependant de CT,,) 
Alors pour N 3 N, 
Wm.&f(G 4 - E < WN.M(% t> < Wa7.,(% t> + I&. 
(2) D’apres le lemme 5, pour a E SM fixi, t > 0, 8 ,< t, la variable 
aleatoire 
s,,,(e) = WN,M(X(u*z) , t - 0) exp ( -S,se VN(Xfwz)) ds) 
- ( t,h(X$“)) exp ( -i VM(Xt’“‘) du) ds 
est une sous-martingale et elle converge vers 
s,,,(e) = wm,M(xb e), t - e) II@([) - I 
eAc gJ(XfJ’) ds 
0 
avec convergence dominCe certainement puisque t < $-co et W et CJI sont 
bornees. Done S,,,(8) est sous-martingale et on a pour tout temps d’arret 
7<t 
W,.&, t) < I& E ( Wm.~(x(-), t - T) II(r<c) - IcAT 
0 
$(Xy)) ds) (15) 
On conclut alors g (14) de la m&me manike que nous avons deduit le lemme 4 
du lemme 5. 
Nous supposerons dkwmais que D est domaine born6 C2 striktement pseudo- 
convexe de C” &jinnipm D = {z E @“/p(z) < 0) oBp est Cz et sttictementplusisous- 
hannonique au voisinage de D. 
Definissons maintenant ~(2, t) par la formule (4). Alors, on a clairement 
Iimite qui est Cvidemment decroissante (puisqu’on prend des infimums sur une 
suite croissante de contrbles kahleriens). 
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On a alors 
TH&ORI%ME 1. 
(1) U(Z, t) estfonction scs de x E D pour tout t < + 03. 
(2) u(z, t) satisfait le principe de Bellmann suivant: pour tout z E D, tout 
t < +a~, tout temps d’arr&t 7 < t, on a 
u(z, t) = InI E ( u(X(~*‘), t - T) II (r<rl - j OTAc #(X$*)) ds) (17) 
(3) si D est strictement pseudoconvexe, pour tout t > 0, u(z, t) tend vers 0 
vers le bard de D, uni~ormkment par rapport ci t dans [E, $a[. 
Preuve. 
(2) se dkmontre de la mCme facon que le lemme 6 en y remplacant W,,, 
(resp WNVM), par u(resp W,,,,) et en faisant tendre AL? vers + 00. 
(3) reprenons l’expression (4) de u; elle se majore facilement par 
I G> t)l < Ilfllcc w ==c 0 + II # IL -w 
et P(t < 5) < l/t E(t). D’autre part il existe une constante C > 0 telle que 
W) G C(-P(5)) (18) 
lorsque D est strictement pseudoconvexe d’aprhs le lemme 3 de [5] page 396. 
On conclut ainsi. 
(1) se voit Q partir de la formule (4); appelons en effet 
u(u, z, t) = E (f(Xl”*“‘) Q cttr) - ltA’ $(XfSz’) ds) 
et montrons que ~(a, z, t) est fonction continue de z ce qui dkmontrera l’asser- 
tion. 11 est t&s facile de voir que cela se ram&e g dbmontrer la continuitb en z 
de la fonction 
z - P(t G 5b.z)) (19) 
(oh nous avons mis en Cvidence la dbpendance de 5 par rapport A z et u de faGon 
explicite). 
Posons 
Ona 
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et done 
I P,,,(h) - w.,(h)l < I h I -qSb,Z~ - 5(,.,~,1) ( 20) 
Mais par la demonstration du lemme 5 de [5] (estimee (10) page 397), si D est 
strictement pseudoconvexe, le second membre de (20) est control6 par C j .a - x’ 1 
et par suite p,,,(h) est continue en z, uniformement par rapport a h decrivant un 
intervalle compact de R. Done lorsque a’ tend vers z, la loi de &,,,,J converge 
vers celle de [c,,~J . Par suite (20) est fonction scs de a. Mais c’est aussi une 
fonction sci de .z car 
4. SOLUTION GBNBRALISBE DU PROBLBME DE DIFFUSION: 
CAS OU q EST CONTINUE QUELCONQUE 
Occupons-nous maintenant du probleme (2) lorsque 9 est donnee sur le 
bord D. La formule (4) doit etre remplacee par 
qui, lorsqu’elle definit une fonction C2 de z et Cl de t, sera une solution de (2) et, 
partant, de (1) par le raisonnement de Fleming-Rishel [3]. 11 y a quelques 
difficult& B adapter la methode de 2. et 3. directement dans cette situation, pour 
demontrer le principe de Bellmann. 
Nous supposerons toujours D strictement pseudoctmvexe, f et 4 continues SW D, 
et y de chse C(aD) SW aD. 
(1) u est une f&ion scs de z E D. 
(2) pour t > 0, u(z, t) tend vers p(zo) si z -+ z, E aD, unz~orr&nent en 
tE[E,+w[pourtoutE>O. 
(3) u satisfait leprincipe de Bellmann suivant: pour tout x E D, tout t < + 03, 
tout temps d’arrit 7 ,< t, on a 
u(z, t) = JEnJ E [ u(X(~*‘), t - 4 Q&al + dX~**)) Q (TX} - j-07Ac zJ(Xfgz’) ds]. 
(22) 
Preuve. 
(1) appelons ~(a, z, t) la fonctionnelle de (T qui est l’esperance apparaissant 
dans l’infimum de (21). I1 est facile de voir que c’est une fonction continue de 
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z E D, en utilisant le raisonnement du theoreme 1 pour traiter le premier et le 
dernier terme et le lemme 4 formule (12) de [5] pour traiter cp(Xp”‘)) parce que 
(2) de m&me regardons U(U, z, t) - ~(2s) lorsque z - z,, . 
I 40, z, 9 - q+o)I d llfllm P(t < c> + II * Ilm E(5) 
+ E(I P(@‘~~‘) - dd) + II v IL W < 5) 
Les deux premiers termes et le dernier terme tendent vers 0 si z + zs E aD 
uniformement en u E Z. (Voir assertion 3 du theoreme 1) et le dernier terme 
tend vers 0 car il est major6 par 
a cause du lemme 4 de [5] (estimee (11)) (ou @ designe le module de continuite 
de d 
(3) (a) Supposons d’abord que p soit C2sd(aD). 
Soit H la fonction harmonique euclidienne sur D qui vaut v au bord. Alors H 
est C2eol(D) puisque q est C2ma(8D). 
Pour tout 0 E #, soit 
A$ = 4 c (+I, t) a*(w, t))ij & 
t.1 * 3 
A, est un operateur elliptique a coefficients stochastiques et non anticipants 
sur le futur du brownien standard. Une application du lemme de It6 au processus 
H(Xy*“)) nous donne 1’CgalitC 
E(H(Xj”*“‘)) - H(z) = E (s,’ (A,H)(Xf*“)) ds) (23) 
pour tout temps d’arret T < 1. 
Appliquant (23) avec 7 = [ A t, on en deduit 
u(u, z, t) = E ((f(Xl”*“) - H(XI”.“‘)) II ctcd 
- ~of’i (# - AuH)(X$‘)) ds) + H(z). (24) 
Notons v(u, z, t) l’esperance du 2eme membre de (24) de sorte que 
~(a, z, t) = ~(a, z, t) + H(z). (25) 
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Remarquons que, (d,H)(z) est une fonction uniformement bornee lorsque a 
decrit HM avec M fix& Definissons de mCme ~~(0, z, t) en regular&ant 21 ttGrj 
par une fonctionnelle de Kac comme dans la formule (5), apres avoir prolonge la 
fonction continues a*~/&, a.Tj sur D, en des fonctions continues a support 
compact vzj dans C et en utilisant 4 - Q xf,j (uu*) vi3 . 
Le lemme 1 vaut pour vN , ainsi que le lemme 2 (a condition de se restreindre 
a o E &$) et par suite la fonction vN,A.I est continue de a, t. et les lemmes 4 et 5 
subsistent encore a condition d’y remplacer WNS, par vN,M et $ par 
9 - $C (uu*) vij puis de m&me le lemme 6 est toujours valide et finalement 
nous avons en appelant v(z, t) = Inf,,p ~(a, z, t) 
.rAC 
v(z, t) = JEnn E [v(X~*“, t - T) Q trscl - J o (9 - d,H)(XI”*“)) A]. (26) 
Comme u(z, t) = v(z, t) + H(z) par (25) nous deduisons de (26) que 
- Jbinr (Ijb - d,H)(Xf*“) ds] + H(2) 
et en utilisant (23) avec 7 A 5 et en remarquant que H(X$‘,Z’) 1I fiG,) = 
p)(Xp’“)) II t6crl , nous obtenons (22). 
(b) Supposons maintenant v E CO(aD) seulement. 
On peut alors definir ~(a, t) ainsi que U(U, a, t) par la formule (22). Soit 
p’n E C2ma(aD) qui converge uniformement vers q~ sur aD et u,Jz, t) et u,(u, z, t) 
les quantites (22) relatives a vn au lieu de v. I1 est facile d’etudier 
et par suite UJZ, t) a une limite Z(z, t) si n -+ + co. (voir la preuve du theoreme 4). 
D’autre part u,(u, .a, t) + 40, z, t) uniformement en (a, z, t) si n + + co 
d’oh puisqu’on a 
%(Z, t) d %(U, 2, t) 
il vient 
@, t) < 40, 2, t) 
soit 
@, t) < 4% t). (27) 
Mais ~(a, t) < ~(a, a, t) = lim ~,(a, z, t) d’oh pour E > 0 fix& il existe no 
tel que pour n > n, , tout u, a, t, on ait 
u(z, t) < u(u, 2, t) < %,(U, 2, t) + 6. 
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et par suite 
Ceci etant vrai pour tout E, ~(.a, t) < l(z, t) et on con&t par (27) que U(Z, t) = 
l(s, t). 
Mais alors pour tout u, on sait que 
est une sous-martingale par ce qu’on vient de demontrer; done si n -+ + CD, par 
convergence dominCe, s(0) (obtenue comme s,(e) avec u au lieu de u,) est sous 
martingale. 
Partant de la, on conclut que ~(a, t) satisfait le principe de Bellman exactement 
comme on est passe du lemme 5 au lemme 4 au Section 2, et cela achhe la 
preuve du theoreme 2. 
5. PROPRI~~ DES SEMI-GROUPES u(z, t) 
1. Continuite en t. 
Pour t = 0, posons u(z, 0) =f(z). 
LEMME 7. u(z, t) est fonction continue de t lorsqu’elle est dt$nie par (21). 
En particulier u(z, t) tend vers f(z) si t + 0; on a mhe 1 u(z, t)l < C 11 f/t Ijm 
oti C est inde’pendant de f, z lorsque zj = p = 0. 
Preuve. Soit t > s fix& z E D fix&; il existe a E L& pour un M convenable 
avec 
u(z, s) < u(u, z, s) < u(.% s) + E. 
et alors 
u(z, t) - u(z, s) < u(z, t) - u(u, z, t) + u(u, z, q 
- U(cr, z, s) + E d u(u, z, t) - u(u, z, s) + 6. 
On a alors 
1 u(a, z, t) - u(u, z, s)l f E(I f (XkSZ’) - f (XY)I) + Ilf IL E(Q (f<L) - Q (s<d 
+ II 9J IL m (s>tl - 1 h>d + II # 11% Jw4 - a 
5W342-9 
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Mais si t - s, claircment les 3 derniers termes tendent vers 0. D’autre part si 
F est le module de continuite de f, le premier terme se majore par 
F(1CZ2 I t - s !lj4) (voir Section 2. Preuve du lemme 1). Ainsi pour 1 t - s 1 assez 
petit 
u(x, t) - u(x, s) < 2E 
Echangeant les roles de t et s, on conclut, sif > 0. Si # = CJJ = 0, on a: 
car E(t), est uniformement borne par le lemme 3 de [5] 
2. Limite d! l’injini. 
T&O&ME 3. La fonction u(x, t) converge lorsque t -+ + co vets la solution 
du probleme de Mange-Ampere. 
((i&w)““)l/” = 2 duns D 
n 
W’ql SW aD. 
w plurisousharmonique. 
(0) 
ci condition que 4 > 0. 
Preuve. 
Supposons # 3 0. I1 a CtC montre dans [5] thCor&me 4 que la fonction w 
solution de (0) est: 
w(x) = &nn E (1 -s,’ #(XfSZ)) ds + rp(X$‘))) 
Appelons w(o, z) l’expression sous le ligne Inf dans (27) et pour z fix& trouvons 
aE*avec 
Alors: 
u(x, t) - w(x) < u(x, t) - u(u, x, t) + u(a, x, t) - w(u, x) + E. 
< u(u, x, t) - w(u, x) + c. 
Mais 
u(u, x, t) - w(u, x) < E (j-c 1,5(x$“) ds + &s$“*“‘)(l (C<tj - 1) 
crit 
+ f(&Y Q kc)) 
< II 4 IL W - t-4 + II P IL JW {c<t) - 1) 
+ Ilflla, E(Qct<,,) 
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Comme 5 est integrable et que (At - 5 si t -+ + cc on con&t que cela est 
< E si t est assez grand, et done U(Z, t) - w(z) < 2~, pour t assez grand. Ensuite 
recommencons la meme chose: pour tout z fix& t, il existe ut (dependant de z 
mais au.& de t) avec 
Mais $J > 0 done cela est 
parce que E(5) est uniformement major6 relativement a u E Z par suite de la 
stricte pseudoconvexite de D (voir lemme 3 de [5] page 396). D’ou pour t assez 
grand W(Z) - U(Z, t) < 2~, ce qui acheve le theoreme 3. 
3. Propribtl de semi-groupes. 
On peut definir deux semi-groupes 
P,f = J$ E(f(XFE)) ll k<b) 
Qtf = Inf E(f(Xk?)) 0E.e 
Le premier opere sur les fonctions continues SW D et le transforme en des 
fonctions scs de Z, bornees qui tendent vers 0 au bord; c’est un semi-groupe 
continu en t. De plus PO = Id. 11 tend vers 0 si t - fco. 
Le second opere sur lesfonctions continues sur D, et les transforment en des 
fonctions scs de Z, bomees, convergentes vers f laD sur le bord; c’est encore un 
semi-groupe continu en t. 11 tend vers la solution du probleme de Monge Ampere 
(ou de Bremermann) pose parf ian et 4 = 0 si t + +co. 
Le fait que P, et Qt soient des semi-groupes resulte trivialement du principe de 
Bellman. Enfin P, et Q,t sont >, 0 et Qtl = 1, P,l < 1. 
4. Contractiwite’. 
THBOR~IME 4. P, et Qt sont des semi-groupes contractants, au sens ou 
I/ P,f- P,gII < C’lf ,g”” 
It Qtf - Qtg llm < Ilf - g IlcotaD, + “If; g IL 
(28 ) 
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Preuve. 
Soit 0 contrble tel que 
(Ptd(4 G du, z, t> G (Ptg)(4 + E 
oh on note u,(o, z, t) la fonction ~(0, z, t) relativement g g; (T depend Cvidemment 
de x, t, E. 
Alors 
(Ptf)M - (Pta) G (Ptf)(4 - f( u 0, z, t) + Uf(U, z, t) - u,(u, a, t) + E. 
e Uf(U, z, t) - u&u, z, t) + E. 
Mais 
et E(t) est borne uniformement en a E SF et done (P&(z) - (P,g)(z) < 
C Ilf - g lla/t + E et comme ceci est vrai pour tout E, on conclut. Echangeant 
les roles de f et g, on obtient l’inCgalitC opposee. L’estimee de Qt s’obtient de la 
m&me facon. 
Remargue. Appelons P, fN) le semi-groupe analogue a P, mais obtenu en 
prenant l’infimum sur la classe ZN de sorte que 
P,f = I-$f Pjq 
LEMME 8. II existe une constante 01~ > 0 telle que 
II Ptfll, < C llf - g IIn epaNf- 
II Pff - Pfg IL d C Ilf - g !lm epuNt. 
Cela repose sur le lemme suivant (voir [l]). 
LEMME 9. II existe 01~ > 0 et C indkpendante de z E D et a E HN avec 
E(emNc) < C. 
6. LES SEMI-GROUPES CONSERVENT LA PLURISOUSHARMONICIT~ 
I1 est facile de voir que le semi-groupe de la chaleur pour le laplacien usuel 
deforme une fonction sousharmonique en une fonction sousharmonique; cela 
n’est autre que la propriete de Markov. De m&me, dans un domaine borne de 
Iw”, si U(N, t) = Z?,(f(X,) II ttcrj) et si f est sousharmonique GO, alors u(x, t) 
est pour tout t sousharmonique. 
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Par contre, considerons sur une variCtC complexe kahlerienne, le semi- 
group de la chaleur de la metrique, mt; alors si f est plurisousharmonique rt( f ) 
ne sera pas en general plurisousharmonique (sauf dans le cas particulier de C”), 
mais seulement sousharmonique pour la metrique consideree. - 
Nous allons voir que Qt conserve la plurisousharmonicite et que P, conserve 
la plurisousharmonicite si f < 0. 
THJ?OR$ME 5. Soit f une fonction continue SUT D, plurisousharmonique sur D, 
strictement pseudoconvexe. 
(1) si f < 0, alors P,f est plurisousharmonique pour tout t > 0. 
(2) Qtf est plurisousharmonique. 
Preuve. Nous allons la faire dans le premier cas, la preuve du second cas 
&ant tout a fait similaire bien qu’un peu plus technique. Nous procederons 
en trois Ctapes. 
ler cas f est C2 au voisinage de D, plurisousharmonique nbgative au voisinage de D. 
Soit D C D’ un domaine borne voisinage de D tel que f soit C*(D), plurisous- 
harmonique sur D’ et negative sur D’. 
I . Nous allons etudrer les W,,, du section 2. Pour cela fixons M si o E HM , 
notons 
A,v = ; 1 (a~*)~J(s, co) -?tk 
1.J 
a.zj az, 
qui est operateur du 2eme ordre a coefficients stochastique. II existe un domaine -- 
D,, 3 D, D,, C D’ tel que f < -7 sur D,, a cause du principe du maximum pour f 
plurisousharmonique sur D’. Nous allons prolonger f de D a tout @“, ainsi: 
conservons la valeur de f sur D, et prolongeons f en J a tout C” de sorte que 
f < -r] sur C D,,, f-constante en dehors d’une boule de grand rayon. Dans ces 
conditions les dtrivees 2emes dejsont uniformement born&es et par suite, pour 
tout u E .J& , A,f est uniformement borne par une constante C,,, . 
Choisissons maintenant N,, entier tel que pout N > N, , - V,f + A,f 
soit positive sur C 0,; cela est possible parce que A,f est uniformement born&e 
et quep< -7 sur C D,, et que V, > N sur le complement du voisinage d’ordre 
l/N de D. Bien sQr cet N,, depend de ikl. Remarquons que pour tout 0 E ZM 
et tout N 3 N,, , A,f - VNf est positive: c’est vrai en dehors de D, comme 
on l’a vu par construction et c’est vrai dans D,, car f < 0, V, 2 0 et que 
fin = f ID et done est plurisousharmonique dans D,, et done A,f 2 0 dans D,, . 
d h” ous c orsissons desormais N > N,, . Fixons E > et s > 0, et trouvons un 
recouvrement denombrable de @” par des ouverts Uj et des cri E sM tels que si z 
est dans U, , on ait 
W&i, 2, s) 2 Wiv.n&, s> b WN(Ut , z, s) - Q* (29) 
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Cela est possible par continuite des Ll/‘,(a, z, S) et des WN,n,(z, S) (voir 
section 2 preuve du lemme 5). 
D’autre part fixons un contrble constant o de la classe &‘& . (ie u est matrice 
n i< 1z hermitiehne 3 0 independante de o, t, avec (T < M Id et dCt uu* > 1). 
Fabriquons alors un controle x E x& de la facon suivante: fixons un autre 
instant t > 0, z, E D et posons 
Z(u, W) = u si u < t 
qu, w) = Bp,(u - t, w) si u>t 
etsi ab,+zoEdr oh A, = rr, . . . (30) 
. . . A, = 1s - A,_, 
Considerons 
oh on a pose .a = z0 + abf et u2: = uz si z E A,; cette egalite rbulte de (30). 
Alors 
I = E (exp (-jI TN(X~“SzO) ) du)) E (fX>*“‘) exp ( -Jb‘ VN(X’“z*z’) &)) 
la seconde esperance Ctant une esperance conditionnelle connaissant z = 
z, + ubt . Mais d’aprb (29) et la definition de crz , on a done 
I < E (exp (-1”’ I’N(X~;“*“O’) du) WN,M(~, Xk*zO’)) + E. (31) 
D’autre part un calcul infinitesimal intCgrC de s a t + s dit que aussi 
(faire un accroissement infinitesimal s + ds du temps dans 
Calculer cet accroissement en utilisant un deveioppement limit& de j par 
Ito et un developpement limit6 de l’exponentielle et integrer sur Q et de s a 
t t s. 
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Mais A& VNfl > 0 par construction de N > N,, et darts (32), la premiere 
esperance est > WNSM(s, z,,) par definition, d’oh en utilisant (31) 
et ceci Ctant vrai pour tout E > 0, pour tout N 2 N, (qui ne depend que de M 
et pas de a, s, z,, , t), on peut faire tendre N --t + co et ainsi obtenir a la limite 
dans (33) 
Wm,hf(% 4 d ~Pco.,(~, -eZO’) Q&xl) (34) 
ou 5 est temps de sortie de D du processus de diffusion a coefficients constants 
X@*‘o) = a, + ub, . Mais W,.,(s, .) est nul au bord, d’oh aussi t 
Wm.&, %) < ~(Wm,,(s, $2’)) 
et done pour s fix& W&S, .) est sousharmonique par rapport a l’operateur A,, 
pout toute matrice 0 constante, hermitienne 20, bornee par M avec dCt (IU* 3 1, 
puisqu’on sait que Wm,Js, .) est scs. Mais P,f qui est limite decroissante des 
TVa,M(~, .) lorsque M + + co a done cette propriete. Comme cela est maintenant 
vrai pour toute matrice 0 constante de SF, cela signifie que P,f est plurisous- 
harmonique, puisqu’on sait ainsi que Ptf est scs. 
2.&e cas: f est C2(D), plurisousharmonique SW D, et nbgatiwe SW a. 
Soit D, = {z E C”/p(.z) < - 1 In}: c’est une suite d’exhaustion de D, par des 
domaines D,, strictement pseudoconvexes; f est alors C’ au voisinage de D,, , 
plurisousharmique au voisinage de & et <O sur voisinage de & pout tout TZ. 
Par le premier cas, PIDn)(f 1 0,) est pl urisousharmonique dans D,, pout tout t. 
Ici, PiDJ est le semi-groupe Pt attache a 0,; si 5, est le temps de sortie de D, , 
LEMME 10. 5, est suite croissante qui tend vers 5, 
Preuve du lemme 10. Clairement 5, croit et converge vers un temps d’arr&t 
7 < 5. Mais pour a E Z fix& X:1+) a un point adherent sur aD et comme 
Xp*‘o) est ps continu, ce point est Xrl’o), d’ou 7 = 5. 
Comme f < 0, f (Xj”*“)) II ftsr,j decroit vers f (Xj”+‘) II 1t(c) et done u,(u, z, t) 
decroit vers u(u, a, t), si 71 -+ +co. De plus Pi”n)(f 1 0,) est suite decroissante 
et on a 
P,(f) < lim P,‘Dn’(f) D,). (35) 
Mais u Ctant tixe, pour n grand, on a 
u,(u, z, t) < u(u, z, t) + E pour tout n >, n, , 
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pour tout n > n, . 
lim P,‘Dn’(f 1 D,) < p,(f) + 6. 
et ceci pout tout E > 0. D’oti par (35) et (36) 
P,f = lim PjDfl)(f I D,) 
(36) 
Or F’j”n)(f 1 0,) est plurisousharmonique sur D,; comme la limite est 
decroissante et qu’on deduit que P,f est plurisousharmonique sur D = UD, . 
3ime cas: f est continue sur D, plurisousharnwnique SW D et n&ative sur D. 
Posonsf, = f - E: elle a les m&mes proprietes que f et de plusf < --E sur D. 
Soit D, domaine strictement pseudoconvexe d’exhaustion de D. On va montrer 
d’abord que PtDn)(fE 1 D,J est plurisousharmonique; soit g,,, regularisee C2 de fe 
avec 77 assez petit pout que g,., , < 0 sur & , plurisousharmonique et de classe 
C2(D,); par le 2eme cas PJDJ g,,, est plurisousharmonique sur D,, . 
Par le theoreme 4, l’estimee (28) appliquee a PjD*) dit que 
done PjD-)(g,*,) converge si TJ + 0 uniformement sur D, vers PjDn)(fc / D,) qui 
est done plurisousharmique. 
Cette mEme estimee (28) dit que PjDn)fc 1 0,) converge aussi uniformement 
sur D, vers PjDn)(f ) 0,) si E - 0 puisque II fc -f IID < E et done Pi”n)(f / 0,) 
est plurisousharmonique sur D,, . 
Le raisonnement du Z&me cas montre alors que Ptf est plurisousharmonique 
sur D. 
7. Qt LAISSE INVARIANTES LES SOLUTIONS DE L%QUATION 
DE MONGE AMPI& HOMOG~NE 
TI-&OFU%ME 6. Soit f continue plurisousharmonique sur D, D itant stri&ment 
pseudoconvexe. Alors si (i 8f)“” = 0 dans D, on a 
Qtf =f 
pour tout t > 0. 
Preuve. f est la solution du probleme de Bremermann 
(i a8f )“” = 0 dans D 
f =f iaD sur iiD 
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et ce probleme a une solution unique dont on a vu en [5] thtoreme 4 qu’elle 
Ctait don&e necessairement par la formule 
f(z) = JII E(f(Xy)) 
Mais d’aprb le theoreme 3 de [5], f satisfait alors le principe de Bellman, 
sous la forme 
pout tout temps d’arret 7 < 5 (fairef = 0 et u = f dans la formule (18) de [5]). 
En particulier, prenons r = t A 5, on af(z) = (Qtf)(z) par la definition m&me 
de Qt . 
COROLLAIRE. Si f est continue plurisousharmonique sur D, Qtf = f. 
Remurque 1. Ce theortme Ctait formellement evident d’apres l’equation (1). 
(2) Considerons le cone des fonctions scs sur D et plurisousharmoniques 
sur D. Les rayons extr&maux sont les solutions de (i &%)A” = 0 dans D. Le semi- 
groupe Qt conserve ce cone; ses points fixes sont les rayons extremaux; partant 
d’un point f quelconque de ce cone, Qtf d&it une courbe qui converge vers un 
point extrhal. 
Bien stir, une diffusion kihlerienne conserve le caracdre strictement pluri- 
sousharmonique pour t assez petit, mais pas pout tout t > 0. Mais par contre 
une fonction plurisousharmonique qui ne l’est pas strictement en un point n’a 
aucune raison de rester plurisousharmonique a des instants arbitrairement 
petits. 
8. LE CAS DE c" 
Soit f une fonction continue bornee sur Cn. On peut considerer aussi le 
semi-groupe 
(P,f )(z) = J$ E(f (X,‘o’“‘)) (37) 
Ici il n’y a pas lieu de prendre des temps d’arr&t. On a alors 
THBOR&ME 7. (1) f ktant borne’, uniformhnent continue SW @*, P,f est une 
fonction unifwmhtent continue de z, uniform6ment par rapport d z E Cn et t E [Wt. 
(2) Pt est un semi-groupe continu en t et P, = Id. On a Ptf = 0 si f > 0, 
P,l = 1 et le principe de Bellman s’tkrit: 
(Ptf )(4 = JJ?J E(Ph(f )(X?“‘)) 
pour tout z E @“, tout t > 0 et tout temps d’arre^t 7 avec 7 < t. 
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(3) P, est contractant et P,f tend vers 0 si t --f + co uniformt!ment en z E @,l 
si f tend vet-s 0 d I’inJini. 
Preuve. 11 est facile de voir que 
1 E(f(X,‘“*“) - f(Xy)))l < F(I z - z’ 1) 
ou F est le module de continuite de f et done on obtient (1). Par suite le principe 
de Bellman se demontre directement saris qu’il soit besoin de filtrer l’espace 
des controles. 
9. DI?FORIVIATION DES FORMES DE TYPE (1, 1) POSITIVES FERM~ES 
Nous ne donnerons ici que quelques remarques preliminaires sur ce probleme. 
Partons d’un domaine D simplement connexe, borne, strictement pseudo- 
convexe de @“, de classe Cz. Soit T une forme de type (1, I), de classe Cl, 
bornee, positive et fermee sur D. Comme D est simplement connexe, elle est 
du type rr = @f oh f est une fonction plurisousharmonique continue bornee 
sur D. Posons 
nt = i EG(Qt f ). (38) 
Comme Qtf est une fonction plurisousharmonique, nt est done un courant 
de type (1, 1) positif et Cvidemment ferme. De plus TV ne depend que de T et 
pas du f choisie, carf est definie a l’addition prb d’une fonctiong pluriharmonique 
et il est facile de voir que 
QU + g) = c+(f) i- R. 
done 
i aa Qt(f + g) = i &? Ql( f ). 
Si t -+ fco, Qtf tend vers la solution fn du probleme de Bremermann 
pose par f lao ainsi qu’on l’a vu. Par consequent rrt converge vers le (l-l) courant 
i a8fm qui est dCgCnCrC en tout point au sens ou 
(i8fm)“” = 0 sur D. 
Calculons &7,/i%. On a formellement 
(39) 
ce qui est formellement d’equation de diffusion de la forme rt . 
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On voit que si la don&e initiale w,, est une (l-l) forme annulant l’equation 
de Monge Ampere, ie 
d&t rrO = 0, 
alors nt = no constamment a cause du theoreme 6. Cela ttait d’ailleurs evident 
d’apres l’equation (39). 
Remarque. La remarque 2 au section 7 s’applique de la m&me facon, aux 
(l-l) formes 20, fermees; une diffusion kahlerienne diffuse une (l-l) forme 
fermee en une (l- 1) forme fermee pour tout t >, 0. Si x0 est strictement positive, 
la forme diffusee le wste pour t assez petit mais pas en general pout tout t. 
10. DIFFUSION ASSOCIBE AUX I?QUATIONS DE MONCE AMP&RE WELLES 
Soit maintenant D un domaine borne de W a front&e de classe C’s, strictement 
convexe D = {.z E lW/p(x) < 0} ou p est C2 et strictement convexe au voisinage 
de B. L’analogue reel du probleme (1) est le probltme 
-$ = i (det ($$&-))“” - I/ dans D 
44 x) = v(x) sur aD 
40, x) = f(x) dans D. 
Ce probleme (40) est remplace par 
au 
IInfd,u -$J 
at=2 
dans D 
up, x) = q?(x) sur aD 
40, x) = f(x) sur D. 
(40) 
(41) 
4~ = c a,j(x) & et MxL z 
est matrice symetrique >0, n x TZ, de determinant al. Ce problime (41) est 
&4ivalent ci (40) si la fonction u est convexe parce que 
; (det z) 
l/f1 
ax, ax, 
l’infimum portant sur la classe de matrices (a,Jfi ci-dessus d&rite, CgalitC qui a 
lieu si II est convexe. 
Nous introduisons la classe des contrdles convexes Z’; u est dans la classe XN 
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si o(t, W) est matrice n x 12 symttrique >O, non anticipante sur le brownien 
standard de W avec 
a<NId 
dCt utu > 1 
ou to est la transposke de u et on note 
cf= U2qN. 
N>O 
Si u E &‘, on considkre l’intkgrale stochastique 
~$LX)’ = x” + r t U”(S, co) dbj(S, w) -0 (42) 
qui est la rkponse de u issue de x. 
On peut alors poser le problkmes suivants: 
(1) Probkme de Dirichlet 
Soit * continue sur D 
p continue sur aD. 
w(x, u) = E (~““” - f(Xj”*z’) dt -t p(Xk*“)) 
u(x) = Inf w(x, u). 
THBORIIME. (1) u est une fonction continue SUY D qua’ vaut p WY irD; de plus 
u est convexe. 
(2) II satisfait le principe de Bellman 
U(X) = JGn-$ E (u(Xy*“)) - ST f (XF*“) dt). 
0 
pour tout temps d’arrgt r < &,,,, . 
(3) u est solution au sens gkukalise’ de 
i 
dkt(-$$&-) = (‘,f!” dans D 
u=p, SUY aD. 
(42) 
(2) Problkme de dz@sion 
Posons 
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Alors le theoreme 2 est valide: II est scs, tend vers 9(x,,) au bord si t > 0 et 
satisfait le principe de Bellman (22). Si t -+ +co elle converge vers la solution 
du probleme (42) si 4 > 0. 
On definit ensuite les semi-groupes 
Ptf = Jp$ E(f&‘-“‘I 1 (t<r)) 
Ce sont des semi-groupes operant sur les fonctions continues sur D a valeurs 
des fonctions scs, continu en t, contractants au sens de (28). Leur propriete 
principale provient du 
TH~OF&ME. Si f est convexe continue SW D, alors 
(1) sif < 0, P,f est convexe pout tout t > 0 (enparticulier elle est continue). 
(2) Qtf est convexe. 
(3) si f est convexe extrbnale au sens oli dCt(Pf/ax, ax,) = 0, alors Qtf = f 
pour tout t > 0. 
La demonstration de ces resultats est entierement identiques a celles des 
resultats de [5] en ce qui conceme le probleme de Dirichlet (42) et des resultats 
des sections precedents en ce qui concerne la diffusion: il suffit de changer 
“hermitien” ou “symetrique” “plurisousharmonique” en “convexe,” “pseudo- 
convexe” en “convexe,” etc . . . . 
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