Weak symmetries of stochastic differential equations driven by semimartingales with jumps by S. Albeverio et al.
E l e c t r
o n
i
c
J
o
u
r n
a l
o
f
P
r
o b a b i l i t y
Electron. J. Probab. 25 (2020), no. 44, 1–34.
ISSN: 1083-6489 https://doi.org/10.1214/20-EJP440
Weak symmetries of stochastic differential equations
driven by semimartingales with jumps*
Sergio Albeverio† Francesco C. De Vecchi‡ Paola Morando§
Stefania Ugolini¶
Abstract
Stochastic symmetries and related invariance properties of finite dimensional SDEs
driven by general càdlàg semimartingales taking values in Lie groups are defined
and investigated. The considered set of SDEs, first introduced by S. Cohen, includes
affine and Marcus type SDEs as well as smooth SDEs driven by Lévy processes and
iterated random maps. A natural extension to this general setting of reduction and
reconstruction theory for symmetric SDEs is provided. Our theorems imply as special
cases non trivial invariance results concerning a class of affine iterated random maps
as well as (weak) symmetries for numerical schemes (of Euler and Milstein type) for
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1 Introduction
The study of symmetries and invariance properties of ordinary and partial differential
equations (ODEs and PDEs, respectively) is a classical and well-developed research field
(see [10, 51]) and provides a powerful tool for both computing some explicit solutions to
the equations and analyzing their qualitative behavior.
The study of invariance properties of finite or infinite dimensional stochastic differen-
tial equations (SDEs) is, in comparison, less developed and a systematic study could be
fruitful from both the practical and the theoretical point of view.
The knowledge of some closed formulas is important in many applications of stochas-
tic processes since it permits to develop faster and cheaper numerical algorithms for the
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simulation of the process or to evaluate interesting quantities related to it. Moreover, the
use of closed formulas allows the application of simpler statistical methods for the cali-
bration of models (this is the reason for the popularity of affine models in mathematical
finance, see e.g. [21, 31], or of the Kalman filter and its generalizations in the theory of
stochastic filtering, see e.g. [8]). The presence of symmetries and invariance properties
is a strong clue for the possibility of closed formulas (see, for example, [18, 19], where
classical infinitesimal symmetry techniques are used for finding fundamental solutions
of some diffusion processes applied in mathematical finance, or [16, 17, 23], where
geometrical methods based on Lie algebras are used to find new finite dimensional
stochastic filters).
The investigation of invariance properties is relevant also from a theoretical point of
view, in particular when stochastic processes are discussed in a geometrical framework.
Some interesting examples of this approach are the study of Lévy processes on Lie
groups [2, 47], the geometric description of stochastic filtering (see [33], where invariant
diffusions on fiber bundles are discussed), and the study of variational stochastic systems
[20, 55].
In this paper we apply Sophus Lie original ideas to the study of stochastic symmetries
of a finite dimensional SDE driven by general càdlàg semimartingales taking values
in Lie groups. In particular, we introduce a group of transformations which change
both the processes solving the considered SDE and its driving noise, and transform
correspondingly the coefficients of the SDE. Therefore, we look for the subgroup of all
transformations which leave invariant the set of solutions of a given SDE.
In order to clarify the novelty of our study we describe, without claiming to be
exhaustive, some previous results on the same problem. There are essentially two
natural approaches to the description of the symmetries of a SDE. The first one, applied
when the solution processes are Markovian semimartingales, consists in studying the
invariance properties of the generator of the SDE solutions (which is an analytical object).
This approach, used by Glover et al. [35], Cohen de Lara [15] and Liao [48], deals with
a large group of transformations involving both a general spatial transformation and a
solution-dependent stochastic time change. See [26] for a martingale approach in the
same direction.
The second line, mainly applied to Brownian-motion-driven SDEs, consists in restrict-
ing the attention to a suitable set of transformations and directly applying a natural
notion of symmetry, closely inspired by the ODEs case (see Gaeta et al. [34] for SDEs
driven by Brownian motion and Lázaro-Camí and Ortega [44] for SDEs driven by general
continuous semimartingales). Recently (see [27]) the family of stochastic transformations
has been enriched by introducing the change of the underlying probability measure via
Girsanov theorem, recovering in this way all the Lie point symmetries of the associated
Kolmogorov equation. We do not investigate this topic here.
Both approaches have their strengths and weakness. The first method permits to
treat a very general family of processes (all Markovian processes on a metric space)
and a large class of transformations with interesting applications (see [35, 48]), but
the explicit calculation of the symmetries is quite difficult in the non-diffusive case.
Conversely, the second approach allows us to face the non-Markovian setting (see [44])
and permits easy explicit calculations. In particular, in this framework, it is possible
to get the determining equations, that are a set of first order PDEs which uniquely
characterizes the symmetries of the SDE. As the first approach, also the second one has
interesting applications (see, e.g., [44, 24]), even though, until now, it has been confined
to the case of continuous semimartingales.
In this paper, aiming at reducing the gap between these two approaches, we propose
a possible foundation of the concept of symmetry for general SDEs and we extend
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the methods introduced in [25] where, despite working in the setting of the second
approach, we introduced a large family of transformations which allowed us to obtain all
the symmetries of the first setting for Brownian-motion-driven SDEs.
Let us recall that in [25] we considered an SDE as a pair (µ(x), σ(x)), where µ is the
drift and σ is the diffusion coefficient defined on a manifold M and we called solution
to the SDE (µ, σ) a pair (X,W ), where X is a semimartingale on M and W is an n-
dimensional Brownian motion. A stochastic transformation, according to [25], is a triple
T = (Φ, B, η), where Φ is a diffeomorphism of M , B is a Xt-dependent rotation and η is
a Xt-dependent density of a stochastic time change. The transformation T induces an
action ET on the SDE (µ, σ) and an action PT on the process (X,W ). The operator PT
acts on the process (X,W ) changing the semimartingale X by the diffeomorphism Φ
and the time change
∫ t
0
ηdt, and on the Brownian motion W by the rotation B and the
same time change. Since the Brownian motion is invariant with respect to both rotations
and time rescaling, the process PT (X,W ) is composed by a semimartingale on M and
a new n-dimensional Brownian motion. The action ET of the stochastic transformation
on (µ, σ) is the unique way of changing the SDE so that, if (X,W ) is a solution to (µ, σ),
then PT (X,W ) is a solution to ET (µ, σ).
In this framework a symmetry is defined as a transformation T which leaves the
SDE (µ, σ) invariant. These transformations are the only ones which preserve the set
of solutions to the SDE (µ, σ). Since all actions PT and ET are explicitly determined in
terms of T = (Φ, B, η), it is possible to write the determining equations satisfied by T
which can be solved explicitly with a computer algebra software (see [24]).
The main aim of the present paper is to generalize this approach from Brownian-
motion-driven SDEs to SDEs driven by general càdlàg semimartingales taking values
in (finite dimensional) Lie groups. There are two main differences with respect to the
Brownian motion setting. The first one is the lack of a natural geometric transformation
rule for processes with jumps replacing the Itô transformation rule for continuous
processes. This fact makes the action of a diffeomorphism Φ on a SDE with such general
driving noise more difficult to be described. The second one is the fact that a general
semimartingale does not have the symmetry properties of Brownian motion in the sense
that we cannot “rotate” it or make general time changes.
In order to address the first problem we restrict our study to a particular family of
SDEs (that we call geometrical SDEs) introduced by Cohen [13, 14] (see also [5]). In
particular, we consider SDEs defined by a map Ψ : M ×N →M , where M is the (finite
dimensional) manifold where the solution lives and N is the (finite dimensional) Lie group
where the driving process takes values. This definition simplifies the description of the
transformations of the solutions (X,Z) ∈M×N . In fact, if (X,Z) is a solution to the SDE
Ψ(x, z) then, for any diffeomorphism Φ, (Φ(X), Z) is a solution to the SDE Φ(Ψ(Φ−1(x), z)
(see Theorem 2.4 and Theorem 3.1). We remark that the family of geometrical SDEs is
not too restrictive: in fact it includes affine types SDEs, Marcus type SDEs, smooth SDEs
driven by Lévy processes and even a class of iterated random maps (see Subsection 2.2
for further details).
The second problem is addressed by using the new notions of invariance of a semi-
martingale defined on a Lie group introduced in [1]. These two notions are extensions of
predictable transformations which preserve the law of n dimensional Brownian motion
and α-stable processes studied for example in [39, Chapter 4]. The first notion, called
gauge symmetry, is a natural extension to semimartingales on Lie groups of the rotation
invariance of Brownian motion, while the second one, called time symmetry, is a corre-
sponding extension of the time rescaling invariance of Brownian motion. The concept of
gauge symmetry group is based on the action Ξg of a Lie group G (g is an element of G)
on the Lie group N which preserves the identity 1N of N . A semimartingale Z admits
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G as gauge symmetry group if, for any locally bounded predictable process Gt taking
values in G, the process Z˜, defined by the transformation dZ˜ = ΞGt(dZ) has the same
probability law as Z (see Section 3). A similar definition is given for the time symmetry,
where Ξg is replaced by an R+ action Γr and the process Gt is replaced by an absolutely
continuous time change βt (see Section 3.2).
Given an SDE Ψ and a driving process Z with gauge symmetry group Ξg and time
symmetry Γr, we are able to define a stochastic transformation T = (Φ, B, η), where Φ, η
are a diffeomorphism and a density of a time change as in the Brownian setting, while B
is a function taking values in G (in the Brownian setting G is the group of rotation in Rn).
In order to generalize [25], using the properties of geometrical SDEs and of gauge and
time symmetries, we define an action ET of T on the SDE Ψ as well as an action PT of T
on the solutions (X,Z).
In this setting we propose an algorithm for exploiting general symmetries in order to
reduce a geometrical SDE admitting a solvable symmetry algebra to a more simple SDE
and we provide a reconstruction method to obtain solutions to the original SDE starting
from the knowledge of the solutions to the reduced one.
The first novelty of our work is that, for the first time, the notion of symmetry of a SDE
driven by general càdlàg, in principle non-Markovian, semimartingales is introduced
and studied in full detail. The analysis is based on the introduction of a group of
transformations which permits both the space transformation Φ and the gauge and time
transformations Ξg,Γr. In this way our approach extends the results of [44], where
only general continuous semimartingales Z and space transformations Φ are considered.
We also generalize the results to the case of Markovian processes on Rm with regular
generators. Indeed, due to the introduction of gauge and time symmetries, we recover
most of the smooth symmetries of a Markovian process which would be lost if we had
just considered the space transformation Φ.
The second novelty of the paper is given by our explicit approach: indeed, we
provide many results which permit to check explicitly whether a semimartingale admits
given gauge and time symmetries and to compute stochastic transformations which are
symmetries of a given SDE. We obtain the determining equations (4.9) which are satisfied
by any infinitesimal symmetry, under some mild additional hypotheses on the jumps of
the driving process Z. The possibility of providing explicit determining equations is the
main reason to restrict our attention to geometrical SDEs instead of considering more
general classes of SDEs. Indeed, an interesting consequence of our study is that we
provide a black-box method, applicable in several different situations, which permits to
explicitly compute symmetries of a given SDE or to construct all the geometrical SDEs
admitting a given symmetry. For these reasons, in order to show the generality and the
user-friendliness of our theory, we conclude the paper with two applications.
The first one (see Section 5) is the study of symmetries of the general affine SDEs in
two dimensions (see Section 2.2.1 for the definition of affine SDEs). This kind of model
has many applications in the theory of iterated random maps (see, e.g., [6, 7, 40] and in
particular [11] for the well known ARMA model) and it is closely connected with affine
processes (see [31] for the general definition of affine processes).
The second application (see Section 6) is the introduction of the general concept
of weak symmetry for numerical schemes of SDEs and, in particular, for the Euler
and Milstein numerical schemes for Brownian motion driven SDEs. This study is a
generalization of [28], where the concept of strong symmetries of Euler and Milstein
numerical schemes was introduced. Section 6, as well as [28], are parts of a more
general research line, aiming at exploiting Lie symmetries of ODEs and PDEs in or-
der to obtain better numerical integrators (see e.g. [12, 30, 46, 45] and references
therein).
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The paper is organized as follows. In Section 2 we introduce the notion of geometrical
SDE and we discuss their transformation properties under diffeomorphisms. In Section
3 we recall the definition of gauge and time symmetries with their main properties. In
Section 4 we extend the study of the symmetries of Brownian-motion-driven SDEs to
SDEs driven by general càdlàg semimartingales. Section 5 is devoted to the detailed
application of our symmetries analysis to a relevant example. In Section 6 we show
that the general results of the paper can be successfully applied to the most common
numerical approximations for Brownian motion driven SDEs.
2 Stochastic differential equations with jumps
In this section we introduce some preliminary material which will be fundamental
in the rest of the paper. Einstein’s summation convention for repeated indices is used
throughout the paper.
2.1 Geometrical SDEs with jumps
Definition 2.1. An adapted càdlàg stochastic process X on a subset M of Rm is a
semimartingale if each component can be decomposed as the sum of a local martingale
and a càdlàg adapted process whose sample paths are locally of bounded variation.
Semimartingales are the largest class of processes for which an Itô integral can be
defined. The importance of this class relies on the fact that it is closed with respect
to localization, change of time, absolutely continuous change of measure and optional
stopping. Therefore, working with this class of processes allows the use of the whole
standard machinery of the stochastic calculus. In particular we recall here Itô Lemma
for (non continuous) semimartingales (see [52] Chapter II Section 7). If X is a semi-
martingale on M and f is a twice continuously differentiable real-valued function on M ,
then f(X) is a semimartingale and
f(Xt) = f(X0) +
∫ t
0
∂xif(Xs−)dX
i
s +
1
2
∫ t
0
∂xi,xjf(Xs−)d[X
i, Xj ]cs
+
∑
0≤s≤t
{(∆f(Xs))− ∂xif(Xs−)∆Xis}, (2.1)
where ∆Xs = Xs −Xs− denotes the jump at time s and [Xi, Xj ]c is the continuous part
of the quadratic variation defined by
[X]t = [X]
c
t +X
2
0 +
∑
0≤s≤t
(∆Xs)
2,
where [X]t := [X,X]t.
Hereafter, denoting by N a matrix Lie group and fixing a linear representation of N ,
we denote by z1, . . . zn its standard set of matrix elements. For a semimartingale Z on
N , a natural definition of jump process can be given. Indeed, if τ is a stopping time, we
define the jump at time τ as the random variable ∆Zτ taking values on N such that
∆Zτ = Zτ · (Zτ−)−1,
where · is the multiplication in the group N . In order to define a special class of equations
that, in some sense, depends only on the jumps ∆Zt of a process Z defined on N, we
consider a topological space K and we introduce a function Ψ of the form
Ψ·(·, ·) : M ×N ×K →M,
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such that Ψk(x, 1N ) = x for any k ∈ K and x ∈ M , Ψk is smooth in the M,N variables
and Ψk and all its derivatives with respect to the M,N variables are continuous in all
their arguments. In order to provide a general concept of stochastic differential equation
(SDE) with jumps defined on M and driven by a general càdlàg semimartingale on N we
introduce an auxiliary function Ψk
Ψ.(., ., .) : M ×N ×N ×K →M (2.2)
defined as
Ψk(x, z
′, z) = Ψk(x, z′ · z−1) = Ψk(x,∆z). (2.3)
If K is a predictable process such that there exist an increasing sequence of stopping
times τn → +∞ and an increasing sequence of compact sets Kn ⊂ K such thatKt(ω) ∈ Kn
when 0 < t ≤ τn(ω), we say that K is a predictable and locally bounded process. In this
setting, inspired by [13], we say that the semimartingale X in M is a solution to the SDE
defined by ΨKt and driven by the semimartingale Z on N (and we write dXt = ΨKt(dZt))
if and only if
Xit −Xi0 =
∫ t
0
∂z′α(Ψ
i
Ks)(Xs− , Zs− , Zs−)dZ
α
s +
1
2
∫ t
0
∂z′α,z′ β (Ψ
i
Ks)(Xs− , Zs− , Zs−)d[Z
α, Zβ ]s
+
∑
0≤s≤t
{ΨiKs(Xs− , Zs, Zs−)−Ψ
i
Ks(Xs− , Zs− , Zs−)
− ∂z′α(ΨiKs)(Xs− , Zs− , Zs−)∆Zαs }. (2.4)
The previous discussion can be resumed in the following
Definition 2.2. LetK be a predictable locally bounded process taking values inK. A pair
of semimartingales (X,Z) on M and N respectively is a solution to the geometrical SDE
defined by ΨKt if X and Z solve the integral equation (2.4) (with Ψ given by (2.3)). When
we consider K consisting of a single point {k0}, we write Ψ instead of Ψk0 .
Theorem 2.3. For any semimartingale Z on N , there exist a stopping time τ and a
semimartingale X on M such that (Xτ , Zτ ) is a solution to (2.4)
Proof. The proof can be found in [13], Theorem 2.
The notion of geometrical SDE introduced in Definition 2.2 naturally suggests to
consider transformations of solutions to a SDE.
Theorem 2.4. Given M,M ′ ⊂ Rm and N,N ′ two matrix Lie groups, let Φ : M → M ′
and Φ˜ : N → N ′ be two diffeomorphisms which respect the group action. If (X,Z) is a
solution to the geometrical SDE ΨKt , then (Φ(X), Φ˜(Z)) is a solution to the geometrical
SDE Ψ′Kt defined by
Ψ
′
Kt(x, z
′, z) = Φ(ΨKt(Φ
−1(x), Φ˜−1(z′), Φ˜−1(z))).
Proof. The proof is based on Itô formula for semimartingales with jumps (see equation
(2.1)) and the definition of geometrical SDE (2.4). The details of the proof can be found
in [22], Theorem 4.3.
2.2 A comparison with other approaches
The definition of geometrical SDEs driven by semimartingales with jumps includes
many interesting classes of SDEs driven by càdlàg processes appearing in the literature.
In particular in this section, in order to show the generality of our approach (mainly
inspired by [13]), we discuss the cases of affine-type SDEs of the type studied in [52,
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Chapter V] and [9, Chapter 5] and smooth iterated random functions (see e.g. [6, 29])
that we need for our applications in Section 5 and in Section 6. Marcus-type SDEs
(see [43, 49]) as well as SDEs driven by Lévy processes with smooth coefficients (see
e.g. [4, 42]) can also be successfully considered in our setting: the interested reader is
referred to [1] for a detailed study of these topics.
2.2.1 Affine-type SDEs
We briefly describe the affine type SDEs as proposed e.g. in [52, Chapter V]. In particular
we show how it is possible to rewrite them according to our geometrical setting.
Let (Z1, ..., Zn) be a semimartingale in N and let σ : M → Mat(m,n) be a smooth
function taking values in the set of m× n matrices with real elements. We consider the
SDE defined by
dXit = σ
i
α(Xt)dZ
α
t , (2.5)
where σij are the components of the matrix σ. If Z
1
t = t and Z
2, ..., Zn are independent
Brownian motions, we have the usual diffusion processes with drift (σ11 , ..., σ
m
1 ) and
diffusion matrix (σiα)| i=1,...,m
α=2,...,n
.
The previous affine-type SDE can be rewritten as a geometrical SDE defined by the
function Ψ
Ψ(x, z′, z) = x+ σ(x) · (z′ − z),
or, in coordinates,
Ψ
i
(x, z′, z) = xi + σiα(x)(z
′α − zα).
In fact, by definition of geometrical SDE Ψ, we have
Xit −Xi0 =
∫ t
0
∂z′α(Ψ
i
)(Xs− , Zs− , Zs−)dZ
α
s +
∫ t
0
∂z′α,z′ β (Ψ
i
)(Xs− , Zs− , Zs−)d[Z
α, Zβ ]s
+
∑
0≤s≤t
{Ψi(Xs− , Zs, Zs−)−Ψ
i
(Xs− , Zs− , Zs−)−∂z′α(Ψ
i
)(Xs− , Zs− , Zs−)∆Z
α
s },
=
∫ t
0
σiα(Xs−)dZ
α
s +
∑
0≤s≤t
{σiα(Xs−)(Zαs − Zαs−)− σiα(Xs−)∆Zαs }
=
∫ t
0
σiα(Xs−)dZ
α
s .
2.2.2 Iterated random smooth functions
In the previous sections we have only considered continuous time processes Zt, t ∈ R+.
Let us now take Z as a discrete time adapted process, i.e. Z is a sequence of random
variables Z0, Z1, ..., Zl, ... defined on N . We can consider Z as a càdlàg continuous time
process Zt defined as
Zt = Zl if l ≤ t < l + 1, t ∈ R+.
Since the process Z is a pure jump process with a finite number of jumps in any compact
interval of R+, Z is a semimartingale. If (X,Z) is a solution to the geometrical SDE Ψ,
we have that
Xl = Ψ(Xl−1,∆Zl) (2.6)
and Xt = Xl if l ≤ t < l + 1. The process X can be viewed as a discrete time process
defined by the recursive relation (2.6). These processes are special forms of iterated
random functions (see e.g. [6, 29, 53]) and this kind of equations is very important in
time series analysis (see, e.g., [11]) and in numerical simulation of SDEs (see, e.g. [41]
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for simulation of SDEs and [28] for the concept of strong symmetry of a discretization
scheme). In this case we do not need that Ψ is smooth in all its variables and that
Ψ(x, 1N ) = x for any x ∈M . In the case of a discrete time semimartingale Zt these two
conditions can be skipped and we can consider more general iterated random functions
defined by relation (2.6).
An important example of iterated random functions can be obtained by considering
M = Rm, N = GL(m)×Rm and the functions
Ψ(x, z′, z) = (z′1 · z−11 ) · x+ (z′2 − z2),
where (z1, z2) ∈ GL(m) × Rm. Moreover, taking two sequences of random variables
A0, ..., Al, ... ∈ GL(n) and B0, ..., Bl, ... ∈ Rm, we define
Zl = (Al ·Al−1 · .... ·A0, Bl +Bl−1 + ....+B0) .
The iterated random functions associated with the SDE Ψ is
Xl = Al ·Xl−1 +Bl.
This model is very well studied (see, e.g. [6, 7, 40]). In particular the well known ARMA
model is of this form (see, e.g., [11]).
3 Gauge and time symmetries
In this section (see [1] for details), we generalize the well known noise change
property of affine-type SDEs driven by càdlàg semimartingales. If M = Rm and N ⊆ Rn,
we can consider the affine SDE
dXit = σ
i
α(Xt−)dZ
α
t ,
and we can define a new semimartingale on N given by
dZ˜αt = B
α
β,tdZ
β
t , (3.1)
where B = (Bαβ ) is a locally bounded predictable process taking values in GL(n). There-
fore, the affine SDE can be rewritten in terms of the semimartingale Z˜ in the following
way
dXit = σ
i
α(Xt−)(B
−1)αβ,tdZ˜
β
t , (3.2)
where B−1 is the inverse matrix of B.
The notion of geometrical SDEs allows us to introduce a useful generalization of the
semimartingales change rule (3.2).
Given a Lie group G, suppose that M = N˜ for some Lie group N˜ . If we consider a
smooth function
Ξ·(·) : N × G → N˜
satisfying Ξg(1N ) = 1N˜ ,∀g ∈ G, we can define the map
ΨΞg (x, z) = Ξg(z) · x.
If Z is a semimartingale on N and G is a predictable process taking values in G, we
define the transformed semimartingale on N˜ by
dZ˜t = ΞGt(dZt) (3.3)
as the unique solution (Z˜, Z) to the equation
dZ˜t = Ψ
Ξ
Gt(dZt),
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with initial condition Z˜0 = 1N˜ . Before proving further results about transformation (3.3),
we show that the semimartingales change (3.1) is a particular case of (3.3). In fact, for
N˜ = N = Rn, any map Ξ· : Rn × G → Rn gives the geometrical SDE defined by the
function
ΨΞg (z˜, z) = z˜ + Ξg(z).
This means that equation (3.3) is explicitly given by the relation
Z˜t =
∫ t
0
∂zα(ΞGs)(0)dZ
α
s +
∫ t
0
∂zαzβ (ΞGs)(0)d[Z
α, Zβ ]cs +
+
∑
0≤s≤t
(ΞGs(∆Zs)− ∂zα(ΞGs)(0)∆Zαs ). (3.4)
If G = GL(n) and Ξg(z) = ΞB(z) = B · z, since both ∂zαzβ (ΞBt)(0) and (ΞGs(∆Zs) −
∂zα(ΞGs)(0)∆Z
α
s ) are equal to zero, we obtain equation (3.1).
Theorem 3.1. Let N, N˜ be two Lie groups and suppose that (X, Z˜) (where Z˜ is defined
on N˜ ) is a solution to the geometrical SDE ΨKt . If dZ˜t = ΞGt(dZt), then (X,Z) is a
solution to the geometrical SDE defined by
Ψˆk,g(x, z) = Ψk(x,Ξg(z)).
Proof. For the proof see Theorem 2.8 in [1].
Corollary 3.2. Suppose that N = N˜ , G is a Lie group and Ξ is a Lie group action.
If (X,Z) is a solution to the geometrical SDE ΨKt , then (X, Z˜) is a solution to the
geometrical SDE defined by
Ψˆk,g(x, z) = Ψk(x,Ξg−1(z)).
Proof. The proof is an application of Theorem 3.1 and of the fact that dZt = ΞG−1t (dZ˜t).
Indeed, defining dZˆt = ΞG−1t (dZ˜t), by Theorem 3.1 we have that dZˆt = ΞG
−1
t
◦ΞGt(dZt) =
Ξ1G (dZt) = dZt.
3.1 Gauge symmetries
Let us consider the following well known property of Brownian motion. Let Bt :
Ω × [0, T ] → SO(n) be a predictable process taking values in the Lie group of special
orthogonal matrices and consider a Brownian motion Z on Rn. Then the process defined
by
Z ′αt =
∫ t
0
Bαβ,sdZ
β
s (3.5)
is a new n dimensional Brownian motion.
In the simple case N = Rn, replacing the Brownian motion by a general semi-
martingale, the invariance property (3.5) is no longer true. For this reason, in [1] the
generalization of this property to the case of a càdlàg semimartingale Z taking values in
a Lie group N has been proposed.
Definition 3.3. Let Z be a semimartingale on a Lie group N with respect to the filtration
Ft. Given a Lie group G and g ∈ G, we say that Z admits G, with action Ξg and with
respect to the filtration Ft, as gauge symmetry group if, for any Ft-predictable locally
bounded process Gt taking values in G, the semimartingale Z˜ solution to the equation
dZ˜t = ΞGt(dZt) has the same law as Z.
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In [1], in order to provide some explicit methods for checking when a semimartingale
on a Lie group N admits G, with action Ξg, as gauge symmetry group, the concept of
characteristics of a semimartingale on a Lie group has been introduced. This provides
a useful condition, equivalent to Definition 3.3, that can be directly applied to Lévy
processes on Lie groups in order to obtain a completely deterministic method to verify
Definition 3.3 in this case. This reformulation can also be exploited to provide some
examples of non-Markovian processes admitting gauge symmetry groups (see [1]).
3.1.1 Gauge symmetries of Lévy processes
In this section we recall the definition of a Lévy process on Lie groups with prescribed
characteristics and a theorem which gives a complete characterization of gauge invariant
Lévy process (see [1] for details). In order to fix notations, given n right-invariant vector
fields Y1, ..., Yn on N , we introduce a set of functions h1, ..., hn (called truncated functions
related to Y1, ..., Yn) which are measurable, bounded, smooth in a neighborhood of the
identity 1N , with compact support and such that hα(1N ) = 0 and Yα(hβ)(1N ) = δβα (the
existence of these functions is proved, for example, in [36] and they can be chosen to be
equal to a set of canonical coordinates in a neighborhood of 1N ).
Definition 3.4. LetA0 be an n×n symmetric non-negative matrix, b0 be an n-dimensional
vector and ν0 be a positive measure such that
∫
N
(hα(z))2ν0(dz) < +∞ and
∫
N
f(z)ν0(dz)
< +∞ for any smooth and bounded function f ∈ C∞(N) which is identically zero in
a neighborhood of 1N . A càdlàg semimartingale Z on a Lie group N is called a Lévy
process with characteristics (b0, A0, ν0) if, for any C2 function f defined on N and with
compact support, we have that
f(Zt)−
∫ t
0
L(f)(Zs−)ds :=
f(Zt)−
∫ t
0
(
bα0Yα(f)(Zs−) +A
αβ
0 Yα(Yβ(f))(Zs−)+
+
∫
N
(f(z′ · Z−1s− )− f(Zs−)− hα(z′)Yα(f)(Zs−))ν0(dz′)
)
ds
is a local martingale.
Since the map Ξg is such that Ξg(1N ) = 1N , using the identification of the Lie algebra
generated by the right-invariant vector fields Y1, ..., Yn with n = T1NN , we can define a
linear maps Υg : n→ n in the following way
Υg(Y ) = ∂a(Ξg ◦ Φa)(1N )|a=0,
where Y is an invariant vector field with associated flow Φa : N → N . Furthermore, in
order to simplify the following treatment, hereafter we require that, for any pair of flows
Φa,Φ
′
b
∂b(∂a(Ξg ◦ Φa ◦ Φ′b))(1N )|a=0,b=0 = 0.
This condition (which is always satisfied for the linear actions considered in this paper)
can be relaxed: see [1] for the general theory.
Since Y (f)(z) = ∂a(f ◦ Φa)(z)|a=0 and the flow of right-invariant vector fields com-
mutes with the right multiplication, we can exploit the definition of ΨΞg (z˜, z) = Ξg(z) · z˜
and Ψ
Ξg
(z˜, z′, z) = Ξg(z′ · z−1) · z˜ to prove that, for any Y, Y ′ right-invariant vector fields,
Y z(f ◦ΨΞg )(z˜, 1N ) = Y z
′
(f ◦ΨΞg )(z˜, z, z) = (Υg(Y ))(f)(z˜) (3.6)
Y ′ z(Y z(f ◦ΨΞg ))(z˜, 1N ) = Y ′ z
′
(Y z
′
(f ◦ΨΞg ))(z˜, z, z) = (Υg(Y ′))[(Υg(Y ))(f)](z˜) (3.7)
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where the superscript ·z, ·z′ means that the vector fields Y, Y ′ apply to the z, z′ variables
respectively.
The following theorem gives a complete characterization of gauge invariant Lévy
processes.
Theorem 3.5. If a semimartingale Z is a Lévy process with characteristics (b0, A0, ν0)
such that its law is uniquely determined by its characteristics, then Z admits G as gauge
symmetry group with action Ξg if and only if, for any g ∈ G,
bα0 = Υ
α
g,βb
β
0 +
∫
N
(hα(z′)− hβ(Ξg−1(z′))Υαg,β)ν0(dz′) (3.8)
Aαβ0 = Υ
α
g,γΥ
β
g,δA
γδ
0 (3.9)
ν0 = Ξg∗(ν0). (3.10)
Remark 3.6. It is important to recall that the law of a Lévy process on the Lie group
N = Rn is always uniquely determined by its characteristics (see [38], Chapter II,
Theorem 4.15 and following comments).
3.1.2 Gauge symmetries of discrete time independent increments processes
In this section we focus on discrete time semimartingales with independent increments.
We use here the convention adopted in Section 2.2.2, where we identify a discrete
time process with a pure jump semimartingale having jumps at the deterministic time
t = 0, 1, 2, ..., n, ....
Definition 3.7. The discrete time process Z = (Z0, Z1, ..., Zn, ...) taking values on the
Lie group N is a discrete time semimartingales with independent increments if Zn ·Z−1n−1
is independent of Z0, Z1, ..., Zn.
The law of discrete time semimartingales with independent increments is completely
characterized by the measure ν(dz, dt) on R+ ×N given by
ν(dz, dt) =
∑
n∈N
δn(dt)µn(dz),
where µn(dz) is the law of the jump ∆Zn = Zn · Z−1n−1.
Therefore, a semimartingale Z ′ has the same law as Z if and only if, for any bounded
continuous function on N ,
f(Z ′t)− f(Z ′0) =
∫ t
0
∫
N
f(z · Z ′ −1s− )ν(dz, dt).
Using the previous description of the law of Z we have the following theorem.
Theorem 3.8. If a semimartingale Z is a discrete time semimartingale with independent
increments, then Z admits G as gauge symmetry group with action Ξg if and only if, for
any g ∈ G,
ν = Ξg∗(ν).
Proof. This is a particular case of Theorem 4.9 of [1].
An equivalent reformulation of the previous theorem is the following: Z admits
discrete time semimartingales with independent increments if and only if
Ξg∗(µn) = µn
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for any n ∈ N. In the following we provide an interesting example, with application
to iterated random maps theory, of a discrete time process admitting O(k) as gauge
symmetry group.
Consider N = GL(k) and let Ξg be the action of O(k) on N given by
Ξg(z) = g · z · gT .
Let now Z ∈ GL(k) be discrete-time semimartingales with independent increments
characterized as follows
Zn = Kn · Zn−1
where Kn ∈ GL(k) are random variables independent of Z1, ..., Zn−1. Therefore, by
Theorem 3.8, we have that Z has O(k) as gauge symmetry group with action Ξg if and
only if the distribution of Kn ∈ GL(k) is invariant with respect to the action Ξg.
The invariance of the law of Kn ∈ GL(k) with respect to Ξg is exactly the invariance
of the matrix random variable Kn with respect to orthogonal conjugation. This kind of
random variables and related processes are deeply studied in random matrix theory (see,
e.g., [3, 50]).
3.2 Time symmetries
In this section we briefly discuss the time symmetries of a Lévy process on a Lie group.
After recalling some properties of the absolutely continuous time change, we introduce
the definition of time symmetry of a semimartingale and we study time symmetries of
Lévy processes, constructing some explicit examples of Lévy processes with non-trivial
time symmetry.
Given a positive adapted stochastic process β such that, for any ω ∈ Ω, the function
β(ω) : t 7→ βt(ω) is absolutely continuous with strictly positive locally bounded derivative,
we define
αt = inf{s|βs > t},
where, as usual, inf(∅) = +∞. The process α is an adapted process such that
βαt = αβt = t.
If X is a stochastic process adapted to the filtration Ft, we denote by Hβ(X) the
stochastic process adapted to the filtration F ′t = Fαt such that
Hβ(X)t = Xαt .
Since, by assumption, βt is absolutely continuous and strictly increasing, then also αt
is absolutely continuous and strictly increasing. Furthermore, denoting by β′t the time
derivative of βt, we have
α′t =
1
β′αt
.
If µ is a random measure on N adapted to the above filtration Ft, we can introduce
a time changed random measure Hβ(µ) adapted to the filtration F ′t such that, for any
Borel set E ⊂ N ,
Hβ(µ)([0, t]× E) = µ([0, αt]× E).
In order to introduce a good concept of symmetry with respect to time transformations,
we have to recall some fundamental properties of absolutely continuous random time
changes with locally bounded derivative.
Theorem 3.9. Let βt be the process described above and let Z,Z ′ be two real semi-
martingales, Kt be a predictable process which is integrable with respect to Z and µ be
a random measure. Then
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1. Hβ(Z) is a semimartingale,
2. if Z is a local Ft-martingale, then Hβ(Z) is a local F ′t-martingale,
3. Hβ([Z,Z ′]) = [Hβ(Z), Hβ(Z ′)]
4. Hβ(K) is integrable with respect to Hβ(Z) and
∫ αt
0
KsdZs =
∫ t
0
Hβ(K)sdHβ(Z)s.
5. if µp is the compensator of µ, then Hβ(µp) is the compensator of Hβ(µ).
Proof. Since the random time change β is continuous, β is an adapted change of time in
the meaning of [37] (Chapter X, Section b)). Thank to this remark the proofs of assertions
1, . . . , 5 can be found in [37] (Chapter X, Sections b) and c)).
Taking into account Theorem 3.9, a quite natural definition of time symmetry could
be the following: a semimartingale Z has time symmetries if, for any β satisfying
the previous hypotheses, Z and Hβ(Z) have the same law. Unfortunately, using for
example standard deterministic time changes, it is possible to prove that the only
process satisfying the previous definition is the process almost surely equal to a constant.
In order to provide a different definition, admitting non-trivial examples, we introduce a
smooth action Γ : R+ ×N → N of the group R+ on N . We write γr : n→ n for the linear
action of R+ on n such that
γr(Y ) = ∂a(Γr ◦ Φa)(1N )|a=0,
where Φa is the flow of a right invariant vector field Y on N . If we assume that
∂b(∂a(Γr ◦ Φa ◦ Φ′b))(1N )|a=0,b=0 = 0,
we obtain
Y z(f ◦ΨΓr )(z˜, 1N ) = Y z
′
(f ◦ΨΓr )(z˜, z, z) = (γr(Y ))(f)(z˜) (3.11)
Y ′ z(Y z(f ◦ΨΓr ))(z˜, 1N ) = Y ′ z
′
(Y z
′
(f ◦ΨΓr ))(z˜, z, z) = (γr(Y ′))[(γr(Y ))(f)](z˜). (3.12)
Definition 3.10. Let Z be a semimartingale on a Lie group N and let Γ· : N ×R+ → N
be an R+ action such that Γr(1N ) = 1N for any r ∈ R+. We say that Z has a time
symmetry with action Γr with respect to the filtration Ft if
dZ ′t = Hβ(Γβ′t(dZt))
has the same law of Z for any βt satisfying the previous hypotheses and such that β′t is a
Ft-predictable locally bounded process in R+.
Remark 3.11. The request that β′t is a locally bounded process in R+ ensures that
β′t(ω) ≥ c(ω) > 0 for some c(ω) ∈ R+ and for t in compact sets.
Lemma 3.12. If (X,Z) is a solution to the SDE ΨKt and β is an absolutely continuous
process such that β′t is locally bounded in R+, then (Hβ(X), Hβ(Z)) is a solution to the
SDE ΨHβ(K)t .
Proof. The thesis is a simple consequence of Definition 2.2 and Theorem 3.9, point 4.
We now restrict our attention to Lévy processes on N , proving a general result about
Lévy processes with time symmetries.
Theorem 3.13. If Z is a Lévy process with characteristics (b0, A0, ν0), then Z admits a
time symmetry with action Γr if and only if, for any fixed r ∈ R+,
bα0 =
1
r
(
γαr,βb
β
0
)
+
1
r
∫
N
(hα(z′)− hβ(Γr−1(z))γαr,β)ν0(dz′) (3.13)
Aαβ0 =
1
r
γαr,γγ
β
r,δA
γδ
0 (3.14)
ν0(dz) =
1
r
Γr∗(ν0(dz)). (3.15)
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Proof. We give the main lines of the proof. See [22], Theorem 4.36 for the details.
Put dZ˜t = Hβ(Γβ′(dZt)). By Theorem 3.9 and by definition of stochastic characteris-
tics (see [1, 38]), the stochastic characteristics of Z˜ are given by
b˜αt = Hβ
(∫ t
0
(
γαβ′s,βb
β
0 +
∫
N
(hα(z′)− hβ(Γβ′ −1s (z))γαβ′s,β)ν0(dz′)
)
ds
)
(3.16)
A˜αβt = Hβ
(∫ t
0
γαβ′s,γγ
β
β′s,δ
Aγδ0 ds
)
(3.17)
ν˜(dt, dz) = Hβ(Γβ′t(ν0(dz))dt). (3.18)
If β′t = r ∈ R+, and so βt = rt, since αt = tr we obtain
b˜αt =
∫ t
0
(
γαr,βb
β
0 +
∫
N
(hα(z′)− hβ(Γr−1(z))γαr,β)ν0(dz′)
)
ds
r
A˜αβt =
∫ t
0
γαr,γγ
β
r,δA
γδ
0
ds
r
ν˜(dt, dz) =
1
r
Γr,∗(ν0(dz))dt.
Since the sigma algebras generated by Z and Z˜ coincide and so Z˜ has the same law of Z
only if b˜t = b0t, A˜t = A0t, ν˜(dt, dz) = ν0(dz)dt, we get equations (3.13), (3.14) and (3.15).
Conversely suppose that equations (3.13), (3.14) and (3.15) hold and let β′t be an
elementary process. Then, by equations (3.16), (3.17) and (3.18), we have that the
stochastic characteristics of Z˜ are exactly b0t, A0t, ν0(dz)dt. This means that Z˜ is a Lévy
process with the same law as Z. Since the elementary processes are dense in the set of
predictable processes, we have the thesis.
3.3 An example of gauge and time symmetric Lévy process
In the following using the previous theory we show that the class of α-stable processes
is an important example of time and gauge symmetric Lévy process. When N = Rn and
in the homogeneous case they are well known since their generator is the fractional
Laplacian, and they can be obtained by a subordination from a Brownian motion (see,
e.g., [2, 4]).
The homogeneous α-stable processes on N = Rn are Lévy processes in Rn depending
on a parameter α ∈ (0, 2). The process Z is a pure jump Lévy process with Lévy measure
να(dz) =
1
|z|n+α2 dz,
where | · | is the standard norm of Rn, dz is the Lebesgue measure and A0 = 0, b0 = 0.
This means that the generator of the process Z is
Lα(f)(z) =
∫
Rn
(
f(z + z′)− f(z)− I|z′|<1(z′)
(
z′ β∂zβ (f)(z)
))
να(dz
′).
When B ∈ SO(n) we define
ΞB(z) = B · z.
By definition, B respects the standard metric in Rn and so
ΞB∗(να) = det(B)
1
|BT · z|n+α2 dz = να.
EJP 25 (2020), paper 44.
Page 14/34
http://www.imstat.org/ejp/
Weak symmetries of SDEs
Furthermore, since Υαβ = B
α
β we have∫
N
(zαI|z|<1(z)− ΞβB−1(z)ΥαβI|ΞB−1 (z)|<1(z))να(dz) =
=
∫
N
(zαI|z|<1(z)− (B−1)βγBαβ I|z|<1(z)zγ)να(dz) = 0.
Hence, by Theorem 3.5, Z admits SO(n) as a gauge symmetry group with action ΞB.
In this case the equation dZ ′t = ΞBt(dZt) is simply
Z ′αt =
∫ t
0
Bαβ,sdZ
β
s .
The α-stable processes admit also a non-trivial time symmetry. If we consider the
following action
Γαr (z) = r
1
α z,
we have that
Γr∗(να) =
1
r
να.
Furthermore, using the fact that να is invariant with respect to rotations, we have∫
Rn
(IB(z
′)− IΓ1/r(B)z′α)να(dz′) = 0.
Thus by exploiting Theorem 3.13, we obtain that the α-stable processes are time sym-
metric with respect to the action Γr.
4 Symmetry and invariance properties of a SDE with jumps
4.1 Stochastic transformations
Let C(P0) (or simply C) be the class of càdlàg semimartingales Z on a Lie group
N inducing the same probability measure on D([0, T ], N) (the metric space of càdlàg
functions taking values in N ). In order to generalize to the semimartingale case the
notion of weak solution to an SDE driven by a Brownian motion, we introduce the
following
Definition 4.1. Given a semimartingale X on M and a semimartingale Z on N such
that Z ∈ C, the pair (X,Z) is called a process of class C on M .
A process (X,Z) of class C which is a solution to the geometrical SDE Ψ is called a
solution of class C to Ψ.
We remark that if (X,Z) and (X ′, Z ′) are two solutions of class C and if X0 and X ′0
have the same law, then also X and X ′ have the same law.
In this section we define a set of transformations which transform a process of class
C into a new process of class C. This set of transformations depends on the properties of
the processes belonging to the class C.
We start by describing the case of processes in C admitting a gauge-symmetry group
G with action Ξg and a time symmetry with action Γr. Afterwords, we discuss how to
extend our approach to more general situations.
Definition 4.2. A stochastic transformation from a manifold M into a manifold M ′ is
a triple (Φ, B, η), where Φ is a diffeomorphism of M into M ′, B : M → G is a smooth
function and η : M → R+ is a positive smooth function. We denote by S(M,M ′) the set
of stochastic transformations of M into M ′.
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A stochastic transformation defines a map between the set of stochastic processes
of class C on M into the set of stochastic processes of class C on M ′. The action of the
stochastic transformation T ∈ S(M,M ′) on the stochastic process (X,Z) is denoted by
(X ′, Z ′) = PT (X,Z), and is defined as follows:
X ′ = Φ [Hβη (X)]
dZ ′t = Hβη
{
ΞB(Xt)
[
Γη(Xt)(dZt)
]}
,
where βη is the random time change given by
βηt =
∫ t
0
η(Xs)ds.
The second step is to define an action of a stochastic transformation on the set of
geometrical SDEs. This action transforms a geometrical SDE Ψ onM into the geometrical
SDE Ψ′ = ET (Ψ) on M ′ defined by
Ψ′(x, z) = Φ
{
Ψ
[
Φ−1(x), (Γ(η(Φ−1(x)))−1 ◦ Ξ(B(Φ−1(x)))−1)(z)
]}
.
Theorem 4.3. If T ∈ S(M,M ′) is a stochastic transformation and (X,Z) is a class C
solution to the geometrical SDE Ψ, then PT (X,Z) is a class C solution to the geometrical
SDE ET (Ψ).
Proof. The fact that PT (X,Z) is a process of class C follows from the symmetries of
Z, which are the gauge symmetry group G with action Ξg and the time symmetry with
action Γr.
The fact that, if (X,Z) is a solution to Ψ, then PT (X,Z) is a solution to ET (Ψ), follows
from Theorem 2.4, Theorem 3.1 and Lemma 3.12.
Remark 4.4. If C contains semimartingales admitting a gauge symmetry group G but
without time symmetry, the stochastic transformation reduces to a pair (Φ, B) and the
action on processes and SDEs is the same as in the general case with Γr = IdN . The
same argument can be applied in the case of C containing semimartingales with only
time symmetry.
In the case of semimartingales without neither gauge nor time symmetries, the
stochastic transformations can be identified with the diffeomorphisms Φ : M →M ′ and
the action on the processes is PT (X,Z) = (Φ(X), Z). Since these kinds of transformations
do not change the driving process Z and play a special role in the theory of symmetries we
call a stochastic transformation of the form (Φ, 1N , 1) a strong stochastic transformation.
Hereafter, in order to stress the difference between strong and more general stochastic
transformations, when necessary we use the name weak stochastic transformations for
the latter.
4.2 The geometry of stochastic transformations
In this subsection we prove that stochastic transformations have some interesting
geometric properties, allowing us to extend to càdlàg-semimartingales-driven SDEs the
results given in [25] for SDEs driven by Brownian motions.
In order to keep holding some crucial geometric properties, in the following we
require an additional property on the maps Ξg and Γr, i.e. the commutation of the two
group actions Ξg and Γr. In particular we suppose that
Ξg(Γr(z)) = Γr(Ξg(z)), (4.1)
for any z ∈ N , g ∈ G and r ∈ R+.
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We can define a composition between two stochastic transformations T ∈ S(M,M ′)
and T ′ ∈ S(M ′,M ′′), where T = (Φ, B, η) and T ′ = (Φ′, B′, η′), as
T ′ ◦ T = (Φ′ ◦ Φ, (B′ ◦ Φ) ·B, (η′ ◦ Φ)η). (4.2)
The above composition has a nice geometrical interpretation. If we denote byH = G×R+,
a stochastic transformation from M into M ′ can be identified with an isomorphism from
the trivial right principal bundleM×H into the trivial right principal bundleM ′×H which
preserves the principal bundle structure. Exploiting this identification and the natural
isomorphisms composition, we obtain formula (4.2) (see [25] for the case G = SO(m)).
Given a stochastic transformation T ∈ S(M,M ′), composition (4.2) permits to define
an inverse T−1 ∈ S(M ′,M) as follows
T−1 = (Φ−1, (B ◦ Φ−1)−1, (η ◦ Φ−1)−1).
Hence the set S(M) := S(M,M) is a group with respect to the composition ◦ and
the identification of S(M) with Iso(M ×H,M ×H) (which is a closed subgroup of the
group of diffeomorphisms of M ×H) suggests to consider the corresponding Lie algebra
V(M).
Given a one parameter group Ta = (Φa, Ba, ηa) ∈ S(M), there exist a vector field Y
on M , a smooth function C : M → g (where g is the Lie algebra of G), and a smooth
function τ : M → R such that
Y (x) := ∂a(Φa(x))|a=0
C(x) := ∂a(Ba(x))|a=0
τ(x) := ∂a(ηa(x))|a=0.
(4.3)
So if Y,C, τ are as above, the one parameter solution (Φa, Ba, ηa) to the equations
∂a(Φa(x)) = Y (Φa(x))
∂a(Ba(x)) = RBa(x)∗(C(Φa(x)))
∂a(ηa(x)) = τ(Φa(x))ηa(x),
(4.4)
with initial condition Φ0 = idM , B0 = 1G and η0 = 1, is a one parameter group in S(M).
For this reason we identify the elements of V(M) with the triples (Y,C, τ).
Definition 4.5. A triple V = (Y,C, τ) ∈ V(M), where Y is a vector field on M , C : M → g
and τ : M → R are smooth functions, is an infinitesimal stochastic transformation. If
V is of the form V = (Y, 0, 0) we call V a strong infinitesimal stochastic transformation,
as the corresponding one-parameter group is a group of strong stochastic transforma-
tions.
As we mentioned at the end of subsection 4.1, in order to stress the difference be-
tween strong and more general infinitesimal stochastic transformations, when necessary
we use the name weak infinitesimal stochastic transformations.
Since V(M) is a Lie subalgebra of the set of vector fields on M × H, the standard
Lie brackets between vector fields on M × H induces some Lie brackets on V(M).
Indeed, if V1 = (Y1, C1, τ1), V2 = (Y2, C2, τ2) ∈ V(M) are two infinitesimal stochastic
transformations, we have
[V1, V2] = ([Y1, Y2] , Y1(C2)− Y2(C2)− {C1, C2}, Y1(τ2)− Y2(τ1)), (4.5)
where {·, ·} denotes the usual commutator between elements of g.
Furthermore the identification of T = (Φ, B, η) ∈ S(M,M ′) with FT ∈ Iso(M×H,M ′×
H) allows us to define the push-forward T∗(V ) of V ∈ V(M) as
(Φ∗(Y ), (AdB(C) +RB−1∗(Y (B))) ◦ Φ−1, (τ + Y (η)η−1) ◦ Φ−1), (4.6)
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where Ad denotes the adjoint operation and the symbol Y (B) the push-forward of Y with
respect to the map B : M → G.
Analogously, given V ′ ∈ V(M ′), we can consider the pull-back of V ′ defined as
T ∗(V ′) = (T−1)∗(V ′). Any Lie algebra of general infinitesimal stochastic transformations
satisfying a non-degeneracy condition, can be locally transformed, by action of the
push-forward of a suitable stochastic transformation T ∈ S(M), into a Lie algebra of
strong infinitesimal stochastic transformations (see Theorem 4.19 below).
4.3 Symmetries of a SDE with jumps
Definition 4.6. A stochastic transformation T ∈ S(M) is a symmetry of the SDE Ψ if,
for any process (X,Z) of class C solution to the SDE Ψ, also PT (X,Z) is a solution to the
SDE Ψ.
An infinitesimal stochastic transformation V ∈ V(M) is a symmetry of the SDE Ψ if
the one-parameter group of stochastic transformations Ta generated by V is a group of
symmetry of the SDE Ψ.
In the following we often use the name strong symmetries and weak symmetries for
stressing the fact that the considered symmetry is a strong or a weak (infinitesimal or
finite) stochastic transformation in the sense mentioned above, after Definition 4.5.
Remark 4.7. We can give also a local version of Definition 4.6: a stochastic transfor-
mation T ∈ S(U,U ′), where (U,U ′) are two open sets of M , is a symmetry of Ψ if PT
transforms solutions to Ψ|U into solutions to Ψ|U ′ .
In this case it is necessary to stop the solution process X and the driving semimartin-
gale Z with respect to a suitably adapted stopping time.
Theorem 4.8. A sufficient condition for a stochastic transformation T ∈ S(M) to be a
symmetry of the SDE Ψ is that ET (Ψ) = Ψ.
Proof. This is an easy application of Theorem 4.3.
A natural question arising from previous discussions is whether the sufficient condi-
tion of Theorem 4.8 is also necessary. Unfortunately, even for Brownian motion driven
SDEs there are counterexamples (see [25], where the determining equations for symme-
tries of SDE are different from the equations found here). The reason for this fact is that,
for a general law of the driving semimartingale in the class C, it is possible to find two
different geometrical SDEs Ψ and Ψ′ with the same solution (X,Z) of class C, i.e. any
solution (X,Z) of Ψ is also a solution of Ψ′ and viceversa.
Exploiting this fact it is possible to find suitable conditions in order to prove the
converse of Theorem 4.8.
In the following we say that a semimartingale Z in the class C and with (stochastic)
characteristic triplet (b, A, ν) (see [1]) has jumps of any size if the support of ν is all of
N ×R+ with positive probability. If we restrict to Lévy processes this is equivalent to
require that the support of ν0 coincides with N . In the case where Z is a Lévy process
with characteristic (b0, A0, ν0) the previous request is equivalent to require that the
support of the measure ν0 is all of N .
Lemma 4.9. Given a semimartingale Z in the class C with jumps of any size and such
that the stopping time τ of the first jump is almost surely strictly positive, if (X,Z)
is a solution to both the SDEs Ψ and Ψ′ such that X0 = x0 ∈ M almost surely, then
Ψ(x0, z) = Ψ
′(x0, z) for any z ∈ N .
Proof. Consider the semimartingale Sft = f(Xt), where f ∈ C∞(M) is a bounded smooth
function. Given a bounded smooth function h ∈ C∞(R) such that h(x) = 0 for x in a
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neighborhood of 0, we define the (special) semimartingale
Hh,ft =
∑
0≤s≤t
h(∆Sfs ).
Since the jumps ∆Sft of S
f are exactly ∆Sft = f(Ψ(Xt− ,∆Zt))− f(Xt−) or, equivalently,
∆Sft = f(Ψ
′(Xt− ,∆Zt))− f(Xt−) we have that
Hh,ft =
∫
N×[0,t]
h(f(Ψ(Xs− , z))− f(Xs−))µZ(ds, dz)
=
∫
N×[0,t]
h(f(Ψ′(Xs− , z))− f(Xs−))µZ(ds, dz).
SinceHh,f is a special semimartingale there exists a unique (up toP null sets) predictable
process Rh,f of bounded variation such that Hh,ft − Rh,ft is a local martingale. By the
definition of characteristic measure ν it is simple to prove that
Rh,ft =
∫
N×[0,t]
h(f(Ψ(Xs− , z))− f(Xs−))ν(ds, dz)
=
∫
N×[0,t]
h(f(Ψ′(Xs− , z))− f(Xs−))ν(ds, dz).
This means that∫
N×[0,t]
(h(f(Ψ(Xs− , z))− f(Xs−))− h(f(Ψ′(Xs− , z))− f(Xs−)))ν(ds, dz)
is a semimartingale almost surely equal to 0. Since Xt− is a continuous function for t ≤ τ
and the support of ν is all of N ×R+, in a set of positive measure, there exists a set of
positive probability such that h(f(Ψ(Xt− , z))− f(Xt−))− h(f(Ψ′(Xt− , z))− f(Xt−)) = 0
for any z ∈ N . Taking the limit t→ 0 we obtain h(f(Ψ(x0, z))− f(x0)) = h(f(Ψ′(x0, z))−
f(x0)). Since h, f are generic functions, Ψ(x0, z) = Ψ′(x0, z) for any z ∈ N .
Theorem 4.10. Given a manifold M , under the hypothesis of Lemma 4.9, a stochastic
transformation T ∈ S(M) is a symmetry of an SDE Ψ if and only if ET (Ψ) = Ψ.
Proof. The if part is exactly Theorem 4.8.
Conversely, suppose that T is a symmetry of Ψ and put Ψ′ = ET (Ψ). If Xx0 denotes
the unique solution to the SDE Ψ driven by the semimartingale Z such that Xx0 = x0
almost surely, put (X ′, Z ′) = ET (Xx0 , Z). By definition of symmetry (X ′, Z ′) is a solution
to Ψ and, by Theorem 4.3, it is a solution to Ψ′. Since X ′0 = Φ(x0) almost surely, using
Lemma 4.9 we obtain that Ψ(Φ(x0), z) = Ψ′(Φ(x0), z). Since Φ is a diffeomorphism and
x0 ∈M is a generic point this concludes the proof.
Remark 4.11. We propose here two possible generalizations of Theorem 4.10.
First we can suppose that Z is a purely discontinuous semimartingale and that
bαt = A
α,β
t = 0,∀t ≥ 0 with truncated functions hα = 0. In this case, if the support of ν is
J ×R+ almost surely, the stochastic transformation T is a symmetry of the SDE Ψ if and
only if ET (Ψ)(x, z) = Ψ(x, z) for any z ∈ J . The proof of the necessity of the condition is
equal to the one in Lemma 4.9 and Theorem 4.10, instead the proof of the sufficiency
part is essentially based on the fact that Z is a pure jump process. This case includes,
for example, the Poisson process.
The second generalization covers the important case of continuous semimartingales.
An example of the theorem which could be obtained in this case is Theorem 17 in [25]
EJP 25 (2020), paper 44.
Page 19/34
http://www.imstat.org/ejp/
Weak symmetries of SDEs
that, in our language, can be reformulated as follows: T is a symmetry of Ψ driven
by a Brownian motion Z2, ..., Zm and by the time Z1t = t if and only if ∂zα(Ψ)(x, 0) =
∂zα(ET (Ψ))(x, 0) for α = 2, ...,m and
∂z1(Ψ)(x, 0) +
1
2
m∑
α=2
∂zαzα(Ψ)(x, 0) = ∂z1(ET (Ψ))(x, 0) +
1
2
m∑
α=2
∂zαzα(ET (Ψ))(x, 0).
In order to provide an explicit formulation of the determining equations for the
infinitesimal symmetries of a SDE Ψ, we prove the following proposition.
Proposition 4.12. A sufficient condition for an infinitesimal stochastic transformation
V ∈ V(M), generating a one-parameter group Ta of stochastic transformations, to be an
infinitesimal symmetry of an SDE Ψ is that
∂a(ETa(Ψ))|a=0 = 0. (4.7)
When the hypotheses of Theorem 4.10 hold, condition (4.7) is also necessary.
Proof. We prove that if equation (4.7) holds, then ETa(Ψ) = Ψ for any a ∈ R. Defining
Ψ(a, x, z) = ETa(Ψ), the function Ψ(a, x, z) solves a partial differential equation of the
form
∂a(Ψ(a, x, z)) = L(Ψ(a, x, z)) + F (Ψ(a, x, z), x, z), x ∈M, z ∈ N (4.8)
where L is a linear first order scalar differential operator in ∂x, ∂z and F is a smooth
function. It is possible to prove, exploiting standard techniques of characteristics of first
order PDE (see [25, 24]), that equation (4.8) admits a unique local solution as evolution
PDE in the time parameter a for any smooth initial value Ψ(0, x, z).
Since Ψ(0, x, z) = ET0(Ψ)(x, z) = Ψ(x, z) and L(Ψ(x, z)) + F (Ψ(x, z), x, z) =
∂a(ETa(Ψ))|a=0 = 0, we have that ETa(Ψ)(x, z) = Ψ(a, x, z) = Ψ(x, z).
The necessity of condition (4.7) under the hypotheses of Theorem 4.10 is trivial since,
by Theorem 4.10, we must have ETa(Ψ) = Ψ.
Given a coordinate system xi on M and zα on N , we can use Proposition 4.12 to
rewrite equations (4.7) in a more explicit form. If we denote by K1, ...,Kr the vector
fields on N generating the action Ξg of G on N and by H the vector field generating the
action Γr of R+ on N , with any infinitesimal stochastic transformation V = (Y,C, τ) we
can associate a vector field Y on M , a function τ and r functions C1(x), ..., Cr(x) which
correspond to the components of C with respect to the basis K1, ...,Kr. Therefore, the
vector fields Y and K1, ...,Kr, H are of the form
Y = Y i(x)∂xi K` = K
α
` (z)∂zα H = H
α(z)∂zα
and we obtain the following theorem.
Theorem 4.13 (Determining equations). A sufficient condition such that the infinitesimal
stochastic transformation (Y,C, τ) is a symmetry of the SDE Ψ is that
Y i(Ψ(x, z))−Y j(x)∂xj (Ψi)(x, z)− τ(x)Hα(z)∂zα(Ψi)(x, z)−C`(x)Kα` (z)∂zα(Ψi)(x, z) = 0,
(4.9)
where x ∈ M, z ∈ N and Ψi(x, z) = xi ◦ Ψ and i = 1, ...,m. Furthermore the previous
condition is also necessary if Z has jumps of any size.
Proof. The proof of the necessary part of the theorem is obtained by writing the condition
of Proposition 4.12 in coordinates. The sufficient part is a consequence of Theorem
4.10.
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In the literature of symmetries on deterministic differential equations, equations
(4.9) are usually called determining equations(see, e.g., [51]). It is important to note
some differences with respect to the determining equations of ODEs or also of Brownian-
motion-driven SDEs (see [25]). Indeed, in the deterministic case and in the Brownian
motion case the determining equations are linear and local overdetermined first order
differential equations both in the infinitesimal transformation coefficients and in the
equation coefficients. Instead equations (4.9) are linear non-local differential equations
in the coefficients Y i, τ, C` of the infinitesimal transformation V , and they are non-linear
local differential equations in the coefficient Ψi of the SDE.
4.4 Reduction and reconstruction through infinitesimal symmetries
In this section we propose a theorem of reduction and reconstruction for symmetric
SDEs. First of all we introduce the notion of triangular SDEs.
Definition 4.14. We say that a geometrical SDE Ψ is triangular with respect to the first
r coordinates x1, ..., xr if Ψ is of the form
Ψi(x, z) = xi +Bi(xi+1, ..., xm, z) for i = 1, ..., r
Ψi(x, z) = Bi(xr+1, ..., xm, z) for i = r + 1, ...,m,
for some maps Bi.
The name “triangular SDE” follows from the fact that if we write explicitly the
differential relations satisfied by the processes Xit they are triangular with respect to
the process X1t , ..., X
r
t .
In particular this implies that the processes X1, ..., Xr can be reconstructed from
the reduced processes Xr+1, ..., Xm using only iterated Itô integrals. In the following
we prove that if a geometrical SDE Ψ admits a non-degenerate r dimensional solvable
Lie algebra of infinitesimal symmetries there exits a (generally local) stochastic trans-
formation T = (Φ, B, η) such that ET (Ψ) is in triangular form. In other words we can
reduce the m dimensional solution X to the equation Ψ to a lower dimensional process
X ′ r+1, ..., X ′m satisfying an m− r dimensional equation and we can reconstruct the pro-
cess X by using only iterated Itô integrals and by inverting the stochastic transformation
T . A consequence of this theorem is that, if r = m, the process X can be reconstructed
from a deterministic process, in other words it can be reconstructed by quadratures.
These theorems can be seen as a generalization of the analogous results for symmetric
deterministic ODEs (see [51]).
In order to establish these results we need some preliminary theorems and definitions.
Definition 4.15. A set of vector fields Y1, ..., Yk on M is regular on M if, for any x ∈M ,
the vectors Y1(x), ..., Yk(x) are linearly independent.
Definition 4.16. Let Y1, ..., Yr be a set of regular vector fields onM which are generators
of a solvable Lie algebra h. We say that Y1, ..., Yr are in canonical form if there are i1, ..., il
such that i1 + ...+ il = r and, for any x ∈M
(Y1|...|Yr) =

Ii1 G
1
1(x) ... G
1
l (x)
0 Ii2 ... G
2
l (x)
...
. . .
. . .
...
0 0 ... Iil
0 0 0 0
 ,
where Ghk : M → Mat(ih, ik) are smooth functions.
Theorem 4.17. If h is an r-dimensional solvable Lie algebra on M such that h has
constant dimension r as a distribution of TM , then, for any x0 ∈ M , there is a set
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of generators Y1, ..., Yr of h and a local diffeomorphism Φ : U(x0) → M˜ such that
Φ∗(Y1), ...,Φ∗(Yr) are generators in canonical form for Φ∗(h).
Proof. The proof can be found in [24] Theorem 2.6.
Remark 4.18. In the particular case of a solvable connected Lie group H acting freely
and regularly on M , Theorem 4.17 admits a (semi)-global version, i.e. we can find a
coordinate system in a neighborhood of a set of orbits of the action of the group H.
Indeed, if H acts freely and regularly, M is semi-globally diffeomorphic to V ×H (where
V ⊂ Rm−r) and the generators Y1, ..., Yr of h are vertical vector fields with respect to
the bundle structure of M . Furthermore, it is possible to choose a global coordinate
system g1, ..., gr on H such that Y1, ..., Yr are in canonical form (see for example [54],
Chapter 2 Section 3.1 Corollary 1). In this way we construct a coordinate system in any
neighborhood of a set of orbits of G.
Theorem 4.19. Let K = span{V1, ..., Vr} be a Lie algebra of V(M) and suppose that
Y1, ..., Yr is a set of regular vector fields (where Vi = (Yi, Ci, τi)) and that G is a finite
dimensional Lie algebra. Then, for any x0 ∈ M there exist an open neighborhood U
of x0 and a stochastic transformation T ∈ S(U) of the form T = (IdU , B, η) such that
T∗(V1), ..., T∗(Vr) are strong infinitesimal stochastic transformations in V(U). Further-
more the smooth functions B, η are solutions to the equations
Yi(B) = −LB∗(Ci) (4.10)
Yi(η) = −τiη, (4.11)
where Lg is the diffeomorphism given by the left multiplication for g ∈ G and i = 1, ..., r.
Proof. Since Y1, ..., Yr are regular vector fields for any x0 ∈M there exists a neighbor-
hood U of x0 which is foliated by the orbits of Y1, ..., Yr, i.e. there exists a M ′ ⊂ Rm−r
and H ⊂ Rr such that U = M ′ × H and such that 〈Y1, ..., Yr〉 ∈ TH, i.e. Y1, ..., Yr are
vertical vector field for the trivial bundle M ′ ×H.
Furthermore there exists a section of the trivial bundle M ′ ×H, i.e. a smooth map
S : M ′ → U such that S(x′) = (x′, SH(x′)). Let x′0 ∈ M ′ be a fixed point and denote
by Hx′0 the fiber of x
′
0 in the trivial bundle M
′ × H. Consider now the trivial bundle
Hx′0 × (G ×R+). We can define a linear map K : THx0 → g×R i.e. a connection on the
trivial bundle Hx′0 × (G ×R+) using the infinitesimal stochastic transformations V1, ..., Vr.
Indeed if R ∈ THx′0 , since Y1, ..., Yr are regular vector fields, R can be written in a
unique way as R = rk(y)Yk where rk(y) are smooth functions on Hx′0 . Then we define
K(R) = (rk(y)Ck, r
k(y)τk). We prove that the connection K is flat. In order to prove this
it is sufficient to verify that
[(Yi,K(Yi)), (Yj ,K(Yj))] = ([Yi, Yj ],K([Yi, Yj ])),
where the commutation on the left hand side of the previous equation is the commutation
of the vector fields (Yk,K(Yk)) ∈ T (Hx′0 × G × R+). If [Yi, Yj ] = λkijYk, by the rule of
commutation of infinitesimal stochastic transformations we have
[(Yi,K(Yi)), (Yj ,K(Yj))] = ([Yi, Yj ], Yi(K(Yj))− Yj(K(Yi))− {K(Yi),K(Yj)})
= (λkijYk, (Yi(Cj)− Yj(Ci)− {Ci, Cj}, Yi(τj)− Yj(τi)))
= (λkijYk, (λ
k
ijCk, λ
k
ijτk))
= ([Yi, Yj ],K([Yi, Yj ])).
Since K is a flat connection, and since without loss of generality we can suppose that H
is simply connected, there exists a unique function (B(x′0, y), η(x
′
0, y)) defined on Hx′0 and
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solving equations (4.10) and (4.11) on Hx′0 . Indeed (B(x
′
0, y), η(x
′
0, y)) can be obtained as
the parallel transport of the identity from the point S(x′0) into the point y through the flat
connection K. The flatness of the connection K ensures that B(x′0, y) and η(x
′
0, y) solve
equations (4.10) and (4.11). By repeating this construction for any x′ ∈ M ′, since the
section S is smooth, we obtain two smooth functions B(x′, y) and η(x′, y) on U = M ′ ×H
solving equations (4.10) and (4.11).
Remark 4.20. It is possible to partially extend the previous theorem to the case in
which G is an infinite dimensional subgroup of the group of diffeomorphisms of N .
More precisely if Gloc is the subgroupoid of the groupoid of local diffeomorphisms of N
such that the Lie algebra of Gloc is generated by the Lie algebra of G, we can prove the
existence of B ∈ Gloc satisfying the thesis of Theorem 4.19. However sufficient conditions
on V1, ..., Vr assuring that B is not only in Gloc but also in G are not yet worked out.
Lemma 4.21. If Y1, ..., Yr are a set of vector fields in canonical form which are also
strong symmetries of the geometrical SDE Ψ, then Ψ is in triangular form with respect
to x1, ..., xr.
Proof. Since Y1, ..., Yr are in canonical form, we have that Yi =
∑
j<i Y
i
j (x)∂xj + ∂xi .
Using the determining equation for Y1 we obtain 1 − ∂x1(Ψ1) = 0 and ∂x1(Ψi) = 0 for
i > 1. This means that Ψ1 = x1 +B1(x2, ..., xm, z) and Ψi do not depend on x1 for i > 1.
Using an analogous reasoning and a proof by induction we can prove that ∂xi(Ψ
i) = 1
and ∂xi(Ψ
k) = 0 for k > j. This implies the thesis of the lemma.
Theorem 4.22. Let V1 = (Y1, C1, η1), ..., Vr = (Yr, Cr, ηr) ∈ V(M) be a solvable Lie
algebra of symmetries of the SDE Ψ such that Y1, ..., Yr are regular vector fields and G is
a finite dimensional Lie group. Then, for any x0 ∈M , there exist a neighborhood U of x0
and a stochastic transformation T ∈ S(U) such that ET (Ψ) is in triangular form.
Proof. We prove that there exists a T = T1 ◦ T2, where T1 = (Φ1, idG , 1) ∈ S(U) and
T2 = (idM , B, η) ∈ S(U), satisfying the thesis of the theorem. Owing to Theorem 4.19, the
transformation T2 can be chosen such that T ∗2 (V1) = (Y1, 0, 0), ..., T
∗
2 (Vr) = (Yr, 0, 0). This
means that Y1, ..., Yr form a regular solvable Lie algebra of strong symmetries of ET2(Ψ).
By Theorem 4.17 there exists a (locally defined) map Φ1 such that Φ∗1(Y1), ...,Φ
∗
1(Yr)
are in canonical form and they are symmetries of ET1(ET2(Ψ)). By Lemma 4.21, this
implies that ET1(ET2(Ψ)) is in triangular form. Since ET (Ψ) = ET1(ET2(Ψ)) the theorem
is proved.
5 A two dimensional example
In order to give an idea of the generality and of the flexibility of our approach, in this
section we propose an example of application of the previous theoretical results. For the
sake of simplicity we consider only semimartingales with gauge symmetries (no time
symmetries) and we use the notation introduced in Remark 4.4.
Setting M = R2, N = GL(2)×R2 (with the natural multiplication), we consider the
geometrical SDE
Ψ(x, z(1), z(2)) = z(1) · x+ z(2). (5.1)
The SDE associated with Ψ is an affine SDE and its solution (X,Z) satisfies the following
stochastic differential relation
dXit = X
j
t−(Z
−1
(1) )
k
j,t−dZ
i
k,(1),t + dZ
i
(2),t, (5.2)
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where Z−1(1) is the inverse matrix of Z(1) and GL(2) is naturally embedded in the set of
the two by two matrices. If we set
Z
i
j,t =
∫ t
0
(Z−1(1) )
k
j,s−dZ
i
k,(1),s, (5.3)
equation (5.2) becomes the most general equation affine both in the noises Z(1), Z(2)
and in the unknown process X. Furthermore, if the noises Z(1), Z(2) are discrete time
semimartingales (i.e. semimartingales with fixed time jumps at times n ∈ N) equation
(5.2) becomes Xn = Z
−1
(1),n−1 ·Z(1),n ·Xn−1 +Z(2),n−Z(2),n−1, that is an affine type iterated
random map (see Subsection 2.2.2 and references therein).
The SDE Ψ does not have strong symmetries, in the sense that, for general semi-
martingales (Z(1), Z(2)), equation (5.2) does not admit symmetries.
For this reason we suppose that the semimartingales Z(1), Z(2) have the gauge sym-
metry group O(2) with the natural action
ΞB(z(1), z(2)) = (B · z(1) ·BT , B · z(2)), (5.4)
where B ∈ O(2).
In order to use the determining equation (4.9) for calculating the infinitesimal sym-
metries of the SDE Ψ, we need to explicitly write the infinitesimal generator K of the
action ΞB on N . In the standard coordinate system of N we have that ΞB is generated
by
K = (−z21,(1) − z12,(1))∂z11,(1) + (z
1
1,(1) − z22,(1))∂z12,(1) + (z
1
1,(1) − z22,(1))∂z21,(1) +
+(z12,(1) + z
2
1,(1))∂z22,(1) − z
2
(2)∂z1(2) + z
1
(2)∂z2(2) .
If we denote
R =
(
0 −1
1 0
)
we have that
K(z(1)) = R · z(1) + z(1) ·RT
K(z(2)) = R · z(2),
where the vector field K is applied componentwise to the matrix z(1) and the vector z(2).
Using this property of K we can easily prove that
V = (Y,C) =
(−x2∂x1 + x1∂x2 , 1) ,
(where C = 1 is the component of the gauge symmetry with respect to the generator K)
is a symmetry of the equation Ψ. Indeed, recalling that Y is a linear vector field whose
components satisfy the relation
Y = R · x
we have that, in this case, the determining equations (4.9) read
Y ◦Ψ− Y (Ψ)− C(x)K(Ψ) = R · (z(1) · x+ z(2))− z(1) · (R · x)−K(Ψ)
= R · (z(1) · x+ z(2)) + z(1) ·RT · x− (R · z(1) + z(1) ·RT ) · x+
−R · z(2) = 0.
Since V satisfies the determining equations (4.9), V is an infinitesimal symmetry of Ψ.
The infinitesimal stochastic transformation V generates a one-parameter group of sym-
metries of Ψ given by
Ta = (Φa, Ba) =
((
cos(a) − sin(a)
sin(a) cos(a)
)
· x,
(
cos(a) − sin(a)
sin(a) cos(a)
))
.
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In other words, if the law of (Z(1), Z(2)) is gauge invariant with respect to rotations, then
the SDE Ψ is invariant with respect to rotations.
Once we have found an infinitesimal symmetry, we can exploit it to transform the SDE
Ψ in an equation of a simpler form as done, for example, in [24] for Brownian-motion-
driven SDEs.
The first step consists in looking for a stochastic transformation T = (Φ, B) such
that T∗(V ) is a strong symmetry (the existence of the transformation T is guaranteed by
Theorem 4.19). In this specific case the transformation T has the following form
T = (Φ(x), B(x)) =
( x1
x2
)
,
 x1√(x1)2+(x2)2 x2√(x1)2+(x2)2−x2√
(x1)2+(x2)2
x1√
(x1)2+(x2)2
 (5.5)
and the SDE Ψ′ = ET (Ψ) becomes
Ψ′(x, z(1), z(2)) =
(
x1 −x2
x2 x1
)
·
(
z11,(1)
z21,(1)
)
+
 x1√(x1)2+(x2)2 −x2√(x1)2+(x2)2
x2√
(x1)2+(x2)2
x1√
(x1)2+(x2)2
 ·( z1(2)
z2(2)
)
.
Note that Ψ′ does not depend on z12,(1), z
2
2,(1) and so the noise is smaller. So the trans-
formation T has an effect similar to the reduction of redundant Brownian motions in
continuous SDE (see [32]). Moreover, if we rewrite the transformed SDE in (pseudo)-
polar coordinates
ρ = (x1)2 + (x2)2
θ = arg(x1, x2),
where arg(a, b) is the function giving the measure of the angle between (0, 1) and (a, b)
in R2, we find
Ψ′ ρ(ρ, θ, z) = (
√
ρz11,(1) + z
1
(2))
2 + (
√
ρz21,(1) + z
2
(2))
2
Ψ′ θ(ρ, θ, z) = θ + arg(
√
ρz11,(1) + z
1
(2),
√
ρz21,(1) + z
2
(2)).
(5.6)
The geometrical SDE defined by (Ψρ,Ψθ) is a triangular SDE with respect to the solutions
processes (Rt,Θt). Indeed we have
dRt =
(
d
[
Z ′ 1(2), Z
′ 1
(2)
]c
t
+ d
[
Z ′ 2(2), Z
′ 2
(2)
]c
t
+ (∆Z ′ 1(2),t)
2 + (∆Z ′ 1(2),t)
2
)
+
+
√
Rt−
(
dZ ′ 1(2),t+2d
[
Z ′ 1(2), Z
′ 1
1
]c
t
+2d
[
Z ′ 2(2), Z
′ 2
1
]c
t
+2∆Z
′ 1
1,t∆Z
′ 1
(2),t+2∆Z
′ 2
1,t∆Z
′ 2
(2),t
)
+
+Rt−
(
dZ
′ 1
1,t + d
[
Z
′ 1
1 , Z
′ 1
1
]c
t
+ d
[
Z
′ 2
1 , Z
′ 2
1
]c
t
+ (∆Z
1
1,t)
2 + (∆Z
2
1,t)
2
)
(5.7)
dΘt =
(
−dZ ′ 21,t + 2d
[
Z
′ 1
1 , Z
′ 2
1
]c
t
)
+
+
1√
Rt−
(
−dZ ′ 2(2),t + 2d
[
Z
′ 1
1 , Z
′ 2
(2)
]c
t
+ 2d
[
Z ′ 1(2), Z
′ 2
1
]c
t
)
+
2
Rt−
d
[
Z ′ 1(2), Z
′ 2
(2)
]c
t
+
+
(
arg
(√
Rt−(1 + ∆Z
′ 1
1,t) + ∆Z
′ 1
(2),t,
√
Rt−(∆Z
′ 2
1,t) + ∆Z
′ 2
(2),t
)
+ ∆Z
′ 2
1,t +
∆Z ′ 2(2),t√
Rt−
)
,
(5.8)
where
dZ ′ i(2),t = B
i
j(Xt−)dZ
j
(2),t
dZ ′ ij,(1),t = Z
′ i
k(1),t−B
k
l (Xt−)B
j
r(Xt−)(Z
−1
(1) )
l
m,t−dZ
m
r,(1),t
dZ
′ i
j,t = (Z
′ −1
(1) )
i
k,t−dZ
′ k
j(1),t = B
i
k(Xt−)B
j
r(Xt−)dZ
k
r,t.
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Here B(x) is given in (5.5), X1t =
√
Rt cos(Θt), X2t =
√
Rt sin(Θt) and Z
i
j are given in
equation (5.3). SDEs (5.7) and (5.8) are in triangular form: indeed, the equation for Rt
depends only on Rt, while the equation for Θt is independent of Θt itself. This means
that the process Θt can be reconstructed from the process Rt and the semimartingales
(Z ′(1), Z
′
(2)) using only integrations. Furthermore, using the inverse of the stochastic
transformation (5.5), we can recover both the solution process X1t , X
2
t and the initial
noise (Z(1), Z(2)) using only inversion of functions and Itô integrations. This situation is
very similar to what happens in the deterministic setting (see [51]) and in the Brownian
motion case (see [24]), where the presence of a one-parameter symmetry group allows
us to split the differential system into a system of lower dimension and an integration
(the so called reduction and reconstruction by quadratures). Also the equation for Rt
seems to have a familiar form. Indeed, if Z(1) = I2 (the two dimensional identity matrix)
and Z(2) is a two dimensional Brownian motion, equation (5.7) becomes the equation of
the two dimensional Bessel process. This fact should not surprise since the proposed
reduction procedure is the usual reduction procedure of a two dimensional Brownian
motion with respect to the rotation group. For generic (Z(1), Z(2)) the equation for Rt
has the form
dRt = dZ
1
t +
√
Rt−dZ
2
t +Rt−dZ
2
t ,
for suitable semimartingales Z1, Z2 and Z3. Equation (5.7) can be considered a kind of
generalization of affine processes (see [31]): indeed, if Z(1) is deterministic and Z(2) is a
two dimensional Brownian motion, equation (5.7) reduces to a CIR model equation with
time dependent coefficients.
6 Weak symmetries of numerical approximations of SDEs driven
by Brownian motion
In this last section we deal with the symmetries of the numerical schemes of Brownian-
motion driven SDEs as studied in [28], where an invariant numerical integrator for
symmetric Brownian motion driven SDEs was introduced by means of the identification
of a suitable coordinate system for the discretization. Indeed, in [28] the concept of
strong symmetry of an SDE and of the related numerical scheme was exploited in order
to provide necessary and sufficient conditions guaranteeing invariance properties of the
adapted-to-symmetries numerical approximations. Moreover, some theoretical estimates
showing the stability and efficiency of the symmetry methods for the class of general
linear SDEs were proved.
In this section we extend the results of [28] defining the concept of weak symmetry
of a numerical discretization of a Brownian-motion-driven SDE. Using the theory de-
scribed in this paper, in the notations of Remark 4.4, a weak symmetry of a numerical
discretization of a Brownian-motion-driven SDE is a pair (Φ, B) where B ∈ O(k) is a
gauge symmetry.
On the other hand, there is a natural notion of (weak) symmetry for Brownian-
motion-driven SDEs (see [25]) and in the following we discuss the relations between the
symmetries of the SDE and the (weak) symmetries of its discretization.
After recalling the notion of (weak) symmetry for Brownian-motion-driven SDEs, we
exploit the general theory developed in this paper to describe a numerical scheme for
a Brownian-motion-driven SDE as a geometrical SDE driven by a semimartingale Z
related to the Brownian motion W . Once the gauge symmetries of the semimartingale
Z are analyzed, we are able to find the symmetries of the numerical schemes as the
symmetries of the geometrical SDE.
In particular we focus on the two more common numerical schemes for equation
(6.1): the Euler and the Milstein discretizations.
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6.1 Symmetries of Brownian-motion-driven SDEs
In this section we recall the notion of weak symmetry for a Brownian-motion-driven
SDE as developed in [25]. This notion can be seen as a special case of the theory
described in this paper. The fundamental difference is that, in the Brownian motion case,
the determining equations (4.9) give only a sufficient condition for finding symmetries.
This is due to the fact that, since Brownian motion is a continuous semimartingale, there
is a huge set of geometrical SDEs Ψ driven by Brownian motion having the same set of
solutions.
For this reason hereafter an SDE driven by the Brownian motion is no more identified
with a geometrical SDE Ψ but with the more standard pair of coefficients (µ, σ). More
precisely the SDE (µ, σ) is an equation of the form
dXit = µ
i(Xt)dt+ σ
i
α(Xt)dW
α
t (6.1)
for α = 1, . . . , k. A solution X to the SDE (6.1) is a diffusion process admitting as
infinitesimal generator:
L =
1
2
σiασ
j
α∂xixj + µ
i∂xi . (6.2)
Since Brownian motion has both gauge symmetries (given by the rotations group
O(k) with its natural action on Rk) and time symmetries (with action Γr(z) = r1/2z),
a weak (infinitesimal) symmetry is given by a triplet (Y,C, τ) with C : M → so(k) and
η : M → R. We first recall the following theorem.
Theorem 6.1. Let V = (Y,C, τ) be an infinitesimal stochastic transformation. Then V is
a weak symmetry of the SDE (µ, σ) if and only if Y generates a one parameter group on
M and the following determining equations hold
Y i∂xi(µ
j)− L(Y j) + τµj = 0
Y i∂xi(σ
j
α)− σiα∂xi(Y j) +
1
2
τσiα + σ
j
βC
β
α = 0.
(6.3)
Proof. The proof can be found in [25], Theorem 4.4.
In the following we use the name quasi strong (infinitesimal) transformations or
symmetries for stochastic transformations V of the form V = (Y,C, 0).
6.2 Symmetries of the Euler scheme
The Euler scheme for equation (6.1), given a partition {t`}` of [0, T ], reads
Xi,Nt` = X
i,N
t`−1 + µ(X
N
t`−1)∆t` +
k∑
α=1
σiα(X
N
t`−1)∆W
α
` (6.4)
where i = 1, . . . , n, ∆t` = t` − t`−1 and ∆Wα` = Wαt` −Wαt`−1 . We define a semimartingale
Z taking values in N = Rk+1 by putting
Z0t =
∞∑
`=0
t`I[t`,t`+1)(t)
Zαt =
∞∑
`=0
Wαt`I[t`,t`+1)(t).
Since Zt is a process with predictable jumps at t`, Zt is a semimartingale. Let us
introduce the maps
F i(x, z) = xi + µ(x)z0 + σiα(x)z
α.
EJP 25 (2020), paper 44.
Page 27/34
http://www.imstat.org/ejp/
Weak symmetries of SDEs
It is clear that XNt , solution to (6.4), can be seen as the solution to the geometrical SDE
defined by F and driven by the above defined semimartingale Z (according to (2.4) with
Ψi = F i).
Let ΞB be an action of O(k) on Rk+1 such that ΞB(z) = (z0, Bαβ z
β), where , Bαβ is the
α, β element of a square matrix of dimension k. The following theorem holds.
Theorem 6.2. The group O(k) with action ΞB is a gauge symmetry group for Z with
respect to its natural filtration.
Proof. We directly use the definition of gauge symmetry group. Let FWt be the natural
filtration of the k dimensional Brownian motion W . Let Bt be a predictable locally
bounded process taking values in O(k) with respect to the natural filtration of Z FZt .
This means that Bt` is FWt`−1 measurable. Moreover, the process B˜t, defined by
B˜t =
∞∑
`=0
Bt`I(t`−1,t`](t)
is an FWt -predictable locally bounded process taking values in O(k). Since the rotations
are a gauge symmetry group for the k dimensional Brownian motion with respect to its
natural filtration, we have that
W˜αt =
∫ t
0
B˜αβ,sdW
β
s =
+∞∑
`=1
Bαβ,t`(W
β
t`∧t −W βt`−1∧t) (6.5)
is a k dimensional Brownian motion. In particular the following discretization
Z˜αt =
∞∑
`=0
W˜αt`I[t`,t`+1)(t) (6.6)
has the same law as Z (as can be immediately seen from (6.5) and (6.6)). Since
Z˜αti =
∫ ti
0
Bαβ,sdZ
β
s =
i∑
`=1
Bαβ,t`(Z
β
t`−1 − Zβt`)
=
i∑
`=1
Bαβ,t`(W
β
t`
−W βt`−1) = W˜αti
and Bt is a generic predictable locally bounded process with respect to the filtration FZt ,
generated by Z, the thesis follows.
Using the previous discussion and Theorem 6.2 we can introduce the concept of
weak symmetry of the Euler discretization scheme F (x, z). Indeed the weak stochastic
transformation T = (Φ(x), B(x)), which acts on the solution to the Euler discretization
scheme in the following way (X ′N , Z ′) = PT (X,Z) and precisely as
X ′Nt` = Φ(X
N
t`
)
∆Z ′αt` = B
α
β (X
N
t`−1)∆Z
β
t`
= Bαβ (X
N
t`−1)∆W
β
`
∆Z0t` = ∆t`,
is a symmetry of the Euler discretization scheme if (X ′, Z ′) is also a solution to the
discretization scheme defined by F . By Theorem 4.8, a sufficient condition to be a
symmetry of F is
Φ(F (Φ−1(x),∆t, (B ◦ Φ−1(x))−1 ·∆W ) = F (x,∆t,∆W ), (6.7)
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where z = (∆t,∆W ). For a given weak infinitesimal stochastic transformation (Y,C) the
determining equations reads
Y j(x)∂xj (F
i)(x,∆t,∆W )− F j(x,∆t,∆W )∂xj (Y i)(x)
= −Cαβ (x)∆W β∂∆Wα(F i)(x,∆t,∆W ). (6.8)
The following theorem proposes a generalization of Theorem 3.1 in [28] to the case
of weak stochastic transformations.
Theorem 6.3. Let V = (Y,C, 0) be a quasi strong symmetry of the SDE (6.1). When
Y ij = Yj(x
i) are polynomials of first degree in x1, ..., xm, then V˜ = (Y,C) ∈ V(M)
is a weak symmetry of the Euler discretization scheme F . If, for a given x0 ∈ M ,
span{σ1(x0), . . . , σm(x0)} = Rn, also the converse holds.
Proof. The determining equations for the special case of the Euler discretization method
are
Y i (x+ µ∆t+ σα∆W
α)− Y i − Y j∂xj (µi)∆t− Y j∂xj (σiα)∆Wα − σiβCβα∆Wα = 0. (6.9)
Using equations (6.3) in equation (6.9) we obtain
Y i (x+ µ∆t+ σα∆W
α) = Y i + µj∂xj (Y
i)∆t+Alk∂xkxl(Y
i)∆t+ σjα∂xj (Y
i)∆Wα. (6.10)
If Y i is linear in xj , equation (6.10) is satisfied and (Y,C) is a weak symmetry of the Euler
discretization scheme. Conversely, if (Y,C) is a symmetry of the Euler discretization
scheme and the condition assumed for σα holds, equation (6.10) implies that Y i is linear
in xj .
6.3 Symmetries of the Milstein scheme
The Milstein scheme has the form
X¯i,Nt` = X¯
i,N
t`−1 + µ
i(X¯t`−1)∆t` +
k∑
α=1
σiα(X¯t`−1)∆W
α
` +
+
1
2
m∑
j=1
k∑
α,β=1
σjα(X¯t`−1)∂j(σ
i
β)(X¯t`−1)∆W
α,β
` , (6.11)
where ∆Wα,β` =
∫ t`
t`−1
(W βs −W βt`−1)dWαs . We recall that when n = 1 we have that
∆W1,1` =
1
2
((∆W`)
2 −∆t`).
We cannot consider the scheme as a geometrical SDE driven by a semimartingale
in Rk+1 anymore because in this case the driving noise is composed by both the dis-
cretization of the Brownian motion W and by the iterated integral Wα,βt =
∫ t
0
Wαs dW
β
s .
Therefore in this case
N = R⊕Rk ⊕ (Rk ⊗Rk),
and the semimartingale (t,Wt,Wt) lives exactly in N . The vector space N has a natural
Lie group structure with composition given by
(α1, a1, b1) ◦ (α2, a2, b2) = (α1 + α2, a1 + a2, a2 ⊗ a1 + b1 + b2),
where α1, α2 ∈ R, a1, a2 ∈ Rk and b1, b2 ∈ Rk ⊗Rk. In this case 1N = (0, 0, 0⊗ 0), while
the inverse operation is given by
(α1, a1, b1)
−1 = (−α1,−a1,−b1 + a1 ⊗ a1).
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Let Z = (Z0, Zα1 , Z
α,β
2 ) be the semimartingale given by the discretization of (t,Wt,Wt),
that is
Z0t = t` if t` ≤ t < t`+1
Zα1,t = W
α
t`
if t` ≤ t < t`+1
Zα,β2,t =
∫ t`
0
Wαs dW
β
s if t` ≤ t < t`+1.
It is simple to see that
Zt` ◦ Z−1t`−1 =
(
t` − t`−1,Wαt` −Wαt`−1 ,
∫ t`
0
Wαs dW
β
s +
−
∫ t`−1
0
Wαs dW
β
s −Wαt`−1W βt` +Wαt`−1W βt`−1
)
= (∆t`,∆W
α
` ,∆W
αβ
` ).
It is possible to define, in a natural way, an action ΞB : N → N of the orthogonal matrices
B ∈ O(k) on N . Indeed if B ∈ N we define ΞB as the unique linear map from N into
itself such that
ΞB((α, a, b⊗ c)) = (α,B · a, (B · b)⊗ (B · c)),
for any a, b, c ∈ Rk.
Theorem 6.4. The Lie group O(k) with action ΞB is a gauge symmetry group for the
discretization Z = (Z0, Zα1 , Z
α,β
2 ) of (t,Wt,Wt), with respect to its natural filtration.
Proof. Let us define
W ′t =
∑
tk≤t
Btk ·∆Wk +Bt`(Wt −Wt`),
where tk is the last discrete time lower than t. The thesis of the theorem is equivalent to
prove that
W
′αβ
t`
=
∫ t`
0
W ′αs dW
′ β
s = Z
′αβ
2,t`
where dZ ′t = ΞB(dZt), that is, in particular, the third component of Z
′
t`
is given by
Z ′αβ2,t` =
∑
k≤`
Bαγ,tkB
β
δ,tk
∆Zγδ2,tk +
∑
h≤k<`
Bαγ,thB
β
δ,tk
∆Zγ1,th∆Z
δ
1,tk
=
∑
k≤`
Bαγ,tkB
β
δ,tk
∆Wγδk +
∑
h≤k<`
Bαγ,thB
β
δ,tk
∆W γh∆W
δ
k .
We have that
W
′αβ
t`
=
∫ t`
0
W ′αs dW
′ β
s
=
∫ t`
0
∑
tk≤s
Bαγ,s ·∆W γk +Bαγ,t`(W γs −W γtk)
 dW ′ βs
=
∑
h≤k<`
Bαγ,thB
β
δ,tk
∆W γh∆W
δ
k +
∑
k≤`
Bαγ,tkB
β
δ,tk
∆Wγδk = Z
′α,β
2,t`
.
Thanks to Theorem 6.4 we can introduce the concept of weak symmetry of a Milstein
type discretization scheme. We can look at the solution X¯` of the Milstein scheme (6.11)
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as an iterated random map defined by the geometrical SDE F (x, z) = F (x,∆t,∆W,∆W),
where F has the form
F i(x,∆t,∆W,∆W) = xi+µi(x)∆tn+
k∑
α=1
σiα(x)∆W
α+
1
2
n∑
j=1
k∑
α,β=1
σjα(x)∂j(σ
i
β)(x)∆W
α,β ,
and driven by the semimartingale Z on the Lie group N with its natural composition
described above.
The weak stochastic transformation T = (Φ(x), B(x)) acts on the solution to the
Milstein discretization scheme in the following way (X ′N , Z ′) = PT (XN , Z), that is
X¯ ′Nt` = Φ(X¯
N
t`
)
∆Z ′α1,t` = B
α
β (X¯
N
t`−1)∆Z
β
1,t`
= Bαβ (X¯
N
t`−1)∆W
β
`
∆Z ′αβ2,t` = B
α
γ (X¯
N
t`−1)B
β
δ (X¯
N
t`−1)∆Z
γδ
2,t`
= Bαγ (X¯
N
t`−1)B
β
δ (X¯
N
t`−1)∆W
γδ
`
∆Z0t` = ∆t`,
is a symmetry of the discretization scheme if (X ′, Z ′) is also a solution to the discretiza-
tion scheme F . Using Theorem 4.8, a sufficient condition for having such a symmetry is
that
Φ(F (Φ−1(x),∆t, (B ◦ Φ−1)−1(x) ·∆W, (B ◦ Φ−1)−1(x)⊗ (B ◦ Φ−1)−1(x) ·∆W)
= F (x,∆t,∆W,∆W). (6.12)
For a given infinitesimal stochastic transformation (Y,C) the determining equations
(using equation (4.9)) read
Y j(x)∂xj (F
i)(x,∆t,∆W,∆W)− F j(x,∆t,∆W,∆W)∂xj (Y i)(x)) =
= −Cαβ (x)∆W β∂∆Wα(F i)(x,∆t,∆W,∆W)− Cαβ (x)∆Wβγ∂Wαγ (F i)(x,∆t,∆W,∆W)+
−Cαβ (x)∆Wβγ∂Wγα(F i)(x,∆t,∆W,∆W).
(6.13)
We have the following application of Theorem 6.3 for the Milstein case.
Theorem 6.5. Suppose that (Y,C, 0) is a quasi strong symmetry of the SDE (µ, σ), Y i is
linear in xi and C is a constant matrix. Then (Y,C) is a weak symmetry of the Milstein
discretization scheme for (µ, σ).
Proof. From Theorem 6.3, equation (6.13) and under the hypothesis of the present
theorem, we have that (Y,C) is a symmetry of the Milstein discretization if and only if
∂xj (Y
k)σiα∂xi(σ
j
β)∆W
αβ = Y j∂xj (σ
i
α∂xi(σ
k
β))∆W
αβ + σiα∂xi(σ
j
β)(C
α
γ ∆W
γβ + Cβδ ∆W
αδ).
(6.14)
Furthermore (Y,C, 0) is a quasi-strong symmetry of the SDE (µ, σ) if and only if
− Y i∂xi(σjα) + σiα∂xi(Y j) = Cβασjβ (6.15)
If we derive equation (6.15) with respect to σiγ∂xi we obtain
−σiα∂xi(Y j)∂xj (σkβ)− Y jσiα∂xixj (σkβ) + σiα∂xi(σjβ)∂xj (Y k) + σiασjβ∂xixj (Y k) =
= σiα∂xi(C
γ
β )σ
k
γ + σ
i
α∂xi(σ
k
γ)C
γ
β .
(6.16)
Using the fact that Y i is almost linear in xi, and so ∂xixj (Y
k) = 0, the fact that Cαβ
is constant, and so ∂xi(C
γ
β ) = 0, and replacing equation (6.15) in equation (6.16) we
obtain the relation (6.14) which means that (Y,C) is a weak symmetry of the Milstein
discretization scheme.
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Remark 6.6. There is an important difference between Theorem 6.3 and Theorem
6.5. Indeed Theorem 6.3 gives a necessary and sufficient condition in order that a
quasi-strong symmetry (Y,C, 0) of the SDE (µ, σ) is a weak symmetry (Y,C) of the Euler
discretization scheme, while Theorem 6.5 gives only a sufficient condition. Furthermore
the hypotheses of Theorem 6.5 request that Cαβ is a constant, while C
α
β can be any
function in Theorem 6.3.
This last fact can be explained in the following way: the gauge transformation
ΞB transforms the process Z = (Z0, Zα1 , Z
αβ
2 ) using an Euler approximation of the
usual random rotation and not a Milstein one. The two approximations of the random
rotation coincide only when the rotations Bαβ (or the generator C
α
β of the rotations) are
constants. Finally it is important to note that one cannot use the Milstein approximation
for transforming the semimartingales Z, because otherwise the transformation would
not preserve the law of the semimartingale Z.
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