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SUR LA CATE´GORIE DES BIMODULES DE SOERGEL
NICOLAS LIBEDINSKY
Para Javi, mi hoja ligera
Re´sume´. La cate´gorieB de Soergel d’un syste`me de Coxeter (W,S)
est une cate´gorie de bimodules sur une alge`bre de polynoˆmes sur
laquelle W agit. C’est une cate´gorification de l’alge`bre de Hecke
de (W,S). Dans cet article nous donnons une description combina-
toire des espaces de morphismes dans B. En corollaire, on obtient
une description analogue des morphismes dans O0-proj, ou` O0 est
le bloc principal de la cate´gorie O de BGG.
1. Introduction
En 1980, Kazhdan et Lusztig ont pose´ leur ce´le`bre conjecture de
positivite´ [9]. Si (W,S) est un syste`me de Coxeter et H son alge`bre
de Hecke, cette conjecture dit que certains polynoˆmes de changement
de base dans H (les polynoˆmes de Kazhdan-Lusztig) ont des coeffi-
cients positifs. Ces polynoˆmes ont donne´ naissance a` ce qu’on appelle
la the´orie de Kazhdan-Lusztig, qui s’est ave´re´e avoir des liens profonds
avec la ge´ome´trie, les repre´sentations et la combinatoire.
En 1992 [14] Soergel a cate´gorifie´ H, c’est a` dire qu’il a de´fini une
cate´gorie tensorielle B et un isomorphisme d’anneaux ε de H vers le
groupe de Grothendieck scinde´ de B. Il a alors pose´ une conjecture (2.9
ci-dessous) qui relie, via ε, les e´le´ments de la base de Kazhdan-Lusztig
avec les e´le´ments inde´composables de B. Cette conjecture implique la
conjecture de positivite´ de Kazhdan-Lusztig.
Historiquement, Soergel a introduit cette cate´gorie dans le cas des
groupes de Weyl pour relier la cate´gorie O d’une alge`bre de Lie semi-
simple complexe et les faisceaux pervers sur les varie´te´s de drapeaux.
Le lien avec la ge´ome´trie lui a permis de de´montrer sa conjecture dans
le cas des groupes de Weyl, et il en a de´duit une nouvelle preuve de
la conjecture de Kazhdan-Lusztig, de´montre´e auparavant par Beilinson
et Bernstein [1] et par Brylinski et Kashiwara [3].
Par ailleurs, dans un article re´cent [10], Khovanov montre qu’a` partir
de certains complexes dont les termes appartiennent a` B, on retrouve
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l’homologie re´duite de´finie dans [11], qui est un invariant de noeuds et
dont la caracte´ristique d’Euler est le polynoˆme HOMFLYPT.
Dans la section 2 de cet article, nous donnons l’e´nonce´ pre´cis du
the´ore`me de Soergel, de la conjecture de positivite´ de Kazhdan-Lusztig
ainsi que de la conjecture de Soergel, en expliquant a` chaque fois quelles
parties de ces conjectures ont e´te´ prouve´es. Dans tous les cas (sauf pour
les groupes de Coxeter universels), les parties de ces conjectures qui sont
re´solues, sont les cas ou` on peut associer une ge´ome´trie. C’est pour cela
en partie que cette approche alge´brique de Soergel est particulie`rement
inte´ressante.
Dans la section 3, nous exposons les re´sultats de´ja` connus qui nous
inte´ressent sur les espaces d’homomorphismes de la cate´gorie B. Tous
ces re´sultats sont explicites ou implicites dans l’article de Soergel [16].
Le the´ore`me fondamental de cette section est le the´ore`me 3.4, qui donne
les dimensions gradue´es de ces espaces d’homomorphismes (corollaire
4.2).
Dans la section 4, nous de´finissons la « base des feuilles le´ge`res »
(BFL), qui est un sous-ensemble de ces espaces d’homomorphismes. On
peut regarder la construction de la section 4 comme une cate´gorification
de la formule donne´e dans le corollaire 4.2. Cette formule dit que les
dimensions gradue´es des espaces d’homomorphismes sont donne´es par
le coefficient en 1 d’un produit du type (1 + Ts1) · · · (1 + Tsn).
Dans les sous-sections 4.1-4.3 nous de´finissons un morphisme entre
certains e´le´ments de B associe´ a` une relation de tresses. Dans les sous-
sections 4.4 et 4.5 nous construisons par re´currence la BFL, en imitant
au niveau des morphismes de la cate´gorie B la re´currence qui apparaˆıt
pour le calcul du produit (1 + Ts1) · · · (1 + Tsn) a` partir du produit
(1 + Ts1) · · · (1 + Tsn−1).
Dans la section 5, nous prouvons le the´ore`me fondamental de cet
article : la BFL est en fait, comme le laisse pre´voir son nom, une base
de l’espace d’homomorphismes, comme module a` droite sur un cer-
tain anneau. Dans la section 6 nous en de´duisons des bases pour les
morphismes dans B.
Soit O0 le bloc principal de la cate´gorie O de BGG. Comme corol-
laire du re´sultat de la section 6, nous trouvons explicitement, dans la
section 7, les morphismes dans la sous-cate´gorie pleine de O0 d’objets
projectifs (O0−proj).
La cate´gorie B est construite a` partir d’une repre´sentation re´flexion
fide`le deW . Dans l’article en pre´paration [12] nous utilisons le the´ore`me
5.1 pour prouver des e´quivalences entre les conjectures de Soergel as-
socie´es a` diffe´rentes repre´sentations de W . En particulier nous mon-
trons que sur R il suffit de conside´rer la repre´sentation ge´ome´trique.
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Je tiens a` remercier Raphae¨l Rouquier pour son aide dans la re´daction
de ce travail.
2. Conjecture de Soergel
2.1. The´ore`me de Soergel. Le the´ore`me de Soergel affirme que la
cate´gorie de Soergel est une cate´gorification de l’alge`bre de Hecke d’un
groupe de Coxeter. Donnons quelques de´finitions avant de donner l’e´nonce´
pre´cis de ce the´ore`me.
De´finition 2.1. Un syste`me de Coxeter est un couple (W,S) ou` W
est un groupe et S ⊆ W une partie ge´ne´ratrice, tels que W admet
une pre´sentation de ge´ne´rateurs s ∈ S et relations (sr)m(s,r) = 1 pour
s, r ∈ S, avec m(s, s) = 1 , m(s, r) ≥ 2 et e´ventuellement m(r, s) =∞
si s 6= r.
De´finition 2.2. Soit (W,S) un syste`me de Coxeter. On de´finit l’alge`bre
de Hecke H = H(W,S) comme la Z[v, v−1]-alge`bre de ge´ne´rateurs
{Ts}s∈S , ceux-ci satisfaisant les relations
T 2s = v
−2 + (v−2 − 1)Ts
pour tout s ∈ S et
TsTrTs...︸ ︷︷ ︸
m(s,r) termes
= TrTsTr...︸ ︷︷ ︸
m(s,r) termes
si s, r ∈ S et sr est d’ordre m(s, r).
Si x = s1s2 · · · sn est une expression re´duite de x, on de´finit Tx =
Ts1Ts2 · · ·Tsn (Tx ne de´pend pas du choix de la de´composition re´duite).
On pose q = v−2.
Soit T ⊆W le sous-ensemble des « re´flexions », c’est a` dire, tous les
e´le´ments qui sont conjugue´s aux e´le´ments de S.
De´finition 2.3. Une repre´sentation de dimension finie de W (sur un
corps k de caracte´ristique car(k) diffe´rente de 2) est appele´e re´flexion
fide`le (RF) si elle est fide`le et si les e´le´ments de W qui ont un espace
de points fixes de codimension un forment exactement l’ensemble de
re´flexions.
Remarque 2.4. Dans [16] Soergel montre que si k = R, pour tout W il
existe au moins une RF.
Soit V une RF. Soit R = S(V ∗) = R(V ) l’alge`bre syme´trique de V ∗,
c’est a` dire l’alge`bre des fonctions re´gulieres sur V , sur laquelle W agit
par fonctorialite´.
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De´finition 2.5. Pour toute petite cate´gorie additive A, on de´finit le
groupe de Grothendieck scinde´ 〈A〉. C’est le groupe libre sur les objets
de A modulo les relationsM = M ′+M ′′ chaque fois queM ∼= M ′⊕M ′′.
Chaque objet A ∈ A de´finit un e´le´ment 〈A〉 ∈ 〈A〉.
L’alge`bre R est gradue´ de la manie`re suivante : R =
⊕
i∈ZRi avec
R2 = V
∗ et Ri = 0 pour i impair. Soit ℜ = ℜV la cate´gorie des R-
bimodules Z-gradue´s qui sont de type fini a` gauche et a` droite. Le
groupe 〈ℜ〉 est un anneau pour ⊗R.
De´finition 2.6. Pour chaque objet gradue´ M =
⊕
iMi, et chaque
entier n, on de´finit l’objet de´cale´ M(n) par (M(n))i = Mi+n.
On note Rs le sous-anneau de R des invariants pour l’action de s ∈
W . Ces de´finitions permettent de formuler le the´ore`me fondamental de
Soergel ([14], thm. 1.10) :
The´ore`me 2.7 (Soergel). Il existe un et seulement un morphisme
d’anneaux ε : H → 〈ℜ〉 tel que ε(v) = 〈R(1)〉 et ε(Ts+1) = 〈R⊗Rs R〉,
pour tout s ∈ S.
De´finition 2.8. La cate´gorie B des bimodules de Soergel est la sous
cate´gorie de ℜ dont les objets sont les B ∈ ℜ avec 〈B〉 dans l’image de
ε.
C’est cette cate´gorie B qu’on e´tudie dans l’article.
2.2. Conjecture de positivite´ de Kazhdan-Lusztig. La conjec-
ture de positivite´ de Kazhdan-Lusztig pre´voit que les coefficients des
polynoˆmes de Kazhdan-Lusztig sont positifs. Kazhdan et Lusztig l’ont
de´montre´e pour W un groupe de Weyl fini ou affine dans [9]. Haddad
[7] a montre´ cette conjecture pour d’autres groupes de Coxeter finis et
Dyer [4] pour les groupes de Coxeter universels.
2.3. Conjecture de Soergel.
Conjecture 2.9 (Soergel). Pour tout x ∈ W , il existe un R-bimodule
inde´composable Z-gradue´ Bx ∈ ℜ tel que ε(C
′
x) =< Bx >, ou` C
′
x est
l’e´le´ment de la base de Kazhdan-Lusztig associe´ a` x.
Remarque 2.10. Dans [16], Soergel montre que cette conjecture im-
plique la conjecture de positivite´ des polynoˆmes de Kazhdan-Lusztig
en construisant un inverse a` gauche de ε. Cette construction est rap-
pele´e ci-dessous.
Remarque 2.11. Dans le cas ou` k = C et W est un groupe de Weyl fini,
la conjecture de Soergel est montre´e dans l’article [14]. Dans [5] Fiebig
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montre cette conjecture pour W un groupe de Coxeter Universel. Dans
[15] Soergel montre que si la caracte´ristique de k est plus grande que
le nombre de Coxeter de W et si W est un groupe de Weyl fini, alors
la conjecture de Soergel est e´quivalente a` une partie d’une conjecture
de Lusztig portant sur les caracte`res des repre´sentations irre´ductibles
de groupes alge´briques sur k (par exemple GLn(F¯p)).
3. Homomorphismes dans B
3.1. Nous avons de´ja` expose´ nos motivations pour e´tudier la cate´gorie
B. Maintenant posons le proble`me qui nous inte´resse.
Pour chaque s ∈ S on note θs = R ⊗Rs R. On va fixer par la suite
une e´quation xs ∈ V
∗ de l’hyperplan des points fixes par s (xs est
bien de´fini a` scalaire pre`s). Dans cet article Hom va eˆtre l’espace de
morphismes de R-bimodules :
Hom(M,N) = HomR⊗R(M,N)
On a que Hom(M,N) est un (R,R)−bimodule Z-gradue´. L’action
de R a` gauche et a` droite de Hom(M,N) vient de l’action a` gauche
et a` droite sur M , ou de manie`re e´quivalente, sur N. En formules,
(rf)(m) = f(rm) = r(f(m)), (fr)(m) = f(mr) = f(m)r, pour tout
r ∈ R,m ∈ M, f ∈ Hom(M,N). Si les bimodules M,N sont gradue´s,
alors Hom va avoir en plus une structure de R-bimodule gradue´, avec
Hom(M(λ), N(λ′)) = Hom(M,N)(λ′ − λ)
Proble`me 3.1. De´crire explicitement Hom(θs1 · · · θsn , θt1 · · · θtk) pour
s1, . . . , sn, t1, . . . , tk ∈ S.
Soit C la sous-cate´gorie pleine de B, dont les objets sont des sommes
directes finies d’objets de la forme θs1 ...θsn(d), pour un d ∈ Z. Alors
si on re´soud le proble`me 3.1, on trouve les espaces de morphismes
dans la cate´gorie C. Le lemme suivant montre que B est l’enveloppe
Karoubienne de C.
Lemme 3.2. Un bimodule gradue´ B ∈ ℜ appartient a` B si et seulement
s’il existe C,D ∈ C tels que
B ⊕ C ∼= D
De´monstration. Soit s = (s1, ..., sm) une suite finie quelconque de re´flexions
simples, b(s) = (Ts1+1)...(Tsm+1) un e´le´ment dans l’alge`bre de Hecke,
et on de´finit le bimodule
θs = R⊗Rs1 R⊗Rs2 R⊗ · · ·R⊗Rsm R
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Comme < θs[n] >= ε(v
nb(s)), alors θs[n] ∈ B. Ceci montre que notre
crite`re est suffisant. Comme les vnb(s) engendrent H comme groupe
abe´lien, il est ne´cessaire. 
Avec le lemme suivant, le proble`me 3.1 se re´duit a` trouver Hom(θs1 · · · θsn , R).
Lemme 3.3. Pour M,N ∈ B, le morphisme
F : Hom(θsM,N) → Hom(M, θsN)(2)
f 7→ (m 7→ xs ⊗ f(1⊗m) + 1⊗ f(1⊗ xsm))
est un isomorphisme de R-modules a` droite gradue´s.
De´monstration. Si g ∈ Hom(M, θsN)(2), on peut e´crire de manie`re
unique g(m) = 1 ⊗ g1(m) + xs ⊗ g2(m), avec g1(m), g2(m) ∈ N . Ceci
de´finit les morphismes g1 et g2 associe´s a` g. SoitG : Hom(M, θsN)(2)→
Hom(θsM,N) le morphisme qui envoie g vers le morphisme λ ⊗m 7→
λg2(m), avec λ ∈ R et m ∈ M . Il suffit de montrer que F et G sont
bien de´finis et inverses l’un de l’autre.
On a g(xsm) = xsg(m), c’est a` dire,
1⊗ g1(xsm) + xs ⊗ g2(xsm) = xs ⊗ g1(m) + 1⊗ (xs)
2g2(m).
Par unicite´ de la de´composition, cette formule permet de conclure que
g2(xsm) = g1(m). Avec cette formule on montre directement que F et
G sont inverses l’un de l’autre.
En outre, on a g(rsm) = rsg(m) pour rs ∈ Rs. Ceci revient a`
1⊗ g1(r
sm) + xs ⊗ g2(r
sm) = rs ⊗ g1(m) + r
sxs ⊗ g2(m)
= 1⊗ rsg1(m) + xs ⊗ r
sg2(m).
Ceci implique que g2(r
sm) = rsg2(m), et avec ceci on peut voir que
G(g) est bien de´fini. C’est direct de voir que c’est un morphisme de
bimodules. Voir que F(f)(m · r) = (F(f)(m)) · r pour r ∈ R est aussi
direct. On veut alors F(f)(r·m) = r·(F(f)(m)). Pour r ∈ Rs c’est facile,
donc, avec notre de´composition R = Rs ⊕ xsR
s il reste a` le montrer
pour r = xs. Mais ceci de´coule directement du fait que (xs)
2 ∈ Rs. 
3.2. Notation. E´tant donne´ un espace vectoriel Z-gradue´ V =
⊕
i Vi,
avec dim(V ) <∞, on de´finit sa dimension gradue´ par
dimV =
∑
(dimVi)v
−i ∈ Z[v, v−1].
Soit R+ l’ide´al de R engendre´ par les e´le´ments homoge`nes de degre´
diffe´rent de ze´ro. On de´finit le rang gradue´ d’un R-module a` droite
Z-gradue´ de type fini M par
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rkM = dim(M/MR+) ∈ Z[v, v−1].
On a alors dim(V (1)) = v(dimV ) et rk(M(1)) = v(rkM). On de´finit
rkM comme l’image de rkM par v 7→ v−1.
Pour x ∈ W , on de´finit le (R,R)−bimodule Rx comme R avec l’ac-
tion a` droite tordue par x (en formules : r · r′ = rx(r′) pour r ∈ Rx et
r′ ∈ R), et l’action habituelle de R a` gauche.
On rappelle deux re´sultats de Soergel. Le premier est le the´ore`me
5.3 de [16], et le deuxie`me est une partie du the´ore`me 5.15 du meˆme
article :
The´ore`me 3.4 (Soergel). Le morphisme ε : H → 〈ℜ〉 admet un in-
verse a` gauche η : 〈ℜ〉 → H donne´ par
〈B〉 →
∑
x∈W
rkHom(B,Rx)Tx.
Proposition 3.5 (Soergel). Si M,N ∈ B, alors Hom(M,N) est libre
comme R-module a` droite gradue´.
4. Construction de la base des feuilles le´ge`res
4.1. Pour x ∈ W , on de´finit R(x) comme l’ensemble de toutes les
expressions re´duites de x (si l(x) = n cet ensemble est un sous-ensemble
de l’ensemble des n-uplets d’e´le´ments de S). Si 1 est l’e´le´ment unite´ de
W , on pose θ1 = R et si t = (t1, . . . , tk) ∈ R(x), on pose θt = θt1 · · · θtk .
Nous donnons une de´finition
De´finition 4.1. Soit τ : H → Z[v, v−1] l’application de´finie par
τ
(∑
x∈W
pxTx
)
= p1 (px ∈ Z[v, v
−1]).
Maintenant on peut e´noncer un corollaire du the´ore`me 3.4.
Corollaire 4.2. Soit (s1, . . . , sn) ∈ S
n. On de´finit les entiers ni par
τ((1+Ts1) · · · (1+Tsn)) =
∑
i niq
i. Alors, il existe un isomorphisme de
R−modules a` droite gradue´s
Hom(θs1 · · · θsn, R)
∼=
⊕
i
niR(2i).
De´monstration. Par la proposition 3.5, il existe des entiers n′i tels que
Hom(θsn , R)
∼= (
⊕
i n
′
iR(2i)) comme R-modules a` droite, et par le
the´ore`me 3.4, on a les e´quations
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τ((1 + Ts1) · · · (1 + Tsn)) = τ ◦ η ◦ ε((1 + Ts1) · · · (1 + Tsn))
= τ ◦ η(〈θs1 · · · θsn〉)
= rkHom(θs1 · · · θsn , R)
= rk(
⊕
i n
′
iR(2i))
=
∑
n′iv
−2irkR
=
∑
n′iq
i.
Ceci permet de conclure que n′i = ni. 
Proposition 4.3. Soient s, r ∈ S, s 6= r avec m(s, r) < ∞. La com-
posante de degre´ ze´ro de
Hom( θsθrθs · · ·︸ ︷︷ ︸
m(s,r) termes
, θrθsθr · · ·︸ ︷︷ ︸
m(s,r) termes
)
est un espace vectoriel de dimension 1.
De´monstration. Avant de commencer la de´monstration, donnons d’abord
une de´finition :
De´finition 4.4. On pose G := {qm +
∑
i<m aiq
i pour certains ai ∈ Z}
ou` m = m(s, r).
Par le lemme 3.3 et le corollaire 4.2, montrer le corollaire 4.3 est
e´quivalent a` montrer que
(4.1) τ((1 + Ts)(1 + Tr)(1 + Ts) · · · (1 + Tr)︸ ︷︷ ︸
2m
) ∈ Gm.
Pour un entier k > 0, de´finissons Z2k = TrTsTr · · ·︸ ︷︷ ︸
k termes
, Z2k−1 = TsTrTs · · ·︸ ︷︷ ︸
k termes
et soit Z0 = 1. Dans le lemme suivant deg(p) est le degre´ du polynoˆme
p, et [−] est la fonction partie entie`re.
Lemme 4.5. Dans l’alge`bre de Hecke on a pour tout entier n l’e´galite´
suivante :
(1 + Ts)(1 + Tr)(1 + Ts) · · ·︸ ︷︷ ︸
2n termes
=
4n−1∑
j=0
pj,nZj
avec deg(pj,n)< n− [j/4] et p4n−1,n = 1.
De´monstration. Prouvons-le par re´currence sur n. Pour n = 1 est clair.
Supposons le lemme vrai pour n = k. Les trois e´quations suivantes
de´coulent des de´finitions :
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TsZ2k−1 = (q − 1)Z2k−1 + qZ2k−2
TrZ2k = (q − 1)Z2k + qZ2k−3
TsTrZ2k = (q − 1)Z2k+1 + q(q − 1)Z2k−3 + q
2Z2k−4.
Ces e´quations peuvent se re´e´crire de la manie`re suivante :
TsZj = (q − 1)Zj + qZj−1 si j est impair
TrZj = (q − 1)Zj + qZj−3 si j est pair
TsTrZj = (q − 1)Zj+1 + q(q − 1)Zj−3 + q
2Zj−4 si j est pair.
Si on utilise ces e´quations dans le de´veloppement du terme a` droite
de l’e´galite´ suivante
(4.2) (1 + Ts)(1 + Tr)(1 + Ts) · · ·︸ ︷︷ ︸
2(k+1) termes
= (1 + Ts + Tr + TsTr)
4k−1∑
j=0
pj,kZj
on arrive pour tout j a` exprimer explicitement pj,k+1 en fonction de l’en-
semble {pj,k}j et de q. Les ine´galite´s de l’e´nonce´ de´coulent des meˆmes
ine´galite´s pour les pj,n, de manie`re routinie`re, et la deuxie`me assertion
de´coule du fait que p4(k+1)−1,k+1 = p4k−1,k. 
Preuve de la prop. 4.3. On a (cf [6, proposition 8.1.1])
(4.3) τ(TxTy−1) =
{
ql(x) si x = y
0 si x 6= y
Ceci implique que
(4.4) τ(Zj) =
{
0 si 0 < j < 4m− 1
qm si j = 4m− 1
Donc si on applique τ aux deux coˆte´s de l’e´galite´ du lemme 4.5, e´tant
donne´ par ce lemme que deg(p0,n)< n on obtient bien (4.1). 
Pour chaque couple (s, r) comme dans la proposition 4.3, on choisit
un e´le´ment non nul fs,r de
Hom( θsθrθs · · ·︸ ︷︷ ︸
m(s,r) termes
, θrθsθr · · ·︸ ︷︷ ︸
m(s,r) termes
).
Par le corollaire pre´ce´dent, il est bien de´fini a` scalaire pre`s. Dans la sous-
section 4.3, on va e´liminer cette incertitude, c’est a` dire pour chaque s
et r on va avoir un morphisme fs,r bien de´fini.
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4.2. On sait que pour s ∈ S on a R ∼= Rs ⊕ xsR
s comme Rs-module
a` gauche. Ceci nous dit que θs admet {1 ⊗ 1, 1 ⊗ xs} comme base en
tant que R-module a` gauche. Et plus encore, si, pour s ∈ S, on de´finit
x0s = 1 et x
1
s = xs, alors par re´currence on voit que si (t1, . . . , tr) est un
r-uplet d’e´le´ments de S, alors θt1 · · · θtr admet
{1⊗ xi1t1 ⊗ · · · ⊗ x
ir
tr}(i1,...,ir)∈{0,1}r
comme base en tant que R-module a` gauche.
De´finition 4.6. On appelle cette base la « base normale » de θt1 · · · θtr .
On de´finit 1⊗xt1⊗xt2⊗· · ·⊗xsr (resp. 1) comme « l’e´le´ment normal »
de θt1 · · · θtr (resp. R). Si x ∈ θt1 · · · θtr , on va appeler « partie normale
de x » le coefficient de l’e´le´ment normal dans la de´composition de x
dans la base normale.
4.3.
Lemme 4.7. Soient s 6= r ∈ S avec m(s, r) 6=∞. On posem = m(s, r)
et
X := θsθrθs · · ·︸ ︷︷ ︸
m termes
et X ′ := θrθsθr · · ·︸ ︷︷ ︸
m termes
Soit x l’e´le´ment normal de X. Il existe un unique morphisme fs,r ∈
Hom(X,X ′) telle que la partie normale de fs,r(x) soit e´gale a` 1.
De´monstration. Dans [16], Soergel montre que si les Bx existent (voir
conjecture 1.14), ils sont uniques a` isomorphisme pre`s, et il montre
cette conjecture pour un groupe die´dral fini. Soit W ′ le sous-groupe de
W engendre´ par r et s. Soit w0 le plus long e´le´ment de W
′ dans l’ordre
de Bruhat. Dans [14] Soergel montre que Bw0 = R⊗RW ′ R. Par [8, ch.
IV, cor. 1.11 a.] on a :
R ∼=
⊕
w∈W
RW
′
(−2l(w)) comme RW
′
−mod gradue´ a` gauche
et ceci implique
Bw0
∼=
⊕
w∈W
R(−2l(w)) comme R−mod gradue´ a` gauche.
Si M est un R-module, on note M = M/R+M . La dernie`re ligne
montre que
Bw0
∼=
⊕
w∈W
k(−2l(w)) comme k − ev gradue´.
En particulier, Bw0 est de dimension 1 comme espace vectoriel en
degre´ 2m :
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(4.5) (Bw0)2m
∼= k.
On voit en outre que
{1⊗ xi1s ⊗ x
i2
r ⊗ x
i3
s ⊗ · · ·}(i1,...,im)∈{0,1}m
est une base de X comme k-espace vectoriel gradue´ (voir de´finition
4.6). En particulier on a
(4.6) (X)2m ∼= k
parce que l’e´le´ment normal de X est le seul de la base normale dont
le degre´ est 2m. Dans [16, prop. 6.16], Soergel montre l’existence d’iso-
morphismes de (R,R)-bimodules gradue´s :
(4.7) µ : X
∼
−→ Bw0 ⊕M
et
(4.8) ν : X ′
∼
−→ Bw0 ⊕M
′
pour certains bimodules M , M ′. En passant au quotient on obtient un
isomorphisme de k-espaces vectoriels gradue´s
(4.9) µ : X
∼
−→ Bw0 ⊕M.
Rappelons que x est l’e´le´ment normal de X . Soit sa de´composition
µ(x) = x1 + x2 comme dans (4.7). Par (4.5), (4.6) et (4.9), on voit que
µ(x) = µ(x) ∈ Bw0. Ceci dit que x2 ∈ R
+M ⊂ R+(Bw0 ⊕M). Comme
x /∈ R+X , alors µ(x) /∈ R+(Bw0⊕M), parce que µ est un isomorphisme
de R-modules. Donc on a
(4.10) x1 = µ(x)− x2 /∈ R
+(Bw0 ⊕M).
En utilisant les identifications (4.7) et (4.8), on de´finitK ∈ Hom(X,X ′),
identite´ sur Bw0 et ze´ro sur M . Par la proposition 4.3, K est l’unique
morphisme de degre´ ze´ro, a` scalaire pre`s, de Hom(X,X ′).
On va montrer maintenant que la partie normale de K(x) est non
nulle. Supposons qu’elle soit nulle. Comme K est un morphisme gradue´
de degre´ ze´ro, K(x) est de degre´ 2m et comme tous les e´le´ments de la
base normale sauf l’e´le´ment normal sont de degre´ infe´rieur a` 2m, on a
K(x) ∈ R+X ′. Mais d’autre part, K(x) = ν−1(x1). Comme ν
−1 est un
isomorphisme de R−modules, (4.10) nous dit que ν−1(x1) /∈ R
+X ′, ce
qui nous donne une contradiction.
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Finalement, comme la partie normale de K(x) est non nulle, on choi-
sit fs,r comme le multiple de K tel que la partie normale de fs,r(x) soit
1. 
4.4. Pour chaque s ∈ S on va de´finir six morphismes. Conside´rons la
de´composition R = Rs ⊕ xsR
s. Soient p1, p2 ∈ R
s et p, q, r ∈ R. On
de´finit des morphismes de (R,R)−bimodules gradue´s :
Ps : R→ R, p1 + xsp2 7→ p1
Is : R→ R, p1 + xsp2 7→ xsp2
I ′s : R(2)→ R, p1 + xsp2 7→ p2
ms : θs → R, R⊗Rs R ∋ p⊗ q 7→ pq
is0 : θsθs(2)→ R, R⊗Rs R⊗Rs R ∋ p⊗ q ⊗ r 7→ pI
′
s(q)r
is1 : θsθs(2)→ θs, R⊗Rs R⊗Rs R ∋ p⊗ q ⊗ r 7→ pI
′
s(q)⊗ r ∈ R⊗Rs R.
Il est facile de voir que ces morphismes sont bien de´finis, parce que
I ′s(r
sp) = rsI ′s(p) pour r
s ∈ Rs.
4.5. On va fixer jusqu’a` la fin de la section 5 une suite (s1, s2, . . .)
d’e´le´ments de S. On de´finit s0 = 1 et sn = (s1, s2, . . . , sn), pour n ≥ 1.
On sait que si x ∈ W , s ∈ S et l(xs) < l(x), alors il existe une
expression re´duite de x ayant s comme dernier e´le´ment. Dans [2, ch.4,
§1, prop. 4], on montre qu’on peut passer d’une expression re´duite
d’un e´le´ment a` n’importe quelle autre par une suite de mouvements
de tresse. Donc pour chaque couple (n, t), avec n ∈ N, t = (t1, . . . , tk)
une expression re´duite de x := t1 · · · tk ∈ W et avec l(xsn) < l(x),
l’ensemble de suites d’e´le´ments de R(x)
((t11, . . . , t
1
k), (t
2
1, . . . , t
2
k), . . . , (t
l
1, . . . , t
l
k))
ou` t1i = ti pour tout 1 ≤ i ≤ k, t
l
k = sn, et ou` on passe de (t
i
1, . . . , t
i
k)
vers (ti+11 , . . . , t
i+1
k ) par un mouvement de tresses, est non vide.
Alors on choisit arbitrairement et jusqu’a` la fin de la section 5,
pour chaque couple (n, t) un e´le´ment de cet ensemble, qu’on appellera
P (n, t).
Soit P (n, t) = ((t11, . . . , t
1
k), (t
2
1, . . . , t
2
k), . . . , (t
l
1, . . . , t
l
k)). Pour chaque
1 ≤ i ≤ l − 1 on a un morphisme πi associe´ au mouvement de tresses
dans Hom(θti
1
· · · θti
k
, θti+1
1
· · · θti+1
k
), du type Idp⊗fs,r⊗Id
k−p−m(s,r) pour
un certain 0 ≤ p ≤ k−m(s, r). On de´finit Fn(t) = πl−1 ◦ · · · ◦ π2 ◦ π1 ∈
Hom(θt1 · · · θtk , θtl1 · · · θtlk−1θsn).
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4.6. On va de´finir par re´currence sur n ≥ 0 un sous ensemble An de
Fn :=
∐
x∈W
∐
t∈R(x)
Hom(θsn, θt)
ou`
∐
est l’union disjointe.
On pose tout d’abord A0 = {Id : R→ R}. On va construire mainte-
nant An a` partir de An−1. On pose
A0n−1 = An−1 ∩

∐
x∈W
∐
t∈R(x)
l(xsn)>l(x)
Hom(θsn, θt)


et A1n−1 = An−1 − A
0
n−1.
On va de´finir quatre morphismes, f ji,n : A
j
n−1 → Fn avec i, j ∈ {0, 1}.
Pour les deux premiers morphismes, soient a ∈ Hom(θs1 · · · θsn−1 , θt1 · · · θtk) ∈
A0n−1 et t = (t1, . . . , tk). On pose
f 00,n(a) : θs1 · · · θsn
a⊗Id
−−−→ θt1 · · · θtkθsn
Idk⊗msn
−−−−−→ θt1 · · · θtk
f 01,n(a) : θs1 · · · θsn
a⊗Id
−−−→ θt1 · · · θtkθsn .
Pour les deux derniers, soit a ∈ Hom(θs1 · · · θsn−1 , θt1 · · · θtk) ∈ A
1
n−1
et soit t = (t1, . . . , tk). On a Fn(t) ∈ Hom(θt1 · · · θtk , θt′1 · · · θt′k−1θsn). On
pose
f 10,n(a) : θs1 · · · θsn
a⊗Id
−−−→ θt1 · · · θtkθsn
Fn(t)⊗Id
−−−−−→ θt′
1
· · · θt′
k−1
θsnθsn
Idk−1⊗is0−−−−−→ θt′
1
· · · θt′
k−1
f 11,n(a) : θs1 · · · θsn
a⊗Id
−−−→ θt1 · · · θtkθsn
Fn(t)⊗Id
−−−−−→ θt′
1
· · · θt′
k−1
θsnθsn
Idk−1⊗is
1−−−−−→ θt′
1
· · · θt′
k−1
θsn.
Maintenant on peut de´finir An
An =
⋃
0≤i,j≤1
f ji,n(A
j
n−1).
On de´finit A′n comme le sous ensemble de An des e´le´ments apparte-
nant a` Hom(θsn , R).
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5. Le the´ore`me et sa preuve
The´ore`me 5.1. L’ensemble A′n est une R-base de Hom(θsn, R).
Remarque 5.2. On va appeler A′n une « base de feuilles le´ge`res » : En
tensorisant par l’identite´ on peut voir Ak ⊂ Fn pour k ≤ n. Alors on
peut voir An comme un arbre binaire parfait, dont on peut associer a`
chaque feuille (une feuille est un morphisme de θs1 · · · θsn vers θt1 · · · θtk)
un nombre ou « poids » (dans ce cas le poids serait k). Avec ce point
de vue, A′n est l’ensemble de feuilles qui ont poids ze´ro.
Remarque 5.3. Il faut noter que chaque morphisme de A′n de´pend du
choix des P (n, t). On va donner un exemple dans lequel diffe´rents choix
du P (n, t) donnent des morphismes associe´s diffe´rents.
Soient s, r ∈ S avec m(s, r) = 3. Soient
f = (ms ◦ is1) ◦ (Id⊗m
r ◦ ir1 ⊗ Id) ◦ (Id
2 ⊗ms ◦ is1 ⊗ Id
2)
et
g = f ◦ (fr,s ⊗ Id
3) ◦ (fs,r ⊗ Id
3)
deux morphismes appartenant a` Hom(θsθrθsθsθrθs, R). On va montrer
que f 6= g. Pour ceci on de´finit
x¯ = 1⊗xr⊗1⊗xs⊗1⊗xs⊗1+1⊗1⊗xr⊗xs⊗1⊗xs⊗1 ∈ θsθrθsθsθrθs.
On voit facilement que f(x¯) = 1. Il nous reste a montrer que g(x¯) = 0.
Pour ceci il suffit de montrer que
(5.1) fs,r(1⊗ xr ⊗ 1⊗ 1 + 1⊗ 1⊗ xr ⊗ 1) = 0.
Comme C ′sC
′
rC
′
s = C
′
srs + C
′
s, le the´ore`me 4.2 de [16] et le lemme 2
de [14] impliquent que θsθrθs(3) ≃ R⊗R〈s,r〉 R(3)⊕ θs(1), c’est-a`-dire,
(5.2) θsθrθs ≃ R⊗R〈s,r〉 R⊕ θs(−2).
Il est facile de voir que, a` scalaire pre`s, le seul morphisme de degre´ ze´ro
de R ⊗R〈s,r〉 R vers θsθrθs est le morphisme is,r de´fini par (1 ⊗ 1 7→
1⊗ 1⊗ 1⊗ 1). Par le corollaire 4.2 on voit qu’a` scalaire pre`s il y a un
seul morphisme de degre´ ze´ro de θs(−2) vers θsθrθs. Ce morphisme est
le morphisme (1 ⊗ 1 7→ 1 ⊗ xr ⊗ 1 ⊗ 1 + 1 ⊗ 1 ⊗ xr ⊗ 1). Donc on a
(toujours a` scalaire pre`s) explicite´ l’isomorphisme (5.2).
Comme on a vu dans le lemme 4.3, R⊗R〈s,r〉 R ≃ Bsrs, donc on a un
diagramme commutatif
θsθrθs //
fs,r &&M
MM
MMM
MM
MM
R⊗R〈s,r〉 R
ir,s

θrθsθr
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la fle`che horizontale e´tant la surjection canonique en (5.2). Ceci permet
de prouver (5.1), et donc de conclure que f 6= g.
Exemple :Dans l’exemple suivant nous avons (s1, s2, s3, s4) = (s, r, s, r)
et m(s, r) = 3. Par des raisons d’espace nous montrons seulement une
moitie´ de l’arbre, la « moitie´ gauche », c’est a` dire, nous ne montrons
pas les morphismes qui passent par l’e´le´ment encadre´ θrθsθr. Nous
avons encercle´ en bas a` droite la seule feuille le´ge`re de cette moitie´
d’arbre.
θsθrθsθr
Id4
~~ ~
~~
~~
~~
~
ms⊗Id
3
%%K
KKK
KKK
KKK
θsθrθsθr
Id4
~~ ~
~~
~~
~~
~
Id⊗mr⊗Id2
))SS
SSS
SSS
SSS
SSS
SSS
θrθsθr
θsθrθsθr
Id4








Id2⊗ms⊗Id

11
11
11
11
11
11
11
1
θsθsθr
js⊗Id




 		
θsθr
Id2




ms⊗Id

7
7
7
7
θsθrθsθr

fs,r⊗Id




θsθrθr

Id⊗jr








θsθr
Id2

Id⊗mr

((
((
((
((
((
((
((
((
((
((
((
(
θr
Id

mr

%%
%
%%
%%
%%
%%
%
%%
%%
%%
%%
%%
θrθsθrθr
Id2⊗jr




θrθsθr
Id3
~
~
~
~
Id2⊗mr !!C
C
C
C
θsθr
Id2




Id⊗mr
!!C
C
C
C
θrθsθr θrθs θsθr θs θsθr θs θr 76540123R
De´monstration. De´finissons les polynoˆmes pxn par
(1 + Ts1) · · · (1 + Tsn) =
∑
x∈W
pxnTx
On a les e´quations suivantes
(1 + Ts1) · · · (1 + Tsn−1)(1 + Tsn) =
(∑
pxn−1Tx
)
+
+

 ∑
l(xsn)>l(x)
pxn−1Txsn

+

 ∑
l(xsn)<l(x)
pxn−1TxTsn


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et
∑
l(xsn)<l(x)
pxn−1TxTsn =

 ∑
l(xsn)<l(x)
qpxn−1Txsn

+
+

 ∑
l(xsn)<l(x)
pxn−1 TxsnTsn︸ ︷︷ ︸
Tx
(q − 1)

 ,
qui impliquent
(1 + Ts1) · · · (1 + Tsn−1)(1 + Tsn) =

 ∑
l(xsn)>l(x)
pxn−1Tx + p
x
n−1Txsn

+
+

 ∑
l(xsn)<l(x)
q(pxn−1Tx + p
x
n−1Txsn)

 .
Cette dernie`re formule, le corollaire 4.2, et la construction re´cursive
de A′n vont nous montrer que les degre´s gradue´s des e´le´ments de A
′
n
sont ceux que devrait avoir une base. Avec les de´finitions suivantes on
va dire ceci d’une manie`re plus pre´cise.
De´finition 5.4. Soit X = {x1, . . . , xn} un ensemble d’e´le´ments ho-
moge`nes d’espaces vectoriels gradue´s. On de´finit Y(X) =
∑
i q
deg(xi)/2.
De´finition 5.5. Pour x ∈ W on de´finit
An(x) = An ∩
∐
t∈R(x)
Hom(θsn , θt).
Lemme 5.6. On a l’e´galite´ Y(An(x)) = p
x
n. En particulier, Y(A
′
n) =
p1n.
De´monstration. On va le montrer par re´currence sur n. Pour n = 1
c’est clair. Supposons-le vrai pour n−1. Par construction, a` chaque a ∈
(An−1(x))
0 on associe les deux e´le´ments a′ ∈ An(x) et a
′′ ∈ An(xsn), et
a` chaque b ∈ (An−1(x))
1 on associe les deux e´le´ments b′ ∈ An(x) et b
′′ ∈
An(xsn), avec deg(a)=deg(a
′)=deg(a′′), et deg(b)+2=deg(b′)=deg(b′′),
ce qui permet de conclure la re´currence. 
Supposons que l’on ait montre´ que les e´le´ments deA′n sont line´airement
inde´pendants pour l’action de R. Soit T le sous R-module de Hom(θsn , R)
engendre´ par les e´le´ments de A′n. Dans chaque degre´, T et Hom(θsn , R)
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sont de dimension finie comme k-espaces vectoriels, et ils ont la meˆme
dimension parce que Y(A′n) = p
1
n et T est libre pour l’action de R (voir
corollaire 4.2), donc ils sont e´gaux. Cela e´tant vrai a` chaque degre´, on
de´duit que T = Hom(θs1 · · · θsn, R), et cela finit la preuve du the´ore`me
5.1.
Donc il nous reste a` montrer que les e´le´ments de A′n sont line´airement
inde´pendants pour l’action de R.
Les e´le´ments de A′n sont de la forme f
jn
in,n
◦ · · · ◦ f j2i2,2 ◦ f
j1
i1,1
(Id) avec
ik, jk ∈ {0, 1}. Soit In = {(i1, . . . in) tel que ∃ (j1, . . . jn) avec f
jn
in,n
◦
· · · ◦ f j1i1,1(Id) ∈ A
′
n} ⊆ {0, 1}
n. On remarque que dans cette dernie`re
de´finition le n-uplet (j1, . . . jn) est unique, s’il existe.
On rappelle que x0s = 1 et x
1
s = xs pour s ∈ S. Si i = (i1, . . . , in) ∈
{0, 1}n, on pose xi = 1 ⊗ x
i1
s1
⊗ xi2s2 ⊗ · · · ⊗ x
in
sn ∈ θs1θs2 · · · θsn , et si
i ∈ In, on pose fi = f
jn
in,n ◦ · · · ◦ f
j1
i1,1
(Id).
Sur {0, 1}n, on appelle ≺ l’ordre total suivant : Si
∑
j ij >
∑
j i
′
j
alors (i1, . . . in) ≻ (i
′
1, . . . i
′
n). Sinon, soit r le plus petit entier tel que
ir 6= i
′
r. Si ir = 0, alors (i1, . . . in) ≻ (i
′
1, . . . i
′
n), et si ir = 1, alors
(i1, . . . in) ≺ (i
′
1, . . . i
′
n).
Pour finir la de´monstration du the´ore`me, on veut montrer que si∑
i∈In
aifi = 0, avec ai ∈ R, alors ai = 0 pour tout i ∈ In. Pour cela il
est suffisant de montrer les deux faits suivants :
(a) fi(xi) = 1
(b) fi(xi′) = 0 pour i ≻ i
′
De´finition 5.7. On dit qu’un e´le´ment x ∈ θt1 · · · θtk est « supe´rieur »,
si x ∈ R+θt1 · · · θtk , et il est « normalsup »s’il appartient a` 1 ⊗ xt1 ⊗
xt2⊗· · ·⊗xsr +R+θt1 · · · θtk . Pour f ∈ θt1 · · · θtk , on note f‡ l’ensemble
f +R+θt1 · · · θtk .
Si i = (i1, . . . , in) ∈ In, on de´finit f
m
i
= f jmim,m ◦ · · · ◦ f
j2
i2,2
◦ f j1i1,1(Id),
et xm
i
= 1⊗ xi1s1 ⊗ x
i2
s2
⊗ · · · ⊗ ximsm ∈ θs1θs2 · · · θsm , pour 1 ≤ m ≤ n.
Lemme 5.8. Soient i, i′ ∈ In. Si f
u−1
i
(xu−1
i′
) est supe´rieur, alors fu
i
(xu
i′
)
est supe´rieur aussi.
De´monstration. On a fu
i
(xu
i′
) = f juiu,u(f
u−1
i
)(xu−1
i′
⊗ x
i′u
su). Par hypothe`se
(fu−1
i
⊗ Id)(xu−1
i′
⊗ x
i′u
su) est supe´rieur, et le fait que f
u
i
(xu
i′
) est l’image
de cet e´le´ment par un morphisme de bimodules, permet de conclure le
lemme. 
Lemme 5.9. Le morphisme Fr(t) envoie toujours un e´le´ment normal-
sup (resp. supe´rieur) vers un e´le´ment normalsup (resp. supe´rieur).
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De´monstration. Comme Fr(t) est un morphisme de bimodules, il envoie
un e´le´ment supe´rieur vers un e´le´ment supe´rieur.
Maintenant on veut montrer que Fr(t) envoie un e´le´ment normalsup
vers un e´le´ment normalsup. Il suffit a` son tour de montrer ceci pour les
morphismes du type Ida ⊗ fs,r ⊗ Id
b, ce qui revient a` le montrer pour
les fs,r, mais ceci est vrai par de´finition de fs,r. 
Lemme 5.10. Si fm
i
∈ Hom(θs1 · · · θsm , θt1 · · · θtr), alors f
m
i
(xm
i
) est
un e´le´ment normalsup de θt1 · · · θtr .
De´monstration. : On va le montrer par re´currence sur m. Pour m = 1,
on sait que j1 = 0.
Si i1 = 0, alors f
0
0,1(Id)(1⊗ 1) = 1 ∈ R.
Si i1 = 1, alors f
0
1,1(Id)(1⊗ xs1) = 1⊗ xs1 ∈ θs1 .
Supposons le lemme vrai pour tout m < r. Pour simplifier les nota-
tions on va appeler gj := f
j
i
. Soit gr−1 ∈ Hom(θs1 · · · θsr−1, θt1 · · · θtk).
On note aussi t = (t1, . . . tk). Comme gr = f
jr
ir ,r
(gr−1), il y a quatre cas :
(1) jr = 0, ir = 0, (donc x
ir
sr = 1), alors
gr(x
r
i
) = (Idk ⊗msr) ◦ (gr−1 ⊗ Id)(x
r
i
)
∈ (Idr ⊗msr)(1⊗ xt1 ⊗ · · · ⊗ xtk ⊗ 1‡)
∈ 1⊗ xt1 ⊗ · · · ⊗ xtk‡ ⊆ θt1 · · · θtk .
(2) jr = 0, ir = 1, (donc x
ir
sr = xsr) alors
gr(x
r
i
) = (gr−1 ⊗ Id)(x
r
i
)
∈ 1⊗ xt1 ⊗ · · · ⊗ xtk ⊗ xts‡ ⊆ θt1 · · · θtkθts .
(3) jr = 1, ir = 0, (donc x
ir
sr = 1) alors
gr(x
r
i
) = (Idk−1 ⊗ isr0 ) ◦ (Fr(t)⊗ Id)) ◦ (gr−1 ⊗ Id)(x
r
i
)
∈ (Idk−1 ⊗ isr0 ) ◦ (Fr(t)⊗ Id))(1⊗ xt1 ⊗ · · · ⊗ xtk ⊗ 1‡)
∈ (Idk−1 ⊗ isr0 )(1⊗ xt′1 ⊗ · · · ⊗ xt′k−1 ⊗ xsr ⊗ 1‡)
∈ 1⊗ xt′
1
⊗ · · · ⊗ xt′
k−1
‡ ⊆ θt′
1
· · · θt′
k−1
.
(4) jr = 1, ir = 1, (donc x
ir
sr = xsr) alors
gr(x
r
i
) = (Idk−1 ⊗ isr1 ) ◦ (Fr(t)⊗ Id)) ◦ (gr−1 ⊗ Id)(x
r
i
)
∈ (Idk−1 ⊗ isr1 ) ◦ (Fr(t)⊗ Id))(1⊗ xt1 ⊗ · · · ⊗ xtk ⊗ xtr‡)
∈ (Idk−1 ⊗ isr1 )(1⊗ xt′1 ⊗ · · · ⊗ xt′k−1 ⊗ xsr ⊗ xsr‡)
∈ 1⊗ xt′
1
⊗ · · · ⊗ xt′
k−1
⊗ xsr‡ ⊆ θt′1 · · · θt′k−1θsr .
Le passage de la deuxie`me a` la troisie`me ligne dans (3) et (4) vient du
fait que Fr(t) envoie un e´le´ment normalsup vers un e´le´ment normalsup
(lemme 5.9). 
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Maintenant on peut finir la preuve du the´ore`me. La premie`re chose
qu’on peut constater est que pour s ∈ S, le morphisme I ′s est gradue´
de degre´ −2. Donc fi = f
jn
in,n
◦ · · · ◦ f j2i2,2 ◦ f
j1
i1,1
(Id) est un morphisme
gradue´ de degre´
∑n
p=1−2jp.
Soit
Xa,b = {p|jp = a , ip = b}.
Si a ∈ Hom(θs1 · · · θsm, θt1 · · · θtk), on pose ̟(a) = k. Les quatre
e´quations suivantes sont faciles a` ve´rifier :
̟(a) = ̟(f 00,r(a))
̟(a) = ̟(f 11,r(a))
̟(a) + 1 = ̟(f 01,r(a))
̟(a)− 1 = ̟(f 10,r(a)).
Si i ∈ In, alors, comme ̟(fi) = 0, on peut de´duire que card(X1,0) =
card(X0,1). Donc on a∑n
p=1 rp = card(X1,0) + card(X1,1)
= card(X0,1) + card(X1,1)
=
∑n
p=1 ip.
Donc fi est un morphisme gradue´ de degre´
∑n
p=1−2ip. On a aussi
que si i′ = (i′1, . . . , i
′
m) le degre´ de xi′ est
∑
2i′p. Donc, si
∑
ip >
∑
i′p,
alors fi(xi′) = 0.
Maintenant supposons
∑
ip =
∑
i′p. Par le raisonnement pre´cedent,
(5.3) deg(fi(xi′)) = 0,
c’est a` dire, fi(xi′) est un scalaire. Ceci et le lemme 5.10 permettent de
conclure la partie a), c’est a` dire, que fi(xi) = 1.
Pour montrer la partie b), c’est a` dire que fi(xi′) = 0 pour i ≻ i
′, on
va supposer
∑
ip =
∑
i′p , i
′ ≺ i, et aussi fi(xi′) 6= 0. On va arriver a`
une contradiction.
Soit r le plus petit entier tel que ir 6= i
′
r, donc ir = 0 et i
′
r = 1.
Par le lemme pre´ce´dent, f r−1
i
(xr−1
i′
) est un e´le´ment normalsup. Donc
si n est l’e´le´ment normal de l’ensemble d’arrive´e du morphisme f r
i
, on
a que f r
i
(xr
i′
) appartient a` l’ensemble (n · xsr)‡ (voir la de´finition 5.7).
Le lemme suivant (lemme 5.11) nous dit que cet e´le´ment est supe´rieur,
donc le lemme 5.8 et l’e´quation (5.3) permettent d’aboutir a` une contra-
diction. 
Lemme 5.11. Soit (t1, . . . , tr) un r-uplet d’e´le´ments de S. Un e´le´ment
x ∈ θt1 · · · θtk est supe´rieur, si et seulement si il est ze´ro, ou bien s’il
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existe une e´criture
x =
m∑
i=1
pi0 ⊗ p
i
1 ⊗ · · · ⊗ p
i
k
qui satisfait la proprie´te´ suivante, qu’on appellera proprie´te´ (*M) : les
pij ∈ R sont des e´le´ments homoge`nes, et pour tout 1 ≤ i ≤ m, il existe
ri ∈ N0, avec
∑ri
j=0 deg(p
i
j) ≥ ri + 1. Ici M = max{ri|1 ≤ i ≤ m}.
De´monstration. La direction « seulement si » est claire parce que si x
est supe´rieur, on a x = r+ · z, avec r+ ∈ R+ et z ∈ θt1 · · · θtk . Alors si
z =
∑m
i=1 p
i
0 ⊗ p
i
1 ⊗ · · · ⊗ p
i
k avec les p
i
j ∈ R des e´le´ments homoge`nes,
on a x =
∑m
i=1 r
+pi0 ⊗ p
i
1 ⊗ · · · ⊗ p
i
k, qui satisfait la proprie´te´ (*0).
Pour l’autre sens, soit x =
∑m
i=1 p
i
0 ⊗ p
i
1 ⊗ · · · ⊗ p
i
k satisfaisant la
proprie´te´ (*M). Comme piri = Ptri (p
i
ri
) + xtriI
′
tri
(piri), alors
x =
m∑
i=1
pi0 ⊗ · · · ⊗ p
i
ri−1
Ptri (p
i
ri
)⊗ 1⊗ · · · ⊗ pin+
+ pi0 ⊗ · · · ⊗ p
i
ri−1
I ′tri (p
i
ri
)⊗ xtri ⊗ · · · ⊗ p
i
n.
Si pi0 ⊗ · · · ⊗ p
i
ri−1
Ptri (p
i
ri
)⊗ 1⊗ · · · ⊗ pin 6= 0, alors
∑ri−2
j=0 deg(p
i
j) +
deg(piri−1Ptri (p
i
ri
)) ≥ ri, et si p
i
0⊗· · ·⊗p
i
ri−1
I ′tri (p
i
ri
)⊗xtri⊗· · ·⊗p
i
n) 6= 0,
alors
∑ri−2
j=0 deg(p
i
j) + deg(p
i
ri−1
I ′tri (p
i
ri
)) ≥ ri.
Ceci montre que s’il existe une e´criture de x qui satisfait la pro-
prie´te´ (*M) alors il existe une autre e´criture qui satisfait la proprie´te´
(*M−1). Par re´currence on arrive au fait qu’il existe une e´criture de
x qui satisfait la proprie´te´ (*0), ce qui est e´quivalent a` dire que x est
supe´rieur. 
6. Une base de morphismes dans le cas ge´ne´ral
Maintenant qu’on a prouve´ le the´ore`me 5.1, on finit en donnant une
solution du proble`me 3.1, c’est a` dire, on donne une base explicite de
Hom(θs1 · · · θsn , θt1 · · · θtk), pour s1, . . . , sn, t1, . . . , tk ∈ S..
De´finition 6.1. Si i = (i1, . . . , ir) ∈ Ir on de´finit i
c
= (−i1+1, . . . ,−ir+
1) ∈ Ir. On de´finit aussi i(op) = (ir, . . . , i1). Finalement on pose
xg
i
= xi1t1⊗· · ·⊗x
ir
tr⊗1 ∈ θt1 · · · θtr et x
d
i
= 1⊗xi1t1⊗· · ·⊗x
ir
tr ∈ θt1 · · · θtr .
Soit {fα}α∈A ⊆ Hom(θtk · · · θt1θs1 · · · θsn(−k), R) une base de feuilles
le´ge`res (noter qu’on dit « une » base parce que pour choisir cette base
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il faut faire un choix du meˆme type que dans 4.5). Alors avec l’isomor-
phisme explicite donne´ dans le lemme 3.3, on trouve que
m 7→∑
i∈Ik
xg
i
fα((1⊗ x
d
i
c
(op)
) ·m)


α∈A
est une base de Hom(θs1 · · · θsn , θt1 · · · θtk) comme R-module a` droite.
7. Application a` la cate´gorie O de BGG
Soit g une alge`bre de Lie semisimple complexe et W son groupe
de Weyl. On rappelle que O0−proj est la sous-cate´gorie des objets
projectifs dans le bloc principal O0 de la cate´gorie O. Soit C = R/(R
W
+ )
l’alge`bre de coinvariants. On identifie C a` R/R+, et on de´finit B
C la
sous-cate´gorie pleine de C−mod, d’objets les e´le´ments B ⊗R C, avec
B ∈ B.
Dans l’article [13], Soergel construit une e´quivalence explicite de
cate´gories :
(7.1) V : O0 − proj ≃ B
C.
D’autre part, a` partir de la proposition 8 de l’article [14], on obtient
le corollaire suivant :
Corollaire 7.1. Si B,B′ ∈ B, alors le morphisme canonique
Hom(R,R)(B,B
′)⊗R C ≃ HomC(B ⊗R C, B
′ ⊗R C)
est un isomorphisme.
Avec ces deux re´sultats et la description de Hom(R,R)(B,B
′) faite
dans la section 6, on obtient explicitement les morphismes dans la
cate´gorie O0-proj.
On remarque que Kb(O0−proj) ∼= D
b(O0−mod), car gldimO0 <∞.
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