In this paper, we present a predictor-corrector path-following interior-point algorithm for symmetric cone optimization based on Darvay's technique. Each iteration of the algorithm contains a predictor step and a corrector step based on a modification of the Nesterov and Todd directions. Moreover, we show that the algorithm is well defined and that the obtained iteration bound is √ log , where is the rank of Euclidean Jordan algebra.
INTRODUCTION
In recent years, there have been extensive investigations concerning the analysis of interior-point methods (IPMs) for symmetric cone optimization (SCO). A few optimization problems are special cases of symmetric cones, such as nonnegative orthants, linear optimization (LO), semidefinite optimization (SDO) and second-order cone optimization (SOCO). Basic idea for solving SCO is using feasible interior-point method, as used by Nesterov and Nemirovskii [9] . Their method was primarily either primal or dual based. Later on, Nesterov and Todd [10] proposed symmetric interiorpoint algorithms on a special class of convex optimization problems, where the associated cone is self-scaled. Later on, it was observed that these cones were precisely B. Kheirfam / A Predictor-corrector path-following algorithm 36 symmetric cones [3] . Thus, Nesterov and Todd algorithm was the first primal-dual interior-point algorithm for optimization over symmetric cones. Monteiro and Zhang [8] designed a interior-point path-following algorithm for SDO based on commutative class of search directions. Subsequently, Schmieta and Alizadeh [12] introduced primal-dual IPMs for SCO extensively under the framework of Euclidean Jordan algebra. Roos [11] introduced a full-Newton primal-dual infeasible interior-point (IIPM) algorithm for LO. Gu et al. [5] extended this algorithm to SCO based on Euclidean Jordan algebra. Darvay [1] proposed a new technique for finding a class of search directions. Based on this technique, the author designed a new primal-dual path-following interior-point algorithm for LO with iteration bound √ log . Recently, Wang and Bai [2] extended the Darvay's technique to SCO.
Sonnevend et al. [13] were the first to introduce the predictor-corrector interiorpoint algorithm for LO. This algorithm needs more corrector steps after each predictor step in order to return to the appropriate neighborhood of the central path. Mizuno et al. [7] presented a predictor-corrector interior-point algorithm for LO in which each predictor step is followed by a single corrector step, and whose iteration complexity is the best known in LO literature. Ye and Anstreicher [16] extended this result to the linear complementarity (LC) problems with a positive semidefinite matrix with the same iteration complexity. Recently, Ill ś and Nagy [6] presented a new version of the Mizuno-Todd-Ye predictor-corrector algorithm for -LCP that uses self-regular proximity measure.
Motivated by their work, we propose a predictor-corrector path-following algorithm for solving SCO based on Darvay's technique. Our algorithm uses two kinds of steps: predictor and corrector. The aim of corrector step is to restore the appropriate neighborhood of the central path. After each corrector step, new iterates will be within the region where Newton process is quadratically convergent, which is an advantage of the algorithm. Then the algorithm operates one damped Newton step used to reduce the duality gap. The algorithm is repeated until an -approximate solution is followed. We analyze the algorithm and obtain the complexity bound, which coincides with the best known result for SCO.
The paper is organized as follows: In Section 2, firstly we provide the theory of the Euclidean Jordan algebra and their associated symmetric cones; then, after briefly reviewing the central path for SCO, we obtain the search directions based on Darvay's technique for SCO. In Section 3, the predictor-corrector algorithm for SCO is presented.
In Section 4, we analyze the algorithm and derive the iteration bound. Finally, we conclude the paper in Section 5.
PRELIMINARIES

Euclidean Jordan algebra
Here, we outline some needed main results on Euclidean Jordan algebra and symmetric cones. For a comprehensive study, the reader is referred to [3, 15] .
Jordan algebra is a finite dimensional vector space endowed with a bilinear map :
satisfying the following properties for all , : , ,
and the Frobenius norm of as follows:
, .
It follows that
.
Note that
. is associative, and we have , , , showing that is a self-adjoint operator. As the definition of depends only on and , both of which are self-adjoint, is also self-adjoint. Let and denote the smallest and the largest eigenvalue of , respectively. Then
The following lemma shows the existence and the uniqueness of a scaling point corresponding to any points , such that takes into . This was done by Nesterov and Todd [10] for self-scaled cones. This lemma plays a fundamental role in the design of interior-point algorithms for SCO. ii P P u x P u s P x s .
Lemma 8 (Proposition 3.2.4 in [15]) Let ,
, and be the scaling point of and . Then P x s ~P w s. [12] ) Let , . Then P x s e F x s e F . [14] ) Let , . Then λ P x s λ x s .
Lemma 9 (Lemma 30 in
Lemma 10 (Theorem 4 in
The problem background
We consider the following symmetric cone optimization (SCO) problem min ,
where and the rows of lie in , and , , stands for the trace inner product in . Moreover, assume that is the th row of , then means that
The dual problem of (P) is as follows 
Throughout the paper, we assume that (P) and (D) satisfy the interior point condition (IPC), i.e., there exists , , such that
and the matrix is of rank . The optimality conditions for (P) and (D) are given by the following system , y ,
0.
In path-following IPMs one follows the central path that is given as the set of solutions ( -centers) of the perturbed optimality conditions
For each 0, the perturbed system (4) has a unique solution , , , and we call and , the -centers of problems (P) and (D) respectively. The set of -centers gives a curve called the central path of (P) and (D). If 0, then the limit of the central path exists and since the limit points satisfy the complementarity condition, the limit yields an -approximate solution for (P) and (D) [4] .
Similarly to the LO case [ 
. Applying Newton's method to system (5), then using Taylor's theorem to the third equation, lead to 0,
Due to the fact that , system (6) does not always have a unique solution in
. It is well known that this difficulty can be resolved by applying a scaling scheme. This is given in the following lemma. Lemma 11 (Lemma 28 in [12] ) Let . Then . Replacing the third equation of the system (5) by , and applying Newton's method to the result system lead us to the following system Δ 0,
Let
, where is the NT-scaling point of and as defined in Lemma 4. We define
This enables us to rewrite the system (7), considering √ , as follows:
2 : .
The search directions and are obtained by solving (10) so that Δ and Δ are computed via (9) . The new iterate is obtained by taking a full NT-step as follows
For the analysis of the algorithm, we define a norm-based proximity measure , ;
as follows , ;
B. Kheirfam / A Predictor-corrector path-following algorithm 42 We can conclude that
Hence, the value of can be considered as a measure for the distance between the given triple , , and the -center.
THE PREDICTOR-CORRECTOR ALGORITHM
In this section, we propose a predictor-corrector algorithm based on NTdirections obtained by Darvay's technique, which uses these directions in the both predictor-and corrector steps. Firstly, we define the -neighborhood of the central path as follows , :
, | ,
where is a threshold parameter. The framework of the algorithm is described as follows solve system (10) and via (9) to obtain Δ , Δ , Δ ; and let , , : , , Δ , Δ , Δ , ; solve system (13) and via (9) 
2 , and using (9) for Δ , Δ , Δ , we obtain Δ , Δ , Δ .
In the predictor (affine-scaling) step, starting at the iterate , , and targeting at the -centers, the search directions Δ , Δ , Δ are the damped Newton directions, defined by
2 .
We denote the iterates after a predictor step by Δ , Δ , Δ , 1 2 , where 0, . The point , , will be in the -neighborhood again. The algorithm repeats until the duality gap is less than the accuracy parameter .
ANALYSIS
In this section, we deal with the analysis of the previous algorithm. In the analysis of the affine-scaling step, we will give sufficient conditions for strict feasibility, and the effect on the proximity measure; the proximity measure does not exceed the proximity parameter. At the centering step, we describe the effects of a full Newton-step for the quantity of the proximity measure.
Before dealing with the analysis of the steps, we prove a lemma which yields lower and upper bounds for the eigenvalues of . Lemma 12 Let , and 0. Assume that :
. Then
Moreover, the following inequalities hold
Proof By the definition of (cf. 11), we have
.
This implies that
or equivalently This completes the proof.
The affine-scaling step
Next lemma gives a sufficient condition for yielding strict feasibility after an affine-scaling step. Proof Introduce a step length with 0, 1 and define
Using (8) and (9), we have
Since and are automorphisms of (Theorem III.2.1 in [3] ), by (16) , and belong to if and only if and belong to . Therefore, using the third equation of (14), we obtain : 2 1 2 .
From the above relation, we have 
where, is the scaling point of and . Using (16) 
, , .
In the following lemma, we investigate the effect on the proximity measure of an affine-scaling step, and the update of the parameter . 
.
Moreover, by Lemma 6, the third equation of (14) and Lemma 12, we get
Finally, using (24) and (25)
We got the desired.
The corrector step
The next lemma gives a condition for strictly feasibility of full Nesterov and Todd step (NT-step). 
Thus, , ;
, which shows the quadratical convergence of the algorithm.
The following lemma gives an upper bound of the duality gap after a full NTstep. Lemma 17 (Lemma 4.5 in [2] ) After a full NT-step, then .
The iteration bound
The following lemma gives an upper bound of the duality gap after the main iteration. 
