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Abstract
A property P of a structure S does not reflect if no substructure of S of smaller cardinality than S
has the property. If for a given property P there is such an S of cardinality κ , we say that P does not
reflect at κ . We undertake a fine analysis of Kurepa trees which results in defining canonical topo-
logical and combinatorial structures associated with the tree which possess a remarkably wide range
of nonreflecting properties providing new constructions and solutions of open problems in topology.
The most interesting results show that many known properties may not reflect at any fixed singu-
lar cardinal of uncountable cofinality. The topological properties we consider vary from normality,
collectionwise Hausdorff property to metrizablity and many others. The combinatorial properties are
related to stationary reflection.
 2004 Elsevier B.V. All rights reserved.
1. Introduction
A Kurepa tree [23] is a tree with countable levels and with more than ω1 uncountable
branches (for all unexplained terminology see [19] and [4,29,32] in [20]). Kurepa’s Hy-
pothesis asserts that a Kurepa tree exists and will be denoted by KH. S. Todorcevic wrote
in his Handbook of Set-Theoretic topology article:
KH is a statement about an incompactess at the first uncountable cardinal of certain
natural properties of trees, order types and families of sets.
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78 P. Koszmider / Topology and its Applications 151 (2005) 77–98In this paper we would like to present some ‘incompactness of certain natural topolog-
ical properties’ that follows from KH. We also encounter interesting cases of ‘set theoretic
incompactness’. Since in the topological context, the notion of compactness has a different
meaning we opted for the word reflection or nonreflection in the sense explained in the
abstract. Of course the above concept of incompactness is the logical one, related to the
compactness theorem from first order logic. The incompactness (i.e., our non-reflection) of
second order properties is highly nontrivial and has been extensively studied in combina-
torics (e.g. [28]), group theory (for a references see [26]) or topology itself [6,7,10,18,30].
The topic of non-reflection of second-order properties at singular1 cardinals is of its
own iterest. This is because at singulars the non-reflection is much harder to obtain and
in some general situations impossible to obtain (see results of [26,28] known as Shelah’s
compactness at singulars). Our results will be most interesting at singular cardinals.
Let us establish some terminology in order to explain our main results. All our trees
are of height ω1. We say that a tree T has many branches iff for every t in T , there is an
uncountable branch of T whose range contains t . Our constructions will be obtained for
any tree T with many branches although for the sake of applications we will be mainly
interested in a Kurepa tree. Let KHλ(T ) denotes the statement: There is an ω1-tree (T)
with exactly λ-many branches and λω = λ. It is easy to see that if KHλ holds then KHλ(T )
holds for some T that is normal and has many branches, thus by a Kurepa tree we will
mean a normal tree with many branches (it was proved in [32] that KHλ is consistent with
any cardinal arithmetic consistent with 2ω1  λ for λ of uncountable cofinality). If T is a
tree, then Br(T ) denotes a collection of all uncountable branches of T .
The main object investigated in this paper isF(T ) – some well-founded and cofinal sub-
family of [Br(T )]ω, the family of all countable collections of branches of T , for any normal
tree T with many branches. The family F(T ) is a weak version of an (ω1, λ)-semimorass
for λ = |Br(T )| (see [22]) which is a weak version of an (ω1,1)-morass (see [33]), but
it can also originate from the construction of a Kurepa tree from countable sets of its
branches as is done in [32]. Already Todorcevic realized (private communication) that if T
is a Kurepa tree “obtained” from (ω1,1)-morass, then F(T ) is a simplified morass.
In Section 2, after defining F(T ), we proceed to a fine analysis of its combinatorial
properties, which gives the main combinatorial results of this paper. The main results of
this analysis is a version of the Pressing Down Lemma for subfamilies of F(T ) and re-
lated concepts. These include, defined from T , a countably complete ideal L (of light sets)
on [λ]ω . This ideal may differ from the ideal of nonstationary sets (this difference is essen-
tial in various topological applications) but the behaviour of regressive functions defined
on elements of L+, called forking of preimages, is nontrivial. Forking of preimages is a
weakening of being constant on a large set, thus
Our version of the Pressing Down Lemma (Lemma 19) asserts that any regressive func-
tion defined on a heavy set i.e., from L+ has forking preimages.
1 A cardinal κ is called singular if sets of cardinality κ can be presented as
⋃
α<λ Aα where the cardinality of
each Aα is less than κ as well as λ < κ . Thus, when a property P does not reflect at a singular cardinal, it means
in particular that there is a structure S with property P which is a union of less than |S| substructures without
property P .
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Lemma in investigating the family F(T ) like the fact that F(T ) is a nonreflecting heavy
set if KHλ(T ) holds.
A more topologically inclined reader may skip Section 2 at the first reading and go
directly to Section 3, referring to definitions in Section 2 when needed.
In Section 3, we define a topology on F(T ) (compare with [22]) that is locally metriz-
able, regular, zerodimensional, non-σ -paraLindelof. Such a space is necessarily not metriz-
able. Furthermore, whenever KHλ(T ) holds then F(T ) is of size λ and every subspace
G ⊆F(T ) of size smaller than λ is metrizable.
So far, topologically speaking, we obtain
KHλ implies the existence of a first countable nonreflecting, nonmetrizable space of
size λ, i.e., a nonmetrizable space whose all subspaces of sizes smaller than λ are metriz-
able.
As such spaces of singular sizes were already obtained in [22], our weakening of the
hypothesis needed in this type of result is probably most interesting in case of λ = ω2 as it
is possible to construct (see Fact 36) a model of CH + KHω2 +¬NR(ω2)2 and so it is con-
sistent with CH that a nonreflecting nonmetrizable spaces exists but the classical example
of Hajnal and Juhasz from the nonreflecting stationary set does not exists. It even follows
from the Engelking–Lutzer and Balogh–Rudin characterizations of paracompactness in
generalized ordered spaces and monotonically normal spaces (Fact 36), respectively, that
It is consistent with CH that there is locally metrizable, first countable, nonreflecting
nonmetrizable space of size ω2 but there is no such space which is generalized ordered
space or monotonically normal one.3
But the most interesting topological results of this paper do not consist of a weakening
of the hypothesis needed for a nonreflecting nonmetrizable space. The main topological
results of the paper are the consequence of the sensitivity of the topology on F(T ) to
changes of the combinatorial properties of the tree T . We consider two such assumptions
which on T are mutually exclusive, S(T ) and A(T ). Let S(T ) denote the statement that
F(T ) is stationary in [Br(T )]ω and A(T ) denote the statement asserting that T contains
an Aronszajn subtree.4
2 By NR(λ) we mean the existence of a stationary subset A of {α < λ: cf (α) = ω} such that A ∩ α is nonsta-
tionary for each α < λ.
3 The examples, due to Aull, Miscenko, Gruenhage; or VanDouwen, of spaces having some of these properties
consistent with ¬CH + KHλ + ¬NR(λ) for λ regular and obtained from versions of MA are presented in [14].
Let us note that the question whether there is a first countable, normal (regular), nonreflecting, nonmetrizable
space of size greater than ω1, known as the P. Hamburger question, is open in ZFC. The strongest negative result,
obtained under the assumption of the existence of supercompact cardinal says that it is consistent that there are
no first countable nonreflecting, nonmetrizable spaces of size  2ω (see [10]).
4 It is implicitly proved in [31] that S(T ) implies the negation of A(T ) and that KHλ(T )+ S(T ) is consistent
with any cardinal arithmetic consistent with 2ω1  λ, for any cardinal λ of uncountable cofinality. On the other
hand it can be easily shown (Proposition 43) that if KHλ(T ) holds, then there is T ′ such that KHλ(T ′)+A(T ′)
holds. Thus topological examples obtainable from A(T ) exist whenever KHλ holds and this is not the case
for S(T ). Note that assuming the existence of two inaccessible cardinals, it is consistent that KHω2 holds together
with A(T ) for every T such that KHω2 (T ) (see [21]).
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of the space F(T ). It turns out that if S(T ) holds then F(T ) is collectionwise normal,
countably paracompact, not metaLindelöf and closed sets behave like club sets in [λ]ω .
If, on the other hand, A(T ) holds, then F(T ) is not normal, not λ-collectionwise Haus-
dorff (but always (< λ)-collectionwise Hausdorff because small subspaces are metrizable),
Collins space with point-countable base and hence is metaLindelöf.
The assumption A(T ) provides new consistency results, while the consequences of
S(T ) are similar to the consequences of the existence of semimorasses already investi-
gated in [22]. Thus we obtain, under A(T ):
For any singular cardinal λ of uncountable cofinality it is consistent that there is a
first countable, regular < λ-collectionwise Hausdorff space which is not λ-collectionwise
Hausdorff.5
Previously known examples of such a non-reflection of the failure of the collectionwise
Hausdorff property at singular cardinals obtained by Fleissner and Shelah (see [15]). These
were at strong limit cardinals of cofinality that was the successor of a singular strong limit.
We also obtain the non-reflection of normality:
For every cardinal λ of uncountable cofinality it is consistent that there is a regular non-
normal first countable space all of whose subspaces of smaller cardinalities are normal.
It was known that such a non-reflection of non-normality occurs for λ regular when
NR(λ) holds (see [18, Theorem 1]). Thus our result provides new example for singular
cardinals.6
We also prove that if a forcing adds a branch in an Aronszajn subtree A of T witnessing
A(T ), then F(T ), a peculiar nonreflecting nonmetrizable space, becomes a metrizable
space. Hence we obtain
Forcing with a Suslin tree makes certain non-normal, locally metrizable, noncollection-
wise Hausdorff space a metrizable one.
This consistently answered a question of S. Watson (Q. 146 [34] see [24] and [25]).
However a ZFC example of non-normal space which becomes metrizable after adding a
dominating real was independently found by Fleissner [13]. Note that in our case this is
done without adding a real.
The notation is fairly standard, for all unexplained symbols or notions see [19] or [4,
30,32] in [20]. Lim(ω1) denotes the set of all countable, limit ordinals. If T is a tree, then
Levα T denotes the α-th level of T. If t ∈ Levα T and β < α, then t (β) t , t (β) ∈ Levβ T
and t  β = {t (γ ): γ < β}. The word tree means, throughout this paper, a normal7 ω1-tree.
By branch through T , we understand an ω1 branch, i.e., an increasing function b from
5 As in the case of P. Hamburger’s question, the question whether there is a regular, first countable (< λ)-
collectionwise Hausdorff, non-collectionwise Hausdorff space for λ greater than ω1 is open in ZFC (see [11,15]).
The strongest negative result says that it is consistent that there are no such spaces that are locally ω2-c.c. and
was obtained under the assumption of the existence of a huge cardinal with a supercompact cardinal above it
(see [30]).
6 Again whether there is a ZFC first countable, regular, nonormal space whose all subspaces of size ω1 are
normal, seems open.
7 A tree of height ω1 with countable levels is normal if and only if (a) whenever α < Lim(ω1), t1, t2 ∈ Levα T
and t1  α = t2  α, then t1 = t2, (b) for every α < β < ω1 there are t1, t2 ∈ Levβ T such that t1 = t2 and
t1(α) = t2(α).
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by Br(T ). If F ⊆ Br(T ), θ ∈ ω1, then F(θ) = {t ∈ Levθ T : ∃b ∈ F b(θ) = t}. If a ⊆ Levθ ′ ,
θ ′  θ , then a(θ) = {t (θ): t ∈ a}. Whenever f denotes a function, f ′′(X) denotes the
image of X under f and f1, f2 denote compositions of f with the projections on the first
or the second coordinate respectively, if the range of f is a product of two sets.
2. F(T ) and the ideal of light sets
Definition 1. Let T be an ω1-tree with many branches. Let F ∈ [Br(T )]<ω and θ  θ ′ <
ω1. Then
(a) Fθ (T ) = {X ∈ Br(T )]ω: ∀t ∈ Levθ T ∃!b ∈ X t ∈ ran(b)}.
(b) F(T ) =⋃θ<ω1 Fθ (T ).(c) (θ, θ ′] =⋃θ<θ1θ ′ Fθ1(T ), [θ, θ ′] =⋃θθ1θ ′ Fθ1(T ).(d) U(θ,F ) = {X ∈ [0, θ ]: F ⊆ X}.
The family F(T ) may or may not be stationary; we will deal with this problem in the
next section. The morass-like properties8 of F(T ) are summarized in the following
Fact 2. F(T ) is a cofinal, well-founded family in [Br(T )]ω such that r(X) = θ iff X ∈
Fθ (T ). Moreover there is a collection of 1–1 functions fX :X → ω for X ∈ F(T ), such
that whenever rank(X) = rank(Y ), b ∈ X ∩ Y , then fX(b) = fY (b).
Proof. First let us prove the cofinality of F(T ) in [Br(T )]ω . Let X ∈ [Br(T )]ω , find θ <
ω1 such that for every b1, b2 ∈ X if b1 = b2 then b1(θ) = b2(θ). Now it is easy to find
Y ∈Fθ (T ) such that X ⊆ Y .
To prove that F(T ) is well-founded and rank(X) = θ iff X ∈ Fθ it is enough to see
that Fθ (T ) is exactly the collection of all minimal elements of F(T ) − [0, θ). To see this
one needs too observe that Fθ (T ) is formed by incomparable elements and any element of
F(T )− [0, θ) includes one of them.
Now define fX’s for X ∈F(T ). Let fθ : Levθ → ω be a 1–1 function,then put FX(b) =
fθ (b(θ)) if rank(X) = θ . 
Fact 3. Suppose that G is a subset of F(T ) such that there is a branch b ∈ Br(T ) such that
b /∈⋃G. Then the function fG :G → (Br(T )− {b}) defined by
fG(X) = c iff X ∈Fθ , c ∈ X, b(θ) = c(θ),
is a regressive function such that for every c ∈ Br(T ) there is θ < ω1 such that
(i) f−1G ({c}) ⊆ [0, θ ],(ii) fG(X) = c, rank(Y ) rank(X), c ∈ Y ⇒ fG(Y ) = c.
8 To see the morass-like character of these properties the reader is referred to the definitions of a simplified
morasses in [33] and semimorasses in [22].
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f−1G ({c}) for c’s in the image of fG . Take θ such that c(θ) = b(θ), then if X /∈ [0, θ ], then
fG(X) = c. So fG satisfies (i).
If f (X) = c, rank(Y )  rank(X), c ∈ Y , then c(rank(Y )) = b(rank(Y )) because
c(rank(X)) = b(rank(X)), so f (Y ) = c and this completes the proof. 
Now we are going to define an ideal on [Br(T )]ω or [λ]ω and prove that F(T ) does not
belong to this ideal while every its subset of smaller size may belong to this ideal. We will
need several definitions and lemmas.
Definition 4. A function r : [λ]ω → ω1 is called a continuous ranking iff it satisfies the
following conditions:
(i) a ⊆ b ⇒ r(a) r(b);
(ii) ∀a ∈ [λ]ω ∀α > r(a) ∃b ⊇ a r(b) α;
(iii) If (an: n ∈ ω) is increasing, than r(⋃an) = supn∈ω r(an).
Fact 5. Let T be a tree with many branches. Then r : [Br(T )]ω → ω1 defined by
r(a) = min{θ : ∃b ∈Fθ (T ), a ⊆ b}
= min{θ : ∀b1, b2 ∈ a b1 = b2 iff b1(θ) = b2(θ)}
is a continuous ranking. We will refer to this r as to T-ranking.
Proof. The conditions (i) and (ii) are obviously satisfied, the condition (iii) follows from
normality of the tree. 
Definition 6. Suppose r : [λ]ω → ω1 is a continuous ranking. We say that F ⊆ [λ]ω is
r-heavy iff for every X ∈ [λ]ω
w(F ,X) = {r(Y ): X ⊆ Y, Y ∈F}
is stationary in ω1. The sets which are not r-heavy sets will be called r-light sets and the
family of all of them will be denoted Lr . We will omit the subscript r , if the ranking r is
clear from the context.
Fact 7. Lr is a countably complete ideal for any continuous ranking r .
Proof. Obviously Lr is closed under subsets. Now let (Fn)n∈ω be a sequence of light
sets, hence for each n ∈ ω there is Xn such that w(Fn,Xn) is nonstationary, but then
w(
⋃
n∈ωFn,
⋃
Xn) ⊆⋃n∈ω w(Fn,Xn) is nonstationary, so ⋃n∈ωFn is light. 
Fact 8. If S ⊆ [λ]ω is stationary, then it is r-heavy for every continuous ranking r i.e., Lr ⊆
NS for every continuous ranking r .
Proof. If S is not heavy, then there is X ∈ [λ]ω such that w(S,X) is nonstationary in
ω1, but by (ii) and (iii) of the definition of continuous ranking (Definition 4) the set {Y ∈
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of S. 
We will see in the last section thatF(T ) may not be stationary, but obviously it is always
heavy, hence it is possible that L+r = NS where r is the ranking considered in Fact 5. Now
we will need a series of definitions and lemmas in order to prove our main Lemma 19 that
can be viewed as a generalization of the Pressing Down Lemma that holds for nonheavy
sets (see the remark at the end of this section).
Definition 9. Let A be a family of sets. We say that A has a root ∆ iff for every set a in
A we have ∆ ⊆ a. We say that A has a saturated root ∆ iff it has a root ∆ and there exists
an infinite B ⊆ A such that for every b1, b2 in B we have b1 ∩ b2 = ∆. We say that A is
an n-family for n ∈ ω iff every element of A has cardinality n. We say that A is a regular
family iff there is a partition of A = A0 ∪˙ · · · ∪˙Ak and there are sets ∆1, . . . ,∆k for k < ω
such that A0 is finite and each Ai has a saturated root ∆i for 1 i  k.
Lemma 10. Every n-family is a regular family.
Proof. First note that a family which has an infinite pairwise disjoint subfamily is a regular
family with saturated root ∅. The proof of the lemma is by induction on n. The above
observation takes care of the case n = 1. Suppose now that the lemma is true for all (n−1)-
families and n > 1. Let A be any n-family. We can w.l.o.g. assume that A has no infinite
pairwise disjoint subfamily, and so any maximal disjoint family is finite, thus there is a
finite set x = {α1, . . . , αm} which intersects all elements of A. Now A can be partitioned
into finitely many families
A′i = {a ∈ A: αi ∈ a}
for i = 1, . . . ,m. It is enough to prove that each A′i is regular. For this it is enough to
consider the (n− 1)-families
Bi =
{
a − {αi}: a ∈ A′i
}
for i = 1, . . . ,m.
Definition 17. Let T be an ω1-tree, S ⊂ ω1. We say that A = (Aθ : θ ∈ S) is a (T ,n)-family
(with support S, denoted by supp(A) = S) iff for every θ ∈ S, Aθ is a nonempty n-family
and
⋃
Aθ ⊆ Levθ T . If A is a (T ,n)-family with support S ⊂ ω1, than we say that the
(T ,n)-family B with support S′ is its closure iff
Bθ =
{
b ∈ [Levθ T ]n: ∃a ∈
⋃
θ ′θ
Aθ ′ , a(θ) = b
}
for θ ∈ S′ and S′ = {θ ∈ ω1: Bθ = ∅}.
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sure of A and suppose that for stationary many θ the set Bθ contains no infinite disjoint
collection of sets. Then there is Γ ∈ [Br(T )]<ω and a club set C ⊆ ω1 ∩ supp(B) such that
∀α ∈ C ∀a ∈ Bα a(α)∩ Γ (α) = ∅.
Proof. Suppose A,B are as in the assumptions of the lemma. First let us note that
supp(B) is cocountable. By normality of T , for every ξ ∈ S ∩ Lim(ω1), there is ξ ′ < ξ ,
aξ ∈ Aξ such that aξ (ξ ′) ∈ B ′ξ , so we use the Pressing Down Lemma to find unbounded
S′ ⊆ S ∩ Lim(ω1) and ξ0 ∈ ω1 such that aξ (ξ0) ∈ Bξ0 . Now it is not difficult to check that
ω1 − ξ0 ⊆ supp(B).
Secondly note that it is enough to find Γ ∈ [Br(T )]<ω and an unbounded set C ⊂ ω1 ∩
supp(B) such that
∀α ∈ C ∀a ∈ Bα a(α)∩ Γ (α) = ∅.
To see this, take C′ the closure of C (which satisfies the statement of the lemma) in ω1,
and, applying normality of T , check that C′ satisfies the statement of the lemma as well.
By Theorem 10 every Bθ , for θ ∈ S can be presented as
Bθ = B0θ ∪˙ · · · ∪˙Bkθθ ,
where B0θ is finite and B
i
θ has a saturated root ∆
i
θ , for 1 i  kθ . By the assumption, ∆iθ is
nonempty for 1 i  kθ and θ in some stationary set S′. By thinning out S′, find stationary
S0 ⊆ S′ ∩ Lim(ω1), k ∈ ω such that for every θ1, θ2 ∈ S0 we have kθ1 = k, |∆iθ1 | = |∆iθ2 |,
|B0θ1 | = |B0θ2 |, for all 1  i  k. For every θ ∈ S0 choose Cθ ∈ [Bθ ]<ω of fixed size, say
l ∈ ω such that
(a) B0θ ⊆ Cθ .
(b) |Biθ ∩Cθ | > |B0θ | + k + 1 for all 1 i  k.
(c) a ∩ b = ∆iθ for all a, b ∈ Biθ ∩Cθ and 1 i  k.
Note that since T is normal and S0 ⊆ Lim(ω1) for every θ ∈ S0 there is θ ′ < θ such that
|⋃Cθ(θ ′)| = |⋃Cθ |. Thus we can use the Pressing Down Lemma and the fact that the
levels of T are countable to find a stationary S1 ⊆ S0, θ0  minS1 such that for every
θ1, θ2 ∈ S1.
(d) |⋃Cθ1(θ0)| = |⋃Cθ1 |.
(e) (Biθ1 ∩Cθ1)(θ0) = (Biθ2 ∩Cθ2)(θ0) for 0 i  k.
(f) (∆iθ1)(θ0) = (∆iθ2)(θ0) for 1 i  k.
Redefine Cθ0 = Cθ(θ0), B0θ0 = B0θ (θ0), ∆iθ0 = ∆iθ (θ0), for θ ∈ S1. Let Dθ be the family of
all minimal, with respect to inclusion, elements of B0θ ∪ {∆iθ : 1 i  k} for θ ∈ S1 ∪ {θ0}.
Claim 1. Dθ1(θ0) = Dθ2(θ0) for all θ1, θ2 ∈ S1.
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from
⋃
Cθm onto
⋃
Cθ0 . Now by e), the minimal elements of Dθm must be exactly the
minimal elements of Dθ0 .
Claim 2.
⋃
Dθ1 =
⋃
Dθ2(θ1) for all θ1 ∈ θ2 in S1.
By (a) and (d)–(f) |⋃Dθ1 | = |⋃Dθ2(θ1)| for all θ1 ∈ θ2 in S1. So it is enough to show
that
⋃
Dθ1 ⊇
⋃
Dθ2(θ1) for all θ1 ∈ θ2 in S1. So it suffices to show that for every d ∈ Dθ2
we have d(θ1) ⊆⋃Dθ1 . Note that
(g) a ∈ Dθ1, a ⊆ d(θ1) ⇒ a = d(θ1).
Otherwise, we would have a(θ0) ⊂ d(θ0), but by Claim 1 there is d ′ ∈ Dθ2 such that
d ′(θ0) = a(θ0) ⊂ d(θ0), hence d ′ ⊂ d . We get that d ′(θ0) ⊂ d(θ0) and this contradicts the
minimality of d . This completed the proof of (g). Now suppose that d(θ1) ⊆ ⋃Dθ1 , i.e.,
there is t ∈ d(θ1) −⋃Dθ1 . The contradiction that we will obtain will complete the proof
of Claim 2.
Case 1. d ∈ B0θ2 .
By the decomposition of our families, either d(θ1) ∈ B0θ1 or d(θ1) ∈ Biθ1 for 1  i  k
and then ∆iθ1 ⊆ d(θ1), so in both cases there is a ∈ Dθ1 such that a ⊆ d(θ1), but t /∈ a, a
contradiction with (g).
Case 2. d = ∆iθ2 for some 1 i  k.
By (d) and (b) there is 1 j  k such that
∣∣(Cθ2 ∩Biθ2
)
(θ1)∩Bjθ1
∣∣ 2.
By (c) take b, c ∈ Biθ2 ∩ Cθ2 such that b ∩ c = ∆iθ2 = d , and d(θ1) = b(θ1) ∩ c(θ1). Now
∆
j
θ1
⊆ b(θ1) ∩ c(θ1), so there is a ∈ Dθ1 such that a ⊆ ∆jθ1 ⊆ d(θ1) and t ∈ d(θ1) − a, a
contradiction with (g). This finishes the proof of Claim 2.
Now it is easy to see that the sets
b′t =
{
s ∈ T : ∃θ ∈ S1 ∃d ∈ Dθ s ∈ d, s(θ0) = t
}
are uncountable chains for t ∈ ⋃Dθ0 , since otherwise if θ1  θ2, s1  s2, s1 ∈ d1 ∈ Dθ1 ,
s2 ∈ d2 ∈ Dθ2 (θ1 = θ2 is excluded by (d)), by Claim 2 there is s3 ∈
⋃
Dθ2 such that
s3(θ1) = s1, but then s3(θ0) = s2(θ0) = t and this contradicts (d). Let bt ∈ Br(T ) be such
that bt ′ ⊆ ran(bt ). We put Γ = {bt : t ∈⋃Dθ0}. Now, of course S1 is unbounded in ω1 and
if α ∈ S1, a ∈ Bα then there is d ∈ Dα such that d ⊆ a, but then there is bt ∈ Γ such that
bt (α) ∈ d , so a(α)∩ Γ (α) = ∅, and this completes the proof of the lemma. 
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Let f :G → [Br(T )]<ω be a regressive function. Then there is F ∈ [Br(T )]<ω such that for
each G ∈ [Br(T )]<ω{
r(X): X ∈ G, r(G∪ F ∪ f (X))= r(G∪ F)}
is unbounded in ω1.
Proof. Since the ideal of light sets is countably complete we may w.l.o.g. assume that
f :G → [Br(T )]n for some n ∈ ω. We will prove the lemma by induction on n ∈ ω. Sup-
pose we are done for all k < n. Consider the (T ,n)-family (see Definition 17)
A = {F(θ): r(X) = θ, F = f (X), X ∈ G}.
Let B be a closure of A.
Claim 1. If Bθ contains infinitely many pairwise disjoint elements for club many θ ’s, then
f satisfies the lemma.
Proof. Let C ⊆ ω1 be a club set such that for every θ ∈ C the set Bθ contains an infinite
disjoint family. Let Ckθ ⊆ Bθ be first k elements of those families for k ∈ ω. By the Pressing
Down Lemma and the normality of T , we may find a stationary Sk ⊆ C and θk < ω1 such
that for each k ∈ ω and θ ∈ Sk we have that Ckθ (θk) ⊂ Bθk and Ckθ (θk) is a disjoint family
of size k.
Now, let F ∈ [Br(T )]2 be such that r(F ) > θ ′ = sup{θk: k ∈ ω}, i.e., |F(θ ′)| = 1. Take
any G ∈ [Br(T )]<ω . Let k = |G| + 3. We claim that for every α ∈ ω1 there is an X ∈ G
such that r(X) > α and
r
(
G∪ F ∪ f (X))= r(G∪ F).
Let θ ∈ Sk be such that θ > ζ = r(G∪F) r(F ) > θ ′ and θ > α. As θ ∈ Sk , there must be
X1, . . . ,Xk ∈ G such that {f (Xi)(θ): 1 i  k} = Ckθ , then by the disjointness, for some
1 i  k we have
f (Xi)(ζ )∩ (G∪ F)(ζ ) = ∅
hence r(G∪ F ∪ f (Xi)) = r(G∪ F). This completes the proof of Claim 1. 
We come back to the proof of the lemma. By Claim 1 and the fact that G is heavy (hence
supp(A) is stationary) we may w.l.o.g. assume that for stationary many θ ’s the set Bθ does
not contain an infinite disjoint subfamily, hence we may apply Lemma 18 for A, obtaining
C and Γ0 as in Lemma 18. For γ ∈ Γ0 define
Gγ =
{
X ∈ G: γ ∈ f (X)}.
Claim 2. Gγ is heavy for some γ ∈ Γ0.
Proof. Since L is countably complete, it is enough to show that E = w(G−⋃γ∈Γ0 Gγ ,Γ0)
is nonstationary. We will prove that E∩C = ∅. If θ ∈ E, there is X ∈ G such that r(X) = θ
and Γ0 ⊆ X but Γ0 ∩ f (X) = ∅. Then Γ0(θ) ∩ f (X)(θ) = ∅, because otherwise there are
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We conclude that if θ ∈ E, then there is a ∈ Aθ ⊆ Bθ (a = f (X)(θ)) such that Γ0(θ) ∩
a = ∅. By the property of C obtained from Lemma 18, this implies that θ /∈ C and this
completes the proof of Claim 2. 
We come back to the proof of the lemma. By Claim 2 fix γ ∈ Γ0 such that Gγ is heavy.
Consider a regressive function fγ :Gγ → [Br(T )]n−1 defined by
fγ (X) = f (X)− {γ }.
By the inductive assumption there is Fγ ∈ [Br(T )]<ω such that{
r(X): X ∈ Gγ , r
(
G∪ Fγ ∪ fγ (X)
)= r(G∪ Fγ )}
is unbounded in ω1 for every G ∈ [Br(T )]<ω . Now F = Fγ ∪ {γ }.
Whenever G ∈ [Br(T )]<ω and α ∈ ω1, there is X ∈ Gγ ⊆ G such that
r
((
G∪ {γ })∪ Fγ ∪ fγ (X))= r((G∪ {γ })∪ Fγ )
so
r
(
G∪ (Fγ ∪ {γ })∪ (fγ (X)∪ {γ }))= r(G∪ (Fγ ∪ {γ }))
so
r
(
G∪ F ∪ f (X))= r(G∪ F)
and this completes the proof of Lemma 19. 
Definition 20. Let T be a tree with many branches and r the T -ranking. Let G ⊆ [Br(T )]ω .
We say that a regressive function f :G → ⋃G has forking preimages if it satisfies the
conclusion of Lemma 19.
Fact 21. Suppose KHλ(T ) holds. Let G ⊂F(T ) be such that |G| < |F(T )| = λ. Then there
is a regressive function f :G →⋃G whose preimages do not fork.
Proof. Since |G| < λ, there is b ∈ Br(T ) such that b /∈⋃G. Let f = fG be as in Fact 3.
Fix F ∈ [Br(T )]<ω . Find b1, b2 ∈ Br(T ), such that there are θ1 < θ2 <ω1 such that
b1(θ1) = b2(θ1) = b(θ1), b1(θ2) = b2(θ2),
b(θ2) = b2(θ2), b2(θ2 + 1) = b(θ2 + 1)
and that
r
(
F ∪ {b1, b2}
)= r({b1, b2}) θ2.
Put G = {b1, b2}. Note that r(F ∪G) = r(G) θ2. Now, suppose that r(X) > θ2, we will
show that r(F ∪ G ∪ f (X)) > r(F ∪ G). By the definition of f we have that f (X) = c,
where c(r(X)) = b(r(X)), but c(θ2) = b(θ2) = b2(θ2), c(θ2 + 1) = b(θ2 + 1) so,
r
(
G∪ F ∪ f (X)) r(G∪ f (X))> θ2  r(G) = r(G∪ F). 
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heavy sets. Namely, suppose that a regressive function is constant on a stationary subset G.
Put F = f (X) for any X ∈F . Obviously for each G ∈ [Br(T )]<ω, X ∈ G we have r(G∪
F ∪ f (X)) = r(G ∪ F), and {r(X): X ∈ G} are unbounded in ω1, since G as a stationary
set it heavy (see Fact 8).
3. Topology on F(T )
In this section T also stands for an ω1-tree with many branches.
Definition 22. We define a topology on F(T ) by declaring the basis of open sets to be
B(T ) = {U(θ,F ): F ∈ [Br(T )]<ω, θ < ω1} ∪ {∅}.
Fact 23. B(T ) is a basis for topology on F(T ).
Proof. U(θ1,F1)∩U(θ2,F2) = U(min{θ1, θ2},F1 ∪ F2). 
We will show that the space (F(T ),B(T )) has many properties of the space (F ,B(T ))
considered in [22], where F is a stationary (ω1, λ)-semimorass although F(T ) may not
be stationary. This possibility having some of the properties of a stationary set while not
having the others will be essential in Section 5. In general the topological properties of
F(T ) are supposed to resemble the properties of the ordinal topology on ω1, with the sets
(θ, θ ′] playing the same role as the corresponding subsets of ω1.
Fact 24. For each θ1 < θ2 <ω1 (θ1, θ2] is clopen.
Proof. First prove that (θ1, θ2] is open. Let X ∈ (θ1, θ2], so we have θ1 < r(X) 
θ2 < ω1, and by the normality of the tree there are distinct t1, t2 ∈ Levr(X) T such that
t1(θ1) = t2(θ1). Find b1, b2 ∈ X such that ti ∈ ran(bi) for i = 1,2. Now it is easy to see
that X ∈ U(r(X), {b1, b2}) ⊆ (θ1, θ2]. For closure note that (θ1, θ2] = F(T ) − ([0, θ1] ∪⋃
θ2<θ<ω1
(θ2, θ ]). 
Fact 25. B(T ) is a basis of clopen sets, hence (F(T ),B(T )) is a zero-dimensional, regular
space.
Proof. First we prove that the sets U(θ,F ) are closed. Take X ∈ F(T ) − U(θ,F ). If
r(X) > θ then (θ, r(X)] ∩ U(θ,F ) = ∅ and X ∈ (θ, r(X)] and the set (θ, r(X)] is open
by Fact 24. If r(X)  θ , then there is t ∈ Levθ T and b ∈ F, b′ ∈ X, b = b′ such that
t ∈ ran(b)∩ ran(b′), b /∈ X. Then U(r(X), {b′})∩U(θ,F ) = ∅.
So we are left with the proof that our space is a T1 space. Let X = Y ; X,Y ∈ F(T ).
Suppose that r(X) < r(Y ), Then we can separate X and Y by Fact 24. So, suppose r(X) =
r(Y ) = θ . Take t ∈ Levθ T such that there are b1 = b2, t ∈ ran(b1) ∩ ran(b2), b1 ∈ X,
b2 ∈ Y . Then U(θ, {b1}) and U(θ, {b2}) separate X and Y . 
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Proof. It is enough to see that {U(θ1,F ): θ1  θ , F ∈ [Br(T )]<ω} is a σ -discrete basis for
[0, θ ]. Clearly it is a basis as U(θ1,F ) ∩ [0, θ ] = U(min(θ1, θ),F ). Now fix θ1  θ and
a ∈ [Levθ1(T )]<ω it is enough to show that Ba = {U(θ1,F ): F(θ1) = a} a discrete family
of sets. It is clearly disjoint. Now let X /∈⋃Ba if r(X) > θ1, then (θ1, θ ] isolates X from⋃
Ba . If r(X) = θ2  θ1, and X /∈ ⋃Ba , it means that |a(θ2)| < |a| which implies that
[0, θ2]∩U(θ1,F ) = ∅ for any U(θ1,F ) ∈ Ba which completes the proof of the discreteness
of Ba , as X ∈ [0, θ2]. 
Fact 27. (F(T ),B(T )) is locally metrizable.
Proof. For each θ < ω1, F ∈ [Br(T )]<ω we have that U(θ,F ) ⊂ [0, θ ], now use
Fact 26. 
Fact 28. Suppose that G is a subspace of F(T ) such that there is a branch b ∈ Br(T ) such
that b /∈⋃G. Then G is metrizable.
Proof. Define a function f :G → (Br(T )− {b}) by
f (X) = c iff r(X) = θ, c ∈ X, b(θ) = c(θ).
Note that f is a well-defined regressive function. Now consider the preimages f−1({c})
for c’s in the image of f noting that f−1({c}) = U(∆(b, c), {c}) where ∆ is the first or-
dinal where b and c split. We will show that they constitute a partition of G into clopen,
metrizable sets, which is sufficient condition for the metrizability of G.
To see that f−1({c}) is metrizable for every c in the image of f , note that f−1({c}) ⊆
[0, θ ], for some θ < ω1. Hence, using Fact 26, the preimages of single branches are metriz-
able. Since {f−1(c): c ∈ Im(f )} is a disjoint family, it is enough to show that this is a
family of open sets, but this follows from Fact 3(ii). 
Fact 29. Suppose KHλ(T ) holds. Then F(T ) is a space of size λ such that whenever
G ⊂ F(T ), |G| < λ, then G is contained in a clopen metrizable subspace and hence is
itself metrizable.
Proof. If |G| < λ, then ⋃G is a proper subset of Br(T ), say b /∈ ⋃G so, by Fact 28,
the space G is metrizable. Now note that H = {X ∈ F(T ): b /∈ X} is clopen. It is closed
because the sets U(θ, {b}) are open for θ < ω1. To see that it is open, let X ∈H, let c ∈ X
be such that c(r(Y )) = b(r(Y )), then X ∈ U(r(Y ), {c}) ⊆H. 
Fact 30. If KHλ(T ) holds, cf (λ) > ω1, then F(T ) is weakly collectionwise Hausdorff.
Proof. Let X be a closed discrete subspace of F(T ) of size λ. Since all small subspaces
are metrizable, hence they are collectionwise Hausdorff we may w.l.o.g. assume that X is
actually of size λ. By Fact 26 the set [0, θ ] ∩X can be separated for every θ < ω1 < λ, so
if cf (λ) > ω1 one of those sets is of size λ, and this completes the proof. 
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Proof. Suppose F(T ) were σ -paraLindelöf, then there would be V = ⋃n∈ω Vn a refine-
ment of B(T ) such that each Vn is locally countable. By Fact 7 there is n ∈ ω such that⋃Vn ∩F(T ) is heavy. Define a regressive function f :⋃Vn ∩F(T ) → [Br(T )]<ω by
f (X) = a if ∃V ∈ Vn U
(
r(X), a
)⊆ V.
Now apply Lemma 19 for f , obtaining an F ∈ [Br(T )]<ω as in the statement of this lemma.
Now take any X ∈⋃Vn such that F ⊆ X (by heaviness of ⋃Vn). Now, since Vn is locally
countable, there is G ∈ [X]<ω such that∣∣{V ∈ Vn: V ∩U(r(X),G) = ∅}∣∣ ω.
Since for each V ∈ Vn there is U(θ,H) ∈ B(T ) such that V ⊂ U(θ,H), there is α ∈ ω1
such that
if V ∩U(r(X),G) = ∅, then V ⊆ [0, α].
Now, by Lemma 19, take Y ∈⋃Vn such that r(Y ) = r(Y ) > α, r(G∪ f (X)∪ F) and
r
((
G∪ f (X))∪ F ∪ f (Y ))= r(G∪ f (X)∪ F ).
Hence, there is Z ∈ F(T ) such that r(Z) = r(G ∪ f (X) ∪ F) such that G ∪ f (X) ∪
F ∪ f (Y ) ⊆ Z. Note that since r(X)  r(f (X)), and F ∪ G ⊂ X we have that r(Z) =
r(G∪ f (X)∪ F) r(X), also r(Z) = r(G∪ f (X)∪ F) < r(Y ), and f (Y ) ⊂ Z, thus
Z ∈ U(r(X),f (X))∩U(r(Y ), f (Y )).
So U(r(Y ), f (Y )) ⊆ V ⊆ [0, α], for some V ∈ Vn by the choice of α but r(Y ) > α by the
choice of Y , a contradiction. 
Fact 32. Suppose G ⊂ F(T ) is heavy. Then there is no disjoint cover of G by elements of
B(T ).
Proof. Suppose the opposite, let V be a disjoint cover of G by elements of B(T ). Define a
regressive function f :G → [Br(T )]<ω such that
∀X ∈ G ∃V ∈ V U(r(X),f (X))⊂ V,
Now apply Lemma 19 and find F as in this lemma. Now find X ∈ G such that F ⊂ X. Let
θ be such that V ⊆ [0, θ ] if X ∈ V and V ∈ V . Apply Lemma 19 to find Y ∈ G, r(Y ) > θ
such that
r
(
f (X)∪ F ∪ f (Y ))= r(f (X)∪ F ).
But r(f (X) ∪ F)  r(X) because f (X),F ⊆ X, so there is Z ∈ F(T ) such that r(Z) =
r(X)  θ < r(Y ) and f (X),f (Y ) ⊆ Z. Hence Z ∈ V1 ∩ V2, where V1,V2 ∈ V contain
respectively X and Y . But V1 = V2 because r(Y ) > θ , a contradicting the disjointness
of V . 
Fact 33. Suppose Gi ⊂ F(T ) are heavy for i = 1,2, then there are no open disjoint sets
U1,U2 such that Gi ⊂ Ui for i = 1,2.
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Let fi :Gi → [Br(T )]<ω be regressive functions such that
U
(
r(X),fi(X)
)⊆ Ui for X ∈ Gi .
Apply Lemma 19, we obtain Fi ∈ [Br(T )]<ω as in this lemma. Now find X1 ∈ G1 such that
r(X1) > r(F1 ∪ F2) and
r
(
F1 ∪ F2 ∪ f (X1)
)= r(F1 ∪ F2)
and then find X2 ∈ G2 such that r(X2) > r(F1 ∪ F2) and
r
(
F2 ∪
(
F1 ∪ f (X1)
)∪ f (X2))= r(F2 ∪ (F1 ∪ f (X1))).
Hence r(F2 ∪F1 ∪ f (X1)∪ f (X2)) = r(F1 ∪F2). So, there is Z ∈F(T ), r(Z) = r(F1 ∪
F2) r(Xi) for i = 1,2 and (F1 ∪ F2 ∪ f (X1)∪ f (X2)) ⊆ Z so
Z ∈ U(r(X1), f (X1))∩U(r(X2), f (X2))
hence U1 ∩U2 = ∅, a contradiction. 
Fact 34. If KHλ(T ) holds and λ > ω1, then F(T ) is not a generalized ordered space nor
a monotonically normal space.
Proof. First we will prove that F(T ) does not contain a closed copy X ⊆ F(T ) of a
stationary set S ⊆ κ for any uncountable, regular cardinal κ . Suppose the opposite. First
consider the case κ = ω1; then |X| = ω1, hence by Fact 29 and because λ > ω1, X is a
metrizable subspace of F(T ), but stationary subsets of ω1 are not paracompact (see [17]),
hence nonmetrizable, a contradiction. If κ > ω1, then consider Xθ = X∩[0, θ ] for θ < ω1.
Since the ideal of nonstationary sets of κ is κ-complete, some Xθ corresponds to a sta-
tionary Sθ ⊆ S, but again Xθ is metrizable by Fact 29, and Sθ is not paracompact as a
stationary subset of an uncountable cardinal κ , a contradiction.
In order to conclude that F(T ) is not a generalized ordered space we use a theorem
of Engelking and Lutzer (see [12]) which says that a generalized ordered space is not
paracompact iff it contains a closed copy of a stationary subset of a regular uncountable
cardinal. In order to conclude that F(T ) is not monotonically normal (that implies in fact
that F(T ) is not linearly orderable (see [16]) we use the analogous characterization of non-
paracompactness of monotonically normal spaces that was recently obtained by Z. Balogh
and M.E. Rudin (see [1]). 
As a corollary of the above results we obtain the following
Theorem 35. Suppose KHλ holds for λ > ω1. Then there is a zero-dimensional, regular,
(weakly collectionwise Hausdorff, if cf (λ) > ω1) locally metrizable, non-σ -paraLindelöf,
hence nonparacompact, nonmetrizable space F(T ) of size λ such that every one of its
subspaces of size less than λ is metrizable and included in a clopen metrizable subspace.
Moreover F(T ) is not a generalized ordered space nor a monotonically normal space.
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are spaces as in Theorem 35 but there are no nonreflecting nonmetrizable space of size ω2
which is a generalized ordered space or is monotonically normal.
Proof. The characterizations of paracompactness in generalized ordered spaces or mono-
tonically normal spaces from [12] to [1] imply that the nonmetrizability of a nonreflecting
nonmetrizable space of size ω2 yields its subspace which is homeomorphic to a stationary
subset S of a regular cardinal. As all subspaces of cardinality ω1 of such a space must be
metrizable and so first countable, it follows that the stationary set S is in ω2 and consists
of ordinals of countable cofinality. Moreover, the nonreflection of nonmetrizability implies
that S∩α is nonstationary for each α ∈ ω2. So, it is enough to prove that KHω2 is consistent
with the nonexistence of such sets S which we denote by ¬NR(ω2).
Assume that κ is an inaccessible cardinal and λ > κ is a weakly compact cardinal. First
we follow [2] to obtain a model where κ is inaccessible and for every stationary set S ⊆ κ+
there is an α < κ+ with cf (α) = κ such that S ∩ α is stationary in α. This is done by Levy
collapsing λ to κ+ (with conditions of cardinalities less than κ). Let us call the obtained
generic extension the intermediate model. The cardinal κ remains inaccessible, since the
forcing is κ-closed. Similarly as in [2, Corollary 7.9] (where, however, a Levy collapse to
ω2 instead of our κ+ is described), the stationary reflection is obtained at an α < λ which
is an inaccessible cardinal in the ground model (see [2, Lemma 7.6]). The fact that the
forcing is κ-closed implies that cf (α) = κ in the intermediate model.
Now one Levy collapses κ to ω1 (with finite conditions), i.e., κ+ becomes ω2. It is
known that there is a Kurepa tree in the final model (see [19, VII 8.9]). As the forcing
has cardinality κ , and the ideal of non-stationary subsets of κ+ is κ+-complete, any sta-
tionary subset A of κ+ in the generic extension contains a stationary intermediate model
set A′. Using the stationary reflection in the intermediate model, there are α ∈ κ+ such
that cf (α) = κ and A′ ∩ α is stationary in α. But as the final Levy collapse is κ-c.c., the
intermediate model set A′ ∩ α stationary in an ordinal α of cofinality κ remains stationary
in the generic extension (see [2, Lemma 7.5] or [19, Ex. VII H.2]), i.e., in particular A∩ α
is stationary in α which completes the proof of ¬NR(ω2) in the final model. 
4. The space F(T ) when the set F(T ) is stationary
In this section we begin to study the question of how properties of T may affect topo-
logical properties of F(T ). We assume in this section that S(T ) holds i.e., that F(T ) is a
stationary set in [Br(T )]ω . In the next section we will assume A(T ), i.e., that T contains
an Aronszajn subtree. The paper [31] implicitly contains the following two propositions.
Proposition 37 [31]. Let λ be an uncountable cardinal. It is consistent (with λω = λ, if
cf (λ) > ω) with any cardinal arithmetic consistent with λ 2ω1 that there is a Kurepa tree
with exactly λ many branches such that F(T ) is stationary.
Proof. Obtain T by forcing as in [31] over a model of GCH. The stationarity of F(T ) can
be easily concluded from the construction in [31]. For more explicit proof of the stationarity
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CH+2ω1 = λω1, 2α = λω1 for ω1  α < λ, and 2α = α+ for λ  α. Now we may obtain
a generic extension of the resulting model where the cardinal arithmetic is anything that
is consistent with 2ω1  λ, by forcing with a product of powerfully c.c.c. forcing (for
example by adding some Cohen reals) and an ω1-closed forcing. Those forcings do not
add branches through ω1-trees (see [9]), hence Br(T ) and consequently F(T ) is preserved
moreover those forcings as proper forcings preserve stationarity of F(T ) (see [3]). 
Proposition 38 [31]. If F(T ) is stationary, then T does not contain Aronszajn subtrees.
Proof. Suppose A is an Aronszajn subtree of T . By stationarity of F(T ) we can find a
model M such that M ≺ H(|Br(T )|+), A,T ∈ M , M ∩Br(T ) = X ∈F(T ), M ∩ω1 = θ ∈
ω1, |M| = ω. Note that by elementarity r(X) = θ . We will show that A ⊂⋃θ ′<θ Levθ ′ T ,
contradicting uncountability of A. Suppose that there is t ∈ A such that t ∈ Levθ T . Take
b ∈ X such that b(θ) = t . Then M |= A is unbounded in ran(b), so by elementarity A is
unbounded in b, a contradicting the fact that A does not contain an uncountable branch. 
Let us note that there are in ZFC ω1-trees with no Aronszajn subtrees (see [8]).
Proposition 39. S(T ) implies NR([λ]ω).
Proof. The nonreflecting stationary set in [λ]ω witnessing NS([λ]ω) is an isomorphic copy
(under an isomorphism between Br(T ) and λ) of F(T ) for T such that KHλ(T ) and S(T )
hold. It is stationary since S(T ) holds. Now, if Y ⊆ Br(T ) is a proper subset, then there
is a regressive function f from G = [Y ]ω ∩ F(T ) into Br(T ) as in Fact 3, i.e., for every
c ∈ Br(T ), f−1(c) ⊆ [0, θ ], hence preimages of points under f are nonstationary (because
they are of bounded rs). So G cannot be a stationary subset of [Y ]ω , because it would
contradict the Pressing Down Lemma (see [3]). 
Fact 40. Suppose S(T ) holds, then (F(T ),B(T )) is a collectionwise normal, nonperfectly
normal, nonmetaLindelöf space.
Proof. The proofs of all these properties are based on the Pressing Down Lemma of the
following form: IfF is stationary in [A]ω , for an uncountable set A and f :F → [A]<ω is a
regressive function i.e., f (X) ∈ [X]<ω, then there is a stationary S ⊂F and a finite F ⊂ A
such that f  S = F . This version can be easily obtained from a classical formulation of
the Pressing Down Lemma for [A]ω (see [B]), first by assuming w.l.o.g. that f :F → [A]n
for some n ∈ ω and then applying the usual PDF finitely many times. The proofs of all
the above properties are similar to the proofs of corresponding properties for the space
(F ,B(T )), whereF is a (ω1, λ) -semimorass (see [22]). Since we will be mainly interested
in the question of normality of our space, we present only the proof of collectionwise
normality, for other proofs the reader is referred to [22]. We will need the following
Lemma 41. Suppose K ⊆ F(T ) is a closed subspace of (F(T ),B(T )), then K is closed
under countable unions of increasing sequences if the union belongs to F(T ). If moreover
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[Br(T )]ω such that K = C ∩F(T ).
Proof. Note that if (Xn: n ∈ ω) is an increasing sequence, such that X = ⋃n∈ω Xn ∈
F(T ), then for every U(r(X),F )  X there is n ∈ ω such that Xn ∈ U(r(X),F ), hence X
is in the closure of (Xn: n ∈ ω). Hence a closed set is closed under countable unions of
increasing sequences if the union belongs to F(T ).
Now suppose that F(T ) − K is stationary. We will show that there exists a clopen
metrizable set U containing K . Fix a regressive function f : F(T )−K → [Br(T )]<ω such
that f (X) = F if X ∈ U(r(X),F ) ⊆F(T )−K and find a stationary S ⊆F(T )−K and a
finite F ⊂ Br(T ) such that f  S = F . Note that if X ∈ K then F ⊆ X, because otherwise
we would take Y ∈ S such that r(Y )  r(X) and we would obtain a contradiction with
the definition of f . So K ⊆ ⋃b∈F {X ∈ F(T ): b /∈ X}. The sets {X ∈ F(T ): b /∈ X} are
clopen metrizable by Facts 25, 28 hence K is included in a clopen metrizable set.
Now suppose that F(T ) − K is nonstationary, while F(T ) is stationary, in particular
K is cofinal in [Br(T )]ω . Define a sequence (Cα: α < ω1) by C0 = K , Cλ =⋃α<λ Cα for
λ ∈ Lim(ω1) and Cα+1 = {a: ∃ increasing (an)n∈ω ⊂ Cα ⋃n∈ω an = a}. Since C = Cω1
contains K , and is closed under countable unions of increasing sequences, C is club in
[Br(T )]ω . So we have to show that C ∩F(T ) ⊆ K . It easy to show by induction on α < ω1
that
∀a ∈ Cα ∀F ∈ [a]<ω ∃b ∈ K F ⊆ b ⊆ a.
So ∀a ∈ C ∩ F(T ) ∀F ∈ [a]<ω K ∩ U(r(a),F ) = ∅, hence since K is closed, we have
that C ∩F(T ) ⊆ K and this finishes the proof of the lemma. 
Now we will prove that if F(T ) is stationary in [Br(T )]ω , then (F(T ),B(T )) is col-
lectionwise normal. Let U be a discrete collection of closed subspaces of (F(T ),B(T )).
Let f :F(T ) → [Br(T )]<ω be such that f (X) = F if |{U ∈ U : U ∩ U(r(X),F )}|  1.
Since f is a regressive function, we can find a stationary S ⊆ F(T ) and a finite F such
that f  S = F . Now we will show that all but at most one element of U are contained
in the metrizable set V = {X ∈ F(T ): F ⊆ X} (it is metrizable by Fact 28). Suppose the
opposite, i.e., there are U1,U2 ∈ U and Yi ∈ Ui ∩ {X ∈ F(T ): F ⊂ X} for i = 1,2. Take
X ∈ S such that r(X) r(Y1), r(Y2), then∣∣{U ∈ U : U ∩U(F, r(X))}∣∣> 1
contradicting the definition of f . Now we can use collectionwise normality of V to con-
struct the separating family of open sets. 
As a consequence of the above results we obtain the following
Theorem 42. Let λ > ω1 be a cardinal of uncountable cofinality. Suppose that KHλ(T )
and S(T ) hold, then there is a zero-dimensional, collectionwise normal, locally metrizable,
countably paracompact, nonmetaLindelöf, nonperfectly normal, nonmetrizable space of
size λ, such that every one of its subspaces of size less then λ is metrizable. Moreover the
space is not a monotonically normal space hence it is not a generalized ordered space.
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From now on we will be interested in F(T ) for T with an Aronszajn subtree.
Proposition 43. Suppose that T is an ω1-tree with many branches. Let A be an Aronszajn
tree. Then there is a tree T [A] with the same number of branches as T such that T [A] has
many branches and T [A] contains A as a downward closed Aronszajn subtree.
Proof. Let T be as above, and suppose it has λ many branches. Consider the family of
ω1 copies of T indexed by elements of A. i.e., {Ta: a ∈ A}. Construct a tree T [A] whose
underlying set is A ∪⋃a∈A Ta and the order is defined by s1  s2 iff si ∈ Tai for i = 1,2
and a1 = a2, s1 Ta1 s2 or s1 ∈ A and s2 ∈ Ta and s1  a, i.e., we glue Ta above a, outside
of A. Then obviously T [A] is has exactly λ.ω1 = λ many branches and A is its downward
closed subtree. Also, if b is a branch of T [A] it cannot have range included in A, so A is
an Aronszajn subtree, and this completes the proof. 
Lemma 44. Let T be a tree with many branches and A ⊆ T a downward closed uncount-
able subtree of T . Let C be a club subset of ω1 and S ⊆ C, then
K(S,C,A) = {X ∈F(T ): r(X) ∈ S, ∀b ∈ X b(min(C − (r(X)+ 1))) /∈ A}
is a closed subspace of F(T ).
Proof. Let X /∈ K(S,C,A). First suppose that r(X) = θ ∈ S. Then there is b ∈ X such that
b(min(C− (θ +1))) ∈ A and then U(θ, {b})∩K(S,C,A) = ∅. If r(X) = θ /∈ S and θ ∈ C,
take t ∈ Levθ T ∩ A and b ∈ X such that t ∈ ran(b), then U(θ, {b}) ∩ K(S,C,A) = ∅. If
r(X) = θ /∈ C, then, since C is closed, there is θ ′ < θ such that (θ ′, θ ] ∩ K(S,C,A) =
∅. 
Fact 45. Suppose T is a tree with many branches and A ⊆ T its downward closed Aron-
szajn subtree. Then K(S,C,A) as in Lemma 44 is heavy, provided S ⊆ C is stationary.
Proof. Let X ∈ [Br(T )]ω , find θ ∈ S such that for all θ ′  θ we have b(θ ′) /∈ A (this can
be accomplished, since A is an Aronszajn tree). Now for every θ ′ ∈ S − θ we may find
Y ∈Fθ ′ ∩K(S,C,A) (this can be accomplished by the definition of K(S,C,A)), hence
w
(
K(S,C,A),X
)⊇ S − θ
and hence V is heavy.
Fact 46. Let T be a tree with many branches and suppose that A(T ) holds. Then F(T ) is
not normal.
Proof. Let A denote an Aronszajn subtree of T . Let C ⊆ ω1 be such a club set that
∀α ∈ C ∀β < α ∀t ∈ Levβ T ∃b ∈ Br(T ) t ∈ ran(b) & b(α) /∈ A.
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disjoint sets. By Lemmas 44, 45 K(Si,C,A) are closed and heavy subspaces of F(T ). Of
course the sets are disjoint. Fact 33 implies that they cannot be separated. 
Fact 47. Suppose KHλ holds. Then there is a Kurepa tree T with exactly λ many branches
and with an Aronszajn subtree A ⊆ T , such that F(T ) is not collectionwise Hausdorff.
Proof. Let KHλ(T ′) and T = T ′[A]. Let aθ = Levθ T − A, and let tθ be any element of
A∩ Levθ T for every θ < ω1. Let fθ be a 1–1, onto function such that
fθ :
{
Y ∈ [Br(T )]ω: ∃X ∈Fθ Y ⊆ X, Y(θ) ⊆ aθ}
→ {b ∈ Br(T ): b(θ) = tθ , b(θ + 1) /∈ A}.
By the construction of T [A] (see the proof of Proposition 43) fθ as above may be found
for every θ < ω1. Now for every θ < ω1, Y ∈ dom(fθ ) fix a set XY ∈ Fθ (T ) such that
Y ∪ {fθ (Y )} ⊆ XY and XY (θ + 1)∩A = ∅ and finally put
D = {XY : Y ∈ dom(fθ ), θ < ω1}.
We will prove that D is a discrete, closed subspace of F(T ) that cannot be separated.
For discreteness and being closed, let X ∈ Fθ (T ). Find b ∈ X such that tθ ∈ b. The set
U(θ, {b}) separates X from all but possibly one element of D. Indeed, if r(XY ) < θ , then
since XY (r(XY ) + 1) ∩ A = ∅ we have that b /∈ XY . If r(XY ) = θ , then since fθ is a 1–1
function, then there is at most one XY such that fθ (Y ) = b.
To see that D cannot be separated, it is sufficient, by Fact 32, to prove that D is heavy.
So suppose that V is a cover of D. Let Γ ∈ [Br(T )]ω , then there is θ < ω1 such that for
all θ ′ > θ if b1, b2 ∈ Γ are distinct, then b1(θ ′) = b2(θ ′) and Γ (θ ′) ⊆ aθ ′ . Hence Γ ∈
dom(fθ ′), so {r(X): X ∈ D, Γ ⊆ X} = [θ ′,ω1], so w(D,Γ ) is stationary. 
Fact 48. Suppose KHλ(T ) holds and A is a downward closed Aronszajn subtree of T . Then
F(T ) is a Collins space with point countable base, hence it is a metaLindelöf space.
Proof. Using the terminology of [27] a space is Collins iff everyone of its point x has a
countable open base Bx with the property that, if U is a neighbourhood of a point y, there
is a neighbourhood V of y such that for all x ∈ V , there is B ∈ Bx with y ∈ B ⊆ U . So for
X ∈F(T ) let us put
BX =
{
U(θ,F ): X ∈ U(θ,F ), θ  sup{θ ′: ∃b ∈ X: b(θ ′) ∈ A}, F ∈ [Br(T )]<ω}.
Since A is an Aronszajn tree, BX is countable for any X ∈F(T ). Also BX contains the set
{U(r(X),F ): F ∈ [X]<ω} since A ∩ Levr(X) T = ∅ because A is downward closed, thus
BX is a basis at X.
Now take Y ∈ U and let V = U(r(Y ),F ) such that V ⊆ U and that there is b ∈ F such
that b(r(Y )) ∈ A. Consider any X ∈ V , we know that F ⊆ X and in particular b ∈ X, hence
r(Y ) sup
{
θ ′: ∃b ∈ X b(θ ′) ∈ A},
thus U(r(Y ),F ) ∈ BX . So put B = U(r(Y ),F ) and note that Y ∈ B ⊆ U , hence F(T ) is a
Collins space. Note that we have proved more, namely, that Y ∈ B ⊆ V since B = V . This
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Lemma 7) and this completes the proof. 
As a consequence of the above results we obtain
Theorem 49. Suppose that KHλ holds, then there is a zerodimensional, regular (weakly
collectionwise Hausdorff if cf (λ) > ω1), nonnormal, noncollectionwise Hausdorff, locally
metrizable, metaLindelöf but non-σ -ParaLindelöf space of size λ such that any of its sub-
spaces of size less than λ is metrizable and included in a clopen metrizable space (hence
the space is (< λ)-collectionwise Hausdorff ). Moreover the space is not monotonically
normal and hence it is not a generalized ordered space.
Fact 50. Suppose there is a Suslin tree S, then there a nonnormal, regular, zerodimensional,
locally metrizable space F such that
S F is metrizable.
Proof. Take any ω1-tree T ′ with many branches. Then as in Proposition 43 obtain a tree T
that contains S as an Aronszajn subtree. Hence, by Fact 46, the space F(T ) is not normal
and by Facts 25, 27 it is regular, zerodimensional, locally metrizable space. Now force
with S. It is well known that forcing with S adjoins a branch through S (see [19]). Call this
branch b. Now note that
S  b /∈
⋃
Fˇ(T )
hence, by Fact 28, S forces that Fˇ(T ) becomes a metrizable subspace of F(T ). 
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