Abstract-The problem of deriving refined bounds on the sub-exponential factor in the random coding bound for discrete memoryless channels is considered. In particular, for independent identically distributed random code ensembles and for rates above the critical rate, we prove that if a regularity condition is satisfied (respectively, not satisfied), then for any ε > 0 a sub-exponential factor of O(N −0.5 1−ε+ρ * R ) (respectively, O(N −0.5 )) is achievable, where N and R are the blocklength and rate, respectively. The termρ * R is related to the slope of the random coding exponent at rate R.
provide accurate error probability estimates in the vicinity of capacity [12, Sec. V] .
In this work, our goal is to improve the achievable pre-factors in front of the exponentially decaying term of the random coding bound, thus complementing recent analogous work on the sphere-packing bound [13] . To do so, we revisit the random coding arguments of Fano [7] and refine them to provide an improved pre-factor. Our variation distinguishes between two types of channels that collectively exhaust all DMCs. Our main findings, which are precisely stated in Section II-C to follow, can be summarized as follows:
1) If a DMC satisfies a certain condition, then for rates above the critical rate, there exists an (N, R) code with maximal error probability smaller than
where K 1 is a positive constant that depends on the channel and rate, andρ * R is related to the subdifferential of the random coding exponent E r (R).
2) If a DMC does not satisfy the aforementioned condition, then for rates above the critical rate, there exists an (N, R) code with maximal error probability smaller than
where K 2 is a positive constant that depends on the channel and rate. In a forthcoming paper [15] , we shall show that for symmetric channels, the order of the pre-factor in both bounds is tight, in the sense that one can prove lower bounds of the same form that hold for all codes with rate R. For asymmetric channels, it is worth noting that the upper bound in item 1) is very close to a lower bound recently established by the authors for arbitrary constant composition codes [13] (see (21) to follow).
The upper bounds in items 1) and 2) are established by first proving an upper bound, with an exponent of E r (R, Q), on the error probability of a random code in which each element of each codeword is independent identically distributed (i.i.d.) according to some distribution Q. We also determine the exact order of the pre-factor for low rates in this setup, which generalizes a classical result of Gallager [14] .
After the conference versions [16] , [17] of this work appeared, Scarlett et al. [18] , [19] generalized the main results in several directions. They also provided a shorter proof of the results as stated here. In Remark 1, we provide a discussion on the proof methodology of [18] . 0018 -9448 © 2014 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
II. NOTATION, DEFINITIONS AND STATEMENT OF THE RESULT A. Notation
Boldface letters denote vectors, regular letters with subscripts denote individual elements of vectors. Furthermore, capital letters represent random variables and lowercase letters denote individual realizations of the corresponding random variable. For a finite set X , P(X ) (resp. U X ) denotes the set of all probability measures (resp. the uniform probability measure) on X . Similarly, for two finite sets X and Y, P(Y|X ) denotes the set of all stochastic matrices from X to Y. Given a probability measure P ∈ P(X ), S(P) denotes its support. Given a set S, conv(S) denotes the convex hull of S.
(·) and φ(·) denote the distribution and the density of the standard Gaussian random variable, respectively. ∇ denotes the gradient operator. R, R + and R + denote the set of real, positive real and non-negative real numbers, respectively. Z + denotes the set of positive integers. We follow the notation of the book of Csiszár-Körner [6] for standard information theoretic quantities.
B. Definitions
Throughout the paper, let W be a DMC from X to Y. For any Q ∈ P(X ), 
.
The critical rate for E r (R, Q) is defined as R cr (Q) :=
(see [4, p. 142] 
E SP (R) := max
The critical rate, which is denoted by R cr , is the rate such that E SP (R) = E r (R) iff R ≥ R cr (see [4, p. 160] ). For any W ∈ P(Y|X ), Q ∈ P(X ), N ∈ Z + and R ∈ R + the ensemble average error probability of an (N, R) random code with each element of each codeword generated i.i.d. according to the distribution Q along with a maximum likelihood decoder is denoted byP e (Q, N, R), by assuming that ties always lead to an error. Note that this pessimistic assumption increases the error probability by at most a factor of 2. For any (N, R) code ( f, ϕ), P e ( f, ϕ) denotes the maximal error probability of the code. Further, define
S Q := {(x, y, z) ∈ X × Y × X :
Q(x)W (y|x)Q(z)W (y|z) > 0} ,
The following definition will be used to divide the set of DMCs into two groups, each with a different pre-factor order in the random coding bound.
Definition 1 (Singularity): (i) A (Q, W )∈P(X )×P(Y|X )
pair is called singular if
Otherwise, it is called nonsingular. The set of all nonsingular (resp. singular) (Q, W ) pairs is denoted by P ns (resp. P s ). (ii) A channel W is called nonsingular at rate R if there exists Q ∈ P(X ) with E r (R, Q) = E r (R) such that (Q, W ) ∈ P ns . Similarly, a channel is called singular at rate R if for all Q ∈ P(X ) with E r (R, Q) = E r (R), (Q, W ) ∈ P s . ♦ Singularity can be viewed as a condition that ensures that when a random code, which is generated as mentioned above with distribution Q, is used for transmission through channel W , the optimal decoder simply finds a "feasible" codeword, i.e., a codeword that has a positive posterior probability given the channel output. Indeed, (10) ensures that all feasible codewords have the same posterior probability.
A result of Telatar in [20, Sec. 4.3] should be mentioned in support of the above interpretation of the singularity. Specifically, in his investigation of zero undetected error capacity, in which decoder should either output the correct message or an erasure and the goal is to determine the largest rate with vanishing erasure probability asymptotically (see [20, p. 42] ), he uses a property similar to Definition 1. Intuitively, one would expect that the (Shannon) capacity is equal to the zero undetected error capacity if the optimal decoder is the aforementioned feasibility decoder. Indeed, Telatar proves that the (Shannon) capacity is equal to the zero undetected error capacity for "channels for which the nonzero values of W (y|x) depend only on y" [20, p. 51] . In our terminology, this is the set of channels W for which (Q, W ) is singular for all Q or, equivalently, (Q, W ) is singular when Q is the uniform distribution.
Singularity is also related to the "reverse dispersion", i.e., V r (Q, W ), defined in [21, Sec. 3.4.5] . Specifically, in [22, Remark 1] , it is noted that V r (Q, W ) > 0 if and only if the (Q, W ) pair is nonsingular. Moreover, it is worth nothing that singularity also plays a significant role in the third-order term of the normal approximation for a DMC, as demonstrated in [21, Sec. 3.4 .5]- [23] .
We conclude this section by defining the extra term in the pre-factor of nonsingular channels. Specifically, given W ∈ P(Y|X ) with R cr < C, which is also equivalent to saying W has positive dispersion (see [4, p. 160] ), and R ∈ (R cr , C) such that W is nonsingular at rate R, we definē
Note that the differentiability of E r (·, Q) is proved in Lemma 1 to follow and henceρ * R is well-defined.
C. Results
Theorem 1: Let W ∈ P(Y|X ) be arbitrary with R cr < C.
(i) If Q ∈ P(X ) and R ∈ R + are such that the pair (Q, W ) is singular and R cr (Q) < R < I(Q; W ), then there exists K 1 ∈ R + that depends on W, R and Q such that
for all N ∈ Z + . Further, there exists an (N, R) code ( f, ϕ) andK 1 ∈ R + that depends on W, R and Q such that
is nonsingular and R cr (Q) < R < I(Q; W ), then there exists K 2 ∈ R + that depends on W, R and Q such that
Further, there exists an (N, R) code ( f, ϕ) andK 2 ∈ R + that depends on W, R and Q such that
for all N ∈ Z + . Proof: Theorem 1 is proved in Section III. We explain the reason for the emergence of two different pre-factor orders in Remark 2 to follow. Theorem 1 immediately implies the following.
Corollary 1: Let W ∈ P(Y|X ) be arbitrary with R cr < C and R ∈ (R cr , C).
(i) If W is singular at rate R, then there exists an (N, R) code ( f, ϕ) and K 3 ∈ R + that depends on W and R such that 
for all N ∈ Z + . One can omit the ε in the pre-factor in (17) if the supremum in (11) is achieved. The next result shows that for most channels, a stronger assertion is true.
Theorem 2: Let W ∈ P(Y|X ) be arbitrary with R cr < C and R ∈ (R cr , C).
(i) The subdifferential of E r (·) at R, i.e., ∂E r (R), satisfies
(ii) Define ρ * R := max {|ρ * | : 
then for any Q ∈ P(X ) with E r (R, Q) = E r (R), (Q, W ) ∈ P ns . Hence, (20) is a sufficient condition for the existence of a Q ∈ P(X ) as in item (ii) above. Proof: Theorem 2 is proved in Section IV. Note that ρ * R , as defined in item (ii) of Theorem 2, is the absolute value of the left derivative of E r (·) at R. Further, it is worth noting a recent result of the authors [13] regarding the sphere-packing bound. To state the result, let R ∞ denote the maximum rate such that for all rates below it, E SP (R) = ∞ (see [4, p. 158]) , where E SP (R) is the sphere-packing exponent as defined in (6) . In [13] , it is shown that given any W ∈ P(Y|X ) with R ∞ < C, for any R ∞ < R < C and ε > 0, the maximum error probability of any constant composition (N, R) code is lower bounded by
for all sufficiently large N, where K 6 is a positive constant that depends on W , R and ε, andρ * R is the absolute value of the left derivative of E SP (·) at R. For R cr < R < C, E SP (R) = E r (R) (see [4, p. 160] ) and alsoρ * R = ρ * R , since the non-increasing and convex curves E SP (·) and E r (·) agree on an interval around R, the maximum magnitude of their subdifferentials at R are also equal.
A result of Dobrushin is also closely related to Theorem 2. Specifically, in [11] a strongly symmetric channel, i.e., a channel with the property that every row (resp. column) is a permutation of every other row (resp. column), with R cr < C is considered and one of the results show 2 that there exists an
. One can show 3 that for any strongly symmetric channel, say W , with R cr < C, [4, p. 145] ), E r (·, U X ) = E r (·) over (R cr , C) and hence we conclude that item (ii) of Theorem 2 is a generalization of the aforementioned result in [11] . 2 The English translation of this work, i.e., [11] , mistakenly states the prefactor as O(N −1/2(1+|E r (R)|) ). 3 For contradiction, assume (U X , W ) ∈ P s , which, due to the strong symmetry of W , implies that there exists a positive constant c such that W (y|x) ∈ {0, c} for all (x, y) ∈ X × Y. The last observation implies that the mutual information random variable, i.e., ln
, has zero variance, which, in turn, implies that (see [4, p. Singularity is also crucial regarding the pre-factor of the ensemble average error probability for rates below the critical rate, as demonstrated by the next result. 
for any N ∈ Z + and for some 0 < K 7 ≤ 1 that depends on W, R and Q. (ii) (Gallager [14] ) If the pair (Q, W ) is nonsingular and
where g is a positive constant that is explicitly characterized in [14] . Proof: Theorem 3 is proved in Section V. Observe that Theorem 3 refines a classical result of Gallager [14] , which shows that lim N→∞ − lnP e (Q,N,R) N = E r (R) with Q and R are as given above, to conclude that "the weakness of the random coding bound at rates below the second critical rate is due not to upperbounding the ensemble average, but rather to the fact that the best codes are much better than the average at low rates" [14, p. 244]. As noted above, [14] also gives the asymptotically tight characterization of the sub-exponential factor for nonsingular channels given in (23) , although there the result is asserted for both singular and nonsingular channels.
Finally, notice that the abrupt drop in the order of the pre-factor at R cr highlights a previously unreported role that the critical rate plays in the random coding bound.
III. PROOF OF THEOREM 1

A. Overview
From the well-known random coding arguments (see [4, p. 136] ) one can deduce that for any message m
where x m is the codeword corresponding to the message m, y is the channel output and
Let
One obvious way to relax the right side of (24) to make it more tractable is to use the union bound. A straightforward application of the union bound is loose, however, because some realizations of X m and Y are such that ln
is likely to occur for many m . One standard workaround is to define a set of "bad" X m and Y realizations D N ⊂ X N × Y N and proceed as follows (27) is (see [4, p. 137] , [12, Th. 16] )
The alternative proof of (27) . Our choice will essentially be Fano's choice for D N , which will be precisely stated in (39) to follow, and our analysis will vary depending on whether the pair (Q, W ) is singular. Specifically, if the pair (Q, W ) is singular, then we use Fano's choice. However, if the pair (Q, W ) is nonsingular, then a perturbed version of Fano's D N gives a better pre-factor and we will use this perturbed version. We explain the reason of this variation in Remark 2 to follow, after defining D N .
Before proceeding further, we note the following useful facts that will be used throughout the paper.
Proof: The proof follows from well-known properties of E o (ρ, Q) (see [4, pp. 142-143] ) and is given in Appendix A for completeness.
To define the auxiliary set, we need the following definitions. First, fix some W ∈ P(Y|X ) with R cr < C. Consider some Q ∈ P(X ) and
, where S Q (resp.S Q ) is as defined in (7) (resp. (8)). Hence,
The reason for conditioning on the setS Q in (32) is the fact that for any (x, y, z) with
W (y|z) = ∞ and hence such sequences do not contribute to the second term on the right side of (27) , regardless of the choice of D N .
For any ρ ∈ [0, 1], we define the following quantities, which are defined for any ρ ∈ R + in items (i) and (v) of Definition 2 in Appendix V, respectively, and reproduced here for the reader's convenience
We will define D N by using
with an appropriately chosen ρ. Also note that for any ρ ∈ [0, 1], f ρ is a probability measure on Y, and ln
, with a suitable choice of ρ, will be the threshold in the definition of D N to follow. Let {ε N } N≥1 be a sequence of nonnegative real numbers such that lim N→∞ ε N = 0 and define R N := R − ε N . Let N ∈ Z + be sufficiently large such that R N > R cr (Q). For convenience, we denote
where both of the quantities are well-defined owing to (30) . We finally define the auxiliary set as follows:
Using the particular set defined in (39), equation (27) [24] , [32] ) to obtain a bound with the same exponent and a pre-factor of (40), as shown at the top of the page, by using the fact that 
is nonsingular when it is distributed according toP X,Y,Z , i.e., the covariance matrix of this random vector under P X,Y,Z is nonsingular. The nonsingularity of the random vector in (41), which is stated in Lemma 7 to follow, is due to the nonsingularity of the pair (Q, W ). For the first term, one obtains a bound of O(1/ √ N )e −NE r (R,Q) . Thus, the pre-factor is dominated by the first term, and it is advantageous to increase ε N to decrease the first term at the expense of the second. In Section III-D we shall give the precise choice of ε N that equalizes the order of the two pre-factors. This equalization process, in turn, results in the subdifferential related term in the pre
-factor. (iv) If (Q, W ) is singular, then ln W (Y |X ) W (Y |Z ) = 0,P X,Y,Z −(a.s.
B. Preliminary Results
In this section, we state some results that will be used in the proofs of both part (i) and (ii) of Theorem 1. Some further auxiliary results will be stated and proved in Appendix D.
We start by proving a concentration upper bound for sums of i.i. Observe that owing to the property (i) above, (·) is infinitely differentiable at η. As mentioned above, we state a sharp upper bound on μ N ([q, ∞)). Note that this problem is well-studied in probability theory (see [24] , [33] ), however, Lemma 2 to follow is better suited for our application in this paper. We provide a detailed discussion on this issue, as well as its connections to the classical results, in Appendix B.
To state the lemma, we defineν such that
Further, define T n :=
, let * (q) denote the Fenchel-
and
Proof: The proof is given in Appendix B. In the proof of item (ii) of Theorem 1, we use the following extension of Lemma 2 for i.i.d. sums of random vectors. For simplicity, we focus on two dimensions. Also, it should be noted that this result gives a more general upper bound than the existing vector exact asymptotics results of Chaganty and Sethuraman [34] and Petrovskii [35] . In particular, [34] and [35] handle strongly non-lattice random vectors, i.e., random vectors such that the magnitude of its characteristic function is bounded away from 1 everywhere, except the origin, and lattice random vectors, i.e., random vectors that only take values on a lattice, respectively. Unlike the case of scalars, however, for random vectors these two cases are not exhaustive, and we are not aware of a result that gives an exponentially vanishing upper bound with the correct exponent along with a sub-exponential term of O(1/N) without any restriction on the distribution.
To state the result, let {A n } N n=1 be i. Similar to the scalar case, consider some q ∈ R 2 and assume there exists η ∈ (0, ∞) × (0, ∞) such that (i) There exists a neighborhood of η such that 1 (λ) < ∞ for all λ in this neighborhood.
We note that the first item above ensures that 1 (·) is smooth at η. Further, defineυ
and := covυ (A). Since υ is equivalent toυ, the CauchySchwarz inequality, along with the fact that det(cov υ (A)) > 0, ensures that det( ) > 0. Let λ min ( ) denote the minimum eigenvalue of and note that owing to the positivedefiniteness of , λ min ( ) > 0. Finally, * 1 (q) denotes the Fenchel-Legendre transform of 1 
where c ∈ R + is a universal constant and k(K ) ∈ R + is a constant that depends on K . Proof: The proof is given in Appendix C. In the remaining part of this section, fix some W ∈ P(Y|X ) with R cr < C and consider some Q ∈ P(X ) and r ∈ R + such that R cr (Q) < r < I(Q; W ), as in the previous section. For any ρ ∈ [0, 1], λ ∈ R and v ∈ R 2 ,
where the conditioning on the set S Q in (47) ensures that
X,Y is a well-defined probability measure and 1,ρ (·) is infinitely differentiable on R 2 . Define ρ * := ρ * r (Q) and
We continue with an upper bound on the probability of the auxiliary set, i.e., D N (ρ * ).
Q) . (50)
Proof: The proof is given in Appendix E.
Finally, letṽ :=
where ρ * is as defined immediately before (49) and (36) . We conclude this section with the following lemma that will be instrumental in the upper bounding of the second term on the right side of (40) .
Lemma 5: We have
Proof: The proof is given in Appendix F.
C. Proof of Item (i) of Theorem 1
Assume the pair (Q, W ) is singular. As pointed out in item (iv) of Remark 2, we use the quantities given in Section III-A with ε N = 0 for all N ∈ Z + , since due to the singularity of the pair (Q, W ), we expect that the order of the pre-factors for both terms on the right side of (27) will be the same. Specifically, as defined in (37)
Particularizing (27), we have (54), as shown at the top of this page. By invoking Lemma 4 with r = R, we deduce that 4
where
In order to upper bound the remaining term in the right side of (54), we first note (56)-(58), as shown at the top of the next page, where (57) follows from the definitions ofP X,Y,Z and P N X,Y,Z , i.e., (32) and (33), along with the fact that for any
W (y|z) = ∞, and (58) follows by noting ln
W (y|x) = 0 for all (x, y, z) ∈S Q , which is a direct consequence of the singularity of the pair (Q, W ). Next, define 4 In the conference version of this work [17] , the second term in the braces of (55) 
and note that o,ρ * (·) is infinitely differentiable on R. Moreover, via a direct calculation that uses the fact that ln
W (y|x) = 0 for all (x, y, z) ∈S Q , which is noted above, we deduce that
where 1,ρ * (·) is as defined in (48). Further, for any λ ∈ R, define the following "tilted" measure, which will be instrumental in the computations of the derivatives of o,ρ * (·),
Note thatQ λ X,Y,Z is a well-defined probability measure and equivalent toP X,Y,Z .
that are direct consequences of routine calculations. For contradiction, assume there exists λ ∈ R with o,ρ * (λ) = 0. We have
Using exactly the same arguments as in the proof of (190) in Appendix E, one can show that (64) contradicts item (i) of Lemma 1. From item (i) of Lemma 5 and (60), along with the definitions of o,ρ * , D o (ρ * ), and 1,ρ , i.e., (35) , (36) , and (48), respectively, we deduce that
Lemma 6 and (65) enable us to apply Lemma 2 to obtaiñ
1+ρ * as defined immediately after Lemma 4 and 
Since o,ρ * (·) is convex, (65) and (68) imply that *
whereṽ is defined immediately after Lemma 4, (70) follows from (60) and (71) follows from the convexity of 1,ρ * (·), coupled with item (i) of Lemma 5. Equations (58), (66) and (71), along with an application of item (ii) of Lemma 5, imply that
which, in turn, implies (73), as shown at the top of this page. Plugging (55) and (73) into (54) gives (12) . Equation (13) follows from well-known expurgation arguments (see [4, p. 140] ) in light of (12) .
D. Proof of Item (ii) of Theorem 1
Assume the pair (Q, W ) is nonsingular. As mentioned in item (iii) of Remark 2, our first task is selecting a sequence {ε N } N≥1 to equalize the pre-factors of the two terms on the
right side of (40) . To this end, let ε N := ln √ N N for all N ∈ Z + and define R N := R−ε N . Consider a sufficiently large N such that R N > R cr (Q). As in (37) and (38) , let
Particularizing with these choices, (40) reads as (75), as shown at the top of this page.
Before proceeding further, we provide an explanation of our choice for ε N . In light of Lemma 4, we expect to have an upper bound on the first term on right side of (75) with the exponent E r (R N , Q) and the pre-factor O(1/ √ N ). Similarly, due to Lemma 3 and item (ii) of Lemma 5, along with the explanation given after (33) on the conditioning involving the setS Q , we expect to have an upper bound on the second term on the right side of (75) with the exponent E r (R N , Q) and the pre-factor O(e Nε N /N).
is the choice that equalizes the pre-factor orders.
To conclude the proof, we need to make the above arguments precise. We begin with the first term. Let η N := 
By invoking Lemma 4 with r = R N we deduce that 5
By using (76)-(79), along with the continuity of | · | 3 and (·) 2 , and the fact that X and Y are finite sets, we conclude that 5 In the conference version of this work [17] , the second term in the braces of (80) is incorrectly written as where the inequality in (81) is due to (190) in Appendix E. We have m 3 < ∞ as a direct consequence of the fact that ln .s.) , and |X |, |Y| ∈ Z + . Due to (77), (81) and (82), one can choose a sufficiently large N with
By substituting (83) into (80), we deduce that
Next, we upper bound the second term on the right side of (75). As noted in the singular case, for any (x, y, z) with
W (y|z) = ∞, which, in turn, implies (85), as shown at the top of the page, where, in (85) we definẽ
Further, let
, where v i and v N,i denote the first and second components of v * and v * N , respectively, and
which are direct consequences of (76) X,Y,Z is a well-defined probability measure, equivalent toP X,Y,Z , and will be the "tilted distribution" in our application of Lemma 3 to upper bound (86). From (78), (88) and (90), we deduce that
As mentioned above, we use Lemma 3 to upper boundα N .
To this end, we define
for any d ∈ R 2 . Also, let
Further, (78) immediately implies thatP X,Y,Z − (a.s.)
Since max ln
is finite almost surely
97) ensures that there exists K (R, W, Q) ∈ R + and a sufficiently large N 1 that only depends on R, W and Q such that
Consider any N ≥ N 1 from now on. Finally, to justify the application of Lemma 3, we need the following result whose validity relies on the nonsingularity of the pair (Q, W ).
Lemma 7: Fix an arbitrary r ∈ (R cr (Q), I(Q; W )).
Proof: The proof is given in Appendix G. Equation (99) ensures that λ min ( N ), λ min ( ) ∈ R + , where λ min ( N ) (resp. λ min ( )) denotes the minimum eigenvalue of N (resp. ). Hence, we can apply Lemma 3 to infer that
where c ∈ R + is a universal constant and k(R, W, Q) ∈ R + is a constant that depends on R, W and Q. As a direct consequence of the fact that the eigenvalues of a real square matrix depend continuously upon its entries (see [36, Appendix D]), we have
for all sufficiently large N. Further, due to (88) and the fact that v * 1 , v * 2 ∈ R + , we have
for all sufficiently large N. By substituting (101) and (102) into (100), along with an application of item (ii) of Lemma 5 and the fact that ε N = ln N 2N , we deduce that
(103)
and (103) imply that
Equations (75), (84), (85) and (104) givē
Convexity of E r (·, Q) (see [4, p. 143] ), along with its continuous differentiability over [R N , R], which is ensured by item (iv) of Lemma 1, enables us to deduce that (see [37, eq. (3. 2)])
By recalling the definition of ρ * R (Q), we deduce that (105) and (106) imply (14) . Similar to the proof of (13), (15) follows from the expurgation arguments in light of (14).
IV. PROOF OF THEOREM 2
Let W ∈ P(Y|X ) be arbitrary with R cr < C. (i) For any R ∈ R + , we write E r (R) as
where 
achieves the maximum in (107)}) . (108) Due the fact that R cr < R < C, one can verify that for any (ρ * , Q * ) ∈ [0, 1]×P(X ) that achieves the maximum in (107), ρ * ∈ (0, 1). Hence, items (iii) and (iv) of Lemma 1, along with (108), imply (18) .
the subdifferential of E r (·)
at R, is a nonempty, convex and compact set (see [39, Th. 2 .74]), for all R ∈ (R cr , C). Thus, ρ * R is welldefined. Equation (19) is an immediate consequence of item (ii) of Theorem 1 by invoking it with the Q ∈ P(X ) whose existence is assumed in the statement of the theorem. (iii) Consider any positive channel W . First, we note that for any Q ∈ P(X ), if the pair (Q, W ) is singular, then there exists δ y ∈ R + such that W (y|x) = δ y , for all y ∈ Y and x ∈ X with Q(x) > 0. Now, consider any R ∈ (R cr , C) and Q ∈ P(X ) with E r (R, Q) = E r (R). For contradiction, assume that the pair (Q, W ) is singular. Due to the observation at the beginning of this item, along with the positivity of the channel, one can verify that E o (ρ, Q) = − ln y δ y , for all ρ ∈ R + , which contradicts item (i) of Lemma 1. Hence, we conclude that the pair (Q, W ) should be nonsingular. This, in light of the definition of ρ * R and item (ii) of this theorem, suffices to conclude the proof.
V. PROOF OF THEOREM 3
As pointed out in the statement of the theorem, item (ii) is due to Gallager and hence we only prove item (i). Let W ∈ P(Y|X ) with C > 0 and R ≤ R cr be arbitrary. Consider some Q ∈ P(X ) with E o (1, Q) = max P∈P(X ) E o (1, P), such that the pair (Q, W ) is singular. For this (Q, W ) pair, define
for all (x, y, z) ∈ X × Y × X , and
similar to (31) and (32) . LetS Q and X y be as defined in (8) and (9) . First, we show that
To see this, note that
where (113) follows from the singularity of (Q, W ). Further,
where (117) follows from the fact that for any (x, y, z) with
W (y|z) = ∞, (118) follows from the singularity of (Q, W ), (119) follows from (111) and (120) is true because of the choice of Q ∈ P(X ) and the fact that R ≤ R cr (e.g., [14, pg. 245] ). Hence, the upper bound of (22) follows.
In order to establish the lower bound of (22), one can use Gallager's arguments [14, p. 245-246] .
APPENDIX A PROOF OF LEMMA 1 Throughout this section, fix an arbitrary W ∈ P(Y|X ) such that R cr < C, and Q ∈ P(X ) such that E r (R, Q) > 0 for some R > R ∞ .
(i) Since E r (R, Q) ∈ R + , one can see that R ∈ (0, I(Q; W )). This observation enables us to invoke [4, Th. 5.6.3] , which, in turn, ensures that
for all ρ ∈ R + . Moreover, [4, Th. 5.6 .3] also guarantees that if (121) holds with equality for some ρ ∈ R + , then the same should be true for all ρ ∈ R + . To draw a contradiction, assume (121) holds with equality for some ρ ∈ R + , which, in turn, implies that
To conclude the proof, consider
and notice that substituting (122) into (123) yields (28) is a direct consequence of the fact that R ∞ < r . Further, since
of this lemma suffices to conclude the proof of this item. (iii) The assertion follows from (29), along with the fact that
= I(Q; W ) and item (i) of this lemma.
(iv) Fix some r ∈ (R cr (Q), I(Q; W )), and consider
Using the the characterization of the subdifferential of the maximum function (see [39, Th. 2 .87]), we have
Items (ii) and (iii) of this lemma ensure that (124) has a unique maximizer, which is ρ * r (Q). Therefore, (125) reduces to
which, in turn, implies (30) .
APPENDIX B PROOF OF LEMMA 2
As noted in Section III-B, the problem of deriving sharp upper and lower bounds on μ N ([q, ∞)) is a well-studied problem in probability theory and indeed μ N ([q, ∞)) is asymptotically characterized both for fixed-threshold sets [24] , and varying-threshold sets [33] . However, both of these results require the sequence of random variables to be either lattice 6 or non-lattice throughout the sequence and the regularity conditions necessary for their validity in case of lattice random variables turns out to be tedious to verify in our application. Therefore, we prove Lemma 2 below, which is valid regardless of the lattice nature of the random variables and holds for any N ∈ Z + , although the constant factor is weaker than the result of [33] . The proof is essentially the same as DemboZeitouni's proof of [41, Th. 3.7.4] . The main difference is we use the Berry-Esseen theorem [42, Ch. III], which is valid regardless of whether the random variables are lattice, instead of the Edgeworth-type expansions [42, Ch. IV], which necessitates one to distinguish between lattice and non-lattice random variables. The following proof of Lemma 2 is included for completeness.
First, note that since A n is real-valued ν−(a.s.), the definition ofν, i.e., (42) , implies that ν andν are equivalent probability measures. Also, via direct differentiation, we note that
Using (127) 
where F N is the distribution of W N when A n are i.i.d. with ν. By using integration by parts, along with elementary calculation, we deduce that
Via an application of the Berry-Esseen theorem (see [42, eq. (III.15 )]) we deduce that 7
Via a power series expansion around 0 and using the fact that φ (·) ≤ 0 on R + , we deduce that
By plugging (130) and (131) into the right side of (129) and carrying out the integration, we have
Plugging (132) into (128) yields (44) .
APPENDIX C PROOF OF LEMMA 3
The proof follows from essentially the same arguments as in the scalar case given in Appendix B. The only significant difference is the usage of a "concentration function" theorem for sums of independent random vectors by 7 For the sake of notational convenience, we take the universal constant in the theorem as 1/2, although it is not the best known constant for the case of i.i.d. random variables. See [43] for a recent survey of the best known constants in the Berry-Esseen theorem. T n . Via direct differentiation, we note that
which, in turn, ensures that Eυ [T n ] = 0.
Owing to the convexity of 1 (·), along with the assumption that ∇ 1 (η) = q, we conclude that *
Equation (134), along with routine change of measure arguments, implies that
where F N is the distribution of W N when A n are i.i.d. withυ. Since e − √ N η,a is a continuous function of bounded variation and F N (a) is a function of bounded variation, we apply the integration by parts formula of Young [45, eq. 4 ] to deduce (137) and (138) shown at the top of this page, where the probability is computed when A n are i.i.d. with lawυ, which is defined in (45) .
In order to conclude the proof, we upper bound the right side of (138) by using a concentration inequality of Esseen 
Finally, let S r (c o ) denote the sphere in R 2 with radius r and center c o .
In our case, [44, Corollary to Th. 6.2] reads as follows: for any r ∈ R + , for all τ ∈ (0, r ],
where c is a universal constant that only depends on the dimension of the random vector, which is two in the present case. Next, we explain how to use (140) to conclude the proof. Since max{|A n,1 |, |A n,2 |} ≤ K , υ−(a.s.) andυ is equivalent to υ, we conclude that there exists k(K ) ∈ R + such that
Via direct calculation, we also infer that
which, in turn, implies that for any u ≥ k(K ),
By letting r := 
where (146) follows by upper bounding the infimum by evaluating it with u = max{r, k(K )}, along with the inequality max{r 2 , k(K ) 2 } ≤ r 2 + k(K ) 2 and (143). By substituting (146) into (138) and carrying out the integration, we deduce that
Equations (135) and (147) implies (46).
APPENDIX D AUXILIARY RESULTS
This section contains some auxiliary results that will be used in the proof Theorem 1. Throughout the section, fix an arbitrary W ∈ P(Y|X ) with R cr < C, and Q ∈ P(X ) with E r (R, Q) > 0 for some R > R ∞ . Fix some r ∈ (R cr (Q), I(Q; W )) and note that the non-emptiness of the interval is ensured by item (i) of Lemma 1.
As defined prior to (49), let ρ * = − ∂E r (a,Q) ∂a a=r , which is well-defined due to (30) , and note that ρ * ∈ (0, 1), because of item (iii) of Lemma 1.
Definition 2: (i) For any y ∈ Y and ρ ∈ R + ,
Observe that f ρ is a well-defined probability measure on Y, for any ρ ∈ R + .
. (149) Note that P ρ X |Y is a well-defined conditional probability measure for all ρ ∈ R + .
For notational convenience, let
♦
Lemma 8 (Equality of Fano's and the Random Coding Exponents):
Proof: We start by showing that for all ρ ∈ R +
To see (155), we first define g y (ρ,
. From the definition of E o (·, ·), i.e., (4) ,
Note that if S(Q) ∩ X y = ∅, then h y (ρ, Q) = g y (ρ, Q) = 0 for all ρ ∈ R + . Also, observe that there exists y ∈ Y, such that
where (158) follows by differentiating both sides of the equation ln g y (ρ,
Equations (156) and (158) imply that
where (160) follows from the definition of f ρ , i.e., (148). Consider any y with X y ∩ S(Q) = ∅. We have
where (161) follows from (157), (162) and (163) follow from the definition of P ρ X |Y , i.e., (149). By substituting (163) into (160) and remembering the definition of P ρ X,Y , i.e., (150), we conclude that (155) holds.
We continue by noting that due to the definitions of P ρ X |Y and P ρ X,Y , i.e., (149) and (150), along with the definition of E F (r, Q), i.e., (152), we have
where S Q is as defined in (7). Moreover,
where (165) follows from items (i) and (ii) of Lemma 1, (166) follows from (155), (167) follows from the definition of E o (ρ, Q), i.e., (4) , and the definition of P ρ X |Y , i.e., (149), and (168) follows from the definition of f ρ , i.e., (148). Equations (164) and (168) together imply (154).
The next lemma states two identities related to ρ * (·) that are used in various parts of the paper.
Lemma 8:
Proof: From the definitions of ρ * and f ρ , i.e., (153) and (148), we have (171) shown at the top of this page.
By using (172), as shown at the top of this page, (171) implies that
By differentiating the right side of (173), we infer (174), as shown at the top of this page. By the definition of f ρ , i.e., (148), for any (x, y) ∈ S Q , we have
where (177) follows from the definitions of f ρ and P ρ X |Y , i.e., (148) and (149), (178) follows from the definition of P ρ X,Y , i.e., (150). Substituting (178) into (174) implies (170).
We conclude this section with the following result. As stated at the beginning of this section, in what follows r ∈ (R cr (Q), I(Q; W )) is fixed and ρ * depends on r .
Lemma 10 (Fano's Exponent as a Large Deviations Rate Function):
Proof: From the definition of E F (r, Q), i.e., (152), and the definition of f ρ , i.e., (148), we have
where (182) follows from the definition of P ρ * X |Y , i.e., (149), and (170), (183) follows from (170), (184) follows from the definition of f ρ * , i.e., (148), and (185) follows from (169).
Lastly, the fact that
= r , which is established in item (ii) of Lemma 1, i.e., (29) , along with (155), which is shown in the proof of Lemma V, implies that
where (188) follows from the definition of E F (r, Q), i.e., (152), (155) and (170), and (189) follows from (179).
APPENDIX E PROOF OF LEMMA 4
The first step of the proof is an application of Lemma 2, which, in turn, necessitates verifying that ρ * (η) > 0. In what follows, we prove that
To this end, we consider any λ ∈ R and note that
which follow via elementary calculation. The inequality in (192) ensures that it suffices to prove ρ * (λ) = 0 to conclude the proof of (190). For contradiction, assume this is not the case. We have
We analyze the cases with singular and nonsingular (Q, W ) pairs separately.
which, in turn, is equivalent to saying that the pair (Q, W ) is singular, which is a contradiction. Hence, we conclude that (190) is true for this case. For the singular (Q, W ) case, we begin by defining Y := {y ∈ Y : X y ∩ S(Q) = ∅}, where X y is defined in (9) . Note thatỸ = ∅. Since the pair (Q, W ) is singular, for any y ∈Ỹ and for some δ y ∈ R +
which, in turn, implies that
due to the definition of f ρ , i.e., (148). Equations (195) and (196) imply that
Due to (197), we deduce that the right side of (193) is equivalent to saying that Q X y is constant for all y ∈Ỹ. This last observation, coupled with the singularity of the pair (Q, W ), and the definition of E o (ρ, Q), i.e., (4), further implies that 
for some y o ∈Ỹ and for all ρ ∈ R + . Evidently, (198) implies that
= 0, for all ρ ∈ R + , which contradicts item (i) of Lemma 1. Hence, we conclude the proof of (190).
Equipped with (190) , and recalling the definition of the set D N (ρ * ), i.e., (39), we can apply Lemma 2 to obtain (205) shown at the top of this page. Evaluating the right side of (204) atṽ yields
owing to the symmetry of the resulting expression.
Observe that the particular value ofṽ 2 does not matter 
where we use the definition ofP X,Y,Z , i.e., (32) , and the fact thatṽ 1 = −1 + 2ṽ 2 , and define νṽ := ln 
where (218) 
Equations (211) and (220) 
where (222) 
The right side of (226) 
for all (x, y, z) ∈S Q . To see (229), observe that α = 0 is immediate due to the nonsingularity of the pair (Q, W ), whereas α = 0 follows by considering x = z. Equation (229), coupled with (224) and the Cauchy-Schwarz inequality, implies (99).
