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Abstract: The aim of surveillance video anomaly detection is to detect events that rarely or never happened in a specified 
scene. Different detectors can detect different anomalies. This paper proposes an efficient strategy to aggregate multiple 
detectors together. At first, the aggregation strategy chooses one detector as master detector, and sets the other detectors 
as auxiliary detectors. Then, the aggregation strategy extracts credible information from auxiliary detectors, which includes 
credible abnormal (Cred-a) frames and credible normal (Cred-n) frames, and counts their Cred-a and Cred-n frequencies. 
Finally, the aggregation strategy utilizes the Cred-a and Cred-n frequencies to calculate soft weights in a voting manner, and 
uses the soft weights to assist the master detector. Experiments are carried out on multiple datasets. Compared with 
existing aggregation strategies, the proposed strategy achieves state-of-the-art performance. 
 
1. Introduction 
Surveillance videos play an important role in safety 
protection. However, it is time-consuming and labour-
intensive for people to watch long hours of surveillance 
videos. To address this problem, automatic video anomaly 
detection is needed. It is a challenging task, because the 
kinds of abnormal events are unbounded, moreover, as the 
surveillance video data might involve personal data, which 
signifies a threat to privacy, it is infeasible to list all kinds of 
possible abnormal events and gather enough samples for 
each kind. Due to the above difficulties, the algorithms in 
the field are mainly semi-supervised or unsupervised 
algorithms, that is, only normal samples are used to train the 
model. 
Many efforts have contributed to this task [1–6]. In 
general, different detectors can detect different anomalies. 
Therefore, better performance of anomaly detection can be 
expected by aggregating multiple detectors together.  
The existing aggregation strategies can be classified 
into three major categories: weighted sum strategy [7–11], 
competition strategy [12–14], and cascade strategy [15–17].  
Weighted sum strategy [7–11] calculates the 
weighted sum of multiple anomaly scores to detect 
anomalies. A drawback of this strategy is that it does not 
consider the credibility of the fused information, which 
results in that it combines both the correct information and 
error information of multiple detectors.  
Competition strategy [12][13,14] utilizes the 
maximum or the minimum of anomaly scores to detect 
anomalies. However, this strategy is not applicable to 
aggregate different kinds of detectors, because different 
kinds of detectors have different anomaly thresholds. 
The cascade strategy [15–17] uses multiple detectors 
in series. They detect and discard strong normal samples in 
the former detectors, and transmit the remaining samples to 
the latter detector. It exhibits well performance. However, 
this strategy has three shortcomings: (i) It does not fully 
extract and use credible information in the former detectors. 
(ii) There may be misjudgements in the detected strong 
normal frames, and once a misjudgement occurred, the 
subsequent detectors cannot correct this error. (iii) 
Discarding the detected strong normal frames is not the most 
efficient method 
To solve the above problems, this paper proposes a 
new aggregation strategy, i.e. Master-Auxiliary Aggregation 
Strategy (MAAS). The pipeline of MAAS is shown in Fig.1. 
Firstly, MAAS chooses one detector as the master 
detector by experience, and sets the remaining detectors as 
auxiliary detectors.  
Then, using the training dataset, MAAS sets a Cred-a 
 
Fig. 1.  The pipeline of the proposed aggregation 
strategy. (a) Anomaly scores in auxiliary detectors. (b) 
The detected Cred-a and Cred-n frames in auxiliary 
detectors. (c) Cred-a frequencies (freq-a) and Cred-n 
frequencies (freq-n) of frames. (d) The frequency 
information after time continuity process. The formula 
indicates the voting mechanism to calculate soft weights. 
(e) The master detector. (f) The soft weights calculated by 
(d). (g) The aggregated detector. The green lines indicate 
the refined anomaly scores. The black lines indicate the 
raw anomaly scores in master detector. 
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threshold and a Cred-n threshold for each auxiliary detector 
to detect Cred-a and Cred-n frames. After that, the proposed 
strategy counts the Cred-a and Cred-n frequencies for each 
frame and uses the time continuity of event to infer more 
Cred-a and Cred-n frames: the frames between two time-
neighboured Cred-a frames or Cred-n frames can also be 
inferred as Cred-a frames or Cred-n frames.  
Finally, the aggregation strategy utilizes the Cred-a 
and Cred-n frequencies of a frame to calculate soft weight, 
in a voting manner, and uses the soft weight to refine the 
master detector.  
MAAS solves the shortcomings of existing strategies 
as follows: (i) It extracts credible information (Cred-a and 
Cred-n frames) from auxiliary detectors to assist the master 
detector. In this way, it reduces the unreliable information 
fused into the aggregated detector. (ii) It does not compare 
the anomaly scores of different detectors. Therefore, it can 
aggregate different kinds of detectors. (iii) It extracts both 
Cred-a and Cred-n frames from auxiliary detectors, and uses 
time continuity process to infer more credible frames. 
Therefore, compared to the cascade strategy, MAAS 
extracts more credible information and makes better use of 
them. (iv) It utilizes a voting mechanism to use credible 
information that reduces the misjudgements in the credible 
information and makes the credible information more robust. 
(v) It adopts a soft weight method to exploit the credible 
information to assist the master detector, as it is more 
efficient than discarding the credible frames directly. 
The experiments are carried out on the UCSD Ped2 
dataset and the Avenue dataset. Compared to the existing 
aggregation strategies, the proposed strategy achieves state-
of-the-art performance. 
2. Related work 
In this section, the related works are introduced from 
two aspects: (1) Models for anomaly detection. (2) Existing 
aggregation strategies. 
 
2.1. Models for anomaly detection 
 
Anomaly detection models can be roughly divided 
into two categories: traditional machine learning models [1, 
3] and deep learning models[4, 5]. 
(1) Traditional machine learning models use hand-
crafted-features or deep-features to construct feature space, 
then utilize the traditional machine learning methods to 
learn the distribution of the feature space and to detect 
anomalies. The commonly used models include: mixture of 
dynamic textures (MDT)[18, 19] , hidden Markov model 
(HMM)[20–23], one-class support vector machine (OC-
SVM)[24–26], Gauss model [16][27], sparse coding 
(SC)[28–31], and topic model[32, 33]. 
Mahadevan et al. [18, 19] applied MDT model to 
detect temporal and spatial anomalies. Kratz et al.[22] 
utilized HMM to learn the natural motion transitions in each 
local area, and coupled multiple HMMs to model the spatial 
relationship between nearby regions. They identified 
atypical events as statistical anomalies. Hu et al. [33] used 
the topic model to detect anomalies. They divided the 
normal features into different topics and classified the 
samples which do not belong to any existing topics as 
anomalies. Hinami et al. [26] employed pretrained 
convolutional neural network (CNN) to extract deep features 
and used the OC-SVM to detect anomalies. After the 
anomalies are detected, they used the semantic information 
contained in the features to recount the anomalies. Works 
[28–31] utilized SC to detect anomalies. The SC-based 
methods learned an over-complete dictionary to reconstruct 
normal samples with small reconstruction errors, then 
judged the samples with large reconstruction errors as 
anomalies. The process of SC is time-consuming. To 
accelerate the process, Lu et al. [34] proposed to learn 
multiple small dictionaries to encode the normal samples.  
(2) Deep learning models use neural networks to 
learn the manifold distribution of normal samples and then 
judge the samples that deviate from this distribution as 
abnormal. Based on the method of generating anomaly 
scores, deep learning models can be divided into three 
categories: 
i) Cluster-based methods [35–37]. They firstly utilize 
neural networks to classify samples into multiple clusters, 
and then determine the samples that do not belong to any 
existing clusters as anomalies. Fan et al. [37] utilized 
Gaussian mixture variational autoencoder (VAE) to classify 
samples into multiple clusters and then utilized the 
conditional probabilities of the test samples to detect 
anomalies. The samples with low conditional probabilities 
on all clusters were judged as anomalies.  
ii) Generative adversarial network (GAN)-based 
methods[11, 38, 39]. The generative neural network (GNN) 
and discriminator network are trained in an adversarial way, 
to let the discriminator learn the manifold distribution of 
normal samples. The samples with low discriminator 
probabilities are judged as anomalies. Tang et al. [39] 
utilized U-net as GNN to generate future frames, then 
utilized discriminator to detect anomalies.  
iii) Generation error (GE)-based methods [17, 40–47]. 
They first utilize GNN to learn the manifold distribution by 
minimizing the GE of normal samples, then utilize the GE to 
measure the deviation of the test samples from the 
distribution. Hasan et al. [40] employed auto-encoder (AE) 
as GNN to reconstruct normal frames, and then judged the 
samples with high reconstruction errors as anomalies. Liu et 
al. [43] applied U-net to predict future frames, and adopted 
the prediction error to detect anomalies. Medel et al. [48] 
utilized long-short-term-memory (LSTM) to reconstruct the 
input frames and to predict future frames, and then 
employed the reconstruction error to detect anomalies. 
 
2.2. Aggregation strategies. 
 
The major aggregation algorithms can be divided into 
three categories: weighted sum strategy [7–11], competition 
strategy [12–14], cascade strategy [15–17]. 
 (1) Weighted-sum strategy [7–11]. They use the 
weighted sum of multiple anomaly scores to detect 
anomalies. Luo et al. [7] utilized LSTM-AE as GNN to 
reconstruct the input frame and the last frame at each step. 
They employed the weighted sum of the two GE-based 
anomaly scores to detect anomalies. Lee et al.[9] utilized 
spatial-temporal adversarial network (STAN) to detect 
anomalies. They calculated the weighted sum of the GE-
based anomaly scores and the discriminator-based anomaly 
scores to detect anomalies. Ravanbakhsh et al. [11] trained 
two cross-channel GANs, such that each GAN’s 
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discriminator generated an anomaly score map. They added 
the two score maps together to detect anomalies. 
(2) Competition strategy [12–14]. They used the 
maximum or minimum value of multiple anomaly scores to 
detect anomalies. Wang et al. [12] utilized multiple HMMs 
to detect anomalies. They judged a sample as anomaly if 
either one of the HMMs judged it as an anomaly. Sabokrou 
et al. [13] applied two Gaussian detectors to detect 
anomalies, and a sample can only be judged as an anomaly 
if both detectors recognized it. Bao et al. [14] ensembled 
multiple anomaly scores generated by multiple AEs. A 
sample is judged as an anomaly if all detectors identified it. 
(3) Cascade strategy [15–17]. They used multiple 
detectors in a cascade manner. Strong normal samples are 
detected one by one detector, and the remaining samples are 
transmitted to the next detector. Sabokrou et al. [16] 
cascaded multiple Gaussian detectors to detect anomalies. 
Wang et al. [17] cascaded two VAE networks to detect 
anomalies. They first employed a shallow VAE to detect 
and reduce unnecessary normal samples. Then, they utilized 
the deep VAE to detect anomalies in remaining samples.  
As discussed in the first section, these strategies have 
different shortcomings. This paper proposes a new strategy 
to solve these problems. 
3. The proposed method  
This section first introduces a model which can 
generate multiple detectors at the same time, then introduces 
the proposed aggregation strategy in detail. 
 
3.1. Model 
 
In the deep learning methods, the GE-based methods 
achieved very good performance. Similar to the work [43] , 
this paper utilizes U-Net as GNN to generate future frames 
and uses multiple losses to constrain the output of the GNN. 
The architecture of the model is shown in Fig. 2. The details 
of the U-Net block and discriminator block are shown in Fig. 
3 and Fig. 4, respectively. 
Let 𝒢 be the U-Net, 𝒟 be the discriminator, 𝐼 be the 
output of 𝒢 , and 𝐼  be the ground truth of 𝐼 . Then the 
intensity loss map 𝐺𝐸𝑚𝑎𝑝
𝑖𝑛𝑡 , the gradient loss map 𝐺𝐸𝑚𝑎𝑝
𝑔𝑟𝑎𝑑
, the 
flow loss map 𝐺𝐸𝑚𝑎𝑝
𝑓𝑙𝑜𝑤
 can be calculated as follows: 
𝐺𝐸𝑚𝑎𝑝(𝐼, 𝐼)  = ∑|𝐼𝑖,𝑗 − 𝐼𝑖,𝑗|
𝑐
 (1) 
𝐺𝐸𝑚𝑎𝑝
𝑖𝑛𝑡 (𝐼𝑡 , 𝐼𝑡)  = (𝐺𝐸𝑚𝑎𝑝(𝐼𝑡 , 𝐼𝑡))
2
  (2) 
𝐺𝐸𝑚𝑎𝑝
𝑔𝑟𝑎𝑑(𝐼𝑡 , 𝐼𝑡) = 𝐺𝐸𝑚𝑎𝑝(|𝐼𝑡,𝑖,𝑗 − 𝐼𝑡,𝑖−1,𝑗|, |𝐼𝑡,𝑖,𝑗 − 𝐼𝑡,𝑖−1,𝑗|) 
                             +𝐺𝐸𝑚𝑎𝑝(|𝐼𝑡,𝑖,𝑗 − 𝐼𝑡,𝑖,𝑗−1|, |𝐼𝑡,𝑖,𝑗 − 𝐼𝑡,𝑖,𝑗−1|) 
(3) 
𝐺𝐸𝑚𝑎𝑝
𝑓𝑙𝑜𝑤(𝐼𝑡 , 𝐼𝑡)  =  𝐺𝐸𝑚𝑎𝑝 (ℱ(𝐼𝑡 , 𝐼𝑡−1), ℱ(𝐼𝑡 , 𝐼𝑡−1)) (4) 
where 𝑐 indicates the channels of the feature map, 𝑖, 𝑗 denote 
the spatial index in the frame; ℱ represents the Flow-net [49] 
which is used to generate the optical flow map. 
Utilizing the GE maps and the discriminator 𝒟, the 
losses in the training period can be represented as: 
𝐿𝑖𝑛𝑡(𝐼, 𝐼) = ∑ 𝐺𝐸𝑚𝑎𝑝
𝑖𝑛𝑡 (𝐼𝑡 , 𝐼𝑡)
𝑖,𝑗
 (5) 
𝐿𝑔𝑟𝑎𝑑(𝐼, 𝐼)  =  ∑ 𝐺𝐸𝑚𝑎𝑝
𝑔𝑟𝑎𝑑(𝐼𝑡 , 𝐼𝑡)
𝑖,𝑗
  (6) 
𝐿𝑓𝑙𝑜𝑤(𝐼, 𝐼) = ∑ 𝐺𝐸𝑚𝑎𝑝
𝑓𝑙𝑜𝑤(𝐼𝑡 , 𝐼𝑡)
𝑖,𝑗
 (7) 
𝐿𝑎𝑑𝑣
𝒢
(𝐼) =
1
2
∑( 𝒟(𝐼)𝑖,𝑗 − 1)
2
𝑖,𝑗
 (8) 
𝐿𝑎𝑑𝑣
𝒟 (𝐼, 𝐼) = ∑
1
2
(𝒟(𝐼)𝑖,𝑗 − 1)
2
𝑖,𝑗
+ ∑
1
2
(𝒟(𝐼)𝑖,𝑗)
2
𝑖,𝑗
 (9) 
𝐿𝒢 = 𝜔𝑖𝑛𝑡𝐿𝑖𝑛𝑡(𝐼, 𝐼) + 𝜔𝑔𝑟𝑎𝑑𝐿𝑔𝑟𝑎𝑑(𝐼, 𝐼) 
          +𝜔𝑓𝑙𝑜𝑤𝐿𝑓𝑙𝑜𝑤(𝐼, 𝐼) + 𝜔𝑎𝑑𝑣𝐿𝑎𝑑𝑣
𝒢
(𝐼) 
(10) 
𝐿𝒟  =  𝐿𝑎𝑑𝑣
𝒟 (𝐼, 𝐼) (11) 
where 𝑖, 𝑗 denote the spatial index of the feature map, 𝐿𝒢 is 
the loss function for 𝒢, 𝐿𝒟 is the loss function for 𝒟.  
In the testing period, following work [50], the block-
level GEs are used to calculate anomaly scores. 
𝑆𝑖𝑛𝑡(𝑡) = 𝑚𝑎𝑥 (𝑚𝑒𝑎𝑛30(𝐺𝐸𝑚𝑎𝑝
𝑖𝑛𝑡 (𝐼𝑡 , 𝐼𝑡))) (12) 
𝑆𝑔𝑟𝑎𝑑(𝑡) = 𝑚𝑎𝑥 (𝑚𝑒𝑎𝑛30(𝐺𝐸𝑚𝑎𝑝
𝑔𝑟𝑎𝑑(𝐼𝑡 , 𝐼𝑡))) (13) 
𝑆𝑓𝑙𝑜𝑤(𝑡) = 𝑚𝑎𝑥 (𝑚𝑒𝑎𝑛30(𝐺𝐸𝑚𝑎𝑝
𝑓𝑙𝑜𝑤(𝐼𝑡 , 𝐼𝑡))) (14) 
where 𝑚𝑒𝑎𝑛30 indicates the mean filter operation with filter 
size 30. The anomaly score generated by 𝒟 is represented as: 
 
Fig. 3.  The details of the U-net. 
 
 
Fig. 4.  The details of the discriminator. 
 
Fig. 2.  The architecture of the model which can generate 
multiple anomaly scores. (a) The architecture of the model in 
the training period. (b) Multiple detectors generated by the 
model in the testing period. 
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𝑆𝑎𝑑𝑣(𝑡) = 𝑚𝑎𝑥(1 − 𝒟(𝐼𝑡)) (15) 
Therefore, this model can generate 4 detectors at the 
same time: 𝑆𝑖𝑛𝑡, 𝑆𝑔𝑟𝑎𝑑 , 𝑆𝑓𝑙𝑜𝑤 , 𝑆𝑎𝑑𝑣. 
 
3.2. Aggregation strategy 
 
Let {𝑆1, … , 𝑆𝑖 , … , 𝑆𝐷}  be 𝐷  detectors of a video, 
where 𝑆𝑖 = [𝑠𝑖(1), … , 𝑠𝑖(𝑡), … , 𝑠𝑖(𝑇
𝑡𝑒𝑠𝑡)] , 𝑠𝑖(𝑡)  is the 
anomaly score for 𝐼𝑡 , 𝑇
𝑡𝑒𝑠𝑡  is the number of the frames of 
the video.  
The MAAS first chooses one detector as the master 
detector 𝑆𝑚𝑎𝑠𝑡𝑒𝑟 , and sets the remaining detectors as 
auxiliary detectors 𝑆1̿, … , 𝑆?̿? , … , 𝑆?̿?−1. 
Assuming that the higher the anomaly score, the 
higher the confidence that the sample is abnormal; the lower 
the anomaly score, the higher the confidence that the sample 
is normal, MAAS sets two thresholds for each auxiliary 
detector to detect Cred-a and Cred-n frames. 
𝑡ℎ𝑟𝑖
𝑎 = 𝑆̿
𝑖,𝑡𝑟𝑎𝑖𝑛
𝑚𝑎𝑥𝛼∗𝑇𝑡𝑟𝑎𝑖𝑛 ∗ 𝛾𝑎 (16) 
𝑡ℎ𝑟𝑖
𝑛 =  𝑆̿
𝑖,𝑡𝑟𝑎𝑖𝑛
𝑚𝑖𝑛𝛽∗𝑇𝑟𝑎𝑖𝑛 ∗ 𝛾𝑛 (17) 
where 𝑡ℎ𝑟𝑖
𝑎  and 𝑡ℎ𝑟𝑖
𝑛  are the set thresholds, 𝑡ℎ𝑟𝑖
𝑎  is the 
threshold to detect Cred-a frames in 𝑆?̿?, 𝑡ℎ𝑟𝑖
𝑛 is the threshold to 
detect to detect Cred-n frames in 𝑆?̿? ; 𝑆?̿?,𝑡𝑟𝑎𝑖𝑛
𝑚𝑎𝑥𝜏  and 𝑆?̿?,𝑡𝑟𝑎𝑖𝑛
𝑚𝑖𝑛𝜏  
represent the τ − th largest and the τ − th smallest anomaly 
score in the training data in 𝑆?̿? , respectively; 𝑇𝑡𝑟𝑎𝑖𝑛 
represents the number of frames in training dataset; 𝛼 
indicates the false-alarm-rate in the training dataset; 𝛽 
indicates the strong-normal-rate in the training dataset, 𝛾𝑎 
and 𝛾𝑛 are the strict coefficients, where 𝛾𝑎 > 1 and 𝛾𝑛 < 1. 
The higher the 𝛾𝑎, the stricter the 𝑡ℎ𝑟𝑖
𝑎 is set; the lower the 
𝛾n, the stricter the 𝑡ℎ𝑟𝑖
𝑛 is set. 
Utilizing 𝑡ℎ𝑟𝑖
𝑎  and 𝑡ℎ𝑟𝑖
𝑛 , the Cred-a and Cred-n 
frames can be detected in 𝑆?̿?: 
𝐶𝑖
𝑎(𝑡) =  {
1, 𝑠𝑖(𝑡) ≥ 𝑡ℎ𝑟𝑖
𝑎
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (18) 
𝐶𝑖
𝑛(𝑡) =  {
1, 𝑠𝑖(𝑡) ≤ 𝑡ℎ𝑟𝑖
𝑛
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (19) 
where 𝐶𝑖
𝑎(𝑡) indicates whether 𝐼𝑡 is judged as Cred-a frame 
or not in 𝑆?̿?, 𝐶𝑖
𝑛(𝑡) indicates whether 𝐼𝑡 is judged as Cred-n 
or not in 𝑆?̿?.  
Then, MAAS counts the Cred-a frequency 𝑓𝑎(𝑡) and 
Cred-n frequency 𝑓𝑛(𝑡) for each frame 𝐼𝑡: 
𝑓𝑎(𝑡)  =  ∑ 𝐶𝑖
𝑎(𝑡)
𝐷−1
𝑖=1
 (20) 
𝑓𝑛(𝑡)  =  ∑ 𝐶𝑖
𝑛(𝑡)
𝐷−1
𝑖=1
 (21) 
The occurrence of events is continuous in time. The 
time-neighbored Cred-a frames or Cred-n frames can be 
considered belonging to the same abnormal event or normal 
event. Therefore, the frames between them should also be 
Cred-a or Cred-n frames. Applying this property, more 
credible frames can be inferred: 
𝑓𝑎
′(𝑡) = 𝑚𝑎𝑥 (𝑚𝑖𝑛(𝑓𝑎(𝑡1), 𝑓𝑎(𝑡2)) , 𝑓𝑎(𝑡)) ,
𝑖𝑓 𝑡1 < 𝑡 < 𝑡2, 𝑡2 − 𝑡1 ≤ 𝜀𝑎 
(22) 
𝑓𝑛
′(𝑡) = 𝑚𝑎𝑥(𝑚𝑖𝑛(𝑓𝑛(𝑡1), 𝑓𝑛(𝑡2)) , 𝑓𝑛(𝑡)),
𝑖𝑓 𝑡1 < 𝑡 < 𝑡2, 𝑡2 − 𝑡1 ≤ 𝜀𝑛 
(23) 
where 𝑓𝑎
′(𝑡) and 𝑓𝑛
′(𝑡)  are the inferred Cred-a and Cred-n 
frequencies; εa  and εn  represent the minimum number of 
consecutive frames for an abnormal event and a normal 
event. Generally, εn  can be smaller than 𝜀𝑎 , because 
sometimes the duration of abnormal events is short. It is 
easy to miss the short-term anomalous event if the εn is set 
too long.  
Finally, MAAS employs 𝑓𝑎
′(𝑡) and 𝑓𝑛
′(𝑡) to calculate 
soft weights via a voting manner, as shown in equation (24), 
then utilizes the soft weights to assist the 𝑆𝑚𝑎𝑠𝑡𝑒𝑟 , as shown 
in equation (25):  
𝜔𝑠𝑜𝑓𝑡(𝑡) =  (1 + 𝑓𝑎
′(𝑡) ∗ 𝜆)/(1 + 𝑓𝑛
′(𝑡) ∗ 𝜆) (24) 
?̃?(𝑡) =  𝑆𝑚𝑎𝑠𝑡𝑒𝑟(𝑡) ∗ 𝜔𝑠𝑜𝑓𝑡(𝑡) (25) 
where 𝜔𝑠𝑜𝑓𝑡(𝑡) is the soft weight calculated for 𝐼𝑡 ; ?̃?(t) is 
the final anomaly score in the aggregated detector for 
𝐼𝑡; 𝜆 ≥ 0 is a hyperparameter which indicates the degree of 
applying the credible information to assist the master 
detector. If 𝜆 = 0, it indicates that the MAAS does not use 
auxiliary detectors to assist master detector. The 𝜔𝑠𝑜𝑓𝑡(𝑡) 
reflects both the final judgement of 𝐼𝑡 in auxiliary detectors 
and the confidence of the judgement: If 𝜔𝑠𝑜𝑓𝑡(t) > 1, the 𝐼𝑡 
is judged as Cred-a; If 𝜔𝑠𝑜𝑓𝑡(t) < 1, 𝐼𝑡 is judged as Cred-n; 
If 𝜔𝑠𝑜𝑓𝑡(t) = 1 , it indicates that the auxiliary detectors 
cannot judge this frame as Cred-a or Cred-n frame. On the 
premise that 𝜆  is unchanged, the further the value of 
𝜔𝑠𝑜𝑓𝑡(t)  is from 1, the higher the confidence of the 
judgement. 
 
3.3. Summary 
 
Algorithm 1 describes the aforementioned steps as a 
summary.  
Algorithm 1  
Input:  
Detectors: {(𝑆1,𝑡𝑟𝑎𝑖𝑛 , 𝑆1,𝑡𝑒𝑠𝑡), … , (𝑆𝐷,𝑡𝑟𝑎𝑖𝑛, 𝑆𝐷,𝑡𝑒𝑠𝑡)}. 
Hyperparameters: 𝛼, 𝛽, 𝛾𝑎, 𝛾𝑛, 𝜀𝑎, 𝜀𝑛, 𝜆 
Output: Aggregated detector ?̃? 
1: choose one detector as 𝑆𝑚𝑎𝑠𝑡𝑒𝑟 , the others as auxiliary 
detectors: 
{(𝑆1̿,𝑡𝑟𝑎𝑖𝑛 , 𝑆1̿,𝑡𝑒𝑠𝑡), … , (𝑆?̿?−1,𝑡𝑟𝑎𝑖𝑛 , 𝑆?̿?−1,𝑡𝑒𝑠𝑡)} 
2: for 𝑖 in range (1, 𝐷 − 1): 
          𝑡ℎ𝑟𝑖
𝑎 = 𝑆̿
𝑖,𝑡𝑟𝑎𝑖𝑛
𝑚𝑎𝑥𝛼∗𝑇𝑡𝑟𝑎𝑖𝑛 ∗ 𝛾𝑎 
          𝑡ℎ𝑟𝑖
𝑛 =  𝑆̿
𝑖,𝑡𝑟𝑎𝑖𝑛
𝑚𝑖𝑛𝛽∗𝑇𝑟𝑎𝑖𝑛 ∗ 𝛾𝑛 
          𝐶𝑖
𝑎  =  {
1, 𝑆?̿?,𝑡𝑒𝑠𝑡 ≥ 𝑡ℎ𝑟𝑖
𝑎
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
          𝐶𝑖
𝑛  =  {
1, 𝑆?̿?,𝑡𝑒𝑠𝑡 ≤ 𝑡ℎ𝑟𝑖
𝑛
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
3: 𝑓𝑎  =  ∑ 𝐶𝑖
𝑎𝐷−1
𝑖=1 ,  𝑓𝑛 =  ∑ 𝐶𝑖
𝑛𝐷−1
𝑖=1  
4: for 𝑡 in range (1, 𝑇𝑡𝑒𝑠𝑡)： 
        𝑓𝑎
′(𝑡) = 𝑚𝑎𝑥 (𝑚𝑖𝑛(𝑓𝑎(𝑡1), 𝑓𝑎(𝑡2)) , 𝑓𝑎(𝑡)), 
𝑡1 < 𝑡 < 𝑡2, 𝑡2 − 𝑡1 ≤ 𝜀𝑎 
        𝑓𝑛
′(𝑡) = 𝑚𝑎𝑥 (𝑚𝑖𝑛(𝑓𝑛(𝑡1), 𝑓𝑛(𝑡2)) , 𝑓𝑛(𝑡)), 
𝑖𝑓 𝑡1 < 𝑡 < 𝑡2, 𝑡2 − 𝑡1 ≤ 𝜀𝑛  
5: 𝜔𝑠𝑜𝑓𝑡(𝑡) =  (1 + 𝑓𝑎
′(𝑡) ∗ 𝜆)/(1 + 𝑓𝑛
′(𝑡) ∗ 𝜆) 
6: ?̃?(𝑡)  =  𝑆𝑚𝑎𝑠𝑡𝑒𝑟(𝑡) ∗  𝜔𝑠𝑜𝑓𝑡(𝑡) 
7: return ?̃? 
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In this strategy, there are 7 hyperparameters: 
𝛼, 𝛽, 𝛾𝑎 , 𝛾𝑛, 𝜀𝑎, 𝜀𝑛, 𝜆 . They all have clear application 
meanings. Therefore, they can be set according to the 
application needs and prior knowledge. 
4. Experiments 
This section evaluates the proposed strategy on two 
publicly available benchmark datasets: the CUHK Avenue 
dataset [34] and the UCSD Pedestrian dataset [18]. The 
performance of the proposed strategy is compared with 
state-of-the-art approaches.  
 
4.1. Datasets  
 
Here, the datasets used in experiments are briefly 
introduced. Some normal and abnormal samples are shown 
in Fig. 5. 
UCSD dataset. The UCSD Pedestrian dataset is 
composed of two subsets: Ped1 and Ped2. There are wrong 
labels in Ped1 subset [46]. Therefore, only Ped2 subset is 
used in this paper. Ped2 subset contains 16 training and 12 
test videos. Anomalous events include cycling, 
skateboarding, crossing lawns, cars, etc. The frame 
resolution is 360 × 240 pixels.  
CUHK Avenue dataset. It contains 16 training and 
21 test videos. Anomalous events include running, throwing 
objects etc. The frame resolution is 360 × 640 pixels. 
 
4.2. Evaluation metric 
 
The most commonly used evaluation metric is the 
Receiver Operation Characteristic (ROC) curve and the 
Area Under this Curve (AUC). A higher AUC value 
indicates better anomaly detection performance. Following 
the work [11][50], the frame-level AUC is adopted to 
evaluate the anomaly detection performance.  
 
4.3. Implementation details 
 
All frames in datasets are resized to 256 × 256, and 
pixel values are normalized to [-1, 1].  
In the training process, the Adam [51] based 
Stochastic Gradient Descent method is adopted as optimizer 
and the mini-batchsize is set to 4. For gray scale datasets, 
the learning rate of 𝒢 and 𝒟 are set as 0.0001 and 0.00001, 
respectively, while for color scale datasets, they are set as 
0.0002 and 0.00002 respectively. 𝜔𝑖𝑛𝑡 = 1, 𝜔𝑔𝑟𝑎𝑑 =
1, 𝜔𝑓𝑙𝑜𝑤 = 2, 𝜔𝑎𝑑𝑣 = 0.05.  
In the testing period, anomaly scores of different 
detectors are calculated by equations (12)-(15). After that, 
anomaly scores in each detector are smoothed using a 
median filtering operation with median filter radius 15. The 
values of hyperparameters in the aggregation strategy are set 
as: α = 0.01, β = 0.1, 𝛾𝑎 = 2, 𝛾𝑛 = 0.99, 𝜀𝑎 = 80, 𝜀𝑛 =
40, 𝜆 = 10. For 𝑆𝑎𝑑𝑣, 𝛾𝑎 is set as 1.01. 
 
4.4. Performance 
 
Let ?̃?𝑎𝑔𝑔
∗  represent the aggregated detector with 𝑆∗ as 
𝑆𝑚𝑎𝑠𝑡𝑒𝑟 . 
In table 1, the AUCs of the aggregated detectors and 
their corresponding master detectors are listed out. As 
shown in table 1, the performances of the aggregated 
detectors surpass the corresponding master detectors 
significantly.  
To demonstrate the efficiency of the proposed 
strategy, the performance of the proposed strategy is 
compared with the existing aggregation strategies: 
Weight-sum (?̃?𝒘) : The weighted sum of multiple 
anomaly scores is used to detect anomalies. The weights are 
the same as those in the training process. 
?̃?𝑤(𝑡) = 𝜔𝑖𝑛𝑡𝑆𝑖𝑛𝑡(𝑡) + 𝜔𝑔𝑟𝑎𝑑𝑆𝑔𝑟𝑎𝑑(𝑡) + 𝜔𝑓𝑙𝑜𝑤𝑆𝑓𝑙𝑜𝑤(𝑡)
+ 𝜔𝑑𝑖𝑠𝑆𝑎𝑑𝑣(𝑡) 
(26) 
Weight-sum-norm (?̃?𝒘𝒏) : The weighted sum of 
multiple normalized anomaly scores is used to detect 
anomalies. As discussed in [50], the anomaly scores are 
normalized in the whole dataset. 
𝑆′(𝑡)  =  
𝑆(𝑡) − 𝑚𝑖𝑛(𝑆)
𝑚𝑎𝑥(𝑆) − 𝑚𝑖𝑛(𝑆)
 (27) 
?̃?𝑤𝑛(𝑡) = 𝑆𝑖𝑛𝑡
′ (𝑡) + 𝑆𝑔𝑟𝑎𝑑
′ (𝑡) + 𝑆𝑓𝑙𝑜𝑤
′ (𝑡) + 𝑆𝑎𝑑𝑣
′ (𝑡) (28) 
Competition-max (?̃?𝒎𝒂𝒙): The maximum of multiple 
normalized anomaly scores is applied to detect anomalies. 
?̃?𝑚𝑎𝑥(𝑡)  =  𝑚𝑎𝑥{𝑆𝑖𝑛𝑡
′ (𝑡), 𝑆𝑔𝑟𝑎𝑑
′ (𝑡), 𝑆𝑓𝑙𝑜𝑤
′ (𝑡), 𝑆𝑎𝑑𝑣
′ (𝑡)} (29) 
Competition-min (?̃?𝒎𝒊𝒏): The minimum of multiple 
normalized anomaly scores is employed to detect anomalies. 
?̃?𝑚𝑖𝑛(𝑡)  =  𝑚𝑖𝑛{𝑆𝑖𝑛𝑡
′ (𝑡), 𝑆𝑔𝑟𝑎𝑑
′ (𝑡), 𝑆𝑓𝑙𝑜𝑤
′ (𝑡), 𝑆𝑎𝑑𝑣
′ (𝑡)} (30) 
Cascade-normal (?̃?𝒄𝒏) : detecting and discarding 
Cred-n frames in former detectors, and then transmitting the 
remaining frames to the next detector. The 𝑡ℎ𝑟𝑛  in this 
strategy is equal to that in the proposed strategy. 𝑆𝑖𝑛𝑡 is set 
as the final detector. 
Cascade-abnormal (?̃?𝒄𝒂): detecting and discarding 
Cred-a frames in former detectors, and then transmitting the 
remaining frames to the next detector. The 𝑡ℎ𝑟𝑎  in this 
Table 1 AUCs of the aggregated detectors with different 
detectors as master detectors. In each cell, the first value 
is the AUC of the master detector, the second value is the 
AUC of the corresponding aggregated detector. 
 Ped2 Avenue 
?̃?𝑎𝑔𝑔
𝑖𝑛𝑡  (0.9678 ,0.9934) (0.8982 ,0.9256) 
?̃?𝑎𝑔𝑔
𝑓𝑙𝑜𝑤
 (0.98 ,0.9867) (0.8607 ,0.905) 
?̃?𝑎𝑔𝑔
𝑔𝑟𝑎𝑑
 (0.9689 ,0.9934) (0.842 ,0.9121) 
?̃?𝑎𝑔𝑔
𝑎𝑑𝑣 (0.5759 ,0.9856) (0.8441 ,0.8838) 
 
 
Fig. 5.  Examples of normal and abnormal frames in 
UCSD Ped2 dataset and CUHK Avenue dataset. Red boxes 
denote anomalies in abnormal frames. 
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strategy is equal to that in the proposed strategy. 𝑆𝑖𝑛𝑡 is set 
as the final detector. 
The comparison results are shown in table 2.  
As shown in table 2, the weighted sum strategy 
(include ?̃?𝑤  and ?̃?𝑤𝑛  ) can improve the anomaly detection 
performance in some cases. But, in some other cases, they 
tend to achieve the mean performance of the aggregated 
detectors. The performances of competition strategy (?̃?𝑚𝑎𝑥  
and ?̃?𝑚𝑖𝑛  ) is not well, because the anomaly scores of 
different detectors are not comparable. The cascade strategy 
(?̃?𝑐𝑛 and ?̃?𝑐𝑎) can achieve well performance. The proposed 
strategy achieves better performance than other strategies. 
Compared with the cascade strategy, the proposed 
strategy has 4 advantages:  
 (1) It extracts more credible information from the 
auxiliary detectors that makes the proposed strategy more 
informative. As shown in table 3, as more credible 
information extracted from the auxiliary detectors and 
aggregated to the master detector, the better performance 
has been achieved.  
 (2) It utilizes the time continuity process to make 
fuller use of the detected credible information. As shown in 
Fig.6, by using the time continuity process, the proposed 
strategy infers more credible frames. Table 4 shows the 
impact of the time continuity process on the performance of 
the proposed aggregation strategy. As shown in table 4, the 
time continuity process improves the aggregation 
performance significantly.  
(3) The voting mechanism in the process of 
calculating soft weights reduces the mistakes in credible 
information, which makes the credible information more 
reliable. Fig. 7 shows the detected Cred-a and Cred-n frames 
in a video and the soft weights calculated by them. As 
shown in the figure, there are misjudgments in Cred-a 
information, and by voting, the Cred-n frames reduces the 
mistakes in the Cred-a frames.  
 (4) Utilizing the soft weights to refine the master 
detector is more effective than discarding the credible 
frames directly. In fact, the discarding strategy can be 
Table 3 The frame-level AUCs of the proposed 
aggregation strategy when utilizing different credible 
information. 
 Ped2 avenue 
?̃?𝑎𝑔𝑔
𝑖𝑛𝑡 (Cred − a)  0.9808 0.9221 
?̃?𝑎𝑔𝑔
𝑖𝑛𝑡 (Cred − n) 0.9867 0.9043 
?̃?𝒂𝒈𝒈
𝒊𝒏𝒕 (𝐂𝐫𝐞𝐝 − 𝐚&𝐂𝐫𝐞𝐝 − 𝐧) 0.9934 0.9256 
 
Table 2 AUCs of different aggregation strategies. 
  Ped2 Avenue 
Raw 
𝑆𝑖𝑛𝑡 0.9678 0.8982 
𝑆𝑓𝑙𝑜𝑤 0.98 0.8607 
𝑆𝑔𝑟𝑎𝑑 0.9689 0.842 
𝑆𝑎𝑑𝑣 0.5759 0.8441 
Weight sum 
?̃?𝑤 0.9843 0.8733 
?̃?𝑤𝑛  0.9672 0.9071 
Competition 
?̃?𝑚𝑖𝑛 0.9123 0.8989 
?̃?𝑚𝑎𝑥  0.9613 0.849 
Cascade 
?̃?𝑐𝑛 0.9824 0.9027 
?̃?𝑐𝑎 0.9808 0.9124 
Our ?̃?𝑎𝑔𝑔
𝑖𝑛𝑡  0.9934 0.9256 
 
Table 4 The impact of time continuity process to the 
proposed aggregation strategy. 
 Ped2 avenue 
?̃?𝑎𝑔𝑔
𝑖𝑛𝑡  without time continuity process  0.9875 0.9154 
?̃?𝒂𝒈𝒈
𝒊𝒏𝒕  with time continuity process 0.9934 0.9256 
 
Table 5 The effectiveness of the soft weight process. 
 Ped2 avenue 
?̃?𝑎𝑔𝑔
𝑖𝑛𝑡 (𝐷iscard) 0.9917 0.9242 
?̃?𝑎𝑔𝑔
𝑖𝑛𝑡 (Soft weight) 0.9934 0.9256 
 
Table 6 Frame-level AUC performances of different 
methods on several datasets. 
 Ped2 Avenue 
Deep-cascade [16] 0.939 N/A 
WTA-AE [25] 0.966 0.821 
U-Net predict [43] 0.954 0.851 
STAN [9] 0.965 0.872 
Multilevel Representations [46] 0.9752 0.7154 
Narrowed cluster [52] 0.944 0.878 
𝑆2-VAE [17] N/A 0.876 
Cross-channel [11] 0.955 N/A 
AnomalyNet [53] 0.949 0.861 
sRNN-AE [54] 0.9221 0.8348 
U-Net predict reconstruct [39] 0.963 0.851 
Block-level-process [50] 0.9911 0.8986 
Our method 0.9934 0.9256 
 
 
Fig. 7.  The impact of the voting mechanism. (a) The 
detected Cred-a frequencies. (b) The detected Cred-n 
frequencies. (c) The calculated soft weights. 
 
 
Fig. 6.  The detected credible frames before and after time 
continuity process. The red regions indicate abnormal 
events. The blue vertical lines indicate the detected credible 
frames. The green vertical lines indicate the inferred 
credible frames. (a) Cred-a frames. Top: Cred-a 
frequencies before time continuity process. Bottom: Cred-a 
frequencies after time continuity process. (b) Cred-n 
frames. Top: Cred-n frequencies before time continuity 
process. Bottom: Cred-n frequencies after time continuity 
process. 
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regarded as a special case of the soft weight strategy. The 
discarding strategy thresholds the soft weights into 3 values:  
𝜔𝑠𝑜𝑓𝑡(𝑡) = {
0, 𝑖𝑓    𝜔𝑠𝑜𝑓𝑡(𝑡) < 1
1, 𝑖𝑓    𝜔𝑠𝑜𝑓𝑡(𝑡) = 1
+∞, 𝑖𝑓    𝜔𝑠𝑜𝑓𝑡(𝑡) > 1
 (26) 
The discarding strategy loses the confidence information of 
the soft weights. Table 5 compares the performances of the 
soft weight strategy and the discarding strategy. As shown 
in table 4, the soft weight method achieves better 
performance. The reason maybe is that the soft weight 
method allows the master detector to take part in the 
anomaly detection in the credible frames, which improves 
the judgement by making it more robust. 
In table 6, the performance of the proposed strategy 
is compared with the state-of-the-art algorithms. Using the 
proposed strategy, a new state-of-the art performance is 
achieved. 
5. Conclusion 
This paper proposes a new and effective aggregation 
strategy for video anomaly detection: extracting credible 
information from auxiliary detectors to assist the master 
detector. In this strategy, the auxiliary detectors just need to 
detect Cred-a and Cred-n frames. It reduces the requirement 
for the recall rate of the auxiliary detector. It is easy to infer 
that the stronger the complementarity between the auxiliary 
detectors, the better the detection performance of the 
aggregated detectors. In the future, finding a detector 
combination with strong complementarity will become a 
new research direction.  
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