Using an elegant transform domain iterative operator approach exhaustive fluid vacation models with strictly negative fluid rate during service has been analyzed, recently. Unfortunately, the potential presence of positive fluid rate during service (when the fluid input rate is larger than the fluid service rate) inhibits the use of all previously applied methodologies and makes the extension of the analysis approaches of discrete vacation and polling models toward fluid vacation and polling models rather difficult.
Introduction
Vacation and polling models with discrete (integer) customers have been studied [1, 2] and applied on a wide range of application fields of stochastic modeling for long time [3, 4] . An interesting property of the vacation models is the stochastic decomposition property [5] , which means that the steady-state number of customers in the system can be decomposed to the sum of two independent random variables, the steadystate number of customers in the corresponding queue and the steady-state number of customers presents in the system at arbitrary epoch in the vacation period.
With the evolution of fluid queueing models [6, 7, 8, 9] and their use in applied modeling [10] the question of the fluid counterpart of vacation and polling models has arisen. A first step toward this direction is by Czerniak and Yechiali [11] whose model is rather limited with respect to the stochastic evolution of the considered process: the load and the fluid service rate of stations are constant and the only stochastic ingredient of the model is the switchover time.
A next step towards general fluid polling models was the analysis of fluid vacation models in which the fluid source is modulated by a background Markov chain, the service discipline is gated and the vacation (switchover) time is generally distributed [12] . A consecutive work evaluates the same model with exhaustive discipline under the assumption that fluid rate is strictly negative during the service period [13] . The analysis of these two fluid vacation models is based on an analysis approach which is inherited from discrete vacation model analysis. This analysis method starts with the transform domain description of the buffer content at service start epoch as a function of the buffer content at vacation start epoch and the same analysis at vacation start as a function of fluid level at service start. The solution of the obtained set of transform function equations give the stationary distributions at these (vacation and service start) embedded time points. The final step of the analysis is the evaluation of the time stationary distribution of the fluid content based on the embedded ones.
The seemingly minor technical detail, strictly negative fluid rate during service, has a crucial role in the applicability of the outlined analysis approach. Our goal in this paper is to relax this small technical restriction. Unfortunately, the potential presence of positive fluid rate during service requires the introduction of a completely different analysis approach. Our approach is based on the analysis of level crossings during a vacation+service cycle. The analysis of level crossings in stochastic fluid models is introduced by the matrix analytic method community [8, 9, 14] . We apply several existing level crossing results from those works, but the analysis of fluid vacation model requires the introduction and analysis of previously not considered level crossing measures. For example, we obtained matrix exponential expressions for the mean number of level crossings during a busy period starting from a positive fluid level. A submitted extended version of [13] discusses the spacial case of fluid vacation models with exhaustive discipline and phase type distributed vacation time. It presents an analysis method based on the Kronecker sum of the background Markov chain generator and the phase type generator, but that methodology is not applicable when the vacation time is not phase type distributed.
Our large term research goal is the analysis of fluid polling models. The current paper is a small step towards this direction, where we still focus on vacation models (single station polling system), but relax an impractical restriction on the fluid rates. The rest of the paper is organized as follows. The next section presents the considered model behavior and modeling assumptions. The model behavior during service period is investigated in Section 3. The Laplace transform description of the stationary distribution of the fluid level and its mean are obtained in Section 4 and 5, respectively. A small numerical example concludes the paper in Section 6.
Model description
We consider a fluid vacation model with Markov modulated load and exhaustive discipline. The model has an infinite fluid buffer.
The input fluid flow of the buffer is determined by a modulating CTMC (Ω(t) for t ≥ 0) with state space S = {1, . . . , N } and generator Q. When this Markov chain is in state j (Ω(t) = j) then fluid flows to the buffer at rate r j for j ∈ {1, . . . , N }. We define the diagonal matrix R = diag r 1 , . . . , r N . During the service period the server removes fluid from the buffer at finite rate d > 0. Consequently, when the overall Markov chain is in state j (Ω(t) = j) then the fluid level of the buffer during the service period changes at rate r j − d, otherwise during the vacation periods it changes at rate r j , because there is no service.
It is an important restriction in the current work that we consider only non-zero fluid rates, that is, r j > 0 and r j − d = 0 for j ∈ {1, . . . , N }. The difficulty of relaxing these restrictions is similar to the generalization of Markov fluid models without zero rates to the ones with possible zero fluid rates, but the notations used for the analysis of the current problem without zero fluid rates are rather complicated and we omit the case with zero fluid rate which requires a more complex set of notations.
We subdivide the set of states to S + and S − according to the sign of r i − d. Without loss of generality we assume that the indexes of the states in S + are lower than the ones in S − . Accordingly, matrices Q and R are partitioned as
When the fluid rate is strictly negative during service, which is the assumption in [13] , then S + = ∅, and all below discussed analytical problems associated with the S + , S − division of the states are avoided. In the vacation model the length of the service period is determined by the applied discipline. In this work we consider the exhaustive discipline. Under exhaustive discipline the fluid is removed during the service period until the buffer becomes empty. Each time the buffer becomes empty the server takes a vacation period. During vacation periods there is no service thus the fluid level of the buffer is increasing by the actual fluid rates. The consecutive vacation times are independent and identically distributed (i.i.d.). The random variable of the vacation time, its probability distribution function (pdf), its Laplace transform (LT), its ith moment and its squared coefficient of variation are denoted by σ, σ(t) = d dt P r(σ < t), σ * (s) = E(e −sσ ), E(σ i ) and c
E 2 (σ) − 1, respectively. We define the cycle time (or simple cycle) as the time between just after the starts of two consecutive service periods. In the sequel we apply the notation σ * (s) = E(e −sσ ) = t e −st σ(t)dt not only for scalar values but for square matrices as well. E.g. for matrix X we have σ * (X) = E(e −Xσ ) = t e −Xt σ(t)dt. We set the following assumptions on the fluid vacation model:
• A.1 The generator matrix Q of the modulating CTMC is finite and irreducible.
• A.2 The fluid rates are positive and finite, i.e. r j > 0 for j ∈ {1, . . . , N }.
• A.3 The fluid is removed from the buffer according to the FCFS discipline.
Let π be the stationary probability vector of the modulating Markov chain. Due to assumption A.1 the equations
uniquely determine π, where 1 is the N × 1 column vector of ones. The stationary fluid flow rate, λ, and and the utilization ρ, are given as
respectively. The necessary and sufficient condition of the stability of the fluid vacation model (since the amount of fluid served during a service period is unlimited) is that the mean fluid arrival rate λ is less than d, which is equivalent with ρ < 1. For the i, j-th element of the matrix X the notation X i,j is used. Similarly, x j denotes the j-th element of vector x. When X * (s), Re(s) ≥ 0 is a matrix LT (the elements of the matrix are LT of random variables),
and X denotes its value at s = 0, i.e., X = X * (0). Similar notations are applied for vector LT and scalar LT.
System behavior during the vacation period
During the vacation period all the fluid rates are positive, thus the fluid arrival process resembles a reward model [15] . In this section we consider the accumulated fluid during time t ≥ 0. More precisely we derive the matrix LT of the fluid flowing into the buffer as a function of time, where the rows and columns of the matrix LT represent the initial and the final states of the modulating Markov chain. Let Y(t) ∈ R + be the accumulated fluid arrived at the buffer until time t, and let A(t, y) be the transition density matrix composed by elements
with initial conditions
where δ(x) denotes the Kronecker delta and I is the identity matrix. Based on these differential equations the LST of A(t, x) with respect to x is matrix exponential,
A(t, x)e −sx dx = e (Q−sR)t .
The behavior of the vacation queue during the service periods
During the service periods the fluid level increases in states S + , and it decreases in states S − . The system behaves like a fluid model. Several solution techniques exist for the analysis of fluid models. In this paper we follow the matrix-analytic approach.
We start the section by recalling the results available for two important quantities related to fluid models:
• the mean number of level crossings before hitting a boundary,
• and the phase transition probabilities related to hitting boundaries.
Then, Section 3.3 provides a new contribution, the mean number of level crossings with non-zero initial level, that is needed later for the queue length analysis of the vacation queue.
Matrix-analytic solution of fluid models
The solution of fluid models where the fluid rates are either +1 or −1, also called as canonical fluid models are especially simply to analyze [16, 9] . Canonical fluid models are fully characterized by the generator of the background processQ and the number of states with positive rates |S + |. In our case the fluid model corresponding to the service periods of the vacation queue given by matrices (Q, R − dI) is transformed to a canonical fluid model asQ
whereR is fully defined by |S + |. Several important quantities of the original fluid model can either be easily derived from the ones of the transformed model or are exactly the same as the ones of the transformed model (like the expected number of crossings of various fluid levels).
There are characteristic matrices that play fundamental roles in the analysis of the fluid models. Their definitions and probabilistic interpretations are enumerated below.
• Matrix Ψ. Entry Ψ i,j , i ∈ S + , j ∈ S − is the probability that the background process is in state j when the fluid level returns to 0 given that it was in state i when the busy period (a non-empty period of the fluid queue) was initiated. If ρ < 1 then the fluid level surely returns to 0 and Ψ1 = 1. Matrix Ψ is the minimal non-negative solution to the non-symmetric algebraic Riccati equation (NARE)
• Matrix K. Entry e Kx i,j is the expected number of crossings of fluid level x in phase j ∈ S + starting from level 0 and phase i ∈ S + , before returning to level 0. If ρ < 1 all eigenvalues of matrix K have negative real parts (thus it is full rank and invertible) and can be expressed from Ψ as
Starting from level 0 the expected number of level crossings at level x for both positive and negative states is given by
• Matrix U is the N − × N − generator of a CTMC called "downward records", which characterizes the background process Ω(t) observed in S − only. If ρ < 1 matrix U is a proper generator such that U1 = 0 and e Ux 1 = 1. It can be expressed from matrix Ψ as
Matrix U has an important role in the transient analysis of fluid models as well. Entry e Ux i,j is the probability that the background process is in state j ∈ S − when level 0 is hit for the first time, starting from phase i ∈ S − and level x > 0. More formally,
where γ (0) is the first time when level 0 is hit, γ (0) = min{t : X (t) = 0}.
Note that both the expected number of level crossings (e Kx ) and the phase transition probability related matrices during the busy period (Ψ and e Ux ), are the same for the canonical fluid model given by (Q,R) and the original one given by (Q, R − dI).
Solution of fluid models with finite buffer
If fluid buffer is finite with size x four different characterizing hitting probabilities can be defined depending on the initial and the final fluid levels, as
where γ (y) is the first time when level y is hit, γ (y) = min{t : X (t) = y, t > 0}. To obtain these matrices, the analysis of the level-reversed process is also necessary. The fundamental matrices corresponding to the level-reverse process are derived by swapping the role of states S + and S − . Hence we have that N − × N + matrixΨ is the solution to NARÊ
and matricesK andÛ are obtained bŷ
If ρ < 1 then the level-reversed process (with infinite buffer) is a transient process, and its fluid level increases to infinity. Consequently, the fluid level does not return to 0 with probability one, that isΨ1 ≤ 1, and by similar reasonsK has a zero eigenvalue,Û is a transient generator, that isÛ1 ≤ 0 and eÛ x 1 ≤ 1. According to [16, 9] , the hitting probabilities defined above are expressed as
Matrices
are associated with a finite buffer fluid queue. Starting from level 0 one of the boundaries is reached with probability one, from which Λ (x) 1 + Ψ (x) 1 = 1 and the same holds starting from level x,
i,j (w, y) be the expected number of level crossing of level y in state j starting from level w and state i before having an empty buffer (X = 0) or a full buffer (X = x).
For i ∈ S − and y > 0 we have N − (x, y) of size |S − | × |S| and satisfy
Level crossings during the busy period if the initial fluid level is x
In this section we investigate the fluid level distribution during a busy period of an infinite fluid queue starting from level x, by evaluating the level crossing events at various fluid levels. For i, j ∈ S let M i,j (x, y) be the expected number of crossings of level y in state j starting from state i and fluid level x before having an empty buffer. That is
where I{•} is the indicator of event •. In the rest of this section we derive closed form expressions for M(x, y). 
0
, where Ψ1 = 1 andΨ (x) 1 ≤ 1 reflects the fact that the busy period can terminate only after crossing level x with a negative rate. The expected number of crossings of level x in various states is given by
The mean number of crossings of level y > x can be computed relative to the mean number of crossings of level x based on the results available for infinite fluid buffers, see (9) . Thus, for y > x we have
Similarly, the mean number of crossings of level 0 < y < x is computed relative to the number of crossings of level x based on the results available for finite fluid buffers, yielding
− (x, y)
where we utilized that from (19) it is possible to express N
and that
Let us now express M(x, y) around fluid level x. From (22) we get
which has a clear stochastic interpretation. Similarly, taking the limit y x in (23) leads to
however, by the stochastic interpretations of M(x, x−) and B(x) we also have that
Equating (27) and (28) leads us to the following lemma.
Lemma 1. The following equality holds:
Proof. Based on the equality of (27) and (28) we get
Post-multiplying both sides by Ψ and subtracting from I gives
from which (29) follows.
Theorem 1. The density of the fluid level during the busy period given that the initial fluid level is x is obtained by
for 0 < y < x, and it is obtained by
Proof. The blocks of matrix B(x) given by (21) satisfy the following relations (
. First we prove (32). Starting from (23) and inserting the blocks of matrix B(x) based on (21) gives
which, by applying Lemma 1 yields (32). Let us now prove (33). In (22), B ++ (x) and B −+ (x) are replaced by B +− (x)Ψ (x) + I and B −− (x)Ψ (x) , respectively, based on (21). Applying algebraic manipulations similar to (34) yields
where we utilized that (I −Ψ (x) Ψ) −1Ψ(x) = (I −ΨΨ) −1 (−eK xΨ e Kx +Ψ), which follows from (29) and (30). Manipulating (34) further leads to
which establishes the theorem.
Notice that the first terms of (32) and (33) are the same, while the second terms are perfectly symmetric.
The stationary distribution of the fluid level in the vacation queue
Let us denote the joint stationary distribution of the fluid level and the background process by vector q(y), with entries defined by q(y) = d dy lim t→∞ P (X (t) < y, Ω(t) = ). Exploiting that the density of the fluid level y and the expected number of crossings of level y in a stationary cycle are proportional and are related by the inverse of the fluid rates [16] , q(y) is given by
where size N vector β is the stationary phase distribution at the beginning of the vacation period, matrix A(t, x) characterizes the amount of arriving fluid during the vacation period of length t, and M i,j (x, y) is the expected number of crossings of level y in phase j in the service period starting from level x and phase i. Finally, the mean cycle time, c, which stands for normalization constant, is given by the next lemma.
Lemma 2. The normalization constant equals the mean cycle time, that is
Proof. The long term mean fluid input and output rates of the vacation queue are identical, that is cλ = (c − E(σ))d, where c − E(σ) is the mean service time. The statement of the lemma follows using (3).
The remaining components for q(y), namely the initial vector (β), the fluid density during vacation (L (v) (y)) and the expected number of crossings during service (L (s) (y)) are provided by the following subsections.
Important relations
Lemma 3. The following relations hold between the fundamental matrices of the fluid queues:
Proof. Post-and pre-multiplying (39) by I −ΨΨ and substituting the definitions of matricesK and U based on (10) and (17) gives
that, after rearranging the terms leads to
Due to the Riccati equations for Ψ (see (7)) and forΨ (see (16) ) both sides are equal toΨQ ++ Ψ. Equation (40) can be proven similarly.
Lemma 4. The following identities hold between the parameters of the vacation queue:
Proof. Making use of the block-partitioned structure of Q (see (1) ) and the relation between Q andQ given by (6) we get
where we exploited thatQ ++ Ψ +Q +− = −ΨQ −− − ΨQ −+ Ψ = −ΨU due to (7). Equation (44) can be proven similarly.
Corollary 1. From Lemma 3 and Lemma 4 we also have
Lemma 5. The following identities hold between the parameters of the vacation queue:
Proof. For i = 1 this lemma is the row-wise counterpart of Lemma 4, and can be proven similarly. For i > 1 the proof is based on induction. Assume it holds for i − 1. For i we have that
that equals to (48). Identity (49) can be proven similarly.
Theorem 2. For the following integral we have
Proof. Let us multiply both sides of (4) by Ψ I e Ux and integrate from 0 to ∞. We get
The integration of the second term by parts leads to
Applying Lemma 4 this expression simplifies to
Corollary 2. From Theorem 2 and Lemma 3 we also have
Theorem 3. The following matrix identity holds for i ≥ 1 
4.2. The phase probability vector at the beginning of the vacation Theorem 4. The initial vector β is given by β = 0 ω , where size N − vector ω is the solution to the linear system ωU = 0, ω1 = 1. 
Applying Theorem 2 simplifies this equation to
which is clearly satisfied by β = 0 ω .
Theorem 5.
The initial probability vector β and the stationary probability vector of the background CTMC π are related by
Proof. From (39) we have that π(R − dI) Ψ I U = 0 and from (40) we have that π(R − dI)
providing the theorem. The term 1/(λ − d) is the normalization constant.
Fluid density level during the vacation period
The LT of L (v) (y), which is the first term of (37), can be expressed as
We recall that σ * (X) with square matrix X is defined by ∞ u=0 σ(u) e −Xu du.
The expected number of level crossings during the service period L (s) (y) is obtained by substituting (32) and (33) into the definition (37). For the LT L
, which consists of three terms. Making use of Corollary 2 and Lemma 3 the first term is expressed by
For the second term we have
The third term is transformed by swapping the sums and applying Corollary 2 and Lemma 3 again, yielding
The stationary distribution of the fluid level
We conclude the results collected in the previous subsections in the following theorem Theorem 6. The vector Laplace transform of the stationary distribution of the fluid level is given by
(s) into the transform version of (37)
and exploiting that ωΨ = β Î Ψ and that ω = β Ψ I we obtain
which can be expressed due to Theorem 3 as
Relation to previous results
Following the methodology of discrete vacation and polling models the fluid vacation models with gated discipline [12] and with exhaustive discipline without positive rate during service [13] have been analyzed based on the Laplace transform description of the fluid level distribution at the beginning and the end of the service period, f * (s) and m * (s), respectively, with elements f
, where t Starting the σ long vacation period with distribution m * (s) the fluid distribution at the end of the vacation period is [12, 13] f
Substituting this expressions into (62), multiplying both sides with (sR − Q) and (s(R − dI) − Q) and using the commutativity of these two matrices we obtain
which is identical with [12, eq. (58) ] and [13, eq. (33) ]. It means that similar to the case of discrete vacation models there are general discipline independent transform domain expressions for fluid vacation models as well and (64) is one of them. The validity of (64) for exhaustive fluid vacation models with positive rate during service was a huge surprise for us. Results like Theorem 1 suggests no hope for such simple relation. Theorem 3 is the key result which relates the complex level crossing expressions with simple Q and R related ones. Substituting (63) and (60) into (64) we can write
In this expression we have a series of directly computable Q and R related expressions, e.g., π and σ * (sR−Q), and the effect of the involved fluid model analysis is concentrated in a single matrix with Ψ andΨ.
Mean fluid level
The derivatives of q * (s) at s → 0 provide the moments of the fluid level,
Theorem 7. The state dependent stationary mean fluid level is given by
Proof. Considering that q * (0) = q (0) = π the derivative of (65) at s = 0 gives
Adding q (1) 1π to both sides, using that 1π − Q 2 is non-singular and π 1π − Q 2 −1 = π we obtain (66).
The only remaining unknown of (66) is the overall mean fluid level, the scalar q (1) 1, unfortunately the analysis of q (1) 1 is not straightforward and the rest of the section is devoted to this problem.
Lemma 6. Let square matrix X have a single zero eigenvalue and let the associated normalized left and right eigenvectors be x l and x T r , respectively, that is
Proof. First we note that s(sI − X)
is a non-singular matrix, since the 0 eigenvalue of X is moved to −1 by subtracting x T r x l and all other eigenvalues are untouched, and by the matrix inversion lemma we have
where A is a non-singular matrix u is a column vector and v is a row vector. Applying the matrix inversion lemma with
where we used
which comes from
The limit lim s→0 q * 2 (s) is obtained by using Lemma 6 as
since the left and right eigenvalues corresponding to the zero eigenvalue of X = Q(R − dI) −1 are x l = π and x T r = (R − dI)1/(λ − d), respectively. The mean queue length is computed by taking the derivative of q * (s) at s → 0. Hence,
which consists of two terms. Let us start with the first term.
The expression can be simplified further by making use of the identity Q(Q − 1π) −2 = (Q − 1π) 
Let us now express and manipulate the second term of (74). Similar to (73), from Lemma 6 we have that d ds q * 2 (s) = (R − dI) 
Numerical example
The main results of the paper, the mean fluid level formulas provided by Theorem 7 and 8 are easy to implement. The computationally most challenging step is the calculation of initial vector β, that involves the solution of a NARE. Most mathematical frameworks do not include a built-in solution for NAREs, but there are some efficient algorithms available in the literature that are able to cope with large matrices (up to several thousand rows and columns) without any numerical problems. In the following example we used the cyclic reduction algorithm published in [18] .
The generator of the background process and the rates associated with the states in the example are 
For the distribution of the vacation period let us consider three cases:
• Exponential distribution with mean E(σ) = 0.8. The squared coefficient of variation is c 2 σ = 1.
• Uniform distribution between 0 and 1.6, thus E(σ) = 0.8, c 2 σ = 1/3.
• Weibull distribution with scale parameter 1/2 and scale parameter 0.4, providing E(σ) = 0.8, c 2 σ = 5. With these parameters the mean arrival rate is λ = 4.73, thus for the service rate d > 4.73 must hold for stability. Figure 1 depicts the mean fluid level in the system as the function of the service rate. As expected, the mean fluid level is decreasing if the service rate is increasing. As a consequence of Theorem 8, the mean fluid level depends only on the first two moments of the distribution of the vacation period. The higher the squared coefficient of variation of the vacation period is, the higher is the mean fluid level. The state dependent mean fluid level is depicted in Figure 2 in the case when the vacation period is uniformly distributed. 
