Sea level observations in the equatorial Indian Ocean show a dominant spectral peak at 90 days and secondary peaks at 30-60 days over an intraseasonal period (20-90 days). A detailed investigation of the origins and dynamics of these variations is carried out using an ocean general circulation model, namely, the Hybrid Coordinate Ocean Model (HYCOM). Two parallel experiments are performed in the tropical Indian Ocean basin for the period 1988-2001: one is forced by NCEP 3-day mean forcing fields together with the Climate Prediction Center (CPC) Merged Analysis of Precipitation (CMAP) pentad precipitation, and the other is forced by monthly mean fields. To help to understand the role played by the wind-driven equatorial wave dynamics, a linear continuously stratified ocean model is also used. Both the observed and modeled 90-day sea level anomaly fields and HYCOM surface current clearly show equatorial Kelvin and first-meridional-mode Rossby wave structures that are forced by the 90-day winds. The wind amplitude at the 90-day period, however, is weaker than that for the 30-60-day period, suggesting that the equatorial Indian Ocean selectively responds to the 90-day winds. This selective response arises mainly from the resonant excitation of the second-baroclinic-mode (n ϭ 2) waves by the 90-day winds. In this case, Rossby waves reflected from the eastern ocean boundary enhance the directly forced response in the ocean interior, strengthening the 90-day peak. In addition, the directly forced response increases monotonically with the increase of forcing period, contributing to the larger variances of currents and sea level at 90 days. Two factors account for this monotonic increase in directly forced response. First, at lower frequency, both Rossby and Kelvin waves associated with the low-order baroclinic modes have longer wavelengths, which are more efficiently excited by the larger-scale winds. Second, responses of the high-order modes directly follow the local winds, and their amplitudes are proportional to both forcing period and wind strength. Although most energy is surface trapped, there is a significant amount that propagates through the pycnocline into the deep ocean. The dominance of the 90-day peak occurs not only at the surface but also in the deeper layers down to 600 m. In the deeper ocean, both the directly forced response and reflected waves associated with the first two baroclinic modes contribute to the 90-day variation. Spectra of the observed sea surface temperature (SST) also show a 90-day peak, likely a result of the selective response of the equatorial Indian Ocean at the 90-day period. Near the surface, the spectral peaks of currents and sea level at the 30-60-day period are directly forced by winds that peak at 30-60 days. In the deeper layers, both directly forced and reflected waves associated with the first two baroclinic modes contribute. Oceanic instabilities can have significant contributions only near the western boundary and near 5°N south of Sri Lanka.
Introduction

a. Observations
Sea level observations in the equatorial Indian Ocean show a primary spectral peak at 90 days and secondary peaks at 30-60 days over the intraseasonal band (20-90-day period; Fig. 1 ). Particularly, the 90-day spectral peak of the sea level anomaly (SLA) exhibits distinct spatial structures, with double maxima occurring at 4°-5°N and 4°-5°S about the equator in the central basin (Figs. 1a, b) and a single maximum near the equator in the eastern basin (Fig. 1c) . These spectral peaks also appear in 8-yr (1992-99) daily sea level station data near the Gan Island (0°41ЈS, 73°09ЈE), which shows a maximum spectral peak near 90 days and a secondary peak near 48 days with both peaks above 95% significance (Fig. 2) . The 90-day sea level oscillation in the equatorial Indian Ocean was also shown by Schouten et al. (2002) .
In the far-eastern Indian Ocean near the Indonesian Seas, a strong 90-day peak of sea level was observed in tide-gauge data during 1988-90 at Benoa (8.7°S, 115.2°E) and during 1991-93 at Christmas Island (10.4°S, 105.7°E; Qiu et al. 1999) . Near the Timor Passage, the observed along channel flow at (11.3°S, 122.9°E) during 1992 showed spectral peaks near 80-90-and 30-60-day periods (Qiu et al. 1999) .
While the 90-day variation has been discovered rather recently, the 30-60-day currents were detected at several locations of the equatorial Indian Ocean by earlier studies. In the western equatorial basin at (47°-62°E), the moored current meter data during April 1979-June 1980 showed a spectral peak of zonal current at 30-60 days at 200 m (Luyten and Roemmich 1982) . Mertz and Mysak (1984) reported a 40-50-day oscillation of the longshore current between 0°and 5°S of the western Indian Ocean, suggesting that winds associated with the Madden-Julian oscillation (MJO; Madden and Julian 1971, 1972) in the western equatorial region were the forcing.
In the central basin near the Gan Island (0°41ЈS, 73°10ЈE), a 2.5-yr, weekly sampled data record during January 1973 -May 1975 was analyzed by McPhaden (1982 . He found zonal wind to be highly coherent with the zonal currents, mixed layer depth, and upperthermocline temperature at period of 30-60 days. Near 80°E, measurements from a current meter mooring deployed along 80°30ЈE between 45ЈS and 5°N during July 1993-September 1994 as part of the World Ocean Circulation Experiment (WOCE) showed a relative energy peak at 40-60 days for the zonal, near-surface equatorial currents (Reppin et al. 1999; Schott and McCreary 2001) .
b. Theoretical background
Using both linear and nonlinear versions of a 4 1 ⁄2-layer ocean model, Han et al. (2001a) examined the dynamics of the intraseasonal zonal currents along the equatorial Indian Ocean. Their solutions revealed that the dominant spectral peak of intraseasonal currents occurs at 90 days and there are secondary peaks at 30-60 days. Given that their model only had four ver- tical degrees of freedom, Han et al. (2001a) focused on discussing surface current features. They attributed the 90-day current to the preferential excitation of Kelvin and Rossby waves by the larger-scale, lower-frequency 90-day winds, and to enhancement by Rossby waves reflected from the eastern ocean boundary. They also concluded that the relative spectral peak at the 30-60-day period results primarily from direct wind forcing, and that the contribution from reflected waves is negligible. Qiu et al. (1999) examined the forcing mechanisms of intraseasonal currents in the far-eastern Indian Ocean near the Indonesian Seas using a 1 1 ⁄2-layer ocean model. They suggested that the observed 80-90-and 30-60-day spectral peaks in current and sea level are remotely forced by winds in the central equatorial Indian Ocean.
In fact, the origin of 30-60-day currents in the equatorial Indian Ocean have been investigated in several earlier modeling studies. Moore and McCreary (1990) used a linear, continuously stratified model to demonstrate that the observed 40-50-day current in the western Indian Ocean was forced by the 40-50-day winds associated with the MJO. Kindle and Thompson (1989) forced their 1 1 ⁄2-layer, reduced-gravity ocean model by monthly mean winds, and yet still obtained a 40-50-day oscillation that originated in the western Indian Ocean; they suggested that it was generated by barotropic instability associated with the East African Coastal Current beginning around April of each year. The 50-day unstable waves also appeared in results from the Woodbury et al. (1989) reduced-gravity model forced by monthly mean winds. Sengupta et al. (2001) forced an ocean general circulation model (OGCM) with daily National Centers for Environmental Prediction (NCEP) wind stress, and obtained 30-50-day fluctuations located in the western equatorial regime and in the central equatorial region around Sri Lanka. They concluded that oceanic instabilities play an important role in causing these fluctuations.
Although the 90-day spectral peak of zonal surface current was discussed by Han et al. (2001a) , the spatial structure, vertical penetration, and generation of the 90-day variation as a whole have not been examined. The possibility that the 90-day oscillation has a coupled nature has not been demonstrated. Although the dynamics of the 30-60-day near-surface currents in the equatorial Indian Ocean have been discussed in previous studies, their subsurface variabilities have not been investigated. The relative importance of intraseasonal winds and oceanic instabilities has never been quantified.
c. Present research
The goal of this study is to provide a detailed understanding of the origins and dynamics of the 90-and 30-60-day variations in the equatorial Indian Ocean. For this purpose, an OGCM-the Hybrid Coordinate Ocean Model (HYCOM)-is used as a primary tool. To help understand the role played by the wind-driven equatorial wave dynamics, a linear, continuously stratified ocean model (LM) is also used.
Atmospheric intraseasonal variabilities generated in the equatorial Indian Ocean can propagate poleward, causing active and break phases of the AsianAustralian monsoon, as well as eastward into the Pacific to affect ENSO. Thus a detailed understanding of how the equatorial Indian Ocean responds to the atmospheric intraseasonal variability, and how the oceanic response feeds back onto the atmosphere, is an important step toward understanding their impacts on monsoon and ENSO. Additionally, since intraseasonal atmospheric forcing can cause a significant seasonal-tointerannual rectification in zonal current and transport in the equatorial Indian Ocean (Waliser et al. 2003; Han et al. 2004) , this study will potentially contribute to our understanding of climate variability and predictability in general.
The ocean models a. HYCOM
Since HYCOM is documented in detail elsewhere (see Bleck 2002) , here only a brief description of aspects relevant to this paper is provided. HYCOM has a hybrid vertical coordinate, which is isopycnal in the open, stratified ocean, but smoothly reverts to a terrainfollowing coordinate in shallow coastal regions, and to z-level coordinates in the mixed layer and/or unstratified seas. It is intended to integrate the advantages of isopycnic, z-level, and terrain-following coordinates, and thus can retain its water-mass characteristics for centuries, have high vertical resolution in the surface mixed layer, maintain sufficient vertical resolution in unstratified or weakly stratified regions of the ocean, and have high vertical resolution in coastal regions. The feasibility of the hybrid coordinate approach for handling both deep and shallow regions throughout the annual heating/cooling cycle has been demonstrated for the North Atlantic by Halliwell (1998 Halliwell ( , 2004 .
1) INDIAN OCEAN CONFIGURATION
In this paper, HYCOM is configured to the tropical Indian Ocean north of 30°S, with a horizontal resolution of 0.5°ϫ 0.5°and a realistic bottom topography. Vertically, 18 sigma layers are chosen with a fine resolution in the upper ocean to better resolve the vertical structures of upper-ocean currents, temperature, mixed layer, and thermocline. Reference pressure sigma-0 is adopted, because our focus is on upper-ocean processes. The nonlocal K-profile parameterization (KPP) is used for the boundary layer mixing scheme (Large et al. 1994 (Large et al. , 1997 . Solar shortwave radiation penetration is included with Jerlov water type IA (Jerlov 1976) .
Along the continental boundaries, no-slip boundary conditions are applied. Near the southern boundary, a sponge layer of 5°(25°-30°S) is applied to relax the model temperature and salinity to the Levitus and Boyer (1994) and Levitus et al. (1994) climatologies. Lateral boundary forcing due to the Indonesian Throughflow is included by relaxing the model temperature and salinity to Levitus data in the Throughflow region. Freshwater due to the Bay of Bengal rivers is neglected, as only a small portion of the river water reaches the equator, and its effect on currents and SST are negligible in the equatorial region (Han et al. 2001b; Howden and Murtugudde 2001) . Bottom topographic data are from the ETOPO5 smoothed over a 10°ϫ 10°b in.
2) FORCING AND SPINUP
The wind stress, wind speed, air temperature, specific humidity, solar shortwave radiation, and outgoing longwave radiation used to force HYCOM are from the NCEP-National Center for Atmospheric Research (NCAR) reanalysis for the period 1988-2001 (Kalnay et al. 1996) . This period of time is chosen because it includes the periods of WOCE current measurement and Ocean Topography Experiment (TOPEX)/ Poseidon altimeter data. At the same time, it is sufficiently long for documenting the 90-day currents with statistic significance. Two versions of these forcing fields are utilized: 3-day mean, which includes intraseasonal variabilities, and monthly mean, which excludes them. Precipitation is from the Climate Prediction Center (CPC) Merged Analysis of Precipitation (CMAP) pentad and monthly mean rainfall data for the same period of time (Xie and Arkin 1996) . The pentad precipitation is interpolated onto the 3-day resolution that corresponds to the 3-day NCEP data.
The model is spun up from a state of rest for 20 yr using the Comprehensive Ocean-Atmosphere Data Set (COADS) monthly mean climatological fields. Based on the results of year 20, HYCOM is integrated forward in time using the 3-day and monthly forcing fields for the period of 1988 . Results for years 1990 are analyzed.
b. The LM
The linear, continuously stratified ocean model is described in detail by McCreary (1980 McCreary ( , 1981 , and it has been applied to several Indian Ocean studies McCreary et al. 1996; Miyama et al. 2003; Han et al. 2004 ). The equations of motion are linearized about a state of rest with a realistic background stratification, and the ocean bottom is assumed flat. With these restrictions, solutions can be represented as expansions in the vertical normal modes of the system, and the total solution is the sum of all the modes. In this paper, the first 25 baroclinic modes are used and solutions are well converged. The characteristic speeds c n for the first few modes estimated from buoyancy frequency N b based on Indian Ocean density observation (see Moore and McCreary 1990) 
c. Experiments
HYCOM is first forced by the 3-day mean fields described in section 2a for the period of 1988-2001 (see Table 1 ). This solution includes effects of intraseasonal atmospheric forcing and is referred to as the OGCM main run (OGCM_MR). To estimate the role played by oceanic instabilities in causing the 30-60-day oscillation, HYCOM is also forced by the monthly fields, which excludes the intraseasonal atmospheric forcing. This solution is referred to as the OGCM background run (OGCM_BR), and it is discussed in section 3d.
To understand the role played by wind driven, equatorial wave dynamics, the LM without the Maldives Islands is forced by the 3-day mean wind stress field. It is referred to as the linear model main run (LM_MR; see Table 1 ). To isolate effects due to direct wind forcing and reflected waves, a damper in the eastern equatorial ocean is applied (see McCreary et al. 1996 and Han et al. 1999 for detailed descriptions of the damper). The damper efficiently absorbs the energy of equatorial Kelvin waves so that almost no Rossby waves are reflected back into the ocean interior from the eastern ocean boundary. Thus, the damped solution is independent of reflected Rossby waves. It is referred to as the "directly forced" response and is denoted as the linear model forced run (LM_FR). (With this definition, the forced response includes effects due to Kelvin waves reflected from the western boundary. Nevertheless, it still is a useful measure of the part of the solution that is directly forced by the wind.) Consequently, the difference between the LM_MR and LM_FR represents effects of Rossby waves reflected from the eastern boundary, referred to as the "reflected wave" response.
To test the effect of the Maldives Islands on equatorial wave propagation, the Maldives are included in an additional run, which is otherwise identical to the LM_MR, and this solution is referred to as LMMD_MR. Additionally, a series of LM experiments forced by idealized winds are performed to demonstrate resonance, and these experiments are described in detail in section 3c(2)i.
Results
In section 3a, the OGCM_MR is compared with observations to verify the model performance. In section 3b, the OGCM and LM intraseasonal variabilities are described, and both the maximum spectral peak at 90 days and secondary peaks at 30-60-day periods are shown. In section 3c, a detailed discussion of the origin and dynamics of the 90-day oscillation is provided. Finally, in section 3d dynamics of the 30-60-day variations are discussed, and the relative importance of intraseasonal winds versus oceanic instabilities is estimated.
a. OGCM_MR and observations
The longest observed current record in the equatorial Indian Ocean during the model integration period is the WOCE current meter data at (0°N, 80.5°E), which lasted for approximately 13.5 months during 1993/94. Time series of WOCE and OGCM_MR intraseasonal zonal currents at 50, 281, and 578 m are shown in Fig. 3 . For both the simulated and observed records, the intraseasonal currents shown in Fig. 3 are obtained by first removing the harmonics with periods longer than 90 days from the original records, and then performing a 15-day boxcar running average, in order to highlight variability on 30-60-day scales. Unless otherwise specified, all intraseasonal variabilities discussed in later sections are obtained in this manner. At both the surface and subsurface levels, the OGCM is able to capture much of the observed intraseasonal variations, with a model-data correlation coefficients of 0.53 at 50 m, 0.63 at 281 m, and 0.43 at 578 m, all of which are above 95% red noise significance. (Note that at 578 m, observed/ modeled currents from mid-October to mid-November are shifted out of phase. When this portion of data is removed, the correlation is 0.64.) At seasonal time scales, the modeled and observed currents agree very well (Han et al. 2004) .
To provide a quantitative comparison between the observed and modeled intraseasonal sea level, Fig. 4 shows the time series of intraseasonal SLA during 1995-98 in the central and eastern equatorial basin (Figs. 4a, b, respectively) , where TOPEX sea level shows maximum 90-day spectral peaks with distinct spatial structures ( Fig. 1; section 1a) . Note that the 3-day mean OGCM SLA is interpolated to the TOPEX resolution of 10 days before the comparison. The observed intraseasonal sea level variations (solid lines) are reasonably simulated by OGCM_MR (dotted lines), although the modeled SLAs are underestimated in the central basin (Fig. 4a) . The correlation coefficients between the observed and simulated curves are 0.54 in the central and 0.69 in the eastern basin. Both exceed 95% red noise significance level. Noticeable 90-day variations can be identified in the figure. Further comparisons between the modeled and observed sea level spatial structure are shown in Fig. 8 of section 3c(1).
The reasonable agreement between the simulated and observed surface and subsurface variabilities suggests that the OGCM has captured the major physics that determine the intraseasonal variabilities. There are, however, some notable differences. For example, the model-data currents at 578-m depth are opposite in phase during mid-October to mid-November of 1993 (Fig. 3c ). These discrepancies may be due in part to uncertainties in the forcing fields (Han et al. 2004 ). 
b. Intraseasonal variability
The time evolution of the intraseasonal component of the mixed layer zonal current u m along the Indian Ocean equator from the OGCM_MR solution during 1993-97 is displayed in Fig. 5a . To better represent the surface current, here the depth of the mixed layer is defined to be the first depth at which the density increase relative to the surface density corresponds to a 0.2°C drop in temperature. For comparison, the intraseasonal zonal current averaged over the upper 20 m from solution LM_MR is shown in Fig. 5b . Zonal surface currents in the equatorial Indian Ocean exhibit strong intraseasonal fluctuations, with an amplitude of as much as 65 cm s Ϫ1 (Fig. 5a ). These intraseasonal currents are well reproduced by the LM (Fig. 5b) , suggesting that the wind-driven, equatorial wave dynamics play a crucial role in determining the observed intraseasonal oscillations in the equatorial Indian Ocean.
Given the importance of winds in causing the intraseasonal currents, Fig. 6a shows variance spectra of NCEP 3-day mean zonal wind stress,
x , based on a 12-yr record during 1990-2001. The corresponding variance spectra for zonal surface current, u m , from solution OGCM_MR is shown in Fig. 6b . Consistent with the Han et al. (2001a) intermediate ocean model study, spectral maxima for x occur at 30-60-day periods, whereas the maximum peak of u m occurs at 90 days, dominating the u m peaks at 30-60-day periods. The shift of dominant peak frequency between the forcing and response fields suggests that the equatorial Indian Ocean selectively responds to forcing by the 90-day winds.
The dominance of the 90-day peak over the 30-60-day ones appears not only at the oceanic surface, but also extends to greater depths (Figs. 6c, d ). Variances for both the 90-and 30-60-day spectral peaks, however, decrease quickly with the increase of depth (note the scale change in each plot), suggesting that most energy is surface trapped, while a small portion propagates down to the deep ocean. Interestingly, the 90-day peak appears to move progressively westward with increasing depth: It occurs near 80°E at the surface (Fig. 6b) , shifts to 63°E at 300 m, and to 53°-62°E at 600 m (Figs.  6c, d ).
c. The near 90-day variation
Given the dominance of the 90-day spectral peak at the intraseasonal period, in this section a detailed investigation of its origins and dynamics in the surface and subsurface layers will be provided.
1) KELVIN AND ROSSBY WAVE STRUCTURE AT THE SURFACE
The strong 90-day peak of zonal currents from the OGCM_MR corresponds to the large 90-day peak in the TOPEX/Poseidon sea level observations (Fig. 1) . This correspondence is further demonstrated in Fig. 7 , which shows an equatorially trapped structure for intraseasonal zonal flow. Variance of the 90-day zonal surface currents reaches a maximum at the equator all across the basin, and decreases poleward in the eastern basin (Fig. 7c) , which is a typical feature of equatorial Kelvin waves. In the central basin, there are weaker peaks on each side of the equator at the 90-day period (Figs. 7a, b) , which is a typical structure of first meridional mode (l ϭ 1) Rossby waves. These results, combined with the sea level patterns from the TOPEX/ Poseidon satellite data (Fig. 1) , suggest that these 90-day equatorial Kevin and Rossby waves are largely forced by the 90-day winds.
To further demonstrate this point, the 90-day SLA and surface current from solution OGCM_MR, the 90-day SLA from TOPEX/Poseidon satellite altimeter data, and the 90-day NCEP surface wind stress are extracted by harmonic analysis. The "90-day" variation is represented by the sum of harmonics with periods between 75 and 100 days. Figure 8 shows the simulated current and SLA (left), and the observed SLA and NCEP wind stress (right) during a 90-day oscillation that occurs at the beginning of 1997. During the easterly phase of the 90-day wind (arrows in Fig. 8d ), sea level drops in the east with a maximum amplitude occurring near the equator and decreasing poleward (fill and line contours in Figs. 8a,d ), which is a typical structure of equatorial Kelvin waves. At the same time, in the central basin two SLA maxima occur on either side of the equator, which is a typical structure for l ϭ 1 Rossby waves. These SLA patterns appear in both the TOPEX data and the OGCM solution, indicating that the spatial (Figs. 8b,e) . Ninety days later, currents and SLAs reverse again (Figs. 8c,f) , completing a 90-day cycle. Figure 9 shows longitude-time plots of observed SLA at 5°S (left) and 5°N (right). The SLA maxima near both 5°S and 5°N propagate westward as Rossby waves, with a speed of c r ϭ 55 cm s Ϫ1 estimated by the dotted line that connects "A" and "B" in Fig. 9b . For the l ϭ 1 Rossby wave, its speed c r ϭ c/3, the estimated baroclinic mode speed c ϭ 165 cm s Ϫ1 , which is very close to the second baroclinic mode speed of the Indian Ocean (167 cm s Ϫ1 ; section 2b).
2) DOMINANCE OF THE 90-DAY VARIATION
The dominance of the 90-day spectral peak over the 30-60-day one appears in solution LM_MR at both the surface and subsurface levels (left panels of Fig. 10) , which confirms the importance of wind-driven equatorial wave dynamics in causing the 90-day oscillation. Note that the 90-day variance maxima shift westward with depth, as they do in the OGCM solution (Fig. 6 ).
There are, however, quantitative differences between the OGCM and LM solutions. They are largely due to the presence of the background mean flow in the OGCM, which may alter the propagating speeds of Kelvin and Rossby waves, affect their vertical structure, and absorb their energy at critical layers (McPhaden et al. 1987) . These effects act the least on the low-order baroclinic waves, because higher-order mode Kelvin and Rossby waves can rarely reach the deep ocean due to friction and critical layer absorption. Hence, it is the low-order baroclinic mode waves that carry energy into the deep ocean in both the OGCM and linear solutions (Rothstein et al. 1985; McPhaden et al. 1986 ). Despite their differences, the OGCM and linear solution bear a remarkable resemblance to each other at intraseasonal time scale, and this similarity builds the foundation for 
(i) Directly forced response and reflected waves
Interestingly, the 90-day spectral peaks are considerably weakened in both the surface and subsurface layers in solution LM_FR, the solution after the Rossby waves reflected from the eastern ocean boundary are removed from the total solution LM_MR (right panels of Fig. 10) . The large contrast between solution LM_MR and solution LM_FR reveals that Rossby waves reflected from the eastern ocean boundary tend to intensify the directly forced response in the ocean interior.
To further understand this selective response, a series of 26 LM experiments are performed in which the LM is forced by a series of idealized winds with periods T ϭ 30, 33, 36, . . . , 105 days. For each experiment, the LM is forced by a zonal wind stress with an amplitude of 0.25 dyn cm Ϫ2 and with a spatial structure centered at 80°E on the equator, decreasing to zero as a cosine function at 50°E, 100°E, 5°N, and 5°S, similar to the equatorial portion of the 90-day winds. The only difference among the experiments is the difference in forcing frequency. Figure 11a shows surface current maxima at each forcing period T from the 26 experiments for the sum of the first 25 baroclinic modes (solid curve). Similar experiments are performed for the directly forced response (dotted curve), in which the damper is applied in the LM. The difference between the two curves measures the reflected wave contribution. The response (solid curve) reaches a maximum amplitude near the 90-day period, indicating that the equatorial Indian Ocean selectively responds to the 90-day wind. This selective response results largely from the reflected waves, because the directly forced response does not produce a distinct 90-day peak (dotted curve). The directly forced response, however, does increase with the forcing period, and so contributes to larger current amplitudes at the lower frequency side of the intraseasonal band.
The selective response of reflected waves at the 90-day period results almost entirely from the first two baroclinic modes (Fig. 11b) . Mode 2 explains a large portion but mode 1 also contributes (Fig. 11c) . Interestingly, the directly forced response of the first two baroclinic modes (dotted curve of Fig. 11b ) increases with the increase of period from 30 to 85 days and thereafter remains almost constant. For the higher order modes, the solid and dotted curves almost coincide (Fig. 11d) , indicating that there is no significant enhancement from the reflected waves.
(ii) Resonance
When the forcing is periodic, reflected waves can act to enhance the directly forced response. When the forcing period T satisfies
resonance occurs (Cane and Sarachik 1981; Cane and Moore 1981) . In this case, reflected waves intensify the resonance mode speed when m ϭ 1, but it is still close enough to show some contribution.
As demonstrated by Cane and Moore (1981) , the sum of a Kelvin wave and its eastern boundary reflection obtains the maxima at
where x e is the location of the eastern boundary, is the wave frequency, and m ϭ 0, 1, 2, . . . is a positive integer. For T ϭ 90 days and x e ϭ 97°E, the sum of Kelvin and reflected Rossby waves attains a maximum near 82°E for m ϭ 0, a location that is very close to the maximum of the directly forced response (Fig. 10) . For the first baroclinic mode, the maximum amplitude occurs at 73°E, which also intersects the peak of the directly forced currents. The resonant response of the second baroclinic mode, and to a lesser degree, the first mode, explains the large amplitude response in the ocean interior.
(iii) Preferential excitation of low-order mode Kelvin and Rossby waves
For the first and second baroclinic modes, Rossby waves exist for periods longer than 32 and 40 days, respectively (Fig. 12) . Their response is nearly inviscid because effects of friction are inversely proportional to c 2 n (McCreary 1980) . Assume the ocean is forced by a zonal wind stress x , the amplitudes of Kelvin or Rossby waves are proportional to the zonal integral of the product of the wind and wave structure, ͐ x e Ϫikx dx, where k is the wavenumber of Kelvin or Rossby waves. The amplitude thus depends on the parameter kL, where in this case L represents the zonal scale of the wind. If kL Ն 1, then e Ϫikx oscillates within the region of the wind, producing an oscillating integral; when kL Ӷ 1, e Ϫikx 1 and the amplitude achieves the maximum possible value. At lower frequencies, both Kelvin and Rossby waves have longer wavelengths and thus lower wavenumbers (Fig. 12) . They are therefore more efficiently excited by the large-scale winds than higherfrequency waves, which have shorter wavelengths and higher wavenumbers (Fig. 11b) . In another words, there is a coupling between the wind and wave structures, in that the lower-frequency Kelvin and Rossby waves couple better with the large-scale winds, and thus they are more efficiently excited by such winds.
(iv) Response of intermediate and high-order modes
For baroclinic modes with n Ն 3, the total solution results almost entirely from the directly forced response, and current amplitudes increase with the increase of period (Fig. 11d) . The slight difference between the total solution and the directly forced response occurs primarily at lower frequencies, and this difference is caused by the intermediate modes (3 Յ n Յ 8; Fig. 11e ). For the high-order modes (9 Յ n Յ 25), the two curves are identical (Fig. 11f) .
High-order mode Rossby waves are not available for T Յ 90 days (Fig. 12) . Thus, the high-order response results entirely from the directly forced Kelvin wave, which explains why the total and directly forced curves are identical in Fig. 11f . In addition, because friction acts strongly on these modes due to their slower speed c n , the high-order response is "local" to the forcing winds, that is, the zonal pressure gradient is dominated by friction in the zonal momentum equation (McCreary 1980) . For a periodic zonal wind stress forcing F n e Ϫit where ϭ 2/T, zonal momentum equation for a highorder mode n at the equator can be approximated by
where A ϭ 0.000 13 cm 2 s Ϫ3 for the LM as in Moore and McCreary (1990) .
The solution to Eq. (3) is u n ϭ F n e Ϫit (Ϫi ϩ A/c 2 n )
Ϫ1
, and thus amplitude | u n | satisfies n Ӷ 2 , | u n | will increase with T. Consequently, responses of the high-order modes are local to the winds, since u n ϭ 0 outside the wind forcing region where F n ϭ 0. Within the windforcing region, amplitudes of currents are proportional to F n T. For a given period T, amplitude of u n is proportional to wind strength F n . Stronger winds drive stronger currents. For a given wind strength F n , response of current is proportional to the forcing period T. A longer period of forcing causes a stronger current. Solution (4) explains why the current amplitudes of the high-order modes increase monotonically with the increase of period in Fig. 11f .
For the intermediate modes, Rossby waves do not exist for periods shorter than 55 days (Fig. 12) . Consequently, the intermediate mode response is directly forced at T Ͻ 55 days, and this explains the coincidence of the total and directly forced curves at shorter periods (Fig. 11e) . At lower frequencies, Rossby waves become available. For example, at 90-day period, Rossby waves are available for all the intermediate modes. riod for these modes results primarily from the preferential excitation of Kelvin and available Rossby waves at lower frequencies, analogous to the directly forced response of low-order modes.
3) VERTICAL PENETRATION
As shown in Fig. 6 , most energy associated with the 90-day variation is trapped in the near surface layers above the thermocline. This surface trapping results from several processes: friction, pycnocline reflection, and critical layer absorption of Kelvin waves (Philander 1978; Philander and Pacanowski 1980, 1981; Gent and Luyten 1985; Rothstein et al. 1985; McPhaden et al. 1986 McPhaden et al. , 1987 . Rothstein et al. (1985) demonstrated that friction is the most important factor for surface trapping. Mixing acts strongly on the higher order modes, such that only low-order modes penetrate through the pycnocline into the deep ocean (Rothstein et al. 1985) . As we shall see, in both the OGCM and LM solutions there is a fair amount of energy that penetrates through the pycnocline to the deep ocean (Figs. 6 and 10) , and it is associated mainly with the first two baroclinic modes [cf. Fig. 10 (left panels) and Fig. 13] , consistent with the conclusion of Rothstein et al. (1985) .
In both the OGCM and LM solutions, the 90-day current maxima shift westward with depth (Figs. 6 and  10 ). This migration is also present in the directly forced response, although current amplitudes are significantly weakened without the reflected waves (right panels of FIG. 11 . Amplitudes of zonal surface currents (cm s
Ϫ1
) from a series of experiments forced by a series of idealized zonal wind stress (see text for detail). The winds have the same amplitudes and spatial structure for each experiment and differ only in frequency, which varies from 30 to 105 days for every 3-day interval. (a) Sum of the first 25 baroclinic modes for the total solution (solid curve) and for the directly forced response (dotted curve). (b)-(f) Same as (a) but for (b) sum of the first two baroclinic modes, (c) mode 2 (thick curves) and mode 1 (thin curves), (d) sum of modes 3-25, (e) sum of modes 3-8, and (f) sum of modes 9-25. Fig. 10 ). To understand this shift, Fig. 14 plots vertical sections of 90-day zonal currents from the idealized solution. As can be seen in Fig. 14a , the maximum amplitude shifts westward from 82°E at the surface to near 63°E at 600 m, similar to the 90-day spectral peaks in solutions OGCM_MR and LM_MR. This vertical structure is contributed from both the directly forced and reflected wave responses (Figs. 14c,e) , and currents below 300 m are primarily associated with the first two baroclinic modes (cf. Figs. 14a,b) .
This solution further confirms that only the loworder modes can penetrate through the pycnocline. For the directly forced response of the first two baroclinic modes (Fig. 14d) , energy propagates down to the deep ocean along the WKB ray path (dashed curve in Fig. 14d ) as a wide beam, which explains the westward shifting of the maximum 90-day variance in the directly forced solution (Figs. 10d-f) . Energy associated with Rossby waves penetrates downward and westward into the deep ocean at an angle with the surface, where
and l is the meridional mode number of the Rossby waves. The ray path in Fig. 14d is calculated from the observed N b used in the LM (see section 2b) with the choices of T ϭ 90 days ( ϭ 2/T ) and l ϭ 1. Reflected Rossby waves associated with the first two modes are almost equally important as the directly forced response in causing the westward shift of current maxima (Fig. 14f) , because of constructive interference of the first and second baroclinic mode reflected waves near the surface and subsurface current maxima of the FIG. 12 . Dispersion curves of Kelvin and l ϭ 1 Rossby waves for the first 10 baroclinic modes (n ϭ 1, 2, . . ., 10).
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H A N total solution (Figs. 14g,h,a) . As discussed in section 3c (2)ii, the maximum current of the second baroclinic mode is near 82°E, where Rossby waves reflected from the eastern boundary enhance the directly forced Kelvin wave (Figs. 14d,h ). Because the l ϭ 1 Rossby wave associated with the second baroclinic mode at T ϭ 90 days has a wavelength of 37° (Fig. 12) , the reflected wave of the n ϭ 2 mode reaches a minimum (negative) surface current near 63.5°E (Fig. 14h) . Because the second baroclinic mode has a zero crossing near 170 m, current at the subsurface is positive (eastward) near 60°E, which enhances the directly forced Rossby waves ray at depth. Reflected waves associated with the first baroclinic mode interfere constructively with those of the second baroclinic mode near both the surface current maximum (near 82°E) and the subsurface current maximum (near 60°E; Fig. 14g ).
4) EFFECTS OF THE MALDIVES ISLANDS
Because the Maldives Islands are located near the equator, they can affect the transmission of the equatorial waves and thus influence the resonance. Effects of the Maldives Islands on the seasonal cycle of equatorial surface currents have been examined in detail by Han et al. (1999) . They suggested that the islands have little effect on the transmission of Kelvin waves, consistent with the conclusions of Yoon (1981) and Cane and du Penhoat (1982) . In contrast, Rossby waves are affected much more, with some energy being reflected and some transmitted. To estimate this effect on the 90-day oscillation, the Maldives Islands are added in the linear model (section 2b). This solution is referred to as LMMD_MR. It is the same as LM_MR except for adding the Maldives. Figure 15 shows the variance spectra of zonal currents along the Indian Ocean equator at 0, 300, and 600 m from solution LMMD_MR. East of the Islands the variances at both the surface and subsurface appear to be strengthened, whereas west of the Islands the variance especially the variance maxima at 300-and 600-m depths are weakened in comparison to solution LM_MR. These results may indicate that the Maldives weaken the westward transmission of Rossby waves and thus confine more energy in the eastern half of the basin, which is consistent with Han et al. (1999) . Although somewhat weakened especially at the subsurface, the 90-day spectral peak still exists at all levels with the variance maxima shifting westward with depth, as in solution LM_MR. Therefore, the Maldives act to weaken the resonance somewhat but they do not alter the solution character.
5) POTENTIAL AIR-SEA INTERACTION
Consistent with the 90-day currents and sea level, observed Reynolds (Reynolds and Smith 1994) weekly sea surface temperature (SST) between 1982 and 2002 also shows a dominant 90-day peak over the intraseasonal period across the equatorial Indian Ocean (Fig.  16) . The above discussion demonstrates that the equatorial Indian Ocean selectively responds to the 90-day wind forcing. This selective response may be the cause of the 90-day SST peak. Variation of the east-west SST gradient at the 90-day period, which is indicated by the zonal gradient of SST variance, may in turn act to enhance the 90-day winds, which may explain the westward extension of the 90-day zonal winds in the western basin (Fig. 6a) . The enhanced zonal winds may feedback to the ocean, which further amplifies the 90-day response. A detailed understanding of the processes that determine the 90-day SST and its feedback to the atmosphere are out of the scope of this paper, but is an essential part of the ongoing research.
d. The 30-60-day variation
The 30-60-day currents have been observed at various locations of the equatorial Indian Ocean (section 1a), and are present in Figs. 6b-d as secondary spectral peaks. Although secondary in variance, the 30-60-day oscillation is much more frequently observed than the 90-day currents by direct current measurements. One reason for their frequent detection may be their relatively short period, which is more easily captured by the short data records. Unlike the 90-day current, which has a single peak, the 30-60-day current is composed of several relative peaks, and any peak that falls into 30-60-day period is referred to as the 30-60-day current. This feature also helps to increase the opportunity for their detection. 
1) WIND-DRIVEN 30-60-DAY VARIATION
As for the 90-day variation, the 30-60-day currents are equatorially trapped (Fig. 7) , and their energy can penetrate down to a few hundred meters in depth (Figs. 6 and 10). The 30-60-day spectral peaks occur in both the OGCM_MR and LM_MR, suggesting the deterministic role played by the intraseasonal winds in generating these currents. Near the surface, variance of the 30-60-day current remains essentially the same with and without the reflected waves (top panels of Fig. 10 ), indicating that currents at 30-60-day periods result primarily from the local response of high-order modes whose Rossby waves are evanescent, and from the directly forced Rossby and Kelvin waves which are available only for the low-order modes (Fig. 12) . Amplitudes of currents associated with the low-order mode reflected waves are negligible compared to the directly forced response near the surface (top panel of Fig. 10 ). The spectral peaks of surface currents at 30-60-day periods, therefore, are directly forced by the strong peaks of winds at 30-60 days (Figs. 6 and 10 ).
In the deeper layers, the 30-60-day currents result primarily from the response of the first two baroclinic modes (Figs. 10 and 13), and reflected Rossby waves associated with the first two modes have a significant contribution relative to their directly forced part in the eastern basin (middle and lower panels of Fig. 10) . In fact, current variance near 80°-90°E in the total solution results mostly from reflected Rossby waves, because energy rays associated with directly forced Kelvin waves penetrate down into the deep ocean with tan ϭ /N b , which is only 1 ⁄3 of that for the l ϭ 1 Rossby wave. As a result, directly forced Kelvin waves have significant energy only near the surface in the eastern basin.
2) OCEANIC INSTABILITIES
Previous studies have pointed out the importance of oceanic instabilities in accounting for the near 50-day oscillation of zonal currents near the western boundary and in the central basin south of Sri Lanka (Kindle and Thompson 1989; Woodbury et al. 1989; Sengupta et al. 2001) . Consistent with these studies, the OGCM solution forced by monthly mean fields (OGCM_BR ;  Table 1 ) shows significant variance at 30-55-day periods near the western boundary and in the central basin south of Sri Lanka near 5°N (left panels of Fig. 17 ). These variances disappear in an LM solution forced by the monthly mean winds (not shown). These results suggest that oceanic instabilities do play a significant role in generating 30-60-day variations in the western basin and south of Sri Lanka. Forcing by intraseasonal winds, however, play a more important role overall (right panels of Fig. 17 ). Forcing by intraseasonal winds determines most of the amplitude of intraseasonal currents across the equatorial Indian Ocean, even in the regions where instabilities are strong.
Summary and discussion
In this paper, an ocean general circulation model, HYCOM, and a linear continuously stratified ocean model are used to understand the origins and dynamics of the observed spectral peak at 90-and secondary peaks at 30-60-day periods in the equatorial Indian Ocean (Figs. 1 and 2) . The model basin resembles the realistic tropical Indian Ocean north of 30°S, and realistic solutions are found for the period of 1988-2001 when forced by 3-day mean NCEP-NCAR reanalysis fields combine with CMAP pentad precipitation. The observed intraseasonal currents and sea level in the equatorial Indian Ocean are reasonably simulated by HYCOM (Figs. 3 and 4) .
The filtered 90-day SLAs from the OGCM solution and from the TOPEX data clearly show the structures of equatorial Kelvin and l ϭ 1 Rossby waves (Fig. 8) , which explains the spatial structure of the observed 90-day SLAs that shows a single maximum near the equator in the eastern basin (structure of equatorial Kelvin waves) and double maxima near 4°to 5°off the equator in the central basin (structure of l ϭ 1 Rossby waves). These SLAs, together with HYCOM surface currents, reverse signs when the 90-day winds reverse (Fig. 8) , suggesting that the observed 90-day oscillation results from the equatorial Kelvin and Rossby waves forced by the 90-day winds.
While the oceanic response peaks at 90 days, and the 90-day spectral peak dominates smaller peaks at 30-60-day periods (Figs. 1, 6 , and 7), the maximum variance of winds occurs at the 30-60-day periods (Fig. 6a) . This shift of peak frequency between the forcing and response indicates that the equatorial Indian Ocean selectively responds to the 90-day winds. The dominance of the 90-day peak appears not only at the surface but also in the deeper layers (Figs. 6b-d) , and the 90-day variance maxima appear to move progressively westward with the increase of depth.
A hierarchy of linear model experiments with both realistic and idealized wind forcing demonstrates that the selective response of the equatorial Indian Ocean to the 90-day winds results primarily from the resonance excitation of the second baroclinic mode at the 90-day period [section 3c(2)ii]. When resonance occurs, Rossby waves reflected from the eastern ocean boundary have a large response at the 90-day period, and they act to enhance the directly forced response in the ocean interior (Figs. 10 and 11a-c) . Additionally, the preferential excitation of low order and intermediate mode Kelvin and Rossby waves at lower frequencies, and the increased amplitude of high-order mode response at longer periods both contribute to the larger variance near 90 days than that near 30-60 days. The equatorial Kelvin and Rossby waves associated with the low-order and intermediate baroclinic modes are more efficiently excited near the 90-day period than at 30-60 days (dotted curves in Fig. 11b ). This is because at lower frequency, both Kelvin and Rossby waves have longer wavelengths, which are more efficiently excited by the large-scale winds [section 3c (2)iii]. For the high-order baroclinic modes, Rossby waves are not available for T Յ 90 days [section 3c(2)iv; Fig. 12 ]. Therefore, responses of these modes result entirely from the directly forced Kelvin waves because no Rossby waves are available for the eastern boundary reflection (Fig. 11f) . For these modes, friction acts strongly on them and pressure gradient force cannot be set up. Consequently, their responses are local to the winds. Current amplitudes are proportional to both wind strength and forcing period T. At longer period, currents associated with the high-order modes have larger amplitudes.
Consistent with previous studies, most energy is surface trapped. There is, however, a significant amount of energy associated with the low-order baroclinic modes (primarily modes 1 and 2) that penetrates through the pycnocline to the deeper ocean [section 3c(3); Fig. 13 ]. The westward shifting of the 90-day variance maxima with the increase of depth results from both directly forced response and reflected waves. For the directly forced response, Rossby waves excited by the wind maximum near 80°E produces a maximum surface current near the location of the wind maximum (Figs. 6a and 10d). Energy rays associated with the first two baroclinic mode Rossby waves propagate down via the corresponding WKB ray path (Fig. 14) , which explains the westward shifting of the 90-day maxima in the directly forced solution (right panels of Fig. 10 ). Reflected waves, however, contribute equally to the westward migration of 90-day maxima because of constructive interference between the first and second baroclinic modes near the surface and subsurface current maxima (Figs. 14g,h) .
Interestingly, results from this research indicate airsea interaction at the 90-day period in the equatorial Indian Ocean. The 90-day spectral peak also occurs in observed SST across the equatorial Indian Ocean basin (Fig. 16 ). This SST peak may be a result of the selective response of the equatorial Indian Ocean to the 90-day winds. The zonal SST gradients at the equator may further feedback to the atmosphere to enhance the 90-day winds, which may explain the westward extension of 90-day wind variance in the western basin (Fig. 6a) . The intensified 90-day winds may further feedback to the ocean to amplify the 90-day oceanic response [section 3c(5)]. Detailed studies on how the 90-day SST signal is generated and how the SST feedbacks to the atmosphere to affect the 90-day winds are an important part for our ongoing and future research, and are crucial to our understanding of the Indian Ocean intraseasonal variabilities and their impacts on the monsoon and ENSO.
As for the 90-day oscillation, the observed 30-60-day spectral peaks of currents and sea level in the equatorial Indian Ocean are primarily wind driven (section 3d). The secondary peaks of currents and SLAs at this period band correspond to the maximum peaks of intraseasonal winds at 30-60-day periods (Fig. 6a) . At these frequencies, Rossby waves are only available for the first three baroclinic modes (Fig. 12) . Consequently, the observed 30-60-day surface currents result primarily from the directly forced, local response of the high-order modes and equatorial wave response of the loworder modes (Fig. 11) . Reflected Rossby waves have visible contributions in the deeper layers, where the directly forced response of the first two baroclinic modes dominates the solution. Oceanic instabilities can have significant effects on the 30-60-day variance near the western boundary and south of Sri Lanka near 5°N, consistent with the previous studies (Fig. 17) .
