Spatial and stochastic epidemics : theory, simulation and control by Brand, Samuel
  
 
University of Warwick institutional repository: http://go.warwick.ac.uk/wrap  
 
A Thesis Submitted for the Degree of PhD at the University of Warwick 
 
http://go.warwick.ac.uk/wrap/56738 
 
 
This thesis is made available online and is protected by original copyright.  
Please scroll down to view the document itself.  
Please refer to the repository record for this item for information to help you to 
cite it. Our policy information is available from the repository home page.  
 
 
 
 
www.warwick.ac.uk
AUTHOR: Samuel Paul Clark Brand DEGREE: Ph.D.
TITLE: Spatial and Stochastic Epidemics: Theory, Simulation and Control
DATE OF DEPOSIT: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
I agree that this thesis shall be available in accordance with the regulations
governing the University of Warwick theses.
I agree that the summary of this thesis may be submitted for publication.
I agree that the thesis may be photocopied (single copies for study purposes
only).
Theses with no restriction on photocopying will also be made available to the British
Library for microfilming. The British Library may supply copies to individuals or libraries.
subject to a statement from them that the copy is supplied for non-publishing purposes. All
copies supplied by the British Library will carry the following statement:
“Attention is drawn to the fact that the copyright of this thesis rests with
its author. This copy of the thesis has been supplied on the condition that
anyone who consults it is understood to recognise that its copyright rests with
its author and that no quotation from the thesis and no information derived
from it may be published without the author’s written consent.”
AUTHOR’S SIGNATURE: . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
USER’S DECLARATION
1. I undertake not to quote or make use of any information from this thesis
without making acknowledgement to the author.
2. I further undertake to allow no-one else to use this thesis while it is in my
care.
DATE SIGNATURE ADDRESS
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
M
A
E
G
NS
I
T A T
MOLEM
UNIVERSITAS  WARWIC
EN
SIS
Spatial and Stochastic Epidemics: Theory,
Simulation and Control
by
Samuel Paul Clark Brand
Thesis
Submitted to the University of Warwick
for the degree of
Doctor of Philosophy
Centre for Complexity Science
September 2012
Contents
List of Tables iv
List of Figures v
Acknowledgments vii
Declarations viii
Abstract ix
Chapter 1 Introduction to Modelling Infectious Diseases 1
1.1 Motivation and Aims . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Outline of this Thesis . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3 Historical context and the SIR model of Disease . . . . . . . . . . . . 5
1.3.1 Transmission and the Deterministic SIR Model . . . . . . . . 7
1.3.2 Discrete and Stochastic Epidemic Models . . . . . . . . . . . 9
1.3.3 Spatial Epidemic Transmission and the Metapopulation Model 13
Chapter 2 A Spatial and Stochastic Epidemic Metapopulation Model 15
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.2 Stochastic Calculus with Jumps . . . . . . . . . . . . . . . . . . . . 17
2.3 The Spatial and Stochastic Epidemic Model . . . . . . . . . . . . . . 22
2.3.1 Epidemic Dynamics . . . . . . . . . . . . . . . . . . . . . . . 23
2.3.2 An Equivalent Stochastic Model . . . . . . . . . . . . . . . . 25
2.3.3 From the Poisson construction to the Stochastic Integral . . . 28
2.3.4 Covariance Closure and Covariance between Disease States . 31
2.3.5 Truncation Error for Pair Covariances . . . . . . . . . . . . . 33
2.3.6 The Dynamical Hierarchy of Local Disease States . . . . . . . 35
2.3.7 The Approximating ODEs for the Spatial Epidemic . . . . . 41
2.4 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
i
2.4.1 Mean field Dynamics . . . . . . . . . . . . . . . . . . . . . . . 45
2.4.2 Stochastic Spread from an Initial Source . . . . . . . . . . . . 46
2.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
Chapter 3 Moment Closure and Random Habitat Locations 53
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
3.2 Derivation of the Moment Dynamics . . . . . . . . . . . . . . . . . . 55
3.2.1 The Spatial Distribution of Habitats . . . . . . . . . . . . . . 56
3.2.2 The Distribution Representation of the Epidemic . . . . . . . 61
3.2.3 Translationally Invariant Initial Conditions and the Spatial
Covariances . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.2.4 The Spatial Moment Dynamics . . . . . . . . . . . . . . . . . 65
3.2.5 Error Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.2.6 The Frequency Domain Dynamics for Spatial Covariances . . 70
3.3 Higher Order Closure Schemes . . . . . . . . . . . . . . . . . . . . . 73
3.3.1 The Power-2 Covariance Closure . . . . . . . . . . . . . . . . 75
3.3.2 The Third Order Approximation . . . . . . . . . . . . . . . . 80
3.4 Numerical Solutions to the Covariance Hierarchy . . . . . . . . . . . 80
3.4.1 Resolving integrals in the Frequency Domain . . . . . . . . . 81
3.4.2 Results for Gaussian Shaped Transmission Kernel . . . . . . 82
3.4.3 Results for Power-Law Shaped Transmission Kernel . . . . . 87
3.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
Chapter 4 Accelerated Simulation for Spatial Epidemics 93
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
4.2 Stochastic Simulation Techniques . . . . . . . . . . . . . . . . . . . . 95
4.2.1 A Spatial Metapopulation Epidemic Model . . . . . . . . . . 95
4.2.2 The Force of Infection as a Spatial Convolution . . . . . . . . 102
4.2.3 Spectral versus Pseudo-spectral projection . . . . . . . . . . . 103
4.3 Fast Spectral Rate Recalculation . . . . . . . . . . . . . . . . . . . . 107
4.4 Numerical Experimentation using FSR method . . . . . . . . . . . . 115
4.4.1 Comparing Simulation Methods by Matching Latent Variables 116
4.4.2 Epidemic Spread amongst Farms . . . . . . . . . . . . . . . . 118
4.4.3 Performance of FSR method . . . . . . . . . . . . . . . . . . 119
4.4.4 Geographic Spread of a Plant Disease . . . . . . . . . . . . . 126
4.5 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
ii
Chapter 5 Optimal Control of Epidemics using Dynamic Program-
ming 132
5.1 Intervention and Epidemiology . . . . . . . . . . . . . . . . . . . . . 132
5.2 Introduction to Optimal Control Theory . . . . . . . . . . . . . . . . 137
5.3 Dynamic Programming . . . . . . . . . . . . . . . . . . . . . . . . . 140
5.3.1 Formal Derivation of the Hamilton-Jacobi-Bellman Equation
for dynamic programming . . . . . . . . . . . . . . . . . . . . 141
5.3.2 Classical Solutions to the HJB Equation and Verification The-
orems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 145
5.4 Optimal Control for the Spatial Epidemic . . . . . . . . . . . . . . . 148
5.4.1 Vaccination and the Controlled Generator . . . . . . . . . . . 149
5.4.2 The HJB equation for the Spatial Epidemic with Vaccination 154
5.5 Solving the HJB Equation and Optimal Controls . . . . . . . . . . . 157
5.5.1 Value Iteration for the Embedded Markov Chain . . . . . . . 158
5.5.2 Approximate Dynamic Programming . . . . . . . . . . . . . . 160
5.6 Numerical Examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 168
5.6.1 A Two Area Numerically Solvable Control Problem . . . . . 169
5.6.2 Pricing the Lack of Information for the Two Area Model . . . 177
5.6.3 Approximately Controlled Epidemics . . . . . . . . . . . . . . 182
5.7 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
Chapter 6 Conclusion and Outlook 190
Appendix A Triple Covariance Dynamics 193
Appendix B Frequency Domain Representation for Higher Order
Approximations 196
B.1 The Power-2 Closure . . . . . . . . . . . . . . . . . . . . . . . . . . . 196
B.2 The Third Order Approximation . . . . . . . . . . . . . . . . . . . . 197
Appendix C Theoretical Basis for Fast Spectral Simulation 201
C.1 Gaussian approximation and the Pseudo-Spectral Projection as a
Convolution sum . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 202
C.2 Convergence of Pseudo-Spectral Approximation . . . . . . . . . . . . 204
C.3 Combined Error and choice of : . . . . . . . . . . . . . . . . . . . . 212
Bibliography 214
iii
List of Tables
4.1 Model Parameters and Functions . . . . . . . . . . . . . . . . . . . . 104
iv
List of Figures
1.1 A graph in honour of Sir Ronald Ross. . . . . . . . . . . . . . . . . . 6
1.2 Basic SIR model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.1 A schematic diagram of the possible random times of spread between
two habitats labelled i and j. . . . . . . . . . . . . . . . . . . . . . . 27
2.2 Correlation closure for the Mean-field Epidemic. . . . . . . . . . . . 47
2.3 A spatial epidemic with N = 400. . . . . . . . . . . . . . . . . . . . . 48
2.4 The expected dynamics for the spatial epidemic for a given habitat
distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 50
2.5 Comparison between simulation and approximation for more local
transmission. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51
3.1 Two realisations of the Poisson cluster process. . . . . . . . . . . . . 61
3.2 Geometric representation of three population interactions. . . . . . . 75
3.3 Moment dynamics for the spatial epidemic with comparison to co-
variance closure results. . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.4 A comparison of the discrepancy between the power-1 closure, power-
2 closure and the third order closure. . . . . . . . . . . . . . . . . . . 85
3.5 Dynamics of spatial correlation measure between susceptible and in-
fected populations. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86
3.6 The moment dynamics for the spatial epidemic with power-law shaped
transmission kernel and L = 1. . . . . . . . . . . . . . . . . . . . . . 88
3.7 The dynamics of the spatial correlation measure between susceptible
and infected populations for the power-law shaped transmission kernel 89
3.8 Epidemic severity for power-law shaped transmission kernels. . . . . 90
4.1 A schematic diagram of the FSR method. . . . . . . . . . . . . . . . 110
4.2 A schematic diagram for effectively imposing non-periodic boundary
conditions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 115
v
4.3 A schematic diagram for Sellke Construction simulation . . . . . . . 117
4.4 A comparison of spatial distributions of a slow travelling farm epi-
demic between direct simulation and fast spectral simulation. . . . . 122
4.5 Results for model of epidemic spread amongst livestock on farms. . 125
4.6 Results for model of disease spread amongst populated plant habitats. 129
5.1 Two population area model. . . . . . . . . . . . . . . . . . . . . . . . 169
5.2 Expected costs for an uncontrolled epidemic and benefit analysis of
a vaccination campaign. . . . . . . . . . . . . . . . . . . . . . . . . . 174
5.3 Two samples of an optimally controlled epidemic. . . . . . . . . . . . 175
5.4 A cost comparison between optimally controlled epidemics and a uni-
form vaccination policy for symmetric and asymmetric transmission
with one initially infected population. . . . . . . . . . . . . . . . . . 178
5.5 A comparison between targeted and untargeted vaccination. . . . . . 180
5.6 The price of early detection. . . . . . . . . . . . . . . . . . . . . . . . 181
5.7 The time-varying probability of the control decision of the exact con-
trol dynamics for the two area epidemic compared to the time-varying
probability of the control decision for the ADP approximated controls. 183
5.8 Variation of the ADP value function with fitting parameters. . . . . 185
5.9 An example of ADP-based control for a large epidemic. . . . . . . . 186
B.1 The spatial frequency geometry of three interacting populations. . . 200
C.1 Plots of the ‘worst case’ Error for FSR Method . . . . . . . . . . . . 213
vi
Acknowledgments
I would predominantly like to thank my supervisor Matt Keeling for all his guidance
over the last few years. I wouldn’t be here without him! Especial thanks go to ev-
eryone in the Complexity Science Centre, particularly Jamie, Quentin and Anthony
for putting me up at their homes on numerous occasions.
And thanks to everyone in the WIDER research group for continual support
and always providing a forum for me to discuss ideas.
Finally, thanks to my wonderful wife who has put up with a lot these past
few years, and especially these last few months.
This work was supported by the Engineering and Physical Sciences Research
Council as part of the University of Warwick Complexity Science Doctoral Training
Centre.
vii
Declarations
This work has been composed by myself and has not been submitted for any other
degree or professional qualication.
The content for chapter 4 is in preparation for submission under the title,
“A Fast Spectral Method for Spatial and Stochastic Epidemic Simulation”.
viii
Abstract
It is now widely acknowledged that spatial structure and hence the spatial posi-
tion of host populations plays a vital role in the spread of infection. In this work
I investigate an ensemble of techniques for understanding the stochastic dynamics
of spatial and discrete epidemic processes, with especial consideration given to SIR
disease dynamics for the Levins-type metapopulation.
I present a toolbox of techniques for the modeller of spatial epidemics. The
highlight results are a novel form of moment closure derived directly from a stochas-
tic differential representation of the epidemic, a stochastic simulation algorithm that
asymptotically in system size greatly out-performs existing simulation methods for
the spatial epidemic and finally a method for tackling optimal vaccination scheduling
problems for controlling the spread of an invasive pathogen.
ix
Chapter 1
Introduction to Modelling
Infectious Diseases
“The Epidemiologist’s unit is not a single human being, but an aggregate of human
beings”
- Major Greenwood (Greenwood 1935)
1.1 Motivation and Aims
Disease has plagued mankind throughout recorded history, from biblically recorded
plagues through to devastating epidemics such as Black Death in Europe (1347-
50 and subsequent recurrences), the long persistence of smallpox and cholera and
periodic intense influenza pandemics (the 1918-1920 being a particularly infamous
example). Nor is the impact of disease on mankind contained to the direct epidemi-
ology of humans. Diseases amongst commercial livestock, with the UK Foot-and-
mouth disease (FMD) outbreak in 2001 being a notorious first-world example, can
have a significant economic impact. In addition to FMD, bovine tuberculosis (bTB)
remains extant in the UK with significant on-going control costs and blue tongue
virus (BTV) has made a number of incursions into European farms since 2006. Both
viral and fungal disease has had a considerable impact on commercially and environ-
mental important plants. Important examples being Citrus Tristeza virus (CTV)
spreading amongst citrus trees, sudden oak death which can effect a wide range of
trees and stem rust which is a significant disease of cereal crops.
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A common feature of the epidemiology of the disease examples mention above
is that they are infectious. Whilst exogenous and environmental factors remain im-
portant fundamentally the disease-causing pathogen spreads from host to host each
time recruiting a new individual (Human, animal or plant) to the epidemic. It has
been recognised at least since the work of Ross, Kermack and McKendrick (Ross
1916; Kermack and McKendrick 1927) in the early twentieth century that the spread
of infectious pathogens lent themselves to a mechanistic or model-based interpreta-
tion of their progression through time.
The relationship between models written in the language of mathematics and
epidemiology has only strengthened since this early pioneering work. When the indi-
viduals carrying the infectious pathogen are approximately interchangeable and mix
homogeneously amongst themselves then both deterministic and stochastic models
for the dynamics of the epidemic have become classical (Bartlett 1956; Bailey 1975;
Anderson and May 1992; Diekmann and Heesterbeek 2000; Keeling and Rohani
2008). In this thesis I will be concerned with varying away from this solid theoreti-
cal foundation by considering the disease-bearing population as being separated into
discrete sub-populations each with a spatial habitat. I will assume more frequent
mixing between proximate populations decaying to zero mixing between very dis-
tant populations. The assumption of spatially embedded dynamics leads to natural
association with concepts of theoretical ecology, in particular the metapopulation
concept of local populations in a fragmented landscape (Hanski and Gaggiotti 2004).
In addition to focusing on spatially structured epidemics I also focus on
the SIR paradigm of disease (Kermack and McKendrick 1927; Anderson and May
1992). Each individual is assigned a discrete disease state or ‘compartment’ (Keel-
ing and Rohani 2008), whether susceptible to the disease (S), currently infectious
(I) or removed (R) from the epidemic in both the sense of personal risk of infection
and contribution to recruiting new infected individuals to the epidemic via infec-
tious transmission. The progression for the individual, or population if the Levins
assumption is made, is unidirectional in time S → I → R. The SIR framework
offers the ideal framework for investigating epidemic models where disease is non-
repeating either through long lasting immunity for individuals or the effect of control
for populations.
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1.2 Outline of this Thesis
“Time is what stops everything happening at once. Space is what stops everything
happening to me!”
- John Wheeler
I identify four key properties for a mathematical model of a real-world phenomenon
that are important to the theoretical investigator,
• The model should be at least partially theoretically understandable. A model
which represents a ‘black box’ does not promote understanding of the phenom-
ena of interest. The investigator should have some theoretical expectation of
the generic features of interest, and an idea of what the model is trying to
predict. For models of epidemics the expectation of a threshold phenomenon
and the concept of the reproductive ratio provide a unifying framework for
otherwise rather disparate models of disease.
• The model should be amenable to simulation/numerical solution. For the mod-
ern investigator in silico methods have become invaluable for investigating the
consequences of model selection beyond the limits of theoretical considerations.
For epidemic models even the earliest deterministic models were in a form that
required numerical solution. Modern theoretical epidemiology often trades in
models involving millions of individuals and which include essential random-
ness. Numerical investigation requires large scale Monte Carlo simulation that
push the limit of even modern computing resources.
• The model should have understandable feedback properties. Often the goal of
the modeller is not just accurate prediction, but also to use her prediction
to guide intervention. For epidemiologists there has been a long history of
model-based disease management, with guiding vaccination being a classic
example.
• The model should be parametrisable by the available data. Although the mod-
eller might desire to include an every increasing set of features into her model,
care should be taken as to whether the available data set can support a more
complex model. For epidemic modelling this has been a consistently thorny is-
sue; in particular for the emergence of a novel pathogen it might be impossible
to produce a good model until substantially into the bulk of the outbreak.
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The essential goal of this thesis is to present a tool-box of novel methods for a class
of SIR epidemic model that focuses on the spatial properties of disease transmission.
For this model I will be tacking the first three model properties listed above. I have
left the hugely significant field of appropriate epidemic model parametrisation for
future work. In each chapter my arguments and justifications have been given in
mathematical form. However, in a number of cases this has only lead to convincing
arguments rather than rigorous arguments. My general methodology throughout
has been to use the definite underlying mathematical properties of the spatial epi-
demic in order to suggest novel applications. In some cases these applications are
supported by simulation based evidence rather than proper mathematical rigour,
which remains future work. I feel it is important to make this clear to the reader.
In chapter 2 I will review some theoretical results from the calculus of pure
jump processes, in particular the form of Itoˆ lemma (a chain rule for stochastic pro-
cesses) for pure jump processes. I will also introduce the basic spatial and stochastic
model that I will then use throughout the rest of this work. The basic spatial model
will be shown to admit representation as a jump process with an explicit stochastic
differential equation (SDE) formulation. This formulation will be exploited in order
to give a set of ODEs approximating the expected dynamics of the spatial epidemic.
In chapter 3 the stochastic differential model for the spatial epidemic will
be extended to include the case where the spatial locations of the habitats are them-
selves random variables. I use the classic approach of spatial moment equations to
investigate the interplay between the stochastic dynamics of the infectious disease
and the random, possibly spatially clustered, environment of habitat locations. The
novelty of my approach lies in building the moment equations directly from the
stochastic microscopic dynamics, which leads to a slightly corrected version of the
moment equations compared to some extant in the literature. I will also give a
theoretical and numerical investigation into the performance of different types of
‘closing’ approximations for the moment equation I derive.
Chapter 4 will be largely concerned with the Monte Carlo simulation of
the spatial epidemic model. I will give a review of the stochastic simulation algo-
rithms that exist in the literature and which are used throughout this thesis. For
the spatial epidemic model used the simulation of even a single epidemic can become
computationally burdensome using existing simulation algorithms when the size of
the metapopulation becomes significant. This will be motivation for development
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of a novel simulation algorithm tailored to the spatial epidemic which has excellent
numerical efficiency compared to traditional stochastic simulations techniques as the
population size grows large.
Finally, in chapter 5 I will review the classic dynamic programming ap-
proach to solving continuous-time or multi-stage decision problems. I will introduce
an optimal vaccination scheduling problem and demonstrate that for certain scenar-
ios the space of optimal vaccination actions at any time is dramatically reduced to
a small set. I will solve the optimal control problem to numerical exactness for toy
problem, with a focus on the effect on optimality of the vaccinating agency lacking
information about the epidemic. I also introduce a novel method for approximately
solving optimal vaccination problems for the spatial epidemic, inspired by the field
of approximate dynamic programming. I will demonstrate this method on an epi-
demic of sufficient size that classical dynamic programming would be numerically
infeasible.
1.3 Historical context and the SIR model of Disease
“... the principal problems of epidemiology on which preventive measures largely
depend, such as the rate of infection, the frequency of outbreaks, and the loss of im-
munity, can scarely ever be resolved by any other methods than those of analysis.”
- Sir Ronald Ross 1916 (Ross 1916).
Ross1 in his ground breaking work on the population level dynamics of infectious
diseases, or pathometry in his terminology, expressed his surprise at the dearth of
mechanistic a priori methodology for the study of infectious diseases. His solution
to this lack was to develop what he referred to as the ‘theory of happenings’; that
the incremental change in the population levels of the ‘affected part’ and the ‘un-
affected part’ over a short time interval are proportional to a rate and the size of
the time interval. The rates he conceived were nativity, mortality, immigration and
emigration for the overall population and for the disease dynamics a ‘happening
element’ and a ‘reversion element’, which would now be referred to as respectively
as transmission rate and recovery rate. Ross also embarked on a discussion of the
type of recursion; whether the reverting individuals had gained long-term immunity
1Second noble prize winner in Physiology and Medicine (1902) for the identification of the
mosquito as the vector for malaria.
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to subsequent infection or if immunity was waning and whether they were capable
of spreading further infection after reversion.
0 20 40 60 80 100 120 140 160
Time (days)
0
1000
2000
3000
4000
5000
6000
Af
fe
cte
d 
Pa
rt 
of
 th
e 
po
pu
lat
ion
Pathometry Infection Curve from the "Theory of Happenings"
Figure 1.1: A graph in honour of Sir Ronald Ross. The numerical solution to the epidemic
curve (infecteds number) according to his theory of happenings for when reversion (recovery) gives
permanent immunity (SIR model) and there are no demographic effects. Population size is 105,
the rate of happenings (transmission rate) is 0.375× 10−5× number of unaffected (susceptibles) ×
number of affected (infecteds) per day. The reversion rate (recovery) is 0.25 × number of affected
per day.
In this seminal work Ross identified the cessation of disease outbreak with the
depletion of susceptible individuals available for sustaining the epidemic, a contro-
versial concept at that time. He also found that the growth of numbers of infectious
individuals would be exponential before this depletion effect took hold leading to
an ‘epidemic curve’ that is almost symmetrical but somewhat heavier tailed at the
end of the epidemic. These observations, which have now become standard, were
revolutionary in the early 20th century since they demonstrated that a plausible
model of human interaction and population dynamics could, by themselves, explain
the intermittency of the epidemics that plague mankind. This has become a stan-
dard concept for the theoretical community of epidemiologists but was completely
rejected at the time in certain sections (Brownlee 1909), where time-varying bio-
logical factors were favoured such as the pathogen losing infectiousness over time.
Ross’ differential model (Ross 1916) was ,
dP = (n−m+ i− e)Adt+ (N −M + I − E)Zdt, (1.1)
dA = (n−m+ i− e− h)Adt+ (N + r)Zdt, (1.2)
dZ = hAdt− (M − I + E + r)Zdt. (1.3)
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Where P , A and Z are respectively the population size, number of not affected
(susceptible individual) and the number of affected (infectious individuals). n,m, i, e
parameterise the nativity, mortality, immigration and emigration demographic rates
for the susceptibles and their capital versions for the infecteds. h is the rate of
happenings (recruitment rate of new infecteds) and r is the reversion rate (recovery
rate) where the reversion here is back into the susceptible class. In honour of Ross’
fundamental contribution I give a numerical solution to his theory of happenings for
epidemics assuming permanent immunity reversion. The solution would have been
a considerable numerical challenge in 1916, but is trivial with modern computing
resource (figure 1.1).
1.3.1 Transmission and the Deterministic SIR Model
The next major contribution was from Kermack and McKendrick (Kermack and
McKendrick 1927) who explored the differential model of epidemics from the per-
spective of transmissibility ; that the recruitment of new infecteds was due to the
infectiousness of the current infecteds, which mix homogeneously amongst the total
population, a mass action assumption (Isham 2005). They left their model rather
general, allowing the recruitment rate of new infecteds at each time to depend on
the prior history of susceptible numbers leading back to the origin of the epidemic.
Individuals recovering from the disease were assumed to have long lasting immu-
nity and to play no further role (figure 1.2). There has been some interest in the
general model (Fraser 2007) but their classic contribution was the special case now
known as the susceptible-infected-removed (SIR) model of disease (Kermack and
McKendrick 1927; Bartlett 1956; Bailey 1975; Anderson and May 1992; Diekmann
and Heesterbeek 2000; Keeling and Rohani 2008), given by the following simple
non-linear ordinary differential equation,
d
dt
S(t) = − β
N
S(t)I(t), (1.4)
d
dt
I(t) =
β
N
S(t)I(t)− γI(t), (1.5)
d
dt
R(t) = γI(t). (1.6)
Where S, I,R are respectively the numbers of susceptibles, infecteds and removed
individuals in the epidemic. β, γ are respectively the transmission rate and the
recovery rate. The scaling 1/N in the transmission term describes frequency depen-
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dent2 transmission (Grassly and Fraser 2008). The assumption behind frequency
dependent transmission is that each individual has an expected number of contacts
per fixed time interval that does not depend on the total population size N , see
(Diekmann and Heesterbeek 2000) chapter 10 for a more general discussion on in-
fectious contacts. The solution given in figure 1.1 is for the SIR model choice as a
specialisation of Ross’ equations.
There are some immediate consequences of the basic SIR model, firstly that
the total number of individuals N = S + I + R is conserved, since there are no
demographic effects considered in the model therefore R(t) = N − S(t) − I(t) can
be dropped. For the epidemic state (S(t), I(t)) = (S0, I0) the number of infectious
individuals is growing if, and only if,
S0
N
>
γ
β
=
1
R0
. (1.7)
This gives a condition for the number of infecteds to be growing in terms of a new
quantity, R0 = β/γ.
Recovery
Secondary Infection
Recovereds are 
immune
Transmission
Figure 1.2: The basic SIR epidemic model. The two dynamical transitions are for currently
infectious individuals (red box outline) to recruit susceptible individuals (green box outline) as their
secondary cases and for infectious individuals to recover and become removed from the epidemic
(blue box outline).
2Rather confusingly the alternative without the 1/N scaling is often referred to in epidemiological
literature as density dependent transmission.
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The reproductive ratio R0
3 is one of the most important and robust quanti-
ties in epidemiology; it is written in terms of the transmission and recovery rates
and hence is a measure for both the biological infectiousness and persistence of the
infectious disease and the underlying mixing between infectious and susceptible indi-
viduals. R0 governs the important threshold phenomenon known as herd immunity
(Anderson and May 1985a; Fine 1993). Herd immunity is a direct consequence of
(1.7) that an infectious disease can only recruit growing numbers of individuals if
its reproductive ratio is greater than the inverse population density of susceptibles.
This simple observation is crucial since it gives the threshold proportion, denoted
V ∗, of the population that must be made removed by some method, in most cases
by a vaccination campaign, in order to incur herd immunity for the entire population
as,
V ∗ = max
{
0, 1− 1
R0
}
. (1.8)
Equation (1.8) is fundamental, the entire population can be effectively protected
from an infectious disease by directly protecting just a fraction of the population
since whatever (typically small) numbers of initial infecteds seed the epidemic will
inevitably decline leading to a small outbreak. If R0 < 1 then the infectious disease
cannot invade even a naive4 population. By contrast without vaccination the num-
ber of infecteds increases until the susceptibles are sufficiently depleted that (1.7)
no longer holds which leads to a large epidemic.
1.3.2 Discrete and Stochastic Epidemic Models
So far in this introduction I have consistently referred to individuals but only dis-
cussed classical models that are deterministic and written in terms of ordinary dif-
ferential equations (ODE). A model that predicts a non-integer population number
of susceptibles and infecteds requires some further interpretation. Enforcing the dis-
creteness of the SIR model has historically been done in conjunction with introducing
randomness or stochasticity into the transmission and recovery of individuals for a
continuous time model (Bailey 1950; Bartlett 1956; Bartlett 1960a; Bailey 1975), a
discrete time model such as the Reed-Frost chain binomial model (Becker 1989) or
3Not to be confused notationally with R(0), the initial number of removed individuals.
4An (immunologically naive population is one in which every individual, bar the initial set of
infecteds, is initially susceptible to the infectious disease under consideration.
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a generational time5 model such as a branching process (Griffiths 1973).
The ‘work horse’ of random models for the SIR process is the stochastic con-
struction where each individual upon being recruited to the infected class remains
infectious for the random length of time T , called the infectious duration (Conlan et
al. 2010). During that time the infectious individual makes random infectious con-
tacts, the standard model being contact at the points of a Poisson process (Ball and
Neal 2002), with the rest of the population. When a susceptible is contacted that
individual is recruited to the infectious class. The most popular choice is to have
the infectious durations exponentially distributed since the stochastic epidemic con-
struction with Poisson process contacts and exponential durations can be described
as a Markov process (Ethier and Kurtz 1986) with transition probabilities given by
the intensity of the Poisson contact β/N and the rate parameter of the exponential
duration time γ,
P[(S, I)(t+ h)− (S, I)(t) = (−1, 1)|(S, I)(t)] = S(t) β
N
I(t)h+ o(h), (1.9)
P[(S, I)(t+ h)− (S, I)(t) = (0,−1)|(S, I)(t)] = γI(t)h+ o(h). (1.10)
Where (S, I)(t) describes the random numbers of respectively susceptibles and in-
fecteds at time t.
A major departure for the theory of the stochastic SIR epidemics compared to
its deterministic counterpart is that due to randomness the threshold phenomenon is
given a probabilistic interpretation in terms of infinite sized populations. If ZN (∞)
denotes the final number of cases6 for a population of size N then the probability
of a ‘true epidemic’ (Ball 1983) is said to be,
P(( lim
N→∞
ZN (∞)) =∞). (1.11)
This is best interpreted as a probability of a non-zero fraction of a large popula-
tion becoming infected (i.e. a significant epidemic occurring) with the other option
being that an effectively zero fraction of a large population becomes infected (i.e.
a small epidemic occurring). The probabilistic version of the threshold effect for
the stochastic epidemic with dynamics given by is that for an initial population
density of susceptibles s0 = S(0)/N and an initial number of infecteds I0 then the
5The generation of an infected individual is the number of infection events she is removed from
the initial set of infecteds (the 0th generation).
6Cases are individuals who were infected at any point during the epidemic.
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probability of a significant epidemic is (Ball 1983),
P(Significant sized epidemic) = 1−
(
min
{
1,
1
s0R0
})I0
. (1.12)
The threshold vaccination coverage given by (1.8) can be reinterpreted for the
stochastic SIR model as the minimum vaccination coverage that that makes the
probability of a significant or ‘true’ epidemic zero. On other side of (1.12) is that
even if the critical vaccination coverage (1.8) is not reached, or if vaccine has not
been attempted, there is a probability that a small number initial infecteds will
fail to cause a significant sized epidemic. This is not a feature of the determin-
istic SIR model, where the numbers of infected individuals always increases when
S(t)/R0 < 1. This bimodal character, i.e. large or small outbreaks, or U-shape
(Isham 2005), of the distribution of epidemic final sizes is a classic feature of the
stochastic SIR model. Even for diseases with SIR-type epidemiology for the in-
dividual but that persist for long periods of times due to recruitment of newly
arriving susceptible individuals7 (Anderson and May 1992), such as measles (Gren-
fell, Bjørnstad, and Kappey 2001; Jansen 2003), stochastic fluctuations can bring
about population level ‘fade-out’ (Bartlett 1960b; Nasell 1999).
Given the above considerations, as a first approximation, the modeller would
expect the average disease progression for a stochastic SIR model to be decreased
from the deterministic model. More formally, the expected rate of recruitment of
new infectious individuals is given as,
d
dt
E[I] =
β
N
E[S]E[I]− γE[I] + β
N
cov[S, I]. (1.13)
Where cov[S, I] is the time varying covariance between the random numbers of sus-
ceptibles and individuals (Keeling 2000; Herbert and Isham 2000; Isham 2005). The
basic SIR model this covariation will be negatively signed leading to, on average,
retarded growth of infected numbers compared to the deterministic model. However
this is not a universal effect, the interplay between stochasticity and an oscillatory
approach to equilibrium for the SIR model with demography can lead stochastic
resonance and wild oscillations in disease burden, for a more detailed discussion on
stochastic amplification for disease models with demography see (Alonso, McKane,
and Pascual 2007).
7The SIR model with demography, sometimes called the ‘open’ SIR model.
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Since both the deterministic and stochastic SIR models have been extensively
used for both the theoretical and practical understanding of the risk and dynamics of
infectious disease it has been of interest to rigorously establish the link between the
models. Kurtz established conditions for the convergence of Markovian dynamics
with a state space of natural numbers with some maximum size N , say X(t), to
deterministic processes in density x(t) = X(t)/N as the maximum size diverges
N → ∞; a variety of central limit result for Markov processes (Kurtz 1970; Kurtz
1971), which has now been further generalised, c.f. (Kallenberg 2002) theorem
17.15. Specialising Kurtz’s results to the stochastic SIR epidemic gives convergence
conditions,
β(N)S(t)I(t) ∼ O(N), t ≥ 0 “Density dependence”,
S(0)
N
→ s0, I(0)
N
→ i0, Convergence of initial condition.
Where I have denoted the intensity of the individual to individual (Poisson) con-
tact process β(N) in order to emphasise that, in principle, the contact intensity’s
dependence on population size is a model choice. The standard choice β(N) = β/N
where β is a constant satisfies the density dependence criterion.
If the convergence conditions are satisfied then as the total population size
diverges N → ∞, the density SIR process s(t) = S(t)/N , i(t) = I(t)/N converges8
onto the deterministic density SIR process,
d
dt
s(t) = −βsi, (1.14)
d
dt
i(t) = βsi− γi, (1.15)
s(0) = s0, i(0) = i0. (1.16)
The standard SIR models given above were formulated in terms of identical
and homogeneously mixing host individuals under-going epidemic invasion. This
gives a solid theoretical foundation, however in light of real-life epidemic examples
often the epidemic model must be modified in order to explain and predict observed
phenomena. Examples of heterogeneity that have been incorporated into epidemic
models include multi-pathogen models such as for malaria where it has been shown
that treating different malaria strains as interchangeable can be mis-leading (Gupta,
8The type of convergence is uniform on compacts in probability (u.c.p); the probability that the
greatest magnitude deviation between the stochastic density process and the deterministic model
on any compact set in time is bigger than the arbitrary error  > 0 goes to zero as N →∞.
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Swinton, and Anderson 1994). Age structured models have been shown to be par-
ticularly important in understanding childhood diseases (Anderson and May 1983);
is due to both the epidemic sustaining itself by recruiting the individuals born in
to the susceptible compartment and the heterogenous mixing between age-groups
for human populations, which has been empirically verified (Mossong et al. 2008).
Keeling and Rohani (Keeling and Rohani 2008) give large numbers of examples of
further host and pathogen heterogeneities and appropriate model extensions.
The heterogeneity I will focus on in this thesis will be spatial heterogeneity.
The transmission of a infectious disease between individuals often occurs at close
proximity, with long range spreading in a population due to individual movement.
However, realistically representing individual movement in a model can be difficult,
not to mention leading to analytic intractability and problematic parametrisation.
Nonetheless, the habitat location of individuals, e.g. households or farms, are often
known and in conjunction with assumptions and arguments on the mixing pattern
of the population one can hope to capture disease dynamics as the spatial spread
on these sessile locations. Moreover, in the case of plant diseases the individual is
stationary and disease transmission is inherently long-range, e.g. via wind-borne
dispersal of fungal spores. In this case the individual and the ’habitat’ can be
directly associated with one another.
1.3.3 Spatial Epidemic Transmission and the Metapopulation Model
Understanding the dynamics of infection invading a spatially structured population
is of both theoretical and practical importance. The theoretical importance is due
to the relaxation of the homogenous mixing assumption common to classical models
of epidemic dynamics discussed in the introductory chapter. Of primary practical
concern is the effect that this introduction of heterogeneity in population mixing
has on key model predictions, such as the rate of recruitment of new infecteds (An-
derson and May 1992), the spatial variation of infection risk (Smith et al. 2002) and
in particular the consequences of control measures (Keeling et al. 2003; Tildesley
et al. 2006). In contrast to other forms of introducing population heterogeneity,
spatial structuring focuses attention on the location of the initial infectious seeds
and the complex dynamics of invasion, often characterised by a travelling leading
‘edge’ akin to population growth into a suitable environment (Ali and Grosskinsky
2010). The emergent spatiotemporal patterns of infection are dominated by this
invasion mechanism, with epidemic risk to the underlying population being due to
factors such as habitat location of individuals.
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There are several approaches to modelling the dynamics of the spread of
spatial infection, including PDE models (Murray, Stanley, and Brown 1986) and
agent-based models (Barrett et al. 2008), but the metapopulation model is often the
preferred formulation due to its relative simplicity and flexibility. The metapopula-
tion model consists of discrete point habitats in continuous space that can interact
with each other. Its origins date back over 40 years (Levins 1969), but it is experienc-
ing increasing use in a wide number of problems in population dynamics (Hanski and
Gilpin 1997; Hanski and Gaggiotti 2004). While the original metapopulation model
assumed an equal rate of interaction between all habitats, the inclusion of more real-
istic rates that decay with spatial separation has lead to a greater understanding of
the roles of spatial structure, with applications in as diverse settings as population
biology (Ovaskainen and Cornell 2006a; Cornell and Ovaskainen 2008), conservation
biology (Hanski), evolutionary biology (Heino and Hanski 2001) and epidemiology
(Gibson 1997; Lloyd and Jansen 2004; Grenfell, Bolker, and Kleczkowski 1995).
This natural link between spatial ecology and spatial epidemiology has em-
phasised recently (Keeling, Bjørnstad, and Grenfell; Lloyd and Jansen 2004). In this
thesis I will often make the classic Levins-type assumption (Levins 1969) that the
dynamics within the habitat are sufficiently fast that the whole abiding population
can be described as one individual, although I will also consider examples where
there is explicit population dynamics within each point habitat. This Levins as-
sumption has been used successfully for epidemic models with significant real-world
impact such as the Keeling model for foot-and-mouth disease spread between farms
(Keeling et al. 2001), which has undergone extensive model evaluation (Tildesley et
al. 2008).
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Chapter 2
A Spatial and Stochastic
Epidemic Metapopulation
Model
2.1 Introduction
The aim of this chapter is to incorporate stochastic transmission and spatial frag-
mentation into the general framework of the SIR compartmental model with a view
to the analysis and understanding of their interplaying effect on disease invasion and
the final burden of the epidemic. I will treat the time-varying risk of disease intro-
duction to each naive population as Markovian; that is that the probabilistic rate of
recruitment to the infectious class will depend only the current spatial distribution of
infectious populations. I will exploit the assumed Markovian nature of the model in
order to represent the epidemic dynamics as stochastic differential equations (SDE)
driven by a set of Poisson processes.
SDEs driven by Brownian motion or diffusions (Karatzas and Shreve 1991)
have become classical tool for modelling biological systems with a random compo-
nent. Applications have included Feller’s branching diffusion model of population
growth (Feller 1951), as well as applications in population genetics (Fearnhead 2006)
and epidemiology (Dargatz, Georgescu, and Held 2006). The fundamental conve-
nience of diffusion models is that on one hand a plausible form of dynamic Gaussian
noise can be incorporated into the system being modelled whilst on the other hand
a chain rule for the stochastic calculus of the model still applies, namely the famous
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Itoˆ lemma1 (Ito 1951; Oksendal 2004) result which allows functions of diffusion pro-
cesses to be represented as diffusions themselves.
In this chapter the stochastic dynamics of the spatial epidemic will be anal-
ysed using the tools of stochastic calculus for processes which evolve in time only in
jumps (Bichteler 2002; Klebaner 2005). Compared to diffusion models the sample
paths of a pure jump process are constant except at the arrival of discrete points
e.g. infectious transmission or recovery events; whereas nearly all diffusion sample
pathes are sufficiently rough as to be nowhere differentiable by contrast the sample
paths of pure jump process are nearly everywhere differentiable. This profoundly
simplifies the integration theory for pure jump processes. Moreover, an Itoˆ lemma
remains accessible in a particularly simple form.
The goal will be to construct systems of ODEs where each deterministically
evolving variable approximates a statistical quantity of interest, for example the
expected burden of infectious individuals in a population at a certain time. In prin-
ciple such a construction allows the investigator to analyse the expected behaviour
of an epidemic according to a model that incorporates randomness and the fun-
damental discreteness of individuals within a population using the tools familiar
from the theory of ODEs. The system of ODEs which approximates the dynamic
moments and evolving covariances of the random epidemic is constructed by sequen-
tially representing the stochastic dynamics of increasing product chains of disease
state indicator functions, which I dub the dynamical hierarchy of the epidemic pro-
cess.
I will first review some results for pure jump processes that will be useful in
the sequel. I will then introduce the fundamental model of epidemic spread amongst
a spatial metapopulation that I use throughout this work. The fundamental model
will be shown to be equivalent to a pure jump process represented in a Stochastic
differential equation (SDE) form which is amenable to analysis; the covariances be-
tween stochastic disease states at different populations is found to obey a hierarchy
of ordinary differential equations which can be derived from the SDE formulation.
I am able to bound the size of the population disease state covariances driving
the deviation between the expected dynamics of the stochastic model and related
deterministic models in terms of an inverse length scale of disease transmission
1Also known as Itoˆ’s formula.
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in a manner closely reminiscent of results found in theoretical population biology
(Ovaskainen and Cornell 2006b). This allows the theory to be consider asymptoti-
cally exact, in the sense that it has the same limit property as the basic frequency
dependent SIR model, albeit here both a large population limit and a diverging
length scale of transmission are required.
2.2 Stochastic Calculus with Jumps
In this section I give a brief introduction to stochastic calculus for processes that
change only in discrete jumps. The rather beautiful theory of diffusion processes is
not relevant for the understanding of disease models where events occur discretely
- I will only be concerned with models where an individual or population are con-
sidered to become infectious at a certain time in one ‘jump’.
If I was considering a deterministic model of disease the natural first step in
analysis would be to write the dynamics of the disease process X = (X(t), t ≥ 0) in
a differential form,
dX(t) = F (X(t))dt. (2.1)
The taxonomy of this equation is that infinitesimal change in time dt (the integrator)
drives the infinitesimal evolution of the temporal disease state dX through the vector
field at that time F (X(t)) (the integrand). The aim of this section is to establish
a meaningful way of writing the dynamics of the stochastic jump model of disease
transmission in an analogous differential form, and then harvest the useful theory
that exists around such processes. The difficulty compared to classical calculus
is that the driver of the differential equation won’t be time, leading back to well
understood classical calculus, but rather a set of discrete processes. The differential
model will be in the form,
dX(t) = (F (X(t)), dN(t)). (2.2)
Where dN(t) is the infinitesimal change in a collection of Poisson processes, and
(·, ·) indicates a sum over the Poisson drivers weighted by the set of vector fields,
i.e. in the form of an inner product of vectors. This indicates that changes in state
occur in jumps ∆X occurring only at the jumps of the driving processes N . Such
a process is called a pure jump process. A pure jump process N = (N(t), t ≥ 0)
is characterised by an almost surely increasing sequence of hitting times and their
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associated jump sizes {(τ (n), Z(n))}n∈N, giving the sample path,
N(t) = N(0) +
∑
n∈N
1(τ (n) ≤ t)Z(n). (2.3)
Where 1(·) is the standard boolean indicator function. Each sample path of a pure
jump process is ca`dla`g2. The restriction on pure jump processes to all jump sizes
{Z(n) = 1}n∈N with N(0) is called a counting process that is that,
N(0) = 0, N(t) =
∑
n∈N
1(τ (n) ≤ t). (2.4)
Defines the sample path of a counting process for some set of hitting times {τ (n)}n∈N.
In the following I cover a set of results that will be useful for analysing the
behaviour of differential models driven by counting processes; the exposition is based
upon (Applebaum 2004; Klebaner 2005; Di Nunno, Øksendal, and Proske 2009).
A stochastic processes X = (X(t), t ≥ 0) is a collection of random variables,
X(t) indexed by the time process t. Each random variable is a measurable map from
a probability space to a state space which assigns a value to each sample element
of the probability space, I will restrict to real multi-dimensional process so that
the state space is Rn endowed with the standard Borel σ-algebra. The probability
space is given as the triple (Ω,F ,P) where Ω is the set of all possible samples for
the stochastic model. F is a collection of sub-sets of Ω which define all events that
can be assigned a probability within the model; by necessity F is endowed with
the algebraic structure of a σ-algebra. It is worth mentioning that F is as much
a model choice as the other elements, restricting F is equivalent to restricting the
information accessible to an observer. P is a probability measure P : F → [0, 1].
In addition, I define a filtration3 (Ft)t≥0 on (Ω,F). A stochastic process X which
is Ft-measurable for t ≥ 0 is called adapted. Whereas F represents all observable
events for X, the filtration represents all information up to time t. Unless stated oth-
erwise I use a σ-algebra which contains the complete information about the driving
counting processes, i.e. all hitting times for the chosen sample element ω ∈ Ω, and
a filtration that contains this information up until each time t. This is called the
natural filtration of the counting processes. Notationally, I follow the majority of
2A sample path N(t) is said to be ca`dla`g if limu↓tN(u) = N(t) and limu↑tN(u) exists for t ≥ 0.
3A filtration is an increasing family of σ-algebras which models the expanding information
available to the observer as the process progresses in time.
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authors on stochastic processes and write X(t, ω) = X(t), t ≥ 0, ω ∈ Ω, suppressing
explicit dependence of the process on the sample.
A condition for defining ‘sensible’ (i.e. non-anticipatory) processes is if the
integrand formally introduced in (2.2) can be completely determined by knowing
only the events leading up to each time t. In other words if the instantaneously
current or future random behaviour of the integrator N(u) at times u ≥ t does not
influence the integrand F (X(t)) at time t. This causal property is guaranteed by
restricting F (X(t)) to be a predictable process. For my purpose it is sufficient to
define a sub-class of predictable processes,
Definition 2.2.1. The process X is a predictable process if X is left-continuous and
adapted.
Of crucial importance will be the ability to split processes into a compen-
sator process, which governs the drift of the process, and a local4 martingale process,
which can be thought of as the fluctuations around the drift. This is referred to
in the literature as the semi-martingale representation, but I find drift and fluctu-
ation more explanatory and use that terminology. The martingale property for the
‘fluctuation’ part of the stochastic process will be crucial.
Definition 2.2.2. An adapted stochastic process M(t) is a martingale if
• E[|M(t)|] <∞ for t ≥ 0.
• E[M(t)|Fs] = M(s) almost sure for 0 ≤ s < t <∞.
A martingale is said to be square integrable if also supt≥0 E[M2(t)] <∞.
For the ‘drift’ part of the stochastic process, the compensator, I restrict my
definition to include only the examples useful for this work,
Definition 2.2.3. The compensator A(t) for a counting process N(t) is the unique
predictable process such that N˜(t) = N(t)−A(t) is a local martingale.
For the drift and fluctuation decomposition used in this work I will use,
X(t) = X(0) +A(t) + X˜(t), (2.5)
A(0) = X˜(0) = 0.
4A property for a stochastic process X is said to be local or to hold locally if there exists a
sequence of stopping times (τn) leading to infinity where for each stopping time the property holds
for X(t ∧ τn). In the general theory many basic processes such as Brownian motion exhibit the
martingale property only locally. It will not be required for this work.
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Hence, an expectation taken on the fluctuation martingale process X˜(t) returns zero.
This also explains the notation A(t) for the compensator; it refers to the addition
to the initial state X(0).
I will be concerned with counting processes N(t) where the events arrive at
some deterministic average rate5 ν(t) defined by the compensator,
A(t) =
∫ t
0
ν(s)ds, t ≥ 0.
Counting processes with deterministic and continuous compensators can be com-
pletely characterised as Poisson processes ((Klebaner 2005) Theorem 9.9),
Theorem 2.2.1. Let N(t) be a counting process with continuous deterministic com-
pensator A(t). Then it has independent Poisson distributed increments such that,
(N(t)−N(s)) ∼ Poisson(A(t)−A(s)), 0 ≤ s < t. (2.6)
Theorem 2.2.1 will be of great use in the sequel. I will henceforth refer to the
driving counting processes as the driving Poisson processes. The local martingale
N˜(t) = N(t)−A(t) is called the compensated Poisson process.
Having established the Poisson character of the discrete processes which will
play the role of the driver or integrator, I turn to defining the meaning of the
differential model (2.2). I am restricting to one dimension and one Poisson driver
for simplicity, multidimensional processes with many independent Poisson drivers
extend naturally in ‘inner product’ form. For some vector field F : Rn → Rn and
the one-dimensional Poisson process N(t) we define the process X such that,
X(T ) = X(0) +
∫ T
0
F (X(t))dN(t). (2.7)
The integral on the right hand side of (2.7) is a stochastic integral, which is a random
variable defined as a limit in probability6,∫ T
0
F (X(t))dN(t) = lim
n→∞
∑
ti∈pin
F (X(ti))(N(ti+1)−N(ti)). (2.8)
5Often referred to as the stochastic intensity of the counting process.
6A sequence of random variables {Xn}n≥0 is said to converge in probability to a limit (in
probability) X if X is a random variable such that for every  > 0, limn→∞ P(|Xn −X| > ) = 0.
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Where (pin)n≥0 is a sequence of ordered partitions pin = (t0 = 0, t1, . . . , tn−1, tn = T )
of the interval [0, T ] with vanishing mesh separation. If this limit exists then,
dX(t) = F (X(t))dN(t), (2.9)
is the differential form of (2.7) with unique (in probability) solution X(t), t ≥
0. Stochastic integration where the integrator is a Poisson process is considerably
simpler than for the case where the integrator is a Brownian motion. For a Poisson
integrator selecting ω ∈ Ω specifies the set of hitting times and (2.8) gives,∫ T
0
F (X(t, ω))dN(t, ω) =
∑
n∈N
1(τ (n) < T )F (X(τ (n), ω)). (2.10)
Where the integral has been interpreted as a Stieltjes integral (see (Klebaner 2005)
chapter 1) completely determined by the choice of sample element ω ∈ Ω. This is
analogous to the graphical construction of the contact process (c.f. (Liggett 1985))
and the Poisson hitting construction for the stochastic SIR epidemic (see (Ball and
Neal 2002) and later in this chapter). Equation (2.10) also demonstrates directly
from the definition (2.8) that stochastic processes driven by counting processes are
pure jump processes with hitting times given by the integrator process and jump
sizes given by the integrand process. For stochastic processes driven by Brownian
motions this direct definition from the sample element turns out to be impossible, c.f.
(Applebaum 2004) chapter 4. I state a classical existence theorem (c.f. (Di Nunno,
Øksendal, and Proske 2009) chapter 9) for stochastic integrals, albeit restricted to
Poisson process integrators and one dimension.
Theorem 2.2.2. Let N = (N(t), t ≥ 0) be a Poisson process of intensity ν(t), let
F (t) be a predictable process. If
E
[ ∫ T
0
(|F (t)|+ F 2(t))ν(t)dt
]
<∞, T > 0,
then the stochastic integral,
X(0) +
∫ T
0
F (t)dN(t),
exists and is called the solution to the stochastic differential equation (SDE) (2.9).
Moreover, the process
X˜(T ) =
∫ T
0
F (t)dN˜(t),
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is a square integrable martingale.
The usefulness of theorem 2.2.2 is not just that it guarantees that a process
X(t) driven by Poisson processes satisfying the conditions above will not ‘disappear’
to infinity but also that the stochastic integral with respect to the compensated Pois-
son process is itself a martingale. Therefore, given a stochastic differential model
one is able not only to split the integrator into drift and fluctuation form but also
the whole process.
Finally, there is an Itoˆ formula for pure jump processes (c.f. (Klebaner 2005)
chapter 9) that will be very useful in the sequel for calculating the stochastic rate
at which epidemic states jointly vary in time. Given any pure jump process X the
Itoˆ formula for pure jump processes allows one to define a new pure jump process
for each locally bounded function f .
Theorem 2.2.3. The pure jump Itoˆ formula. Let X = (X(t), t ≥ 0), be
an N -dimensional stochastic process driven by a set of counting processes N(t) =
(N1(t), . . . , Nn(t))
T ,
X(t) = X(0) +
∫ t
0
F (X(s))dN(s).
For some set of predictable processes depending on X in matrix form F (X(t)) =
(Fij(X(t)))1≤i≤N,1≤j≤n. Let f : RN → R be locally bounded and define
Y (t) := f(X(t)), t ≥ 0.
Then the process Y = (Y (t), t ≥ 0) is a one-dimensional pure jump stochatic process
and its differential form is given by
dY (t) =
n∑
j=1
[f(X(t) + Fj(X(t)))− f(X(t))]dNj(t)
where Fj(X(t)) is the column number j of the N × n matrix F (X(t)).
2.3 The Spatial and Stochastic Epidemic Model
In this section I introduce the basic model of spatial disease transmission between
discrete populations, which abide as a meta-population of sessile point habitats
fragmented in Rd. I define the stochastic rate at which an invasive pathogen spreads
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from population to population as only depending on spatial distance between the
habitats of the populations modulated by a transmission kernel. The basic model
form is equivalent to a stochastic process driven by Poisson processes.
2.3.1 Epidemic Dynamics
The population undergoing epidemic invasion is considered to be distributed between
a discrete set of N habitats labelled i = 1, . . . , N . Each habitat is considered to be
interchangeable and to have effective area zero compared to the background space;
ergo the only information about the habitats required for this epidemic model is
their spatial co-ordinates, {xi}Ni=1. When considering a finite number of habitats
the spatial co-ordinates are constrained to be within a d-dimensional box of side
length l, A = [−l/2, l/2]d. The density of habitats in the space is given by Nl−d; in
this work I choose units such that the spatial density of habitats is 1 i.e.
Nl−d = 1. (2.11)
Whenever a limit N →∞ is considered, implicit is also a limit l→∞ taken in such
a manner as to maintain the unity of the spatial density. This choice of units has
the benefit of removing habitat spatial density as an unnecessary parameter from
the model. Moreover, it allows the definition of a natural length scale, i.e. the units
in which (2.11) holds, useful for the comparison of theoretical predictions to field
data.
In order to model the spatiotemporal development of an invasive pathogen
spreading from population to population I assign a disease state to each population.
Each population i, in addition to a spatial location xi for its habitat, is assigned a
state σi(t) ∈ {S, I,R} according to the classic SIR compartmental model of disease
(Kermack and McKendrick 1927; Bartlett 1956). The state is considered to repre-
sent the entire population abiding at habitat i; this is a modelling choice that is
appropriate when intra-population transmission occurs at a much faster time scale
than inter-population transmission, in particular subsequent transmission is consid-
ered to have negligible effect on the population subsequent to initial introduction of
the pathogen. Treating the host population as a single host individual conforms to
the standard Levins-type metapopulation (Levins 1969). The initial disease state
σ(0) = (σ1(0), . . . , σN (0)) is distributed according to some initial law, P0.
23
A Spatial Transmission Model
I now give the details of the stochastic transmission model between populations
abiding in the spatially fragmented meta-population. Central to this work is that
each infectious (I) population introduces a risk per unit time of causing transmis-
sion to each susceptible (S) population. Each source of epidemic risk represents a
coarse graining over all possible realistic routes of infection. Examples of transmis-
sion pathways might be the roaming of Badger individuals between cattle farm as a
potential transmission pathway for bTB(Donnelly et al. 2005; Vial, Johnston, and
Donnelly 2011) or the movement of potentially infectious livestock to a farm with a
naive population (Vernon and Keeling 2009). Each transmission risk is assumed to
operate independently of other sources with the consequence that the probabilistic
rate of disease establishing itself in a susceptible population is the summed risk of
transmission per unit time over the set of infectious populations.
The rate at which an infectious population introduces the pathogen into a
susceptible population is modulated by their spatial separation. The modulation is
governed by the transmission kernel K. Investigating the functional dependence of
the epidemic dynamics on the choice of transmission kernel is one of the main goals
of this work. I impose conditions on the selection of the spatial kernel:
• K is a smooth function on Rd.
• The transmission is spatially isotropic and radially symmetric i.e. K(x) ≡
K(|x|) ∀x ∈ Rd.
• K is a decreasing function of |x| with a maximum at K(0) (if it exists).
• There exists a characteristic length scale L to transmission, which is indepen-
dent of the shape of the transmission kernel. To be exact I require that K is
in the form K(x) = 1
Ld
k(x/L) for some shape function k independent of L.
The final condition gives that the total ‘effort’ of the infection over space, defined
as,
K0 =
∫
A
K(x)dx, (2.12)
is invariant under variation in L, so long as L  l. This will be important since
the invariance of the spatial integral plays an analogous role in the following as the
frequency dependent transmission assumption does in deriving limiting large popu-
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lation dynamics (Kurtz 1970; Kurtz 1971).
Almost surely each infectious population remains infectious, and thereby con-
tributing to the ongoing epidemic, for a finite period of time. In this model once
a population has ceased being infectious it is removed (R) from the epidemic dy-
namics, no subsequent re-infection can occur. The recovery mechanism potentially
models either the population reaching a critical herd immunity (Anderson and May
1985a) after which infection declines rapidly, detection and population removal as
is commonly the case with diseases of commercial livestock (Ferguson, Donnelly,
and Anderson 2001b) or even the complete elimination of host by the disease as is
the case with certain diseases of plants (Rizzo and Garbelotto 2003). Recovery oc-
curs at a constant probabilistic rate γ during the infectious period of the population.
The model considerations above point towards the definition of Markovian
dynamics for the symbolic process σ = (σ(t) = (σ1(t), . . . , σN (t)), t ≥ 0) on {S, I,R}N
with initial law, P0 and probabilistic dynamics specified by,
P(σi(t+ h) = I|σ(t), σi(t) = S) =
[ ∑
j:σj(t)=I
K(xi − xj)
]
h+ o(h), (2.13)
P(σi(t+ h) = R|σi(t) = I) = γh+ o(h). (2.14)
i = 1, . . . , N, h > 0.
This version of defining Markovian dynamics is possibly the most natural since one
can consider the stochastic rates of new events arriving as setting the probability
of a discrete disease event, either an infection or recovery event, arriving in the
infinitesimal future interval [t, t + dt]. The probability of more than one event
occurring simultaneously is zero; an event either occurs in the infinitesimal future
or it doesn’t.
2.3.2 An Equivalent Stochastic Model
In this section I present an alternate model of disease spread, based on selecting the
transmission and recovery times from the hitting times of a set of Poisson process.
This will be shown to be probabilistically equivalent to the coin tossing version of
the Markovian dynamics presented above and allows the spatial epidemic to be rep-
resented as a stochastic process driven by Poisson processes and thereby give access
to the theory presented in section 2.2.
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Firstly, I define N2 independent Poisson processes, using the notation X ∼
PP (ν) to indicate that X is a Poisson process of intensity ν.
N Iij ∼ PP (K(xi − xj)), i, j = 1, . . . , N, i 6= j, (2.15)
NRi ∼ PP (γ), i = 1, . . . , N. (2.16)
The spatial epidemic dynamics can now be subordinated to these Poisson processes.
This is a technique that is common amongst the community of applied probabilists
working in the field of mathematical epidemiology (Ball and Neal 2002) in order to
better analyse thresholds for epidemic eradication (Ball, Britton, and Lyne 2004)
or the probability of early extinction and distribution of final epidemic sizes (Ball,
Sirl, and Trapman 2010). The essential idea is that the number of jumps of a homo-
geneous Poisson process PP (ν) on the time interval [t, t + h) is always distributed
as Poisson(νh) due to stationary independent increments. Hence, the probability of
the number of jumps being ≥ 1 is
1− P(#jumps ∈ [t, t+ h) = 0) = 1− e−νh = νh+ o(h).
Similarly for M independent homogenous Poisson processes each with some intensity
{νi}Mi=1 the probability of there being no jumps for any of the M processes is
1− P(#jumps ∈ [t, t+ h) = 0) = 1−
M∏
i=1
e−νih =
M∑
i=1
νih+ o(h).
These basic considerations demonstrate that probabilistic dynamics of the form
(2.13) and (2.14) can be constructed using the hitting times for jumps of judiciously
chosen Poisson processes.
I now give a mechanistic description of constructing a sample epidemic from
Poisson processes. An initial state σ(0) is drawn from P0. The hitting times of the
Poisson processes form the complete set of times at which events can occur, the set of
Poisson processes {N Iij} defining the possible times of population i becoming infected
by population j and {NRi } defining the possible times of recovery for population i.
The dynamics evolve thus, with a pictorial desciption being given in figure 2.1:
1. Generate a sufficiently large number of hitting times for each Poisson process,
{(τ Iij)(n)}n≥0 and {(τRi )(n)}n≥0 and set time t = 0.
2. Form an ordered set of the hitting times for all Poisson processes retaining
their originating Poisson Process, τ (1) < τ (2) < τ (3) < . . .
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3. Sequentially, from the earliest hitting time onwards, check which Poisson pro-
cess originated the hitting time. If the originator of the current hitting time
τ (n) was N Iij and an infectious transmission is feasible, that is that population
i is susceptible and population j is infectious, then update the time to τ (n)
and the local state at population i to σi(τ
(n)) = I. Similarly, for hitting times
originating from NRi where the feasibility is given by population i being in the
infectious state and update is given by σ(τ (n)) = R. At all other times the
epidemic state is constant.
4. If σi 6= I for all i = 1, . . . N . Then terminate the dynamics.
Figure 2.1: A schematic diagram of the possible random times of spread between two habi-
tats labelled i and j. The red arrows indicate the hitting times of the Poisson process NIij(t) ∼
PP (K(xi−xj)). Transmission occurs at the hitting time if, and only if, habitat i is in an infectious
state and habitat j is in a susceptible state. The blue arrows give the symmetric case of possible
transmission times from habitat j to i.
In this stochastic construction an event arriving for the the Poisson process N Iij is
interpreted as a contact time between the populations i and j. If the population
j is infectious then this is an infectious contact and if in addition population i is
susceptible this is a successful infectious contact that results in transmission.
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2.3.3 From the Poisson construction to the Stochastic Integral
The purpose of this section is to demonstrate that the Poisson construction above,
which is probabilistically equivalent to the defining Markovian dynamics of the spa-
tial epidemic model, is also equivalent to a Stochastic process with the Poisson
processes integrators, {N Iij} and {NRi }.
Rather than work directly with the local symbolic state space, {S, I,R}, I
define the indicator functions,
Si(t) = 1(σi(t), S), (2.17)
Ii(t) = 1(σi(t), I), (2.18)
i = 1, . . . , N, t ≥ 0.
The indicator function Ri(t) is redundant since Ri(t) = 1 − Si(t) − Ii(t). For any
initial distribution of indicators, {Si(0), Ii(0)}Ni=1, the Poisson construction from the
previous section can be compactly rewritten in terms of the hitting times of the
Poisson drivers,
Si(t) = Si(0)−
∑
j( 6=i)
∑
n≥0
1((τ Iij)
(n) < t)Si((τ
I
ij)
(n)−)Ij((τ Iij)
(n)−), (2.19)
Ii(t) = Ii(0) +
∑
j(6=i)
∑
n≥0
1((τ Iij)
(n) < t)Si((τ
I
ij)
(n)−)Ij((τ Iij)
(n)−)
−
∑
n≥0
1((τRi )
(n) < t)Ii((τ
R
i )
(n)−). (2.20)
i = 1, . . . , N, t ≥ 0.
Here, f(t−) = lims↑t f(s) is the left limit of the function f , and recalling that in
this notation {(τ Iij)(n)}n≥0 denotes the times at which habitat j makes a potentially
infectious contact with habitat i. By comparison to (2.10) it is clear that equations
(2.19) and (2.20) are solutions to a stochastic integral,
Si(t) = Si(0)−
∫ t
0
Si(t
−)
∑
j(6=i)
Ij(t
−)dN Iij(t), (2.21)
Ii(t) = Ii(0) +
∫ t
0
Si(t
−)
∑
j(6=i)
Ij(t
−)dN Iij(t)−
∫ t
0
Ii(t
−)dNRi (t), (2.22)
i = 1, . . . , N.
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From here on I refer to the stochastic process,
X = X(t) = (S1(t), I1(t), . . . , SN (t), IN (t)), (2.23)
as the spatial epidemic process, since it incorporates all the relevant information
about the random state of epidemic as it progresses through time.
I fix the underlying probability space as in section 2.2 and use the natural
filtration for the underlying Poisson drivers; that is the filtration that contains all
information about their hitting times. The samples ω ∈ Ω can be thought of as
the combination of an initial epidemic state and all the hitting times of all the
Poisson driving processes, this information becomes available to the observer as
time t progresses. The construction above shows directly that X(t) is adapted,
moreover for each i, j Si(t
−) and Ii(t−) are left continuous by the definition of left
limits. Therefore the integrand processes for (2.21) and (2.22) are predictable by
definition 2.2.1. This establishes the existence of the spatial epidemic as a pure
jump process.
Theorem 2.3.1. Suppose that for the spatial meta-population
∑
j(6=)iK(xi− xj) <
∞ for all i = 1, . . . , N . Then the spatial epidemic process X defined by equation
(2.23) is a pure jump process with vector valued jumps. The stochastic dynamics of
local states given in differential form as the set of stochastic differential equations
(SDEs),
dSi(t) = −
∑
j(6=i)
Si(t
−)Ij(t−)dN Iij(t), (2.24)
dIi(t) =
∑
j(6=i)
Si(t
−)Ij(t−)dN Iij(t)− Ii(t−)dNRi (t), (2.25)
i = 1, . . . , N
with solutions defined in terms of the well-defined stochastic integrals (2.21) and
(2.22).
Proof. Each indicator function {Si(t), Ii(t)}Ni=1 ∈ {0, 1} therefore at each hitting
time τ for the driving Poisson processes the change in local state is one of {−1, 0, 1}
depending on whether an infection or recovery event occurred for a given habitat.
Therefore a sample path for X can be defined from an initial configuration of local
disease states, the complete set of all hitting times of the driving Poisson processes
and the set of 2N -length vectors corresponding to the local changes in disease state
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due to an infection or recovery event at each habitat. Therefore X is a jump pro-
cess with vector valued jumps. The left-continuous processes Si(t
−) and Ii(t−) are
predictable, as established above. I focus on one term in the sum of the integrand
process of (2.24) and consider the existence criteria for theorem 2.2.2,
E
[ ∫ t
0
K(xi − xj)(|Si(s−)Ij(s−)|+ (S2i (s−)I2j (s−))ds
]
= 2E
[ ∫ t
0
K(xi − xj)Si(s−)Ij(s−)ds
]
≤ 2K(xi − xj)E
[ ∫ t
0
Ij(s
−)ds
]
≤ 2K(xi − xj)
γ
<∞.
Where I have used that the indicators are binary taking values 0 or 1 and used
that
∫∞
0 Ij(s
−)ds is either zero (if the jth population is never infected) or equal
to a sample of the duration of infectiousness, which is of mean length 1/γ. If
also
∑
j(6=)iK(xi − xj) < ∞ then the stochastic integral (2.21), which defines the
stochastic dynamics (2.24), exists by theorem 2.2.2. A similar argument can be used
for the existence of (2.22).
It is common to present the SDEs (2.24) and (2.25) as decomposed into a drift
term driven by time and a fluctuation term driven by a martingale process. First,
we note that the compensator of the Poisson process coincides with its expectation
at each time, A(t) = E[N Iij(t)] = K(xi − xj)t for all t ≥ 0. Hence in differential
form,
dN Iij(t) = dA(t) + dN˜(t) = K(xi − xj)dt+ dN˜(t). (2.26)
The differential form for the other Poisson integrators is similar. Introducing this
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into equations (2.24) and (2.25) gives,
dSi(t) = −Si(t−)
∑
j(6=i)
K(xi − xj)Ij(t−)dt
−Si(t−)
∑
j(6=i)
Ij(t
−)dN˜ Iij(t), (2.27)
dIi(t) =
[
Si(t
−)
∑
j(6=i)
K(xi − xj)Ij(t−)− γIi(t−)
]
dt
+Si(t
−)
∑
j(6=i)
Ij(t
−)dN˜ Iij(t)− Ii(t−)dN˜Ri (t), (2.28)
i = 1, . . . , N.
The terms proportional to the differential forms of the compensated Poisson pro-
cesses are differential forms for a martingale process by theorem 2.2.2. Their sum
defines the fluctuation part of dSi(t) and dIi(t). Hence, the terms proportional to dt
are the differential forms for the compensators of dSi(t) and dIi(t). In drift and fluc-
tuation form equations (2.27) and (2.28) are similar to those derived by Ovaskainen
and Cornell (Ovaskainen and Cornell 2006b; Cornell and Ovaskainen 2008), albeit
for the context SIR type epidemic dynamics rather than the equilibrium colonisa-
tion of unoccupied patches by an invasive species. My main departure is that I have
given an explicit representation of the martingale part of the stochastic dynamics
in terms of well defined integrals with respect to compensated Poisson processes.
2.3.4 Covariance Closure and Covariance between Disease States
An important feature of stochastic models is the often observed fact that the pre-
dicted expected dynamics, E[X] = (E[X](t), t ≥ 0), is not equivalent to solving the
drift part of the decomposition as a related ordinary differential (ODE) problem.
That is that for general stochastic differential models,
dX(t) = F (X(t))dt+ σ(X(t))dM(t) 6=⇒ d
dt
E[X(t)] = F (E[X](t)).
In particular, the above is true whenever the vector field F (·) depends non-linearly
on the stochastic state X(t). This has been emphasised in theoretical ecology and
epidemiology since at least the nineties, c.f. (Isham 1995; Bolker and Pacala 1997;
Isham 2005). However, it is worth investigating why the ODE approach to calcu-
lating the expected dynamics fails and the role of covariance between disease states.
In this section I give the contribution of covariance between disease states to the
expected dynamics of the spatial epidemic, give the most basic ODE approximation
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to the expected dynamics and an upper bound for the supremum error of this basic
approximation.
By taking expectations on equations (2.27) and (2.28) we see that for every
disease state indicator process we can make the drift and fluctuation decomposition,
Si(t) = E[Si(t)] + S˜i(t) (2.29)
Ii(t) = E[Ii(t)] + I˜i(t) (2.30)
i = 1, . . . , N.
The time-varying covariance between the random disease indicators, Si(t), Ij(t) is
given by the joint expectation of their fluctuations,
cov[Si, Ij ](t) = E[S˜i(t)I˜j(t)] = E[Si(t)Ij(t)]− E[Si(t)]E[Ij(t)].
Whenever cov[Si(t), Ij(t)] 6= 0 I say that populations i and j form an SI correlated
pair. I also make the short-hand notation,
cXY (i, j; t) = cY X(j, i; t) = cov[Xi(t), Yj(t)] (2.31)
i, j = 1, . . . , N, X, Y ∈ {S, I,R}, t ≥ 0.
For the SDE representation of the spatial epidemic (2.24), (2.25), the ex-
pected dynamics are corrected by the covariance between the susceptibility of each
population i and the infectiousness of each population j. This can be seen by intro-
ducing the drift and fluctuation decomposition to each disease indicator in equations
(2.27) and (2.28), taking expectations and applying the martingale property,
d
dt
E[Si](t) = −E[Si]
∑
j(6=i)
K(xi − xj)E[Ij ]−
∑
j(6=i)
K(xi − xj)cSI(i, j; t)(2.32)
d
dt
E[Ii](t) = E[Si]
∑
j(6=i)
K(xi − xj)E[Ij ] +
∑
j(6=i)
K(xi − xj)cSI(i, j; t)− γE[Ii],(2.33)
i = 1, . . . , N.
We shall see that the formation of SI correlated pairs is driven by various triple
configurations, and can indeed extrapolate that triple configurations are formed by
quadruple configurations and so on. This observation plays a key role in so called
closure schemes (Bolker and Pacala 1997) for approximating the statistical observ-
ables of random processes. Specialising to the spatial epidemic process equation we
32
will find that in order to calculate the contribution of SI correlated pairs at any time
to the expected dynamics one must first calculate the expected contribution of SII
and SSI correlated triple configurations. These considerations lead to a hierarchy
of correlation dynamics that must be solved. A closure scheme is an approximation
of higher order correlations in terms of lower order correlations and the expected
dynamics.
The simplest correlation closure is to treat random variables as uncorrelated,
i.e. that their covariance is zero. For the spatial epidemic process this is equivalent
to the approximation,
E[Si(t)Ij(t)] ≈ E[Si](t)E[Ij ](t), t ≥ 0. (2.34)
Applying closure (2.34) to equations (2.32) and (2.33) gives,
d
dt
E[Si](t) ≈ −E[Si](t)
∑
j( 6=i)
K(xi − xj)E[Ij ](t), (2.35)
d
dt
E[Ii](t) ≈ E[Si](t)
∑
j(6=i)
K(xi − xj)E[Ij ](t)− γE[Ij ](t), (2.36)
i = 1, . . . , N.
These equations are in ODE form for a closed set of dynamic variables, the expecta-
tion processes {E[Si],E[Ii]}Ni=1, and can therefore be solved efficiently using standard
ODE integration techniques such as Runge-Kutta to give an approximation to the
expected dynamics that does not require extensive Monte Carlo estimation to solve.
However, it is not immediately clear what the size of the error due to using this
approximation is, I turn to this question in the next section.
2.3.5 Truncation Error for Pair Covariances
The unfortunate aspect of correlation closure schemes is that the approximation
error is generally uncontrolled (see (Murrell, Dieckmann, and Law 2004) for a general
discussion on the reliability of closure schemes) and their performance can only be
assessed through comparison to Monte Carlo simulation. However, it is clear that the
magnitude of the error between the true expected dynamics and the approximations
(2.35) and (2.36) is determined by the magnitude of the contribution due to SI
correlated pairs. This can be made more explicit with a lemma, given without proof
(see (Kurtz 1971) for a further generalised version of the lemma),
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Lemma 2.3.2. Suppose there exists a vector field F (·) : Rm → Rn for some m,n ∈
N, where F obeys Lipschitz continuity with Lipschitz constant C: |F (x) − F (y)| ≤
C|x− y|, ∀x, y ∈ Rm. Let X(t) be the solution to
d
dt
X(t) = F (X(t)), X(0) = x0.
Let G : Rm → Rn also be a vector field bounded on Rm and suppose X ′(t) is the
solution to
d
dt
X ′(t) = G(X ′(t)), X ′(0) = x′0.
then
sup
s≤t
|X(s)−X ′(s)| ≤
(
|x0 − x′0|+ t sup
x∈Rm
|F (x)−G(x)|
)
eCt. (2.37)
The dependence on correlated SI pairs for the true expected dynamics (2.32)
and (2.33) donates a time varying contribution to the vector field. I make the
standard trick of converting into an autonomous ODE by incorporating the time
process t into the state space. I denote the expected dynamics approximated by
neglecting all the covariance processes {cSI(i, j; ·)}Ni,j=1, that is the approximate
dynamics (2.35), (2.36) as E[X]′(t) and only consider the case when the initial
distribution of local disease state is known, thereby allowing initial conditions to be
matched. The difference between the vector fields for E[X] and E[X]′ is the vector
of length 2N giving the covariance contributions to each disease state indicator.
Applying lemma 2.3.2 for the Euclidean difference between two 2N length vectors
then gives that,
sup
s≤t
|E[X](t)− E[X]′(t)| ≤
(
sup
s≤t
√√√√2∑
i
( ∑
j(6=i)
K(xi − xj)cSI(i, j; s)
)2)
teCt.
(2.38)
The uniform bound (2.38) depends directly on the magnitude of contribution of
correlated pairs, if these decay to zero than we will obtain uniform convergence for
the trajectory of the approximate dynamics (2.35), (2.36), onto the true expected
dynamics.
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2.3.6 The Dynamical Hierarchy of Local Disease States
In the previous section we saw that the error between the true expected dynamics
and a basic ODE approximation was governed by the covariance between disease
states; that is the joint expected dynamics of their fluctuations. The joint dynamics
of products of disease indicators, and their fluctuations, are also stochastic processes.
In fact they can be characterised as counting processes driven by the same set of N2
Poisson process integrators via the pure jump Itoˆ formula 2.2.3. I will call the joint
dynamics of pair products the pair dynamics, triple products triple dynamics and
so on. The pair and triple dynamics will be given explicitly. The most important
observation will be that the product dynamics do not obey the chain rule familiar
from classical calculus.
The deviation between the classical chain rule and the dynamics given by
the Itoˆ formula 2.2.3 is itself a stochastic process called the quadratic covariation
process. In this section I will demonstrate that the quadratic covariation between
disease states drives the formation of correlations between the disease states of spa-
tially separate populations and enforces the discreteness of the dynamics. I will also
explicitly calculate the joint stochastic dynamics for pairs and triples. In combi-
nation with the disease state dynamics I call this the dynamical hierarchy for the
spatial epidemic. The basic idea is that taking expectations and applying a closure
scheme to ever increasing sizes of the dynamical hierarchy leads to diminishing er-
ror between the true expectation dynamics and the ‘closed’ approximate expected
dynamics. In this sense the approximate expected dynamics (2.35), (2.36), were a
closure on the singlet hierarchy.
I construct the dynamics of pair diseases states as a real-valued process using
products of the indicator functions (2.17) and (2.18). For example, the SI pair of
populations i and j is value 1 at time t iff population i has the local disease state S
and population j has local disease state I at time t, which is equivalent to Si(t)Ij(t).
A direct application of the Itoˆ formula 2.2.3 to the set of product functions
f(X(t)) = Xi(t)Yj(t), X, Y ∈ {S, I}, i, j,= 1, . . . , N, t ≥ 0,
gives the following stochastic pair dynamics. As a short-hand I leave the dependence
of the integrand on the left-continuous version of the triples implicit and drop the
explicit time dependence.
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Pair Dynamics:
d(SiSj) = −SiSj
( ∑
k(6=i)
IkdN
I
ik +
∑
k(6=j)
IkdN
I
jk
)
+ δijSi
∑
k(6=i)
IkdN
I
ik, (2.39)
d(SiIj) = SiSj
∑
k(6=j)
IkdN
I
jk − SiIjdNRj − SiIj
∑
k(6=i)
IkdN
I
ik − δijSi
∑
k(6=i)
IkdN
I
ik,
(2.40)
d(IiIj) = SiIj
∑
k(6=i)
IkdN
I
ik − IiIjdNRi + IiSj
∑
k(6=j)
IkdN
I
jk
−IiIjdNRj + δij
(
Si
∑
k(6=i)
IkdN
I
ik + IidN
R
i
)
, (2.41)
i, j = 1, . . . N.
The origin of the Kronecker delta functions in the integrand processes above is from
noting that the same arriving event for one Poisson process integrators drives the
jump for both Si and Ii; that is that a successful infectious contact event varies two
of the system variables simultaneously. I make two additional observations on the
pair dynamics. Firstly, the pair dynamics are now explicitly written as depending
on triples and are driven by the N2 set of Poisson processes. Secondly, note that
the pair dynamics are in the form,
d(XY ) = XdY + Y dX + d[X,Y ]. (2.42)
Equation (2.42) presents the pair dynamics as the dynamics expected from the
classic product rule plus a correcting process [X,Y ] = ([X,Y ](t), t ≥ 0). The
correcting process is the quadratic covariation process between the processes X
and Y . For example, the quadratic covariation process for the pair dynamics for
Si(t)Ij(t) is,
d[Si, Ij ](t) = −δijSi
∑
k( 6=i)
IkdN
I
ik.
Deterministic processes with differentiable trajectories obey the classic prod-
uct rule of calculus, and hence for such deterministic processes Xdet and Ydet:
[Xdet, Ydet](t) = 0, t ≥ 0. For any stochastic process, X, let X˜(t) = X(t)− A(t) be
the martingale part of X, where A(t) is the compensator of X. Since the expected
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dynamics are deterministic, the covariance between two random processes’ states at
time t, cov[X(t), Y (t)] = cXY (t), is given by,
dcXY (t) = dE[X˜Y˜ ]
= E[XdY ] + E[Y dX] + d〈X,Y 〉 − E[X]dE[Y ]− E[Y ]dE[X]
= E[X˜dY ] + E[Y˜ dX] + d〈X,Y 〉. (2.43)
Where 〈X,Y 〉 = E[[X,Y ]] is the expected quadratic covariation process. At this
juncture it is useful to introduce some further notation. Equations (2.27) and (2.28)
gave the drift and fluctuation form for the disease state indicators at each population,
I noted that the differential form of the compensator for each dSi and dIi was given
in the form,
dX = dA(t) + dX˜ = rXdt+ dX˜. (2.44)
Since A(t) =
∫ t
0 rX(s)ds I refer to rX as the intensity of process X in analogy to
the terminology of Poisson processes. The intensity rX is itself a stochastic process
though ergo disjoint increments for X(t) are expected to be neither independent nor
Poisson distributed. Using the intensity of the process simplifies equation (2.43) to,
d
dt
cXY (t) = E[X˜rY ] + E[Y˜ rX ] + E[rX,Y ]. (2.45)
Where rX,Y is the intensity of the quadratic covariation process [X,Y ]. Note that
for X,Y representing disease states for the spatial epidemic E[X˜rY ] depends on the
disease state expectations, pair covariances and triple covariances; for example for
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X = Si and Y = Ij ,
E[S˜irIj ] = E[S˜i(Sj
∑
k(6=j)
K(xj − xk)Ik − γIj)]
= E[S˜i(E[Sj ]
∑
k( 6=j)
K(xj − xk)E[Ik]− γE[Ij ])]
+E[S˜i(S˜j
∑
k(6=j)
K(xj − xk)E[Ik])]
+E[S˜i(E[Sj ]
∑
k( 6=j)
K(xj − xk)I˜k)]
+E[S˜i(S˜j
∑
k(6=j)
K(xj − xk)I˜k)]− E[γS˜iI˜j ]
= cSS(i, j; t)
∑
k(6=j)
K(xj − xk)E[Ik] + E[Sj ]
∑
k(6=j)
K(xj − xk)cSI(i, k; t)
+
∑
k(6=j)
K(xj − xk)cSSI(i, j, k; t)− γcSI(i, j; t). (2.46)
Where I have used the drift and fluctuation representation for each disease indicator
process, martingale property of the fluctuation terms and the definition of covari-
ance. The triple covariance is given as cXY Z = E[X˜Y˜ Z˜]. Equation (2.46) gives the
rich correlation structure for the stochastic disease states of each population.
If the initial disease states of the spatial epidemic are chosen deterministically,
or independently at random, then
cXY (i, j; 0) = 0,
cXY Z(i, j, k; 0) = 0,
X, Y, Z ∈ {S, I}, i, j, k = 1, . . . , N.
In the absence of quadratic covariation, i.e. if the processes are deterministic with
differentiable trajectories, equation (2.45) gives that the covariance functions being
zero is a fixed point for the covariance dynamics and therefore the covariance remains
zero for all t ≥ 0. For the stochastic spatial epidemic [X,Y ] 6= 0 and covariance
effects enter the dynamics irrespective of the choice of initial condition. We can now
identify quadratic covariation as the fundamental source of the deviation between
the true expected dynamics stochastic processes and approximating deterministic
processes such as the correlation closed dynamics (2.35) and (2.36).
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The quadratic covariation process is also the dynamical mechanism via which
the fundamental discreteness of the population dynamics is enforced. From the defi-
nitions (2.17) and (2.18) we can see that Si(0)Ii(0) = 0 for any physically admissible
initial distribution; populations are either in disease state S or they are not. It is also
obvious that this extends into the future, since the dynamics preclude population i
being in both state S and I simultaneously. However, if the chain rule of classical
calculus is naively applied to the pair dynamics we arrive at the false statement,
d(SiIi) = (S
2
i − SiIi)
∑
k(6=i)
IkdN
I
ik − SiIidNRj ,
which would predict that Si(t)Ii(t) is not necessarily zero for all time. The stochastic
dynamics given by equation (2.40), with the correcting quadratic covariation process
gives the correct result,
d(SiIi) = −SiIidNRi − SiIi
∑
k( 6=i)
IkdN
I
ik.
So that for any proper initial conditions that respect that populations cannot be
simultaneously infected and susceptible, d(SiIi) = 0 =⇒ Si(t)Ii(t) = 0, t ≥ 0.
In the above I used that S2i (t) = Si(t), this is guaranteed for proper initial condi-
tions by equation (2.39) which gives that dS2i = dSi and hence S
2
i (t) = Si(t) t ≥ 0
since they are driven by the same underlying Poisson process hitting times. Finally,
I2i (t) = Ii(t), t ≥ 0. I call these (elementary) results the discreteness conditions. On
one hand, the discreteness conditions are simply due to Si(t), Ii(t) ∈ {0, 1} for each
i and t ≥ 0. The point is that by using the correct chain rule in the construction
of the dynamical hierarchy these conditions will be automatically satisfied without
awkward post-calculation adjustments, see for example (Bolker 1999) for a treat-
ment where the ‘standard’ chain rule is used and then corrected using an argument
based on the fundamental discreteness of the spatial epidemic process.
I finish this section by giving the explicit triple dynamics and mentioning
the cubic covariation process. The quadratic covariation defines the difference be-
tween the expected trajectory of the stochastic spatial epidemic jump process and an
approximating deterministic processes; the cubic covariation defines the difference
between the true expected trajectory and the expected trajectory of an approximat-
ing diffusion process. Applying the Itoˆ formula for pure jump processes 2.2.3 to the
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triple product functions,
f(X(t)) = Xi(t)Yj(t)Zk(t), X, Y, Z ∈ {S, I}, i, j, k = 1, . . . , N, t ≥ 0,
gives the following triples dynamics represented as SDEs.
Triples Dynamics:
d(SiSjSk) = −SiSjSk
( ∑
l(6=i)
IldN
I
il +
∑
l(6=j)
IldN
I
jl +
∑
l( 6=k)
IldN
I
kl
)
+δijSiSk
∑
l(6=i)
IldN
I
il + δikSiSj
∑
l( 6=i)
IldN
I
il
+δjkSiSj
∑
l(6=j)
IldN
I
jl − δijkSi
∑
l(6=i)
IldN
I
il.
(2.47)
d(SiSjIk) = SiSjSk
∑
l(6=k)
IldN
I
kl − SiSjIkdNRk − SiSjIk
( ∑
l(6=i)
IldN
I
il +
∑
l(6=j)
IldN
I
jl
)
+δijSiIk
∑
l(6=i)
IldN
I
il − δikSiSj
∑
l(6=i)
IldN
I
il − δjkSiSj
∑
l( 6=j)
IldN
I
jl
+δijkSi
∑
l( 6=i)
IldN
I
il. (2.48)
d(SiIjIk) = SiSjIk
∑
l(6=j)
IldN
I
jl − SiIjIkdNRj + SiIjSk
∑
l(6=k)
IldN
I
kl
−SiIjIkdNRk − SiIjIk
∑
l( 6=i)
IldN
I
il − δijSiIk
∑
l(6=i)
IldN
I
il
−δikSiIj
∑
l(6=i)
IldN
I
il + δjk(SiSj
∑
l(6=j)
IldN
I
jl + SiIjdN
R
j )
−δijkSi
∑
l(6=i)
IldN
I
il. (2.49)
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d(IiIjIk) = SiIjIk
∑
l(6=i)
IldN
I
il + IiSjIk
∑
l(6=j)
IldN
I
jl + IiIjSk
∑
l(6=k)
IldN
I
kl
−IiIjIkdNRi − IiIjIkdNRj − IiIjIkdNRk
+δij(SiIk
∑
l( 6=i)
IldN
I
il + IiIkdN
R
i ) + δik(SiIj
∑
l( 6=i)
IldN
I
il + IiIjdN
R
i )
+δjk(SjIi
∑
l(6=j)
IldN
I
jl + IiIjdN
R
j ) + δijk(Si
∑
l(6=i)
IldN
I
il − IidNRi ).
(2.50)
The triple dynamics depend on quadruple dynamics, as expected. The triple dy-
namics are in the form,
d(XY Z) = XY dZ +XZdY + Y ZdX +Xd[Y,Z] + Y d[X,Z] + Zd[X,Y ] + d[X,Y, Z].
(2.51)
Where [X,Y, Z] is the cubic covariation process. The cubic covariation represents a
major departure in the structure of the SDEs describing pure jump processes com-
pared to the more familiar diffusion SDEs driven by Brownian motion. Processes
driven by Brownian motions have zero cubic covariation, see for example (Oksendal
2004).
The reader should be convinced at this point that dynamics at the level of
a size n configuration of disease states will generally depend on size (n + 1) con-
figurations as has been found in a number of different contexts, again see (Murrell,
Dieckmann, and Law 2004) for a longer discussion. For finite numbers of popula-
tions this is not in fact an infinite hierarchy of SDEs since a size N configuration
cannot depend on a size (N + 1) configuration since there is no way to write a
(N + 1)-fold product of disease state indicators without the discreteness conditions
implying that the (N + 1)-fold product being equivalent to a configuration of at
most N size.
2.3.7 The Approximating ODEs for the Spatial Epidemic
In this section I expand the covariance closure from section 2.3.4 by one order and
include explicitly the dynamics using the expression for the dynamics of the pair co-
variances (2.45). The dynamical equation for each pair covariance will be rewritten,
using the same method of expanding the dynamical hierarchy equations into drift
and fluctuation form and taking expectations as in (2.46).
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For N populations located at {xi ∈ A}Ni=1, this gives 2N ODEs for the
expected dynamics {E[S]i(t),E[I]i(t)}Ni=1 and 3N2 ODEs for the pair covariance
functions, {cSS(i, j; t), cSI(i, j; t), cII(i, j; t)}Ni,j=1. For better compactness of repre-
sentation I define the force of infection at population i, λi(t),
λi(t) =
∑
j(6=i)
K(xi − xj)Ij(t). (2.52)
The approximation step is to truncate at the order of triples, that is to treat all
triple covariances at zero.
Approximating ODEs for Spatial Epidemic
d
dt
E[Si](t) = −E[Si](t)E[λi](t)−
∑
j(6=i)
K(xi − xj)cSI(i, j; t). (2.53)
d
dt
E[Ii](t) = E[Si](t)E[λi](t) +
∑
j( 6=i)
K(xi − xj)cSI(i, j; t)− γE[Ii](t). (2.54)
d
dt
cSS(i, j; t) = −cSS(i, j; t)(E[λj ](t) + E[λi](t)− E[Sj ](t)
∑
k(6=j)
K(xj − xk)cSI(i, k; t)
−E[Si](t)
∑
k(6=i)
K(xi − xk)cSI(j, k; t) + δijE[Si(t)λi(t)]. (2.55)
d
dt
cSI(i, j; t) = cSS(i, j; t)E[λj ](t) + E[Sj ](t)
∑
k(6=j)
K(xj − xk)cSI(i, k; t)
−cSI(i, j; t)E[λi](t)− γcSI(i, j; t)− E[Si](t)
∑
k(6=i)
K(xi − xk)cII(j, k; t)
−δijE[Si(t)λi(t)]. (2.56)
d
dt
cII(i, j; t) = cSI(i, j; t)E[λi](t) + cSI(j, i; t)E[λj ](t)− 2γcII(i, j; t)
+E[Si](t)
∑
k(6=i)
K(xi − xk)cII(j, k; t) + E[Sj ]
∑
k(6=j)
K(xj − xk)cII(i, k; t)
+δijE[Si(t)λi(t) + γIi(t)]. (2.57)
i, j = 1, . . . , N, i 6= j, t ≥ 0.
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I solve the covariance equations for i 6= j since the self covariance equations can be
written in terms of the expected dynamics by using the discreteness conditions,
cSS(i, i; t) = E[S2i ](t)− E[Si]2(t) = E[Si](t)(1− E[Si](t)),
cSI(i, i; t) = E[SiIi](t)− E[Si](t)E[Ii](t) = −E[Si](t)E[Ii](t),
cII(i, i; t) = E[I2i ](t)− E[Ii]2(t) = E[Ii](t)(1− E[Ii](t)).
Setting the 3-variate covariances to zero is equivalent to the approximation of third
moments,
E[XY Z] ≈ E[X]E[Y Z] + E[Y ]E[XZ] + E[Z]E[XY ]− 2E[X]E[Y ]E[Z].
In the literature of dynamic approximations of statistical quantities using only mo-
ments rather than covariances, this approximation is referred to as the power-1
symmetric moment closure (Murrell, Dieckmann, and Law 2004). Therefore, I also
refer to my covariance closure as a power-1 closure scheme. Having closed the corre-
lation hierarchy using a power-1 closure the closed set of 2N + 3N2 approximating
ODE equations can be solved using standard Runge-Kutta numerical solution tech-
niques.
The pair covariances with i 6= j can now be shown to be order (1/Ld) mag-
nitude quantities when the initial distribution is either determined or uniformly
random. Let cXY (i, j; ·) be one of the 3N2 pair covariances given above, by inspec-
tion it has exactly two terms in its vector field that depend of a pair covariance of
the form cX′Y ′(k, k; ·) for some X ′, Y ′ ∈ {S, I}. Again by inspection the two terms
themselves are in the form,
cXY (i, j, ·) = ±E[Sj ]K(xj − xi)cX′Y ′(i, i; ·)± E[Si]K(xi − xj)cX′′Y ′′(j, j; ·)
= ±E[Sj ]k((xj − xi)/L)
Ld
cX′Y ′(i, i; ·)± E[Si]k((xi − xj)/L)
Ld
cX′′Y ′′(j, j; ·) + . . .
(2.58)
Using the assumption for the transmission kernel that the shape function k(·) is
O(1) we see that the two terms (2.58) are magnitude O(L−d). Therefore by lemma
2.3.2 the difference between each pair covariance cXY (i, j; ·) and c′XY (i, j; ·) which
has the same ODE vector field with the terms (2.58) removed is O(L−d). On the
other hand, c′XY (i, j; ·) = 0 since c′XY (i, j; 0) = 0 for all i 6= j (i.e. for determined
or uniformly random initial conditions) is a fixed point for the covariance dynamics
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less (2.58). Ergo, cXY (i, j; t) ∼ O(L−d).
By bounding the size of the covariance and considering equations (2.53) and
(2.54) I give that leading correction to the expected dynamics due to stochasticity,
which I denote χ for each disease indicator to be
χ ∼ O(L−d
∑
j(6=i)
K(xi − xj)). (2.59)
Equation (2.59) reflects that the stochasticity alters the expected dynamics of Si(t), Ii(t)
for each i, compared to related deterministic models, through the covariance between
the susceptibility of the ith habitat Si(t) and the stochastic force of infection λi(t)
felt at that habitat.
Equation (2.59) also suggests that, in the ‘mean-field’ limit L → ∞ the de-
terministic approximating equations are exact, so long as
∑
j( 6=i)K(xi−xj) remains
finite, e.g. the habitats are not all located at the same spatial location with N →∞.
However, I have also fixed the effort of infection for the transmission kernel on A,
K0, where
K0 =
∫
A
K(x)dx. (2.60)
Therefore, for finite domains A the limit L→∞ for admissible transmission kernels
gives
lim
L→∞
K(x) =
K0
ld
. (2.61)
By comparison to the classical SIR model given in the introduction we see that the
restriction to transmission kernels with L-invariant K0 is analogous to frequency
dependent transmission.
2.4 Numerical Examples
In this section I give two examples of using the dynamical hierarchy presented above
to construct an approximation to the expected dynamics of a spatial epidemic pro-
cess as a closed set of ODEs depending on the expected dynamics themselves and
the pair covariances. This is essentially the same as the approach demonstrated in
section 2.3.4 but rather than using the closure scheme of treating all pair covari-
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ances as zero I instead close the dynamical hierarchy by assuming that all triple
covariances are zero. This explicitly includes the contribution from quadratic co-
variation into the expected dynamics and as we have seen is a fundamentally better
approximation to the expected dynamics.
As throughout this chapter I treat the habitat spatial locations {xi ∈ A}Ni=1
as known data. For many applications this is a plausible assumption, a classic exam-
ple being the spread of disease between livestock in UK farms where detailed spatial
data is available. Another possibility is that the spatial interactions are considered
to be homogeneous, in which case detailed knowledge of spatial locations is not
important for making theoretical predictions. I will consider both this ‘mean-field’
scenario and a more interesting example modelling the invasion of a pathogen from
an initial infection event into a spatial meta-population. In both cases I will demon-
strate that the approximating ODEs can essentially recover the expected spatial
dynamics and covariances.
I now apply the ODE approximating equations to the two models: the mean
field dynamics and a spatially explicit epidemic.
2.4.1 Mean field Dynamics
In this section I consider a simple test case for the theory, the classic stochastic
SIR process on N homogeneously mixing individuals (Bailey 1950). As we have
seen removing space via taking the L → ∞ limit fixed the transmission kernel as
K(x) = K0/l
d. If I also fix the density of the habitats in A, N/Ld = 1 then the
classic SIR model is recovered,
K(x) = K0/l
d = K0/N. (2.62)
In this scenario the correlation hierarchy above describes frequency dependent trans-
mission with a the reproductive ratio R0 =
K0
γ . In the context of this model we can
associate the space-less dynamics of the stochastic SIR model with the L→∞ limit
when the ‘local’ interactions for each habitat become equivalent to the global ‘mean
field’ interaction. For this reason I dub the stochastic SIR process: the mean-field
epidemic process.
If a further limit N → ∞ is taken then the dynamics of the disease state
densities S(t) = 1N
∑
i Si(t) and I(t) =
1
N
∑
i Ii(t) convergence uniformly on com-
45
pacts in probability (u.c.p) to the classical deterministic density SIR dynamics, as
was mentioned in the introduction,
d
dt
S = −K0SI, (2.63)
d
dt
I = K0SI − γI. (2.64)
The power-1 closure in this context is equivalent to restoring an O(1/N) correction
due to the stochasticity of the finite size SIR model. This can be seen from (2.59)
and replacing the L−d scaling with N−1,
χ ∼ O(N−1
∑
j(6=i)
K0N
−1) =⇒ χ ∼ O(N−1). (2.65)
I demonstrate the correction due to using the approximating ODEs by com-
paring their numerical solution to the expected infection density dynamics, E[I] =
(E[I](t), t ≥ 0), estimated from 106 Monte Carlo replicate simulations. Here and
in the next section I used the tau-leap method (see (Gillespie 2001) and chapter 4)
with a leap size of ∆t = 0.01 to generate the Monte Carlo expected dynamics due
to the convenience of taking empirical expectations over the MC replicates at each
of the discrete time steps.
Very good agreement was found with the initial density fixed as I(0) = 0.05
and for epidemiological parameters, K0 = 1.5, γ = 1, for both N = 100 and
N = 200, as shown in figure 2.2. The agreement between the approximating ODEs
and the observed stochastic behaviour was closer as N was larger; and both are in
closer agreement with the prediction of the deterministic SIR equations. The units
in time are in average infectious duration, 1/γ.
2.4.2 Stochastic Spread from an Initial Source
In this section I generate N = 400 habitat locations on A = [−10, 10]2 such that
x1 = 0 and the other locations xi for i > 1 are dispersed uniformly randomly (figure
2.3). Having generated this distribution of habitats locations they are considered
fixed data and all expectations are with respect to the distribution of stochastic
spatial epidemic with that habitat distribution. Population 1 is initially infected,
and additionally all other habitats i satisfying |xi| < 19/pi were initially infected
(figure 2.3). This represents a super-spreading event as the initial source of the
spatial epidemic, localised around the origin. For the spatial distribution considered
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Figure 2.2: The mean-field epidemic with K0 = 1.5, and γ = 1. A comparison is made between
the infection density dynamics of the power-1 closure of the correlation hierarchy (black dotted),
the deterministic mean field model (black lines) and the expected density dynamics estimated from
106 Monte Carlo replicates. Left: For N = 100. Right: For N = 200. Agreement between both
the approximating ODEs and the deterministic mean field model with the stochastic simulation is
better for larger N as expected from the theoretical considerations.
there were 25 populations initially infected by the super spreading event. Subsequent
epidemic dynamics followed the dynamics (2.24) and (2.25). I chose the transmission
kernel to be Gaussian shaped with a characteristic length scale L and total effort of
infection K0,
K(x) =
K0
2piL2
e−|x
2|/2L2 . (2.66)
The epidemiological parameters were set to K0 = 2, L = 3 and γ = 1. From (2.59)
error due to using the approximating ODEs is expected to be smaller than O(L−d)
since for randomly dispersed habitats
∑
j(6=i)K(xi − xj) ∼ K0.
I investigated the stochastic evolution of the spatial epidemic using both
Monte Carlo (MC) simulation and the approximating ODEs. I refer to a case
population as any population that became infected over the course of the epi-
demic. The probability for each population of becoming a case was estimated
empirically from 1000 MC replicates of the spatial epidemic with the same fixed
spatial distribution, epidemiological parameters and initial super spreading event.
The expected dynamics of the susceptible and infected population densities, E[S](t)
and E[I](t), and the population density variances var(S)(t) = E[S2(t)] − E[S]2(t),
var(I)(t) = E[I2(t)] − E[I]2(t) were also estimated over 1000 MC replicates. The
approximating ODE hierarchy was solved using a standard Runge-Kutta ODE nu-
merical solving technique for the 2N approximate expected dynamics of the popula-
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Figure 2.3: A spatial epidemic on [−10, 10]2 with N = 400. Transmission rate was given by
a gaussian shaped kernel, with effort of transmission, K0 = 2, and characteristic length scale of
transmission L = 3. The recovery rate was γ = 1. Top: The initially infected populations are
those within the area delimited by the red dashed circle. This represents a super spreading event
localised around the origin as the initial seed of the spatial epidemic. Bottom: The habitats are
colour coded by their probability of being a case by the end of the epidemic. Left: The prediction
from covariance closure. Right: Probability estimated from 1000 Monte Carlo replicates. Epidemic
risk is predominantly governed by locality to the super spreading event with a secondary effect due
to local clustering. The mean deviation for the spatial prediction using covariance closure ODEs
from the Monte Carlo estimate was 0.0175.
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tion disease states and the 3N2 covariances between population disease states. The
corresponding variance estimates for the the power-1 closure were given by using
the identities,
var(S(t)) =
1
N2
∑
i,j
cSS(i, j; t), (2.67)
var(I(t)) =
1
N2
∑
i,j
cII(i, j; t). (2.68)
For the chosen epidemiological parameters I found very good agreement be-
tween the approximating ODE hierarchy with power-1 type closure and the results
of the MC estimates (Figure 2.4). The approximating ODEs predicted the expected
population density dynamics for susceptibles and infecteds very accurately; includ-
ing key random quantities such as the expected density of cases,
Z∞ = 1− E[S](∞), (2.69)
the expected timing of the peak epidemic (2.1 × expected infection duration), and
the expected peak severity (Ipeak = 0.105). The variance of infecteds density was
also well recovered, with peak variance closely following peak severity. The vari-
ance of the population density of susceptibles was slightly over estimated by the
closure approximation; that is although the closure scheme ODEs approximated
the expected density of cases well, it predicted that the stochastic spatial epidemic
realisations of case burden would be more dispersed around the mean than was in
fact found. The approximating ODEs were also able to recreate the detailed prob-
abilities of each population becoming a case (figure 2.4). I define the approximate
probability of the ith population becoming a case for the spatial epidemic accord-
ing to the covariance closure approximating ODES as p′case(i). The mean deviation
between the approximate and Monte Carlo estimated case probabilities was small
(1/N)
∑N
i=1 |pcase(i)− p′case(i)| = 0.0175.
Compared to the mean field prediction derived from the deterministic SIR
equations, the spatial epidemic peaked marginally more rapidly and faded more
slowly but the epidemic peak was significantly less severe than the mean field pre-
diction. Consequently, the density of cases predicted by the mean field model was
ZMF∞ = 0.818 whereas for the spatial epidemic the expected density of cases was
found to be Z∞ = 0.591 (Figure 2.4). Whereas a space-less mean field model pre-
dicts uniform dispersal of cases (apart from the initially infected populations), the
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spatial epidemic predicts that the probability of becoming a case over the course of
the epidemic is spatially distributed with the risk being high for populations located
nearer the index infecteds and further amplified by local clustering (figure 2.3). The
last statement was observed from the stochastic simulations and will be further in-
vestigated in the following sections.
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Figure 2.4: The expected dynamics for the spatial epidemic for a given habitat distribution with
a super spreading initial event at the centre of the space. Spatial transmission was governed by
a Gaussian shaped transmission kernel; epidemiological parameters were K0 = 2, γ = 1, L = 3.
Shown are E[S](t) (top left), E[I](t) (top right), the standard deviation of the susceptible density,√
var(S)(t) (bottom left), and the standard deviation of the infecteds density,
√
var(I)(t) (bottom
right). In all cases the expected dynamics deviated strongly from the space-less mean field prediction
and agreed well with the prediction given by the approximating ODE hierarchy described as a
power-1 closure, except for an over estimation of the variance of the susceptibles density.
The above gives an interesting example of predicting the expected dynamics
of a stochastic spatial epidemic in the absence of common simplifying assumptions
such as uniformly dispersed initial infecteds (Cornell and Ovaskainen 2008), periodic
boundary conditions or taking a further average over a distribution of habitats. The
good agreement between simulation studies and the power-1 type closure scheme of
approximating ODEs I have developed are evidence of the solidity of the theoretical
underpinnings of my approach. However, there are major practical drawbacks of
using the this method for known habitat locations.
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Figure 2.5: The expected dynamics for a spatial epidemic with fixed habitat distribution; charac-
teristic length scale of transmission is L = 2, other epidemiological parameters are K0 = 2, γ = 1.
The ODE approximation to the expected dynamics is less accurate than for the L = 3 example.
Firstly, as transmission becomes more localised in space (L decreases) the
quality of the approximation using the ODE hierarchy with power-1 type closure
decreases (figure 2.5). This could be improved by including the triple dynamics into
the truncated dynamical hierarchy and constructing a larger set of approximating
ODEs but this run further foul of the second practical problem with this approach,
that it is numerically inefficient. The dimensionality of the approximating ODE
scheme grows as N2 and in practice is not significantly more computationally effi-
cient, or even less efficient, than running a large number of MC replicates for the
system of interest. Including the triple dynamics would improve the approximation
error, but lead to an ODE scheme growing as O(N3) worsening the computational
inefficiency.
2.5 Discussion
In this chapter I have introduced a stochastic differential equation model for a class
of spatial epidemic models where transmission is regulated through a spatially de-
caying transmission kernel. I will use the model further in later chapters in the
context of accelerated simulation and optimal control. Due to explicitly represen-
tation as a jump process the joint dynamics of products of disease state indicators
could easily be solved. This gives a fresh insight into the so called ‘moment hierar-
chy’ that has been well described in the field of theoretical ecology and epidemiology
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(Keeling 2000).
The main advantages of this approach are that the quadratic variation of the
stochastic epidemic process is given a starring role linking endogenous stochasticity
and the fundamental discreteness of the process. By observing that with determined
or uniformly random initial conditions the absence of quadratic variation is equiv-
alent to the absence randomness I could bound the magnitude of the covariation
between susceptible and infectious populations in terms of the inverse length scale
of transmission and thereby bound the effect of the stochasticity on the expected
dynamics. The stochastic differential representation also allow me to write down
the exact dynamics of the covariance functions; by truncating the hierarchy of their
contribution I was able to construct a set of approximating ODEs for the expected
dynamics, which in certain circumstances were highly successful at capturing both
the metapopulation expected dynamics and the detailed spatial dynamics for indi-
vidual populations.
The unfortunate aspect of the ODE approximations was that they formed a
high dimensional system (2N+3N2 equations), therefore solving the approximating
ODEs was often less computationally efficient as a method for approximating the
expected dynamics of the epidemic than recursive Monte Carlo simulation. In the
next chapter I will use the general construction from this chapter but apply it
to a situation where both the epidemic dynamics and the habitat locations are
considered to be random. Prima facie this would appear to further confound the
attempt to appoximate expected dynamics with ODEs, but in fact it remarkably
simplifies matters. The cost is that detailed spatial information is lost from the
moment dynamics. Detailed spatial modelling will be returned to in chapter 4, but
the approach will be to accelerate the Monte Carlo simulation of the spatial epidemic
rather than approximate it stochastic dynamics with ODEs.
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Chapter 3
Moment Closure and Random
Habitat Locations
3.1 Introduction
In chapter 2 using the dynamical hierarchy to approximate the expected dynamics
for each habitat was only a partially successful application of the theory developed.
For some epidemiological parameter regimes the hierarchy of ODEs for the expecta-
tion and pair covariance approximations gave an accurate prediction for the spatial
epidemic; however as transmission was modelled as more local the approximation
error became more severe. Moreover, the computational burden of solving the sys-
tem of approximating ODEs meant that the approximate method for investigating
the expected dynamics was not greatly more efficient than using standard Monte
Carlo methods.
A different approach is to view the habitat locations as random spatial points
with known spatial statistics (Diggle 1983; Diggle and Ribeiro 2003). In the follow-
ing work I will attempt to interweave the effects of stochastic transmission from
population to population with random variation in the underlying spatial land-
scape. The random time-varying quantities of greatest interest will be the epidemic
spatial moment dynamics (Bolker and Pacala 1997; Bolker 1999; Herbert and Isham
2000; Keeling 2000). The spatial moments represent an average over the stochastic
progression of the epidemic and the random distribution of habitats which charac-
terise the ensemble behaviour of the spatial epidemic (Parham and Ferguson 2005).
The moment approach largely avoids the problem of the hierarchy of approximat-
ing ODE becoming computationally unwieldily by summarising the set of expected
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dynamics into a single spatial density. The price paid for this gain in efficiency is
the loss of detailed spatial prediction.
Although detailed dependence on spatial structure will be ‘averaged’ out in
the theory presented in this chapter, nonetheless both the spatial statistics of the
assumed underlying habitat location distribution and the spatial characteristics of
the transmission kernel will play a crucial, and intertwined, role (Keeling 1999). In
particular the effect of spatial clustering on the dynamics of an invasive pathogen
have been emphasised (Brown 2004; Tildesley, House, and Bruhn 2010). Moment
dynamics, without the restriction to a single habitat location distribution, are the
ideal framework within which to explore more general issues. In this chapter I will
investigate the following questions:
1. How do the epidemic moment dynamics differ for spatially clustered location
distributions compared to the uncorrelated case?
2. For a fixed characteristic length scale of transmission L how do the epi-
demic moment dynamics differ for a ‘heavy-tailed’ transmission kernel (e.g.
power-law-shaped) compared to a spatially localised transmission kernel (e.g.
Gaussian-shaped)?
3. What effect do combinations of the above factors have on the epidemic moment
dynamics?
As in chapter 2 the moment dynamics will be approximated by a set of ODEs
derived from the iterated expansion of the underlying stochastic model. For such a
theory to be functional the dynamical hierarchy of underlying stochastic differential
equations had to be truncated such that taking expectations led to a closed set
of equations. It is important to be able to assess under which circumstances, e.g.
choice of parameter regime, model selection etc., the ODE-based approximates have
small error compared to the true statistical observables.
The first requirement is covered by choosing some moment closure scheme
(Bolker and Pacala 1997). A moment closure scheme is a choice of truncation proto-
col for ridding the moment hierarchy of high order moments. Standard approaches
are either treating a higher order moment as zero, for example the third central
moment (Bolker 1999), or as a mixture of lower order moment, in analogy to pair-
wise closure schemes for network models (Rand 1999; Ellner 2001). The accuracy
requirement is fulfilled when a moment hierarchy is chosen such that it is consistent
54
with the microscopic random epidemiological dynamics of the individuals of the
population under consideration. A consistent moment hierarchy in this context can
be loosely defined as one for which inclusion of increasingly many orders of moment
leads to eventual convergence onto the true values of the moments in the hierarchy.
In this chapter I define the random spatial habitat location distribution as
being drawn from a particularly simple form of spatial cluster process; a special
case of the more general bivariate spatial point processes analysed by Diggle and
Milne (Diggle and Milne 1983). I then turn to applying the theory developed in
chapter 2. The application area will be to a spatial epidemic with cases that are
initially dispersed uniformly over a random landscape of habitat locations. An
approximating deterministic evolution equation for the spatial statistics of epidemic
with bounded error is derived using a moment closure scheme built up directly from
the microscopic stochastic dynamics. In the numerical investigation that follows
three different choices of moment closure scheme are compared to simulation. It is
found that a combination of a power-law shaped transmission kernel with a spatially
clustered underlying habitat distribution was a severe amplifier for the epidemic,
compared to both mean-field and more local disease dispersion, at virtually all
length scales of transmission.
3.2 Derivation of the Moment Dynamics
In this section, I extend the correlation hierarchy methodology of chapter 2 in order
to approximate the moment dynamics of the spatial epidemic. I use the term mo-
ment to mean a combination of taking an expectation over stochastic realisations
of an epidemic and simultaneously over some random distribution of habitat loca-
tions, which may be a clustered distribution. Analogous to the population dynamics
model of Cornell and Ovaskainen (Cornell and Ovaskainen 2008) the magnitude of
the spatial pair correlations will be O(L−d) where L is the characteristic length scale
of transmission. I will also present two possible improvements to the power-1 type
correlation closure used in chapter 2: a power-2-type closure based on approximat-
ing triple covariance functions using a quadratic form of pair covariances and and
an extension to include the dynamics of triple covariances but treating quadruple
covariances as zero.
The precise order of the derivation will be,
1. Introduce the distribution form for the habitat locations, define a model for
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random spatial coordinates and derive its spatial covariance function (section
3.2.1)
2. Introduce the distribution form for the epidemic as a marked version of the
habitat distribution and define the spatial moments for the epidemic process
(section 3.2.2).
3. Use the dynamical hierarchy derived in section 2.3.6 to derive analogous dy-
namics for the epidemic moments (section 3.2.4).
4. Transform the moment dynamics from the real space domain to the frequency
domain in order to exploit improved performance (section 3.2.6).
5. Choose a closing approximation to truncate the correlation hierarchy; this
involves deriving the dynamics of higher order covariances (section 3.3 and
appendix B).
6. Solve approximating closure approximation on a collocation grid in the fre-
quency domain using standard ODE techniques (section 3.4).
3.2.1 The Spatial Distribution of Habitats
In this section I introduce the random spatial model that I use to define the locations
of the habitats for the spatial epidemic metapopulation model. By choosing a par-
ticularly simple model I can incorporate spatial clustering whilst retaining analytical
traction and the ability to numerically generate random samples with considerable
ease.
I encode the spatial location of the habitats into the habitat distribution, H,
defined by,
H(x) =
N∑
i=1
δ(x− xi). (3.1)
Here, δ(·) is the delta distribution defined as a linear map from the space of smooth
functions on the reals, C∞(R), to R. The map is defined by the property that,∫
δ(x− a)φ(x)dx = φ(a), φ ∈ C∞(R), a ∈ R.
When considering multidimensional spatial co-ordinates (d > 1) the delta distribu-
tion is to be understood as a product distribution over the number of dimensions. For
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example with d = 2 then x = (x(1), x(2)) in vector notation and δ(x) = δ(x(1))δ(x(2)).
Representing the spatial locations of habitats as a sum of delta distribution is
a popular modelling choice (Bolker 1999; Dieckmann and Law 2000; Ovaskainen and
Cornell 2006b), its convenience lies in reducing spatial observables to integrals over
spatial variables which are comparatively easy to manipulate. In particular, if the
spatial locations {xi}Ni=1 are modelled as random variables then analysis of statistical
quantities can be reduced to considering the (now) random measure H(x)dx.
Random Habitat Locations
For many real world applications the habitat spatial locations of interest are ac-
cessible data. An example might be the forecasting of epidemic dynamics of an
invasive pathogen into the UK farming environment where farm locations are avail-
able to the theoretician (Ferguson, Donnelly, and Anderson 2001a). On the other
hand there are many modelling applications where spatial information about the
habitats is limited to statistical estimates such as density of habitats in observed
areas, or estimates pertaining to spatial covariances. From a forecaster’s point of
view this might be due to incomplete field data. From a theoretician’s perspective
one might be interested in fundamental questions such as ‘what role does spatial
clustering play in amplifying epidemic size’(Tildesley, House, and Bruhn 2010). In
either scenario forecasting risk for individual habitats separate from the population
bulk becomes impossible; instead one concentrates on forecasting the dynamics of
averaged quantities, such as the expected burden of the epidemic on the population
averaged over the statistical distribution of habitat locations.
I denote the joint probability density of the random habitats, pN (x1, · · · , xN ),
and make the following restrictions on the joint density,
• The joint density is smooth, pN (x1, · · · , xN ) ∈ C∞((Rd)N ).
• Each univariate marginal density is uniform on A,
p1(xi) =
∫
A
pN (x1, · · · , xN )
∏
j( 6=i)
[dxj ]
= 1/ld, i = 1, . . . , N. (3.2)
• The habitats are interchangeable in the sense that pN (x1, . . . , xN ) = pN (xpi(1), . . . , xpi(N))
for any permutation pi ∈ SN .
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I now define spatial statistical quantities of interest as averages of the habitat distri-
bution with respect to the joint density of habitat locations. To avoid confusion with
expectations over the random dynamics of epidemic progression, I denote averages
over habitat locations by E{xi}[f ] = f . Firstly, the expected number of habitats in
a given spatial observation area, A1 ⊂ A of volume |A1|,∫
A1
H(x)dx =
∑
i
∫
A1
∫
δ(x− xi)pN (x1, · · · , xN )
∏
i
[dxi]dx
=
∑
i
∫
A1
p1(x)dx
= |A1|N/ld = |A1|. (3.3)
This confirms that the expected density of habitats is isotropic on A; the expected
density of habitats in any observation area is equal to the global density which has
been fixed to be 1. Also, one might consider the joint observation, (#Habitats in
A1, #Habitats in A2).∫
A1
∫
A2
H(x)H(y)dydx =
∑
ij
∫
A1
∫
A2
∫
δ(x− xi)δ(y − xj)pN (x1, · · · , xN )
∏
i
[dxi]dydx
=
∑
i
∫
A1
∫
A2
δ(x− y)p1(y)dydx+
∑
i 6=j
∫
A1
∫
A2
p2(x, y)dydx
= |A1 ∩ A2|+N(N − 1)
∫
A1
∫
A2
p2(x, y)dydx. (3.4)
I define the two-point spatial covariance, cHH(x, y), between the density of habitats
at two locations x, y, as the average joint density of the centred spatial distribution
H˜(x) = H(x)− 1,
cHH(x, y) = H˜(x)H˜(y). (3.5)
In the case where each habitat location is independent (and N is large) then we can
compute the spatial covariance between (#Habitats in A1, #Habitats in A2).∫
A1
∫
A2
H˜(x)H˜(y)dydx =
∫
A1
∫
A2
H(x)H(y)dydx− |A1||A2| = |A1 ∩ A2|. (3.6)
Unsurprisingly, the covariance between disjoint observation areas is zero for in-
dependent habitat locations. More importantly the result above implies that for
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independently distributed habitat locations.
cHH(x, y) = cHH(x− y) = δ(x− y). (3.7)
The interpretation of (3.7) is that the observation of a habitat at some x ∈ A guar-
antees that one will find a habitat at y = x (the observed habitat!) but does not
effect the probability density of finding a habitat at any other spatial location. The
delta distribution in the covariance function is ofter removed or corrected (Dieck-
mann and Law 2000; Murrell, Dieckmann, and Law 2004) as inconvenient. In this
work I avoid corrected covariance equations; the delta distributions will be the spa-
tial quadratic covariation for the epidemic spatial moment theory.
Generating a sample of N habitat locations independently is a trivial ap-
plication of the N -fold drawing from the uniform marginal densities p1(x) = 1/l
d.
However, I am also interested in spatial distributions with with more general covari-
ance functions,
cHH(x, y) = cHH(x− y) = δ(x− y) + C(x− y). (3.8)
Where C(·) is a clustering kernel that, given the observation of a habitat at x shifts
the probability density of finding further habitats at separations x− y.
Poisson Cluster Process
I choose a simple method for generating a collection of N habitat locations with
a given two point spatial covariance function; a simplified Poisson cluster process
(Diggle 1983). The method is based on a bivariate spatial process, one generating
parent points and a second generating child points. The children points form the
sample of N habitat locations, whereas the parent points are discarded. The parent
points are generated uniformly in A. Each parent point {pi ∈ A} generates a
deterministic number of children points (Nc), the spatial location of the jth child
of the ith parent, cij , being dispersed around its parent according to a multivariate
Gaussian of variance ψ2Id: cij ∼ N (pi, ψ2Id). The separation between two children
points sharing the same parent is therefore also distributed as a Gaussian,
cik1 − cik2 = (cik1 − pi) + (pi − cik2) ∼ N (0, 2ψ2Id). (3.9)
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Expression (3.9) gives that the conditional density of a child point location cik2 given
the location of a child point dispersed from the same parent cik1 is,
p1|1(cik2 |cik1) =
1
(4piψ2)d/2
e−(cik1−cik2 )
2/4ψ2 .
Bayes’ theorem and the independence of children dispersed from different parent
points now give the bivariate spatial densities,
p2(cik1 , cjk2) = δijp1|1(cik2 |cik1)l−d + (1− δij)l−2d. (3.10)
In order to generate N randomly located habitat positions the number of parent
points, Np is always chosen such that NpNc = N . The union of all children points
forms the set of habitat locations, the parent points are discarded. The indices
of each child point are randomised to return a random vector of habitat locations
(x1, . . . , xN ) with the interchangeability property.
The important parameters for the simplified Poisson cluster process pre-
sented here in terms of determining the cluster kernel are the number of children
per parent point, Nc, and the parent to child dispersal scale, ψ. Returning to the
spatial covariance calculation we find that for a habitat locations drawn from the
simplified Poisson cluster process the cluster kernel C can be derived analytically,
cHH(x, y) = H˜(x)H˜(y)
= δ(x− y) +N(Nc − 1)p1|1(x|y)l−d +N(N −Nc − 2)l−2d − 1
→
N→∞
δ(x− y) + (Nc − 1)p1|1(x|y). (3.11)
Where I have used that for each of the N habitats only Nc − 1 children habitats
of the same parent point are spatially correlated to the habitat. The final limit is
a large N limit with Nc fixed as finite. From the derivation above it is now clear
that generating a random set of habitat locations from the simplified Poisson cluster
process is probabilistically equivalent to choosing the cluster kernel,
C(x− y) = (Nc − 1)
(4piψ2)d/2
e−(x−y)
2/4ψ2 . (3.12)
Note that the choice Nc = 1, in addition to imposing wrap round boundary condi-
tions in dispersal, is equivalent to the uncorrelated case (3.7). Two examples of the
Poisson cluster process are given in figure 3.1.
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Figure 3.1: Two realisations of the Poisson cluster process with a deterministic number of children
points (Nc) for each parent point. Dispersal of the children points from their parent point was
Gaussian distributed with standard deviation ψ in each spatial direction. The total number of
children points is N = 10, 000 with units chosen such that l = 100. Left: Nc = 1. This is equivalent
to the standard independent Poisson spatial process. Right: Nc = 5, ψ = 1. The children points
are tightly correlated to their parent position, inducing strong clustering in the spatial distribution
of habitats.
3.2.2 The Distribution Representation of the Epidemic
Having fixed the random spatial model for the fixed locations of habitats I turn to
representing the spatial epidemic dynamics upon the random spatial model. The
simplest method for this representation is to assign each habitat a disease state
indicator function as a ‘mark’ (Stoyan and Penttinen 2000). The sum of delta dis-
tributions corresponding to the locations of the habitats for respectively susceptible
and infectious populations will be the underlying stochastic dynamic variables from
which I derive the spatial moment equations. The convenience of this representa-
tion is that the dynamics for the spatial epidemic distributions can be written in
closed form with only two equations. Moreover, the spatial transmission rate for
any location x ∈ A is compactly represented as a convolution integral.
I follow Bolker (Bolker 1999) and Ovaskainen and Cornell (Ovaskainen and
Cornell 2006b; Ovaskainen and Cornell 2006a) in strongly reducing the dimensional-
ity of the process, albeit at the cost of distribution representation, by describing the
full solution to the 2N SDEs (2.24) and (2.25) as two coupled stochastic spatially
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extended distributions,
S(x, t) =
N∑
i=1
δ(x− xi)Si(t), (3.13)
I(x, t) =
N∑
i=1
δ(x− xi)Ii(t), x ∈ Rd, t ≥ 0. (3.14)
I call equations (3.13) and (3.14) the distribution representation of the epidemic;
they are a marked version of the spatial distribution of habitat locations discussed in
section 3.2.1 encoding respectively the spatial locations of habitats with a susceptible
disease state and those with an infectious disease state. A spatial distribution for
recovereds is unnecessary since,
R = H − S − I. (3.15)
Note that despite the reduced representation no information has been discarded in
this representation, for example the infectiousness of habitat i at time t can be, in
principle, calculated via the relation Ii(t) =
∫
Bδ(xi) I(x, t)dx where Bδ(xi) ⊂ A is a
ball around xi of sufficiently small radius δ that only habitat i is contained within.
The distribution representation included the 2N disease states of the spatial
epidemic, which I am treating respectively as solutions to the stochastic integrals
(2.21) and (2.22). I use theorem 2.3.1 to define a differential form for the distribution
representation,
dS(x, t) =
N∑
i=1
δ(x− xi)dSi(t), (3.16)
dI(x, t) =
N∑
i=1
δ(x− xi)dIi(t). (3.17)
In the model used in this work the habitat locations are fixed irrespective of the
disease dynamics and I interchange expectation, conditioned on the habitat distri-
bution H, and the delta distributions e.g.
E[dS(x, t)|H] =
N∑
i=1
δ(x− xi)E[dSi(t)|H] =
N∑
i=1
δ(x− xi)E[rSi(t)|H]dt. (3.18)
I return to the stochastic dynamics written in drift and fluctuation form (2.27)
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and (2.28); the expected stochastic dynamics for the infectiousness of population i
condition on some habitat distribution H is,
d
dt
E[Ii|H](t) = E[Si
∑
j( 6=i)
K(xi − xj)Ij |H](t)− γE[Ii|H](t)
= E[Si
∑
j
K(xi − xj)Ij |H](t)− γE[Ii|H](t)
= E[Si(t)K ∗ I(xi, t)|H]− γE[Ii|H](t). (3.19)
In the above I have used the discreteness condition that Si(t)Ii(t) = 0 to complete
sum in the first line and that ∗ denotes a convolution over the spatial variables of a
function and distribution,
K ∗ I(x, t) =
∫
A
K(x− y)
∑
j
δ(x− xi)Ii(t)dx =
∑
j
K(x− xi)Ii(t).
The expected dynamics for susceptible disease states can be similarly rewritten in
terms of a convolution over the spatial variables. Equation (3.19) allows the expected
dynamics of the distribution representation to be written in closed form,
d
dt
E[S|H](x, t) = −E[SK ∗ I|H](x, t), (3.20)
d
dt
E[I|H](x, t) = E[SK ∗ I|H](x, t)− γE[I|H](x, t). (3.21)
Note that S is a distribution but (K ∗ I) is a spatial (random) field with the same
smoothness properties as K taking values on Rd, therefore their product is well-
defined (Friedlander 1998). The distribution dynamics (3.20) and (3.21) encode the
full expected dynamics of the 2N indicator functions {Si(t), Ii(t)}Ni=1 in just 2 equa-
tions. However, the ‘price’ for the reduction in the number of dynamical equations
is explicit dependence on the spatial location x ∈ A.
Equations (3.20) and (3.20) describe spatial distributions that depend on
H = {xi ∈ A}Ni=1. Meaning is assigned to their time derivative by their action on
any test function φ as described in section 3.2.1; that is for each φ ∈ C∞, and each
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specific choice of landscape H = h,
d
dt
∫
A
E[S|h](x, t)φ(x)dx = −
∫
A
E[SK ∗ I|h](x, t)φ(x)dx, (3.22)
d
dt
∫
A
E[I|h](x, t)φ(x)dx =
∫
A
(
E[SK ∗ I|h](x, t)− γE[I|h](x, t)
)
φ(x)dx.
(3.23)
I can also define the spatial moment for the delta distributions with dynamic disease
state ‘marking’ as the spatial average, as defined in section 3.2.1, of the conditional
expectation form of the spatial epidemic distribution,
〈S〉 = E[S|H], (3.24)
〈I〉 = E[I|H], (3.25)
The disadvantage of this construction is that the order of expectations cannot be
swapped since E[S|H] makes no sense, but this will turn out not to be important
for my purposes. I have not defined a probability space to incorporate both types
of randomness but rather nested the dynamical stochasticity within the spatial ran-
domness.
3.2.3 Translationally Invariant Initial Conditions and the Spatial
Covariances
In section 3.2.1 I assumed that no sub-volume of A was more or less likely to con-
tain a habitat; consequently the marginal 1 point spatial location density is flat on
A, p1(x) = l−d. For the model of clustering used in this work the 2 point spatial
location density only depends on the spatial separation p2(x, y) = p2(|x − y|). In
fact the spatial densities inherit translational and rotational invariance from the
dispersal Gaussian that defines the law of their location relative to the isotropic
spatial parent process.
In this section I extend this to include isotropic initial disease state condi-
tions; that is that no habitat in any sub-volume of A is more or less likely to be ini-
tially infectious. I define the initial probability of being infected as P(Ii(0) = 1) = I0
independently for i = 1, . . . , N and similarly for initial susceptibility, S0 = 1 − I0.
This predicts that the initial moment densities of susceptible and infectious popu-
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lations are uniform over the space,
〈S(x, 0)〉 = S0, (3.26)
〈I(x, 0)〉 = I0. (3.27)
I define the two-point spatial covariance function between the spatial distributions
as in (3.5), except that I take the central moments, e.g. defining S˜(x, t) = S(x, t)−
〈S〉(t), rather than the central spatial averages. This gives
cSS(x, y; t) = 〈S˜(x, t)S˜(y, t)〉 (3.28)
cSI(x, y; t) = cIS(y, x; t) = 〈S˜(x, t)I˜(y, t)〉 (3.29)
cII(x, y; t) = 〈I˜(x, t)I˜(y, t)〉. (3.30)
as the two-point spatial covariance function for locations of habitats with susceptible
populations. The spatial covariance functions unify the randomness of the under-
lying spatial distribution with the stochasticity of the transmission process on that
spatial distribution. In the completely isotropic case considered above the initial
covariance functions can be found using the same methods as section 3.2.1 whilst
respecting the discreteness conditions, which affect the diagonal terms in the sum,
cSS(x, y; 0) = S0δ(|x− y|) + S20C(|x− y|), (3.31)
cSI(x, y; 0) = S0I0C(|x− y|), (3.32)
cII(x, y; 0) = I0δ(|x− y|) + I20C(|x− y|). (3.33)
Where C(·) is the clustering function (3.12) derived in section 3.2.1. We see that
the two-point covariance functions are translationally and rotationally invariant as
expected.
3.2.4 The Spatial Moment Dynamics
We have seen that when restricted to isotropic initial conditions the initial spatial
disease state covariance functions inherit the covariance structure of the underlying
distribution of habitat locations. In this section I will derive the dynamics of the
spatial moments, which inherit their dynamic structure directly from the dynamical
hierarchy given in section 2.3.6. Deviation from mean field type dynamics will de-
pend crucially on a spatial covariance quantity between susceptible and infectious
populations, which gives a measure for the underlying average spatial aggregation
of susceptible and infected populations due to both the clustering of the underlying
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spatial distribution and the spatial progression of the epidemic process. I will also
find that in the setting of spatial moment equations bounding the size of the devi-
ation due to space and stochasticity is particularly simple.
Using the drift and fluctuation expansion such as S(x, t) = 〈S〉(t) + S˜(x, t)
and the translation invariance property of the spatial covariances we note that mo-
ment of the stochastic recruitment rate of new infecteds,
〈S(x, t)K ∗ I(x, t)〉 =
〈
S(x, t)
∫
K(x− y)I(y, t)dy
〉
= 〈S〉〈I〉(t)
∫
K(x− y)dy +
∫
K(x− y)〈S˜(x, t)I˜(y, t)〉dy
= K0〈S〉〈I〉(t) +
∫
K(x− y)cSI(x− y, t)dy
= K0〈S〉〈I〉(t) +K ∗ cSI(0, t). (3.34)
Where I have used that for the translationally invariant spatial epidemics considered
in this work cSI(x, y, t) = cSI(x− y, t). The expected recruitment rate (3.34) allows
me to write down the fundamental moment dynamics by taking the spatial averages
for equations (3.20) and (3.21), which gives,
d
dt
〈S〉 = −K0〈S〉〈I〉 −K ∗ cSI(0, t), (3.35)
d
dt
〈I〉 = K0〈S〉〈I〉+K ∗ cSI(0, t)− γ〈I〉. (3.36)
Compared to the mean field dynamics (2.63) and (2.64), the moment dynamics
have a recruitment rate corrected by the term, K ∗ cSI(0, t). The correction term
is in the form of an weighted average over spatial covariances between susceptible
and infected populations at distances |x− y|, for example in two spatial dimensions
(d = 2) with r = |x− y| a transformation into polar co-ordinates gives,
K ∗ cSI(0, t) = 2pi
∫ ∞
0
rK(r)cSI(r, t)dr. (3.37)
Equation (3.37) is a measure of the spatial aggregation of susceptible and infected
populations, as pointed out by Bolker (Bolker 1999). The null case is an uncorre-
lated distribution of habitat locations with no spatial pattern of disease states; this
scenario is consistent with mean field dynamics and indeed predicts K ∗cSI(0, t) = 0
and the moment dynamics (3.35) and (3.36) become indistinguishable from mean
field dynamics. K ∗cSI(0, t) > 0 describes spatial clustering between susceptible and
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infected populations which accelerates the recruitment of new infected populations
compared to mean-field dynamics since they cohabit at closer ranges than predicted
by the null case. Conversely, K ∗ cSI(0, t) < 0 describes disaggregation between
transmissible SI pairs which reduces the recruitment rate compared to the null
case. Both clustering and disaggregation will be encountered in this work, broadly
speaking clustering is due to the underlying clustering of the habitat locations whilst
disaggregation is due to the dynamical effect of infectious populations preferentially
depleting the density of susceptible host populations local to themselves compared
to those further away.
I now give a derivation of the rate of change of the moment of the joint spatial
distribution of susceptible and infected populations; the methodology carries over
to all other joint moments used in this work.
dS(x, t)I(y, t) = d
(∑
i,j
δ(x− xi)δ(y − xj)Si(t)Ij(t)
)
=
∑
i,j
δ(x− xi)δ(y − xj)d(Si(t)Ij(t))
=
∑
i,j
δ(x− xi)δ(y − xj)
[
SiSj
∑
k( 6=j)
IkdN
I
jk
−SiIjdNRj − SiIj
∑
k(6=i)
IkdN
I
ik − δijSi
∑
k(6=i)
IkdN
I
ik
]
=⇒ 〈dS(x, t)I(y, t)〉 =
〈∑
i,j
δ(x− xi)δ(y − xj)
[
SiSj
∑
k(6=j)
K(xj − xk)Ik
−γSiIj − SiIj
∑
k(6=i)
K(xi − xk)Ik − δijSi
∑
k(6=i)
K(xi − xk)Ik
]〉
dt
=
〈∫ ∑
i,j,k
δ(x− xi)δ(y − xj)δ(z − xk)
[
K(xj − z)SiSjIk
−K(xi − z)SiIjIk − δijK(xi − z)SiIk
]
dz
−γ
∑
i,j
δ(x− xi)δ(y − xj)SiIj
〉
dt
=
[ ∫ (
K(y − z)〈S(x)S(y)I(z)〉 −K(x− z)〈S(x)I(y)I(z)〉
)
dz
−δ(x− y)
∫
K(x− z)〈S(x)I(z)〉dz − γ〈S(x)I(y)〉
]
dt (3.38)
Here I have used the discreteness condition Si(t)K(0)Ii(t) = 0 a.s. to complete
the sums over habitats, the pair dynamics from section 2.3.6 and the drift and
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fluctuation decomposition for Poisson integrators,
dN Iij(t) = K(xi − xj)dt+ N˜ Iik(dt),
dNRi (t) = γdt+ N˜
R
i (dt),
i, j = 1, . . . , N.
We see that the equation (3.38) is analogous to the result found for dE[SiIj ] in section
2.3.6, with sums over possible sources of infection being replaced with integrals over
possible locations of infectious populations. The quadratic variation term,
[S, I](|x− y|, t) = −δ(|x− y|)
∫
K(x− z)〈S(x, t)I(z, t)〉dz,
no longer has a Kronecker delta pre-factor, which enforced the discreteness of the
spatial epidemic dynamics; this term has been replaced with a delta distribution,
which enforces discreteness for the spatial moments.
We see that the joint moment dynamics are analogous to the determined
location case; that is the joint dynamics are of the form,
d(XY ) = Y dX +XdY + d[X,Y ]. (3.39)
Therefore the derivation for the dynamics of the two-variate covariances given by
(2.43) can be carried analogously to the study of the two-point spatial moments,
dcXY (|x− y|; t) = 〈X˜(x, t)dY (y, t)〉+ 〈Y˜ (y, t)dX(x, t)〉+ 〈d[X,Y ](|x− y|, t)〉
X,Y = {S, I,R}, t ≥ 0. (3.40)
Equation (3.40) allows one to calculate the dynamics for the two-point spatial co-
variances as a function of time and the distance |x − y|, that is cXY (x, y, t) =
cXY (|x− y|, t),
d
dt
cSS = −2
[
K0〈I〉cSS + 〈S〉K ∗ cSI +
∫
K(x− z)cSSI(x, y, z)dz
]
+δ(x− y)[K0〈S〉〈I〉+K ∗ cSI(0, t)]. (3.41)
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ddt
cSI = −K0〈I〉cSI − 〈S〉K ∗ cII −
∫
K(x− z)cSII(x, y, z)dz
+K0〈I〉cSS + 〈S〉K ∗ cSI +
∫
K(y − z)cSSI(x, y, z)dz
−γcSI − δ(x− y)[K0〈S〉〈I〉+K ∗ cSI(0, t)]. (3.42)
d
dt
cII = 2
[
K0〈I〉cSI + 〈S〉K ∗ cII +
∫
K(x− z)cSII(x, y, z)dz
−γcII
]
+ δ(x− y)[K0〈S〉〈I〉+K ∗ cSI(0, t) + γ〈I〉]. (3.43)
It is worth noting that the covariance dynamics written above are similar, but
not identical to, those written down by other authors. This is due to an under-
appreciation of the role of quadratic covariation, which as we have seen enforces the
fundamental discreteness of the spatial epidemic. This leads authors to treat joint
density dynamics of the form d〈XY 〉 using the familiar rule of calculus d〈XY 〉 =
〈XdY 〉+ 〈Y dX〉 see for example, (Bolker 1999) equation (16) or (Bolker and Pacala
1999) equation (A6).
3.2.5 Error Analysis
The error analysis of the spatial moment equation can proceed by bounding the size
of the contribution due to space and stochasticity. Firstly, we note that for each
range |x − y| and each time a sum of the spatial covariances is conserved as the
spatial covariance at that range for the underlying habitat distribution,
cHH(|x− y|) = 〈H˜(x)H˜(y)〉 = 〈(S˜ + I˜ + R˜)(x, t)(S˜ + I˜ + R˜)(y, t)〉
= cSS(|x− y|, t) + cII(|x− y|, t) + cRR(|x− y|, t) + 2cSI(|x− y|, t)
+2cIR(|x− y|, t) + 2cSR(|x− y|, t). (3.44)
Since the spatial covariance of the habitats is invariant in time the above describes
a conservation of spatial covariance. Moreover, the initial spatial covariances have
been solved in section 3.2.3. Note that,∫
K(x− y)cHH(x− y)dy = 1
Ld
∫
k((x− y)/L)
(
δ(x− y) + Nc − 1
(4piψ2)d/2
e−(x−y)
2/4ψ2
)
dy
≤ Nck(0)
Ld
. (3.45)
Where I have used the scaling of the transmission kernel and that its maximum is at
zero. I avoid a mored detailed analysis by assuming that the covariance dynamics are
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not degenerate in the sense that the covariance functions diverge symmetrically to
large positive and negative values. In effect I am assuming that bounding the total
contribution of covariance to the integral (3.45) implies a bound on the aggregation
measure K ∗ cSI(0, t) of the same order. Therefore neglecting the pair contributions
to the moment equations lead to an uniform error of magnitude O(1/Ld) between
the approximate spatial moment dynamics and the true moment dynamics by lemma
2.3.2. The time dependent pre-factor to this order bounding is unfortunately ob-
scure.
This heuristic analysis can be repeated for the contribution of the triple
moment dynamics to the pair moment dynamics, e.g.∫
K(y − z)cSSI(x, y, z)dz,
the magnitude of this integral is also O(1/Ld) in a non-degenerate situation. There-
fore discarding its contribution leads to an O(1/L2d) error for the moment equations.
This non-rigourous argument is essentially the same as that used by Cornell
and Ovaskainen to bound the effect of correlations on the equilibrium patch occu-
pancy density a colonising and dying species. Repeating the argument gives that
truncating the spatial covariances for disease state configurations of order n+1 leads
to an O(L−nd) sized uniform error.
3.2.6 The Frequency Domain Dynamics for Spatial Covariances
Physically the spatial covariance equations above describe the dynamic evolution
of covariance between the existence of habitats of a given disease state at spatial
coordinates x, y ∈ A. I now take the limit l → ∞, recalling that I also take the
N →∞ limit in such a manner that Nl−d = 1. In this section, I present the Fourier
transformed dynamics of the spatial covariance functions,
F [cXY ] = cˆXY (ωx, ωy, t) =
∫
cXY (x, y, t)e
−2pii[x·ωx+y·ωy ]dxdy. (3.46)
Where ωx, ωy are spatial frequencies in the continuous spectrum, Rd. It is notation-
ally more common to denote the spatial frequency of a wave by k and the temporal
frequency by ω, however since the letter k is overburdened in this work I swap no-
tations since confusion with the notation for sample element seems less likely.
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There are definite advantages to solving the two-point spatial covariance
equations above in terms of their Fourier transforms in the frequency domain. The
first advantage is that convolutions in real space are products in the frequency
domain, which means that calculations in the Fourier domain are considerably sim-
plified compared to numerically resolving the integral form a convolution over the
spatial variables. The second advantage is that any sensible correlation closure I
consider is expected to be more accurate, as L → ∞. L sets the length scale of
transmission in Rd since I only consider transmission kernels in families of functions
of the form,
K(x) =
1
Ld
k(x/L), (3.47)
where k(·) is the shape function of transmission, independent of L. For functions of
this type we can identify their Fourier transform in terms of the shape function and
L,
F [K](ω, t) =
1
Ld
∫
k(x/L)e−2pii[x·ω]dx
=
∫
k(x′)e−2piiL[x
′·ω]dx′
= kˆ(Lω). (3.48)
Equation (3.48) gives that the characteristic scale of the transmission kernel in the
frequency domain is 1/L. This has the benefit that the large L regime calculations
in the frequency domain can be done more efficiently since (effectively) a smaller
region of spatial frequencies contribute.
Finally, the useful symmetries I derived from translationally invariant initial
conditions are preserved in the frequency domain representation. For translation
invariance we can directly define a single spatial frequency ωx−y for the separation
vector x− y, reducing from considering two spatial frequencies ωx, ωy,
cˆXY (ωx−y, t) =
∫
cXY (x− y, t)e−2pii(x−y)·ωx−yd(x− y).
I write ω = ωx−y when there is no possibility of confusion. This reduces the dimen-
sionality of the Fourier space needed for calculating the two-point spatial covariance
dynamics from 2d to d. Rotation invariance further reduces dimensionality by one.
I demonstrate this for two spatial dimensions by rewriting the spatial frequency
ω = (|ω| cosψ, |ω| sinψ) and the spatial co-ordinate x− y = (r cos θ, r sin θ) in stan-
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dard polar form. If the spatial covariances are rotationally invariant in real-space,
their Fourier transforms are in frequency space,
cˆXY (ω) = cˆXY ((|ω| cosψ, |ω| sinψ))
=
∫
cXY (|x− y|)e−2pii|ω|(cosψ(x1−y1)+sinψ(x2−y2))d(x− y)
=
∫ ∞
0
rcXY (r)
∫ 2pi
0
e−2pii|ω|r(cosψ cos θ+sinψ sin θ)dθdr
=
∫ ∞
0
rcXY (r)
∫ 2pi
0
e−2pii|ω|r sin(pi/2+ψ−θ)dθdr
= 2pi
∫ ∞
0
rcXY (r)J0(2pi|ω|r)dr
= cˆXY (|ω|).
Where I have used standard trigonometric identities. J0(·) is the 0th Bessel function
of the first kind (Abramowitz and Stegun 2006), which in this case only depends on
the length of the separation |x− y| = r and the magnitude of the spatial frequency
|ω|.
The preservation of symmetry into the Fourier domain allows the power-1
closure, that is neglecting all three-point spatial covariances, of the spatial covariance
hierarchy given above to be solved in the frequency domain with great numeric
efficiency. The integral form of the correction to the recruitment rate carries over
directly,
Power-1 Closure Dynamics in Two Dimensional Frequency Domain:
d
dt
〈S〉 = −K0〈S〉〈I〉 − 2pi
∫ ∞
0
|ω|kˆ(L|ω|)cˆSI(|ω|, t)d|ω|, (3.49)
d
dt
〈I〉 = K0〈S〉〈I〉+ 2pi
∫ ∞
0
|ω|kˆ(L|ω|)cˆSI(|ω|, t)d|ω| − γ〈I〉. (3.50)
The power-1 closure dynamics for the Fourier transformed covariance functions is
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now,
d
dt
cˆSS(|ω|, t) = −2
[
K0〈I〉cˆSS + 〈S〉KˆcˆSI
]
+K0〈S〉〈I〉+ 2pi
∫ ∞
0
|ω|kˆ(L|ω|)cˆSI(|ω|, t)d|ω|. (3.51)
d
dt
cˆSI(|ω|, t) = −K0〈I〉cˆSI − 〈S〉KˆcˆII +K0〈I〉cˆSS + 〈S〉KˆcˆSI
−γcˆSI −K0〈S〉〈I〉 − 2pi
∫ ∞
0
|ω|kˆ(L|ω|)cˆSI(|ω|, t)d|ω|.(3.52)
d
dt
cˆII(|ω|, t) = 2
[
K0〈I〉cˆSI + 〈S〉KˆcˆII − γcˆII
]
+K0〈S〉〈I〉
+2pi
∫ ∞
0
|ω|kˆ(L|ω|)cˆSI(|ω|, t)d|ω|+ γ〈I〉. (3.53)
Where I have used that,
∫
δ(x − y)e−2pii(x−y)·ωd(x − y) = 1, in order to resolve
the delta distributions in the frequency domain and not written the explicit depen-
dence on |ω| and t for the covariance functions on the right-hand side for brevity of
notation. In fact, the delta distributions which enter my theory through the consid-
eration of the quadratic covariation of the underlying stochastic epidemic can now
be seen to play a key role in the dynamics.
The closed covariance hierarchy given above has been written in terms of just
the frequency magnitudes, |ω| ∈ [0,∞). This gives a tremendous numerical benefit
to their solution; the covariances for different frequency magnitudes only interact
through the integral term 2pi
∫∞
0 kˆ(L|ω|)cˆSI(|ω|, t)d|ω|. The spectrum of frequencies
I solve for is defined by the accurate numerical integration of this integral term, and
we see that for L large this spectrum can be left comparatively small.
3.3 Higher Order Closure Schemes
The error analysis above suggests that including higher order covariance functions
into the solution hierarchy should lead to decreased error between the moment clo-
sure approximation and the true moment dynamics. Moreover, as we will see in
the numerical investigation the power-1 closure scheme for the moment dynamics
given above is not immune from problems of stability. In this section I introduce
two methods for approximating the contribution of the covariances {cXY Z} to the
covariance hierarchy in an attempt to construct a more accurate and stable theoret-
ical approach to approximating the moment dynamics using ODEs. In this section
I give two higher order closure schemes. The first is a closure scheme based on
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attempting to make a good approximation of the dynamics of triple covariances us-
ing an approximation based on quadratic combinations of pair covariances; this will
turn out to be equivalent to the symmetric power-2 closure already extant in the
literature (Murrell, Dieckmann, and Law 2004). The second higher order closure is
conceptually simpler. The dynamics of the triple covariances are included directly
and the quadruple dynamics are neglected.
Dynamics of the Triple Covariances
Before introducing the higher order approximations I will need to be able to write
down the dynamics of the three-point spatial covariance functions. By definition
the dynamics are given by,
dcXY Z(·, t) =
〈
d(X˜Y˜ Z˜)
〉
(·, t)
=
〈
d[(X − 〈X〉)(Y − 〈Y 〉)(Z − 〈Z〉)]
〉
(·, t)
=
〈
d[XY Z − 〈X〉Y Z − 〈Y 〉XZ − 〈Z〉XY + 〈X〉〈Y 〉Z
+〈X〉〈Z〉Y + 〈Y 〉〈Z〉X − 〈X〉〈Y 〉〈Z〉]
〉
(·, t). (3.54)
Equation (3.54) can be written in terms of spatial covariance using the stochastic
dynamics for pairs and triples derived from dynamical hierarchy of the SIR type
epidemic, these are respectively equations (2.42) and (2.51). It is convenient to
use the notation from chapter 2 that the integrand of the drift part of a stochastic
dynamical system X = (X(t), t ≥ 0) be written as rX , the intensity of X, i.e.
〈dX〉 = 〈rX〉dt. (3.55)
A second notation I use is that the intensity of the quadratic covariation process
[X,Y ] = ([X,Y ](t), t ≥ 0) should be written as VXY and similarly for the cubic
covariation [X,Y, Z], e.g.
〈d[X,Y ]〉 = 〈VXY 〉dt, (3.56)
〈d[X,Y, Z]〉 = 〈VXY Z〉dt. (3.57)
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Introducing the above into equation (3.54) and after some algebra gives,
d
dt
cXY Z = 〈X˜Y˜ rZ〉 − cXY 〈rZ〉+ 〈X˜Z˜rY 〉 − cXZ〈rY 〉
+〈Y˜ Z˜rX〉 − cY Z〈rX〉+ 〈X˜VY Z〉+ 〈Y˜ VXZ〉
+〈Z˜VXY 〉+ 〈VXY Z〉, (3.58)
X,Y, Z ∈ {S, I,R}, t ≥ 0.
In principle the spatial covariances above are functions of time and also three spatial
coordinates x, y, z which refer to the locations of three habitats; for the covariance
functions I always order my spatial coordinates in the argument of the function to
match the order of the disease state in the subscript before any dimension reduction
due to symmetry is imposed. For example, cSII(x, y, z, t) refers to the central mo-
ment of finding a habitat at x ∈ A with local disease state for its population S and
two populations with local disease state I at habitats with coordinates y, z ∈ A, see
figure 3.2.
A
x
y
z
x− y
x− z
θ
Figure 3.2: Three habitats in A = R2. The local disease state of their abiding populations
are either S (green) or I (red). Spatial covariance functions referring to both disease state and
spatial location are always ordered so that disease state order matches the location order, e.g. the
third central moment of finding the state depicted at time t is cSII(x, y, z, t) = cSII(x, z, y, t) =
cISI(y, x, z, t) etc. Translational invariance reduces the dimensionality required to cSII(x − y, x −
z, t), if rotational invariance is also imposed we can reduce to cSII(|x−y|, |x−z|, θ, t). Here θ is the
unoriented angle in [0, pi] between vectors x− y and x− z. Note that the triple (|x− y|, |x− z|, θ)
specifies |y − z| by standard trigonometry since θ is an interior angle of triangle with vertices at
x, y, z.
3.3.1 The Power-2 Covariance Closure
The error analysis above suggested heuristically that the magnitudes of the two-point
covariances in the length scale of transmission are O(L−d), whereas the magnitude
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of the three-point covariances are O(L−2d). It is therefore natural to approximate
the contribution of the three-point covariances in terms of quadratic combinations
of two-point covariances since such an approximation would at least get the order
of magnitude (in the inverse scale 1/L) correct.
Since the space of possible quadratic approximations includes functions of
various arguments it makes sense to restrict the set of possible approximations. The
restriction I choose is that the three-point spatial covariance function of finding
populations in disease states X,Y, Z abiding in habitats at the respective spatial
locations x, y, z, will only be approximated by cross-products of the set of two-
point spatial covariances for these disease state-location pairs: {cXY , cXZ , cY Z}; the
heuristic idea is that quadratic terms such as c2XY (x, y, t) do not contain explicit
information about the a habitat located at z in disease state Z. As we have seen the
dynamics of the three-point covariances involves the formation of quartic-wise inter-
actions between the disease states at four different populations, to allow sufficient
approximation flexibility I therefore include time-varying pre-factors α(t), β(t), γ(t)
into my approximation. Putting these considerations together gives a general ap-
proximation form:
cXY Z(x, y, z, t) ≈ α(t)cXY (x, y, t)cY Z(y, z, t) + β(t)cXY (x, y, t)cXZ(x, z, t)
+γ(t)cXZ(x, z, t)cY Z(y, z, t). (3.59)
The dynamics of the three-point spatial covariances are deterministic and differen-
tiable in time, ergo I require that the time varying pre-factors share these regularity
properties. I also require that the pre-factors are O(1) in terms of 1/L so that
both the left and right hand sides of the approximation (3.59) match orders in 1/L.
Using equation (3.40) I can write down the time derivative of each term of the
approximation, for example,
d
dt
(
α(t)cXY cY Z
)
=
dα
dt
cXY cY Z + αcY Z(〈X˜rY 〉+ 〈Y˜ rX〉+ 〈VXY 〉)
+αcXY (〈Y˜ rZ〉+ 〈Z˜rY 〉+ 〈VY Z〉). (3.60)
I denote c′XY Z the approximate three-point spatial covariance function described by
equation (3.59) and consider the rate at which the true covariance function and its
power-2 approximation vary in time,
d
dt
(
cXY Z − c′XY Z
)
. (3.61)
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I assume for now that the initial power-2 approximation is more accurate than
neglecting the three-point spatial covariance, that is,
|cXY Z(x, y, z, 0)− c′XY Z(x, y, z, 0)| ≤ |cXY Z(x, y, z, 0)| x, y, z ∈ A. (3.62)
The aim is to expand (3.61) and match terms where a judicious choice of α(t), β(t), γ(t)
will lead to partial cancellation. Although, the error due to approximating the three-
point spatial covariances will still be O(L−2d) a comparison to just neglecting their
contribution (the power-1 approximation) will show that the error must be decreased
for the power-2 approximation. This will be an approximation for cXY Z(x, y, z, t)
away from line x = y = z and the planes such as x = y, so the terms due to
quadratic covariation will not be considered.
There are a significant number of terms in the expansion of (3.61), however
they collect symmetrically. I start by collecting all terms which dependent on the
stochastic rate of change for random spatial distribution of disease states X, rX ,
along with the term in the approximation dβdt cXY cXZ ,
d
dt
(cXY Z − c′XY Z) =[
〈Y˜ Z˜rX〉 − cY Z〈rX〉
]
−
[
αcY Z〈Y˜ rX〉+ βcXY 〈Z˜rX〉+ βcXZ〈Y˜ rX〉
+γcY Z〈Z˜rX〉+ dβ
dt
cXY cXZ
]
+ . . .
Here I rewrite using X˜ = X−〈X〉 and similarly for the other random distributions,
for example,
〈Y˜ Z˜rX〉 = 〈Y ZrX〉+ 〈Y 〉〈Z〉〈rX〉 − 〈Y 〉〈ZrX〉 − 〈Z〉〈Y rX〉. (3.63)
Again I match terms with the aim of choosing a set of pre-factors that will lead to
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cancellations,
d
dt
(cXY Z − c′XY Z) =[
〈Y ZrX〉 −
(
α〈Y Z〉〈Y rX〉+ β〈XY 〉〈ZrX〉+ β〈XZ〉〈Y rX〉+ γ〈Y Z〉〈ZrX〉
)]
+
[
〈Y 〉〈Z〉〈rX〉 −
(
α〈Y 〉2〈Z〉〈rX〉+ β〈X〉〈Y 〉〈Z〉〈rX〉+ β〈X〉〈Y 〉〈Z〉〈rX〉+ γ〈Y 〉〈Z〉2〈rX〉
)]
−
[
〈Z〉〈Y rX〉 −
(
α〈Y 〉〈Z〉〈Y rX〉+ β〈X〉〈Z〉〈Y rX〉
)]
+
[
α〈Y Z〉〈Y 〉〈rX〉+ β〈XY 〉〈Z〉〈rX〉+ β〈XZ〉〈Y 〉〈rX〉+ γ〈Y Z〉〈Z〉〈rX〉
]
−
[
〈Y 〉〈ZrX〉 −
(
β〈X〉〈Y 〉〈ZrX〉+ γ〈Y 〉〈Z〉〈ZrX〉
)]
−
[
cY Z〈rX〉+ dβ
dt
cXY cXZ
]
+ . . .
Two terms contained in the square brackets above are eliminated by choosing the
time varying pre-factors,
α(t) =
1
2〈Y 〉(t) , β(t) =
1
2〈X〉(t) , γ(t) =
1
2〈Z〉(t) , t ≥ 0. (3.64)
The time derivatives of these pre-factors are,
dα(t)
dt
= − 〈rY 〉
2〈Y 〉2(t) ,
dβ(t)
dt
= − 〈rX〉
2〈X〉2(t) ,
dγ(t)
dt
= − 〈rZ〉
2〈Z〉2(t) , t ≥ 0. (3.65)
Putting this approximation choice into the above gives,
d
dt
(cXY Z − c′XY Z) =
[
〈Y ZrX〉 −
(〈Y Z〉
2〈Y 〉 〈Y rX〉+
〈XY 〉
2〈X〉 〈ZrX〉+
〈XZ〉
2〈X〉 〈Y rX〉
+
〈Y Z〉
2〈Z〉 〈ZrX〉
)]
+
[(
〈Y Z〉+ 〈XY 〉
2〈X〉 〈Z〉
+
〈XZ〉
2〈X〉 〈Y 〉
)
− 〈Y 〉〈Z〉
]
〈rX〉 −
(
cY Z − cXY cXZ
2〈X〉2
)
〈rX〉+ . . . .
(3.66)
The extra terms not written above can be derived from considering all terms in-
volving rY and rZ respectively along with the two terms involving
d
dtα and
d
dtγ,
they have the same structure up to permutation of the disease states. As all co-
variance functions are at least O(L−d) the random distributions de-correlate in the
limit L → ∞ and the right hand side of equation 3.66 becomes zero as expected.
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Moreover this allows manipulations such as,
〈Y ZrX〉 = 〈Y Z〉〈Y 〉 〈Y rX〉+O(L
−d).
Putting the above into equation (3.66) gives,
d
dt
(cXY Z − c′XY Z) =
1
2
〈Y ZrX〉 − 1
2
〈Y 〉〈ZrX〉 − 1
2
〈Z〉〈Y rX〉
+
1
2
〈Y 〉〈Z〉〈rX〉 − 1
2
cY Z〈rX〉+ ξ + . . . . (3.67)
Where ξ is an O(L−d) quantity. Equation (3.67) together with equation (3.63)
gives that for sufficiently small inverse transmission scale 1/L we have, including
the permuted terms,∣∣∣ d
dt
(
cXY Z − c′XY Z
)∣∣∣ = 1
2
∣∣∣〈Y˜ Z˜rX〉 − cY Z〈rX〉+ 〈X˜Z˜rY 〉 − cXZ〈rY 〉
+〈X˜Y˜ rZ〉 − cXY 〈rZ〉
∣∣∣+ ξ′
≤
∣∣∣ d
dt
cXY Z
∣∣∣. (3.68)
For some ξ′ > 0.
Although hardly the last word in rigour the arguments above suggest that
the power-2 approximation (3.59) with the pre-factors given by (3.64) has an error
growing less quickly than the power-1 approximation. I have motivated my choice
from the order of the approximation in the inverse scale 1/L and from the intrinsic
dynamics of the third central moment, which can be calculated using the theory I
have developed so far. Interestingly, the covariance closure I use,
cXY Z =
1
2
[cXZcY Z
E[Z]
+
cXY cXZ
E[X]
+
cY ZcXY
E[Y ]
]
, (3.69)
can be seen to be equivalent, after some algebra to the moment closure,
〈XY Z〉 ≈ 1
2
[〈XZ〉〈Y Z〉
〈Z〉 +
〈XY 〉〈XZ〉
〈X〉 +
〈Y Z〉〈XY 〉
〈Y 〉 − 〈X〉〈Y 〉〈Z〉
]
.
(3.70)
This form of moment closure was first suggested in the context of spatial popula-
tion dynamics by Dieckmann and Law (Dieckmann and Law 2000); the exact form
that I use is equivalent to the symmetric case where each disease state is treated
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equivalently with respect to the approximation. Moment closure approximations
are notoriously difficult to analyse, although some effort has been made in the pop-
ulation dynamics literature to give criteria based on the properties of third moments
and symmetry-type conditions on the relabelling of individuals, cf. (Murrell, Dieck-
mann, and Law 2004). I contend that analysing the dynamics of the third central
moments (i.e. the covariance functions) using equation (3.58) is a more direct ap-
proach to understanding their role in a closure theory. But there is much more work
to be done in this direction.
3.3.2 The Third Order Approximation
Equation (3.58) gives the dynamics of the triple covariance functions, cXY Z . As has
been mentioned these will generically depend on the four point spatial covariances,
cXY ZW . The simplest covariance closure from the point of view of an error analysis
is to just neglect these fourth order terms, which give a contribution of O(L−3d) to
the spatial moment dynamics according to the error analysis above.
Translation invariance means that I have freedom to write the spatial co-
variances as functions of two separation vectors rather than three co-ordinates, see
figure 3.2. I choose the representing separation vectors to be (x− y) and (x− z) for
the standard ordering cXY Z(x, y, z, t) referring to the three-point spatial covariance
between habitats at locations x, y, z each with an abiding population in the respec-
tive disease states X,Y, Z. Rotational invariance allows a further dimensionality
reduction such that for d = 2
cXY Z(x, y, z, t) = cXY Z(|x− y|, |x− z|, θ, t). (3.71)
Where θ is the interior angle between vectors x− y and x− z in the triangle formed
by x, y, z as vertices (figure 3.2). The moment hierarchy can be constructed as
analogous to the triple dynamics in 2.3.6 using essentially the same techniques as
above, the spatial triple dynamics are given in appendix A.
3.4 Numerical Solutions to the Covariance Hierarchy
I finally return to the questions posed in the introduction to this chapter armed
with three approximation schemes for the moment dynamics; the power-1 closure,
the power-2 closure and a third order closure based on closing at the order of quadru-
ples. In this section I numerically solve the approximating equations and compare
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the different approximation schemes’ ability to reproduce the spatial moment dy-
namics observed from Monte Carlo simulation. Having established the reliability
of the closure schemes for different length scales of transmission I then turn to as-
sessing the prediction the moment closure schemes give for the expected severity
of the spatial epidemic. The base line severity compared to will be the mean field
predictions (2.63) and (2.64) and the factors considered will be varying length scale
of infection L, varying transmission kernel shape and the underlying clustering of
the spatial metapopulation.
3.4.1 Resolving integrals in the Frequency Domain
The approximating deterministic moment and covariance equations were represented
in the continuous frequency domain Rd (the frequency domain form for the third
order closure are given in appendix B). For this section I restrict to infectious
spread on the plane (d=2) and solve the moment equations using a discrete grid of
frequencies, G. For the power-1 closure, using translation and rotation invariance
to reduce dimensionality as discussed in previous sections, each pair covariance
functions for each disease state pair (X,Y ) ∈ {S, I}2 obeyed,
cˆXY (ωx, ωy; t) = cˆXY (|ω|; t) (3.72)
Where ωx and ωy are the spatial frequencies for the x and y directions, and ω is the
spatial frequency for the (x − y) separation vector. This meant that the solution
grid for the dynamics of the pair covariances could be restricted to,
Gpairs = {n∆ω | n = 0, . . . , nmax, ∆ω > 0}. (3.73)
The moment dynamics at each time were only effected by the pair covariance func-
tions through the SI pair spatial covariance measure, given in d = 2 as,
2pi
∫ ∞
0
|ω|Kˆ(|ω|)cˆSI(|ω|; t)d|ω|. (3.74)
For numerical solution I used the simple quadrature rule at each time step,
2pi
∫ ∞
0
|ω|Kˆ(|ω|)cˆSI(|ω|; t)d|ω| ≈ 2pi
∑
i∈G
Kˆ(i)cˆSI(i, t)(i∆ω)∆ω. (3.75)
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Integration forwards in time was done using a Runge-Kutta scheme.
The important factors for the grid choice are to pick ∆ω sufficiently small
such that (3.75) is a good approximation to the integral up to |ω|max = nmax∆ω,
and to choose nmax sufficiently large that integration up to |ω|max effectively covers
the support of Kˆ. The power-1 closure was especially numerically efficient so I was
able to use a fine grid width ∆ω = 10−3 with a large size nmax = 104. The power-2
closure was also solved using the grid Gpair although more integrals require numer-
ical solution (see appendix B); each can be solved using the quadrature rule above.
This meant that the power-2 closure was less numerically rapid than the power-1
closure.
For the third order closure scheme the triple covariance dynamics have a
more complex Fourier representation (see appendix B). For d=2 dimensionality
reduction due to translation and rotation invariance is that for each disease state
triple,
cˆXY Z(ωx, ωy, ωz; t) = cˆXY Z(|ω|, |ω′|, θ; t), (3.76)
where θ is an angle and consequently the solution grid was defined as,
Gtriples((n∆ω,m∆ω, p∆θ) | n,m = 0, . . . , nmax, p = 0, . . . , pmax − 1; ∆p = (2pi/pmax)).
(3.77)
The grid for the triple dynamics has to be chosen so that |ω|max covers the support of
Kˆ and also the the additional frequency magnitude |ω+ω′| = ω2 +ω′2 +2|ω||ω′| cos θ
covers the support of Kˆ. This is due to the geometry of the interactions between
the spatial frequency components for the triples covariances (see appendix B). The
third order closure was significantly slower to solve numerically than the other two
closures.
3.4.2 Results for Gaussian Shaped Transmission Kernel
In this section I choose the transmission kernel to be Gaussian shaped,
K(x) =
K0
2piL2
e−x
2/2L2 . (3.78)
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Which has the Fourier transform,
Kˆ(|ω|) = K0e−2pi2L2|ω|2 . (3.79)
I fix the effort of infection K0 = 1.5, the recovery rate to be γ = 1 and the initial
infecteds density 〈I〉(0) = 0.05 and investigate the performance of the three mo-
ment closure schemes versus spatial moments drawn from simulation averages as
the length scale of transmission is varied.
Simulations were for a metapopulation of size N = 104 on a background space
of A = [−50, 50]2. For each simulation iterate a new habitat distribution was drawn
from the Poisson Cluster process defined in section 3.2.1 and initial infecteds chosen
uniformly at random according to the chosen initial infecteds population density. All
other populations were initialised as susceptible. The stochastic simulation method
was the tau-leap method (see (D. Gillespie 2001) and next chapter) with time step
∆t = 0.01. Simulation spatial moments were constructed by taking the empirical
average of the population density of susceptibles and infecteds at each time. That
is that the moments were an average over the habitat distribution and the transla-
tionally invariant initial conditions as required. Periodic boundary conditions were
given. The choice of large population size and periodic boundary conditions was
motivated so as to minimise finite size effects; recalling that the Fourier representa-
tion method for the pair and triples covariances is a N →∞ theory. Unless stated
otherwise simulation spatial moments were taken over 500 iterations.
I defined my error measure as the maximum of the two supremum errors
along time for respectively 〈S〉 and 〈I〉. Denoting 〈X〉 the simulation-based moment
prediction and 〈X〉′ the covariance closure moment prediction this gives,
error = max
{
sup
t≤T
|〈S(t)〉 − 〈S(t)〉′|, sup
t≤T
|〈I(t)〉 − 〈I(t)〉′|
}
. (3.80)
For L large the general results were as expected; all closures performed well,
in congruence with the error analysis in section 3.2.5. However, as L → 2 the
power-1 closure became unstable, in the sense that that for shorter length scales of
transmission it was possible for the power-1 closure to predict,
d
dt
〈S〉′pow−1 > 0, (3.81)
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Figure 3.3: Moment dynamics for the spatial epidemic with comparison to covariance closure
results. K0 = 1.5, γ = 1, L = 1.75 and the habitat distribution was chosen as uncorrelated. At this
length scale of transmission the Power-1 approximation (blue dots) was unstable and terminated
at the first time it predicted unphysical dynamics. Both the power-2 closure and the third order
approximation capture the essential dynamics, however the power-2 closure is better approximation
to the true dynamics.
which is physically unrealistic and lead to a numerical explosion in the solving
scheme. This instability could occur even when the power-2 closure and the third
order closure predicted the moment dynamics well, for example when L = 1.75
(figure 3.3). My interpretation of this high error instability in light of lemma 2.3.2
is that the error analysis has overly focused on bounding in terms of powers of the
inverse transmission scale (1/L). Lemma 2.3.2 gives only a very loose bound in
time; it is noticeable that the power-2 closure, which was motivated by a desire
to match the dynamical behaviour of the triple covariances outperforms the third
order closure, which has better static error properties in terms of (1/L) despite that
approximation explicitly including the triples covariance dynamics but treating the
quadruples covariance as zero.
I extended the numerical error analysis to both uncorrelated and correlated
habitat spatial distributions (correlated spatial distributions were drawn from the
Poisson Cluster process defined in section 3.2.1 with children number Nc = 5 and
clustering scale ψ = 1) varying the transmission length scale such that (1/L) ∈ [0, 1].
I found that for L > 2 all the closures performed well but error diverged for L < 2;
the power-2 closure outperformed the other closure schemes at each length scale
for uncorrelated habitats (figure 3.4). For the correlated spatial distribution case
the power-1 closure was accurate and stable over a longer interval of transmission
lengths, until L ≈ 1.75. The performance of the third order approximation was a
much better match to the power-2 closure for the correlated habitat distribution
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Figure 3.4: A comparison of the discrepancy between the power-1 closure (blue squares), power-
2 closure (green circles) and the third order closure (black triangles) and the epidemic spatial
moment dynamics were estimated from 500 Monte Carlo iterates. The epidemiological parameters
were K0 = 1.5, 〈I〉(0) = 0.05 and γ = 1. The transmission kernel was Gaussian shaped. The
error measure used was larger supremum error over time until effective depletion of 〈S〉 and 〈I〉.
Left: Error for uncorrelated habitat locations against inverse transmission length scale (1/L). For
L > 2 all closures perform well; for L ≈ 2 and smaller the closures based on neglecting higher
order terms (power-1 and 3rd order) have rapidly increasing error. The blue dashed lines mark the
instability line for the power-1 closure. The power-2 closure out-performs the other closures at each
L. Right: Error for correlated habitat locations against inverse transmission length scale (1/L).
The clustering parameters were Nc = 5 and clustering scale ψ = 1. All closures perform well for
L > 1.75 with rapid divergence is seen for smaller length scales. The third order approximation
out-performs the power-2 closure until L ≈ 1.75.
than for the uncorrelated case. The third order closure outperformed the power-2
closure until a cross over point at L = 1.5 (figure 3.4).
In order to better understand the dynamical mechanisms underlying the
stochastic spread amongst the habitats, I also investigated the time-varying SI pair
covariance measure (3.74) which directly influences the moment dynamics. Recall-
ing the discussion in section 3.2.4 the S-I spatial covariance can be interpreted as a
measure for spatial aggregation at the length scales where transmission occurs.
I found that for uncorrelated habitat distributions the SI pair covariance
was strictly negative for all L, in each case decreasing to negative peak and then
tailing to zero as the infecteds are removed from the epidemic (figure 3.5). This
reveals the dynamic mechanism of the initially uniformly dispersed epidemic; the
infecteds proceed to recruit locally to themselves, which acts as disaggregation mech-
anism making susceptible and infected populations negatively spatially correlated.
A consequence of this effect is that the stochastic and spatial epidemic consistently
predicts a lower expected recruitment rate than a mean field model with matched
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Figure 3.5: The time-varying spatial correlation measure between susceptible and infected pop-
ulations, K ∗ cSI(0, t). This measures the effect of space and stochasticity on the recruitment rate
of new infected at each time compared to the mean field rate (K0〈S〉〈I〉(t)). The epidemiological
parameters were K0 = 1.5, 〈I〉(0) = 0.05 and γ = 1. The transmission kernel was Gaussian shaped.
Left: The underlying spatial distribution is uncorrelated; spatial disaggregation at the length scales
of the transmission kernel is detected by the negative sign of K∗cSI(0, t). This is induced by infected
populations depleting their local environment of susceptibles via secondary infection. In order of
decreasing magnitude the solid lines give simulation results for L = 2, 3, 5. Dashed lines indicate
the approximation predictions. For L = 2 the power-1 closure overestimates the disaggregation
effect whilst the third order approximation underestimates the disaggregation. Right: K ∗ cSI(0, t)
for correlated habitat locations. The clustering parameters were Nc = 5 and clustering scale ψ = 1.
In order of decreasing magnitude the black curves give the simulation result for L = 2, 5. The effect
of positive spatial covariance increases as the expected number of infecteds in each local cluster
increases before the disaggregation mechanism dominates later in the ‘average’ epidemic.
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K0 and γ, with this effect more pronounced for smaller L. Comparison to simulation
also revealed that for short length scales the power-1 closure significantly overesti-
mated the effect of aggregation which is the source of the instability (3.81) (figure
3.5).
For spatially correlated habitats the dynamics of the SI pair covariance was
found to be substantially different to the uncorrelated case with the susceptible and
infected populations starting the epidemic in an aggregated state due to the cluster-
ing in the habitats. For approximately the first generation time the susceptible and
infected populations further aggregate as the infecteds recruit preferentially within
their local cluster. On a longer time scale the disaggregation mechanism rapidly
dominates as the infecteds exhaust their local environment.
3.4.3 Results for Power-Law Shaped Transmission Kernel
The Gaussian was used as an archetype of transmission where the characteristic
length scale strongly determines the locality of spread since very little ‘mass’ of the
transmission kernel will be beyond 4L from the origin. An alternative is to consider
transmission with matched length scale of transmission but a much more disperse
shape function. The archetype choice for this is a power-law shaped kernel. I choose,
K(x) =
K0
L2(2pi(1 + (x/L)2)3/2
. (3.82)
This was a convenient choice because its Fourier representation for d = 2 can be
given analytically,
Kˆ(|ω|) = K0e−2piL|ω|. (3.83)
The performance of the moment closure methods for the power-law transmission
kernel was substantially improved for each L. In fact even for very local transmission
(L = 1) the power-2 closure had an error of 0.0152 for uncorrelated habitats and
0.014. In light of the success of the power-2 closure even into the regime of small L
I proceeded using this closure as my investigation tool (figure 3.6).
The disaggregation dynamics for the spatial epidemic driven by a power-
law shaped transmission kernel were similar to the Gaussian kernel case when the
underlying habitat distribution remained uncorrelated. Albeit with substantially
reduced magnitude; the SI covariance dynamics for the Gaussian kernel case with
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Figure 3.6: The moment dynamics for the spatial epidemic with power-law shaped transmission
kernel and L = 1. The shape function is k(x) = K0/(2pi(1 +x
2)3/2). 〈S〉 is given as a green line for
uncorrelated habitat locations and correlated habitat locations with the 3σ error bars for the end
of the epidemic. The more severe epidemic is the one for correlated habitat locations. 〈I〉 is given
as a red line, the error bars were approximately the width of the line and are not shown. Dashed
lines are the power-2 closure approximation. The power-2 closure is still very accurate at this short
length scale for the power-law shaped kernel.
L = 2 being very similar to the those of the power-law shaped kernel case with half
that transmission length scale. This accounts for the improved performance of the
closure scheme, since the error in the method is fundamentally connected to the
magnitude of the covariance contribution to the expected dynamics (figure 3.7).
However, for the situation where the habitat spatial distribution is correlated
is substantially different. For power-law shaped transmission with L ≥ 2 in combi-
nation with the cluster habitat distribution used in this section the susceptible and
infected populations remain spatially aggregated, i.e. amplifying the epidemic com-
pared to the mean field case, throughout the epidemic until infecteds are removed.
This is rather different to the Gaussian case, the power-law dispersed pathogen is
amplified by local clustering of the habitats, and is sufficiently heavy tailed in its
dispersal that local depletion is not a significant factor. Only at local transmission
scales (L=1) does one see the recovery of the disaggregation mechanism.
The failure of the disaggregation mechanism for epidemics with power-law
shaped transmission kernels had a significant impact on the expected severity of
the epidemic, that is the percentage of the metapopulation predicted to become
infected at some point during the epidemic. Using the mean-field prediction as a
baseline, epidemics with Gaussian shaped dispersal can essentially predict at worst
the severity of a mean-field epidemic for the clustering model used in this work.
On the other hand, power-law shaped transmission could increase the expected
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Figure 3.7: The time-varying spatial correlation measure between susceptible and infected pop-
ulations, K ∗ cSI(0, t), for the power-law shaped transmission kernel. For both uncorrelated and
correlated habitat locations the power-2 approximation is shown with purple lines. In decreasing
correlation magnitude the black curves correspond to the transmission length scales L = 1, 2, 3.
Left: For uncorrelated habitat locations the correlation dynamics are similar to the scenario with
Gaussian shaped transmission kernel, albeit with much decreased magnitude of K ∗ cSI(0, t). The
spatial correlation measure for a Gaussian shaped kernel with L = 2 is given as a comparison (purple
dashed line) and is similar in magnitude to the spatial correlation measure for the power-law shaped
kernel with L = 1. Right: For correlated habitat locations, the power-law shaped kernel does not
cause disaggregation until transmission is localised to length scales L < 2. This is a significantly
different phenomenon to that found for Gaussian shaped kernels; local depletion of susceptibles
does not play a role in decreasing the rate of recruitment compared to mean-field model unless
transmission is strongly localised. The Gaussian comparison with L = 2 is shown, and is again
similar in magnitude to the spatial correlation measure for the power-law kernel with L = 1.
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Figure 3.8: Deviation in epidemic severity measured versus the mean field prediction i.e. positive
deviation predicts spatial epidemics worse than the mean field prediction and vice versa. 3σ error
bars are given when larger than the data point. Left: Gaussian shaped kernel. For uncorrelated
habitat locations (circles) both the simulation results (black) and the power-2 closure approximation
(green) predict that epidemic severity is strongly decreasing with more localised transmission (1/L
greater). The power-1 closure agrees until it becomes unstable at L ≈ 2. For correlated habitat
locations (diamonds) there is a very mild increase in severity predicted by simulation, power-1
closure and power-2 closure until L ≈ 2. At more local scales local depletion effects cause the
epidemic to be less severe than the baseline mean field prediction. Right: Power-law shaped kernel.
Both the power-1 and power-2 closures are stable over all the inverse length scales considered
1/L ∈ [0, 1]. The power-2 closure is accurate over this scale. For uncorrelated habitat locations
epidemic severity is decreasing with inverse length scale 1/L, albeit significantly less rapidly than for
the Gaussian shaped transmission kernel. For correlated habitat locations the epidemic severity is
noticeably increasing with 1/L until 1/L ≈ 0.6. The combination of spatial and stochastic effects is
predicted to be a net amplifier (compared to space-less models) of epidemic with strongly clustered
habitats and power-law shaped transmission over a wide range of length scales.
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burden of case as much as 3% of the entire population compared to the mean-field
prediction, this is agreed with by the power-1 closure predictions. For both shapes of
transmission kernel stochastic and spatial transmission into an uncorrelated habitat
distribution is expected to lead to less severe epidemics than the mean-field baseline
(figure 3.8).
3.5 Discussion
I have developed the spatial and stochastic model of epidemic spread within a Levins-
type metapopulation used in this thesis to include random habitat locations. Fol-
lowing a rich literature on spatial moment equations from ecology and epidemiology
(Bolker and Pacala 1997; Herbert and Isham 2000; Keeling 2000) I built a set of
approximating ODEs for the spatial moments, meaning a joint average over the
stochastic dynamics of the epidemic and the randomness of the underlying habitat’s
spatial distribution. As in chapter 2 the ODE approximations were motivated by
being able to write down the exact spatial covariance dynamics using the tools of
stochastic calculus for jump processes. In this sense the model used shares a number
of features with the invasive population model of Cornell and Ovaskainen (Cornell
and Ovaskainen 2008), including ability to bound the contribution of spatial covari-
ance on the overall moment dynamics.
The analogous closure scheme to the one used in chapter 2, the power-1 clo-
sure, where the spatial covariance of triples was neglected was found to be particu-
larly well suited to representation in the Fourier domain and was also very efficient
for numeric computation. However, the power-1 closure was also found to be un-
stable for situations where the typical range of transmission was small. A power-1
closure for one order higher, that is neglecting quadruple covariances, was therefore
developed. Although, novel in the field1 the third order closure was disappointing
in its performance, as well as being considerably more computationally burdensome
than the power-1 closure it was generally less accurate than a closure based upon
the quadratic approximation of the spatial triple covariances by spatial pair covari-
ances, the power-2 closure.
The exact form of the power-2 closure was motivated by attempting to best fit
the dynamical evolution of the spatial triple covariance derived from the stochastic
differential representation of the epidemic, which interestingly arrived at a closure
1I think.
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scheme already extant in the literature and confirmed to have good analytic prop-
erties (Murrell, Dieckmann, and Law 2004). Although the analysis given in this
chapter is at best a first approximation, I believe this to be a fruitful direction for
further study. This is especially the case since the power-2 closure outperforms the
third order approximation despite having notationally worse error in terms (1/L).
This suggests that the error bounding approach of Cornell and Ovaskainen (Cornell
and Ovaskainen 2008) is better suited to the analysis of static equilibrium properties
than dynamic quantities.
I consider my investigation into the spatial clustering and disaggregation of
susceptible and infected populations as following on from Bolker (Bolker 1999). My
finding that spatial disaggregation of susceptibles and infecteds retards epidemic
spread for uncorrelated habitat distributions was known to him, as was the ampli-
fication effect of spatial clustering. Where I feel that I have contributed further
is by appreciating the role of quadratic covariation in the underlying stochastic
discrete epidemic process, which leads to corrected power-1 closed moment equa-
tions. I have also identified a further amplification effect from using a heavy-tailed
transmission kernel in the presence of clustered habitats; the heavy-tailed nature of
transmission means that the epidemic avoids the retarding effect of local depletion
completely unless transmission is strongly localised. Since a number of real-world in-
fectious pathogens appear, or have appeared, to exhibit power-law shaped transmis-
sion (Gibson 1997; Keeling et al. 2001), this effect is worthy of further investigation.
Finally, a direction that I would like to pursue in the future is to investigate
the possibilities of using moment equations to guide control strategies. Tildesley
has extensively investigated the optimal ring size vaccination around farms with
confirmed cases of FMD (Tildesley et al. 2006), using a model that fits into the broad
category considered in this work. However, the order to vaccinate local farms to the
focal infected was unclear. A possibility could be to introduce a vaccination ‘kernel’
around discovered infected populations which ‘transmits’ vaccination, akin to the
contact tracing model of Eames and Keeling (Eames and Keeling 2003). Would
considering the optimal vaccination kernel, with constraints, be an optimisation
problem well posed in the language of moment equations?
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Chapter 4
Accelerated Simulation for
Spatial Epidemics
4.1 Introduction
The results of chapters 2 and 3 gave general insights into the complex interplay
between the role of stochastic transmission and the spatial fragmentation of the
susceptible meta-population. However the greatest insights were towards averaged
dynamics of pathogenic invasion of the meta-population, where the averaging was
over both stochastic realisations of the epidemic process and the spatial statistics of
the habitat landscape. Comparatively little progress was made towards covariance
closure methods in the scenario where the habitat locations are given data due to
the burdensome number of equations required and the possibility of numerical insta-
bility in the solution method. In light of this I return to the stochastic differential
equation model of chapter 2 and attempt to integrate them directly. Stochastic
integration methods we consider (Milstein 1994; Bichteler 2002) are better known
as Monte Carlo (MC) simulation methods.
Simulation is a universally applicable approach to investigating these mod-
els, allowing flexibility in adding further realism to the general model framework.
If scientific or statistical confidence in the relevant parameters can be achieved,
then Monte Carlo (MC) simulation methods can have ‘real-world’ predictive power
(Tildesley et al. 2008). However, for stochastic simulation the MC convergence of
the observables of interest can require a very large number of independent replicates
of simulated epidemic realisations. Moreover, this problem is compounded whenever
insight requires the sweeping of large sections of plausible parameter space, or when
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the results of simulation are required for parameter inference, such as the novel use
of the particle filter by Iondies et al (Ionides, Bret, and King 2006). The requirement
to perform very many independent realisations puts great emphasis on the devel-
opment of novel and efficient algorithms for stochastic simulation, even at the cost
of mild inexactness (an example of such an approach is (D. Gillespie 2001)). Even
a small saving in computation time per replicate can make large scale computation
significantly quicker.
The essential non-linearity in epidemic models is due to the interaction be-
tween susceptible and infectious individuals. In this context each susceptible habitat
becomes infected due to the summed risk of transmission from all infectious habi-
tats. Therefore, naively a simulation must calculate (and sum) the transmission
strength between all susceptible - infectious pairs in the population; and this value
must be recalculated after any event that changes the infection status of the popu-
lation. It is this calculation that is the necessary but time-consuming ingredient for
event based stochastic spatial simulation, and it is improving the efficiency of this
calculation that is the subject of this work.
Here I present a method for simulating spatial epidemics via the rapid esti-
mation of the force of infection rather than resolving the sum over infected habitats
directly. Inspired by Galerkin methods common to the numerical investigation of
PDEs (Hesthaven, Gottlieb, and Gottlieb 2007), this approach is motivated by rep-
resenting the force of infection as a smooth field over space. After approximating
the habitat locations as unit mass Gaussian distributions in space, the spectral
projection of this field onto a uniform grid of size M can be calculated efficiently
using FFT (Fast Fourier Transform) at a computational cost of O(M lnM). The
infection recruitment rate for each susceptible habitat can then be determined by
interpolation on nearest grid points. This compares favourably with the potentially
O(N2) cost of calculating the infection rate for all susceptibles from the direct def-
inition. Although this methodology is an approximate scheme, the error due to the
spectral projection can be made negligible by decreasing grid separations. In the
case of large population size where many infectious habitats contribute to the risk
of infection for each susceptible habitat (that is the transmission kernel is relatively
wide) the spectral method can be implemented with low error whilst still retaining
significant speed advantage over simulations using direct summation to calculate
force of infection.
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The basic methodology is introduced in stages; firstly the basic spatial model
framework and state space of the model are briefly recalled. I then describe existing
methods for simulating the dynamics of infection, in terms of solving the stochastic
differential equation (SDE) representation of the system and demonstrating how the
force of infection on a habitat can be represented as a convolution on the spatial
locations. This leads to a novel algorithm (termed the Fast Spectral Rate Recalcu-
lation or FSR) to simulate spatial epidemics. Later in the results section I focus on
the accuracy and computational efficiency of this new algorithm.
4.2 Stochastic Simulation Techniques
In this section I briefly recall the spatial epidemic model used through out this
work; the dynamics of which can be represented as a stochastic differential model
driven by independent Poisson processes, see chapter 2. In the previous chapters I
used this representation to motivate the construction of ODE systems in order to
approximate the expected dynamics of the spatial epidemic. In this chapter I con-
centrate on integrating the underlying stochastic differential equations representing
the stochastic progression of the epidemic directly.
4.2.1 A Spatial Metapopulation Epidemic Model
I consider N habitats, labelled i = 1, . . . , N with associated vector locations in the
d-dimensional box ({xi}Ni=1 ∈ [−l/2, l/2]d = A ⊂ Rd). Each habitat is considered
to be inhabited by a single host individual with the state alphabet of ‘Susceptible’
(S), ‘Infected and Infectious’ (I) and ‘Removed’ (R) with respect to a infectious
disease following the classic SIR paradigm. (In principle the methodology outlined
here readily extends to stochastic populations at each habitat, but the single host
assumption makes the formulation more transparent.) Each habitat is treated as
sufficiently small compared to the background space that it can be modelled as a
point location. The underlying epidemic is treated as a Markovian stochastic process
on the probability space (Ω,F ,P) defined in the previous chapter, with the local dis-
ease state at habitat i given by the boolean-valued vector Xi(t) = (Si(t), Ii(t), Ri(t)).
The functions {Si(t), Ii(t), Ri(t) ∈ {0, 1}}Ni=1 are indicators for, respectively, the dis-
ease states S, I, R at the time t for the population abiding at habitat i. The rate at
which an infectious (I) habitat j transmits to a susceptible (S) habitat i is governed
by a spatial transmission kernel K, which I assume depends only on the (Euclidean)
distance between the two habitats e.g. K(xi, xj) ≡ K(|xi − xj |). (Note that this
assumption restricts us to considering translational and rotational invariant kernels,
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such that the precise locations of the habitats are irrelevant and transmission only
depends on their relative positions). Hence, the force of infection on habitat i for a
given epidemic state X(t) is
λi(t) =
∑
j
K(xi − xj)Ij(t). (4.1)
and this quantity determines the rate at which susceptible individuals become in-
fected. All infectious habitats recover and become removed (R) from the epidemic
process at rate γ. In the continuous time case, these two processes lead to the
familiar probabilistic dynamics for each habitat i,
P(Inf. event at hab. i ∈ [t, t+ h]|X(t)) = Si(t)λi(t)h+ o(h)
P(Rec. event at hab. i ∈ [t, t+ h]|X(t)) = γIi(t)h+ o(h). (4.2)
The above holding for arbitrary h > 0. The initial disease states are drawn from
some probability measure P0.
In chapter 2 I proved that given an initial disease state
X(0) = (S1(0), I1(0), . . . , SN (0), IN (0)) (4.3)
then for all t ≥ 0 the disease state indicators that describe the complete state of the
epidemic are stochastic processes with the stochastic integral solutions,
Si(t) = Si(0)−
∑
j( 6=i)
∫ t
0
Si(s
−)Ij(s−)dN Iij(s), (4.4)
Ii(t) = Ii(0) +
∑
j( 6=i)
∫ t
0
Si(s
−)Ij(s−)dN Iij(s)−
∫ t
0
Ii(s
−)dNRi (s), (4.5)
i = 1, . . . , N, t ≥ 0.
Where the N(·) are N2 independent Poisson processes, {N Iij ∼ PP (K(xi−xj))}i 6=j
and {NRi ∼ PP (γ)}Ni=1.
The stochastic integral representation suggests a number of methods for gen-
erating a sample epidemic process X = (X(t), t ≥ 0). Since the generation method
for a sample epidemic will in each case be best described as recursively applying
a rule I call each generation method a stochastic simulation algorithm (SSA). The
most natural SSA is to subordinate the epidemic process to the driving Poisson
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processes, which was used to originally derive the stochastic integral representation
(4.4) and (4.5). This method is described in chapter 2 section 2.3.2. I do not use
Poisson process subordination in this chapter since it is numerically inefficient; many
more random variables (the complete set hitting times of the N2 Poisson processes
up until some large cut-off time) are generated than for the other SSAs to be con-
sidered. Instead, I present two exact SSAs based on the probabilistic qualities of
the hitting times of the driving Poisson processes and an approximate SSA based
on an Euler-type numerical approximation of the integrals (4.4) and (4.5).
Equations (4.4) and (4.5) describe a piece-wise constant process In the con-
tinuous time. SSAs generate the next epidemic event (either a successful infectious
recruitment or a recovery) and then step time forward by the random time to next
event. A popular example of such an SSA is the Gillespie algorithm (Gillespie 1977),
which exploits that for a given complete epidemic state X(s) at some time s the ran-
dom time until the next event ∆T is exponentially distributed. To see this consider
the set {τ Iij , τRi } denoting the next contact times for the driving Poisson processes
of the epidemic; the waiting time between each contact being exponentially dis-
tributed. Using the memoryless property of the exponential distribution and that
the minimum of a set of exponential random variables is also exponential with rate
parameter given by the sum of over the set of rate parameters gives,
P(∆T < δt) = 1− e−(
∑
i Si(s)λi(s)+
∑
i γIi(s))δt.
The total rate parameter
∑
i Si(s)λi(s) +
∑
i γIi(s) = ξ(s) is called the exit rate of
state X(s). The rate at which any given event, either an infectious recruitment or
a recovery event, occurs is likewise given by the rate parameter of the exponential
distribution of the minimum of the set of all next hitting times that given epidemic
state X(s) cause that event. For any event occurring at rate r(s) at some time s the
probability that it will be the next event to occur is r(s)/ξ(s). These probabilistic
considerations suggest the following SSA suggested by Gillespie (Gillespie 1977),
Gillespie Direct Algorithm:
1. Generate the initial epidemic state X(0) from P0 and set time t = 0.
2. For each possible event m = 1, . . . ,M of the current state X(t) calculate the
rate rm(t) and exit rate ξ(t) =
∑
m rm(t).
3. Randomly select the next event from the set of possible events. The mth event
being chosen with probability rm(t)/ξ(t).
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4. Update the current state by implementing the selected event.
5. Draw time increment ∆T ∼ exp(ξ(t)) and set the new time t→ t+ ∆T .
6. If infected populations remain return to 2, else stop.
I have taken the view point that the sample elements ω ∈ Ω are the sample paths of
the N2 Poisson drivers of the epidemic. The Gillespie algorithm is probabilistically
exact; that is for each sample element ω ∈ Ω a sample stochastic epidemic X(ω) is
calculated exactly and the sample element ω is drawn from Ω in a manner consistent
with the measure P.
The Gillespie algorithm is the ‘work-horse’ for stochastic simulations, how-
ever for situations where habitat disease state is non-repeating (eg SIR-type dy-
namics rather than SIS) the Sellke construction is an attractive, probabilistically
equivalent, choice. The Sellke construction was first introduced as an analytic tool
to investigate the distribution of final sizes of a stochastic epidemic (Sellke 1983);
its use as a simulation technique has been under-recognised although there has been
some recent work using very similar constructions (Dhersin and Decreusefond 2011).
The idea behind the Sellke construction is that no disease state X(t) ever repeats
since the disease progression is unidirectional S → I → R. Therefore for each
initially susceptible population i a local infection event occurs at most once and
using the independence of the Poisson drivers one can write down the conditional
distribution function for the time of infection T Ii , where T
I
i =∞ is a valid outcome,
P(T Ii < t) = F (t) = 1−
∏
j( 6=i)
e−K(xi−xj)
∫ t
0 Ij(s)ds = 1− e−
∫ t
0 λi(s)ds. (4.6)
Here the distribution function is conditioned on the infection dynamics of the other
N − 1 populations. It is well known that any random variable transformed by its
distribution function is a uniform random variable on [0, 1]; that is F (T Ii ) ∼ U [0, 1].
Therefore, for each initially susceptible habitat T Ii is equal in distribution to the
random variable (T Ii )
′ generated from the uniform random variable U ∼ U [0, 1],
U = 1− e−
∫ (TIi )′
0 λi(s)ds =⇒
∫ (T Ii )′
0
λi(s)ds = − ln(1− U)
=⇒
∫ (T Ii )′
0
λi(s)ds = Zi. (4.7)
Where, Zi ∼ exp(1); that − ln(1 − U) ∼ exp(1) is also well known. The usefulness
of equation (4.7) is that the random variables {Zi}i:Si(0)=1 do not depend on the
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epidemic dynamics and therefore only require generation once at the beginning
of the stochastic simulation. The dynamic dependence of the left hand side of
equation (4.7) can be solved sequentially in time by determining the order in which
populations become infected. Sellke interpreted the random variable Zi physically
as the epidemic resistance for the ith individual. Whilst habitat i is susceptible this
resistance is eroded at the time varying rate λi(t), such that the time of infection,
T Ii , is the solution to
Zi −
∫ T Ii
0
λi(s)ds = 0. (4.8)
It is clear that the duration of infectiousness for the ith population Di is exponential
distributed Di ∼ exp(γ) independently to each other population and can also be
pre-generated. In fact the duration of infectiousness can be pre-generated from
any required distribution; the exponential distribution corresponds to the Poisson
recovery drivers. The above justifies the following SSA,
Sellke Construction Algorithm:
1. Generate the initial epidemic state X(0) from P0 and set time t = 0.
2. For each initially susceptible population generate the epidemic resistance Zi ∼
exp(1), for each population i generate the infectiousness duration Di ∼ exp(γ).
For each initially infectious population i store the recovery time TRi = Di.
3. For each susceptible population i calculate the force of infection λi(t).
4. For each susceptible population i use that the force of infection λi(t) is constant
until the next event to solve for the possible time until infection δtIi from
δtIi =
Zi
λi(t)
.
5. Construct an ensemble of times until next event, {{δtIi }i:Si(t)=1, {TRi −t}i:Ii(t)=1}.
6. Let δt∗ = min{{δtIi }i:Si(t)=1, {TRi − t}i:Ii(t)=1} and let E be the event corre-
sponding to δt∗.
7. Deplete epidemic resistances, Zi → Zi−λi(t)δt∗ for each remaining susceptible
population. If E is an infection event for the ith population then generate the
recovery time TRi = t+ δt
∗ +Di.
8. Update t→ t+ δt∗ and state X(t)→ X ′(t) by implementing E.
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9. If infected populations remain return to 3, else stop.
We see that once all random numbers are chosen (I follow Cook et al (Cook et al.
2008) in referring to these as the latent variables of the process) the resultant epi-
demic, X = (X(t), t ≥ 0), can be constructed from the deterministic solution of the
infection process (4.8) and the recovery times. The solution to (4.8) can be calcu-
lated exactly since λi(t) is piecewise constant in time, jumping only at infection and
recovery times. For both the Gillespie and Sellke SSAs the size of time-step, in this
case the random time to next event, of the algorithm will be O(1/N) or smaller. I
note that at each of these time-steps it is generally necessary to recalculate the force
of infection (λi) for each susceptible in the population (or at the very least consider
how each force of infection has been modified by the event that has occurred).
Both of the probabilistically exact SSAs described can become computation-
ally burdensome as the number of populations is allowed to grow; the expected
duration of the epidemic is expected to increase if the number of initial infecteds
does not grow proportionally with total population numbers and the number of rates
to calculate also increases. This motivates using approximate SSAs to simulate epi-
demic outbreak. The Tau-leap method (Gillespie 2001; Gillespie and Petzold 2003)
is an SSA where the time-step is fixed to be τ = O(1). The underlying motivation
is the Euler-type approximation of the stochastic integrals (4.4) and (4.5),
Si(t+ τ) = Si(t)− Si(t)
∑
j(6=i)
Ij(t)(N
I
ij(t+ τ)−N Iij(t)), (4.9)
Ii(t+ τ) = Ii(t) + Si(t)
∑
j(6=i)
Ij(t)(N
I
ij(t+ τ)−N Iij(t))
−Ii(t)(NRi (t+ τ)−NRi (t)). (4.10)
Obviously care must be taken not to violate fundamental constraints of the process,
that only one indicator function can be active per population and that they return
boolean values. Also, if one is not interested in the exact source of each infectious
transmission j → i but rather just the infection event for population i then it is
useful to note that,∑
j(6=i)
Ij(t)(N
I
ij(t+ τ)−N Iij(t)) ∼ Poisson(λi(t)τ). (4.11)
This leads to the SSA,
Constrained Tau-leap Algorithm:
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1. Generate the initial epidemic state X(0) from P0 and set time t = 0 and choose
a time-step parameter τ .
2. Calculate the force of infection λi(t) for each susceptible population i.
3. Draw the stochastic changes, ∆Ii ∼ Poisson(Si(t)λi(t)τ) and ∆Ri ∼ Poisson(γIi(t)).
4. Set Si(t)→ Si(t)−∆Ii, Ii(t)→ Ii(t) + ∆Ii −∆Ri.
5. Enforce population constraints, i.e. if Si(t) < 0, then set Si(t) = 0.
6. Increase time t→ t+ τ .
7. If infected populations remain return to 2, else stop.
The Tau-leap method is inexact in the sense that although the random sample ω ∈ Ω
is drawn consistently with the measure P, the Tau-leap SSA predicts an epidemic
process X ′(ω) which differs from the true process X(ω). However, in a general anal-
ysis of the path-wise computation of stochastic integrals Bichteler (see (Bichteler
2002) Chapter 5 section 4) demonstrated the uniform convergence of the Euler ap-
proximate X ′(ω)→ X(ω) as τ → 0. The convergence conditions are exactly that of
the existence of the stochastic integrals (4.4) and (4.5) which I guaranteed in chaper
2.
In this chapter I will also be concerned with related discrete time Markov
processes. This can either be viewed as an approximation to the continue time
process or an independent model in its own right where the processes occur on a
natural cycle (eg daily). For many natural systems there is a clear daily cycle,
and transmission rates may vary substantially between day and night time, in such
cases a discrete time model may be viewed as more realistic than a continuous (time
homogeneous) model. In this discrete time model infection and recovery events do
not have instantaneous effect on the stochastic rates of all other events but impact on
the subsequent time step. Having chosen the cycle period δt∗ > 0 as a model choice,
I use the Keeling-type (Keeling et al. 2001) model, which has been successfully
deployed for the simulation of epidemics between farms,
P(Inf. at hab. i ∈ [tn, tn+1]|X(tn), Si(tn) = 1) = 1− exp(−λi(tn) δt∗)(4.12)
P(Rec. at hab. i ∈ [tn, tn+1]|X(tn), Ii(tn) = 1) = 1− exp(−γ δt∗). (4.13)
Where tn = n(δt
∗), n ∈ N. Discrete time epidemics can be simulated directly from
(4.12) and (4.13), or via a modified Sellke construction where all infection times
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that satisfy condition (4.8) during a temporal cycle lead to an infection event at the
end of that cycle, similarly for recovery events. In contrast to continuous time SSAs
this allows more than one event per time-step and hence may reduce the number of
times the force of infection needs to be calculated.
The Keeling-type model (4.12) and (4.13) can be seen to be equivalent to
the constrained Tau-leap algorithm where the time-step τ is equal to the natural
cycle δt∗ since for identical states the two models predict infection and recovery
events with identical probability at each time step. Ergo, the constrained Tau leap
SSA can also be used for the simulation of the discrete time Keeling model. I
include the constrained Tau leap algorithm because it will be useful for simulating
related models to my basic metapopulation models where I incorporate habitat
population dynamics, that is the local disease state for a habitat will refer to numbers
of infectious and susceptible hosts abiding at the habitat.
4.2.2 The Force of Infection as a Spatial Convolution
When the number of habitats under consideration is very large, the necessary re-
calculation of the force of infection, λi(t), for each susceptible habitat after each
time-step becomes computationally burdensome. A brute force approach to this
task requires a sum over all infected habitats for each susceptible habitat at a com-
putational cost of O(N2) per time-step. An immediate saving is made by including
{λi(t)}i∈S as part of the epidemic state, updating for each susceptible habitat upon
each event. Hence, for E events occurring in a time-step, the force of infection
recalculation is of cost O(EN). I call this approach SSA with rate updating. For
probabilistically exact continuous time SSAs rate updating grants an order of mag-
nitude saving in computational cost compared to the brute force approach, however
for the Tau-leap method and the discrete time models the recalculation still scales
as O(N2), due to the fact that E ∼ O(N), although there is a significant saving
compared to full recalculation.
I propose a method of accelerating stochastic simulation by reducing the
computational burden involved in recalculation of the force of infection for each
susceptible habitat after E events have occurred in a time-step of our simulation
method. The basic idea is to treat λi(t) as a single point of a field, which is in the
form of a convolution between the transmission kernel and a spatial distribution of
infected habitats. I have already used the convolution representation of the force
of infection in chapter 3; it was analytically convenient for Fourier transformation
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into the continuous frequency domain. In this chapter I am concerned with efficient
simulation of stochastic models of spatial epidemic transmission and a notional
limit l → ∞ is not taken. For this chapter the analytical advantage of considering
the force of infection to be a convolution is to access the numerical efficiency of
convolution solving using the discrete transform known as the fast Fourier transform
(FFT). The computational effort of convolution solving using FFT on M collocation
points grows O(M logM), which is potentially very efficient compared to brute force
calculation of the force of infection. I recall the formalism of Ovaskainen and Cornell
(Ovaskainen and Cornell 2006a; Cornell and Ovaskainen 2008) used in chapter 3 and
represent the spatial spread of the infection across the habitats in distribution form.
I call this the spatially extended image of the infectious sources,
I(x, t) =
N∑
i=1
δ(x− xi)Ii(t), x ∈ A. (4.14)
In a similar manner, the force of infection is extended to a field for every point in
Rd. This field has the compact expression
λ(x, t) =
N∑
j=1
K(x− xj)Ij(t)
=
N∑
j=1
∫
K(x− y)δ(y − xj)Ij(t)dy
= (K ∗ I)(x, t) (4.15)
Here, ∗ represents convolution over the spatial variables, (f ∗ g)(x, t) = ∫ f(x −
y, t)g(y, t)dy. For a given epidemic state, X(t), the force of infection at each habitat
i is recovered through the identity λi(t) = λ(xi, t).
The conceptual power behind our approach is to use this convolution repre-
sentation to rapidly calculate the force of infection field λ on M collocation points
and use local interpolation to estimate λi (for all susceptibles) at each time-step of
the stochastic integration scheme.
4.2.3 Spectral versus Pseudo-spectral projection
In this subsection I review elements of the standard theory of spectral approxima-
tions to periodic functions. I make explicit the difference between ‘true’ spectral
methods based on functional representation in terms of a weighted sum over a finite
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Parameter/Function Definition
{xi}Ni=1 Habitat locations
K Spatial Transmission kernel
λi Force of infection, Habitat i
γ Recovery rate
I Image of infection
 Width of Gaussian Approximation
∆x Separations in collocation grid
I Blurry Image of infection
λ Force of infection field
Φl,d∆x Approximation grid
λM,PS FFT estimated Force of infection field
Table 4.1: Model Parameters and Functions
set of basis wave functions and the pseudo-spectral method that makes use of effi-
cient summation over a defined collocation grid.
I consider all functions f ∈ C1 on A = [−l/2, l/2]d to be l-periodically ex-
tended to Rd, i.e. f(x+ln) = f(x), ∀x ∈ A, ∀n ∈ Zd. In the context of the epidemic
this is equivalent to imposing periodic boundary conditions on the dynamics. The
requirement for periodic boundary conditions can be effectively relaxed using zero
padding at the boundaries hence I do not consider this a significant restriction.
It is well known that l-periodically extended functions f ∈ C1 have a Fourier
series representation, in particular
λ(x, t) ∼ 1
ld
∑
ω∈Zd
λˆ(ω, t)e2piiω·x/l. (4.16)
Where for each ω ∈ Zd, the Fourier coefficients: λˆ(ω, t)1 are defined as,
λˆ(ω, t) =
∫
A
λ(x, t)e−2piix·ω/ldx. (4.17)
The relationship ∼ indicates uniform convergence on Rd as the partial sum of the
right hand side of (4.16) includes vectors ω ∈ Zd of increasing magnitude, subse-
quently I shall use = without confusion since I only consider force of infection fields
with continuous first derivatives. Equation (4.16) indicates that the set of plane
1I use ω to denote spatial frequency rather than the more common k to avoid confusion with the
transmission kernel in our notation. I rarely use the ω to mean a sample element in this chapter.
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waves {e2piω·x/l}k∈Zd forms a basis for the vector space of l- periodic C1 functions.
Note that the definition above differs from the one used in the main work. Definition
(4.17) is the true Fourier coefficient used in constructing spectral approximations
to periodic functions, the Fourier coefficient calculated via FFT is a quadrature ap-
proximation to the integral in (4.17).
The formal connection back to the continuous Fourier transform used in
chapter 3 can be justified by treating the Fourier coefficients as functions from the
set ω′ ∈ {ω/l ∈ R|ω ∈ Zd}. From this view point equation (4.17) coincides with
the continuous Fourier transform when l→∞. On the other hand, equation (4.16)
defines a quadrature approximation of the integral form of the continuous inverse
Fourier transform,
λ(x, t) =
1
ld
∑
ω′
λˆ(ω′, t)e2piiω
′·x ≈
∫
λˆ(ω′, t)e2piiω
′·xdω′. (4.18)
This approximation becomes correct as l→∞.
For each plane wave, ω is the d-dimensional vector of spatial frequency, or
wave-vector, for the wave in each standard Euclidean dimension. Since this basis
set is infinite in size I truncate and only use M < ∞ plane waves, with associated
Fourier coefficients, to estimate the force of infection field, λ,
λ(x, t) ≈ λMS (x, t) =
1
ld
∑
ω∈ΩdM
λˆ(ω)e2piiω·x/l. (4.19)
The sum is over the set
ΩdM = {ω = (ω1, . . . , ωd) ∈ Zd
∣∣−m/2 ≤ ωi ≤ m/2− 1 i = 1, . . . , d}, (4.20)
with md = M . It is convenient to restrict to cases where m is even. I call this
estimate, λMS , the spectral projection of the force of infection field. The projection
is onto the subspace of the square integrable functions on A, L2(A), spanned by
{e2piiω·x/l}ω∈ΩdM .
As we have seen the force of infection field can be represented as a convolution
between the transmission kernel (K) and the image of infecteds (I),
λ(x, t) = K ∗ I(x, t) =
∫
A
K(x− y)I(y, t)dy. (4.21)
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The representation as a convolution is very convenient for our analysis, since the
Fourier coefficients λˆ are simply the the product of the Fourier coefficients of the
transmission kernel Kˆ and the image of infecteds fˆI . This can be seen by applying
definition (4.17) and the Fourier decomposition of K and I,
λˆ(ω, t) =
∫
A
K ∗ I(x, t)e−2piix·ω/ldx
=
∫
A
∫
A
K(x− y)I(y, t)e−2piix·ω/l dydx
=
1
l2d
∫
A
∫
A
∑
ω′∈Zd
∑
ω′′∈Zd
Kˆ(ω′)fˆI(ω′′, t)e2piiy·(ω
′′−ω′)/le2piix·(ω
′−ω)/l dydx
= Kˆ(ω)fˆI(ω, t). (4.22)
The final line is due to using the orthogonality of the plane waves,∫
A
e2pii(ω−ω
′)·q/ldx = ldδω,ω′ . (4.23)
Equation (4.22) will be the basis of the fast spectral rate recalculation method; it
splits the time invariant and time varying parts of the force of infection field in the
spatial frequency domain.
The fastest method for calculating the Fourier coefficients required for the
projection approximation is by using the fast (discrete) Fourier transform (FFT)
algorithm, which scales in computational complexity as O(M logM) for M Fourier
coefficients. The discrete transform approximates the integral (4.17) using sum of
samples of λ at regular intervals in A. To this end I introduce a regular grid on A of
separation ∆x, Φl,d∆x. By varying ∆x I can restrict the grid to size M , but I always
choose ∆x such that
l = m∆x.
Due to this I fix M = md and hence,
Φl,d∆x = {i = (i1, . . . , id)∆x | (i1, . . . , id) ∈ Zd, 0 ≤ ij < m j = 1, . . . , d}. (4.24)
The grid-points are the collocation points for the discrete transformation. I recall
that the quadrature rules for FFT and inverse fast Fourier transform (IFFT) are
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respectively,
F
[
λ
]
(ω, t) = λ˜(ω, t) = (∆x)d
∑
i∈Φl,d∆x
λ(i, t)e−2pii(i/∆x)·ω/m, ω ∈ ΩdM (4.25)
F−1
[
λ˜
]
(i, t) =
1
(m∆x)d
∑
ω∈ΩdM
λ˜(k, t)e2pii(i/∆x)·ω/m, i ∈ Φl,d∆x. (4.26)
The definition above is not completely standard, it is more common in the literature
not to include the factor (∆x)d. However, when subsequently I consider products
of FFT coefficients the factor (∆x)d becomes important.
Using Fourier coefficients estimated from a discrete quadrature rule I define
the pseudo-spectral (discrete) projection of the force of infection field,
λMPS(i, t) =
1
ld
∑
ω∈ΩdM
λ˜(ω, t)e2piiω·i/l
=
1
ld
∑
ω∈ΩdM
K˜(ω)I˜(ω, t)e2piiω·i/l (4.27)
This projection onto the grid Φl,d∆x is the approximation to the force of infection field
(λ) used in this work.
4.3 Fast Spectral Rate Recalculation
My goal is to reduce the problem of simulating stochastic epidemic dynamics in con-
tinuous space to a closely approximating problem on a discrete grid. The grid-based
dynamics can be simulated much more efficiently than the full system dynamics
using FFT techniques, since the force of infection on each habitat can be rapidly
recalculated after infection or recovery events. The use of FFT requires periodic
boundary conditions for A, for this section I use this assumption. In the following
section I mention how this assumption can be relaxed.
Two ideas underpin accelerating the calculation of the force of infection (Fig-
ure 1). Firstly, the image of the infectious sources is ‘blurred’ by approximating each
delta distribution as a Gaussian shaped function of width  > 0; this is so that the
infection potential can be approximated as originating from grid points. Secondly,
I solve an analogous equation to (4.15) defined on a discrete collocation grid using
efficient FFT convolution solving and read off {λi(t)}Ni=1 directly from a local inter-
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polation scheme.
Since our goal is to utilise the efficiency of FFT algorithms I consider the
transmission kernel and image of infection supported on the collection grid (4.24),
noting that the image of infection evolves in time as infection and recovery events
occur,
K(i), I(i, t), i ∈ Φl,d∆x, t ∈ R+.
Having constructed the grid support for these functions their Fourier coefficients
can be estimated using FFT. An FFT algorithm calculates all the required Fourier
coefficients with O(M lnM), via the efficient decomposition of the sum (4.25),
K˜(ω), I˜(ω, t), ω ∈ ΩdM , t ≥ 0.
The Fourier coefficients for the transmission kernel do not vary in time (although
this is a possible model extension) and hence require calculation solely once. The
image of infection evolves as the simulated epidemic progresses.
A natural approximation to the integral form of the force of infection field
(4.15) on the periodic domain A is to use a sum over grid points, whilst respecting
the periodic boundary conditions. My method of fast calculation of the force of
infection exploits that this natural approximation is equivalent to λMPS given by
(4.27),
λMPS(i, t) = (∆x)
d
∑
j∈Φl,d∆x
K({i− j}l)I(j, t)
= F−1[K˜I˜](i, t), i ∈ Φl,d∆x, t ≥ 0 (4.28)
Where F−1[·] is the inverse fast Fourier transform (IFFT). {i− j}l represents that
on the periodic domain A, in principle infection can be transmitted at a number of
ranges - from the shortest route between the infectious habitat and the susceptible
to any addition of ‘wrapping round’ routes. In practise I am concerned with trans-
mission that is short range compared to the size of the background space, in which
case {i− j}l is the shortest vector between points i and j on the periodic space A.
One potential difficulty is that although in theory a well-defined Fourier series
exists for I, the numerical performance of the discrete transform FFT is very poor
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in this situation. This is due to the delta distributions in the definition of I not
being functions in the traditional sense, but rather distributions in a more general
sense (Friedlander 1998). I resolve with this problem by introducing blurred images,
where the delta distributions in the image definition (4.14) are replaced by tight
Gaussians of width  (> 0),
δ(x) =
1
(2pi2)d/2
e−
−|x|2
22 . (4.29)
To provide even greater computational efficiency, I treat these Gaussians as having
finite range, cutting off at a distance of 5. The number of collocation points local
to habitat i (that is are involved with the blurring of the image of i) is denoted
ni = |{i ∈ Φl,d∆x s.t. |i−xi| < 5}|. Note that nmax = maxi∈N{ni} M if  = O(1).
The Gaussian approximated version of the epidemic image is denoted, I.
Putting this together I have the following approximation for the local force of infec-
tion,
λ(i, t) ≈ λM,PS (i, t) = F−1[K˜I˜](i, t), i ∈ Φl,d∆x, t ≥ 0. (4.30)
Where λM,PS is the pseudo-spectral approximation to the force of infection field with
Gaussian blurring; essentially combining (4.28) and (4.29). Once, I have estimated
the force of infection on the grid of points, Φl,d∆x, I can read off an approximation for
λi(t) from the local grid points using an interpolation rule. My examples will be in
d = 2 and I shall use bilinear interpolation from the 4 grid points nearest xi which
is an O(∆x2) interpolation scheme.
I call simulation using recalculation of λM,PS and local interpolation the fast
spectral rate recalculation (FSR) method, which can be represented by the following
algorithm.
Fast Spectral Rate Recalculation (FSR) algorithm:
1. Choose a suitable SSA for epidemic simulation, a FFT algorithm and a local
interpolation rule.
2. Before simulation calculate and store local points for each habitat i, {i ∈
Φl,d∆x s.t. |i− xi| < 5}.
3. Draw initial epidemic state from P0 and construct the initial projection of
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Figure 4.1: A schematic diagram of the FSR method. Top: The image of the infection. Infected
habitat locations in A are given as red dots in Euclidean space, other disease state habitats are
given in black. Middle: The ’blurry’ image of the infection. A regular grid of separation ∆x is laid
over A with an additional zero-padding layer to impose non-periodic boundary conditions. Infected
habitats are given support on the grid according to an  width spatial Gaussian approximation.
Support is truncated at 5 from the Euclidean location of the habitat, hence infection or recovery
events cause update only at the local points to the event on the grid. Bottom: The pseudo-spectral
projection of the force of infection. Using the FFT convolution solution at computational cost
O(M lnM), the force of infection is projected onto the grid. Stochastic rates of infection are then
read off from bilinear interpolation on the 4 nearest grid points to the susceptible habitat.
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force of infection field, λM,PS (i, 0) ∀i ∈ Φl,d∆x.
4. Solve the sum λM,PS (i, t), ∀i ∈ Φl,d∆x, by using an FFT algorithm to construct
the product function K˜I˜ and taking IFFT, F−1[K˜I˜].
5. Re-scale λM,PS by the factor (∆x)
2, if this is not performed by the FFT algo-
rithm.
6. Perform SSA time-step update using rates of infection λi(t) read off from local
interpolation of λM,PS (i, t).
7. For each of E events that occurred in step 6., update I on Φl,d∆x at the ni local
points to the habitat where the event has occurred.
8. If there are remaining infected habitats return to 4. If epidemic has finished,
stop simulation.
9. If further simulations are required return to 3. The information calculated in
2. can be reused.
Figure 4.1 gives a schematic diagram of the FSR algorithm. Conveniently, there are
a multiplicity of high quality FFT algorithms publicly accessible, for example the
FFTw library for C programming. MATLAB also uses a high quality FFT routine.
Hence, there is no necessity for the reader to construct their own transformation
algorithm as required by the FSR method for rate recalculation.
Although I have chosen to illustrate the use of the FSR method with the
motivating example of the spatial SIR-type epidemic, it should be noted that this
methodology holds for any type of stochastic spatial process where the stochastic
rate for events can be written in the form (4.15). Examples therefore include a
range of spatial epidemiological models (eg SEIR-type and SIS-type dynamics) and
spatial ecological models where competition or colonisation is governed by a local
interaction process. In particular, the necessary ingredients for using FSR are,
• (Euclidean) Spatially distributed individuals or densities,
• Smooth and translation invariant spatial interactions.
Choosing the Spectral Parameters
In this section I briefly discuss the interplay between choosing grid separation ∆x
and Gaussian width, . For smooth transmission kernels, K, I have for any state
111
X(t) a rigorous upper bound on the uniform error (the worst error anywhere in A)
between the true (λ) and estimated (λM,PS ) force of infection field,
‖λM,PS − λ‖∞ ≤ Ψ‖λ‖∞ +
2
2
‖∆λ‖∞ + Ce−αM +O(4). (4.31)
Where C > 0 is a constant, α > 0 is dependent on the smoothness of the transmission
kernel K, ∆ is the Laplacian operator, and Ψ is an error factor due to using the
discrete grid Φl,d∆x to approximate the Fourier coefficients. Ψ(r) depends on the ratio
of Gaussian width to grid width, r = ∆x/, with
Ψ(r)→ 0, as r → 0. (4.32)
The proof for the error analysis equation (4.31) involves an investigation into the
joint error due to using a finite number of waves (spectral projection error), esti-
mating the Fourier coefficients using a discrete transform (aliasing error) and the
error due to using the Gaussian approximation for the delta distributions. The main
feature of interest in the error analysis will be that for fixed grid separations ∆x the
aliasing error and the Gaussian approximation error ‘trade off’ against each other.
The proof can be found in full in appendix C.
Equations (4.31) and (4.32) allow key insights into the FSR method:
• Smooth transmission kernels, K, lead to the small uniform norms and large
values of α in (4.31), and hence greater expected accuracy for the FSR method.
• For any  > 0, lim∆x→0 ‖λM,PS −λ‖∞ = 
2
2 ‖∆λ‖∞; therefore, the uniform error
(4.31) can be set arbitrarily small by reducing both ∆x and .
• As I increase the width of the space I consider (l) the uniform norms in (4.31)
depend on how the habitats are distributed since they represent the maximum
rate of infection anywhere in A for the disease state X(t). For randomly
distributed habitats this maximum rate will grow very slowly with l.
• For a given collocation grid with ∆x > 0, I can use that ‖λ‖∞ ≤ I(t)‖K‖∞
where I(t) =
∑
j Ij(t) to write a condition for the error (4.31) that can be
calculated before any simulations are run,
‖λM,PS − λ‖∞ ≤ I(t)
[
Ψ‖K‖∞ + 
2
2
‖∆K‖∞
]
+ Ce−αM +O(4). (4.33)
Typically, for our applications ‖K‖∞ = K(0) and ‖∆K‖∞ = |∆K(0)|. Hence,
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a good choice for  will be one which makes the following quantity small
ΨK(0) +
2
2
|∆K(0)|. (4.34)
From numerical investigation choosing  = 0.8∆x has been a broadly successful
choice, although I prefer in the numerical experimentation section to pick  as
the minimiser of (4.33). The minimiser can be found by a closer investigation
of the error factor Ψ in the following sections.
A final consideration is choice of M , which in turn determines ∆x. FFT algorithms
operate via the factorisation of M , with greater operational speed if M has a fac-
torisation into small primes. Hence, having tuned parameters for acceptable error
it is better to pick M such that it has a factorisation into a product of powers of
2, 3, 5. This typically constitutes a small modification of ∆x.
Reducing Error via Kernel Correction
As mentioned in the previous section the error caused by using the FSR simulation
method compared to a direct simulation method is jointly due to spectral projec-
tion error, aliasing error and the approximation of the spatial delta distributions
by Gaussians. In fact, the supremum error (over the spatial variables) between the
true force infection and its FSR approximation can be bounded above by a sum of
contributions from each of these three sources of error (cf. appendix C). In this sec-
tion I introduce a method of correcting the transmission kernel so as to reduce the
error due to Gaussian approximation; this method will be particularly numerically
effective for the special case where the transmission kernel is itself also Gaussian
shaped.
The fundamental idea is based upon minimising the absolute difference be-
tween the force of infection field projected using M waves and it’s Gaussian approx-
imation; this difference being a contribution to the error upper bound. The absolute
difference, at an arbitrary spatial location x ∈ A is,
∣∣∣λM,S (x, t)− λMS (x, t)∣∣∣ = ∣∣∣ 1ld ∑
ω∈ΩdM
Kˆ(ω)
N∑
j=1
Ij(t)[e
−2pi2ω22/l − 1]e2piiω·(x−xj)/l
∣∣∣.
(4.35)
Equation (4.35) is suggestive; the absolute difference for all x ∈ A would be zero
if the spectral approximation with Gaussian blurring λM,S was calculated using a
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corrected kernel Kc defined by its Fourier coefficients,
Kˆc(ω) = Kˆ(ω)e
2pi2ω22/l, ω ∈ Zd. (4.36)
Equation (4.36) leads to a well defined transmission kernel whenever the Fourier
representation (4.16) converges. For Gaussian shaped transmission kernels this will
be true so long as L > , and the correct kernel is simply the true transmission
kernel under the transformation L→ L− .
Whilst the above considerations guides ones intuition, in fact greater nu-
merical accuracy is found by correcting the transmission using the discrete Fourier
coefficients of the truncated Gaussians used in the FSR method rather than the true
coefficients as in (4.36), leading to the alternative definition of the corrected kernel
as,
Kˆc(ω) = Kˆ(ω)/δ˜(ω), ω ∈ ΩdM . (4.37)
Using the corrected kernel defined by (4.37) will allow greater numerical accuracy in
using FSR for the Gaussian shaped transmission kernel used in section 4.4, however
it is not a panacea since for many kernels of possible interest (e.g. the power-law
kernel considered in chapter 3) the definition (4.37) does not give a convergent cor-
rected transmission kernel. It is possible that replacing the Gaussian approximation
with a smaller scale copy of the transmission kernel of interest is a generalisation of
this approach, but for heavy-tailed kernels this will come at the cost of numerical
performance, and is not explored in this work. Therefore, I will present results using
both a corrected and uncorrected transmission kernel.
Non-periodic Boundary Conditions
In many real-world applications physical boundaries to transmission play an im-
portant role in containing epidemic spread, or the habitats exist in a finite domain
isolated from external infection. However, FSR implicitly uses periodic boundary
conditions in solving the convolution sum (4.30); essentially modelling the dynamics
on a torus rather than a finite plane. To circumvent this problem and yet retain the
efficiency of using FFT I embed our original space, A, within an extended space,
A′, setting the new length l′ > l sufficiently large such that l′−periodic extensions
of λ do not interact. This is done by placing the habitats in the smaller space A,
and then subsequently creating a zero padded space for I on Il′ . On this space an
infection event has a zero probability of ’wrapping’ round the space Il′ . I achieve
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this either by restricting to transmission kernels of compact support, or by imposing
compact support by finite range truncation. I therefore set the epidemic on A′ and
use the FSR method for fast calculation of λ(i, t) on i ∈ Φl′∆x as above, see Figure
4.2 for a schematic.
Figure 4.2: A schematic diagram for effectively imposing non-periodic boundary conditions. FFT
treats both the real and frequency domain as periodic, to eliminate the possibility of unphysical
‘wrap around’ infection events the space A is augmented with a sufficiently large zero-padded area.
The larger space A′ is treated as the periodic real domain for the FFT transforms.
4.4 Numerical Experimentation using FSR method
I present results and analyse the accelerated performance due to using the FSR
method in two different toy models: a simplified version of the Keeling-type model
used for Foot-and-Mouth disease transmission between farms (Keeling et al. 2001;
Keeling et al. 2003) with time discretised onto a daily cycle and a generalisation to
the Gibson model for the spread of Citrus Tristeza virus in continuous time (Gibson
1997). I find that in all investigated parameter regions the error in epidemic simu-
lation due to using spectral methods for recalculating the force of infection followed
the supremum error (4.31) in the sense that when ‖λM,PS − λ‖∞ was small so was
the error in epidemic simulation. I also found that for stochastic simulation algo-
rithms that use discretise simulation time-step then, asymptotically as the number
of habitats becomes large, FSR delivers significant time saving even whilst main-
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taining high accuracy. For the Keeling-type model with a Gaussian shaped kernel
both results for uncorrected and corrected kernels will be demonstrated.
4.4.1 Comparing Simulation Methods by Matching Latent Vari-
ables
The baseline methodology for stochastic simulation of Markov processes is to use
rates calculated directly from the current state. However, even for a fixed ini-
tial distribution of infected and susceptible habitats and fixed parameters for the
epidemic dynamics I still expect potentially significant variation between multiple
simulated epidemics due to stochasticity. This complicates defining an appropriate
performance measure for the accuracy of the FSR method. For example a crude
comparison of the epidemic curves averaged over many samples is inadequate since
this measure might miss significant spatial variation between methods that produce
very similar population dynamics; while any method that compares a finite number
of simulations must account for the variability in epidemic outcomes.
Although in principle this comparison problem can be approached from the
point of view of classical multi-variate statistics, I use an alternative which exploits
the special nature of the Sellke construction. The Sellke construction, as discussed
earlier, uses the fact that the inherent randomness of a epidemic realisation can be
encoded at the beginning of the simulation in a random vector Z (termed the latent
variables of the epidemic process) of exp(1) distributed resistances and infection
durations. Essentially, once the random vector Z is calculated, the epidemic process
is then deterministic. Therefore, knowledge of these random latent variables allows
direct comparison between simulation output using direct rate recalculation (DR)
and using FSR, by matching values of Z at the start of the epidemic. Such matching
of latent processes/variables has been used in the context of evaluating retrospective
outcomes of intervention (Cook et al. 2008). Here I use latent variable Z matching
to compare simulation techniques. Figure 4.3 gives a schematic description of latent
variable matching.
Fixing the latent variables and initial condition is similar in spirit to fixing
the sample element ω ∈ Ω. Recall that if a stochastic process exists (existence for
the spatial epidemic was established in chapter 2) then each sample element ω spec-
ifies an epidemic process X(ω) = (X(t;ω), t ≥ 0). In principle each ω used in this
work encodes an initial disease state and a realisation on [0,∞) of the underlying
Poisson drivers of the epidemic process. This constructs the path X(ω) via solving
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Figure 4.3: A schematic diagram for Sellke Construction simulation using direct rate recalculation
and fast spectral recalculation with matched latent variables. The latent variables Z are pre-
generated and stored before simulation. For each choice of rate recalculation technique, FSR or
DR, Z completely specifies the path of the epidemic.
(4.4) and (4.5). The Sellke construction allows me to reduce from considering ω to
considering the random vector Z: an initial disease state and just 2N latent ‘epi-
demic resistances’. Each possible Z also specifies an epidemic process through the
Sellke construction.
The major difference in fixing the latent variable Z compared to fixing the
sample element ω only becomes apparent when using an approximation scheme for
the stochastic rates. The FSR method approximates the infectious pressure at each
habitat which has no meaning in terms of the possible times of infection/recovery
fixed by choosing ω. This is because drawing ω depends directly on the epidemic
parameters that are being approximated whereas Z can be drawn independently for
any SIR type epidemic and it is only the rate at which the epidemic resistances are
being depleted that is being approximated.
I use as our measure of accuracy the expectation of the following supremum
norm on the difference between the epidemic simulated using direct rate (DR) cal-
culation, X(·;Z), and that simulated using FSR, X ′(·;Z), using identical latent
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variables Z in both methods.
Error = EZ [Error(Z)] = EZ
[
sup
0≤s≤T
{ 1
N
N∑
i=1
d(Xi(s;Z), X
′
i(s;Z))
}]
. (4.38)
Where Xi gives the local disease state for population i and d(x, y) is the discrete
metric returning 0 iff x = y and 1 otherwise. This error therefore measures the max-
imal difference between the spatial epidemic pattern predicted by the two methods
over the entire epidemic process. This error measure has the useful property that
if FSR returns identical estimates for {λi(t)}i:Si(t)=1 to DR then Error(Z) = 0, ∀Z.
Such a relationship would not hold without matching latent variables Z, due to
inherent variability between epidemic samples; instead, the error would approach
zero only in a limiting sense with some appropriate statistical test being required to
interpret small error values. The error measure (4.38) is reminiscent of almost sure
convergence, that is,
P(ω : X ′(ω) = X(ω)) = 1, (4.39)
but with the latent variables Z replacing the role of the sample elements ω ∈ Ω.
4.4.2 Epidemic Spread amongst Farms
In this model the N habitats represent a population of farms, that are experiencing
an epidemic invasion of foot-and-mouth disease that rapidly infects their livestock.
The transmission kernel represents the hazard per unit time of the introduction of
infection from a farm with some infected animals into a farm with naive livestock,
through any of multiple possible transmission route, e.g. animal transport between
farms, wind dispersal etc. The pathogen is considered to be sufficiently infectious
that once introduced into a naive farm it spreads rapidly amongst the livestock
there. This motivates the decision to represent the epidemic state of the farm by
a single meta-population state, such that the entire farm is considered to by either
susceptible, infectious or removed. An infection event in this context is the spread
of the disease from one farm to another. A recovery event is the removal of farm
livestock after detection as an infected premise, although it could refer to the affects
of quarantine and vaccination if such control measures were used. In order to fo-
cus on the spatial characteristic of the spread no attempt is made to model a farm
latency period, or introduce heterogeneity between farms, although the addition of
these realistic heterogeneities is feasible within the FSR framework.
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I simulate the epidemic dynamics as occurring on a daily cycle, using the
discrete time Sellke construction (DTSC) described in section 4.2. Non-periodic
boundary conditions as described above were imposed to replicate the fixed spatial
scale of the at-risk farm population. I assume standard SIR-type dynamics with
recovery rate γ, as such the model time scale is related to the day time scale through
the standard result,
E[Days spent infectious] =
1
γ
. (4.40)
I rescale time in my simulations to fix γ = 1, and assume that the average time for
detection and complete response to disease is 10 days, which is loosely compara-
ble to the detection and removal period observed during the 2001 Foot-and-mouth
epidemic (Ster and Ferguson 2007). Therefore, choosing daily updating dynamics
corresponds to fixing our updating time step δt∗ = 0.1 in time units defined by
the mean infectious period. The farm location coordinates where chosen as spatial
Poisson points on A, which is embedded in two spatial dimensions (d = 2). The
length scales are fixed by choosing units such that the farm density N/l2 = 1. The
length scale of transmission, L, can then considered to be in those units. For each
N considered the random distribution of habitat locations was realised once, with
further simulations performed on identical landscapes.
The transmission kernel is chosen from the family of Gaussian shaped func-
tions with width L, {K(L; ·)}L>0 such that
K(L; |x|) = K0
2piL2
e−|x|
2/2L2 . (4.41)
For l  L, K0 sets the integral of the transmission kernel over A. As a reference,
in the L→∞ limit spatial position becomes irrelevant and the epidemics collapses
into the well understood non-spatial or mean-field closed N populated stochastic
SIR model with R0 = K0(N/l
2)γ = K0/γ, since I choose the spatial units to be
such that N/ld = 1. In light of this I choose K0 = 2, which leads to a supercritical
epidemic (ie one where I expect invasion to be successful) except at small values of
L.
4.4.3 Performance of FSR method
As an initial trial I investigated the ability of the FSR method to recreate the
expected dynamics and spatial distributions of a spatial epidemic amongst farms
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seeded by a very localised infection event and perpetuated by fairly localised trans-
mission. To this end I constructed an ensemble of 10, 000 farm locations from the
hitting points of a spatial Poisson process on the box A = 100× 100. Spatial units
having been fixed such that the density N/l2 = 1. The initial index case was drawn
at random, with the nearest other 9 farms also being infected at time 0. The trans-
mission length scale was chosen to be L = 2.
Spatial distributions and expected total population dynamics were calculated
from 1000 simulated epidemic path iterates, each using the same epidemiological
parameters, farm locations and initial cases. The resultant expected epidemic dy-
namics were characterised by a very slow recruitment of farm populations reaching
an expected epidemic peak of 200 farms at 280 days after the initial disease intro-
duction (i.e. an average recruitment rate of less than one farm a day until peak).
The expected final burden of the epidemic was 6688 removed farms over the course
of the epidemic (Figure 4.4).
Since the total population expectations neglect detailed spatial information
I also considered the spatial distribution of risk at fixed time snapshots through
the empirical probabilities, p(·) of finding each farm in a given disease state. For
example,
p(Ii(t)) =
1
R
R∑
r=1
I
(r)
i (t), (4.42)
gives the empirical probability of the ith farm being infected at time t calculated
over R simulation replicates and superscript (r) denoting the result of the rth repli-
cate. The spatio-temporal risk of farm infection was characterised by a roughly
‘wave-like’ spread of risk from the initial cases, although boundary effects impede
transmission as well as local variation in farm spatial density either amplifying or
retarding the wave-like expected dynamics (Figure 4.4).
The fast spectral rate recalculation (FSR) method was implemented for this
spatial epidemic using a grid separation width of ∆x = 0.5 and a Gaussian blurring
width of  = 0.4. Hard boundary conditions were recovered by further embedding
A in A′ = 112 × 112 box giving a grid, Φ100,20.5 , of 224 × 224 uniformly spaced col-
location points for FFT transformation. I found that the FSR methodology could
recover the expected total population dynamics, with maximum difference in the
predicted number infecteds being 3 farms at epidemic peak (Figure 4.4 top). The
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FSR prediction could also recover detailed spatial information accurately. Choos-
ing a time snapshot at T = 200 days I found that the total population mean ab-
solute deviation 〈|∆p(I(T = 200))|〉 = 4.55 × 10−3. Compared to the expected
density of infected farms (from the direct method) this is still a small quantity:
〈|∆p(IT=200)|〉/〈Idirect(T = 200)〉 = 0.2796. The maximum deviation found was
|∆p(IT=200)|max = 0.062. For N = 10, 000 the FSR method is already delivering
an order of magnitude time saving per simulation. The computation time per sim-
ulation (averaged over serial computation) for the direct simulation method was
30.194 secs on a 3.2 GHz machine; for the FSR method the computation time per
simulation was 2.668 secs on the same machine.
The investigation above is evidence that the distribution of spatial epidemics
given by the FSR method can resemble the distribution given by using a non-
approximate SSA; this is approximation in a distribution (or weak) sense. However,
the interpretation of ‘closeness’ between distributions is not entirely straight forward,
with measures including Kullbeck-Leibler divergence (Coolen, Kuehn, and Sollich
2005), the total variation metric (Capinski and Kopp 2007) and the ‘Dobrushin-
MacKay’ metric (MacKay 2008). For each each of these choices the meaning of being
a small but non-zero ‘distance’2 in distribution sense is problematic. Moreover, the
final two mentioned above are given in variational form and require, respectively,
the determination of a maximising set or function; even their calculation is prob-
lematic! By contrast the error measure (4.38) given in section 4.4.1 is a measure
for the strong convergence of epidemic paths using the latent variables Z in place
of the sample elements ω ∈ Ω. The maximum number of errors due to using FSR
at any point in an epidemic path is a natural number depending on Z. The error
measure (4.38) used in this work is simply the sum of these possible maximum er-
rors, re-scaled as a density, weighted by the measure of the set of Zs that give that
number of maximum errors. For the rest of this work I use this error measure.
For a systematic investigation of the error due to using FSR, measured using
(4.38) I took as default parameters a population of N = 10000 farms in a 100× 100
box, with K0 = 2, L = 3 defining the transmission kernel, the FSR method used a
grid separations at ∆x = 0.5 and Gaussian width  = 0.4; averages were taken over
100 realisations of the latent variables Z. To initiate the epidemic, a single source
farm was chosen, moved to the centre of the space and then it and the surrounding
2It should be noted that the Kullbeck-Leibler divergence is not a metric on distributions, al-
though convergence of divergence to zero between two distributions does imply their mutual identity.
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Figure 4.4: A comparison of spatial distributions of a slow travelling farm epidemic between
direct simulation and fast spectral simulation. N = 10, 000, distributed uniformly independent
over A = 100 × 100 box. Initial seed was chosen at random, with 9 closest farms also infected at
T = 0. Spatial transmission parameters were L = 2, K0 = 2. The FSR parameters were ∆x = 0.5
and  = 0.4. Top Row: Expected dynamics of number of susceptible (left) and infected (right)
farms with the time scale given in days. Coloured lines give the dynamics calculated using direct
summation of rates. Black dashed lines give the FSR results. Dots indicate 95% Bias corrected
bootstrapped confidence intervals for the FSR result. In both cases good agreement is found between
the FSR prediction and the prediction from direct rate calculation. The maximum error between
the expected number of infected farms was 3 farms. Bottom Row: A snapshot at T = 200 days,
of the spatial probability distribution of infected farms. I found the mean deviation in empirical
probability of being infected to be 〈|∆p(I(T = 200))|〉 = 4.55× 10−3.
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farms where infected such that the initial density of of infecteds I/N = 0.02. This
density of infection means that stochastic extinction of infection in the early stages
is unlikely. For all simulations using FSR non-periodic boundary conditions were
imposed by the addition of 6L width zero-padded boundary as described above. For
the default parameters, the average supremum error using standard FSR method
was 2.19×10−2 (with confidence intervals constructed using 95% bias corrected boot-
strapping [2.12× 10−2, 2.26× 10−2]). Using the corrected kernel demonstrated the
increased possible accuracy when using a combination of Gaussian shaped kernels
and Gaussian approximation for the delta distributions; the average supremum error
for the default parameters using the corrected kernel (4.37) dropped to 6.7×10−3
([6.2× 10−3, 7.3× 10−3]).
As expected from equation (4.32) the error decayed further at finer grid sep-
aration, ∆x, with  chosen as to minimise (4.34) (Figure 4.5A). Similarly, average
error sharply decreases with increasing length scale of infection, L (Figure 4.5B).
This is related to the uniform norms in equation (4.31) which asymptote to 0 as
L→∞. Fixing both transmission length scale (L) and grid width (∆x), and taking
a sequence of epidemic models in increasing N (while keeping a constant density of
farms) I found that average error increased only weakly with N over two orders of
magnitude and then appears to saturate. The same trend of error under parameter
variation was found using the corrected kernel; the largest simulation I considered
being size N = 105625 on a box of width l = 325 for which the error using the
uncorrected kernel was 2.23×10−2 ([2.18 × 10−2, 2.28 × 10−2]), using the corrected
kernel gave an average supremum error of 5.1×10−3 ([4.9× 10−3, 5.4× 10−3]) .
The error observed between epidemic realisations using DR and FSR (Figure
4.5) follows the same structure as the error in the pseudo-spectral projection of the
force of infection field, equations (4.31) and (4.32); that is that error decayed as
L increases, and/or as ∆x decreased. In addition, there was weak dependence on
N for the error between epidemics, which is suggested by the weak dependence on
l in (4.31). It should be emphasised that the exact relationship between the uni-
form convergence in force of infection (4.31) and the rate of convergence of epidemic
paths in our error measure (4.38) is unclear. I can demonstrate that the probability
density of epidemics using the grid based approximation converges onto the true
probability density of epidemics; ergo I postulate that when uniform error in the
pseudo-spectral projection of the force of infection is small then so is the error in
paths. This is certainly supported by the numerical error analysis.
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In addition to supremum error over the epidemic path, also of interest is
the forecasting error of number and spatial distribution of affected farms at the
final (absorbing) state of the epidemic. Again matching Z, but only considering
error at the final state of the epidemic I found the final state error again matched
the supremum error in trend, but to be significantly lower than the supremum er-
ror over the epidemic path in every part of parameter space (Figure 4.5). For our
default scenario, the error drops to 5.4×10−3 ([4.8× 10−3, 6.6× 10−3]); using a cor-
rected kernel reduces the average final error for the default scenario to 3.8×10−4
([3.0 × 10−4, 5.8 × 10−4]). Since (4.38) is an expected uniform norm on time it re-
turns the average greatest error over the entire time of the epidemic. This suggests
that (i) small errors in force of infection calculation due to FSR don’t have a signif-
icant compound effect on the dynamic evolution of the epidemic and (ii) that the
large majority of errors are timing errors; that is errors in when an event occurs
rather than whether an event occurs. Broadly, as larger epidemic simulations are
considered the largest error weakly increases to saturation whereas the final state
error decreases - the density of occurrence of events becomes more certain.
The algorithmic efficiency of the FSR was measured by the time taken to
simulate (serially) a number of replicate complete epidemic realisations; results are
presented as an average simulation time per replicate epidemic (Figure 3D). This
was done separately from simulating for accuracy, which was slower due to using
multiple simulation techniques simultaneously. For most data points 1000 MC repli-
cates were performed for speed estimates, however, for some of the large simulations
this number was reduced, but never decreased below 20. For large N there was not
great variation in simulation time between individual epidemics.
For the discrete-time Sellke construction (DTSC) simulation method with
FSR, fixing ∆x = O(1) and N/l2 = 1 imposed the scaling M = O(N). Asymp-
totically, using ∆x = 0.5 and L = 3 in addition to the other default parameters,
simulation time, capped at 1000 time steps for fair comparison between differently
sized epidemics, scaled as O(N2) for DTSC with DR, as evidenced by a log-log
slope fit of 1.997, and the predicted sub-O(N2) scaling for DTSC with FSR was
supported by a best log-log slope fit of 1.503 (Figure 4.5D). All simulations used for
speed comparison were performed on the same 3.2 GHz desk-top computer.
The maximum population size for which I considered both the DR and FSR
124
0.5 1 1.5
0
0.02
0.04
0.06
0.08
0.1
0.12
6x
Er
ro
r D
en
sit
y
 
 
Sup Error
Sup Error (Corr. Kernel)
Final Error
Final Error (Corr. Kernel)
A
2 3 4 5
0
0.02
0.04
0.06
0.08
0.1
0.12
0.14
0.16
L
Er
ro
r D
en
sit
y
 
 
Sup Error
Sup Error (Corr. Kernel)
Final Error
Final Error (Corr. Kernel)
B
0 2 4 6 8 10
x 104
0
0.005
0.01
0.015
0.02
0.025
N
Er
ro
r D
en
sit
y
 
 
Sup Error
Sup Error (Corr. Kernel)
Final Error
Final Error (Corr. Kernel)
C
1000 10000 100000 1x106
N
0.01
0.1
1
10
100
1000
10000
100000
1x106
Si
m
ul
at
io
n 
Ti
m
e 
(s
ec
) DR
GD
FSR
D
Figure 4.5: Results for model of epidemic spread amongst livestock on farms. For the discrete time
Sellke construction comparison is made between simulations using direct rate recalculation and using
fast spectral rate recalculation. Latent variables are matched in order to directly compare simulation
methods, and comparisons taken over 100 matched MC replicates. All confidence intervals are due
to bias corrected 95% confidence boot-strapping. The base set of parameter is N = 1000, ∆x = 0.5,
L = 3, K0 = 2, γ = 1. A-C: Varying the base parameter set in, respectively, ∆x, L, and N . As
expected from theoretical considerations, the error in the force of infection field error is increasing
with ∆x, decreasing with L and only weakly dependent on N . Also shown are the results using
a corrected transmission kernel, which follow the same trend but with lower error in each case.
D: Time taken per MC replicate for the base set of parameters. For small value of N there is
very little gain in using FSR, but as N increases the time saving becomes increasingly favourable.
The computational cost for the FSR method (green circles) was well fitted by a log-log slope of
1.503 (green dashed line) which indicates sub-O(N2) scaling, in contrast direct rate recalculation
(blue circles) appeared to scale as O(N2) (blue dashed log-log slope of 1.997). As a comparison
the Gillespie Direct algorithm was also considered (red circles) and found to scale as O(N2) (red
dashed log-log slope of 2.121).
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methods was 105625 farms, which is in the same order of magnitude as the num-
ber of farms in Great Britain [29]. At this large population size the FSR method
considerably outperformed using direct rate recalculation in terms of computational
efficiency, running simulations in approximately 6.6% of the time. As a comparison
I also simulated sequences of epidemics using the popular Gillespie Direct algorithm
(GD) with rate-updating up to a maximum size of 40, 000 farms, and extrapolated
to larger values of N using a log-log slope fit of 2.121 (Figure 4.5D). Unsurprisingly,
the continuous time simulation algorithm was considerably slower than either of
the other two methods; using GD to, say, perform 1000 MC replicates for ∼ 105
farms would require well over a month of dedicated computer time on the machine
used for this work, per parameter choice. It is therefore clear that for large scale
simulation of spatial epidemic outbreak together with wide sweeps of parameters
space and large numbers of replicates necessary, the standard GD based simulation
is only feasible when dedicated high performance computing resources are available.
However, the use of discrete-time Selke construction methods with FSR brings this
type of calculation within the realm of powerful desktop computers. In order to
further explore the simulation time scaling I also ran FSR method simulations up
to a maximum size of 8.1×105 farms, which is the same order of magnitude as the
number of US cattle farms (M. J. Keeling, private correspondence), and found the
scaling a good fit over the range.
I found that for more disperse transmission kernels the collocation grid can be
coarsened (∆x can be increased) without substantially impairing accuracy and time
saving is then even more dramatic. On the other hand, for very local transmission,
which demands very fine grid mesh for good accuracy, time saving due to using FSR
will only become apparent when simulating a very large populations. Although I
emphasise that due to the O(N2) versus O(M lnM) scaling in time the FSR method
will be faster for a sufficiently large simulation size. In the localized transmission
situation, when effectively disease can spread to only a small number of other Farms,
other simulation methods might be more appropriate, such as the subdivision of A
into cells and exploiting the property that transmission to distant cells is highly
unlikely, an example of such a method is given by Keeling and Rohani (Keeling and
Rohani 2008).
4.4.4 Geographic Spread of a Plant Disease
I now focus on the situation where the N habitats are locations of subpopulations
for some plant species. Each habitat is assumed to contains a random number of
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individual plants. Again I assume SIR-type infection dynamics for each host plant.
Removal is due to either human intervention to control infection or due to death of
the plant, and occurs at rate γ = 1, although this is no longer directly related to
a day-by-day cycle and occurs in continuous time. As in the previous farm-based
model I consider Gaussian shaped transmission kernels, but with K0 = 0.1. (I note
that this low value of K0 does not imply that R0 is less than one, due to the presence
of multiple plants at each location.) I define the transmission rate within a habitat
as the value of the transmission kernel at a distance of zero. This form of model
has been used in investigating the spatio-temporal spread of Citrus Canker amongst
citrus trees (Gibson 1997).
The interchangeability amongst plants of identical disease state within a
habitat allows us to extend our basic spatial epidemic model to one with population
dynamics by reinterpreting the state at each habitat i, Xi(t) = (Si(t), Ii(t), Ri(t))
as numbers of individuals in each disease state. Each habitat has a local population
size Ni and the conservation of individuals is expressed as,
Si(t) + Ii(t) +Ri(t) = Ni, t ≥ 0.
Otherwise, equations (4.1) and (4.2) are unaffected. The Sellke construction is un-
able to gain a speed benefit from this symmetric clumping of individuals abiding
at the same habitat since each individual still requires the drawing of an epidemic
resistance and infectious duration. By contrast the Tau-leap method can now be
used with much relaxed population size constraints which allows efficiency gains
compared to the Sellke construction.
I fixed N = 900 and drew the local population (Ni) for each habitat in-
dependently from a binomial distribution (B(40, 0.5)); this was chosen to reflect
demographic randomness around a mean local population size of 20 plants with
a hard carrying capacity of 40 plants per habitat. The total randomly generated
population consisted of 17, 909 plants. At this population size the continuous time
Sellke construction (CTSC) is extremely computationally costly to implement (Fig-
ure 4.6B); I therefore chose to consider the discrete-time equivalent (DTSC) and the
Tau-leap (TL) approximation with a time discretisation of δt = 0.05 (taking care to
respect the population constraints of non-negativity and Si(t)+Ii(t) ≤ Ni where Ni
is the local population size at habitat i). The convergence of Markov processes sim-
ulated via the Tau-leap approximation onto those simulated via a probabilistically
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exact algorithm has been discussed in the literature (D. Gillespie 2001; D. Gillespie
and Petzold 2003), while for a more detailed discussion on using Euler-type time
discretisation in the context of stochastic integration see (Bichteler 2002).
Simulations were begun by completely infecting all plants within a randomly
chosen habitat and in the nearest two habitats to this seed location. For the realised
distribution of habitats and plant numbers within each habitat, the total number of
initial infectious plants was 63. For transmission length scale L = 3 matching latent
variables Z between the DTSC algorithm with direct rate calculation and with FSR
methodology gave a similar profile of errors with varying ∆x as in the farm model,
albeit with the magnitude of the error reduced Figure 4.6A]. Variation in L and N
also had a similar pattens of error to that found in the farm model (not shown).
The lower error in this plant-pathogen model compared to the farm-model can be
related to equation (4.31) by considering the reduction the uniform norms due to
reducing K0.
As an aside, an area of concentrated plant population, such as a small forest
of trees, might well not be well modelled as a point location. The common choice of
habitat as a area-less point is convenient for the calculation of the force of infection
as a weighted sum over infectious individuals, but using the FSR framework it is
actually more natural to consider habitats as having a spatial extent. Here I have
chosen Gaussian shaped habitats as an approximation to point locations, but other
choices are possible.
I trialled the five stochastic simulation algorithms (SSAs) that were consid-
ered by computing the time taken to run 1000 MC iterates of the epidemic from
identical initial seed. I found that the time required in computing an epidemic re-
alisation was mildly improved by using the tau-leap (TL) method rather than the
discrete-time Sellke construction(DTSC); this is because although TL requires draw-
ing two random variables per time-step for each habitat, the DTSC requires drawing
two random variables for each plant and in this example there are multiple plants
per habitat. Therefore as the local population at each habitat gets larger the more
efficiently the TL SSA performs compared to the DTSC SSA. However, the more
dramatic time saving was due to using FSR compared to using DR (Figure 4.6B).
In this particular scenario, using FSR reduced the simulation time to 18.3% of the
time for DR. At this point it is interesting to compare to the performance of FSR
relative to DR for the farm model considered above with N = 900; using the FSR
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Figure 4.6: Results for model of disease spread amongst populated plant habitats. For the discrete
time Sellke construction comparison is made between simulations using direct rate recalculation and
using fast spectral rate recalculation. Latent variables are matched in order to directly compare
simulation methods, and comparisons taken over 100 match MC replicates. All confidence intervals
are due to bias corrected 95% confidence boot-strapping. The base set of parameter is N = 900,
∆x = 0.5, L = 3. The number of plants at each habitat is distributed B(40, 0.5), in this example
total population of plants was 17, 909. A: Varying ∆x from the base value. The error profiles as in
the farm model, but is reduced for each choice of parameter. Other parameter variation follows the
profile of the farm model, but also with reduced error [not shown]. B: A comparison of time taken
by five spearate methods in simulating 1000 MC replicates of the plant model, data for the FSR
method includes set-up time. Continuous time Sellke construction with directly recalculated rates
(CTSC-DR), Discrete time Sellke construction with directly recalculated rates (DTSC-DR), Tau-
leap method with directly recalculated rates (TL-DR) and the last two also with fast spectral rate
recalculation (FSR). I note that in the more populated plant model, the FSR method outperforms
DR more dramatically than in the farm model.
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method for the plant model with population dynamics gives higher accuracy rela-
tive to the DR method than in the farm model at a greater relative speed advantage.
This improvement can be understood in terms of large population limits,
where the local population size at each habitat (Ni) becomes large. If I assume
the that K0 is suitably scaled (such that transmission is frequency dependent) then
the dynamics of the densities {Si(t)/Ni, Ii(t)/Ni}Ni=1 converge onto a deterministic
trajectory (Kurtz 1970; Kurtz 1971). This can be viewed as the limit of infinite
events per time-step for any δt > 0. Integration of such deterministic dynamics,
for example using Runge-Kutta, requires at every time-step the calculation of the
force of infection at each habitat via a sum over all habitats at cost O(N2). In con-
trast, the FSR method spatially extends the image of infected densities at habitats
to a smooth field on A. The time-dynamics are therefore given by an integro-
differential equation; the FSR method then becomes equivalent to using a highly
accurate Spectral-Galerkin method (Hesthaven, Gottlieb, and Gottlieb 2007), the
cost per time-step being O(N lnN) due to FFT.
4.5 Discussion
I have treated various stochastic simulation methods for a very common class of mod-
els for spatial dispersion of an invasive pathogen. In particular, I have demonstrated
a novel method for recalculating stochastic transition rate upon arriving epidemic
events using a convolution solution that, in conjunction with time discretising sim-
ulation algorithms, can deliver significant time saving to large scale Monte Carlo
investigations. The convolution solution uses only ‘out-of-the-box’ software for im-
plementation that is readily and freely accessible, moreover the analytic properties
of the error in spectral convolution solving are well understood.
Since the FSR method is an addendum to commonly used stochastic simula-
tion algorithms it is flexible and is not restricted to solely SIR type spatial epidemic
modelling. Rather, the FSR method is a possible tool for accelerating simulation of
models concerned with spatial dispersal where the dispersion kernel is translation
invariant and smooth. Additionally, for the case where the transmission kernel is
Gaussian shaped the FSR error can be reduced by making an appropriate correction
to the kernel. It should be noted that the treatment of habitats as point locations
is a modelling assumption in order to allow the force of infection to be written as
a weighted sum over infected habitats. The FSR method allows the very natural
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relaxation of this assumption to modelling scenarios where habitats have spatial
extent.
FSR is particularly successful for large population simulations, whether that
refers to the existence of many habitat locations or large local populations at each
habitat, with long-range dispersion. When dispersion is highly localised potentially
a different method for accelerating rate recalculation should be considered, such as
space subdivision of A. Heuristically, for very localised transmission, the force of
infection for a susceptible habitat can be compactly represented as a truncated sum
over only a comparatively small number of nearby infectious habitats but would
require many discrete modes for description in the spatial frequency domain used
for FSR convolution solving. The converse is that for disperse transmission a signifi-
cant fraction of the total population of infectious habitats contribute to the infection
hazard for each susceptible habitat, whereas in the frequency domain only a com-
paratively small number of modes are required for a good description of the force of
infection field. In this situation FSR performs best compared to more direct meth-
ods.
Monte Carlo updating is not just used for investigating simulated outcomes
of a stochastic model; a popular methodology for parameter estimation in epidemiol-
ogy is the use of Markov chain Monte Carlo (MCMC) (O’Neill 2002). The likelihood
calculations necessary in a number of variants of MCMC involve sequential calcula-
tions of transition rates between (proposed) events, which is where I have focused
my investigation presented in this chapter. Another intriguing avenue to parameter
estimation is through the numerical solution of filtering problems via Sequential
Monte Carlo (aka. the particle filter) (Bain and Crisan 2009), which relies on simu-
lating large numbers of interacting realisations of the process of interest. In addition
to the intrinsic interest in filtering noisy data to estimate current state given con-
fidence in model parameterisation, sequences of filtering operations have been used
in parameter inference for dynamical systems (Ionides, Bret, and King 2006; A. A.
King et al. 2008). FSR could play a role in increasing the numerical efficiency of
these computationally intensive but potentially very useful techniques.
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Chapter 5
Optimal Control of Epidemics
using Dynamic Programming
5.1 Intervention and Epidemiology
In previous chapters I have investigated the dynamic properties of a stochastic model
for the temporal and spatial evolution of an invasive pathogen amongst a population
of potentially susceptible populations spatially stratified into patchy habitats. In
this chapter I investigate intervention into the spatial epidemic in such a manner
as to minimise a form of economic cost, which covers both the cost induced by the
disease status of the spatially separated populations and the costs associated with
deploying intervention. I will review the dynamic programming approach to solving
multi-stage or dynamic optimisation problems (Bellman 1952; Bellman 1954) and
apply this theory to the stochastic and spatial model of epidemic spread that I have
used through out this work. The goal is to construct policies for deciding upon
optimal interventions into the ongoing epidemic which are reactive to the arrival of
new information about epidemic progression. Firstly I will contextualise this ap-
proach within the much wider literature of using epidemiological models to guide
intervention strategies.
On one hand there is intrinsic scientific interest in investigating mathemat-
ical epidemiological models as a paradigm for clear thinking about epidemic risk
(Roberts and Heesterbeek 1993; Brauer 2009). On the other hand from a disease
management perspective any given epidemiological model must past two crucial rel-
evance tests: does the model correspond to a real-world situation of interest, and
if so can it be parameterised in such a manner as to have predictive power? The
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guide here for the theoretician is to construct models with maximal parsimony; that
is to use the simplest model that can explain available data (but no simpler!). This
is a common principle across the entirety of applied science; it is discussed in Keel-
ing and Rohani with direct reference to intervention measures for epidemic control
(Keeling and Rohani 2008) chapter 8. A parsimonious model, but sufficiently com-
plex to explain observation, can be viewed as more likely from a Bayesian point of
view given a priori uncertainty (Coolen, Khn, and Sollich 2005) chapter 6.
Having passed the relevance tests a mathematical model is an invaluable tool
for comparing the effectiveness of intervention strategies. This necessarily involves
a certain degree of subjectivity on the part of the agency intervening against the
epidemic since there are a multiplicity of plausible control objectives. Plausible
objectives include reduction of transmissibility leading to epidemic eradication (An-
derson and May 1985b), minimisation of infectious incidence (Galvani and Reluga
2007), reduction in peak epidemic severity (House et al. 2011) or the minimisa-
tion of economic measures of disease impact such as the quality adjusted life year
(QALY) (Baguelin et al. 2010). Moreover, it is possible for these objectives to be
contradictory to one another. A classic example of such a trade-off can be see for
highly infectious diseases that are typically caught by the young after the protective
effect of their maternally derived antibodies has dissipated such as measles, mumps
and rubella (MMR). Models of these childhood diseases and their most efficient
age group targeted vaccination policy have been extensively studied (Anderson and
May 1983; Mclean and Anderson 1988); it is paradoxically possible for vaccination
coverage to decrease total incidence per year whilst increasing incidence amongst
pregnant women for whom rubella infection can lead to severe complications.
Probably the most important class of intervention for disease control is the
use of vaccination as a prophylactic measure for ‘removing’ individuals, or even
whole populations through the herd immunity effect (Kermack and McKendrick
1927; Anderson and May 1992), from epidemic risk. The vaccination of individuals
does not just imply their protection, but also removes potential future secondary
cases caused by infectious transmission from the individual. This observaiton gives
rise to the classic threshold vaccination level for eradication in a well mixed popula-
tion demonstrated in the introductory chapter. When the susceptible population is
not well mixed the uniform coverage threshold is generically higher; however a tar-
geted campaign of vaccination can lead to good results (Anderson and May 1992).
For diseases of humans the understanding of age-stratified mixing has been greatly
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advanced by the POLYMOD study (Mossong et al. 2008) into pan-european contact
patterns. At an even more detailed level where individual to individual contact net-
works can be partially reconstructed there is the potential to target vaccination at
individuals expected to contribute more strongly in the event of epidemic outbreak
(Salath and Jones 2010). For a holistic treatment of vaccination policy during an
influenza pandemic aimed at considering age, risk and spatially stratified mixing
Keeling and White (Keeling and White 2011) give a good overview.
As was mentioned in chapter 4 the spatial meta-population model considered
throughout this work is closely related to models used to represent the dynamics
and effect of control measures for the 2001 Foot-and-mouth (FMD) outbreak in the
UK (Keeling et al. 2001; Ferguson, Donnelly, and Anderson 2001b). Due to the ob-
scurity of the detailed within farm contact structure of individual livestock and the
rapid within farm spread observed after initial introduction a compartment model
for the disease status of the entire population is quite appropriate. A metapopu-
lation model with spatially decaying transmission rate was a successful model for
farm-to-farm transmission after a ban on livestock movement restricts transmission
to be a spatially local process; before such a ban a network transmission model based
upon livestock movement is likely a better model (Kiss, Green, and Kao 2006). The
primary control mechanism was a veterinary discovery and investigation process
for assessing potential transmission risk and the location of infectious individuals
amongst the livestock herds at each farm. The analogy to the spatial metapop-
ulation model used in this work is clear; habitats are farms, populations are the
aggregate of the farm livestock herds and removal is detection and culling inter-
vention removing the possible of future transmission from the infectious premise.
The ability of such a spatial metapopulation model, augmented with heterogenous
population infectiousness and susceptibility depending on the composition of the
livestock numbers and species, to recreate and predict the 2001 FMD epidemic has
been well investigated (Ster and Ferguson 2007; Tildesley et al. 2008) and not only
for FMD but also other diseases of commercial livestock such as bovine tuberculosis
(bTB) (Gilbert et al. 2005; Donnelly et al. 2005).
Culling for livestock plays an intervening role in the spatial epidemic that is
similar to a successful vaccination - removing the population and thereby eradicat-
ing future risk of their secondary infectious contacts. However, it is obviously an
extreme and potentially costly intervention to be used judiciously, for a reterospec-
tive investigation of the efficacy of culling for the 2001 FMD outbreak c.f. (Tildesley
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et al. 2009). In 2001 culling was also used as a secondary control mechanism aimed
at removing livestock herds local to confirmed infectious farm premises and thereby
preempting the spread of FMD (Keeling et al. 2001). Given the costly nature of
culling as an epidemiological intervention there has been interest in efforts to use
vaccination, assuming a viable vaccine is available, to retard the invasion of FMD
amongst the farms of the UK (Keeling et al. 2003; Tildesley et al. 2006) and thereby
minimise required culling. In these cases a spatial metapopulation model was use-
ful for comparing and optimising intervention strategies to be used throughout the
epidemic outbreak. This is of obvious practical and theoretical significance, but it
does leave open the question of whether it might be possible to design intervention
strategies with a great flexibility to react in real-time to incoming information about
infectious spread using the techniques of optimal control theory.
Optimal control theory arose from a desire to choose an optimal control
process in order to minimise a cost functional of the path of a given dynamical sys-
tem. For deterministic dynamical systems Pontryagin and his collaborators in the
1950s developed the most commonly used solution method, Pontryagin’s principle
(Pontryagin et al. 1962), which gives necessary conditions for the optimal control
process. Bellman was working at the same time for RAND corporation and devel-
oped dynamic programming as a solution method for multi-stage decision making
with respect to stochastic dynamics (Bellman 1954). The essential ideas behind
dynamic programming, applied to deterministic systems, transforms the optimal
control problem into solving a non-linear PDE. This PDE was known, in the con-
text of the calculus of variations, to Hamilton and Jacobi in the 19th century and
now is commonly referred to as the Hamilton-Jacobi-Bellman (HJB) equation. Pon-
tryagin’s principle and dynamic programming have continued to dominate the field
of optimal control theory since the 1950s. In a sense the twin methodologies have
respected their origins; although it is possible to formulate a Pontryagin principle
for a wide class of stochastic optimal control problems, c.f. (Øksendal and Sulem
2005) chapter 3, the implicit form of the necessary conditions is difficult to calculate.
On the other hand, the elegance of Pontryagin’s method for deterministic systems
renders tackling the HJB equation partially obsolete.
There has been intermittent interest in the use of optimal control theory for
vaccine scheduling decisions. For the homogeneously mixing deterministic SIR epi-
demic essentially the solution was found to be to deploy maximally at the beginning
of the epidemic and decrease vaccination effort later as it became cost ineffective.
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This has been found using a dynamic programming approach (Hethcote and Walt-
man 1973), and Pontryagin’s principle (Morton and Wickwire 1974; Behncke 2000).
More recently there has been some advance in constructing optimal controls for the
case of two sub-populations; the optimal deployment of cures for an SIS type epi-
demic spreading between two spatially separated population groupings (Rowthorn
and et al 2009) and tree culling for a model of sudden oak death (Rizzo and Garbe-
lotto 2003) with two species (Mbah et al 2010). In both cases the disease progres-
sion was modelled as deterministic and the class of solutions, switching strategies
in both examples, were derived using Pontryagin’s principle. The optimal control
of epidemic models with discrete population numbers and stochastic transmission
has not received a great deal of attention, with such interest seemingly restricted
to the homogeneously mixing case (Lefvre 1981; Clancy 1999) in continuous time
or optimal vaccination decisions taken on a year-by-year basis (Viet et al. 2012).
In each case a variant on dynamic programming was used in order to solve for the
optimal control process. In this chapter I will extend the current literature by nu-
merically solving a stochastic and discrete SIR epidemic process with populations
separated into two spatially separated groupings and investigate the resultant opti-
mal decision processes for both a scenario where vaccination is relatively cheap but
cannot be deployed rapidly and where vaccination deployment is potentially fast but
the vaccine is relatively expensive. I will also investigate the cost impact of lacking
information such as the controlling agency being unable to assess the exact disease
status of each population or the invasive pathogen being able to invade ‘silently’
until random detection.
The fundamental difficulty with using dynamic programming to solve stochas-
tic optimal control problems for epidemics is that the HJB equation requires solution
for every possible configuration of local disease states for the population. For any
spatial epidemic model of serious practical importance the number of possible con-
figurations or epidemic states is effectively innumerable, and therefore numerically
exact solutions for the stochastic optimal control problem are restricted to ‘toy’
epidemic models. This observation possibly explains the dearth of work on optimal
intervention for epidemics. However since at least the work of Pardoux and Peng
(Pardoux and Peng 1992), which has been extended by Bouchard et al (Bouchard,
Elie, and Touzi 2009), the solution to non-linear PDEs (a class the HJB equation
falls into whenever the underlying process is deterministic or a diffusion) has been
interpreted as the expectation of a corresponding stochastic process represented
as a system of stochastic differential equations evolving both forwards and back-
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wards in time (FBSDE). This is the non-linear analogous formula to the famous
Feynman-Kac formula for linear PDEs, c.f. for example (Klebaner 2005) chapter
6. The benefit of the FBSDE representation is computational, a problem of unfea-
sible computation size can be reduced to the recursive simulation of sets of SDEs
and a reliance on Monte Carlo convergence. This kind of Monte Carlo approach is
closely related to approximate dynamic programming (ADP) (Powell 2007) which
describes the broad field of Monte Carlo techniques used to estimate the solution
to HJB equations that involve too many states as to be directly solvable. ADP
methods are commonly used to solve real-world problems of resource management
(e.g. (Zhang and Adelman 2009)) but their use for epidemic control is very sparse,
the only example the author is aware of is the use of the Longstaff-Schwartz algo-
rithm (Longstaff and Schwartz 2001), which is related to ADP methods, to solve
an optimal stopping problem for a homogeneously mixing stochastic SIR epidemic
(Ludkovski and Niemi 2010).
In this chapter I will introduce the field of optimal control theory and give a
formal derivation of the HJB equation which is essential for the dynamic program-
ming treatment. Having established the ideas behind dynamic programming I give
rigorous conditions for its application to the solution of optimal control problems,
these can be found in Fleming and Soner (Fleming and Soner 2006). Specialising to
the spatial epidemic I give the HJB equation for the spatial epidemic and introduce
the value iteration method of numerically exact solution as well as introducing a
novel ADP algorithm for the estimation of the solution to the HJB equation and
generating approximately optimal vaccination decisions. After investigating a toy
model of the spatial epidemic where exact solution is accessible I will demonstrate
that for the toy model the ADP method can closely recreate the cost minimisation
effect of exactly solved optimal vaccination allocation. Finally, I will demonstrate
that the ADP method can be extended to a spatial epidemic models much too large
to be broached by exact numerical methods.
5.2 Introduction to Optimal Control Theory
A protagonist (whom we dub the Controller) exerts control on some process through
the ability to influence it’s dynamics, although this influence is usually considered to
be constrained in certain ways. If the controller’s goal is to minimise some associated
cost functional on paths and the terminal state then the controller is attempting to
solve an optimal control problem. In this section I will re-introduce Markov pro-
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cesses as a solution to a martingale problem characterised by an initial distribution
of states and a generator operator which encodes the probabilistic dynamics. This
form for the Markov process sets the scene for the control theoretic approach of
the next section. The particular form of cost functional, which is the target for
minimisation will also be introduced.
We denote the process to be controlled X = (X(t))t≥0 which takes values the
polish space1 Σ. I will only consider process dynamics that are Markovian, but I use
a different construction than in previous chapters. The underlying probability space
remains the collection (Ω,F , {Ft}t≥0,P), which refer to, respectively, the sample
space, a valid σ-algebra of sets in Ω, a valid filtration on F , taken to be the natural
filtration forX, and a probability measure on F . Previously, the state dynamics were
constructed from sample elements ω ∈ Ω using a stochastic integral representation.
For investigating control theoretic concepts for Markovian processes it is simpler to
specify a Markov process via the pair G, an operator mapping bounded functions of
Σ to bounded functions of Σ and a probability distribution P0 for the initial state
X(0). The pair (G,P0) specifies the process X through the condition that every
bounded function on Σ, f, must satisfy,
f(X(t))− f(X(0))−
∫ t
0
Gf(X(s))ds = M(t), t ≥ 0. (5.1)
Where M(t) is a Ft-measurable martingale process, cf definition 2.2.2. This has
been referred to as the martingale problem version of characterising a Markov pro-
cess e.g. (Kurtz 2007) Chapter 1. The control process is denoted u = {u(t)}t≥0,
and takes values in some space U called the admissible control space. The control
process is the time varying sequence of control implementations by the controller;
potentially the controller decision to intervene with some control measure at some
time t might be based on all the available information of the random process X up
until the time time t, that is the space of Ft-measurable random variables.
The decision function or policy that the controller uses to decide upon ad-
missible interventions is denoted, pi. By allowing the controller to be reactive to the
stochastic evolution of X the policy couples the control process to the dynamics.
On the other hand for each policy pi the state of the system is influenced by the con-
trol process and hence we have a feedback loop between state influencing controller
decision which in turn influence the state and so forth.
1A polish space is a complete, separable metric space, e.g. Rn.
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The martingale problem form (5.1) implies the following differential limit
form for the generator, that for all bounded functions on Σ, f ,
Gf(x) = lim
t→0+
Et,x[f(X(t))]− f(x)
t
. (5.2)
Where the expectation is conditioned on X(0) = x ∈ Σ. For controlled processes
the control decisions of the controller influences the expected dynamics. If the con-
troller is following policy pi I denoted the controlled process Xpi, the corresponding
control process upi and expectations Epi; however since it is the actual control mea-
sure implemented that effect the dynamics, I denote the controlled generator at
time s, Gupi(s). Note that the generator is no longer time homogeneous due to the
potentially time varying action of the controller in influencing the dynamics through
control decisions. I only consider control policies where Gupi(s) exists in the sense of
(5.2) for each time s.
The task is to control the process in such a way as to minimise (over admis-
sible control policies) the accumulated cost along the path of the process up until
the final time T plus an additional cost for the final state ψ(·) : Σ → R. Given a
particular sample path of states and controls (Xpi, upi) the associated cost is,∫ T
0
L(s,Xpi(s), upi(s))ds+ ψ(Xpi(T )). (5.3)
The control process upi(·) takes admissible values specified by the dynamics of the
process and the policy pi. There is no requirement that the final time T must be
finite. L is the Lagrangian of the problem, the instantaneous cost associated with
the triple (t,X(t), u(t)). Each admissible control policy gives an expected cost,
J(x;pi) = Epix
[ ∫ T
0
L(s,Xpi(s), upi(s))ds+ ψ(Xpi(T ))
]
(5.4)
where Epix is the expectation over the outcomes of the stochastic process Xpi con-
trolled by policy pi and conditioned on X(0) = x ∈ Σ. The optimal control process
associated with the optimal policy pi∗ is denoted upi∗ = u∗ = {u∗(t)}t≥0. Under op-
timal control the cost function is called the value function V of the control problem.
For each x ∈ Σ the value function is given by,
V (x) = J(x;pi∗) = inf
pi∈Π
J(x;pi) ∀x ∈ Σ. (5.5)
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Where V (x) is called the value of the state x ∈ Σ. The value function will play
a crucial role in the sequel. Π is the space of admissible policies; if there is some
constraint on the instantaneous control decision at time t, u(t), then I call the set
of possible instantaneous controls U . I have implicitly treated the space of policies
as containing only deterministic decision functions; that is knowledge of the process
completely determines the controller’s action. Compared to other applications of
decision theory such as Game theory this seems a big restriction since it is well-
known that the best strategies in many games involve a chance decision element
(Binmore 2007). However, we will see that even in a more general setting the
optimal policy will be determined by a surprisingly small amount of information
about the controlled process.
5.3 Dynamic Programming
Dynamic programming is a method for solving for the value function of a control
problem, moreover we will see that solving the value function will allow us to con-
struct the optimal policy by considering actions that consistently ‘push’ Xpi
∗
= X∗
towards lower value states. The basic idea is to breakdown the problem of solving
(5.5) directly into a sequence of sub-problems; firstly solving for optimal interven-
tion when the first intervention time t is very close to the final time T and then
using this to construct solutions sequentially backwards in first intervention time
towards the time 0.
In his seminal work in the 1950s (Bellman 1953; Bellman 1954), Bellman
introduced the Bellman principle of optimality which underlies the dynamic pro-
gramming approach to solving the optimal control problems introduced above. The
principle of optimality allows one to couple the solutions going backwards in first
intervention time.
PRINCIPLE OF OPTIMALITY [Bellman]. An optimal policy has the
property that whatever the initial state and initial decisions are, the remaining de-
cisions must constitute an optimal policy with regard to the state resulting from the
first decisions.
In order to solve for the optimal policy I extend our interest to a time-
dependent family of control problems. Instead of considering the first intervention
time to be 0 and controlling up until some later time T I allow the first intervention
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time to vary as t < T . The goal is to be able to write down an evolution equation for
the value function; where the time considered is in fact the first intervention time.
The cost function for first intervention at time t following policy pi and conditioned
on the initial state X(t) = x is given by,
J(t, x;u) = Epit,x
[ ∫ T
t
L(s,Xpi(s), upi(s))ds+ ψ(Xpi(T ))
]
, (5.6)
The value functions for the time-dependent family are denoted V (·, ·) with the value
of a state and intervention time being V (t, x). The solution to (5.5) coincides with
V (0, ·), which relates the time dependent problem with the original time independent
problem of finding the infimum control for (5.4). It is important to note that the
value of states for t = T is known by construction,
V (T, x) = ψ(T, x), x ∈ Σ. (5.7)
Bellman’s principle can be thought of as a self-consistency relation for the first
intervention time dependent value functions. If I divide the time interval from
the first intervention time until the final time in two: [t, T ) = [t, r)
⋃
[r, T ) where
t ≤ r < T then the self-consistency relationship, often referred to in the literature
as the dynamic programming principle (DPP) (Fleming and Soner 2006) Chapter
1, gives that for all intermediate times r,
V (t, x) = inf
pi∈Π
Epit,x
[ ∫ r
t
L(s,Xpi(s), upi(s))ds+ V (r,Xpi(r))
]
, 0 ≤ t ≤ T, x ∈ Σ. (5.8)
Equation (5.8) is a reformulation of Bellman’s principle that states that the mini-
mum expected cost for the initial data (t, x) is given by accumulating cost up until
time r by following the optimal policy and then proceeding optimally with the new
initial data (r,X∗(r)). Whilst this is intuitive; equation (5.8) describes balancing
for all intermediate times r the myopic reward up until r, which would be optimised
by using a greedy policy, with the forecasted reward after r of proceeding optimally.
Since the value function is known for t = T by (5.7) it is possible to exploit the DPP
to solve V for all initial data.
5.3.1 Formal Derivation of the Hamilton-Jacobi-Bellman Equation
for dynamic programming
In this section I give a formal derivation of a dynamical equation that the value
function must satisfy. The role of the time variable being taken by the first in-
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tervention time t. This dynamical equation is called the Hamilton-Jacobi-Bellman
(HJB) equation. I focus on the interesting concepts behind deriving the HJB equa-
tion without complete rigour, as well as noting that the optimal decision at any time
s will only depend on the process state X(s). Consequently, the optimal policy will
be in the form pi∗ : [t, T ) × Σ → U . In the next section I will introduce rigourous
conditions for the application of the approach given here.
The DPP (5.8) implies that at each intermediate time r we can’t pick an
admissible policy that delivers a lower expected cost than the choice(s)2,
pi∗ ∈ arg inf
pi∈Π
{
Epit,x
[ ∫ r
t
L(s,Xpi(s), upi(s))ds+ V (r,Xpi(r))
}
. (5.9)
Hence, for an arbitrary control policy pi ∈ Π we have for r,
Epit,x[V (r,Xpi(r))]− V (t, x) + Epit,x
[ ∫ r
t
L(s,Xpi(s), upi(s))ds
]
≥ 0. (5.10)
With equality iff pi = pi∗ satisfies (5.9). Since (5.10) holds for arbitrary r we have
the freedom to choose r = t+ δt for some δt > 0 and rescale by 1/δt giving,
1
δt
[
Epit,x[V (t+ δt,Xpi(t+ δt))]− V (t, x) + Epit,x
[ ∫ t+δt
t
L(s,Xpi(s), upi(s))ds
]]
≥ 0.
(5.11)
From equation (5.2) taking the limit δt → 0+ in (5.11) for the first two terms is
equivalent to the action of the generator of a process, in this case the generator the
time augmented process Y (t) = (t,X(t)), upon the value function. Since the time
process is smooth and deterministic by applying partial derivatives we see that,
lim
δt→0+
Epit,x[f(Y (t+ δt))]− f(t, x)
δt
=
∂f
∂t
(t, x) + Gupi(t)f(t, x). (5.12)
Introducing this into equation (5.11) gives a differential inequality that must be
satisfied for all admissible policies,
∂
∂t
V (x, t) + Gupi(t)V (t, x) + L(t, x, upi(t)) ≥ 0, upi(t) ∈ U , 0 ≤ t < T, x ∈ Σ. (5.13)
On one hand choosing pi = pi∗ recovers the equality in (5.11), but on the other hand
establishing the equality in (5.11) is a minimisation over the possible instantaneous
2There is no necessity for the optimal control to be unique.
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values of upi(t) ∈ U . Ergo, we have, formally, established the Hamilton-Jacobi-
Bellman (HJB) equation that the value function for the abstract control problem
(5.5) must satisfy
∂V
∂t
(t, x) + min
u∈U
[GuV (t, x) + L(t, x, u)] = 0, 0 ≤ t < T, x ∈ Σ. (5.14)
A particular solution to (5.14) is specified by using the known V (T, ·) as a boundary
condition,
V (x, T ) = ψ(x), x ∈ Σ. (5.15)
The HJB equation (5.14) defines a non-linear evolution equation for the value func-
tion V , evolving backwards in intervention time from the end-state condition (5.15).
As a consequence of the reasoning above the optimal policy pi∗ defines an
optimal control process u∗ = (u∗(t), t ≥ 0) that must satisfy
u∗(t) ∈ arg min
u∈U
[GuV (t,X∗(t)) + L(t,X∗(t), u)], 0 ≤ t < T, x ∈ Σ. (5.16)
Equation (5.16) is extremely valuable for both the theoretical treatment and numer-
ical solution of optimal control problems, since it gives the optimal control process in
feedback or Markov form. The minimisation in (5.16) is over a function only of state
and intervention time. Hence for each intervention time and state pair (t,X∗(t))
arrived upon the optimal policy pi∗ is to choose the control decision u∗(t) according
to (5.16), which can be derived by solving the HJB equation (5.14). This is a rather
remarkable result due to the essentially Markovian character of the dynamics and
form of cost functional; despite the controller in principle having access to the com-
plete information of the process up until some time t the optimal decision is always
dependent only on the current time and state, not some more general Ft-measurable
random variable. Moreover, the chance element in optimal decision making is re-
stricted to the stochastic dynamics; conditioned on the arrival of the pair (t,X∗(t))
the optimal decision is deterministic. In functional terms we can state that,
pi∗ : [0, T )× Σ→ U . (5.17)
Control towards an Infinite Time Horizon
In some applications there is no natural time horizon over which control occurs.
In this case it is common to consider classes of cost functional over processes that
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extend over infinite time, e.g.
J(x;pi) = Ex
[ ∫ ∞
0
e−βsL(Xpi(s), upi(s))ds
]
, β ≥ 0. (5.18)
The positive parameter β is used to ensure convergence of cost. Intuitively, it re-
flects the controller’s preference for minimising cost over the nearer future and her
discount of the distant future costs. Thus β is called the discount factor.
For the formal derivation of a dynamic programming equation for the infinite
time horizon case we use the same ‘trick’ of considering a family of time-dependent
controls up until a terminal time T , but then take T to infinity. In this part we
assume that this does not cause J to explode, rigourous conditions will be given in
the following section. Following the same reasoning as above gives,
J(t, x;pi) = Et,x
[ ∫ T
t
e−βsL(Xpi(s), upi(s))ds
]
Shifting the time variable such that the first intervention time t is again the origin
time gives,
J(t, x;pi) = e−βtEt,x
[ ∫ T−t
0
e−βsL(Xpi(s+ t), upi(s+ t))ds
]
.
Taking T → ∞ and considering the time shifted control policies pˆi(s, x) = pi(s +
t, x), ∀s ≥ 0 gives
J(t, x;pi) = e−βtJ(0, x; pˆi). (5.19)
The time-shifted policies also inhabit Π hence the infimum control over the expres-
sion (5.19) suggests that the time dependent value function takes the special form.
V (t, x) = e−βtV (x). (5.20)
Where V (·) is the value function for infinite time horizon control problem,
V (x) = inf
pi∈Π
J(x;pi), ∀x ∈ Σ. (5.21)
Substitution into the HJB (5.14) gives,
βV (x) = min
u∈U
[GpiV (x) + L(x, u)]. (5.22)
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Equation (5.22) is the dynamic programming equation for the infinite time horizon
control problem defined by finding the infimum control for (5.18). Since time depen-
dence has vanished from equation (5.22) I refer to it as an ’elliptic’-type equation,
in analogy to the defining equation for the stationary measure of a diffusion. The
Markov feedback control process u∗ is given by at each time solving
u∗(t) ∈ arg min
u∈U
[GpiV (X∗(t)) + L(X∗(t), u)]. (5.23)
We note for the elliptic case the control decision is governed by finding the minimiser
for a function of state alone. Hence, only the state arrived at is required to determine
the optimal policy,
pi∗ : Σ→ U . (5.24)
5.3.2 Classical Solutions to the HJB Equation and Verification
Theorems
The arguments above give the value function as the solution to the non-linear evo-
lution equation (5.14) in the finite time horizon case or the elliptic-type equation
(5.22). Importantly for applications a feedback control policy can be inferred from
the solution to the value function. In this section I give conditions for the arguments
of the previous sections to be made rigourous and state verification theorems for the
solution V to the HJB equation. The purpose of the verification theorems is to
confirm that the value functions constructed as a solution to the HJB equation are
in fact minimal for each pair (t, x) over the set of admissible controls. Additionally,
the verification theorems confirm that the the feedback control of the process is
given as the minimiser of a function that can be constructed from the solution of
the value function. Proofs for the below can be found in Fleming and Soner chapter
3 sections 8 and 9 (Fleming and Soner 2006).
I denote the domain of the operator ( ∂∂t + Gu) by D( ∂∂t + Gu). In princi-
ple this domain depends on the control decision u ∈ U , hence I assume that there
exists a space D ⊆ D( ∂∂t + Gu) ∀u ∈ U . We call V a classical solution of the
Hamiltonian-Jacobi-Bellman equation if V satisfies (5.14) with terminal data (5.15)
∀(t, x) ∈ [0, T ]× Σ and V ∈ D.
I now extend the concept of an admissible policy pi ∈ Π, which I have treated
simply as some decision rule, and introduce the concept of the admissible control
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system. In the control system interpretation each pi is a probability space for state
and decisions; which is a much more general space than treating each pi as a fixed
decision policy. To be precise, for each initial condition (t, x),
pi = (Ω,F , {Ft}t≥0,P, X, u) (5.25)
is an admissible control system if (Ω,F , {F}t≥0,P) is a filtered probability space and
the following set of conditions on the state process and control process are satisfied:
Conditions for Admissible Control System (Finite Time Horizon) :
1. X(s) ∈ Σ, t ≤ s ≤ T , X(t) = x.
2. X is ca`dla`g and adapted to the filtration {Ft}t≥0.
3. u(s) ∈ U , t ≤ s ≤ T .
4. u is adapted to the filtration {Ft}t≥0.
5. The feedback form of the control process u(·, ·)→ U is a measurable function
on [t, T ]× Σ.
6. For all W ∈ D, where Et,x[|W (T, x)|] <∞ and
Et,x
[ ∫ T
t
∣∣∣( ∂
∂t
+ Gu(s)
)
W (s, x)
∣∣∣ds] <∞
then the differential limit holds
lim
δt→0+
Es,x[W (s+ δt,X(s+ δt)]−W (s,X(s))
δt
=
( ∂
∂t
+ Gu(s)
)
W (s,X(s)).
There are now sufficient ingredients to guarantee that a classical solution to the
finite time horizon HJB equation (5.14) with end state condition (5.15) is, in fact,
the value function of the control problem from which the optimal feedback control
can be derived.
Theorem 5.3.1. (Verification Theorem: Finite Time Horizon)
Let V ∈ D be a classical solution to (5.14) with end state condition (5.15). Then
∀(t, x) ∈ [0, T ]× Σ:
(a) V (t, x) ≤ J(t, x;pi) for every admissible control system.
(b) If there exists an admissible system pi∗ = (Ω,F , {F}t≥0,P, X∗, u∗) such that
u∗(s) ∈ arg min
u∈U
{( ∂
∂t
+ Gu
)
V (s,X∗(s)) + L(s,X∗(s), u)
}
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for P˜-almost all (s, ω) ∈ [t, T ] × Ω, where P˜ is the product measure of Lebesgue
measure and P, then V (t, x) = J(t, x;pi∗).
I have generally avoided using the general form of a control system of the
policy pi preferring to interpret the policy as a decision function rather than the
probability space required for the general treatment; Theorem 5.3.1 justifies this
treatment since the space of deterministic decision functions will effectively contain
the optimal control system as the probability space where the control process u∗
obeys the optimal decision function type policy pi∗ with probability 1.
For the infinite time horizon case there is a concern that the associated ex-
pected cost for each admissible policy might blow-up as the control period expands
to infinity despite a given discount factor β. Hence, a further set of conditions are
introduced in order to exclude this possibility from consideration. These conditions
for admissibility of pi (in the control system interpretation) are in addition to those
for the finite time horizon case where T <∞.
Additional Conditions for Admissible Control System (Infinite Time Horizon) :
1. Ex
[ ∫∞
0 e
−βs|L(X(s), u(s))|ds
]
<∞.
2. Condition 6. for the finite time horizon case holds with
W (t, x) = e−βtφ(x)
for all φ ∈ D and t ≥ 0.
For the infinite time horizon case in principle it is necessary to consider classical
solutions V to the elliptic HJB equation (5.22) where for some admissible control
system and discount β, limT→∞ e−βTEpix[V (X(T ))] 6= 0; that is the value of being in
the current state grows exponentially. This leads to further complications that will
not be required for this work. Therefore, I only consider control systems where
lim
T→∞
e−βTEpix[V (X(T ))] = 0, x ∈ Σ, β ≥ 0. (5.26)
Where including the non-discounted case β = 0 is intentional. This considerably
simplifies the verification theorem for the infinite time horizon case.
Theorem 5.3.2. (Verification Theorem: Infinite Time Horizon)
Let V ∈ D be a classical solution to (5.22) which satisfies (5.26). Then for (s, x) ∈
[0,∞)× Σ:
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(a) V (x) ≤ J(x;pi) for every admissible control system.
(b) If there exists an admissible system pi∗ such that
u∗(s) ∈ arg min
u∈U
{
GuV (X∗(s)) + L(X∗(s), u)
}
for P˜-almost all (s, ω) ∈ [t, T ] × Ω, where P˜ is the product measure of Lebesgue
measure and P, then V (x) = J(x;pi∗).
As for theorem 5.3.1 the optimal control policy is to choose effectively de-
terministically an admissible action based on minimising a function of current state
value and instantaneous cost.
5.4 Optimal Control for the Spatial Epidemic
In this section I apply the dynamic programming approach to optimal control of the
spatial epidemic outbreak. Key to this is the construction of the HJB equation for
the spatial epidemic. The exact form of controlled generator for the epidemic pro-
cess depends on the type of control desired to be modelled and the model choice for
the epidemic dynamics. For the discrete jump process I have considered throughout
this thesis the generator is in the form of a difference operator that can be solved ex-
plicitly using the stochastic dynamics derived in chapter 2. The controller is treated
as a central authority with the capability of deploying a vaccination campaign aimed
at removing susceptible populations from epidemic risk in order to reduce economic
cost. The number of doses/interventions is not limited but rather the maximum rate
at which they can be deployed is subject to a hard limit, moreover faster deployment
entails increasing costs.
The Lagrangian I use to model the economic impact of the epidemic is scaled
in a currency such that the cost per unit time incurred by each infected population
is one. In this currency scale the cost due to deploying intervention methods such
as vaccination is given by a cost function κ(·) : U → R. Hence, by following some
admissible policy pi the expected cost of the epidemic up until time T is
J(t, x;pi) = Epit,x
[ ∫ T
t
∑
i
Ii(X
pi(s)) + κ(upi(s))ds+ ψ(Xpi(T ))
]
. (5.27)
Where Ii(·) indicates the local infectious state of the ith population. I will not write
the explicit dependency on state of indicator functions used below wherever it will
not cause confusion. The exit state cost function ψ(·) is chosen so that ψ(x) = 0
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for all epidemic states x ∈ Σ with no infectious populations and is increasing in
increased numbers of infectious populations. The optimal control problem for the
spatial epidemic is to find an admissible policy pi∗ such that,
V (t, x) = J(t, x;pi∗) ≤ J(t, x;pi), x ∈ Σ, t < T, pi ∈ Π. (5.28)
5.4.1 Vaccination and the Controlled Generator
In the previous chapters the starting point for my investigation of the stochastic
spatial epidemic was the stochastic integral form given by theorem 2.2.2. However,
in this chapter it was more appropriate to specify the controlled process X through
the martingale problem form (5.1) for the initial distribution of states P0 and the
generator operator G. Below I start from the stochastic integral representation
and infer the generator for the martingale problem form. I will also introduce a
stochastic model for the vaccination efforts of the controller and include their effect
in the generator.
The Generator for the Spatial Epidemic
I briefly re-familiarise the reader with the basic stochastic spatial epidemic model
used in this work. As before I consider a meta-population model of N popula-
tions each with a disease state summarised by SIR compartmental paradigm. Each
population abides at a habitat; the habitat for the ith population being spatially
located at xi ∈ A ⊂ Rd. The stochastic rate of disease transmission from population
to population is governed by their spatial separation through the the transmission
kernel K(·). The rate of spread from an infectious population at xi to a susceptible
population at xj being K(xi − xj). If populations share a habitat location they
are considered to cohabit and that habitat has internal disease dynamics defined
by zero-range local transmission, K(0). The stochastic rate of recovery is γ. The
epidemic state at time t will be given in vector form via the familiar 2N indicator
functions for the local disease status for each population,
X(t) = (S1(t), I1(t), . . . , SN (t), IN (t)). (5.29)
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The stochastic evolution of the indicator functions is given in stochastic integral
form as,
Si(t) = Si(0)−
∑
j(6=i)
∫ t
0
Si(s
−)Ij(s−)dN Iij(s), (5.30)
Ii(t) = Ii(0) +
∑
j(6=i)
∫ t
0
Si(s
−)Ij(s−)dN Iij(s)−
∫ t
0
Ii(s
−)dNRi (s), (5.31)
i = 1, . . . , N, t ≥ 0.
Where the integrators above are Poisson processes {N Iij ∼ PP (K(xi− xj))}i 6=j and
{NRi ∼ PP (γ)}i.
First I define the following elementary vectors for encoding the change in
X(t) due to the arrival of an infection or recovery event. The elementary vector for
an infection event at the ith habitat is
eIi = (0, 0, . . . ,−1, 1, . . . , 0, 0). (5.32)
Where the non-zero components are in the (2i−1)th and (2i)th positions, reflecting
that the local state for the ith population is altered by losing a susceptible and
gaining an infected after an infection event. Similarly, the elementary vector for a
recovery at i is
eRi = (0, 0, . . . , 0,−1, . . . , 0, 0). (5.33)
Where the non-zero component is in the (2i)th position effects the local infectious
status for the ith population.
Now I will derive the generator of the spatial epidemic process from the
stochastic integral form. Let f be a bounded function of Σ and let the stochastic
process Yf = (Yf (t) = f(X(t)), t ≥ 0). Since f is bounded then by theorem 2.2.3
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Yf is a pure jump process obeying,
Yf (t) = Yf (0) +
∫ t
0
dYf (s)
= Yf (0) +
∫ t
0
∑
i 6=j
Si(s
−)Ij(s−)(f(X(s−) + eIi )− f(X(s−)))dN Iij(s)
+
∫ t
0
∑
i
Ii(s
−)(f(X(s−) + eRi )− f(X(s−)))dNRi (s)
= Yf (0) +
∫ t
0
∑
i
Si(s
−)λi(t)(f(X(s−) + eIi )− f(X(s−)))ds
+
∫ t
0
∑
i
γIi(s
−)(f(X(s−) + eRi )− f(X(s−)))ds+Mf (t). (5.34)
Where λi(t) =
∑
j( 6=i)K(xi− xj)Ij(t) is the force of infection on the ith population
due to the distribution of infectious populations at time t. I have separated the
Poisson processes into their compensator and martingale decomposition, recall that
for N ∼ PP (ν) then N(t) = νt+ N˜(t) where (νt) is the compensator of the Poisson
process and N˜(t) is the compensated Poisson martingale process. This gives that
Mf (t) is a martingale with integral representation,
Mf (t) =
∫ t
0
∑
i 6=j
Si(s
−)Ij(s−)(f(X(s−) + eIi )− f(X(s−)))dN˜ Iij(s)
+
∫ t
0
∑
i
Ii(s
−)(f(X(s−) + eRi )− f(X(s−)))dN˜Ri (s). (5.35)
Mf is Ft-measurable by its integral construction, that it is a valid martingale is
given by theorem 2.3.1. By comparison to the martingale problem characterisation
of Markov processes we see that the spatial epidemic process is a Markov process
with initial distribution P0 and the generator is a difference operator (the domain of
which is bounded functions on Σ augmented with unphysical states that get accessed
with rate 0) given by,
Gf(x) =
∑
i
[
Siλi(f(x+ e
I
i )− f(x)) + γIi(f(x+ eRi )− f(x))
]
. (5.36)
Where Si = Si(x) indicates the (2i−1)th position of the arbitrary state vector x ∈ Σ,
similarly for λi and Ii. If no additional control measures are possible, apart from a
rate γ of removing infectious populations, then the HJB equation (5.14) can be used
to solve the expected cost of the epidemic over the time period [0, T ] starting in the
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initial state x ∈ Σ: J(0, x). This can be solved from the affine evolution equation
backwards in intervention time,
∂
∂t
J(t, x) +
∑
i
[
Siλi(J(t, x+ e
I
i )− J(t, x))
+γIi(J(t, x+ e
R
i )− J(t, x))
]
+
∑
i
Ii = 0, (5.37)
x ∈ Σ, 0 ≤ t < T.
with terminal data J(T, x) = 0 for x ∈ Σ.
Vaccination as a Control Measure for Meta-populations
For the meta-population models considered in this thesis ‘vaccination’ takes on a
rather general meaning. By vaccination control I mean any control measure designed
to remove susceptible populations from the epidemic; that is to introduce a dynam-
ical pathway for the local disease state of each population S → R thus avoiding the
infectious state and incurred cost. This might be a model for deploying sufficient
actual vaccine amongst the individuals of a population so that herd-immunity is
achieved or any other method that achieves similar success. Crucially, the vaccina-
tion effort has no effect on infectious or removed populations although if erroneously
deployed for such populations the effort still accrues some associated cost.
I will now define the vaccination model used in this work and give the con-
trolled generator, which will be in the form (5.36) with additional terms correspond-
ing to the possibility of vaccination events. The elementary vector for a vaccination
event at the ith habitat is defined as,
eVi = (0, 0 . . . ,−1, 0, . . . , 0, 0). (5.38)
Where the non-zero component is at the (2i− 1)th position. Compared to infection
events a vaccination event depletes the susceptibility of the ith population without
causing infectiousness.
The controlling agency has freedom to determine both the target of vaccina-
tion effort and the rate of vaccination in order to minimise the economic impact of
the epidemic (5.29), however the event times will be random. The stochastic model
I use for the vaccination is closely related to the underlying stochastic model for the
spatial epidemic. Let {NVi ∼ PP (ui(t))}Ni=1 be a set of non-homogeneous Poisson
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processes with time-varying intensities {ui(t)}Ni=1. The possible times of vaccination
for the ith population is then given by the hitting times of the NVi . The controllable
variables for the epidemic are the intensities of the vaccination effort for each pop-
ulation. For each policy pi the control process takes values in the admissible control
space,
upi(t) ∈ U =
{
u = (u1, · · · , uN ) ∈ [0,∞)N
∣∣∣ N∑
i=1
ui ≤ umax
}
. (5.39)
Where umax is the maximum rate of vaccinating populations. This gives that the
expected time taken to vaccinate all N populations is Tvac = N/umax for any policy
that always deploys maximum resource without wastage of effort, such as erroneously
targeting non-susceptible populations. This sets a useful time-scale for the duration
of the epidemic. The cost per unit time at time t of the vaccination decision made
according to policy pi is κ(upi(t)) where κ(·) is assumed to be an increasing function
in each vaccination rate upii (t).
The compensator and martingale decompositions for the vaccination Poisson
drivers if the the policy pi is followed are,
NVi (t) =
∫ t
0
upii (s)ds+ N˜
V
i (t) =⇒ dNVi (t) = upii (t)dt+ dN˜Vi (t)
Where N˜Vi has the martingale property. The differential stochastic dynamics for
the controlled spatial epidemic with policy pi is then given by,
dSi(t) = −
∑
j( 6=i)
Si(t
−)Ij(t−)dN Iij(t)− Si(t−)dNVi (t), (5.40)
dIi(t) =
∑
j( 6=i)
Si(t
−)Ij(t−)dN Iij(t)− Ii(t−)dNRi (t), (5.41)
i = 1, . . . , N.
The collection of the indicators with dynamics given above
Xpi = (Xpi(t) = (. . . , Si(t), Ii(t), . . . ) ∈ Σ, t ≥ 0
is the ca`dla`g and adapted controlled spatial epidemic process. By considering
bounded functions f I can replicate the argument of section 5.4.1 which gives the
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the controlled generator,
Gupi(t)f =
∑
i
[
Siλi(f(x+ e
I
i )− f(x)) + γIi(f(x+ eRi )− f(x))
+upii (t)Si(t)(f(x+ e
V
i )− f(x))
]
. (5.42)
5.4.2 The HJB equation for the Spatial Epidemic with Vaccination
In this section I give the HJB equation for the stochastic spatial epidemic process
with constrained and costly vaccination. The solution of the HJB equation gives
the value for each epidemic state and allows the construction of the optimal vaccine
allocation policy as a reaction to knowledge of the current disease state. In principle
the solution differs if the controller can intervene up to only some finite time T com-
pared to allowing an unlimited period of intervention, but when T is the cessation
time of the epidemic outbreak then I will show that the finite-time horizon control
problem is equivalent to the infinite-time horizon problem.
The stochastic construction of the controlled spatial epidemic process given
above guarantees that choosing the vaccination distribution upi(t) ∈ U for each t ≥ 0
according to a policy pi that can be determined by the current state and time allows
policy pi to be extended to an admissible control system in the sense of section 5.3.2.
The HJB equation for the stochastic spatial epidemic with costs given by (5.27) and
admissible vaccination controls (5.39) up until the finite-time horizon T is given by
equation (5.14) with controlled generator given by (5.42),
∂
∂t
V (t, x) +
∑
i
[
Siλi(V (t, x+ e
I
i )− V (t, x)) + γIi(V (t, x+ eRi )− V (t, x))
]
+
∑
i
Ii + min
u∈U
{
κ(u) +
∑
i
uiSi(V (t, x+ e
V
i )− V (t, x))
}
= 0, (5.43)
x ∈ Σ, 0 ≤ t < T,
V (T, x) = ψ(x). (5.44)
By theorem 5.3.1 the solution to (5.43) with terminal data (5.44) is the value function
for the spatial epidemic with vaccination and the optimal policy pi∗ is given by
choosing a minimiser control decision u∗ for the non-linear minimum part of equation
(5.43) at each time-state pair (t,X∗(t)) arrived upon. Since I consider only finite
N -sized meta-populations then directly from the definition (5.27) we see that the
value function is bounded for all states.
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Control up until Epidemic Cessation
The finite-time horizon I will be most interested in will be the stopping time3 T ∗
which is the random first time at which the epidemic ceases with all local disease
states being either susceptible or recovered. If the controller has adopted a policy pi
where the complete depletion of infectious populations implies the cessation of vac-
cination effort, which I dub a sensible policy, then each of these states are absorbing
for the dynamics; that is the time spent in the state is infinite. Every non-absorbing
disease state is transient since the local disease states are non-repeating for the
SIR-type compartmental model, hence by standard finite state space Markov pro-
cess theory the first arrival time for an absorbing disease-free state is almost surely
finite; that is that T ∗ <∞ almost surely.
Restricting to sensible policies we see that choosing the cessation time T ∗ as
the finite time horizon has the nice property that the value function can be solved as
an elliptic form problem (5.22) by allowing the intervention time t to be treated as
time 0 without loss of generality. To see this we note that for all T and all sensible
policies,
J(t, x;pi) = Epit,x
[ ∫ T
t
∑
i
Ii(s) + k(u
pi(s))ds+ ψ(Xpi(T ))
]
= Epit,x
[ ∫ T∧T ∗
t
∑
i
Ii(s) + k(u
pi(s))ds+ 1T<t∗ψ(X
pi(T ))
]
Where I have used that no costs are incurred after epidemic cessation for sensible
policies and that the exit cost for ceased epidemics is zero. On the other hand we
have seen above that taking the limit T →∞ gives the infinite time non-discounted
expected cost of the epidemic given the controller follows policy pi. Hence for all
sensible policies and all intervention times t control up to cessation is given by,
J(x;pi) = Epix
[ ∫ T ∗
t
∑
i
Ii(s) + k(u
pi(s))ds
]
= Epix
[ ∫ ∞
0
∑
i
Ii(s) + k(u
pi(s))ds
]
.(5.45)
The infinite time horizon HJB equation with zero discount rate for the spatial epi-
3A stopping time is a real non-negative random variable T where the event {T ≤ t} ∈ Ft for all
t ≥ 0.
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demic with vaccination is,∑
i
[
Siλi(V (x+ e
I
i )− V (x)) + γIi(V (x+ eRi )− V (x))
]
+
∑
i
Ii
+ min
u∈U
{
κ(u) +
∑
i
uiSi(V (x+ e
V
i )− V (x))
}
= 0, (5.46)
x ∈ Σ.
The particular solution to (5.46) is specified by the boundary conditions that V (x) =
0 for absorbing states x. The almost sure finiteness of T ∗ entails boundedness for
expression (5.45) despite the zero discounting rate (β = 0). Theorem 5.3.2 gives
that the solution to the elliptic-type HJB equation is the value function for spatial
epidemic controlled up until epidemic cessation and the optimal policy is to choose
a minimiser control decision u∗ for the non-linear minimum part of equation (5.46)
for each state X∗(t) arrived upon.
Optimal Solutions for Control until Cessation
I will now briefly discuss the type of optimal solutions expected from considering
the HJB equation (5.46). Without loss of generality I choose time units such that
the rate of removal of infectious populations is unity (γ = 1), in these units each
population that becomes infected will contribute an expected cost to the epidemic of
unity. With this in mind, I decompose the epidemic costs (5.45) into a contribution
for the initially infected populations, a contribution from initially susceptible popu-
lations at risk from the epidemic and a contribution from the vaccination campaign.
With this decomposition the value function is,
V (x) = J(x;pi∗) = I0 +
∑
i:Si(0)=1
P∗(Ri(∞) = 1|X(0) = x) + E∗x
[ ∫ ∞
0
k(u∗(s))ds
]
.(5.47)
Where I0 is the total number of infected populations for state x, and P∗ is the
controlled epidemic measure for pi∗, the optimal control system given by theorem
5.3.2. Therefore, for each state x where the ith population is susceptible,
V (x+ eVi )− V (x) ≤ 0, (5.48)
that is the optimal expected cost of an epidemic initially in the state after vaccina-
tion of the ith population (x+ eVi ) is less than for the state without the vaccination
(x). This is due to the removal of risk of the ith population becoming a case, the
reduction of risk of potential secondary cases due to the ith population and reduc-
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tion of the expected time over which the vaccination campaign runs.
Theorem 5.3.2 requires that the controller fix his policy such that for each
state x arrived upon the control decision is given by,
u∗ ∈ arg min
u∈U
{
κ(u) +
∑
i
uiSi(V (x+ e
V
i )− V (x))
}
. (5.49)
If κ(·) is a continuous function then it obtains its minimum on the compact space U
given by (5.39). For increasing vaccination rates, condition (5.49) describes a balance
between increasing instantaneous cost of deployment, κ(u), and the negative signed
term,
∑
i uiSi(V (x+ e
V
i )−V (x)), which gives the rate at which the expected future
costs are decreased by deploying a removal rate for each population. The ability to
correctly balance these rates of cost is the purpose of solving the HJB equation to
obtain the value function V .
5.5 Solving the HJB Equation and Optimal Controls
The dynamic programming approach to solving the optimal control problem for
spatial epidemics (5.28) gives the optimal control decision as the minimiser of a
functional depending on the cost model of vaccine deployment and the value func-
tion. Instead of exploring the large space of possible vaccination control policies, one
can focus on solving the Hamilton-Jacobi-Bellman equation for the value function
whereupon the optimal policy is found in feedback form for any possible state the
stochastic epidemic might enter. In this section I present two methods for solving
the value function.
The first solution method is derived from considering an equivalent controlled
discrete time Markov chain, the value function can be derived using value iteration;
a classical approach from the theory of Markov decision processes. This method is
numerically exact, however the solution requires the construction of a convergent
sequence of value approximations for each state x ∈ Σ. For systems with a large
number of states this can mean that the value iteration technique is effectively in-
solvable due to the very large dimensionality of Σ.
The second solution method is similar in spirit to value iteration but in-
stead of implementing a sequence of value approximations for each state I restrict
to updating a lower dimensional polynomial approximation of the value function. I
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perform a number of forward sweep simulations of spatial epidemics using a policy
based on optimising for the current belief about epidemic state value. The value
function approximation is updated for each forward sweep according to a backwards
sweep of state value estimates using a stochastic gradient method. The algorithm I
have developed for the Monte Carlo approximation of the value function lies in the
class of so-called approximate dynamic programming methods (Powell 2007).
As a consequence of the high dimensionality of the state space for the spa-
tial epidemic I will forced to aggregate individual populations into area groupings.
For aggregated populations within an area the rates of transmission between pop-
ulations internal and external to the area are identical. This is equivalent to the
population model for plant diseases introduced in chapter 4. In particular the intra-
area transmission is treated as zero-range4 and the inter-area transmission is treated
as centroid to centroid range between the areas. The area aggregates define a meso-
scopic scale between the individual populations abiding at habitats treated as point
locations and the full meta-population. The number of areas is given as Narea and
the ith area contains Ni populations; the total number of populations is conserved
as,
Narea∑
i=1
Ni = N. (5.50)
The new, reduced, state space is defined as the possible configurations of numbers
of susceptible and infectious populations at each area. The indicators functions
{Si(x), Ii(x)}Nareai=1 now return the epidemic numbers for each area.
5.5.1 Value Iteration for the Embedded Markov Chain
It was noted in chapter 4 when describing the Gillespie algorithm for simulating
continuous time finite state Markov processes that for each state x the probability
that the next state arrived at is y is given by r(x, y))/ξ(x) where r(x, y) is the
probabilistic rate of the one step transition x → y and ξ(x) is the exit rate of
the state: ξ(x) =
∑
y(6=x) r(x, y). The expected time spent in state x conditioned
on arrival at some time, also dubbed sojourn time of x, ∆t(x), is exponentially
distributed with mean E[∆t(x)] = ξ−1(x). From this point of view an epidemic
4This eliminates the possibility of using a Bessel function transmission kernels with a degeneracy
at zero.
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path can be reconstructed from the ordered sequence of state-sojurn times, Xˆ:
Xˆ =
(
(x0,∆t(x0))→ (x1,∆t(x1))→ . . .
∣∣∣xn ∈ Σ,∆t(xn) ∈ [0,∞)).
via X(0) = x0 and whenever
∑n−1
k=0 ∆t(xk) ≤ t <
∑n
k=0 ∆t(xk) then X(t) = xn.
The cost incurred by an epidemic realisation X can be calculated by solving the
cost integral (5.3) directly,∫ ∞
0
L(X(s))ds =
∑
k≥0
L(xk)∆t(xk). (5.51)
Conditioned on the state the sojourn times are independent therefore the expected
cost of the epidemic given a policy pi is
Epix
[ ∫ ∞
0
L(X(s))ds
]
= Eˆpix
[∑
k≥0
L(xk)ξ
−1(xk)
]
. (5.52)
Where Eˆ is expectation with respect to the probability distribution of the embed-
ded Markov Chain of spatial epidemic; that is the Markov chain on Σ with initial
distribution P0 and transition probabilities defined by one-step transitions of the
continuous time spatial epidemic.
The discrete time control problem of choosing a policy pi to minimise (5.52)
for the embedded Markov chain of the spatial epidemic is an example of a Markov
decision process (MDP)(Puterman 2005). The value function for this MDP problem
is exactly that for the continuous time control problem and can be solved using the
discrete time analogue of dynamic programming. The Bellman5 equation for the
value function is similar in form to the HJB equation given above and can be found
from Fleming and Soner Chapter 9 (Fleming and Soner 2006) or Bertsekas Chapter
5 (Bertsekas 1987),
V (x) = min
u∈U
{
Lˆ(x, u) +
∑
y(6=x)
pu(x, y)V (y)
}
x ∈ Σ. (5.53)
Where the state and control dependent costs are,
Lˆ(x, u) =
{
L(x, u)/ξ(x, u) ξ(x, u) > 0
0 ξ(x, u) = 0
(5.54)
5It is more common in the MDP literature to neglect the reference to Hamilton and Jacobi.
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and pu(x, y) is the one step probabilities for the embedded Markov chain of the
spatial epidemic process which depend on the control decisions. Note that equation
(5.54) now depends on the control decision through the Lagrangian of the continu-
ous time control problem and through varying the exit rate of the state x.
The solution to the Bellman equation (5.53) is identical state-by-state to the
solution of the HJB equation (5.46). Therefore solving the discrete time problem
will deliver the solution to the continuous time control problem. Fortunately, the
Bellman equation (5.53) is solvable using an iterative method called value iteration.
Writing the right hand side of (5.53) as an operator, F (·), gives the Bellman equa-
tion in compact form, V (x) = F (V )(x) for x ∈ Σ.
I define an iterative sequence of value function approximations
W (n) = F (W (n−1)), n ≥ 0. (5.55)
Fleming and Soner (Fleming and Soner 2006) give that V = F (V ) is the unique
attractive fixed point of this sequence and that the operator F (·) is monotone non-
decreasing in the sup-norm. Choosing an initial guess W (0) = 0 for the value
function gives an increasing sequence of value function approximations converging
to V . In algorithmic form the solution method is:
Value Iteration Algorithm:
1. For the continuous time control problem calculate the transition probabilities
p(·, ·) and state-action costs Lˆ(·, ·) for the equivalent MDP. Define a uniform
error tolerance  > 0.
2. Set the initial value estimate W (0) = 0.
3. Derive next estimate by solving for each x ∈ Σ,
W (n+1)(x) = min
u∈U
{
Lˆ(x, u) +
∑
y(6=x)
pu(x, y)W (n)(y)
}
.
4. If the uniform error ‖W (n+1) −W (n)‖∞ <  then return value function V =
W (n+1). Else return to 3.
5.5.2 Approximate Dynamic Programming
Whilst conceptually simple the value iteration approach to solving the value func-
tion runs foul of the infamous ‘curse of dimensionality’; a general term referring to
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the exponential (or faster) explosion in the number of configurations that must be
considered in order to solve some class of problems, parameterised by a size N , as
the size N →∞. As a concrete example, the value iteration method utilised above
relies directly on the ability to loop over the entire state space. If the state space is
too large to enumerate then looping over states is also clearly unfeasible. For this
case it is customary to turn to Monte Carlo methods which avoid solving the HJB
equation for all states simultaneously in favour of sampling states according to some
random scheme and updating a sequence of approximations.
In this section I will describe a novel algorithm for approximating the value
of states for the spatial epidemic and thereby constructing an approximate optimal
policy based on applying (5.16) to the approximate value function. The algorithm
involves sampling states according to their visitation by stochastic simulations going
forward in time and updating the value approximation using a cost process assessed
retrospectively backwards in time along the path of the forward simulation. The final
ingredient is updating the policy used for the forward simulations in concordance
with each update of the value function. This will effectively be a stochastic form of
value iteration, or an approximate dynamical programming (ADP) method and I call
the algorithm the ADP method for solving the optimal vaccination problem for the
spatial epidemic; unfortunately I have to date been unable to rigourously establish
the convergence properties of the solution method. In the following I establish the
plausibility of the ADP method and subsequently I will give numerical examples
that demonstrate that it is as effective as the exact solution method at least for
sufficiently ‘small’ epidemic models that either method can be applied.
Recursive Cost Estimation
I will first briefly cover an approach to estimating the cost of states for some fixed
policy pi using recursive Monte Carlo simulation. Although in a sense intuitive I
think the exposition clarifies where the ADP method progresses from estimating
fixed policy cost to approximating the optimal value of states. Without the require-
ment to optimise over the space of admissible policies the general expected cost
function for following policy pi up until epidemic cessation is given by,
GupiJ(x, upi(x);pi) + L(x, upi(x)) = 0, x ∈ Σ. (5.56)
If the state space for the process is sufficiently small and the generator is a difference
operator then equation (5.56) is an affine matrix equation that can solved directly
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using linear algebra. This relation between general cost and equation (5.56) has
been noted in the literature of stochastic epidemics (J. V. Ross, House, and Keeling
2010) where it was interpreted as an efficient method of calculating epidemiological
quantities of interest that can be represented as expectations of integrals along the
path of the epidemic X.
However, if equation (5.56) is the object of interest and the state space
is effectively innumerable then the chain of inference can be reversed and J(x;pi)
estimated from stochastic simulations of X. One method for achieving this is to
choose an initial distribution P0 and independently draw a sample sequence of M
initial states {xˆ(m) ∈ Σ}Mm=1. For each of these sampled initial states a sample path
for the process X can be drawn via stochastic simulation,{
Xˆpi,m = (Xˆpi,m(t), 0 ≤ t ≤ T, Xˆpi,m(0) = xˆ(m))
}M
m=1
. (5.57)
The expected cost of originating in each intervention time-state pair visited by the
sample path Xˆpi,m is given by the conditional expectation,
J(Xˆpi,m(t);pi) = E
[
ψ(Xpi(T )) +
∫ T
t
L(Xpi(s), upi(s))ds
∣∣∣Ft], 0 ≤ t ≤ T. (5.58)
This expected cost can estimated using a cost processes evolving backwards in time
from the final cost condition. For each of the M sampled paths of X there is an
associated cost process Yˆ pi,m = (Yˆ pi,m(t), 0 ≤ t ≤ T ) given by,
Yˆ pi,m(t) = ψ(Xˆpi,m(T )) +
∫ T
t
L(Xˆpi,m(s), upi(s))ds, 0 ≤ t ≤ T. (5.59)
For control up until epidemic cessation (T = T ∗) the mth sample cost process
Yˆ pi,m gives an unbiased sample estimate for the cost under policy pi for each state
visited by Xˆpi,m. If one is in particular interested in the cost associated with some
state x ∈ Σ one could choose the initial distribution to be a delta mass at x:
P0 = δx and then each {Yˆ pi,m(0)}Mm=1 is an unbiased sample estimate of the cost
associated with the state x and the policy pi. It is then possible to recursively improve
one’s estimate for J(x;pi) using a stochastic approximation6 method (Robbins and
Monro 1951; Kushner and Yin 2003). I denote the estimate of the cost of state x
after m sample estimates by J¯ (m) and the estimate is recursively updated using the
6Often referred to as a stochastic gradient method e.g. (Powell 2007)
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stochastic approximation rule,
J¯ (m) = J¯ (m−1) − αm(J¯ (m−1) − Yˆ pi,m(0)). (5.60)
Choosing the step-size rule {αm}m≥1 selects different stochastic approximations. It
is perfectly permissible to pick a random step-size rule that changes according the
random estimates being recursively considered although general necessary condi-
tions (c.f. (Kushner and Yin 2003) Chapter 5) for the convergence of the recursive
approximation scheme (5.60) are:
• αm ≥ 0 for m = 1, 2, 3, . . . almost surely.
• ∑m≥0 αm =∞ almost surely.
• ∑m≥0 α2m <∞ almost surely.
For independently and identically distributed unbiased sample estimates it is well
known that the optimal step-size rule, in the sense of providing an unbiased estimate
of the cost with minimal estimate variance, is αm = 1/m for each m, c.f (Powell
2007) Chapter 6. This simple deterministic step-size rule is just a recursive method
for calculating the very familiar empirical mean,
J¯ (M) =
1
M
M∑
m=1
Yˆ pi,m(0). (5.61)
As M →∞ we have J¯ (M) → J(x;pi) in probability as required.
An Approximate Dynamic Programming Algorithm for the Spatial Epi-
demic
The simple methodology described above use above essentially describes the method
I intend to use to estimate the value (not the cost!) of states. The modifications I
use are:
• The value function V will be approximated by a polynomial function on the
space of local epidemic numbers for each state x ∈ Σ: {Si(x), Ii(x)}Mi=1. The
estimates for the coefficients of the polynomial approximation will be updated
for each state visited by the forward simulation sample Xˆ using the sample cost
process Yˆ . The polynomial value approximation after M recursive estimate
updates will be denoted, V¯ (M).
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• No particular policy pi will be followed, rather for the mth recursion the ap-
proximate optimal policy will be p¯i(m) given by following the optimal strategy
given by (5.49) using the current best approximation of the value function
V¯ (m−1). That is for each state visited Xˆpi,m(t) the decision will be given by,
u¯(m−1)(t) ∈ arg min
u∈U
{
κ(u) +
∑
i
uiδSi(t),0(V¯
(m−1)(Xˆpi,m(t) + eVi )
−V¯ (m−1)(Xˆpi,m(t)))
}
. (5.62)
Where the Kronecker delta function enforces that vaccinating in an area with
no susceptibles has no effect.
• I will use a stochastic approximation method to estimate V from the sam-
ple cost process Yˆ p¯i
(m−1),m. However due to the policy potentially altering at
each recursion the sample estimates will not be identically distributed and
a different step-size rule from the standard αm = 1/m rule should be used.
Moreover, the early sample estimates Yˆ p¯i
(m−1),m will be poor sample estimates
for the value function due to using a (probably) very sub-optimal approxi-
mations for the optimal decisions when simulating forwards. The stochastic
approximation method I choose puts much less weight on the early sample
estimates.
From a recursive estimation point of view the value iteration scheme for
solving the optimal control problem introduced above was in the form,
V¯ (m+1)(x) = min
u1∈U
{
L(x, u1) + Eu1,x1step[V¯
(m)]
}
. (5.63)
Where Eu1,x1step[f ] =
∑
y(6=x) p
u1(x, y)f(y) is the next step from state x expectation
for the embedded Markov chain given that the control action u1 is performed. The
next step expectation estimates the future costs for starting in state x using the cur-
rent estimate of the value function V¯ . The stochastic updating rule is very simple,
the last ‘sample’ provides the current estimate. Value iteration demonstrates that
recursively optimising and updating the value estimate for all states converges onto
the true value function.
The ADP algorithm I have developed for the spatial epidemic uses as its sam-
ple estimates of future cost the sample process Yˆ where the forward sample simula-
tions Xˆ have been optimised according the current value approximation. However,
not all states will be visited for updating instead a global polynomial approximation
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to the value function is updated. The idea is that in a limit with sufficiently disperse
states updated using a very large number of recursions and for a sufficiently high
dimensional polynomial approximation the value approximation will be very ‘close’,
in some sense, to the true value function for each epidemic state. Unfortunately, I
have not managed to rigorously establish this for the algorithm I have developed
although for certain related algorithms such as the Longstaff-Schwartz method for
pricing Bermudan options7 in discrete time (Longstaff and Schwartz 2001; Egloff
2005) such a proof is available.
Polynomial approximation for the value function: With aggregated collections
of populations in mind I choose the following polynomial approximation for the value
function of the spatial epidemic,
V (x) ≈
Narea∑
i,j=1
K∑
k=1
L∑
l=1
Cijkl
(Si(x)
Ni
)k
RijIj(x)
(Ij(x)
Nj
)l−1
. (5.64)
Where Rij is the expected number of infectious contacts made by a single population
in area j to any population in area i8. If the respective centroids of areas i, j are
xi, xj ∈ A then we can define,
Rij =
NiK(xi − xj)
γ
. (5.65)
In the sequel I will typically choose K(·) so that Rij ∼ O(1).
The coefficients {Cijkl ∈ R} are the targets for estimation. The motivation
for the approximation choice (5.64) is therefore quite simple; it is an attempt to fit
a multiplier to each currently observed infected population which takes into account
their expected cost and the expected future infectious events due their infectious
status using the transmission parameters and a hierarchy of non-linear dependence
on the current population densities of susceptible and infecteds.
Stochastic Approximation Scheme: For each state visited each polynomial co-
efficient is updated according to a gradient descent stochastic approximation rule.
Writing the estimate of the coefficient set {Cijkl} after m recursions as a vector
7Bermudan options are characterised by the owners right to excise at set of discrete time points.
The optimal control problem is then of a stopping variety, picking the discrete excise time which
maximises expected return.
8Specifically, the expected number of hitting times for the underlying Poisson drivers NIi′j′ for
any population i′ contained in area i during the infectious period of population j′ in area j.
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C¯(m) the estimate update for arriving at the forward sampled state at time t, Xˆ(t)
is,
C¯(m) = C¯(m−1) − αm(V¯ (m−1) − Yˆ (m)(t))∇C V¯ (m−1). (5.66)
Where the value estimate at each recursion is set by the parameters. Equation
(5.66) can be viewed as an iterative scheme for finding the minimiser of the error
measure 12(V − V¯ (C))2, c.f. (Kushner and Yin 2003) Chapter 1.
For the early recursions of the ADP scheme the sample costs used to update
the value estimates are likely to be much larger than the true value of the states
visited by the forward sample simulations due to sub-optimal decisions being made.
These early recursions are important for exploring the space of value function ap-
proximations, but should not be given great statistical weight for estimating the true
value of the states visited. On the other hand later recursions should have approx-
imately equal proportions of sample costs being higher or lower than the current
value estimate, if the scheme is successful and the later value estimates are close to
the true values of the states visited. For statistical convergence it is important to
incorporate the later sample costs into the value estimate. Taking this into account
I chose a stochastic step-size rule known as Kesten’s rule (Kesten 1958). Kesten’s
idea was very simple, the step-size αm should only decrease when the sign of the
(V¯ (m−1) − Yˆ (m)) oscillates over the previous two recursions,
αm =
a
(a+ λ(m) − 1)Nloc
. (5.67)
Where a ≥ 0 is a tuning parameter for the step-size and λ(m) counts the number of
sign oscillations up until the mth recursion,
λ(m) = m, m = 1, 2, (5.68)
λ(m) = λ(m−1) +
1
2
(1− sgn[V¯ (m−1) − Yˆ (m)]sgn[V¯ (m−2) − Yˆ (m−1)]), m > 2.
(5.69)
I have introduced the scaling 1/Nloc to the step-size rule where Nloc = 〈Ni〉 is the
mean number of populations per area. The reason for that scaling was to balance
the gradient term ∇C V¯ (m−1) which is O(Nloc).
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Having given a largely heuristic justification for the approximate dynamic
programming approach I now make explicit the algorithm I have developed to ap-
proximately solve the optimal control problem for the spatial epidemic with vac-
cination up until epidemic cessation. It is much more numerically efficient to use
a time-stepping approximate stochastic simulation procedure, the tau-leap method
described in chapter 4, but it is not necessary.
ADP algorithm for the Stochastic Epidemic:
1. Decide upon underlying optimal control problem for spatial epidemic with
epidemiological parameters and costs. If a time-stepping stochastic simulation
method is used then fix time step δt.
2. Choose maximum power of {Si} (K), maximum power of {Ii} (L) for polyno-
mial fit to value function. Choose Kesten tuning parameter (a). Choose the
number of recursive steps (M) for fitting the value function approximation
(5.64). Choose initial distribution of states for fitting recursions P0. Initialise
the fitting coefficients C(0) = 0, i.e. V¯ (0) = 0.
3. For m = 1, . . . ,M ,
(a) Draw an initial state xˆ
(m)
0 from P0.
(b) Use stochastic simulation method to construct a sample epidemic path
in state, sojourn time and control decision form. At each time step solve
(5.62) to decide upon optimal control given current value function esti-
mate V¯ (m−1),
Xˆ(m) =
(
(xˆ
(m)
0 ,∆tˆ
(m)
0 , uˆ
(m)
0 )→ (xˆ(m)1 ,∆tˆ(m)0 , uˆ(m)1 )→ · · · → (xˆ(m)F ,∞, 0)
)
.
Where xF is the first disease free state located.
(c) Solve for cost process Yˆ (m) backwards along Xˆ(m). Denoting yˆ
(m)
k =
Yˆ (m)(t) for t = inf{s|Xˆ(m)(s) = xˆ(m)k }. Solution is given recursively,
yˆ
(m)
F = 0,
yˆ
(m)
k = L(xˆ
(m)
k , uˆ
(m)
k )∆tˆ
(m)
k + yˆ
(m)
k+1, 0 ≤ k ≤ F.
(d) Update coefficient vector C for each state visited using the stochastic
gradient method with Kesten rule step-sizes,
C¯(m−1) → C¯(m−1) − αm(V¯ (m−1)(xˆ(m)k )− yˆ(m)k )∇C V¯ (m−1)(xˆ(m)k ), 0 ≤ k ≤ F.
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Note that the coefficients are updated F + 1 times for each sample path
Xˆ(m).
(e) Update C¯(m) = C¯(m−1).
4. Return final coefficient vector C¯(M) and hence estimated value function V¯ (M).
5.6 Numerical Examples
In this section I will give a numerical investigation into the optimal vaccination
control of an stochastic epidemic invasion with SIR-type dynamics into a spatial
metapopulation stratified into areas as described in section 5.5. Throughout I will
present results for two vaccination scenarios; a scenario where vaccine deployment
rate cost per unit time is cheap compared to the expected cost of each infected pop-
ulation (10%) but the maximum rate of deployment is low and the alternative where
both the maximum constraint on deployment but also the cost per unit time of de-
ployment are a multiple of five greater. I will demonstrate the theoretical maximum
expected cost savings dues to using an optimally controlled vaccination policy and
give the alteration to the expected dynamics due to optimal control. I will also in-
vestigate some cost issues associated with lacking full information about the current
epidemic state; namely the cost associated with random late discovery of epidemic
invasion and inefficient population targeting of vaccination resources. Since uniform
deployment of vaccination effort is a natural default strategy I will compare this
strategy’s performance versus the optimal, and also how the extra saving due to
optimal control varies as the symmetry of the transmission parameters is broken.
Having considered a model sufficiently small as to be solvable using direct
value iteration I shall turn my attention to the ADP method for approximating
the value function for the spatial epidemic process. I compare the time-varying
expected control processes for both the exactly solved and approximately controlled
stochastic epidemic and demonstrate that the ADP method is close to being a cost
minimiser. I progress to a numerical study on the expected costs associated with
different ADP algorithm parameterisations and finally give an example of using ADP
to approximately optimally target a vaccination campaign against an aggressively
invasive pathogen in the setting of a meta-population aggregated into multiple area
with large area populations.
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5.6.1 A Two Area Numerically Solvable Control Problem
The two area population aggregation model has received attention over the last
decade due to being the simplest model within which it is possible to test hypoth-
esises about the nature of spatial coupling between population groupings (Keeling
and Rohani 2002). There has also been some recent interest in solving optimal
control problems for epidemic spread between two coupled population aggregates
(Rowthorn and et al 2009; Klepac, Laxminarayan, and Grenfell 2011). In both
these examples the disease dynamics were assumed to be deterministic with opti-
mal controls found by either an application of Pontryagin’s principle or numerical
investigation. Here I give the basic model a stochastic formulation and use value
iteration to solve the optimal vaccination delivery problem.
Area 1 Area 2
Transmission at Range
Zero Range
Transmission
Zero Range
Transmission
Figure 5.1: A schematic of the basic control problem. The habitats are dispersed into two
geographically distinct areas with intra-area transmission rate treated as zero range and inter-area
transmission at some lower rate. The optimal control problem is to set the vaccination rate for
the abiding populations in such a manner as to minimised the total cost of the epidemic up until
cessation.
Model Definition, HJB Equation and Possible Optimal Vaccination Rates
I now define a two area model which is sufficiently small that I can numerically solve
the optimal control problem using value iteration. I give the stochastic dynamics,
present the HJB equation and heavily restrict the space of possible optimal strate-
gies which makes the numerical solution more efficient.
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I consider N = 100 populations aggregated into two spatial areas with local
populations N1 = N2 = 50. Transmission parameters are considered to be iden-
tical between each population sharing an area with intra-area transmission given
by the zero-range rate K(0) and inter-area transmission given by K(r) where r is
the Euclidean distance between the two centroids of the areas, figure 5.1 gives a
schematic of the basic set-up. Since there are only two transmission rates due to
symmetry I write K(0) = βin and K(r) = βout. Throughout this work I have left
the mechanistic origins of the transmission kernel deliberately vague since many
different microscopic models of disease transmission pathways such as mixing due
to commuting for Human diseases or air-bourne spore dispersal for certain plant
diseases can lead to effectively the same spatial coupling models, c.f. (Keeling and
Rohani 2002) for a more detailed discussion. In this case I do not want to consider
an amplification effect simply due to area aggregation size and re-scale the trans-
mission from population to population by 1/Nloc where Nloc = 〈Ni〉 is the mean size
of the local aggregation sizes. The removal rate sets the time scale of the process;
that is a single time unit is the expected generation time 1/γ, and I set γ = 1. All
times used in this section are in these units.
As with the models given in chapter 4, I treat the removal rate as due to the
endogenous efforts of embedded local disease management resource at each popu-
lation. The additional vaccination campaign I consider to be an exogenous mobile
resource with flexible scheduling and the ability to react rapidly to real-time in-
formation about disease progression. It operates until all infectious populations
are removed from the meta-population; that is I consider control until epidemic
cessation throughout the following examples. The space of admissible controls is,
U = {(u1, u2) ∈ [0,∞)2 | u1 + u2 ≤ umaxNloc}. (5.70)
Where the maximum vaccination rate is scaled by the mean size of the population
aggregates. With this scaling I can define umax via the expected time required to
completely vaccinate a mean sized area given maximum resource, 〈Tvac〉,
umax =
1
〈Tvac〉 . (5.71)
I model the cost associated with the mobile vaccination resource as growing linearly
with the rate of vaccination deployment. The cost of deploying at unit rate for a
unit interval being a cost constant κ. This specifies the general cost function given
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previously to,
κ(u) = κ
∑
i
ui, κ ∈ [0,∞). (5.72)
As with the plant model in chapter 4 I give the stochastic dynamics of the aggregate
populations at each area with {Si, Ii}Nareai=1 now indicating total numbers of suscepti-
ble and infectious populations in each area. The SDE formulation for the dynamics
with some admissible sensible9 control policy pi is,
dSi(t) = −
[Si(t−)
Nloc
(
βinIi(t
−) + βoutIj(t−)
)
+ upii (t
−)
]
dt+ dMSi(t), (5.73)
dIi(t) =
[Si(t−)
Nloc
(
βinIi(t
−) + βoutIj(t−)
)
− γIi(t−)
]
dt+ dMIi(t). (5.74)
i, j = 1, 2, i 6= j.
Where {MSi ,MIi} are martingale processes that can either be constructed from
Poisson driver representation of the epidemic or defined via the martingale problem
representation of the epidemic. It is worth noting the implicit assumption that
because the infectious status of each population is known in addition to the aggregate
population state that each vaccination campaign is targeted effectively. Therefore,
the rate of removing susceptible populations via vaccination is independent of the
current disease state of the area being targeted, so long as there are any susceptible
populations left in the area. The target cost functional to be minimised is,
J(x;pi) = Ex
[ ∫ T ∗
0
2∑
i=1
(Ii(t) + κu
pi
i (t))dt
]
. (5.75)
In time units where γ = 1 the expected cost per infected is 1 which defines the cost
unit, similarly κ defines the expected cost of the effort required to deploy one vaccine.
I can redefine the elementary event vectors to be length Narea rather than
N ; the HJB equation for the value function V of this two area model is given by
9Recall the criteria for sensible policies included not vaccinating any non-susceptible population.
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(5.46) which specialises to,
2∑
i=1
[ Si
Nloc
(βinIi + βoutIj)(V (x+ e
I
i )− V (x)) + γIi(V (x+ eRi )− V (x))
]
+
2∑
i=1
Ii + min
u∈U
{ 2∑
i=1
ui(κ+ δSi,0(V (x+ e
V
i )− V (x))
}
= 0, (5.76)
i 6= j, x ∈ Σ.
Where the Kronecker delta function enforces that areas with no susceptible pop-
ulations receive no benefit from vaccination effort. Theorem 5.3.2 gives that the
optimal policy pi∗ is for each state X∗(t) visited by the stochastic epidemic is to
choose the vaccination rate given by,
u∗(t) ∈ arg min
u∈U
{ 2∑
i=1
ui
(
κ+ δSi,0(V (X
∗(t) + eVi )− V (X∗(t)))
)}
. (5.77)
Equation (5.77) immediately restricts the possible optimal actions for each state
arrived at by X∗ to three options. The optimal choice from these three options
depending on the value of X∗(t) and the cost per unit rate of vaccine deployment
κ > 0.
Possible Optimal Vaccination Rates: There are three scenarios:
1. If
κ > δS1,0(V (X
∗(t))− V (X∗(t) + eV1 ))
AND
κ > δS2,0(V (X
∗(t))− V (X∗(t) + eV2 )).
The vaccination cost out-weighs the vaccination benefit for both areas for state
X∗(t). It is optimal not to vaccinate after the epidemic enters X∗(t).
2. If 1. is not true AND
δS1,0(V (X
∗(t))− V (X∗(t) + eV1 )) > δS2,0(V (X∗(t))− V (X∗(t) + eV2 )).
It is cost effective to vaccinate in at least one area and the area delivering
most benefit per vaccination is area 1. It is optimal to vaccinate area 1 with
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maximum effort; after epidemic enters X∗(t) the optimal vaccination rate is
u∗(t) = (umaxNloc, 0).
3. If 1. is not true AND
δS2,0(V (X
∗(t))− V (X∗(t) + eV2 )) > δS1,0(V (X∗(t))− V (X∗(t) + eV1 )).
It is cost effective to vaccinate in at least one area and the area delivering
most benefit per vaccination is area 2. It is optimal to vaccinate area 2 with
maximum effort; after epidemic enters X∗(t) the optimal vaccination rate is
u∗(t) = (0, umaxNloc).
Optimal Trajectories for the Two Area Model
The expected costs for the two area epidemic model without vaccination, J(·) can
be found either by using a matrix solution or by using value iteration with no min-
imisation step. As one would expect J(·) is an increasing function in the number of
infecteds and susceptibles. This allowed me to calculate the benefit of an optimally
targeted vaccination campaign compared to no intervention for each state x ∈ Σ
via J(x)−V (x). The value function V (·) was calculated using value iteration. This
took a couple of minutes per solution due to the reduction to three of the number of
possibly optimal actions to consider at each iteration, even with the error tolerance
set to numerically zero.
The relative cost saving of optimal control does not vary monotonically in
the local disease state indicators. As a concrete example, for transmission parame-
ters βin = 1.4 and βout = 0.1 with a relatively expensive vaccine κ = 0.5 that can
be deployed sufficiently quickly that a complete area can be vaccinated in 4 time
units (umax = 0.25), the peak benefit due to optimal vaccination control occurred
when the initial disease state was 7 infectious populations isolated in one area. This
maximum benefit was found to be 9.726 cost units (figure 5.2). Less infecteds meant
that the chance of early stochastic fade-out, which is likely to be only weakly effected
by the vaccination campaign, was higher and hence the benefit of vaccination less
meaningful. On the other hand for greater numbers of infecteds the number of re-
maining susceptible populations is lower and the recruitment rate of new infecteds is
higher ergo the vaccination effort is less effective (figure 5.2). This emphasises that
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vaccination as a mechanism for controlling an invasive pathogen is best deployed as
early as possible in an epidemic.
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Figure 5.2: Expected costs for an uncontrolled epidemic and benefit analysis of a vaccination
campaign. Left: Expected cost of epidemic for uncontrolled case for initial numbers of infected
populations (I1, I2). There were no initially removed populations. Epidemiological parameters
were βin = 1.4 and βout = 0.1, γ = 1. Right: Cost saved by a vaccination campaign with unit
cost of vaccine deployment κ = 0.5 and maximum deployment rate umax = 0.25. Maximum benefit
was accrued when I1 = 7, I2 = 0 and vice versa. The maximal benefit 9.726 cost units (equivalent
to avoiding infection for an average of 9.726 populations). The surface plot is rotated for easier
viewing of the peaks.
I also considered a cheaper vaccine (κ = 0.1) but where the maximum de-
ployment rate was correspondingly less (umax = 0.05). The optimally controlled
dynamics for both the slow and faster vaccination controls were characterised by
spending some time focusing on the area containing the initially infected popula-
tions and thereby reducing the initial growth of the epidemic before then spending
considerable time targeting the other area, which contained a great number of ini-
tially susceptible populations. Although due to the stochasticity of the process there
were occasional switch backs in reaction to infection events (figure 5.3, top row).
Intriguingly, the control pressure was exerted to increase the similarity between the
infection curves rather than other plausible strategies such as increasing protection
for areas with a lower infectious burden as a prophylactic measure. This can be
seen in figure 5.3 for an epidemic scenario with greater mixing between the areas
(βin = 1.5, βout = 0.5) seeded by 5 initial infecteds in area 1. For insight into
the switching focus of the optimal vaccine control I calculated the time-varying em-
pirical probabilities of each of the three possible optimal actions: no vaccination,
vaccinate area 1 or vaccinate area 2. The idea is to investigate the trend of the
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Figure 5.3: Two samples of an optimally controlled epidemic. Epidemiological parameters were
βin = 1.5, βout = 0.5, γ = 1. The epidemic seed was chosen to be 5 initially infected in area 1.
Colour coding is green for area 1, red for area 2. Solid lines give susceptible numbers, dashed line
give infected numbers. Background shading indicates that the optimal vaccination policy was to
deploy at maximum rate at the area of indicated colour. No background shading indicates that
it was optimal not to deploy vaccine. Top Left: Cheap vaccine deployment (κ = 0.1) but where
the maximum deployment rate is slow (umax = 0.05). The sample cost was 57.2847 cost units
compared to an expected cost of 62.5937. Top Right: Expensive vaccine deployment (κ = 0.5) but
a significantly faster maximum deployment rate (umax = 0.25). The sample cost was 52.4261 cost
units, compared to an expected cost of 54.374. Bottom Row: The optimally controlled expected
dynamics. Blue lines give the uncontrolled expected dynamics as comparison. For both the slow
and fast vaccination scenarios optimal control leads to greater similarity between the expected
numbers of infecteds at each time than for the controlled dynamics.
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optimal vaccination effort. For both the slow and fast vaccination campaigns the
optimal vaccination allocation is more likely to be targeting the area with the initial
infectious populations (area 1) for approximately the first generation time (1 time
unit) but be substantially more likely to be targeting the area with the greatest
number of initial susceptibles by second generation time. For the faster but more
costly vaccination campaign further intervention becomes likely to be cost ineffec-
tive shortly after this. The cheaper vaccination campaign remains cost effective for
a longer period, and the likelihood of returning to re-target area 1 increases in order
to traduce the epidemic in its original outbreak area. This was due to either the
initial vaccination effort at area 1 being insufficient to preclude an ongoing epidemic
in area 1 or rescue effects of reintroduction from area 2 (figure 5.7).
Comparison to Uniform Vaccination and Transmission Symmetry Break-
ing
Encoding the transmission rates into a transmission kernel that only depends on dis-
tance enforces symmetric transmission between populations abiding in a spatially
fragmented meta-population. In this section I break this symmetry for the only time
in this thesis and investigate the interplay between breaking transmission symmetry,
the location of the initially infected population and the performance of an optimal
vaccination policy versus a uniformly distributed vaccination effort.
The transmission rates between areas one and two are now allowed to be
given by an arbitrary matrix of positive real values,
β =
1
Nloc
(
β11 β12
β21 β22
)
. (5.78)
Where βij sets the transmission rate from a population in area j to area i. For each
of choice of transmission parameters the optimal vaccination strategy can be solved
using dynamic programming. On the other hand, one could define a simple uni-
form vaccination policy piu where the maximal vaccination effort is divided evenly
between both areas until epidemic cessation. The optimal vaccination strategy has
two benefits compared to the uniform strategy; that the vaccine is deployed to the
area faster where it gives optimal cost benefit and that the optimal strategy can
assess when it has become cost ineffective to vaccinate further.
For the symmetric case with βin = 1.4 and βout = 0.1 I compared the
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value of the initial epidemic state x0 of having one initial infected population to
a Monte Carlo estimate of the expected cost of using the uniform vaccination strat-
egy, J(x0;piu). For slow, cheap vaccination this saving was a modest 0.922 cost units
(±0.0696 3σ confidence intervals) but for faster more expensive vaccination the ben-
efits of optimality were much greater, the saving was 7.3727 cost units (±0.0870 3σ
confidence intervals). I broke from this symmetric transmission scenario by varying
β22 and β12 in such a manner that β22 + β12 = 1.5 was fixed. The transmission
parameters for area were also left fixed β11 = 1.4 and β21 = 0.1. In this manner
the expected number of infectious contacts made by a population in area 2 was left
constant while the distribution of where those contacts were made was varied.
Estimating cost saving compared to uniform vaccination I found that if the
index population was in area 1 the relative saving due to optimality was increasing
with more asymmetric transmission. For the index population being in area 2 the
relative saving decreased as transmission 2 → 1 became more rapid, attained a
minimum and was increasing in the parameter region where area 2 was unable to
sustain an epidemic locally (figure 5.4). I interpret this as being a consequence of
the populations in area 1 being fundamentally more at risk than those of area 2
due to the unfavourable asymmetry β11 + β12 > β21 + β22. Therefore if the initial
infected population is in area 1 there is a combination of the missed opportunity
cost of not targeting the area with the initial infecteds maximally, which as we have
seen is the common optimal strategy, and the unfavourable asymmetry. If the initial
infected population is in area 2 then these factors balance to an extent. Whilst area
2 is able to sustain an epidemic strongly locally (the threshold being β22 > 1) there
is missed opportunity cost for not maximally targeting area 2 early in the epidemic,
this missed opportunity cost becomes less significant as infectious spread within area
2 lessens. If area 2 can’t sustain an epidemic locally then the missed opportunity
is to target area 1 maximally despite the initial infected population originating in
area 1.
5.6.2 Pricing the Lack of Information for the Two Area Model
Throughout this chapter I have assumed that the controller has had complete in-
formation with which to enact optimal vaccination controls. I now relax this as-
sumption with two small case studies. In both cases the goal is to calculate the
difference between the value of states with and without complete information. I
call this difference a ‘price’ because it defines the fair amount the optimally act-
ing controller would pay (in the currency units defined by the expected cost of one
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Figure 5.4: A cost comparison between optimally controlled epidemics and a uniform vaccination
policy for symmetric and asymmetric transmission with one initially infected population. The spa-
tially symmetric epidemiological parameters were βin = 1.4, βout = 0.1, γ = 1. Symmetry breaking
was introduced by varying the area 2 to area 1 transmission parameter β12. β12 +β22 was kept fixed.
The expected epidemic cost with uniform vaccination (estimated using 5000 MC replicates with 3σ
error bars) was compared to the exact optimal cost. For the symmetric case optimal control: slow,
cheap vaccination lead to a saving of 0.922± 0.0696; rapid but costly vaccination lead to a greater
saving of 7.3727± 0.0870. For broken symmetry: relative saving depended significantly on location
of the index population.
infectious population) for that extra information.
Erroneous Vaccination Effort due to Missing Population Information
This study considers when the vaccinating agency can successfully estimate the
aggregate level of susceptible and infectious populations in each area but is unable to
assess the exact disease status of each population. Therefore selecting a population
in a target area can potentially lead to wasting vaccination resource on an infectious
or removed population. I model the risk of mis-directing vaccination resource by
the controller selecting target habitats within that the targeted area at random.
Therefore the stochastic rate of vaccination at area i is transformed,
ui(t)→ Si
Ni
ui(t). (5.79)
Since there is a (1−Si/Ni) probability of the current deployment of vaccination ef-
fort delivering an effective zero rate of removals due to mis-targeting of vaccination
resource. This model of ineffective vaccination is appropriate for migrating commu-
nities of wild animals where populations found at identified habitats can be targeted
for vaccination coverage and there are estimates of disease burden over wider geo-
graphic areas, but it remains uncertain if individual population groups have been
vaccinated due in ineffective tagging within the area. In this model the areas play
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the dual role of population aggregations and as defining the resolution at which the
controller has good statistics.
The optimal control problem with possibly mis-directed vaccination resource
can be solved using dynamic programming by applying the transformation (5.79) to
the HJB equation (5.76). The three possible optimal vaccination rates remain the
same but within the inequalities governing the decisionw considered above we have,
δSi,0 →
Si
Ni
, i = 1, 2. (5.80)
The new optimal strategies therefore place more emphasis on targeting areas with
greater numbers of susceptibles in order to reduce the chance of ineffective vacci-
nation effort, whereas with complete information susceptible populations within an
area with considerable infectious burden could be rescued by accurate and speedy
vaccination.
This change in emphasis can be seen by considering the optimal policy pi∗ as
a decision function mapping to the space of the three possible optimal vaccination
rates. As an example I consider the subspace of the domain of pi∗ corresponding to
all epidemic states where there are no removed populations. This can be represented
as a two dimensional decision matrix; for vaccination without detailed population
information both the region where it was optimal to not vaccinate and the region
where it was optimal to target the area with greater numbers of susceptibles were
greatly enlarged compared to the complete information decision matrix (figure 5.5).
This was representative of the decision matrices for other two-dimensional subspaces
(not shown). For both the slower, cheaper and the faster, more expensive vaccina-
tion campaigns the relative cost between the value of each state under complete
information optimal control and optimal control with less information was calcu-
lated by comparison of the solutions to their respective HJB equations, I call this
the ‘price’ of the missing information for each epidemic state.
In contrast to the price of controlling optimally compared to not controlling
(figure 5.2) the peak price for lack of information occurred when the initial infect-
eds were equally distributed between the two areas; the maximal price for lack of
information with a slow, cheap vaccination being 2.5458 cost units with the initial
epidemic state being I1 = I2 = 6 and there being no removed populations. For a
fast, expensive vaccination campaign the maximal price was 4.0867 at I1 = I2 = 7
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(figure 5.5).
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Figure 5.5: A comparison between targeted and untargeted vaccination, where there is the risk
that the deployed effort is wasted on a population already removed from the epidemic. Epidemi-
ological parameters were βin = 1.5, βout = 0.5, γ = 1. Top: The decision diagram for the initial
(R1 = R2 = 0) persistent control decision with slow, cheap vaccination. When susceptible pop-
ulations can be identified it is optimal to target the area with greatest infectious burden for a
large part of the decision space. Controller inability to target susceptible populations enlarges the
region where concentrating on the area with more susceptibles is optimal as well as the decision
region where it is optimal to not vaccinate. Bottom: The extra cost incurred by inability to target
populations. For slow, cheap vaccination the maximum extra cost is 2.5458 at I1 = I2 = 6. For
fast, more expensive vaccination the maximum extra cost is 4.0867 at I1 = I2 = 7.
Delayed Starting of Vaccination Campaign
The second study into lack of information considers delayed initialisation of vacci-
nation effort; the vaccination begins after the first infectious population is detected
by the controlling agency which starts the epidemic is a ‘passive’ stance. After first
detection the agency switches to an ‘active’ stance and initiates optimal vaccina-
tion. In ‘active’ stance the agency is presumed to have complete knowledge of the
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Figure 5.6: The epidemic is uncontrolled until the first infectious individual is detected. After first
detection the epidemic is controlled using an optimal targeted vaccination policy. The additional
cost of detection is the difference between the expected cost (estimated using 105 MC replicates
- error bars were negligible) and the optimal expected cost without detection. Epidemiological
parameters were βin = 1.5, βout = 0.5, γ = 1. There were 5 initially infectious populations. For
both vaccination scenarios the additional cost decreases most rapidly over D ∈ [0, 0.25]. For fast
but costly vaccination the additional cost is always greater.
epidemic state.
I model the change from ‘passive’ to ‘active’ for the controlling agency as
a random boolean switch with the switching time being the first hitting time of a
time, TD, of an inhomogeneous Poisson process with intensity,
D
(∑
i
Ii(t)
)
. (5.81)
Where D is the detection rate for each infectious population. Given that an initial
epidemic state x0 I define the ‘price’ for not having immediate information about
epidemic invasion as,
E0x0
[ ∫ TD
0
∑
i
Ii(t)dt+ V (X(TD))
]
− V (x0). (5.82)
Where E0x0 is the expectation for the epidemic conditioned on X(0) = x0 and with
no intervention. The price can be readily solved by solving the HJB equation and
using Monte Carlo simulation to sample TD and
∫ TD
0
∑
i Ii(t)dt. The price depends
strongly on the detection rate D. For the case where the transmission parameters
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were βin = 1.5 and βout = 0.5 with initially 5 infectious populations the price
associated with each detection rate decayed on the interval D ∈ [0, 0.25] and by D =
2 was small for both slow, cheap vaccination (0.43 cost units) and fast, expensive
vaccination (0.8431 cost units). The price for not detecting immediately was always
greater for the faster more expensive vaccination campaign compared to slower,
cheaper vaccination (figure 5.6).
5.6.3 Approximately Controlled Epidemics
In this section I use the approximate dynamic programming method presented in
section 5.5.2 to investigate approximate optimal control for epidemic systems with
sufficiently many possible disease configurations as to preclude the use of the numer-
ically exact value iteration method. Since the ADP method I use remains heuristic
only in its justification I start by demonstrating that it can perform virtually as well
as the exactly optimally controlled vaccination allocation at reducing epidemic cost.
I will follow this by investigating the performance of the ADP algorithm for a more
populous two area epidemic model under variation of parametrisation. Finally, I will
give an example of the ADP method applied to a much more populous multi-area
spatial epidemic as a motivating example for future work.
ADP Results for the Small Two Area Epidemic
I implemented the ADP algorithm for the small sized two area population model
introduced above (N1 = N2 = 50) using symmetric transmission parameters βin =
1.5, βout = 0.5. For the polynomial approximation to the value function I set the
maximum power of (Si/Ni) to be considered as 10 and the maximum power of (Ii/Ni)
to be 2. Since there are two areas being considered this meant that the number
of parameters used to fit the value function |{Cijkl}| = 80; this is a significant
dimensionality reduction from |Σ| = 1, 758, 276 for the state space of the two area
model with N1 = N2 = 50. The Kesten tuning parameter was set to be a = 3.
200 learning recursions (M = 200) were used for fitting the value approximation
V¯ . The forward simulations for the learning recursions were initialised randomly
with Ii(0) = 0, 1, . . . , 5 chosen uniformly and Si(0) = 15, . . . , 45 chosen uniformly
for i = 1, 2. The full learning sweep took approximately 5 minutes of computation
time.
I investigated the performance of the ADP method via 104 Monte Carlo
replicate simulations using (5.62) at each state visited to approximately optimise
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Figure 5.7: The time-varying probability of the control decision of the exact control dynamics
for the two area epidemic compared to the time-varying probability of the control decision for the
ADP approximated controls. The epidemiological parameters were βin = 1.5, βout = 0.5, γ = 1,
N1 = N2 = 50. The epidemic seed was 5 initially infected populations in area 1. For faster,
more expensive vaccination (κ = 0.5, umax = 0.25) the ADP algorithm (dashed lines) recovers the
expected control dynamics of the exact solution (solid lines). For slow, cheap vaccination (κ = 0.1,
umax = 0.05) the ADP expected control dynamics favoured switching from focus on area 1 to area
2 faster than the expected control dynamic of the exact solution but was still close to cost optimal.
the vaccination effort. The results were very good; for the slow, cheap vaccination
(κ = 0.1, umax = 0.05) scenario the expected cost of an epidemic initiated by 5
infected populations in area 1 was 62.64 (±0.5499 3σ confidence interval) compared
to the exact value 62.5937. For the faster deploying but more costly vaccination
scenario (κ = 0.5, umax = 0.25) the expected cost was 54.48 (±0.627) compared
to the exact value 54.374. In both cases the empirically calculated expected cost
was within confidence interval of the exactly calculated value. I also calculated the
time-varying probability of each control decision from the empirical probability of
the controller performing one of the three possible optimal vaccination actions at
each time, for simplicity this was done using a tau-leap stochastic simulation method
with time step δt = 0.01. The idea was to get a better sense of the ‘likely’ progres-
sion of optimal control decisions.
For faster, more expensive vaccination the expected control dynamics derived
using the approximate value function V¯ very closely resembled its exactly controlled
counterpart. For slower, cheaper vaccination the ADP expected control dynamics
favoured switching from focus on area 1 to area 2 significantly faster than the ex-
pected exact control dynamics, but also favoured returning to area 1 in the latter
stages of the epidemic more than its exact counterpart (figure 5.7). For expensive
but potentially very effective vaccination it is likely that there are only a tight band
of near optimal strategies that deliver significant cost savings compared to (say)
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uniform vaccination; for slower cheaper vaccination there is probably a much wider
space of strategies that deliver near optimal cost savings.
ADP for Larger Spatial Epidemics
I start by investigating the performance of the ADP algorithm under variation of the
fitting parameters for the two area model but with much larger population numbers
N1 = N2 = 1000. I chose the transmission parameters βin = 1.5 and βout = 0.5 and
an intermediate vaccination campaign (κ = 0.25, umax = 0.15). Since this is far
too large a system to use value iteration upon I am unable to compare the result-
ing expected approximately controlled epidemic costs to the true values. Instead,
I chose a baseline set of fitting parameters to be varied from: maximum power of
(Si/Ni) fitted K = 10, maximum power of (Ii/Ni) fitted L = 2, initial susceptible
number for forward simulation Si(0) = sminNi, . . . , 0.9Ni chosen uniformly random
where the baseline density was smin = 0.3, initial infecteds number for forward sim-
ulation Ii(0) = 0, . . . , 5 chosen uniformly random, a = 3 and 500 forward simulation
learning recursions M = 500. Different parameter choices were compared by using
Monte Carlo estimates using the resultant value approximation V¯ to construct ap-
proximately optimal vaccination controls. The expected cost for the base line fitting
parameters was calculated from 1000 MC replicates for an epidemic initiated by 5
infectious populations at area 1 was 649.4 ± 17.5. By comparison the uncontrolled
epidemic cost was 1544.0 ± 27.9 and the uniformly vaccinated epidemic cost was
776.9± 20.8. Both the learning simulations and the MC estimates were performed
using the tau-leap stochastic simulation algorithm with time step δt = 0.01.
Increasing the number of learning recursions (M) improved the ADP per-
formance with plateauing improvement after approximately M ≈ 100. This was a
surprisingly small numbers of recursions for plateaued performance, although one
should recall that the global value polynomial approximation was updated for each
state visited by the forward simulation learning sweeps. The other most sensitive
fitting parameter was the maximum power of (Si/Ni) for i = 1, 2 (K). Expected
epidemic cost reduced strongly with increasing K up to K = 10 and then mildly
increased. This is probably a sign that the number of parameters and the numbers
of learning rules should not be varied independently since more parameters typically
require larger data sets for good fitting, c.f. (Bender and Steiner 2012) for a discus-
sion of this with respect to least-squares regression with MC simulation. There was
also a noticeable effect from varying the initial distribution of states for the forward
learning simulations. If smin > 0.6 then the expect cost was significantly higher than
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for the baseline fitting parameters. I interpret this as the ADP algorithm requiring
a selection of states where the number of susceptibles is too low for the epidemic
to take off in order to learn that having a low numbers of susceptibles is a strong
indicator of a low value state. Variation of the maximum power of (Ii/Ni) for fitting
(L) seemed to have no significant effect of the expected cost. See figure 5.8 for plots
of the above. Variation of the Kesten tuning parameter a seemed to have little effect
(not shown).
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Figure 5.8: Variation of the ADP value function fitting parameters. For the two area epidemic
model with N1 = N2 = 1000 with epidemiological parameters βin = 1.5, βout = 0.5, γ = 1.
The vaccination campaign was an intermediate between the slow and fast vaccinations considered
before (κ = 0.25, umax = 0.15). The base-line fitting parameters varied from were maximum
power of (Si/Ni) fitted K = 10, maximum power of (Ii/Ni) fitted L = 2, initial susceptible
number for forward simulation Si(0) = 0.3Ni, . . . , 0.9Ni chosen uniformly random, initial infecteds
number for forward simulation Ii(0) = 0, . . . , 5 chosen uniformly random, a = 3 and 500 forward
simulation learning recursions M = 500. Expected epidemic costs are for 5 initial infecteds at area
1 controlled using value approximation V¯ estimated with 3σ confidence intervals from 1000 Monte
Carlo replicates. Top Left: Varying M . The expected cost reduces rapidly to a plateau after 100
learning recursions. Top Right: Varying the minimum range in density of the randomly selected
initial susceptible number for each area. A minimum density range of 0.3-0.5 seems to produce
the best results. Bottom Left: Varying K. The expected cost reduces strongly as the maximum
power of Si considered for fitting increases to 10 and mildly increases. Bottom Right: Varying L
for K = 2 and K = 10. The effect of varying the maximum power of Ii seems to be negligible.
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Figure 5.9: An example of ADP-based control for a large epidemic. The populations were
distributed into 12 areas, each containing 10, 000 populations. Transmission was governed by a
Gaussian shaped kernel with K0 = 10 and L = 1. The initial epidemic seed was 5 infected
populations in area 0. Top: The expected control dynamics were given by 5000 MC replicates
using the optimal vaccination strategy for the ADP approximate value function V¯ . The curves
each represent the time-varying probability of each area being targeted for vaccination. They are
colour coded red to blue according to the timing of the first strong likelihood of being targeted.
Targeting arrived in five distinct groupings. Bottom: The control target groups represented in
space. Black arrows indicate the sequence of likely targeting. First areas 0 and 1 were targeted
(red dashed circle), then areas 7 and 6 with a smaller likelihood of targeting area 2 (yellow dashed
circle), then area 9 with a smaller likelihood of targeting areas 5 and 8 (blue dashed circle). These
represent the initially infected area, its near neighbour, and the two areas of spatial clustering.
Subsequently, the ADP-based vaccination schedule targeted either areas 1,3, or 11 before finally
switching to area 2 or 10. Area 4, which is spatially isolated, was never deemed cost effective to
target.
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The plateauing of the expected cost under variation of fitting parametrisation
indicates that the ADP algorithm has reached its optimal value, which one hopes is
close to the true optimal value given by the solution to the HJB equation. To finish
the numerical investigations I consider optimally controlling a much large meta-
population of Narea = 12 areas each with a local population Ni = 10, 000 labelled
i = 0, . . . , 11. Each area’s centroid was distributed randomly in A = [0, 4]2 (figure
5.9) and the meta-population is invaded by a strongly invasive pathogen. The trans-
mission kernel is a scaled by the transmission length scale L and is Gaussian shaped,
exactly as considered for the plant epidemic in chapter 4. The transmission kernel
parameters were K0 = 10 and L = 1. The vaccination parameters were κ = 0.5 and
umax = 0.25. For estimating the value function I used the baseline fitting param-
eters considered above except with M = 5000 learning sweeps to reflect the larger
system size. The epidemic was seeded in area 0 with 5 initially infected populations.
The expected control dynamics estimated from 5000 MC replicates using the
ADP approximate value function follow a distinct pattern. First the initial area
and the nearest neighbouring area were targeted, then sequentially the groupings of
areas further from the initial epidemic seed followed by a ‘mopping up’ operation of
the more spatial isolated area. One area (area 4) is not targeted at any point (figure
5.9). For this highly invasive pathogen the expected uncontrolled cost was very near
maximal 117, 288 ± 173.2 and the cost with uniform vaccination up until cessation
was even worse 122, 521 ± 222.3, this counter-intuitive result was due to the large
expense of ineffectively vaccinating the tail of the epidemic. The approximately
optimally controlled epidemic cost was 115, 220± 179.4, but by contrast a uniform
vaccination policy that operated until the population reached the herd immunity
level of Si ≤ 0.1Ni and then ceased, thereby avoiding ineffective tail costs, delivered
nearly the same expected cost, 115, 765 ± 209.2. The ADP controlled dynamics
presented here are probably not optimal, however I give them to show that approx-
imate dynamic programming is on the cusp of informing optimal control problems
for realistic sized systems.
5.7 Discussion
In this chapter I have presented a novel application for classical dynamical program-
ming, the vaccination control problem for two spatially stratified population aggre-
gates undergoing a Markovian stochastic epidemic. Vaccination control is highly
non-standard since the controller can only influence the dynamics of the costly part
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of the system (the infected populations) through the second order effect of depleting
susceptibles. Since it is not common for the mobile resources assumed to exist in
this work to be available in the real-world, nor complete information about the in-
vading epidemic, my treatment has focused on quantifying the cost associated with
not having complete information or using a non-optimal but simple strategy such as
uniform vaccination. By understanding these missed opportunity costs it is possible
to assess whether it is cost effective to expend capital on mobile resources and more
aggressive information gathering.
In this chapter only vaccination has been considered as an intervention
methodology, there are other interesting possibilities such as targeted treatment
with contact tracing, c.f. (Eames and Keeling 2003), where the treated individuals
‘transmit’ their treatment to infected individuals thereby modelling the admission
of their infectious contacts into the treatment program. Interesting optimal control
problems here include solving for a cost optimal contact tracing rate and optimally
deciding upon when to switch between a contact tracing based intervention against
a novel pathogen to a mass vaccination effort. Another interesting direction would
be to reformulate the timing of school closures during an emerging epidemic as an
optimal stopping problem so as to optimally minimise excess demand on spatially
local intensive care units, as has been considered by House et al, (House et al. 2011).
The applicability of numerically exact dynamic programming to such ques-
tions will probably remain confined to ‘toy’ sized models due to the prohibitively
large state space of realistic epidemic models. Therefore I have also presented a
novel algorithm for approximately solving dynamic programming problems based
on fitting a polynomial form to the value function of the spatial epidemic using
a stochastic gradient method. At least for the two area epidemic model this was
successful and the extension to larger epidemic systems has been shown to be com-
putationally feasible.
The major problem with the application of the ADP algorithm is its heuristic
nature; there is no solid guarantee of optimality. Future analytic directions include
making closer connection to the theory of Forward-Backwards SDEs which, from
the ADP perspective, represent the coupled processes of a forward epidemic process
and a backwards remaining cost process. At least in some cases there exist rigorous
error criteria for such processes (Bender and Steiner 2010). Another possibility is to
investigate more closely the stochastic Pontryagin principle given for a wide class of
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stochastic control problems (including those driven by Poisson processes) given by
Øksendal and Sulem (Øksendal and Sulem 2005) chapter 3. This gives a necessary
condition for the SDE form of the change in value given an arriving event along an
optimally controlled trajectory; an interesting next step would be to see if it was
feasible to numerically check this rather abstract necessary condition for optimality.
Missing from my treatment of optimal vaccination problems has been the
Levins-type spatial meta-population model, which has been the focus of the pre-
vious chapters. The value approximation form used for my ADP algorithm is not
suitable for this scenario since it is written in terms of area disease state densities
and therefore is inappropriate for single spatially isolated populations. One direc-
tion for tackling this problem is to approximate the control problem by aggregating
local population into artificial area groupings. The value function would be solved
for the aggregated model, but the controls would be applied to the true model. It
is unclear how effective this would be. Another possibility would be to use the vac-
cination ring method of Tildesley et al (Tildesley et al. 2006) which was applied to
finding the optimal size of ring around each confirmed FMD infectious farm within
which to target vaccination. A one step extension could be to solve the optimal
vaccination scheduling of the farms within each ring.
Certainly the possibility of tackling optimal decision problems much larger
than previously considered in the literature of theoretical epidemiology is intriguing,
albeit fraught with difficulty. I look forward to investigating these possibilities more
throughly in the future.
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Chapter 6
Conclusion and Outlook
In this thesis I have investigated a widely used class of spatial and stochastic epi-
demic model. My treatment has focused on theoretical aspects, increasing simula-
tion efficiency and giving a control theoretic interpretation to vaccination scheduling
amongst the disjoint populations of the model. I have used rigorous mathematical
methods wherever I was capable of doing so; in some sections of the thesis the results
I construct are based on heuristic arguments in mathematical form supported by
simulation-based evidence.
My theoretical approach was based on appreciating the role that dynamical
features well-known in the literature of stochastic calculus have on the expected
stochastic dynamics of the spatial epidemic, constructing ordinary differential mod-
els to approximate these expected dynamics and bounding their contribution. In
particular the role of quadratic covariation between disease state indicators was em-
phasised in chapters 2 and 3; where it was found to play the dual role of enforcing
the discreteness of the epidemic dynamics and introducing covariation between the
stochastic dynamics of disease states for separate populations. In fact, the stochastic
differential approach taken in these chapters made it possible to write down exact
dynamics for the spatial covariances between populations, which in turn drove the
variation between expected dynamics of the stochastic epidemic model from related
deterministic models. So long as the transmission kernel was chosen so that its total
volume on the space was fixed this variation could be bounded in terms of powers
of the inverse characteristic length of transmission.
Since the exact covariance dynamics for each order were found to depend on
higher order covariance I was led to consider the classic moment and covariance hi-
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erarchy approach to approximating the expected dynamics of the spatial epidemic.
Here I gave a novel set of moment equations for the spatial SIR epidemic based
on constructing the approximation ODES directly from the underlying stochastic
differential processes of infection and recovery. I also introduced a closure based on
truncating the spatial quadruple covariances. Ultimately, this was comparatively
unsuccessful since this third order approximation was generally out-performed by a
power-2-type closure already known to the literature, although I was able to give the
power-2 closure a novel interpretation as a closure choice ‘likely’ to be a good approx-
imation of the dynamics of spatial triple covariance. The successful power-2-type
closure allowed me to follow Bolker in revealing the spatial clustering and disaggre-
gation mechanisms underlying the spatial epidemic dynamics and their effect on the
expected disease progression, as well as identifying an alarming amplification effect
due to the combination of heavy-tailed transmission and spatially clustered habitats.
In chapter 4 I was able to present a novel algorithm for accelerating the
Monte Carlo simulation of the spatial epidemic model where the computational ef-
fort required scaled asymptotically as N lnN compared to N2 for more traditional
simulation methods. Since the method was based on the spectral decomposition of
the spatially varying instantaneous risk of infection I called this the Fast Spectral
Rate Recalculation (FSR) algorithm. Its novelty lay in exploiting the efficiency of
the fast Fourier transform in order to efficiently incorporate the change in stochastic
rates of the process upon the arrival of new random events. Its asymptotic speed
savings and accuracy were demonstrated using extensive Monte Carlo simulation
with matched latent variables (Cook et al. 2008), in support of a rigorous analysis
of the sources of error for the approximation. Additionally, for Gaussian shaped
kernels greater accuracy could be obtained by a kernel correction technique. The
performance of the algorithm was demonstrated for both the Levins-type metapop-
ulation model and a metapopulation model with explicit within habitat population
dynamics.
In chapter 5 I applied the framework of dynamic programming to solving
an optimal vaccination scheduling amongst the sub-populations problem. For a toy
sized model I was able to demonstrate numerically exact optimal vaccination de-
ployment between two distinct geographic areas. The optimal policies were solved
in feedback form, so that the vaccinating agency was able to react optimally to
incoming information about the progression of the disease. I also investigated the
effect that lacking information had on the optimality of the epidemic management.
191
For fast deploying, but expensive, vaccination optimality in targeting the available
resource was found to be particularly important.
I also introduced a novel method for approximating the the optimal vacci-
nation policy for the spatial epidemic. This method was based on ideas from the
field of approximate dynamic programming, and is based on using Monte Carlo sim-
ulations with recursively improved vaccination decisions to estimate a polynomial
approximation to the value function of the epidemic problem; that is the minimum
possible expected cost for each possible disease configuration.
The future direction I could take my research feels broad, as a limited subset
I would like to,
• Further clarify the dynamical reasons why the power-2 approximation per-
forms so well in predicting the spatial moment dynamics of the spatial epi-
demic. I intend to continue using the covariance dynamics method, and in-
vestigate how quadratic approximations in pair covariances perform under
different scenarios.
• Explore other approximations of farm point locations other than as spatial
Gaussians; in particular with the goal of developing kernel corrections for
non-Gaussian shaped transmission kernels.
• Investigate the possibility of using the FSR algorithm in conjunction with
MCMC for accelerated performance, or the novel parameter estimation method
of Ionides et al (Ionides, Breto, and King 2006).
• Push forward the ADP-type algorithm for optimal intervention. Can this
approach be extended to the true Levins-type metapopulation, or indeed truely
realistic disease management? If so, what are the essential modification to the
value approximation and what computational resource will be required?
There seems a lot to do. I better crack on.
Thank you for reading.
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Appendix A
Triple Covariance Dynamics
Applying equation (3.58) and expanding in terms of three and four point covariance
functions by using the standard decomposition X(x, t) = 〈X〉 + X˜(x, t) for each
random spatial distribution of disease states gives the triple covariance dynamics,
d
dt
cSSS(x− y, x− z, t) = −3K0〈I〉cSSS
−〈S〉
∫
K(z − w)cSSI(x− y, x− w, t)dw
−〈S〉
∫
K(y − w)cSSI(x− z, x− w, t)dw
−〈S〉
∫
K(x− w)cSSI(y − z, y − w, t)dw
+δ(x− y)〈S˜(z, t)S(x, t)λ(x, t)〉+ δ(x− z)〈S˜(y, t)S(x, t)λ(x, t)〉
+δ(y − z)〈S˜(x, t)S(y, t)λ(y, t)〉 − 3
∫
K(x− w)cSSSI(x, y, z, w, t)dw
−δ(x− y)δ(x− z)〈S(x, t)λ(x, t)〉. (A.1)
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ddt
cSSI(x− y, x− z, t) = K0〈I〉cSSS + 〈S〉
∫
K(z − w)cSSI(x− y, x− w, t)dw
+
∫
K(z − w)cSSSI(x, y, z, w, t)dw − γcSSI
+δ(x− y)〈I˜(z, t)S(x, t)λ(x, t)〉 − 2K0〈I〉
[
cSSI(x− y, t, x− z, t)
]
−〈S〉
∫
K(y − w)cSII(x− z, x− w, t)dw
−〈S〉
∫
K(x− w)cSII(y − z, y − w, t)dw
−δ(x− z)〈S˜(y, t)S(x, t)λ(x, t)〉 − δ(y − z)〈S˜(x, t)S(y, t)λ(y, t)〉
−2
∫
K(x− w)cSSII(x, y, z, w)dw
+δ(x− y)δ(x− z)〈S(x)λ(x)〉.(A.2)
d
dt
cSII(x− y, x− z, t) = 2K0〈I〉cSSI + 〈S〉
∫
K(z − w)cSII(x− y, x− w, t)dw
+〈S〉
∫
K(y − w)cSII(x− z, x− w, t)dw
+2
∫
K(y − w)cSSII(x, y, z, w)dw − 2γcSII
−δ(x− y)〈I˜(z, t)S(x, t)λ(x, t)〉 − δ(x− z)〈I˜(y, t)S(x, t)λ(x, t)〉
−K0〈I〉cSII − 〈S〉
∫
K(x− w)cIII(y − z, y − w, t)dw
−
∫
K(x− w)cSIII(x, y, z, w, t)dw + δ(y − z)〈S˜(x, t)(S(y, t)λ(y, t)
+γI(y, t))〉 − δ(x− y)δ(x− z)〈S(x, t)λ(x, t)〉.
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ddt
cIII(x− y, x− z, t) = 3K0〈I〉cSII + 〈S〉
∫
K(z − w)cIII(x− y, x− w, t)dw
+〈S〉
∫
K(y − w)cIII(x− z, x− w, t)dw
+〈S〉
∫
K(x− w)cIII(y − z, y − w, t)dw − 3γcIII
+3
∫
K(x− w)cSIII(x, y, z, w, t)dw
+δ(x− y)〈I˜(z, t)(S(x, t)λ(x, t) + γI(x, t))〉
+δ(x− z)〈I˜(y, t)(S(x, t)λ(x, t) + γI(x, t))〉
+δ(y − z)〈I˜(x, t)(S(y, t)λ(y, t) + γI(y, t))〉
+δ(x− y)δ(x− z)〈S(x, t)λ(x, t)− γI(x, t)〉.
Where I have written the stochastic force of infection at x ∈ A, λ(x) = ∫ K(x −
w)I(w, t)dw. I have also not expanded the quadratic and cubic variation terms,
these expand in terms of moments, two and three point covariance functions and
therefore can be represented within the closed covariance hierarchy after I neglect
the contribution of four-point spatial covariances.
It is important to note that the interaction between covariance functions at
different separation distances is more complicated than for the power-1 closure. For
example the dynamics of cSSS involve the term,〈
〈S〉S˜(x, t)
∫
K(z − w)S˜(y, t)I˜(w, t)dw
〉
= 〈S〉
∫
K(z − w)cSSI(x, y, w, t)dw
= 〈S〉
∫
K(z − w)cSSI(x− y, x− w, t)dw,
as seen above.
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Appendix B
Frequency Domain
Representation for Higher
Order Approximations
Solving the extended covariance hierarchy in terms of Fourier transformed covari-
ance functions is still numerically attractive because the size of the relevant spectrum
of spatial frequencies to solve over scales as 1/L rather than L for real space calcu-
lations. The Fourier representation also permits the reduction of convolution terms
into products. In this section I write ω = ωx−y and ω′ = ωx−z for the spatial
frequency along respectively the x − y separation vector and the x − z separation
vector.
B.1 The Power-2 Closure
The two integral terms dropped by the power-1 closure and approximated by the
power-2 closure are, ∫
K(x− z)cSII(x, y, z)dz (B.1)∫
K(y − z)cSSI(x, y, z)dz (B.2)
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The power-2 closure used with translational invariance is,
cXY Z(x, y, z; t) ≈ cXY Z(x− y, x− z; t)
=
1
2
[cXZ(x− z; t)cY Z(y − z; t)
〈Z〉 +
cXY (x− y; t)cXZ(x− z; t)
〈X〉
+
cY Z(y − z; t)cXY (x− y; t)
〈Y 〉
]
. (B.3)
Introducing this estimate into (B.1) and (B.2) gives,∫
K(x− z)cSII(x, y, z)dz = 1
2
(cSIK ∗ cII
〈I〉 +
cSI [K ∗ cSI(0, t)]
〈S〉 +
(KcSI) ∗ cSI
〈I〉
)
(B.4)∫
K(y − z)cSSI(x, y, z)dz = 1
2
(cSSK ∗ cSI
〈S〉 +
cSI [K ∗ cSI(0, t)]
〈I〉 +
(KcSI) ∗ cSS
〈S〉
)
(B.5)
Where the dependencies not given are all on the distance (x − y) and the time
t. These expressions are in product-convolution form and therefore can be easily
transformed into the Fourier domain,
F
[ ∫
K(x− z)cSII(x, y, z)dz
]
=
1
2
( cˆSI ∗ω (KˆcˆII)
〈I〉 +
cˆSI [
∫
KˆcˆSIdω
′]
〈S〉
+
(Kˆ ∗ω cˆSI)cˆSI
〈I〉
)
, (B.6)
F
[ ∫
K(y − z)cSSI(x, y, z)dz
]
=
1
2
( cˆSS ∗ω (KˆcˆSI)
〈S〉 +
cˆSI [
∫
KˆcˆSIdω
′]
〈I〉
+
(KˆcˆSI) ∗ω cˆSS
〈S〉
)
. (B.7)
For numerical calculation the convolutions over frequencies were solved by a numer-
ical quadrature on their integral definition.
B.2 The Third Order Approximation
There are three different convolution forms influencing the the covariance function
dynamics for the third order approximation in the frequency domain,∫
K(z − w)cXY Z(x− y, x− w, t)dw, (B.8)∫
K(y − w)cXY Z(x− z, x− w, t)dw, (B.9)∫
K(x− w)cXY Z(y − z, y − w, t)dw. (B.10)
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Each convolution (B.8), (B.9), (B.10), describes a different interaction between the
Fourier dynamics at different frequencies. For the third order approximation these
can be written down by using identity
f(x, y) =
∫
fˆ(ω1, ω2)e
2pii[ω1·x+ω2·y]dω1dω2
and the identity
δ(ω1 − ω2) =
∫
e−2pii(ω1−ω2)·xdx
in order to solve the integrals directly. For example,
F
[ ∫
K(x− w)cXY Z(y − z, y − w, t)dw
]
(ω, ω′, t)
=
∫
K(x− w)cXY Z(y − z, y − w, t)e−2pii[ω·(x−y)+ω′·(x−z)]dwd(x− y)d(x− z)
=
∫
Kˆ(ω3)cˆXY Z(ω1, ω2, t)e
−2pii[−ω1·(y−z)−ω2·(y−w)−ω3·(x−w)+ω·(x−y)+ω′·(x−z)]
×dwd(x− y)d(x− z)dω1dω2dω3
=
∫
Kˆ(ω3)cˆXY Z(ω1, ω2, t)δ(ω3 + ω2)δ(ω1 + ω2 + ω)δ(ω
′ − ω1)dω1dω2dω3
= Kˆ(ω + ω′)cˆXY Z(ω′,−(ω + ω′), t).(B.11)
The other convolution forms have the Fourier representation given by,
F
[ ∫
K(y − w)cXY Z(x− z, x− w, t)dw
]
(ω, ω′, t) = Kˆ(ω′)cˆXY Z(ω′, ω, t), (B.12)
F
[ ∫
K(z − w)cXY Z(x− y, x− w, t)dw
]
(ω, ω′, t) = Kˆ(ω′)cˆXY Z(ω, ω′, t). (B.13)
Any other Fourier calculation can be solved in similar manner prior to numerical
integration.
I have reduced the dimensionality of the necessary numerical calculations
by reducing to two frequencies by using translational invariance; however each spa-
tial frequency is a d-dimensional vector. Therefore for calculations in d = 2 the
three-point covariance functions must be solved as a four dimensional object. For-
tunately, rotational invariance in real space allows the reduction of a further dimen-
sion; all the relevant spatial information can be encoded as a function of the triple
(|x− y|, |x− z|, θ), where θ is the interior angle between the edge vectors x− y and
x− z of the triangle in figure 3.2.
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As we have seen rotational invariance carries over into the frequency domain;
in order to numerically integrate the three-point covariance functions it is sufficient
to solve them as functions of (|ω|, |ω′|, θ) where θ is the interior angle between the
position vectors in the frequency domain ω and ω′. Armed with this information I
can identify the contribution of the Fourier transformed transmission kernel in two
spatial dimensions at the ω + ω′ spatial frequency using standard geometry,
Kˆ(ω + ω′) = Kˆ(|ω + ω′|) = Kˆ(
√
ω2 + ω′2 + 2|ω||ω′| cos θ). (B.14)
I can also identify the contribution of the Fourier transformed three-point spatial
covariance function at the joint frequency (ω′,−(ω + ω′)),
cˆXY Z(ω
′,−(ω + ω′)) = cˆXY Z(|ω′|, |ω + ω′|, ψ). (B.15)
Where ψ is the interior angle between the two position vectors ω′ and −(ω + ω′).
This angle can also be found in terms of the triple (|ω|, |ω′|, θ),
cosψ = −ω
′2 + |ω||ω′| cos θ
|ω′||ω + ω′| . (B.16)
See figure B.1.
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ω￿
ω
θ
|ω + ω￿| =
￿
ω2 + ω￿2 + 2|ω||ω￿| cos θ
−(ω + ω￿)
ψ
cosψ = −ω
￿2 + |ω||ω￿| cos θ
|ω￿||ω + ω￿|
Figure B.1: The spatial frequency geometry of three interacting populations. The three relevant
position vectors in the frequency domain and their interior angles. The interior angle between ω′
and −(ω+ω′) can be found by noting that the third edge of the triangle they form is length |ω+2ω′|
and using the law of cosines.
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Appendix C
Theoretical Basis for Fast
Spectral Simulation
Fundamentally, I am concerned with comparing two Markovian epidemic processes;
X, with some defined probabilistic dynamics, and X ′ defined by using the same
model stochastic rates approximated via FSR. In general demonstrating convergence
of the FSR estimated rates used to generate X’ to the rates used to generate X is
insufficient to show X ′ → X in any sense. However, our situation is sufficiently
simple (both X and X ′ take values on the same finite state space {S, I,R}N ) that
if I can show,
• The initial probability distribution P(X ′(0))→ P(X(0)) in probability,
• λ′i(X ′(t)) → λi(X(t)) for all states X(t) ∈ {S, I,R}N and for all habitats
i = 1, . . . , N (λ′i is the force of infection estimated using FSR),
then I have X ′ → X in probability, or equivalently the distribution functions of X ′
and X are identical. For justification see Kallenberg Theorem 17.15 [Kallenberg].
The first condition is easily fixed as a model choice. The second condition requires a
spectral analysis of the error in using the grid based approximation λM,PS to estimate
the force of infection on each susceptible habitat.
I demonstrate my convergence result for the pseudo-spectral approximation
to the force of infection field. The methods used are standard in the theory of
spectral projection. However I reveal an interesting interplay between error induced
by approximating the image of infecteds using Gaussians, the ‘blurry’ image ap-
proximation, and the aliasing error1 of the pseudo-spectral projection. That is that
1Aliasing error is the commonly used term for error due to using a sum approximation for the
Fourier coefficients. The term originates from high frequency waves becoming indistinguishable
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for a given set of approximation and epidemiological parameters there is an opti-
mal choice of Gaussian approximation width ∗ which minimises the uniform error
between the force of infection field and its pseudo-spectral projection.
C.1 Gaussian approximation and the Pseudo-Spectral
Projection as a Convolution sum
One potential difficulty is that although in theory a well-defined Fourier series exists
for I, the numerical performance of the discrete transform FFT is very poor in this
situation. Essentially, the delta distributions in the infection image can be expressed
as,
δ(i− q) = 1
ld
∑
ω∈Zd
e2piiω·(i−q)/l. (C.1)
However any finite truncation of this sum does not provide a good approximation to
the delta distribution. I resolved with this problem by introducing blurred images,
where the delta distributions in the image definition are replaced by tight Gaussians
of width  (> 0),
δ(x) =
1
(2pi2)d/2
e−
−|x|2
22 . (C.2)
This approximation is justified by the convergence,
→ 0+ =⇒ δ(x− xi)→ δ(x− xi).
Where→ is weak convergence in distribution, that is for any smooth test function
φ,
lim
→0+
∫
φ(x)δ(x− xi)dx = φ(xi). (C.3)
Assuming that   l the Fourier coefficients for the blurring Gaussians is given by
factorising ,over the d spatial dimensions and completing the square in the exponent,
δˆ(ω) =
1
(2pi2)d/2
∫
A
e−
−|x|2
22 e−2piiω·xdx = e−2pi
2ω22/l2 . (C.4)
from or an ‘alias’ of lower frequency waves on a discrete grid.
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The image of infecteds with delta distributions approximated by Gaussians is de-
noted
I(x, t) =
N∑
j=1
δ(x− xi)Ij(t)
=
1
ld
∑
ω∈Zd
N∑
j=1
Ij(t)e
−2pi2ω22/l2e2piiω·(x−xj)/l. (C.5)
Note that the effect of the Gaussian approximation on the image of infecteds Fourier
representation is to decrease each Fourier coefficient by a factor e−2pi2ω22/l2 . This
causes the sum over wave vectors to converge, by filtering out the effect of the high
frequency contributions from the delta distributions.
As mentioned in section 4.3 the natural sum approximation of the force of
infection field (4.15) is, in fact, identical to the pseudo-spectral projection of the force
of infection field using Gaussian approximations for the delta distributions of habitat
locations. Applying definition (4.25) to the pseudo-spectral projection (4.27) with
the Fourier coefficients of the image of infected replaced by their ‘blurry’ Gaussian
approximation gives that,
λ(i, t) ≈ (∆x)d
∑
j∈Φl,d∆x
K({i− j}l)I(j)
=
(∆x)d
m2d(∆x)2d
∑
j∈Φl,d∆x
∑
ω∈ΩdM
∑
ω′∈ΩdM
K˜(ω)I˜(ω′, t)e2pii[i·ω+j·(ω
′−ω)]/(m∆x)
=
1
ld
∑
ω∈ΩdM
K˜(ω)I˜(ω, t)e2piiω·i/l
= λM,PS (i, t), i ∈ Φl,d∆x, t ∈ R+. (C.6)
Where I have used that for i ∈ Φl,d∆x, i/∆x ∈ Zd, by construction. Now, by consid-
ering mth roots of unity I get the analogous discrete orthogonality relationship to
(4.23), ∑
j∈Φl,d∆x
e2pii(j/∆x)·(ω
′−ω)/m = mdδω′,ω+mp, p ∈ Zd. (C.7)
Note that this orthogonality relation is periodic, it does not distinguish between the
equivalence classes of the form [ω]m = {ω +mn|n ∈ Zd}.
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It is the discrete projection λM,PS that I can solve for each point i ∈ Φl,d∆x with
computation cost O(M lnM) using the FSR algorithm described in section 4.3.
C.2 Convergence of Pseudo-Spectral Approximation
Having described the grid based approximation underlying the FSR method in terms
of Fourier coefficients I turn to a detailed error analysis. There are three sources of
error in the approximation scheme λ ≈ λM,PS on the grid Φl,d∆x.
• Aliasing error due to FFT being a discrete transformation with a quadrature
on discrete spatial points replacing an integral on continuous space.
• Projection error due to projecting K and I onto the subspace L2M (A) con-
structed using M <∞ plane waves.
• The approximation of delta distributions by Gaussians.
The smoothness of the force of infection field, λ, is guaranteed by the smoothness of
the transmission kernel. This in turn guarantees the existence of the spectral projec-
tion of the force of infection field (λMS ) and its counterpart with delta distributions
replaced by approximating Gaussians,
λM,S (x, t) =
1
ld
∑
ω∈ΩdM
Kˆ(ω)Iˆ(ω, t)e2piiω·q/l (C.8)
I can decompose the uniform error between the true force of infection field and
its pseudo-spectral projection using Gaussian approximation into the useful upper
bound,
‖λM,PS − λ‖∞ ≤ ‖λM,PS − λM,S ‖∞ + ‖λM,S − λMS ‖∞ + ‖λMS − λ‖∞. (C.9)
Where ‖f‖∞ = supx∈A{|f(x)|}. Each term on the right hand side of above is respec-
tively, the aliasing error, the Gaussian approximation error and the spectral error.
I consider each case separately. The projection error is given by a standard result,
however the error analysis for the error due to aliasing and Gaussian approximation
is more involved. I make the general point that the smaller  the better for the
Gaussian approximation, but the less support λM,PS has on Φ∆x and hence, for fixed
∆x, the worse the aliasing error. This suggests that for a given resolution ∆x care
should be taken to choose  such that (C.9) is small.
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Projection Error
Due to the smoothness of the force of infection field, it is well known that I have
convergence as M → ∞ for the spectral projection λMS to λ [cite]. Moreover, the
rate of convergence is exponential,
‖λMS (·, t)− λ(·, t)‖∞ ∼ Ce−αM , (C.10)
for some C > 0 and α > 0 dependent on the smoothness of λ. In practise this is the
least significant part of (C.9).
Aliasing Error
Recall that in each dimension I implement FFT on m = (l/∆x) discrete frequencies,
i.e. M = (l/∆x)d = md. A classic manipulation is the decomposition (Hesthaven,
Gottlieb, and Gottlieb 2007; Xiu 2010) using (4.16) and (4.25),
λ˜(ω, t) = (∆x)d
∑
j∈Φl,d∆x
λ(j)e−2piiω·(j/∆x)/m
=
(∆x)d
ld
∑
j∈Φl,d∆x
∑
ω′∈Zd
λˆ(ω′, t)e2piiω
′·(j/∆x)/me−2piiω·(j/∆x)/m
= md
(∆x)d
ld
∑
ω′∈Zd
λˆ(ω′, t)δω′,ω+mp, p ∈ Zd,
= λˆ(ω, t) +
∑
p6=0
λˆ(ω +mp). (C.11)
Where fˆ(ω) is the Fourier coefficient for f at discrete frequency ω ∈ Zd. This relates
the true Fourier coefficient to its FFT estimate at each frequency. The second term
in the sum is the aliasing error induced by the indistinguishability of modes within
the equivalence classes [ω]m.
I make the reasonable assumption that the transmission kernel has a known
Fourier series Kˆ, or has negligible aliasing error; recall that Kˆ only requires cal-
culation once hence an arbitrarily accurate numerical scheme can be used without
drawing significant computation effort. Using equation (C.11) the aliasing error, for
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a given state X(t) and x ∈ A, can be written as,
|(λM,PS − λM,S )(x, t)| =
1
ld
∣∣∣ ∑
ω∈ΩdM
Kˆ(ω)(I˜(ω)− Iˆ(ω))e2piiω·x/l
∣∣∣
=
1
ld
∣∣∣ ∑
ω∈ΩdM
Kˆ(ω)
N∑
j=1
Ij(t)e
2piiω·(x−xj)/l
×
∑
p 6=0
e−2piimp·(
xj
∆x
)/me−2pi
2(ω+mp)2/r2m2
∣∣∣ (C.12)
Where
r = ∆x/
is the ratio between grid width and Gaussian width. I emphasis that the Gaussian
approximation to the delta distribution was necessary for good numerical perfor-
mance since the sum
∑
p6=0 e
−2piip·( xj
∆x
) does not converge, causing significant aliasing
error in the pseudo-spectral approach to force of infection calculation with  = 0,
however big M is allowed to become. However, the sum
∑
p6=0 e
−2pi2(ω+mp)2/r2m2
converges for all r > 0.
An obvious progression from (C.12) is to use the Cauchy-Schwarz inequality,
however this leads to rather crude estimates for the aliasing error for a given choice
of ∆x, . Instead, I exploit the special structure of the force of infection field’s
spectral representation. Firstly, that (λM,PS − λM,S ) is a real valued function, and
secondly that for each wave-vector ω ∈ Zd, the Fourier coefficient of the transmission
kernel Kˆ(ω) is also real-valued. To see this I use the even symmetry of the definition
K(xi − xj) = K(|xi − xj |),
Kˆ(ω) =
∫
A
K(x)e−2piiω·q/ldx, ω ∈ Zd
=
∫
A
K(x) cos(2piω · q/l)dx− i
∫
A
K(x) sin(2piω · q/l)dx
=
∫
A
K(x) cos(2piω · q/l)dx =⇒ Kˆ(ω) ∈ R, ω ∈ Zd.
The last line exploits the odd symmetry of the sine function, and the even symmetry
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of K, recalling that A is a zero-centred space. Using this result in (C.12) gives that,
(λM,PS − λM,S )(x, t) =
1
ld
∑
ω∈ΩdM
Kˆ(ω)
N∑
j=1
Ij(t)
∑
p6=0
e−2pi
2(ω+mp)2/r2m2
× cos(2pi[ω · x− (ω +mp) · xj ]/l)
+i
1
ld
∑
ω∈ΩdM
Kˆ(ω)
N∑
j=1
Ij(t)
∑
p 6=0
e−2pi
2(ω+mp)2/r2m2
× sin(2pi[ω · x− (ω +mp) · xj ]/l)
=⇒ 1
ld
∑
ω∈ΩdM
Kˆ(ω)
N∑
j=1
Ij(t)
∑
p6=0
e−2pi
2(ω+mp)2/r2m2
× sin(2pi[ω · x− (ω +mp) · xj ]/l) = 0. (C.13)
Where I have separated real and imaginary parts. This allows a tighter assessment
of the point-wise error between the spectral and pseudo-spectral projections of the
force of infection field.
∣∣∣(λM,PS − λM,S )(x, t)∣∣∣ = ∣∣∣ 1ld ∑
ω∈ΩdM
Kˆ(ω)
N∑
j=1
Ij(t)
∑
p 6=0
e−2pi
2(ω+mp)2/r2m2
× cos(2piω · (x− xj)/l − 2pi(p · xj)/∆x)
∣∣∣ (C.14)
I note that on the periodic domain A the contributing transmission range is, (x −
xj)
∗ = {x − xj}l ≤ l/2. Therefore, cos(2piω · (x − xj)/l) ≥ 0 for all x. Hence,
expression (C.14) obtains its maximum under variation of habitat locations when
each habitat is located on the grid Φl,d∆x when
cos(2piω · (x− xj)/l − 2pi(p · xj)/∆x) = cos(2piω · (x− xj)/l), p ∈ Zd.
Other habitat arrangements will lead to negative signed terms in the sum over the
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aliasing wave-vectors. This permits me to develop the following inequality,
∣∣∣(λM,PS − λM,S )(x, t)∣∣∣ ≤ ∣∣∣ 1ld ∑
ω∈ΩdM
Kˆ(ω)
N∑
j=1
Ij(t)
∑
p 6=0
e−2pi
2(ω+mp)2/r2m2
× cos(2piω · (x− xj)/l)
∣∣∣
=
1
ld
∑
ω∈ΩdM
Kˆ(ω)
N∑
j=1
Ij(t)
∑
p6=0
e−2pi
2(ω+mp)2/r2m2
× cos(2piω · (x− xj)/l)
≤
( 1
ld
∑
ω∈ΩdM
Kˆ(ω)
N∑
j=1
Ij(t) cos(2piω · (x− xj)/l)
)
×
(∑
p6=0
e−2pi
2(ω∗+mp)2/r2m2
)
≤ ‖λMS ‖∞
(∑
p 6=0
e−2pi
2(ω∗+mp)2/r2m2
)
≤ ‖λ‖∞
(∑
p 6=0
e−2pi
2(ω∗+mp)2/r2m2
)
. (C.15)
For the second line I have used that the right hand side of the inequality is positive.
For the third line ω∗ is the wave-vector which maximises the positive bounded
function α(ω) =
∑
p 6=0 e
−2pi2(ω+mp)2/r2m2 over ΩdM . For the last line I use the real-
valued non-negativity of each Fourier coefficient Kˆ(ω), ω ∈ Zd,
‖λMS ‖∞ =
1
ld
∑
ω∈ΩdM
Kˆ(ω)
N∑
j=1
Ij(t) cos(2piω · (x∗ − xj)/l), x∗ ∈ arg max
x∈A
{λMS (x, t)},
≤ 1
ld
∑
ω∈Zd
Kˆ(ω)
N∑
j=1
Ij(t) cos(2piω · (x∗ − xj)/l)
≤ ‖λ‖∞.
Result (C.15) allows us to use the Gaussian approximation to control the aliasing
error by tuning the  width parameter, since I have for ω∗ ∈ ΩdM ,∑
p6=0
e−2pi
2(ω∗+mp)2/r2m2 =
∑
p 6=0
e−2pi
2(ω
∗
m
+p)2/r2
=
∑
p∈Zd
e−2pi
2(ω
∗
m
+p)2/r2 − e−2pi2(ω
∗
m
)2/r2 . (C.16)
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I write the wave-number in vector form ω∗ = (ω∗1, . . . , ω∗d) and split the sum in
(C.16) into a product of sums over the integers,
∑
p∈Zd
e−2pi
2(ω
∗
m
+p)2/r2 =
d∏
i=1
( ∞∑
pi=−∞
e−2pi
2(
ω∗i
m
+pi)
2/r2
)
. (C.17)
I recall that each component of the wave-number has been computed for −m/2 ≤
ωi ≤ m/2 − 1, and hence |ω∗i /m| ≤ 1/2 for each term in (C.12). Our aim is to
provide an upper bound for (C.16). Without loss of generality I can in fact take
−1/2 ≤ ω∗i /m ≤ 0, if ω∗ > 0 then reversing the order of summation in (C.17) has
the same effect.
I recall the standard result of analysis that for non-negative monotonically
decreasing functions f ,
M∑
n=N
f(n) ≤ f(N) +
∫ M
N
f(x)dx.
I also note that for −1/2 ≤ ω∗i /m ≤ 0 then f(x) = e−2pi
2(x−ω∗i /m)2/r2 is monotoni-
cally decreasing on [0,∞) and g(x) = e−2pi2(x+ω∗i /m)2/r2 is monotonically decreasing
on [1,∞). For each sum in the product term in (C.16) I have, via standard sum
splitting and change of variable,
∞∑
n=−∞
e−2pi
2(n+ω∗i /m)
2/r2 =
∞∑
j=0
e−2pi
2(j−ω∗i /m)2/r2 +
∞∑
l=1
e−2pi
2(l+ω∗i /m)
2/r2
≤ e−2pi2(ω∗i /m)2/r2 + e−2pi2(1+ω∗i /m)2/r2
+
∫ ∞
0
e−2pi
2(x−ω∗i /m)2/r2dx
+
∫ ∞
1
e−2pi
2(x+ω∗i /m)
2/r2dx. (C.18)
The integrals in (C.18) have unnormalised Gaussian probability density functions
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as their integrand. This permits the following inequality,∫ ∞
0
e−2pi
2(x−ω∗i /m)2/r2dx+
∫ ∞
1
e−2pi
2(x+ω∗i /m)
2/r2dx
=
r√
2pi
[
1−
√
2pi
r
∫ 0
−1
e−2pi
2(x−ω∗i /m)2/r2dx
]
≤ r√
2pi
[
1−
√
2pi
r
∫ 0
−1
e−2pi
2x2/r2dx
]
, −1/2 ≤ ω∗i ≤ 0,
=
1
r
√
2pi
P(Y ≥ 0 ∨ Y ≤ −1).
(C.19)
Where the random variable Y ∼ N (0, r2/4pi2). I can use Chebyshev’s inequality
and the symmetry of the Gaussian distribution to bound the probability above in
terms of r.
P(Y ≥ 0 ∨ Y ≤ −1) = 1/2 + P(Y ≤ −1) = 1/2(1 + P(|Y | ≥ 1))
≤ 1/2
(
1 +
r2
4pi2
)
. (C.20)
Introducing (C.17), (C.18), (C.19) and (C.20) into (C.16) gives,
∑
p∈Zd
e−2pi
2(ω
∗
m
+p)2/r2 − e−2pi2(ω
∗
m
)2/r2 ≤
d∏
i=1
(
e−2pi
2(ω∗i /m)
2/r2 + e−2pi
2(1+ω∗i /m)
2/r2
+
r3 + 4pi2r
2(2pi)5/2
)
− e−2pi2(ω
∗
m
)2/r2
≤
d∏
i=1
(
e−2pi
2(ω∗i /m)
2/r2 + e−pi
2/2r2
+
r3 + 4pi2r
2(2pi)5/2
)
− e−2pi2(ω
∗
m
)2/r2 ,
≤
(
1 + e−pi
2/2r2 +
r3 + 4pi2r
2(2pi)5/2
)d − 1.
(C.21)
Where the above holds for −1/2 ≤ ω∗i ≤ 0. For compactness of representation I now
write,
ψ = 1 + e−pi
2/2r2 +
r3 + 4pi2r
2(2pi)5/2
.
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Introducing this estimate into equation (C.12) gives an upper bound for the error
due to aliasing,
|(λM,PS − λM,S )(x, t)| ≤ (ψd − 1)
∣∣∣ 1
ld
∑
ω∈ωdM
Kˆ(ω)
N∑
j=1
Ij(t)e
2piiω·(q−xj)/l
∣∣∣
=⇒ ‖λM,PS − λM,S ‖∞ ≤ (ψd − 1)‖λ‖∞ (C.22)
Gaussian Approximation Error
For the uniform Gaussian approximation error I can exploit the definition of the
exponential function and use a standard result for spectral representation of deriva-
tives of smooth functions, f ,
∆kf =
1
ld
∑
ω∈Zd
(−4pi2ω2)k
l2k
fˆ(ω)e2piiω·q/l.
Where ∆k is the k-fold operator mapping on suitably regular functions f of the
Laplacian (∆ =
∑d
i=1
∂2
∂x2
(i)
where x = (x(1), . . . , x(d))),
∆kf = ∆(∆k−1f) = · · · = ∆(∆(. . .∆(∆f) . . . ).
Hence, by using the definition of the spectral projection with Gaussian approxima-
tion I can write, denoting x∗ ∈ arg maxx∈A{|(λM,S − λMS )(x, t)|},
‖λM,S − λMS ‖∞ =
∣∣∣ 1
ld
∑
ω∈ΩdM
Kˆ(ω)[Iˆ(ω)− Iˆ(ω)]e2piiω·x∗/l
∣∣∣,
=
∣∣∣ 1
ld
∑
ω∈ΩdM
Kˆ(ω)
N∑
j=1
Ij(t)[e
−2pi2ω22/l − 1]e2piiω·(x∗−xj)/l
∣∣∣
=
∣∣∣ 1
ld
∑
ω∈ΩdM
Kˆ(ω)
N∑
j=1
Ij(t)
∑
k≥1
(−4pi2ω2/l2)k2k
2kk!
e2piiω·(x
∗−xj)/l
∣∣∣
≤
∥∥∥∑
k≥1
2k
2kk!
∆kλ
∥∥∥
∞
(C.23)
Since I am concerned with the regime where the width parameter  is small I will
use the estimate for (C.23),
‖λM,S − λMS ‖∞ ≤
2
2
‖∆λ‖∞ +O(4) (C.24)
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C.3 Combined Error and choice of :
Putting our three estimates into the decomposed uniform error (C.9) gives the result
in the main work,
‖λM,PS − λ‖∞ ≤
2
2
‖∆λ‖∞ + (ψd − 1)‖λ‖∞ + Ce−αM +O(4). (C.25)
The error factor (Ψ) referred to in equation 4.31 is,
Ψ = ψd − 1. (C.26)
For a given state X(t) the worst possible configuration, in terms of maximising the
RHS of (C.25), is to have each habitat located on exactly the same coordinate, this
gives a worst possible error of,
‖λM,PS − λ‖∞ ≤ I(t)
(2
2
|∆K(0)|+ (ψd − 1)K(0)
)
+ Ce−αM +O(4). (C.27)
Where I(t) =
∑N
j=1 Ij(t). One approach to choosing , given some grid resolution
∆x, is to minimise the maximum error in this worst possible scenario; that is to
choose  = ∗ where
∗ ∈ arg min
>0
{2
2
|∆K(0)|+ (ψd − 1)K(0)
}
. (C.28)
This was the approach that was used successfully in the numerical experimentation
section, see Figure C.1 for a plot of f() = 
2
2 |∆K(0)|+ (ψd − 1)K(0) as a function
of  for a few choices of ∆x. For the baseline case considered in this work, that
is Gaussian shaped transmission kernel of width L = 3, this consists of picking 
such that it was not too small. For more local transmission, e.g. L = 1, a distinct
minimum appears in f() which guides the choice of . In all cases smaller values of
∆x allow smaller values of  to be chosen.
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Figure C.1: Plots of the ‘worst case’ error f() = 
2
2
|∆K(0)| + (ψd − 1)K(0) against width of
Gaussian approximation  for d = 2. Curves from left to right are for increasing ∆x = 0.25, 0.5, 0.75.
The transmission kernel, K, is chosen to be Gaussian shaped with width L. Left : For transmission
length scale L = 1. I note that for this very local transmission range a distinctive minimiser ∗
exists. Right : L = 3. Due to increased smoothness of the transmission kernel f() is close to zero
for a wide range of . Any choice of ∗ not too small is acceptable.
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