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Abstract
In this paper, we propose a Hierarchical Learned Video
Compression (HLVC) method with three hierarchical qual-
ity layers and a recurrent enhancement network. The frames
in the first layer are compressed by an image compression
method with the highest quality. Using these frames as
references, we propose the Bi-Directional Deep Compres-
sion (BDDC) network to compress the second layer with
relatively high quality. Then, the third layer frames are
compressed with the lowest quality, by the proposed Single
Motion Deep Compression (SMDC) network, which adopts
a single motion map to estimate the motions of multiple
frames, thus saving bits for motion information. In our
deep decoder, we develop the Weighted Recurrent Qual-
ity Enhancement (WRQE) network, which takes both com-
pressed frames and the bit stream as inputs. In the re-
current cell of WRQE, the memory and update signal are
weighted by quality features to reasonably leverage multi-
frame information for enhancement. In our HLVC ap-
proach, the hierarchical quality benefits the coding effi-
ciency, since the high quality information facilitates the
compression and enhancement of low quality frames at en-
coder and decoder sides, respectively. Finally, the experi-
ments validate that our HLVC approach advances the state-
of-the-art of deep video compression methods, and outper-
forms the “Low-Delay P (LDP) very fast” mode of x265 in
terms of both PSNR and MS-SSIM. The project page is at
https://github.com/RenYang-home/HLVC.
1. Introduction
In recent years, video streaming over the Internet has
become more and more popular. According to the Cisco
Forecast [10], video generates 70% to 80% traffic of mo-
bile data. The proportion of high resolution video is also
rapidly increasing. To be able to more efficiently transmit
high quality videos over the bandwidth-limited Internet, it
is necessary to improve the performance of video compres-
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Figure 1. The hierarchical layers and the rate-distortion perfor-
mance in each layer of our HLVC approach. We use the first Group
Of Picture (GOP) in the sequence BlowingBubbles as an example.
sion. During the past decades, plenty of video compression
standards were proposed, such as H.264 [37], H.265 [28],
etc. However, these traditional codecs are handcrafted and
cannot be optimized in an end-to-end manner.
Recent studies in learned image compression, e.g., [2, 3],
show the great potential of deep learning for improving the
rate-distortion performance. It is therefore not surprising
to see increasing interest in compressing video with Deep
Neural Networks (DNNs) [8, 38, 9, 22, 13]. For example,
Lu et al. [22] proposed using optical flow for motion com-
pensation and applying auto-encoders to compress the flow
and residual. Then, Habibian et al. [13] proposed a 3D auto-
encoder for video compression with an autoregressive prior.
In these methods, the models are trained with one loss func-
tion and applied on all frames. As such, they fail to generate
hierarchical quality layers, in which high quality frames are
beneficial for the compression and the post-processing of
other frames.
This paper proposes a Hierarchical Learned Video Com-
pression (HLVC) method with three hierarchical quality
layers and a recurrent enhancement network. As illustrated
in Figure 1, the frames in layers 1, 2 and 3 are compressed
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with the highest, medium and the lowest quality, respec-
tively. The benefits of hierarchical quality are two-fold:
First, the high quality frames, which provide high qual-
ity references, are able to improve the compression per-
formance of other frames at the encoder side; Second, be-
cause of the high correlation among neighboring frames, at
the decoder side, the low quality frames can be enhanced
by making use of the advantageous information in high
quality frames. The enhancement improves quality with-
out bit-rate overhead, thus improving the rate-distortion per-
formance. For example, the frames 3 and 8 in Figure 1,
which belong to layer 3, are compressed with low quality
and bit-rate. Then, our recurrent enhancement network sig-
nificantly improves their quality, taking advantage of higher
quality frames, e.g., frames 0 and 5. As a result, the frames
3 and 8 reach comparable quality to frame 5 in layer 2, but
consume much less bit-rate. Therefore, our HLVC approach
achieves efficient video compression.
In our HLVC approach, we use image compression
method to compression layer 1. For layer 2, we propose the
Bi-Directional Deep Compression (BDDC) network, which
uses the compressed frames of layer 1 as bi-directional ref-
erences. Then, because of the correlation between motions
of neighboring frames, we propose compressing layer 3 by
our Single Motion Deep Compression (SMDC) network.
The SMDC network applies a single motion map to estimate
motions among several frames to reduce the bit-rate for en-
coding motion maps. Finally, we develop the Weighted
Recurrent Quality Enhancement (WRQE) network based
on [42], in which the recurrent cells are weighted by qual-
ity features to reasonably apply multi-frame information
for recurrent enhancement. The experiments show that our
HLVC approach achieves the state-of-the-art performance
in learned video compression methods, and outperforms
x265’s “Low-Delay P (LDP) very fast” mode. Moreover,
the ablation studies prove the effectiveness of each network
in our approach.
2. Related works
Deep image compression. In the past decades, plenty of
handcrafted image compression standards were proposed,
such as JPEG [33], JPEG 2000 [27] and BPG [4]. Recently,
DNNs have also been successfully applied to improve the
performance of image compression [30, 31, 1, 29, 2, 3, 25,
24, 18, 14, 17]. Balle´ et al. [2, 3] proposed various end-
to-end DNN frameworks for image compression, applying
the factorized-prior [2] and hyperprior [3] density models to
estimate entropy. Later, hierarchical prior [25] and context-
adaptive [17] entropy models were designed to further ad-
vance the rate-distortion performance, and they outperform
the state-of-the-art traditional image codec. Moreover, re-
current structures are also adopted in image compression
networks [30, 31, 14].
Deep video compression. Based on the traditional im-
age compression standards, several handcrafted algorithms,
e.g., MPEG [16], H.264 [37] and H.265 [28], were stan-
dardized for video compression. In recent years, deep
learning also attracted more attention in video compression.
Many approaches [40, 21, 11, 19, 20] were proposed to re-
place the components in traditional video codecs by DNNs.
For instance, Liu et al. [21] utilized a DNN in the fractional
interpolation of motion compensation, and [11, 19, 20] use
DNNs to improve the in-loop filter. However, these meth-
ods only advance the performance of one particular module,
and each module in video compression framework cannot
be jointly optimized.
Most recently, several end-to-end deep video compres-
sion methods have been proposed [8, 7, 38, 9, 22, 13].
Specifically, Wu et al. [38] proposed predicting frames by
interpolation from reference frames, and the image com-
pression network of [31] is applied to compress the residual.
In 2019, Lu et al. [22] proposed the Deep Video Compres-
sion (DVC) method, in which optical flow is used to esti-
mate the temporal motion, and two auto-encoders are em-
ployed to compress the motion and residual, respectively.
Meanwhile, in [9], spatial-temporal energy compaction is
added into the loss function to improve the performance of
video compression. Later, Habibian et al. [13] proposed the
rate-distortion auto-encoder, which uses an autoregressive
prior for video entropy coding.
Among the existing methods, only Wu et al. [38] uses hi-
erarchical prediction. Nevertheless, none of them learns to
compress video with hierarchical quality, and therefore they
fail to provide high quality references for the compression
of other frames, and cannot take advantage of high quality
information in multi-frame post-processing.
Enhancement of compressed video. Since lossy video
compression inevitably leads to artifacts and quality loss,
some works focus on enhancing the quality of compressed
video [34, 44, 43, 45, 42, 35, 23]. Among them, [34, 44, 43]
are single frame approaches with the input of one frame
each time. Then, Yang et al. [45, 42] proposed multi-frame
quality enhancement approaches, which make use of the
inter-frame correlation. Besides, the deep Kalman filter was
proposed in [23] to reduce compression artifacts.
Nevertheless, above methods are all designed as post-
processing modules for traditional video coding standards.
Therefore, in the multi-frame approaches [45, 42], the ac-
curate frame quality cannot be obtained, and only can be
estimated with prediction error. In our HLVC approach, the
compression quality of each frame is encoded into the bit
stream, which is input together with the compressed frames
to our enhancement network, making enhancement guided
by accurate frame quality and as a component of our deep
decoder in the whole video compression framework.
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Figure 2. The overall framework of our HLVC approach, which compresses video with three hierarchical quality layers using the proposed
BDDC and SMDC networks, and employs the recurrent enhancement network WRQE in the deep decoder.
3. The proposed approach
3.1. Framework
Figure 2 shows the framework of our HLVC approach on
the first Group Of Picture (GOP), and our framework is the
same for each GOP. In HLVC, the frames are compressed
as three hierarchical quality layers, namely layers 1, 2 and
3, with decreasing quality.
Layer 1. The first layer (red frames in Figure 2) is
encoded by image compression method1, and xCi denotes
the compressed frames. Similar to the “I-frames” in tradi-
tional codecs [37, 28], the frames in layer 1 consume the
highest bit-rates, and are of the highest compression qual-
ity. As such, they are able to stop the error propagation dur-
ing video encoding and decoding. More importantly, these
frames provide high quality information, which benefits the
compression and enhancement of neighboring frames.
Layer 2. Then, the frames of layer 2 (orange frames
in Figure 2) are in the middle of two frames of layer 1. We
propose the Bi-directional Deep Compression (BDDC) net-
work to compress layer 2. Our BDDC network takes the
previous and the upcoming compressed frames from layer
1 as bi-directional references. We compress layer 2 as the
medium quality layer, which also provides beneficial infor-
mation to compress and enhance the low quality frames in
layer 3. The BDDC network is introduced in Section 3.2.
Layer 3. The remaining frames belong to layer 3 (yel-
low frames in Figure 2), which are compressed with the
lowest quality and contribute the least bit-rate. In the lat-
est deep video compression approaches, e.g., Wu et al. [38]
and DVC [23], each frame requires at least one motion map
1For compressing the frames in layer 1, we use BPG [4] and Lee et
al. [17] in our PSNR and MS-SSIM models, respectively.
for motion compensation. However, the motions between
continuous frames are correlated, thus encoding one motion
map for each frame leads to redundancy. Hence, we propose
the Single Motion Deep Compression (SMDC) network,
which applies a single motion map to describe the motions
between multiple frames, and therefore the bit-rate can be
reduced. Note that the frames x6 to x9 are compressed in
the same manner as x1 to x4, so they are omitted in Figure 2.
The SMDC network is introduced in Section 3.3.
Enhancement. Then, because of the high correlation
among video frames [45], we develop the Weighted Recur-
rent Quality Enhancement (WRQE) network, in which the
recurrent cells are weighted by quality features to reason-
ably leverage multi-frame information. Particularly, The
quality of layer 3 can be significantly improved by taking
advantage of the high quality information in layers 1 and
2. Since no additional information needs to be stored for
improving the quality, this is equivalent to saving bit-rate,
especially on low quality frames. Note that WRQE is a
part of our deep decoder, with the inputs of both the com-
pressed frames and the quality information encoded in the
bit stream. The WRQE network is detailed in Section 3.4.
3.2. Bi-Directional Deep Compression (BDDC)
The BDDC network for compressing layer 2 is shown in
Figure 3. Here, we also use the first GOP as an example. In
BDDC, we first use the Motion Estimation (ME) subnet to
capture the temporal motion between the reference and tar-
get frames. Since the interval between the frames in layers
1 and 2 is long (e.g., 5 frames in Figure 3), we follow [26]
to apply a pyramid network to handle the large motions,
taking advantage of the large receptive field. Note that we
use backward warping in our approach, and therefore we
estimate backward motions. For example, in Figure 3, the
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Figure 3. The architecture of our BDDC network. The blue arrows indicate the procedures not included in the decoder.
outputs of our ME subnet are the motions from x5 to xC0
(denoted as f5→0) and from x5 to xC10 (denoted as f5→10),
respectively.
Given the estimated motions, an auto-encoder is utilized
for Motion Compression (MC). Because of the similarity
among video frames, there exists correlation between the
motions of different frames. Therefore, we propose con-
catenating (denoted as [·, ·, ...]) the bi-directional motions as
the input to the encoderEm, which transforms the input to a
latent representation qm. Then, qm is quantized to qˆm, and
qˆm is fed to the decoder Dm to generate compressed mo-
tion. Here, qˆm is encoded to bits by arithmetic coding [15].
As such, defining fˆ5→0 and fˆ5→10 as the compressed mo-
tions, our MC subnet can be formulated as
qˆm = round(Em([f5→0, f5→10])), (1)
[fˆ5→0, fˆ5→10] = Dm(qˆm). (2)
Next, the reference frames xC0 , x
C
10 are warped to the tar-
get frame using the compressed motions. The Motion Post-
processing (MP) subnet then merges the warped frames for
motion compensation. Defining Wb as the backward warp-
ing operation, the motion compensation can be formulated
as
xC0→5 = Wb(x
C
0 , fˆ5→0), x
C
10→5 = Wb(x
C
10, fˆ5→10), (3)
x˜5 = MP ([x
C
0→5, x
C
10→5, fˆ5→0, fˆ5→10]), (4)
where x˜5 denotes the compensated frame. Finally, the resid-
ual between the compensated frame x˜5 and the raw frame
x5 is compressed by the Residual Compression (RC) sub-
net. Similar to the MC subnet, there are encoder (Er) and
decoder (Dr) networks in RC. Using qˆr to denote the quan-
tized latent representation, the RC subnet can be written as
qˆr = round(Er(x5 − x˜5)), (5)
xC5 = Dr(qˆr) + x˜5, (6)
where xC5 represents the compressed frame of x5. In RC,
qˆr is encoded to bits using arithmetic coding, which con-
tributes to the bits of layer 2 together with the encoded qˆm.
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Figure 4. The architecture of our SMDC network. The bit stream
is generated from MC and RC, and also includes the compression
quality. This figure omits the bit stream for simplicity.
Besides, the compression quality Q5 is calculated and in-
cluded in the bit stream, and is to be used in our deep de-
coder (in Section 3.4). In this paper, Multi-Scale Structural
SIMilarity (MS-SSIM) [36] and Peak Signal-to-Noise Ra-
tio (PSNR) are used to evaluate quality. The details of each
subnet are shown in the Supplementary Material2.
3.3. Single Motion Deep Compression (SMDC)
In the following, the remaining frames are compressed as
layer 3 by the proposed SMDC network, using the nearest
compressed frames in layers 1 and 2 as references. In our
SMDC network, we compress two frames with a single mo-
tion map. For instance, as illustrated in Figure 2, the frames
x1 and x2 are compressed using a single motion map with
the reference of xC0 , and x3 and x4 use x
C
5 as reference.
Figure 4 shows the architecture of our SMDC network
on x1 and x2 as an example. We can see from Figure 4 that
the frame x2 is first compressed by a DNN with similar ar-
2https://arxiv.org/abs/2003.01966.
4
xCi
Compressed 
frame
Bit stream
·
·
·
LSTM ··
· xDi
wMi
wSi
Weights generator
Fi
S(xCi )
¾
¾
Mi¡1
wSi
Mi
OiOi¡1
wMi
S(xCi )
Oi
M+i¡1 O
+
i¡1
M+i O
+
i
M¡i O
¡
i
M¡i¡1 O
¡
i¡1
concat
O+i
O¡i
Quality-
gated cell
Quality-
gated cell
Quality-gated cell [42]
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chitecture as BDDC, which contains the ME, MC, MP and
RC subnets, and the compressed frame xC2 is obtained. As
mentioned above, due to the correlation of motions among
multiple neighboring frames, we propose using the motion
between xC0 and x2 to predict the motions between x1 and
xC0 or x
C
2 . As such, the frame x1 can be compressed with
the reference frames of xC0 and x
C
2 , without bits consump-
tion for motion map, thus improving the rate-distortion per-
formance.
In our SMDC network, we propose applying the inverse
motion for motion prediction. Specifically, a motion map
can be defined as f(a, b) = [∆a(a, b),∆b(a, b)], where a
and b denote the coordinates, while ∆a and ∆b are the hor-
izontal and vertical motion maps, respectively. For f(a, b),
the inverse motion can be expressed as
finv
(
a+ ∆a(a, b), b+ ∆b(a, b)
)
= −f(a, b). (7)
In (7), f(a, b) describes that the pixel at (a, b) moves to the
new position of
(
a+ ∆a(a, b), b+ ∆b(a, b)
)
, and therefore
the value of −f(a, b) should be assigned to finv at the new
position. For simplicity, we define the inverse operation as
Inverse(·), i.e., finv = Inverse(f).
Recall that backward warping is adopted in our ap-
proach, so the motion for compressing x2 is from x2 to xC0 ,
which is defined as f2→0. Similarly, using xC0 and x
C
2 as
reference frames, the motions from x1 to xC0 (denoted as
fˆ1→0) and from x1 to xC2 (denoted as fˆ1→2) are required
for the compression of x1. Note that, since the raw frame
x2 is not available at the decode side, f2→0 cannot be re-
covered in decoding. Hence, the compressed motion fˆ2→0
is used to predict fˆ1→0 and fˆ1→2. Given fˆ2→0 and the in-
verse operation, fˆ1→0 can be predicted as
fˆ1→0 = Inverse(0.5× Inverse(fˆ2→0)︸ ︷︷ ︸
fˆ0→2︸ ︷︷ ︸
fˆ0→1
). (8)
In a similar way, fˆ1→2 is obtained by
fˆ1→2 = Inverse(0.5× fˆ2→0︸ ︷︷ ︸
fˆ2→1
). (9)
Then, the same as (3) and (4), the reference frames are
warped and fed into the MP subnet together with the pre-
dicted motions to generate the motion compensated frame
x˜1. Finally, the residual (x1 − x˜1) is compressed by the
RC subnet to obtain the compressed frame xC1 . Here, the
compressed quality Q1 and Q2 are also included in the bit
stream, which are to be utilized in our WRQE network.
3.4. Weighted Recurrent Enhancement (WRQE)
Finally, at the decoder side, we use WRQE for quality
enhancement. The WRQE network is designed based on the
QG-ConvLSTM method [42] with a spatial-temporal struc-
ture, which uses a quality-gated cell to exploit multi-frame
correlations. The architecture is illustrated in Figure 5.
Different from [42], we adopt residual blocks in the spa-
tial feature extraction and reconstruction networks, and em-
ploy skip connections to improve the enhancement perfor-
mance. More importantly, as discussed in [45, 42], the sig-
nificance of a frame for enhancing other frames depends on
its relative quality compared to others. However, in [45, 42],
the accurate quality of each frame cannot be obtained in
the decoder. In contrast, since the compression quality is
encoded in our bit stream, we have access to the com-
pression quality Qi and bit-rate Bi from our bit stream,
and we utilize Fi = {Qj , Bj}i+2j=i−2 as the “quality fea-
ture”. We feed Fi into the weights generator, and obtain
the weights wi = [wMi , w
S
i ], which are input to the quality-
gated cell [42] together with the spatial features S(xCi ).
As shown in Figure 5, the weights wi = [wMi , w
S
i ] are
learned to reasonably controlMi to forget previous memory
and update the current information. Specifically, on high
quality frames, the memory Mi is expected to be multiplied
with a smallwMi to forget previous low quality information,
but the update weight wSi is expected to be large, to add its
high quality information to the memory for enhancing other
frames. In contrast, a largewMi and a smallw
S
i are expected
on low quality frames. Furthermore, since wMi is the output
of a sigmoid function, wMi < 1 holds, and thus the infor-
mation from previous frames decreases in the memory as
frame distance increases. This matches the fact the frames
with longer distance are less correlated, and therefore are
5
Figure 6. Rate-distortion performance in terms of MS-SSIM and PSNR.
less useful for quality enhancement. As such, in the quality-
gated cell, the frames with different quality contribute to the
memoryMi with different significance, making our WRQE
network reasonably leverage multi-frame information for
quality enhancement.
3.5. Training strategy
In the training phase, we use the density model of [2] to
estimate the bit-rate for encoding qˆm and qˆr in (1) and (5),
and define the estimated bit-rate as R(·). Then, we follow
[24, 22] to formulate the loss as
L = λD +R, (10)
in which λ is the hyperparameter to control the trade-off
between distortion D and bit-rate R.
It can be seen from (10) that the compression quality
of the trained model depends on the hyperparameter λ,
i.e., larger λ results in higher quality and higher bit-rate.
Therefore, to achieve the hierarchical compression quality
in our HLVC approach, different λ values are applied for
our BDDC and SMDC networks, which compress layers
2 and 3, respectively. To be specific, given (10) and the
estimated bit-rates, we set the loss function of our BDDC
network as
LBD = λBD ·D(x5, xC5 )︸ ︷︷ ︸
Distortion
+R(qˆm) +R(qˆr)︸ ︷︷ ︸
Total bit-rate
, (11)
and the loss for our SMDC network is
LSM = λSM ·
(
D(x1, x
C
1 ) +D(x2, x
C
2 )
)︸ ︷︷ ︸
Total distortion
+R(qˆm) +R(qˆr1) +R(qˆr2)︸ ︷︷ ︸
Total bit-rate
. (12)
In (12), qˆr1 and qˆr2 are the representations in the RC net-
works of x1 and x2, respectively. In (11) and (12), we
use the Mean Square Error (MSE) as the distortion, i.e.,
D(x, y) = MSE(x, y), when training our HLVC approach
for PSNR. We apply D(x, y) = 1 −MS-SSIM(x, y) when
optimizing for MS-SSIM. More importantly, we set λBD >
λSM in (11) and (12) to make our approach learn to com-
press layer 2 with higher quality than layer 3, thus achieving
the hierarchical quality.
Finally, we train our WRQE network by minimizing the
loss function of
LQE =
1
N
N∑
i=1
D(xi, x
D
i ), (13)
where N is the step length of our recurrent network. Be-
cause of the bi-directional recurrent structure, larger N
leads to longer decoding latency and also longer training
time. Therefore, we set N as 11 (the interval of frames in
layer 1) in both training and inference phases.
4. Experiments
4.1. Settings
Our BDDC and SMDC networks are trained on the
Vimeo-90k [41] dataset, and we collect 142 videos from
Xiph [39] and VQEG [32] to train our WRQE network.
We test HLVC on the JCT-VC [6] (Classes B, C and D)
and the UVG [12] datasets, which are not overlapping with
our training sets. Among them, the UVG and JCT-VC
Class B are high resolution (1920 × 1080) datasets3, and
the JCT-VC Classes C and D have resolutions of 832× 480
and 416 × 240, respectively. For a fair comparison with
[22], we follow [22] to test JCT-VC videos on the first 100
frames, and test UVG videos on all frames. The quality is
evaluated in terms of MS-SSIM and PSNR. We train the
models with λSM = 8, 16, 32, 64 for MS-SSIM, and with
λSM = 256, 512, 1024, 2048 for PSNR. To achieve hierar-
chical quality, we set λBD = 4 × λSM. We compare HLVC
with the latest learned video compression methods. Among
them, Habibian et al. [13] and Cheng et al. [9] are optimized
for MS-SSIM. DVC [22] and Wu et al. [38] are optimized
for PSNR. Furthermore, we include the video coding stan-
dards H.264 [37] and H.265 [28] in our comparisons. We
follow [22] to use x264 and x265 “LDP very fast” mode,
with the same the GOP size as our approach (i.e., GOP =
10) on all videos. The results are presented in this section.
Please refer to the Supplementary Material4 for more ex-
perimental results, including visual results, different GOP
sizes, the comparison with other configurations of x265, etc.
3Since our entropy model requires each dimension to be a multiple of
16, we crop the height to 1072 by cutting the bottom 8 pixels.
4https://arxiv.org/abs/2003.01966.
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Table 1. BDBR with the anchor of H.265 (x265 “LDP very fast”). Bold indicates best results.
Dataset
BDBR (%) calculated by MS-SSIM BDBR (%) calculated by PSNR
Optimized for PSNR Optimized for MS-SSIM Optimized for PSNR
Wu † DVC HLVC Cheng ‡ Habibian HLVC HLVC Wu † DVC HLVC HLVC
[38] [22] (Ours) [9] [13] w/o WRQE (Ours) [38] [22] w/o WRQE (Ours)
UVG 49.42 8.05 11.24 - 3.71 −21.94 −30.12 40.29 8.89 9.39 −1.37
Class B - −2.74 −8.11 - - −35.32 −37.44 - 1.98 −2.61 −11.75
Class C - −6.88 −9.10 3.48 - −20.87 −23.63 - 25.88 20.44 7.83
Class D - −18.51 −18.44 −23.72 - −32.94 −52.56 - 15.34 −1.52 −12.57
Average - −5.02 −6.10 - - −27.77 −35.94 - 13.03 6.43 −4.46
†Wu et al. [38] does not provide the result on each video, and therefore the BDBR values of [38] are calculated by the average curves in Figure 6.
‡ The results of Cheng et al. [9] are calculated by the data provided by the authors, which are tested on the first 81 frames of each video.
4.2. Results
Rate-distortion curve. Figure 6 demonstrates the rate-
distortion curves on the JCT-VC and UVG datasets. The
quality is evaluated in terms of MS-SSIM and PSNR,
and the bit-rate is calculated by bits per pixel (bpp). As
shown in Figure 6 (a) and (b), our MS-SSIM model out-
performs all learned approaches, and reaches better perfor-
mance than H.264 and H.265. Especially, at low bit-rate
on UVG, Habibian et al. [13] is comparable with H.265
and DVC [22] performs worse than H.265. On JCT-VC,
DVC [22] is only comparable with H.265 at low bit-rate.
On the contrary, the rate-distortion curves of our HLVC
approach are obviously above H.265 from low to high bit-
rates. The PSNR curves are illustrated in Figure 6 (c) and
(d). It can be seen that our PSNR model achieves bet-
ter performance than the latest PSNR optimized methods
DVC [22] and Wu et al. [38], and also outperforms H.265
on the JCT-VC dataset. On UVG, we reach better perfor-
mance than H.265 at high bit-rate.
Bit-rate reduction. Furthermore, we evaluate the
Bjøntegaard Delta Bit-Rate (BDBR) [5] with the anchor of
H.265. BDBR calculates the average bit-rate difference in
comparison with the anchor, and lower BDBR values indi-
cate better performance. Table 1 shows BDBR calculated
by MS-SSIM and PSNR, in which the negative numbers
indicate reducing bit-rate compared to the anchor, thus out-
performing H.265, and the bold numbers are the best results
among all learned methods.
In Table 1, for a fair comparison on MS-SSIM with the
PSNR optimized methods DVC [22] and H.265, we first
report the BDBR of our PSNR model in terms of MS-
SSIM. As Table 1 shows, our PSNR model outperforms
H.265 on MS-SSIM with the average BDBR of −6.10%,
which is also better than DVC (BDBR = −5.02%). On
JCT-VC Class C, our PSNR model even obviously outper-
forms the MS-SSIM optimized method Cheng et al. [9]
in terms of MS-SSIM. Furthermore, our MS-SSIM model
successfully outperforms all existing learned methods on
MS-SSIM, and reduces the bit-rate of H.265 by 35.94% on
average. More importantly, the performance of our MS-
SSIM model before quality enhancement (without WRQE)
(BDBR = −27.77%) is still significantly better than all pre-
vious methods. In conclusion, our HLVC approach achieves
the state-of-the-art MS-SSIM performance among learned
Figure 7. Ablation studies of each component in our approach.
and handcrafted video compression methods.
Table 1 also shows the BDBR results calculated by
PSNR. As shown in Table 1, our PSNR model performs
best among all learned methods in terms of PSNR. Espe-
cially, we outperform the latest PSNR method DVC [22] on
all test sets. In comparison with H.265, our PSNR model
reduces the bit-rate by 4.46% on average, although having
7.83% bit-rate overhead on JCT-VC Class C. Among the
20 videos in our test sets, our PSNR model beats H.265 on
14 videos in terms of PSNR. Besides, as shown in Table 1,
our PSNR model without WRQE still outperforms the lat-
est PSNR method DVC [22]. In summary, our HLVC ap-
proach outperforms all existing learned methods on PSNR,
and reaches better performance than H.265 (x265 “LDP
very fast”).
4.3. Ablation studies
The ablation studies are conducted to prove the effec-
tiveness of each component in our HLVC approach. We
define the baseline model as our approach without Hierar-
chical Quality (HQ) (using the models trained with the same
λ for all frames), without the Single Motion (SM) strategy
(compress one motion map for each frame) and without our
enhancement network WRQE. Then, we analyze the per-
formance of the baseline model and add these components
successively, i.e., “baseline+HQ”, “baseline+HQ+SM” and
our whole framework “baseline+HQ+SM+WRQE”. More-
over, we also discuss the enhancement on non-hierarchical
video (“baseline+WRQE”). The ablation results are illus-
trated in Figure 7.
Hierarchical quality. Figure 7 shows that “base-
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Figure 8. Average bit-rate and PSNR on different layers.
line+HQ” obviously outperforms the baseline model, indi-
cating the effectiveness of applying the hierarchical quality
to improve the compression performance. Besides, Figure
8 shows the changes of bit-rate and PSNR on high qual-
ity (layers 1 and 2) and low quality (layer 3) frames from
the baseline to “baseline+HQ”. It can be seen that, on lay-
ers 1 and 2, employing hierarchical quality enlarges both
the bit-rate and PSNR. On layer 3, “baseline+HQ” achieves
higher PSNR than the baseline but even with lower bit-rate.
This is because layers 1 and 2 in “baseline+HQ” provide a
high quality reference for compressing layer 3. Since most
frames of a video are in layer 3, applying hierarchical qual-
ity improves the compression performance.
Single motion strategy. Then, as shown in Figure 7,
adding SMDC (“baseline+HQ+SM”) further improves the
performance compared to “baseline+HQ”, by reducing the
bits used for motion maps. For example, in “baseline+HQ”,
the average bit-rate for motion information is 0.0175 bpp
at λ = 256, and the total bit-rate is 0.0973 bpp. Using
SMDC, the bits consumed for motion reduce to 0.0134 bpp,
which is 23.4% lower than without SMDC, and the total bit-
rate also decreases to 0.0969 bpp. Meanwhile, PSNR im-
proves from 29.26 dB (“baseline+HQ”) to 29.47 dB (“base-
line+HQ+SM”), since more bits can be allocated on resid-
ual coding. This validates that our SMDC network success-
fully reduces the redundancy of video motion, and benefits
the compression performance.
Recurrent enhancement. As we can see from Fig-
ure 7, our WRQE network (“baseline+HQ+SM+WRQE”)
effectively further enhances the quality based on “base-
line+HQ+SM”. As the example in Figure 9 shows, our
WRQE network significantly enhances compression qual-
ity, especially on low quality frames, e.g., the PSNR im-
provement is around 1 dB on frames 3 and 9. Figure 9 also
shows the learned weights of wSi and w
M
i . It can be seen
that on high quality frames, our WRQE network learns to
generate larger wSi and smaller w
M
i to decrease the previ-
ous memory and update its helpful information to the mem-
ory, and the opposite for low quality frames. Moreover,
as the visual results shown in Figure 9 indicate, frame 3
surfers from severe distortion due to the low bit-rate, while
frame 6 with higher quality are highly correlated with frame
3. Then, in WRQE, because of the large wSi of frame 6,
large proportion of its information is updated to the mem-
PSNR 
bpp
0.4
1 2 3 4 5 6 7 8 9 10 11 Frame
0.2
Bit-rate
30
31
32
Our approach
w/o WRQE
Our approach
Our approach
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w/o WRQE
0.5
1
0
wSi
wMi
Figure 9. Example results of WRQE on BasketballPass.
ory. Therefore, it is able to recover the lost information in
frame 3 and significantly enhance the quality. These results
validate the effectiveness of our WRQE network.
Benefits of hierarchy for enhancement. Finally, we
show the result of our WRQE network on the baseline
model without hierarchical quality. As shown in Fig-
ure 7, the quality improvement from the baseline to “base-
line+WRQE” is much less than that on our hierarchi-
cal quality method (“baseline+HQ+SM” to our HLVC ap-
proach). This is caused by the similar quality on each frame
in the non-hierarchical model, so there is no high quality
reference to help the enhancement of other frames. This
shows that the proposed hierarchical quality structure fa-
cilitates our WRQE network on enhancement, and as men-
tioned above, our WRQE network also successfully learns
to reasonably make use of the hierarchical quality. As a re-
sult, our whole framework achieves the state-of-the-art per-
formance among learned video compression methods, and
outperforms H.265 (x265 “LDP very fast”).
5. Conclusion and future work
This paper has proposed a learned video compression
approach with hierarchical quality and recurrent enhance-
ment. To be specific, we proposed compressing frames in
the hierarchical layers 1, 2 and 3 with decreasing quality,
using an image compression method for the first layer and
the proposed BDDC and SMDC networks for the second
and third layers, respectively. We developed the WRQE
network with inputs of compressed frames, quality and bit-
rate information, for multi-frame enhancement. Our exper-
iments validated the effectiveness of our HLVC approach.
The same as other learned video compression methods,
we manually set the frame structure in our approach. A
promising direction for future work is to develop DNNs
which learn to automatically design the prediction and hi-
erarchical structures.
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6. Details of our framework
6.1. The BDDC network
ME subnet. In our approach, we employ a 5-level pyra-
mid network [26] for motion compensation, with the same
structure and settings as [26]. However, [26] trains the
network with the supervision of the ground-truth optical
flow, but in our approach, we pre-train the ME subnet by
minimizing the MSE between the warped frame and target
frame. That is, we use the loss function of
LME = D(x5,Wb(x
C
0 , f5→0)) +D(x5,Wb(x
C
10, f5→10))
(14)
to initialize our ME subnet before jointly optimizing the
whole BDDC network by (12) in our paper. Figure 10
shows the example frames warped by estimated motions,
which are trained by ground-truth optical flow and the MSE
loss of (14), and we also show the PSNR between the
warped and target frames. It can be seen that the MSE opti-
mized motion is able to reach higher PSNR for the warped
frame, thus leading to better motion compensation.
xC0 x5
Warped by ground-truth optical flow 
trained motion
Warped by MSE trained motion
Wb(x
C
0 ; f5!0)
PSNR = 24.29 dB PSNR = 29.73 dB
Figure 10. Example frames warped by estimated motions, which
are trained by ground-truth optical flow and the MSE loss of (14).
MC and RC subnets. We follow [2, 3] to use the CNN-
based auto-encoders in our MC and RC subnets, and they
have the same structure in our approach. The detailed pa-
rameters are listed in Tables 2 and 3, in which GDN denotes
the generalized divisive normalization [2] and IGDN is the
inverse GDN [2].
MP subnet. We use the motion compensation network
in [22] as our MP subnet, which is illustrated in Figure 11.
In the MP subnet, all convolutional layers use a filter size of
3× 3. The filter numbers of all layers excluding the output
Table 2. The encoder layers in the MC and RC subnets.
Layer Conv 1 Conv 2 Conv 3 Conv 4
Filter number 128 128 128 128
Filter size 5× 5 5× 5 5× 5 5× 5
Activation GDN GDN GDN -
Down-sampling 2 2 2 2
Table 3. The decoder layers in the MC and RC subnets.
Layer Conv 1 Conv 2 Conv 3 Conv 4
Filter number 128 128 128 3
Filter size 5× 5 5× 5 5× 5 5× 5
Activation IGDN IGDN IGDN -
Up-sampling 2 2 2 2
layer are 64, and the filter number of the output layer is set
to 3. We use ReLU as the activation function for all layers.
In our SMDC network, the subnets of ME, MC, MP and
RC have the same architecture as introduced above.
6.2. The WRQE network
In the WG subnet of our WRQE network, we set the hid-
den unit number in the bi-directional LSTM as 256, and
thus the layer d1 has 512 nodes. We use 5×5 convolutional
filters in all convolutional layers (the architecture is shown
in Figure 5 of our paper). The filter numbers are all set to 24
before the output layer, and the filter number for the output
layer is 3. We use ReLU as the activation function for all
convolutional layers.
7. Additional experiments
Configurations of x264 and x265. In Figure 6 and Table
1 of our paper, we follow [22] to use the following settings
for x264 and x265, respectively:
x264: ffmpeg -pix fmt yuv420p -s WidthxHeight
-r Framerate -i Name.yuv -vframes Frame
-c:v libx264 -preset veryfast -tune
zerolatency -crf Quality -g 10 -bf 2
-b strategy 0 -sc threshold 0 Name.mkv
x265: ffmpeg -pix fmt yuv420p -s WidthxHeight
-r Framerate -i Name.yuv -vframes Frame
-c:v libx265 -preset veryfast -tune
zerolatency -x265-params
"crf=Quality:keyint=10:verbose=1" Name.mkv
In the commands above, we use Quality = 15, 19, 23, 27
for the JCT-VC dataset, and Quality = 11, 15, 19, 23 for
UVG videos.
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Figure 11. Architecture of the MP subnet [22].
xC0 ~x1 PSNR = 24.68 dB~x2
f^2!0
xC2PSNR = 25.83 dB
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xC0 ~x1 PSNR = 30.72 dB~x2
f^2!0
xC2PSNR = 33.58 dB
f^1!0 = Inverse(0:5 £ Inverse(f^2!0)) f^1!2 = Inverse(0:5 £ f^2!0)
Figure 12. Example frames after motion compensation in our SMDC network at λ = 1024.
Motion estimation in our SMDC network. Recall that,
in our SMDC network, x˜2 is generated by motion compen-
sation with the compressed motion fˆ2→0. Then, we esti-
mate the motions of fˆ1→0 and fˆ1→2 from fˆ2→0 using the
inverse operation (refer to (8) and (9) in Section 3.3) to gen-
erate x˜1.
However, as shown in Figure 12, x˜1 has even higher
PSNR than x˜2. Moreover, Table 4 shows the averaged
PSNR of x˜1 and x˜2 among all videos in the JCT-VC dataset.
The results in Table 4 also prove that our SMDC network
generates x˜1 with higher PSNR than x˜2. It is probably
because of the bi-directional motion used for x˜1, and the
shorter distance between x˜1 and the reference frame xC0 .
These results validate that our SMDC network accurately
estimates multi-frame motions from a single motion map.
In conclusion, the benefits of our SMDC network can be
summarized as:
(1) As discussed in Section 4.3 of our paper, our SMDC
Table 4. Average PSNR (dB) of x˜1 and x˜2 in our SMDC network.
λ = 256 λ = 512 λ = 1024 λ = 2048
PSNR of x˜1 27.67 28.65 29.43 29.92
PSNR of x˜2 26.42 27.44 28.22 28.58
network reduces the bit-rate for motion information, due to
compressing a single motion map in SMDC.
(2) Our SMDC network generates x˜1 with even higher
quality than x˜2, and thus leads to fewer residual between x˜1
and x1 to encode. This facilitates the residual compression
subnet to achieve better compression performance.
Visual results. Then, we demonstrate more visual qual-
ity results of our PSNR and MS-SSIM models and the latest
video coding standard H.265 in Figure 13. The bit-rates in
Figure 13 are the average values among all frames in each
video, and the frames in Figure 13 are selected from layer 3,
i.e., the lowest quality layer in our approach. It can be seen
from Figure 13 that both our PSNR and MS-SSIM models
have less compression artifacts than H.265, in case that our
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Figure 13. Visual results of our PSNR and MS-SSIM models in comparison with H.265.
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models consume lower bit-rate. That is, the frames in the
lowest quality layer of our approach still achieve better vi-
sual quality, when the average bit-rate of the whole video is
lower than H.265.
Different GOP sizes. Our method is able to adapt to
different GOP sizes, since our BDDC and SMDC networks
can be flexibly combined. In Figure 2, one more SMDC
module can be inserted between the two SMDC modules,
enlarging the GOP size to 12. More SMDC modules can be
inserted to further enlarge the GOP size. In DVC [22], GOP
= 12 is applied on the UVG dataset. For fairer comparison,
we also test our HLVC approach on UVG with GOP = 12.
Our PSNR performance on UVG drops to BDBR = 1.53%
with the same anchor in Table 1, but we still outperform
Wu et al. [38] and DVC [22].
Comparison with different configurations of x265. In
our paper, we compare with the “LDP very fast” mode of
x265. However, since our HLVC model has a “hierarchi-
cal B” structure, we further compare our approach with
x265 configured with “b-adapt=0:bframes=9:b-pyramid=1”
instead of “zerolatency”. The detailed configuration is as
follows.
ffmpeg -pix fmt yuv420p -s WidthxHeight
-r Framerate -i Name.yuv -vframes
Frame -c:v libx265 -preset
veryfast/medium -x265-params
"b-adapt=0:bframes=9:b-pyramid=1:
crf=Quality:keyint=10:verbose=1" Name.mkv
With the anchor of x265 “hierarchical B”, we achieve
BDBR = −9.85% and −10.55% for the “medium” and
“very fast” modes on MS-SSIM. For PSNR, we do not
outperform x265 “Hierarchical B” (BDBR = 20.87%).
Besides, we also compare our approach with the “LDP
medium” mode of x265, where we obtain BDBR =
−34.45% on MS-SSIM. In terms of PSNR, we are com-
parable with x265 “LDP medium” (BDBR = −1.08%).
Comparing ablation results with DVC [22]. DVC [22]
has the IPPP prediction structure, while our approach em-
ploys the bi-directional hierarchical structure. To directly
compare the performance of these two kinds of frame struc-
ture, we calculated the BDBR values of our ablation mod-
els with the anchor of DVC [22] on JCT-VC. The results
of our “baseline+HQ” and “baseline+HQ+SM” models are
−5.50% and −7.37% vs. DVC [22], respectively. It can
be seen that our hierarchical model (+HQ) outperforms the
IPPP structure of DVC (BDBR<0). This validates the ef-
fectiveness of our hierarchical layers.
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