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Abstract:  
 
This study proposes a new predictor constructed under the state-preference asset pricing 
framework to forecast the U.S. monthly equity premium. The index, termed as the 
government bond volatility index or GBVX, reflects the Treasury implied volatility. The 
innovation in the GBVX delivers statistically and economically significant in-sample and 
out-of-sample predictive results over the recent 2000-2015 sample period. It yields a sizable 
increase in terminal wealth growth, Sharpe ratio, and utility gains. In addition, the predictive 
ability of the innovation in the GBVX is comparable to, and in a majority of cases, surpasses 
those of conventional predictors commonly used in the literature, as well as a range of 
historical and other implied volatility indices. The strong predictive ability of the innovation 
in the GBVX stems from its anticipation of cash flow news. 
 
 
Keywords: Bond volatility index; Stock return predictability; Asset allocation; Out-of-
sample test; Return decomposition 
 
JEL Classifications: E43; G12; G13; G17. 
 
 
 
 
 
 
 
 
___________________________ 
* E-mail addresses: z.pan@business.uq.edu.au (corresponding author), and k.chan@business.uq.edu.au. We are 
grateful to Professor Barry Williams (the editor of this special issue) and two anonymous journal reviewers for 
their valuable comments. We also thank Ashley Ding, Robert Faff, Khoa Hoang, Hui Guo, Vivian Mai, Buhui 
Qiu, Tom Smith and seminar participants at the 7th Conference on Financial Markets and Corporate 
Governance, held in Melbourne, for useful comments. All errors remain our ow 
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
 
1 
 
1. Introduction 
A vast amount of recent literature focuses on the out-of-sample predictability of the 
U.S. equity premium and the empirical evidence is mixed. Some studies find little evidence 
of the role of conventional predictors such as dividend yield and earnings–price ratio in 
predicting the equity premium out-of-sample (see, in particular, the study by Welch and 
Goyal, 2008), whereas others find that new predictors such as technical indicators and short 
interest play a strong role (Neely et al., 2014; Rapach et al., 2016). 
The current study makes a significant contribution to the literature by formulating a 
new predictor termed as the government bond volatility index or GBVX, to forecast the U.S. 
monthly equity premium. Effectively, the GBVX reflects the implied volatility of the 10-year 
Treasury Notes futures options. We demonstrate that the construction of the GBVX is 
relatively straightforward under the state-preference asset pricing framework of Debreu 
(1959) and Arrow (1964). We use several tests to show that over the recent sample period 
spanning between 2000:09 and 2015:12, the change or innovation in the monthly GBVX (i.e., 
∆GBVX) performs as well as – and in a majority of instances, better than – a host of other 
popular predictors to forecast the U.S. monthly equity premium. More importantly, the 
predictive ability of ∆GBVX is significant, both statistically and economically. This suggests 
that ∆GBVX contains valuable information that is substantially different from that found in 
conventional predictors used to forecast the U.S. excess stock returns. 
The current study is not the first to scrutinize the extent to which information extracted 
from the bond market is related to equity premium. Keim and Stambaugh (1986), Campbell 
(1987), Campbell and Thompson (2008), Welch and Goyal (2008), and Rapach et al. (2010) 
examine various bond-related variables, such as the term spread, default spread, and Treasury 
bill rate. These variables, however, exclusively reflect information concerning the level of 
bond yield. In stark contrast, the novel GBVX predictor proposed in this study captures 
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information related to the volatility of the Treasury bond. Numerous studies have shown that 
Treasury bond volatility encodes valuable information regarding the state of the economy and 
financial markets. Creal and Wu (2014), for example, find that higher Treasury bond 
volatility leads to higher unemployment rate. Bretscher et al. (2016) find that Treasury bond 
volatility is positively associated with the slowdown of future economic activities at the 
market and firm levels.
1
 Our research extends these studies by showing that the information 
embedded in the volatility of the Treasury Notes is relevant and useful for forecasting excess 
stock returns. 
We also assess the predictive capacity of the levels of the monthly GBVX. Banerjee et 
al. (2007) find that both levels and innovations of volatility indices are important proxies for 
volatility risk. From a statistical viewpoint, the standard predictive regression based on the 
level of the GBVX yields consistent point estimates (Ericsson et al., 2009). However, the first 
differencing or innovation of the GBVX is more appropriate if both the dependent and 
independent variables in the predictive regression are integrated (and the resulting regression 
coefficient estimates are more efficient; see Ericsson et al., 2009), but unit root tests may lack 
power owing to the small sample size considered in the current study. The results show that 
the innovation of the GBVX is a superior predictor.  
In addition, we evaluate the predictive abilities of several other historical and implied 
volatility indices of the stock and bond markets, including, among others, realized stock 
volatility, realized Treasury bond volatility, and the popular forward-looking Bank of 
America–Merrill Lynch Option Volatility Estimate index (MOVE). The results point to the 
continual dominance of the innovation in the GBVX. This represents a novel finding, since 
previous studies pay relatively little attention to comparing the abilities of backward-looking 
                                                          
1
 Fernández-Villaverde et al. (2011) demonstrate that a significant change in bond market volatility triggers a 
fall in output, consumption, and investment in emerging markets, whereas Istrefi and Mouabbi (2016) find that 
interest rate uncertainty has large and persistent negative effects on the economies of the Group of Ten (G10) 
countries. 
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
 
3 
 
and forward-looking measures of bond and stock market volatility to forecast equity 
premium.
 
 
We summarize the empirical findings of the current study as follows. First, the in-
sample results reveal that the U.S. monthly equity premium increases by a massive 87 basis 
points (bps), on average, following a unit decrease in the standardized ∆GBVX in the 
preceding month. The adjusted R
2
 (
2R ) of the in-sample predictive regression based on 
∆GBVX is high, estimated at 3.41%. To ensure the robustness of our finding against small 
sample bias, we perform an extensive bootstrap simulation procedure and compare the actual 
2R  estimated from the observed data with the cut-off 
2R  benchmark derived from the 
bootstrap procedure. The result shows that the actual 
2R  estimate of 3.41% is significantly 
higher than can be attributed to chance. We then assess the predictive performance of the 
level of the GBVX. It is relatively weaker. Similarly, only 4 of the 14 commonly used 
predictors of Welch and Goyal (2008) – log dividend yield, book-to-market ratio, Treasury 
bill rates, and long term yields – generate comparable quantitative in-sample predictive 
findings to the ∆GBVX. When we study the predictive abilities of other historical and 
implied volatility indices, their in-sample 
2R  estimates are lower than 3.41%, and they are 
also considerably lower than their respective cut-off 
2R  benchmarks derived from the 
bootstrap procedure. 
We use the popular out-of-sample R
2 statistic of Campbell and Thompson (2008) or 
2
oosR as the ultimate stock return predictability test. The results show that ∆GBVX continues 
to outperform many other predictors in the out-of-sample setting. In particular, the predictive 
regression for ∆GBVX yields the highest 2
oosR statistic, and this estimate is statistically and 
economically significant. By contrast, most of the 14 conventional predictors of Welch and 
Goyal (2008) and other volatility predictors fail to convincingly beat the historical average 
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benchmark at the usual significance levels. While the standard predictive regression model, in 
theory, can forecast excess returns of any sign, practitioners are primarily interested in the 
positive equity premium forecasts. As such, we re-analyze the out-of-sample findings by 
restricting the negative equity premium forecasts to zero, as suggested by Campbell and 
Thompson (2008). In any case, imposing Campbell and Thompson’s (2008) restriction 
accentuates the support for using the ∆GBVX predictor.  
Next, we explore the economic value of using the variables to predict future stock 
returns. The results demonstrate that an investor who allocates between equity and risk-free 
assets based on the prediction of ∆GBVX achieves a terminal growth of 70% higher than the 
initial wealth. By contrast, the naïve “buy-and-hold” strategy merely increases the investor’s 
terminal wealth by 46%. In terms of the Sharpe ratio, the asset allocation strategy based on 
the ∆GBVX predictor generates a hefty annualized estimate of 0.48, whereas the sample 
mean Sharpe ratio estimate generated by all other predictors is merely 0.15. The final 
exercise involves the calculation of the utility for a mean-variance investor (with a relative 
risk coefficient of three) who allocates between equity and risk-free assets using the equity 
premium forecasts. The result shows that the aforementioned asset allocation strategy based 
on the ∆GBVX predictor delivers massive utility gains of 411bps to the investor over the 
“buy-and-hold” strategy. On the other hand, the asset allocation strategies based on most of 
other predictors typically generate utility gains of less than 300bps. 
Given the above empirical findings, a natural question ensues: What drives the strong 
predictive ability of the innovations in the GBVX? Fernández-Villaverde et al. (2011), Creal 
and Wu (2014), and Bretscher et al. (2016) show that high bond market volatility shock leads 
to lower future real economic outputs. Given that the level of fundamental cash flows in the 
economy is closely linked to economic activities (Fama, 1990; Gourio, 2012), we conjecture 
that the innovations in bond volatility (i.e., ∆GBVX) are likely to affect the change in 
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investors’ expectations towards future cash flows. To examine this hypothesis, we adopt the 
vector autoregressive (VAR) decomposition methodology of Campbell (1991) and Campbell 
and Ammer (1993). The results show that the predictive power of ∆GBVX for stock excess 
returns lies primarily in its ability to anticipate cash flow news, thus providing support to our 
hypothesis. 
This study proceeds as follows. Section 2 begins by discussing the model specification 
that researchers generally use to assess stock return predictability. This is followed by the 
data description, including the construction of the GBVX. Section 3 presents the in-sample 
and out-of-sample predictive results, as well as the findings of the analyses based on various 
asset allocation strategies and utility gains. Section 4 discusses the VAR decomposition to 
examine the source of the predictive ability of ∆GBVX. Finally, Section 5 concludes.  
 
2. Model specification and equity premium predictions  
2.1. Model specification 
The analyses in this study rely on the familiar predictive regression specification: 
,ε 11   ttt xr             (1) 
where rt+1 is the log return on the U.S. stock market index in excess of the Treasury risk-free 
rate (i.e., equity premium) for month t+1, and xt refers to the respective predictor variables 
defined below. Following recent related studies (see, e.g., Rapach et al., 2010, 2016), we use 
the S&P 500 index (including dividends) to measure the U.S. stock market index.
2
 Due to the 
limited data availability of the Treasury Notes futures options
3
 required to construct the 
                                                          
2
 Nonetheless, the asset allocation strategies discussed in Section 3.3 rely on the tradable S&P 500 futures. The 
continuous futures series are constructed based on contracts with the nearest month to maturity. 
3
 We extract the 10-year Treasury Notes futures options data from DataStream. 
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GBVX, the rt+1 monthly equity premium variable in Eq. (1) spans the period between 
2000:10 and 2015:12.
4
 
 
2.2. Volatility predictors 
2.2.1. GBVX 
It is instructive to begin by reviewing the construction of the GBVX.
5
 The theoretical 
underpinning of the GBVX is rooted in the state-preference asset pricing framework of 
Debreu (1959) and Arrow (1964). In this framework, the asset price at time t, Pt, is specified 
as a state-contingent claim: 
Pt = Ds,t+TFs,t+Tå ,            (2) 
where Ds,t+T and Φs,t+T respectively refer to the asset payoff and the state price for a unit 
payoff of the asset at state s and time t+T. In what follows, we suppress the time subscript t 
by equalling it to 0 for notation brevity. 
Consider the asset payoff Ds,T. We set the asset payoff at a future calendar date T = 30 
as 
2
0
, ln 






F
F
D sTs , which is the ratio of the 10-year Treasury Notes futures price at state s (Fs) 
to that at its current state (F0). It is a common practice in the literature to use the price levels 
of the asset to represent its different states (Ross, 2015). A price of 100 for the 30-day 
maturity Treasury Notes futures, for example, indicates a state of 100 after one month. As 
such, one can regard Ds,T as the payoff of the future variance of the 30-day Treasury Notes in 
different states s in a month’s time.  
We now turn our attention to the specification of the state price, Φs,T. Breeden and 
Litzenberger (1978) surmise that the second derivative of the call price (C) and put price (P) 
                                                          
4
 Accordingly, the sample period for the xt predictor spans from 2000:09 to 2015:11. 
5
 Pan (2015) provides a comprehensive discussion concerning the GBVX, whereas Liu and O’Neil (2015) 
derive the state-preference volatility index for the stock market. 
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relative to the strike price (K) can be used to price the elementary claim of an asset. With this 
in mind, we define the state price Φs,T in continuous time as 
sFK
Ts
K
C




2
2
,
. Following 
Breeden and Litzenberger (1978), the second derivative of the call option is specified as 
 
,2
K
2
2
TK
de
K
C
rT
Fs




 

   (3) 
where 
 
Tσ
TσKF
d
2
0
2
5.0/ln 
  is the familiar term in Black’s (1976) futures option pricing 
formula; ϕ(.) refers to the standard normal probability density function evaluated at d2; T is 
the maturity of the futures option, which is set to 30/365 in the current study; r and σ refer to 
the annualized risk-free rate and volatility
6
 of the Treasury Notes futures; and K is the strike 
price of the futures option (i.e., the level of the Treasury futures at which the state price is 
required).  
The value of the contingent claim that generates the unit payoff if the price of the 
underlying asset is greater than or equal to Fs is estimated as 
 
  ,)(N 2
2
s
rT
F
rT
FKdedK
TK
de
s


 

   (4) 
where N(.) is the cumulative normal density function. If the level of the Treasury futures is 
between Fs and Fs+1 (with Fs+1 ˃ Fs), we can define the state price as 
      .)(N)(N, 1221 

  ss
rT
ss FKdFKdeFF   (5) 
Taken together, the GBVX or the one-month forward volatility index is specified as 
  .ln,
2
0
1 





 s
s
sst
F
F
FFGBVX   (6) 
                                                          
6
 In a spirit similar to Yan (2011), we estimate the volatility σ as the average of the implied volatilities of one at-
the-money call and one at-the-money put options, each with a maturity nearest to the 30-day period. 
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Note that the minimal tick size (i.e., state price) for the Treasury Notes futures is 1/128, and 
the state price is calculated within two adjacent states (see Eq. (5)). As such, we re-define Eq. 
(6) as 
  .
128/15.0
ln,
2
0
1 




 
 s
s
sst
F
F
FFGBVX   (7) 
< Insert Figure 1 here > 
Figure 1 plots the monthly time series of the GBVX over the 2000:09-2015:11 sample 
period. It is evident from the figure that the GBVX reflects the various economic states of the 
market. In particular, during periods of economic upturn (such as the period from 2004 to 
2006, which corresponds to a general run-up in the stock market), the GBVX tends to stay at 
a low level. Nevertheless, during economic downturns, such as those coinciding with the 
2008-2009 U.S. subprime crisis, the index exhibits a sharp, but relatively short-lived, increase 
in level, which reflects the investors’ heightened uncertainty during the period.  
 
2.2.2. MOVE 
The second proxy of forward-looking bond volatility that we examine is the Bank of 
America–Merrill Lynch Option Volatility Estimate index (MOVE). The MOVE is a yield 
curve weighted index of the normalized Black’s (1976) implied volatility of one-month 
Treasury options traded over-the-counter (OTC). This index weights 2-, 5-, 10-, and 30-year 
contracts as follows: 20% for 2-year contracts, 20% for 5-year contracts, 40% for 10-year 
contracts, and 20% for 30-year contracts. As such, by construction, the MOVE index (which 
is expressed in basis points) reflects the market expectations of future Treasury bond yield 
volatility, whereas the GBVX (quoted in percentages) measures the variations in the Treasury 
Notes futures prices.  Furthermore, the GBVX reflects the relatively medium-term implied 
volatility since it is constructed based on the 10-year Treasury Notes futures options, whereas 
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the MOVE index reflects the weighted average of short-term, medium-term and long-term 
implied volatilities, since it is formulated based on Treasury options with different tenors 
(i.e., 2-, 5-, 10-, and 30-year maturities). 
It is notable that the MOVE is included in the Statistical Appendix of the International 
Monetary Fund’s Global Financial Stability Report and is also a key component used to 
construct the Financial Stress Index of the Federal Reserve Bank of St. Louis. In addition, it 
is conveniently available and can be accessed through financial database platforms such as 
DataStream and Bloomberg.
7
 Despite its popularity and advantages, the MOVE has three 
significant drawbacks relative to the GBVX. 
First, as we noted above, the MOVE is estimated using Black’s implied volatility, 
which is typically hindered by its troubling assumption of deterministic volatility. In contrast, 
the GBVX is constructed from the more robust state-preference framework, which, we 
believe, provides a solid theoretical asset pricing foundation underpinning the volatility 
index. Second, the construction of the GBVX relies on Treasury Notes futures options, which 
are more liquid compared to the OTC options market used to estimate the MOVE.
8
 This 
distinction is important because liquidity plays a significant role in determining the 
performance of a volatility measure (Taylor et al., 2010). Third, Mueller et al. (2013) surmise 
that, given the MOVE is a weighted implied volatility of options on bonds with different 
tenors, it is debatable as to what the volatility index is actually proxying, since traders in 
different clienteles are likely to hold bonds with varying tenors. 
 
2.2.3. VIX and TYVIX  
Our next implied volatility predictor is the Chicago Board Options Exchange (CBOE) 
volatility index (VIX). The VIX, which is based on the S&P 500 index, is commonly referred 
                                                          
7
 Recent empirical studies that examine the properties of the MOVE index include, for example, Zhou (2014). 
8
 Deuskar et al. (2011) show that the OTC interest rate options market is highly illiquid, where interest rate 
derivatives typically trade at a discount, presumably due to a lack of demand.  
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to as an “investor fear gauge” since it captures market participants’ expectation of future 
stock market volatility. It is estimated based on the model-free implied volatility technique. 
Rather than reproducing the technical details of the VIX construction here, we refer interested 
readers to existing studies (see, e.g., CBOE, 2003; Jiang and Tian, 2007), which provide a 
comprehensive discussion of the index and the model-free implied volatility framework. 
We also investigate the 10-year U.S. Treasury Note Volatility Index (TYVIX) as our 
second model-free implied volatility predictor. The TYVIX, which was introduced by the 
CBOE in 2013 but is backdated to 2003, measures the expected percentage volatility of the 
10-year Treasury Notes futures price over a 30-day horizon. As such, the TYVIX is the 
expected future volatility to the Treasury bond market as the VIX is to the stock market.
9
 
Interested readers can refer to the CBOE’s website 
(http://cfe.cboe.com/education/education_tyvix.aspx) for further details on the construction of 
the TYVIX. 
It is interesting to note that both the GBVX and TYVIX reflect the implied volatility of 
the same underlying asset – the 10-year Treasury Notes futures. Despite their similarities 
regarding what they measure, there are three subtle, yet important, differences. First, the 
TYVIX is constructed using a methodology similar to that adopted to formulate the VIX (i.e., 
the model-free implied volatility technique), whereas the formation of the GBVX is traced to 
the state-preference asset pricing theory of Debreu (1959) and Arrow (1964). Second, the 
TYVIX is constructed using both out-of-the-money (OTM) and at-the-money (ATM) futures 
options data, whereas the GBVX relies only on the ATM futures options data. Taylor et al. 
(2010) and Liu and O’Neil (2015) cast doubt on whether OTM options provide incremental 
power to ATM options in explaining the dynamics of the volatility index. Finally, the TYVIX 
                                                          
9
 Choi (2016) compares the VIX with the TYVIX, and shows that both volatility indices are largely correlated 
over time. 
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is backdated to 2003:02, whereas our GBVX spans a relatively longer period (i.e., from 
2000:09) and includes the period of the DotCom bubble burst.  
 
2.2.4. BVOL 
We measure the realized monthly volatility of the excess returns on the 10-year 
Treasury Notes futures (BVOL) using the 12-month moving standard deviation estimator of 
Mele (2007). Section 2.3 describes the estimation procedure in detail. 
 
2.3. Other predictors 
We compare the predictive power of the volatility predictors described above to the 14 
monthly predictors of Welch and Goyal (2008).
10
 These 14 predictors, which are also the 
subject of interest in recent studies by Rapach et al. (2010, 2016) and Neely et al. (2014) on 
stock return predictability, are as follows: 
1. Log dividend–price ratio (DP): The log of 12-month moving sums of dividends paid on 
the S&P 500 index minus the log of the S&P 500 index. 
2. Log dividend yield (DY): The log of 12-month moving sums of dividends paid on the 
S&P 500 index minus the log of one-month lag of the S&P 500 index. 
3. Log earnings–price ratio (EP): The log of 12-month moving sums of earnings on the 
S&P 500 index minus the log of the S&P 500 index. 
                                                          
10
 With the exception of the SVOL variable, we extract the remaining 13 monthly predictors from Amit Goyal’s 
website at http://www.hec.unil.ch/agoyal/. Goyal’s dataset is updated through to 2015.12. Welch and Goyal 
(2008) show that in addition to these 14 conventional predictors, the Percent Equity Issuing (labelled as “eqis”), 
which is the ratio of equity issuing activity to the fraction of total issuing activity, has strong predictive ability 
on monthly stock excess returns. Nonetheless, we follow recent literature on U.S. stock return predictability 
(see, e.g., Rapach et al., 2010, 2016; Neely et al., 2014) and exclude the monthly “eqis” variable from our final 
analysis since its monthly data (which are available from Jeffrey Wurgler’s website at 
http://people.stern.nyu.edu/jwurgler/) only extend to 2008. Our (unreported) experiment reveals that “eqis” 
yields strong explanatory power (its in-sample 
2R = 2.75%) in predicting the U.S. equity premium over a 
narrower sample period that covers from 2000:09 to 2008:04.  
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4. Log dividend–payout ratio (DE): The log of 12-month moving sums of dividends paid 
on the S&P 500 index minus the log of 12-month moving sums of earnings on the S&P 
500 index. 
5. Book-to-market ratio (BM): Book-to-market ratio of the Dow Jones Industrial Average. 
6. Net equity expansion (NTIS): The ratio of 12-month moving sums of net equity issues 
by stocks listed on the New York Stock Exchange (NYSE) to the total end-of-year 
market capitalization of NYSE stocks. 
7. Realized stock volatility (SVOL): Following Neely et al. (2014) and Rapach et al. 
(2016), we estimate the monthly realized stock volatility based on a 12-month moving 
standard deviation estimator of Mele (2007), which is computed as 
12
2
SVOL
12
1
1
t



 i
itr

, where rt is the t-month excess return on the stock market index 
as defined in Section 2.1.
11
 
8. Treasury bill rates (TBL): Interest rate on the three-month Treasury bill security. 
9. Long-term yield (LTY): Yield on long-term government bonds. 
10. Long-term return (LTR): Return on long-term government bonds. 
11. Term spread (TMS): The difference between LTY and TBL. 
12. Default yield spread (DFY): The difference between Moody’s Baa and Aaa rated 
corporate bond yields. 
13. Default return spread (DFR): The returns on long-term corporate bond minus the 
returns on long-term government bond. 
                                                          
11
 Welch and Goyal (2008) define SVOL as the sum of squared daily returns on the S&P 500 index for a 
particular month. Nonetheless, Neely et al. (2014) and Rapach et al. (2016) note that this estimation procedure 
tends to yield extreme outliers, especially during severe financial crisis periods such as the 2008–2009 U.S. 
subprime crisis. The Mele’s moving standard deviation estimator overcomes this issue. 
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14. Inflation (CPI): Consistent with Welch and Goyal (2008), we proxy CPI using the 
lagged consumer price index for all urban consumers, since the monthly report on 
inflation information for month t is typically released in the subsequent month t+1. 
 
2.4. Descriptive statistics 
Panel A of Table 1 reports the summary statistics of the monthly equity premium (rt+1), 
which has a mean of 0.24% and a standard deviation of 4.39%. The panel also presents the 
corresponding statistics for all the predictors used in the current study, and these include both 
the level and innovation of the monthly GBVX.
12
 The level of the GBVX has a mean of 6.6 
and a standard deviation estimate of nearly 2.0, whereas the mean and standard deviation 
estimates of ∆GBVX are 0.002 and 1.0, respectively.  
< Insert Table 1 here > 
Panel B of Table 1 reports the Pearson correlation matrix for all the variables. The 
finding for ∆GBVX is of particular interest. While most of Welch and Goyal’s (2008) 
predictors are strongly correlated with one another, ∆GBVX appears to be unrelated to them. 
∆GBVX is also among a handful of predictors that have the highest correlation coefficient (in 
absolute terms) to rt+1. These results foreshadow our subsequent empirical findings that 
∆GBVX contains important and new information not embedded in the existing popular 
variables of Welch and Goyal (2008) in predicting the U.S. equity premium. Not surprisingly, 
the panel also shows that ∆GBVX is highly correlated with both ∆MOVE and ∆TYVIX, 
presumably because all three variables measure volatility shocks in the Treasury bond 
market. 
 
3. Empirical results 
                                                          
12
 We also examine both the level and innovation of the MOVE and TYVIX indices. Nonetheless, in the interest 
of brevity, we only report the results for ∆MOVE and ∆TYVIX herein, since the qualitative performances of the 
levels of the indices are somewhat similar, and in some instances, below that of their innovation counterparts. 
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3.1. In-sample test results 
We begin our empirical analyses by reporting the in-sample predictive results of Eq. (1) 
in Table 2. A few remarks are in order before we discuss the results. 
< Insert Table 2 here > 
First, we standardize the respective xt variables prior to running the regression to 
control for differences in units of measurement across the predictors. This facilitates the 
comparison of the estimated regression coefficients (β). Second, similar to Rapach et al. 
(2016), we estimate the heteroscedasticity and autocorrelation consistent (HAC) t-statistic for 
the estimated β to obtain a more reliable inference. Third, we follow Rapach et al. (2016) and 
test the null hypothesis of no reaction (H0: β = 0) against the alternative hypothesis of a 
positive reaction (HA: β > 0), since the theory often provides the reasonable expected sign for 
β.13 As such, we multiply TBL, LTY, DFY, and all the implied volatility predictors by –1 
prior to estimating Eq. (1), as indicated in the second column of Table 2 (see also the sample 
Pearson correlation matrix result reported in Panel B of Table 1 in the current study and 
Table 3 of Rapach et al., 2016). 
Fourth, it is highly probable that the standard errors of Eq. (1) suffer from small sample 
bias. In addition, in reviewing the work by Inoue and Kilian (2005), Kilian and Vega (2011) 
note that the conventional asymptotic Student t-test tends to reject the null hypothesis of no 
predictability more often than it should when the same regression model is tested using 
different regressors. To alleviate these concerns, we closely follow the recommendation of 
Rapach et al. (2016) and perform a wild bootstrap procedure based on 10,000 simulations to 
assess the statistical significances of the coefficient estimates of Eq. (1).  
Table 2 shows that only 4 of the 14 commonly used predictors of Welch and Goyal 
(2008) – DY, BM, TBL, and LTY – yield statistically significant β estimates at the 10% 
                                                          
13
 Inoue and Kilian (2005) show that the one-sided t-test considerably improves the power of tests of 
predictability. 
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level. Of these predictors, βLTY has the largest estimate at 0.873. The estimated β for the level 
of the GBVX is statistically insignificant, but the slope coefficient estimate for ∆GBVX is 
statistically significant at the 5% level. In fact, GBVX
ˆ
β  = 0.872, and the magnitude of this 
estimate matches that of 
LTYβˆ . In other words, upon a unit decrease in the standardized 
∆GBVX in month t, the equity premium in the following month t+1 increases considerably 
by 87 bps (recall that we multiply the standardized ∆GBVX with –1 prior to running the 
regression). The slope coefficient estimates of the remaining bond implied volatility 
predictors – ∆MOVE and ∆TYVIX – are also statistically significant, but their estimated βs 
are lower than GBVX
ˆ
β . On the other hand, the estimated β of the predictive regression based 
on the realized bond volatility predictor (BVOL) is insignificant. 
It is interesting to examine whether both the level and innovation of the GBVX offer 
complementary predictive abilities on equity premium. To investigate this issue, we estimate 
the following joint predictive regression: 
.GBVXGBVX 11   ttttr    (8) 
The result shows that βˆ = 0.745 (its HAC-robust t-statistic is 1.846, which is statistically 
significant at the 5% level using the wild bootstrapped p-value), whereas the estimated γ 
remains insignificant. This suggests that the innovation of GBVX plays a leading role in 
predicting the U.S. excess stock returns. 
Does ∆GBVX provide new and incremental information beyond that accorded by the 
14 conventional predictors of Welch and Goyal (2008) in forecasting in-sample equity 
premium in the sample period considered in the current study? To address this question, we 
begin by deploying principal component analysis (PCA) to reduce the large number (14) of 
standardized predictors to a smaller set of uncorrelated components. Following the 
recommendation of Neely et al. (2014), we extract the first three components, which account 
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for a cumulative value of 62% of the variation. We then estimate the following joint 
predictive regression: 
,FˆGBVX 1
3
1
1 

   t
j
j,tjttr    (9) 
where t1,Fˆ , t2,Fˆ , and t3,Fˆ  are the first, second, and third estimated principal components, 
respectively.
14 The qualitative and quantitative findings regarding the predictive ability of 
∆GBVX remain unchanged, with βˆ = 0.816 and statistical significant at the 5% level.  
Table 2 also reports the in-sample adjusted R
2
 (
2R ) estimates. At first glance, the 
values of 
2R  for the 14 conventional predictors reported in the current study appear to be 
several orders of magnitude higher than those obtained by Welch and Goyal (2008). It is 
probable that our high 
2R  estimates are artefacts of the recent 2000-2015 sample period that 
we consider, whereas Welch and Goyal (2008) examine a relatively longer sample period 
(1927–2004). To provide a meaningful analysis, we compare the actual 
2R  estimated using 
the observed data with the 90% and 95% cut-off levels of 
2R  estimated from the 10,000 wild 
bootstrap simulation procedure (see the final two columns of Table 2). In accordance with the 
earlier results concerning βˆ , only DY, BM, TBL, and LTY have values of 
2R  that are higher 
than the 90% simulated cut-off benchmark. Among these predictors, LTY has the largest 
2R  
at 3.42%, and it is over the 95% cut-off 
2R  value. The main object of interest in the current 
study, ∆GBVX, has a comparable 
2R  at 3.41%, and this estimate also exceeds the 90% cut-
                                                          
14
 Since years of time series data are required to obtain statistically meaningful principal components, we follow 
Neely et al. (2014) and use the 1951-2015 sample period to estimate the principal components. The estimated 
principal components from 2000:09 to 2015:11 are then used as explanatory variables in Eq. (9). For brevity, 
plots of the estimated principal components and loadings on each of the principal components are not shown 
here but are available upon request from the authors. Consistent with Neely et al. (2014), the plots show that 
financial ratio variables such as DP, DY, EP, and BM load heavily and positively on 
t1,Fˆ , and thus, t1,Fˆ  reflects 
the dynamics in financial ratios. 
t2,Fˆ , which is loaded heavily and positively by SVOL, LTY, TMS, and DFY, is 
volatile and increases dramatically during financial crisis periods such as the 2008-2009 subprime crisis. 
Finally, 
t3,Fˆ contains information pertaining to various variables, with positive loadings by DP, DY, DE, NTIS, 
and DFR, and negative loadings by TBL, LYT, LTR, and CPI. 
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off 
2R  benchmark.15 In contrast, the 
2R  estimates for the other remaining volatility 
predictors, BVOL, ∆MOVE, ∆VIX, and ∆TYVIX, are well below the 90% simulated cut-off 
benchmarks. 
As further analysis, we compute the 
2R  statistic separately for positive and negative 
volatility shocks using a specification modified from Neely et al. (2014). The statistic, which 
is labelled as the modified 2
zR  statistic, is defined as: 
 
,
D
ˆD
1modified
1
2z
t
2
1
z
t2






T
t t
t
T
t
z
rr
ε
R    (10) 
where Dt
z=+
 is a dummy variable equalling to 1 if ∆GBVX ≥ 0 (i.e., if there is a zero or 
positive volatility shock in month t) and 0 otherwise, Dt
z=–  
is a dummy variable equalling to 1 
if ∆GBVX< 0 (i.e., if the volatility shock is negative in month t) and 0 otherwise, 
2
tεˆ  refers to 
the fitted residual of Eq. (1), r  is the full-sample mean of rt, and T is the full sample 
observations. The result shows that the modified 
2
zR  = 2.09%, and 
2
zR =3.62%, which is 
suggestive that the equity premium predictability concentrates more over periods of negative 
bond volatility shocks than positive shocks.  
In summary, the in-sample test results presented in Table 2, together with the joint 
predictive regression finding of Eq. (9), demonstrate that the innovation in GBVX possesses 
different and incremental information over the conventional predictors in forecasting the U.S. 
equity premium over the sample period considered in the current study. 
 
3.2. Out-of-sample test results 
                                                          
15
 The in-sample test results of Table 2 reveal that while the 
2R  statistic of LTY exceeds the 95% cut-off value, 
the 
2R  statistic of ∆GBVX merely exceeds the 90% cut-off value. However, as Table 3 shows, the ∆GBVX 
predictor substantially outperforms all other variables (including the LTY predictor) in the out-of-sample test, 
which is the  ultimate test for forecasting equity premiums.   
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The “golden test” for stock return predictability is the out-of-sample test, which 
addresses issues related to data mining that tend to impede the validity of the in-sample test. 
With this in mind, we adopt the methodology similar to that used in prior related studies (e.g., 
Campbell and Thompson, 2008; Welch and Goyal, 2008; Rapach et al., 2010, 2016) to 
analyze the out-of-sample U.S. equity premium predictability. In particular, we rely on an 
expanding estimation window to generate the one-month ahead out-of-sample forecasts of 
1
ˆ
tr . This necessitates the division of the full T sample period into an in-sample estimation 
period with m observations and an out-of-sample portion with T–m observations. The first 
out-of-sample forecast of 1ˆ mr  is given by 
,ˆˆˆ 1 mmmm xr             (11) 
where mˆ  and mˆ  refer to the least square estimates of Eq. (1), which are computed by 
regressing   1
01


m
tt
r  on a constant and   1
0


m
tt
x . The next out-of-sample forecast of 2ˆ mr  is 
computed as 
,ˆˆˆ 1112   mmmm xr    (12) 
where 1ˆ m  and 1
ˆ
m  are generated by regressing  
m
tt
r
01 
 on a constant and  m
tt
x
0
, and so 
on. We use data from 2000:09–2005:09 (i.e., one-third of the full sample period) to forecast 
the first 1ˆ mr , and the out-of-sample forecasting period spans from 2005:10–2015:12. 
Then, we use Campbell and Thompson’s (2008) out-of-sample R2 ( 2
oosR ) to compare 
the   11ˆ


T
mtt
r  recursive forecasts with the   1HA1ˆ


T
mtt
r  historical average forecasts, which are also 
estimated recursively using an expanding estimation window but are devoid of any x 
predictors. The 2
oosR  statistic is computed as 
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 
 
.
ˆ
ˆ
1
1
2HA
1
2
2
oos
 
 







mT
k
kmkm
mT
k
kmkm
rr
rr
R    (13) 
We test the null hypothesis of H0: 
2
OOSR ≤ 0 against the alternative hypothesis HA: 
2
OOSR > 0, using the McCracken (2007) mean square error (MSE)–F test statistic. The 
rejection of the null hypothesis in favor of the alternative hypothesis implies that the x 
predictor provides significant out-of-sample explanatory power over the historical average 
model in predicting excess returns.  
In addition, we re-estimate the 2
oosR  statistic Eq. (13) by imposing appropriate 
restriction to the equity premium forecasts as suggested by Campbell and Thompson (2008). 
In particular, we constrain negative equity premium forecasts to zero since practitioners are 
mainly interested in positive equity premium forecasts. Campbell and Thompson (2008) 
show that such restriction tends to enhance the out-of-sample forecast performance of the 
individual predictors. 
Panel A of Table 3 reports the results with no restriction imposed, whereas Panel B of 
the table presents the result after imposing Campbell and Thompson’s (2008) restriction on 
the equity premium forecasts. At first impression, the 2
oosR  statistics of some of the 14 
conventional predictors reported especially in Panel B of Table 3 appear to be considerably 
higher than the estimates obtained by Welch and Goyal (2008), and we surmise in earlier 
Section 3.1 that our results could be sensitive to the recent (and shorter) sample period. To 
address this issue, we compare the MSE–F test statistic against the one-sided critical values 
computed from 10,000 simulations that are obtained from the bootstrap procedure.
16
 
< Insert Table 3 here > 
                                                          
16
 We are grateful to an anonymous journal reviewer for suggesting the use of the bootstrapped MSE–F critical 
values for statistical inference purposes. 
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The out-of-sample forecasting results reported in Panel A of Table 3 reveal that  none 
of Welch and Goyal’s (2008) 14 conventional predictors beat the historical average 
benchmark at the usual significance levels. In contrast, the monthly 2
OOSR for the GBVX level 
is significantly positive at 1.04%. The best out-of-sample predictive performance, however, 
belongs to the ∆GBVX predictor, since it yields the highest monthly 2
OOSR  of 2.69% and is 
statistically significant at the 1% level. Further note that this 2
OOSR estimate is also 
economically significant because it exceeds the 95% cut-off 2
OOSR benchmark estimate of 
1.27% generated from the bootstrap procedure (the benchmark cut-off value is not tabulated 
in the table to save space). 
 It is also interesting to examine if the ∆GBVX predictor contains useful out-of-sample 
predictive information beyond what is already embedded in the other predictors. The test 
metric commonly used to study this premise is the encompassing regression model of 
  ,ˆˆ1 GBVX,,
*
  kmikmkm rrr     (14) 
where 
*ˆ
kmr   refers to the combined equity premium forecast over the sample period from k = 
1 to T–m, GBVX,ˆ kmr  is the out-of-sample equity premium forecast based on ∆GBVX, and 
ikmr ,ˆ   refers to the out-of-sample equity premium forecast based on other individual 
predictors with i ≠ ∆GBVX. The ∆GBVX predictor is deemed to encompass the predictive 
forecast of variable i if the estimated λ equals unity; otherwise, the predictive forecast of 
variable i encompasses the predictive forecast based on ∆GBVX (i.e., if λ = 0).  
The final column in Panel A of Table 3 reports the estimated λ for equity premium 
forecasts with no restriction. Notably, all the λ estimates are positive with sizable magnitudes 
(12 of 19 variables have a ˆ  of no less than 0.8), and Harvey et al.’s (1998) test reveals that 
they are all significantly different from 0 at the 5% level. To summarize, the forecast 
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provided by ∆GBVX cannot possibly be encompassed by any of the other variables; instead, 
the ∆GBVX forecast encompasses the predictive forecasts made by the other variables.17  
We now turn to the findings reported in Panel B of Table 3. In any case, imposing 
Campbell and Thompson’s (2008) restriction provides stronger support for using the ∆GBVX 
predictor, since its 2
OOSR  estimate is even higher (and still the largest) at 3.45%, and it is also 
statistically and economically significant (versus the 95% cut-off 2
OOSR benchmark estimate 
of 1.71%). By contrast, the next best variable, TBL, has a statistically significant 2
OOSR  
estimate of only 2.39%. 
This section ends with the analysis concerning the long-run predictive ability of the 
∆GBVX variable. Specifically, we generalize Eq. (1) by replacing the rt+1 dependent variable 
with   httht rrhr   .../1 1  where h = {2, 3, 6}. The out-of-sample test results (not 
reported here to save space but are available upon request from the authors) reveal that the 
magnitude and statistical significance of the 2
OOSR estimates based on the ∆GBVX predictor 
diminish monotonically and considerably when the excess return horizon increases. This 
finding is robust to cases including and excluding Campbell and Thompson’s (2008) 
restriction. 
In summary, the out-of-sample 2
OOSR  statistic and encompassing test results presented 
in this section reiterate the earlier in-sample test findings, namely, that the innovation in the 
GBVX contains valuable information on future U.S. excess stock returns, especially in 
predicting monthly stock excess returns. 
 
3.3. Asset allocation strategies and utility gains 
                                                          
17
 In untabulated results, we also test whether (1–λ) is significantly different from zero. Harvey et al.’s (1998) 
test indicates that the null hypothesis, namely, (1–λ) = 0, cannot be rejected at the usual significance levels.  
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This section investigates the economic value of using various predictors to forecast 
monthly equity premiums. Consider first an investor who allocates between equity and risk-
free assets using equity premium forecasts. In particular, we presume the investor favors the 
equity market if the out-of-sample predicted excess market return is positive; otherwise, the 
investor prefers investing in the risk-free asset. 
< Insert Figure 2 here > 
Figure 2 plots the cumulative growth of the asset allocation strategies based on several 
individual predictors, each of which begins with an initial investment of $100 in 2005:09. For 
ease of readability, the figure only plots the strategies based on three predictors that yield the 
highest out-of-sample 2
OOSR  estimates based on Campbell and Thompson’s (2008) 
restriction,
18
 as reported in Panel B of Table 3: ∆GBVX, TBL, and BM. We compare these 
strategies to the naïve “buy-and-hold” strategy. A striking finding emerges from Figure 2 – 
the ∆GBVX-based strategy clearly dominates the others, with the terminal investment 
reaching $170 in 2015:12 (i.e., the terminal growth is 70% more than the initial wealth). By 
contrast, the TBL, BM, and naïve strategies deliver terminal growths that ended with a 46% 
to 66% increase over the initial wealth during the same period.  
< Insert Table 4 here > 
We also calculate the annualized Sharpe ratios for all the strategies. We adjust the 
annualized Sharpe ratios for potential first-order serial correlation in monthly stock returns 
using the technique suggested by Lo (2002).
19
 The first column of Table 4 presents the 
results. The performance of the asset allocation strategy based on the ∆GBVX predictor 
clearly stands out, since it yields a sizable annualized Sharpe ratio of 0.482. On the other 
hand, six other predictors – EP, BM, TBL, DFY, BVOL and GBVX – generate Sharpe ratios 
                                                          
18
 Under Campbell and Thompson’s (2008) restriction, we set the out-of-sample negative equity premium 
forecast to zero. This is analogous to investing in risk-free assets in our asset allocation strategy. 
19
 Rather than reproducing Lo’s (2002) adjustment technique, we refer interested readers to his seminal paper, 
especially to Eq. (22). 
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ranging between 0.25 and 0.48, and the remaining predictors have Sharpe ratios below 0.18. 
Overall, the sample mean Sharpe ratio estimate of all the predictors (excluding ∆GBVX) is 
considerably lower at 0.15.  
Another channel that we employ to assess the economic value afforded by the various 
predictors is from the perspective of a mean-variance investor who attempts to maximize 
utility gains by allocating across equity and risk-free assets, using various equity premium 
forecasts. Specifically, in a spirit similar to Campbell and Thompson (2008) and Rapach et al. 
(2010, 2016), we assume the investor has the following mean-variance utility function: 
,5.0U 2p pR      (15) 
where Rp and 
2
pσ  respectively are the mean and variance of the portfolio returns, and γ refers 
to the coefficient of the investor’s relative risk aversion. We set γ to a realistic estimate of 3, 
as recommended by Rapach et al. (2016). We then calculate the certainty equivalent return 
(CER) gain of investing in a portfolio based on the aforementioned asset allocation strategy 
relative to that of the naïve “buy-and-hold” strategy: 
   .5.05.0CER 2naivenaive2p   RR p   (16) 
In other words, the CER gains of Eq. (16) are the “incremental management fees” that 
the investor is willing to pay to invest in the asset allocation strategies based on the equity 
premium forecasts over the “buy-and-hold” strategy. The results, which are reported in the 
second column of Table 4, reveal that the investor is prepared to pay a hefty incremental 
annual management fee of 411bps to have access to predictive regression based on ∆GBVX 
instead of the “buy-and-hold” strategy. In sharp contrast, most of other predictors command 
less than 300bps as incremental annual management fees (except for TBL, which has CER 
gains of 384bps). 
Finally, we investigate the extent to which ∆GBVX contributes additional CER 
economic gains to the entire set of the 14 predictors of Welch and Goyal (2008). The 
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economic gains of these 14 variables are succinctly captured by the first three principal 
components, which are recursively estimated to avoid problems related to “forward-looking 
bias” in constructing the out-of-sample asset allocation. The results (which are not reported to 
save space but are available upon request from the authors) reveal that the mere three 
principal components generate annualized CER gains of 410bps, whereas the inclusion of 
∆GBVX increases the CER gains substantially to 588bps (this represents substantial CER 
incremental gains of 178bps). 
 
4. Source of ∆GBVX’s predictive ability 
This section investigates the source of ∆GBVX’s predictive ability. To address this 
issue, we follow Rapach et al. (2016) and utilize the vector autoregressive (VAR) 
methodology of Campbell (1991) and Campbell and Ammer (1993) to measure whether the 
predictive ability of ∆GBVX stems from its ability to anticipate cash flow and/or discount 
rate news. Here, a brief description of the VAR methodology is suffice, and we refer 
interested readers to the studies by Campbell (1991) and Campbell and Ammer (1993) for 
further technical discussions. 
Consider the following first-order VAR specification: 
,
ˆ
ˆ
ˆ
1
1,3
1,2
1,1
1
1
1 





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t
t
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F
F
F
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r
y     (17) 
where rt+1 is the log stock returns, and A is a 5 × 5 matrix of slope coefficients. We include 
the log dividend–price ratio (i.e., DP) in Eq. (17), since Engsted et al. (2012) emphasize the 
importance of accounting for this variable to properly estimate the cash flow and discount 
rate news components. We also include the first three principal components ( t1,Fˆ , t2,Fˆ , and 
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t3,Fˆ ) extracted from 13 of the 14 conventional predictors of Welch and Goyal (2008), that is, 
we exclude the DP variable from the PCA analysis.
20
 
The log stock return is decomposed as: 
,1,DR1,CF11   ttttt rEr    (18) 
where Etrt+1 refers to the expected log stock return at time t+1 based on the information 
obtained at time t, and η
CF,t+1 and ηDR,t+1 respectively are the cash flow and discount rate news 
components of the stock return innovations. Appendix A discusses the empirical estimation 
of the respective components of Etrt+1, ηCF,t+1, and ηDR,t+1. 
We then regress the log stock return on ∆GBVX using the predictive regression Eq. 
(1), which is restated here as          
.GBVXβ 11   tttr     (19) 
The following regressions ensue: 
,GBVXˆ
1,ˆˆˆ1 

tEtEEtt
rE    (20) 
,GBVXˆ 1,DRDR1,DR   ttt  and  (21) 
.GBVXˆ 1,CFCF1,CF   ttt    (22) 
By construction, Eqs. (19) to (22) are related through their estimated slope coefficients: 
.ˆˆˆˆ DRCFˆ  E      (23) 
Altogether, each of the slope coefficient estimates in Eq. (23) reveals the extent to which the 
ability of ∆GBVX to predict log stock returns is attributed to its ability to forecast Etrt+1, 
η
CF,t+1
, and/or η
DR,t+1. 
< Insert Table 5 here > 
                                                          
20
 Chen and Zhao (2009) suggest using the PCA approach to minimize the effect related to the choice of state 
variables in the return decomposition analysis. 
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Table 5 reports the results.
21
 It is evident from the table that the strong predictive ability 
of ∆GBVX emanates from its anticipation of future cash flows. To explain, note that both 
Eˆ
ˆ
and 
DRˆ  are statistically significant at the 10% level, but their respective contributions to the 
magnitude of ˆ  are relatively muted. By contrast, CFˆ  contributes a sizable amount to ˆ , 
and it is also statistically significant at the 1% level. Recent studies by Fernández-Villaverde 
et al. (2011), Creal and Wu (2014), and Bretscher et al. (2016) provide evidence suggesting 
that high bond volatility is significantly associated with lower real economic activities. 
Garrett and Priestley (2012) and Chen et al. (2013) emphasize the key role of cash flow news 
in driving stock price movements. Our current result that ∆GBVX’s strong predictive ability 
is sourced primarily from the cash flow channel is thus consistent with these empirical 
findings. 
  
5. Conclusion 
The current study advances the literature on stock return predictability by proposing a 
novel predictor to forecast the U.S. monthly equity premium. We label the new predictor as 
the government bond volatility index or GBVX, since it reflects the implied volatility of the 
10-year Treasury Notes futures options. 
We show that over the recent sample period spanning from 2000:09 to 2015:12, the 
change or innovation in monthly GBVX (i.e., ∆GBVX) has statistically and economically 
significant power in predicting in-sample and out-of-sample monthly stock excess returns. 
∆GBVX’s predictive ability matches or exceeds those of other conventional predictors 
commonly used in the asset pricing literature, as well as the predictive ability of several other 
                                                          
21
 The results tabulated in Table 5 may suffer from small sample bias since the VAR specification of Eq. (16), in 
particular, is estimated based on a relatively short sample period from 2000:09 to 2015:12 (Killian, 1998). To 
alleviate this concern, we also experimented by using a considerably longer sample period to estimate the VAR 
specification of Eq. (17) prior to estimating regression Eqs. (19) to (22). The robustness result, which is 
qualitatively similar to those reported herein, is available upon request from the authors.   
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historical and implied volatility indices. It also clearly stands out in terms of investment 
wealth growth, and it yields considerably higher Sharpe ratio and a sizable increase in utility 
gains. Finally, the return decomposition result reveals that ∆GBVX anticipates future cash 
flows. 
Overall, the empirical findings in the current study suggest that innovation in the GBVX 
contains valuable and unique predictive information that many other predictors do not 
possess. This finding, together with the fact that the GBVX can be easily constructed under 
the state-preference asset pricing framework, offers practitioners an appealing alternative 
means to predict the U.S. monthly equity premium. 
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APPENDIX A 
We estimate Etrt+1, ηDR,t+1 and ηCF,t+1 as follows: 
,'1 ttt AyerE      (A.1) 
  ,1
1'
1,DR 

  tt uAIAe   and  (A.2) 
,1,DR1
'
1,CF   ttt ue    (A.3) 
where I is an 5 x 5 identity matrix, 1tu is the matrix for residuals, e is an 5-vector with one as 
its first element and zeros for other remaining elements, 
 pd
ρ


exp1
1
 and pd   refers 
to the sample mean of dt – pt in Campbell and Shiller (1988) log-linear approximation of the 
log stock return (with dt and pt refer to the log dividend and log stock price, respectively). 
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Table 1: Summary statistics and correlation matrix 
Panel A reports summary statistics (sample mean, sample standard deviation, skewness, kurtosis and first order 
autocorrelation coefficient) for the monthly equity premium (rt+1, which is expressed in percentages i.e., 
multiplied by 100), the 14 commonly used predictors of Welch and Goyal (2008), which are shaded, and the 
various bond volatility predictors described in Section 2. Panel B reports the Pearson correlation coefficients of 
the aforementioned variables. The estimates for the ∆GBVX predictor in both panels are highlighted in bold 
since it is the object of interest in the current study. The in-sample period for the ∆TYVIX spans a narrower 
sample period from 2003:02 to 2015:11, whereas the in-sample period for all other predictors covers from 
2000:09 to 2015:11. The sample period for rt+1 covers from 2000:10 to 2015:12. 
 
Panel A: Summary statistics 
Variable Mean Std. dev. Skewness Kurtosis AC(1) 
rt+1 (%) 0.237 4.393 -0.763 1.426 0.148 
      
DP -3.983 0.191 0.461 2.162 0.954 
DY -3.981 0.193 0.209 1.996 0.950 
EP -3.134 0.442 -2.019 4.359 0.976 
DE -0.848 0.517 2.751 7.729 0.981 
BM 0.290 0.067 -0.773 0.375 0.929 
NTIS -0.001 0.019 -1.048 0.977 0.969 
SVOL 0.060 0.025 0.744 0.135 0.971 
TBL 0.015 0.018 0.969 -0.399 0.976 
LTY 0.042 0.011 -0.417 -0.942 0.957 
LTR 0.006 0.033 0.077 2.228 -0.031 
TMS 0.027 0.013 -0.711 -0.535 0.963 
DFY 0.011 0.005 2.829 9.326 0.955 
DFR 0.000 0.020 -0.472 5.330 0.008 
CPI 0.002 0.003 -1.310 8.607 0.435 
BVOL 0.017 0.005 0.668 -0.368 0.939 
GBVX 6.602 1.984 0.928 0.822 0.868 
∆GBVX -0.002 1.009 1.081 4.896 -0.161 
∆MOVE -0.052 15.898 1.720 10.715 -0.165 
∆VIX -0.004 4.686 0.700 3.649 -0.022 
∆TYVIX -0.017 1.054 1.237 5.645 -0.194 
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Panel B: Correlation matrix 
 rt+1 DP DY EP DE BM NTIS SVOL TBL LTY LTR TMS DFY DFR CPI BVOL GBVX ∆GBVX ∆MOVE ∆VIX ∆TYVIX 
rt+1 1                     
DP 0.16 1                    
DY 0.20 0.97 1                   
EP 0.06 -0.21 -0.21 1                  
DE 0.01 0.55 0.54 -0.93 1                 
BM 0.16 0.63 0.62 0.43 -0.13 1                
NTIS 0.11 -0.48 -0.45 0.15 -0.31 0.01 1               
SVOL 0.05 0.25 0.24 -0.7 0.69 -0.18 0.03 1              
TBL -0.15 -0.55 -0.57 0.05 -0.25 -0.51 -0.09 -0.36 1             
LTY -0.20 -0.58 -0.61 -0.31 0.05 -0.67 0.2 0.1 0.68 1            
LTR 0.05 0.04 -0.02 0.04 -0.02 0.07 0.04 0.01 0 -0.09 1           
TMS 0.04 0.26 0.27 -0.32 0.37 0.13 0.29 0.56 -0.79 -0.09 -0.08 1          
DFY -0.05 0.69 0.66 -0.6 0.77 0.17 -0.51 0.56 -0.27 -0.12 0.03 0.27 1         
DFR 0.08 -0.04 0.08 -0.21 0.17 -0.09 0.08 0.2 -0.05 0.03 -0.46 0.09 0.11 1        
CPI 0.08 -0.21 -0.21 0.13 -0.19 -0.12 0.03 -0.13 0.2 0.22 -0.07 -0.08 -0.33 -0.14 1       
BVOL 0.06 0.21 0.21 -0.62 0.6 -0.08 0.18 0.6 -0.22 0.3 0 0.54 0.44 0.14 -0.03 1      
GBVX -0.16 0.25 0.19 -0.58 0.59 -0.16 -0.17 0.61 -0.24 0.29 -0.01 0.56 0.61 -0.01 -0.19 0.58 1     
∆GBVX -0.20 -0.06 -0.1 0.07 -0.08 -0.01 -0.06 -0.06 0.08 0.06 -0.19 -0.05 -0.07 -0.09 -0.12 -0.1 0.26 1    
∆MOVE -0.18 -0.06 -0.12 0.09 -0.1 -0.01 -0.06 -0.08 0.09 0.06 -0.15 -0.07 -0.09 -0.19 -0.09 -0.1 0.2 0.88 1   
∆VIX -0.14 0.01 -0.16 0.12 -0.1 0.05 -0.04 -0.1 0.09 0.06 0.16 -0.07 -0.1 -0.52 0.14 -0.08 0.08 0.27 0.35 1  
∆TYVIX -0.19 -0.04 -0.1 0.09 -0.08 0.03 -0.07 -0.08 0.05 0.03 -0.09 -0.04 -0.04 -0.13 -0.13 -0.1 0.23 0.94 0.88 0.26 1 
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Table 2: In-sample predictive regression results 
The table reports the estimated β and corresponding heteroscedasticity and autocorrelation adjusted t-statistic (in 
bracket) of the in-sample predictive regression Eq. (1). The results are reported for the 14 predictors of Welch 
and Goyal (2008), which are shaded, and the various volatility predictors discussed in Section 2. The estimates 
for the ∆GBVX predictor are highlighted in bold since it is the object of interest in the current study.  We 
multiply the respective predictors with +1 or –1 (see the ‘Sign’ column) before running the regression to test the 
null hypothesis H0: βi = 0 against the alternative hypothesis that HA: βi > 0.  The last three columns shows the 
adjusted R
2
 (
2R ) of the actual data, and the 90% and 95% cut-off levels of the 2R estimated from 10,000 wild 
bootstrap simulations. The in-sample period for the ∆TYVIX spans a narrower sample period from 2003:02 to 
2015:11, whereas the in-sample period for all other predictors covers from 2000:09 to 2015:11. *, ** and *** 
indicate statistical significances at the 10%, 5% and 1% levels, respectively, according to the wild bootstrapped 
p-values.
 
 
Variable Sign β (t-stat)  
2R (%) 90% 2R (%) 95% 2R (%) 
        
DP +1 0.722 (1.205)  2.17 2.66 3.83 
DY +1 0.861 (1.788) * 3.31 2.08 3.09 
EP +1 0.243 (0.403)  -0.24 3.25 5.89 
DE +1 0.060 (0.106)  -0.53 2.37 3.58 
BM +1 0.691 (2.343) ** 1.93 1.43 2.26 
NTIS +1 0.463 (0.807)  0.56 2.36 3.39 
SVOL +1 0.226 (0.646)  -0.29 0.79 1.33 
TBL –1 0.654 (2.219) ** 1.68 0.66 1.18 
LTY –1 0.873 (3.420) *** 3.42 0.62 1.11 
LTR +1 0.236 (0.326)  –0.26 1.67 2.56 
TMS +1 0.164 (0.495)  –0.41 0.61 1.11 
DFY –1 0.212 (0.356)  –0.32 3.15 4.54 
DFR +1 0.372 (0.251)  0.17 4.31 5.87 
CPI +1 0.332 0.738  0.02 1.46 2.22 
BVOL +1 0.246 (0.679)  –0.24 1.14 1.87 
GBVX –1 0.688 (1.308)  1.91 2.14 3.09 
∆GBVX –1 0.872 (1.837) ** 3.41 3.05 4.22 
∆MOVE –1 0.801 (1.879) ** 2.79 3.95 5.56 
∆VIX –1 0.594 (1.410)  1.29 3.25 4.62 
∆TYVIX –1 0.785 (1.605) ** 3.10 5.09 7.08 
        
 
 
  
AC
CE
PT
ED
 M
AN
US
CR
IP
T
ACCEPTED MANUSCRIPT
 
35 
 
Table 3: Out-of-sample predictive regression results 
The table reports the out-of-sample test results for the 14 predictors of Welch and Goyal (2008), which are 
shaded, and the various volatility predictors discussed in Section 2. The estimates for the ∆GBVX predictor are 
highlighted in bold since it is the object of interest in the current study. The 2
OOSR  statistic is estimated based on 
Eq. (13). MSE-F refers to the McCracken (2007) test statistic, which examines the null hypothesis of H0: 
2
OOSR  
≤ 0 against the alternative hypothesis of HA: 
2
OOSR  > 0. We obtain the MSE-F critical values from 10,000 
bootstraps. The λ column reports the estimated λ for the encompassing test, and the corresponding statistical 
significance asterisk indicator (the significant value is determined based on Harvey et al. (1998) test on the null 
hypothesis that λ=0). Panel A reports the results without Campbell and Thompson’s (2008) restriction, whereas 
Panel B reports the analogous results after imposing Campbell and Thompson’s (2008) restriction which set 
negative equity premium forecasts to zero. The out-of-sample period for the ∆TYVIX spans a narrower sample 
period from 2007:05 to 2015:12, whereas the out-of-sample period for all other predictors covers from 2005:10 
to 2015:12. *, ** and *** indicate statistical significances at the 10%, 5% and 1% levels, respectively. 
 
 Panel A: Without restriction Panel B: With restriction 
Variable 
2
OOSR (%) MSE-F  λ  
2
OOSR (%) MSE-F  λ 
 
           
DP –7.69 –8.78  0.98 *** –5.49 –6.40  1.00 *** 
DY –4.84 –5.68  0.87 *** –3.53 –4.20  1.00 *** 
EP –7.15 –8.21  0.87 *** 1.20 1.49  0.82 * 
DE –7.25 –8.32  0.80 *** 1.14 1.42  1.00 ** 
BM 0.42 0.52  0.67 ** 2.07 2.60 * 0.82 * 
NTIS –1.06 –1.29  0.75 ** 0.39 0.48  1.00 ** 
SVOL –1.15 –1.40  0.81 ** 0.84 1.05  0.93 ** 
TBL –1.38 –1.67  0.77 ** 2.39 3.01 ** 0.77  
LTY –4.67 –5.49  0.70 *** –4.52 –5.32  0.89 *** 
LTR –1.39 –1.69  0.91 *** 1.01 1.26  1.00 ** 
TMS –1.48 –1.79  0.87 ** 1.08 1.35  1.00 ** 
DFY –5.50 –6.41  0.74 *** 1.23 1.53 * 1.00 ** 
DFR –7.62 –8.71  1.00 *** –2.67 –3.20  1.00 *** 
CPI –1.44 –1.75  0.86 ** 0.70 0.87  1.00 ** 
BVOL –0.93 –1.13  0.84 *** 1.41 1.76 * 0.98 * 
GBVX 1.04 1.29 ** 0.61 ** 2.06 2.58 ** 0.84 * 
∆GBVX 2.69 3.40 *** N/A  3.45 4.40 *** N/A  
∆MOVE –0.70 –0.86  1.00 *** 1.38 1.72 * 1.00 *** 
∆VIX –2.15 –2.58  0.76 ** –2.94 –3.51  1.00 *** 
∆TYVIX –1.01 –1.04  1.00 *** –0.81 –0.83  1.00 *** 
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Table 4: Sharpe ratio and CER gain 
The table reports the out-of-sample annualized Sharpe ratio estimates and certainty equivalent return (CER) 
gains for the 14 predictors of Welch and Goyal (2008), which are shaded, and the various volatility predictors 
discussed in Section 2. The estimates for the ∆GBVX predictor are highlighted in bold since it is the object of 
interest in the current study. The CER gain (expressed in basis points) is for a mean-variance investor assuming 
a relative risk-aversion coefficient (γ) of three and who allocates between the S&P 500 futures and risk-free 
asset using the out-of-sample predictive regression Eq. (1), relative to the naïve “buy-and-hold” passive strategy. 
The out-of-sample period for the ∆TYVIX spans a narrower sample period from 2007:05 to 2015:12, whereas 
the out-of-sample period for all other predictors covers from 2005:10 to 2015:12.  
 
Variable Sharpe ratio CER 
   
DP –0.017 –103 
DY 0.023 –78 
EP 0.478 285 
DE 0.136 151 
BM 0.254 211 
NTIS –0.019 12 
SVOL 0.060 122 
TBL 0.439 384 
LTY 0.175 86 
LTR –0.135 34 
TMS 0.000 115 
DFY 0.360 193 
DFR –0.154 –93 
CPI –0.092 81 
BVOL 0.465 207 
GBVX 0.358 280 
∆GBVX 0.482 411 
∆MOVE 0.174 181 
∆VIX 0.167 163 
∆TYVIX 0.127 294 
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Table 5: Predictive regression estimation results for stock return decomposition 
This table reports the estimation results for Eqs. (19) to (22). The 
1
ˆ
tt rE , 1DR,ˆ  t and 1CF,ˆ  t  variables are 
empirical estimates from the vector autoregressive (VAR) model, which is estimated from 2000:09 to 2015:11. 
The intercept terms for Eqs. (21) and (22) are supressed to zero since 
1DR,
ˆ
 t and 1CF,ˆ  t , by construction, have 
zero means. The significance of regression slope coefficient is determined by the one-sided test and wild 
bootstrapped p-value. *, ** and *** indicate statistical significances at the 10%, 5% and 1% levels, respectively. 
 
 
Indep Var. Eq. β (t-stat)  
2R (%) 
      
rt+1 (19) –0.851 (–1.808) ** 3.33 
      
1
ˆ
tt rE  (20) –0.117 (–1.618) * 0.51 
      
1DR,
ˆ
 t  (21) –0.533 (–1.553) * 2.12 
      
1CF,
ˆ
 t  (22) –1.267 (–2.046) *** 9.34 
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Figure 1: Monthly time-series plot of GBVX 
The figure plots the monthly time-series of the GBVX over the in-sample period from 2000:09 to 2015:11. 
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Figure 2: Cumulative values of various trading strategies  
The figure plots the monthly cumulative values of trading strategies constructed using the ∆GBVX, TBL and 
BM predictors, as well as the naïve “buy-and-hold” strategy. Each strategy starts with a $100 initial investment. 
The out-of-sample period is from 2005:10 to 2015:12. 
 
 
 
 
∆GBVX 
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BM 
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Highlights 
 
1. We propose a new bond market volatility measure (GBVX)  
2. The innovation of GBVX forecasts future U.S equity premium  
      3.  This predictability also generates significant economic significance  
     4.  This predictability sources from the channel of cash flows 
