Catenary mooring lines experience touchdown and liftoff from the seabed as the applied fairlead tension varies with time. The numerical modelling of touchdown/liftoff effects requires a finer discretisation at the touchdown point to avoid the production of spurious line tension fluctuations. The disparity in element sizes within and outside the local refinement zone gives rise to a stiff dynamical system. As the touchdown point changes with time, the locally refined zone has to shift in tandem to limit the spatial extent of the refined domain. This work introduces an approach for applying adaptive discretisation to a numerical mooring cable model with a nonuniform mesh, and dual-rate time integration for the resultant stiff dynamic system.
Introduction
A catenary mooring line provides a restoring force to the floating structure it is connected to at its fairlead primarily through varying its suspended weight. As the suspended length of a catenary mooring line changes with time, a section of the line experiences liftoff and touchdown on the seabed. The seabed reaction and friction forces have significant effects on the restoring and damping forces on the floating structure (Liu and Bergdahl, 1997; Chatjigeorgiou and Mavrakos, 1998) . Additionally, the time-varying line tension leads to accumulated fatigue damage, which tends to be most critical at the fairlead for catenary mooring lines (API, 2005; Yang et al., 2016; Wu et al., 2015) . Applying the rainflow counting method, Yang et al. (2016) showed that the evaluated fatigue damage is sensitive to the appearance of possibly spurious fluctuations in the line tension time history. Such tension fluctuations have been found to be associated with impact loads from seabed contact (Thomas, 1993; Wang et al., 2009; Palm et al., 2017) , and can be mitigated by reducing the element size in a numerical mooring line model (Thomas, 1993; Palm et al., 2017; Low et al., 2018) . The drawback of this approach is the higher computational effort required due to the increased degrees of freedom in the numerical model. For explicit time-domain mooring codes such as those described in Refs. (Hall et al., 2014; Palm et al., 2017; Azcona et al., 2017) , the usage of smaller elements also necessitates the use of smaller time-steps to satisfy the stability limit of the time integration scheme.
In multisegmented mooring lines, the usage of different line materials may give rise to different time constants in separate segments of the discretized numerical line model. The application of local mesh refinement techniques such as described in Refs (Palm et al., 2017) . and (Gobat and Grosenbaugh, 2006) , to capture high curvature and snap loads respectively, will also lead to stiffness in the discrete line model due to a wide separation between the largest and smallest element sizes. A constant time-step was applied for the entire line structure in both the aforementioned adaptive mesh refinement implementations. Implicit time integration algorithms allow the use of larger time-steps for such stiff systems but are computationally expensive for systems with a large number of degrees-of-freedom. Alternatively, a mixed implicit-explicit integration approach with a single time-step is used for the entire system in conjunction with the application of implicit and explicit time-stepping algorithms in the stiff and non-stiff components respectively; examples of the application of this approach in structural dynamics include Refs. (Liu and Belytschko, 1982; Kam et al., 1984; Miranda et al. Hughes; Sotelino, 1994) .
In contrast to the implicit-explicit approach, multi-rate time integration methods allow the use of different time-steps sizes for the components in a coupled system. The impetus for using multi-rate integration is to reduce computational expense by applying appropriate time-step sizes, from considerations of stability and accuracy, for each component in a system. Multi-rate algorithms have been built upon linear multi-step integration schemes including the implicit backward differentiation methods (Gear and Wells, 1984) , as well as single-step explicit Runge-Kutta (Fok, 2016; Günther et al., 2001) , semi-implicit Rosenbrock-Wanner (Günther and Rentrop, 1993; Günther et al., 1994) , and Richardson extrapolation (Engstler and Lubich, 1997) schemes. Arnold (Arnold and Eberhard, 2007) presented several examples in the area of multibody dynamics where multi-rate methods are advantageous. Shome et al. (2004) devised a partitioned Runge-Kutta method involving base Runge-Kutta integrators of different orders applied to a vehicle dynamics problem. Chang et al. (2004) presented a multi-rate linear multistep scheme applied to spacecraft dynamics using the Adams-Bashforth and Adams-Moulton methods as base integration schemes. Grote et al. (2015) derived a multi-rate Runge-Kutta scheme based on explicit fourth-order Runge-Kutta integrators and applied it to finite element wave propagation simulations.
The problem addressed in this article is the structural dynamics of a catenary mooring line which experiences rapid liftoff and grounding. Wang et al. (2009) noted that a lumped mass mooring line model is susceptible to producing tension fluctuations when there is line-seabed contact. Thomas (1993) observed that tension fluctuations at the fairlead may be attributed to nodal grounding, and proposed using smaller element sizes as a solution for reducing the fluctuation magnitudes. Low et al. (2018) showed that the tension fluctuations arising from seabed contact are caused by the production of localized large strain gradients during rapid nodal grounding; the severity of the fluctuations is positively correlated with high grounding velocities, element grounding angles, and larger element sizes. Low et al. (2018) further demonstrated that refining the element size is an effective approach to reduce the severity of the tension fluctuations.
To mitigate the production of fairlead tension fluctuations arising from line-seabed impact, a straightforward solution is to apply a higher element density in a limited region enveloping the touchdown point. However, due to potentially large displacements of the fairlead, the region of a mooring line that will experience liftoff/grounding will be correspondingly large. Using a reduced element size for the full extent of the line segment expected to experience liftoff/grounding increases the computational costs unnecessarily because the undesirable effects of nodal grounding may be circumvented by having a locally refined region in the vicinity of the touchdown zone.
This paper presents an adaptive discretisation method applied to a lumped-mass mooring line model, limiting the refined region close to the touchdown zone where nodal grounding and liftoff occurs. Depending on the change in the touchdown zone location relative to the axial coordinate along a mooring line, the appropriate discretisation, prepared before the start of computations, is selected. The mapping algorithm from one discretisation to another is presented, with the focus on ensuring that fairlead tensions are accurate. An approach to multirate time-integration, as well as the determination of the optimal time-steps to apply in the different zones, is also proposed. The quality of the results obtained and the computational cost of the solution using the proposed multi-rate, adaptive discretisation method, in comparison with uniformly coarse and fine element density meshes are presented.
Governing equations
The lumped parameter approach is used to model the mooring line as it has proved to be an efficient and accurate method (Azcona et al., 2017; Hall and Goupee, 2015; Buckham, 1997) . The discretized mooring line model is comprised of nodes and elements as shown in Fig. 1a , and the connectivity between the nodes and elements are as shown in Fig. 1b . Internal and external forces are calculated at the elements and distributed evenly to the adjacent nodes, and line motion is tracked by solving the equations of motion of the nodes.
The element mass is distributed to the adjacent nodes as,
where m i is the mass of node i, m e ξ is the elemental mass per unit length, L e ξ , ξ ¼ fi; i 1g represents the lengths of the elements i and i 1, and I 3 is the 3x3 identity matrix.T e i is the tension in element i and is given by,
where ε i and K e i are the strain and linear stiffness of the element respectively, and ε i is given by,
where r iþ1 and r i are the nodal positions adjacent to element i, and L e i represents the unstretched length of element i. The resultant tension force vector acting on a node is the sum of the tension forces from adjacent elements, as illustrated in Fig. 1b , and is given by,
where the element unit direction vectors are given by b e j ¼ ðr iþ1 r i Þ=L e i and b e i 1 ¼ ðr i r i 1 Þ=L e i 1 . The seabed nominal elevation is z B;0 , and the seabed force cutoff elevation, which refers to the elevation at which an element section is no longer in contact with the seabed, is z B;c . The unit vector normal to the seabed is b n B . The projection of the element direction unit vector b e i onto the seabed tangent plane is represented as b e f;A , while b e f;N is a unit vector that is orthogonal to both b e f;A and b Following Webster (1995) and Gobat and Grosenbaugh (2006) , the seabed reaction force is given by,
where k B i and z B;c i are the seabed reaction spring force constant and cutoff elevation respectively, and z i is the nodal elevation. The nodal seabed stiffness coefficient k B i is given by,
where W i is the nodal weight, z B;0 is the nominal seabed elevation, N B;c is the seabed thickness coefficient and D i is the line diameter at the s-coordinate of Node i.
The vertical seabed damping force on node i, F B;d i , is given by,
where _ z i is the vertical component of the nodal velocity of node i, and The present mooring line model also takes into consideration the weight, buoyancy and hydrodynamic forces on the line. The weight of a line section submerged in water is given by,
where w is the weight per unit length of the section and A is the mean cross sectional area. The hydrodynamic forces are evaluated using Morison's equation, which consists of the added mass, Froude-Krylov and viscous drag components (Soding et al., 1990) .
where F A;τ and F A;ν are the added mass, F I;τ and F I;ν are the Froude-Krylov and F D;τ and F D;ν are the drag forces in the line tangential and normal directions. C τ a and C ν a , and C τ d and C ν d , are the sectional tangential and normal added mass and drag coefficients, D is the hydrodynamic diameter, ρ is the water density, _ u is the acceleration of the water, and u rel is the relative velocity between the water and the line structure.
Due to the small diameter of mooring cables, it is conventional to neglect the effect of bending stiffness (Bureau Veritas, 2012; Mavrakos and Chatjigeorgiou, 1997; Ormberg and Larsen, 1998; Montano et al., 2007; Chai et al., 2002) in the analysis of mooring cable dynamics, and the same assumption is made in the present work.
Dual-rate time integration
The equation of motion of a mooring line is formed by assembling Equations (((1), (4), (7), (9), (10), (12) and (13), and is given by,
where € r is the nodal acceleration vector. To advance the equations of motion in time, the Modified Euler integration scheme (Hahn, 1991) is used to calculate the nodal positions and velocities at each successive time-step,
Equations (15b)-(15a) can be merged to produce a first order differential equation,
in which y is the state vector, ½r; _ r� T , y 2 R 2N , and N is the number of degrees of freedom in the system. The matrix A and vector B are defined in Equations (17) and (18).
AðΔtÞ
For multi-rate time integration, the system y can be separated into k C.M. Low et al. Ocean Engineering 188 (2019) 106275 partitions, for which the time rate of change in state of each partition is given by,
where y p 2 R 2Np , p 2 ½1; k�, and P k p¼1 N p ¼ N. A different time-step can be applied in each partition. This requires that the larger time-step for any two coupled partitions must be an integer multiple of the smaller time-step. This is illustrated in Fig. 2 for two coupled partitions, where the macro (larger) time-step, H, is q times that of the micro (smaller) timestep, h. Synchronization of the partitions is performed at each macro time-step and involves the exchange of the data of the coupled variables, y p . For multi-rate time-integration schemes, the partitions using the macro and micro time-steps are referred to as the latent and active partitions respectively, and the time rates of change of each partition are given by,
where y L and y A refer to a pair of coupled latent and active partitions, y L;0 and y A;0 are their initial conditions, and ỹ A and ỹ L are the values of the variables from the coupled partition which can be obtained from interpolation or extrapolation procedures or function evaluations of f L and f A . The sequence of time integration of the latent and active partitions affects the choice of multi-rate algorithms. In a slowest-first approach, the latent partition, y L , is first advanced in time with macro time-step H, and subsequently the active partition, y A , is marched forward in time with q steps of micro time-step h. The relationship between h and H is,
Synchronization is done when both partitions have advanced in time by the interval H. In a slowest-first approach, y A is advanced in time first with q steps of time-step h, and is followed by the integration of y L with the time-step H. Gear and Wells (1984) proposed that the fastest-first method is suitable for fixed time-steps while the slowest-first approach is appropriate for adaptive time-stepping to reduce the number of potential rejected steps, following the evaluation of the error between the extrapolated values of the active component used to integrate the latent partition (see Equation (20a)), and the actual values of the active component after q steps. The argument holds if extrapolated values of y A are needed for the integration of y L ; for example, if Adams-Moulton or Runge-Kutta methods of second-order of higher are used as the base integration scheme for y L . Another multi-rate integration approach is to concurrently advance both y A and y L through the use of coupling coefficients, examples of which can be found in Refs (Kvaernø and Rentrop, 1999) . and (Bartel, 2001) .
Following Low et al. (2017) , for the present in-house code, the Modified Euler integration scheme is used for monolithic time integration and is modified for multi-rate integration. According to Gear and Wells (1984) , the sources of errors from a multi-rate integration procedure are the truncation error of the base integration scheme, and interpolation and extrapolation errors of the fast and slow components. Therefore, the slowest-first strategy is compatible with the choice of the base integration scheme because no extrapolation procedure is required, thereby eliminating one of the sources of approximation errors in a multi-rate procedure.
Algorithm 1. multi-rate Modified Euler time-integration procedure.
To demonstrate the veracity of this statement, and illustrate the integration procedure, consider the proposed dual-rate integration procedure shown in Algorithm 1. To advance the latent partition y L from t n to t nþ1 ¼ t n þ H, only y A ðt n Þ and y L ðt n Þ are needed as shown in Equation (22). Furthermore, as shown in Equation (24), for the time marching of y A from t m n to t mþ1 n ¼ t m n þ h, the linearly interpolated value of the coupled active partition variable, ỹ L , obtained using Equation (23), is required.
The coupling between the latent and active partitions is illustrated in Fig. 3 . Smaller elements are concentrated around the touchdown zone while coarser elements are used in the segments adjacent to the refined zone, in a hybrid coarse/fine discretisation. The boundary conditions for the active partition are imposed with y L� , which are equivalent to the values for ỹ L ðt m n Þ obtained from Equation (23). The boundary conditions for the latent partition, y A� , is obtained from the active partition during synchronization at the start of a macro time step, i.e. y A� ¼ y A ðt 0 n Þ.
Selection of time-step sizes
To determine the maximum time step for the Modified Euler algorithm, the undamped, homogeneous form of the equation of motion, as shown in Equation (25), is considered.
Following the procedure described by Grote et al. (2015) , a diagonal matrix Q, whose diagonal entries contain ones when referring to degrees-of-freedom belonging to the active component and zero otherwise, can be used to separate the system position vector,
The same can be done for the system velocity and acceleration vectors but is not shown here for brevity. Inserting Equation (26) into Equation (25), the equation of motion for the system can be separated into its component partitions,
The maximum time-step for each partition can then be evaluated separately following the procedure described by Hahn (1991) , and re-arranging Equation (25) for each of the partitions as follows, 
where λ p;max , the largest eigenvalue of the E matrix for each partition, E p , is then used to determine the maximum stable time-step for the partition using the condition derived by Hahn (1991) ,
With the maximum stable time-steps of each partition available, the optimum time-step sizes of the latent and active partition can be determined. In this paper, which is concerned with the single-line simulation using fixed time-steps for a prescribed duration of simulation, I 1 , the total number of nodal time integration operations in one macro time-step for a mooring line split into two partitions, one active and the other latent, is given by,
where N L and N A are the numbers of nodes in the latent and active partitions. Denoting T sim as the total simulation duration, the total number of nodal time integration operations, I sim , is described by,
Considering that the current problem is nonlinear and that the timestep stability criterion (Equation (29)) described by Hahn (1991) is valid for linear problems, the applied time-step for each partition is scaled by a reduction factor, γ p , where p refers to the latent or active partition. Inserting γ p into Equation (31) and expanding the term I 1 ,
To reduce the total number of nodal time integration operations, I sim is set as the objective function to be minimized with constraints on γ A and γ L ,
where γ max and γ min are the partition maximum and minimum time-step fraction constraints. The constant γ max is arbitrarily set to a conservative value lower than 1 to account for the effect of nonlinearities on the calculated stable time-step sizes, and γ min provides an arbitrary lower bound on the scaling parameter and should be a positive real number. The third constraint ensures that the applied time-step size for the latent partition is an integer multiple of the time-step size of the active partition, i.e. q 2 Z þ . The solver applied to the optimization problem stated in Equation (33) is the COBYLA scheme by Powell (Powell et al., 1994) , and implemented in Fortran 90 by Miller (2018) . The time-step sizes for the active and latent partitions can then be determined as, Fig. 1a shows that the origin of the line axial coordinate, s, coincides with the anchor position. In this work, the discretisations (meshes) of a mooring line are prepared and saved in advance. This reduces the computational load of generating new discretisations during a simulation run. The coarse and fine-element regions of the line, consisting of elements of lengths L L and L A and designated as the latent and active partitions respectively, are therefore pre-determined, as presented in Fig. 4 .
Line discretisation preparation, selection and mapping

Discretisation preparation
The procedure of preparing the mooring line discretisations in advance of dynamic simulations begins by obtaining the initial static line geometry and determining s TDP;0 , the initial static touchdown point s-coordinate, which should be close to s 0 , the s-coordinate of the midpoint of the fine-element segment of the starting discretisation, so that the length of the refined region is approximately evenly split on each side of s 0 . The separation ε TDP;0 between s TDP;0 and s 0 of the initial discretisation, as shown in Fig. 4 , is used to correct the upper and lower switching s-coordinates of all discretisations,
where d 2 ½1;N d �, and N d is the total number of discretisations prepared. The location s u � ;d is the midpoint between s l � ;d and s u � ;d , as shown in Fig. 5 . The element lengths in the coarse and refined regions, L L;d and 
The lengths of the refined regions, l A;d , is arbitrary, and are equivalent in all prepared discretisations, i.e. l A;
The length of the refined region affects its effectiveness in suppressing the propagation of the stress waves generated by the creation of large localized strain gradients due to nodal grounding. There is also a tradeoff between reducing the computational load for each macro time-step by reducing the length of the refined region and increasing the frequency of discretisation switches which incurs an additional computational expense. This is because reducing the length of the refined region of a particular discretisation will reduce its range of applicable s TDP , i.e. s l � � s TDP ðtÞ � s u � . Hence, when s TDP changes significantly, more discretisation switches will be performed when the lengths of l A;d are shorter.
The number of discretisations to be prepared depends on the expected range of s TDP ðtÞ over the full simulation duration. In the present work, the available discretisations meet the following condition,
which states that the touchdown point location will be within the lower and upper switching s-coordinates of the appropriate discretisation. A switch will be made to the suitable discretisation when the instantaneous s TDP ðtÞ moves beyond the switching s-coordinates of the active discretisation.
Discretisation switching
The s-range of the active partition of each discretisation, s A;min � s � s A;max , is necessarily different from others so that each discretisation covers a staggered and overlapping range of s TDP ðtÞ. During a simulation run, the occurrence of exceedance of s TDP beyond s u or s l will trigger a switch to the adjacent discretisation. Using Fig. 5 as an example, which shows discretisation d as the current discretisation along with two adjacent discretisations, a check of s TDP is performed at fixed time intervals Δt c .
If s TDP ðtÞ exceeds s u;d , the upper switching s-coordinate for discretisation d, then a switch will be made to discretisation d 1. Similarly, if s TDP ðtÞ exceeds s l;d , the lower switching s-coordinate for discretisation d, a switch will be made to discretisation d þ 1. The switch from d to d 1 corresponds to a refinement of the discretisation on the fairlead-side end of the refined region, and simultaneously a coarsening of the discretisation on the anchor-side end. Conversely, the switch from d to d þ 1 is a refinement of the anchor-side and corresponding coarsening of the fairlead-side of the refined region. The procedure is shown in Algorithm 2.
Algorithm 2. Discretisation checking and switching procedure.
The s-coordinate range of the refined segment of each discretisation overlaps with and is staggered with respect to its adjacent discretisations as shown in Fig. 5 . Presently, the separation between adjacent discretisations is set such that s u;d ¼ s 0;dþ1 and s l;d ¼ s 0;d 1 , and therefore the following relationships, s A;min;d ¼ s A;min;dþ1 þ ðs 0;d 1 s l;d 1 Þ and
Discretisation mapping
The transition from the current to the next active discretisation, hereafter referred to as d c and d t respectively, involves the mapping of the nodal positions, velocity, and accelerations. It is essential that the strain and curvature distributions, εðsÞ and κðsÞ respectively, in the next discretisation matches that in the current discretisation as closely as possible. This is because, firstly, it provides a smoother transition in the data record for these variables, and secondly, the occurrence of discontinuities and large gradients due to imperfect line mapping, particularly in εðsÞ and κðsÞ, gives rise to force imbalances and instability.
The first step in the transition from d c to d is to directly map the positions, velocity and accelerations of the nodes in d t with common scoordinates with d c . The direct mapping nodes for every discretisation d with its adjacent discretisations, d þ 1 and d 1, have been identified at the discretisation preparation phase. For each d c -d t pair, there is a set, R dt ;dc , containing N R;dt ;dc pairs of nodal indices, ði;jÞ, for which the scoordinates of node i in d c and node j in d t are equivalent. The discretisation spans containing the direct mapping pairs in adjacent discretisations is shown schematically in Fig. 6 . Thus, direct mapping of the state for each pair of nodes in R dt ;dc is given by,
The nodes in d t that are not in R dt ;dc do not have a neighbour node in d c from which the nodal state can be directly copied. These regions, denoted as S dt ;dc , where these nodes are located, are presented as S d;dþ1 and S d;d 1 in Fig. 6 if the target discretisations are d þ 1 and d 1 respectively. For these nodes, the nodal velocity and acceleration are obtained from piecewise cubic Hermitian spline interpolation (Fritsch, 1982) , for which the prototype interpolation function and function derivative are, 
where f l ðsÞ, valid for the range s dc j � s � s dc jþ1 , and for l 2 ½1; 3� and l 2 ½4; 6� respectively, represent the interpolating functions for the individual components of the vectors _ r and € r. The following boundary conditions apply,
where g l and dg l =ds, l 2 ½1; 6�, provide the scalar function and function derivative values for the individual components of the vectors _ r and € r in d c at s dc j and s dc jþ1 . Inserting s ¼ s dc j and s ¼ s dc jþ1 into Equations (38a)-(38b) and applying the boundary conditions, Equations (39a)-(39d), the values for coefficients c 0;l , c 1;l , c 2;l and c 3;l can be obtained for each interval ½s dc j ;s dc jþ1 �. The scalar values for the components of the vectors _ rðs dt i Þ and € rðs dt i Þ in d t , valid for the range s dc j � s dt i � s dc jþ1 , are then be obtained from f l ðs dt i Þ, l 2 ½1; 6�. The mapping of the nodal positions in S dt ;dc affects the local strain and curvature, both of which strongly influence the resultant nodal tension force. The procedure starts with obtaining the element strains in the region S dt ;dc in d t via piecewise linear interpolation, where L e;dt i is the unstretched length of element i.
The S dt ;dc region is further split into two zones, denoted as S F dt ;dc and S A dt ;dc as illustrated in Fig. 6 . The interface between these two zones is at the midpoint of the fine-element segment of d t . The size of the two zones changes depending on whether d c is d þ 1 or d 1. The two possible modes of the discretisation transition from d c to d t , as discussed in Section 4.2 as mappings from d to d þ 1 in which the element size is refined on the floater-side and coarsened on the anchor-side ends, and from d to d 1, in which the nodal density is coarsened on the floaterside and refined on the anchor-side ends. The example of pre-and postmapping nodal positions are presented in Fig. 7 . The indices of the nodes at the ends of the R dt ;dc region from the anchor and fairlead-sides, as illustrated in Fig. 7a regions. The nodal positions in d t have to closely trace the line geometry in d c as illustrated in Fig. 7 . During the mapping process, the nodes in d t may be mapped to a region on d c that is in the fine or coarse regions. The states of the nodes in the R dt ;dc segment, which within the coarse-element segments of d c to d t , are directly copied over.
For a node in the S F dt ;dc and S A dt ;dc blocks of d t that maps to a fineelement region of d c , the procedure to determine its position is illustrated in Figs. 8 and 9 respectively, where r dt m is a node in d t that already has its position defined and r dt mþ1 is the next node in the nodal mapping sequence, and L 0 e;dt mþ1 is the stretched length of the element mþ 1 in d t between nodes m and the next node in the sequence, m þ 1, the strain of which is calculated using Equation (40 to a constraint condition so that the calculated position of r dt mþ1 is consistent with the intended spatial direction of mapping, βb e dc nþ1 , and does not deviate from βb e dc nþ1 by an angle of more than π =2.
Applying Algorithm 3 to the mapping of fine-element nodes in d t to a coarse segment of d c will lead to the creation of alternating line segments of zero and high curvature. This is because blocks of fine elements in d t will be aligned with a coarse element in d c . Since the element unit direction vectors of these elements are equal, the line curvature will be zero. Using node j 1 in Fig. 8 as an example, the curvature at node j 1 is given by,
At the interface of adjacent coarse elements in d c , there may be an abrupt change of the element unit direction vectors. Hence, for the nodes in d t that are mapped to locations close to the element interfaces in d c , the changes in the element direction unit vectors are large relative to the fine element lengths in d t , leading to localised high line curvature, which is undesirable because it leads to large resultant nodal tension forces on affected nodes.
To ameliorate the tendency of Algorithm 3 to generate zones of high line curvature due to the transition from d c to d t , a dummy line segment consisting of fine-elements is generated to supplant the coarse segment in d c to provide a smoothened line geometry in d c for the application of Algorithm 3 to determine the nodal positions in d t . Fig. 10 shows the location of along the line where the dummy segment will be inserted, replacing the original coarse elements, for the mapping from discretisation d 1 and d þ 1 to d. The spatial extent of the dummy segment is denoted as S D and, for the mapping of d 1 to d, begins at the start of the S A d;d 1 zone to the start of the fine element segment in d, while that for the mapping of d þ 1 to d is from the end of the fine-element segment in d c to the end of the S F d;dþ1 segment. The element lengths in the dummy segment are set to be equivalent to the length of the fine elements in d c .
The nodal positions in S D are calculated using the spline interpolation method presented in Equations (38a)-(38b), where the boundary conditions are the positions of the nodes in the original line that are within the same s-coordinate span of S D , and applied at s dc j and s dc jþ1 , to determine the position interpolation coefficients for each node at the scoordinate, s � i . The positions of the dummy nodes, r � ðs � i Þ, are then calculated using Equation (45)
The interpolated nodal positions in S D replace the original coarse-segment nodal positions in d c , r dc , in Algorithm 3 to determine the mapped nodal positions in d t , r dt . The element strains in S D are not explicitly specified or used in other calculations.
where c 0 , c 1 , c 2 and c 3 are three-element coefficient vectors, i.e. c i;l , i 2 ½0; 3�, l 2 ½1; 3�, where the index l corresponds to a direction in the Cartesian coordinate system.
Curvature correction
A curvature control procedure is implemented to augment the fine-element dummy line segment geometry in reducing occurrences of curvature spikes during the transition from d c to d t . The line curvature at the nodes in d c , κ dc , provides a comparison baseline for the curvature in d t as the nodal positions are prescribed. Linear interpolation is then used to obtain the desired curvature at the s-coordinates in d t , κ dt , as given by,
where the s dc j � s dt m � s dc jþ1 . The κ adjustment procedure is active for the line segment in the span S D in d t , and is executed for the nodes in this segment at the end of Algorithm 3. The procedure begins by checking the line curvature at node m in d t , κ dt m , if the position of the node to be determined is m þ 1. The exceedance of the curvature at node m, κ dt m , beyond κ dt m is given by,
The conditions that are evaluated and must be met for the curvature correction procedure to be performed are given by,
In this work, κ min and δκ max are set to 1 � 10 3 and κ dt m respectively. A lower curvature limit, κ min , is set because points of low curvature do not create the problem of unbalanced resultant tension forces. The value for δκ max is set such that the correction is performed when the curvature in the target discretisation exceeds double of the curvature in the previous discretisation. From the numerical experiments performed in this work, the aforementioned values for κ min and δκ max are suitable.
The position of node m þ 1 was previously prescribed per Algorithm 3 before the curvature check. If curvature correction at node m is required, the position of node m þ 1 is then adjusted. This is accom- 
The rotation matrix used to modify the direction unit vector of element m þ 1 by an angle θ requires the input of the elements in b B m , and is given by Equation (52), where B m;l , l 2 ½1; 3� are the elements in b B m . The rotation matrix RðθÞ is multiplied with b e mþ1 to obtain b e' mþ1 , the rotated direction unit vector of element m þ 1, 
An objective function for minimizing the magnitude difference between the pre-and post-mapping line curvature for elements in S D is written as,
where κ' mþ1 ðθÞ is obtained from inserting the value for θ into Equation (53) to calculate an updated b e' mþ1 and substituting the latter into Equation (44) to obtain the curvature at Node m. The Nelder-Mead optimization scheme (Nelder and Mead, 1965) implemented in Fortran 90 by Burkardt (2018) is applied to the optimization problem stated in Equation (54). The final updated value for b e' mþ1 then replaces the original b e mþ1 , and the position of node m þ 1 is updated as, Fig. 12 illustrates the directions of mapping in S F dt ;dc and S A dt ;dc , and the last nodes to be mapped in both zones, i F;dt last and i A;dt last respectively, which are determined according to Algorithm 4, the complete nodal position search algorithm with curvature correction for the nodes in S D .
The nodal mapping procedure starts from the outer boundaries of the S dt ;dc region at nodes i F;dt 0 and i A;dt 0 and proceeds inwards, as shown in Fig. 7 . The stretched lengths, L' e;F last and L' e;A last , of the elements adjacent to the nodes, i e;F last and i e;A last respectively, and by extension the line strains (see Equations (40) and (41)), are taken into consideration in the mapping procedure (Line 9 or 11 in Algorithm 3) but the strain in the midpoint element, denoted as ε mid in Fig. 12 , is not considered the determination of the positions of nodes i F;dt last and i A;dt last in Algorithm 4. Hence, the postmapping strain in the midpoint element in d t , ε dt mid , with an s-coordinate s mid , may differ significantly from that of d c , ε dc mid , and result in large strain gradients which create tension shocks that propagate through the line.
Line midpoint strain correction
To reduce the effects of the tension shocks on the fairlead tension results, large spanwise gradients in the element strains have to be mitigated using a strain correction procedure with the main objective of preserving the accuracy of the fairlead tension result. After running the nodal position mapping procedure in Algorithm 4, the strain at the midpoint element of the new line geometry d t is determined and compared to that at the same location in d c .
The strain correction algorithm is executed if the disparity in the midpoint element strain magnitude exceeds a threshold value, δε max , evaluated as,
where ε dt mid and ε dc mid are the midpoint element strains in d t and d c respectively. The midpoint element length difference,
made up by scaling the lengths of the elements from the anchor up to the last element in S A dt ;dc , adjacent to i A last , as shown in Fig. 12 . The strain in these elements will be modified as a result of the adjustment and hence will not be accurate for some time after a transition from d c to d t . This trade-off is made to avoid the production of significant spatial strain gradients and tension shocks so that the fairlead tension results remain accurate. The inaccuracies introduced in the correction are transient and diminish rapidly as the simulation progresses after a transition.
The augmentation lengths, dL 'e i , to be added to the stretched lengths of the elements from the anchor up to the midpoint are defined as, 
where i e;A;dt anchor and i e;A;dt last are the indices of the element adjacent to the anchor node and the last element in S A dt ;dc zone (see Fig. 12 ), dε i;base is the base strain adjustment to element i, and α is a scaling factor. The sign of α, and correspondingly dL 'e i , can be positive or negative and corresponds to the elongation and shortening of element lengths respectively.
The base strain adjustment profile for the elements affected by the length augmentation defines the distribution of the length modification magnitude for the selected elements from s anchor to s mid and is presently set to follow a Gaussian profile, as depicted in Fig. 13 . The shape of the Gaussian profile is defined by the parameters μ and σ, as expressed in where μ is set to ðs mid þ s anchor Þ =2, and σ is determined by setting a value for the ratio between dε base ðμÞ and dε base ðs anchor Þ and solving Equation (59) for σ,
For each discretisation, the value for μ varies with s mid , and the ratio dε base;max =dε base;min is set to 5. This value affects the distribution of element augmentation lengths. A high value concentrates the distribution of the augmentation lengths to a smaller number of element and increases in the strain gradients in the vicinity of s ¼ μ, while a low value may lead to a high strain gradient at s mid . The numerical experiments in this work suggest that a value of 5 is suitable. The base augmentation lengths can then be determined from Equation (58) by inserting the s-coordinates for the center of the selected elements i, i e anchor � i � i e;A last , for each discretisation. By setting a value for α, the augmented element lengths are then calculated as,
where L 'e i;orig refers to the stretched lengths of the elements before augmentation.
The nodal mapping procedure, Algorithm 4, is executed with the updated element lengths for the line span represented as R A dt ;dc and S A dt ;dc in Fig. 13 . After the mapping is performed, the strain at the midpoint element is evaluated again with the midpoint element strain exceedance criterion, Equation (56). Hence, the value of α determines if the 
where L e mid is the unstretched length of the midpoint element.
Algorithm 5. Nodal position re-mapping with augmented elements.
Numerical model settings and test cases
Environmental conditions and line structural properties
A set of test cases in a shallow water environment selected from Brown and Mavrakos Brown and Mavrakos (1999) are used for the evaluation of the proposed time-integration and discretisation adaptation strategy. The fairlead position and velocity prescribed in the test cases are the boundary conditions and are described by the functions,
where t refers to the time in the time series, ð:Þ WF and ð:Þ LF denote waveand low-frequency components of the fairlead excitation, T i and r i are the motion periods and amplitudes respectively, and the indices i 2 f1; 2; 3g here, respectively refer to the surge, sway, and heave directions as shown in Fig. 14, which portrays the initial line geometry of the test cases. The water depth is 82.5 m, and no current or wave velocities are prescribed. The mooring line material consists of homogeneous chainlinks along its entire length and the structural parameters are presented in Table 4 . The values of r i and T i for the test cases are presented in Table 1 . Cases 1 to 3 are test cases specified by Brown and Mavrakos Brown and Mavrakos (1999) and include harmonic and biharmonic fairlead excitations sufficient to induce significant line liftoff and grounding. The seabed parameters for the in-house code are presented in Table 2 .
Comparisons will be made between the in-house code and the commercial software Orcaflex (Orcina, 2016) . In Orcaflex, similar to the in-house code, lines structures are discretised following the lumped mass approach. For modelling line tension, the setting for limiting compression is turned on. This setting, coupled with a line bending stiffness value of zero, means that an element in the Orcaflex model setup in this work is unable to support any compressive loads. This modelling approach is suitable for chain type mooring lines and is consistent with the approach taken in the in-house code. For time integration, the implicit Generalized-α scheme in Orcaflex was used. The seabed parameters for Orcaflex, with a linear seabed model, are presented in Table 3 .
Dual-rate integration settings, prepared discretisations and switching s-coordinates
The prepared discretisations to exercise the mapping algorithm proposed in Section 4 and the multi-rate time-integration scheme described in Section 3 are presented in Fig. 15 . The segments designated as y A refer to the fine-element segment and the active partition in each discretisation, while the segments designated as y L are the coarseelement segment and latent partition in the respective discretisation.
The element sizes used in dual-rate integration are 8.0 m and 0.751 m in the coarse and fine-element sections respectively. The suitability of the element sizes is examined in Section 6.1. Due to stability limits of the Modified Euler time-integration scheme and the need for temporal synchronization between the latent and active partitions, the time-step ratio between the partitions is 10, when the value for the partition maximum and minimum time-step fraction constraints, γ max and γ min , are set to 0.95 and 0.1 in this work. The length span of y A in each discretisation is 119.3 m and is staggered in their locations along the s-coordinate by 24 m between two adjacent discretisations. With the initial touchdown point s-coordinate denoted as s TDP;0 , the discretisation switching s-coordinates (see Algorithm 2) are determined at the start of each test case and presented in Table 5 . Fig. 19 . Pre-and post-nodal position mapping strain distributions, switching between discretisations 3 and 4, with and without midpoint strain correction for Case 1.
C.M. Low et al. 
Evaluation of fairlead tension results
Case 1: Harmonic surge motion
Test case 1 prescribes a harmonic fairlead excitation at wave frequency (see Table 1 ). The maximum fairlead velocity and displacement from the original position are 3.4 m/s and 5.4 m respectively, which induces a nodal grounding velocity of approximately 3.2 m/s (Low et al., 2018) . Fig. 16 shows the s-coordinate variation tracked by 7 homogeneous line discretisations with element sizes ranging from 11.86 m to 0.60 m, and a hybrid coarse/fine discretisation corresponding to that presented in Fig. 15 . The hybrid discretisation consists of a refined region close to the touchdown zone and coarse elements elsewhere. Due to the initial line geometry at t ¼ 0 s, the initial discretisation is set to d 3 as shown in Fig. 15 . As the touchdown point changes, the selected discretisation changes in tandem.
The fairlead excitation profile for Case 1, with a maximum displacement of the fairlead position by 5.4 m, induces the touchdown point s-coordinate, s TDP , to vary between approximately 505 m and 565 m over one period of fairlead excitation between 81 s and 91 s of simulation time, as shown in Fig. 16 , after initial transient effects have passed and line motion and forces are fully developed. Presently, s TDP is tracked to first order accuracy equivalent to the s-coordinate of the node furthest along the s-axis that is in contact with the seabed. As the nodal density is increased, s TDP is tracked to the higher accuracy with the homogeneous discretisation lines, and similarly in the hybrid coarse/ fine discretisation line because of the high density of nodes locally around the touchdown zone.
The variation in the touchdown point over 60 m induces the adaptive discretisation line to switch between discretisations 3 and 4, as presented in Fig. 17 . Over the time period shown, a switch from discretisation 3 to 4 was made at 81.0 s and another from 4 back to 3 was made at 84.5 s. The s TDP;0 is 542.8 m, hence according to Table 5 and depicted in Fig. 16 , the switching s-coordinate from discretisation 3 to 4, s l for d 3 , was 518.8 m, while the switching s-coordinate from discretisation 4 to 3, s u for d 4 , was 542.8 m.
The line geometries in the vicinity of the touchdown point, with the finest (0.6 m elements) and coarsest (11.86 m elements) homogeneous discretisations as well as the hybrid mesh, when the fairlead position is at the initial and the maximum positive and negative displacement positions in Case 1 are shown in Fig. 18 . The line geometries determined by the different meshes, as illustrated in the spatial distribution of the nodes, are in close agreement. This suggests that a linear or low-order polynomial interpolation scheme may be sufficient for estimating the line geometry in between nodes when a coarse mesh is used for Case 1. The hybrid meshes illustrated in Fig. 18b-c are discretisations 3 and 4 respectively, and demonstrate the effect of applying the mesh switching procedure presented in Section 4.3 such that the fine mesh partition moves in tandem with the location of the touchdown point. Fig. 19a-b shows the strain distributions in a line before the discretisation transition, as well as the strain distributions before and after performing the strain correction at 81.0 s and 84.5 s respectively. In Fig. 19a , which depicts the case where δε mid < 0 before correction, a spike in the strain curve is present at approximately s ¼ 500.0 m because the initial nodal position mapping using Algorithm 4 does not consider the strain in the midpoint element. The correction applied in this situation is to prescribe a negative value for α, and apply a negative adjustment to the lengths, and consequently the strains, of the elements in the R A dt ;dc and S A dt ;dc regions of d t with the Gaussian-shaped strain modification profile presented in Fig. 13 . The reduction of the element strains is observable in the post-correction strain curve, essentially introducing an error of the magnitude αdε i;base . Fig. 19b shows a contrary situation where δε mid > 0 at approximately at 84.5 s and s ¼ 525.0 m, a positive value is prescribed for α, in which a positive adjustment is required for the lengths of the elements in the R A dt ;dc and S A dt ;dc regions of d t . The maximum error introduced into the strain occurs at s ¼ μ of the post-transition active discretisation, with the magnitude α =ðσ ffi ffi ffi ffi ffi ffi 2π p Þ, which corresponds to 0.9% and 2.65% respectively for the switches from discretisation 3 to 4 at 81.0 s and 4 back to 3 at 84.5 s. Fig. 20a-b presents the pre-and post-mapping curvature distributions with the curvature correction feature active and inactive at the discretisation transitions at 81.0 s and 84.5 s. The curvature profiles with and without correction are identical because the curvature exceedance condition (see Equation (48)) were not met during the transitions in Case 1.
The fairlead tension time histories from the in-house code with the seven homogeneous and single hybrid coarse/fine size discretisations, and the frequency spectra of the same tension time histories, are presented in Fig. 21a-b respectively. Irregular oscillations are observed in the tension time histories between 83.5 s and 87 s for the homogeneous discretisation of element lengths ranging from 11.86 m to 2.03 m. Outside the region of time in which the tension fluctuations occur, the tension time series of the various discretisations are in close agreement, including the peak tension at approximately 90.7 s as well as capturing the minor dip occurring at approximately 88 s.
The time evolution of tension, beyond the excitation at the fairlead, is strongly influenced by damping as well as inertial forces. The small and transient dip in the line tension at approximately 88 s occurs because of inertial effects. In the lead-up to this event, the recovery in the tension starting at approximately 85 s is due to the combined effects of a decreasing fairlead velocity in the line unloading, negative-surge (see Fig. 14) , direction and the inertia of a vertically descending suspended line section. These effects additively contribute to increasing the line tension. Therefore, as the downwards momentum of the line is gradually dissipated due to the increasing line tension as well as dissipative forces, the trend of increasing line tension undergoes a correction at approximately 88 s, corresponding to a momentary dip, before resuming its upward trajectory due to an accelerating fairlead velocity in the line loading, positive-surve direction.
The frequency spectra presented in Fig. 21b indicates that at frequencies of approximately 1 Hz and below, the magnitudes of the frequency components of the tension time series with varying element sizes are in good mutual agreement. However, the frequency spectra of the various time histories begin to diverge at frequencies above 1 Hz, above which the frequency components in the time histories associated with element sizes of 0.84 m and smaller, are lower than those present in the time series generated with larger element sizes. Fig. 22a-b presents the tension time histories and frequency spectra of the tension for Case 1, using the commercial software Orcaflex, for the range of homogeneous line discretisations. The tension fluctuations associated with nodal grounding there were observed in the results in the in-house code are also present in the results generated by Orcaflex. Similarly, the magnitudes of the fluctuations are also reduced as element sizes are reduced and are largely eliminated from the tension results for element sizes of 0.84 m or smaller. The results in Figs. 21 and 22 suggest that reducing element sizes is an effective means of ameliorating the C.M. Low et al. undesirable effects of nodal grounding on the tension results.
The higher frequency components in the frequency spectra plots are associated with the tension fluctuations. Figs. 21a-22a show that periods of the tension fluctuations are typically lower than 0.5 s or higher than 2 Hz. A qualitative assessment of Fig. 21a-b suggests that the tension fluctuations are largely absent in the tension results for the discretisations of element lengths of 0.84 m or smaller. Fig. 21b shows that the higher range frequency components above 2.5 Hz, is the lowest for the results for the smallest element size of 0.6 m. However, the results for the 0.75 m element size are assessed to be sufficiently close to that of the finest discretisation used in this series of tests, and thus is the required element refinement necessary to provide converged tension results when the intent is to remove the spurious tension fluctuations.
The tension time history for the hybrid coarse/fine size discretisation shows good agreement with the converged results, as shown in Fig. 21a . The frequency spectra of the time-series for this discretisation also reveals good agreement at frequencies lower than 2 Hz with the frequency spectra of the converged results given by the 0.75 m and 0.6 m element discretisations. The magnitudes of the frequency components above 2 Hz deviate from the converged results but are generally lower when compared with those of the coarser homogeneous discretisations.
The peak tensions for Case 1 using the various element sizes discussed are presented in Fig. 23 for both Orcaflex and the in-house code and show that as element size is reduced the peak tension converges to the value of approximately 1299.30 kN for both codes. The peak tension using the hybrid coarse/fine discretisation, at 1299.26 kN, is in good agreement with the converged peak tension results, and is comparable to that provided by the 0.84 m and 0.75 m homogeneous line discretisations. Hence, in addition to providing converged peak tension results, the tension fluctuations are also significantly reduced using the hybrid coarse/fine discretisation. This suggests that the hybrid coarse/fine discretisation, with a higher nodal density in the vicinity of the touchdown zone and lower densities elsewhere, can mitigate the negative effects of nodal grounding, without refining the discretisation for the entire length of the line structure. Low et al. (2018) asserted that high strain gradients arising from nodal grounding is the cause of the tension fluctuations and propose mesh refinement as an effective approach to reduce the magnitude of tension fluctuations. In this work, the approach of homogeneous mesh refinement taken in Low et al. (2018) is modified such that the refinement region is limited to a small area close to the touchdown zone. To illustrate how a limited refined mesh region close to the touchdown point modifies the line strains, the strain distribution curves for Case 1 over a limited time period between 53 s and 56 s using the homogeneous mesh with 11.86 m elements and discretisation 4 of the hybrid meshes is presented in Fig. 24 .
During nodal grounding, a region of low strain is generated close to the touchdown node. This increases the strain gradient over the span of the line, which in turn generates tension fluctuations because the strain gradients represent unbalanced tension forces. Comparing the strain distribution curves produced by the hybrid and coarse homogeneous meshes at similar points in time, it is clear that firstly, the minimum strain in the line occurring close to the touchdown point is lower in the homogeneous coarse mesh than in the hybrid mesh, and secondly, the strain gradient is higher in the homogeneous coarse mesh compared to the hybrid mesh. With a lower spatial strain gradient over the nodal grounding period, the nodes in the hybrid mesh avoids experiencing unbalanced tension forces which lead to tension fluctuations.
Case 2: biharmonic surge-heave motion
Test case 2 prescribes a biharmonic fairlead excitation in the surge and heave directions. In Case 2, the maximum fairlead velocity and displacement from the initial position are 3.45 m/s and 20.71 m respectively, which induces a maximum nodal grounding velocity of 3.9 m/s (Low et al., 2018) , which is 21% larger than in Case 1, and thus represents a more severe test case. Fig. 25 shows that the s TDP variation range of the homogeneous and hybrid coarse/fine discretisations over one period of the fairlead motion for Case 2 is between approximately s ¼ 177 m and 622 m over one lowfrequency fairlead excitation period between the time window of 600 s and 800 s. This variation in the touchdown point induced the adaptive, hybrid coarse/fine discretisation line, choosing from the prepared discretisations presented in Fig. 15 , to make a total of 52 discretisation switches within the time span of one low-frequency fairlead excitation period and to switch between all of the prepared discretisations from 1 through 12, as presented in Fig. 26 . Fig. 27 presents the line geometries in the vicinity of the touchdown point, with the finest (0.6 m elements) and coarsest (11.86 m elements) homogeneous discretisations as well as the hybrid mesh, when the fairlead position is at the initial and the maximum positive and negative displacement positions for Case 2. Fig. 27a -c illustrate the line geometries with the fairlead at the zero and maximum positive displacement positions and illustrate line geometries with the homogeneous and hybrid meshes are in close agreement at these times. In contrast, Fig. 27b shows that when the fairlead is at the maximum negative displacement position, the curvature of the line above the seabed is not accurately captured by the coarse homogeneous mesh. However, the geometry of the hybrid mesh using discretisation 1 closely follows that fine homogeneous mesh. This suggests that in order to accurate capture line geometries when line tensions are low, which in Case 2 corresponds to the fairlead being at the maximum negative displacement position, finer mesh discretisations are required at high curvature regions. Fig. 27c illustrates that the fine mesh region of the hybrid discretisation is fully suspended above the seabed when the fairlead position is at the maximum positive displacement position at 652.4 s, corresponding to high line loading. The refined section is suspended because the touchdown point for the region of time in the vicinity of 650 s was approximately 200 m, as shown in Fig. 25 , which is beyond the coverage of fine mesh region of discretisation 12, which has the refined region closest to the anchor among the prepared discretisations. Fig. 28 shows the peak tensions, from Orcaflex and the in-house code, produced by the various discretisations. The peak tensions from the in-house code and Orcaflex reach convergence quickly as element sizes are reduced and the peak tension values do not change significantly with the application of smaller element sizes. The peak tension result by the hybrid coarse/fine discretisation is in close agreement with the converged tension magnitude. Fig. 29 shows the fairlead tension time-series for Case 2 generated by the in-house code with element sizes of 11.86 m, 8.0 m, 4.74 m, 2.03 m, 0.84 m, 0.75 m, and 0.6 m, as well the results from Orcaflex with the coarsest, finest and mid-range element sizes of 11.86 m, 0.6 m and 4.74 m respectively. The time window revealed corresponds to one period of the low-frequency excitation. The results suggest that between 600 s and 674 s, the agreement between the various discretisations from the in-house code is very good, and the tension results are free of spurious fluctuations. The agreement between the Orcaflex results for the three discretisations used is also very good. However, the peak tension from the Orcaflex results is 1.2% lower than that from the inhouse code.
In contrast with the tension between 600 s and 674 s, the tension results produced by Orcaflex and the in-house code with the various discretisations between 674 s and 700 s differ in the severity of the irregular tension fluctuations, as presented in Fig. 30 The fluctuations occurring at the troughs in Fig. 30 are due to travelling tension waves that originate from the touchdown point due to the initial creation of local spatial strain gradients at the touchdown zone as grounding nodes make contact with the seabed at high speeds. The fluctuations that appear during the loading phase are snap loading shocks which occur due to the rapid transition of the strain state of line section at the touchdown zone from being in a negative strain, unloaded state due to nodal grounding to a positive strain and loaded state, as discussed in Ref. (Low et al., 2018) .
Figs. 29 and 30 illustrate that as element sizes are reduced, the severity of the irregularities in the tension time-series, which are generated by nodal grounding and liftoff, is reduced. This behaviour is consistent between the two codes. Additionally, the results produced by the hybrid coarse/fine discretisation can qualitatively be assessed to contain less severe irregularities compared to the coarser discretisations of larger than 0.84 m, and are comparable to the results generated by the finer discretisations of 0.84 m, 0.75 m and 0.6 m.
Due to the large and rapid line motions and shifts in the touchdown C.M. Low et al. zone induced by the fairlead motions, the frequency and number of changes in the selected discretisation were relatively high compared to Case 1, as shown in Fig. 26 . The strain and curvature correction procedures were exercised frequently for this case, and Fig. 31 provides an example of a discretisation switch, which occurs at 624 s, in which both correction procedures were active. Fig. 31a illustrates that prior to performing the strain correction, a large spike in the strain value was present at the midpoint element at s ¼ 380 m, which creates a large local strain discontinuity. The strain value in the midpoint element of the target discretisation, #9, before and after strain correction were 5 � 10 5 and 6:5 � 10 4 respectively. Fig. 31b shows the curvature profile of the line before and after curvature correction during the discretisation switch at 624 s, and illustrates that a spike in the curvature at s ¼ 413:8 m was reduced from 5:25� 10 3 to 3:69 � 10 3 m 1 .
Case 3: biharmonic surge motion
Case 3 prescribes a biharmonic fairlead excitation in the surge directions. The maximum fairlead velocity and displacement from the initial position are 5.65 m/s and 12.8 m respectively, which induces a maximum nodal grounding velocity of 3.9 m/s, comparable to that of Case 2. Fig. 32 shows the variation s TDP over one low-frequency oscillation period for Case 3. The time-varying touchdown point location tracked by the various discretisations are in close agreement, especially so for the finer homogeneous discretisation of 0.84 m and smaller and the hybrid coarse/fine discretisation, which is chosen from the prepared discretisations illustrated in Fig. 15 and changes dynamically with the touchdown point. The s TDP varies between 284.6 m and 595.6 m for Case 3. Fig. 33 presents the active line discretisations over one lowfrequency oscillation period of fairlead motion, during which 70 discretisation switches over all the prescribed 12 prepared line discretisations took place. Comparing Figs. 32 and 33, it can be observed that the switching between suitable discretisations is directly related to the location of s TDP . Fig. 34 compares the peak tensions from Orcaflex and the in-house code for various discretisations for Case 3. The peak tensions from the in-house code are not modified by more than 0.02% with successive refinements of the element size while the peak tensions from Orcaflex are modified by a maximum of 0.4% with the same element size refinements. Hence the results for the peak tension are considered converged for all the discretisations used, which, for the in-house code is 7419.20 kN. The peak tension result by the hybrid coarse/fine discretisation, at 7425.92 kN, exceeds the converged peak tension result from the homogeneous discretisations by a small value of 0.09%. Fig. 35a, b and 35c respectively present, when the fairlead position is at the initial and the maximum negative and positive displacement positions for Case 3, the line geometries in the vicinity of the touchdown point with the finest (0.6 m elements) and coarsest (11.86 m elements) homogeneous mesh as well as the hybrid discretisation. The full range of hybrid discretisations, presented in Fig. 15 were exercised in this case. In Fig. 35b , discretisation 1 of the hybrid mesh was used while Fig. 35c shows discretisation 12 being used. In contrast to Case 2 where the minimum s TDP as shown in Fig. 25 reached approximately 180 m, Fig. 32 reveals that the minimum s TDP in Case 3 is approximately 380 m, which is within the range of coverage of the fine mesh region of discretisation 12 as presented in Fig. 15 . Fig. 36 shows the fairlead tension time-series for Case 3, over one period of the low-frequency excitation, with element sizes of 11.86 m, 8.0 m, 4.74 m, 2.03 m, 0.84 m, 0.75 m, and 0.6 m by the in-house code, as well the results from Orcaflex with the coarsest, finest and mid-range element sizes of 11.86 m, 0.6 m and 4.74 m respectively. The timevarying tension peaks given by both codes and the various discretisations, including the hybrid coarse/fine discretisation, are in good agreement. The difference between the time-series is in the small, irregular and high-frequency fluctuations that occur due to nodal grounding/liftoff.
The fluctuations are seen in greater visual detail in the close-up view of the tension time-series in Fig. 37 . The irregularities observed are similar to those manifested in the results for Case 2. At 418.0 s, 428.0 s, 438.0 s and 448.0 s, the occurrence of irregularities is attributed to snap loads due to a line section returning to tensioned state after becoming slack with rapid nodal grounding during the previous unloading cycle. The fluctuations observed at 475 s, 485 s, and 495 s are due to the rapid C.M. Low et al. creation of a local low or negative strain section at the touchdown zone due to nodal grounding, and a large spatial strain gradient between the elements further away from and those close to the touchdown zone, which creates propagating stress waves that are reflected back and forth between the touchdown zone and the line boundaries, namely the anchor and fairlead nodes. Fig. 37 shows that the fluctuations due to both snap loading and the initial creation of low strain zones and propagating stress waves are significantly reduced, in particular the latter type, with nodal density refinement. This approach is effective in both the in-house code and Orcaflex. The tension time-series of the hybrid coarse/fine discretisation indicate that the fluctuations can be substantially attenuated with the usage of a locally refined nodal density at the touchdown zone and coarse elements elsewhere.
To illustrate the action of the nodal position mapping, and strain and curvature correction procedures, Fig. 38 shows the strain and curvature distributions with and without peforming the corrections during the discretisation transition which took place at 426.80 s. Fig. 38a demonstrates that the strain distribution without correction contains multiple spikes in the range of 380 m � s � 425 m. The strain gradients at the locations of these spikes are high and persist due to successive and rapid discretisation switches without sufficient time for the strain discontinuities to dissipate as nonequilibrium tension forces lead to nodal motions that tend to dampen strain discontinuities.
The occurrence of very large strain discontinuities, particularly when the spikes are positive in magnitude and represent large tension forces, leads to numerical instabilities. When the spikes are negative in magnitude, their eventual dissipation is accompanied by tension shock waves. The magnitude of the largest spike shown in Fig. 38a is scaled down by a factor of 100, and illustrates the occurrence of a large positive strain discontinuity. Fig. 38b shows the curvature distributions during the transition from discretisation 8 to 7 executed at 426.80 s, which corresponds to the coarsening and refinement of the elements on the anchor-side and floater-side ends respectively of the refined zone as shown in Fig. 15.   Fig. 35 . Snapshots of the line geometry in the vicinity of the touchdown point for Case 3 when the fairlead position is at the initial and maximum displacement positions.
In Fig. 38b , undulations are observed in the curvature curve of d 8 in the range 344:0 m � s � 368:0 m, which are due to the local unevenness in the orientation of refined elements, do not exist in the curvature curve of d 7 after coarse elements replace the refined elements of d 8 in-situ and the bulk geometry of the line is reflected in the curvature curve. This is the result of the discretisation switching procedure in which the refined elements on the anchor-side end of d 8 are replaced by coarse elements on the anchor-side end of d 7 between 344:0 m � s � 368:0 m. Fig. 39a shows the strain distributions during the discretisation switch from d 8 to d 9 that took place at 430.97 s. The strain discontinuity peak at s ¼ 379:6 m during this transition was negative in magnitude and was scaled by a factor of 20 to better illustrate the strain distribution for the entire line. The strain correction procedure was required to eliminate the discontinuity produced during the nodal mapping step. Fig. 39b displays the curvature distributions during the same transition step and presents a case in which fine elements on the fairlead-side end of the refined section of d 8 are replaced by coarse elements in d 9 . As with the transition from d 8 to d 7 , the replacement of fine elements with coarse elements is accompanied by a smoothening of the curvature curve as coarse elements are less sensitive to local curvature variations.
Summary of the evaluation of fairlead tension results
The three test cases prescribed in Table 1 involve surge and heave motions which induce line liftoff and grounding, and large changes in s TDP for Case 2 and 3. The fairlead tension results show that the in-house code produces converged results for peak tension as element sizes for the homogeneous discretisations are refined. The peak tension results for the hybrid coarse/fine discretisation were in very good agreement with the converged tension results for each of the test cases, which indicates that such a discretisation is capable of producing accurate peak tension results.
Fluctuations were observed in the tension time-series and were shown to be typically larger in the results produced by coarser discretisations. Using smaller elements was proven to be an effective approach to reduce the fluctuations which occur due to the discrete nature of the numerical model and the effects of nodal grounding and liftoff. It was concluded that a locally refined line segment close to the touchdown zone was as effective as a globally refined discretisation for the reduction of the fluctuations.
The proposed discretisation switching procedure was exercised in the test cases, particularly in Cases 2 and 3 that involved successive and rapid switches. The tendency of the proposed nodal mapping procedure to produce strain and curvature discontinuities was addressed and the effectiveness of the correction procedures was demonstrated in the test cases. Finally, the accuracy and stability of the dual-rate time-stepping scheme, which is suitable for application with a hybrid coarse/fine discretisation, were also demonstrated.
Assessment of computational efficiency
From the fairlead tension results presented in Section 6, the element size required to effectively attenuate the nodal grounding and liftoff fluctuations for the prescribed test cases is 0.75 m. Three different discretisations are used to assess the efficiency gains of the dual-rate and discretisation switching methods presented in this work. The first is a homogeneous discretisation, henceforth referred to as type M-1, consisting of 0.75 m-length elements, provides the baseline benchmark for comparison. The second meshing scheme, type M-2, is illustrated in Fig. 40 , is a static, hybrid coarse/fine discretisation which consists of fine elements of 0.75 m length within the grounding span of each case and coarse elements of 8.0 m elsewhere. The third discretisation scheme was presented in Fig. 15 , henceforth referred to as type M-3, and applies to the dual-rate, adaptive discretisation approach.
The s-coordinate span of the grounding spans for each case, their lengths, L g , and the ratio between L g and the total line length L model , L g =L model , are included in Table 6 . The L g =L model ratio indicates the proportion of the line consisting of fine elements.
The time-integration approaches evaluated for the computational efficiencies are the single-rate and dual-rate methods, henceforth referred to as type TI-1 and TI-2 respectively. The expended calculation time per second of simulation time, ΔT , for each case is presented in Table 7 . Each result is the average of five runs. The computations were performed serially on an Intel Core i7, 2.6 GHz CPU.
The results in Table 7 highlight that, naturally, the fully refined discretisation with single-rate time integration approach is the slowest, giving calculation to simulation time ratios of close to unity. By using the partially refined, M-2 discretisation, the time ratios are reduced to the ranges of 0.18, 0.59 and 0.44 and below for cases 1, 2 and 3 respectively. Switching from the TI-1 to TI-2 (single-rate to dual-rate) integration approach further reduced the computational times for all the cases, and, as it will be shown, the reduction is dependent on the L g =L model ratio.
The L g =L model ratio is an important factor influencing the efficiency of the computational schemes applied in this work. It determines the length span of the section using refined elements in the M-2 discretisation. The efficiency gain, η a;b , of a particular computational approach, (TI-a, M-b), is defined in this work as, 
where a 2 ½1; 2� and b 2 ½1; 2; 3� and denote the choice of timeintegration and discretisation methods respectively. The efficiency gain as a function of L g =L model ratio for the (TI-1, M-2), (TI-2, M-2), and (TI-2, M-3) integration and discretisation scheme combinations are presented in Fig. 41 . The general conclusions that can be drawn from the results presented in Fig. 41 are:
� Improved computational efficiency can be obtained with a dual-rate integration scheme with a fine/coarse discretisation approach:
Applying the dual-rate integration approach allowed efficiencies to be reaped (η > 1) when a significant line span, up to 44.9%, or L g =L model ¼ 0.449, uses fine elements. This result is deduced from a comparison of the (TI-1,M-2) and (TI-2,M-2) curves, where the difference in η values represents the relative efficiencies of the approaches. Both approaches apply the static, partially refined discretisation (M-2), differing only in the time-integration method.
It is observed that the η curve for the (TI-2, M-2) approach is higher than that of (TI-1,M-2) up to the L g =L model ratio of 0.63. At the L g =L model ratio of 0.09, the η values of the (TI-1, M-2) and (TI-2, M-2) approaches were 6.2 and 11.4 respectively, while at the L g =L model ratio of 0.45, the η values for the respective methods were 2.22 and 2.42. This indicates that the computational time saving afforded by the dual-rate strategy is inversely proportional to L g =L model ratio, and suggests that the line span using refined elements should be limited to extract higher efficiencies from the dual time-step integration method. It is expected that at some point with higher L g =L model ratios, the TI-2 approach leads to lower η values than that of TI-1 due to the necessary overheads associated with data interpolation and saving inherent in the dual-rate approach. It C.M. Low et al. should be noted that this result is also sensitive to the relative time-step sizes used for the latent and active partitions. In this work, the line material stiffness, element sizes in the coarse and fine sections (8.0 m and 0.75 m respectively) required for effective reduction of seabed contact tension fluctuations, and γ max and γ min (see Equation (33)) values of 0.9 and 0.1 respectively, result in a time-step ratio of 10 between the latent and active partitions. It can be expected that the efficiency gains of the dual-rate integration scheme over the single-rate method are proportionately higher with larger time-step ratios.
� Discretisation adaptation strategy allows the dual-rate approach to maintain its efficiency gains for higher L g =L model ratios:
The second observation is that the η curve of the (TI-2, M-3) is relatively flat, which suggests that the discretisation adaptation strategy allows the dual-rate approach to maintain its efficiency gains over a range of L g =L model ratios. This is to be expected because the line span using fine elements is fixed. At a low L g =L model ratio of 0.09, the (TI-2, M-3) strategy gives the lowest η value compared with the (TI-1, M-2) and
(TI-2, M-2) approaches, due to the overheads of nodal positions, velocities, and accelerations mapping in the discretisation switching procedure. At L g =L model ratios of above 0.38, the η values for the (TI-2, M-3) approach exceeds that for (TI-2, M-2), which indicates that the discretisation adaptation strategy is suited for higher L g =L model ratios, or equivalently, when liftoff and grounding are experienced by larger spans of the line. In summary, the dual-rate, static disretisation (TI-2, M-2) approach provides the highest efficiency gains up to a L g =L model ratio of 0.38, beyond which the discretisation adaptation strategy has to be applied to augment the dual-rate time integration strategy in order to sustain the efficiency gains.
Conclusion
A new dual-rate time integration and adaptive discretisation strategy for dynamic mooring line simulation was presented in this work. This approach is developed for the application of a hybrid coarse/fine discretisation using fine elements in the vicinity of touchdown zone and coarse elements elsewhere to attenuate tension fluctuations created by line-seabed contact. It was shown that a hybrid discretisation approach was able to provide good results for peak tensions while also effectively reducing the spurious tension fluctuations.
A method was presented to determine the optimal time-step ratio between the latent (coarse mesh) and active partitions (fine mesh), based on the evaluation of numerical stability requirements of the base integration scheme and the total simulation time. A procedure for the mapping of nodal positions, velocities, and accelerations between discretisations was presented. The requirement to eliminate strain 
Table 6
Grounding-span lengths, s-coordinates and grounding-span length to line length ratios for test cases 1, 2 and 3.
Case
Grounding s span, s l ðmÞ � s � su discontinuities and reduce high line curvatures was explained and the procedures to implement these control measures were demonstrated. The efficiency gains of the proposed dual-rate time integration and adaptive discretisation schemes over a standard monolithic time integration, static discretisation approach were evaluated. It was proven that the dual-rate time-integration method afforded good computational efficiency improvements over a monolithic time integration scheme for moderate line liftoff/grounding spans as a proportion of total line length. The discretisation adaptation approach is applicable to cases experiencing larger line liftoff/grounding spans, where it is needed to sustain the computational efficiency gains of the dual-rate time-integration method.
