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MATRIX UNITS AND GENERIC DEGREES FOR THE
ARIKI–KOIKE ALGEBRAS
ANDREW MATHAS
Abstract. We compute the generic degrees of the Ariki–Koike algebras by
first constructing a basis of matrix units in the semisimple case. As a con-
sequence, we also obtain an explicit isomorphism from any semisimple Ariki–
Koike algebra to the group algebra of the corresponding complex reflection
group.
1. Introduction
The cyclotomic Hecke algebras were introduced by Ariki and Koike [2, 4] and
Broue´ and Malle [7]. It is conjectured [7] that these algebras play a roˆle in the
representation theory of reductive groups similar to (but more complicated than)
that played by the Iwahori–Hecke algebras (see, for example, [8]). In particular, it
should be possible to use these algebras to compute the degrees (and more generally
characters) of certain representations of reductive groups; more precisely, we can
attach a polynomial to each irreducible representation H , called its generic degree,
and appropriate specialisations of this polynomial should compute the dimensions
of the corresponding irreducible representations of the finite groups of Lie type.
The purpose of this paper is to compute the generic degrees for the cyclotomic
Hecke algebras of type G(r, 1, n); these polynomials have also been computed by
Geck, Iancu and Malle [15]. Further results of Malle [19] and Malle and the au-
thor [21] give the generic degrees for all of the cyclotomic Hecke algebras corre-
sponding to imprimitive complex reflection groups. Malle [20] has recently com-
puted the generic degrees for cyclotomic algebras for the primitive complex re-
flection groups (modulo the assumption that the corresponding cyclotomic Hecke
algebras are symmetric), so this completes the calculation of the generic degrees of
the cyclotomic Hecke algebras associated with complex reflection groups.
Two important special cases of the Ariki–Koike algebras are the Iwahori–Hecke
algebras of types A and B; the generic degrees of these algebras are well–known and
were first computed by Hoefsmit [16]. Later Murphy [25] gave an easier derivation
of Hoefsmit’s formulae for the generic degrees of the Iwahori–Hecke algebras of
type A using different, but related, techniques.
This article is largely inspired by Murphy’s paper [25]; however, with hindsight
we are able to take quite a few shortcuts. Along the way we give a new and
quite elegant treatment of the representation theory of the semisimple Ariki–Koike
algebras. In particular, we explicitly construct the primitive idempotents and the
matrix units in the Wedderburn decomposition of H . One of the nice features
of our approach is that we use the modular theory (more accurately, the cellular
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theory) to understand the semisimple case. Another advantage of our approach is
that our calculation of the generic degrees is almost entirely algebraic and it is only
near of the end of the paper that we need to introduce combinatorial arguments
(however, this is not to say that our approach is painless; in addition, showing that
our result agrees with [15] is a long and unpleasant calculation).
2. The Ariki–Koike algebras
Let R be a commutative domain with 1 and fix elements q, Q1, . . . , Qr in R
with q invertible. Let q = (q;Q1, . . . , Qr). The Ariki–Koike algebra H = Hq(n) is
the unital associative algebra with generators T0, T1, . . . , Tn−1 and relations
(T0 −Q1) · · · (T0 −Qr) = 0,
T0T1T0T1 = T1T0T1T0,
(Ti + q)(Ti − 1) = 0, for 1 ≤ i ≤ n− 1,
Ti+1TiTi+1 = TiTi+1Ti, for 1 ≤ i ≤ n− 2,
TiTj = TjTi, for 0 ≤ i < j − 1 ≤ n− 2.
The Ariki–Koike algebra is a deformation of the group algebra of Wr,n, where
Wr,n = (Z/rZ) ≀ Sn is the wreath product of the cyclic group of order r and the
symmetric group Sn of degree n.
Define elements Lm = q
1−mTm−1 . . . T1T0T1 . . . Tm−1 for m = 1, 2, . . . , n; these
are analogues of the q–Murphy operators of the Iwahori–Hecke algebras of type A
[10,25]. An easy calculation using the relations in H (see [4, 3.3] and [10, (2.1),
(2.2)]) shows that we have the following results.
2.1 Suppose that 1 ≤ i ≤ n− 1 and 1 ≤ m ≤ n. Then
(i) Li and Lm commute.
(ii) Ti and Lm commute if i 6= m− 1,m.
(iii) Ti commutes with LiLi+1 and Li + Li+1.
(iv) If a ∈ R and i 6= m then Ti commutes with (L1 − a)(L2 − a) . . . (Lm − a).
Using the elements Tw and Lm defined above, Ariki and Koike proved the fol-
lowing result which gives a basis for H .
2.2 (Ariki–Koike [4, (3.10)]) The algebra H is free as an R–module with basis
{Lc11 L
c2
2 . . . L
cn
n Tw | w ∈ Sn and 0 ≤ cm ≤ r − 1 for m = 1, 2, . . . , n } .
In particular, H is free of rank rnn!
We call this basis the Ariki–Koike basis of H . Let H (Sn) be the subalgebra ofH
generated by T1, . . . , Tn−1. It follows from (2.2) that H (Sn) is isomorphic to the
Iwahori–Hecke algebra ofSn and is free as an R–module with basis {Tw | w ∈ Sn }.
Let τ :H −→R be the R–linear map determined by
τ(Lc11 L
c2
2 . . . L
cn
n Tw) =
{
1, if c1 = · · · = cn = 0 and w = 1,
0, otherwise,
where w ∈ Sn and 0 ≤ ci < r for i = 1, . . . , n.
The function τ was introduced by Bremke and Malle [5] who showed that τ is
a trace form and that τ is essentially independent on the choice of basis of H . It
is not obvious from the definition above that τ coincides with the form introduced
by Bremke and Malle; however, this was proved by Malle and the author in [21]
where we also showed that τ is non–degenerate whenever Q1, . . . , Qr are invertible
in R.
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For future reference we note the following two important properties of τ ; the first
is Bremke and Malle’s result that τ is a trace form and the second follows easily
from the definition and well–known properties of the trace form τ in the case r = 1
(see, for example, [22, Prop. 1.16]).
2.3 (i) Suppose h1, h2 ∈ H . Then τ(h1h2) = (h2h1).
(ii) Suppose that x, y ∈ Sn and that 0 ≤ ci < r for i = 1, . . . , n. Then
τ(Lc11 L
c2
2 . . . L
cn
n TxTy) =
{
qℓ(x), if c1 = · · · = cn = 0 and x = y
−1,
0, otherwise.
In this paper we will mainly be concerned with the semisimple Ariki–Koike
algebras; these were classified by Ariki [1] who showed that when R is a field H is
semisimple if and only if
(2.4) PH (q) =
n∏
i=1
(1 + q + · · ·+ qi−1) ·
∏
1≤i<j≤r
∏
−n<d<n
(qdQi −Qj)
is a non–zero element of R. For most of what we do it will be enough to assume
that R is a ring in which PH (q) is invertible.
A multipartition of n is a ordered r–tuple λ = (λ(1), . . . , λ(r)) of partitions λ(s)
such that n =
∑r
s=1 |λ
(s)|; we write λ ⊢ n. In the semisimple case Ariki and
Koike [4] constructed an irreducible H –module Sλ, called a Specht module, for
each multipartition λ of n. Further, they showed that {Sλ | λ ⊢ n } is a complete
set of pairwise non–isomorphic irreducible H –modules. Let χλ be the character of
Sλ.
Assume that H is semisimple. Then τ can be written as a linear combination
of the irreducible characters of H because τ is a trace form.
2.5. Definition. Suppose that R is a field and that PH (q) 6= 0. The Schur ele-
ments of H are the elements sλ(q) ∈ R such that
τ =
∑
λ
1
sλ(q)
χλ,
where λ runs over the multipartitions of n.
The rational functions 1sλ(q) are also called the weights of H .
The generic degrees of Wr,n are certain “spetsial” specializations of the rational
functions sη(q)/sλ(q), where η =
(
(n), (0), . . . , (0)
)
— so sη(q) is the Schur element
corresponding to the trivial representation of H (sη(q) = sη1(q) is computed in
Example 2.7). The spetsial specializations of the rational functions sη(q)/sλ(q) are
polynomials in q with rational coefficients; moreover, for these specializations sη(q)
is equal to the Poincare´ polynomial of the coinvariant algebra of the reflection
representation ofWr,n. These results are due to Malle and can be found in [19,20].
In the special case when r = 1, 2 the group Wr,n is a Weyl group (rather than
just a complex reflection group), and here the generic degrees were first computed
by Hoefsmit [16]; they can be found, for example, in [8].
One of the motivations for writing this paper was to compute the Schur elements
and hence the generic degrees. Ostensibly the Schur elements depend in a non–
uniform way upon the choice of q,Q1, . . . , Qr; however, we shall see that in fact
they can be expressed as rational functions in q,Q1, . . . , Qr which depend only on λ.
The expression we obtain is a generalization of the hook length formula of Frame,
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Robinson and Thrall [14] for the dimensions of the irreducible representations of
the symmetric groups. This is not unexpected because H ∼= RWr,n when R = C,
q = 1 and Qs = ζ
s, so the orthogonality relations for the characters of Wr,n imply
that χλ(1) = |Wr,n|/sλ(1; ζ
s). As the referee remarked, it is worth noting that in
general PH (1; ζ
s) is only a scalar multiple of |Wr,n| = r
nn! since
∏
1≤i<j≤r(ζ
i −
ζj) = (−1)
1
2 (
r−1
2 )e
e
2 by [19, 2.22].
We will compute the Schur elements of H by explicitly constructing a set of
primitive idempotents in H and then applying the following Lemma (which is
really a well–known fact about symmetric algebras).
2.6. Lemma. Assume that R is a field and that H is semisimple. Let λ be a
multipartition of n and suppose that eλ is a primitive idempotent in H such that
Sλ ∼= eλH . Then sλ(q) =
1
τ(eλ)
.
Proof. Suppose first that R is a field of characteristic zero. Let Eλ be the primitive
central idempotent corresponding to the irreducible module Sλ. By definition τ =∑
µ
1
sµ(q)
χµ, where µ runs over the multipartitions of n; therefore,
τ(Eλ) =
∑
µ⊢n
1
sµ(q)
χµ(Eλ) =
1
sλ(q)
χλ(Eλ) =
1
sλ(q)
χλ(1).
NowEλ = e1+· · ·+eN , where e1, . . . , eN are primitive idempotents with eiH ∼= S
λ,
for all i, and N = dimSλ = χλ(1). The idempotents e1, . . . , eN belong to the same
Wedderburn component of H , so there exist invertible elements ui ∈ H such that
ei = uie1u
−1
i for all i. Consequently, τ(ea) = τ(uie1u
−1
i ) = τ(e1) since τ is a trace
form; hence, τ(Eλ) = χ
λ(1)τ(e1). Without loss, e1 = eλ so the Lemma follows.
The case where R is a field of positive characteristic now follows by a specializa-
tion argument (using, for example, Theorem 3.14) which we leave to the reader.
2.7. Example. Fix t with 1 ≤ t ≤ r and let ηt = (η
(1)
t , . . . , η
(r)
t ) be the multipartition
of n with η
(s)
t = (n) if s = t and η
(s)
t = (0) otherwise. We will compute the Schur
elements sηt(q). Let xηt =
∑
w∈Sn
Tw and uηt =
∏
s6=t
∏n
k=1(Lk − Qs) — in the
product, 1 ≤ s ≤ r — and set mηt = uηtxηt = xηtuηt (cf. (3.1)). It follows from
(2.1) that uηt is central in H . Further, the relations imply that T0uηt = Qtuηt and
Twxηt = q
ℓ(w)xηt for w ∈ Sn; it follows that Lkmηt = q
k−1Qtmηt for k = 1, . . . , n.
Therefore, the module mηtH is one dimensional and, in particular, irreducible; in
fact, Sηt ∼= mηtH = Rmηt (for example, use (3.2)). Moreover, by what we have
said
m2ηt = [n]
!
q
r∏
s6=t
n∏
k=1
(qk−1Qt −Qs) ·mηt ,
where [n]!q =
∏n
k=1(1 + q + · · ·+ q
k−1); so mηt is a scalar multiple of the primitive
idempotent which generates Sηt . Hence, by the Lemma,
sηt(q) =
(
τ(mηt)
)−1
[n]!q
∏
s6=t
n−1∏
k=0
(qkQt −Qs)
= (−1)n(r−1)[n]!q
∏
s6=t
Q−ns ·
∏
s6=t
n−1∏
k=0
(qkQt −Qs).
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Similar arguments give the Schur elements for the multipartition which is conjugate
to ηt; alternatively, they are given by Corollary 4.5 and the calculation above.
There is an action of Sr on the set of multipartitions of n (by permuting compo-
nents) and also on the rational functions in Q1, . . . , Qr (by permuting parameters).
When H is semisimple the Specht modules are determined up to isomorphism by
the action of L1, . . . , Ln; as the relation
∏r
s=1(T0 −Qs) = 0 is invariant under the
Sr–action it follows that sv·λ(q) = v ·sλ(q) for all multipartitions λ and all v ∈ Sr;
this is also clear from Theorem 3.14(i). In the case where λ = ηt this symmetry is
evident in the formulae above.
3. An orthogonal basis for H
If R is a field and PH (q) is non–zero then H is a split semisimple algebra;
hence, H has a basis which corresponds to the matrix units in its Wedderburn
decomposition. In this section we explicitly construct a Wedderburn basis for H .
We begin by recalling the standard basis of H from [12].
A multipartition of n (with r components) is an r–tuple λ = (λ(1), . . . , λ(r)) of
partitions such that |λ(1)| + · · · + |λ(r)| = n. Let Λ+ be the set of multipartitions
of n; then Λ+ becomes a poset under dominance where λ D µ if for all 1 ≤ s ≤ r
and all i ≥ 1 we have
s−1∑
t=1
|λ(t)|+
i∑
j=1
λ
(s)
j ≥
s−1∑
t=1
|µ(t)|+
i∑
j=1
µ
(s)
j .
We also write λ ⊲ µ if λ D µ and λ 6= µ.
The diagram of a multipartition λ is the set
[λ] = { (i, j, c) | 1 ≤ j ≤ λ
(c)
i and 1 ≤ c ≤ r } .
We will think of [λ] as being the r–tuple of diagrams of the partitions λ(c), for
1 ≤ c ≤ r. A λ–tableau is a bijection t : [λ] −→ {1, 2, . . . , n}. If t is a λ–tableau
write Shape(t) = λ. As with diagrams, we will think of a tableau t as an r–tuple
of tableaux t = (t(1), . . . , t(r)), where t(c) is a λ(c)–tableau. The tableaux t(c) are
called the components of t. A tableau is standard if in each component the entries
increase along the rows and down the columns; let Std(λ) be the set of standard
λ–tableaux.
We identity a tableau t with an r–tuple of labelled diagrams; for example(
1 2 3
4
, 5 6
7
, 8
9
)
and
(
1 3 6
2
, 4 9
7
, 5
8
)
are two
(
(3, 1), (2, 1), (12)
)
–tableaux. Both of these tableaux are standard.
Given a multipartition λ let tλ be the λ–tableau with the numbers 1, 2, . . . , n
entered in order first along the rows of tλ
(1)
and then the rows of tλ
(2)
and so on.
For example, the first of the
(
(3, 1), (2, 1), (12)
)
–tableaux above is t((3,1),(2,1),(1
2)).
The symmetric group Sn acts from the right on the set of λ–tableaux; let Sλ =
Sλ(1) × · · · ×Sλ(r) be the row stabilizer of t
λ. For any λ–tableau t let d(t) be the
unique element of Sn such that t = t
λd(t).
Let ∗ be the R–linear antiautomorphism of H determined by T ∗i = Ti for all i
with 0 ≤ i ≤ n − 1. Then T ∗w = Tw−1 and L
∗
k = Lk for all w ∈ Sn and for k =
1, 2, . . . , n.
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We can now define the cellular basis of H constructed in [12]. Fix a multipar-
tition λ and let a = (a1, . . . , ar), where as = |λ
(1)| + · · · + |λ(s−1)| for 1 ≤ s ≤ r.
Define mλ = xλu
+
λ , where
xλ =
∑
w∈Sλ
Tw and u
+
λ =
r∏
s=2
as∏
k=1
(Lk −Qs).
It follows from (2.1) that xλ and u
+
λ commute. Finally, given standard λ–tableaux s
and t let mst = T
∗
d(s)mλTd(t).
Whenever we write mst in what follows s and t will be standard tableaux of the
same shape (and similarly, for fst etc.).
3.1 (Dipper–James–Mathas [12, Theorem 3.26]) The Ariki–Koike algebra H
is free as an R–module with cellular basis {mst | s, t ∈ Std(λ) for some λ ∈ Λ
+ }.
One consequence of this result is that the R–module Hˇ λ which has as basis the
set of muv where Shape(u) = Shape(v) ⊲ λ is a two–sided ideal of H . It follows
from (3.1) that mµH ⊂ Hˇ
λ whenever µ ⊲ λ. The Specht module Sλ is the right
H –module mλH /(mλH ∩ Hˇ
λ), a submodule of H /Hˇ λ. Thus, Sλ is free as an
R–module with basis {mt | t ∈ Std(λ) }, where mt = mtλt+ Hˇ
λ. Further, there is
a natural associative bilinear form 〈 , 〉 on Sλ which is determined by
〈ms,mt〉mλ ≡ mtλsmttλ mod Hˇ
λ.
Before we can begin we need some further notation and a result from [17]. If t
is any tableau and k ≥ 0 is an integer let t↓k be the subtableau of t which contains
the integers 1, 2, . . . , k. Observe that t is standard if and only if Shape(t↓k) is a
multipartition for all k. We extend the dominance order to the set of standard
tableaux by defining s D t if Shape(s↓k) D Shape(t↓k) for k = 1, 2, . . . , n; again,
we write s ⊲ t if s D t and s 6= t.
Write rest(k) = q
j−iQc if k appears in row i and column j of t
(c); then rest(k) is
the residue of k in t. We can now state the result we need from [17].
3.2 [17, Prop. 3.7] Let s and t be standard λ–tableaux and suppose that k is an
integer with 1 ≤ k ≤ n. Then there exist av ∈ R such that
mstLk = rest(k)mst +
∑
v∈Std(λ)
v⊲t
avmsv mod Hˇ
λ.
From our current point of view the importance of this result derives from the
observation that mst
(
Lk − resu(k)
)
/
(
rest(k) − resu(k)
)
= mst plus a linear com-
bination of more dominant terms, providing that resu(k) 6= rest(k); this motivates
the next definition.
Let R(k) = { qdQs | 1 ≤ s ≤ r, |d| < k and d 6= 0 if r = 1 and k = 2, 3 }; be the
set of possible residues rest(k) as t runs over the standard tableaux.
3.3. Definition (cf. [17, Defn. 3.11]). Suppose that s and t are standard λ–tableaux.
(i) Let Ft =
n∏
k=1
∏
c∈R(k)
c 6=rest(k)
Lk − c
rest(k)− c
.
(ii) Let fst = FsmstFt.
There are some remarks worth making about the definition of Ft. First, we do
not need to specify an order for the product in the definition of Ft since the Lk
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generate a commutative subalgebra of H . Secondly, the definition of Ft is very
conservative in the sense that many of the factors of Ft can be omitted without
changing the element fst. Finally, historically this construction has been used to
produce an orthogonal basis for the Specht modules; we are going to modify this
procedure to give an orthogonal basis for the whole of H .
Let s an t be two standard tableaux, not necessarily of the same shape. The
proof of next result rests upon the easy fact [17, Lemma 3.12] that, because PH (q)
is invertible, s = t if and only if ress(k) = rest(k) for k = 1, . . . , n.
3.4. Proposition. Suppose that PH is invertible in R and that s and t are stan-
dard λ–tableau and that k is an integer with 1 ≤ k ≤ n. Then
(i) fst = mst +
∑
(u,v)⊲(s,t)
auvmuv for some auv ∈ R;
(ii) fstLk = rest(k)fst;
(iii) fstFu = δtufst; and,
(iv) Fufst = δsufst.
Proof. Given (3.2), this is a variation on a well known argument; see, for example,
[22, Prop. 3.35]. The proof in [22] can be copied out verbatim except that N
should be replaced by
∑n
k=1 |R(k)|.
In particular, part (i) together with (3.1) shows that
{ fst | s, t ∈ Std(λ) for some λ ⊢ n }
is a basis of H ; shortly we will see that it is an orthogonal basis of H with respect
to the trace form τ . As a first step we describe the action of H (Sn) on this basis;
note that the action of the Lk (and, in particular, T0 = L1), on this basis is given
by Proposition 3.4(ii).
3.5. Proposition. Suppose that t = s(i, i + 1) where s and u are standard λ–
tableaux and i is an integer with 1 ≤ i < n. If t is standard then
fusTi =


(q−1) rest(i)
rest(i)−ress(i)
fus + fut, if s ⊲ t,
(q−1) rest(i)
rest(i)−ress(i)
fus +
(q ress(i)−rest(i))(ress(i)−q rest(i))
(rest(i)−ress(i))2
fut, if t ⊲ s.
If t is not standard then
fusTi =
{
qfus, if i and i+ 1 are in the same row of s,
−fus, if i and i+ 1 are in the same column of s.
Proof. By the above remarks, {fus} is a basis of H , so fusTi =
∑
a,b rabfab for
some rab ∈ R. By Proposition 3.4(iv), Fufab = δaufub. Therefore, multiplying the
equation for fusTi on the left by Fu shows that rab = 0 whenever a 6= u; in partic-
ular, rab = 0 if Shape(b) 6= λ. Hence, fusTi =
∑
b
abfub, for some ab ∈ R, where b
runs over the set of standard λ–tableaux. The argument of [22, Theorem 3.36] can
now be repeated, essentially word for word, to complete the proof.
For each standard λ–tableau s let fs = ftλs + Hˇ
λ. Then { fs | s ∈ Std(λ) } is a
basis of the Specht module Sλ by Proposition 3.4(i). Note that ftλ = mtλ ; further,
by Proposition 3.5, if s and t are standard λ–tableaux with s = t(i, i + 1) ⊲ t
then ft = fs(Ti − α), where α = (q − 1) rest(i)/
(
rest(i) − ress(i)
)
; hence, by [17,
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Cor. 3.14], { fs | s ∈ Std(λ) } is the orthogonal basis of S
λ which was constructed
in [17, Theorem 3.13(vi)]. (In the notation of [17], fs = ψs(mλ).)
The inner products 〈fs, ft〉, for s, t ∈ Std(λ) were computed explicitly (as ratio-
nal functions) in [17]; to describe this we need some more notation. Recall that a
node y /∈ [λ] is an addable node for λ if [λ]∪ {y} is the diagram of a multipartition;
similarly, y ∈ [λ] is a removable node for λ if [λ] \ {y} is the diagram of a multipar-
tition. Given two nodes x = (i, j, k) and y = (a, b, c), write y < x if either c < k, or
c = k and b > j.
Let s be a λ–tableau. Then for each integer i there is a unique node x ∈
[λ] such that s(x) = i, 1 ≤ i ≤ n. Let As(i) be the set of addable nodes for
Shape(s↓i) which are strictly less than x (with respect to <); similarly, let Rs(i) be
the set of removable nodes strictly less than x for the multipartition Shape(s↓i−1).
Essentially as in [17, Defn. 3.15] let
(3.6) γs = q
ℓ(d(s))+α(λ)
n∏
i=1
∏
y∈As(i)
(
ress(i)− res(y)
)
∏
y∈Rs(i)
(
ress(i)− res(y)
)
where α(λ) = 12
r∑
s=1
∑
i≥1
(λ
(s)
i − 1)λ
(s)
i .
If k is an integer let [k]q =
qk−1
q−1 if q 6= 1; more generally, set [k]q = 1+q+· · ·+q
k−1
if k ≥ 0 and [k]q = −q
k[−k]q if k < 0. When k ≥ 0 we also set [k]
!
q = [1]q[2]q . . . [k]q.
Finally, if λ is a multipartition let [λ]!q =
∏r
s=1
∏
i≥1[λ
(s)
i ]
!
q.
3.7 (James–Mathas [17, (3.17)–(3.19)]) Suppose that PH (q) is invertible in R
and let t ∈ Std(λ). Then γt is uniquely determined by the two conditions
(i) γtλ = [λ]
!
q
∏
1≤s<t≤r
∏
(i,j)∈[λ(s)]
(qj−iQs −Qt); and,
(ii) if s = t(i, i+ 1) ⊲ t then γt =
(q ress(i)−rest(i))(ress(i)−q rest(i))
(ress(i)−rest(i))2
γs.
Furthermore, 〈fs, ft〉 = δstγt for all s, t ∈ Std(λ).
3.8. Remarks. (i) In [17] the rational functions γt were important only up to a
power of q (which is a unit in R). In this paper we need to know the inner
products 〈fs, ft〉 exactly; for this reason our definition of γs differs from that
in [17] by the factor qℓ(d(s))+α(λ). The argument in [17] computes 〈fs, ft〉
using only (3.7)(i) and (3.7)(ii); the inner product 〈ftλ , ftλ〉 is easily seen to
be given by the formula on the right hand side of (3.7)(i).
(ii) A factor of q was omitted from the formula for γt in [17, Lemma 3.17)]; this
is corrected in (3.7)(ii) — note that ℓ(d(t)) = ℓ(d(s)) + 1.
(iii) The definition of γs above is simpler than that given in [17] because s is a
standard tableau (rather than the more general semistandard tableau which
were considered in [17] ).
Let ( , ) be the inner product on H given by (h1, h2) = τ(h1h
∗
2), for h1, h2 ∈ H .
Then ( , ) is a symmetric associative bilinear form on H .
3.9. Theorem. Suppose that PH (q) is invertible in R. Then
{ fst | s, t ∈ Std(λ) for some λ ∈ Λ
+ }
is a orthogonal basis of H with respect to the trace form τ . In addition, if s, t, u
and v are standard tableaux then fstfuv = δutγtfsv.
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Proof. By (3.1) the set {mst} is a basis of H ; therefore, {fst} is also a basis
of H by Proposition 3.4(i). Next we prove that fstfuv = δutγtfsv. First, if u 6= t
then fstfuv = fstFumuvFv = 0 by Proposition 3.4(iii). Now consider fstftv; since
{fab} is a basis we can write fstftv =
∑
a,b r
t
ab
fab for some r
t
ab
∈ R. Applying
Proposition 3.4(iii) and its left handed analogue shows that
fstftv = FsfstftvFv =
∑
a,b
rtabFsfabFv = r
t
svfsv.
Now, for any s, v ∈ Std(λ) the definition of the inner product on the Specht module
gives
〈ft, ft〉fsv ≡ fstftv mod Hˇ
λ.
Therefore, rtsv = 〈ft, ft〉 = γt by (3.7); so r
t
sv depends only on t and fstftv = γtfsv
as claimed.
Finally, it remains to show that the basis {fst} is orthogonal with respect to the
bilinear form ( , ). First, (fst, fuv) = τ(fstf
∗
uv) = τ(fstfvu) = δtvγtτ(fsu); in par-
ticular, (fst, fuv) = 0 if t 6= v. On the other hand, τ is a trace form so (fst, fuv) =
τ(fstfvu) = τ(fvufst) = δsuγsτ(fvt). Therefore, (fst, fuv) = δsuδtvγtτ(fss) =
δsuδtvγsτ(ftt). Consequently, {fst} is an orthogonal basis of H (and τ(ftt) is
non–zero for all t).
The basis {fst} is cellular (with respect to the involution ∗); but this is not
surprising as is was constructed from a cellular basis.
3.10. Remark. In [21] it was shown that if H is defined over a ring R in which the
parameters q,Q1, . . . , Qr are invertible then H is a symmetric algebra with respect
to the trace form τ ; however, this was proved indirectly without constructing a pair
of dual bases. The Theorem gives a self–dual basis of the semisimple Ariki–Koike
algebras; no such basis is known in general.
As a first consequence, Theorem 3.9 identifies a submodule of H which is iso-
morphic to the Specht module Sλ.
3.11. Corollary. Suppose that PH (q) is invertible in R and let s and t be standard
λ–tableaux. Then Sλ ∼= fstH =
∑
v∈Std(λ)Rfsv.
Proof. By the Theorem, fstH has as basis the set { fsv | v ∈ Std(λ) }. The iso-
morphism is given by the linear map Sλ −→ fstH determined by fv 7−→fsv for all
tableaux v ∈ Std(λ).
Set f˜st = γ
−1
t fst. Then f˜stf˜uv = δtuf˜sv and {f˜st} is a basis of H . Hence, we
have the following.
3.12. Corollary. Suppose that PH (q) is invertible in R. Then
{ f˜st | s, t ∈ Std(λ) for some λ ∈ Λ
+ }
is a basis of matrix units in H .
The last result yields an explicit isomorphism from H to the group ring of Wr,n
when PH (q) is invertible. Assume that R contains a primitive rth root of unity
ζ; then, H ∼= RWr,n when q = 1 and Qs = ζ
s for s = 1, 2, . . . , r. Write f˜1st for
the element of RWr,n corresponding to f˜st ∈ H under the canonical isomorphism
H −→ RWr,n.
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3.13. Corollary. Assume that R contains a primitive rth root of unity and that
PH (q) is invertible in R. Then H ∼= RWr,n via the R–algebra homomorphism
determined by f˜st 7−→ f˜
1
st.
By parts (i) and (iii) of Theorem 3.14 below, Ti =
∑
t
f˜ttTi, for 0 ≤ i < n;
so, in principle, we can determine the image of the generators of H under this
isomorphism.
Lusztig [18] has shown that there exists a homomorphism Φ from the Hecke
algebra H (W ) of any finite Weyl group W to the group ring RW and he shows
that Φ induces an isomorphism when H (W ) is semisimple. Our map is not an
analogue of Lusztig’s isomorphism; rather it is an explicit realization of the Tits
deformation theorem in this setting. It would be good to find a generalization of
Lusztig’s isomorphism theorem for the Ariki–Koike algebras.
We next construct the primitive (central) idempotents in H .
3.14. Theorem. Suppose that R is a field and that PH (q) 6= 0.
(i) Let t be a standard λ–tableau. Then Ft =
1
γt
ftt and Ft is a primitive idempo-
tent with Sλ ∼= FtH .
(ii) For any multipartition λ let Fλ =
∑
t∈Std(λ) Ft. Then Fλ is a primitive central
idempotent.
(iii) {Fλ | λ ⊢ n } is a complete set of primitive central idempotents; in particular,
1 =
∑
λ⊢n
Fλ =
∑
t standard
Ft.
Proof. We may write Ft =
∑
u,v auvfuv for some auv ∈ R by Theorem 3.9. By
Proposition 3.4(iii) and Theorem 3.9, fst = fstFt =
∑
u,v auvfstfuv =
∑
v
γtatvfsv;
equating coefficients on both sides shows that atv = 0 if v 6= t and that 1 = attγt.
Since F ∗t = Ft we also have that avt = 0 if v 6= t. Hence, Ft =
1
γt
ftt as claimed. By
Theorem 3.9, 1γt ftt is idempotent; further, it is primitive because S
λ is irreducible
and Sλ ∼= 1γt fttH by Corollary 3.11. Hence, (i) is proved.
Parts (ii) and (iii) now follow because H =
⊕
λ⊢n
⊕
t∈Std(λ) FtH is a decompo-
sition of H into a direct sum of simple modules with each simple module FtH ∼= S
λ
appearing with multiplicity equal to its dimension (the sum is direct because {ftv}
is a basis of FtH by Theorem 3.9 and the set of all fuv is a basis of H ).
3.15. Corollary. Let t be a standard tableau and let k be an integer with 1 ≤ k ≤ n.
Then FtLk = rest(k)Ft and fstLk = rest(k)fst.
Proof. Since Ft =
1
γt
ftt by part (i), the formula for FtLk follows from Proposi-
tion 3.4(ii); this also implies the second statement because fstLk = fstFtLk.
In particular, the Corollary describes the action of T0 = L1 on the orthogo-
nal basis {fst} of H . Proposition 3.5 gives the action of the remaining genera-
tors T1, . . . , Tn−1 of H on the basis {fst}.
3.16. Corollary. Suppose that 1 ≤ k ≤ n. Then
∏
c∈R(k)(Lk − c) = 0 and this is
the minimum polynomial for Lk acting on H .
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Proof. By Theorem 3.14,∏
c∈R(k)
(Lk − c) = 1 ·
∏
c∈R(k)
(Lk − c) =
∑
t standard
Ft
∏
c∈R(k)
(Lk − c) = 0,
since Ft
(
Lk − rest(k)
)
= 0 by Corollary 3.15. Moreover, if we remove any factor
(Lk− c) from the product
∏
c∈R(k)(Lk − c) then what remains is non–zero because
it divides Ft for some standard tableau t. Hence,
∏
c∈R(k)(Lk − c) is the minimum
polynomial of Lk.
3.17. Corollary. Suppose that 1 ≤ k ≤ n. Then Lk =
∑
t
rest(k)Ft, where the
sum is over the set of all standard tableaux (of arbitrary shape).
Proof. Combining part (iii) of Theorem 3.14 with Corollary 3.15 shows that
Lk = 1 · Lk =
∑
t standard
FtLk =
∑
t standard
rest(k)Ft
as required.
We close this section with a description of the centre of H in the semisimple
case; this result is due to Ariki and Koike [4, Theorem 3.20].
3.18. Theorem (Ariki–Koike). Suppose that R is a field and that PH (q) 6= 0.
(i) The centre of H is the set of symmetric polynomials in L1, L2, . . . , Ln.
(ii) Let L be the subalgebra of H generated by L1, L2, . . . , Ln. Then L is a max-
imal abelian subalgebra of H .
Proof. First consider (ii). By definition L contains each of the primitive idem-
potents Ft, for an arbitrary standard tableau t. On the other hand, by Corol-
lary 3.17, L is contained in the subalgebra of H generated by the primitive idem-
potents Ft; hence, L is the subalgebra of H generated by the idempotents Ft. As
the primitive idempotents generate a maximal abelian subalgebra of H the result
follows.
Now consider (i). By (2.1) every symmetric polynomial in L1, . . . , Ln belongs to
the centre of H . Conversely, the centre of H has as basis the set of idempotents
Fλ, as λ runs over the multipartitions of n. So to prove (i) it is enough to show
that each Fλ is symmetric in L1, . . . , Ln.
Let R = ∪nk=1R(k) be the set of all possible residues for H . By Corollary 3.15
if t is a λ–tableau and 1 ≤ m ≤ n then Ft(Lk − c) = (rest(k) − c)Ft; therefore,
multiplying Ft by the appropriate extra factors we see that
Ft
def
=
n∏
k=1
∏
c∈R(k)\{rest(k)}
Lk − c
rest(k)− c
=
n∏
k=1
∏
c∈R\{rest(k)}
Lk − c
rest(k)− c
.
Notice that the denominator is equal to fλ =
∏n
k=1
∏
c∈R\{res
tλ
(k)}(restλ(k) − c)
and fλ depends only on λ and not directly on t.
Next, following Murphy [25] say that a λ–tableau is regular if its entries increase
from left to right along the nodes in [λ] of constant residue. Now, because PH (q) 6=
0 two nodes in [λ] have the same residue if and only if they lie on the same diagonal
{ (i+ d, j + d, s) ∈ [λ(s)] | d ≥ 0 } of [λ]; thus, a tableau is regular if and only if its
entries increase from left to right along each diagonal. (So, for example, every
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standard tableau is regular, but not conversely.) Extending the formula above for
Ft, for each regular tableau t define
Ft =
n∏
k=1
∏
c∈R\{rest(k)}
Lk − c
rest(k)− c
=
1
fλ
n∏
k=1
∏
c∈R\{rest(k)}
(Lk − c).
Observe that if c ∈ R then Lk − c is a factor of Ft if and only if c 6= rest(k);
therefore, Ft determines rest(k), for k = 1, . . . , n. As remarked above, the residues
on the different diagonals of [λ] are distinct; consequently, a regular tableau t is
uniquely determined by the sequence of residues
(
rest(1), . . . , rest(n)
)
and hence
by the ‘polynomial’ Ft. It follows that if we permute L1, . . . , Ln then Ft is mapped
to Fs where s is the regular tableau determined by the corresponding permutation
of the residue sequence of t — again, s is necessarily a λ–tableau because the shape
of s is determined by the lengths of its diagonals which, in turn, are determined by
the multiplicity of each residue in s (or t).
Finally, notice that a regular tableau t is not standard if and only if rest(k) /∈
R(k) for some k. Therefore, if t is not standard then
∏
c∈R(k)(Lk − c) is a factor
of Ft and, consequently, Ft = 0 by Corollary 3.16; hence,
Fλ =
∑
t a standard
λ–tableau
Ft =
∑
t a regular
λ–tableau
Ft.
By the last paragraph the right hand side is a symmetric polynomial in L1, . . . , Ln
so the theorem follows.
For the Iwahori–Hecke algebras of type A (that is, when r = 1), it is conjectured
that the centre of H is always the set of symmetric polynomials in L1, . . . , Ln, even
when H is not semisimple; see [10,23]. When r > 1 and H is not semisimple there
are cases where the centre of H is larger than the set of symmetric polynomials
in L1, . . . , Ln; for an example see [3, p. 792].
4. Another construction of the Specht modules
In this section we give another two constructions of the Specht modules. The
first is via a second cellular basis of H which is, in a certain sense, dual to the
basis described in the previous section. The second construction combines these
two approaches to produce submodules of H which are isomorphic to the Specht
modules Sλ. Some of these results can be found in the work of Du and Rui [13].
In the next section we will use these results to compute the Schur elements of H .
Let Z = Z[qˆ, qˆ−1, Qˆ1, . . . , Qˆr], where qˆ, Qˆ1, . . . , Qˆr are indeterminates over Z,
and let HZ be the Ariki–Koike algebra with parameters qˆ, Qˆ1, . . . , Qˆr. Consider
the ring R as a Z–module by letting qˆ act on R as multiplication by q and Qˆs by
multiplication by Qs, for 1 ≤ s ≤ r. Then H ∼= HZ ⊗Z R, since H is free as an
R–module; we say that H is a specialization of HZ and call the map which sends
h ∈ HZ to h⊗ 1 ∈ H the specialization homomorphism.
Let ′ :Z −→Z be the Z–linear map given by qˆ 7−→ qˆ−1 and Qˆs 7−→ Qˆr−s+1 for
1 ≤ s ≤ r. Define T ′0 = T0 and T
′
i = −qˆ
−1Ti for 1 ≤ i < n; using the relations of HZ
it is easy to verify that ′ now extends to a Z–linear ring involution ′ :HZ −→HZ
of HZ . Hereafter, we drop the distinction between qˆ and q, and Qˆs and Qs.
Suppose that h ∈ H . Then there exists a (not necessarily unique) hZ ∈ HZ
such that h = hZ ⊗ 1 under specialization; we sometimes abuse notation and write
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h′ = h′Z ⊗ 1 ∈ H . As the map
′ does not in general define a semilinear involution
on R, this notation is not well–defined on elements of H ; however, in the cases
where we employ it there should be no ambiguity. For example, T ′w = (−q)
−ℓ(w)Tw
and L′i = Li for all w ∈ Sn and 1 ≤ i ≤ n.
If λ is a multipartition of n let yλ =
∑
w∈Sλ
(−q)−ℓ(w)Tw; then yλ = x
′
λ. Simi-
larly, we define nλ = yλu
−
λ = m
′
λ where
u−λ =
r∏
s=2
as∏
k=1
(Lk −Qr−s+1) =
r−1∏
s=1
ar−s+1∏
k=1
(Lk −Qs).
Observe that u−λ = (u
+
λ )
′; here, as usual, as = |λ
(1)| + · · · + |λ(s−1)| for all s. For
standard tableaux s, t ∈ Std(λ) set nst = T
∗
d(s)
′nλTd(t)
′; then m′st ∈ HZ is mapped
to nst under specialization. Hence, from (3.1) we obtain the following.
4.1 [13, (2.7)] The Ariki–Koike algebra H is free as an R–module with cellular
basis {nst | s, t ∈ Std(λ) for some λ ∈ Λ
+ }.
Let λ be a multipartition of n. Then (Hˇ λ)′ is a two–sided ideal of H which
is free as an R–module with basis {nuv | u, v ∈ Std(µ) for some µ ⊲ λ }. Let S˜
λ
be the Specht module (or cell module) corresponding to λ determined by the basis
{nst}; then S˜
λ ∼= nλH /(nλH ∩ (Hˇ
λ)′) and S˜λ is free as an R–module with basis
{nt | t ∈ Std(λ) }, where nt = ntλt + (Hˇ
λ)′ =
(
mtλt + Hˇ
λ)′ for all t ∈ Std(λ).
In order to compare the two modules Sλ and S˜λ we need to introduce some
more notation. Given a partition σ let σ′ = (σ′1, σ
′
2, . . . ) be the partition which is
conjugate to σ; thus, σ′i is the number of nodes in column i of the diagram of σ. If
λ = (λ(1), . . . , λ(r)) is a multipartition then the conjugate λ′ = (λ′
(1)
, . . . , λ′
(r)
) of
λ′ is the multipartition with λ′
(s)
= (λ(r−s+1))′ for 1 ≤ s ≤ r.
Now suppose that t = (t(1), . . . , t(r)) is a standard λ–tableau. Then the conjugate
of t is the standard λ′–tableau t′ = (t′
(1)
, . . . , t′
(r)
) where t′
(s)
is the tableau obtained
by interchanging the rows and columns of t(r−s+1).
With these definitions in place, we see that the following holds in Z.
4.2 Let t be a standard λ–tableau. Then
(
rest(k)
)′
= rest′(k) in Z, for 1 ≤ k ≤ n.
The expression rest′(k) is always well–defined; whereas (rest(k))
′ is ambiguous
for certain rings R. As a first consequence we determine how the Lk act on the
nst–basis of H .
4.3. Proposition. Let s and t be standard λ–tableaux and suppose that k is an
integer with 1 ≤ m ≤ n. Then there exist av ∈ R such that
nstLk = rest′(k)nst +
∑
v∈Std(λ)
v⊲t
avnsv mod (Hˇ
λ)′.
Proof. First assume that R = Z. Then ′ is a Z–linear ring involution on HZ
and L′k = Lk; therefore, by (3.2),
nstLk = (mstLk)
′ =
(
rest(k)mst +
∑
v∈Std(λ)
v⊲t
avmsv mod Hˇ
λ
)′
.
Using (4.2) this proves the Proposition for HZ . The general case now follows by
specialization since H ∼= HZ ⊗Z R.
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Next consider the orthogonal basis {fst} of H in the case where PH (q) is invert-
ible. Let ZP be the localization of Z at PH (q) and let HZP be the corresponding
Ariki–Koike algebra. The involution ′ extends to HZP and H is a specialization
of HZP whenever PH (q) is invertible in R. (Note that Q1, . . . , Qr are indetermi-
nates in ZP .)
In general, fst /∈ HZ ; however, if t 6= u then rest(k)−resu(k) is a factor of PH (q)
for all k, so fst ∈ HZP and we can speak of the elements Ft and fst ∈ HZP . More
generally, whenever PH (q) is invertible in R we have an element f
′
st ∈ H via
specialization because H ∼= HZP ⊗ZP R.
4.4. Proposition. Suppose that t is a standard tableau. Then F ′t = Ft′ in HZP .
Proof. Applying the definitions together with (4.2) gives
F ′t =
n∏
k=1
∏
c∈R(k)
c 6=rest(k)
( Lk − c
rest(k)− c
)′
=
n∏
k=1
∏
c∈R(k)
c 6=rest(k)
Lk − c
′
rest′(k)− c′
=
n∏
k=1
∏
c∈R(k)
c 6=res
t′
(k)
Lk − c
rest′(k)− c
= Ft′ ,
the last equality following because R(k) is invariant under ′.
By Lemma 2.6 and Theorem 3.14 the Schur elements are given by sλ(q) =
τ(Ftλ)
−1; consequently, the Schur elements have the following “palindromy” prop-
erty.
4.5. Corollary. Suppose that λ is a multipartition of n. Then sλ′(q) =
(
sλ(q)
)′
.
Returning to the general case, let gst = Fs′nstFt′ ; then gst = F
′
sm
′
stF
′
t = f
′
st
(in HZp). Applying
′ to {fst} and using Theorem 3.9 (and a specialization ar-
gument) shows that { gst | s, t ∈ Std(λ) for some λ ∈ Λ
+ } is a basis of H . Conse-
quently, as in Corollary 3.11, S˜λ ∼= gstH for any standard λ–tableaux s, t ∈ Std(λ).
4.6. Remark. By the Proposition and Theorem 3.14(i),
gtt = f
′
tt = (γtFt)
′ = γ′tFt′ =
γ′t
γt′
ft′t′ .
More generally, we can write gst =
∑
u,v auvfuv for some auv ∈ R. By Propo-
sition 3.4 and Proposition 4.4, Fs′gstFt′ = gst; so it follows that auv = 0 unless
u = s′ and v = t′. Therefore, gst = αstfs′t′ for some αst ∈ R. Applying the
∗–involution shows that αst = αts. Finally, by looking at the product gstgts we
see that α2st = γ
′
sγ
′
t/γs′γt′ . A priori, there is no reason why the square root of this
element should belong to R; nor do I see a way to determine the sign of αst.
Combining Proposition 4.4 with Corollary 3.11 and the corresponding result for
the g–basis shows that Sλ ∼= fttH = gt′t′H ∼= S˜
λ′ , for any t ∈ Std(λ). Hence, we
have the following.
4.7. Corollary. Suppose that PH (q) is invertible in R. Then S˜
λ ∼= Sλ
′
.
When R is field the assumption that PH (q) is invertible is equivalent to H being
semisimple. This assumption is necessary because, in general, Sλ
′
and S˜λ are not
isomorphic; rather, Sλ
′
is isomorphic to the dual of S˜λ [24]. In the semisimple
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case both Sλ and S˜λ
′
are irreducible, and hence self–dual, since they carry a non–
degenerate bilinear form. Accordingly, we call the module S˜λ a dual Specht module.
Here is another useful application of Proposition 4.4.
4.8. Corollary. Suppose that s and t are standard λ–tableaux and that u and v
are standard µ–tableaux where λ and µ are multipartitions of n. Then fstguv = 0
if t 6= u′.
Proof. Applying the definitions, fstguv = FsmstFtF
′
umuvF
′
v; however, F
′
u = Fu′
by Proposition 4.4, so FtF
′
u = δtu′Ft by Theorem 3.14(i), giving the result. (By
Remark 4.6, fstgt′v is a scalar multiple of fsv′ .)
The Specht modules Sλ and the dual Specht modules S˜λ are both constructed as
quotient modules using the bases {mst} and {nst} respectively (see Corollary 3.11).
In the cases where PH (q) is invertible in R we have also constructed these mod-
ules as submodules of H . Next we produce submodules of an arbitrary Hecke
algebra H which are isomorphic to the Specht modules; these results will also play
a roˆle in computing the Schur elements in the next section.
Recall that tλ is the λ–tableau which has the numbers 1, 2, . . . , n entered in order
first along the rows of tλ
(1)
and then the rows of tλ
(2)
and so on. Let tλ = (t
λ′)′;
that is to say that tλ is the λ–tableau with the numbers 1, 2, . . . , n entered in order
first down the columns of tλ
(r) and then the columns of tλ
(r−1) etcetera. Observe
that if t is a standard λ–tableau then tλ D t D tλ.
4.9. Proposition. Suppose that PH (q) is invertible and let λ be a multipartition
of n. Then mλH nλ′ = Rftλtλ .
Proof. By Proposition 3.4(i), mλ = ftλtλ +
∑
u,v⊲tλ auvfuv for some auv ∈ R.
Therefore, interchanging the roles of λ and λ′ and applying the involution ′ (in HZp
and then specializing) we see that there exist bab ∈ R such that
(4.10) nλ′ = gtλ′ tλ′ +
∑
a,b⊲tλ′
babgab =
γ′
tλ
′
γtλ
ftλtλ +
∑
tλ⊲a
′,b′
babgab
where for the second equality we have used Remark 4.6 (note that (tλ
′
)′ = tλ) and
the observation that a, b ⊲ tλ
′
if and only if tλ ⊲ a
′, b′. Now mλH nλ′ is spanned
by the elements mλfstnλ′ , where s and t range over all pairs of standard tableaux
of the same shape. Now, (4.10) and Corollary 4.8 imply that
mλfstnλ′ =
(
ftλtλ +
∑
u,v⊲tλ
auvfuv
)
fst
(γ′
tλ
′
γtλ
ftλtλ +
∑
tλ⊲a
′,b′
babgab
)
=
γ′
tλ
′
γtλ
ftλtλfstftλtλ +
∑
tλ⊲a
′,b′
u,v⊲tλ
auvbabfuvfstgab,
=
γ′
tλ
′
γtλ
ftλtλfstftλtλ
=
{
γtλγ
′
tλ
′ ftλtλ , if s = t
λ and t = tλ,
0, otherwise,
with the last equality following from Theorem 3.9. Therefore, mλH nλ′ = Rftλtλ
as required.
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Let wλ = d(tλ); thus, wλ is the unique element of Sn such that tλ = t
λwλ.
4.11. Example. Let λ =
(
(2, 12), (2, 1), (2)
)
. Then
t
λ =
( 1 2
3
4
,
5 6
7 ,
8 9 )
and tλ =
( 6 9
7
8
,
3 5
4 ,
1 2 )
and wλ = (1, 6, 5, 3, 7, 4, 8)(2, 9).
In order to compute the Schur elements we will need to know quite a few prop-
erties of the permutations wλ; these permutations enter the story through the
following definition and Corollary.
4.12. Definition. Suppose that λ is a multipartition of n. Let zλ = mλTwλnλ′ .
The element zλ and the following result are crucial to our computation of the
Schur elements.
4.13. Corollary. Suppose that PH (q) is invertible in R. Then zλ = γ
′
tλ
′ ftλtλ . In
particular, mλH nλ′ = Rzλ.
Proof. Consulting the definitions, zλ = mλTwλnλ′ = mtλtλnλ′ . Furthermore, by
Proposition 3.4(i), there exist cuv ∈ R such that mtλtλ = ftλtλ +
∑
cuvfuv where
the sum is over the pairs (u, v) of standard tableaux which strictly dominate tλ.
Therefore, by (4.10),
zλ =
(
ftλtλ +
∑
u,v⊲tλ
cuvfuv
)(γ′
tλ
′
γtλ
ftλtλ +
∑
a,b
tλ⊲a
′,b′
babgab
)
.
By Theorem 3.9, ftλtλftλtλ = γtλftλtλ and this is the only non–zero term in this
product by Corollary 4.8. Hence, zλ = γ
′
tλ
′ ftλtλ as required.
Now, zλ is an element of HZ , so γ
′
tλ
′ftλtλ ∈ HZ . By definition, zλH is a
submodule of mλH and a quotient module of nλ′H . Over an arbitrary ring R, Du
and Rui [13, Remark 2.5] showed that Sλ ∼= z∗λH and S˜
λ′ ∼= zλH as H –modules,
the isomorphisms being given by the natural quotient maps mλH −→ z
∗
λH and
nλ′H −→ zλH . Note that S
λ ∼= S˜λ
′
when H is semisimple by Corollary 3.11.
5. The Schur elements
Using the results of the previous sections we are now ready to compute the Schur
elements of H . By Lemma 2.6, sλ(q) =
1
τ(F
tλ
) , so it is enough to calculate τ(Ftλ ).
Our basic strategy, which is inspired by Murphy [25], is to write Ftλ as a product
of two terms and, in effect, to evaluate τ on each of these factors separately.
5.1. Proposition. Suppose that t is a standard λ–tableau. Then there exist ele-
ments Φt and Ψt in H (Sn) such that
(i) ΨtFt = FtλΦt;
(ii) Ψt = Td(t) +
∑
w<d(t)
ptwTw, for some ptw ∈ R; and,
(iii) γtλΦtΨ
∗
t = γt.
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Proof. We prove all three statements by induction on t. When t = tλ there is
nothing to prove as we may take Φtλ = Ψtλ = 1. Suppose then that t 6= t
λ.
Then there exists an integer i, with 1 ≤ i < n, such that s = t(i, i + 1) ⊲ t. Let
α = (q−1) rest(i)rest(i)−ress(i) and β =
(q−1) ress(i)
ress(i)−rest(i)
. Then fss(Ti−α) = fst by Proposition 3.5.
Similarly, by the left hand analogue of Proposition 3.5 (interchanging the roles of
s and t), together with (3.7)(ii), (Ti − β)ftt = (γt/γs)fst. Therefore,
(Ti − β)Ft =
1
γt
(Ti − β)ftt =
1
γs
fst =
1
γs
fss(Ti − α) = Fs(Ti − α).
By induction, there exist elements Φs and Ψs which satisfy properties (i)–(iii).
Define Ψt = Ψs(Ti − β) and Φt = Φs(Ti − α); then, by induction and the last
equation,
ΨtFt = Ψs(Ti − β)Ft = ΨsFs(Ti − α) = FtλΦs(Ti − α) = FtλΦt.
Hence, (i) holds. Next, again by induction we have
Ψt = Ψs(Ti − β) =
(
Td(s) +
∑
v<d(s)
psvTv
)
(Ti − β) = Td(t) +
∑
w<d(t)
ptwTw,
by standard properties of the Bruhat order since d(t) = d(s)(i, i + 1) > d(s). This
proves (ii). Finally, using induction once more (and a quick calculation for the
second equality),
γtλΦtΨ
∗
t = γtλΦs(Ti − α)(Ti − β)Ψ
∗
s
=
(q ress(i)− rest(i))(ress(i)− q rest(i))
(ress(i)− rest(i))2
γtλΦsΨ
∗
s
=
(q ress(i)− rest(i))(ress(i)− q rest(i))
(ress(i)− rest(i))2
γs = γt,
the last equality coming from (3.7)(ii). This proves (iii) and so completes the
proof.
We are not claiming that the elements Φt and Ψt are uniquely determined by the
conditions of the Proposition; ostensibly, these elements depend upon the choice of
reduced expression for d(t). In what follows we only need to know that elements
with these properties exist.
5.2. Corollary. Suppose that t is a standard λ–tableau. Then
(i) Ftλ =
γ
tλ
γt
ΨtFtΨ
∗
t ; and,
(ii) Ft =
γ
tλ
γt
Φ∗tFtλΦt.
Proof. Using parts (iii) and (i) of the Proposition, respectively, shows that
Ftλ =
γtλ
γt
FtλΦtΨ
∗
t =
γtλ
γt
ΨtFtΨ
∗
t ;
this proves (i). Part (ii) follows from (i) by ‘conjugating’ (i) by Φt.
The main reason why we are interested in Ψt and Φt is the following.
5.3. Proposition. Suppose that s and t are standard λ–tableaux. Then
fst = Φ
∗
sftλtλΦt.
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Proof. By the definition of fst and Proposition 5.1(ii) we have
fst = FsT
∗
d(s)mλTd(t)Ft = FsΨ
∗
smλΨtFt −
∑
(v,w)<(d(s),d(t))
psvptwFsT
∗
vmλTwFt.
Now if (v, w) < (d(s), d(t)) then T ∗vmλTw belongs to the span of the muv where
(u, v) ⊲ (s, t). Therefore, by Proposition 3.4(i), T ∗vmλTw belongs to the span
of the fuv where either u and v are standard λ–tableaux and (u, v) ⊲ (s, t), or
Shape(u) = Shape(v) ⊲ λ; consequently, FsT
∗
vmλTwFt = 0 by Proposition 3.4(iii).
Hence, by Theorem 3.14(i) and Proposition 5.1(i),
fst = FsΨ
∗
smλΨtFt = Φ
∗
sFtλmλFtλΦt = Φ
∗
sftλtλΦt
as required.
Applying this result to ftλtλ shows that ftλtλ = Φ
∗
tλ
ftλtλΦtλ = γtλFtλΦtλ , the
last equality following because Φtλ = 1. Using Proposition 5.1(iii) to multiply this
equation on the right by Ψ∗tλ , and recalling Corollary 4.13, now yields the following.
5.4. Corollary. Suppose that λ is a multipartition of n. Then
Ftλ =
1
γtλ
ftλtλΨ
∗
tλ
=
1
γtλγ
′
tλ
′
zλΨ
∗
tλ
.
By Lemma 2.6 in order to compute the Schur elements it suffices to calculate
τ(Ftλ) for each λ; so we are reduced to finding τ(zλΨ
∗
tλ
). To do this we rewrite zλ
with respect to the Ariki–Koike basis. In types A and B (that is, r = 1 or r = 2)
this is reasonably straightforward; in general we have to work much harder.
Until further notice, fix a multipartition λ and let λ¯ = (λ¯(1), . . . , λ¯(r)) be the
multipartition with λ¯(s) = (|λ(s)|) for 1 ≤ s ≤ r. Then wλ¯ = d(t
λ¯) is the permuta-
tion ( 1 · · · a2 a2 + 1 · · · a3 · · · ar + 1 · · · n
b1 + 1 · · · n b2 + 1 · · · b1 · · · 1 · · · br−1
)
,
where as =
∑s−1
t=1 |λ
(t)| and bs =
∑r
t=s+1 |λ
(t)| for 1 ≤ s ≤ r.
Now, tλ¯wλ¯ is a standard tableau; therefore, wλ¯ is a distinguished right coset
representative for Sλ¯ in Sn (for example, by [22, Prop. 3.3]). Equivalently, wλ¯
is a distinguished left coset representative for Sλ′ in Sn since Sλ¯wλ¯ = wλ¯Sλ′ .
Consequently, there exists wλ/λ¯ ∈ Sλ′ such that wλ = wλ¯wλ/λ¯ and ℓ(wλ) = ℓ(wλ¯)+
ℓ(wλ/λ¯). To proceed we need to factorize wλ¯.
Suppose that a and b are non–negative integers let wa,b = w((a),(b)); so, t((a),(b)) =
t((a),(b))wa,b. More concretely, wa,0 = 1 = w0,b and if a > 0 and b > 0 then
wa,b =
(
1 2 · · · a a+ 1 a+ 2 · · · a+ b
b+ 1 b+ 2 · · · a+ b 1 2 · · · b
)
.
If i ≤ j we also set si,j = sisi+1 . . . sj and sj,i = 1; so si,j = (j + 1, j, . . . , i). For
convenience let Ti,j = Tsi,j . It is not hard to see that wa,b = (sa+b−1,1)
b.
The permutations wa,b were studied by Dipper and James [11]; in particular,
they observed that wa,b = sa,a+b−1wa−1,b, with the lengths adding, which implies
the following. (Note that our si,j is Dipper and James’ si,j−1 when i < j; also if
i ≥ j then Dipper and James set si,j = (sj,i−1)
−1 whereas we have si,j = 1.) We
let S(b,a) = Sb ×Sa →֒ Sn (natural embedding).
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5.5. Lemma. Suppose that a and b are positive integers with a + b ≤ n. Then
wa,b = sa,a+b−1 . . . s1,b and ℓ(wa,b) = ℓ(sa,a+b−1) + · · · + ℓ(s1,b). Moreover, wa,b
is a distinguished left coset representative for S(b,a) in Sn; that is, ℓ(wa,bv) =
ℓ(wa,b) + ℓ(v) for all v ∈ S(b,a).
For s = 1, . . . , r define wλ¯,s = wns,bs , where ns = |λ
(s)| and bs =
∑r
t=s+1 |λ
(t)|;
in particular, b0 = n and wλ¯,r = 1. Now ns+ bs = bs−1 so wλ¯,s ∈ Sbs−1 for each s;
therefore, wλ¯,s . . . wλ¯,r−1 is an element of Sbs−1 and, consequently,
ℓ(wλ¯,1 . . . wλ¯,r−1) = ℓ(wλ¯,1) + ℓ(wλ¯,2 . . . wλ¯,r−1) = · · · = ℓ(wλ¯,1) + · · ·+ ℓ(wλ¯,r−1)
by Lemma 5.5. Noting that (k)wλ¯ = (k)wλ¯,1 . . . wλ¯,s for k = 1, 2, . . . , as+1 we have
shown the following.
5.6 Let λ be a partition of n. Then wλ = wλ¯wλ/λ¯ = wλ¯,1 . . . wλ¯,r−1wλ/λ¯. Moreover,
ℓ(wλ) = ℓ(wλ¯) + ℓ(wλ/λ¯) = ℓ(wλ¯,1) + · · ·+ ℓ(wλ¯,r−1) + ℓ(wλ/λ¯).
The point of the lengths adding is that Twλ = Twλ¯,1 . . . Twλ¯,r−1Twλ/λ¯ . We will
use this below without further comment.
Although we won’t need it notice that ℓ(wa,n−a) = a(n − a) by Lemma 5.5 (or
directly); so (5.6) implies that ℓ(wλ¯) =
∑
1≤s<t≤r |λ
(s)||λ(t)|.
5.7. Example. Let λ =
(
(2, 12), (2, 1), (2)
)
. Then λ¯ =
(
(4), (3), (2)
)
and
wλ =
(
1 2 3 4 5 6 7 8 9
6 9 7 8 3 5 4 1 2
)
= (1, 6, 5, 3, 7, 4, 8)(2, 9),
wλ¯ =
( 1 2 3 4 5 6 7 8 9
6 7 8 9 3 4 5 1 2
)
= (1, 6, 4, 9, 2, 7, 5, 3, 8);
therefore, wλ/λ¯ = (7, 9, 8)(4, 5). Further, b = (5, 2, 0) so, using Lemma 5.5,
wλ¯,1 = w4,5 =
( 1 2 3 4 5 6 7 8 9
6 7 8 9 1 2 3 4 5
)
= (1, 6, 2, 7, 3, 8, 4, 9, 5) = s4,8s3,7s2,6s1,5
wλ¯,2 = w3,2 =
( 1 2 3 4 5
3 4 5 1 2
)
= (1, 3, 5, 2, 4) = s3,4s2,3s1,2
and wλ¯,3 = 1. It is evident that wλ = wλ¯,1wλ¯,2wλ/λ¯.
Given i ≤ j andQ ∈ R let Li,j(Q) = (Li−Q) . . . (Lj−Q); if i > j set Li,j(Q) = 1.
In particular, u−λ′ = L1,b1(Q1) . . . L1,br−1(Qr−1) where bs = |λ
(s+1)| + · · · + |λ(r)|,
as above.
As a final piece of notation, given 0 ≤ l ≤ m < n let Hk,m be the R–submodule
of H spanned by the elements {Lc11 . . . L
ck
k Tw | 0 ≤ ci < r and w ∈ Sm }. In gen-
eral Hk,m is neither a subalgebra nor a submodule of H ; however, Hk,m is a right
H (Sm)–module.
One of the difficulties in working with H is that, in general, the powers of the
Lk are not necessarily linear combinations of products of the L
s
i , for 1 ≤ i ≤ k and
1 ≤ s < r; however, it is always true that Lsk ∈ Hk,m for all s ≥ 0 provided that
m ≥ k (since in this case 〈T0, . . . , Tk−1〉 ⊆ Hk,m by (2.2)).
5.8. Lemma. Suppose that h ∈ Hk−1,k for some k with 1 ≤ k ≤ n.
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(i) If 1 ≤ i < n then
Tih ∈


Hk−1,k, if 1 ≤ i < k − 1,
Hk,k, if i = k − 1,
Hk−1,i+1, if k ≤ i < n.
(ii) If 1 ≤ s < r then hLsk =
∑s
t=0 L
t
kht for some ht ∈ Hk−1,k.
Proof. By definition h is a linear combination of terms of the form L
ck−1
k−1 . . . L
c1
1 Tw,
for some 0 ≤ ci < r and w ∈ Sk. By (2.1)(ii), if i 6= m− 1,m then TiLm = LmTi;
whereas TmLm = Lm+1(Tm − q + 1) and Tm−1Lm = Lm−1Tm−1 + (q − 1)Lm.
Combining these facts proves (i).
For part (ii), observe that if w ∈ Sk then TwLk = LkTw unless sk−1 appears in
a reduced expression of w; however, Tk−1Lk = Lk−1Tk−1+(q−1)Lk. Part (ii) now
follows by induction on s using the remarks of the last paragraph.
5.9. Lemma. Fix Q ∈ R and let i, j, c and d be positive integers with i ≤ c ≤
d ≤ j < n. Then
Ti,jLc,d(Q) =
{
Lc+1,d+1(Q) +
d+1∑
k=c+1
Lkhk
}
Ti,j
for some elements hk ∈ Hk−1,k for c+ 1 ≤ k ≤ d+ 1.
Proof. If d = j then by convention Td+1,j = 1. Therefore, by (2.1)(iv) we have
Ti,jLc,d(Q) = Ti,c−1Tc,d(Lc −Q) . . . (Ld −Q)Td+1,j
= Ti,c−1Tc(Lc −Q) . . . Td(Ld −Q)Td+1,j.
Now, TkLk = qLk+1T
−1
k = Lk+1Tk − (q − 1)Lk+1, so
Ti,jLc,d(Q) = Ti,c−1
d+1∏
k=c+1
{
(Lk −Q)Tk−1 − (q − 1)Lk
}
· Td+1,j,
where we read the terms from left to right with increasing values of k — the order
of the factors is important here. Now Tk−1 commutes with Lm if k < m; therefore,
each Tk−1 in this product commutes with all of Lm’s which appear to its right. A
straightforward induction on (d− c) using (2.1) shows that there exist h′k ∈ Hk−1,k
such that
Ti,jLc,d(Q) = Ti,c−1
{
Lc+1,d+1(Q)Tc,d +
d+1∑
k=c+1
Lkh
′
kTk,d
}
Td+1,j.
(Recall that our convention is that Td+1,d = 1.) If c+ 1 ≤ k ≤ d+ 1 then by (2.1)
Ti,c−1Lkh
′
kTk,dTd+1,j = LkTi,c−1h
′
kTk,j = LkTi,c−1h
′
kT
−1
i,k−1Ti,j .
Also, using (2.1)(ii), Ti,c−1Lc+1,d+1(Q) = Lc+1,d+1(Q)Ti,c−1. Therefore,
Ti,jLc,d(Q) = Lc+1,d+1(Q)Ti,j +
d+1∑
k=c+1
LkhkTi,j ,
where hk = Ti,c−1h
′
kT
−1
i,k−1 ∈ Hk−1,k by Lemma 5.8, for c+ 1 ≤ k ≤ d+ 1.
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This brings us to the key technical lemma.
5.10. Lemma. Fix Q ∈ R and let a, b, c and d be non–negative integers such that
a+ b ≤ n and 1 ≤ c ≤ d ≤ b. Then there exist elements hk ∈ Hk−1,k such that
Twa,bLc,d(Q) =
{
La+c,a+d(Q) +
a+d∑
k=a+c
Lkhk
}
Twa,b .
Proof. We argue by induction on a. If a = 0 then wa,b = 1 and there is nothing
to prove; so suppose that a ≥ 1. Then wa,b = sa,a+b−1wa−1,b by Lemma 5.5.
Therefore, by induction and Lemma 5.9, respectively, there exist elements h′k, h
′′
k ∈
Hk−1,k such that
Twa,bLc,d(Q) = Ta,a+b−1Twa−1,bLc,d(Q)
= Ta,a+b−1
{
La+c−1,a+d−1(Q) +
a+d−1∑
k=a+c−1
Lkh
′
k
}
Twa−1,b
=
{
La+c,a+d(Q) +
a+d∑
k=a+c
Lkh
′′
k
}
Ta,a+b−1Twa−1,b
+
a+d−1∑
k=a+c−1
Ta,a+b−1Lkh
′
kTwa−1,b .
If a+ c− 1 ≤ k ≤ a+ d− 1 then by (2.1)
Ta,a+b−1Lkh
′
kTwa−1,b = Ta,k−1TkLkTk+1,a+b−1h
′
kTwa−1,b
= qTa,k−1Lk+1T
−1
k Tk+1,a+b−1h
′
kTwa−1,b
= qLk+1Ta,k−1T
−1
k h
′
kTk+1,a+b−1Twa−1,b
= qLk+1Ta,k−1T
−1
k h
′
kT
−1
a,kTa,a+b−1Twa−1,b
= Lk+1Ta,k−1(Tk − q + 1)h
′
kT
−1
a,kTwa,b ,
where the third equality follows by (2.1) because h′k ∈ Hk−1,k. By Lemma 5.8 the
element Ta,k−1(Tk − q+1)h
′
kT
−1
a,k belongs to Hk,k+1; so, combining these equations
proves the Lemma.
Lemma 5.10 is enough to compute the Schur elements when r = 2; in order to
cover the general case we delicately apply Lemma 5.10 several times.
5.11. Corollary. Suppose that a, b, c and s are non–negative integers with a +
b ≤ n, 1 ≤ c ≤ b and 1 ≤ s < r. Then Twa,bL
s
c =
∑s
t=1 L
t
a+chtTwa,b some
ht ∈ Ha+c−1,a+c.
Proof. If s = 1 this is the special case of Lemma 5.10 corresponding to the choices
d = c and Q = 0; in particular, this implies that the exponent t is always at least 1.
If s > 1 then the result follows by induction using Lemma 5.8(ii).
For each integer k let cλ(k) = s if k appears in component s of t
λ. Observe that
for all k we have cλ(k) = min { 1 ≤ s ≤ r | k ≤ |λ
(1)|+ · · ·+ |λ(s)| }. For the next
Lemma recall that as = |λ
(1)| + · · · + |λ(s−1)| and bs = |λ
(s+1)| + · · · + |λ(r)| for
1 ≤ s ≤ r.
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5.12. Lemma. Suppose that λ is a multipartition of n. Then
Twλu
−
λ′ = La2+1,n(Q1) . . . Lar+1,n(Qr−1)Twλ +
n∑
k=1
cλ(k)−1∑
c=1
Lckhkc
for some hkc ∈ Hk−1,n.
Proof. First note that if r = 1 then u−λ′ = 1 and there is nothing to prove; so we
assume that r > 1. Next, Twλu
−
λ′ = Twλ¯Twλ/λ¯u
−
λ′ = Twλ¯u
−
λ′Twλ/λ¯ by part (iv) of
(2.1) since wλ/λ¯ ∈ Sλ′ . Consequently, it is enough to consider Twλ¯u
−
λ′ ; equivalently,
we may assume that λ = λ¯ (for clarity we will continue to write λ¯).
By (5.6), wλ¯ = wλ¯,1 . . . wλ¯,r−1 where wλ¯,s ∈ Sbs−1 . Therefore, by (2.1)(iv),
Twλ¯u
−
λ′ = Twλ¯,1 . . . Twλ¯,r−1L1,b1(Q1) . . . L1,br−1(Qr−1)
= Twλ¯,1L1,b1(Q1) . . . Twλ¯,r−1L1,br−1(Qr−1).
We also let ns = |λ
(s)|. Suppose that 1 ≤ s ≤ r − 1. For k = 1, . . . , bs−1 set
cλ,s(k) = min { 0 ≤ t ≤ r − s | k ≤ |λ
(s)|+ · · ·+ |λ(s+t)| }
and let H(s) be the R–submodule of H spanned by elements of the form Lckhkc
where ns < k ≤ bs−1, 1 ≤ c ≤ cλ,s(k) and hkc ∈ Hk−1,bs−1 . We claim that
Twλ¯,sL1,bs(Qs) . . . Twλ¯,r−1L1,br−1(Qr−1) ≡ P
(s) (mod H(s)),
where P (s) =
∏r−1
t=s Lns+···+nt+1,bs−1(Qt) ·Twλ¯,s . . . Twλ¯,r−1 . Taking s = 1 will prove
the Lemma because b0 = n and cλ(k) = cλ,1(k) + 1 by the remarks before the
Lemma. Note that P (s) has degree cλ,s(k) when we consider it as a polynomial
in Lk.
To prove the claim we argue by downwards induction on s. If s ≥ cλ(n) then
bs = 0 so that Twλ¯,s = L1,bs(Qs) = P
(s) = 1 and there is nothing to prove. Suppose
then that s < cλ(n). Then, by induction,
Twλ¯,sL1,bs(Qs) . . . Twλ¯,r−1L1,br−1(Qr−1) = Twλ¯,sL1,bs(Qs)
{
P (s+1) + h(s+1)
}
for some h(s+1) ∈ H(s+1). Now bs > 0 since s < cλ(n), so bs−1 = bs+ns ≥ bs ≥ 1.
Hence, by Lemma 5.10,
Twλ¯,sL1,bs(Qs)
{
P (s+1) + h(s+1)
}
= Twns,bsL1,bs(Qs)
{
P (s+1) + h(s+1)
}
=
{
Lns+1,bs−1(Qs)Twns,bs +
bs−1∑
k=ns+1
LkhkTwns,bs
}{
P (s+1) + h(s+1)
}
,
for some hk ∈ Hk−1,k. We will move Twλ¯,s past P
(s+1) and h(s+1) using Lemma 5.10.
Viewing P (s+1) as a polynomial in the Lm’s, if ns+1 < m ≤ bs then the degree
of Lm in P
(s+1) is at most cλ,s+1(m); further, Lm does not appear in P
(s+1) if
either m ≤ ns+1 or m > bs. Let p
(s+1) =
∏r−1
t=s+1 Lns+1+···+nt+1,bs(Qt). Then by
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Lemma 5.10 and Corollary 5.11 there exist hk,1, hck,2 ∈ Hk−1,k such that
Twns,bsp
(s+1) =
{
Lns+ns+1+1,bs−1(Qs+1) +
bs−1∑
k=ns+ns+1+1
Lkhk,1
}
Twns,bsp
(s+2)
=
{
Lns+ns+1+1,bs−1(Qs+1)Lns+ns+1+ns+2+1,bs−1(Qs+2)
+
bs−1∑
k=ns+ns+1+1
c2(k)∑
c=1
Lckhck,2
}
Twns,bs p
(s+3),
where c2(k) = 1 if ns + ns+1 < k ≤ ns + ns+1 + ns+2 and c2(k) = 2 if ns + ns+1 +
ns+2 < k ≤ bs−1. For the second equality we have used Lemma 5.10, Lemma 5.8
and Corollary 5.11. Looking at the definition of cλ,s(m), if ns+1 < m ≤ bs then
cλ,s+1(m) = cλ,s(m+ ns)− 1; therefore, continuing in this way we see that
Twns,bsp
(s+1) ≡
r−1∏
t=s+1
Lns+ns+1+···+nt+1,bs−1(Qt) · Twns,bs (mod H
(s)).
In obtaining this equation notice that if m > k then LkhkLmhk = Lm(Lkhkhm)
and Lkhkhm ∈ Hm−1,m, for any hk ∈ Hk−1,k and hm ∈ Hm−1,m; similarly, if
m < k then hkLmhm ∈ Hk−1,k by Lemma 5.8. It follows that if L
c
kh appears in
this expansion, for some h ∈ Hk−1,k, then ns + ns+1 < k ≤ bs−1 and so 1 ≤ c ≤
cλ,s+1(k − ns) = cλ,s(k) − 1 by the remarks above; hence, LkhkLmhm ∈ H
(s) for
all k and m.
Now consider a term from the inductive step of the form LkhkTwns,bsP
(s+1),
where ns < k ≤ bs−1 and hk ∈ Hk−1,k. What we have just shown combined with
Lemma 5.8(ii) shows that LkhkTwns,bsP
(s+1) is equal to a linear combination of
terms of the form Lcmhmd, where ns < m ≤ bs−1, 1 ≤ c ≤ cλ,s(m) and hmd ∈
Hm−1,m. Moreover, c ≤ cλ,s(m) with equality only if k = m > ns + ns+1 and
c = 1 = cλ,s(m) if ns < m ≤ ns + ns+1. Hence, LkhkTwns,bsP
(s+1) ∈ H(s).
Therefore, combining the last two paragraphs we have shown that
Twns,bsL1,bs(Qs)P
(s+1) ≡ P (s) (mod H(s)).
By similar arguments, the terms Lns+1,bs−1(Qs)Twns,bsh
(s+1) and LkhkTwns,bsh
(s+1)
from the inductive step also belong to H(s). We leave the details to the reader.
We are now basically done. The next result essentially computes τ(zλΨ
∗
tλ
); we
record it separately because it is also the key to showing that Mλ is a self–dual
H –module and that S˜λ
′
is isomorphic to the dual of Sλ; see [24].
5.13. Proposition. Suppose that λ is a multipartition of n. Then
τ(zλT
∗
wλ
) = (−1)n(r−1)qℓ(wλ)
r∏
s=1
Qn−|λ
(s)|
s .
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Proof. Let u˜−λ′ = La2+1,n(Q1) . . . Lar+1,n(Qr−1). Using (2.3)(i) and Lemma 5.12
shows that
τ(zλT
∗
wλ
) = τ
(
mλTwλnλ′T
∗
wλ
)
= τ
(
xλu
+
λ Twλu
−
λ yλ′T
∗
wλ
)
= τ
(
u+λ Twλu
−
λ yλ′T
∗
wλ
xλ
)
= τ
(
u+λ u˜
−
λ′Twλyλ′T
∗
wλxλ
)
+ τ
(
u+λ hyλ′T
∗
wλxλ
)
,
where h =
∑n
k=1
∑cλ(k)−1
c=1 L
c
khkc for some hkc ∈ Hk−1,n. Consider u
+
λ as a poly-
nomial in Lk. Then the degree of Lk in u
+
λ is r − cλ(k). Therefore, if hkc 6= 0
then u+λL
c
khkc is a polynomial in Lk which is left divisible by Lk and has degree
at most r − 1. If m > k then Lm appears in u
+
λL
c
khkc with exponent at most
r − cλ(m) < r. (If m < k then L
d
m can appear in u
+
λL
c
khkc for d ≥ r; however,
this does not matter because such terms can be written as a linear combination
of Ariki–Koike basis elements in Hk−1,k.) Therefore, τ
(
u+λL
c
khkcyλ′T
∗
wλxλ
)
= 0 by
(2.3)(ii) and, consequently, τ
(
u+λ hyλ′T
∗
wλxλ
)
= 0; hence,
τ(zλT
∗
wλ) = τ
(
u+λ u˜
−
λ′Twλyλ′T
∗
wλxλ
)
.
Considered as polynomials in Lk, u
+
λ has degree r − cλ(k) and u˜
−
λ′ has degree
cλ(k) − 1; consequently, each Lk has degree r − 1 in u
+
λ u˜
−
λ′ . Therefore, by (2.3)
again,
τ(zλT
∗
wλ) = τ(u
+
λ u˜
−
λ′) · τ(Twλyλ′T
∗
wλxλ)
=
r∏
s=2
(−Qs)
as ·
r−1∏
s=1
(−Qs)
bs · τ(Twλyλ′T
∗
wλ
xλ)
= (−1)n(r−1)
r∏
s=1
Qn−|λ
(s)|
s · τ(Twλyλ′T
∗
wλxλ),
since as + bs = n− |λ
(s)| for all s (and a1 = 0 = br). To complete the proof recall
that Sλ ∩
wλSλ′ = {1} and that wλ is a distinguished (Sλ,Sλ′)–double coset
representative (consider the tableaux tλ and tλ), so
Twλyλ′T
∗
wλxλ =
∑
u∈Sλ′
v∈Sλ
(−q)−ℓ(u)TwλTuT
∗
wλTv =
∑
u∈Sλ′
v∈Sλ
(−q)−ℓ(u)TwλTuw−1λ v
.
Therefore, τ(Twλyλ′T
∗
wλ
xλ) = q
ℓ(wλ) by (2.3)(ii) (corresponding to u = v = 1), so
the Proposition follows.
We can now give our first formula for the Schur elements sλ(q) of H .
5.14. Corollary. Suppose that λ is a multipartition of n. Then
sλ(q) = (−1)
n(r−1)q−ℓ(wλ)γtλγ
′
tλ
′
r∏
s=1
Q|λ
(s)|−n
s .
Proof. By Lemma 2.6, sλ(q) = 1/τ(Ftλ) and Ftλ =
1
γtλγ
′
tλ
′
zλΨ
∗
tλ
by Corollary 5.2;
therefore, sλ(q) = γtλγ
′
tλ
′ /τ(zλΨ
∗
tλ
). Now, τ is a trace form by (2.3)(i), so
τ(zλΨ
∗
tλ
) = τ(xλu
+
λ Twλu
−
λ′yλ′Ψ
∗
tλ
) = τ(u+λ Twλu
−
λ′yλ′Ψ
∗
tλ
xλ).
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It is well–known and easy to check that the permutation wλ has the “trivial inter-
section property”; that is, Sλ ∩
wSλ′ 6= {1} if and only if SλwSλ′ = SλwλSλ′ .
Therefore, yλ′T
∗
wxλ 6= 0 if and only if w ∈ SλwλSλ′ (see, for example, [9, (4.9)]).
Now, Ψ∗tλ = T
∗
wλ
+
∑
w<wλ
ptλwT
∗
w by Proposition 5.1(ii); so yλ′Ψ
∗
tλ
xλ = yλ′T
∗
wλ
xλ
since wλ is the unique element of minimal length in SλwλSλ′ . Therefore,
τ(zλΨ
∗
tλ
) = τ(u+λ Twλu
−
λ′yλ′T
∗
wλ
xλ′) = τ(xλu
+
λ Twλu
−
λ′yλ′T
∗
wλ
) = τ(zλT
∗
wλ
).
The result now follows from Proposition 5.13.
A closed formula for γ′
tλ
′ is given by (3.7)(i); therefore, in order to find an explicit
formula for sλ(q) we need only compute γtλ . Although the formula below looks
formidable, its proof follows readily enough from the definition of γtλ .
Recall that the ijth hook in the diagram [λ(s)] is the collection of nodes to the
right of and below the node (i, j, s), including the node (i, j, s) itself. The ijth hook
length hλ
(s)
ij = λ
(s)
i + λ
(s)′
j − i − j + 1 is the number of nodes in the ijth hook and
the leg length, ℓλ
(s)
ij = λ
(s)′
j − j+1, is the number of nodes in the “leg” of this hook.
Observe that if (a, b, c) and (i, j, c) are two removable nodes in [λ(c)] with a ≤ i
and j ≤ b then hλ
(c)
aj = b− a− j + i+ 1.
5.15. Lemma. Suppose that λ is a multipartition of n. Then
γtλ = q
ℓ(wλ)
∏
(i,j,s)∈[λ]
[hλ
(s)
ij ]q
[ℓλ
(s)
ij ]q
r∏
t=s+1
(qj−iQs − q
λ
(t)
1 Qt)
λ
(t)
1∏
k=1
(qj−iQs − q
k−1−λ
(t)′
k Qt)
(qj−iQs − qk−λ
(t)′
k Qt)
.
(Note that λ
(t)′
k is the length of the k
th column of [λ(t)].)
Proof. We argue by induction on n. If n = 0, both sides are 1 and there is
nothing to prove (by convention, empty products are 1). Suppose that n > 0.
Let µ = Shape
(
tλ↓(n − 1)
)
; then µ is a multipartition of n − 1. Recall that
α(λ) = 12
∑r
s=1
∑
i≥1(λ
(s)
i − 1)λ
(s)
i . Applying the definitions (see (3.6)),
γtλ
γtµ
= qℓ(wλ)+α(λ)−ℓ(wµ)−α(µ)
∏
x∈Atλ(n)
(
restλ(n)− res(x)
)
∏
y∈Rtλ(n)
(
restλ(n)− res(y)
) .
Assume that n appears in row a and column b of t
(c)
λ . First consider the contri-
bution that the addable and removable nodes in [λ(c)] make to γtλ . Looking at
the definitions above (3.6), these nodes occur in pairs (x, y) where y < (a, b, c) is a
removable node in row i and x is an addable node in row i+ 1 for some i ≥ a. If x
is in column d of [λ(c)] and y is in column d′ then d ≤ d′ < b and
restλ(n)− restλ(x)
restλ(n)− restλ(y)
=
qb−aQc − q
d−(i+1)Qc
qb−aQc − qd
′−iQc
=
d′∏
j=d
qb−a − qj−(i+1)
qb−a − qj−i
=
d′∏
j=d
qj−i−1(qb−a−j+i+1 − 1)
qj−i(qb−a−j+i − 1)
=
d′∏
j=d
q−1(qh
λ(c)
aj − 1)
(qh
λ(c)
aj −1 − 1)
=
d′∏
j=d
q−1[hλ
(c)
aj ]q
[hλ
(c)
aj − 1]q
.
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Therefore,∏
(i,j,c)∈Atλ (n)
(
restλ(n)− restλ(i, j, c)
)
∏
(i,j,c)∈Rtλ(n)
(
restλ(n)− restλ(i, j, c)
) = b−1∏
j=1
q−1[hλ
(c)
aj ]q
[hλ
(c)
aj − 1]q
= q1−b
b−1∏
j=1
[hλ
(c)
aj ]q
[hµ
(c)
aj ]q
.
Note that α(λ) = α(µ) + b − 1; hence, by induction, this accounts for the factor
qℓ(wλ) in Lemma 5.15.
Now γtµ is known by induction and it contains as a factor the left hand term
in the product below. Further, ℓµ
(s)
ij = ℓ
λ(s)
ij and h
µ(s)
ij = h
λ(s)
ij if (i, s) 6= (a, c), and
ℓµ
(c)
aj = ℓ
λ(c)
aj for 1 ≤ j < b, so( ∏
(i,j,s)∈[µ]
[hµ
(s)
ij ]q
[ℓµ
(s)
ij ]q
)( b−1∏
j=1
[hλ
(c)
aj ]q
[hµ
(c)
aj ]q
)
=
( ∏
(i,j,s)∈[λ]
(i,s) 6=(a,c)
[hλ
(s)
ij ]q
[ℓλ
(s)
ij ]q
)( b−1∏
j=1
[hλ
(c)
aj ]q
[ℓλ
(c)
aj ]q
)
=
∏
(i,j,s)∈[λ]
[hλ
(s)
ij ]q
[ℓλ
(s)
ij ]q
,
since [hλ
(c)
ab ]q = 1 = [ℓ
λ(c)
ab ]q. This accounts for the left hand factor in the expression
for γtλ given in the statement of the Lemma.
Finally, consider the nodes in Atλ(n) and Rtλ(n) which are in component t for
some t > c (there are no such nodes for t < c). Again, almost all of the addable and
removable nodes in component t occur in pairs placed in consecutive rows; however,
this time there is also an additional addable node at the end of the first row of λ(t).
As above, it is easier to insert extra factors which cancel out and so take a product
over all of the columns of λ(t). An argument similar to that above shows that the
nodes in Atλ(n) and Rtλ(n) which do not belong to component c contribute the
factor
r∏
t=c+1
(qb−aQc − q
λ
(t)
1 Qt)
λ
(t)
1∏
k=1
(qb−aQc − q
k−1−λ
(t)′
k Qt)
(qb−aQc − qk−λ
(t)′
k Qt)
to γtλ . Using induction to combine the formulae above proves the Lemma.
We can now give a closed formula for the Schur elements.
5.16. Corollary. Suppose that λ is a multipartition of n and for 1 ≤ s < t ≤ r let
Xλst =
∏
(i,j)∈[λ(t)]
(qj−iQt−Qs) ·
∏
(i,j)∈[λ(s) ]
(qj−iQs− q
λ
(t)
1 )
λ
(t)
1∏
k=1
(qj−iQs − q
k−1−λ
(t)′
k Qt)
(qj−iQs − qk−λ
(t)′
k Qt)
.
Then
sλ(q) = (−1)
n(r−1)(Q1 . . .Qr)
−nq−α(λ
′)
r∏
s=1
∏
(i,j)=[λ(s)]
Qs[h
λ(s)
ij ]q ·
∏
1≤s<t≤r
Xλst.
Proof. Looking at the definitions, [k]′q = 1+ q
−1+ · · ·+ q1−k = q1−k[k]q; therefore,
([k]!q)
′ = q−
1
2k(k−1)[k]!q; consequently, ([λ
′]!q)
′ = q−α(λ
′)[λ′]!q. Next observe that
[λ′]!q =
∏
(i,j,s)∈[λ][ℓ
λ(s)
ij ]q. Further, (i, j) ∈ [λ
(s)] if and only if (j, i) ∈ [λ′
(r−s+1)
].
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Therefore, applying ′ to (3.7)(i) (and swapping the roles of s and t in the right hand
factor),
γ′
tλ
′ = q−α(λ
′)
( ∏
(i,j,s)∈[λ]
[ℓλ
(s)
ij ]q
)( ∏
1≤s<t≤r
∏
(i,j)∈[λ(t)]
(qj−iQt −Qs)
)
.
By Corollary 5.14, sλ(q) = (−1)
n(r−1)q−ℓ(wλ)γtλγ
′
tλ
′
∏r
s=1Q
|λ(s)|−n
s ; so the result
now follows by Lemma 5.15.
5.17. Example. It is straightforward to check that Corollary 5.16 gives the same
rational functions for the Schur elements sηt(q) as were obtained in Example 2.7.
It is not at all obvious that the formula in Corollary 5.16 for the Schur elements
agrees with that conjectured by Malle, so we now show that this is the case. This
takes quite a lot of work; however, it also results in a more symmetrical formula
for sλ(q). To do this we need to rewrite the Schur elements as functions of beta
numbers (or first column hook lengths).
Define the length of a partition σ to be the smallest integer ℓ(σ) such that σi = 0
for all i > ℓ(σ). The length of a multipartition λ is ℓ(λ) = max { ℓ(λ(s)) | 1 ≤ s ≤ r }.
Fix an integer L such that L ≥ ℓ(λ). The L–beta numbers for λ(s) are the integers
β
(s)
i = λ
(s)
i + L − i for i = 1, . . . , L; note that β
(s)
1 > · · · > β
(s)
L ≥ 0. Malle calls
the r×L matrix B =
(
β
(s)
i )s,i the L–symbol of λ. Actually, this is not quite one of
Malle’s symbols; it is what Broue´ and Kim [6] call B an ordinary symbol. We also
let Bs = {β
(s)
1 , . . . , β
(s)
L } for s = 1, . . . , r.
If we change L to L + 1 the beta set Bs is shifted to {β
(s)
1 + 1, . . . , β
(s)
L + 1, 0}.
A function of beta numbers is invariant under beta shifts if it is unchanged by such
transformations; equivalently, the function is independent of L provided that L is
large enough. For example, the formula for sλ(q) below is invariant under beta
shifts since sλ(q) does not depend on L.
5.18. Theorem. Suppose that λ is a multipartition of n with L–symbol B =
(β
(s)
i )s,i such that L ≥ ℓ(λ). Then
sλ(q) = (−1)
arLqbrL
∏
1≤s<t≤r
(Qs −Qt)
L ·
∏
1≤s,t≤r
∏
αs∈Bs
∏
1≤k≤αs
(qkQs −Qt)
(q − 1)n(Q1 . . .Qr)n
∏
1≤s≤t≤r
∏
(αs,αt)∈Bs×Bt
αs>αt if s=t
(qαsQs − q
αtQt)
,
where arL = n(r − 1) +
(
r
2
)(
L
2
)
and brL =
rL(L−1)(2rL−r−3)
12 .
Proof. Adopting the notation of Corollary 5.16,
sλ(q) = (−1)
n(r−1)(Q1 . . .Qr)
−nq−α(λ
′)
r∏
s=1
∏
(i,j)=[λ(s)]
Qs[h
λ(s)
ij ]q ·
∏
1≤s<t≤r
Xλst.
We consider each of these factors separately.
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First, let σ be a partition of m with beta numbers (β1, . . . , βL), where L ≥ ℓ(σ).
Then
∏
(i,j)∈[σ]
[hσij ]q = (q − 1)
−m
∏
(i,j)∈[σ]
(qh
σ
ij − 1) = (q − 1)−m
L∏
i=1
βi∏
k=1
(qk − 1)
∏
1≤i<j≤L
(qβi−βj − 1)
.
This is quite well–known and is easily proved by first observing that the right hand
side is invariant under beta shifts and then by arguing by induction on the number
of columns.
Ignoring the leading term (q− 1)m on the right hand side, the number of factors
in the numerator is m +
(
L
2
)
, whereas the number of factors in the denominator
is
(
L
2
)
. Consequently, multiplying the left hand side by Qm, say, is the same as
multiplying each factor, top and bottom, on the right hand side by Q. Therefore,
returning to the multipartition λ,
q−α(λ
′)
r∏
s=1
∏
(i,j)∈[λ(s)]
Qs[h
λ(s)
ij ]q = q
N−α(λ′)(q−1)−n
r∏
s=1
L∏
i=1
β
(s)
i∏
k=1
(qkQs −Qs)
∏
1≤i<j≤L
(qβ
(s)
i Qs − q
β
(s)
j Qs)
,
where N =
∑r
s=1
∑L
j=1(j − 1)β
(s)
j . It is well–known (in the right circles) and easy
enough to check that α(λ′) =
∑r
s=1
∑L
j=1(j − 1)λ
(s)
j ; therefore, N − α(λ
′) = r
(
L
3
)
.
Fix s and t with 1 ≤ s < t ≤ r; there are
(
r
2
)
such choices. A quick calculation
shows that brL = r
(
L
3
)
+
(
r
2
)
σ(L), where σ(L) = (2L − 1)L(L − 1)/6 =
∑L−1
j=1 j
2.
Therefore, in order to complete the proof it is enough to show that Xλst = Y
λ
st where
Y λst = (−1)
(L2)qσ(L)
(Qs −Qt)
L
∏
αs∈Bs
∏
1≤k≤αs
(qkQs −Qt) ·
∏
αt∈Bt
∏
1≤k≤αt
(qkQt −Qs)
∏
(αs,αt)∈Bs×Bt
(qαsQs − q
αtQt)
,
It is not hard to see that Y λst is invariant under beta shifts so we may change
L arbitrarily, provided that L ≥ max
{
ℓ(λ(s)), ℓ(λ(t))
}
. We prove our claim that
Xλst = Y
λ
st by induction in three incremental steps. We start the induction by
observing that both products are equal to 1 when λ(s) = λ(t) = (0) — to see this
it is easiest to take L = 0.
Next consider the case where λ(t) = (0). Since Y λst is invariant under beta shifts
we may assume that ℓ(λ(s)) = L. Assume by way of induction that we have proved
the claim for (λ
(s)
1 , . . . , λ
(s)
L−1). Adding a non–empty L
th row to λ(s) changes Xλst
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by the factor
λ
(s)
L −L∏
k=1−L
(qkQs −Qt) =
L−1∏
k=1
q−k(Qs − q
kQt) · (Qs −Qt) ·
λ
(s)
L −L∏
k=1
(qkQs −Qt)
= (−1)L−1
∏
1≤k≤L−1
(qkQt −Qs) · (Qs −Qt) ·
∏
1≤k≤λ
(s)
L
(qkQs −Qt)
q(
L
2)
∏
λ
(s)
L −L+1≤k≤λ
(s)
L
(qkQs −Qt)
= (−1)L−1
∏
1≤k≤β
(t)
L
(qkQt −Qs) · (Qs −Qt) ·
∏
1≤k≤β
(s)
L
(qkQs −Qt)
∏
αt∈Bt
(qβ
(s)
L Qs − q
αtQt)
,
the last equality following because β
(s)
L = λ
(s)
L and β
(t)
i = L − i for i = 1, . . . , L.
Notice that the (L − 1)–beta numbers for (λ
(s)
1 , . . . , λ
(s)
L−1) all increase by 1 when
we add the extra row λ
(s)
L to λ
(s). Let B′s be the set of (L − 1)–beta numbers
for (λ
(s)
1 , . . . , λ
(s)
L−1) and let B
′
t = {0, 1, . . . , L−2} be the set of (L−1)–beta numbers
for λ(t). Then∏
(αs,αt)∈Bs×Bt
(qαsQs −Q
αtQt) =
∏
1≤i≤L
∏
0≤k<L
(qβ
(s)
i Qs − q
kQt)
=
∏
αt∈Bt
(qβ
(s)
L Qs − q
αtQt) ·
∏
1≤i<L
(qβ
(s)
i Qs −Qt) ·
∏
(αs,αt)∈B′s×B
′
t
q(qαsQs − q
αtQt).
This equation allows us to rewrite the denominator of the preceding equation and
so see that the change in Xλst is the same as the change in Y
λ
st (in particular, the
change of the scalar is (−1)L−1q(L−1)
2
in both cases). This proves our claim when
λ(t) = (0).
The next step is to fix λ(s) and assume that λ(t) = (a) for some a ≥ 0. If
λ(s) = (0) in this case then it is straightforward to check the claim (or to modify
the argument below), so assume that λ(s) 6= (0) and let L = ℓ(λ(s)) ≥ 1 ≥ ℓ(λ(t)).
The case a = 0 we already understand. Next, changing λ(t) from (a − 1) to (a)
changes Xλst by the factor
(qa−1Qt −Qs)
∏
(i,j)∈[λ(s)]
(qj−iQs − q
aQt)
(qj−iQs − qa−1Qt)
(qj−iQs − q
a−2Qt)
(qj−iQs − qa−1Qt)
= (qa−1Qt −Qs)
∏
(i,j)∈[λ(s)]
(qa−1Qt − q
j−i−1Qs)(q
j−i+1Qs − q
a−1Qt)
(qj−iQs − qa−1Qt)(qa−1Qt − qj−iQs)
= (qa−1Qt −Qs)
L∏
i=1
(qa−1Qt − q
−iQs)
(qa−1Qt − q1−iQs)
(qλ
(s)
i −i+1Qs − q
a−1Qt)
(qλ
(s)
i −iQs − qa−1Qt)
= (qa−1Qt − q
−LQs)
L∏
i=1
(qβ
(s)
i +1Qs − q
β
(t)
1 Qt)
(qβ
(s)
i Qs − qβ
(t)
1 Qt)
= (qβ
(t)
1 Qt −Qs)
L∏
i=1
(qβ
(s)
i Qs − q
β
(t)
1 −1Qt)
(qβ
(s)
i Qs − qβ
(t)
1 Qt)
.
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This last product is exactly the change in Y λst so we now know that X
λ
st = Y
λ
st when
λ(t) = (a).
Finally, suppose that λ(t) has more than one row. For convenience, let l = ℓ(λ(s)),
m = ℓ(λ(t)) > 1 and b = λ
(t)
m and assume that L ≥ l,m. When we add row m to
λ(t), Xλst changes by the factor
b∏
j=1
(qj−mQt −Qs) ·
∏
(i,j)∈[λ(s)]
b∏
k=1
(qj−iQs − q
k−m−1Qt)
(qj−iQs − qk−mQt)
(qj−iQs − q
k−m+1Qt)
(qj−iQs − qk−mQt)
=
b∏
j=1
(qj−mQt −Qs) ·
∏
(i,j)∈[λ(s)]
b∏
k=1
(qj−i+1Qs − q
k−mQt)
(qj−iQs − qk−mQt)
(qk−mQt − q
j−i−1Qs)
(qk−mQt − qj−iQs)
=
b∏
j=1
(qj−mQt −Qs) ·
l∏
i=1
b∏
k=1
q(qλ
(s)
i −iQs − q
k−m−1Qt)
(qλ
(s)
i −iQs − qk−mQt)
(qk−mQt − q
−iQs)
(qk−mQt − q1−iQs)
=
b∏
j=1
(qj−mQt −Qs) · q
lb
l∏
i=1
(qλ
(s)
i −iQs − q
−mQt)
(qλ
(s)
i −iQs − qb−mQt)
·
b∏
k=1
(qk−mQt − q
−lQs)
(qk−mQt −Qs)
=
b∏
k=1
(qk−m+lQt −Qs) ·
l∏
i=1
(qβ
(s)
i Qs − q
β(t)m −bQt)
(qβ
(s)
i Qs − qβ
(t)
m Qt)
=
β(t)m∏
k=L−m+1
(qkQt −Qs) ·
L∏
i=1
(qβ
(s)
i Qs − q
β(t)m −bQt)
(qβ
(s)
i Qs − qβ
(t)
m Qt)
,
where the last line follows by a short calculation since β
(t)
m = b+L−m (and l ≤ L).
As β
(t)
m is the only beta number that has changed, this factor is precisely the change
in Y λst when an extra row is added to λ
(t).
We have now shown that Xλst = Y
λ
st in all cases, so the theorem is proved.
Finally, comparing Theorem 5.18 with [6, Prop 3.17] we see that our formula
for the Schur elements agrees with Malle’s — as it must because Malle’s conjecture
has already been proved by Geck, Iancu and Malle [15]. Actually, there is still a
small amount of work to be done in reconciling the two formulas because Broue´ and
Kim [6] write the exponent of q as a sum of binomial coefficients; however, their
expression simplifies to give brL.
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