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Co-Simulationsverfahren werden verwendet, um zwei oder mehrere Solver im Zeitbe-
reich zu koppeln. Grundsätzlich können zwei Anwendungsfelder unterschieden wer-
den. Einerseits wird Solver-Kopplung verwendet, um multidisziplinäre bzw. multiphysi-
kalische Probleme zu lösen. Dabei werden Submodelle in Expertentools modelliert. 
Über geeignete Schnittstellen wird das Gesamtmodell dann mittels problemangepass-
ter Kopplungsalgorithmen simuliert. Andererseits können Co-Simulationsansätze ver-
wendet werden, um große (monodisziplinäre) Modelle im Zeitbereich zu parallelisie-
ren.  
 
Co-Simulationsmethoden können auf verschieden Arten klassifiziert werden. Bezüg-
lich der Realisierung der Kopplung kann unterschieden werden zwischen Kopplungs-
verfahren auf der Basis von Konstitutivgleichungen [1][2][11][25][35][36][52] und Kopp-
lungsansätzen basierend auf algebraischen Bindungsgleichungen [6][20][38][39][41] 
[62], siehe Figure 1. 
 
 
Figure 1: Kopplung über eingeprägte Kräfte/Momente sowie über Reaktionskräfte/-momente.  
 
Was die Reihenfolge der Integration der Subsysteme betrifft, können zwei Ansätze 
implementiert werden, nämlich die parallele Subsystemintegration (Jacobi-Typ) und 
die serielle Subsystemintegration (Gauß-Seidel-Typ), siehe Figure 2. 
 
 
Figure 2: Reihenfolge der Subsystemintegration.  
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Hinsichtlich der Zerlegung des Gesamtmodells in Teilmodelle können drei Typen un-
terschieden werden [14][25][54]: die Kraft/Kraft-, die Kraft/Weg- sowie die Weg/Weg-
Zerlegung, siehe Figure 3. 
 
 
Figure 3: Drei Methoden zur Zerlegung des Gesamtsystems in Subsysteme.  
 
Aus Sicht der Kopplungsalgorithmen können – analog zu Zeitintegrationsverfahren – 
explizite [25][28][29], implizite [38][39][41][61][62][67] und semi-implizite [53] Co-Simu-
lationsmethoden unterschieden werden. 
 
 
Figure 4: Explizite, implizite und semi-implizite Kopplungsverfahren.  
 
Die erste Arbeit zur Co-simulation stammt von Gear und Wells aus dem Jahr 1984 
[26], in welcher ein Multirate-Verfahren vorgestellt wird, bei dem Submodelle mit un-
terschiedlichen Zeitskalen integriert werden. Auf dieser Idee aufbauend wurden in den 
folgenden Jahren weitere Verfahren entwickelt, analysiert und in unterschiedlichen Be-
reichen eingesetzt. 
 
Solverkopplungsmethoden wurden zur Analyse von multidisziplinären Problemen er-
folgreich auf dem Gebiet der Fahrzeugdynamik [18][19][20][42][63] und in die Motordy-
namik [36] eingesetzt. Zur Lösung von Fluid/Struktur-Interaktionsproblemen 
[15][21][44] und zur Analyse gekoppelter elektromechanischer Probleme [35][42][69] 
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wurden Co-Simulationsverfahren ebenfalls erfolgreich angewendet. Ein wichtiges Ein-
satzgebiet für Co-Simulationsmethoden stellen gekoppelte Mehrkörper-/Finite-Ele-
mente-Systeme dar. Gekoppelte MKS/FEM-Systeme wurden zum Beispiel in [1][2][49] 
zur Untersuchung von Stromabnehmer/Oberleitung-Kontaktproblemen oder für die 
Analyse von Rotor/Lagersystemen verwendet [13]. Die kombinierte Simulation von 
Mehrkörper- und Hydrauliksystemen wurden unter anderem in [47][52] durchgeführt. 
Solverkopplung im Zusammenhang mit Partikelmodellen in Verbindung mit Mehrkör-
persystemen wird beispielsweise in [22][40][59] diskutiert. Co-simulation wird häufig in 
Verbindung mit äquidistanten Kommunikationszeitgittern angewandt. Nichtäquidistan-
ten Gitter wurden zum Beispiel in [66] in Verbindung mit BDF-Verfahren verwendet. In 
[12] wird eine explizite Makroschrittweitensteuerung im Zusammenhang mit einer Sol-
verkopplung untersucht. 
 
In der Literatur wurden in der Vergangenheit hauptsächlich Kopplungsverfahren auf 
Basis von Konstitutivgleichungen beschrieben. Im Gegensatz zu Verfahren, die über 
algebraische Bindungsgleichungen koppeln, liefern explizite Co-Simulationsverfahren 
auf Basis von Konstitutivgleichungen häufig stabile Ergebnisse, falls die Kommunika-
tionsschritte hinreichend klein gewählt wird. Demgegenüber werden aus Stabilitäts-
gründen meist implizite Co-Simulationsmethoden verwendet, falls über Bindungs-
gleichgungen gekoppelt wird. Vereinzelt werden jedoch auch explizite Techniken an-
gewandt [30]. 
 
In der vorliegenden Arbeit werden semi-implizite Co-Simulationsmethoden vorgestellt 
und hinsichtlich Stabilität und Konvergenz analysiert. Dabei werden sowohl Verfahren 
für die Kopplung über Konstitutivgleichungen als auch Kopplungstechniken mittels al-
gebraischer Bindungsgleichungen präsentiert. Die entwickelten Verfahren basieren 
alle auf einem Prädiktor/Korrektor-Ansatz, wobei im Rahmen dieser Arbeit aus Grün-
den der Rechenzeiteffizienz nur ein Korrektor-Schritt realisiert wird. Somit können die 
dargestellten Verfahren als semi-implizite Kopplungsmethoden angesehen werden. 
Die verwendeten Prädiktor/Korrektor-Verfahren benötigen eine Jacobimatrix. Deren 
Dimension ist allerdings sehr klein, da für die Verfahren nur die partiellen Ableitungen 
der Zustandsgrößen der Kopplungskörper bezüglich der Kopplungsvariablen benötigt 
werden. Aus diesem Grund können die Elemente der Jacobimatrix sehr effizient, d.h. 
ohne merklichen Anstieg der Rechenzeit, parallel mit dem Prädiktor-Schritt berechnet 
werden. Mit den Größen aus dem Prädiktor-Schritt und mithilfe der Jacobimatrix lassen 
sich dann korrigierte Kopplungsvariablen berechnen. Anschließend wird der Makro-
zeitschritt unter Zuhilfenahme der korrigierten Kopplungsvariablen wiederholt. 
 
Eine besondere Herausforderung stellt die Entwicklung stabiler Verfahren für die 
Kopplung über algebraische Bindungsgleichungen dar. Das in [30][30] vorgestellte 
Verfahren ist explizit, relativ einfach zu implementieren und sehr effizient, da der Mak-
roschritt nicht wiederholt werden muss. Allerdings zeigen Stabilitätsanalysen (siehe 
Abschnitt 3.3.3.1), dass diese Methode starke Defizite hinsichtlich der numerischen 
Stabilität aufweist. Das in [6] vorgestellte serielle Co-Simulationsverfahren basiert auf 
einer Index-1 Formulierung und liefert nur dann stabile Ergebnisse, falls gewisse Kon-
traktivitätsbedingungen erfüllt sind. Ferner ist zur Vermeidung des Drift-off-Effektes ein 
Projektionsschritt erforderlich. Iterative Verfahren zur Kopplung über Bindungsglei-
chungen werden in [38][39] diskutiert. In diesen Arbeiten wird auch die Nullstabilität 
der Kopplungsmethoden analysiert. Co-Simulationstechniken, welche Elemente ver-
wenden, die eine künstliche Dynamik verursachen, werden in [45][64] im Zusammen-
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hang mit der Parallelisierung mechanischer Systeme diskutiert. Ein allgemeiner Kopp-
lungsansatz wird in [67] vorgestellt. Detaillierte Analysen zeigen allerdings, dass mit 
diesem Verfahren künstliche Oszillationen (chattering) erzeugt werden können [61]. 
 
Die in dieser Arbeit vorgestellten Prädiktor/Korrektor-Verfahren zeigen mehrheitlich 
auch für höhere Approximationspolynome ein sehr gutes numerisches Stabilitätsver-
halten, sowohl für den Fall der Kopplung über Konstitutivgleichungen als auch im Falle 
der Kopplung über Bindungsgleichungen. Die hier verwendeten Kopplungsverfahren 
über Bindungsgleichungen basieren auf Index-2 und Index-1 Formulierungen und wei-
sen ein gutes Konvergenzverhalten ohne Drift-off-Effekt auf. 
 
Zur Beschreibung der allgemeinen Vorgehensweise bei Co-Simulationsmethoden be-
trachten wir ein allgemeines Mehrkörpersystem. Dieses Gesamtsystem wird in zwei 
Subsystemen zerlegt. Wir gehen davon aus, dass jedes Subsystem einen eigenen 
Solver besitzt. Die beiden Teilsysteme werden entweder durch konstitutive Gleichun-
gen oder durch algebraische Zwangsbedingungen, d.h. durch ideal starre Gelenke, 
gekoppelt. Zur Realisierung einer Co-Simulation wird zunächst ein Makrozeitgitter fest-
gelegt, d.h. es werden Makrozeitpunkte ଴ܶ, ଵܶ, … , �ܶ definiert. Im Rahmen dieser Arbeit 
werden ausschließlich äquidistante Makrozeitgitter verwendet, d.h. die Makroschritt-
weite � = �ܶ+ଵ − �ܶ ist konstant. Zwischen den Makropunkten integrieren die beiden 
Subsysteme unabhängig voneinander, d.h. beide Subsysteme integrieren autonom 
vom Makrozeitpunkt �ܶ bis zum nächsten Makrozeitpunkt �ܶ+ଵ. Nur an den Makrozeit-
punkten werden die Kopplungsvariablen zwischen den Teilsystemen ausgetauscht. In 
jedem Makroschritt müssen die Subsysteme die Kopplungsvariablen approximieren, 
damit die Bewegungsgleichungen der Subsysteme gelöst werden können. In der Re-
gel werden Polynome zur Approximation der Variablen verwendet. 
Die Dissertation ist wie folgt gegliedert. In Abschnitt 2 werden semi-implizite Co-Simu-
lationsverfahren auf Basis von Konstitutivgleichungen vorgestellt. Dabei werden alle 
drei Zerlegungstechniken diskutiert. Gegenstand von Kapitel 3 sind Kopplungsverfah-
ren über algebraische Bindungsgleichungen. Im Wesentlich werden drei unterschied-
liche Methoden beschrieben. Das erste Verfahren verwendet die bekannte Baumgarte-
Stabilisierung [8] zur Index-Reduktion. Das zweite Verfahren benutzt eine Technik, bei 
dem gewichtete Lagrange-Multiplikatoren verwendet werden. Die dritte Methode ba-
siert auf der stabilisierten Index-2 Formulierung für Mehrkörpersysteme [27]. Zur Ein-
führung und zum besseren Verständnis werden sämtliche Verfahren zunächst mit Hilfe 
eines linearen Co-simulationstestmodells erklärt. Anschließend folgt die Verallgemei-
nerung der Verfahren zur Kopplung beliebiger mechanischer Subsysteme. Die Arbeit 
wird in Abschnitt 4 zusammengefasst. Die Nullstabilität der Co-Simulationsverfahren 
auf Basis von Konstitutivgleichungen wird im Anhang A untersucht. Anmerkungen zur 
einfachen und effektiven Berechnung der Jacobimatrizen sind im Anhang B zu finden. 
In Kapitel 2 und 3 werden räumliche Rotationen über Eulerwinkel parametrisiert. Eine 
alternative Darstellung mittels Eulerparameter befindet sich in Anhang C.            
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2. Semi-implizite Co-Simulationsverfahren: Kopp-
lung über Konstitutivgleichungen 
 
 
2.1 Semi-implizites Co-Simulationsverfahren für Lineares 
Testmodel 
 
Um die grundsätzliche Idee des semi-impliziten Co-Simulationsverfahrens zu erklären, 
betrachten wir ein Co-Simulationstestmodell, nämlich einen linearen Zweimassen-
schwinger (Massen ݉ଵ ݉ଶ⁄ , Federkonstanten ܿଵ ܿଶ⁄ , Dämpfungs-koeffizienten ݀ଵ ݀ଶ⁄ , 
Kopplungsfederkonstante ܿ௖ , Kopplungsdämpferkoeffizient ݀௖ ), siehe Figure 5. Der 
Zweimassenschwinger kann als zwei Einmassenschwinger, die durch die lineare Fe-
der ܿ௖ und den linearen Dämpfers ݀௖ gekoppelt sind, interpretiert werden. 
 
 
Figure 5: Linearer Zweimassenschwinger: Interpretation als zwei gekoppelte Einmassenschwinger.  
 
Der Zweimassenschwinger hat 2 Freiheitsgrade, die durch die Koordinaten ݔଵ/ݔଶ und 
die entsprechenden Geschwindigkeiten ݒଵ/ݒଶ beschrieben werden. Die Federn sind 
für ݔଵ = ݔଶ = Ͳ entspannt. Die Bewegungsgleichungen für das autonome System se-
hen wie folgt aus: 
 ݔሶଵ = ݒଵ ݒሶଵ = − ܿଵ݉ଵ ݔଵ − ݀ଵ݉ଵ ݒଵ + ܿ௖݉ଵ ∙ ሺݔଶ − ݔଵሻ + ݀௖݉ଵ ∙ ሺݒଶ − ݒଵሻ ݔሶଶ = ݒଶ ݒሶଶ = − ܿଶ݉ଶ ݔଶ − ݀ଶ݉ଶ ݒଶ − ܿ௖݉ଶ ∙ ሺݔଶ − ݔଵሻ − ݀௖݉ଶ ∙ ሺݒଶ − ݒଵሻ  . 
 
1. 
Die Anfangsbedingungen lauten 
 ݔଵሺݐ = Ͳሻ = ݔଵ,଴ , ݒଵሺݐ = Ͳሻ = ݒଵ,଴ , ݔଶሺݐ = Ͳሻ = ݔଶ,଴ , ݒଶሺݐ = Ͳሻ = ݒଶ,଴ . 2. 
 
Das Gesamtsystem 1 kann über drei verschiedene Dekompositionsansätze in zwei 
Teilsysteme zerlegt werden, nämlich über eine Kraft/Kraft-, eine Kraft/Weg- und eine 








Bei Verwendung einer Kraft/Kraft-Kopplung wird das Gesamtsystem so in zwei Teil-
systeme zerlegt, dass beide Teilsysteme krafterregte Einmassenschwinger darstellen, 
siehe Figure 6. Beide Subsysteme werden durch die Kopplungskraft ߣ௖ angetrieben. 
Diese Kopplungskraft wird zentral über das Stoffgesetz des Federdämpfer-Pakets be-
rechnet, welches durch die implizite Bindungsgleichung ݃௖ definiert ist. 
 
 
Figure 6: Zweimassenschwinger: Kraft/Kraft-Zerlegung.  
 
Das zerlegte System wird durch das folgende semi-explizite Index-1 DAE-System be-
schrieben  
 
Subsystem 1:  
3. 
ݔሶଵ = ݒଵݒሶଵ = − ܿଵ݉ଵ ݔଵ − ݀ଵ݉ଵ ݒଵ + ߣ௖݉ଵ  (a) 
Subsystem 2:  ݔሶଶ = ݒଶݒሶଶ = − ܿଶ݉ଶ ݔଶ − ݀ଶ݉ଶ ݒଶ − ߣ௖݉ଶ (b) 
Kopplungsbedingung:  ݃௖ఒ ≔ ߣ௖ − ܿ௖ ∙ ሺݔଶ − ݔଵሻ − ݀௖ ∙ ሺݒଶ − ݒଵሻ = Ͳ  . (c) 
 
Das semi-implizite Co-Simulationsverfahren für das zerlegte System 3 wird in drei 
Schritten durchgeführt. Um das Verfahren zu erklären, analysieren wir den allgemei-
nen Makroschritt von �ܶ bis �ܶ+ଵ. Aus Gründen einer übersichtlichen Darstellung wird 
in diesem Abschnitt der Fall betrachtet, dass die Kopplungskraft ߣ௖ konstant approxi-
miert ist. Der allgemeine Fall beliebiger Approximationspolynome für die Extra-/Inter-
polation der Kopplungsvariablen wird in Abschnitt 2.2 diskutiert. Zu Beginn des Mak-
rozeitschrittes werden die Zustandsvariablen und die Kopplungsvariable als bekannt 
vorausgesetzt 
 ݔଵሺݐ = �ܶሻ = ݔଵ,� , ݒଵሺݐ = �ܶሻ = ݒଵ,� ,ݔଶሺݐ = �ܶሻ = ݔଶ,� , ݒଶሺݐ = �ܶሻ = ݒଶ,� ,         (a) 4.                            ߣ௖ሺݐ = �ܶሻ = ߣ௖,� .                          (b) 
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Schritt 1: Prädiktor-Schritt 
 Integration der beiden Subsysteme von �ܶ bis �ܶ+ଵ mit den Anfangsbedingun-
gen 4a und der prädiktierten (extrapolierten) Kopplungskraft 
 ߣ௖௣ሺݐሻ = ߣ௖,�+ଵ௣ = ߣ௖,� = ܿ݋݊ݏݐ. 5. 
 
liefert die prädiktierten Zustandsgrößen zum Makro-Zeitpunkt �ܶ+ଵ 
 ݔଵ,�+ଵ௣ = ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ ) , ݒଵ,�+ଵ௣ = ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ ) ,ݔଶ,�+ଵ௣ = ݔଶ,�+ଵ(ߣ௖,�+ଵ௣ ) , ݒଶ,�+ଵ௣ = ݒଶ,�+ଵ(ߣ௖,�+ଵ௣ ) . 6. 
 
Man beachte, dass im Fall einer konstanten Extrapolation im Zeitintervall [ �ܶ , �ܶ+ଵ], die prädiktierte Kopplungskraft ߣ௖௣ሺݐሻ  gleich der korrigierten Kopp-
lungskraft ߣ௖,� aus dem vorherigen Makrozeitpunkt �ܶ ist. 
 
Schritt 2: Berechnung der korrigierten Kopplungskraft 
 Integration der beiden Subsysteme von �ܶ bis �ܶ+ଵ mit den Anfangsbedingun-
gen 4a und der gestörten prädiktierten (interpolierten) Kopplungskraft 
 ߣ௖,�+ଵ௣௣ഊ = ߣ௖,�+ଵ௣ + Δߣ௖ = ܿ݋݊ݏݐ. 
 
7. 
liefert die gestört-prädiktierten Zustandsgrößen zum Makro Zeitpunkt �ܶ+ଵ 
 ݔଵ,�+ଵ௣௣ഊ = ݔଵ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ ) , ݒଵ,�+ଵ௣௣ഊ = ݒଵ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ ) ,ݔଶ,�+ଵ௣௣ഊ = ݔଶ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ ) , ݒଶ,�+ଵ௣௣ഊ = ݒଶ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ ) . 
 
8. 
Es ist zu beachten, dass Δߣ௖ ein kleines, benutzerdefiniertes Inkrement ist. 
 
 Mit den prädiktierten und den gestört-prädiktierten Zustandsvariablen können 
die partiellen Ableitungen der Zustandsvariablen nach der Kopplungskraft durch 
finite Differenzen approximiert werden: 
 ߲ݔଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ = l��Δఒ೎→଴ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ + Δߣ௖) − ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ )Δߣ௖ ≈ ݔଵ,�+ଵ௣௣ഊ − ݔଵ,�+ଵ௣Δߣ௖  , ߲ݒଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ = l��Δఒ೎→଴ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ + Δߣ௖) − ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ )Δߣ௖ ≈ ݒଵ,�+ଵ௣௣ഊ − ݒଵ,�+ଵ௣Δߣ௖  , ߲ݔଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ = l��Δఒ೎→଴ ݔଶ,�+ଵ(ߣ௖,�+ଵ௣ + Δߣ௖) − ݔଶ,�+ଵ(ߣ௖,�+ଵ௣ )Δߣ௖ ≈ ݔଶ,�+ଵ௣௣ഊ − ݔଶ,�+ଵ௣Δߣ௖  , ߲ݒଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ = l��Δఒ೎→଴ ݒଶ,�+ଵሺߣ௖,�+ଵ௣ + Δߣ௖ሻ − ݒଶ,�+ଵሺߣ௖,�+ଵ௣ ሻΔߣ௖ ≈ ݒଶ,�+ଵ௣௣ഊ − ݒଶ,�+ଵ௣Δߣ௖   . 
 
9. 
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 Mit Hilfe der partiellen Ableitungen kann eine korrigierte (d.h. verbesserte) 
Kopplungskraft für das Zeitintervall [ �ܶ , �ܶ+ଵ] hergeleitet werden. Zum Makro-
zeitpunkt �ܶ+ଵ  kann ݃௖ఒ,�+ଵ als Funktion der Kopplungskraft ߣ௖,�+ଵ betrachtet 
werden. 
 ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ) ≔ ߣ௖,�+ଵ − ܿ௖ ∙ ቀݔଶ,�+ଵ(ߣ௖,�+ଵ) − ݔଵ,�+ଵ(ߣ௖,�+ଵ)ቁ                                          −݀௖ ∙ ቀݒଶ,�+ଵ(ߣ௖,�+ଵ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ)ቁ  . 10. 
 
Wir entwickeln die Kopplungsbedingung ݃௖ఒ,�+ଵሺߣ௖,�+ଵሻ  in eine Taylorreihe be-
züglich ߣ௖,�+ଵ. Der Entwicklungspunkt ist der Prädiktorwert ߣ௖,�+ଵ௣ . Vernachläs-
sigt man die Terme höherer Ordnung �(ߣ௖,�+ଵଶ ), erhält man die linearisierte 
Kopplungsbedingung 
 ݃௖ఒ,�+ଵ௟௜௡௘௔௥ (ߣ௖,�+ଵ) ≔ ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ௣ ) + ߲݃௖ఒ,�+ଵ߲ߣ௖,�+ଵ |ఒ೎,�+భ೛ ∙ (ߣ௖,�+ଵ − ߣ௖,�+ଵ௣ ) = ߣ௖,�+ଵ௣ − ܿ௖ ∙ ቀݔଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ                   −݀௖ ∙ ቀݒଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ      + [ͳ − ܿ௖ ∙ ቌ߲ݔଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ − ߲ݔଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ቍ                − ݀௖ ∙ ቌ߲ݒଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ − ߲ݒଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ቍ] ∙ (ߣ௖,�+ଵ − ߣ௖,�+ଵ௣ ) = Ͳ . 
11. 
 
 Im Allgemeinen erfüllen die prädiktierten Zustandsvariablen und die prädiktierte 
Kopplungskraft die Kopplungsbedingung nicht, d.h. ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ௣ ):= ߣ௖,�+ଵ௣  −ܿ௖ ∙ ቀݔଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ − ݀௖ ∙ ቀݒଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ ≠Ͳ. Eine korrigierte Kopplungskraft, die zumindest die linearisierte Kopplungsbe-
dingung 11 erfüllt, kann durch Lösen von Gl. 11 hergeleitet werden. Man erhält 
 ߣ௖,�+ଵ = ߣ௖,�+ଵ௣  −ߣ௖,�+ଵ௣ − ܿ௖ ∙ ቀݔଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ − ݀௖ ∙ ቀݒଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ[ͳ − ܿ௖ ∙ (߲ݔଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ − ߲ݔଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ) − ݀௖ ∙ (߲ݒଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ − ߲ݒଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ )]  . 12. 
 
Schritt 3: Korrektor-Schritt 
 Integration der beiden Subsysteme von �ܶ bis �ܶ+ଵ mit den Anfangsbedingun-
gen 4a und der korrigierten Kopplungskraft ߣ௖,�+ଵ aus Gl. 12, ergibt die korri-
gierten Zuständsgrößen 
 ݔଵ,�+ଵ = ݔଵ,�+ଵ(ߣ௖,�+ଵ) , ݒଵ,�+ଵ = ݒଵ,�+ଵ(ߣ௖,�+ଵ) ,ݔଶ,�+ଵ = ݔଶ,�+ଵ(ߣ௖,�+ଵ) , ݒଶ,�+ଵ = ݒଶ,�+ଵ(ߣ௖,�+ଵ) . 13. 
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 Anmerkung: Die korrigierten Zustandsvariablen wurden mit der linearisierten 
Kopplungsbedingung 11 berechnet. Im Allgemeinen erfüllen aber die korrigier-
ten Zustände und die korrigierte Kopplungskraft die nichtlineare Kopplungsbe-
dingung nicht, d.h.  ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ):= ߣ௖,�+ଵ − ܿ௖ ∙  ቀݔଶ,�+ଵ(ߣ௖,�+ଵ) −ݔଵ,�+ଵ(ߣ௖,�+ଵ)ቁ − ݀௖ ∙ ቀݒଶ,�+ଵ(ߣ௖,�+ଵ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ)ቁ ≠ Ͳ. 
 
Um eine konsistente korrigiert Kopplungskraft zu erhalten, kann die Kopplungs-
kraft in einem finalen Updateschritt durch die Kopplungsbedingung und die kor-
rigierten Zustandsgrößen berechnet werden. Dazu wird die Bedingung 
 ߣ௖,�+ଵ௙௜௡௔௟ = ܿ௖ ∙ ቀݔଶ,�+ଵ(ߣ௖,�+ଵ)  − ݔଵ,�+ଵ(ߣ௖,�+ଵ)ቁ                 +݀௖ ∙ ቀݒଶ,�+ଵ(ߣ௖,�+ଵ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ)ቁ . 14. 
 
ausgewertet. Anstatt ߣ௖,�+ଵ gemäß Gl. 12 wird ߣ௖,�+ଵ௙௜௡௔௟  aus Gl. 14 als korrigierte 
Kopplungskraft für der Makrozeitpunkt �ܶ+ଵ verwendet, wodurch die Simulati-





Bei Anwendung des Kraft/Weg-Kopplungsansatzes wird das Gesamtsystem derart in 
2 Teilsysteme zerlegt, dass Subsystem 1 ein krafterregter Einmassenschwinger und 
Subsystem 2 ein fußpunkterregter Einmassenschwinger1 ist, siehe Figure 7. Im Ge-
gensatz zum Kraft/Kraft-Kopplungsansatz wird die Kopplungskraft ߣ௖ in Subsystem 2 
mittels der Kopplungsbedingung (3c), d.h. mit Hilfe des physikalischen Stoffgesetzes, 
ersetzt. Da die Zustandsvariablen ݔଵ und ݒଵ in Subsystem 2 unbekannt sind, werden 
diese in den Bewegungsgleichungen durch die zusätzlichen Kopplungsvariablen ̃ݔଵ 
und ̃ݒଵ ersetzt. Aufgrund dieser zusätzlichen Kopplungsvariablen müssen zwei zusätz-
liche Kopplungsbedingungen ݃௖௫భ und ݃௖௩భ definiert werden. 
 
Figure 7: Zweimassenschwinger: Kraft/Weg-Kopplungsansatz. 
Das zerlegte Gesamtsystem wird durch das nachstehende semi-explizite Index-1 
DAE-System beschrieben 
 
                                            
1
 Es ist zu beachten, dass das Gesamtsystem auch derart zerlegt werden kann, dass Subsystem 1 ein 
fußpunkterregter Einmassenschwinger und Subsystem 2 ein krafterregter Einmassenschwinger ist 
(„Weg/Kraft-Kopplungsansatz“). Je nach Subsystem- und Kopplungsparameter können beide Ansätze 
unterschiedliches numerisches Stabilitätsverhalten aufzeigen, siehe [1]. 
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Subsystem 1:  
 
15. 
ݔሶଵ = ݒଵݒሶଵ = − ܿଵ݉ଵ ݔଵ − ݀ଵ݉ଵ ݒଵ + ߣ௖݉ଵ (a) 
Subsystem 2:  
 ݔሶଶ = ݒଶݒሶଶ = − ܿଶ݉ଶ ݔଶ − ݀ଶ݉ଶ ݒଶ − ܿ௖݉ଶ ∙ ሺݔଶ − ̃ݔଵሻ − ݀௖݉ଶ ∙ ሺݒଶ − ̃ݒଵሻ (b) 
Kopplungsbedingungen:  
 ݃௖ఒ ≔ ߣ௖ − ܿ௖ ∙ ሺݔଶ − ݔଵሻ − ݀௖ ∙ ሺݒଶ − ݒଵሻ = Ͳ݃௖௫భ ≔ ̃ݔଵ − ݔଵ = Ͳ݃௖௩భ ≔ ̃ݒଵ − ݒଵ = Ͳ  .  (c) 
 
Um den Kraft/Weg-Kopplungsansatz zu beschreiben, betrachten wir wieder den allge-
meinen Makrozeitschritt von �ܶ bis �ܶ+ଵ. Wie in Abschnitt 2.1.1 gehen wir davon aus, 
dass die Kopplungsvariablen, d.h. ߣ௖, ̃ݔଵ und ̃ݒଵ, konstant approximiert werden. Zu Be-
ginn des Makrozeitschrittes werden die Zustands- und Kopplungsvariablen als bekannt 
vorausgesetzt 
 ݔଵሺݐ = �ܶሻ = ݔଵ,� , ݒଵሺݐ = �ܶሻ = ݒଵ,� ,ݔଶሺݐ = �ܶሻ = ݔଶ,� , ݒଶሺݐ = �ܶሻ = ݒଶ,� ,     (a) 16. ߣ௖ሺݐ = �ܶሻ = ߣ௖,� , ̃ݔଵሺݐ = �ܶሻ = ̃ݔଵ,� , ̃ݒଵሺݐ = �ܶሻ = ̃ݒଵ,� .      (b) 
 
Schritt 1: Prädiktor-Schritt 
 Bei Verwendung der Anfangsbedingungen (16a) und der prädiktierten (extrapo-
lierten) Kopplungsvariablen 
 ߣ௖௣ሺݐሻ = ߣ௖,�+ଵ௣ = ߣ௖,� = ܿ݋݊ݏݐ.  , ̃ݔଵ௣ሺݐሻ = ̃ݔଵ,�+ଵ௣ = ̃ݔଵ,� = ܿ݋݊ݏݐ.  , ̃ݒଵ௣ሺݐሻ = ̃ݒଵ,�+ଵ௣ = ̃ݒଵ,� = ܿ݋݊ݏݐ.  ,  17. 
 
liefert eine Subsystem-Integration von �ܶ  bis �ܶ+ଵ  die prädiktierten Zu-
standsgrößen am Makro-Zeitpunkt �ܶ+ଵ 
 ݔଵ,�+ଵ௣ = ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ ) ,                      ݒଵ,�+ଵ௣ = ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ ) ,ݔଶ,�+ଵ௣ = ݔଶ,�+ଵ(̃ݔଵ,�+ଵ௣ , ̃ݒଵ,�+ଵ௣ ) , ݒଶ,�+ଵ௣ = ݒଶ,�+ଵ(̃ݔଵ,�+ଵ௣ , ̃ݒଵ,�+ଵ௣ ) . 18. 
 
Es ist wieder zu beachten, dass im Fall einer konstanten Extrapolation im Zeit-
intervall [ �ܶ , �ܶ+ଵ] die prädiktierten Kopplungsvariablen identisch sind mit den 
korrigierten Kopplungsvariablen am vorherigem Makrozeitpunkt �ܶ. 
 
Schritt 2: Berechnung der korrigierten Kopplungsvariablen 
 Integration von Subsystem 1 von �ܶ bis �ܶ+ଵ mit den Anfangsbedingungen 16a 
und der gestört-prädiktierten Kopplungsvariable 
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 ߣ௖,�+ଵ௣௣ഊ = ߣ௖,�+ଵ௣ + Δߣ௖ = ܿ݋݊ݏݐ.     19. 
 
ergibt die folgenden gestört-prädiktierten Zustandsvariablen zum Makrozeit-
punkt �ܶ+ଵ 
 ݔଵ,�+ଵ௣௣ഊ = ݔଵ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ ) ,    ݒଵ,�+ଵ௣௣ഊ = ݒଵ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ ) . 20. 
 
Mit der prädiktierten Kopplungsvariable ̃ݒଵ,�+ଵ௣  und der gestört-prädiktierten 
Kopplungsvariable 
 ̃ݔଵ,�+ଵ௣௣ೣ = ̃ݔଵ,�+ଵ௣ + Δ̃ݔଵ = ܿ݋݊ݏݐ.    21. 
 
liefert eine Integration von Subsystem 2 von �ܶ bis �ܶ+ଵ mit dem Anfangsbedin-
gungen (16a) die folgenden gestört-prädiktierten Zustandsgrößen zum Makro-
zeitpunkt �ܶ+ଵ 
 ݔଶ,�+ଵ௣௣ೣ = ݔଶ,�+ଵ(̃ݔଵ,�+ଵ௣௣ೣ , ̃ݒଵ,�+ଵ௣ ) ,     ݒଶ,�+ଵ௣௣ೣ = ݒଶ,�+ଵ(̃ݔଵ,�+ଵ௣௣ೣ , ̃ݒଵ,�+ଵ௣ ) . 22. 
 
Eine entsprechende Integration mit der prädiktierten Kopplungsvariable ̃ݔଵ,�+ଵ௣  
und der gestört-prädiktierten Kopplungsvariable 
 ̃ݒଵ,�+ଵ௣௣ೡ = ̃ݒଵ,�+ଵ௣ + Δ̃ݒଵ = ܿ݋݊ݏݐ. 23. 
 
liefert die gestört-prädiktierten Zustandsgrößen  
 ݔଶ,�+ଵ௣௣ೡ = ݔଶ,�+ଵ(̃ݔଵ,�+ଵ௣ , ̃ݒଵ,�+ଵ௣௣ೡ ) ,     ݒଶ,�+ଵ௣௣ೡ = ݒଶ,�+ଵ(̃ݔଵ,�+ଵ௣ , ̃ݒଵ,�+ଵ௣௣ೡ ) . 24. 
 
Die Inkremente Δߣ௖, Δ̃ݔଵ und Δ̃ݒଵ sind benutzerdefinierte Parameter. 
 
 Die partiellen Ableitungen der Zustandsvariablen bezüglich der Kopplungs-va-
riablen können durch finite Differenzen mit den prädiktierten und den gestört-
prädiktierten Zustandsvariablen approximiert werden: 
 ߲ݔଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ≈ ݔଵ,�+ଵ௣௣ഊ − ݔଵ,�+ଵ௣Δߣ௖ ,                    ߲ݒଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ≈ ݒଵ,�+ଵ௣௣ഊ − ݒଵ,�+ଵ௣Δߣ௖ , 
 ߲ݔଶ,�+ଵ߲̃ݔଵ,�+ଵ|௫̃భ,�+భ೛ ,௩̃భ,�+భ೛  ≈ ݔଶ,�+ଵ௣௣ೣ − ݔଶ,�+ଵ௣Δ̃ݔଵ , ߲ݒଶ,�+ଵ߲̃ݔଵ,�+ଵ|௫̃భ,�+భ೛ ,௩̃భ,�+భ೛ ≈ ݒଶ,�+ଵ௣௣ೣ − ݒଶ,�+ଵ௣Δ̃ݔଵ , 
 ߲ݔଶ,�+ଵ߲̃ݒଵ,�+ଵ|௫̃భ,�+భ೛ ,௩̃భ,�+భ೛ ≈ ݔଶ,�+ଵ௣௣ೡ − ݔଶ,�+ଵ௣Δ̃ݒଵ ,          ߲ݒଶ,�+ଵ߲̃ݒଵ,�+ଵ|௫̃భ,�+భ೛ ,௩̃భ,�+భ೛ ≈ ݒଶ,�+ଵ௣௣ೡ − ݒଶ,�+ଵ௣Δ̃ݒଵ . 
25. 
 
 Korrigierte (d.h. verbesserte) Kopplungsvariablen zum Zeitpunkt �ܶ+ଵ können 
mit Hilfe der partiellen Ableitungen berechnet werden. Bezüglich des festen 
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Makrozeitpunkt �ܶ+ଵ können ݃௖ఒ,�+ଵ, ݃௖௫భ,�+ଵ und ݃௖௩భ,�+ଵ als Funktionen von ߣ௖,�+ଵ, ̃ݔଵ,�+ଵ und ̃ݒଵ,�+ଵ aufgefasst werden: 
 ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ, ̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ) ≔ ߣ௖,�+ଵ                      −ܿ௖ ∙ ቀݔଶ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ)−ݔଵ,�+ଵ(ߣ௖,�+ଵ)ቁ                     −݀௖ ∙ ቀݒଶ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ)ቁ , ݃௖௫భ,�+ଵ(ߣ௖,�+ଵ, ̃ݔଵ,�+ଵ) ≔ ̃ݔଵ,�+ଵ − ݔଵ,�+ଵ(ߣ௖,�+ଵ) , ݃௖௩భ,�+ଵ(ߣ௖,�+ଵ, ̃ݒଵ,�+ଵ) ≔ ̃ݒଵ,�+ଵ − ݒଵ,�+ଵ(ߣ௖,�+ଵ) . 
26. 
 
Wählt man ࢋ௣ =  (ߣ௖,�+ଵ௣  ̃ݔଵ,�+ଵ௣  ̃ݒଵ,�+ଵ௣ )் als Entwicklungspunkt und vernachläs-
sigt man Terme höherer Ordnung, dann können linearisierte Kopplungsbedin-
gungen durch Taylorreihenentwicklungen der Funktionen ݃௖ఒ,�+ଵ, ݃௖௫భ,�+ଵ und ݃௖௩భ,�+ଵ bezüglich ߣ௖,�+ଵ, ̃ݔଵ,�+ଵ und ̃ݒଵ,�+ଵ hergeleitet werden: 
 ݃௖ఒ,�+ଵ௟௜௡௘௔௥ (ߣ௖,�+ଵ, ̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ) ≔ ݃௖ఒ,�+ଵሺࢋ௣ሻ + ߲݃௖ఒ,�+ଵ߲ߣ௖,�+ଵ |ࢋ೛ ∙ (ߣ௖,�+ଵ − ߣ௖,�+ଵ௣ )     + ߲݃௖ఒ,�+ଵ߲̃ݔଵ,�+ଵ |ࢋ೛ ∙ (̃ݔଵ,�+ଵ − ̃ݔଵ,�+ଵ௣ ) + ߲݃௖ఒ,�+ଵ߲̃ݒଵ,�+ଵ |ࢋ೛ ∙ (̃ݒଵ,�+ଵ − ̃ݒଵ,�+ଵ௣ )= ߣ௖,�+ଵ௣ − ܿ௖ ∙ (ݔଶ,�+ଵ௣ − ݔଵ,�+ଵ௣ ) − ݀௖ ∙ (ݒଶ,�+ଵ௣ − ݒଵ,�+ଵ௣ )     + [ͳ + ܿ௖ ∙ ߲ݔଵ,�+ଵ߲ߣ௖,�+ଵ|ࢋ೛ + ݀௖ ∙ ߲ݒଵ,�+ଵ߲ߣ௖,�+ଵ|ࢋ೛] ∙ (ߣ௖,�+ଵ − ߣ௖,�+ଵ௣ )      + [−ܿ௖ ∙ ߲ݔଶ,�+ଵ߲̃ݔଵ,�+ଵ|ࢋ೛ − ݀௖ ∙ ߲ݒଶ,�+ଵ߲̃ݔଵ,�+ଵ|ࢋ೛] ∙ (̃ݔଵ,�+ଵ − ̃ݔଵ,�+ଵ௣ )     + [−ܿ௖ ∙ ߲ݔଶ,�+ଵ߲̃ݒଵ,�+ଵ|ࢋ೛ − ݀௖ ∙ ߲ݒଶ,�+ଵ߲̃ݒଵ,�+ଵ|ࢋ೛] ∙ (̃ݒଵ,�+ଵ − ̃ݒଵ,�+ଵ௣ ) = Ͳ ,                   
27. 
 ݃௖௫భ,�+ଵ௟௜௡௘௔௥ (ߣ௖,�+ଵ, ̃ݔଵ,�+ଵ) ≔ ݃௖௫భ,�+ଵሺࢋ௣ሻ + ߲݃௖௫భ,�+ଵ߲ߣ௖,�+ଵ |ࢋ೛ ∙ (ߣ௖,�+ଵ − ߣ௖,�+ଵ௣ )     + ߲݃௖௫భ,�+ଵ߲̃ݔଵ,�+ଵ |ࢋ೛ ∙ (̃ݔଵ,�+ଵ − ̃ݔଵ,�+ଵ௣ ) = ̃ݔଵ,�+ଵ௣ − ݔଵ,�+ଵ௣ −߲ݔଵ,�+ଵ߲ߣ௖,�+ଵ|ࢋ೛ ∙ (ߣ௖,�+ଵ − ߣ௖,�+ଵ௣ ) + ͳ ∙ (̃ݔଵ,�+ଵ − ̃ݔଵ,�+ଵ௣ ) = Ͳ , 
28. 
 ݃௖௩భ,�+ଵ௟௜௡௘௔௥ (ߣ௖,�+ଵ, ̃ݒଵ,�+ଵ) ≔ ݃௖௩భ,�+ଵሺࢋ௣ሻ + ߲݃௖௩భ,�+ଵ߲ߣ௖,�+ଵ |ࢋ೛ ∙ (ߣ௖,�+ଵ − ߣ௖,�+ଵ௣ )       + ߲݃௖௩భ,�+ଵ߲̃ݒଵ,�+ଵ |ࢋ೛ ∙ (̃ݒଵ,�+ଵ − ̃ݒଵ,�+ଵ௣ ) = ̃ݒଵ,�+ଵ௣ − ݒଵ,�+ଵ௣ −߲ݒଵ,�+ଵ߲ߣ௖,�+ଵ|ࢋ೛ ∙ (ߣ௖,�+ଵ − ߣ௖,�+ଵ௣ ) + ͳ ∙ (̃ݒଵ,�+ଵ − ̃ݒଵ,�+ଵ௣ ) = Ͳ . 
29. 
 
 Im Allgemeinen erfüllen die prädiktierten Zustandsvariablen und die prädiktierte 
Kopplungsvariablen die Kopplungsbedingung nicht, d.h. ݃௖ఒ,�+ଵሺࢋ௣ሻ ≠ Ͳ, 
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݃௖௫భ,�+ଵሺࢋ௣ሻ ≠ Ͳ und ݃௖௩భ,�+ଵሺࢋ௣ሻ ≠ Ͳ. Korrigierte Kopplungsvariablen, die zu-
mindest die linearisierten Kopplungsbedingungen erfüllen, können durch Lösen 
von Gl. 27-29 bestimmt werden. Man erhält 
 ݃௖ఒ,�+ଵ௟௜௡௘௔௥ (ߣ௖,�+ଵ, ̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ) = Ͳ݃௖௫భ,�+ଵ௟௜௡௘௔௥ (ߣ௖,�+ଵ, ̃ݔଵ,�+ଵ) = Ͳ ⇒ ߣ௖,�+ଵ, ̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ ݃௖௩భ,�+ଵ௟௜௡௘௔௥ (ߣ௖,�+ଵ, ̃ݒଵ,�+ଵ) = Ͳ . 30. 
 
Schritt 3: Korrektor-Schritt 
 Unter Verwendung der korrigierten Kopplungsvariablen ߣ௖,�+ଵ,  ̃ݔଵ,�+ଵ  und ̃ݒଵ,�+ଵ aus Gl. 30 ergibt eine Integration beider Subsysteme von �ܶ bis �ܶ+ଵ mit 
den Anfangsbedingungen (16a) die korrigierten Zustandsgrößen 
 ݔଵ,�+ଵ = ݔଵ,�+ଵ(ߣ௖,�+ଵ) , ݒଵ,�+ଵ = ݒଵ,�+ଵ(ߣ௖,�+ଵ) ,ݔଶ,�+ଵ = ݔଶ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ) , ݒଶ,�+ଵ = ݒଶ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ) . 31. 
 
 Im Allgemeinen erfüllen die korrigierten Zustände und die korrigierte Kopplungs-
kraft die nichtlinearen Kopplungsbedingung nicht, d.h.  ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ, ̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ) ≠ Ͳ,  ݃௖௫భ,�+ଵ(ߣ௖,�+ଵ, ̃ݔଵ,�+ଵ) ≠ Ͳ  und ݃௖௩భ,�+ଵ(ߣ௖,�+ଵ, ̃ݒଵ,�+ଵ) ≠ Ͳ, da die korrigierten Zustandsvariablen mit Hilfe line-
arisierter Kopplungsbedingungen berechnet werden. Konsistente korrigierte 
Kopplungsvariablen ߣ௖,�+ଵ௙௜௡௔௟ , ̃ݔଵ,�+ଵ௙௜௡௔௟  und ̃ݒଵ,�+ଵ௙௜௡௔௟  können in einem finalen Update-
schritt mit den Kopplungsbedingungen und den korrigierten Zustandsgrößen 
berechnet werden, d.h. durch Lösen der Gleichungen 
 ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ௙௜௡௔௟ , ݔଵ,�+ଵ(ߣ௖,�+ଵ), ݒଵ,�+ଵ(ߣ௖,�+ଵ),                  ݔଶ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ) , ݒଶ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ)ቁ = Ͳ , ݃௖௫భ,�+ଵ ቀ̃ݔଵ,�+ଵ௙௜௡௔௟ , ݔଵ,�+ଵ(ߣ௖,�+ଵ)ቁ = Ͳ , ݃௖௩భ,�+ଵ ቀ̃ݒଵ,�+ଵ௙௜௡௔௟ , ݒଵ,�+ଵ(ߣ௖,�+ଵ)ቁ = Ͳ 32. 
 
nach ߣ௖,�+ଵ௙௜௡௔௟ , ̃ݔଵ,�+ଵ௙௜௡௔௟ , ̃ݒଵ,�+ଵ௙௜௡௔௟ .  Anstatt ߣ௖,�+ଵ, ̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ  aus Gl. 30 wird ߣ௖,�+ଵ௙௜௡௔௟ , ̃ݔଵ,�+ଵ௙௜௡௔௟ , ̃ݒଵ,�+ଵ௙௜௡௔௟ aus Gl. 32 als korrigierte Kopplungskraft für den Makrozeit-
punkt �ܶ+ଵ verwendet. Dadurch können die Simulationsergebnisse und die nu-





Bei Anwendung eines Weg/Weg-Kopplungsansatzes wird das Gesamtsystem so in 
zwei Teilsysteme zerlegt, dass beide Teilsysteme fußpunkterregte Einmassenschwin-
ger sind, siehe Figure 8. Dazu wird das Feder/Dämpferpaket dupliziert. Die Kopplungs-
variable ߣ௖ wird in beiden Teilsystemen mittels der Kopplungsbedingung (3c) ersetzt. 
Infolgedessen müssen zusätzliche Kopplungs-variablen und zusätzliche Kopplungs-
bedingungen definiert werden. 
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Figure 8: Zweimassenschwinger: Weg/Weg-Kopplungsansatz. 
 





ݔሶଵ = ݒଵݒሶଵ = − ܿଵ݉ଵ ݔଵ − ݀ଵ݉ଵ ݒଵ + ܿ௖݉ଵ ∙ ሺ̃ݔଶ − ݔଵሻ + ݀௖݉ଵ ∙ ሺ̃ݒଶ − ݒଵሻ       (a) 
Subsystem 2:  ݔሶଶ = ݒଶݒሶଶ = − ܿଶ݉ଶ ݔଶ − ݀ଶ݉ଶ ݒଶ − ܿ௖݉ଶ ∙ ሺݔଶ − ̃ݔଵሻ − ݀௖݉ଶ ∙ ሺݒଶ − ̃ݒଵሻ         (b) 
Kopplungsbedingungen:  ݃௖௫భ ≔ ̃ݔଵ − ݔଵ = Ͳ   ݃௖௩భ ≔ ̃ݒଵ − ݒଵ = Ͳ   ݃௖௫మ ≔ ̃ݔଶ − ݔଶ = Ͳ   ݃௖௩మ ≔ ̃ݒଶ − ݒଶ = Ͳ  .         (c) 
 
Um den Weg/Weg-Kopplungsansatz zu beschreiben, betrachten wir wieder den allge-
meinen Makrozeitschritt von �ܶ bis �ܶ+ଵ und gehen wieder davon aus, dass die Kopp-
lungsvariablen – d.h, ̃ݔଵ, ̃ݒଵ, ̃ݔଶ und ̃ݒଶ – konstant approximiert werden. Zu Beginn des 
Makrozeitschrittes werden die Zustands- und Kopplungsvariablen als bekannt voraus-
gesetzt 
 ݔଵሺݐ = �ܶሻ = ݔଵ,� , ݒଵሺݐ = �ܶሻ = ݒଵ,� ,ݔଶሺݐ = �ܶሻ = ݔଶ,� , ݒଶሺݐ = �ܶሻ = ݒଶ,� ,          (a) 34. ̃ݔଵሺݐ = �ܶሻ = ̃ݔଵ,� , ̃ݒଵሺݐ = �ܶሻ = ̃ݒଵ,� ,̃ݔଶሺݐ = �ܶሻ = ̃ݔଶ,� , ̃ݒଶሺݐ = �ܶሻ = ̃ݒଶ,� .          (b) 
 
Schritt 1: Prädiktor-Schritt 
 Integration der beiden Subsysteme von �ܶ bis �ܶ+ଵ mit den Anfangsbedingun-
gen 34a und den prädiktierten (extrapolierten) Kopplungsvariablen  
 ̃ݔଵ௣ሺݐሻ = ̃ݔଵ,�+ଵ௣ = ̃ݔଵ,� = ܿ݋݊ݏݐ.  , ̃ݒଵ௣ሺݐሻ = ̃ݒଵ,�+ଵ௣ = ̃ݒଵ,� = ܿ݋݊ݏݐ.  ,̃ݔଶ௣ሺݐሻ = ̃ݔଶ,�+ଵ௣ = ̃ݔଶ,� = ܿ݋݊ݏݐ.  ,    ̃ݒଶ௣ሺݐሻ = ̃ݒଶ,�+ଵ௣ = ̃ݒଶ,� = ܿ݋݊ݏݐ.  ,    35. 
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ergibt die prädiktierten Zustandsvariablen zum Makro-Zeitpunkt �ܶ+ଵ 
 ݔଵ,�+ଵ௣ = ݔଵ,�+ଵ(̃ݔଶ,�+ଵ௣ , ̃ݒଶ,�+ଵ௣ ) , ݒଵ,�+ଵ௣ = ݒଵ,�+ଵ(̃ݔଶ,�+ଵ௣ , ̃ݒଶ,�+ଵ௣ ) ,ݔଶ,�+ଵ௣ = ݔଶ,�+ଵ(̃ݔଵ,�+ଵ௣ , ̃ݒଵ,�+ଵ௣ ), ݒଶ,�+ଵ௣ = ݒଶ,�+ଵ(̃ݔଵ,�+ଵ௣ , ̃ݒଵ,�+ଵ௣ ) . 36. 
 
Schritt 2: Berechnung der korrigierten Kopplungsvariablen 
 Mit der prädiktierten Kopplungsvariable ̃ݒଶ,�+ଵ௣  und der gestört-prädiktierten 
Kopplungsvariable 
 ̃ݔଶ,�+ଵ௣௣ೣ = ̃ݔଶ,�+ଵ௣ + Δ̃ݔଶ = ܿ݋݊ݏݐ.  ,   37. 
 
ergibt eine Subsystem-Integration von �ܶ bis �ܶ+ଵ mit den Anfangsbedingun-
gen 34a die folgenden gestört-prädiktierten Zustandsgrößen zum Makrozeit-
punkt �ܶ+ଵ: 
 ݔଵ,�+ଵ௣௣ೣ = ݔଵ,�+ଵ(̃ݔଶ,�+ଵ௣௣ೣ , ̃ݒଶ,�+ଵ௣ ) , ݒଵ,�+ଵ௣௣ೣ = ݒଵ,�+ଵ(̃ݔଶ,�+ଵ௣௣ೣ , ̃ݒଶ,�+ଵ௣ ) . 38. 
 
Analog erhält man mit der prädiktierten Kopplungsvariable ̃ݔଶ,�+ଵ௣ und der ge-
stört-prädiktierten Kopplungsvariable 
 ̃ݒଶ,�+ଵ௣௣ೡ = ̃ݒଶ,�+ଵ௣ + Δ̃ݒଶ = ܿ݋݊ݏݐ.   39. 
 
die gestört-prädiktierten Zustandsgrößen  
 ݔଵ,�+ଵ௣௣ೡ = ݔଵ,�+ଵ(̃ݔଶ,�+ଵ௣ , ̃ݒଶ,�+ଵ௣௣ೡ ) , ݒଵ,�+ଵ௣௣ೡ = ݒଵ,�+ଵ(̃ݔଶ,�+ଵ௣ , ̃ݒଶ,�+ଵ௣௣ೡ ) . 40. 
 
Mit den gestört-prädiktierten Kopplungsvariablen ̃ݔଵ,�+ଵ௣௣ೣ = ̃ݔଵ,�+ଵ௣ + Δ̃ݔଵ =ܿ݋݊ݏݐ. und ̃ݒଵ,�+ଵ௣௣ೡ = ̃ݒଵ,�+ଵ௣ + Δ̃ݒଵ = ܿ݋݊ݏݐ. Liefern zwei entsprechende Subsys-
tem-Integrationen die gestört-prädiktierten Zustandsvariablen 
 ݔଶ,�+ଵ௣௣ೣ = ݔଶ,�+ଵ(̃ݔଵ,�+ଵ௣௣ೣ , ̃ݒଵ,�+ଵ௣ ) , ݒଶ,�+ଵ௣௣ೣ = ݒଶ,�+ଵ(̃ݔଵ,�+ଵ௣௣ೣ , ̃ݒଵ,�+ଵ௣ )  41. 
 
und 
 ݔଶ,�+ଵ௣௣ೡ = ݔଶ,�+ଵ(̃ݔଵ,�+ଵ௣ , ̃ݒଵ,�+ଵ௣௣ೡ ) ,        ݒଶ,�+ଵ௣௣ೡ = ݒଶ,�+ଵ(̃ݔଵ,�+ଵ௣ , ̃ݒଵ,�+ଵ௣௣ೡ ) . 42. 
 
Die Inkremente Δ̃ݔଵ, Δ̃ݒଵ, Δ̃ݔଶ und Δ̃ݒଶ sind benutzerdefinierte Parameter, die 
geeignet gewählt werden müssen. 
 
 Mit den prädiktierten und den gestört-prädiktierten Zustandsvariablen können 
die partiellen Ableitungen der Zustandsvariablen bezüglich der Kopplungsvari-
ablen durch finite Differenzen approximiert werden, siehe Abschnitt 2.1.1 und 
2.1.2. 
 Unter Verwendung der partiellen Ableitungen können korrigierte (d.h. verbes-
serte) Kopplungsvariablen zum Zeitpunkt �ܶ+ଵ  berechnet werden. Bezüglich 
des festen Makrozeitpunktes �ܶ+ଵ  können ݃௖௫భ,�+ଵ , ݃௖௩భ,�+ଵ , ݃௖௫మ,�+ଵ  und 
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݃௖௩మ,�+ଵ als Funktionen von ̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ, ̃ݔଶ,�+ଵ und ̃ݒଶ,�+ଵ betrachtet werden, 
d.h. 
 ݃௖௫భ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ) ≔ ̃ݔଵ,�+ଵ − ݔଵ(̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ) , ݃௖௩భ,�+ଵ(̃ݒଵ,�+ଵ, ̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ) ≔ ̃ݒଵ,�+ଵ − ݒଵ(̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ) , ݃௖௫మ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ, ̃ݔଶ,�+ଵ) ≔ ̃ݔଶ,�+ଵ − ݔଶ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ) , ݃௖௩మ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ, ̃ݒଶ,�+ଵ) ≔ ̃ݒଶ,�+ଵ − ݒଶ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ) . 43. 
 
Wählt man ࢋ௣ =  (̃ݔଶ,�+ଵ௣  ̃ݒଶ,�+ଵ௣  ̃ݔଵ,�+ଵ௣  ̃ݒଵ,�+ଵ௣ )்  als Entwicklungspunkt und ver-
nachlässigt man Terme höherer Ordnung, dann können linearisierte Kopplungs-
bedingungen durch Taylorreihenentwicklung der Funktionen ݃௖௫భ,�+ଵ, ݃௖௩భ,�+ଵ, ݃௖௫మ,�+ଵ und ݃௖௩మ,�+ଵ bezüglich ̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ, ̃ݔଶ,�+ଵ und ̃ݒଶ,�+ଵ berechnet wer-
den: 
 
 ݃௖௫భ,�+ଵ௟௜௡௘௔௥ (̃ݔଵ,�+ଵ, ̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ)≔ ݃௖௫భ,�+ଵሺࢋ௣ሻ + ߲݃௖௫భ,�+ଵ߲̃ݔଵ,�+ଵ |ࢋ೛ ∙ (̃ݔଵ,�+ଵ − ̃ݔଵ,�+ଵ௣ )      + ߲݃௖௫భ,�+ଵ߲̃ݔଶ,�+ଵ |ࢋ೛ ∙ (̃ݔଶ,�+ଵ − ̃ݔଶ,�+ଵ௣ ) + ߲݃௖௫భ,�+ଵ߲̃ݒଶ,�+ଵ |ࢋ೛ ∙ (̃ݒଶ,�+ଵ − ̃ݒଶ,�+ଵ௣ ) = ̃ݔଵ,�+ଵ௣ − ݔଵ,�+ଵ௣ + ͳ ∙ (̃ݔଵ,�+ଵ − ̃ݔଵ,�+ଵ௣ )− ߲ݔଵ,�+ଵ߲̃ݔଶ,�+ଵ|ࢋ೛ ∙ (̃ݔଶ,�+ଵ − ̃ݔଶ,�+ଵ௣ )     − ߲ݔଵ,�+ଵ߲̃ݒଶ,�+ଵ|ࢋ೛ ∙ (̃ݒଶ,�+ଵ − ݒଶ,�+ଵ௣ ) = Ͳ , 
44. 
 
 ݃௖௩భ,�+ଵ௟௜௡௘௔௥ (̃ݒଵ,�+ଵ, ̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ) ≔ ݃௖௩భ,�+ଵሺࢋ௣ሻ + ߲݃௖௩భ,�+ଵ߲̃ݒଵ,�+ଵ |ࢋ೛ ∙ (̃ݒଵ,�+ଵ − ̃ݒଵ,�+ଵ௣ )     + ߲݃௖௩భ,�+ଵ߲̃ݔଶ,�+ଵ |ࢋ೛ ∙ (̃ݔଶ,�+ଵ − ̃ݔଶ,�+ଵ௣ ) + ߲݃௖௩భ,�+ଵ߲̃ݒଶ,�+ଵ |ࢋ೛ ∙ (̃ݒଶ,�+ଵ − ̃ݒଶ,�+ଵ௣ ) = ̃ݒଵ,�+ଵ௣ − ݒଵ,�+ଵ௣ + ͳ ∙ (̃ݒଵ,�+ଵ − ̃ݒଵ,�+ଵ௣ )−߲ݒଵ,�+ଵ߲̃ݔଶ,�+ଵ|ࢋ೛ ∙ (̃ݔଶ,�+ଵ − ̃ݔଶ,�+ଵ௣ )     − ߲ݒଵ,�+ଵ߲̃ݒଶ,�+ଵ|ࢋ೛ ∙ (̃ݒଶ,�+ଵ − ݒଶ,�+ଵ௣ ) = Ͳ , 
45. 
 
 ݃௖௫మ,�+ଵ௟௜௡௘௔௥ (̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ, ̃ݔଶ,�+ଵ) ≔ ݃௖௫మ,�+ଵሺࢋ௣ሻ + ߲݃௖௫మ,�+ଵ߲̃ݔଵ,�+ଵ |ࢋ೛ ∙ (̃ݔଵ,�+ଵ − ̃ݔଵ,�+ଵ௣ )     + ߲݃௖௫మ,�+ଵ߲̃ݒଵ,�+ଵ |ࢋ೛ ∙ (̃ݒଵ,�+ଵ − ̃ݒଵ,�+ଵ௣ ) + ߲݃௖௫మ,�+ଵ߲̃ݔଶ,�+ଵ |ࢋ೛ ∙ (̃ݔଶ,�+ଵ − ̃ݔଶ,�+ଵ௣ ) = ̃ݔଶ,�+ଵ௣ − ݔଶ,�+ଵ௣ −߲ݔଶ,�+ଵ߲̃ݔଵ,�+ଵ|ࢋ೛ ∙ (̃ݔଵ,�+ଵ − ̃ݔଵ,�+ଵ௣ )−߲ݔଶ,�+ଵ߲̃ݒଵ,�+ଵ|ࢋ೛ ∙ (̃ݒଵ,�+ଵ − ̃ݒଵ,�+ଵ௣ )     +ͳ ∙ (̃ݔଶ,�+ଵ − ̃ݔଶ,�+ଵ௣ ) = Ͳ , 
46. 
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݃௖௩మ,�+ଵ௟௜௡௘௔௥ (̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ, ̃ݒଶ,�+ଵ) ≔ ݃௖௩మ,�+ଵሺࢋ௣ሻ + ߲݃௖௩మ,�+ଵ߲̃ݔଵ,�+ଵ |ࢋ೛ ∙ (̃ݔଵ,�+ଵ − ̃ݔଵ,�+ଵ௣ )     + ߲݃௖௩మ,�+ଵ߲̃ݒଵ,�+ଵ |ࢋ೛ ∙ (̃ݒଵ,�+ଵ − ̃ݒଵ,�+ଵ௣ ) + ߲݃௖௩మ,�+ଵ߲̃ݒଶ,�+ଵ |ࢋ೛ ∙ (̃ݒଶ,�+ଵ − ̃ݒଶ,�+ଵ௣ ) = ̃ݒଶ,�+ଵ௣ − ݒଶ,�+ଵ௣ −߲ݒଶ,�+ଵ߲̃ݔଵ,�+ଵ|ࢋ೛ ∙ (̃ݔଵ,�+ଵ − ̃ݔଵ,�+ଵ௣ )−߲ݒଶ,�+ଵ߲̃ݒଵ,�+ଵ|ࢋ೛∙ (̃ݒଵ,�+ଵ − ̃ݒଵ,�+ଵ௣ )     +ͳ ∙ (̃ݒଶ,�+ଵ − ̃ݒଶ,�+ଵ௣ ) = Ͳ . 
47. 
 
 Im Allgemeinen erfüllen die prädiktierten Zustands- und Kopplungsvariablen die 
Kopplungsbedingungen nicht, d.h. ݃௖௫భ,�+ଵሺࢋ௣ሻ ≠ Ͳ,  ݃௖௩భ,�+ଵሺࢋ௣ሻ ≠ Ͳ, ݃௖௫మ,�+ଵሺࢋ௣ሻ ≠ Ͳ und ݃௖௩మ,�+ଵሺࢋ௣ሻ ≠ Ͳ. Korrigierte Kopplungsvariablen, die zu-
mindest die linearisierten Kopplungsbedingungen erfüllen, können durch Lösen 
von Gl. 44-47 bestimmt werden: 
 
             
݃௖௫భ,�+ଵ௟௜௡௘௔௥ (̃ݔଵ,�+ଵ, ̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ) = Ͳ݃௖௩భ,�+ଵ௟௜௡௘௔௥ (̃ݒଵ,�+ଵ, ̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ) = Ͳ ݃௖௫మ,�+ଵ௟௜௡௘௔௥ (̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ, ̃ݔଶ,�+ଵ) = Ͳ݃௖௩మ,�+ଵ௟௜௡௘௔௥ (̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ, ̃ݒଶ,�+ଵ) = Ͳ    ⇒    ̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ, ̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ  . 48. 
 
Schritt 3: Korrektor-Schritt 
 Verwendet man die korrigierten Kopplungsvariablen ̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ, ̃ݔଶ,�+ଵ und ̃ݒଶ,�+ଵ aus Gl. 48 und integriert die beiden Subsysteme von �ܶ bis �ܶ+ଵ mit den 
Anfangsbedingungen 34a, man erhält die korrigierten Zustandsgrößen 
 ݔଵ,�+ଵ = ݔଵ,�+ଵ(̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ) ,    ݒଵ,�+ଵ = ݒଵ,�+ଵ(̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ) , ݔଶ,�+ଵ = ݔଶ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ) ,   ݒଶ,�+ଵ = ݒଶ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ) . 49. 
 
 Es soll nochmal betont werden, dass die korrigierten Zustandsvariablen mit li-
nearisierten Kopplungsbedingung berechnet wurden. Darum erfüllen die korri-
gierten Zustände und die korrigierten Kopplungsvariablen die nichtlinearen 
Kopplungsbedingungen im Allgemeine nicht, d.h. ݃௖௫భ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ) ≠ Ͳ,  ݃௖௩భ,�+ଵ(̃ݒଵ,�+ଵ, ̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ) ≠ Ͳ, ݃௖௫మ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ, ̃ݔଶ,�+ଵ) ≠ Ͳ       und       ݃௖௩మ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ, ̃ݒଶ,�+ଵ) ≠ Ͳ. 
 
Konsistente korrigierte Kopplungsvariablen können in einem finalen Update-
schritt durch Lösen der Gleichungen 
 ݃௖௫భ,�+ଵ ቀ̃ݔଵ,�+ଵ௙௜௡௔௟ , ݔଵ,�+ଵ(̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ)ቁ = Ͳ , ݃௖௩భ,�+ଵ ቀ̃ݒଵ,�+ଵ௙௜௡௔௟ , ݒଵ,�+ଵ(̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ)ቁ = Ͳ , ݃௖௫మ,�+ଵ ቀ̃ݔଶ,�+ଵ௙௜௡௔௟ , ݔଶ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ)ቁ = Ͳ , ݃௖௩మ,�+ଵ ቀ̃ݒଶ,�+ଵ௙௜௡௔௟ , ݒଶ,�+ଵ(̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ)ቁ = Ͳ  50. 
 
nach ̃ݔଵ,�+ଵ௙௜௡௔௟ , ̃ݒଵ,�+ଵ௙௜௡௔௟, ̃ݔଶ,�+ଵ௙௜௡௔௟ , ̃ݒଶ,�+ଵ௙௜௡௔௟  berechnet werden. Anstelle von ̃ݔଵ,�+ଵ, ̃ݒଵ,�+ଵ, 
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̃ݔଶ,�+ଵ, ̃ݒଶ,�+ଵ  gemäß Gl. 48 werden ̃ݔଵ,�+ଵ௙௜௡௔௟ , ̃ݒଵ,�+ଵ௙௜௡௔௟ ,̃ݔଶ,�+ଵ௙௜௡௔௟ , ̃ݒଶ,�+ଵ௙௜௡௔௟  aus Gl. 50 als 
korrigierte Kopplungsvariablen für der Makrozeitpunkt �ܶ+ଵ verwendet.  
 
 




2.2.1 Definition des gekoppelten Systems 
 
Wir betrachten zwei beliebige mechanische Subsysteme. Subsystem 1 besteht aus ݊ଵ  
starren Körpern und Subsystem 2 aus ݊ଶ starren Körpern. Im Allgemeinen wird jedes 
Subsystem durch ein DAE-System beschrieben. Die beiden Subsysteme sind mecha-
nisch durch eingeprägte Kräfte/Momente gekoppelt. Konkret ist Marker ܭ஼೔ des Kör-
pers ݅ (Subsystem 1) mit Marker ܭ஼ೕ des Körpers ݆ (Subsystem 2) durch ein beliebiges 
nichtlineares Bushing-Element mit 6 Freiheitsgraden gekoppelt, siehe Figure 9. 
 
 
Figure 9: Körper ࢏ aus Subsystem 1 gekoppelt mit Körper ࢐ aus Subsystem 2 (Kopplungspunkte Ci 
und Cj) 
 
Der Ortsvektor zum Schwerpunkt ௜ܵ des Körpers ݅ wird mit ࢘ௌ೔ bezeichnet. ܭௌ೔ ist das 
körperfeste Koordinatensystem am Schwerpunkt ௜ܵ. Der Koppelpunkt �௜ ist über den 
körperfesten Vektor ࢘஼೔ definiert. ܭ஼೔ ist ein körperfestes System am Punkt �௜. Der Ein-
fachheit halber wird angenommen, dass beide Systeme parallele Achsen haben. Für 
Subsystem 2 wird eine äquivalente Notation verwendet ሺ݅ → ݆ሻ. ܭ଴  bezeichnet das 
Inertialsystem. 
 
Sei � ein beliebiger Vektor, dessen Koordinaten im System ܭ௠ durch � ࢓  bezeichnet 
werden. Mit der Transformationsmatrix ࢀ ࢔࢓  können die Vektorkoordinaten vom Sys-
tem ܭ௠ ins System ܭ௡ transformieren werden, d.h. �  ࢔ = ࢀ ࢔࢓  � ࢓ . 
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Im Rahmen dieser Arbeit werden Absolutkoordinaten [34][57][68] zur Beschreibung 
von Mehrkörpersystemen verwendet. Position und Orientierung eines beliebigen star-
ren Körper � werden durch die 3 Ortskoordinaten zum Schwerpunkt ࢘ ଴ ௌ೜ und durch 3 
geeignete Rotationsparameter ࢽ௤ ∈ ℝଷ (z.B. durch 3 Euler-Winkel) festgelegt. Die Ko-
ordinaten der Geschwindigkeit von ܵ௤ bezüglich ܭ଴ sind durch ࢜଴ ௌ೜ = ࢘ሶ଴ ௌ೜ gegeben. 
Die Koordinaten der Winkelgeschwindigkeit in Bezug auf das körperfeste System ܭௌ೜ 
sind mit der Zeitableitung der Drehparameter durch die allgemeine Beziehung ࢽሶ ௤ =࡮ሺࢽ௤ሻ �௤ ௤ verknüpft. Bei Verwendung von Eulerwinkel ࢽ௤ = ሺ߰௤ �௤ �௤ሻ் als Dreh-
parameter lautet die Matrix ࡮ሺࢽ௤ሻ ∈ ℝଷ×ଷ beispielsweise  
 ࡮ = ଵsin�೜ ቌ ����௤ c�� �௤ Ͳ��� �௤ c���௤ −��� �௤ ����௤ Ͳ−c�� �௤ ����௤ −c�� �௤ c���௤ ��� �௤ቍ  .   51. 
 
Als nächstes werden einige Hilfsvektoren definiert. Die Vektoren ࢠ௜ =ሺݖ௜ଵ ݖ௜ଶ ⋯ ݖ௜ଵଶሻ் = ( ࢘ ଴ ௌ೔் ࢽ௜் ࢜ ଴ ௌ೔் � ௜ ௜் )் ∈ ℝଵଶ  und ࢠ௝ = ሺݖ௝ଵ ݖ௝ଶ ⋯ ݖ௝ଵଶሻ் = ( ࢘ ଴ ௌೕ் ࢽ௝் ࢜ ଴ ௌೕ் � ௝ ௝் )் ∈ ℝଵଶ enthalten die Positions- und Geschwindigkeits-koor-
dinaten der Kopplungskörper ݅ und ݆. Der Vektor ࢠ௖ = (ࢠ௜்  ࢠ௝் )் ∈ ℝଶସ besteht aus den 
Positions- und Geschwindigkeitskoordinaten beider Kopplungskörper. Der Vektor ̂ࢠଵ ∈ℝଵଶ∙௡భ enthält die Position- und Geschwindigkeitskoordinaten aller Körper des Subsys-
tems 1. Analog stehen im Vektor ̂ࢠଶ ∈ ℝଵଶ∙௡మ die Positions- und Geschwindigkeitskoor-
dinaten aller Körper des Subsystems 2. 
  
Nun formulieren wir die Newton-Euler-Gleichungen für die Kopplungskörper ݅ und ݆. 
Auswertung des Newtonschen Gesetzes (Schwerpunktsatz) in ܭ଴  und Auswertung 
des Drallsatzes im körperfesten System ܭௌ೔ bzw. ܭௌೕ liefert 
  
Kopplungskörper i (Subsystem 1): 
 ࢘ሶ଴ ௌ೔ = ࢜଴ ௌ೔ ݉௜ ࢜ሶ଴ ௌ೔ = ࡲ଴ ௔೔ሺ̂ࢠଵ, ݐሻ + ࡲ଴ ௥೔ + ࡲ଴ ௖೔ሺࢠ௖ሻ ࢽሶ ௜ = ࡮ሺࢽ௜ሻ �௜ ௜  �௜ ௜ �ሶ ௜௜ + �௜ ௜ × �௜ ௜ �௜ ௜ = �௜ ௔೔ሺ̂ࢠଵ, ݐሻ + �௜ ௥೔ + �௜ ௖೔ሺࢠ௖ሻ 
52. 
Kopplungskörper j (Subsystem 2): 
 ࢘ሶ଴ ௌೕ = ࢜଴ ௌೕ ௝݉ ࢜ሶ଴ ௌೕ = ࡲ଴ ௔ೕሺ̂ࢠଶ, ݐሻ + ࡲ଴ ௥ೕ + ࡲ଴ ௖ೕሺࢠ௖ሻ ࢽሶ ௝ = ࡮(ࢽ௝) �௝ ௝  �௝ ௝ �ሶ ௝௝ + �௝ ௝ × �௝ ௝ �௝ ௝ = �௝ ௔ೕሺ̂ࢠଶ, ݐሻ + �௝ ௥ೕ + �௝ ௖ೕሺࢠ௖ሻ . 
53. 
 
In den obigen Gleichungen bezeichnet ݉௜ die Masse des Körpers ݅ und � ௜ ௜ den Träg-
heitstensor bezüglich ܭௌ೔ . ࡲ ଴ ௔೔  und � ௜ ௔೔  bezeichnen externe eingeprägte Kräfte/Mo-
mente. ࡲ ଴ ௥೔  und � ௜ ௥೔  sind die Reaktionskräfte/-momente, die aus algebraischen 
Zwangsbedingungen in Subsystem 1 resultieren. ࡲ ଴ ௖೔  und � ௜ ௖೔ sind die Kopplungs-
kräfte/-momente. Die Notation für Subsystem 2 ist äquivalent (݅ → ݆). 
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2.2.2 Kopplung der Subsysteme: Konzept der „flexiblen Gelenke“ 
 
Um allgemeine Kopplungselemente zu beschreiben, verwenden wir das Konzept der 
flexiblen Gelenke, das auch als Penaltymethode interpretiert werden kann. Zunächst 
werden flexible Basis-Gelenke definiert. Durch Kombination verschiedener flexibler 
Basis-Gelenke können allgemeine Kopplungselemente (Bushing-Elemente) beschrie-
ben werden [34]. 
 
 
2.2.2.1 Flexibles “Atpoint-Joint” (flexibles Kugelgelenk) 
 
Das erste flexible Basis-Gelenk ist das flexible Atpoint-Joint (flexibles Kugelgelenk) 
[34]. Es wird durch 3 skalare Kopplungsbedingungen beschrieben, die im Kopplungs-
vektor �௖௔ ∈ ℝଷ zusammengefasst werden. Das lineare flexible Atpoint-Joint ist durch 
folgende Kopplungsbedingungen definiert 
 �௖௔ ≔ ࣅ௖௔ − ࡯ ∙ [ሺ࢘ௌ೔ + ࢘஼೔ሻ − ሺ࢘ௌೕ + ࢘஼ೕሻ] − ࡰ ∙ ݀݀ݐ {[ሺ࢘ௌ೔ + ࢘஼೔ሻ − ሺ࢘ௌೕ + ࢘஼ೕሻ]} = ૙. 54.
 
Die Diagonalmatrix ࡯ = ݀݅ܽ݃(ܿ௫, ܿ௬, ܿ௭) enthält drei Federkonstanten und die Diago-
nalmatrix ࡰ = ݀݅ܽ݃(݀௫ , ݀௬, ݀௭) drei Dämpfungskoeffizienten (Nicht-Diagonalelemente 
werden aus Gründen einer übersichtlichen Darstellung vernachlässigt). ௗௗ௧ bezeichnet 
die totale Zeitableitung bezüglich ܭ଴. ࣅ௖௔ kann physikalisch als Kopplungskraft (Penal-
tykraft) betrachtet werden, die proportional zur Relativverschiebung und Relativge-
schwindigkeit der Kopplungspunkte �௜ und �௝ ist. Mit den 3 Kopplungsvariablen ࣅ ଴ ௖௔ =ቀ ߣ ଴ ௖௔ೣ  ߣ ଴ ௖௔೤  ߣ ଴ ௖௔೥ቁ் ergibt eine Auswertung von Gl. 54 bezüglich ܭ଴  
 �௖௔ ≔ ࣅ ଴ ௖௔ + ࡯ ∙ [( ࢘ ଴ ௌ೔ + ࢀሺࢽ௜ሻ ଴௜ ࢘ ௜ ஼೔) − ቀ ࢘ ଴ ௌೕ + ࢀ(ࢽ௝) ଴௝ ࢘ ௝ ஼ೕቁ]+ࡰ ∙ [ሺ ࢜ ଴ ௌ೔ + 
             ࢀሺࢽ௜ሻ ଴௜ � ௜ ௜ × ࢀሺࢽ௜ሻ ଴௜ ࢘ ௜ ஼೔ሻ − ሺ ࢜ ଴ ௌೕ + ࢀ(ࢽ௝) ଴௝ � ௝ ௝ × ࢀ(ࢽ௝) ଴௝ ࢘ ௝ ஼ೕሻ] = ૙ . 55. 
 
Das nichtlineare flexible Atpoint-Joint ist allgemein durch die 3 Kopplungsbedingungen  
 
   �௖௔: = ࣅ ଴ ௖௔ − � ଴ ௖௔ሺࢠ௖ሻ = ૙ ,     56. 
 
definiert, wobei � ଴ ௖௔ eine beliebige Vektorfunktion der Relativverschiebung und Rela-
tivgeschwindigkeit der Kopplungspunkte �௜ und �௝ darstellt. 
 
Verbindet man die Kopplungspunkte �௜ und �௝ durch ein flexibles Atpoint-Joint, dann 
lauten die Kopplungskräfte/-momente (siehe Gl. 52 und 53) 
 ࡲ଴ ௖೔ = ࣅ଴ ௖௔ ,     �௜ ௖೔ = ࢘௜ ஼೔ × ࢀሺࢽ௜ሻ௜଴ ࣅ଴ ௖௔ , ࡲ଴ ௖ೕ = − ࣅ଴ ௖௔ ,          �௝ ௖ೕ = − ࢘௝ ஼ೕ × ࢀሺࢽ௝ሻ௝଴ ࣅ଴ ௖௔  .  57. 
 
 
2.2.2.2 Flexibles “Inplane-Joint “ 
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Das zweite flexible Basis-Gelenk ist das flexible Inplane-Joint, das durch 1 skalare 
Kopplungsbedingung beschrieben wird. Das lineare flexible Inplane-Joint ist durch fol-
gende Kopplungsbedingung definiert: 
 ݃௖ௗ ≔ ߣ௖ௗ − ܿ ∙ [ሺ࢘ௌ೔ + ࢘஼೔ሻ − ሺ࢘ௌೕ + ࢘஼ೕሻ] ∙ ࢋ௝                       −݀ ∙ ௗௗ௧ {[(࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ] ∙ ࢋ௝} = Ͳ .    58. 
 ࢋ௝ bezeichnet einen beliebigen Einheitsvektor, der fest mit dem Körper ݆ verbunden ist. ܿ ist eine Federkonstante und ݀ ein Dämpfungskoeffizient. ߣ௖ௗ kann als Penalty-Kraft 
interpretiert werden, die proportional zur Eindringung und Eindringungsgeschwindig-
keit des Punktes �௜ in die Ebene ist, die durch den Normalenvektor ࢋ௝ am Kopplungs-
punkt �௝ fixiert ist. Aus Gründen einer übersichtlichen Darstellung wird die zeitliche Ab-
leitung für die Berechnung der Penetrationsgeschwindigkeit nicht explizit ausgeführt. 
Zerlegt man die Vektoren in Gl. 58 bezüglich ܭ଴, dann folgt 
 ݃௖ௗ ≔ ߣ௖ௗ − ܿ ∙ [( ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢘଴ ௌೕ + ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ] ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝      −݀ ∙ ௗௗ௧ {[( ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢘଴ ௌೕ + ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ] ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝} = Ͳ .  59. 
 
Das nichtlineare flexible Inplane-Joint ist durch die folgende Kopplungsbedingung de-
finiert 
 ݃௖ௗ: = ߣ௖ௗ − ௖݂ௗሺࢠ௖ሻ = Ͳ .     60. 
 
Hierbei bezeichnet ௖݂ௗ  eine beliebige Funktion der Durchdringung und Durchdrin-
gungsgeschwindigkeit von �௜ in die körperfeste Ebene am Punkt �௝. 
 
Werden die Punkte �௜ und �௝ durch ein flexibles Inplane-Joint gekoppelt, erhält man 
nachstehende Kopplungskräfte/-momente  
 ࡲ଴ ௖೔ = ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝ ߣ௖ௗ ,    �௜ ௖೔ = ࢘௜ ஼೔ × ࢀ(ࢽ௜ , ࢽ௝)௜௝ ࢋ௝ ௝  ߣ௖ௗ , ࡲ଴ ௖ೕ = − ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝  ߣ௖ௗ , �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢽ௝)௝଴ ቀ ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔ − ࢘଴ ௌೕቁ ߣ௖ௗ .  61. 
 
Die Kontaktsituation für das flexible Inplane-Joint ist in Figure 10 dargestellt. Die Kopp-
lungskraft ࡲ଴ ௖೔ wirkt auf Körper i am Punkt �௜ ein. Die Reaktionskraft ࡲ଴ ௖ೕ auf Körper 
j wirkt am Punkt �௝̅ (Projektion von �௜ auf die durch �௝  und ࢋ௝  definierte Ebene). Die 
Richtung der Kopplungskräfte wird durch den Einheitsvektor ࢋ௝ definiert. Es ist zu be-
achten, dass für die Berechnung des Drehmoments von ࡲ ଴ ௖ೕ bezüglich ௝ܵ die Kraft ent-
lang ihrer Wirkungslinie in den Punkt �௜ verschoben werden kann. 
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Figure 10: Flexibles Inplane-Joint: Geometrie und Kopplungskräfte. 
 
 
2.2.2.3 Flexibles “Perpendicular-Joint”  
 
Das dritte flexible Basis-Gelenk ist das flexible Perpendicular-Joint. Das lineare flexible 
Perpendicular-Joint ist durch folgende Bindungsbedingungen definiert 
 ݃௖௣: = ߣ௖௣ − ܿ ∙  (ࢋ௜ ∙ ࢋ௝) − ݀ ∙ ݀݀ݐ  {ࢋ௜ ∙ ࢋ௝} = Ͳ . 
  
62. ࢋ௜ und ࢋ௝ bezeichnen beliebige Einheitsvektoren, die auf Körper ݅ bzw. Körper ݆ fixiert 
sind. ܿ stellt eine Drehfederkonstante und ݀ einen Drehdämpferkoeffizient vor. Daher 
kann ߣ௖௣ als ein Drehmoment interpretiert werden, dessen elastischer Teil proportional 
zum Kosinus des Winkels zwischen ࢋ௜ und ࢋ௝ ist (üblicherweise sind ࢋ௜ und ࢋ௝ in der 
spannungsfreien Referenzkonfiguration orthogonal). Der zweite Term stellt ein Dämp-
fungsdrehmoment dar. Die Auswertung der Vektoren in Gl. 62 bezüglich ܭ଴ liefert 
 ݃௖௣: = ߣ௖௣ − ܿ ∙  ( ࢀሺࢽ௜ሻ଴௜ ࢋ௜ ௜ ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝) − ݀ ∙ ௗௗ௧ { ࢀሺࢽ௜ሻ଴௜ ࢋ௜ ௜ ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝} = Ͳ .   63. 
 
Das nichtlineare flexible Perpendicular-Joint ist über die nachstehende Kopplungs-be-
dingung definiert 
 ݃௖௣: = ߣ௖௣ − ௖݂௣(ࢽ௜, �௜ ௜, ࢽ௝ , �௝ ௝) = Ͳ ,     64. 
 
wobei ௖݂௣ eine beliebige Funktion des Cosinus des Winkels zwischen ࢋ௜ und ࢋ௝  und 
dessen Zeitableitung bezeichnet. 
 
Koppelt man die Punkte �௜ und �௝ über ein flexibles Perpendicular-Joint, dann können 
die Kopplungskräfte und –momente wie folgt berechnet werden 
 ࡲ଴ ௖೔ = ૙ , �௜ ௖೔ = ࢋ௜ ௜ × ࢀሺࢽ௜, ࢽ௝ሻ௜௝ ࢋ௝ ௝  ߣ௖௣ , ࡲ଴ ௖ೕ = ૙ ,        �௝ ௖ೕ = ࢋ௝ ௝ × ࢀሺࢽ௜, ࢽ௝ሻ௝௜ ࢋ௜ ௜  ߣ௖௣ .        65. 
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Es ist zu beachten, dass die Kreuzprodukte verschwinden, falls ࢋ௜ und ࢋ௝ parallel sind. 
In dieser singulären Position ist das Drehmoment nicht definiert und spezielle Techni-
ken müssen verwendet werden, um die Singularität abzufangen (ähnlich wie die Be-
handlung von Singularitäten in Verbindung mit Euler-Winkeln). Es sollte ferner erwähnt 
werden, dass bei Wahl hoher Kopplungssteifigkeiten (Penaltysteifigkeiten) der Winkel 
zwischen ࢋ௜ und ࢋ௝ nahzu konstant (≈ �/ʹ) bleibt, so dass die Drehmomentberech-
nung nach Gl. 65 keine Probleme bereitet. Für weiche Kopplungssteifigkeiten können 
andere Formulierungen günstiger sein (z.B. Skalierung des Momentes in Gl. 65 mit (ࢋ௜ × ࢋ௝)−ଵ, so dass ߣ௖௣ den Betrag des Momentes wiederspiegelt).  
 
 
2.2.2.4 Kombination flexibler Basis-Gelenke 
 
Durch Kombination verschiedener flexibler Basis-Gelenke können weitere flexible Ge-
lenke erzeugt werden, z.B. das flexible Universal-Joint (1 Atpoint-Joint + 1 Perpendi-
cular-Joint), das flexible Revolute-Joint (1 Atpoint-Joint + 2 Perpendicular-Joints), das 
flexible Tanslational-Joint (3 Perpendicular-Joints + 2 Inplane-Joints), das flexible Cy-
lindrical-Joint (2 Perpendicular-Joints + 2 Inplane-Joints), das flexible Planar-Joint (2 
Perpendicular-Joints + 1 Inplane-Joint), das flexible Inline-Joint (2 Inplane-Joints) und 





Bei Anwendung eines Kraft/Kraft-Kopplungsansatzes werden die Kopplungs-variab-
len ࣅ ଴ ௖௔, ߣ௖ௗ und ߣ௖௣ in beiden Subsysteme verwendet. 
 
 
2.2.3.1 Flexibles Atpoint-Joint (Flexibles Kugelgelenk) 
 
Verwendet man einen Kraft/Kraft-Kopplungsansatz und verbindet die Körper ݅ und ݆ 
durch ein flexibles Atpoint-Joint, dann lauten die Kopplungskräfte/-momente sowie die 
drei skalaren Kopplungsbedingungen wie folgt: 
 ࡲ଴ ௖೔ = ࣅ଴ ௖௔ ,           �௜ ௖೔ = ࢘௜ ஼೔ × ࢀሺࢽ௜ሻ௜଴ ࣅ଴ ௖௔ ,         ࡲ଴ ௖ೕ = − ࣅ଴ ௖௔ ,       �௝ ௖ೕ = − ࢘௝ ஼ೕ × ࢀሺࢽ௝ሻ௝଴ ࣅ଴ ௖௔ ,     �௖௔ ≔ ࣅ଴ ௖௔ − �଴ ࢉ�ሺࢠࢉሻ = ૙ .        66. 
 
Gl. 52, 53 und 66 stellen die Bewegungsgleichungen für die Kopplungskörper ݅ und ݆ 
dar, falls die beiden Körper durch ein flexibles Atpoint-Joint verbunden sind. 
 
 
2.2.3.2 Flexibles Inplane-Joint 
 
Für das flexible Inplane-Joint sind die Kopplungskräfte/-momente und die 10 skalaren 
Kopplungsbedingungen gegeben durch 
 ࡲ଴ ௖೔ = ࢀ(ࢽ̃௝)଴௝ ࢋ௝ ௝  ߣ௖ௗ ,   �௜ ௖೔ = ࢘௜ ஼೔ × ࢀ(ࢽ௜ , ࢽ̃௝)௜௝ ࢋ௝ ௝  ߣ௖ௗ , ࡲ଴ ௖ೕ = − ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝ ߣ௖ௗ , �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢽ௝)௝଴ ቀ ࢘̃଴ ௌ೔ + ࢀሺࢽ̃௜ሻ଴௜ ࢘௜ ஼೔ − ࢘଴ ௌೕቁ  ߣ௖ௗ  , 67. 
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݃௖ௗ ≔ ߣ௖ௗ − ௖݂ௗሺࢠ௖ሻ = Ͳ ,   �௖௥೔ ≔ ࢘̃଴ ௌ೔ − ࢘଴ ௌ೔ = ૙ ,  �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ ,             �௖ఊೕ ≔ ࢽ̃௝ − ࢽ௝ = ૙  .          
 
Gl. 67 zusammen mit Gl. 52 und 53 sind die Bewegungsgleichungen für die Kopp-
lungskörper ݅ und ݆ für den Fall, dass die Körper durch ein flexibles Inplane-Joint ver-
bunden sind. Durch den Co-Simulationsansatz werden die beiden Subsysteme unab-
hängig von �ܶ bis �ܶ+ଵ integriert. Deshalb sind die Zustandsvariablen ࢠ௝ in Subsystem 
1 nicht verfügbar und analog sind die Zustandsvariablen ࢠ௜ in Subsystem 2 nicht zu-
gänglich. Aus diesem Grund werden in Subsystem 1 die Zustandsvariablen ࢽ௝ durch 
die zusätzlichen Kopplungsvariablen ࢽ̃௝ ersetzt. In Subsystem 2 sind die Zustandsva-
riablen ࢘ ଴ ௌ೔ und ࢽ௜ durch die zusätzlichen Kopplungsvariablen ࢘̃ ଴ ௌ೔ und ࢽ̃௜ zu ersetzen. 
Aufgrund der zusätzlichen Kopplungsvariablen, müssen die zusätzlichen Kopplungs-




2.2.3.3 Flexibles Perpendicular-Joint 
 
Bei Verwendung eines flexiblen Perpendicular-Joint sind die Kopplungskräfte/-mo-
ment und die 7 skalaren Kopplungsbedingungen durch folgende Gleichungen gege-
ben 
 ࡲ଴ ௖೔ = ૙ , �௜ ௖೔ = ࢋ௜ ௜ × ࢀ(ࢽ௜ , ࢽ̃௝)௜௝ ࢋ௝ ௝  ߣ௖௣ , ࡲ଴ ௖ೕ = ૙ ,         �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢽ̃௜ , ࢽ௝)௝௜ ࢋ௜ ௜ ߣ௖௣ , ݃௖௣ ≔ ߣ௖௣ − ௖݂௣(ࢽ௜, �௜ ௜,   ࢽ௝ , �௝ ௝) = Ͳ ,     �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ ,     �௖ఊೕ ≔ ࢽ̃௝ − ࢽ௝ = ૙ . 68. 
 
Gl. 52, 53 und 68 stellen die Bewegungsgleichungen für die Kopplungskörper ݅ und ݆ 
dar. Für das flexible Perpendicular-Joint müssen 6 zusätzliche Kopplungsvariablen (ࢽ̃௜ 






Die grundsätzliche Idee bei Anwendung eines Kraft/Weg-Kopplungsansatzes besteht 
darin, die Kopplungsvariablen ࣅ଴ ௖௔, ߣ௖ௗ und ߣ௖௣ in Subsystem 2 mittels der Kopplungs-
bedingungen �௖௔, ݃௖ௗ und ݃௖௣ zu ersetzen. Als Folge müssen weitere Kopplungsvari-
ablen definiert werden. 
 
 
2.2.4.1 Flexibles Atpoint-Joint 
 
Falls die Körper ݅ und ݆ durch ein flexibles Atpoint-Joint verbunden sind, erhält man die 
nachstehenden Kopplungskräfte/-momente und insgesamt 15 skalare Kopplungsbe-
dingungen ࡲ଴ ௖೔ = ࣅ଴ ௖௔ ,                          �௜ ௖೔ = ࢘௜ ஼೔ × ࢀሺࢽ௜ሻ௜଴ ࣅ଴ ௖௔ , ࡲ଴ ௖ೕ = − �଴ ௖௔(࢛̃௜, ࢠ௝) , �௝ ௖ೕ = − ࢘௝ ஼ೕ × ࢀ(ࢽ௝)௝଴ �଴ ௖௔(࢛̃௜, ࢠ௝) , 69. 
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�௖௔ ≔ ࣅ଴ ௖௔ − �଴ ௖௔ሺࢠࢉሻ = ૙ ,  �௖௥೔ ≔ ࢘̃଴ ௌ೔ − ࢘଴ ௌ೔ = ૙ ,    �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ , �௖௩೔ ≔ ࢜̃଴ ௌ೔ − ࢜଴ ௌ೔ = ૙ ,    �௖ఠ೔ ≔ �̃௜ ௜ − �௜ ௜ = ૙ . 
 
Die Kopplungsvariablen für Subsystem 2 sind im Kopplungsvektor ࢛̃௜ =( ࢘̃ ଴ ௌ೔்    ࢽ̃௜்  ࢜̃ ଴ ௌ೔்  �̃ ௜ ௜் )் zusammengefasst, siehe Abschnitt 2.2.6. 
 
 
2.2.4.2 Flexibles Inplane-Joint 
 
Verwendet man das flexible Inplane-Joint zur Kopplung der Körper ݅ und ݆, ergeben 
sich insgesamt 16 skalare Kopplungsbedingungen. Zusammen mit den Kopplungs-
kräften und Kopplungsmomenten man erhält 
 ࡲ଴ ௖೔ = ࢀ(ࢽ̃௝)଴௝ ࢋ௝ ௝  ߣ௖ௗ ,                 �௜ ௖೔ = ࢘௜ ஼೔ × ࢀ(ࢽ௜ , ࢽ̃௝)௜௝ ࢋ௝ ௝  ߣ௖ௗ , ࡲ଴ ௖ೕ = − ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝ ௖݂ௗ(࢛̃௜, ࢠ௝) , �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢽ௝)௝଴ ቀ ࢘̃଴ ௌ೔ + ࢀሺࢽ̃௜ሻ଴௜ ࢘ ௜ ஼೔ − ࢘ ଴ ௌೕቁ ௖݂ௗ(࢛̃௜, ࢠ௝) , ݃௖ௗ ≔  ߣ௖ௗ − ௖݂ௗሺࢠ௖ሻ = Ͳ ,    �௖௥೔ ≔ ࢘̃଴ ௌ೔ − ࢘ ૙ ௌ೔ = ૙ ,   �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ , �௖௩೔ ≔ ࢜̃଴ ௌ೔ − ࢜ ଴ ௌ೔ = ૙ ,       �௖ఠ೔ ≔ �̃௜ ௜ − � ௜ ௜ = ૙ ,     �௖ఊೕ ≔ ࢽ̃௝ − ࢽ௝ = ૙ , 
70. 
 




2.2.4.3 Flexibles Perpendicular-Joint  
 
Wenn die Subsysteme durch ein flexibles Perpendicular-Joint verbunden werden, 
dann lauten die Kopplungskräfte/-momente sowie die 10 skalaren Kopplungsbedin-
gungen  
 ࡲ଴ ௖೔ = ૙ , �௜ ௖೔ = ࢋ௜ ௜ × ࢀ(ࢽ௜, ࢽ̃௝)௜௝ ࢋ௝ ௝ ߣ௖௣ ,  ࡲ଴ ௖ೕ = ૙ , �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢽ̃௜, ࢽ௝)௝௜ ࢋ௜ ௜ ௖݂௣(࢛̃௜, ࢠ௝) , ݃௖௣ ≔  ߣ௖௣ − ௖݂௣ሺࢠ௖ሻ = Ͳ , �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ , �௖ఠ೔ ≔ �̃௜ ௜ − �௜ ௜ = ૙ ,             �௖ఊೕ ≔ ࢽ̃௝ − ࢽ௝ = ૙  71. 
 









2.2.5.1 Flexibles Atpoint-Joint (Flexibles Kugelgelenk)  
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Für den Fall, dass Körper ݅ und Körper ݆ durch ein flexibles Atpoint-Joint verbunden 
sind, sind 24 skalare Kopplungsbedingungen zu formulieren. Die Kopplungskräfte/-
momente und die Kopplungsbedingungen sind gegeben durch 
      ࡲ଴ ௖೔ = �଴ ௖௔(ࢠ௜, ࢛̃௝) ,             �௜ ௖೔ = ࢘௜ ஼೔ × ࢀሺࢽ௜ሻ௜଴ �଴ ௖௔(ࢠ௜, ࢛̃௝) ,                        ࡲ଴ ௖ೕ = − �଴ ௖௔(࢛̃௜, ࢠ௝) ,         �௝ ௖ೕ = − ࢘௝ ஼ೕ × ࢀ(ࢽ௝)௝଴ �଴ ௖௔(࢛̃௜, ࢠ௝) , �௖௥೔ ≔ ࢘̃଴ ௌ೔ − ࢘଴ ௌ೔ = ૙ ,     �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ ,   �௖௩೔ ≔ ࢜̃଴ ௌ೔ − ࢜଴ ௌ೔ = ૙ , �௖ఠ೔ ≔ �̃௜ ௜ − �௜ ௜ = ૙ ,      �௖௥ೕ ≔ ࢘̃଴ ௌೕ − ࢘଴ ௌೕ = ૙ ,   �௖ఊೕ ≔ ࢽ̃௝ − ࢽ௝ = ૙ , �௖௩ೕ ≔ ࢜̃଴ ௌೕ − ࢜଴ ௌೕ = ૙ ,   �௖ఠೕ ≔ �̃௝ ௝ − �௝ ௝ = ૙  
72. 
 
mit den Kopplungsvektoren ࢛̃௜ = ( ࢘̃଴ ௌ೔்    ࢽ̃௜்  ࢜̃଴ ௌ೔்  �̃௜ ௜் )்  und ࢛̃௝ =ቀ ࢘̃଴ ௌೕ்    ࢽ̃௝்  ࢜̃଴ ௌೕ்  �̃௝ ௝் ቁ். 
 
 
2.2.5.2 Flexibles Inplane-Joint 
 
Bei Anwendung eines flexibles Inplane-Joints sind die Kopplungskräfte/-momente und 
die 24 skalaren Kopplungsbedingungen wie folgt definiert 
 ࡲ଴ ௖೔ = ࢀ(ࢽ̃௝)଴௝ ࢋ௝ ௝ f௖ௗ(ࢠ௜, ࢛̃௝) ,       �௜ ௖೔ = ࢘௜ ஼೔ × ࢀ(ࢽ௜ , ࢽ̃௝)௜௝ ࢋ௝ ௝  f௖ௗ(ࢠ௜, ࢛̃௝) , ࡲ଴ ௖ೕ = − ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝  f௖ௗ(࢛̃௜, ࢠ௝) ,  �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢽ௝)௝଴ ቀ ࢘̃଴ ௌ೔ + ࢀሺࢽ̃௜ሻ଴௜ ࢘௜ ஼೔ − ࢘଴ ௌೕቁ f௖ௗ(࢛̃௜, ࢠ௝) , �௖௥೔ ≔ ࢘̃଴ ௌ೔ − ࢘଴ ௌ೔ = ૙ ,     �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ ,   �௖௩೔ ≔ ࢜̃଴ ௌ೔ − ࢜଴ ௌ೔ = ૙ , �௖ఠ೔ ≔ �̃௜ ௜ − �௜ ௜ = ૙ ,      �௖௥ೕ ≔ ࢘̃଴ ௌೕ − ࢘଴ ௌೕ = ૙ ,   �௖ఊೕ ≔ ࢽ̃௝ − ࢽ௝ = ૙ , �௖௩ೕ ≔ ࢜̃଴ ௌೕ − ࢜଴ ௌೕ = ૙ ,   �௖ఠೕ ≔ �̃௝ ௝ − �௝ ௝ = ૙   
73. 
mit die Kopplungsvektoren ࢛̃௜ = ( ࢘̃଴ ௌ೔்    ࢽ̃௜்  ࢜̃଴ ௌ೔்  �̃௜ ௜் )்  und ࢛̃௝ =ቀ ࢘̃଴ ௌೕ்    ࢽ̃௝்  ࢜̃଴ ௌೕ்  �̃௝ ௝் ቁ்.  
 
 
2.2.5.3 Flexibles Perpendicular-Joint 
 
Durch die Verwendung eines flexiblen Perpendicular-Joints sind 12 skalare Kopp-
lungsbedingungen zu berücksichtigen. Zusammen mit den Kopplungskräften und 
Kopplungsmomenten erhält man 
 ࡲ଴ ௖೔ = ૙ ,  �௜ ௖೔ = ࢋ௜ ௜ × ࢀሺࢽ௜, ࢽ̃௝ሻ௜௝ ࢋ௝ ௝  f௖௣(ࢠ௜, ࢛̃௝) , ࡲ଴ ௖ೕ = ૙ ,  �௝ ௖ೕ = ࢋ௝ ௝ × ࢀሺࢽ̃௜, ࢽ௝ሻ௝௜ ࢋ௜ ௜ f௖௣(࢛̃௜, ࢠ௝) , �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ ,      �௖ఠ೔ ≔ �̃௜ − �௜ ௜ = ૙ , �௖ఊೕ ≔ ࢽ̃௝ − ࢽ௝ = ૙ ,     �௖ఠೕ ≔ �̃௝ − � ௝ ௝ = ૙        74. 
 
mit Kopplungsvektoren ࢛̃௜ = ( ࢽ̃௜்  �̃௜ ௜் )் und ࢛̃௝ = (ࢽ̃௝்  �̃௝ ௝் )்.  
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2.2.6 Allgemeines Integrationsschema für das Semi-implizite Co- 
  Simulationsverfahren 
 
Das semi-implizite Co-Simulationsverfahren wird in 3 Schritten durchgeführt, die nun 
für den Kraft/Kraft-, den Kraft/Weg- und den Weg/Wegkopplungsansatz in kompakter 
Darstellung beschrieben werden. Zunächst werden einige Hilfsvektoren definiert. Der 
Kopplungsvektor (Eingangsvektor) ࢛̃௝ = ሺ̃ݑ௝ଵ ̃ݑ௝ଶ… ̃ݑ௝௡ೠ̃ೕሻ் ∈ ℝ௡ೠ̃ೕ  beinhaltet die ݊௨̃௝ 
Kopplungsvariablen für den Kopplungskörper ݅; der Kopplungsvektor (Eingangsvektor) ࢛̃௜ = ሺ̃ݑ௜ଵ ̃ݑ௜ଶ… ̃ݑ௜௡ೠ̃೔ሻ் ∈ ℝ௡ೠ̃೔  enthält die ݊௨̃௜  Kopplungsvariablen für den Kopplungs-
körper ݆.  Die Kopplungsvektoren beider Subsysteme sind im resultierenden Kopp-
lungsvektor ࢛̃௖ = ሺ࢛̃௝்  ࢛̃௜் ሻ் ∈ ℝ௡ೠ̃ೕ+௡ೠ̃೔ , und die Kopplungs-bedingungen formal im Vek-
tor �௖ = ሺ݃௖ଵ ݃௖ଶ… ݃௖௡�ሻ் ∈ ℝ௡� zusammengefasst. 
 
Werden die Körper ݅ und ݆ beispielsweise durch eines flexibles Inplane-Joint (ohne 
Dämpfung) über einen Kraft/Kraft-Kopplungsansatz gekoppelt, erhält man folgende 
Kopplungsvariablen und Kopplungsbedingungen: 
 ࢛̃௝ = (ߣ௖ௗ ࢽ̃௝் )் ∈ ℝସ, ࢛̃௜ = (ߣ௖ௗ ࢘̃଴ ௌ೔்   ࢽ̃௜் )் ∈ ℝ଻, �௖ = ቀ݃௖ௗ  �௖௥೔்   �௖ఊ೔்   �௖ఊೕ் ቁ் ∈ ℝଵ଴. 
 
Verbindet man die Körper ݅ und ݆ durch ein flexibles Atpoint-Joint (mit Dämpfung) und 
durch ein flexibles Perpendicular-Joint (mit Dämpfung) über einen Kraft/Weg-Kopp-
lungsansatz, dann ergeben sich die folgenden Kopplungsgrößen und Kopplungsbe-
dingungen: ࢛̃௝ = ( ࣅ଴ ௖௔் ߣ௖௣ ࢽ̃௝் )் ∈ ℝ଻, ࢛̃௜ = ( ࢘̃଴ ௌ೔்   ࢽ̃௜் ࢜̃଴ ௌ೔் �̃௜ ௜் )் ∈ ℝଵଶ  und  �௖ =ቀ�௖௔் ݃௖௣ �௖௥೔்  �௖ఊ೔்  �௖௩೔்   �௖ఠ೔்  �௖ఊೕ் ቁ் ∈ ℝଵଽ. 
 
Um den semi-impliziten Kopplungsansatz allgemein zu erläutern, betrachten wir den 
allgemeinen Makrozeitschritt von �ܶ bis �ܶ+ଵ. Im Gegensatz zu Abschnitt 2.1, in dem 
die Kopplungsvariablen durch konstante Polynome approximiert wurden, diskutieren 
wir jetzt den allgemeinen Fall, dass die Kopplungsgrößen ࢛̃௝ und ࢛̃௜ durch allgemeine 
Polynome vom Grad ݇ approximiert werden. Zu Beginn des Makrozeitschrittes werden 
die Zustandsgrößen der Subsysteme und die Kopplungsvariablen als bekannt voraus-
gesetzt 
 ̂ࢠଵሺݐ = �ܶሻ = ̂ࢠଵ,� , ̂ࢠଶሺݐ = �ܶሻ = ̂ࢠଶ,� , (a) 75. ࢛̃௝ሺݐ = �ܶሻ = ࢛̃௝,� , ࢛̃௜ሺݐ = �ܶሻ = ࢛̃௜,� . (b) 
 
Schritt 1: Prädiktor-Schritt 
 Zur Extrapolation der Kopplungsvariablen im Prädiktor-Schritt wird jede Kom-
ponente der Kopplungsvektoren ࢛̃௝ und ࢛̃௜ durch Lagrange-Polynome approxi-
miert. Die ݇ + ͳ Abtastpunkte zur Generierung der Polynome vom Grad ݇ sind 
durch die Makrozeitpunkte �ܶ, �ܶ−ଵ, …, �ܶ−௞ definiert. Z.B wird das Prädiktor-
Polynom �ఒ೎೏௣ ሺݐሻ für die Kopplungsvariable ߣ௖ௗ im Zeitintervall [ �ܶ , �ܶ+ଵ] durch 
die ݇ + ͳ  Abtastpunkte ( �ܶ , ߣ௖ௗ,�), ( �ܶ−ଵ, ߣ௖ௗ,�−ଵ), … , ( �ܶ−௞, ߣ௖ௗ,�−௞)  definiert, 
für welches im Folgenden die verkürzte Notation �ఒ೎௣[( �ܶ, ߣ௖ௗ,�), ( �ܶ−ଵ, ߣ௖ௗ,�−ଵ),… , ( �ܶ−௞, ߣ௖ௗ,�−௞); ݐ ] verwendet wird. Die Extrapolations-polynome für Sub-
system 1 und Subsystem 2 werden formal in den Vektoren �௝௣ ∈ ℝ௡ೠ̃ೕ und �௜௣ ∈ℝ௡ೠ̃೔ zusammengefasst. 
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 Integration von Subsystem 1 und Subsystem 2 von �ܶ  bis �ܶ+ଵ mit den An-
fangsbedingungen 75a und den prädiktierten (extrapolierten) Kopplungsvariab-
len 
 ࢛̃௝௣ሺݐሻ = �௝௣[( �ܶ, ࢛̃௝,�), ( �ܶ−ଵ, ࢛̃௝,�−ଵ), … , ( �ܶ−௞, ࢛̃௝,�−௞); ݐ ] ࢛̃௜௣ሺݐሻ = �௜௣[( �ܶ, ࢛̃௜,�), ( �ܶ−ଵ, ࢛̃௜,�−ଵ),… , ( �ܶ−௞, ࢛̃௜,�−௞); ݐ ] 76. 
 
liefert die prädiktierten Zustandsvariablen zum Makrozeitpunkt �ܶ+ଵ 
 ̂ࢠଵ,�+ଵ௣ = ̂ࢠଵ,�+ଵ(࢛̃௝௣) , ̂ࢠଶ,�+ଵ௣ = ̂ࢠଶ,�+ଵ(࢛̃௜௣) . 77. 
 
Schritt 2: Berechnung der korrigierten Kopplungsvariablen 
 Die Subsystemintegration von �ܶ bis �ܶ+ଵ mit den prädiktierten (extrapolierten) 
Kopplungsvariablen wird wiederholt, wobei zwei Modifikationen vorgenommen 
werden. Einerseits wird die ݉-te (ͳ ൑ ݉ ൑ ݊௨̃௝) Komponente von �௝௣ durch das 
gestört-prädiktierte (interpolierende) Polynom �௨̃ೕ೘௣௣೘[( �ܶ+ଵ, ̃ݑ௝௠,�+ଵ௣ +Δݑ௠), ( �ܶ , ̃ݑ௝௠,�),… , ( �ܶ−௞+ଵ, ̃ݑ௝௠,�−௞+ଵ); ݐ ]  ersetzt, siehe Figure 11. 
Andererseits wird die ݊-te (ͳ ൑ ݊ ൑ ݊௨̃௜) Komponente von �௜௣ durch das gestört-
prädiktierte (interpolierende) Polynom �௨̃೔೙௣௣೙[( �ܶ+ଵ, ̃ݑ௜௡,�+ଵ௣ +Δݑ௡), ( �ܶ , ̃ݑ௜௡,�),… , ( �ܶ−௞+ଵ, ̃ݑ௜௡,�−௞+ଵ); ݐ ] ausgetauscht. Die Vektoren, welche 
die Polynome mit den gestörten Komponenten enthalten, werden mit �௝௣௣೘ und �௜௣௣೙ bezeichnet. Es ist zu beachten, dass Δݑ௠ und Δݑ௡ benutzerdefinierte In-
kremente sind (z.B. Δݑ௠ = Δݑ௡ = ͳͲ−଺). 
 
 Subsystemintegration von �ܶ bis �ܶ+ଵ mit Anfangsbedingungen 75a und den 
gestört-prädiktierten Kopplungsvariablen 
 ࢛̃௝௣௣೘ሺݐሻ = �௝௣௣೘[( �ܶ+ଵ, ̃ݑ௝௠,�+ଵ௣ + Δݑ௠), ( �ܶ , ࢛̃௝,�), ( �ܶ−ଵ, ࢛̃௝,�−ଵ), … ; ݐ ] ࢛̃௜௣௣೙ሺݐሻ = �௜௣௣೙[( �ܶ+ଵ, ̃ݑ௜௡,�+ଵ௣ + Δݑ௡), ( �ܶ , ࢛̃௜,�), ( �ܶ−ଵ, ࢛̃௜,�−ଵ), … ; ݐ ] 78. 
 
ergibt die gestört-prädiktierten Zustandsvariablen zum Makrozeitpunkt �ܶ+ଵ 
 ̂ࢠଵ,�+ଵ௣௣೘ = ̂ࢠଵ,�+ଵ(࢛̃௝௣௣೘) , ̂ࢠଶ,�+ଵ௣௣೙ = ̂ࢠଶ,�+ଵ(࢛̃௜௣௣೙) . 79. 
 
 Mit den prädiktierten und den gestört-prädiktierten Zustandsvariablen können 
die partiellen Ableitungen der Zustandsvektoren ࢠ௜ und ࢠ௝ bezüglich der ݉-ten 
und ݊-ten Kopplungsvariablen ̃ݑ௝௠,�+ଵ und ̃ݑ௜௡,�+ଵ durch finite Differenzen ap-
proximiert werden. Die partielle Ableitung der ߤ-ten ሺͳ ൑ ߤ ൑ ͳʹሻ Komponente 
von ࢠ௜  bezüglich ̃ݑ௝௠,�+ଵ  und die partielle Ableitung der ߥ-ten ሺͳ ൑ ߥ ൑ ͳʹሻ 
Komponente von ࢠ௝ in Bezug auf ̃ݑ௜௡,�+ଵ lauten 
 ߲ݖ௜ఓ,�+ଵ߲̃ݑ௝௠,�+ଵ|࢛̃೎,�+భ೛ ≈ ݖ௜ఓ,�+ଵ(࢛̃௝௣௣೘) − ݖ௜ఓ,�+ଵ(࢛̃௝௣)Δݑ௠   , ߲ݖ௝ఔ,�+ଵ߲̃ݑ௜௡,�+ଵ|࢛̃೎,�+భ೛ ≈ ݖ௝ఔ,�+ଵ(࢛̃௜௣௣೙) − ݖ௝ఔ,�+ଵ(࢛̃௜௣)Δݑ௡   . 
80. 
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 Mit Hilfe der partiellen Ableitungen können korrigierte Größen für die Kopp-
lungsvariablen zum Zeitpunkt �ܶ+ଵ berechnet werden. Am Makrozeitpunkt �ܶ+ଵ 
wird �௖,�+ଵ als Funktion der Kopplungsvariablen ࢛̃௖,�+ଵ betrachtet 
 �௖,�+ଵ(࢛̃௖,�+ଵ) . 81. 
 
Wählt man ࢛̃௖,�+ଵ௣  als Entwicklungspunkt und vernachlässigt man Terme höhe-
rer Ordnung, dann können linearisierte Kopplungsbedingungen durch Taylor-
reihenentwicklung der Funktionen �௖,�+ଵ(࢛̃௖,�+ଵ)  bezüglich ࢛̃௖,�+ଵ  berechnet 
werden: 
 �௖,�+ଵ௟௜௡௘௔௥(࢛̃௖,�+ଵ): = �௖,�+ଵ(࢛̃௖,�+ଵ௣ ) + ߲�௖,�+ଵ߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛ ∙ (࢛̃௖,�+ଵ − ࢛̃௖,�+ଵ௣ ) = ૙ . 82. 
 
Für die in Abschnitt 2.2.2 definierten flexiblen Basis-Gelenke können die Kopp-
lungsbedingungen in zwei Teile zerlegt werden: 
 �௖,�+ଵ(࢛̃௖,�+ଵ) = �௖,�+ଵ  ቀ࢛̃௖,�+ଵ, ࢠ௖,�+ଵ(࢛̃௖,�+ଵ)ቁ = ࢛̃௖,�+ଵ + �̅௖,�+ଵ ቀࢠ௖,�+ଵ(࢛̃௖,�+ଵ)ቁ . 83. 
 
Daher kann die Jacobimatrix ࡳ wie folgt geschrieben werden: 
 ࡳ = ߲�௖,�+ଵ߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛ = ࡱ + ߲�̅௖,�+ଵ߲ࢠ௖,�+ଵ ߲ࢠ௖,�+ଵ߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛  , 84. 
wobei die partiellen Ableitungen డࢠ೎,�+భడ࢛̃೎,�+భ|࢛̃೎,�+భ೛  mit Hilfe von Gl. 80 approximiert 
werden können. 
 
 Im Allgemeinen erfüllen die prädiktierten Zustandsvariablen und die prädiktier-
ten Kopplungsvariablen die Kopplungsbedingungen nicht, d.h. �௖,�+ଵ(࢛̃௖,�+ଵ௣ ) ≠૙. Korrigierte Kopplungsvariablen, die zumindest die linearisierten Kopplungs-
bedingungen erfüllen, können durch Lösen von Gl. 82 nach ࢛̃௖,�+ଵ bestimmt 
werden: 
 ࢛̃௖,�+ଵ = ࢛̃௖,�+ଵ௣ − ࡳ−ଵ ∙ �௖,�+ଵ(࢛̃௖,�+ଵ௣ ) . 85. 
 
Schritt 3: Korrektor-Schritt 
 Integration von Subsystem 1 und Subsystem 2 von �ܶ bis �ܶ+ଵ mit den korri-
gierten (interpolierten) Kopplungsvariablen 
 ࢛̃௝ሺݐሻ = �௝ [( �ܶ+ଵ, ࢛̃௝,�+ଵ), ( �ܶ , ࢛̃௝,�), … , ( �ܶ−௞+ଵ, ࢛̃௝,�−௞+ଵ); ݐ ] ࢛̃௜ሺݐሻ = �௜ [( �ܶ+ଵ, ࢛̃௜,�+ଵ), ( �ܶ , ࢛̃௜,�),… , ( �ܶ−௞+ଵ, ࢛̃௜,�−௞+ଵ); ݐ ] 86. 
 
liefert die korrigierten Zustandsvariablen zum Makrozeitpunkt �ܶ+ଵ 
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̂ࢠଵ,�+ଵ = ̂ࢠଵ,�+ଵ(࢛̃௝) ,       ̂ࢠଶ,�+ଵ = ̂ࢠଶ,�+ଵሺ࢛̃௜ሻ . 87. 
 
 Bemerkung: Die korrigierten Zustandsvariablen wurden durch die linearisierten 
Kopplungsbedingungen 82 berechnet. Im Allgemeinen erfüllen jedoch die kor-
rigierten Zuständen die nichtlinearen Kopplungsbedingungen nicht, d.h. �௖,�+ଵ ቀ࢛̃௖,�+ଵ , ࢠ௖,�+ଵ (࢛̃௖,�+ଵ)ቁ ≠ ૙.  Um konsistente korrigierte Kopplungsgrö-
ßen zu erhalten, können die Kopplungsvariablen in einem finalen Updateschritt 
mit Hilfe der Kopplungsgleichungen und der korrigierten Zustandsvariablen be-
rechnet werden, d.h. durch Lösen von 
 �௖,�+ଵ ቀ࢛̃௖,�+ଵ௙௜௡௔௟  , ࢠ௖,�+ଵ(࢛̃௖,�+ଵ)ቁ = ૙ 88. 
 
nach ࢛̃௖,�+ଵ௙௜௡௔௟ . Anstatt ࢛̃௖,�+ଵ  gemäß Gl. 85 werden ࢛̃௖,�+ଵ௙௜௡௔௟  aus Gl. 88 als korri-
gierte Kopplungsvariablen für den Makrozeitpunkt �ܶ+ଵ verwendet, wodurch die 
Simulationsergebnisse und evtl. auch die numerische Stabilität verbessert wer-
den können. 
 
     
Figure 11: Darstellung der drei Approximationspolynome (Polynomgrad ࢑ = ૛) für die Kopplungsvari-
able ࢛̃࢐࢓ሺ࢚ሻ: Prädiktorspolynom (Extrapolation) �࢛̃࢐࢓࢖ ሺ࢚ሻ, gestört-prädiktiertes (interpolierendes) Poly-
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2.3 Numerische Beispiele 
 




2.3.1 Linearer Zweimassenschwinger 
 
Als erstes Beispiel wird der lineare Zweimassenschwinger aus Abschnitt 2.1 betrach-
tet. Simulationen wurden mit folgenden Parametern ausgeführt: ݉ଵ = ͳ k�, ݉ଶ = ʹ k�, ܿ = ܿଵ = ܿଶ = ܿ௖ = ͳͲͲͲ� �⁄  and ݀ = ݀ଵ = ݀ଶ = ݀௖ = ͳͲ ��/�. Als Anfangsbedingun-
gen wurden folgende Werte gewählt: ݔଵ,଴ = ݔଶ,଴ = Ͳ �,  ݒଵ,଴ = ͳͲͲ� �⁄ , ݒଶ,଴ =−ͳͲͲ� �⁄ . Die Subsysteme werden jeweils mit einem BDF-Integrator (relative und ab-
solute Fehlertoleranz �௥௘௟ = �௔௕௦ = ͳܧ − ͸) gelöst. Figure 12 zeigt die Bewegung ݔଵሺݐሻ 
der linken Masse für verschiedene Makroschrittweiten � ሺKraft/Kraft-Kopplungsan-
satz, ݇ = Ͳሻ. Figure 13 zeigt den globalen Fehler über der Makroschrittweite � für die 
3 verschiedenen Dekompositionstechniken. Die Kurven wurden für konstante (݇ = Ͳ), 
lineare (݇ = ͳ) und quadratische (݇ = ʹ) Approximationspolynome erzeugt. Als Refe-
renz für den globalen Fehler wird die analytische Lösung von Gl. 1 verwendet. Die 
gestrichelten Geraden in Figure 13 sind Hilfslinien (�ଵ-, �ଶ- und �ଷ-Linien). Figure 14 
zeigt Stabilitätsplots für das explizite und das semi-implizite Co-Simulationsverfahren 
(Kraft/Kraft-Kopplungsansatz). Simulationen wurden mit einer Makroschrittweiten von � = ͷܧ − ͵ � für unterschiedliche Werte von ܿ und ݀ und für unterschiedliche Approxi-
mationspolynome (݇ = Ͳ, ݇ = ͳ und ݇ = ʹ) durchgeführt. Stabile explizite Simulatio-
nen sind mit "X" und stabile semi-implizite Simulationen mit "Ο" gekennzeichnet. Man 
erkennt, dass das explizite Verfahren für große ܿ- und ݀- Werte instabil wird. Der semi-
implizite Ansatz ist im betrachteten Parameterbereich für ݇ = Ͳ und ݇ = ͳ stabil und 
nur für ݇ = ʹ im Bereich ܿ > ͳܧͶ� �⁄  und ݀ < ͷܧͳ�� �⁄  instabil. Es ist zu beachten, 
dass der Zweimassenschwinger aus mechanischer Sicht ein stabiles System ist, falls ݉ଵ, ݉ଶ > Ͳ , ܿ > Ͳ und ݀ > Ͳ  sind. Zeigt eine Simulation daher exponentiell anstei-
gende Amplituden, resultiert diese Instabilität aus der Diskretisierung des Modells 
durch den Co-Simulationsansatz (ein destabilisierender Einfluß der Subsystemsolver 
kann ausgeschlossen werden). 
 
Figure 12: Verschiebung ࢞૚ሺ࢚ሻ für verschiedene Makroschrittweiten ࡴ (Kraft/Kraft-Kopplungsansatz, ࢑ = ૙ሻ. 
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Figure 13: Konvergenzplots für den linearen Zweimassenschwinger: globaler Fehler über Makro-
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Figure 14: Stabile Co-Simulationen für das explizite und das semi-implizite Co-Simulationsverfahren 





Als zweites Beispiel betrachten wir das ebene Doppelpendel (Massen ݉ଵ = ݉ଶ =ͳ k�, Trägheitsmomente ܬଵ = ܬଶ = ͳ ͳʹ⁄ k� �ଶ, Längen ℓଵ = ℓଶ = ͳ �), siehe Figure 15. 
Die erste Stange ist über ein starres Drehgelenk und ein Drehfeder/-dämpfer-Paket 
(Federkonstante ܿ� = ͷͲͲ�� �ad⁄ , Dämpferkoeffizient ݀� = ͷ ���/�ad) mit der Um-
gebung verbunden. Die Feder ist entspannt für �ଵ = ͷ� ͳ͸⁄ �ad. Die zweite Stange ist 
mit der ersten Stange über ein lineares flexiblen Atpoint-Joint (ܿ௫ = ܿ௬ = ͳܧͷ �/�, ݀௫ = ݀௬ = ͳܧʹ ��/�) verbunden, das im ebenen Fall äquivalent zu einem Drehgelenk 
ist. Die Gewichtskraft (݃ = ͻ,ͺͳ� �ଶ⁄ )  wirkt in negative ݕ-Richtung.  Folgende An-
fangs-bedingungen wurden gewählt: �ଵ,଴ = � Ͷ⁄ �ad,  �ଶ,଴ = −� Ͷ⁄ �ad,  �ሶଵ,଴ = �ሶ ଶ,଴ =Ͳ �ad �⁄ . Die Subsysteme wurden mit einem impliziten Runge-Kutta-Verfahren (relative 
und absolute Fehlertoleranz �௥௘௟ = �௔௕௦ = ͳܧ − ͸) integriert. Figure 16 zeigt die Winkel �ଵሺݐሻ und �ଶሺݐሻ, die Verschiebungen der Schwerpunkte ܵଵ und ܵଶ in horizontaler und 
vertikaler Richtung sowie die Kopplungskräfte ߣ ଴ ௖௔ೣሺݐሻ und ߣ ଴ ௖௔೤ሺݐሻ für ݇ = Ͳ, ݇ = ͳ 
und ݇ = ʹ (Kraft/Kraft-Kopplungsansatz, Makroschrittweite � = ͳܧ − ͵ �). Man sieht, 
dass selbst für ݇ =  Ͳ die Co-Simulationsergebnisse sehr nahe bei der Referenz lie-
gen, die mit einem monolithischen Modell numerisch berechnet wurde. Man beachte, 
dass die großen Schwankungen der Kopplungskräfte zu Beginn des Simulationser-
gebnisses aus der Steifigkeit des flexiblen Atpoint-Joints resultieren. Da mit Dämpfung 






















Figure 15: Doppelpendel: Interpretation als zwei gekoppelte Stangen, die durch ein flexibles Atpoint-
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Figure 16: Winkel �૚ሺ࢚ሻ und �૛ሺ࢚ሻ, Verschiebungen ࢞ࡿ૚ሺ࢚ሻ und ࢟ࡿ૚ሺ࢚ሻ, Verschiebungen ࢞ࡿ૛ሺ࢚ሻ und ࢟ࡿ૛ሺ࢚ሻ sowie Kopplungskräfte ࣅ૙ ࢉ�࢞ሺ࢚ሻ und ࣅ૙ ࢉ�࢟ሺ࢚ሻ für ࢑ = ૙, ࢑ = ૚ und ࢑ = ૛ (Kraft/Kraft-Kopp-





Im dritten Beispiel wird das ebene Schubkurbelgetriebe analysiert, siehe Figure 17. 
Jedes Subsystem besteht aus einer starren Stange, die durch ein ideales Drehgelenk 
mit der Umgebung verbunden ist. Beide Subsysteme sind durch ein lineares flexibles 
Inplane-Joint gekoppelt ሺܿ = ͳܧ͵ �/�, ݀ = Ͳ ��/�ሻ. Die Gewichtskraft ሺ݃ = ͻ,ͺͳ �/�ଶሻ wirkt in negativer ݕ-Richtung. Die Simulationen wurden mit folgenden Parametern 
durchgeführt: ݉ଵ = √ʹ k�, ݉ଶ = ʹ k�, ܬଵ = √ʹ ͸⁄ k� �ଶ, ܬଶ = ʹ ͵ k� �ଶ⁄ , ݈ଵ = √ʹ �, ݈ଶ =ʹ �.  Die Anfangsbedingungen lauten: �ଵ,଴ = � Ͷ⁄ �ad,  �ଶ,଴ = � ʹ⁄ �ad,  �ሶଵ,଴ = �ሶ ଶ,଴ =Ͳ �ad �⁄ . Die Subsysteme wurden mit einem impliziten Runge-Kutta-Integrator (relative 
und absolute Fehlertoleranz �௥௘௟ = �௔௕௦ = ͳܧ − ͸) integriert. Figure 18 zeigt die Winkel �ଵሺݐሻ und �ଶሺݐሻ, die Verschiebungen der Schwerpunkte ܵଵ und ܵଶ in horizontaler und 
vertikaler Richtung sowie die Gesamtenergie ܧ௧௢௧௔௟ሺݐሻ des Systems (kinetische sowie 
potentielle Energie) für verschiedene Makroschrittweite � (Kraft/Kraft-Kopplungsan-
satz, ݇ = Ͳ). Die Plots zeigen deutlich, dass die Co-Simulation gegen die Referenzlö-
sung konvergiert, die mit einem monolithischen Modell numerisch berechnet wurde. 
Die numerische Dämpfung infolge der Solver-Kopplung wird für kleinere Makroschritt-
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Figure 18: Winkel �૚ሺ࢚ሻ und �૛ሺ࢚ሻ, Verschiebungen ࢞ࡿ૚ሺ࢚ሻ und ࢟ࡿ૚ሺ࢚ሻ, Verschiebungen ࢞ࡿ૛ሺ࢚ሻ und ࢟ࡿ૛ሺ࢚ሻ sowie die Gesamtenergie ࡱ࢚࢕࢚�࢒ሺ࢚ሻ für ࡴ = ૚ࡱ − ૜ �, ࡴ = ૞ࡱ − ૝ s und ࡴ = ૚ࡱ − ૝ s 
(Kraft/Kraft-Kopplungsansatz, ࢑ = ૙). 
 
  




Der vorgestellte semi-implizite Co-Simulationsansatz kann als eine effiziente und 
stabile Alternative zu etablierten Kopplungsmethoden angesehen werden. Die nume-
rische Stabilität und das Konvergenzverhalten des semi-impliziten Verfahrens wurden 
untersucht und anhand verschiedener Beispiele praktisch analysiert. In unseren Simu-
lationen hat der semi-implizite Kopplungsansatz ein besseres Stabilitätsverhalten ge-
zeigt als der explizite Kopplungsansatz. Dies ist der Hauptvorteil des semi-impliziten 
Kopplungsverfahrens. Verglichen mit dem expliziten Ansatz hat das semi-implizite Ver-
fahren einen entscheidenden Nachteil: der Makrozeitschritt muss zur Berechnung kor-
rigierter Zustände und Kopplungsvariablen einmal wiederholt werden. Daher muss der 
Subsystemintegrator am vorherigen Makrozeitpunkt �ܶ reinitialisiert werden. 
 
Für das semi-implizite Co-Simulationsverfahren ist eine Jacobi-Matrix erforderlich. In 
der Praxis benötigt die Berechnung der Jacobi-Matrix keine zusätzliche Rechenzeit, 
da die entsprechenden partiellen Ableitungen einfach parallel mit dem Prädiktor-Schritt  
berechnet werden können. Im Gegensatz zu voll-impliziten oder semi-implizite Kopp-
lungsansätzen, bei denen die Jacobi-Matrix von der Dimension der Subsysteme ab-
hängig ist, hat die Jacobi-Matrix des hier vorgestellten semi-impliziten Co-Simulations-
ansatzes eine sehr kleine Dimensionen (definiert durch die Anzahl der Kopplungsbe-
dingungen). Die Einträge in der Jacobi-Matrix können in einfacher Weise numerisch 
durch finite Differenzen berechnet werden. In unseren numerischen Tests war das Er-
gebnis nicht sehr empfindlich bezüglich der Wahl der Inkremente Δݑ௠ und Δݑ௡,, siehe 
Gl.80. Für den Fall, dass keine algebraischen Zwangsbedingungen zwischen dem 
Kopplungskörper ݅ (Körper ݆) und den anderen Körpern des Subsystems 1 (Subsys-
tems 2) existieren, d.h. am Kopplungskörper ݅  (Körper ݆) greifen keine Reaktions-
kräfte/-momente an, können sehr einfach Approximationen für die Jacobi-Matrix be-
stimmt werden, siehe Anhang B. 
 
Die Genauigkeit und Stabilität des dargestellten Kopplungsansatzes kann durch eine 
vollständige Iteration verbessert werden, d.h. durch mehrfache Wiederholung des 
Makrozeitschrittes mit korrigierten Kopplungsvariablen bis ein Konvergenzkriterium er-
füllt ist (voll-implizites Co-Simulationsverfahren). Ferner kann eine Makroschrittweite-
steuerung implementiert werden durch Vergleich prädiktierter und korrigierter Variab-
len. 
 
In dieser Arbeit werden die Kopplungskräfte ࡲ ଴ ௖೔ und ࡲ ଴ ௖ೕ im Inertialsystem ܭ଴ und die 
Kopplungsmomente � ௜ ௖೔ und � ௝ ௖ೕ im körperfesten Systeme ܭௌ೔ bzw. ܭௌೕ zerlegt. Bei 
Verwendung kommerzieller Mehrkörper-Software-Tools können die Kopplungskräfte 
daher einfach als raumfeste Kräfte und die Koppelmomente über körperfeste Drehmo-
mente implementiert werden. 
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3 Semi-implizite Co-Simulationsverfahren: Kopplung 
über algebraische Bindungsgleichungen 
  
Zur Solverkopplung mit algebraischen Bindungsgleichungen werden drei Methoden 
analysiert, nämlich  
 
 Co-Simulationsverfahren mittels Baumgarte-Stabilisierung,  
 Co-Simulationsverfahren auf Basis gewichteter Lagrange-Multiplikatoren und  




3.1 Prädiktor/Korrektor Co-Simulationsverfahren für Linea-
res Testmodell 
 
Wir betrachten das Co-Simulationstestmodell für eine Constraint-Kopplung, nämlich 
den linearen Zweimassenschwinger gemäß Figure 19. Im Gegensatz zu dem in Ab-
schnitt 2.1 verwendeten Testmodell, werden die beiden Einmassenschwinger (Massen ݉ଵ ݉ଶ⁄ , Federkonstanten ܿଵ ܿଶ⁄ , Dämpferkoeffizienten ݀ଵ ݀ଶ⁄ ) nun durch eine starre 
masselose Stange verbunden. Daher kann das Testmodell als zwei, über die algebra-




Figure 19: Linearer Zweimassenschwinger: Interpretation als zwei über eine algebraische Bindungs-
gleichung gekoppelte Einmassenschwinger. 
 
Die Position der beiden Massen wird wieder durch die Koordinaten ݔଵ ݔଶ⁄  und die ent-
sprechenden Geschwindigkeiten über die Variablen ݒଵ ݒଶ⁄  beschrieben. Die Federn 
sind entspannt für ݔଵ = ݔଶ = Ͳ. Die Bewegungsgleichungen für das autonome System 
lauten (Index-3 DAE-System):  
 ݔሶଵ = ݒଵ ݒሶଵ = − ܿଵ݉ଵ ݔଵ − ݀ଵ݉ଵ ݒଵ + ߣ௖݉ଵ ݔሶଶ = ݒଶ ݒሶଶ = − ܿଶ݉ଶ ݔଶ − ݀ଶ݉ଶ ݒଶ − ߣ௖݉ଶ   ݃௖ఒ ≔ ݔଶ − ݔଵ = Ͳ  . 
 
89. 
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In den obigen Gleichungen bezeichnet ߣ௖ den Lagrange-Multiplikator. Die Anfangsbe-
dingungen für die Zustandsvariablen sind gegeben durch 
 ݔଵሺݐ = Ͳሻ = ݔଵ,଴ = ݔ଴ , ݒଵሺݐ = Ͳሻ = ݒଵ,଴ = ݒ଴ , ݔଶሺݐ = Ͳሻ = ݔଶ,଴ = ݔ଴ , ݒଶሺݐ = Ͳሻ = ݒଶ,଴ = ݒ଴ . 90. 
 
Mit den Anfangsbedingungen aus Gl. 90, lautet die Anfangsbedingung für ߣ௖  
 ߣ௖ሺݐ = Ͳሻ = ߣ௖,଴ = ݉ଵ ∙ ݉ଶ݉ଵ +݉ଶ ∙ [( ܿଵ݉ଵ − ܿଶ݉ଶ) ∙ ݔ଴ + (݀ଵ݉ଵ − ݀ଶ݉ଶ) ∙ ݒ଴] . 91. 
 
 
3.1.1 Methode 1: Semi-impliziter Co-Simulationsansatz mittels Bau- 
  mgarte-Stabilisierung 
 
Das erste Verfahren verwendet die Baumgarte-Stabilisierung [8] zur Berechnung kor-
rigierter Kopplungsvariablen. Bei Verwendung eines Co-Simulationsansatzes wird das 
Gesamtsystem in zwei Subsysteme zerlegt. Dabei wird das Gesamtsystem (Gl. 89) so 
in zwei Subsysteme zerlegt, dass beide Subsysteme krafterregte Einmassen-schwin-
ger sind, siehe Figure 20. Die Einmassenschwinger werden, wie skizziert, durch die 
Kopplungskraft (Reaktionskraft) ߣ௖ erregt. 
 
 
Figure 20: Zerlegter Zweimassenschwinger 
 
Der zerlegte Zweimassenschwinger wird durch das folgende Gleichungssystem be-
schrieben: 
 
Subsystem 1:  
92. 
ݔሶଵ = ݒଵݒሶଵ = − ܿଵ݉ଵ ݔଵ − ݀ଵ݉ଵ ݒଵ + ߣ௖݉ଵ             (a) 
Subsystem 2:  ݔሶଶ = ݒଶݒሶଶ = − ܿଶ݉ଶ ݔଶ − ݀ଶ݉ଶ ݒଶ − ߣ௖݉ଶ            (b) 
Kopplungsbedingung:  ݃௖ఒ஻ ≔ ሺݔଶ − ݔଵሻ + ߚ ∙ ሺݒଶ − ݒଵሻ + ߛ ∙ ሺݒሶଶ − ݒሶଵሻ = Ͳ  . (c) 
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Um den Index des DAE-System zu reduzieren, wird die bekannte Baumgarte-Stabili-
sierung [8] verwendet, d.h. die Bedingungsgleichung ݃௖ఒ ≔ ݔଶ − ݔଵ = Ͳ in Gl. 89 wird 
durch die Kopplungsgleichung 92c ersetzt. Man beachte, dass ߚ > Ͳ und ߛ > Ͳ reelle, 
benutzerdefinierte Parameter sind (z.B. ߚ = ʹܧ − ͵ und ߛ = ͳܧ − ͸ሻ. 
 
Um den semi-impliziten Co-Simulationsansatz zu erklären, wird der allgemeine Mak-
rozeitschritt von �ܶ bis �ܶ+ଵ betrachtet. Aus Gründen einer kurzen und übersichtlichen 
Darstellung wird in diesem Abschnitt der Fall betrachtet, dass die Kopplungskraft ߣ௖ 
konstant approximiert wird. Approximation mit Polynomen höherer Ordnung wird in 
Abschnitt 3.2.3 diskutiert. Das semi-implizite Verfahren wird in 3 Schritten durchge-
führt, die nachfolgend erklärt werden. 
 
Zu Beginn des Makrozeitschrittes werden die Zustandsvariablen und die Kopplungs-
variablen als bekannt vorausgesetzt 
 ݔଵሺݐ = �ܶሻ = ݔଵ,� , ݒଵሺݐ = �ܶሻ = ݒଵ,� ,ݔଶሺݐ = �ܶሻ = ݔଶ,� , ݒଶሺݐ = �ܶሻ = ݒଶ,� ,          (a) 93.                            ߣ௖ሺݐ = �ܶሻ = ߣ௖,� .                            (b) 
 
Schritt 1: Prädiktor-Schritt 
 Mit der prädiktierten (extrapolierten) Kopplungskraft 
 ߣ௖௣ሺݐሻ = ߣ௖,�+ଵ௣ = ߣ௖,� = ݇݋݊ݏݐ.  , 94. 
 
liefert eine Integration der Subsysteme 1 und 2 von �ܶ bis �ܶ+ଵ mit den An-
fangsbedingungen 93a die prädiktierten Zustandsvariablen zum Makrozeit-
punkt �ܶ+ଵ: 
 ݔଵ,�+ଵ௣ = ݔଵ,�+ଵ (ߣ௖,�+ଵ௣ ) , ݒଵ,�+ଵ௣ = ݒଵ,�+ଵ (ߣ௖,�+ଵ௣ ) ,ݔଶ,�+ଵ௣ = ݔଶ,�+ଵ (ߣ௖,�+ଵ௣ ) , ݒଶ,�+ଵ௣ = ݒଶ,�+ଵ (ߣ௖,�+ଵ௣ ) . 95. 
 
Einsetzen der prädiktierten Zustandsvariablen aus Gl. 95 in die Bewegungsglei-
chungen 92a und 92b, ergibt die prädiktierten Beschleunigungen zum Makro-
zeitpunkt �ܶ+ଵ: 
  ݒሶଵ,�+ଵ௣ = ݒሶଵ,�+ଵ (ߣ௖,�+ଵ௣ ) ,         ݒሶଶ,�+ଵ௣ = ݒሶଶ,�+ଵ (ߣ௖,�+ଵ௣ ) . 96. 
 
Man beachte, dass im Fall einer konstanten Extrapolation im Zeitintervall [ �ܶ , �ܶ+ଵ], die prädiktierte Kopplungskraft ߣ௖௣ሺݐሻ  gleich der korrigierten Kopp-
lungskraft ߣ௖,� aus dem vorherigen Makrozeitpunkt �ܶ ist. 
 
Schritt 2: Berechnung der korrigierten Kopplungskraft 
 Bei Verwendung der gestört-prädiktierten Kopplungskraft 
 ߣ௖,�+ଵ௣௣ഊ = ߣ௖,�+ଵ௣ + Δߣ௖ = ݇݋݊ݏݐ.  , 97. 
 
liefert eine Integration der beiden Subsysteme von �ܶ bis �ܶ+ଵ mit den Anfangs-
bedingungen 93a die gestört-prädiktierten Zustandsvariablen zum Makrozeit-
punkt �ܶ+ଵ 
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 ݔଵ,�+ଵ௣௣ഊ = ݔଵ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ ) , ݒଵ,�+ଵ௣௣ഊ = ݒଵ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ ) ,ݔଶ,�+ଵ௣௣ഊ = ݔଶ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ ) , ݒଶ,�+ଵ௣௣ഊ = ݒଶ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ ) . 98. 
 
Setzt man die gestört-prädiktierte Zustandsvariablen aus Gl. 98 in die Bewe-
gungsgleichungen 92a und 92b ein, erhält man die gestört-prädiktierten Be-
schleunigungen zum Makrozeitpunkt �ܶ+ଵ: 
          ݒሶଵ,�+ଵ௣௣ഊ = ݒሶଵ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ ) ,         ݒሶଶ,�+ଵ௣௣ഊ = ݒሶଶ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ ) . 99. 
 
Es ist zu beachten, dass Δߣ௖ ein kleines, benutzerdefiniertes Inkrement ist. 
 
 Mit den prädiktierten sowie den gestört-prädiktierten Zustandsvariablen und Be-
schleunigungen können die partiellen Ableitungen der Zustandsvariablen und 
der Beschleunigung nach der Kopplungskraft durch finite Differenzen approxi-
miert werden: 
 ߲ݔଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ = l��Δఒ೎→଴ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ + Δߣ௖) − ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ )Δߣ௖ ≈ ݔଵ,�+ଵ௣௣ഊ − ݔଵ,�+ଵ௣Δߣ௖  , (a) 
100. 
߲ݒଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ = l��Δఒ೎→଴ ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ + Δߣ௖) − ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ )Δߣ௖ ≈ ݒଵ,�+ଵ௣௣ഊ − ݒଵ,�+ଵ௣Δߣ௖  , (b) ߲ݒሶଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ = l��Δఒ೎→଴ ݒሶଵ,�+ଵ(ߣ௖,�+ଵ௣ + Δߣ௖) − ݒሶଵ,�+ଵ(ߣ௖,�+ଵ௣ )Δߣ௖ ≈ ݒሶଵ,�+ଵ௣௣ഊ − ݒሶଵ,�+ଵ௣Δߣ௖  , (c) ߲ݔଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ = l��Δఒ೎→଴ ݔଶ,�+ଵ(ߣ௖,�+ଵ௣ + Δߣ௖) − ݔଶ,�+ଵ(ߣ௖,�+ଵ௣ )Δߣ௖ ≈ ݔଶ,�+ଵ௣௣ഊ − ݔଶ,�+ଵ௣Δߣ௖  , (d) ߲ݒଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ = l��Δఒ೎→଴ ݒଶ,�+ଵሺߣ௖,�+ଵ௣ + Δߣ௖ሻ − ݒଶ,�+ଵሺߣ௖,�+ଵ௣ ሻΔߣ௖ ≈ ݒଶ,�+ଵ௣௣ഊ − ݒଶ,�+ଵ௣Δߣ௖   , (e) ߲ݒሶଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ = l��Δఒ೎→଴ ݒሶଶ,�+ଵሺߣ௖,�+ଵ௣ + Δߣ௖ሻ − ݒሶଶ,�+ଵሺߣ௖,�+ଵ௣ ሻΔߣ௖ ≈ ݒሶଶ,�+ଵ௣௣ഊ − ݒሶଶ,�+ଵ௣Δߣ௖   . (f) 
 
 Mit Hilfe der partiellen Ableitungen kann eine korrigierte (verbesserte) Kopp-
lungskraft bestimmt werden. Mit dieser korrigierten Kopplungskraft wiederholt 
man den Makrozeitschritt �ܶ → �ܶ+ଵ (Korrektor-Schritt). Zur Berechnung der 
korrigierten Kopplungskraft betrachten man die Kopplungsbedingung ݃௖ఒ,�+ଵ஻  
(Gl. 92c) am Zeitpunkt �ܶ+ଵ  und interpretiert ݃௖ఒ,�+ଵ஻  als Funktion der Kopp-
lungskraft ߣ௖,�+ଵ 
 ݃௖ఒ,�+ଵ஻ (ߣ௖,�+ଵ) ≔ ቀݔଶ,�+ଵ(ߣ௖,�+ଵ) − ݔଵ,�+ଵ(ߣ௖,�+ଵ)ቁ                                       +ߚ ∙ ቀݒଶ,�+ଵ(ߣ௖,�+ଵ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ)ቁ                                  +ߛ ∙ ቀݒሶଶ,�+ଵ(ߣ௖,�+ଵ) − ݒሶଵ,�+ଵ(ߣ௖,�+ଵ)ቁ  . 101. 
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Als nächstes wird die Funktion ݃௖ఒ,�+ଵ஻ ሺߣ௖,�+ଵሻ in eine Taylorreihe bezüglich ߣ௖,�+ଵ entwickelt. Entwicklungspunkt ist der Prädiktorwert ߣ௖,�+ଵ௣ . Vernachlässigt 
man die Terme höherer Ordnung �(ߣ௖,�+ଵଶ ), liefert eine Taylorreihenentwicklung 
der Funktion ݃௖ఒ,�+ଵ஻ (ߣ௖,�+ଵ) die linearisierte Kopplungsbedingung 
 ݃௖ఒ,�+ଵ஻,௟௜௡௘௔௥(ߣ௖,�+ଵ) ≔ ݃௖ఒ,�+ଵ஻ (ߣ௖,�+ଵ௣ ) + ߲݃௖ఒ,�+ଵ஻߲ߣ௖,�+ଵ |ఒ೎,�+భ೛ ∙ (ߣ௖,�+ଵ − ߣ௖,�+ଵ௣ ) = ቀݔଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ + ߚ ∙ ቀݒଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ     +ߛ ∙ ቀݒሶଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݒሶଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ      + [ቌ߲ݔଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ − ߲ݔଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ቍ + ߚ ∙ ቌ߲ݒଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ − ߲ݒଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ቍ      + ߛ ∙ ቌ߲ݒሶଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ − ߲ݒሶଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ቍ] ∙ (ߣ௖,�+ଵ − ߣ௖,�+ଵ௣ ) = Ͳ . 
102. 
 
 Im Allgemeinen erfüllen die prädiktierten Zustandsvariablen und Beschleuni-
gungen die Kopplungsbedingung nicht, d.h. ݃௖ఒ,�+ଵ஻ (ߣ௖,�+ଵ௣ ): = ቀݔଶ,�+ଵ(ߣ௖,�+ଵ௣ ) −ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ  + ߚ ∙ ቀݒଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ + ߛ ∙ ቀݒሶଶ,�+ଵ(ߣ௖,�+ଵ௣ ) −ݒሶଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ ≠ Ͳ. Eine korrigierte Kopplungskraft, die zumindest die lineari-
sierte Kopplungsbedingung 102 erfüllt, kann durch Lösen von Gl. 102 hergelei-
tet werden. Man erhält 
 ߣ௖,�+ଵ = ߣ௖,�+ଵ௣  −ቀݔଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ + ߚ ∙ ቀݒଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ + ⋯[(߲ݔଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ − ߲ݔଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ) + ߚ ∙ (߲ݒଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ − ߲ݒଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ) +⋯]  . 103. 
 
Schritt 3: Korrektor-Schritt 
 Integration der beiden Subsysteme von �ܶ bis �ܶ+ଵ mit den Anfangsbedingun-
gen 93a und der korrigierten Kopplungskraft ߣ௖,�+ଵ aus Gl. 103 liefert die korri-
gierten Zustandsvariablen 
 ݔଵ,�+ଵ = ݔଵ,�+ଵ (ߣ௖,�+ଵ) , ݒଵ,�+ଵ = ݒଵ,�+ଵ (ߣ௖,�+ଵ) ,ݔଶ,�+ଵ = ݔଶ,�+ଵ (ߣ௖,�+ଵ) , ݒଶ,�+ଵ = ݒଶ,�+ଵ (ߣ௖,�+ଵ) . 104. 
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3.1.1.1 Semi-implizites Index-3 Co-Simulationsverfahren 
 
Für ߚ = ߛ = Ͳ ist die oben beschriebene semi-implizite Co-Simulationsmethode ein 
Kopplungsansatz auf Index-3 Ebene. In diesem Fall kann die Auswertung von Gl. 96 
und 99 vernachlässigt werden. Ferner sind in Gl. 100 nur die partiellen Ableitungen (a) 
und (d) zu berechnen. 
 
 
3.1.1.2 Semi-implizites Index-2 Co-Simulationsverfahren 
 
Wählt man ߚ > Ͳ  und ߛ = Ͳ  erhält man eine Co-Simulationsmethode auf Index-2 
Ebene. Bei Anwendung des Index-2 Ansatzes ist die Auswertung von Gl. 96 und Gl. 




3.1.1.3 Semi-implizites Index-1 Co-Simulationsverfahren 
 
Mit ߚ > Ͳ und ߛ > Ͳ ergibt sich ein Index-1-Co-Simulationsverfahren.  
 
 
3.1.2 Methode 2: Semi-implizites Co-Simulationsverfahren auf Basis    
  gewichteter Lagrange-Multiplikatoren  
 
Die zweite Methode verwendet gewichtete Lagrange-Multiplikatoren. Dabei werden die 
Kopplungsbedingungen auf Lage-, Geschwindigkeits- und Beschleunigungsebene 
verwendet, um korrigierte Kopplungsvariablen für den Korrektor-Schritt zu berechnen. 
Methode 2 ähnelt Methode 1 aus Abschnitt 3.1.1, unterscheidet sich aber in der Be-
rechnung der korrigierten Kopplungskraft ߣ௖,�+ଵ. 
 
Der zerlegte Zweimassenschwinger ist durch die nachstehenden Gleichungen be-
schrieben: 
 
Subsystem 1:  
105. 
ݔሶଵ = ݒଵݒሶଵ = − ܿଵ݉ଵ ݔଵ − ݀ଵ݉ଵ ݒଵ + ߣ௖݉ଵ            (a) 
Subsystem 2:  ݔሶଶ = ݒଶݒሶଶ = − ܿଶ݉ଶ ݔଶ − ݀ଶ݉ଶ ݒଶ − ߣ௖݉ଶ            (b) 
Kopplungsbedingungen:  ݃௖ఒ ≔ ݔଶ − ݔଵ = Ͳ           ሺܿͳሻ ሶ݃௖ఒ ≔ ݒଶ − ݒଵ = Ͳ           ሺܿʹሻ ሷ݃௖ఒ ≔ ݒሶଶ − ݒሶଵ = Ͳ  .        ሺܿ͵ሻ (c) 
 
Schritt 1: Prädiktor-Schritt 
 Der Prädiktor-Schritt ist äquivalent zu Methode 1 aus Abschnitt 3.1.1. 
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Schritt 2: Berechnung der korrigierten Kopplungskraft 
 Berechnung der partiellen Ableitungen gemäß Gl. 100 (äquivalent zu Methode 
1 aus Abschnitt 3.1.1). 
 
 Zur Berechnung der korrigierten Kopplungskraft ߣ௖,�+ଵ, werden die drei Kopp-
lungsbedingungen ݃௖ఒ,�+ଵ, ሶ݃௖ఒ,�+ଵ und ሷ݃௖ఒ,�+ଵ gemäß Gl. 105c am Makrozeit-
punkt �ܶ+ଵ betrachtet und als Funktion der Kopplungskraft ߣ௖,�+ଵ interpretiert: 
 ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ) ≔ ݔଶ,�+ଵ(ߣ௖,�+ଵ) − ݔଵ,�+ଵ(ߣ௖,�+ଵ) , ሶ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ) ≔ ݒଶ,�+ଵ(ߣ௖,�+ଵ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ) , ሷ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ) ≔ ݒሶଶ,�+ଵ(ߣ௖,�+ଵ) − ݒሶଵ,�+ଵ(ߣ௖,�+ଵ) . 106. 
 
Als nächstes werden die Funktionen ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ),  ሶ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ)  und ሷ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ)  in eine Taylorreihe bezüglich ߣ௖,�+ଵ  entwickelt. Als Entwick-
lungspunkt wird ߣ௖,�+ଵ௣  gewählt. Vernachlässigt man Terme höherer Ordnung �(ߣ௖,�+ଵଶ ) , liefert eine Taylorreihenentwicklung von ݃௖ఒ,�+ଵሺߣ௖,�+ଵሻ , ሶ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ) und ሷ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ) die linearisierten Kopplungsbedingungen: 

















 Löst man die linearisierte Kopplungsbedingung 107a, erhält man den korrigier-
ten Lagrange-Multiplikator 
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ߣ௖,�+ଵ௣௢௦ = ߣ௖,�+ଵ௣ − ݔଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ )߲ݔଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ − ߲ݔଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛     . 108. 
 
 Mit Hilfe der linearisierten Kopplungsbedingung 107b ergibt sich der korrigierte 
Lagrange-Multiplikator 
 ߣ௖,�+ଵ௩௘௟ = ߣ௖,�+ଵ௣ − ݒଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ )߲ݒଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ − ߲ݒଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛     . 109. 
 
 Verwendet man die linearisierten Kopplungsbedingung 107c, erhält man den 
korrigierten Lagrange-Multiplikator 
 ߣ௖,�+ଵ௔௖௖ = ߣ௖,�+ଵ௣ − ݒሶଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݒሶଵ,�+ଵ(ߣ௖,�+ଵ௣ )߲ݒሶଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ − ߲ݒሶଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛     . 110. 
 
 Bei Anwendung der Methode der gewichteten Multiplikatoren berechnet man 
die korrigierte Kopplungskraft gemäß 
 ߣ௖,�+ଵ = ͳͳ + ܽ + ܾ (ߣ௖,�+ଵ௣௢௦ + ܽ ∙ ߣ௖,�+ଵ௩௘௟ + ܾ ∙ ߣ௖,�+ଵ௔௖௖ )  , 111. 
 
 wobei ܽ ൒ Ͳ und ܾ ൒ Ͳ reelle, benutzerdefinierte Parameter sind (z.B. ܽ = ܾ = ͳ). 
 
Schritt 3: Korrektor-Schritt 
 Der Korrektor-Schritt ist äquivalent zu Methode 1 (Abschnitt 3.1.1). Der einzige 




3.1.2.1 Semi-implizites Index-3 Co-Simulationsverfahren 
 
Für ܽ = ܾ = Ͳ ist Methode 2 identisch mit der Index-3 Formulierung der Methode 1, 
siehe Abschnitt 3.1.1. 
 
 
3.1.2.2 Semi-implizites Index-2 Co-Simulationsverfahren 
 
Man wählt ܽ > Ͳ und ܾ = Ͳ, dann ergibt sich eine Co-Simulationsmethode auf Index-2 
Ebene. In diesem Fall ist die Auswertung von Gln. 96 und 99 nicht erforderlich; die 
partiellen Ableitungen Gln. 100c und 100f müssen nicht berechnet werden. 
 
 
3.1.2.3 Semi-implizites Index-1 Co-Simulationsverfahren 
 
Falls ܽ > Ͳ und ܾ > Ͳ gewählt wird, ergibt sich ein Index-1 Co-Simulationsverfahren. 
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3.1.3 Anmerkung zum Unterschied zwischen Methode 1 und 2 
 
Die beiden oben vorgestellten Methoden sind offensichtlich eng miteinander verwandt, 
da beide Methoden die gleichen Ingredienzien verwenden, nämlich die gleichen Prä-
diktor-Variablen und die gleichen partiellen Ableitungen zur Berechnung der korrigier-
ten Kopplungsvariablen. Der Unterschied der beiden Methoden liegt darin, wie die Ver-
fahren die Bestandteile kombinieren. Im Allgemeinen sind die beiden Verfahren nicht 
identisch und führen zu unterschiedlichen Ergebnissen. Beim Vergleich der Gl. 103 mit 
Gl. 111 (oder bei Vergleich der allgemeinen Ausdrücke 174 und 182 in Abschnitt 3.2.3), 
erkennt man, dass die Durchführung einer Co-Simulation mit konstanten Baumgarte-
Parametern ߚ  und ߛ  einer Simulation mit veränderlichen Parametern ܽ  und ܾ  ent-
spricht. Wird beispielsweise ein Makro-Zeitschritt mit den Baumgarte-Parametern ߚ 
und ߛ simuliert, d.h. mit Hilfe der korrigierten Kopplungsvariable ߣ௖,�+ଵ aus Gl. 103., 
dann kann die gleiche korrigierte Kopplungsvariable ߣ௖,�+ଵ (und folglich die gleichen 
korrigierten Zustandsgrößen) mit Hilfe der Methode der gewichteten Multiplikatoren 
gemäß Gl. 111 bestimmt werden. Werden die Parameter ߚ und ߛ festgelegt, können 
die entsprechenden Parameter ܽ und ܾ einfach durch Vergleich von Gl. 103 und Gl. 
111 ermittelt werden, d.h. über die Beziehung 
 ߣ௖,�+ଵ௣ − ቀݔଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ + ߚ ∙ ቀݒଶ,�+ଵ(ߣ௖,�+ଵ௣ ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ )ቁ + ⋯[(߲ݔଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ − ߲ݔଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ) + ߚ ∙ (߲ݒଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ − ߲ݒଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ) +⋯]   = ͳͳ + ܽ + ܾ (ߣ௖,�+ଵ௣௢௦ + ܽ ∙ ߣ௖,�+ଵ௩௘௟ + ܾ ∙ ߣ௖,�+ଵ௔௖௖ )  . 
112.
 
Man erkennt, dass ܽ und ܾ nicht eindeutig bestimmt sind, d.h. verschiedene Kombina-
tionen aus ܽ und ܾ können den gleichen Multiplikator ߣ௖,�+ଵ (bestimmt durch ߚ und ߛ) 
ergeben. Da die Prädiktor-Variablen und die partiellen Ableitungen sich in der Regel 
in jedem Makrozeitschritt ändern, entspricht ein Satz konstanter Baumgarte-Parame-
ter ߚ und ߛ einem veränderlichen Parametersatz ܽ und ܾ. Darum können Simulations-
ergebnisse, die mit konstanten Parametern ߚ und ߛ berechnet wurden, im Allgemei-




3.1.4 Methode 3: Semi-implizite Co-Simulationsmethode auf Basis  
  der stabilisierten Index-2 Formulierung 
 
Das dritte Verfahren wird als stabilisierte Index-2 Methode bezeichnet. Im Rahmen 
dieses Co-Simulationsverfahrens werden die beiden Einmassenschwinger durch zwei 
Kopplungsvariablen gekoppelt, nämlich durch die Reaktionskraft ߣ௖ und durch den zu-
sätzlichen Lagrange-Multiplikator ߤ௖ (siehe Figure 21). 
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Figure 21: Zerlegung des Zweimassenschwingers in zwei Einmassenschwinger (Kopplungsvariablen ࣅࢉ und ࣆࢉ). 
 
Um den Index des DAE-Systems zu reduzieren, wird das bekannte GGL(Gear Gupta 
Leimkuhler)-Stabilisierungsverfahren verwendet, siehe [27]. Dabei werden die Bin-
dungsgleichungen auf Positions- und Geschwindigkeitsebene berücksichtigt; gleich-
zeitig führt man einen zusätzlichen Lagrange-Multiplikator ߤ௖ ein (Anfangsbedingung ߤ௖ሺݐ = Ͳሻ = ߤ௖,଴ = Ͳ), der als Projektionsterm in der kinematischen Differentialglei-
chung interpretiert werden kann. Der zerlegte Zweimassenschwinger wird über das 
folgende Index-2 DAE-System beschrieben 
 
Subsystem 1:  
113. 
ݔሶଵ = ݒଵ + ߤ௖ݒሶଵ = − ܿଵ݉ଵ ݔଵ − ݀ଵ݉ଵ ݒଵ + ߣ௖݉ଵ             (a) 
Subsystem 2:  ݔሶଶ = ݒଶ − ߤ௖ݒሶଶ = − ܿଶ݉ଶ ݔଶ − ݀ଶ݉ଶ ݒଶ − ߣ௖݉ଶ            (b) 
Kopplungsbedingungen:  ݃௖ఒ ≔ ݔଶ − ݔଵ = Ͳ݃௖ఓ ≔ ݒଶ − ݒଵ = Ͳ   .            (c) 
 
Um das Verfahren zu beschreiben, wird wieder der allgemeine Makrozeitschritt von �ܶ 
bis �ܶ+ଵ betrachtet. Im Rahmen dieses Verfahrens werden die Kopplungsvariablen ߣ௖ 
und ߤ௖ konstant approximiert. 
 
Zu Beginn des Makrozeitschrittes werden die Zustandsvariablen und die Kopplungs-
variablen als bekannt vorausgesetzt: 
  ݔଵሺݐ = �ܶሻ = ݔଵ,� , ݒଵሺݐ = �ܶሻ = ݒଵ,� , ݔଶሺݐ = �ܶሻ = ݔଶ,� , ݒଶሺݐ = �ܶሻ = ݒଶ,� ,   }        (a) 114.  ߣ௖ሺݐ = �ܶሻ = ߣ௖,� , ߤ௖ሺݐ = �ܶሻ = ߤ௖,� .              (b) 
 
 
Schritt 1: Prädiktor-Schritt 
 Verwendet man die prädiktierten (extrapolierten) Lagrange-Multiplikatoren  
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ߣ௖௣ሺݐሻ = ߣ௖,�+ଵ௣ = ߣ௖,� = ܿ݋݊ݏݐ.   ߤ௖௣ሺݐሻ = ߤ௖,�+ଵ௣ = ߤ௖,� = ܿ݋݊ݏݐ.  , 115. 
 
liefert eine Subsystemintegration von �ܶ bis �ܶ+ଵ mit den Anfangsbedingungen 
114a die prädiktierten Zustandsvariablen zum Makrozeitpunkt �ܶ+ଵ 
 ݔଵ,�+ଵ௣ = ݔଵ,�+ଵ (ߣ௖,�+ଵ௣ , ߤ௖,�+ଵ௣ ) , ݒଵ,�+ଵ௣ = ݒଵ,�+ଵ (ߣ௖,�+ଵ௣ , ߤ௖,�+ଵ௣ ) ,ݔଶ,�+ଵ௣ = ݔଶ,�+ଵ (ߣ௖,�+ଵ௣ , ߤ௖,�+ଵ௣ ) , ݒଶ,�+ଵ௣ = ݒଶ,�+ଵ (ߣ௖,�+ଵ௣ , ߤ௖,�+ଵ௣ ) . 116. 
 
Es ist zu beachten, dass für den einfachen Fall konstanter Extrapolation im Zeit-
intervall [ �ܶ , �ܶ+ଵ] die prädiktierten Lagrange-Multiplikatoren ߣ௖௣  und ߤ௖௣  gleich 
den korrigierten Lagrange-Multiplikatoren ߣ௖,� und ߤ௖,� aus dem letztem Makro-
zeitpunkt �ܶ sind. 
 
Schritt 2: Berechnung der korrigierten Kopplungsvariablen 
 Mit dem gestört-prädiktierten Lagrange-Multiplikator 
 ߣ௖,�+ଵ௣௣ഊ = ߣ௖,�+ଵ௣ + Δߣ௖ = ݇݋݊ݏݐ.   117. 
 
und dem prädiktierten Lagrange-Multiplikator ߤ௖,�+ଵ௣ = ݇݋݊ݏݐ.liefert die Integra-
tion von Subsystem 1 und Subsystem 2 von �ܶ bis �ܶ+ଵmit den Anfangsbedin-
gungen 114a die folgenden gestört-prädiktierten Zustandsvariablen am Makro-
zeitpunkt �ܶ+ଵ: 
 ݔଵ,�+ଵ௣௣ഊ = ݔଵ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ , ߤ௖,�+ଵ௣ ) , ݒଵ,�+ଵ௣௣ഊ = ݒଵ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ , ߤ௖,�+ଵ௣ ) ,ݔଶ,�+ଵ௣௣ഊ = ݔଶ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ , ߤ௖,�+ଵ௣ ) , ݒଶ,�+ଵ௣௣ഊ = ݒଶ,�+ଵ(ߣ௖,�+ଵ௣௣ഊ , ߤ௖,�+ଵ௣ )  . 118. 
 
 Mit dem prädiktierten Lagrange-Multiplikator ߣ௖,�+ଵ௣ = ݇݋݊ݏݐ.  und dem gestört-
prädiktierten Lagrange-Multiplikator 
 ߤ௖,�+ଵ௣௣ഋ = ߤ௖,�+ଵ௣ + Δߤ௖ = ݇݋݊ݏݐ.  , 119. 
 
ergibt eine Subsystemintegration von �ܶ bis �ܶ+ଵ mit den Anfangsbedingungen 
114a die nachstehenden gestört-prädiktierten Zustandsvariablen zum Makro-
zeitpunkt �ܶ+ଵ 
 ݔଵ,�+ଵ௣௣ഋ = ݔଵ,�+ଵ(ߣ௖,�+ଵ௣ , ߤ௖,�+ଵ௣௣ഋ ) , ݒଵ,�+ଵ௣௣ഋ = ݒଵ,�+ଵ(ߣ௖,�+ଵ௣ , ߤ௖,�+ଵ௣௣ഋ ) ,ݔଶ,�+ଵ௣௣ഋ = ݔଶ,�+ଵ(ߣ௖,�+ଵ௣ , ߤ௖,�+ଵ௣௣ഋ ) , ݒଶ,�+ଵ௣௣ഋ = ݒଶ,�+ଵ(ߣ௖,�+ଵ௣ , ߤ௖,�+ଵ௣௣ഋ )  . 120. 
 
Es ist zu beachten, dass Δߣ௖  und Δߤ௖ kleine, benutzerdefinierte Inkremente 
sind. 
 
 Mit den prädiktierten und den gestört-prädiktierten Zustandsvariablen können 
die partiellen Ableitungen der Zustandsvariablen bezüglich der Kopplungsvari-
ablen durch finite Differenzen approximiert werden: 
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߲ݔଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ , ఓ೎,�+భ೛ ≈ ݔଵ,�+ଵ௣௣ഊ − ݔଵ,�+ଵ௣Δߣ௖  , ߲ݒଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ , ఓ೎,�+భ೛ ≈ ݒଵ,�+ଵ௣௣ഊ − ݒଵ,�+ଵ௣Δߣ௖  , ߲ݔଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ , ఓ೎,�+భ೛ ≈ ݔଶ,�+ଵ௣௣ഊ − ݔଶ,�+ଵ௣Δߣ௖  , ߲ݒଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ , ఓ೎,�+భ೛ ≈ ݒଶ,�+ଵ௣௣ഊ − ݒଶ,�+ଵ௣Δߣ௖  , ߲ݔଵ,�+ଵ߲ߤ௖,�+ଵ|ఒ೎,�+భ೛ , ఓ೎,�+భ೛ ≈ ݔଵ,�+ଵ௣௣ഋ − ݔଵ,�+ଵ௣Δߤ௖  , ߲ݒଵ,�+ଵ߲ߤ௖,�+ଵ|ఒ೎,�+భ೛ , ఓ೎,�+భ೛ ≈ ݒଵ,�+ଵ௣௣ഋ − ݒଵ,�+ଵ௣Δߤ௖  , ߲ݔଶ,�+ଵ߲ߤ௖,�+ଵ|ఒ೎,�+భ೛ , ఓ೎,�+భ೛ ≈ ݔଶ,�+ଵ௣௣ഋ − ݔଶ,�+ଵ௣Δߤ௖  , ߲ݒଶ,�+ଵ߲ߤ௖,�+ଵ|ఒ೎,�+భ೛ , ఓ೎,�+భ೛ ≈ ݒଶ,�+ଵ௣௣ഋ − ݒଶ,�+ଵ௣Δߤ௖  . 
121. 
 
 Mit Hilfe der partiellen Ableitungen können korrigierte (verbesserte) Werte für 
die Lagrange-Multiplikatoren berechnet werden. Mit diesen verbesserten Lag-
range-Multiplikatoren wiederholt man den Makrozeitschritt �ܶ → �ܶ+ଵ im Kor-
rektor-Schritt. Zur Berechnung korrigierter Lagrange-Multiplikatoren betrachtet 
man die Kopplungsbedingungen ݃௖ఒ,�+ଵ  und ݃௖ఓ,�+ଵ  am Makrozeitpunkten �ܶ+ଵ. ݃௖ఒ,�+ଵ und ݃௖ఓ,�+ଵ können als Funktionen der Lagrange-Multiplikatoren ߣ௖,�+ଵ und ߤ௖,�+ଵ aufgefasst werden, d.h. 
 ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ, ߤ௖,�+ଵ) ≔ ݔଶ,�+ଵ(ߣ௖,�+ଵ, ߤ௖,�+ଵ) − ݔଵ,�+ଵ(ߣ௖,�+ଵ, ߤ௖,�+ଵ) ݃௖ఓ,�+ଵ(ߣ௖,�+ଵ, ߤ௖,�+ଵ) ≔ ݒଶ,�+ଵ(ߣ௖,�+ଵ, ߤ௖,�+ଵ) − ݒଵ,�+ଵ(ߣ௖,�+ଵ, ߤ௖,�+ଵ)   .              122. 
 
Nun werden die Funktionen ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ, ߤ௖,�+ଵ) und ݃௖ఓ,�+ଵ(ߣ௖,�+ଵ, ߤ௖,�+ଵ) in 
eine Taylorreihe bezüglich ߣ௖,�+ଵ und ߤ௖,�+ଵ entwickelt. Als Entwickelungspunkt 
wird ࢋ௣ = (ߣ௖,�+ଵ௣   ߤ௖,�+ଵ௣ )்  gewählt. Vernachlässigt man Terme höherer Ord-
nung, liefert eine Taylorreiheentwicklung von ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ, ߤ௖,�+ଵ)  und ݃௖ఓ,�+ଵ(ߣ௖,�+ଵ, ߤ௖,�+ଵ) die linearisierten Kopplungsbedingungen: 
 ݃௖ఒ,�+ଵ௟௜௡௘௔௥ (ߣ௖,�+ଵ, ߤ௖,�+ଵ) ≔ ݃௖ఒ,�+ଵሺࢋ௣ሻ + ߲݃௖ఒ,�+ଵ߲ߣ௖,�+ଵ |ࢋ೛ ∙ (ߣ௖,�+ଵ − ߣ௖,�+ଵ௣ ) +߲݃௖ఒ,�+ଵ߲ߤ௖,�+ଵ |ࢋ೛ ∙ (ߤ௖,�+ଵ − ߤ௖,�+ଵ௣ ) = ݔଶ,�+ଵ௣ − ݔଵ,�+ଵ௣ + ቆ߲ݔଶ,�+ଵ߲ߣ௖,�+ଵ|ࢋ೛ − ߲ݔଵ,�+ଵ߲ߣ௖,�+ଵ|ࢋ೛ቇ ∙ (ߣ௖,�+ଵ − ߣ௖,�+ଵ௣ )                                       + ቆ߲ݔଶ,�+ଵ߲ߤ௖,�+ଵ|ࢋ೛ − ߲ݔଵ,�+ଵ߲ߤ௖,�+ଵ|ࢋ೛ቇ ∙ (ߤ௖,�+ଵ − ߤ௖,�+ଵ௣ ) = Ͳ , ݃௖ఓ,�+ଵ௟௜௡௘௔௥ (ߣ௖,�+ଵ, ߤ௖,�+ଵ)≔ ݃௖ఓ,�+ଵሺࢋ௣ሻ + ߲݃௖ఓ,�+ଵ߲ߣ௖,�+ଵ |ࢋ೛ ∙ (ߣ௖,�+ଵ − ߣ௖,�+ଵ௣ ) + ߲݃௖ఓ,�+ଵ߲ߤ௖,�+ଵ |ࢋ೛∙ (ߤ௖,�+ଵ − ߤ௖,�+ଵ௣ ) = ݒଶ,�+ଵ௣ − ݒଵ,�+ଵ௣ + ቆ߲ݒଶ,�+ଵ߲ߣ௖,�+ଵ|ࢋ೛ − ߲ݒଵ,�+ଵ߲ߣ௖,�+ଵ|ࢋ೛ቇ ∙ (ߣ௖,�+ଵ − ߣ௖,�+ଵ௣ )                                       + ቆ߲ݒଶ,�+ଵ߲ߤ௖,�+ଵ|ࢋ೛ − ߲ݒଵ,�+ଵ߲ߤ௖,�+ଵ|ࢋ೛ቇ ∙ (ߤ௖,�+ଵ − ߤ௖,�+ଵ௣ ) = Ͳ . 
123. 
   
51 
 Normalerweise erfüllen die prädiktierten Zustandsvariablen die Kopplungsbe-
dingungen nicht, d.h. ݃௖ఒ,�+ଵሺࢋ௣ሻ ≠ Ͳ und ݃௖ఓ,�+ଵሺࢋ௣ሻ ≠ Ͳ. Korrigierte (verbes-
serte) Lagrange-Multiplikatoren, die zumindest die linearisierten Kopplungsbe-
dingungen 123 erfüllen, können durch Lösen von Gl. 123 nach ߣ௖,�+ଵ und ߤ௖,�+ଵ 
hergeleitet werden 
 ݃௖ఒ,�+ଵ௟௜௡௘௔௥ (ߣ௖,�+ଵ, ߤ௖,�+ଵ) = Ͳ݃௖ఓ,�+ଵ௟௜௡௘௔௥ (ߣ௖,�+ଵ, ߤ௖,�+ଵ) = Ͳ        ⇒      ߣ௖,�+ଵ ,   ߤ௖,�+ଵ  . 124. 
 
Schritt 3: Korrektor-Schritt 
 Integration der beiden Subsysteme von �ܶ bis �ܶ+ଵ mit den Anfangsbedingun-
gen 93a und den korrigierten Kopplungsvariablen ߣ௖,�+ଵ, ߤ௖,�+ଵ aus Gl. 124 lie-
fert die korrigierten Zustandsvariablen: 
 ݔଵ,�+ଵ = ݔଵ,�+ଵ(ߣ௖,�+ଵ, ߤ௖,�+ଵ) , ݒଵ,�+ଵ = ݒଵ,�+ଵ(ߣ௖,�+ଵ, ߤ௖,�+ଵ) ,ݔଶ,�+ଵ = ݔଶ,�+ଵ(ߣ௖,�+ଵ, ߤ௖,�+ଵ) , ݒଶ,�+ଵ = ݒଶ,�+ଵ(ߣ௖,�+ଵ, ߤ௖,�+ଵ) . 125. 
 




   
52 




3.2.1 Definition der zwei gekoppelten Subsysteme 
 
In diesem Abschnitt wird der semi-implizite Co-Simulationsansatz mit Constraint-Kopp-
lung verallgemeinert und zur Kopplung zweier beliebiger mechanischer Subsysteme 
verwendet. Sei Subsystem 1 ein mechanisches System, das aus ݊ଵ starren Körpern 
besteht. Subsystem 2 bestehe aus ݊ଶ starren Körper. Beide Subsysteme sind allge-
meine Mehrkörpersysteme, mathematisch beschrieben durch 2 DAE-Systeme. Im Ge-
gensatz zu Abschnitt 2.2 werden die Subsysteme nun durch algebraische Zwangsbe-
dingungen gekoppelt. Konkret ist Marker ܭ஼೔ des Körpers ݅ (Subsystem 1) mit Marker ܭ஼ೕ des Körpers ݆ (Subsystem 2) durch ein starres Gelenk gekoppelt, siehe Figure 22. 
 
Figure 22: Körper ܑ aus Subsystem 1 gekoppelt mit Körper ܒ aus Subsystem 2 durch algebraische 
Bindungsgleichungen (Kopplungspunkte Ci und Cj).  
 
Die in diesem Abschnitt verwendete Nomenklatur ist identisch mit derjenigen aus Ab-
schnitt 2.2. Wieder werden Absolutkoordinaten zur Beschreibung der Mehrkörper-sys-
teme verwendet.  
 
Zur Beschreibung der Index-1 Verfahren werden noch die Beschleunigungsvektoren �௜ = ሺܽ௜ଵ ܽ௜ଶ ⋯ ܽ௜଺ሻ் = ( ࢜ሶ ଴ ௌ೔்   �ሶ ௜் ௜ )் ∈ ℝ଺ und Vektor �௝ = ሺ ௝ܽଵ ௝ܽଶ ⋯ ௝ܽ଺ሻ் =ቀ ࢜ሶ ଴ ௌೕ்   �ሶ ௝் ௝ ቁ் ∈ ℝ଺  definiert. Die Beschleunigungen beider Kopplungskörper sind im 
Vektor �௖ = (�௜்  �௝் )் ∈ ℝଵଶ zusammengefasst. 
  
Als Nächstes werden die Bewegungsgleichungen für die Kopplungskörper ݅ und ݆ be-
trachtet. Auswertung des Newtonschen Gesetzes (Schwerpunktsatz) in ܭ଴ sowie Aus-
wertung des Drallsatzes im körperfesten System ܭௌ೔ bzw. ܭௌೕ für die Kopplungskörper ݅ und ݆ liefert: 
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Kopplungskörper i (Subsystem 1): 
 
126. 
     ࢘ሶ଴ ௌ೔ = ࢜଴ ௌ೔ + �଴ ௌ೔                                           (a) ݉௜ ࢜ሶ଴ ௌ೔ = ࡲ଴ ௔೔ሺ̂ࢠଵ, ݐሻ + ࡲ଴ ௥೔ + ࡲ଴ ௖೔                 (b)            ࢽሶ ௜ = ࡮ሺࢽ௜ሻ �௜ ௜  + �௜ ௖೔                                (c) �௜ ௜ �ሶ ௜௜ + �௜ ௜ × �௜ ௜ �௜ ௜ = �௜ ௔೔ሺ̂ࢠଵ, ݐሻ + �௜ ௥೔ + �௜ ௖೔              (d) 
   
Kopplungskörper j (Subsystem 2): 
 
127. 
     ࢘ሶ଴ ௌೕ = ࢜଴ ௌೕ + �଴ ௌೕ                                            (a) ௝݉ ࢜ሶ଴ ௌೕ = ࡲ଴ ௔ೕሺ̂ࢠଶ, ݐሻ + ࡲ଴ ௥ೕ + ࡲ଴ ௖ೕ                 (b)            ࢽሶ ௝ = ࡮(ࢽ௝) �௝ ௝ + �௝ ௖ೕ                                 (c) �௝ ௝ �ሶ ௝௝ + �௝ ௝ × �௝ ௝ �௝ ௝ = �௝ ௔ೕሺ̂ࢠଶ, ݐሻ + �௝ ௥ೕ + �௝ ௖ೕ              (d) 
 
Die Projektionsterme � ଴ ௌ೔ und � ௜ ௖೔ in der kinematischen Differentialgleichungen 126a 
und 126c ergeben sich aus der stabilisierten Index-2 Formulierung [27]. Diese beiden 
Terme enthalten die zusätzlichen Lagrange-Multiplikatoren und werden nachstehend 
für verschiedene Kopplungsbedingungen (d.h. für verschiedene Kopplungsgelenke) 
spezifiziert. Die Notation für Subsystem 2 ist äquivalent (݅ → ݆). 
 
Anmerkung: Für die Kopplungsansätze auf Basis der Baumgarte-Stabilisierung und 
auf Basis der gewichteten Lagrange-Multiplikatoren sind die Projektionsterme in den 
kinematischen Differentialgleichungen nicht notwendig. 
 
 
3.2.2 Kopplung der Subsysteme: Konzept der Basis-Gelenke  
 
Im Folgenden werden die Kopplungskräfte/-momente, sowie die Kopplungsbedingun-
gen für drei Basis-Gelenke beschrieben, nämlich für das Atpoint-Joint, für das Inplane-
Joint und für das Perpendicular-Joint. 
 
Durch Kombination verschiedener Basis-Gelenke können weitere Gelenke erzeugt 
werden [34], z.B.  
 das Universal-Joint (1 Atpoint-Joint + 1 Perpendicular-Joint),  
 das Revolute-Joint (1 Atpoint-Joint + 2 Perpendicular-Joints),  
 das Tanslational-Joint (3 Perpendicular-Joints + 2 Inplane-Joints),  
 das Cylindrical-Joint (2 Perpendicular-Joints + 2 Inplane-Joints),  
 das Planar-Joint (2 Perpendicular-Joints + 1 Inplane-Joint),  
 das Inline-Joint (2 Inplane-Joints) und  
 das Orientation-Joint (3 Perpendicular-Joints) 
 
 
3.2.2.1 “Atpoint-Joint” (Kugelgelenk) 
 
Das erste Basis-Gelenk ist das Atpoint-Joint (Kugelgelenk). Es wird durch folgende 
Constraint-Kopplungsbedingungen beschrieben 
 (࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ = ૙ . 128. 
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Diese vektorielle Bindungsgleichung erzwingt, dass die Koppelpunkte �௜ und �௝ koin-
zidieren. Zerlegt man die Vektoren in Gl. 128 in Bezug auf ܭ଴ und fasst die 3 skalaren 
Zwangsbedingungen im Bindungsvektor �௖௔ ∈ ℝଷ zusammen, dann erhält man 
 �௖௔ ≔ ( ࢘ ଴ ௌ೔ + ࢀሺࢽ௜ሻ ଴௜ ࢘ ௜ ஼೔) − ቀ ࢘ ଴ ௌೕ + ࢀ(ࢽ௝) ଴௝ ࢘ ௝ ஼ೕቁ = ૙ . 129. 
 
Die drei Zwangsbedingungen aus Gl. 129 erzeugen folgende Kopplungskräfte und –
momente (siehe Gl. 126 und 127) 
 ࡲ଴ ௖೔ = ࣅ଴ ௖௔ ,           �௜ ௖೔ = ࢘௜ ஼೔ × ࢀሺࢽ௜ሻ௜଴ ࣅ଴ ௖௔ ,         ࡲ଴ ௖ೕ = − ࣅ଴ ௖௔ ,       �௝ ௖ೕ = − ࢘௝ ஼ೕ × ࢀሺࢽ௝ሻ௝଴ ࣅ଴ ௖௔ ,     130. 
 
wobei der Vektor ࣅ ଴ ௖௔ = ቀ ߣ ଴ ௖௔ೣ  ߣ ଴ ௖௔೤  ߣ ଴ ௖௔೥ቁ் die drei Lagrange-Multiplikatoren enthält. 
 
 
Semi-implizite Co-Simulationsmethode auf Basis der Baumgarte-Stabilisierung: 
 
Mit dem Baumgarte-Stabilisierungsansatz werden die Zwangsbedingungen 128 durch 
die nachstehenden Kopplungsbedingungen ersetzt 
 [(࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ] + ߚ ∙ ݀݀ݐ {[(࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ]}               + γ ∙ ݀ଶ݀ݐଶ {[(࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ]} = ૙ . 131. 
 
Es ist zu beachten, dass ௗௗ௧ die totale Zeitableitung bezeichnet, d.h. die Zeitableitung 
bezüglich ܭ଴. Zerlegt man die Vektoren in Gl. 131 bezüglich ܭ଴ und fast man formal 
die drei skalaren Kopplungsbedingungen im Vektor �௖௔஻ ∈ ℝଷ zusammen, dann folgt  
 �௖௔஻ ≔ [( ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢘଴ ௌೕ + ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ] +ߚ ∙ [ሺ ࢜଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ �௜ ௜ × ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔ሻ – ሺ ࢜଴ ௌೕ + ࢀ(ࢽ௝)଴௝ �௝ ௝ × ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕሻ] +ߛ ∙ ݀݀ݐ [ሺ ࢜଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ �௜ ௜ × ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔ሻ – ሺ ࢜଴ ௌೕ + ࢀ(ࢽ௝)଴௝ �௝ ௝ × ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕሻ] = ૙ . 132. 
 
Aus Gründen einer übersichtlichen Darstellung wird die zweite Zeitableitung nicht ex-
plizit ausgeführt. 
 
Verbindet man die Koppelpunkte �௜ und �௝ mit einem Atpoint-Joint und verwendet man 
den Baumgarte-Stabilisierungsansatz, dann ergeben sich die folgenden Kopplungs-
kräfte/-momente, Projektionsterme und Kopplungsbedingungen: 
 
   
55 
 Reaktionskräfte/-momente (Kopplungskörper ݅):                           ࡲ଴ ௖೔ = ࣅ଴ ௖௔ ,           �௜ ௖೔ = ࢘௜ ஼೔ × ࢀሺࢽ௜ሻ௜଴ ࣅ଴ ௖௔ , 
 Projektionsterme (Kopplungskörper ݅):                                          �଴ ௖೔ = ૙ ,                   �௜ ௖೔ = ૙ , 
 Reaktionskräfte/-momente (Kopplungskörper ݆):                                          ࡲ଴ ௖ೕ = − ࣅ଴ ௖௔ ,       �௝ ௖ೕ = − ࢘௝ ஼ೕ × ࢀ(ࢽ௝)௝଴ ࣅ଴ ௖௔ ,     
 Projektionsterme (Kopplungskörper ݆):                                          �଴ ௖ೕ = ૙ ,                  �௝ ௖ೕ = ૙ , 
 Kopplungsbedingungen:                               �௖௔஻ = ૙ .   
133. 
 
Gemäß der allgemeinen Nomenklatur in Abschnitt 3.2.3 sind die Eingangsvektoren für 
die Kopplungskörper ݅ und ݆ durch die Vektoren ࢛̃௝ = ࣅ଴ ௖௔ ∈ ℝଷ  und ࢛̃௜ = ࣅ଴ ௖௔ ∈ ℝଷ 
gegeben. Der Vektor der Kopplungsgleichungen lautet �௖஻ = �௖௔஻ ∈ ℝଷ. 
 
 
Semi-implizites Co-Simulationsverfahren auf Basis der gewichteten Lagrange-
Multiplikatoren 
 
Für das Co-Simulationsverfahren auf Basis der gewichteten Multiplikatoren werden die 
Zwangsbedingungen 128 durch die Kopplungsbedingungen auf Geschwindigkeits- 
und Beschleunigungsebene ergänzt: 
 (࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ = ૙   , ݀݀ݐ {(࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ} = ૙   ,              ݀ଶ݀ݐଶ {(࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ} = ૙   . 134. 
 
Zerlegt man die Vektoren in Gl. 134 bezüglich ܭ଴ und fast man die skalaren Kopp-
lungsbedingungen formal in den Vektoren �௖௔,  �ሶ ௖௔,  �ሷ ௖௔ ∈ ℝଷ zusammen, folgt 
 �௖௔ ≔ ( ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢘଴ ௌೕ + ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ = ૙ , �ሶ ௖௔ ≔ ( ࢜଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ �௜ ௜ × ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢜଴ ௌೕ + ࢀ(ࢽ௝)଴௝ �௝ ௝ × ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ = ૙ , �ሷ ௖௔ ≔ ݀݀ݐ {( ࢜଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ �௜ ௜ × ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢜଴ ௌೕ + ࢀ(ࢽ௝)଴௝ �௝ ௝ × ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ} = ૙ . 135. 
 
Verbindet man die Koppelpunkte �௜ und �௝ mit einem Atpoint-Joint und verwendet man 
dafür den gewichteten Multiplikatoren Co-Simulationsansatz, dann liefert dies die 
nachstehenden Kopplungskräfte/-momente, Projektionsterme und Kopplungsbedin-
gungen: 
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 Reaktionskräfte/-momente (Kopplungskörper ݅):                          ࡲ଴ ௖೔ = ࣅ଴ ௖௔ ,           �௜ ௖೔ = ࢘௜ ஼೔ × ࢀሺࢽ௜ሻ௜଴ ࣅ଴ ௖௔ , 
 Projektionsterme ሺKopplungskörper ݅ሻ:                            �଴ ௖೔ = ૙ ,                  �௜ ௖೔ = ૙ , 
 Reaktionskräfte/-momente (Kopplungskörper ݆):                            ࡲ଴ ௖ೕ = − ࣅ଴ ௖௔ ,       �௝ ௖ೕ = − ࢘௝ ஼ೕ × ࢀ(ࢽ௝)௝଴ ࣅ଴ ௖௔ ,     
 Projektionsterme ሺKopplungskörper ݆ሻ:                            �଴ ௖ೕ = ૙ ,                  �௝ ௖ೕ = ૙ , 
 Kopplungsbedingungen:                              �௖௔ = ૙  ,    �ሶ ௖௔ = ૙  ,    �ሷ ௖௔ = ૙  . 
136. 
 
Gemäß der Nomenklatur in Abschnitt 3.2.3 sind die Eingangsvektoren für die Kopp-
lungskörper ݅ und ݆ durch ࢛̃௝ = ࣅ ଴ ௖௔ ∈ ℝଷ und ࢛̃௜ = ࣅ ଴ ௖௔ ∈ ℝଷ gegeben. Die drei Vek-
toren �௖௣௢௦ = �௖௔, �௖௩௘௟ = �ሶ ௖௔, �௖௔௖௖ = �ሷ ௖௔ ∈ ℝଷ fassen die Kopplungsgleichungen auf 
Lage-, Geschwindigkeits- und Beschleunigungsebene zusammen. 
 
 
Semi-impliziter Co-Simulationsansatz auf Basis der stabilisierten Index-2 For-
mulierung: 
 
Bei Verwendung der stabilisierten Index-2 Methode werden die Zwangsbedingungen 
auf Lage- und Geschwindigkeitsebene benutzt. Daher wird Gl. 128 durch deren Zeit-
ableitung ergänzt. Zerlegt man die Vektoren in Gl. 128 und in der entsprechenden 
Bindungsgleichung auf Geschwindigkeitsebene bezüglich ܭ଴ und fasst man die sechs 
skalaren Kopplungsbedingungen in den Kopplungsvektoren �௖௔ఒ ∈ ℝଷ  und �௖௔ఓ ∈ℝଷ zusammen, dann ergibt sich 
 �௖௔ఒ ≔ ( ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢘଴ ௌೕ + ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ = ૙ , �௖௔ఓ ≔ ( ࢜଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ �௜ ௜ × ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔  ) − ቀ ࢜଴ ௌೕ + ࢀ(ࢽ௝)଴௝ �௝ ௝ × ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ = ૙ . 137. 
 
Verbindet man die Kopplungspunkte �௜ und �௝ mit einem Atpoint-Joint unter Verwen-
dung des stabilisierten Index-2 Co-Simulationsverfahrens, dann erhält man nachste-
hende Kopplungskräfte/-momente, Projektionsterme und Kopplungs-bedingungen: 
 
 Reaktionskräfte/-momente (Kopplungskörper ݅): 
                         ࡲ଴ ௖೔ = ࣅ଴ ௖௔ ,           �௜ ௖೔ = ࢘௜ ஼೔ × ࢀሺࢽ௜ሻ௜଴ ࣅ଴ ௖௔ ,   
 Projektionsterme (Kopplungskörper ݅): 
              �଴ ௖೔ = ࣆ଴ ௖௔ ,           �௜ ௖೔ = ࢘௜ ஼೔ × ࢀሺࢽ௜ሻ௜଴ ࣆ଴ ௖௔ ,   
 Reaktionskräfte/-momente (Kopplungskörper ݆): 
              ࡲ଴ ௖ೕ = − ࣅ଴ ௖௔ ,       �௝ ௖ೕ = − ࢘௝ ஼ೕ × ࢀ(ࢽ௝)௝଴ ࣅ଴ ௖௔ ,     
 Projektionsterme (Kopplungskörper ݆): 
              �଴ ௖ೕ = − ࣆ଴ ௖௔ ,        �௝ ௖ೕ = − ࢘௝ ஼ೕ × ࢀ(ࢽ௝)௝଴ ࣆ଴ ௖௔ ,   
 Kopplungsbedingungen: 
                            �௖௔ఒ = ૙  , �௖௔ఓ = ૙ 
138. 
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mit den zusätzlichen Lagrange-Multiplikatoren ࣆ଴ ௖௔ = ቀ ߤ଴ ௖௔ೣ  ߤ଴ ௖௔೤  ߤ଴ ௖௔೥ቁ். 
 
Gemäß Abschnitt 3.2.3 sind die Eingangsvektoren für die Kopplungskörper ݅ und ݆ 





Das zweite Basis-Gelenk ist das Inplane-Joint. Es wird durch die folgende skalare 
Zwangsbedingung beschrieben 
 [(࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ] ∙ ࢋ௝ = Ͳ ,    139. 
 
wobei ࢋ௝ einen beliebigen Einheitsvektor bezeichnet, der fest mit dem Körper ݆ verbun-
den ist. Die Zwangsbedingung 139 bindet den Punkt �௜ in diejenige Ebene, die durch 
den Normalenvektor ࢋ௝ am Kopplungspunkt �௝ fixiert ist. Zerlegt man die Vektoren be-
züglich ܭ଴, dann folgt 
 ݃௖ௗ ≔ [( ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢘଴ ௌೕ + ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ] ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝ = Ͳ .  140. 
 
Die Zwangsbedingung 140 ergibt die nachstehenden Kopplungskräfte/-momente  
 ࡲ଴ ௖೔ = ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝ ߣ௖ௗ ,     �௜ ௖೔ = ࢘௜ ஼೔ × ࢀ(ࢽ௜ , ࢽ௝)௜௝ ࢋ௝ ௝  ߣ௖ௗ , ࡲ଴ ௖ೕ = − ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝  ߣ௖ௗ , �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢽ௝)௝଴ ቀ ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔ − ࢘଴ ௌೕቁ ߣ௖ௗ ,  141. 
 
wobei ߣ௖ௗ den Lagrange-Multiplikator bezeichnet. 
 
 
Semi-implizite Co-Simulationsmethode auf Basis der Baumgarte-Stabilisierung: 
 
Mit dem Baumgarte-Stabilisierungsansatz wird die Zwangsbedingung 139 durch fol-
gende Kopplungsbedingung ersetzt 
 [(࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ] ∙ ࢋ௝ + ߚ ∙ ݀݀ݐ {[(࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ] ∙ ࢋ௝}              +ߛ ∙ ௗమௗ௧మ {[(࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ] ∙ ࢋ௝} = Ͳ .    142. 
 
Aus Gründen einer übersichtlichen Darstellung wird die erste und zweite Zeitableitung 
nicht explizit ausgeführt. Auswerten von Gl. 142 bezüglich ܭ଴ liefert 
 ݃௖ௗ஻ ≔ [( ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢘଴ ௌೕ + ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ] ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝              + ߚ ∙ ݀݀ݐ {[( ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢘଴ ௌೕ + ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ] ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝}      + ߛ ∙ ݀ଶ݀ݐଶ {[( ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢘଴ ௌೕ + ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ] ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝} = Ͳ . 143. 
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Verbindet man die Koppelpunkte �௜  und �௝  mit einem Inplane-Joint und verwendet 
man dafür den Baumgarte-Stabilisierungsansatz, dann ergibt sich: 
 
 Reaktionskräfte/-momente (Kopplungskörper ݅): ࡲ଴ ௖೔ = ࢀ(ࢽ̃௝)଴௝ ࢋ௝ ௝  ߣ௖ௗ ,   �௜ ௖೔ = ࢘௜ ஼೔ × ࢀ(ࢽ௜ , ࢽ̃௝)௜௝ ࢋ௝ ௝  ߣ௖ௗ , 
 Projektionsterme (Kopplungskörper ݅):  �଴ ௖೔ = ૙ ,  �௜ ௖೔ = ૙ , 
 Reaktionskräfte/-momente (Kopplungskörper ݆):  ݃௖ௗ஻ = Ͳ ,     �௖௥೔ ≔ ࢘̃଴ ௌ೔ − ࢘଴ ௌ೔ = ૙ ,   �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ ,    �௖ఊೕ ≔ ࢽ̃௝ − ࢽ௝ = ૙ . 
 Projektionsterme (Kopplungskörper ݆):  �଴ ௖ೕ = ૙,  �௝ ௖ೕ = ૙ , 
 Kopplungsbedingungen:  ݃௖ௗ = Ͳ ,      ሶ݃௖ௗ = Ͳ ,     ሷ݃௖ௗ = Ͳ ,       �௖௥೔ ≔ ࢘̃଴ ௌ೔ − ࢘଴ ௌ೔ = ૙ ,     �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ ,      �௖ఊೕ ≔ ࢽ̃௝ − ࢽ௝ = ૙  . 
144.
 
Die Bewegungsgleichungen für die Kopplungskörper ݅ und ݆ sind durch die Gln. 126, 
127 und 144 definiert.  
 
Gemäß der Nomenklatur in Abschnitt 3.2.3 ergeben sich die Eingangsvektoren für die 
Kopplungskörper ݅  und ݆  zu ࢛̃௝ = ሺ ߣ௖ௗ  ࢽ̃௝் ሻ் ∈ ℝସ  und ࢛̃௜ = ሺ ߣ௖ௗ ࢘̃଴ ௌ೔்   ࢽ̃௜் ሻ் ∈ ℝ଻.  Der 
Vektor der Kopplungsgleichungen lautet �௖஻ = ሺ݃௖ௗ஻   �௖௥೔ ் �௖ఊ೔்  �௖ఊೕ் ሻ் ∈ ℝଵ଴. 
 
 
Semi-implizites Co-Simulationsverfahren auf Basis gewichteter Lagrange-Multi-
plikatoren 
 
Für das Co-Simulationsverfahren auf Basis gewichteter Multiplikatoren wird die 
Zwangsbedingungen 139 durch die Kopplungsbedingungen auf Geschwindigkeits- 
und Beschleunigungsebene ergänzt 
 [(࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ] ∙ ࢋ௝ = Ͳ   ,           ݀݀ݐ {[(࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ] ∙ ࢋ௝} = Ͳ   ,             ݀ଶ݀ݐଶ {[(࢘ௌ೔ + ࢘஼೔) − ቀ࢘ௌೕ + ࢘஼ೕቁ] ∙ ࢋ௝} = Ͳ   . 145. 
 
Zerlegt man die Vektoren in Gl. 145 bezüglich ܭ଴, folgt 
 ݃௖ௗ ≔ [( ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢘଴ ௌೕ + ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ] ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝ = Ͳ   , ሶ݃௖ௗ ≔ ݀݀ݐ {[( ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢘଴ ௌೕ + ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ] ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝} = Ͳ   , ሷ݃௖ௗ ≔ ݀ଶ݀ݐଶ {[( ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢘଴ ௌೕ + ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ] ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝} = Ͳ   . 146. 
 
Verbindet man die Koppelpunkte �௜  und �௝  mit einem Inplane-Joint und verwendet 
man den gewichteten Multiplikatoren-Ansatz, ergibt sich schließlich: 
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 Reaktionskräfte/-momente (Kopplungskörper ݅): ࡲ଴ ௖೔ = ࢀ(ࢽ̃௝)଴௝ ࢋ௝ ௝  ߣ௖ௗ ,   �௜ ௖೔ = ࢘௜ ஼೔ × ࢀ(ࢽ௜, ࢽ̃௝)௜௝ ࢋ௝ ௝ ߣ௖ௗ  , 
 Projektionsterme (Kopplungskörper ݅):                          �଴ ௖೔ = ૙ ,                               �௜ ௖೔ = ૙ , 
 Reaktionskräfte/-momente (Kopplungskörper ݆):  ࡲ଴ ௖ೕ = − ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝  ߣ௖ௗ , �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢽ௝)௝଴ ቀ ࢘̃଴ ௌ೔ + ࢀሺࢽ̃௜ሻ଴௜ ࢘௜ ஼೔ − ࢘଴ ௌೕቁ  ߣ௖ௗ , 
 Projektionsterme (Kopplungskörper ݆): 
                        �଴ ௖ೕ = ૙,                               �௝ ௖ೕ = ૙ , 
 Kopplungsbedingungen:     ݃௖ௗ = Ͳ ,      ሶ݃௖ௗ = Ͳ ,     ሷ݃௖ௗ = Ͳ ,       �௖௥೔ ≔ ࢘̃଴ ௌ೔ − ࢘଴ ௌ೔ = ૙ ,     �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ ,      �௖ఊೕ ≔ ࢽ̃௝ − ࢽ௝ = ૙  . 
147. 
 
Die Eingangsvektoren sind ࢛̃௝ = ( ߣ௖ௗ  ࢽ̃௝் )் ∈ ℝସ  und ࢛̃௜ = ( ߣ௖ௗ  ࢘̃ ଴ ௌ೔்   ࢽ̃௜் )் ∈ ℝ଻.  Die 
drei resultierenden Kopplungsvektoren auf Lage-, Geschwindigkeits- und Beschleuni-
gungsebene lauten �௖௣௢௦ = ቀ݃௖ௗ �௖௥೔ ் �௖ఊ೔்  �௖ఊೕ் ቁ் , �௖௩௘௟ = ቀ ሶ݃௖ௗ �௖௥೔ ் �௖ఊ೔்  �௖ఊೕ் ቁ்  und �௖௔௖௖ = ሺ ሷ݃௖ௗ �௖௥೔ ் �௖ఊ೔்  �௖ఊೕ் ሻ் ∈ ℝଵ଴. 
 
 
Semi-impliziter Co-Simulationsansatz auf Basis der stabilisierten Index-2 For-
mulierung: 
 
Unter Verwendung der stabilisierten Index-2 Methode werden die Zwangs-bedingun-
gen 139 mit deren Zeitableitungen ergänzt. Zerlegt man die Vektoren in die Zwangs-
bedingungen auf Lage- und Geschwindigkeitsebene bezüglich ܭ଴, so folgt 
 ݃௖ௗఒ ≔ [( ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢘଴ ௌೕ + ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ] ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝ = Ͳ , ݃௖ௗఓ ≔ ݀݀ݐ {[( ࢘଴ ௌ೔ + ࢀሺࢽ௜ሻ଴௜ ࢘௜ ஼೔) − ቀ ࢘଴ ௌೕ + ࢀ(ࢽ௝)଴௝ ࢘௝ ஼ೕቁ] ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝} = Ͳ . 148. 
 
Aus Gründen einer übersichtlichen Darstellung wird die Zeitableitung der Zwangsbe-
dingung nicht explizit ausgeführt. 
Verbindet man die Koppelpunkte �௜ und �௝ mit einem Inplane-Joint, erhält man folglich: 
 
 Reaktionskräfte/-momente (Kopplungskörper ݅): ࡲ଴ ௖೔ = ࢀ(ࢽ̃௝)଴௝ ࢋ௝ ௝  ߣ௖ௗ ,   �௜ ௖೔ = ࢘௜ ஼೔ × ࢀ(ࢽ௜ , ࢽ̃௝)௜௝ ࢋ௝ ௝  ߣ௖ௗ , 
 Projektionsterme (Kopplungskörper ݅): 
 �଴ ௖೔ = ࢀ(ࢽ̃௝)଴௝ ࢋ௝ ௝  ߤ௖ௗ ,    �௜ ௖೔ = ࢘௜ ஼೔ × ࢀ(ࢽ௜, ࢽ̃௝)௜௝ ࢋ௝ ௝  ߤ௖ௗ , 
 Reaktionskräfte/-momente (Kopplungskörper ݆): 
 ࡲ଴ ௖ೕ = − ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝ ߣ௖ௗ  , �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢽ௝)௝଴ ቀ ࢘̃଴ ௌ೔ + ࢀሺࢽ̃௜ሻ଴௜ ࢘௜ ஼೔ − ࢘଴ ௌೕቁ  ߣ௖ௗ , 
 Projektionsterme (Kopplungskörper ݆): 
 �଴ ௖ೕ = − ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝ ߤ௖ௗ  , �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢽ௝)௝଴ ቀ ࢘̃଴ ௌ೔ + ࢀሺࢽ̃௜ሻ଴௜ ࢘௜ ஼೔ − ࢘଴ ௌೕቁ  ߤ௖ௗ , 
 Kopplungsbedingungen: ݃௖ௗఒ = Ͳ ,        ݃௖ௗఓ = Ͳ ,       �௖௥೔ ≔ ࢘̃଴ ௌ೔ − ࢘଴ ௌ೔ = ૙ ,   �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ ,   �௖ఊೕ ≔ ࢽ̃௝ − ࢽ௝ = ૙  . 
149.
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Die Bewegungsgleichungen für den Kopplungskörper ݅ und ݆ sind durch die Gln. 126, 
127 und 149 definiert. Die Eingangsvektoren für die Kopplungskörper ݅ und ݆ lauten ࢛̃௝ = ሺ ߣ௖ௗ  ߤ௖ௗ  ࢽ̃௝் ሻ் ∈ ℝହ  und ࢛̃௜ = ሺ ߣ௖ௗ  ߤ௖ௗ ࢘̃ ଴ ௌ೔்   ࢽ̃௜் ሻ் ∈ ℝ଼;  der Vektor der Kopp-





Das dritte Basis-Gelenk ist das Perpendicular-Joint, definiert durch 
 ࢋ௜ ∙ ࢋ௝ = Ͳ . 150. 
 ࢋ௜ und ࢋ௝ bezeichnen beliebige Einheitsvektoren, die auf Körper ݅ bzw. Körper ݆ fixiert 
sind. Auswertung der Vektoren in Gl. 150 bezüglich ܭ଴ liefert 
 ݃௖௣ ≔ ࢀሺࢽ௜ሻ଴௜ ࢋ௜ ௜ ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝ = Ͳ .  151. 
 
Die Kopplungskräfte und -momente können mittels der Zwangsbedingung 151 wie 
folgt berechnet werden 
 ࡲ଴ ௖೔ = ૙ , �௜ ௖೔ = ࢋ௜ ௜ × ࢀሺࢽ௜, ࢽ௝ሻ௜௝ ࢋ௝ ௝ ߣ௖௣ , ࡲ଴ ௖ೕ = ૙ ,        �௝ ௖ೕ = ࢋ௝ ௝ × ࢀሺࢽ௜, ࢽ௝ሻ௝௜ ࢋ௜ ௜  ߣ௖௣ ,        152. 
 
wobei  ߣ௖௣ den Lagrange-Multiplikator bezeichnet. 
 
 
Semi-implizite Co-Simulationsmethode auf Basis der Baumgarte-Stabilisierung: 
 
Mit dem Baumgarte-Stabilisierungsansatz werden die Zwangsbedingungen 150 durch 
die nachstehenden Kopplungsbedingungen ersetzt 
 ࢋ௜ ∙ ࢋ௝ + ߚ ∙ ݀݀ݐ {ࢋ௜ ∙ ࢋ௝} + ߛ ∙ ݀ଶ݀ݐଶ {ࢋ௜ ∙ ࢋ௝} = Ͳ . 153. 
 
Zerlegung der Vektoren bezüglich ܭ଴ liefert 
 ݃௖௣஻ ≔ ࢀሺࢽ௜ሻ଴௜ ࢋ௜ ௜ ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝             +ߚ ∙ ݀݀ݐ { ࢀሺࢽ௜ሻ଴௜ ࢋ௜ ௜ ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝} + ߛ ∙ ݀ଶ݀ݐଶ { ࢀሺࢽ௜ሻ଴௜ ࢋ௜ ௜ ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝} = Ͳ . 154. 
 
Verbindet man die beiden Subsysteme mit einem Perpendicular-Joint und verwendet 
man dafür den Baumgarte-Stabilisierungsansatz, erhält man: 
 
 Reaktionskräfte/-momente (Kopplungskörper ݅): ࡲ଴ ௖೔ = ૙ , �௜ ௖೔ = ࢋ௜ ௜ × ࢀ(ࢽ௜, ࢽ̃௝)௜௝ ࢋ௝ ௝  ߣ௖௣ , 
 Projektionsterme (Kopplungskörper ݅): �଴ ௖೔ = ૙ , �௜ ௖೔ = ૙  , 
 Reaktionskräfte/-momente (Kopplungskörper ݆): 155. 
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ࡲ଴ ௖ೕ = ૙ ,         �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢽ̃௜ , ࢽ௝)௝௜ ࢋ௜ ௜ ߣ௖௣ , 
 Projektionsterme (Kopplungskörper ݆):  �଴ ௖ೕ = ૙ ,         �௝ ௖ೕ = ૙  , 
 Kopplungsbedingungen: ݃௖௣஻ = Ͳ ,     �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ ,     �௖ఊೕ ≔ ࢽ̃௝ − ࢽ௝ = ૙ . 
 
Die Bewegungsgleichungen für die Kopplungskörper ݅ und ݆ sind durch die Gln. 126, 
127 und 155 gegeben. Für das Perpendicular-Joint müssen die zusätzlichen sechs 
skalaren Kopplungsbedingungen �௖ఊ೔ und �௖ఊೕ definiert werden. 
 




Semi-implizites Co-Simulationsverfahren auf Basis der gewichteten Lagrange-
Multiplikatoren 
 
Für das Co-Simulationsverfahren mit gewichteten Multiplikatoren werden die Zwangs-
bedingungen 153 durch die Kopplungsbedingungen auf Geschwindigkeits- und Be-
schleunigungsebene ergänzt: 
 
        ࢋ௜ ∙ ࢋ௝ = Ͳ   ,   ݀݀ݐ {ࢋ௜ ∙ ࢋ௝} = Ͳ   , ݀ଶ݀ݐଶ {ࢋ௜ ∙ ࢋ௝} = Ͳ   . 156. 
 
Zerlegt man die Vektoren in Gl. 156 bezüglich ܭ଴, dann folgt 
 ݃௖௣ ≔ ࢀሺࢽ௜ሻ଴௜ ࢋ௜ ௜ ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝ = Ͳ , ሶ݃௖௣ ≔ ݀݀ݐ { ࢀሺࢽ௜ሻ଴௜ ࢋ௜ ௜ ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝} = Ͳ , ሷ݃௖௣ ≔ ݀ଶ݀ݐଶ { ࢀሺࢽ௜ሻ଴௜ ࢋ௜ ௜ ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝} = Ͳ . 
 
157. 
Verbindet man die Koppelpunkte �௜ und �௝ mit einem Perpendicular-Joint unter Ver-
wendung des gewichteten Multiplikatoren-Co-Simulationsansatzes, dann erhält man: 
 
 Reaktionskräfte/-momente (Kopplungskörper ݅): ࡲ଴ ௖೔ = ૙ , �௜ ௖೔ = ࢋ௜ ௜ × ࢀ(ࢽ௜, ࢽ̃௝)௜௝ ࢋ௝ ௝ ߣ௖௣ , 
 Projektionsterme (Kopplungskörper ݅):                                 �଴ ௖೔ = ૙ ,          �௜ ௖೔ = ૙  , 
 Reaktionskräfte/-momente (Kopplungskörper ݆): ࡲ଴ ௖ೕ = ૙ ,         �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢽ̃௜, ࢽ௝)௝௜ ࢋ௜ ௜ ߣ௖௣ , 
 Projektionsterme (Kopplungskörper ݆):                                 �଴ ௖ೕ = ૙ ,          �௝ ௖ೕ = ૙  , 
158. 
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 Kopplungsbedingungen: ݃௖௣ = Ͳ ,      ሶ݃௖௣ = Ͳ ,      ሷ݃௖௣ = Ͳ ,     �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ ,     �௖ఊೕ ≔ ࢽ̃௝ − ࢽ௝ = ૙ . 
 
Gemäß Abschnitt 3.2.3 lauten die Eingangsvektoren ࢛̃௝ = ሺ ߣ௖௣  ࢽ̃௝் ሻ் ∈ ℝସ  und ࢛̃௜ =ሺ ߣ௖௣  ࢽ̃௜் ሻ் ∈ ℝସ.  Die drei Vektoren �௖௣௢௦ = ሺ݃௖௣ �௖ఊ೔்  �௖ఊೕ் ሻ் , �௖௩௘௟ = ሺ ሶ݃௖௣  �௖ఊ೔்  �௖ఊೕ் ሻ் ,�௖௔௖௖ = ሺ ሷ݃௖௣  �௖ఊ೔்  �௖ఊೕ் ሻ் ∈ ℝ଻fassen die Kopplungsgleichungen auf Lage-, Geschwin-
digkeits- und Beschleunigungsebene zusammen. 
 
 
Semi-impliziter Co-Simulation Ansatz auf Basis der stabilisierten Index-2 Me-
thode: 
 
Bei Verwendung der stabilisierten Index-2 Methode werden auch die Zwangsbedin-
gungen auf Geschwindigkeitsebene betrachtet. Zerlegt man die Vektoren in den Bin-
dungsgleichungen auf Lage- und Geschwindigkeitsebene bezüglich ܭ଴, ergibt sich: 
 ݃௖௣ఒ ≔ ࢀሺࢽ௜ሻ଴௜ ࢋ௜ ௜ ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝ = Ͳ , ݃௖௣ఓ ≔ ݀݀ݐ { ࢀሺࢽ௜ሻ଴௜ ࢋ௜ ௜ ∙ ࢀ(ࢽ௝)଴௝ ࢋ௝ ௝} = Ͳ . 159. 
 
Verbindet man Subsystem 1 und Subsystem 2 mit einem Perpendicular-Joint unter 
Verwendung des stabilisierten Index-2 Co-Simulationsverfahrens, dann liefert dies: 
 
 Reaktionskräfte/-momente (Kopplungskörper ݅): ࡲ଴ ௖೔ = ૙ , �௜ ௖೔ = ࢋ௜ ௜ × ࢀ(ࢽ௜ , ࢽ̃௝)௜௝ ࢋ௝ ௝  ߣ௖௣ , 
 Projektionsterme (Kopplungskörper ݅): �଴ ௖೔ = ૙ , �௜ ௖೔ = ࢋ௜ ௜ × ࢀ(ࢽ௜ , ࢽ̃௝)௜௝ ࢋ௝ ௝  ߤ௖௣ , 
 Reaktionskräfte/-momente (Kopplungskörper ݆): ࡲ଴ ௖ೕ = ૙ ,         �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢽ̃௜ , ࢽ௝)௝௜ ࢋ௜ ௜ ߣ௖௣ , 
 Projektionsterme (Kopplungskörper ݆): �଴ ௖ೕ = ૙ ,         �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢽ̃௜ , ࢽ௝)௝௜ ࢋ௜ ௜  ߤ௖௣ , 
 Kopplungsbedingungen: ݃௖௣ఒ ≔ Ͳ , ݃௖௣ఓ ≔ Ͳ ,     �௖ఊ೔ ≔ ࢽ̃௜ − ࢽ௜ = ૙ ,     �௖ఊೕ ≔ ࢽ̃௝ − ࢽ௝ = ૙ . 
160. 
 
Gemäß Abschnitt 3.2.3 ergeben sich die Eingangsvektoren für die Kopplungskörper ݅ 
und ݆  zu ࢛̃௝ = ሺ ߣ௖௣  ߤ௖௣  ࢽ̃௝் ሻ் ∈ ℝହ  und ࢛̃௜ = ሺ ߣ௖௣  ߤ௖௣  ࢽ̃௜் ሻ் ∈ ℝହ . Der Vektor �௖ =ሺ݃௖௣ఒ   ݃௖௣ఓ   �௖ఊ೔்  �௖ఊೕ் ሻ் ∈ ℝ଼ fasst die Kopplungsgleichungen zusammen. 
 
Hinweis: 
In diesem Abschnitt wurden Euler-Winkel verwendet, um räumlich Rotationen zu be-
schreiben. Bekanntlich treten bei Euler-Winkeln Singularitätsprobleme auf. Verschie-
dene Methoden wurden in der Literatur vorgestellt, um dieses Problem zu umgehen 
(z.B. Umstellung auf Kardanwinkel). Anstelle von Euler-Winkeln können andere Ver-
fahren verwendet werden, um 3D-Rotationen zu parametrieren. In Anhang C sind ent-
sprechende Gleichungen bei Verwendung von Euler-Parametern zu finden. 
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3.2.3 Allgemeines Integrationsschema für das Prädiktor/Korrektor  
  Co-Simulationsverfahren 
 
 
3.2.3.1 Methode 1: Semi-implizites Co-Simulationsverfahren auf Basis der 
Baumgarte-Stabilisierung 
 
Wie bereits in Abschnitt 3.1 im Zusammenhang mit dem Testmodell Zweimassen-
schwinger erwähnt, wird das semi-implizite Co-Simulationsverfahren in 3 Schritten 
durchgeführt. Die allgemeine Vorgehensweise für die Kopplung zweier beliebiger me-
chanischer Subsysteme wird im Folgenden beschrieben. Zunächst werden einige 
Hilfsvektoren definiert. Der Kopplungsvektor (Eingangsvektor) ࢛̃௝ =ሺ̃ݑ௝ଵ ̃ݑ௝ଶ… ̃ݑ௝௡ೠ̃ೕሻ் ∈ ℝ௡ೠ̃ೕ beinhaltet die ݊௨̃௝ Kopplungsvariablen für den Kopplungskör-
per ݅; der Kopplungsvektor (Eingangsvektor) ࢛̃௜ = ሺ̃ݑ௜ଵ ̃ݑ௜ଶ… ̃ݑ௜௡ೠ̃೔ሻ் ∈ ℝ௡ೠ̃೔ enthält die ݊௨̃௜ Kopplungsvariablen für den Kopplungskörper ݆. Beide Vektoren sind im resultie-
renden Kopplungsvektor ࢛̃௖ = ሺ࢛̃௝்  ࢛̃௜் ሻ் ∈ ℝ௡ೠ̃ೕ+௡ೠ̃೔ und die entsprechenden Kopp-
lungsbedingungen formal im Vektor �௖஻ = ሺ݃௖ଵ ݃௖ଶ… ݃௖௡�ሻ் ∈ ℝ௡� zusammengefasst. 
 
Beispiel: Verbindet man die beiden Kopplungskörper ݅ und ݆ durch ein Atpoint-Joint 
und ein Perpendicular-Joint, dann lauten die Kopplungsvariablen und die Kopplungs-
bedingungen ࢛̃௝ = ( ࣅ ଴ ௖௔் ߣ௖௣ ࢽ̃௝் )் ∈ ℝ଻,  ࢛̃௜ = ( ࣅ ଴ ௖௔் ߣ௖௣ ࢽ̃௜் )் ∈ ℝ଻  und �௖஻ =ቀ�௖௔஻ ் ݃௖௣஻  �௖ఊ೔்  �௖ఊೕ் ቁ் ∈ ℝଵ଴. 
 
Um den semi-impliziten Kopplungsansatz zu erläutern, betrachten wir den allgemeinen 
Makrozeitschritt von �ܶ  bis �ܶ+ଵ.  In Abschnitt 3.1 wurden die Kopplungsvariablen 
durch konstante Polynome approximiert. Nun wird der allgemeine Fall betrachtet, dass 
die Kopplungsvariablen ࢛̃௝ und ࢛̃௜ durch Polynome vom Grad ݇ approximiert werden. 
Zu Beginn des Makrozeitschrittes werden die Zustandsgrößen der Subsysteme und 
die Kopplungsvariablen als bekannt vorausgesetzt: 
 ̂ࢠଵሺݐ = �ܶሻ = ̂ࢠଵ,� , ̂ࢠଶሺݐ = �ܶሻ = ̂ࢠଶ,� ,  (a) 161. ࢛̃௝ሺݐ = �ܶሻ = ࢛̃௝,� , ࢛̃௜ሺݐ = �ܶሻ = ࢛̃௜,� . (b) 
 
Schritt 1: Prädiktor-Schritt 
 Im Prädiktor-Schritt wird die Subsystemintegration von �ܶ bis �ܶ+ଵ mit extrapo-
lierten Kopplungsvariablen durchgeführt. Zur Extrapolation der Kopplungsvari-
ablen wird jede Komponente der Kopplungsvektoren ࢛̃௝  und ࢛̃௜  durch Lag-
range-Polynome approximiert. Die ݇ + ͳ Abtastpunkte zur Generierung der Po-
lynome vom Grad ݇ sind durch die Makrozeitpunkte �ܶ, �ܶ−ଵ, …, �ܶ−௞ definiert. 
Z.B. wird das Prädiktor-Polynom �௨̃ೕ೘௣ ሺݐሻ für die ݉-te (ͳ ൑ ݉ ൑ ݊௨̃௝) Kopplungs-
variable ̃ݑ௝௠  im Zeitintervall [ �ܶ , �ܶ+ଵ ] durch die ݇ + ͳ  Abtastpunkte ( �ܶ , ̃ݑ௝௠,�), ( �ܶ−ଵ, ̃ݑ௝௠,�−ଵ), … , ( �ܶ−௞, ̃ݑ௝௠,�−௞) definiert, für welches im Folgen-
den die Notation �௨̃ೕ೘௣ [( �ܶ, ̃ݑ௝௠,�), ( �ܶ−ଵ, ̃ݑ௝௠,�−ଵ), … , ( �ܶ−௞, ̃ݑ௝௠,�−௞); ݐ ] verwen-
det wird. Die Extrapolationspolynome für Subsystem 1 und Subsystem 2 wer-
den formal in den Vektoren �௝௣ ∈ ℝ௡ೠ̃ೕ und �௜௣ ∈ ℝ௡ೠ̃೔ zusammengefasst. 
 Unter Verwendung der prädiktierten (extrapolierten) Kopplungsvariablen 
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࢛̃௝௣ሺݐሻ = �௝௣[( �ܶ , ࢛̃௝,�), ( �ܶ−ଵ, ࢛̃௝,�−ଵ),… , ( �ܶ−௞, ࢛̃௝,�−௞); ݐ ] und ࢛̃௜௣ሺݐሻ = �௜௣[( �ܶ , ࢛̃௜,�), ( �ܶ−ଵ, ࢛̃௜,�−ଵ), … , ( �ܶ−௞, ࢛̃௜,�−௞); ݐ ] , 162. 
 
liefert eine Subsystemintegration von �ܶ bis �ܶ+ଵ mit den Anfangsbedingungen 
161a die prädiktierten Zustandsvariablen zum Makrozeitpunkt �ܶ+ଵ: 
 ̂ࢠଵ,�+ଵ௣ = ̂ࢠଵ,�+ଵ(࢛̃௝௣) , ̂ࢠଶ,�+ଵ௣ = ̂ࢠଶ,�+ଵ(࢛̃௜௣) . 163. 
 
 Setzt man die prädiktierten Zustandsvariablen aus Gl. 163 in die Bewegungs-
gleichungen 126 und 127 ein, erhält man die prädiktierten Beschleunigungen 
zum Makrozeitpunkt �ܶ+ଵ: 
 �௜,�+ଵ௣ = �௜,�+ଵ(̂ࢠଵ,�+ଵ௣ ) , �௝,�+ଵ௣ = �௝,�+ଵ(̂ࢠଶ,�+ଵ௣ ) . 164. 
 
Schritt 2: Berechnung der korrigierten Kopplungsvariablen 
 Die Subsystemintegration von �ܶ bis �ܶ+ଵ mit den prädiktierten (extrapolierten) 
Kopplungsvariablen wird wiederholt, allerdings mit zwei Ausnahmen. Einerseits 
wird die ݉-te ሺͳ ൑ ݉ ൑ ݊௨̃௝ሻ Komponente von �௝௣ durch das gestört-prädiktierte 
(interpolierende) Polynom �௨̃ೕ೘௣௣೘[( �ܶ+ଵ, ̃ݑ௝௠,�+ଵ௣ + Δݑ௠), ( �ܶ , ̃ݑ௝௠,�), … , ( �ܶ−௞+ଵ,̃ݑ௝௠,�−௞+ଵ); ݐ ] ersetzt, siehe Figure 11 in Abschnitt 2.2.6. Andererseits wird die ݊-te ሺͳ ൑ ݊ ൑ ݊௨̃௜ሻ Komponente von �௜௣ durch das gestört-prädiktierte (interpo-
lierende) Polynom �௨̃೔೙௣௣೙[( �ܶ+ଵ, ̃ݑ௜௡,�+ଵ௣ + Δݑ௡), ( �ܶ , ̃ݑ௜௡,�),… , ( �ܶ−௞+ଵ,̃ݑ௜௡,�−௞+ଵ); ݐ ] ausgetauscht. Die Vektoren, welche die Polynome mit den gestör-
ten Komponenten enthalten, werden mit �௝௣௣೘ und �௜௣௣೙ bezeichnet.  
 
 Es ist zu beachten, dass Δݑ௠  und Δݑ௡  kleine benutzerdefinierte Inkremente 
sind. 
 
 Mit den gestört-prädiktierten Kopplungsvariablen 
 ࢛̃௝௣௣೘ሺݐሻ = �௝௣௣೘[( �ܶ+ଵ, ̃ݑ௝௠,�+ଵ௣ + Δݑ௠), ( �ܶ , ࢛̃௝,�), ( �ܶ−ଵ, ࢛̃௝,�−ଵ), … ; ݐ ] ࢛̃௜௣௣೙ሺݐሻ = �௜௣௣೙[( �ܶ+ଵ, ̃ݑ௜௡,�+ଵ௣ + Δݑ௡), ( �ܶ , ࢛̃௜,�), ( �ܶ−ଵ, ࢛̃௜,�−ଵ), … ; ݐ ] 165. 
 
ergibt eine Subsystemintegration von �ܶ bis �ܶ+ଵ mit den Anfangsbedingungen 
161a die gestört-prädiktierten Zustandsvariablen zum Makrozeitpunkt �ܶ+ଵ 
 ̂ࢠଵ,�+ଵ௣௣೘ = ̂ࢠଵ,�+ଵ(࢛̃௝௣௣೘) , ̂ࢠଶ,�+ଵ௣௣೙ = ̂ࢠଶ,�+ଵ(࢛̃௜௣௣೙) . 166. 
 
 Setzt man die gestört-prädiktierten Zustandsvariablen aus Gl. 166 in die Bewe-
gungsgleichungen 126 und 127 ein, liefert dies die gestört-prädiktierten Be-
schleunigungen zum Makrozeitpunkt �ܶ+ଵ 
 �௜,�+ଵ௣௣೘ = �௜,�+ଵ(̂ࢠଵ,�+ଵ௣௣೘ ) , �௝,�+ଵ௣௣೙ = �௝,�+ଵ(̂ࢠଶ,�+ଵ௣௣೙ ) . 167. 
 
 Mit den prädiktierten und den gestört-prädiktierten Zustandsvariablen können 
die partiellen Ableitungen der Zustandsvariablen nach der Kopplungsvariablen 
durch finite Differenzen approximiert werden. Für die partielle Ableitung der ߤ-
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ten (ͳ ൑ ߤ ൑ ͳʹ) Komponente von ࢠ௜ bezüglich der ݉-ten Komponente von ࢛̃௝ 
erhält man 
 ߲ݖ௜ఓ,�+ଵ߲̃ݑ௝௠,�+ଵ|࢛̃೎,�+భ೛ ≈ ݖ௜ఓ,�+ଵ(࢛̃௝௣௣೘) − ݖ௜ఓ,�+ଵ(࢛̃௝௣)Δݑ௠   . 168. 
 
Analog kann die partielle Ableitung der ߥ-ten (ͳ ൑ ߥ ൑ ͳʹ) Komponente von ࢠ௝  
bezüglich der ݊-ten Komponente von ࢛̃௜ wie folgt approximiert werden 
 ߲ݖ௝ఔ,�+ଵ߲̃ݑ௜௡,�+ଵ|࢛̃೎,�+భ೛ ≈ ݖ௝ఔ,�+ଵ(࢛̃௜௣௣೙) − ݖ௝ఔ,�+ଵ(࢛̃௜௣)Δݑ௡   . 169. 
 
 In ähnlicher Weise können die partiellen Ableitungen der Beschleunigungen �௜ 
und �௝ bezüglich der Kopplungsvariablen ࢛̃௝ und ࢛̃௜ unter Verwendung der Gln. 
164 und 167 berechnet werden. 
 
 Unter Verwendung der partiellen Ableitungen können korrigierte (verbesserte) 
Kopplungsvariablen zum Zeitpunkt �ܶ+ଵ  gewonnen werden. Zur Berechnung 
der korrigierten Kopplungsvariablen betrachten wir die Kopplungsbedingungen �௖,�+ଵ஻  am Zeitpunkt �ܶ+ଵ und interpretieren �௖,�+ଵ஻  als Funktion der Kopplungs-
variablen ࢛̃௖,�+ଵ 
 �௖,�+ଵ஻ (࢛̃௖,�+ଵ) . 170. 
 
Bei Wahl der Prädiktorwerte ࢛̃௖,�+ଵ௣  als Entwicklungspunkt und unter Vernach-
lässigung der Terme höherer Ordnung �(࢛̃௖,�+ଵଶ ), liefert eine Taylorreihenent-
wicklung der Funktion �௖,�+ଵ஻ (࢛̃௖,�+ଵ) bezüglich ࢛̃௖,�+ଵ die linearisierten Kopp-
lungsbedingungen 
 �௖,�+ଵ஻,௟௜௡௘௔௥(࢛̃௖,�+ଵ):= �௖,�+ଵ஻ (࢛̃௖,�+ଵ௣ ) + ߲�௖,�+ଵ஻߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛ ∙ (࢛̃௖,�+ଵ − ࢛̃௖,�+ଵ௣ ) = ૙ . 171. 
 
Im Allgemeinen sind die Kopplungsbedingungen Funktionen der Zustandsvari-
ablen ࢠ௖ und der Beschleunigungen �௖ (ߛ ≠ Ͳ), nämlich 
 �௖,�+ଵ஻ (࢛̃௖,�+ଵ) =  �௖,�+ଵ஻ ቀࢠ௖,�+ଵ(࢛̃௖,�+ଵ), �௖,�+ଵ(࢛̃௖,�+ଵ)ቁ . 172. 
Daher kann die Jacobi-Matrix ࡳ࡮ folgendermaßen dargestellt werden: 
 ࡳ࡮ = ߲�௖,�+ଵ஻߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛ = ߲�௖,�+ଵ஻߲ࢠ௖,�+ଵ ߲ࢠ௖,�+ଵ߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛ + ߲�௖,�+ଵ஻߲�௖,�+ଵ ߲�௖,�+ଵ߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛ , 
 
173. 
wobei die partiellen Ableitungen డࢠ೎,�+భడ࢛̃೎,�+భ|࢛̃೎,�+భ೛  und డ�೎,�+భడ࢛̃೎,�+భ|࢛̃೎,�+భ೛  mit Hilfe finiter 
Differenzen approximiert werden können. 
   
66 
 
 Im Allgemeinen erfüllen die prädiktierten Zustandsvariablen und die Beschleu-
nigungen die Kopplungsbedingungen nicht, d.h. �௖,�+ଵ஻ ቀࢠ௖,�+ଵ(࢛̃௖,�+ଵ௣ ),�௖,�+ଵ(࢛̃௖,�+ଵ௣ )ቁ ≠ ૙. Korrigierte Kopplungsvariablen, die zumindest die lineari-
sierten Kopplungsbedingungen erfüllen, können durch Lösen von Gl. 171 her-
geleitet werden. Man erhält 
 ࢛̃௖,�+ଵ = ࢛̃௖,�+ଵ௣ − ࡳ࡮−ଵ ∙ �௖,�+ଵ(࢛̃௖,�+ଵ௣ ) . 174. 
 
Schritt 3: Korrektor-Schritt 
 Verwendet man die korrigierten (interpolierten) Kopplungsvariablen (siehe Fi-
gure 11) 
 ࢛̃௝ሺݐሻ = �௝ [( �ܶ+ଵ, ࢛̃௝,�+ଵ), ( �ܶ , ࢛̃௝,�),… , ( �ܶ−௞+ଵ, ࢛̃௝,�−௞+ଵ); ݐ ]  und ࢛̃௜ሺݐሻ = �௜ [( �ܶ+ଵ, ࢛̃௜,�+ଵ), ( �ܶ , ࢛̃௜,�),… , ( �ܶ−௞+ଵ, ࢛̃௜,�−௞+ଵ); ݐ ]  , 175. 
 
ergibt eine Integration der beiden Subsysteme von �ܶ bis �ܶ+ଵ die korrigierten 
Zustandsvariablen zum Makrozeitpunkt �ܶ+ଵ 
 ̂ࢠଵ,�+ଵ = ̂ࢠଵ,�+ଵ(࢛̃௝) ,       ̂ࢠଶ,�+ଵ = ̂ࢠଶ,�+ଵሺ࢛̃௜ሻ . 176. 
 
 
Semi-implizites Index-3 Co-Simulationsverfahren: 
 
Für ߚ = ߛ = Ͳ, ist die oben beschriebene semi-implizite Co-Simulationsmethode ein 
Kopplungsansatz auf Index-3 Ebene. In diesem Fall, kann auf eine Auswertung der 
Gln. 164 und 167 verzichtet werden. Ferner müssen nur die partiellen Ableitungen der 
Lagevariablen bezüglich der Kopplungsvariablen berechnet werden (partielle Ableitun-
gen der Geschwindigkeiten und Beschleunigungen ist nicht notwendig). 
 
 
Semi-implizites Index-2 Co-Simulationsverfahren: 
 
Wählt man ߚ > Ͳ  und ߛ = Ͳ , erhält man eine Co-Simulationsmethode auf Index-2 
Ebene. Unter Anwendung des Index-2 Ansatzes, ist eine Auswertung der Gln. 164 und 
167 nicht erforderlich. Außerdem müssen in diesem Fall nur die partiellen Ableitungen 
der Zustandsvariablen bezüglich der Kopplungsvariablen berechnet werden (partielle 
Ableitungen der Beschleunigungen sind nicht erforderlich). 
 
 
Semi-implizites Index-1 Co-Simulationsverfahren: 
 
Mit ߚ > Ͳ und ߛ > Ͳ ergibt sich ein Index-1 Co-Simulationsverfahren.  
 
 
3.2.3.2 Methode 2: Semi-implizites Co-Simulationsverfahren auf Basis gewich-
teter Lagrange-Multiplikatoren 
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Wie bereits in Abschnitt 3.1 erwähnt, sind Methode 1 und Methode 2 sehr ähnlich. Die 
beiden Methoden unterscheiden sich nur in der Berechnung der korrigierten Kopp-
lungsvariablen. Die Definition der Kopplungsvektoren (Eingangsvektoren) ࢛̃௝  und ࢛̃௜ 
ist identisch wie in Abschnitt 3.2.3.1. Gemäß Abschnitt 3.2.2 können die Kopplungs-
bedingungen in die primären Kopplungsbedingungen �௖௣௥௜௠ ∈ {�௖௔, ݃௖ௗ , ݃௖௣} und die 
zusätzlichen Kopplungsbedingungen �௖௔ௗௗ ∈ {�௖௥೔ , �௖ఊ೔ , �௖ఊೕ} aufgeteilt werden. Für 
die Methode 2 definiert man drei unterschiedliche Bindungsvektoren. Der Vektor, der 
die primären Kopplungsbedingungen auf Lageebene und die zusätzlichen Kopplungs-
bedingungen zusammenfasst, wird mit �௖௣௢௦ = (�௖௣௥௜௠்  �௖௔ௗௗ் )் ∈ ℝ௡� bezeichnet. Der 
Vektor, der die primären Kopplungsbedingungen auf Geschwindigkeitsebene und die 
zusätzlichen Kopplungsbedingungen enthält, wird mit �௖௩௘௟ = (�ሶ ௖௣௥௜௠்  �௖௔ௗௗ் )் ∈ ℝ௡� 
bezeichnet. Schließlich wird der Vektor, der die primären Kopplungsbedingungen auf 
Beschleunigungsebene und die zusätzlichen Kopplungsbedingungen zusammenfasst, 
mit �௖௔௖௖ = (�ሷ ௖௣௥௜௠்  �௖௔ௗௗ் )் ∈ ℝ௡� bezeichnet. 
Beispiel: Verbindet man die Körper ݅ und ݆ durch eine Atpoint-Joint und ein Perpendi-
cular-Joint, dann lauten die Kopplungsvariablen und die Kopplungsbedingungen: ࢛̃௝ =( ࣅ଴ ௖௔் ߣ௖௣ ࢽ̃௝் )் ∈ ℝ଻ , ࢛̃௜ = ( ࣅ଴ ௖௔் ߣ௖௣ ࢽ̃௜் )் ∈ ℝ଻  und �௖௣௢௦ = ቀ�௖௔் ݃௖௣ �௖ఊ೔்  �௖ఊೕ் ቁ் ,  �௖௩௘௟ = ቀ�ሶ ௖௔் ሶ݃௖௣ �௖ఊ೔்  �௖ఊೕ் ቁ்,  �௖௔௖௖ = ቀ�ሷ ௖௔் ሷ݃௖௣ �௖ఊ೔்  �௖ఊೕ் ቁ் ∈ ℝଵ଴. 
 
Schritt 1: Prädiktor-Schritt 
 Der Prädiktor-Schritt ist äquivalent zu Methode 1 aus Abschnitt 3.2.3.1. 
 
Schritt 2: Berechnung der korrigierten Kopplungsvariablen 
 Die Berechnung der partiellen Ableitungen gemäß Gl. 168 und Gl. 169 ist äqui-
valent zu Methode 1 aus Abschnitt 3.2.3.1. 
 Zur Berechnung der korrigierten Kopplungsvariablen ࢛̃௖,�+ଵ, werden die Kopp-
lungsbedingungen �௖,�+ଵ௣௢௦ , �௖,�+ଵ௩௘௟  und �௖,�+ଵ௔௖௖  am Makrozeitpunkt �ܶ+ଵ betrach-
tet und als Funktion der Kopplungsvariablen ࢛̃௖,�+ଵ interpretiert: 
 �௖,�+ଵ௣௢௦ (࢛̃௖,�+ଵ)  , �௖,�+ଵ௩௘௟ (࢛̃௖,�+ଵ)  , �௖,�+ଵ௔௖௖ (࢛̃௖,�+ଵ)  . 177. 
 
Als nächstes werden die Funktionen �௖,�+ଵ௣௢௦ (࢛̃௖,�+ଵ) , �௖,�+ଵ௩௘௟ (࢛̃௖,�+ଵ)  und �௖,�+ଵ௔௖௖ (࢛̃௖,�+ଵ)  in eine Taylorreihe bezüglich ࢛̃௖,�+ଵ  entwickelt. Als Entwick-
lungspunkt wird ࢛̃௖,�+ଵ௣  gewählt. Vernachlässigt man Terme höherer Ordnung, 
liefert eine Taylorreihenentwicklung von ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ),  ሶ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ)  und ሷ݃௖ఒ,�+ଵ(ߣ௖,�+ଵ) die linearisierten Kopplungsbedingungen: 
 �௖,�+ଵ௣௢௦,௟௜௡௘௔௥(࢛̃௖,�+ଵ): = �௖,�+ଵ௣௢௦ (࢛̃௖,�+ଵ௣ ) + ߲�௖,�+ଵ௣௢௦߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛ ∙ (࢛̃௖,�+ଵ − ࢛̃௖,�+ଵ௣ ) = ૙   , 
 
(a) 178. 
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�௖,�+ଵ௩௘௟,௟௜௡௘௔௥(࢛̃௖,�+ଵ): = �௖,�+ଵ௩௘௟ (࢛̃௖,�+ଵ௣ ) + ߲�௖,�+ଵ௩௘௟߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛ ∙ (࢛̃௖,�+ଵ − ࢛̃௖,�+ଵ௣ ) = ૙   , 
 
(b) 
�௖,�+ଵ௔௖௖,௟௜௡௘௔௥(࢛̃௖,�+ଵ): = �௖,�+ଵ௔௖௖ (࢛̃௖,�+ଵ௣ ) + ߲�௖,�+ଵ௔௖௖߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛ ∙ (࢛̃௖,�+ଵ − ࢛̃௖,�+ଵ௣ ) = ૙   . (c) 
 
 Löst man die linearisierten Kopplungsbedingungen 178a erhält man die korri-
gierten Kopplungsvariablen 
 ࢛̃௖,�+ଵ௣௢௦ = ࢛̃௖,�+ଵ௣ − ࡳ௣௢௦−ଵ ∙ �௖,�+ଵ௣௢௦ (࢛̃௖,�+ଵ௣ )      with      ࡳ௣௢௦ = ߲�௖,�+ଵ௣௢௦߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛   . 179. 
 
 Mit Hilfe der der linearisierten Kopplungsbedingungen 178b ergeben sich die 
korrigierten Kopplungsvariablen 
 ࢛̃௖,�+ଵ௩௘௟ = ࢛̃௖,�+ଵ௣ − ࡳ௩௘௟−ଵ ∙ �௖,�+ଵ௩௘௟ (࢛̃௖,�+ଵ௣ )      with      ࡳ௩௘௟ = ߲�௖,�+ଵ௩௘௟߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛   . 180. 
 
 
 Verwendet man die linearisierten Kopplungsbedingung 178c, erhält man die 
korrigierten Kopplungsvariablen 
 ࢛̃௖,�+ଵ௔௖௖ = ࢛̃௖,�+ଵ௣ − ࡳ௔௖௖−ଵ ∙ �௖,�+ଵ௔௖௖ (࢛̃௖,�+ଵ௣ )      with      ࡳ௔௖௖ = ߲�௖,�+ଵ௔௖௖߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛   . 181. 
 
 Im Rahmen des semi-impliziten Co-Simulationsverfahrens auf Basis gewichte-
ter Lagrange-Multiplikatoren werden die korrigierten Kopplungsvariablen durch 
den gewichteten Mittelwert  
 ࢛̃௖,�+ଵ = ͳͳ + ܽ + ܾ (࢛̃௖,�+ଵ௣௢௦ + ܽ ∙ ࢛̃௖,�+ଵ௩௘௟ + ܾ ∙ ࢛̃௖,�+ଵ௔௖௖ )  , 182. 
 
berechnet, wobei ܽ ൒ Ͳ  und ܾ ൒ Ͳ  reelle, benutzerdefinierte Parameter sind 
(z.B. ܽ = ܾ = ͳ) 
 
Schritt 3: Korrektor-Schritt 
 Der Korrektor-Schritt ist äquivalent zu Methode 1 (Abschnitt 3.2.3.1). Der ein-
zige Unterschied besteht darin, dass ࢛̃௖,�+ଵ aus Gl. 182 anstatt ࢛̃௖,�+ଵ aus Gl. 
174 verwendet wird. 
 
 
Semi-implizites Index-3 Co-Simulationsverfahren: 
 
Für ܽ = ܾ = Ͳ ist Methode 2 identisch mit der Index-3 Formulierung der Methode 1. 
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Semi-implizites Index-2 Co-Simulationsverfahren: 
 
Wählt man ܽ > Ͳ und ܾ = Ͳ, dann ergibt sich eine Co-Simulationsmethode auf Index-
2 Ebene. In diesem Fall ist die Auswertung von Gl. 164 und Gl. 167 nicht erforderlich, 
ferner müssen nur die partiellen Ableitungen der Zustandsvariablen bezüglich der 
Kopplungsvariablen berechnet werden (partielle Ableitungen der Beschleunigungen 
werden nicht benötigt). 
 
 
Semi-implizites Index-1 Co-Simulationsverfahren: 
 
Für ܽ > Ͳ und ܾ > Ͳ ergibt sich ein Index-1 Co-Simulationsverfahren. 
 
 
3.2.3.3 Semi-implizite Co-Simulationsmethode auf Basis der stabilisierten In-
dex-2 Formulierung 
 
Bei Verwendung des stabilisierten Index-2 Verfahrens werden die Kopplungsvektoren 
ebenfalls in den Vektoren ࢛̃௝ und ࢛̃௜ zusammengefasst und die Kopplungsbedingun-
gen formal im Vektor �௖ = ሺ݃௖ଵ ݃௖ଶ… ݃௖௡�ሻ் ∈ ℝ௡�. 
 
Beispiel 1: Verbindet man die Körper ݅ und ݆ durch ein Inplane-Joint, erhält man fol-
gende Kopplungsvariablen und Kopplungsbedingungen: ࢛̃௝ = (ߣ௖ௗ ߤ௖ௗ  ࢽ̃௝் )் ∈ ℝହ , ࢛̃௜ = (ߣ௖ௗ ߤ௖ௗ ࢘̃૙ ௌ೔்   ࢽ̃௜் )் ∈ ℝ଼ und �௖ = ቀ݃௖ௗఒ  ݃௖ௗఓ  �௖௥೔்   �௖ఊ೔்   �௖ఊೕ் ቁ் ∈ ℝଵଵ. 
 
Beispiel 2: Verbindet man die Körper ݅ und ݆ durch ein Atpoint-Joint und ein Perpendi-
cular-Joint, lauten die Kopplungsvariablen und Kopplungsbedingungen: ࢛̃௝ =( ࣅ଴ ௖௔் ࣆ଴ ௖௔் ߣ௖௣ ߤ௖௣ ࢽ̃௝் )் ∈ ℝଵଵ, ࢛̃௜ = ( ࣅ଴ ௖௔் ࣆ଴ ௖௔் ߣ௖௣ ߤ௖௣ ࢽ̃௜் )் ∈ ℝଵଵ und �௖ =ቀ�௖௔ఒ ்  �௖௔ఓ் ݃௖௣ఒ ݃௖௣ఓ �௖ఊ೔்  �௖ఊೕ் ቁ் ∈ ℝଵସ.  
 
Zur Erläuterung des stabilisierten Index-2 Kopplungsansatzes wird wieder der allge-
meine Makroschritt von �ܶ bis �ܶ+ଵ betrachtet. Zur Definition der Zustands-vektoren ̂ࢠଵ, ̂ࢠଶ und der Anfangsbedingungen sei auf Abschnitt 3.2.3.1 verwiesen. 
 
Schritt 1: Prädiktor-Schritt 
 Der Prädiktor-Schritt ist äquivalent zu Methode 1 (Abschnitt 3.2.3.1). 
 
Schritt 2: Berechnung der korrigierten Kopplungsvariablen 
 Berechnung der partiellen Ableitungen gemäß Gl. 168 und Gl. 169 (äquivalent 
zu Methode 1 aus Abschnitt 3.2.3.1). 
 Mit den partiellen Ableitungen können korrigierte Werte für die Kopplungsvari-
ablen zum Zeitpunkt �ܶ+ଵ  berechnet werden. Die Kopplungsbedingungen �௖,�+ଵ werden am Makrozeitpunkt �ܶ+ଵ betrachtet und als Funktion der Kopp-
lungsvariablen interpretiert, d.h. 
 �௖,�+ଵ(࢛̃௖,�+ଵכ ) . 183. 
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Es ist zu beachten, dass ࢛̃௖,�+ଵכ  allgemeine Kopplungsvariablen zum Makrozeit-
punkt �ܶ+ଵ darstellen. Wählt man ࢛̃௖,�+ଵ௣  als Entwicklungspunkt und vernach-
lässigt man Terme höherer Ordnung, liefert eine Taylorentwicklung von �௖,�+ଵ(࢛̃௖,�+ଵכ ) bezüglich ࢛̃௖,�+ଵכ  die linearisierten Kopplungsbedingungen.  
 �௖,�+ଵ௟௜௡௘௔௥(࢛̃௖,�+ଵכ ): = �௖,�+ଵ(࢛̃௖,�+ଵ௣ ) + ߲�௖,�+ଵ߲࢛̃௖,�+ଵכ |࢛̃೎,�+భ೛ ∙ (࢛̃௖,�+ଵכ − ࢛̃௖,�+ଵ௣ ) = ૙ . 184. 
 
 Korrigierte Kopplungsvariablen, die die linearisierten Kopplungsbedingungen 
erfüllen, können durch Lösen der Gl. 184 nach ࢛̃௖,�+ଵכ  gewonnen werden. Es 
ergibt sich 
 
       ࢛̃௖,�+ଵכ = ࢛̃௖,�+ଵ௣ − ࡳ−ଵ ∙ �௖,�+ଵ(࢛̃௖,�+ଵ௣ )                                   mit der Jocobi-Matrix ࡳ = ߲�௖,�+ଵ߲࢛̃௖,�+ଵכ |࢛̃೎,�+భ೛ = ߲�௖,�+ଵ߲ࢠ௖,�+ଵ ߲ࢠ௖,�+ଵ߲࢛̃௖,�+ଵכ |࢛̃೎,�+భ೛ . 185.
 
 Unter Verwendung eines Relaxationsansatzes werden die korrigierten Kopp-
lungsvariablen wie folgt berechnet 
 
                   ࢛̃௖,�+ଵ = ߱ோ ∙ ࢛̃௖,�+ଵכ + ሺͳ − ߱ோሻ ∙ ࢛̃௖,� , 186. 
  
wobei ߱ோ ∈ [Ͳ,ͳ] ein reeller Relaxationsparameter ist. 
 
Schritt 3: Korrektor-Schritt 
 Unter Verwendung der korrigierten (interpolierten) Kopplungsvariablen  
 ࢛̃௝ሺݐሻ = �௝[( �ܶ+ଵ, ࢛̃௝,�+ଵ), ( �ܶ , ࢛̃௝,�),… , ( �ܶ−௞+ଵ, ࢛̃௝,�−௞+ଵ); ݐ ]  und ࢛̃௜ሺݐሻ = �௜[( �ܶ+ଵ, ࢛̃௜,�+ଵ), ( �ܶ , ࢛̃௜,�),… , ( �ܶ−௞+ଵ, ࢛̃௜,�−௞+ଵ); ݐ ]   187. 
 
ergibt eine Subsystemintegration von �ܶ bis �ܶ+ଵ mit den Anfangsbedingungen 
161a die korrigierten Zustandsvariablen zum Makrozeitpunkt �ܶ+ଵ 
 ̂ࢠଵ,�+ଵ = ̂ࢠଵ,�+ଵ(࢛̃௝) ,       ̂ࢠଶ,�+ଵ = ̂ࢠଶ,�+ଵሺ࢛̃௜ሻ . 188. 
 
Bemerkungen: 
 Für die Approximation der partiellen Ableitungen mittels finiter Differenzen muss 
das Inkrement Δݑ௠ bestimmt werden, siehe Gl. 168. Anstelle der Verwendung 
desselben Inkrements für alle Kopplungsvariablen und anstelle der Verwen-
dung konstanter Inkremente (z.B. Δݑ௠ = ͳͲ−ହ) könnte die Verwendung unter-
schiedlicher und variabler Inkremente Vorteile bieten. Gemäß [24] und [60] 
könnte Δݑ௠ = �௠ ∙ �a�(ͳ, |̃ݑ௝௠,� |) als Inkrement in Gl. 168 verwendet werden. 
Hier bezeichnet �௠ einen benutzerdefinierten Parameter (z.B. �௠ = ͳͲ−ହ; kann 
auch eine Funktion von � sein), die für jede Komponente ̃ݑ௝௠  des Kopplungs-
vektors individuell festgelegt wird. 
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 Innerhalb des semi-impliziten Co-Simulationsverfahrens werden die nichtlinea-
ren Kopplungsbedingungen 170 durch die linearisierten Kopplungsbedingun-
gen 171 ersetzt. Es ist zu beachten, dass der Fehler infolge der Linearisierung 
bei einer Reduktion der Makroschrittweite abnimmt. Dies ist offensichtlich, da 
bei Verringerung der Makroschrittweite die Differenz zwischen den korrigierten 
und prädiktierten Kopplungsgrößen ࢛̃௖,�+ଵ − ࢛̃௖,�+ଵ௣  kleiner wird. Bei Verringe-
rung der Makroschrittweite werden die Terme höherer Ordnung (࢛̃௖,�+ଵ −࢛̃௖,�+ଵ௣ )࢔ kleiner. In der Praxis gibt es grundsätzlich drei Möglichkeiten den durch 
die Linearisierung verursachten Fehler zu reduzieren. Erstens kann eine kleine 
Makroschrittweite gewählt werden. Zweitens kann ein Fehlerschätzer zur Rea-
lisierung einer variablen Makroschrittweite verwendet werden, so dass der 
durch die Linearisierung eingeführte Fehler (indirekt) gesteuert werden kann. 
Drittens kann anstelle des semi-impliziten Kopplungsansatzes mit nur einem 
Korrektor-Schritt ein voll-impliziter Kopplungsansatz verwendet werden, wobei 
der Korrektor-Schritt dann mehrmals wiederholt werden muss, bis ein Konver-
genzkriterium erfüllt ist (Newton-Iteration). 
 
 Im Rahmen von dieser Arbeit wird angenommen, dass die Bedingungsgleichun-
gen �௖,�+ଵ(࢛̃௖,�+ଵ) = ૙ nicht redundant sind; folglich hat die Jacobi-Matrix ࡳ 
vollen Rang. 
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3.3 Numerische Beispiele 
 
In diesem Abschnitt werden die oben vorgestellten semi-implizite Co-Simulationsme-
thoden mit numerischen Beispielen getestet. Insbesondere werden die Konvergenz, 
der numerische Fehler und das Stabilitätsverhalten der Kopplungsansätze untersucht. 
 
 




3.3.1.1 Linearer Zweimassenschwinger 
 
Der lineare Zweimassenschwinger aus Abschnitt 3.1 wird hier nochmals betrachtet. 
Die Subsysteme wurden jeweils mit einem impliziten Runge-Kutta-Integrator (relative 
und absolute Fehlertoleranz �௥௘௟ = �௔௕௦ = ͳܧ − ͺ) gelöst. Figure 23 zeigt die Verschie-
bung ݔଵሺݐሻ der linken Masse, das Residuum ݔଶ − ݔଵ und den Lagrange-Multiplikator ߣ௖ሺݐሻ für das Index-1 (݇ = Ͳ und ݇ = ͳ), für das Index-2 (݇ = Ͳ) und für das Index-3 
(݇ = Ͳ) Verfahren. Die Simulationen wurden mit den Baumgarte-Parametern ߚ = ʹܧ −͵, ߛ = ͳܧ − ͸ und einer Makroschrittweite von � = ͳܧ − ͵ � durchgeführt. 
 
Der globale Fehler über der Makroschrittweite ist in Figure 24 für das Index-1 ሺ݇ = Ͳሻ, 
das Index-2 ሺ݇ = Ͳሻ und das Index-3 ሺ݇ = Ͳሻ Verfahren für drei verschiedene Baum-
garte-Parameter ( ߚ = ʹܧ − ͳ ,  ߛ = ͳܧ − ʹ ; ߚ = ʹܧ − ʹ ,  ߛ = ͳܧ − Ͷ  und ߚ = ʹܧ −͵, ߛ = ͳܧ − ͸) dargestellt. Als Referenz für den globalen Fehler wird die analytische 
Lösung von Gl. 89 verwendet. Man erkennt, dass für das Index-2 und Index-3 Verfah-
ren der globale Fehler mit der Ordnung �ሺ�ଶሻ konvergiert. Beim Index-1 Ansatz wird 
der globale Fehler größer und die Konvergenzordnung verringert, insbesondere bei 
größeren Baumgarte-Parametern. 
 
Das Stabilitätsverhalten für die Kopplungsansätze auf Index-1 ሺ݇ = Ͳ und ݇ = ͳሻ, In-
dex-2 ሺ݇ = Ͳሻ und Index-3 ሺ݇ = Ͳሻ Ebene wird mit Hilfe von Stabilitätsplots illustriert. 
Simulationen wurden mit unterschiedlichen Werten von ܿ  und ݀  (� = ͷܧ − ͵ �  für    ݇ = Ͳ und � = ͳܧ − ͵ � für ݇ = ͳ) durchgeführt. In der Abbildung sind stabile Simula-
tionen mit "Ο" gekennzeichnet. Figure 25 zeigt Stabilitätsplots für die Baumgarte-Pa-
rameter ߚ = ʹܧ − ͳ,  ߛ = ͳܧ − ʹ. Entsprechende Stabilitätsplots für ߚ = ʹܧ − ʹ,  ߛ =ͳܧ − Ͷ und ߚ = ʹܧ − ͵, ߛ = ͳܧ − ͸ sind in Figure 26 und Figure 27 dargestellt. Bei 
Verwendung größerer Baumgarte-Parameter wird der Index-1 Co-Simulationsansatz 
für größere Werte von ܿ  instabil, siehe Figure 25a. Dieser Instabilitätsbereich ver-
schwindet, wenn die Makroschrittweite verringert und die Approximationsordnung er-
höht wird, siehe Figure 25b. Die Co-Simulationsansätze auf Index-2 und Index-3 
Ebene sind im betrachteten Parameterbereich stabil, siehe Figure 25c und Figure 25d. 
Bei Auswahl kleiner Baumgarte-Parameter erkennt man aus Figure 26 und Figure 27, 
dass die Co-Simulationen für größere Werte von ݀ instabil werden. Es ist zu beachten, 
dass die numerische Integration der Subsysteme praktisch keinen Einfluss auf die Sta-
bilität der Co-Simulation hat, da die Subsysteme mit sehr kleinen Fehlertoleranzen in-
tegriert wurden. Ersetzt man die numerische Integration der Subsysteme durch eine 
analytische Integration, ergeben sich praktisch die gleichen Plots. 
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Figure 23: Verschiebung ࢞૚ሺ࢚ሻ, Residuum ࢞૛ − ࢞૚ und Lagrange-Multiplikator ࣅࢉሺ࢚ሻ für das semi-im-
plizite Index-1 (࢑ = ૙ und ࢑ = ૚), Index-2 (࢑ = ૙) und Index-3 (࢑ = ૙) Co-Simulationsverfahren auf 
Basis der Baumgarte-Stabilisierung (Makroschrittweite ࡴ = ૚ࡱ − ૜ �). 
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Figure 24: Konvergenzplots für den linearen Zweimassenschwinger: globaler Fehler über der Makro-
schrittweite ࡴ für das semi-implizite Index-1 (࢑ = ૙), Index-2 (࢑ = ૙) und Index-3 (࢑ = ૙) Co-Simulati-
onsverfahren auf Basis der Baumgarte-Stabilisierung. (a) ࢼ = ૛ࡱ − ૚, ࢽ = ૚ࡱ − ૛; (b) ࢼ = ૛ࡱ − ૛, ࢽ =૚ࡱ − ૝ und (c) ࢼ = ૛ࡱ − ૜, ࢽ = ૚ࡱ − ૟. 
 
                
 
                
Figure 25: Stabile Co-Simulationen für unterschiedliche Steifigkeitskonstanten c und Dämpfungskoef-
fizienten d für das semi-implizite Index-1 (࢑ = ૙ und ࢑ = ૚), Index-2 (࢑ = ૙) und Index-3 (࢑ = ૙) Co-
Simulationsverfahren auf Basis der Baumgarte-Stabilisierung (ࢼ = ૛ࡱ − ૚, ࢽ = ૚ࡱ − ૛). 
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Figure 26: Stabile Co-Simulationen für unterschiedliche Steifigkeitskoeffizienten c und Dämpfungsko-
effizienten d für das semi-impliziten Index-1 (࢑ = ૙ und ࢑ = ૚), Index-2 (࢑ = ૙) Co-Simulationsverfah-
ren auf Basis der Baumgarte-Stabilisierung (ࢼ = ૛ࡱ − ૛, ࢽ = ૚ࡱ − ૝). 
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Figure 27: Stabile Co-Simulationen für unterschiedliche Steifigkeitskoeffizienten c und Dämpfungsko-
effizienten d für das semi-implizite Index-1 (࢑ = ૙ und ࢑ = ૚) und Index-2 (࢑ = ૙) Co-Simulationsver-




Als nächstes wird das ebene Doppelpendel (Massen݉ଵ = ݉ଶ = ͳ k�, Trägheitsmo-
mente ܬଵ = ܬଶ = ͳ ͳʹ⁄ k� �ଶ,  Längen ℓଵ = ℓଶ = ͳ �  untersucht, siehe Figure 28. 
Stange 1 (Subsystem 1) ist mit der Umgebung über ein Drehgelenk und ein Torsions-
feder/-dämpfer-System (Federkonstante ܿ� = ͷͲͲ ��/�ad,  Dämpfungs-koeffizient ݀� = ͷͲ ���/�ad) verbunden. Die Feder ist für �ଵ = � Ͷ⁄  �ad entspannt. Stange 2 
(Subsystem 2) ist mit Stange 1 durch ein Atpoint-Joint verbunden, das im ebenen Fall 
einem Drehgelenk entspricht. Die Schwerkraft wirkt in negativer ݕ -Richtung ሺ݃ = ͻ,ͺͳ� �ଶ⁄ ሻ.  Als Anfangsbedingungen werden folgende Parameter verwendet: �ଵ,଴ = � Ͷ⁄  �ad, �ଶ,଴ = −� Ͷ⁄  �ad, �ሶଵ,଴ = �ሶ ଶ,଴ = Ͳ �ad �⁄ . Ein impliziter Runge-Kutta-In-
tegrator (relative und absolute Fehlertoleranz �௥௘௟ = �௔௕௦ = ͳܧ − ͺ) wurde für die In-
tegration der Subsysteme verwendet. Figure 29 zeigt die Winkel �ଵሺݐሻ und �ଶሺݐሻ so-
wie die Lagrange-Multiplikatoren ߣ௖௔ೣሺݐሻ  und ߣ௖௔೤ሺݐሻ  für verschiedene Makroschritt-
weiten � (Index-1; ߚ = ʹܧ − ͵, ߛ = ͳܧ − ͸; ݇ = Ͳ). Die Plots zeigen, dass die Co-Si-
mulation genaue Ergebnisse liefert. Die Konvergenz des Verfahrens ist deutlich zu 
erkennen. 
 
Figure 28: Doppelpendel: Interpretation als zwei gekoppelte Stangen, die durch ein Atpoint-Joint ver-
bunden sind. 
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Figure 29: Co-Simulationsergebnisse für das semi-implizite Kopplungsverfahren auf Basis der Baum-





Das Schubkurbelgetriebe wird als drittes Beispiel betrachtet, siehe Figure 30. Stange 
1 (Subsystem 1) und Stange 2 (Subsystem 2) sind beide mit der Umgebung über ein 
Drehgelenk verbunden. Beide Stangen sind durch ein Inplane-Joint gekoppelt. Die Ge-
wichtskraft ሺ݃ =  ͻ,ͺͳ �/�ଶሻ wirkt in negativer ݕ-Richtung. Die Simulationen wurden 
mit folgenden Parametern durchgeführt: ݉ଵ = √ʹ k�, ݉ଶ = ʹ k�, ܬଵ = √ʹ ͸⁄  k� �ଶ, ܬଶ =ʹ ͵⁄ k� �ଶ,  ݈ଵ = √ʹ �,  ݈ଶ = ʹ �.  Die Anfangsbedingungen lauten: �ଵ,଴ = � Ͷ⁄  �ad, �ଶ,଴ = � ʹ⁄  �ad, �ሶଵ,଴ = �ሶ ଶ,଴ = Ͳ �ad/�. Die Subsysteme wurden mit einem implizi-
ten Runge-Kutta-Integrator (relative und absolute Fehlertoleranz �௥௘௟ = �௔௕௦ = ͳܧ − ͺ) 
integriert. Figure 31 zeigt die Winkel �ଵሺݐሻ und �ଶሺݐሻ und die Lagrange-Multiplikatoren ߣ௖ௗሺݐሻ, sowie die Gesamtenergie ܧ௧௢௧௔௟ሺݐሻ des Systems (kinetische und potentielle 
Energie) für verschiedene Makroschrittweiten � (Index-2; ߚ = ʹܧ − ͵, ߛ = Ͳ; ݇ = Ͳሻ. 
Die Plots zeigen, dass die Co-Simulation gegen die Referenzlösung konvergiert. Aus 
Figure 31d wird ersichtlich, dass die numerische Dissipation, welche durch die Co-
Simulation verursacht wird, durch kleinere Schrittweiten reduziert wird. Weitere Simu-
lationen zeigen, dass die numerische Dissipation außerdem verringert werden kann, 
falls Approximationspolynome höherer Ordnung verwendet werden (݇ > Ͳ). 
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Figure 30: Schubkurbelgetriebe: Interpretation als zwei durch ein Inplane-Joint gekoppelte Stangen. 
 
 
Figure 31: Co-Simulationsergebnisse für das semi-implizite Kopplungsverfahren auf Basis der Baum-
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3.3.1.4 Räumliches Viergelenkgetriebe 
 
Das räumliche Viergelenkgetriebe wird als viertes Beispiel analysiert, siehe Figure 32. 
Das System besteht aus vier Körpern. Stange 1 und 4 sind mit der Umgebung über 
ein Drehgelenk verbunden. Stange 2 ist mit Stange 1 über ein Kugelgelenk und Stange 
3 mit Stange 4 über ein Universal-Joint (Kardangelenk) verbunden. Subsystem 1 um-
fasst die Stangen 1 und 2, Subsystem 2 besteht aus den Stangen 3 und 4. Die Körper 
2 und 3 sind durch ein Fixed-Joint verbunden, d.h. durch die folgenden 6 Bedingungs-
gleichungen. 
 ݃௖௫ ≔ ݔௌమሺݐሻ − ݈ଶʹ ��� ߚଶ ሺݐሻ − ݔௌయሺݐሻ  − ݈ଷʹ ��� ߚଷ ሺݐሻ = Ͳ ,   ݃௖௬ ≔ ݕௌమሺݐሻ + ݈ଶʹ ��� ߙଶ ሺݐሻ c�� ߚଶሺݐሻ − ݕௌయሺݐሻ + ݈ଷʹ ��� ߙଷሺݐሻ c�� ߚଷ ሺݐሻ = Ͳ ,        ݃௖௭ ≔ ݖௌమሺݐሻ − ݈ଶʹ c�� ߙଶ ሺݐሻ c�� ߚଶሺݐሻ − ݖௌయሺݐሻ − ݈ଷʹ c�� ߙଷሺݐሻ c�� ߚଷ ሺݐሻ = Ͳ ,        ݃௖ఈ ≔ ߙଷሺݐሻ − ߙଶሺݐሻ = Ͳ , ݃௖ఉ ≔ ߚଷሺݐሻ − ߚଶሺݐሻ = Ͳ , ݃௖ఊ ≔ ߛଷሺݐሻ − ߛଶሺݐሻ = Ͳ . 
189.
 
In den obigen Gleichungen bezeichnen ݔௌమ , ݕௌమ , ݖௌమ  die Ortskoordinaten des Schwer-
punkts von Körper 2. ߙଶ, ߚଶ und ߛଶ sind die Kardanwinkel, welche die räumliche Rota-
tion von Körper 2 beschreiben. Äquivalente Variablen werden für Körper 3 verwendet. 
Die Längen der Stangen 2 und 3 sind mit ݈ଶ und ݈ଷ  bezeichnet. Die Co-Simulation 
wurde mit dem Kopplungsansatz auf Basis der Baumgarte-Stabilisierung (Index-2, ߤ஻ = Ͳ.ͲͲͲͷሻ  unter Verwendung konstanter Approximationspolynome durchgeführt. 
Das System wird durch eine auf den Schwerpunkt von Körper 1 in die raumfeste ݔ଴-Richtung  wirkende Kraft ܨ௫బሺݐሻ = ͳ ∙ ݐ �  angetrieben. Die Simulationsergebnisse 
sind in Figure 33 zusammengefasst, welche die Positions- und Winkelvariablen von 
Körper 2 dargestellt. Die 6 Bedingungsgleichungen sind in Figure 34 zu sehen. 
 
               
Figure 32: Räumliches Viergelenkgetriebe. 
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Figure 33: Co-Simulationsergebnisse für das semi-implizite Kopplungsverfahren auf Basis der Baum-
garte-Stabilisierung für das räumliche Viergelenkgetriebe: Position und Orientierung der Stange 2 für ࡴ = ૚ࡱ − ૜ �. 
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Figure 34: Co-Simulationsergebnisse für das semi-implizite Kopplungsverfahren auf Basis der Baum-
garte-Stabilisierung für das räumliche Viergelenkgetriebe: Bindungsgleichungen für ࡴ = ૚ࡱ − ૜ �. 
 
 
3.3.2 Methode 2: Semi-implizites Co-Simulationsverfahren auf Basis  
  gewichteter Lagrange-Multiplikatoren 
 
 
3.3.2.1 Linearer Zweimassenschwinger 
 
Der lineare Zweimassenschwinger wird nun mit dem Co-Simulationsverfahren auf Ba-
sis gewichteter Lagrange-Multiplikatoren simuliert. Figure 35 zeigt die Verschiebung ݔଵሺݐሻ der linken Masse, das Residuum ݔଶ − ݔଵund den Lagrange-Multiplikator ߣ௖ሺݐሻ für 
das Index-1 (ܽ = ͳ, ܾ = ͳ; ݇ = Ͳ und ݇ = ͳ), das Index-2 (ܽ = ͳ, ܾ = Ͳ; ݇ = Ͳ) und das 
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Index-3 (ܽ = Ͳ, ܾ = Ͳ; ݇ = Ͳ) Verfahren (Makroschrittweite � = ͳܧ − ͵ �). Man be-
achte, dass der Index-3 Ansatz von Methode 2 identisch mit der Index-3 Formulierung 
der Methode 1 ist. 
 
Figure 36 zeigt den globalen Fehler über der Makroschrittweite für das Index-1 (ܽ = ͳ, ܾ = ͳ; ݇ = Ͳ), das Index-2 (ܽ = ͳ, ܾ = Ͳ; ݇ = Ͳ) und das Index-3 (ܽ = Ͳ, ܾ = Ͳ; ݇ = Ͳ) 
Kopplungsverfahren. Der globale Fehler konvergiert mit Ordnung �ሺ�ଶሻ für alle drei 
Kopplungsansätze. Ein Ordnungsverlusteffekt für das Index-1 Verfahren – wie im Fall 
der Baumgarte-Stabilisierung – wurde für die betrachteten Parameter ܽ und ܾ nicht 
beobachtet. 
 
Das Stabilitätsverhalten für das Index-1 (݇ = Ͳ und ݇ = ͳ) und das Index-2 ሺ݇ = Ͳሻ 
Verfahren ist in Figure 37 illustriert. Analog zu Abschnitt 3.3.1.1 wurden Co-Simulatio-
nen mit unterschiedlichen Werten für ܿ und ݀ (� = ͷܧ − ͵ � für ݇ = Ͳ und � = ͳܧ −͵ � für ݇ = ͳ) durchgeführt. Stabile Simulationen sind mit "Ο" gekennzeichnet. Die Sta-
bilitätsplots sind denen aus Abschnitt 3.3.1.1 ähnlich. Analog zur Baumgarte-Methode 
erkennt man für das Index-1 Verfahren (݇ = ͳ) instabile Co-Simulationen für große 




Figure 35: Verschiebung ࢞૚ሺ࢚ሻ, Residuum ࢞૛ሺ࢚ሻ − ࢞૚ሺ࢚ሻ und Lagrange-Multiplikator ࣅࢉሺ࢚ሻ für das 
semi-implizite Index-1 (࢑ = ૙ und ࢑ = ૚), Index-2 (࢑ = ૙) und Index-3 (࢑ = ૙)                                   
Co-Simulationsverfahren auf Basis gewichteter Lagrange-Multiplikatoren  
(Makroschrittweite ࡴ = ૚ࡱ − ૜ �). 
 




Figure 36: Konvergenzplots für den linearen Zweimassenschwinger: globaler Fehler über der Makro-
schrittweite ࡴ für das semi-impliziten Index-1 (࢑ = ૙), Index-2 (࢑ = ૙) und Index-3 (࢑ = ૙) Co-Simula-
tionsverfahren auf Basis gewichteter Lagrange-Multiplikatoren. 
 
                
 
 
Figure 37: Stabile Co-Simulationen für unterschiedliche Steifigkeitskonstanten c und Dämpfungskoef-
fizienten d für das semi-impliziten Index-1 (࢑ = ૙ und ࢑ = ૚), Index-2 (࢑ = ૙) Co-Simulationsverfahren 









Das Doppelpendel wird nun mit dem Co-Simulationsansatz auf Basis gewichteter Lag-
range-Multiplikatoren (Index-1; ܽ = ͳ, ܾ = ͳ;  ݇ = Ͳ) simuliert. Die Simulations-ergeb-
nisse sind in Figure 38 zusammengefasst. Wie im vorherigen Abschnitt erkennt man 
auch hier, dass das Verfahren konvergiert und gute Ergebnisse liefert. 
 
 
Figure 38: Co-Simulationsergebnisse für das semi-implizite Kopplungsverfahren auf Basis gewichte-
ter Lagrange-Multiplikatoren für das Doppelpendel: Winkel �૚ሺ࢚ሻ und �૛ሺ࢚ሻ, sowie Lagrange-Multipli-





Simulationsergebnisse für das Schubkurbelgetriebe berechnet mit dem Verfahren ge-
wichteter Lagrange-Multiplikatoren (Index-2; ܽ = ͳ, ܾ = Ͳ; ݇ = Ͳ) sind in Figure 39 dar-
gestellt.  
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Figure 39: Co-Simulationsergebnisse für das semi-implizite Kopplungsverfahren auf Basis gewichte-
ter Lagrange-Multiplikatoren für das Schubkurbelgetriebe: Winkel �૚ሺ࢚ሻ und �૛ሺ࢚ሻ, sowie Lagrange-
Multiplikatoren ࣅࢉࢊሺ࢚ሻ und gesamte Energie ࡱ࢚࢕࢚�࢒ሺ࢚ሻ für unterschiedliche Makroschrittweiten ࡴ. 
 
 
3.3.3 Methode 3: Semi-implizites Co-Simulationsverfahren auf Basis 
der stabilisierten Index-2 Formulierung 
 
 
3.3.3.1 Linearer Zweimassenschwinger 
 
Berechnungsergebnisse erzeugt mit der stabilisierten Index-2 Methode sind in Figure 
40 zu sehen. Dargestellt ist die Verschiebung ݔଵሺݐሻ und die Geschwindigkeit ݒଵሺݐሻ der 
Masse 1 für verschiedene Makroschrittweiten �. Darüber hinaus zeigt die Abbildung 
auch die Zwangsbedingungen ݃௖ఒሺݐሻ = ݔଶ − ݔଵ � und ݃௖ఓሺݐሻ = ݒଶ − ݒଵ �/� sowie die 
Lagrange-Multiplikatoren ߣሺݐሻ und ߤሺݐሻ. Ein Vergleich des stabilisierten Index-2 Co-Si-
mulationsverfahrens mit der expliziten Co-Simulationsmethode aus [30] zeigt Figure 
41. Zu sehen ist der globale Fehler über der Makroschrittweite für die beiden Verfah-
ren. Man beachte, dass die explizite Methode aus [30] eine Baumgarte-Stabilisierungs-
technik verwendet (Baumgarte-Parameter ߤ஻). Die Konvergenzplots in Figure 41 wur-
den mit ߤ஻ = Ͳ.Ͳͳ, ߤ஻ = Ͳ.ͲͲͷ und ߤ஻ = Ͳ.ͲͲͳ erzeugt. Man erkennt, dass der globale 
Fehler des semi-impliziten Kopplungsansatzes geringer ist als der entsprechende Feh-
ler der expliziten Kopplungsmethode. 
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Das Stabilitätsverhalten des semi-impliziten und des expliziten Kopplungsverfahrens 
ist in Figure 42 dargestellt. Dazu wurden numerische Simulationen mit unterschiedli-
chen Werten für ܿ und ݀ durchgeführt. Stabile Simulationen mit dem stabilisierten In-
dex-2 Verfahren sind mit "Ο" gekennzeichnet; stabile Simulationen mit dem expliziten 
Kopplungsansatz sind mit „X“ dargestellt. Die Plots wurden mit der Makroschrittweite � = ͷܧ − ͵ � erstellt. Man erkennt, dass die semi-implizite Methode im betrachteten 
Parameterbereich ausschließlich stabile Ergebnisse ergibt, während für die explizite 





Figure 40: Simulationsergebnisse für den linearen Zweimassenschwinger mit dem stabilisierten In-
dex-2 Co-Simulationsverfahren für unterschiedliche Makroschrittweiten ࡴ: Verschiebung ࢞૚ሺ࢚ሻ, Ge-
schwindigkeit ࢜૚ሺ࢚ሻ, Bindungsgleichungen �ࢉࣅሺ࢚ሻ und �ࢉࣆሺ࢚ሻ, Lagrange-Multiplikatoren ࣅሺ࢚ሻ und ࣆሺ࢚ሻ.   
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Figure 41: Konvergenzplots für den linearen Zweimassenschwinger: globaler Fehler über der Makro-
schrittweite ࡴ. Stabilisiertes semi-implizites Index-2 Co-Simulationsverfahren und explizite Co-Simula-
tionsmethode aus [30] mit ࣆ࡮ = ૙. ૙૚, ࣆ࡮ = ૙. ૙૙૞ und ࣆ࡮ = ૙. ૙૙૚. 
 
                
                
Figure 42: Stabilitätsplots für den linearen Zweimassenschwinger (Makroschrittweite ࡴ = ૞ࡱ − ૜ �): 
stabile Co-Simulationen für unterschiedlichen Steifigkeitskonstanten c und Dämpfungskoeffizienten d. 
Stabilisiertes semi-implizites Index-2 Co-Simulationsverfahren und explizite Co-Simulationsmethode 
aus [30] mit ࣆ࡮ = ૙. ૙૚, ࣆ࡮ = ૙. ૙૙૞ und ࣆ࡮ = ૙. ૙૙૚. 
 
Zur Analyse der Performance des stabilisierten Index-2 Co-Simulationsverfahrens für 
den Fall, dass die Subsysteme sehr unterschiedliche Eigenfrequenzen haben, werden 
die folgende Parameter verwendet: ݉ଵ = ͳ k� , ݉ଶ = ͳͲ k� , ܿଵ = ͳܧͷ �/� , ܿଶ =
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ͳͲͲͲ �/� und ݀ = ݀ଵ = ݀ଶ = ͵ ��/� (Anfangsbedingungen und Subsystem-integra-
toren wie oben). Figure 43 zeigt die Verschiebung ݔଵሺݐሻ der Masse 1 für unterschied-
liche Makroschrittweiten �. Stabile Simulationen sind mit der semi-impliziten Methode, 
selbst für große Makroschrittweiten möglich. Äquivalente Simulationen mit der explizi-
ten Co-Simulationsmethode aus [30] zeigen stabile Simulationsergebnisse nur für 
Makroschrittweiten � < ͷܧ − Ͷ �. 
 
     
Figure 43: Verschiebung ࢞૚ሺ࢚ሻ des linearen Zweimassenschwingers für unterschiedliche Makro-
schrittweiten ࡴ: Vergleich von stabilisierte Index-2 Co-Simulationsmethode und explizite Co-Simulati-




Als zweites Beispiel wird das ebene Doppelpendel betrachtet, siehe Figure 44. Nun ist 
allerdings die erste Stange (Subsystem 1) mit der Umgebung durch ein flexibles At-
point-Joint (Penaltysteifigkeitskonstante ܿ௣ = ͳܧͺ �/�, Penaltydämpfungs-koeffizient ݀௣ = ͳܧͷ ��/�)  verbunden. Die zweite Stange (Subsystem 2) ist mit der ersten 
Stange über ein Atpoint-Joint verbunden. Es wurden die gleichen Simulationsparame-
ter und Solver-Einstellungen wie in Abschnitt 3.3.1.2 verwendet. In Figure 45 sind die 
Co-Simulationsergebnisse zusammengestellt. Zu sehen sind die Winkel �ଵሺݐሻ  und �ଶሺݐሻ, die Verschiebungen der Schwerpunkte ܵଵ und ܵଶ und die Lagrange-Multiplika-
toren ߣ௖௔ೣሺݐሻ, ߣ௖௔೤ሺݐሻ, ߤ௖௔ೣሺݐሻ und ߤ௖௔೤ሺݐሻ für unterschiedliche Makroschrittweiten �. 
Die Referenzlösung wurde numerisch mit einem monolithischen Modell berechnet. 
 
Figure 44: Doppelpendel: Interpretation als zwei Stangen, die durch ein Atpoint-Joint gekoppelt sind. 
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Figure 45: Co-Simulationsergebnisse für das Doppelpendel auf Basis des stabilisierten Index-2      
Co-Simulationsverfahrens: Winkel �૚ሺ࢚ሻ und �૛ሺ࢚ሻ, Verschiebungen ࢞ࡿ૚ሺ࢚ሻ, ࢟ࡿ૚ሺ࢚ሻ, ࢞ࡿ૛ሺ࢚ሻ und ࢟ࡿ૛ሺ࢚ሻ  




Das in Figure 46 dargestellte Schubkurbelgetriebe wird als nächstes betrachtet. Jedes 
Subsystem besteht aus einer starren Stange, die mit der Umgebung durch eines fle-
xibles Drehgelenk (Penaltysteifigkeitskoeffizient ܿ௣ = ͳܧͺ �/�,  Penaltysdämpfungs-
koeffizient ݀௣ = ͳܧͷ ��/�ሻ verbunden ist. Außerdem ist die linke Stange über ein li-
neares Drehfeder/-dämpfer-System mit der Umgebung verbunden (Federkonstante ܿ� = ͳͲͲ ��/�ad , Dämpfungskoeffizient ݀� = ͷ ���/�adሻ.  Die Feder ist für �ଵ =� Ͷ⁄ �ad entspannt. Die beiden Subsysteme sind durch ein Inplane-Joint gekoppelt. Die 
Schwerkraft wirkt in negativer ݕ-Richtung (݃ = ͻ,ͺͳ �/�ଶሻ.  Es wurden die gleichen Si-
mulationsparameter und Subsystemsolver-Einstellungen wie in Abschnitt 3.3.1.3 ver-
wendet. Figure 47 zeigt die Winkel �ଵሺݐሻ und �ଶሺݐሻ, die horizontalen und vertikalen 
Verschiebungen der Schwerpunkte ܵଵ und ܵଶ, die Lagrange-Multiplikatoren ߣ௖ௗሺݐሻ und ߤ௖ௗሺݐሻ, sowie die Bindungsgleichungen ݃௖ௗఒሺݐሻ und ݃௖ௗఓሺݐሻ für unterschiedliche Mak-
roschrittweiten �. Die Referenzlösung wurde numerisch mit einem monolithischen Mo-
dell berechnet. 
 
   
Figure 46: Schubkurbelgetriebe: Interpretation als zwei durch ein Inplane-Joint gekoppelte Stangen. 
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Figure 47: Simulationsergebnisse für das Schubkurbelgetriebe für unterschiedliche Makroschritt-wei-
ten ࡴ: Winkel �૚ሺ࢚ሻ und �૛ሺ࢚ሻ, Verschiebungen ࢞ࡿ૚ሺ࢚ሻ, ࢟ࡿ૚ሺ࢚ሻ, ࢞ࡿ૛ሺ࢚ሻ und ࢟ࡿ૛ሺ࢚ሻ, Lagrange-Multiplika-
torenࣅࢉࢊሺ࢚ሻ und ࣆࢉࢊሺ࢚ሻ, sowie die Bindungsgleichungen �ࢉࢊࣅሺ࢚ሻ und �ࢉࢊࣆሺ࢚ሻ. 
 
 
3.3.3.4 Klassisches Schubkurbelgetriebe 
 
Das vierte Beispiel ist das klassische Schubkurbelgetriebe, siehe Figure 48. Subsys-
tem 1 besteht aus einer starren Stange ሺ݉ଵ = ͳ k�, ܬଵ = ͳ/ͳʹ k� ݉ଶ, ݈ଵ = ͳ �ሻ, die mit 
der Umgebung durch ein Drehgelenk verbunden ist. Die Verschiebung des Schwer-
punktes ܵଵ und die Rotation des Körpers werden durch die beiden Koordinaten ݔଵ, ݕଵ 
und den Winkel �ଵ beschrieben. Auf den Schwerpunkt wirkt eine raumfeste Kraft ܨ௫ =ͳͲ �. Subsystem 2 besteht aus einer starren Stange ሺ݉ଶ = ʹ k�, ܬଶ = ʹ/͵ k� �ଶ, ݈ଶ =ʹ �ሻ, die durch ein Inplane-Joint mit der Umgebung verbunden ist. Wie in der Figure 
48 dargestellt, ist eine Feder (Steifigkeitskoeffizient ܿ = ͳͲ �/�, entspannt für �ଵ =� ʹ⁄  �adሻ am rechten Ende der Stange 2 angebracht. Die Verschiebung des Schwer-
punktes ܵଶ wird durch die Koordinaten ݔଶ, ݕଶ und die Rotation durch den Winkel �ଶ 
gekennzeichnet. Die Schwerkraft wirkt in negativer ݕ-Richtung (݃ = ͻ,ͺͳ �/�ଶሻ. Die 
beiden Subsystemen sind durch ein starres Atpoint-Joint verbunden, d.h. durch die 
Bindungsgleichungen ݃௖௔ೣሺݐሻ = ሺݔଵ + Ͳ.ͷ ∙ ݈ଵ ∙ c�� �ଵሻ − ሺݔଶ + Ͳ.ͷ ∙ ݈ଶ ∙ c���ଶሻ = Ͳ � 
und ݃௖௔೤ሺݐሻ = ሺݕଵ + Ͳ.ͷ ∙ ݈ଵ ∙ ����ଵሻ − ሺݕଶ + Ͳ.ͷ ∙ ݈ଶ ∙ ����ଶሻ = Ͳ �. Die Bewegungsglei-
chungen der beiden Subsysteme werden durch DAE-Systeme beschrieben, welche 
numerisch mit Hilfe eines impliziten Runge-Kutta-Integrators unter Verwendung von 
Baumgarte-Stabilisierung integriert wurden. Als Anfangsbedingungen wurden gewählt:  �ଵ,଴ = � ʹ⁄  �ad, �ሶଵ,଴ = Ͳ �ad/�. Die Co-Simulationsergebnisse sind in Figure 49 zu-
sammengefasst. Zu sehen sind die Winkel �ଵሺݐሻ und �ଶሺݐሻ, die Lagrange-Multiplika-
toren ߣ௖௔ೣሺݐሻ, ߣ௖௔೤ሺݐሻ für das Atpoint-Joint und die Projektionsterme ߤ௖௔ೣሺݐሻ, ߤ௖௔೤ሺݐሻ. 
Die Plots zeigen eine Referenzsimulation (numerisch durch ein monolithisches Modell 
mit sehr kleinen Fehlertoleranzen berechnet) und Co-Simulationsergebnisse für die 
Parameterkonfigurationen (݇ = Ͳ, ߱ோ = ͳ), (݇ = Ͳ, ߱ோ = Ͳ.ͻ) und (݇ = ͳ, ߱ோ = Ͳ.ͻ). Es 
wurde mit der konstanten Makroschrittweite � = ͳܧ − ͵ � simuliert. 
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Figure 49: Co-Simulationsergebnisse für das klassische Schubkurbelgetriebe für unterschiedliche 
Werte von ࢑ und �ࡾ: Winkel �૚ሺ࢚ሻ und �૛ሺ࢚ሻ, Lagrange-Multiplikatoren ࣅࢉ�࢞ሺ࢚ሻ, ࣅࢉ�࢟ሺ࢚ሻ und Projekti-
onsterme ࣆࢉ�࢞ሺ࢚ሻ, ࣆࢉ�࢟ሺ࢚ሻ. 
 
 
3.3.3.5 Ebenes Viergelenkgetriebe 
 
Das klassische ebene Viergelenkgetriebe ist in Figure 50 dargestellt und wird als letz-
tes Beispiel im Zusammenhang mit der stabilisierten Index-2 Co-Simulationsmethode 
untersucht. Das System besteht aus drei starren Stangen und vier Drehgelenken. Um 
das Gesamtsystem in zwei Subsysteme zu zerlegen, wird die Stange 2 in zwei Teile 
getrennt (݉ଶଵ und ݉ଶଶ). Das erste Subsystem besteht aus Stange 1 (݉ଵ = ͳ k�, ܬଵ =ͳ/ͳʹ k� �ଶ, ݈ଵ = ͳ �) und dem linken Teil der Stange 2 (݉ଶଵ = ͳ k�, ܬଶଵ = ͳ/ͳʹ k� �ଶ, ݈ଶଵ = ͳ �). Das zweite Subsystem besteht aus dem rechten Teil der Stange 2 (݉ଶଶ =ͳ k�, ܬଶଶ = ͳ/ͳʹ k� �ଶ, ݈ଶଶ = ͳ �) und Stange 3 (݉ଷ = ʹ k�, ܬଷ = ʹ/͵ k� �ଶ, ݈ଷ = ʹ �). 
Wie in der Abbildung gezeigt sind die beiden Subsysteme durch ein Fixed-Joint ge-
koppelt. Das Gesamtsystem wird über ein auf Stange 1 wirkendes Moment �௭ሺݐሻ = ͳ ∙ݐ �� angetrieben. Die Schwerkraft wirkt in negativer ݕ-Richtung(݃ = ͻ,ͺͳ �/�ଶ). Sub-
system 1 und 2 werden mathematisch durch DAE-Systeme beschrieben, die nume-
risch mit einem impliziten Runge-Kutta-Integrator unter Verwendung einer Baumgarte-
Stabilisierung gelöst werden. Die Anfangsbedingungen lauten: �ଵ,଴ = � Ͷ⁄  �ad 
und  �ሶଵ,଴ = Ͳ �ad/�.  Simulations-ergebnisse sind in Figure 51 dargestellt, wobei die 
Verschiebungen ݔଶଵሺݐሻ  und ݕଶଵሺݐሻ  des Schwerpunkts ܵଶଵ  und der Winkel �ଶଵሺݐሻ  zu 
sehen ist. Ebenfalls dargestellt sind die Bindungsgleichungen ݃௖௔ೣሺݐሻ = ሺݔଶଵ + Ͳ.ͷ ∙݈ଶଵ ∙ c�� �ଶଵሻ − ሺݔଶଶ − Ͳ.ͷ ∙ ݈ଶଶ ∙ c�� �ଶଶሻ = Ͳ �,  ݃௖௔೤ሺݐሻ = ሺݕଶଵ + Ͳ.ͷ ∙ ݈ଶଵ ∙ ����ଶଵሻ −ሺݕଶଶ − Ͳ.ͷ ∙ ݈ଶଶ ∙ ����ଶଶሻ = Ͳ �  und ݃௖௣ሺݐሻ = �ଶଵ − �ଶଶ = Ͳ �ad  für das Fixed-Joint. 
Ferner sind die Kopplungsvariablen ߣ௖௔ೣሺݐሻ, ߣ௖௔೤ሺݐሻ und ߣ௖௣ሺݐሻ geplottet. Die Co-Si-
mulationen wurden mit der konstanten Makroschrittweite � = ͳܧ − ͵ � und mit den Pa-
rameterkonfigurationen (݇ = Ͳ , ߱ோ = ͳ ), (݇ = Ͳ , ߱ோ = Ͳ.͹ ) und (݇ = ͳ , ߱ோ = Ͳ.͹ ) 
durchgeführt. 
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Figure 51: Simulationsergebnisse für das ebene Viergelenkgetriebe: Verschiebungen ࢞૛૚ሺ࢚ሻ, ࢟૛૚ሺ࢚ሻ 








Co-Simulationsverfahren auf der Basis eines Prädiktor/Korrektor-Ansatzes zur Kopp-
lung zweier beliebiger mechanischer Systeme durch starre Gelenke, d.h. durch algeb-
raische Bedingungsgleichungen, wurden analysiert. 
 
Drei Methoden (Baumgarte-Stabilisierung, Methode der gewichteten Lagrange-Multi-
plikatoren, stabilisierte Index-2 Methode) wurden vorgestellt, wobei Formulierungen 
auf Index-1 Index-2 und Index-3 Ebene untersucht wurden. Im Rahmen dieser Arbeit 
wurde eine konstante Makroschrittweite (Kommunikationsschrittweite) angenommen. 
Alle drei Verfahren zeigen in weiten Parameterbereichen und für unterschiedliche Po-
lynomgrade stabile und konvergente Simulationsergebnisse. 
 
Da explizite Methoden aufgrund ihres schlechteren Stabilitätsverhaltens häufig nicht 
zur Constraint-Kopplung eingesetzt werden können, stellen die hier vorgestellten semi-
impliziten Verfahren effiziente und robuste Techniken zur Solver-Kopplung mittels al-
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4. Zusammenfassung und Ausblick 
 
Im Rahmen dieser Arbeit wurden verschiedene semi-implizite Co-Simulationsverfah-
ren vorgestellt. Alle diskutierten Methoden basieren auf einem Prädiktor/Korrektor-An-
satz. Im Vergleich zu expliziten Methoden weisen semi-implizite Kopplungsverfahren 
einen deutlich höheren Implementierungsaufwand auf. Zum einen müssen Jacobi-Mat-
rizen für den Korrektor-Schritt berechnet werden, zum anderen muss jeder Makro-
schritt einmal wiederholt werden. Der große Vorteil der vorgestellten Kopplungsalgo-
rithmen liegt in der deutlich verbesserten numerischen Stabilität.  
 
Wird die Solverkopplung über konstitutive Gleichungen (eingeprägte Kräfte/Momente) 
realisiert, können auch mit expliziten Verfahren stabile Lösungen generiert werden, 
falls die Makroschrittweite hinreichend klein gewählt wird. Für sehr steife Subsysteme 
und steife Kopplungsparameter sind allerdings derart kleine Makroschrittweiten not-
wendig, dass eine explizite Kopplung nicht mehr praktikabel ist. Selbst für sehr steife 
Systeme liefern die semi-impliziten Verfahren aber stabile Lösungen mit moderaten 
Schrittweiten. In der vorgelegten Dissertation wurden semi-implizite Kopplungsverfah-
ren für die Kraft/Kraft-, Kraft/Weg- und Weg/Weg-Kopplung untersucht.  
 
Wird die Solverkopplung über algebraische Bindungsgleichungen bewerkstelligt, ist 
der Einsatz expliziter Kopplungsalgorithmen nur sehr eingeschränkt möglich. In die-
sem Fall ist die Verwendung impliziter bzw. semi-impliziter Verfahren praktisch unum-
gänglich. In der vorliegenden Arbeit wurden drei verschiedene Techniken zur Solver-
kopplung über algebraische Bindungsgleichungen diskutiert. Beim ersten Verfahren 
wird die aus der DAE-Theorie bekannte Baumgarte-Stabilisierung verwendet. Dieses 
Verfahren zeigt konvergente und stabile Lösungen, auch für höhere Approximations-
polynome. Ein Nachteil des Verfahrens besteht darin, dass zwei Verfahrensparameter 
vom Anwender gewählt werden müssen. Das zweite Verfahren basiert auf einem An-
satz mit gewichteten Lagrange-Multiplikatoren. Zwar tauchen in der allgemeinen For-
mulierung dieses Verfahrens ebenfalls Verfahrensparameter auf, diese werden übli-
cherweise aber zu eins gesetzt, so dass bei Anwendung des Verfahrens der gewich-
teten Lagrange-Multiplikatoren in der Praxis keine Parameter eingestellt werden müs-
sen. Die dritte vorgestellte Kopplungsmethode setzt auf der stabilisierten Index-2 For-
mulierung für mechanische Systeme mit Bindungsgleichungen (GGL-Formulierung) 
auf. Die Methode liefert für konstante Approximationspolynome sehr gute und stabile 
Simulationsergebnisse und benötigt keine Verfahrensparameter. Alle drei Verfahren 
wurden anhand mehrerer Beispiele getestet. Ferner wurden Konvergenz- und Stabili-
tätsplots erzeugt. 
 
Die vorgestellten semi-impliziten Verfahren benötigen Jacobi-Matrizen zur Berech-
nung der korrigierten Kopplungsvariablen. Die Dimension dieser Jacobi-Matrizen ist 
im Allgemeinen sehr klein, da diese Matrizen nur partielle Ableitungen der Zu-
standsgrößen der Kopplungskörper bezüglich der Kopplungsvariablen enthalten. Da-
her können diese partiellen Ableitungen einfach parallel mit dem Prädiktor-Schritt be-
rechnet werden, was sehr effizient ist, da dadurch praktisch keine zusätzliche Rechen-
zeit benötig wird. Die partiellen Ableitungen können durch finite Differenzen approxi-
miert werden. In einfacheren Fällen können auch analytische Näherungsformeln ver-
wendet werden. 
 
Interessante Probleme für künftige Arbeiten im Zusammenhang mit den vorgestellten 
Kopplungsverfahren sind:  
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 die Entwicklung semi-impliziter Co-Simulationsmethoden mit variabler Makro-
schrittweite, 
 die Erweiterung der stabilisierten Index-2 Co-Simulationsverfahren für höhere 
Polynomordnungen sowie 
 die effiziente Berechnung der partiellen Ableitungen unter Verwendung der Ja-
cobi-Matrizen der Subsysteme. 
 
  





Anhang A: Beweis der Nullstabilität 
 
Der semi-implizite Kopplungsansatz aus Kapitel 2 (Kopplung über Konsitutivgleichun-
gen) ist nullstabil. Dies lässt sich für den Fall konstanter Approximationspolynome (݇ =Ͳ) einfach zeigen. Zum Beweis wird vorausgesetzt, dass die beiden Subsysteme mit 
nullstabilen Subsystem-Integratoren gelöst werden, d.h. die Zustandsvariablen der 
Subsysteme und insbesondere die Zustandsvariablen der Kopplungskörper ࢠ௖ konver-
gieren. Somit gilt 
 ࢠ௖,�+ଵ = ࢠ௖,� = ⋯ = ࢠ௖,଴   f��   � → Ͳ . 190. 
 
Um die Nullstabilität des semi-impliziten Co-Simulationsverfahrens zu beweisen, 
braucht man nur zu zeigen, dass die Kopplungsvariablen auch konvergieren. Es ist 
also zu beweisen, dass ࢛̃௖,�+ଵ = ࢛̃௖,� = ⋯ = ࢛̃௖,଴ für � → Ͳ. Infolge der Gl. 190 ver-
schwindet der erste Term in Gl. 82 für unendlich kleine Schrittweiten, d.h. 
 �௖,�+ଵ(࢛̃௖,�+ଵ௣ ) → Ͳ   f��   � → Ͳ .  191. 
 
Hinsichtlich der in Abschnitt 2.2.2 definierten flexiblen Gelenke kann die Kopplungsbe-
dingungen �௖,�+ଵ in zwei Teile aufgeteilt werden 
 �௖,�+ଵ  ቀ࢛̃௖,�+ଵ, ࢠ௖,�+ଵ(࢛̃௖,�+ଵ)ቁ = ࢛̃௖,�+ଵ + �̅௖,�+ଵ ቀࢠ௖,�+ଵ(࢛̃௖,�+ଵ)ቁ . 192. 
 
Folglich kann die Jacobi-Matrix wie folgt zerlegt werden  ࡳ = ߲�௖,�+ଵ߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛ = ࡱ+ ߲�̅௖,�+ଵ߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛   . 193. 
Der zweite Term డ�̅೎,�+భడ࢛̃೎,�+భ|࢛̃೎,�+భ೛  in der obigen Gleichung verschwindet für � → Ͳ. Dann 
ergibt sich 
 ࡳ = ࡱ    f��   � → Ͳ .  194. 
 
Setzt man Gl. 191 und Gl. 194 in Gl. 82 ein, folgt 
 �௖,�+ଵ(࢛̃௖,�+ଵ௣ )⏟          =଴ f�� �→଴ + ሺࡱ + ߲�̅௖,�+ଵ߲࢛̃௖,�+ଵ|࢛̃೎,�+భ೛⏟        =଴ f�� �→଴ ሻ ∙ (࢛̃௖,�+ଵ − ࢛̃௖,�+ଵ௣ ) = ૙ ⟹    ࢛̃௖,�+ଵ = ࢛̃௖,�+ଵ௣     f��   � → Ͳ .  195. 
 
Da für den Fall konstanter Approximationspolynome ࢛̃௖,�+ଵ௣ = ࢛̃௖,�  ist, ergibt sich ࢛̃௖,�+ଵ = ࢛̃௖,� und schließlich ࢛̃௖,�+ଵ = ࢛̃௖,� = ࢛̃௖,଴ = ૙. 
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Anhang B: Analytische Approximationsformeln zur Berech-
nung der Jacobi-Matrix 
 
 
B1. Analytische Approximationsformeln zur Berechnung der Jacobi-
Matrix für die Kopplungsmethode über Konstitutivgleichungen, so-
wie die Kopplungsmethoden mittels Baumgarte-Stabilisierung und 
gewichteter Lagrange-Multiplikatoren 
 
In Abschnitt 2 und 3 wurden die partielle Ableitungen der Zustandsvariablen �௜,�௝ be-
züglich der Kopplungsvariablen ࢛̃௝, ࢛̃௜ durch finite Differenzen approximiert. Nun wird 
eine alternative Methode zur Berechnung der partiellen Ableitungen der Jacobi-Matrix  
vorgestellt. Die grundsätzliche Idee ist einfach: man diskretisiert symbolisch die Bewe-
gungsgleichungen für die Kopplungskörper ݅ und ݆ durch einen expliziten Zeitintegra-
tionsansatz und führt einen Integrationsschritt von �ܶ → �ܶ+ଵ durch. Als Anfangsbe-
dingungen für diesen Integrationsschritt werden die korrigierten Zustandsvariablen ࢠ௜,� , ࢠ௝,� zum Zeitpunkt �ܶ gewählt. Ergebnis dieses Integrationsschrittes sind die dis-
kretisierten Zustände ࢠ௜,�+ଵ, ࢠ௝,�+ଵ zum Zeitpunkt �ܶ+ଵ als Funktion der Kopplungsva-
riablen ࢛̃௝ ,  ࢛̃௜.  Somit können analytische Formeln für die partiellen Ableitungen డࢠ೔,�+భడ࢛̃ೕ,�+భ|࢛̃೎,�+భ೛  und  డࢠೕ,�+భడ࢛̃೔,�+భ|࢛̃೎,�+భ೛  hergeleitet werden. Im Folgenden wird nur Subsystem 1 
betrachtet. Für Subsystem 2 verfährt man analog. 
 
Für die folgende Analyse wird vorausgesetzt, dass die Reaktionskräfte/-momente Null 
sind ሺ ࡲ ଴ ௥೔ = ૙, � ௜ ௥೔ = ૙ሻ, d.h. wir setzen voraus, dass es keine algebraischen Bin-
dungsgleichungen zwischen dem Kopplungskörper ݅ und den anderen Körpern des 
Subsystems 1 gibt. Für diesen Fall lauten die Bewegungsgleichungen für den Kopp-
lungskörper ݅: 
 
Kopplungskörper ݅ (Subsystem 1): 
196. 
࢘ሶ଴ ௌ೔ = ࢜଴ ௌ೔ (a) ࢜ሶ଴ ௌ೔ = ͳ݉௜ [ ࡲ଴ ௔೔ሺ̂ࢠଵ, ݐሻ + ࡲ଴ ௖೔ሺ�௜, ࢛̃௝ሻ] (b) ࢽሶ ௜ = ࡮ሺࢽ௜ሻ �௜ ௜  (c) �ሶ ௜௜ = �௜−ଵ௜ [− �௜ ௜ × �௜ ௜ �௜ ௜ + �௜ ௔೔ሺ̂ࢠଵ, ݐሻ + �௜ ௖೔ሺ�௜, ࢛̃௝ሻ] . (d) 
 
Um den Integrationsschritt von �ܶ bis �ܶ+ଵ zu realisieren, gehen wir davon aus, dass 
die Zustands- und die Kopplungsvariablen ࢘ ଴ ௌ೔,�, ࢜ ଴ ௌ೔,�, ࢽ௜,� , � ௜ ௜,�, ࢛̃௝,� zum Zeitpunkt �ܶ bekannt sind. Außerdem wird angenommen, dass die Kopplungsvariablen konstant 
approximiert werden ሺ݇ = Ͳሻ,  d.h. ࢛̃௝௣ሺݐሻ = ࢛̃௝,�+ଵ௣ = ࢛̃௝,� = ݇݋݊ݏݐ.  Als Ansatz für die 
Diskretisierung von Gl. 196 wird das Heun-Verfahren (explizites Runge-Kutta-Verfah-
ren 2. Ordnung) verwendet. Ausführen eines Integrationsschritts von �ܶ  bis �ܶ+ଵ =�ܶ + � und Berechnung der partiellen Ableitungen bezüglich ࢛̃௝,�+ଵ ergibt: 
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Kopplungskörper ݅ (Subsystem 1): 
197. 
߲ ࢘଴ ௌ೔,�+ଵ߲࢛̃௝,�+ଵ |࢛̃ೕ,�+భ೛ ≈ �ଶʹ݉௜ ߲ ࡲ଴ ௖೔(�௜,� , ࢛̃௝,�+ଵ)߲࢛̃௝,�+ଵ |࢛̃ೕ,�+భ೛  ߲ ࢜଴ ௌ೔,�+ଵ߲࢛̃௝,�+ଵ |࢛̃ೕ,�+భ೛ ≈ �݉௜ ߲ ࡲ଴ ௖೔(�௜,�, ࢛̃௝,�+ଵ)߲࢛̃௝,�+ଵ |࢛̃ೕ,�+భ೛                ሺכሻ ߲ࢽ௜,�+ଵ߲࢛̃௝,�+ଵ|࢛̃ೕ,�+భ೛ ≈ �ଶʹ࡮(ࢽ௜,�) ߲ �௜ ௖೔(�௜,� , ࢛̃௝,�+ଵ)߲࢛̃௝,�+ଵ |࢛̃ೕ,�+భ೛     ߲ �௜ ௜,�+ଵ߲࢛̃௝,�+ଵ |࢛̃ೕ,�+భ೛ ≈ � �௜−ଵ௜ ߲ �௜ ௖೔ሺ�௜,� , ࢛̃௝,�+ଵሻ߲࢛̃௝,�+ଵ |࢛̃ೕ,�+భ೛       ሺככሻ 
 
Vernachlässigt man Terme höherer Ordnung, dann können die partiellen Ableitungen 
der Beschleunigungen in Bezug auf die Kopplungsgrößen durch folgende Formeln ap-
proximiert werden: 
 ߲ ࢜ሶ଴ ௌ೔,�+ଵ߲࢛̃௝,�+ଵ |࢛̃ೕ,�+భ೛ = ͳ݉௜ ߲ ࡲ଴ ௖೔(�௜,�+ଵ, ࢛̃௝,�+ଵ)߲࢛̃௝,�+ଵ |࢛̃ೕ,�+భ೛  ߲ �ሶ௜ ௜,�+ଵ߲࢛̃௝,�+ଵ |࢛̃ೕ,�+భ೛ = �௜−ଵ௜ ߲ �௜ ௖೔(�௜,�+ଵ, ࢛̃௝,�+ଵ)߲࢛̃௝,�+ଵ |࢛̃ೕ,�+భ೛  .   198. 
 
Es ist zu beachten, dass ein Integrationsverfahren der Ordnung 2 verwendet werden 
muss, um die partiellen Ableitungen డ ࢘ బ �೔,�+భడ࢛̃ೕ,�+భ  und డࢽ೔,�+భడ࢛̃ೕ,�+భ zu berechnen, da die Kopp-
lungsvariablen nicht explizit in den kinematischen Differentialgleichungen (a) und (c) 
in Gl.196 auftreten. Um die partiellen Ableitungen డ ࢜బ �೔,�+భడ࢛̃ೕ,�+భ  und డ �೔ ೔,�+భడ࢛̃ೕ,�+భ  zu berechnen, 
würde ein Integrationsverfahren 1. Ordnung ausreichen. Integration der Gleichungen 
(b) und (d) in Gl. 196 mit dem Euler-Explizit-Verfahren liefert direkt die Approximatio-
nen (כ) und (ככ) in Gl.197.  
Verwendet man höhere Approximationspolynome zur Extrapolation/Interpolation der 
Kopplungsvariablen (݇ ൒ ͳ), ist eine Diskretisierung mit dem Heun-Verfahren nicht 
ausreichend. Dann müssen Integrationsverfahren höherer Ordnung eingesetzt wer-
den. 
 
Die oben abgeleiteten Approximationsformeln gelten für den Fall, dass die Reaktions-
kräfte/-momente gleich Null sind. Wenn ࡲ ଴ ௥೔ ≠ ૙ oder � ௜ ௥೔ ≠ ૙ wird System 1 durch 
ein DAE-System beschrieben und die direkte Anwendung eines expliziten Integrati-
onsansatzes ist nicht möglich. In diesem Fall können analytische Formeln mit Hilfe 
impliziter Integrationsverfahren hergeleitet werden. Eine Alternative besteht darin, die 
„underlying ODE“ des DAE-Systems zu verwenden und diese wie oben beschrieben - 
über ein explizites Integrationsschema - zu diskretisieren. Die daraus entstehende nu-
merische Drift ist unproblematisch, da nur ein einziger Integrationsschritt durchgeführt 
wird.  
 
Beispiel 1: Für den linearen Zweimassenschwinger aus Abschnitt 3.3.1.1 ergeben die 
Gln. 197 und 198 für ݇ = Ͳ die folgenden partiellen Ableitungen: 
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 ߲ݔଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ≈ �ଶʹ݉ଵ  ,            ߲ݒଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ≈ �݉ଵ  , ߲ݔଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ≈ − �ଶʹ݉ଶ  , ߲ݒଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ≈ − �݉ଶ  , ߲ݒሶଵ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ≈ ͳ݉ଵ  , ߲ݒሶଶ,�+ଵ߲ߣ௖,�+ଵ|ఒ೎,�+భ೛ ≈ − ͳ݉ଶ . 
199. 
 
Beispiel 2: Das Schubkurbelgetriebe aus Abschnitt 3.3.1.3 wird durch ein DAE-System 
beschrieben. Mit Hilfe der „underlying ODE“ ergeben die Gln. 197 und 198 für ݇ = Ͳ 
die folgenden partiellen Ableitungen: 
 ߲ݔௌభ,�+ଵ߲ߣ௖ௗ,�+ଵ|ఒ೎೏,�+భ೛  ≈ − ͵�ଶͶ݉ଵ  ��� �̃ଶ,�+ଵ௣ ���ଶ�ଵ,� − ͵�ଶͶ݉ଵ  ����ଵ,� c���ଵ,� c�� �̃ଶ,�+ଵ௣  ,  ߲ݕௌభ,�+ଵ߲ߣ௖ௗ,�+ଵ|ఒ೎,�+భ೛    ≈ ͵�ଶͶ݉ଵ  c�� �̃ଶ,�+ଵ௣ c��ଶ �ଵ,� + ͵�ଶͶ݉ଵ ��� �̃ଶ,�+ଵ௣ ��� �ଵ,� c�� �ଵ,� ,         ߲ݒௌ௫భ,�+ଵ߲ߣ௖ௗ,�+ଵ |ఒ೎೏,�+భ೛ ≈ −͵�ʹ݉ଵ  ��� �̃ଶ,�+ଵ௣ ���ଶ�ଵ,� − ͵�ʹ݉ଵ  ����ଵ,� c���ଵ,� c�� �̃ଶ,�+ଵ௣ , ߲ݒௌ௬భ,�+ଵ߲ߣ௖ௗ,�+ଵ |ఒ೎,�+భ೛   ≈ ͵�ʹ݉ଵ  c�� �̃ଶ,�+ଵ௣ c��ଶ �ଵ,� + ͵�ʹ݉ଵ ��� �̃ଶ,�+ଵ௣ ����ଵ,� c�� �ଵ,�  , ߲ݒሶௌ௫భ,�+ଵ߲ߣ௖ௗ,�+ଵ |ఒ೎೏,�+భ೛ ≈ − ͵ʹ݉ଵ  ��� �̃ଶ,�+ଵ௣ ���ଶ�ଵ,� − ͵ʹ݉ଵ  ��� �ଵ,� c���ଵ,� c�� �̃ଶ,�+ଵ௣  , ߲ݒሶௌ௬భ,�+ଵ߲ߣ௖ௗ,�+ଵ |ఒ೎,�+భ೛   ≈ ͵ʹ݉ଵ  c�� �̃ଶ,�+ଵ௣ c��ଶ �ଵ,� + ͵ʹ݉ଵ ��� �̃ଶ,�+ଵ௣ ����ଵ,� c���ଵ,� , ߲�ଵ,�+ଵ߲ߣ௖ௗ,�+ଵ|ఒ೎೏,�+భ೛   ≈ �ଶℓଵͺܬଵ  (c���ଵ,� c�� �̃ଶ,�+ଵ௣ + ����ଵ,� ��� �̃ଶ,�+ଵ௣ ) , ߲߱ଵ,�+ଵ߲ߣ௖ௗ,�+ଵ|ఒ೎೏,�+భ೛   ≈ �ℓଵͶܬଵ  (c�� �ଵ,� c�� �̃ଶ,�+ଵ௣ + ����ଵ,� ��� �̃ଶ,�+ଵ௣ ) , ߲ ሶ߱ ଵ,�+ଵ߲ߣ௖ௗ,�+ଵ|ఒ೎೏,�+భ೛   ≈ ℓଵͶܬଵ  (c���ଵ,� c�� �̃ଶ,�+ଵ௣ + ����ଵ,� ��� �̃ଶ,�+ଵ௣ ) , ߲ݔௌభ,�+ଵ߲�̃ଶ,�+ଵ |�̃మ,�+భ೛     ≈ ͵ߣ௖ௗ,�+ଵ௣ �ଶͶ݉ଵ  ሺc�� �̃ଶ,�+ଵ௣ ���ଶ�ଵ,� + c���ଵ,� ����ଵ,� ��� �̃ଶ,�+ଵ௣ ሻ ,  ߲ݕௌభ,�+ଵ߲�̃ଶ,�+ଵ |�̃మ,�+భ೛ ≈ ͵ߣ௖ௗ,�+ଵ௣ �ଶͶ݉ଵ ሺ c�� �̃ଶ,�+ଵ௣ ��� �ଵ,� c���ଵ,� − ��� �̃ଶ,�+ଵ௣ c��ଶ �ଵ,�ሻ ,         ߲ݒௌ௫భ,�+ଵ߲�̃ଶ,�+ଵ |�̃మ,�+భ೛ ≈ ͵ߣ௖ௗ,�+ଵ௣ �ʹ݉ଵ  ሺc�� �̃ଶ,�+ଵ௣ ���ଶ�ଵ,� + c���ଵ,� ����ଵ,� ��� �̃ଶ,�+ଵ௣ ሻ ,߲ݒௌ௬భ,�+ଵ߲�̃ଶ,�+ଵ |�̃మ,�+భ೛ ≈ ͵ߣ௖ௗ,�+ଵ௣ �ʹ݉ଵ ሺ c�� �̃ଶ,�+ଵ௣ ����ଵ,� c���ଵ,� − ��� �̃ଶ,�+ଵ௣ c��ଶ �ଵ,�ሻ ,
200.
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߲ݒሶௌ௫భ,�+ଵ߲�̃ଶ,�+ଵ |�̃మ,�+భ೛ ≈ ͵ߣ௖ௗ,�+ଵ௣ʹ݉ ଵ  ሺc�� �̃ଶ,�+ଵ௣ ���ଶ�ଵ,� + c���ଵ,� ����ଵ,� ��� �̃ଶ,�+ଵ௣ ሻ , ߲ݒሶௌ௬భ,�+ଵ߲�̃ଶ,�+ଵ |�̃మ,�+భ೛ ≈ ͵ߣ௖ௗ,�+ଵ௣ʹ݉ ଵ ሺ c�� �̃ଶ,�+ଵ௣ ����ଵ,� c���ଵ,� − ��� �̃ଶ,�+ଵ௣ c��ଶ �ଵ,�ሻ , ߲�ଵ,�+ଵ߲�̃ଶ,�+ଵ|�̃మ,�+భ೛    ≈ ߣ௖ௗ,�+ଵ௣ ℓଵ�ଶͺܬଵ  (����ଵ,� c�� �̃ଶ,�+ଵ௣ − c���ଵ,� ��� �̃ଶ,�+ଵ௣ ) , ߲߱ଵ,�+ଵ߲�̃ଶ,�+ଵ|�̃మ,�+భ೛    ≈ ߣ௖ௗ,�+ଵ௣ ℓଵ�Ͷܬଵ  (����ଵ,� c�� �̃ଶ,�+ଵ௣ − c���ଵ,� ��� �̃ଶ,�+ଵ௣ ) , ߲ ሶ߱ ଵ,�+ଵ߲�̃ଶ,�+ଵ|�̃మ,�+భ೛    ≈ ߣ௖ௗ,�+ଵ௣ ℓଵͶܬଵ  (����ଵ,� c�� �̃ଶ,�+ଵ௣ − c���ଵ,� ��� �̃ଶ,�+ଵ௣ ) . 
 
 
B2. Analytische Approximationsformeln zur Berechnung der Jacobi-
Matrix für das stabilisierte Index-2 Kopplungsverfahren 
 
Bei Anwendung der stabilisierten Index-2 Kopplungsmethode muss der zusätzliche 
Lagrange-Multiplikator ߤ௖  berücksichtigt werden. Zur Herleitung der Näherungsfor-
meln werden die folgenden Bewegungsgleichungen für den Kopplungskörper ݅ be-
trachtet 
 
Kopplungskörper ݅ (Subsystem 1): 
 
201. 
࢘ሶ଴ ௌ೔ = ࢜଴ ௌ೔ + ࡳ௖೔(�௜ , ࢛̅௝)ࣆ௖                                                                   (a) ࢜ሶ଴ ௌ೔ = ଵ௠೔ [ ࡲ଴ ௔೔ሺ̂ࢠଵ, ݐሻ + ࡳ௖೔ሺ�௜, ࢛̅௝ሻࣅ௖]                                                      (b) ࢽሶ ௜ = ࡮ሺࢽ௜ሻ �௜ ௜  + ࡴ௖೔(�௜, ࢛̅௝)ࣆ௖                                                  (c) �ሶ ௜௜ = �௜−ଵ௜ [− �௜ ௜ × �௜ ௜ �௜ ௜ + �௜ ௔೔ሺ̂ࢠଵ, ݐሻ + ࡴ௖೔ሺ�௜, ࢛̅௝ሻࣅ௖] . (d) 
 
Im Vergleich zu Gl. 126 wurden die Notation leicht modifiziert. Die Kopplungsvariablen ࢛̃௝ können zerlegt werden in die zwei Lagrange-Multiplikatoren ࣅ௖  und ࣆ௖ sowie in die 
zusätzlichen Kopplungsgrößen ࢛̅௝, welche sich aus dem Co-Simulationsansatz erge-
ben, d.h. ࢛̅௝ = ࢛̃௝ ך {ࣅ௖ , ࣆ௖}. Für das Perpendicular-Joint ergibt sich beispielsweise: ࢛̃௝ = (ߣ௖௣ ߤ௖௣ ࢽ̃௝)் und ࢛̅௝ = ࢽ̃௝ , siehe Abschnitt 3.2.2.3. Basierend auf den Ergebnis-
sen aus Abschnitt 3.2.2 kann die Kopplungskraft gemäß ࡲ ଴ ௖೔ = ࡳ௖೔ሺ�௜, ࢛̅௝ሻࣅ௖ geschrie-
ben werden. Folglich lautet der Projektionsterm in der kinematischen Differentialglei-
chung � ଴ ௌ೔ = ࡳ௖೔ሺ�௜, ࢛̃௝ሻࣆ௖.  
 
Analog erhält man � ௜ ௖೔ = ࡴ௖೔ሺ�௜, ࢛̃௝ሻࣅ௖  und � ௜ ௖೔ = ࡴ௖೔(�௜ , ࢛̃௝)ࣆ௖. (ࡳ௖೔  und ࡴ௖೔ hängen 
vom Typ der Bedingungsgleichungen ab). Für das Perpendicular-Joint gilt beispiels-
weise: ࡳ௖೔=૙ und ࡴ௖೔ = ࢋ ௜ ௜ × ࢀ(ࢽ௜ , ࢽ̃௝) ௜௝ ࢋ ௝ ௝, siehe Abschnitt 3.2.2.3. 
Zur Durchführung des Integrationsschrittes von �ܶ nach �ܶ+ଵ geht man davon aus, 
dass die Zustandsvariablen ࢘ ଴ ௌ೔,� , ࢜ ଴ ௌ೔,� , ࢽ௜,� , � ௜ ௜,� und die Kopplungsvariablen ࢛̃௝,� 
zum Makrozeitpunkt �ܶ bekannt sind. Man beachte wieder, dass die Kopplungsvariab-
len im Makrozeitschritt konstant approximiert werden, d.h. ࢛̃௝௣ሺݐሻ = ࢛̃௝,�+ଵ௣ = ࢛̃௝,� =
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ܿ݋݊ݏݐ. Für die Diskretisierung des ODE-Systems 201 wird wieder das Heun-Verfahren 
verwendet. Integration von �ܶ bis �ܶ+ଵ = �ܶ + � und Berechnung der partiellen Ablei-
tungen bezüglich ࣅ௖,�+ଵ ergibt schließlich die nachfolgenden Approximationsformeln 
für die partiellen Ableitungen: 
 ߲ ࢘଴ ௌ೔,�+ଵ߲ࣅ௖,�+ଵ |࢛̃ೕ,�+భ೛ ≈ �ଶʹ݉௜ ࡳ௖೔ሺ�௜,�, ࢛̅௝,�+ଵ௣ ሻ ߲ ࢜଴ ௌ೔,�+ଵ߲ࣅ௖,�+ଵ |࢛̃ೕ,�+భ೛ ≈ �݉௜ ࡳ௖೔(�௜,�, ࢛̅௝,�+ଵ௣ )                 ሺכሻ ߲ࢽ௜,�+ଵ߲ࣅ௖,�+ଵ|࢛̃ೕ,�+భ೛ ≈ �ଶʹ࡮(ࢽ௜,�)ࡴ௖೔(�௜,�, ࢛̅௝,�+ଵ௣ )    ߲ �௜ ௜,�+ଵ߲ࣅ௖,�+ଵ |࢛̃ೕ,�+భ೛ ≈ � �௜−ଵ௜ ࡴ௖೔(�௜,� , ࢛̅௝,�+ଵ௣ )         ሺככሻ 
202. 
 
Für die partiellen Ableitungen des Zustandsvektors �௜bezüglich der Kopplungsvariab-
len ࣆ௖ und ࢛̅௝ können äquivalente Formeln hergeleitet werden. 
 
Beispiel: Für den linearen Zweimassenschwinger aus Abschnitt 3.3.3.1 ergeben sich 
die folgenden partiellen Ableitungen: 
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Anhang C: Formulierung des stabilisierten Index-2 Co-Simu-
lationsverfahrens mit Euler-Parametern 
 
In Abschnitt 3.2.2 wurde das stabilisierte Index-2 Co-Simulationsverfahren beschrie-
ben. Dabei wurden Euler-Winkel für die Drehung der beiden Kopplungskörper verwen-
det. Werden die räumlichen Drehungen mit einem anderen Verfahren parametriert, 
müssen die Formeln in Abschnitt 3.2.2 leicht geändert werden. Im Folgenden wird das 
Co-Simulationsverfahren vorgestellt, falls Euler-Parameter für die Darstellung räumli-
cher Drehungen [34] benutzt werden. Bei Verwendung von Euler-Parametern wird die 
Orientierung eines beliebigen Körpers �  durch die vier Euler-Parameter ࢗ௤ =ሺ�଴ �ଵ �ଶ �ଷሻ் ∈ ℝସ  beschrieben. Die Koordinaten der Winkelgeschwindigkeit 
werden im körperfesten System ܭௌ೜ zerlegt und die zeitliche Ableitung der Euler-Para-
meter wird durch die kinematische Differentialgleichung � ௤ ௤ = �(ࢗ௤) ࢗሶ ௤ beschrieben, 
wobei die Matrix �(࢖௤) ∈ ℝଷ×ସ wie folgt gegeben ist: 
 � = ʹ(−�ଵ �଴ �ଷ −�ଶ−�ଶ −�ଷ �଴ �ଵ−�ଷ �ଶ −�ଵ �଴ )  . 204. 
 
Die Bindungsgleichung für die vier Euler-Parameter ist durch die Gleichung �଴೜ଶ + �ଵ೜ଶ +�ଶ೜ଶ + �ଷ೜ଶ − ͳ = Ͳ gegeben. Analog zu Abschnitt 3.2.1 werden die folgenden Hilfsvek-
toren definiert: ࢟௜ = ሺݖ௜ଵ ݖ௜ଶ ⋯ ݖ௜ଵଷሻ் = ( ࢘ ଴ ௌ೔ ࢗ௜ ࢜ ଴ ௌ೔ � ௜ ௜)் ∈ ℝଵଷ  und ࢟௝ =ሺݖ௝ଵ ݖ௝ଶ ⋯ ݖ௝ଵଷሻ் = ( ࢘ ଴ ௌೕ ࢗ௝ ࢜ ଴ ௌೕ � ௝ ௝)் ∈ ℝଵଷ,  welche die Lage- und Ge-
schwindigkeitskoordinaten der Kopplungskörper ݅  und ݆  beinhalten. Beide Vektoren 
werden im Vektor ࢟௖ = (࢟௜ ࢟௝)் ∈ ℝଶ଺ zusammengefasst. Die Vektoren ࢟̂ଵ ∈ ℝଵଷ∙௡భ 
und ࢟̂ଶ ∈ ℝଵଷ∙௡మ beinhalten die Lage- und Geschwindigkeitskoordinaten des Gesamt-
systems. 
 
Mit Euler-Parametern und unter Verwendung der stabilisierten Index-2 Formulierung 
lauten die Bewegungsgleichungen für die Koppelkörper ݅ und ݆ folgendermaßen: 
 
Kopplungskörper ݅ (Subsystem 1): 
 ࢘ሶ଴ ௌ೔ = ࢜଴ ௌ೔ + �଴ ௌ೔  ݉௜ ࢜ሶ଴ ௌ೔ = ࡲ଴ ௔೔ሺ࢟̂ଵ, ݐሻ + ࡲ଴ ௥೔ + ࡲ଴ ௖೔  �௜ ௜ = �ሺࢗ௜ሻ ࢗሶ ௜  + �௜ ௖೔   Ͳ = �଴೔ଶ + �ଵ೔ଶ + �ଶ೔ଶ + �ଷ೔ଶ − ͳ �௜ ௜ �ሶ ௜௜ + �௜ ௜ × �௜ ௜ �௜ ௜ = �௜ ௔೔ሺ࢟̂ଵ, ݐሻ + �௜ ௥೔ + �௜ ௖೔ 
205. 
Kopplungskörper ݆ (Subsystem 2): 
 ࢘ሶ଴ ௌೕ = ࢜଴ ௌೕ + �଴ ௌೕ  ௝݉ ࢜ሶ଴ ௌೕ = ࡲ଴ ௔ೕሺ࢟̂ଶ, ݐሻ + ࡲ଴ ௥ೕ + ࡲ଴ ௖ೕ  �௝ ௝ = �(ࢗ௝) ࢗሶ ௝ + �௝ ௖ೕ  Ͳ = �଴ೕଶ + �ଵೕଶ + �ଶೕଶ + �ଷೕଶ − ͳ �௝ ௝ �ሶ ௝௝ + �௝ ௝ × �௝ ௝ �௝ ௝ = �௝ ௔ೕሺ࢟̂ଶ, ݐሻ + �௝ ௥ೕ + �௝ ௖ೕ   . 
206. 
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Es ist zu beachten, dass die gleiche Notation wie in Abschnitt 3.2.1 verwendet wird. 
Die Kopplungsbeziehungen sind in den folgenden Abschnitten für das Atpoint-, das 
Inplane- und das Perpendicular-Joint aufgeführt. 
 
 
C.1 “Atpoint-Joint” (Kugelgelenk) 
 
Verbindet man die Koppelpunkte �௜  und �௝  über ein Atpoint-Joint, dann lauten die 
Kopplungskräfte/-momente, die Projektionsterme in den kinematischen Differential-
gleichungen und die Kopplungsbedingungen wie folgt: 
 
 Reaktionskräfte/-momente (Kopplungskörper ݅): ࡲ଴ ௖೔ = ࣅ଴ ௖௔ ,           �௜ ௖೔ = ࢘௜ ஼೔ × ࢀሺ࢖௜ሻ௜଴ ࣅ଴ ௖௔ ,   
 Projektionsterme (Kopplungskörper ݅): �଴ ௖೔ = ࣆ଴ ௖௔ ,           �௜ ௖೔ = ࢘௜ ஼೔ × ࢀሺ࢖௜ሻ௜଴ ࣆ଴ ௖௔ ,   
 Reaktionskräfte/-momente (Kopplungskörper ݆):         ࡲ଴ ௖ೕ = − ࣅ଴ ௖௔ ,       �௝ ௖ೕ = − ࢘௝ ஼ೕ × ࢀ(࢖௝)௝଴ ࣅ଴ ௖௔ ,     
 Projektionsterme (Kopplungskörper ݆):      �଴ ௖ೕ = − ࣆ଴ ௖௔ ,       �௝ ௖ೕ = − ࢘௝ ஼ೕ × ࢀ(࢖௝)௝଴ ࣆ଴ ௖௔ ,   
 Kopplungsbedingungen: �௖௔ఒ = ૙  , �௖௔ఓ = ૙ .       
207. 
 
Der Unterschied zu Gl. 138 liegt darin, dass die Transformationsmatrix mittels Euler-
Parametern aufgestellt wird. Man beachte, dass die Bindungsgleichungen für die Eu-





Falls die Koppelpunkte �௜  und �௝  mit einem Inplane-Joint verbunden werden, erhält 
man 
 
 Reaktionskräfte/-momente (Kopplungskörper ݅): 
          ࡲ଴ ௖೔ = ࢀ(ࢗ̃௝)଴௝ ࢋ௝ ௝  ߣ௖ௗ ,   �௜ ௖೔ = ࢘௜ ஼೔ × ࢀ(ࢗ௜, ࢗ̃௝)௜௝ ࢋ௝ ௝  ߣ௖ௗ , 
 Projektionsterme (Kopplungskörper ݅): �଴ ௖೔ = ࢀ(ࢗ̃௝)଴௝ ࢋ௝ ௝  ߤ௖ௗ ,    �௜ ௖೔ = ࢘௜ ஼೔ × ࢀ(ࢗ௜, ࢗ̃௝)௜௝ ࢋ௝ ௝  ߤ௖ௗ , 
 Reaktionskräfte/-momente (Kopplungskörper ݆): ࡲ଴ ௖ೕ = − ࢀ(ࢗ௝)଴௝ ࢋ௝ ௝  ߣ௖ௗ , �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢗ௝)௝଴ ቀ ࢘̃଴ ௌ೔ + ࢀሺࢗ̃௜ሻ଴௜ ࢘௜ ஼೔ − ࢘଴ ௌೕቁ  ߣ௖ௗ , 
 Projektionsterme (Kopplungskörper ݆): �଴ ௖ೕ = − ࢀ(ࢗ௝)଴௝ ࢋ௝ ௝  ߤ௖ௗ  , �௝ ௖ೕ = ࢋ௝ ௝ × ࢀ(ࢗ௝)௝଴ ቀ ࢘̃଴ ௌ೔ + ࢀሺࢗ̃௜ሻ଴௜ ࢘௜ ஼೔ − ࢘଴ ௌೕቁ  ߤ௖ௗ , 
 Kopplungsbedingungen: ݃௖ௗఒ = Ͳ ,        ݃௖ௗఓ = Ͳ ,      �௖௥೔ ≔ ࢘̃଴ ௌ೔ − ࢘଴ ௌ೔ = ૙ ,  �௖௤೔ ≔ ࢗ̃௜כ − ࢗ௜כ = ૙ ,     �௖௤ೕ ≔ ࢗ̃௝כ − ࢗ௝כ = ૙ , ݃௖௤̃೔ ≔ �̃଴೔ଶ + �̃ଵ೔ଶ + �̃ଶ೔ଶ + �̃ଷ೔ଶ − ͳ = Ͳ ,     ݃௖௤̃ೕ ≔ �̃଴ೕଶ + �̃ଵೕଶ + �̃ଶೕଶ + �̃ଷೕଶ − ͳ = Ͳ . 
208.
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Wie bereits in Abschnitt 3.2.2.2 beschrieben, sind die Zustandsvariablen ࢟௝ in Subsys-
tem 1 während der Subsystemintegration von �ܶ bis �ܶ+ଵ nicht verfügbar. Analog sind 
die Zustandsgrößen ࢟௜ im Subsystem 2 nicht zugänglich. Daher müssen die zusätzli-
chen Kopplungsvariablen ࢗ̃௝  in Subsystem 1 und die zusätzlichen Koppelvariablen ࢘̃ ଴ ௌ೔ und ࢗ̃௜ in Subsystem 2 definiert werden. Die Kopplungsvariablen ࢗ̃௜ ∈ ℝସ und ࢗ̃௝ ∈ℝସ bezeichnen die Euler-Parameter, für welche die Bedingungsgleichungen ݃௖௤̃೔ und ݃௖௤̃ೕ berücksichtigt werden müssen. Gemäß Abschnitt 3.2.2.2 müssen die Kopplungs-
bedingungen ࢗ̃௝ = ࢗ௝ und ࢗ̃௜ = ࢗ௜ erfüllt sein. Aufgrund der Bindungsgleichungen ݃௖௤̃೔ 
und ݃௖௤̃ೕ für ࢗ̃௜ und ࢗ̃௝ und wegen der entsprechenden Bedingungsgleichungen für ࢗ௜ 
und ࢗ௝ in Gl. 205 und 206 ist es jedoch ausreichend, drei der vier Euler-Parameter 
gleichzusetzen. Deshalb werden die Vektoren ࢗ௜כ = ሺ�଴೔ �ଵ೔ �ଶ೔ሻ் , ࢗ௝כ =ሺ�଴ೕ �ଵೕ �ଶೕሻ், ࢗ̃௜כ = ሺ�̃଴೔ �̃ଵ೔ �̃ଶ೔ሻ் und ࢗ̃௝כ = (�̃଴ೕ �̃ଵೕ �̃ଶೕ)் definiert, welche die 
ersten drei Euler-Parameter enthalten. Diese werden für die Formulierung der Kopp-





Verbindet man die Koppelpunkte �௜ und �௝ mit einem Perpendicular-Joint, so ergeben 
sich nachstehenden Beziehungen: 
 
 Reaktionskräfte/-momente (Kopplungskörper ݅):               ࡲ ଴ ௖೔ = ૙ , � ௜ ௖೔ = ࢋ ௜ ௜ × ࢀ(ࢗ௜ , ࢗ̃௝) ௜௝ ࢋ ௝ ௝  ߣ௖௣ , 
 Projektionsterme (Kopplungskörper ݅): � ଴ ௖೔ = ૙ , � ௜ ௖೔ = ࢋ ௜ ௜ × ࢀ(ࢗ௜ , ࢗ̃௝) ௜௝ ࢋ ௝ ௝  ߤ௖௣ , 
 Reaktionskräfte/-momente (Kopplungskörper ݆): 
                        ࡲ ଴ ௖ೕ = ૙ ,         � ௝ ௖ೕ = ࢋ ௝ ௝ × ࢀ(ࢗ̃௜, ࢗ௝) ௝௜ ࢋ ௜ ௜ ߣ௖௣ , 
 Projektionsterme (Kopplungskörper ݆): 
                        � ଴ ௖ೕ = ૙ ,         � ௝ ௖ೕ = ࢋ ௝ ௝ × ࢀ(ࢗ̃௜, ࢗ௝) ௝௜ ࢋ ௜ ௜ ߤ௖௣ , 
 Kopplungsbedingungen: ݃௖௣ఒ ≔ Ͳ , ݃௖௣ఓ ≔ Ͳ ,     �௖௤೔ ≔ ࢗ̃௜כ − ࢗ௜כ = ૙ ,     �௖௤ೕ ≔ ࢗ̃௝כ − ࢗ௝כ = ૙ , ݃௖௤̃೔ ≔ �̃଴೔ଶ + �̃ଵ೔ଶ + �̃ଶ೔ଶ + �̃ଷ೔ଶ − ͳ = Ͳ ,     ݃௖௤̃ೕ ≔ �̃଴ೕଶ + �̃ଵೕଶ + �̃ଶೕଶ + �̃ଷೕଶ − ͳ = Ͳ . 
209.
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