Abstract. Using recent techniques of unstable localization, we extend earlier results on homological localizations of Eilenberg-Mac Lane spaces, and show that several deep properties of such localizations can be explained by the preservation of certain algebraic structures under the effect of idempotent functors.
Earlier results on homological localizations of Eilenberg-Mac Lane spaces [4] are special cases of this fact. More recently, the articles [21] and [31] describe other approaches related to homological localizations of Eilenberg-Mac Lane spaces.
In the present article, for any map f : W → V , we firstly compute the homotopy groups A and B of the f -localization L f K(G, n) in terms of f when G is finitely generated; in fact, in this case it happens that the group B is necessarily zero.
Since localization commutes with finite direct products, it suffices to consider the case when G is cyclic. If G = Z/p r , then we prove that either A = 0 or A = Z/p j for some j ≤ r. This was first observed by Chachólski in the case when V is contractible; under this assumption on V , one finds that necessarily j = r.
Contrary to this fact, if no restriction is imposed on the spaces V and W , then each j ≤ r can occur, and the value of j is determined by two (possibly infinite)
numbers n p (f ) and i p (f ) which are defined as follows. The number n p (f ) is the greatest integer n such that the homomorphism
is an isomorphism, and we set n p (f ) = ∞ if no such upper bound exists. This concept is analogous to the transitional dimension of a homology theory defined in [4, 8.1] ; it was called the mod p transitional dimension of L f in [7, 9.14]. The number i p (f ), which we call the height of f at the transitional dimension, is the greatest integer i such that the homomorphism
is an isomorphism, and we write i p (f ) = ∞ if no such upper bound exists. We prove that L f K(Z/p r , n) = K(Z/p i p (f ) , n) if n = n p (f ) and r > i p (f ) R is any commutative ring, we say that an R-algebra A with 1 is rigid if evaluation at 1 yields an isomorphism of R-algebras Hom R (A, A) ∼ = A. Some basic properties of rigid R-algebras are described in Section 4, where we extend earlier results of Bowshell and Schultz [9] , [26] . Rigid rings have previously been investigated under the name of E-rings. Torsion-free rigid rings of finite rank are well understood [24] .
All solid rings (meaning that the multiplication map A ⊗ A → A is an isomorphism) are rigid; however, the p-adics Z p or a product Z[1/p] × Z[1/q] with p = q
are rigid yet fail to be solid. (The term "solid" was introduced in [8] to designate a ring A whose core is A itself. Besides the fact that solid implies rigid, we have chosen this terminology in order to emphasize that rigid rings have few additive endomorphisms. Further justification comes from the fact that a ring is rigid if and only if its underlying abelian group admits only one multiplication with a fixed left identity element; see Theorem 4.3 below.) The rigid rings turn out to be precisely the localizations of Z in the category of groups, while the solid rings are precisely the Z-epimorphs.
It is known that there exist rigid rings of arbitrarily large cardinality [16] . Since every rigid ring R occurs as the fundamental group of L f S 1 for a certain map f (namely, the map f : S 1 → K(R, 1) induced by the inclusion of 1 into R), we infer that there is a proper class of distinct homotopy types of the form L f S 1 , where f ranges over all possible maps. This contrasts greatly with the fact that, as proved in [22] , the distinct localizations of any given space with respect to homology theories form a set.
The knowledge of the ring R = π 1 (L f S 1 ) gives important information about the functor L f . Namely, as we show in Theorem 7.2, the homotopy groups of the f -localization of any GEM (that is, any weak product of abelian Eilenberg-Mac Lane spaces) are then R-modules. If R is finite, then the f -localization of any GEM is a K(A, 1). On the other hand, if R is not cyclic, then the higher homotopy groups of the f -localization of any GEM are either P -local for a certain set of primes P when R/Z is torsion, or else they are Ext-P -complete when R/Z has elements of infinite order. This result is derived from Lemma 5.5 in [5] ; the set P consists of those primes p such that multiplication by p is an automorphism of R/Z.
It is crucial to observe that if G is any abelian group (not necessarily finitely generated), then the group A = π n (L f K(G, n)) can be described as the localization of G in the category of groups with respect to a certain group homomorphism;
indeed, A = L ζ G where ζ is the homomorphism G → A induced by the localization
In Section 6 we use this fact to show that A inherits much of the algebraic structure of G, and it does so uniquely. In particular, if R is any commutative ring, then the nth homotopy group of every localization of a K(R, n) admits a unique compatible structure of a rigid R-algebra.
Acknowledgements. This study originated from discussions with W. Chachólski. Some parts of this article were included in the Ph. D. thesis of the second-named author [25] . Our insight on rigid rings owes much to W. Dicks, A. Facchini, and R. Göbel, whose advice and interest we appreciate. We also thank E. Dror Farjoun and B. Oliver for their comments.
Preliminaries
All spaces in this paper have the homotopy type of CW-complexes, except for auxiliary occurrences of mapping spaces. Let f : W → V be fixed throughout.
Recall that a space Y is called f -local if the induced map of function spaces
is a weak homotopy equivalence for each f -local space Y . An f -localization of a space X is a map
which is an f -equivalence and where L f X is f -local. Such a map always exists and it is unique up to homotopy; see [3] or [15] . In fact, η X is initial in the homotopy category among maps from X to f -local spaces, and it is terminal among f -equivalences going out of X. Thus, (L f , η) is an idempotent monad in the homotopy category. If the induced map π 0 (f ) of connected components is not bijective, then L f X is contractible for all X; see [29, § 3] .
From general properties of idempotent monads (see [1] or [12] ) it follows, among other things, that a map g: X → Y is an f -equivalence if and only if it induces a homotopy equivalence L f X L f Y , and that every homotopy retract of an f -local space is f -local.
If the map f is of the form W → * , then f -local spaces are called W -null. Thus, Y is W -null if and only if the based function space map * (W, Y ) is weakly contractible. In this case, it is customary to use the notation P W instead of L f .
As in [7] , a space X will be called f -acyclic if L f X * . A space A is said to be a universal f -acyclic space if the two conditions L f X * and P A X * are equivalent for each space X. It was proved in Theorem 4.4 of [7] that universal f -acyclic spaces exist for each map f ; however, such a space A is not homotopy unique in general with the stated property (instead, it is determined up to nullity equivalence, in the sense of [6] Lemma 1.1. For any fibration F → E → X with E and X connected, if F is f -acyclic, then the map E → X is an f -equivalence.
This implies in particular that, for any connected space X, if the loop space ΩX is f -acyclic then so is X. We also recall that the homotopy inverse limit of any diagram of f -local spaces is f -local [15, 1.A.8]; thus, any product of f -local spaces is f -local, and if F → E → X is a fibration where E and X are f -local, then F is f -local as well.
For any abelian group G and any n ≥ 1, we know from [15, 4 .B] that
for some abelian groups A and B; see also Corollary 2.11 in [6] . Essentially the same argument shows that, if G admits the structure of an R-module for some ring R, then A and B are also R-modules. This fact has important consequences; Theorem 1.3 below is one of them. Firstly we need to observe the following. Lemma 1.2. Let f be any map and n ≥ 1. If F is a field and a K(F, n) is f -local, then K(G, n) is f -local for every vector space G over F.
Proof. If the dimension of G is finite, then K(G, n) is a product of f -local spaces and hence it is f -local. In the general case, let G be a product of copies of F indexed by a basis of G. Then K(G , n) is f -local. Since the natural inclusion of G into G splits as a map of vector spaces, K(G, n) is a homotopy retract of K(G , n) and hence it is f -local as well. Theorem 1.3. Let f be any map and n ≥ 1. Suppose that G is a vector space over any field. Then K(G, n) is either f -local or f -acyclic.
Proof. Let G be a nonzero vector space over a field F. We know from (1.1) that
Then K(A, n) is a retract of an f -local space and hence it is itself f -local. If A = 0, then K(F, n) is a retract of K(A, n) and therefore it is f -local too. By Lemma 1.2, this implies that K(G, n) is f -local. Now suppose that A = 0 and B = 0. Then the space K(B, n + 1) is f -local and so is also K(B, n), since ΩK(B, n + 1) K(B, n).
As above, from the fact that K(F, n) is a retract of K(B, n) we infer that K(F, n)
is f -local and, by Lemma 1.2, K(G, n) is f -local. But this is incompatible with the assumption that A = 0. Therefore, if A = 0, then B = 0 as well, so K(G, n) is f -acyclic. Lemma 1.4. For any map f and arbitrary integers n ≥ 1, r ≥ 1, we have:
Proof.
(1) If K(Z/p, n) is f -acyclic, then we may apply Lemma 1.1 and induction to the fibrations
where j ≤ r, to infer that K(Z/p r , n) is f -acyclic. Conversely, suppose that
f -local. If we apply Lemma 1.1 to the fibration
we obtain that L f K(Z/p r−1 , n + 1) K(Z/p, n). But this cannot happen by (1.1);
is not f -acyclic, and hence it is f -local by Theorem 1.3. In order to prove that K(Z/p j , n) is f -local for each j ≤ r, argue by downward induction using
together with the fact that the homotopy fibre of any map between f -local spaces is f -local.
Transitional dimensions and heights
For each prime p, let n p (f ) denote the supremum of all positive integers n such that K(Z/p, n) is f -local. If no such integer exists, then we set n p (f ) = 0. If all integers n fulfill this condition, then we write n p (f ) = ∞. This is called the mod p transitional dimension of f . Thus, for any map f , we have n p (f ) = n if and only if the homomorphism H i (f ; Z/p) is an isomorphism for i ≤ n but not for i = n + 1. Likewise, n p (f ) = ∞ if and only if f is a mod p equivalence. Note that n p (Σf ) = n p (f ) + 1 for every map f .
For a space W , we denote by n p (W ) the dimension n p (f ) where f : W → * .
, we see that, for a space W , the following statements are equivalent:
Lemma 2.1. Let f and g be two maps for which there is a natural transformation
Proof. The assumption made means precisely that every g-local space is f -local; cf. [1] and also [29, § 2] . Therefore, if a space K(Z/p, n) is g-local then it is also f -local.
Corollary 2.2. For any map f : W → V , if C denotes the homotopy cofibre of f and A is a universal f -acyclic space, then
Proof. This follows from the definitions, by resorting to the natural transformations
together with the mod p homology long exact sequence associated to the cofibre sequence W → V → C.
Proof. By assumption, both K(Z/p, n) and K(Z/p, n + 1) are f -local. Hence we may argue by induction using the fibrations
Now we can associate another number to each map f . For any prime p, let i p (f ) be the supremum of all integers i such that the space
If all integers i fulfill this condition, then we write
is an isomorphism for j ≤ i but not for j = i + 1. We call this number i p (f ) the height of f at the mod p transitional dimension.
Localizing Eilenberg-Mac Lane spaces
Let G be any abelian group and n ≥ 1. Let
be the f -localization map, as in (1.1). From the fact that η is an f -equivalence we derive the following algebraic relations.
Theorem 3.1. Let f be any map, G any abelian group, and n ≥ 1. For the abelian
, the following hold:
Proof. The fact that the space K(A, n) is f -local yields an isomorphism
which implies the isomorphism (1). Claim (2) is deduced in the same way from the fact that K(B, n) is f -local, and claims (3) and (4) hold because K(B, n + 1) is f -local. Here we need to recall from Theorem V.7.8 in [32] that
for any abelian group A if n ≥ 2, and also for n = 1 if A is cyclic.
If G = Z, then we infer from (3) or (4) that B = 0, for any n. Furthermore, we can consider the homomorphism π n (η): Z → A induced by η on the nth homotopy group, and let e be its value on 1. If we identify Hom(Z, A) with A in the obvious way, then the isomorphism Hom(A, A) ∼ = A in Theorem 3.1 sends each endomorphism ϕ ∈ Hom(A, A) to ϕ(e). Composition in Hom(A, A) defines a multiplication in A for which e is the identity element (unless A = 0). Therefore, if A is nonzero, then A admits a ring structure, and this ring structure is of a very special kind.
Here we give it a name and postpone its study until the next section. 
where A is either zero or it admits the structure of a rigid ring.
From this fact it follows, for example
if p and q are distinct primes. We next address the case when G = Z/p r , where p is any prime and r ≥ 1.
First of all, if n > n p (f ) then K(Z/p, n) is f -acyclic by Theorem 1.3 and hence so is K(Z/p r , n), by Lemma 1.4. If n < n p (f ), then it follows from Lemma 2.3 that
The general result, including the case n = n p (f ), reads as follows.
Theorem 3.4. For any map f and arbitrary integers n, r ≥ 1, we have
Proof. After our previous remarks, only the case n = n p (f ) requires a proof. As above, let A and B be the homotopy groups of L f K(Z/p r , n). Since B is a Z/p rmodule and hence of bounded exponent, B is either zero or a direct sum of groups Z/p j with 1 ≤ j ≤ r; cf. Theorem 6 in [17] . If B = 0, then K(Z/p j , n + 1) is a retract of K(B, n + 1) for some 1 ≤ j ≤ r and hence f -local. But then it follows from Lemma 1.4 that K(Z/p, n + 1) is f -local, and this contradicts our choice of n. This shows that B = 0. On the other hand, if A = 0 then part (1) of Lemma 1.4 tells us that K(Z/p, n) is f -acyclic, contradicting again our choice of n. Thus A is a nonzero Z/p r -module and part (1) of Theorem 3.1 shows that A = Z/p j for some j ≤ r. Finally, we want to prove that j = i p (f ). Suppose instead that j < i p (f ).
where the left-hand side equals Z/p j and the right hand side equals Z/p j+1 . This contradiction completes the argument.
Moreover, when n = n p (f ) and r > i = i p (f ), then the localization map
coincides, up to a homotopy equivalence, with the map induced by the natural projection Z/p r → Z/p i . To see this, observe that the
induced by the projection must factor through η up to homotopy, and this forces η * (1) to be a unit in Z/p i .
Example 3.5. If the map f is of the form W → * , then i p (f ) = ∞. Therefore, for any space W , we have
This result was communicated to us by Chachólski and was in fact one of the motivations of our work.
implies that i p (f ) = i. This shows that all heights can occur in practice. Now it
Since f -localization functors preserve finite products, Theorems 3.3 and 3.4 yield:
Corollary 3.7. For any map f , any integer n ≥ 1, and any finitely generated
This is of course not true in general if G is not assumed to be finitely generated.
For example, if f is any map for which L f is ordinary homological localization with Z/p coefficients, then it follows from the exact sequence
Rigid rings and algebras
In this section, all rings are assumed to be associative and have an identity element, which we denote by 1 if no confusion can arise. For any two abelian groups A and B, we abbreviate Hom Z (A, B) to Hom(A, B) and A ⊗ Z B to A ⊗ B.
Recall from Definition 3.2 that a ring A is called rigid if the evaluation map
is bijective. Such rings were first considered in [26] and [9] under the name of E-rings. 
where P is an arbitrary set of primes, possibly infinite. A classification of rigid rings which are torsion-free of finite rank was achieved in [24] . As a preparation for the findings in Section 6, we shall now discuss a more general notion, namely rigid algebras. Most of the following results generalize basic properties of rigid rings that can be found in [26] or [9] . Some observations are new, notably Theorem 4.3. In the rest of this section, R will be a fixed commutative ring with 1. By an R-algebra we mean a ring A equipped with a central ring homomorphism R → A. Thus, if we impose the condition that the product of this matrix with (1, 1) equals
(1, 0), we obtain the family of solutions
where λ and µ are arbitrary integers. These multiplications are all associative and commutative.
Theorem 4.5. For an R-algebra A, the following statements are equivalent:
(1) A is rigid.
(2) The map µ: A → Hom R (A, A) given by µ(a)(x) = ax is bijective.
(3) Hom R (A/ 1 , A) = 0, where 1 is the R-submodule of A generated by 1.
(4) Every ϕ ∈ Hom R (A, A) is an A-module endomorphism.
(5) The evaluation map ε: Hom R (A, A) → A is an isomorphism of R-algebras.
(6) The endomorphism ring Hom R (A, A) is commutative.
Proof. The equivalence of (1) and (2) follows from the fact that µ is right-inverse to ε. Next, observe that the inclusion of the submodule 1 into A gives rise to a short exact sequence of R-modules
where the third arrow coincides with the evaluation map ε and hence it is surjective. This proves that (1) and (3) are equivalent. Next we prove that (1) ⇒ (4). Let ϕ be any R-endomorphism of A. Fix any element a ∈ A. Then the endomorphisms ϕ 1 , ϕ 2 given by
satisfy ϕ 1 (1) = ϕ 2 (1) and hence coincide. This shows that ϕ is an A-module endomorphism, as required. The implication (4) ⇒ (1) is immediate, since under (4) any ϕ ∈ Hom R (A, A) is completely determined by its value on 1. We can now infer that (4) ⇒ (5), since
The fact that (5) ⇒ (6) follows from Theorem 4.2. We conclude by showing that (6) ⇒ (4). Thus, assume that Hom R (A, A) is a commutative ring, and pick any ϕ ∈ Hom R (A, A). Then, by assumption, ϕ commutes with µ(a) for any a ∈ A, which yields
for all x ∈ A, as we wanted to prove.
Recall from [8] that a ring A with 1 is called solid if the multiplication map
is bijective. Such rings were called T -rings in [9] and Z-epimorphs in [14] . Indeed, by [28, XI. The fact that an R-algebra A is solid forces that a ⊗ b = ab ⊗ 1 = 1 ⊗ ab in A ⊗ R A, for all a and b. Therefore, if A is solid, then, for every ϕ ∈ Hom R (A, A),
we can consider the homomorphism Φ: A ⊗ R A → A given by Φ(a ⊗ b) = aϕ(b) and infer that
Hence, every ϕ ∈ Hom R (A, A) is an A-module endomorphism, and Theorem 4.5 yields the following result, which generalizes Corollary 1.8 in [9] .
Theorem 4.6. Every solid R-algebra is rigid.
Note that the p-adic integers are rigid as a Z-algebra, but not solid. Solid rings have been classified; see [8] , [9] , [14] . We warn the reader that, while the class of solid rings is closed under quotients, the class of rigid rings is not. For example,
] by the ideal 5A is isomorphic to Z/5 × Z/5.
Localizing groups
In this section we deal with localization in the category of groups with respect to any group homomorphism ϕ: H → K, as in [11, §3] or [13, §1] . A group L is said to be ϕ-local if the induced map
is a bijection of sets. A ϕ-equivalence of groups is a homomorphism ψ such that Hom(ψ, L) is a bijection for every ϕ-local group L. For every group G there is a
with universal properties analogous to those written down in Section 1; thus, (L ϕ , η) is an idempotent monad in the category of groups. We call L ϕ G the ϕ-localization of G.
Let G be any abelian group and n ≥ 1. Then, as we know, for any map f between connected spaces, the f -localization of a K(G, n) takes the form
If we denote by ζ the homomorphism G → A induced by η at the nth homotopy group, then part 1 of Theorem 3.1 says precisely that the group A is ζ-local. Since ζ is of course a ζ-equivalence, the group A is the ζ-localization of G. Moreover, part 2 of Theorem 3.1 tells us that B is ζ-local as well. Therefore, we have:
Theorem 5.1. Given any abelian group G, any n ≥ 1, and any map f between connected spaces, there exists a group homomorphism ζ such that
and the group B is ζ-local.
Theorem 5.1 can be improved if the source and target of f are assumed to be (n − 1)-connected spaces. In that case, as stated in Theorem 5.4 below, the homomorphism ζ can be chosen to be π n (f ).
First of all observe that, if f is a map between (n−1)-connected spaces, then the localization P S n with respect to S n → * (i.e., the (n−1)-th Postnikov section) turns f trivially into a homotopy equivalence. This implies that, for all spaces X, the Then, for all connected spaces X, the natural map of (n − 1)-connected covers
Proof. Apply fibrewise f -localization to the homotopy fibration
yielding a homotopy fibration
together with a map h: X → Y which is an f -equivalence; cf. [15, 1.F.1]. Since, by our assumption, the mapping spaces map * (V, P S n X) and map * (W, P S n X) are weakly contractible, we infer that map * (V, Y ) → map * (W, Y ) is a weak homotopy equivalence, and hence Y is f -local. This means of course that Y L f X. Since
Using this observation and the same arguments as in Proposition 3.3 of [11] , we find that for an arbitrary map f : W → V between (n − 1)-connected spaces, if we denote by ϕ: π n (W ) → π n (V ) the induced homomorphism of nth homotopy groups, then the following hold:
(1) A group G is ϕ-local if and only if K(G, n) is f -local.
(2) If g is any f -equivalence of connected spaces, then the homomorphism π n (g) is a ϕ-equivalence of groups.
(To prove (2), notice that if g is an f -equivalence then so is the lifting of g to the (n − 1)-connected covers, by Theorem 5.2.) In particular, since η X : X → L f X is an f -equivalence, it follows from (2) that there is a natural homomorphism
which is a ϕ-equivalence and therefore it is an isomorphism if and only if π n (L f X) is ϕ-local. This leads to the following improvement of Theorem 2.1 in [13] .
Theorem 5.3. Let f : W → V be a map where W is a wedge of copies of S n with n ≥ 1, and V has cells in dimensions n and n + 1 only.
Proof. We only need to prove that π n (L f X) is ϕ-local. The assumption made on W ensures that, given any group homomorphism ψ:
If ψ is any other homomorphism with this property, then it is induced by some map g : V → L f X. Then g • f and g induce the same homomorphism on the nth homotopy group and hence they are homotopic, since W is a wedge of copies of S n . It follows that g g and therefore ψ = ψ , as needed.
Theorem 5.4. For any abelian group G and any map f between (n − 1)-connected spaces, where n ≥ 1, we have
where ϕ = π n (f ). Moreover, the group B is ϕ-local.
Proof. Let A and B be the homotopy groups of L f K(G, n). Then the localization map η:
Since the map η is an f -equivalence, the homomorphism π n (η) is a ϕ-equivalence. Moreover, the space K(A, n) is f -local, and hence the group A is ϕ-local. This proves that
From the fact that K(B, n + 1) is f -local it follows that K(B, n) is also f -local and therefore the group B is ϕ-local.
Corollary 5.5. Suppose that f is a map between (n − 1)-connected spaces such that the homomorphism π n (f ) is surjective. Then, for any abelian group G, the
Proof. This follows from the fact that if ϕ is an epimorphism, then the localization map η: G → L ϕ G is an epimorphism for all groups G. To prove this claim, check directly that the image of η is ϕ-local and its inclusion into L ϕ G is a ϕ-equivalence and hence an isomorphism.
The following example shows that the assumption that f is a map of (n − 
is the ring Z p of p-adic integers if n ≥ 2; cf. [13] . However, any homomorphism induced by f on homotopy groups will be surjective and Z p cannot be obtained by localizing Z with respect to any epimorphism.
From Theorem 5.4 it follows that the localization of any abelian group with respect to any group homomorphism is abelian. In fact, a more general result is true. The following purely algebraic argument was suggested to us by Dror Farjoun.
Proposition 5.6. Let (L, η) be any idempotent monad in the category of groups.
If A is any abelian group, then LA is also abelian.
Proof. For any element a ∈ A, conjugation by η(a) is the identity homomorphism on η(A) and hence it is the identity homomorphism on LA. In particular, for each x ∈ LA, conjugation by x is the identity on η(A) and hence it is the identity on LA.
This shows that LA is indeed abelian.
Proposition 5.7. Let ϕ: K → M be an arbitrary group homomorphism, and denote by φ:
Proof. Since every localization of an abelian group is abelian, the functors L φ and L ϕ can both be restricted to the full subcategory of abelian groups. Moreover, an abelian group is φ-local if and only if it is ϕ-local. This says that the restrictions of L φ and L ϕ have the same image class in the category of abelian groups, and hence they are naturally isomorphic.
As a consequence, we can replace L ϕ G with L φ G in Theorem 5.4, where φ = H n (f ), for any n ≥ 1.
Example 5.8. Let f : X → Y be any map inducing the projection φ: Z → Z/m on the first homology group, where m is any integer. Then an abelian group A is φ-local if and only if mA = 0. Therefore,
for every abelian group G. In fact, it follows from Corollary 7.3 that π 2 (L f K(G, 1)) vanishes and hence L f K(G, 1) K(G/mG, 1). Similarly, if g: X → Y is any map where H 1 (X) = 0 and
We next specialize to the case G = Z. Let ϕ = π 1 (f ) be the homomorphism induced by f on fundamental groups, and denote by φ = H 1 (f ) its abelianization.
The following result follows from Theorem 3.3, Theorem 5.4, and Proposition 5.7.
Theorem 5.9. For any given map f between connected spaces, we have
where ϕ = π 1 (f ) and φ = H 1 (f ).
Corollary 5.10. Suppose that
Theorem 5.11. For a nonzero abelian group A, the following statements are equivalent:
(1) A admits the structure of a rigid ring.
Proof. We first prove that (1) ⇒ (2). If A is any rigid ring, then it follows directly from the definition (Definition 3.2) that A is φ-local, where φ: Z → A is the only ring homomorphism with φ(1) = 1. Since φ is obviously a φ-equivalence, we obtain
is a consequence of Theorem 5.9, and the implication (3) ⇒ (1) has been proved in Theorem 3.3.
Corollary 5.12. The collection of homotopy types of the form L f S 1 , where f ranges over all maps, is a proper class (i.e., it is not a set).
Proof. This follows from Theorem 5.11 since, by Corollary 4.10 in [16] , there are rigid rings of arbitrarily large cardinality.
This result is striking, since the distinct homological localizations of S 1 are listed in [4] and certainly form a set. Furthermore, Ohkawa proved in [22] that the stable Bousfield equivalence classes of spectra form a set. This implies that there is only a set of nonisomorphic homological localization functors, both in the stable and in the unstable homotopy categories. We are indebted to Neil Strickland for drawing Ohkawa's article to our attention and showing us his own simpler argument. We close this section with the following curious consequences of Theorem 5.9.
Recall that P W denotes localization with respect to W → * .
Theorem 5.13. If W is any space and X is a (possibly infinite) wedge of circles, then
Proof. If π 1 (W ) → π 1 (X) is a nontrivial homomorphism, then its image is a nontrivial free group and hence there is a nonzero homomorphism
is trivial and, since X is one-dimensional, map * (W, X) is weakly contractible, i.e., X is W -null. On the other hand, if H 1 (W ) = 0, then it follows from Theorem 5.9
that P W S 1 * and therefore P W X * as well.
Corollary 5.14. Suppose that a space W satisfies H 1 (W ) = 0. Then for every noncontractible CW-complex X there exists at least one essential map Σ r W → X for some r ≥ 0.
Proof. Since P W S 1 * , there is a natural transformation P S 1 → P W , and hence P W X P W P S 1 X * for all connected spaces X; that is, no space is W -null, unless it is contractible. This implies that, if X is not contractible, then the mapping space map * (W, X) is not weakly contractible. Hence, [Σ r W, X] is nontrivial for some value of r.
Some algebraic structures preserved under localization
Let f be any map such that L f is isomorphic to ordinary homological localization with mod p coefficients, and let g be the wedge of all prime power maps of S 1 (thus,
Since the p-adic field Z p ⊗ Q does not admit a rigid ring structure, this is an easy example where the composite of two localization functors fails to be a localization. However, Z p ⊗ Q is rigid as a Z p -algebra. In this section we generalize this example by showing that the fundamental group of any iterated localization of S 1 has a commutative ring structure. In fact, the same is true for the nth homotopy group of any iterated localization of a K(R, n) where R is a commutative ring with 1.
From now on we fix a commutative ring R with 1 and an arbitrary idempotent monad (L, η) in the category of groups. If A is a ring or a module over some ring, we denote by LA the localization of the underlying abelian group, which is again abelian, according to Proposition 5.6.
From the fact that the functor L is left adjoint to the identity it follows that L is additive; that is, the natural map
is a group homomorphism for all abelian groups A and B; see [18, p. 83 ]. In the case when A = B, this map is in fact a ring homomorphism (under composition). Thus, if M is any R-module with structure map R → Hom(M, M ), then LM inherits the R-module structure. More precisely, we have Theorem 6.1. If M is any R-module, then LM admits a unique R-module structure such that the localization map η: M → LM is an R-module map.
Lemma 6.2. If M is any R-module, then the natural map Hom R (LR, LM ) → LM induced by the localization map η: R → LR is an isomorphism.
Proof. The universal property of η gives rise to an isomorphism of abelian groups Hom(LR, LM ) ∼ = Hom(R, LM ), which restricts to a monomorphism
Now, given an R-module map ψ: R → LM , it follows again from the universal property of η that the induced homomorphismψ: LR → LM is an R-module map, sinceψ (rη(s)) =ψ(η(rs)) = ψ(rs) = rψ(s) = rψ(η(s)) for all r, s ∈ R. This shows that (6.1) is in fact bijective.
Theorem 6.3. Let R be any commutative ring with 1. Then LR is either zero or it admits a unique ring structure such that η: R → LR is a ring homomorphism. Moreover, LR is rigid as an R-algebra. If R is a field and LR is nonzero, then η is an isomorphism.
Proof. We can use (6.1) with M = R to endow LR with a ring structure, where the multiplication is induced by composition in Hom R (LR, LR). It follows from this definition that η is a ring homomorphism and that LR is rigid as an R-algebra. As such, the multiplication in LR is unique, by Theorem 4.3. If R is a field, then LR is free as an R-module. Therefore, since a retract of any L-local group is L-local,
we infer that R is already L-local if LR = 0.
Lemma 6.4. Let R and S be commutative rings with 1 and let f : R → S be a ring homomorphism. Then the induced map Lf : LR → LS is also a ring homomorphism.
Proof. We write g instead of Lf for convenience. For any fixed element a ∈ R, the group homomorphisms ϕ 1 (x) = g(η(a)x) and ϕ 2 (x) = g(η(a)) g(x) from LR to LS coincide on the image of η and hence ϕ 1 = ϕ 2 . Now, for a fixed element b ∈ LR, the group homomorphisms ψ 1 (x) = g(xb) and ψ 2 (x) = g(x)g(b) coincide on the image of η and hence ψ 1 = ψ 2 , as claimed. Theorem 6.6. If M is any R-module, then the R-module structure of LM can be extended uniquely to an LR-module structure.
Proof. Use Lemma 6.2 or Lemma 6.5 to endow LM with an LR-module structure and Lemma 6.5 to guarantee its uniqueness.
Now we apply the above results to the case of f -localizations of Eilenberg-Mac Lane spaces.
Theorem 6.7. Given any commutative ring R with 1, an arbitrary map f , and an integer n ≥ 1, we have
for a certain homomorphism ζ of abelian groups. The group L ζ R is either zero or a rigid R-algebra. Moreover, B is ζ-local and an L ζ R-module.
Proof. In view of Theorem 5.1, only the last statement requires a proof. We know that B is an R-module and B ∼ = L ζ B. Therefore, by Theorem 6.6, the R-module structure of B can be extended uniquely to an L ζ R-module structure.
Corollary 6.8. If f 1 , . . . , f k is any finite collection of maps and R is a commutative
Proof. It is enough to prove it for two maps f 1 , f 2 . Firstly write
for a certain homomorphism ζ. Thus, L ζ R is either zero or a rigid R-algebra. Since localization commutes with finite products and π n (L f 2 K(B, n + 1)) = 0, we have , n) ). By Theorem 6.7, this group is either zero or a rigid L ζ R-algebra.
Of course, this implies in particular that the nth homotopy group of every iter- n) is a commutative R-algebra with 1.
Effect on the higher homotopy groups
In this last section, we explain how the knowledge of
gives very relevant information about the homotopy groups of L f X for other spaces X. Fix a map f and let R = π n (L f K(Z, n)) with n ≥ 1, which is either zero or a commutative ring with 1, according to Theorem 3.3. Since the localization
for every f -local space Y . From this fact we infer the next results.
Proof. Use (7.1) with n = 1, together with the fact that if Y is f -local, then so are all the spaces Ω i Y for i ≥ 1.
As customary, a space which is homotopy equivalent to a weak product of abelian and hence K(A, n) is f -local too. Thus, we may infer from (7.1) that the unit map Z → R induces an isomorphism
This says precisely that A is local with respect to Z → R, from which it follows that A admits a unique R-module structure; cf. Theorem 6.6. Hom(R, A) ∼ = Hom R (R, A) ∼ = Hom(Z, A) for every R-module A. However, if Z → R is not a ring epimorphism, then there is at least one ring A and two distinct ring homomorphisms R → A such that the composites Z → A coincide. Then A becomes an R-module which violates (7.2). Hence, in our context, condition (7.2) imposes a nonvoid restriction on the Rmodule A precisely when the ring R is rigid but not solid. For example, if R = Z p and A = Z p ⊗ Q, then (7.2) does not hold.
If we assume, in addition, that m > n, then K(A, n + 1) will be f -local and from (7.1) it follows that Ext(R, A) = 0. We summarize our conclusions in the following theorem. Observe that, if R is a rigid ring and the unit map Z → R is not injective, then R ∼ = Z/t for some integer t. Indeed, if the identity element of R has finite order, then tR = 0 for some integer t and, for a rigid ring, this implies that R is cyclic; this fact was already noted in [26] . Therefore, if L f K(Z, n) K(R, n), then either On the other hand, all finite-dimensional CW-complexes are f -local by Miller's main theorem in [19] , yet their homotopy groups need not be Z[1/p]-modules. This shows that the above theorems are false if we omit the assumption that X be a GEM.
Example 7.7. Let f be any map such that L f is localization with respect to complex K-homology. Since K(Z/p, 1) is K-local and K(Z/p, 2) is K-acyclic for all primes p (see [4] or [20] ), it follows that n p (f ) = 1 for every p. Thus, Theorem 7.5 tells us that if X is any GEM, then the homotopy groups π m (X K ) of the Klocalization of X are Q-vector spaces if m ≥ 3, and π 2 (X K ) is torsion-free. This observation enlightens Theorem 2.2 in [20] . Indeed, if X is any 2-connected GEM then X K is a 2-connected rational GEM. Since the class of K-equivalences with rational coefficients coincides with the class of ordinary homology equivalences with rational coefficients (see Lemma 1.8 in [20] ), the rationalization X 0 is K-local. From this fact it follows directly that X K X 0 if X is any 2-connected GEM.
