The paper shows how to use the R package yuima available on CRAN for the simulation and the estimation of a general Lévy Continuous Autoregressive Moving Average (CARMA) model. The flexibility of the package is due to the fact that the user is allowed to choose several parametric Lévy distribution for the increments. Some numerical examples are given in order to explain the main classes and the corresponding methods implemented in yuima package for the CARMA model.
Introduction
The Continuous Autoregressive Moving Average (CARMA) model driven by a standard Brownian Motion was first introduced in the literature by [17] as a continuous counterpart of the discrete-time ARMA process and, recently, it has gained a rapid development in theory and practice. Indeed, in order to increase the level of appealing in different areas, the gaussianity assumption is relaxed and a CARMA model driven by a Lévy process with finite second order moments has been introduced in [9] . In this way the marginal distribution of the CARMA process is allowed to be asymmetric and heavy-tailed. For this reason the CARMA model is widely applied in the financial literature. For example, [2] used a Lévy CAR(1) (or Ornstein Uhlenbeck) process for building a stochastic volatility model while [28] and [27] applied the Lévy CARMA(2,1) for modeling the volatility of the Deutsche Mark/US Dollar daily exchange rate. Moreover [10] proposed the fractionally integrated CARMA model in order to capture the long range dependence usually observed in financial time series.
The interest on the CARMA model is manifold since it can be used to model directly some given time series but it is also a main block for the construction of a more general process like the COGARCH(p,q) as in [5] .
The aim of this work is to develop in the yuima package a complete computational scheme for the simulation and the estimation of a general Lévy CARMA model. Based on our knowledge, the R packages available on CRAN deal only with CARMA(p,q) models driven by a standard Brownian Motion [30] or Gaussian CAR(p) models [33] . For example the ctarma package developed by [29] is an useful package for the simulation and the estimation of a CARMA(p,q) model driven by a Brownian Motion. Another package for continuous Autoregressive model is the cts developed by [33] which deals with a modified version of the CAR(p) model named CZAR(p) by [32] . Since the CAR(p) model is a special case of a CARMA(p,q), the ctarma package is a valid benchmark for the functions implemented in the yuima package and for this reason a direct comparison is given in this paper where a Gaussian CARMA(p,q) model is considered. Moreover, in the yuima package, once the estimation of the coefficients is done, it is possible to recover the underlying Lévy process from the observed data using the methodology in [7] and extended to the multivariate CARMA(p,q) by [8] . In this way we are able to simulate trajectories of a CARMA model without an explicit assumption on the distribution at time one of the underlying Lévy process. The outline of this paper is the following. In Sect. 2 we review the main results about the CARMA(p,q) process. In particular we focus the attention on the condition for the existence of the second order stationary solution of the CARMA process. In Sect. 3 we explain the estimation procedure implemented in the yuima package if the data are observed in equally space-time intervals. In Sect. 4 we describe the main classes and corresponding methods available in the yuima package for a CARMA model. We show how to use them for simulation and estimation of a Gaussian CARMA model and we conduct a comparison with the methods availables in the ctarma package. In Sect. 5 we present some numerical examples about the simulation and the estimation of Lévy CARMA models.
Continuous ARMA Models driven by a Lévy process
In this section we review the main features of a CARMA(p,q) model driven by a Lévy process introduced in [9] Definition 1 Let p, q non-negative integers such that p > q ≥ 0. The CARMA(p,q) process is defined as:
D is the differentation operator with respect to t while a (·) and b (·) are two polynomials:
a (z) = z p + a1z p−1 + · · · + ap b (z) = b0 + b1z 1 + · · · + bp−1z
p−1 where a1; · · · ; ap and b0, · · · , bp−1 are coefficients such that bq = 0 and bj = 0 ∀j > q.
Since the higher order derivatives of a Lévy process are not well defined we use the state space representation of a CARMA(p,q) model.
where Xt is a vector process of dimension p satisfying the following system of stochastic differential equations:
where the p × p matrix A is defined as:
The p × 1 vectors e and b are respectively:
Given the initial condition on Xs, the solution of equation (3) is:
Where the matrix exponential e A is defined as a power series:
The following result, given in [9] , provides the necessary and sufficient conditions for the existence of a stationary solution Xt of system (3) such that Xt is independent of {L h − Ls, h > s} ∀t ∈ R Proposition 2 The process Xt of system (3) has a covariance stationary solution if and only if the real part of the eigenvalues λ1, . . . , λp of matrix A are negative, i.e.
Re (λi) < 0, i = 1, . . . , p.
The solution can be written as:
and the associated first and second moments are:
where
Remark 3 We observe that matrix A can be diagonalized as follows:
Λ is a matrix whose elements along the diagonal are the eigenvalues of A and the other elements are zero.
The columns of R are the eigenvectors of A which are obtained easily from the eigenvalues:
The necessary and sufficient condition for the diagonalization of A is that the eigenvalues λj , j = 1, . . . , p are distincts.
Using equation (5), the solution of CARMA process Yt has the following form:
At e½ {[0,+∞)} (t) is the Kernel of the CARMA process {Yt} and ½ {A} (x) is the indicator function defined as:
Proposition 4 Under the assumptions that the eigenvalues of matrix A are distinct and Re (λi) < 0 for i = 1, . . . , p. the CARMA(p,q) process can be obtained as a sum of dependent CAR(1) processes:
Yr,t
and a ′ (z) is the first derivative of the polynomial a (z).
In particular, the vectorỸt = [Y1,t, . . . , Yp,t], whose elements are the CAR(1) processes necessary in the representation (6), can be obtained as:
WhereΛ is a diagonal matrix defined as:
This is the canonical representation of CARMA process, the vectorỸt is the canonical state vector and it will be useful for recovering the increments of the underlying noise.
3 Estimation of a CARMA(p,q) model in the yuima package
In this Section we discuss the estimation procedure implemented in the yuima package for a CARMA model driven by a Lévy process. From now on, we assume that the condition for canonical state representation (i.e. distinct eigenvalues for A matrix whose real part is negative) is satisfied. As observed before, we consider a three step procedure:
1. Exploiting the state space representation, we estimate the CARMA parameters a := [a1, . . . , ap] and b := [b0, . . . , bq, bq+1 = 0, . . . , bp−1 = 0] through the quasi-maximum likelihood estimation (see [25] for univariate and multivariate cases). An alternative approach is based on the Least Square estimation (see [7] for more details).Since the state space representation in system (3) is based on the unbservable process Xt, we implement a Kalman Filter procedure (see [29] for a CARMA model driven by a brownian motion).
2. Once the CARMA parameters have been found, we recover the increments of the underlying Lévy following the approach proposed in [7] as a generalization of the approach developed in [6] for the continuous autoregressive process. Recently the same approach has been applied to the multivariate case by [8] .
3. In the last step, using the increments estimated in the previous step, we estimate the parameters of the Lévy measure. The likelihood function is computed by means of the Fourier Transform for all Lévy increments assumption available in the yuima package.
Following [7] we assume that the observations Y1, . . . , Yn, . . . , YT are collected at equally spaced time instants 0, h, 2h, . . . , N h where N is the number of obsevations and h is the step length. In this context, the time horizon T is equal to N h.
Remark 5 If Yt is a CARMA process driven by a Brownian Motion then the sampled process Yn is a Gaussian ARMA process with i.i.d. noise for any step length h. For a second order Lévy CARMA process, the driving noise is not necessarly i.i.d. but the sampled process Yn is still an ARMA process. In this case the process Y ⋆ n is a weak ARMA process and the distribution of the maximum likelihood estimators can be derived using the result in [18] .
Before introducing the Kalman Filter algorithm (see [20] for more details) we need to compute the Q matrix in (11) . We start by evaluating the stationary unconditional variancecovariance matrix Q∞ satisfying the system of equations (see [31] for more details):
where Kn is the Kalman Gain Matrix and it is defined as:
We use the updated state variable X n|n and the variance-covariance matrix Σ n|n as inputs in (12) and we repeat steps 1 ÷ 3 until n = N .
Construction of the log-likelihood function
Once all error terms {un} N n=1 are obtained, we compute the log-likelihood function:
and get the estimates for vectors a and b by maximizing the quantity in (13) . In the yuima package constrained optimization is also available.
Once the estimates for vectors a and b are obtained, the next step is to retrieve the increments of underlying Lévy process. It is worth to notice that the procedure for recovering the underlying Lévy increments is a non-parametric approach since the knowledge of the distribution is not necessary at this stage while it becomes relevant in the last passage of the estimation procedure implemented in yuima package. Following [7] , the vectorXq,t composed by the firsts q − 1 components of the state process Xt in (4), can be written in terms of the observable process Yt.
where the matrix B is defined as:
and the vector eq eq = [0, . . . , 0, 1]
⊺
The system of equations (14) has the explicit solution:
The remaining p − q components of Xt are obtained by computing the higher order derivatives of the first component X0,t of the state vector Xt with respect to time:
Using the canonical form of a CARMA process in (9), we obtain the canonical state vector Yt and, following [6] , the underlying Lévy can be expressed using one of the equation in the following system:
where αr is defined in equation (8) and λr is the r th eigenvalue of the matrix A. For estimation of the Lévy, as suggested in [7] , we choose the condition in (16) such that the corresponding λr is the largest real eigenvalue.
Once the increments of the underlying Lévy are obtained, in the yuima package, it is possible to estimate the parameters of the Lévy measure. We refer to the yuima documentation (see [26] for more details for the available Lévy processes in yuima package. The estimation procedure in this phase is the maximum likelihood and the density is obtained by inverse Fourier Transform.
Implementation of a CARMA(p,q) in the Yuima package
This Section is devoted to the description of the objects and methods available in the yuima package for defining a general CARMA model driven by a Lévy process in the R statistical environment [15] . The yuima package [26] is a comprehensive framework based on the S4 system of classes and methods (see [13] for a complete treatement of the S4 class system) which allows a description of stochastic differential equations with the following form:
where b (t, Xt), σ (t, Xt) and c (t, Xt) are coefficients defined by the user. W H t is a fractional Brownian motion and H is the Hurst index which default value is fixed to 1 2 corresponding to the case of the standard Brownian motion (see [12] for estimation of H index in yuima package) and Zt is a pure Lévy jump process (see [4, 24] for more details).
In this context, the mathematical description of a CARMA(p,q) process is done by the yuima constructor function setCarma that returns an object of class yuima.carma. Since the yuima.carma-class extends the yuima.model-class (see [11] for a complete description of an object of class yuima.model), it is possible to generate a sample path using the simulate method, estimate the parameters applying the qmle method and it is also available the utility toLatex that produce a L A T E Xcode that returns the state space representation of the CARMA(p,q) model using the matrix notations. The method CarmaNoise works only for object of class yuima.carma and allows to retrieve the increments of the underlying Lévy following the approach described in Sect. 3 once the vectors a and b are known.
The yuima.carma-class
An object of the class yuima.carma contains all informations related to a general linear state space model that encompasses the CARMA model illustrated in Sect. 2. The mathematical description of this general model is given by the following system of equations:
where c0 ∈ R and σ ∈ (0, +∞) are location and scale parameters respectively. The vector b ∈ R p contains the moving average parameters b0, b1, . . . , bq while the A is a p × p matrix whose last row contains the autoregressive parameters a1, . . . , ap and, as shown in Sect. 2. It is defined as:
The γ0 ∈ R and the vector γ := [γ1, . . . γp] are called linear parameters. The linear parameters [γ0, γ1, . . . γp] will play a central role for defining the COGARCH(p,q) model introduced in [5] in the yuima package that will be one of the main objects of future developements. As noted previously, the yuima.carma extends the yuima.models and all features in this class are inherited. In particular the structure of an object of class yuima.carma is composed by the slots listed below:
• info is an object of carma.info-class that describes the structure of the CARMA(p,q) model.
• drift is an R expression which specifies the drift coefficient (a vector).
• diffusion is an R expression which specifies the diffusion coefficient (a matrix).
• hurst is the Hurst parameter of the fractional Brownian motion. The default value 1 2 corresponds of the standard Brownian process.
• jump.coeff is a vector of expressions for the jump component.
• measure indicates the measure of the Lévy process.
• measure.type is a switch variable that indicates if the type of Lévy measure specified in the slot measure belongs to the class of Compound Poisson processes.
• state.variable indicates a vector of names identifying the names used to denote the state variable in the drift and diffusion specifications.
• parameter is a short name for "parameters", is an object of class model.parameter-class. For more details see yuima documentation.
• state.variable identifies the state variables in the R expression.
• jump.variable identifies the variable for the jump coefficient.
• time.variableis the name of the time variable.
• noise.number denotes the number of sources of noise. Currently only for the Gaussian part.
• equation.number is the dimension of the stochastic differential equation.
• dimension is the dimension of the parameter given in the slot parameter.
• solve.variable identifies the variable with respect to which the stochastic differential equation has to be solved.
• xinit contains R expressions that are the initial conditions for the stochastic differential equations.
• J.flag is for internal use only.
It is worth to remark that, except for the slot info, the remainings are members of the yuima.model-class. Indeed the object of class carma.info in the slot info contains all informations about the CARMA model. It cannot be directly specified by the user but it is constructed by setCarma function that fills the following slots:
• p is a integer number the indicates the dimension of autoregressive coefficients.
• q is the dimension of moving average coefficients.
• loc.par is the label of location coefficient.
• scale.par indicates the Label of scale coefficient.
• ar.par denotes the label of autoregressive coefficients.
• ma.par is the label of moving average coefficients.
• lin.par indicates the label of linear coefficients.
• Carma.var denotes the label of the observed process.
• Latent.var is the label of the state process.
• XinExpr is a logical variable. If XinExpr=FALSE, the starting condition of Latent.var is zero otherwise each component of Latent.var has a parameter as a starting point.
CARMA model specification
In this section we explain how to use the constructor setCarma in order to build an object of class yuima.carma and we show how to simulate a trajectory of the CARMA(p,q) process using the same procedure available for an object of class yuima.model.
The arguments used in a call to the constructor setCarma() are:
setCarma(p,q,loc.par=NULL,scale.par=NULL,ar.par="a",ma.par="b",lin.par=NULL, Carma.var="v",Latent.var="x",XinExpr=FALSE, ...)
In the following we illustrate the arguments of the setCarma function:
• p is a non-negative integer that indicates the number of the autoregressive coefficients.
• q is a non-negative integer that indicates the order of the moving average coefficients.
• loc.par is a string for the label of the location coefficient. The default value loc.par=NULL implies that c0 = 0.
• scale.par is a character-string that is the label of scale coefficient. The default value scale.par=NULL implies that sigma=1.
• ar.par is a character-string that is the label of the autoregressive coefficients. The default Value is ar.par="a".
• ma.par is a character-string specifying the label of the moving average coefficients. The default Value is ma.par="b".
• Carma.var is a character-string that is the label of the observed process. Defaults to "v".
• Latent.var is a character-string representing the label of the unobserved process. Defaults to "x".
• lin.par is a character-string that is the label of the linear coefficients. If lin.par=NULL, the default, the setCarma builds the CARMA(p,q) model defined as in [9] .
• XinExpr is a logical variable. The default value XinExpr=FALSE implies that the starting condition for Latent.var is zero. If XinExpr=TRUE, each component of Latent.var has a parameter as a initial value.
• ... Arguments to be passed to setCarma, such as the slots of yuima.model-class. They play a fondamental role when the underlying noise is a pure jump Lévy process.
In particular the following two arguments are necessary:
-measure Lévy measure of jump variables.
-measure.type type specification for Levy measure.
Assume that we want to build a CARMA(p=3,q=1) model driven by a standard Brownian Motion with location parameter. In this case, the state space model in (17) can be written in a explicit way as follows:
where Zt is a Wiener process. For this reason, we instruct yuima to create an object of class yuima.carma using the code listed below.
> Carma_brown_mod<-setCarma(p=3,q=1,loc.par="c0",Carma.var="y",Latent.var="X")
We can display the internal structure of the object Carma_brown_mod using the R utility Looking to the structure, we observe that the slots measure and measure.type are both empty meaning that the underlying process is a standard Brownian Motion. The slots drift and diffusion contains expression that represents the CARMA(3,1) model using the following representation of system (18): (19) Notice that, since we define the CARMA(p,q) model using the standard yuima mathematical description, we need to rewrite the observable process Yt as a stochastic differential equation. The location parameter c0 is contained in the slot xinit where the starting condition of the variable Yt is:
To ensure the existence of a second order solution, we choose the autoregressive coefficients a := [a1, a2, a3] such that the eigenvalues of the matrix A are real and negative (see Prop. 2). Indeed, a1 = 4, a2 = 4.75 and a3 = 1.5, it is easy to verify that the eigenvalues of matrix A are λ1 = −0.5, λ2 = −1.5 and λ3 = −2. The next phase is to show the necessary steps for simulating a sample path of the model in (18) . It is worthing to remark that, since the yuima.carma extends the yuima.model, we use the same procedure described in [11] . We fix the value for the model parameters:
> par.Carma_brown_mod<-list(a1=4,a2=4.75,a3=1.5,b0=1,b1=0.23,c0=0)
We set the sampling scheme:
> samp<-setSampling(Terminal=400, n=16000)
Applying the simulate method, we obtain an object of class yuima that contains the simulated trajectory: > set.seed(123) > sim.Carma_brown_mod<-simulate(Carma_brown_mod,true.parameter=par.Carma_brown_mod, +
sampling=samp)
The simulated sample path can be drawn using the plot function. Since the simulation procedure is based on the state space representation of the CARMA model, the plot function returns a multiple figure. The upper is the sample path of the CARMA process Yt while the remaining pictures report the corresponding trajectories of each component of the state vector Xt.
> plot(sim.Carma_brown_mod)
Insert here figure 1.
Estimation of a CARMA model
In this Section we explain how to use the qmle method for performing the three steps estimation procedure described in Sect. 3 for the CARMA(p,q) model. As reported in [11] , the qmle function implemented in yuima package works as similar as possible to the standard mle function in the stats4 package when the model is an object of the yuima.model-class. However the behaviour of the function is slightly different if we considerr an object of the yuima.carma-class. Indeed in this case, the qmle function can be return an object of class mle or and object of class yuima.carma.qmle-class. This class extends the existing class mle for the stats4 package since it has an adjoint slot which contains the Lévy increments estimated by the new yuima function CarmaNoise.
The arguments in the function qmle are: qmle(yuima, start, method="BFGS", fixed = list(), print=FALSE, lower, upper, joint=FALSE, Est.Incr="Carma.IncPar",aggregation=TRUE ...)
For a complete treatment of the arguments passed to the qmle we refer to the yuima documentation. In this work we focus our attention only on the character-string variable Est.Incr and the logical variable aggregation. The variable Est.Incr manages the output of the qmle function. The variable Est.Incr assumes the following three values:
• Carma.IncPar that is the default value. In this case the function qmle returns an object of yuima.carma.qmle-class which contains the CARMA parameters obtained by quasi-maximum likelihood procedure, the estimated increments and parameters of the underlying Lévy process. If the CARMA(p,q) model is driven by a standard Browniam motion, the behaviour of the function is identically when Est.Incr="Carma.Inc".
• Carma.Inc The function qmle returns an object of yuima.carma.qmle-class which contains only the CARMA parameters and the estimated Lévy increments.
• Carma.Par In this case the output is an object of mle-class containing the estimated CARMA parameters obtained using the quasi maximum likelihood procedure and the parameters of the Lévy process.
The logical variable aggregation is related to the methodology for the estimation of the Lévy parameter. Indeed if the variable is TRUE, the increments are aggregated in order to obtain the increments on unitary time intervals.
In order to obtain the estimated increments of the underlying Lévy process, the qmle function calls internally the function CarmaNoise. The call is done using the following command:
where the arguments mean:
• yuima is a yuima object or an object of yuima.carma-class.
• param is a list of parameters for the CARMA model.
• data is an object of class yuima.data-class contains the observations available at uniformly spaced time intervals. If data=NULL, the default, the CarmaRecovNoise uses the data in an object of yuima. Since the driven noise is a standard brownian motion, then the estimated parameters are only the autoregressive and moving average parameters. In figure 2 we check the normality from a qualitative point of view using the QQ-norm.
Insert here figure 2.
The behaviour of the QQ-norm seems to confirm that the estimated increments are generated from a normal distribution.
ctarma package
We conclude this Section by comparing the procedures illustrated before with the corresponding ones avaliable in the ctarma package. As shown in the introduction, the ctarma package developed by [30] contains several routines for the simulation and the estimation of a Gaussian CARMA(p,q) model using both frequency and time-domain approaches. Since in this paper we focus on the state-space representation of a CARMA(p,q) model, we conduct our comparison considering only the time-domain approach and refer to [29] for a complete and detailed explanation of the frequency-domain approach for the simulation and the estimation of a Gaussian CARMA(p,q) model. Our comparison is based on two exercises. In the first, we build an object of class yuima that contains a simulated sample path of a Gaussian CARMA(2,1) model. We write a simple function that converts an object of class yuima into an object of class ctarma and use this object for the estimation of the CARMA(2,1) parameters applying the ctarma function ctarma.maxlik that performs a maximum likelihood estimation procedure based on the Kalman Filter. We compare these results with those obtained using the qmle function. In the second exercise we repeat a similar experiment but in this case we simulate a trajectory of a Gaussian CARMA(2,1) using the ctarma function carma.sim.timedomain.
As first step, we simulate a trajectory of a CARMA(2,1) model using the following yuima functions > mod.yuima<-setCarma(p=2,q=1,scale.par="sig",Carma.var="y") > param.yuima<-list(a1=1.39631,a2=0.05029,b0=1,b1=1,sig=1) > samp.yuima<-setSampling(Terminal=100,n=200) > set.seed (123) We write a simple function that converts an object of class yuima into an object of class ctarma: Now we simulate a trajectory using the carma.sim.timedomain function available in the ctarma package. We build an object of class ctarma and we estimate the model parameters using the following command lines:
> ctarma.mod1<-ctarma (ctarmalist(y,tt,a,b,sigma) We build now an object of class yuima.data using the constructor setData > yuima.data<-setData(zoo(x=matrix(y,length(y),mod.yuima@equation.number),order.by=tt))
We build an object of class yuima using the constructor setYuima and we apply to it the qmle function in order to estimate the parameters of the model: In Table 1 : Comparison between estimation results obtained using yuima and ctarma packages.
Looking at table 1 we observe that the estimates of parameters using the two packages are similar. The differences can be justified from fact that in the ctarma package the stationarity can be enforced using two different one-to-one transformations of the original parameters proposed by [3] and [23] respectively while in the yuima there are no stationarity constraints and the stationarity is checked once the estimates are obtained. Although both transformations in the ctarma allow to formulate the maximum likelihood estimation as an unconstrained optimization problem on the new variables, the choice in the yuima is justified by the following two reasons:
• The optimization problem is defined on the original autoregressive and moving avarege parameters and this is coherent with the spirit of the Yuima project.
• Defining the optimization problem on the original variables allows the user to manage efficiently the possibility of having constraints on the model parameters.
5 Simulation and estimation of a CARMA(p,q) model driven by a Lévy process
In this Section we show how to simulate and estimate a CARMA(p,q) model driven by a Lévy process in the yuima package. Based on our knowledge, yuima is the first package available on CRAN that allows the user to manage, in a complete way, a Lévy CARMA model. As shown in Sect. 4, it is also possible to recover the increments of the underlying Lévy and consequently the user can build on it a non-parametric Lévy CARMA model, i.e. a model where the distribution of the increments is not specified. In order to test the procedures implemented in yuima for the simulation and the estimation of a CARMA(2,1) model we consider three different exercises:
• We simulate a trajectory from a CARMA(2,1) driven by a Compound Poisson process with normally distributed jumps and then we use this trajectory for the estimation procedure.
• We repeat a similar exercise and assume that the underlying Lévy process is a Variance Gamma model [22] .
• In the last experiment, we assume the underlying Lévy process to be a Normal Inverse Gaussian model [1] .
It is worth to notice that since all the considered models can be seen as mixture of normals, the maximum likelihood estimation could be efficiently performed through an EM algorithm as that proposed in [14] and used for the Compound Poisson [19] , the Variance Gamma [21] and the Normal Inverse Gaussian [16] . We prefer to maximize directly the log-likelihood function and the densities are computed via Inverse Fourier Transforms. We leave the estimation procedure based on the EM algorithm for future developments of the yuima package.
First example: We consider a CARMA(2,1) driven by a Compound Poisson where jump size is normally distributed and λ is equal to 1.
> modCP<-setCarma(p=2,q=1,Carma.var="y", + measure=list(intensity="Lamb",df=list("dnorm(z, mu, sig)")), + measure.type="CP") > true.parmCP <-list(a1=1.39631,a2=0.05029,b0=1,b1=2, + Lamb=1,mu=0,sig=1)
We obtain a sample path of the model using the yuima's simulate function.
> samp.L<-setSampling(Terminal=200,n=4000) > set.seed(123) > simCP<-simulate(modCP,true.parameter=true.parmCP,sampling=samp.L) > plot(simCP,main="CP CARMA(2,1) model",type="l")
Insert here figure 3.
We estimate the parameter using the three step procedure described in Sect. 
Second Example:
In this case, the underlying Lévy is a Variance Gamma model and we instruct yuima to build a CARMA(2,1) process with the following command line:
> modVG<-setCarma(p=2,q=1,Carma.var="y", + measure=list("rngamma(z,lambda,alpha,beta,mu)"),measure.type="code") > true.parmVG <-list(a1=1.39631, a2=0.05029, b0=1, b1=2, + lambda=1, alpha=1, beta=0, mu=0)
We simulate a trajectory as follows: > set.seed(100) > simVG<-simulate(modVG, true.parameter=true.parmVG, sampling=samp.L) > plot(simVG,main="VG CARMA(2,1) model",type="l")
Insert here figure 5.
Applying the qmle function we get > plot(carmaoptVG,main="Variance Gamma increments",ylab="Incr.",xlab="Time",type="l") Insert here figure 6.
Third Example:
In the third example we assume that the underlying Lévy is a Normal Inverse Gaussian process. As a first step we define a CARMA(2,1) process using the yuima constructor setCarma:
> modNIG<-setCarma(p=2,q=1,Carma.var="y", + measure=list("rNIG(z,alpha,beta,delta1,mu)"),measure.type="code")
In this case we build explicity the underlying Lévy process using the yuima package > IncMod<-setModel(drift="0",diffusion="0",jump.coeff="1", + measure=list("rNIG(z,1,0,1,0)"),measure.type="code") > set.seed(100) > simLev<-simulate(IncMod,sampling=samp.L) > incr.lev<-diff(as.numeric(simLev@data@zoo.data$Series)) > plot(incr.lev,main="simulated noise increments",type="l")
Insert here figure 7.
The simulated Lévy increments are necessary for building the sample path of the CARMA(2,1) model driven by a Normal Inverse Gaussian process. In yuima package, we simulate a trajectory using the code listed below:
> true.parmNIG <-list(a1=1.39631,a2=0.05029,b0=1,b1=2, + alpha=1,beta=0,delta1=1,mu=0) > simNIG<-simulate(modNIG,true.parameter=true.parmNIG,sampling=samp.L)
Applying the two steps procedure we obtain the following result: > plot(carmaoptNIG,main="Normal Inverse Gaussian",ylab="Incr.",type="l") Insert here figure 8.
In the end of this Section, we show how to estimate the parameters of the underlying Normal Inverse Gaussian Lévy process using the package GeneralizedHyperbolic and discuss the accuracy of the estimates obtained using the qmle function.
As a first step, we get the Lévy shock from an object of class yuima.carma.qmle > NIG.Inc<-as.numeric(coredata(carmaoptNIG@Incr.Lev)) > NIG.freq<-frequency(carmaoptNIG@Incr.Lev)
We aggregate the innovations in order to obtain the increments on the interval with unit length. Looking to the summary, differences on the estimates obtained with two methods, qmle and nigFit, are negligibles. In the following figure we report a comparison of the theoretical and empirical log-densities (left side) and a qqplot (right side) obtained using the plot function for an object of class nigFit. 
