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Introduction
Le quark top a été découvert en 1995 par les collaborations CDF et DØ. Treize ans plus tard, cette
particule demeure relativement mal connue. Elle est en effet difficile à produire en raison de sa très grande
masse, et à l’heure actuelle seul le Tevatron permet de créer des quarks top. L’intérêt du quark top réside
précisément dans son caractère massif, car il permet de sonder les lois de la physique à des énergies de
l’ordre de l’échelle de brisure de la symétrie électrofaible. Grâce aux 8 fb−1 de données déjà collectées au
Tevatron et à l’avènement du LHC, la physique du quark top est sur le point d’entrer dans une nouvelle ère :
celle des mesures de précision.
Cette thèse est consacrée à la mesure d’une propriété particulière : la section efficace de production de
paires de quarks top par interaction forte. La première partie du manuscrit est consacrée à la description des
principaux fondements théoriques du Modèle Standard. On verra notamment que les particules élémentaires
peuvent être représentées sous la forme d’excitations de champs quantiques, et on expliquera comment le
formalisme des théories de jauge permet de rendre compte des interactions entre particules. Puis nous nous
intéresserons plus particulièrement au rôle du quark top au sein du Modèle Standard. Nous évoquerons
quelques unes de ses propriétés et présenterons les techniques d’analyse associées.
La section suivante est dédiée à la description du dispositif expérimental utilisé dans le cadre de ce
travail. Nous présenterons dans un premier temps le complexe d’accélérateurs du Fermi National Accele-
rator Laboratory, qui permet de créer et d’accélérer des faisceaux de protons et d’antiprotons à une énergie
de 980 GeV. Puis nous discuterons du détecteur DØ installé auprès de l’un des deux points de collision
proton-antiproton. Nous en profiterons pour exposer le résultat des travaux menés durant l’été 2006 lors du
commissioning du système de déclenchement calorimétrique de niveau 1. Par la suite, nous aborderons les
méthodes et algorithmes de reconstruction des différents objets : traces, vertex, muons, électrons, jets de
hadrons et enfin énergie transverse manquante.
Dans les chapitres suivants, nous présenterons des études effectuées préalablement à l’analyse : éta-
lonnage en énergie des électrons, mesure d’efficacités de reconstruction et d’identification des électrons
et des jets dans la topologie Z(→ ee)+jet(s), et corrections de ces mêmes efficacités. Ces études permet-
tront de s’assurer que les objets reconstruits dans les données sont correctement modélisés par la simulation.
Nous développerons alors les différentes étapes de l’analyse, dont l’objectif est d’établir une sélection
optimale pour les événements pp¯ → tt¯ → e+e−bb¯ νeν¯e . La mesure de section efficace porte sur un lot
de données de 1 fb−1 enregistré par le détecteur DØ et se concentre sur l’état final contenant deux élec-
trons, deux jets de particules et de l’énergie transverse manquante. L’enjeu principal de la mesure est de
vérifier les prédictions du Modèle Standard. Toutefois, une éventuelle déviation entre le nombre d’événe-
ments attendus et le nombre de d’événements sélectionnés dans les données pourrait être interprétée comme
1
la manifestation de phénomènes physiques au-delà du Modèle Standard. Dans ce contexte, nous présente-
rons les résultats d’une recherche de boson de Higgs chargé léger à la fin de ce document. De tels bosons
apparaissent notamment dans le secteur de Higgs de théories supersymétriques.
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Chapitre 1
Le Modèle Standard
Le cadre théorique dans lequel s’inscrit la physique des hautes énergies est la théorie des champs.
Elle repose essentiellement sur la mécanique quantique, la relativité restreinte, à laquelle elle emprunte le
formalisme "covariant", et la théorie des groupes, nécessaire à la construction des théories de jauge. Dans
ce premier chapitre, nous commencerons par rappeler les principaux concepts et formalismes de la théorie
des champs. Puis nous évoquerons la construction du Modèle Standard de la physique des particules en tant
que théorie de jauge. Pour finir, nous présenterons un rapide état des lieux du Modèle Standard.
1.1 Le formalisme Lagrangien
Le formalisme lagrangien a été développé pour décrire les lois de la mécanique classique. Le lagrangien
L (qi, q˙i) est une quantité scalaire qui dépend de coordonnées {qi} et de leur dérivée temporelle {q˙i} . Le
lagrangien de la mécanique classique est défini par :
L = T (q˙i)− V (qi) (1.1)
où T et V sont respectivement l’énergie cinétique et l’énergie potentielle du système. L’action S est ensuite
définie à partir du lagrangien :
S =
t2∫
t1
L (qi, q˙i)dt (1.2)
Les lois du mouvement peuvent être déduites du principe variationnel "de moindre action", qui stipule
que les chemins de l’espace de phase {qi, q˙i} empruntés par un système classique sont ceux dont l’action
est extrêmale : δS = 0 . Ceci conduit aux équations d’Euler–Lagrange :
d
dt
(
∂L
∂q˙i
)
=
∂L
∂qi
(1.3)
Cette description n’est valide que dans la conception Galiléenne du temps et de l’espace (le temps
s’écoule au même rythme pour tous les observateurs). La relativité restreinte, où l’hypothèse d’un temps
absolu est remplacée par l’hypothèse d’invariance de la vitesse de la lumière, constitue un cadre adapté à la
généralisation du formalisme lagrangien pour la physique des hautes énergies. Le mouvement des particules
n’est plus décrit sous forme de trajectoire {qi, q˙i} comme en mécanique classique : on adopte une description
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en termes de champ ϕ , dépendant continûment des variables d’espace et de temps. Dans l’espace-temps de
Minskowski, l’équation d’Euler–Lagrange pour le lagrangien L (ϕ, ∂µϕ) devient :
∂µ
(
∂L
∂ (∂µϕ)
)
=
∂L
∂ϕ
(1.4)
Invariance par symétrie
Un système physique peut présenter certaines propriétés de symétrie, ce qui signifie que certaines
transformations laissent le lagrangien invariant. Ces symétries peuvent être de diverses natures : interne
ou externe, discrète ou continue, globale ou locale. Le théorème de Noether énonce qu’à chaque symétrie
continue laissant le lagrangien invariant est associée une loi de conservation. Si l’on effectue une série de
transformations infinitésimales sur les coordonnées et les champs :
xµ → x′µ = xµ + ǫaκaµ(x)
ϕi(x) → ϕ′i(x′) = ϕi(x) + ǫaFi,a(ϕ, ∂µϕ)
(1.5)
l’invariance du lagrangien, i.e. δL(ϕ(x), ∂µϕ(x)) = 0 , permet d’aboutir à la relation de continuité d’un
quadri-courant ∂µJ
µ
a = 0 , avec :
Jµa =
∂L
∂ (∂µϕi)
[κνa(x)∂νϕ− Fi,a(ϕ, ∂µϕ)]− κµa(x)L (1.6)
A titre d’illustration, on peut considérer l’invariance du lagrangien par translation :
xµ → x′µ = xµ + ǫµ (1.7)
où ǫµ = cte , et κaµ = δ
a
µ. Dans ce cas précis, il s’agit d’une symétrie de l’espace-temps, donc une symétrie
externe. Il n’y a donc pas de transformation Fi,a dans l’espace interne. Le théorème de Noether mène alors
à la quadri-divergence nulle du tenseur énergie impulsion ∂µTµν = 0 , où :
Tµν =
∂L
∂ (∂µϕ)
∂νϕ− ηµνL (1.8)
T 00 représente la densité hamiltonienne, et T 0i la densité d’impulsion du système. Ainsi, la conservation de
la quadri-impulsion résulte de l’invariance du lagrangien par translation dans l’espace-temps. De manière
similaire, une invariance par rotation dans un espace interne conduit à une équation de continuité pour un
courant généralisé Jµ, la nature du courant étant dictée par le type de transformation étudié.
Champ scalaire
Au bas de l’échelle de la complexité se situe le champ de phonon. La propagation des phonons est
modélisée par une chaîne d’oscillateurs masse-ressort dont on peut étudier les modes de vibration longitu-
dinaux. En passant à la limite du milieu continu, le lagrangien d’un tel champ scalaire neutre ϕ se résume
à :
L = 1
2
∂µϕ∂
µϕ− V (ϕ) (1.9)
Dans le cas d’une particule de masse m libre de toute interaction, le potentiel s’écrit V = 12mϕ
2 , ce qui
conduit, pour l’équation d’Euler–Lagrange, à l’équation de Klein–Gordon :(
✷+m2
)
ϕ = 0 (1.10)
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dont les solutions sont des ondes planes "d’énergie positive et négative" :
ϕ±k (
−→x , t) = Nei(
−→
k .−→x∓Ekt) (1.11)
avec Ek =
√
m2 +
−→
k 2 > 0 , pour un mode de vecteur d’onde
−→
k . Pour cette équation de Klein–Gordon,
on établit l’équation de continuité :
∂µJ
µ = 0 avec Jµ = iϕ∗
←→
∂ µϕ ≡ iϕ∗−→∂ µϕ− iϕ∗←−∂ µϕ
= iϕ∗∂µϕ− i (∂µϕ∗)ϕ
(1.12)
Habituellement, la composante J0 représente une densité de probabilité ρ = ||ϕ||2 = J0 = iϕ∗←→∂ 0ϕ ,
ce qui définit implicitement un produit scalaire pour 2 champs ϕ1 et ϕ2 , ainsi que la normalisation associée :
〈ϕ1|ϕ2〉 =
∫
d3xϕ∗1
←→
∂0ϕ2 , N
2
i = 〈ϕi|ϕi〉 =
∫
d3x||ϕi||2 (1.13)
La normalisationN des solutions d’énergie positive et négative peut alors être déterminée. On constate
que la norme de ϕ+ est positive, mais celle de ϕ− est négative. Pour ϕ vérifiant l’équation de Klein–Gordon,
ceci rend impossible l’interprétation de ||ϕ||2 comme densité de probabilité de présence. Ce désagrément,
occasionné par la forme du courant Jµ , provient du fait que l’équation de Klein–Gordon est une équation
différentielle d’ordre 2 en temps. C’est d’ailleurs une des motivations qui a conduit à l’équation de Dirac.
Comme toute équation différentielle linéaire de second ordre, on peut réécrire l’équation de Klein–
Gordon comme un système linéaire de 2 équations différentielles du premier ordre qui, sous forme matri-
cielle, s’apparente à une équation de Schrödinger :
i
∂Ψ
∂t
= HΨ (1.14)
Cependant, le problème de la densité de probabilité non définie positive subsiste pour Ψ . En outre, le Ha-
miltonienH ainsi obtenu n’est pas hermitien, et cette formulation des équations de champ traite l’espace et
le temps de manière non équivalente, carH contient des dérivées spatiales du second ordre.
La mécanique quantique étudie des systèmes physiques au niveau de la "première quantification". Un
système est modélisé par une fonction d’onde, ou un vecteur d’état, dont l’évolution est décrite par des opé-
rateurs. La quantification signifie que le système n’a accès qu’à un nombre discret d’états (énergétiques par
exemple). La théorie quantique des champs relève de la "deuxième quantification". Un champ est construit
à partir des opérateurs de création et d’annihilation de la mécanique quantique. Le champ agit ainsi sur les
états d’un espace de Fock. Lorsqu’on décompose le champ en ses modes de Fourier, on peut formellement
identifier les particules à des quanta d’excitation de ces modes, et c’est le champ lui-même qui est quantifié.
La traduction des solutions précédentes en terme de champ quantique s’écrit :
ϕ (x) =
∫
d3
−→
k
(2π)3
1
2ωk
{
a(
−→
k )e−ikx + a†(
−→
k )eikx
}
, kx = kµxµ (1.15)
Pour un champ classique, a(
−→
k ) correspond à l’amplitude du mode de vecteur d’onde
−→
k . Du point de
vue quantique, a et a† deviennent respectivement des opérateurs d’annihilation et de création de quantum
de champ.
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Un champ scalaire chargé ϕ est ensuite défini grâce à deux champs scalaires neutres ϕ1 et ϕ2 de même
massem :
ϕ (x) =
ϕ1 + iϕ2√
2
=
∫
d3
−→
k
(2π)3 2ωk
{
a(
−→
k )e−ikx + b†(
−→
k )eikx
}
(1.16)
avec les conventions suivantes :
a(
−→
k ) =
a1(
−→
k ) + ia2(
−→
k )√
2
et b(
−→
k ) =
a1(
−→
k )− ia2(−→k )√
2
(1.17)
Le lagrangien libre est analogue à celui rencontré pour un champ scalaire neutre :
L = ∂µϕ∗∂µϕ−m2ϕ∗ϕ (1.18)
Ce champ, à deux degrés de liberté, obéit également à une équation de type Klein–Gordon. Il est quali-
fié de "chargé" car a† et b† correspondent à des opérateurs de création de particules de charge +q et -q
respectivement.
Champ fermionique
L’équation de Dirac est née de la volonté de trouver une équation relativiste "de type Schrödinger ", qui
soit du premier ordre en temps et en espace, dont le Hamiltonien soit hermitien, afin que la norme associée
soit définie positive.
i
∂Ψ
∂t
= HΨ = (−→α .−→p + βm)Ψ avec −→p = −i−→∇ (1.19)
Un traitement algébrique permet de déterminer les matrices −→α et β , et de reformuler l’équation de Dirac
sous une forme covariante :
(iγµ∂µ −m)Ψ = (i6∂ −m)Ψ = 0 (1.20)
Les matrices γµ sont des matrices 4 × 4 vérifiant la relation d’anticommutation {γµ, γν} = 2ηµν , qui
peuvent être écrites à partir des matrices de Pauli σi :
γ0 =
(
1 0
0 −1
)
γi =
(
0 σi
−σi 0
)
(1.21)
Ψ est un bi-spineur à 4 composantes. Les solutions de l’équation de Dirac sans interaction sont ana-
logues à celle rencontrées pour les champs scalaires :
Ψ±p (
−→x , t) = Nei(−→p .−→x∓Ept)
(
θ
χ
)
(1.22)
On peut identifier l’équation de Dirac comme étant une équation d’Euler–Lagrange pour le lagrangien :
L = i
2
Ψ¯
←→6∂ Ψ−mΨ¯Ψ (1.23)
Le courant conservé correspondant à l’équation de Dirac peut s’écrire Jµ = Ψ†γ0γµΨ = Ψ¯γµΨ .
Comme pour l’équation de Klein–Gordon, on peut assimiler la première composante J0 à une densité de
probabilité Ψ†γ0γ0Ψ = Ψ¯Ψ , ce qui définit implicitement un produit scalaire permettant de calculer N .
Cette fois, la norme est définie positive.
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La convention adoptée ici pour les "énergies positives et négatives" est la suivante :
E = ±
√
p2 +m2 = ± Ep , avec Ep > 0 (1.24)
Les solutions de l’équation de Dirac libre sont les bi-spineurs d’énergie positive u (−→p , s) et d’énergie néga-
tive v (−→p , s) :
(−→α .−→p + βm)
{
u (−→p , s)
v (−−→p , s) = Ep
{
u (−→p , s)
−v (−−→p , s) (1.25)
qui s’écrivent :
u (−→p , s) = √Ep +m

−→as
−→σ .−→p
Ep+m
−→as
 , v (−→p , s) = √Ep +m

−→σ .−→p
Ep+m
−→
bs
−→
bs
 (1.26)
Les vecteurs−→as et−→bs sont des spineurs à 2 composantes. Après quantification, les solutions deviennent :
Ψ(x) =
∫
d3
−→
k
(2π)3
m
E
∑
s
{
u(
−→
k , s)b(
−→
k , s)e−ikx + v(
−→
k , s)d†(
−→
k , s)eikx
}
(1.27)
La structure des solutions de l’équation de Dirac permet de décrire un degré de liberté interne supplé-
mentaire : le spin 1/2 de la particule. Pour donner une signification à ce nouveau nombre quantique s, on
peut faire appel au théorème de Noether, qui permet d’établir que l’invariance sous les rotations du groupe
de Lorentz mène à la conservation du moment cinétique. L’opérateur moment cinétique prend la forme
suivante [1] :
−→
J =
∫
d3−→xΨ†
(−→
L +
1
2
−→
Σ
)
Ψ (1.28)
où :
• −→L = −→x ∧−→p = −→x ∧(−i−→∇) est l’opérateur du moment cinétique orbital de la mécanique quantique ;
• −→Σ =
(
σk 0
0 σk
)
représente la contribution due au spin.
Comme on cherche à mettre en évidence le spin de la particule, il suffit de considérer une particule au repos,
ce qui permet de s’affranchir de la partie orbitale du moment cinétique. Pour une particule de "nombre
quantique s", la projection du spin le long de l’axe z vaut : Jzb†(
−→
0 , s) |0〉 . En utilisant l’expression explicite
du champΨ en fonction des opérateurs b et d† , et en mettant à profit les relations de commutation, on trouve :
Jzb
†
(−→
0 , s
)
|0〉 =
(
−→a †s
σ3
2
−→a s
)
b†
(−→
0 , s
)
|0〉 (1.29)
En choisissant les spineurs −→a s de la forme
(
1
0
)
et
(
0
1
)
, les états à une particule sont vecteurs
propres de Jz , de valeur propre +1/2 et -1/2 respectivement. Le même raisonnement pour une antiparticule
d†(
−→
0 , s) |0〉 conduit aux mêmes choix pour−→b s , mais le signe de la valeur propre associée se trouve inversé.
En conclusion, l’équation de Dirac décrit bien des fermions de spin s = 1/2 .
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Champ électromagnétique
Pour écrire les équations de l’électromagnétisme de Maxwell sous forme covariante, on définit le
quadri-potentiel Aµ = (V,
−→
A ), et le tenseur du champ électromagnétique Fµν = ∂µAν − ∂νAµ . Les
équations de Maxwell s’écrivent alors de manière synthétique :
∂µF
µν = Jν et ∂µF˜
µν = 0 (1.30)
où Jν = (ρ,
−→
j ) est le terme source du champ électromagnétique. F˜µν = 12ǫ
µνρσFρσ est appelé "tenseur
dual" du champ électromagnétique, et ǫµνρσ est le tenseur totalement antisymétrique de Levi-Civita, qui
vaut 1 si la permutation "µνρσ" est paire, -1 si elle est impaire, et 0 si deux indices sont identiques.
Pour décrire la théorie classique de l’électromagnétisme, on utilise le lagrangien de Maxwell :
LMaxwell = −1
4
FµνF
µν (1.31)
On se place ici en dehors des sources (Jµ = 0). Cependant, le choix du lagrangien de Maxwell pose
problème dans le cadre d’une théorie quantique des champs. En effet, la seconde quantification consiste à
imposer aux opérateurs les relations de commutation :
[ Aµ(−→x , t) , Πν(−→y , t) ] = iηµνδ3(−→x −−→y ) , avec Πν = ∂L
∂∂0Aν
(1.32)
Πµ désigne le moment conjugué du champAµ . Avec le lagrangien deMaxwell, le moment conjugué s’écrit :
Πµ = Fµ0 = ∂µA0 − ∂0Aµ et par conséquent, la composante Π0 est nulle. La relation de commutation
entre les composantes temporelles ne peut donc pas être satisfaite. C’est pourquoi on "généralise" la théorie
de Maxwell en ajoutant un second terme dans le lagrangien :
L = −1
4
FµνF
µν − β
2
(∂µA
µ)2 (1.33)
L’introduction du deuxième terme est un artefact mathématique qui permet de définir un champ électroma-
gnétique quantique :
Aµ (x) =
∫
d3
−→
k
(2π)3
1
2ωk
3∑
λ=0
{
ǫµ(
−→
k , λ)a(
−→
k , λ)e−ikx + ǫµ(
−→
k , λ)a†(
−→
k , λ)eikx
}
(1.34)
L’indice λ dénote la polarisation du quantum de champ, et ǫµ est un vecteur de polarisation.
Dans la théorie classique de Maxwell, seuls les 2 états de polarisation transverse (λ = 1, 2) sont des
états physiques. Pour mettre en évidence cette propriété, considérons une onde électromagnétique de vecteur
d’onde
−→
k = (0, 0, k) . Comme le potentiel contient plus de degrés de liberté qu’il n’en faut pour décrire le
champ électromagnétique , on peut contraindre Aµ à vérifier la condition de jauge de Lorentz : ∂µAµ = 0 .
Ceci implique pour le vecteur de polarisation : ǫµkµ = 0 , soit encore : ǫ0k0 + ǫ3k3 = 0 . Par ailleurs,
dans cette jauge, l’équation du mouvement ✷Aµ = 0 entraîne, pour les composantes du vecteur d’onde :
k2 = 0 = (k0)2 − (k3)2 . Ainsi, k0 = k0 = k3 = −k3 = E , et finalement ǫ0 = ǫ3 .
Pour contraindre le dernier degré de liberté "superflu" du potentiel, on peut par exemple choisir la condition
de jauge de radiation, déterminée par : A0 = 0 et
−→∇ .−→A = 0. Cette dernière condition implique −→k .−→ǫ = 0 ,
ce qui permet de conclure que le vecteur de polarisation est nécessairement transverse : ǫµ = (0, ǫ1, ǫ2, 0) .
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Pour le lagrangien de Maxwell, on note qu’il est possible de quantifier Aµ dans la jauge de radiation
[2] : les variables temporelles Π0 = 0 et A0 = 0 ne sont pas des variables dynamiques et disparaissent de
la théorie. Cependant, cette jauge n’est pas compatible avec une formulation covariante. Si l’on souhaite
une théorie covariante des champs quantiques, on doit abandonner cette jauge. Aussi, dans la théorie éten-
due de Gupta–Blueber (β 6= 0), quatre états de polarisation sont a priori autorisés. Ceci induit de sévères
complications : les "nouveaux" états quantiques de polarisation longitudinale ont alors une norme néga-
tive, et ne constituent donc pas des états physiques. Par conséquent, il faut restreindre l’espace de Fock de
Gupta–Blueber au sous-espace des états physiques de Maxwell
{∣∣ϕphys〉}, qui doivent vérifier la condition :〈
ϕphys2 |∂µAµ|ϕphys1
〉
= 0 . Cette approche est nettement différente de la quantification dans la jauge de
Lorentz, qui consiste à choisir ∂µAµ = 0 dans le lagrangien de Maxwell (β = 0).
Théories de jauge
A l’exception du champ électromagnétique, les lagrangiens mentionnés jusqu’à présent ne permettent
que de mettre en équation des champs libres. Un lagrangien construit comme la simple somme de lagran-
giens libres n’est pas suffisant pour créer une théorie de champs en interaction. La physique issue des
équations d’Euler–Lagrange ne serait que juxtaposition de théories cloisonnées. Il est donc nécessaire d’in-
troduire des termes de couplage entre champs quantiques, qui décriront les interactions entre les quanta
d’excitation de champ.
Dans la théorie de l’électrodynamique quantique par exemple, dans le vide, on peut faire interagir des
électrons relativistes et des photons grâce au lagrangien :
L = Ψ¯
(
i
2
←→6∂ −m
)
Ψ︸ ︷︷ ︸
e´lectron libre
− 1
4
FµνF
µν − β
2
(∂µA
µ)2︸ ︷︷ ︸
photon libre
− JµAµ︸ ︷︷ ︸
couplage e/γ
(1.35)
Ici, Jµ est le courant fermionique eΨ¯γµΨ . Certains termes de couplage apparaissent naturellement dans
la théorie lorsqu’on requiert que le lagrangien soit invariant de jauge, c’est-à-dire globalement inchangé
lorsqu’on effectue une transformation interne sur les champs. Certains autres, comme les couplages de
Yukawa entre fermions et champ de Higgs, sont ajoutés pour reproduire des observations expérimentales.
Digression préalable sur les groupes de symétrie continue.
De façon générale, un élément g d’un groupe de symétrie continue peut être décomposé comme une
série de transformations successives "d’amplitude θa(x)", engendrées par les générateurs Xa de l’algèbre
associée : g(x) = e−gθ
aXa . L’élément g est une entité abstraite. On peut lui associer une représentation, par
exemple une matrice, qui définira son action dans un espace vectoriel particulier. Ainsi, une transformation
dans l’espace des spins peut être représentée par la matriceG(x) = e−gθ
aTa , où Ta est la matrice représen-
tant le générateurXa dans l’espace des spins.
Un groupe est abélien si ses générateurs commutent, et non-abélien dans le cas contraire. Si les générateurs
entretiennent des relations de commutation du type : [Xa, Xb] = ǫabcXc , alors on parle de groupe et d’al-
gèbre de Lie. Les constantes ǫabc sont les constantes de structure de l’algèbre de Lie, et ne dépendent pas de
la représentation.
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U(1) est un groupe abélien, car il possède un seul générateur (qui commute avec lui-même). Une
transformation de jauge locale vis-à-vis du groupe U(1) pour un champ de Dirac s’écrit :
Ψ → Ψ′(x) = e−iqθ(x)Ψ(x) (1.36)
La rotation est paramétrée par le scalaire θ(x), qui dépend du point d’espace-temps, et q est la constante de
couplage du groupe de jauge U(1). Dans le lagrangien libre de Dirac, le terme de massemΨ¯Ψ est insensible
à cette transformation. Par contre, pour le terme cinétique :
∂µΨ → ∂µΨ′(x) = e−iqθ(x)∂µΨ(x)− iq∂µθ(x)e−iqθ(x)Ψ(x) (1.37)
Le lagrangien libre n’est donc pas "par construction" invariant sous les transformations locales du groupe
U(1). Cependant, si une telle symétrie est observée expérimentalement, on doit l’imposer dans le lagrangien.
Pour cela, on introduit la dérivée covariante de jaugeDµ, qui doit se transformer comme suit :
DµΨ → D′µΨ′(x) = e−iqθ(x)DµΨ(x) (1.38)
Ceci nécessite l’ajout d’un champ de jauge Aµ, vérifiant : Dµ = ∂µ + iqAµ . Cette forme particulière de la
dérivée covariante est suggérée par le terme de couplage du lagrangien de l’électrodynamique :
L = ...+ iΨ¯ 6∂Ψ + JµAµ = Ψ¯ (i∂µ − qAµ) γµΨ (1.39)
Maintenant, on peut écrire :
D′µΨ
′(x) =
(
∂µ + iqA
′
µ
) (
e−iqθ(x)Ψ(x)
)
(1.40)
qui peut se mettre sous la formeD′µΨ
′(x) = e−iqθ(x)DµΨ(x) à condition d’imposer : A′µ = Aµ + ∂µθ . On
retrouve ici la condition de jauge de Lorentz de l’électromagnétique classique. En conclusion, on peut rendre
un lagrangien invariant sous des transformations de jauge, à condition d’introduire un champ de jauge. La
loi de transformation du champ de jauge est imposée par la nature du groupe de jauge.
Par ailleurs,
[Dµ, Dν ] = iq (∂µAν − ∂νAµ) ≡ iqFµν (1.41)
En regard de ce qui a été établi pour le champ électromagnétique, pour un lagrangien respectant la symétrie
U(1) contiendra le terme de jauge −14FµνFµν .
Pour des groupes non-abéliens, comme SU(2), la démarche est similaire. On assure l’invariance de
jauge du lagrangien grâce à la dérivée covariante :
Dµ = ∂µ1+ gA
a
µTa = ∂µ1+ gAµ (1.42)
Sous une transformation locale Ψ → Ψ′ = GΨ = e−gθaTa , le champ de jauge doit maintenant obéir à :
A′µ = G
{
Aµ − 1
g
G−1∂µG
}
G−1 (1.43)
Comme précédemment, le calcul du terme cinétique des champs de jauge dans le lagrangien est issu du
commutateur :
[Dµ, Dν ] = g (∂µAν − ∂νAµ) + g2 [Aµ, Aν ] ≡ gFµν (1.44)
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En décomposant Aµ = AaµTa, Aν = A
b
νTb, et en utilisant les propriétés de commutation de l’algèbre de
Lie : [Ta, Tb] = ǫabc Tc , on obtient le tenseur :
Fµν = F
c
µνTc =
{
∂µA
c
ν − ∂νAcµ + ǫabcAaµAbν
}
Tc (1.45)
Pour un groupe non-abélien, le lagrangien contiendra finalement F cµνF
µν
c . Conséquence remarquable de la
structure non-abélienne, la présence du terme AaµA
b
ν induit des couplages tri-linéaires et quadri-linéaires
entre les champs de jauge, ce qui n’est pas autorisé pour une invariance de jauge abélienne. Le groupe
SU(2) possède 3 générateurs, qui sont représentés pour un espace vectoriel de dimension 2 par les matrices
de Pauli : Xa = − i2σa .
1.2 L’interaction électrofaible
L’interprétation de l’interaction électrofaible en tant que théorie de jauge, unifiant l’électromagné-
tique et la force faible, est issue des travaux de Yang-Mills, puis Glashow, Weinberg et Salam [3]. Yang et
Mills, observant la quasi-dégénérescence de masse entre proton et neutron, ainsi que leur apparente indiscer-
nabilité vis-à-vis de l’interaction forte, ont proposé une théorie de l’isospin fort, dans laquelle une rotation
d’isospin permet de transformer proton en neutron et réciproquement. Proton et neutron appartiennent alors
à un doublet d’isospin fort, et le lagrangien de l’interaction forte est invariant sous les transformations glo-
bales de SU(2). Envisageant les implications d’une symétrie locale, ils initient les premiers concepts de
l’interaction électrofaible, qui seront ensuite repris par Glashow, Weinberg et Salam dans le cadre d’une
symétrie SU(2)×U(1) . Ces derniers identifient les 4 champs de jauge d’un tel groupe de jauge à 4 bosons
vecteurs : le photon, et les bosons impliqués dans les courants chargés W± et neutres Z0 de l’interaction
faible.
Le point de départ : les leptons
En ce qui concerne la construction du lagrangien, la phénoménologie des interactions faibles impose
certaines restrictions. La violation de la parité observée dans les désintégrations β indique que les neu-
trinos sont produits uniquement dans un état d’hélicité négative, c’est-à-dire que spin et impulsion sont
anti-parallèles. Ainsi, seules les projections du spineur du neutrino sur les états propres d’hélicité négative
doivent figurer dans la théorie. Cependant, l’hélicité d’une particule massive dépend du référentiel de me-
sure. Pour construire une théorie invariante de Lorentz, les projecteurs d’hélicité doivent être substitués par
les projecteurs de chiralité : P± = 12(1 ± γ5) . Suivant le modèle de Yang-Mills, les champs fermioniques
de l’électron et du neutrino sont organisés :
• en doublets d’isospin faible (T = 12 ; T3 = ±12) pour les composantes "gauches" :
Le =
(
νeL
e−L
)
=
1− γ5
2
(
νe
e−
)
(1.46)
• en singlets pour les composantes "droites", le neutrino droit νR étant interdit :
Re = {eR} = 1 + γ
5
2
e (1.47)
La symétrie SU(2) est donc restreinte à SU(2)L , et les composantes droites se comportent comme
des scalaires par rapport à ces transformations. Les autres générations de leptons, µ et τ , adoptent la même
structure d’isospin. Du point de vue des symétries internes locales, une rotation dans l’espace d’isospin
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faible associé à SU(2)L s’écrit : G(x) = e
i
2
gθa(x)σa . Dans le cas de U(1)Y , les transformations G′(x) =
eg
′α(x)Y agissent dans un espace d’hypercharge faible, le générateur du groupe étant noté Y . Afin d’assurer
une invariance de jauge sous SU(2)L × U(1)Y , il convient de généraliser la dérivée covariante :
Dµ = ∂µ1+ ig
−→
Wµ.
−→σ
2
+
ig′
2
Y Bµ1 (1.48)
Le lagrangien contenant les leptons (ℓ = e, µ, τ ) et les champs de jauge s’exprime alors comme :
L = L¯ℓ iγµ
(
∂µ +
ig
2
−→σ .−→Wµ + ig
′
2
Y Bµ
)
Lℓ + R¯ℓ iγ
µ
(
∂µ +
ig′
2
Y Bµ
)
Rℓ − 1
4
WµνWµν − 1
4
BµνBµν
(1.49)
Il contient des termes de courant isovecteur (∼ −→σ ) et isoscalaire (∼ Y ), et des termes de jauge usuels pour
les groupes non abélien SU(2)L et abélien U(1)Y . Glashow, Weinberg et Salam ont confronté le lagrangien
de SU(2)L × U(1)Y à celui de l’électrodynamique quantique, invariant sous les transformations de jauge
de U(1)EM . Le terme de courant de l’électrodynamique : J
µ
EM = Ψ¯eγ
µΨe peut se mettre sous la forme :
JµEM = −L¯eγµ
σ3
2
Le +
1
2
L¯eγ
µLe + R¯eγ
µRe (1.50)
On retrouve effectivement un courant de cette nature dans le lagrangien de SU(2)L × U(1)Y à condi-
tion d’imposer Q = T3 + Y2 . Le courant électromagnétique J
µ
EM se couple au photon Aµ qui est, par
identification, un mélange des champs de jaugeW 3µ et Bµ. Les relations issues de l’unification électrofaible
s’énoncent comme suit :
Aµ = cos(θW )Bµ + sin(θW )W
3
µ , ou` θW est l
′angle de me´lange
Z0µ = −sin(θW )Bµ + cos(θW )W 3µ
W±µ =
1√
2
(W 1µ ∓ iW 2µ)
e = g sin(θW ) = g
′ cos(θW )
(1.51)
Les quarks
L’interaction faible entre quarks emprunte, pour chaque génération et pour chaque valeur de la charge
de couleur, la même structure de doublet et singlet d’isospin que celle des leptons. Cependant, à la diffé-
rence des interactions leptoniques, des transitions faibles entre quarks de différentes familles ont été obser-
vées expérimentalement. Pour en rendre compte dans la théorie, la matrice unitaire de Cabibbo-Kobayashi-
Maskawa [4] (ou matrice CKM) introduit un mélange entre les "états propres de jauge" (figurant dans le
lagrangien de l’interaction faible) et les états physiques ou "états propres de masse" (solutions de l’équation
de propagation de Dirac (i6∂ −m)Ψ = 0 , et dont la masse est bien définie) : d′s′
b′
 =
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb

 ds
b
 (1.52)
Les éléments de la matrice CKM correspondent aux amplitudes des transitions faibles entre quarks. Tra-
ditionnellement, le mélange est effectué sur les quarks de type "down", dont la projection d’isospin vaut
T3 = −12 . Le premier doublet de quark devient donc :(
u
d
)
→
(
u
d′ = Vudd+ Vuss+ Vubb
)
(1.53)
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La brisure spontanée de la symétrie électrofaible
Pour rendre compte de l’existence d’un seul boson vecteur sans masse, le photon, et de 3 bosons
vecteurs massifs, W±, Z0 , la symétrie SU(2)L × U(1)Y du modèle de Glashow-Weinberg-Salam est né-
cessairement non exacte, elle doit être brisée.
Une symétrie exacte requiert des champs de jauge de masse nulle. Pour la symétrie U(1) par exemple,
un terme de masse pour le champ de jauge du type 12m
2
AAµA
µ n’est pas invariant sous la transformation :
Aµ → Aµ + ∂µθ . Au niveau quantique, le photon doit demeurer non massif à tous les ordres de la théorie
des perturbations. Lorsqu’on évalue, pour le propagateur du photon, les corrections quantiques induites par
la polarisation du vide, le propagateur "exact" peut se mettre sous la forme synthétique [1] :
=
−iηµν
q2(1−Π(q2))−→
q
µ ν
Ce propagateur exact est calculé grâce à un développement perturbatif, qui prend la forme d’une suite
géométrique. La "raison" de la suite géométrique est un tenseur :
iΠµν = i(q2ηµν − qµqν)Π(q2) (1.54)
qui représente la contribution aux polarisations du vide de tous les "diagrammes irréductibles à une parti-
cule". A la seule condition qu’aucun état à une particule scalaire ne contribue aux corrections radiatives, il
est possible de montrer [1] que Π(q) possède un comportement régulier quand q2 → 0 . Dans ce cas, le seul
pôle du propagateur exact est 0, ce qui signifie que le photon est sans masse.
Les bosons de Goldstone
Dans le modèle standard, la brisure de symétrie fait appel au mécanisme de Higgs-Brout-Englert [5],
qui s’inspire fortement du théorème de Goldstone évoqué ci-dessous.
Décomposons un lagrangien générique en sa partie "cinétique", fonction des dérivées de champs, et sa
partie potentielle dépendant des champs : L(Φa, ∂µΦa) = T (∂µΦa) − V (Φa). Si V possède un minimum
pour une valeur Φ0 du champ, alors on peut procéder à un développement au deuxième ordre au voisinage
du minimum :
V (Φ) = V (Φ0) +
1
2
(
∂2V
∂Φa∂Φb
)
Φ0︸ ︷︷ ︸
m2ab
(Φa − Φa0)(Φb − Φb0) (1.55)
En supposant que le lagrangien est invariant sous une transformation continue du type :
Φa → Φa + αF a(Φ) (1.56)
où α est le paramètre infinitésimal de la transformation, alors le terme potentiel doit être invariant :
V (Φa) = V (Φa + αF a(Φ)) , soit encore : F a(Φ)∂V (Φ)∂Φa = 0 . Une fois différenciée par rapport à Φ
b, et
évaluée en Φ = Φ0, cette relation devient :
F a(Φ0)
(
∂2V
∂Φa∂Φb
)
Φ0
= 0 (1.57)
- 13 -
CHAPITRE 1 : Le Modèle Standard
Cette dernière expression est à la base du théorème de Goldstone. Si "l’état fondamental" Φ0 possède
la même symétrie que le lagrangien, alors quel que soit a, F a(Φ0) = 0 et la relation est triviale. Dans le
cas contraire, qui définit une brisure spontanée de symétrie, la théorie doit contenir autant de particules sans
masse (bosons de Goldstone) que de générateurs brisant la symétrie du vide. La démonstration complète de
ce théorème permet d’établir que ces particules doivent de surcroît être scalaires.
Les prémices du boson de Higgs : exemple de la symétrie U(1)
On considère un champ scalaire chargéΦ = Φ1+iΦ2√
2
, dont le lagrangien s’écrit L = ∂µΦ†∂µΦ−V (Φ),
et où le potentiel prend la forme d’un chapeau mexicain : V (Φ) = −µ2Φ†Φ + λ(Φ†Φ)2, avec µ2 > 0 (voir
figure 1.1). Ce lagrangien est inchangé par une transformation globale du groupe U(1) : Φ → Φ′ = eiqθΦ.
FIGURE 1.1 – Allure du potentiel : V (Φ) = −µ2Φ†Φ + λ(Φ†Φ)2
L’état du vide quantique correspond par définition à la configuration énergétique la plus stable, et est
obtenu pour le minimum du potentiel :
Φ†Φ = 〈Φ〉2 = µ
2
2λ
=
v2
2
v = valeur attendue dans le vide (1.58)
Un tel état n’est donc pas unique. En choisissant un état particulier pour le vide quantique, la nature brise
spontanément la symétrie U(1). Bien que le lagrangien conserve son invariance, l’état du vide n’est plus
invariant par une rotation globale.
Par souci de simplicité, on choisit l’état du vide le long de l’axe réel. En développant le champ au
voisinage du vide, Φ = v√
2
+ Φ1+iΦ2√
2
, ce qui permet de réexprimer le potentiel au deuxième ordre :
V (Φ1,Φ2) = −µ
4
4λ
+
1
2
2µ2Φ21 + 0× Φ22 (1.59)
Ainsi, le champ scalaire neutre Φ1 acquiert une masse, mais Φ2 demeure sans masse.
Le mécanisme de Higgs exploite ces considérations dans le cadre d’une théorie de jauge locale. Pour
que le lagrangien soit inchangé lors d’une rotation locale : Φ → Φ′ = eiqθ(x)Φ , il faut introduire le champ
de jauge Aµ, et remplacer la dérivée par la dérivée covariante de jauge : ∂µ → Dµ = ∂µ + iqAµ. Le
lagrangien du champ scalaire, pour une théorie de jauge, devient :
L = DµΦ†DµΦ− V (Φ)− 1
4
FµνFµν (1.60)
En effectuant le même choix pour la forme du potentiel, et en utilisant le développement du champ
scalaire au voisinage du minimum, le calcul (DµΦ)†DµΦ fait apparaître, entre autres, les termes classiques
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d’énergie cinétique : ∂µΦ1∂µΦ1 + ∂µΦ2∂µΦ2 , un terme de masse pour Aµ , et un couplage entre le champ
scalaire non massif et le champ de jauge :
q2
v2
2
AµA
µ + qvAµ∂
µφ2 =
1
2
m2AAµA
µ +Aµ(mAk
µ) avec mA = qv (1.61)
Une valeur non nulle de v conduit donc formellement à une masse non nulle pour le champ de jauge.
A la vue de ce qui a été discuté précédemment, il serait instructif de regarder les corrections radiatives au
propagateur du photon induites par le boson scalaire de GoldstoneΦ2. Pour cela, on peut interpréter ces deux
termes comme des vertex sur lesquels viennent se brancher Aµ et Aν . Au premier ordre des perturbations,
on a [1] :
= +
Aµ
{
im2Aη
µν
}
Aν +Aµ
{
(mAk
µ)
i
k2
(−mAkν)
}
Aν (1.62)
En terme de contribution aux polarisations du vide,
Πµν = m2A
(
ηµν − k
µkν
k2
)
=
m2A
k2
(
k2ηµν − kµkν) (1.63)
Une fois la symétrie brisée, l’existence d’un boson scalaire sans masse est responsable, à cause de la forme
de son propagateur, de l’apparition d’une singularité pour Π(k2). Une fois sommé à tous les ordres des
perturbations, la participation du boson de Goldstone aux corrections radiatives prend la forme : −ig
µν
q2−m2A
. Le
champ de jauge Aµ acquiert donc une massemA en "mangeant" le boson de Goldstone, par l’intermédiaire
des corrections quantiques.
Étant donné que les bosons de Goldstone n’ont pas été observés expérimentalement, on ne leur attribue
aucune réalité physique. On peut d’ailleurs les faire disparaître de la théorie en effectuant une transformation
de jauge locale, pour se placer dans la jauge unitaire : v + Φ1 + iΦ2 = eiqθ(x) (v + h(x)) . L’excitation
h(x) correspond au boson de Higgs, et le degré de liberté θ(x) au boson de Goldstone.
La brisure de symétrie dans le modèle standard
L’extension du mécanisme de Higgs au groupe de symétrie SU(2)L × U(1)Y nécessite tout d’abord
de généraliser la dérivée covariante :Dµ = ∂µ1+ ig
−→
Wµ.
−→σ
2 +
ig′
2 Y Bµ1 .
Le champ scalaire chargé doit également adopter une structure de doublet d’isospin faible : Φ =
(
Φ+
Φ0
)
.
Le même choix de potentiel conduit, une fois la symétrie brisée, à une valeur moyenne 〈Φ〉 = v√
2
pour
l’état quantique du vide. En se ramenant dans la jauge unitaire, pour mettre en évidence le boson de Higgs,
et accessoirement les 3 bosons de Goldstone, on effectue un développement du champ au voisinage du
minimum :
Φ(x) = eigθa(x)
σa
2
(
0
v+h(x)√
2
)
(1.64)
Lors du calcul du lagrangien de SU(2)L × U(1)Y :
L = (DµΦ)†(DµΦ)− V (Φ†Φ)− 1
4
WµνWµν − 1
4
BµνBµν (1.65)
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certains termes issus des dérivées covariantes s’apparentent à des termes de masse pour les bosons de l’in-
teraction faible :
1
2
g2v2
4︸ ︷︷ ︸
m2W
(
W+µ
†
W+
µ
+W−µ
†
W−µ
)
+
1
2
(g2 + g′2)v2
4︸ ︷︷ ︸
m2Z
Z0µ
†
Z0
µ
(1.66)
Aucune masse n’apparaît pour le photon, car la composante d’isospin T3 = +12 du doublet Φ est nulle dans
le vide. La masse du boson de Higgs : 12µ
2h2 provient du potentiel.
La valeur de v est accessible expérimentalement, grâce aux mesures des propriétés du muon. Dans la
théorie effective de Fermi, où l’interaction faible est une force de contact, le calcul de la durée de vie du
muon conduit au résultat :
1
τµ
≃ m
5
µG
2
F
192π3
→ GF = 1.1664 10−11 MeV−2 (constante de Fermi) (1.67)
GF√
2
g
2
√
2
g
2
√
2
νµµ
e
νe
W
νµµ
νe
e
Par ailleurs, dans la théorie de jauge, le contact ponctuel est remplacé par le propagateur du boson
W massif. Dans la limite où l’impulsion du W est négligeable devant sa masse, le propagateur bosonique
devient :
Dµν(q) =
−i
q2 −m2W + iǫ
(
ηµν − qµqν
m2W
)
−→ iηµν
m2W
(1.68)
D’où l’identification :
GF√
2
=
g2
8M2W
=
1
2v2
(1.69)
ce qui donne, pour la valeur attendue dans le vide du champ de Higgs : v = 246 GeV.
Origine de la masse des fermions
Le mécanisme de Higgs confère de la masse aux bosons vecteurs électrofaibles, mais pas aux champs
fermioniques. Des couplages spécifiques entre fermions et champ Φ ont été postulés par Yukawa pour y
remédier. Dans le cas des leptons,
LleptonY ukawa = −gl
(
R¯Φ†L+ L¯ΦR
)
(1.70)
gl est la constante de couplage de Yukawa, paramètre libre de la théorie. Ce lagrangien est invariant sous
SU(2)L × U(1)Y , et évalué dans le vide après brisure spontanée de symétrie, il donne le terme de masse
"classique" :
LleptonY ukawa = −gl
v√
2
(
ΨlRΨlL + ΨlLΨlR
)
= −gl v√
2
ΨlΨl = −mlΨlΨl l = e, µ, τ (1.71)
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Par construction, comme la composante "up" du champ Φ est nulle, l’interaction de Yukawa ne couple que
la composante T3 = −12 du doublet gauche, et les neutrinos y sont insensibles.
Transposée dans le secteur des quarks, cette approche permet d’établir un couplage entre le champ de
Higgs et les composantes down des doublets gauches de quarks. Mais elle doit être étendue afin d’inclure un
couplage de la composante up. Une extension "minimale" consiste à ne pas introduire de nouveau champ.
Pour ce faire, on fait appel à l’opérateur de conjugaison de charge, qui intervertit les composantes up et
down du champ Φ :
Φ =
(
Φ+
Φ0
)
→ Φc = iσ2Φ∗ =
(
Φ∗0
−Φ∗+
)
(1.72)
Finalement, en notant QfL le doublet gauche de la famille f , u
f
R et d
f
R les singlets de type up et down
respectivement, le lagrangien de Yukawa se met sous la forme :
LquarkY ukawa = −
∑
famille f
(
gfd d¯
f
RΦ
†QfL + g
f
uu¯
f
RΦ
c†QfL + h.c.
)
(1.73)
Après brisure de symétrie, les quarks obtiennent leur masse :
mfu =
gfuv√
2
; mfd =
gfdv√
2
(1.74)
Dans cette expression, les champs de quark sont les états propres de masse. Dans la base des états propres
d’interaction faible, QL → Q′L , uR → u′R , dR → d′R . Le lagrangien de masse, pour ces états de
mélange, contient des termes non diagonaux :
Lquarkmasse = −
3∑
i,j=1
(
hdij d¯
′
R,i
v√
2
d′L,j + h
u
ij u¯
′
R,i
v√
2
u′L,j + h.c.
)
(1.75)
Les termes de masses prennent donc la forme matricielle :
Muij =
v√
2
huij et M
d
ij =
v√
2
hdij (1.76)
Comme toute matrice carrée, elles peuvent être diagonalisées par une transformation biunitaire :
Mu = U+LMuUR =
 mu mc
mt
 et Md = D+LMdDR =
 md ms
mb
 (1.77)
Ces masses sont celles des champs de quarks physiques évoquées précédemment. Les états propres de masse
et d’interaction faible sont liés par les matrices de passage :
u
′
L,i = (UL)ij uL,j , u
′
R,i = (UR)ij uR,j , d
′
L,i = (DL)ij dL,j , d
′
R,i = (DR)ij dR,j (1.78)
Ce formalisme permet bien de traduire le changement de saveur occasionné par les courants faibles chargés.
L’interaction courant-courant entre boson faible chargé et quarks contient en effet des termes :
g√
2
J+µ W
−µ avec J+µ = u¯
′
L,iγµd
′
L,i = u¯L,iγµ
(
U+L
)
ij
(DR)jk dL,k ≡ u¯L,iγµ
(
V CKM
)
ij
dL,i (1.79)
Par contre, les courants neutres conservent la saveur des quarks :
J0µ = u¯
′
L,iγµu
′
L,i = u¯L,iγµuL,i (1.80)
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1.3 L’interaction forte
L’interaction forte est responsable de la cohésion des nucléons sous forme d’états liés de quarks et de
gluons. Elle figure au sein du modèle standard comme une théorie de jauge non-abélienne pour le groupe de
symétrie SU(3)c . La charge conservée est appelée "charge de couleur", d’où le nom de chromodynamique
quantique (QCD) attribué à l’interaction forte. Le groupe SU(3)c possède 8 générateurs, qui peuvent être
représentés par les matrices de Gell-Mann λa . La dérivée covariante de jauge fait donc intervenir 8 champs
jauge Gaµ appelés gluons :
Dµ = ∂µ + igs
λa
2
Gaµ (1.81)
Le lagrangien utilisé pour décrire la chromodynamique quantique s’écrit :
LQCD = Ψ¯(i 6D −m)Ψ− 1
4
GaµνG
µν
a
= Ψ¯(i 6∂ −m)Ψ︸ ︷︷ ︸
quark libre
+igsΨ¯
λa
2
6GaΨ︸ ︷︷ ︸
couplage quark−gluon
−1
4
GaµνG
µν
a︸ ︷︷ ︸
gluon libre
(1.82)
où le terme cinétique du lagrangien fait intervenir :
Gaµν = ∂µG
a
ν − ∂νGaµ − gsfabcGbµGcν (1.83)
On remarque que la structure non-abélienne autorise des couplages entre gluons. Cette propriété a des
conséquences phénoménologiques très fortes, comme nous le verrons par la suite.
Diffusion profondément inélastique et fonctions de densité de partons
q
p
k k
′
FIGURE 1.2 – Diffusion profondément inélastique
lepton-nucléon : ℓ+N → ℓ′ +X avec dissociation
du nucléon.

Q2 = −q2
ν = p.q = Mp(E
′ − E)
x =
Q2
2ν
y =
q.p
k.p
= 1− E
′
E
(1.84)
Les expériences de diffusion profondément inélastique de leptons (électrons, muons, neutrinos) sur des
nucléons (voir figure 1.2) suggèrent que les nucléons sont formés de constituants ponctuels, les partons, qui
interagissent de manière quasi-libre durant la diffusion. La diffusion lepton-nucléon est alors décrite comme
la superposition de diffusions incohérentes lepton-parton. La probabilité fa(ξ) que le lepton interagisse
avec un parton de type a véhiculant une fraction ξ de l’impulsion du nucléon est appelée fonction de densité
partonique et notéePDF . Pour décrire le processus de diffusion profondément inélastique ℓ+N → ℓ′+X ,
le concept de factorisation est proposé. Il énonce que l’on peut séparer les effets à très courte portée, à
savoir l’interaction dure lepton-parton, et la physique à longue distance, qui opère dans le hadron loin de
l’interaction dure.
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d2σℓ+N
dxdQ2
∼
∑
a
∫ 1
x
dξ fa(ξ)
d2σˆℓ+a
ξ dxξ dQ
2
=
∑
a
∫ 1
x
dξ fa(ξ)
1
ξ
d2σˆℓ+a(xˆ)
dxˆdQ2
, xˆ =
x
ξ
(1.85)
Formellement, la section efficace lepton-nucléon σℓ+N s’apparente donc à un produit de convolution
entre section efficace au niveau partonique σˆℓ+a et fonction de densité partonique associée fa :
(f ⊗ g)(x) =
∫ 1
x
dy
y
f(x)g
(
x
y
)
(1.86)
Intéressons nous par exemple à la diffusion profondément inélastique électron-proton par échange de
photon virtuel. Les paramétrisations habituelles de la section efficace font appel aux facteurs de forme du
proton F1 et F2 , qui représentent respectivement la densité de parton et la densité de moment au sein du
proton, ou encore aux fonctions de structure FT et FL , mises en jeu lors de la diffusion de photons de
polarisation transverse et longitudinale. On peut par exemple choisir :
d2σ
dxdQ2
=
2πα2
xQ4
([
1 + (1− y)2]F2(x,Q2)− y2FL(x,Q2)) (1.87)
La forme de cette expression est dictée par les propriétés de symétries de l’interaction lepton-hadron : res-
pect de la parité, invariance de Lorentz, lois de conservation des courants leptoniques et hadroniques. En
pratique, y2 est généralement petit, si bien que la section efficace est essentiellement décrite par F2. D’après
le théorème de factorisation, F2 résulte de la convolution entre les PDF et l’équivalent de F2 au niveau
partonique, qui est calculé perturbativement.
A l’ordre le plus bas, le calcul de l’élément de matrice de la diffusion eq → e′q′ donne :
dσˆ(e+ q)
dxˆdQ2
=
2πα2
Q4
δ(1− xˆ)e2q
(
1 + (1− y)2) (1.88)
soit :
dσ(e+ P )
dxdQ2
=
2πα2
Q4
(
1 + (1− y)2)∑
q
e2qxfq,0(x)︸ ︷︷ ︸
F2
, FL = 0 (1.89)
La notation fq,0 signifie que le processus de diffusion est évalué en l’absence de corrections quantiques,
ce qui revient pour F2 à une convolution entre dσˆ et la fonction de densité partonique "nue". Lorsque l’on
s’intéresse aux corrections QCD, par exemple l’émission d’un gluon γ∗q → q′g , l’élément de matrice
contient des singularités : ∫
|M|2 ∼
∫ 1
−1
dcosθ∗
(
...
(1− cosθ∗) +
...
1− xˆ + ...
)
(1.90)
θ∗ est l’angle entre le gluon et le quark incident dans le référentiel du centre de masse {γ∗, q} . Ces singu-
larités se manifestent pour :
• θ∗ → 0, lorsque la direction d’émission du gluon est alignée avec le quark incident : c’est une
divergence colinéaire relative à l’état initial ;
• xˆ → 1 , quand le gluon émis est colinéaire au quark de l’état final, ou bien lorsque l’impulsion du
gluon est très faible : il s’agit des divergences "soft" et colinéaire dans l’état final. En effet, le calcul
de l’énergie dans le centre de masse partonique sˆ s’écrit, pour un quark sans masse :
sˆ = (q + qγ)
2 = Q2
1− xˆ
xˆ
= (q′ + g)2 = 2q′.g (1.91)
Ainsi, xˆ→ 1 est équivalent à Eg → 0 ou θ(q′, g) → 0 .
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Pour s’affranchir des divergences colinéaires dans l’état initial, on commence par remplacer l’intégrale
angulaire par une intégration sur l’impulsion transverse du gluon :∫
dcosθ∗ −→
∫
dk2T
k2T
[...] (1.92)
Il existe ensuite essentiellement deux façons de traiter la divergence quand kT → 0 :
• la régularisation par "cut-off" : on introduit artificiellement une borne d’intégration inférieure pour
éviter la région divergente ;
• la régularisation dimensionnelle : l’intégration sur l’espace de phase à 4 dimensions est remplacée
par une intégration sur D = 4− 2ǫ dimensions, avec ǫ→ 0. Dans cette technique, la divergence se
manifeste par l’apparition de pôles en 1/ǫ .
Afin de simplifier le propos, on considère ici une régularisation par un cut-off κ . Finalement, après convo-
lution par les PDF , la contribution de la correction QCD γ∗q → q′g pour la fonction de structure F2 prend
la forme [6] :
F2(x,Q
2) = x
∑
q,q
e2q
[
fq,0(x) +
αs
2π
∫ 1
x
dξ
ξ
{
fq,0(ξ)Pqq
(
x
ξ
)
ln
(
Q2
κ2
)
+ Cq
(
x
ξ
)}]
(1.93)
Cq est un coefficient fini. Pqq est une fonction de "splitting". Dans un cadre plus général, Pij(x) correspond
à la probabilité qu’un parton j se scinde en un parton i, qui emporte une fraction x de l’impulsion, et un
autre parton emportant la fraction (1-x). La fonction de splitting Pqq est issue du calcul deM , et est donc
évaluée par la théorie des perturbations. Par ailleurs, Pqq hérite de la singularité de l’élément de matrice
γ∗q → q′g en xˆ = 1 .
Pour cette méthode de régularisation, la divergence est contenue dans un logarithme (analogue du pôle
en 1/ǫ) : ln
(
Q2
κ2
)
κ→0−→ ∞ . Le résultat physique pour la fonction de structure F2 est obtenu dans la limite
κ → 0 . Le principe de la factorisation consiste à scinder les corrections divergentes en une partie finie et
une partie divergente, en introduisant une échelle d’énergie intermédiaire, l’échelle de factorisation µf :
ln
(
Q2
κ2
)
= ln
(
Q2
µ2f
)
︸ ︷︷ ︸
fini
+ ln
(
µ2f
κ2
)
︸ ︷︷ ︸
divergent
(1.94)
La partie logarithmiquement divergente est ensuite "absorbée" par la fonction "nue" fq,0 , et une PDF re-
normalisée fq est ainsi définie :
fq(x, µf ) ≡ fq,0(x) + αs
2π
∫ 1
x
dξ
ξ
{
fq,0(ξ)Pqq
(
x
ξ
)
ln
(
µ2f
κ2
)
+ zqq
(
x
ξ
)}
(1.95)
Dans la procédure de renormalisation, on peut décider de transférer une partie du terme fini Cq dans la défi-
nition de la PDF renormalisée, via le coefficient zqq . Ce choix, purement conventionnel, définit le schéma
de renormalisation. Le schéma "MS ", pour "schéma de soustraction minimale modifié", est approprié pour
les calculs en QCD perturbative. Il consiste à inclure dans zqq le terme : ln(4π)−γE (où γE est la constante
d’Euler), apparaissant systématiquement avec les pôles 1/ǫ lorsqu’on adopte la technique de régularisation
dimensionnelle.
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Ayant défini la PDF renormalisée, on a maintenant :
F2(x,Q
2) = x
∑
q,q
e2q
∫ 1
x
dξ
ξ
fq(ξ, µ
2
f )
[
δ
(
1− x
ξ
)
+
αs
2π
{
Pqq
(
x
ξ
)
ln
(
Q2
µ2f
)
+ (Cq − zqq)
(
x
ξ
)}]
(1.96)
Le terme entre crochets [...] est fini, tout comme F2, ce qui implique que la fonction de densité partonique
renormalisée fq(x, µf ) est également finie, contrairement à la fonction "nue" fq,0(x) qui est infinie. Les
densités de partons renormalisées contiennent toute la physique perturbative "à longue distance". Elles sont
universelles, mais non calculables par des principes premiers, et non calculables par la théorie des perturba-
tions.
Par construction, fq dépend de l’échelle de factorisation µf . Mais le résultat physique F2(x,Q2) est
totalement indépendant de l’échelle arbitraire µf . Cette propriété essentielle est à la base des équations
d’évolution des PDF , dites "équations DGLAP" [7] :
∂F2
∂(lnµ2f )
= µ2f
∂F2
∂µ2f
= 0 (1.97)
d’où l’on tire :
µ2f
∂fq
∂µ2f
=
αs(µ
2
f )
2π
∫ 1
x
dξ
ξ
Pqq
(
x
ξ
)
fq(ξ, µ
2
f ) (1.98)
Bien que les PDF ne soient pas calculables, on peut connaître leur évolution. La mesure des PDF phy-
siques (i.e. renormalisées) à une certaine échelle d’énergie permet de calculer ces mêmes PDF pour une
autre échelle, grâce aux équations d’évolution. On notera qu’il existe d’autres types de lois d’évolution,
comme "BFKL" ou encore "CCFM" [8].
Renormalisation et liberté asymptotique
Comme évoqué précédemment, les densités de parton nues fq,0 deviennent divergentes dès que l’on
introduit des corrections quantiques. On s’affranchit de ces divergences par une redéfinition des PDF en
présence de fluctuations quantiques, en introduisant l’échelle de factorisation. Ces divergences colinéaires
de l’état final sont qualifiées de "divergences infrarouges", car elles apparaissent à petite impulsion (κ→ 0).
Dans le domaine de la QCD perturbative apparaîssent d’autres singularités dites "ultraviolettes". Les
corrections impliquant des boucles de particules virtuelles ont un comportement divergent à haute énergie.
En effet, l’impulsion véhiculée dans la boucle n’est a priori pas bornée, et à grande impulsion, on peut par
exemple se retrouver avec des intégrales du type :
∫ Λ dk
k [...]
Λ→∞−→ ∞
Pour définir la procédure de renormalisation, il faut tout d’abord choisir une technique de régularisa-
tion des intégrales qui divergent au voisinage de certaines régions cinématiques. La régularisation dimen-
sionnelle est souvent préférée à la régularisation par cut-off , qui ne respecte pas l’invariance de Lorentz
(l’échelle Λ que l’on choisirait dans un certain référentielR serait différente de Λ′(R′) siR′ est mobile par
rapport à R). L’intégration est réalisée sur un espace de phase à D dimensions. Étant donné que l’action
S = ∫ dDxL est sans dimension, on a [L] = [m]D (car [x] = [m]−1 ). Les premiers termes du lagrangien
QCD sont :
LQCD = Ψ¯(i 6∂ −m)Ψ− 1
4
Fµνa F
a
µν + [...] (1.99)
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avec
F aµν = ∂µG
a
ν − ∂νGaµ − gsfabcGbµGcν (1.100)
A D dimensions, on observe que :
• [Ψ] = [m](D−1)/2 ;
• un terme ∂µGaν∂µGνa impose : [Gaµ] = [m](D−2)/2 ;
• pour le terme de couplage quadrilinéaire : [g2sfabcGbµGcνfadeGµdGνe ] = [gs]2[m]2(D−2) .
Afin de préserver [L] = [m]D , g2s doit être remplacé par g2sµ4−D , où µ est une échelle de masse arbi-
traire appelée point de soustraction. De manière équivalente, on pose gs −→ gsµǫ , avecD = 4− 2ǫ . C’est
le seul changement dans la structure du lagrangien QCD qu’il faut opérer lors du passage à D dimensions.
Le lagrangien est ensuite développé en puissance de αs . Pour un ordre perturbatif donné, on évalue
les diagrammes de Feynman, dont les éventuelles singularités apparaîssent comme des pôles en 1/ǫ , ou
plus précisément sous la forme ∆ǫ = 1/ǫ − ln4π − γE . Le résultat d’une intégrale divergente contient
également une dépendance résiduelle en fonction de l’échelle µ , qui n’a pas de pertinence physique, mais
qui est nécessaire pour définir la théorie au niveau quantique.
Une fois les divergences identifiées, on définit des "contre-termes" qui, une fois ajoutés au lagrangien
initial, annulent précisément chaque singularité, à chaque ordre en αs . A titre d’exemple, lorsque l’on
évalue les corrections virtuelles au vertex quark-antiquark-gluon {Ψi − Ψ¯j − Ga} du lagrangien standard,
on obtient [6] :
−gsµǫ
λaij
2
γµ
{
1 +
αs
4π
(
C∆ǫ+ ...+ ln
(
...
µ2
))
+O(α2s)
}
Ψ¯iG
a
µΨj (1.101)
Le contre-terme qui annule la singularité est simplement, au premier ordre en αs :
−(δZΨ¯GΨ)gsµǫ
λaij
2
Ψ¯i 6GaΨj , avec δZΨ¯GΨ = −
αs
4π
(C∆ǫ+ FΨ¯GΨ) (1.102)
FΨ¯GΨ est une fonction arbitraire finie. C’est elle qui définit le schéma de renormalisation. On peut choisir
"d’absorber" plus que le pôle 1/ǫ dans le contre terme, comme lors de la renormalisation des PDF . Le
schéma MS consiste à soustraire ∆ǫ et non uniquement 1/ǫ , ce qui revient à prendre FΨ¯GΨ = 0 . Pour
définir la théorie de manière cohérente, on doit adopter le même schéma pour renormaliser les PDF et la
QCD perturbative.
On étend le raisonnement à toutes les quantités du lagrangien présentant des singularités, à savoir
champs, constantes de couplages, masses, et on obtient autant de contre-termes (δZG, δZΨ, ...). Toujours
dans le cas particulier du vertex quark-gluon,
L+ Lc.t. = − (1 + δZΨ¯GΨ) gsµǫ
λaij
2
Ψ¯i 6GaΨj
≡ − ZΨ¯GΨ gsµǫ
λaij
2
Ψ¯i 6GaΨj
(1.103)
Le concept des contre-termes mène ainsi naturellement à définir les constantes de renormalisation Zi :
Ψ0 = Z
1/2
Ψ Ψ , G
µ
0 = Z
1/2
G G
µ , ... (1.104)
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Si l’on utilise les champs portant l’indice "0" dans l’expression précédente, en abandonnant les indices
spinoriels (i,j) :
L+ Lc.t. = − ZΨ¯GΨ
Z
1/2
G ZΨ
gsµ
ǫλ
a
2
Ψ¯0 6Ga0Ψ0 (1.105)
Il reste à faire le parallèle avec le lagrangien QCD habituel, que l’on rencontre dans l’espace de phase à 4
dimensions sans faire appel à la renormalisation :
L0 = − gs0
λa
2
Ψ¯0 6Ga0Ψ0 (1.106)
L’indice "0" introduit précédemment faisait finalement référence aux quantités "nues", non renormalisées.
Si l’on pose :
ZΨ¯GΨ
Z
1/2
G ZΨ
gsµ
ǫ = gs0 ≡ Zggsµǫ (1.107)
alors le lagrangien physique renormalisé L , le lagrangien de contre-termes Lc.t. et le lagrangien nu L0 vé-
rifient :
{L+ Lc.t.}renormalise´ = L0 (1.108)
Ceci met en lumière tout l’intérêt de cette procédure. Ψ0 est infini, car il contient un pôle, de même que
Z
1/2
Ψ , mais le champ renormalisé devient fini :
Ψ = Ψ0 −Ψc.t. = Ψ0 − (Z1/2Ψ − 1)Ψ (1.109)
Initialement, l’échelle de masse µ a été introduite uniquement dans le but de calculer des intégrales
divergentes dans le lagrangien nu, et indépendamment de toute idée de renormalisation. Dès que l’on adopte
un schéma de renormalisation, on désigne µ comme l’échelle de renormalisation µr . Par analogie avec
l’échelle de factorisation utilisée pour renormaliser les fonctions de densité partonique, les quantités re-
normalisées dépendent de µr , ce qui n’est pas le cas des observables physiques, ou encore des quantités
nues. Si l’on s’intéresse à la constante de couplage, Zggsµǫr = gs0 , la constante Zg issue des contributions
divergentes des corrections quantiques possède un développement en puissance de αs . On a alors :
dgs0
dµr
= 0 =
(
∂
∂µr
+
∂gs
∂µr
∂
∂gs
)
gs0 (1.110)
soit encore :
ǫgsZg +
∂gs
∂µr
(
Zg + gs
∂Zg
∂gs
)
= 0 (1.111)
C’est l’équation d’évolution de la constante de couplage en fonction de l’échelle de renormalisation. Si l’on
dispose d’une mesure de gs pour une certaine échelle d’énergie, elle permet de calculer gs pour toute autre
échelle. Traduite en terme de αs =
g2s
4π , on obtient à l’ordre dominant après intégration :
αs(Q
2) =
αs(µr)
1 + β0
αs(µr)
4π ln
(
Q2
µ2r
) ≡ 4π
ln
(
Q2
Λ2QCD
) , β0 = 11
3
Nc − 2
3
Nf (1.112)
Dans le modèle standard, on dispose de Nf = 6 saveurs de quark (u,d,c,s,b,t) et des Nc = 3 couleurs de
SU(3)c. Par conséquent, β0 est positif, ce qui implique que αs diminue à mesure queQ2 augmente, comme
l’indique la figure 1.3. On observe le comportement opposé pour la constante de couplage électromagné-
tique αEM . Dans le cas de l’interaction forte, les diagrammes propres aux théories de jauges non-abéliennes,
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à savoir les couplages trilinéaires et quadrilinéaires entre gluons, interviennent dans le coefficient β0 avec
un signe opposé par rapport aux diagrammes issus d’une théorie abélienne comme U(1)EM . Cette carac-
téristique conduit aux propriétés fondamentales de liberté asymptotique et de confinement. A très courte
distance, les partons sont dans un état quasi-libre dans un nucléon, mais ils demeurent confinés au sein du
nucléon car l’intensité de l’interaction forte devient très grande lorsque la distance entre partons augmente.
0
0.1
0.2
0.3
1 10 10
2
µ GeV
α
s(µ
)
FIGURE 1.3 – Evolution de la constante de couplage forte αs en fonction de l’échelle d’énergie [9]. Cette
courbe implique que les diffusions qui mettent en jeu une grande impulsion de transfert peuvent être traitées
de manière perturbative, car la constante de couplage αs(Q2) est suffisamment petite pour permettre la
convergence de la série en puissance de αs. En revanche, les phénomènes à bas Q2 relèvent de la QCD non
perturbative, et doivent être calculés par la technique de QCD sur réseau.
Il a été mentionné plus haut que toute quantité observable ne doit pas dépendre de l’échelle de renor-
malisation. Pour une observable générique, la correction quantique QCD peut se mettre sous la forme :
∆QCD =
∞∑
1
cn(µr)α
n
s (µr) (1.113)
En pratique, l’expansion de ∆QCD est tronquée à un ordre N , si bien que la dépendance résiduelle en
fonction de l’échelle de renormalisation est du même ordre que le reste de la série [10] : O (αN+1s (µr)) .
Une des motivations pour calculer des corrections NLO (Next to Leading Order), voire NNLO, est de ré-
duire la dépendance en fonction de µr de la prédiction théorique. Si l’on développe l’équation 1.112 pour
αs "suffisamment petit", on s’aperçoit qu’un choix "judicieux" pour minimiser la dépendance en µr due à
la troncature est µ2r = Q
2 , échelle caractéristique du processus de l’interaction dure :
αs(Q
2) =
αs(µr)
1 + β0
αs(µr)
4π ln
(
Q2
µ2r
)
∼ αs(µr)
[
1− β0αs(µr)
4π
ln
(
Q2
µ2r
)
+
(
β0
αs(µr)
4π
ln
(
Q2
µ2r
))2
+ ...
] (1.114)
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1.4 État des lieux du Modèle Standard
Les trois familles ou générations de quarks et de leptons que compte le Modèle Standard sont pré-
sentées dans le tableau 1.1. Les bosons médiateurs des interactions électrofaible et forte sont quant à eux
répertoriés dans le tableau 1.2. Dans sa construction actuelle, le Modèle Standard permet d’expliquer remar-
quablement l’ensemble des mesures de précision effectuées sur une vaste gamme d’énergie. La cohérence
de ce modèle est illustrée par la figure 1.4 pour les observables du secteur électrofaible.
TABLE 1.1 – Les fermions du Modèle Standard (spin 12 ) [9]. Les lignes (1, 2) , (3, 4) et (5, 6) du tableau
correspondent respectivement à la première, deuxième et troisième génération de fermions.
Leptons Quarks
Saveur Masse (GeV) Charge (e) Saveur Masse (GeV) Charge (e)
νe (neutrino e) < 2× 10−9 0 u (up) (1.5− 3.3)× 10−3 +23
e− (électron) ≃ 0.511× 10−3 -1 d (down) (3.5− 6.0)× 10−3 −13
νµ (neutrino µ) < 0.19× 10−3 0 c (charm) ≃ 1.27 +23
µ− (muon) ≃ 0.106 -1 s (strange) ≃ 0.104 −13
ντ (neutrino τ ) < 18.2× 10−3 0 t (top) ≃ 172.4 +23
τ− (tau) ≃ 1.777 -1 b (bottom) ≃ 4.2 −13
TABLE 1.2 – Les bosons du Modèle Standard.
Nom Interaction Masse (GeV) Spin (~)
photon électromagnétique 0 1
Z faible ≃ 91.2 1
W± faible ≃ 80.4 1
gluons forte 0 1
Higgs brisure SU(2)L × U(1)Y > 114 0
Malgré ses très nombreux succès, certains éléments laissent à penser que le Modèle Standard est une
construction encore incomplète et constitue une théorie effective à basse énergie, c’est-à-dire une approxi-
mation d’une théorie plus fondamentale et plus symétrique :
• le Modèle Standard contient 19 paramètres libres : les 3 constantes de couplage des groupes de
jauge SU(3)c×SU(2)L×U(1)Y , les masses des 6 quarks et des 3 leptons chargés, les 3 angles de
mélange et la phase de la matrice CKM, les 2 paramètres du potentiel de Higgs, et un angle lié à la
violation de la symétrie CP dans l’interaction forte. Aucun argument ne permet de prédire la valeur
de ces paramètres ;
• l’interaction gravitationnelle n’est pas prise en compte dans le Modèle Standard. Elle est décrite par
la théorie de la relativité générale, et une formulation quantique de la gravité pose le problème de
la renormalisabilité de l’expansion perturbative [11] : les divergences ne peuvent être éliminées par
un nombre fini de paramètres physiques. Bien que la gravitation soit complètement négligeable aux
échelles d’énergies accessibles auprès des accélérateurs, son intensité devient comparable à celle
des autres interactions pour des énergies de l’ordre de l’échelle de Plank (∼ 1019 GeV : limite de
validité du Modèle Standard) ;
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• l’organisation des fermions en 3 générations est inexpliquée ;
• les neutrinos sont non massifs dans le Modèle Standard (absence de neutrinos droits). Ce postulat
est remis en cause par les évidences d’oscillations entre neutrinos de différentes saveurs ;
• du point de vue de la cosmologie, le Modèle Standard ne fournit aucun candidat pour la matière
noire et reste muet quant à la nature de l’énergie noire ;
• la brisure de la symétrie électrofaible demeure inexpliquée car le boson de Higgs n’a toujours pas
été découvert. Après que les expériences du LEP aient établi une limite inférieure àmh > 114 GeV,
le boson de Higgs a été exclu pour la première fois au Tevatron en juillet 2008, à 95% de niveau de
confiance pour le point mh = 170 GeV [14]. Les limites sur la section efficace de production du
boson de Higgs sont représentées à la figure 1.5 ;
• les trois constantes de couplage ne convergent pas vers une valeur commune lorsqu’elles sont ex-
trapolées à des énergies de l’ordre 1016 GeV (échelle de grande unification). Certaines théories
au-delà du Modèle Standard comme la supersymétrie sont en ce sens plus "satisfaisantes" car elles
permettent l’unification des constantes de couplage (voir figure 1.6) ;
• les corrections radiatives à la masse d’une particule scalaire comme le boson de Higgs présentent des
divergences ultraviolettes quadratiques. En effet, pour un couplage Higgs-fermion du type gfhΨ¯fΨf ,
la contribution d’une boucle de fermion à la masse du boson de Higgs s’écrit [12] :
∆m2h = m
2
h −m2h,0 = −
g2f
16π2
(
2Λ2 + 6m2f log
(
Λ
mf
)
+ ...
)
(1.115)
oùmh etmh,0 désignent respectivement la masse renormalisée et la masse nue du Higgs,mf est la
masse du fermion Ψf , et Λ est un cut-off ultraviolet utilisé comme borne supérieure lors de l’inté-
gration sur l’impulsion du fermion dans la boucle. Le cut-off est souvent interprété comme l’échelle
d’énergie à partir de laquelle se manifeste la nouvelle physique. Ainsi, en supposant que le Modèle
Standard reste valide jusqu’à l’échelle de Plank, la correction induite par une boucle fermionique
est de l’ordre de ∆m2h ∼ 1034 GeV2 alors que la masse physique renormalisée se situerait autour
de m2h ∼ 1002 GeV2 . Autrement dit, pour que la masse renormalisée reste voisine de l’échelle
électrofaible, il est nécessaire que la masse nue et la correction radiative se neutralisent sur 30 ordres
de grandeur, soit 30 décimales. Ce problème de fine-tuning, encore appelé "problème de naturalité",
confère un caractère "inesthétique" auModèle Standard. Il est une conséquence directe du "problème
de hiérarchie" (ce terme désigne la très grande différence d’échelle entre le domaine électrofaible et
l’échelle de Plank).
En conclusion, le Modèle Standard de la physique des particules est une construction théorique perfor-
mante dont les prédictions sont en très bon accord avec les observations expérimentales actuelles. Il souffre
cependant d’insuffisances et apparaît comme une théorie encore incomplète. De nombreuses extensions
du Modèle Standard ou constructions alternatives ont été proposées pour résoudre certaines de ces insuffi-
sances : supersymétrie, théories de grande unification, technicouleur, dimensions supplémentaires, théorie
des cordes, ... La plupart de ces modèles prédisent l’émergence de la nouvelle physique pour des énergies
de l’ordre du TeV, ce qui pourrait conduire à des découvertes au LHC ou au Tevatron dans les prochaines
années.
- 26 -
Measurement Fit |Omeas−Ofit|/σmeas
0 1 2 3
0 1 2 3
∆αhad(mZ)(5) 0.02758 ± 0.00035 0.02767
mZ [ GeV] 91.1875 ± 0.0021 91.1875
ΓZ [ GeV] 2.4952 ± 0.0023 2.4958
σhad [ nb]
0 41.540 ± 0.037 41.478
Rl 20.767 ± 0.025 20.743
Afb
0,l 0.01714 ± 0.00095 0.01644
Al(Pτ ) 0.1465 ± 0.0032 0.1481
Rb 0.21629 ± 0.00066 0.21582
Rc 0.1721 ± 0.0030 0.1722
Afb
0,b 0.0992 ± 0.0016 0.1038
Afb
0,c 0.0707 ± 0.0035 0.0742
Ab 0.923 ± 0.020 0.935
Ac 0.670 ± 0.027 0.668
Al(SLD) 0.1513 ± 0.0021 0.1481
sin2θeff
lept(Qfb) 0.2324 ± 0.0012 0.2314
mW [ GeV] 80.399 ± 0.025 80.376
ΓW [ GeV] 2.098 ± 0.048 2.092
mt [ GeV] 172.4 ± 1.2 172.5
July 2008
FIGURE 1.4 – Comparaison entre prédictions théoriques et mesures expérimentales pour les principales
observables de la physique électrofaible [13]. A droite, l’écart relatif entre théorie et expérience est exprimé
en nombre d’écarts-type (l’écart-type correspond à l’incertitude de la mesure).
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FIGURE 1.5 – Limites supérieures attendue (en pointillés) et observée (en trait plein) sur la section efficace
de production du boson de Higgs en fonction demh , à 95% de niveau de confiance [14]. Dans cette figure,
les sections efficaces limites sont divisées par la section efficace prédite par le Modèle Standard. L’hypothèse
mh = 170 GeV est exclue à 95% de niveau de confiance.
FIGURE 1.6 – Evolution des constantes de couplage en fonction de l’échelle d’énergie : dans le cadre du
Modèle Standard (à gauche) et du Modèle Standard Supersymétrique Minimal (MSSM, à droite) [9]. Les
constantes de couplage 1αi sont définies par [15] : α1 =
5
3
g′2
4π , α2 =
g2
4π , α3 =
g2s
4π
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Chapitre 2
La physique du quark top
Dans ce chapitre, nous allons décrire les principales propriétés du quark top ainsi que les méthodes
de mesure employées. Nous verrons également comment le quark top permet de tester la nature du Modèle
Standard et de sonder la physique au-delà du Modèle Standard.
2.1 Modes de production
Dans les collisions proton-antiproton du Tevatron, les quarks top sont essentiellement créés par interac-
tion forte, mais ils peuvent être également produits par interaction faible. Dans le premier cas, les quarks top
sont créés par paires car la chromodynamique quantique conserve la saveur. Les diagrammes de Feynman
mis en jeu dans la production de d’une paire top-antitop (tt¯) sont représentés à la figure 2.1(a). Le mode
de production par interaction faible est appelé single top, car un seul quark top est produit dans l’état final.
D’après le concept de factorisation évoqué au chapitre 1, le mécanisme de production de quarks top auprès
d’un collisionneur hadronique peut être décomposé en :
• une interaction dure parton-parton à courte distance ;
• des interactions opérant à longue distance, encodées dans les fonctions de densité partonique.
La section efficace de la réaction pp¯→ tt¯ peut être calculée selon l’équation [16] :
σ(pp¯→ tt¯) =
∑
i,j=q,q¯,g
∫
dxidxjfi(xi, µ
2)f¯j(xj , µ
2)× σˆij→tt¯ (ρ,m2t , xi, xj , αs(µ2), µ2) (2.1)
où fi(xi, µ2) et f¯j(xj , µ2) sont respectivement les PDF des partons i et j dans le proton et l’antiproton,
et xi désigne la fraction de l’impulsion du proton emportée par le parton i (idem pour xj ). En général, on
choisit une même valeur µ pour les échelles de factorisation µf et de renormalisation µr . La variable ρ est
définie par ρ = 4m2t /
√
sˆ , avec sˆ = xixjs , où s et sˆ correspondent à l’énergie dans le centre de masse de
la collision pp¯ et ij respectivement.
Pour que la production d’une paire tt¯ soit cinématiquement permise, l’énergie dans le centre de masse
de la collision partonique doit vérifier :
√
sˆ ≥ 2mt . Ainsi, en prenant xi = xj = x , le seuil de production
est atteint pour x ≃ 2mt√
s
, soit x ≃ 0.18 au Tevatron Run II (√s = 1.96 TeV), et x ≃ 0.025 au LHC
(
√
s = 14 TeV). Au Tevatron, pour ces valeurs typiques de x , les PDFs des quarks de valence u et d sont
supérieures à celle du gluon, comme illustré à la figure 2.1(b). C’est pourquoi les paires de quarks top sont
essentiellement produites par annihilation qq¯ à hauteur de ≃ 85% , contre ≃ 15% pour la fusion de gluons.
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(a) Diagrammes de production d’une paire tt¯ à l’ordre dominant par
annihilation quark-antiquark ou fusion de gluons.
(b) Fonctions de densité partonique CTEQ6L1 au seuil
de production d’une paire tt¯ (Q2 ≃ 4m2t ). Les courbes
xf(x,Q2) sont tracées en fonction de x [17].
FIGURE 2.1 – Production de paires top-antitop, et fonctions de densité de parton au seuil de production tt¯.
La section efficace de production σtt¯ attendue dans le Modèle Standard a été calculée à l’ordre NLO
1 en
incluant une resommation dite "seuil" des logarithmes dominants et sous-dominants provenant de gluons
mous (approximation NLL, pour Next to Leading Logarithm) [18, 19]. En prenant mt = 171 GeV et en
choisissant la paramétrisation CTEQ6.5 pour les fonctions de densité de parton, les deux résultats les plus
récents sont :
σNLO+NLL
tt¯, Cacciari et al.
= 7.61 +0.30−0.53(e´chelleµ)
+0.53
−0.36(PDF) pb
σNLO+NLL
tt¯,Moch et Uwer
= 7.53 +0.25−0.66(e´chelleµ) ± 0.41(PDF) pb
(2.2)
Le traitement des incertitudes est sensiblement différent dans ces deux estimations. Dans l’approche de
Cacciari et al. [18], les échelles de factorisation µf et de renormalisation µr sont variées de manière in-
dépendante dans l’intervalle mt2 < µr,f < 2mt . Dans le calcul de Moch et Uwer [19] en revanche, les
variations d’échelle sont totalement corrélées : µr = µf = µ et
mt
2 < µ < 2mt . Concernant les PDF , les
incertitudes calculées dans les références [18] et [19] sont respectivement asymétriques et symétriques.
Au LHC, la situation est inversée par rapport au Tevatron : les processus gg → tt¯ et qq¯ → tt¯ contribuent
respectivement pour 85% et 15% . La section efficace σtt¯ y est nettement supérieure en raison de valeur
élevée de la PDF du gluon à petit x , et est estimée à [18, 19] :
σNLO+NLL
tt¯, Cacciari et al.
= 908 +82−85(e´chelleµ)
+30
−29(PDF) pb
σNLO+NLL
tt¯,Moch et Uwer
= 882 +95−87(e´chelleµ) ± 30(PDF) pb
(2.3)
La figure 2.2 présente les mesures les plus récentes de la section efficace de production de paires de
quarks top effectuées par DØ et CDF dans divers états finals.
1. A l’heure actuelle, les calculs NNLO demeurent incomplets [19, 20].
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(a) Mesures effectuées par DØ [21].
) (pb)t t→ p(pσ
4 5 6 7 8 9 10 11
0
Cacciari et al., arXiv:0804.2800 (2008)
Kidonakis & Vogt, arXiv:0805.3844 (2008)
Moch & Uwer, arXiv:0807.2794 (2008)
CDF combined 0.4±0.4±0.3±7.0
2
=175 GeV/ctm/DOF= 0.572χ
SLT electron 0.5±1.4±2.4±7.8
)-1(L=1.7 fb
SLT muon 0.5±0.6±1.1±8.7
)-1(L=2.0 fb
SVX 0.4±0.5±0.4±7.2
)-1(L=2.7 fb
ANN 0.4±0.6±0.4±6.8
)-1(L=2.8 fb
DIL 0.4±0.4±0.8±6.7
)-1(L=2.8 fb
(stat) (lumi)±(syst)±
(b) Mesures réalisées par CDF [22].
FIGURE 2.2 – Mesures de la section efficace de production de paires de quarks top σ(tt¯→ pp¯) .
2.2 Modes de désintégration
τ+τ   1%
τ+µ   2%
τ+e  
 2%
µ+µ  
 1%
µ+e   
2%
e+e 
  1%
e+jets 15%
µ+jets 15%
τ+jets  15%
"alljets"  44%
"lepton+jets""dileptons"
Top Pair Branching Fractions
FIGURE 2.3 – Rapports de branchement des états finals accessibles dans la désintégration d’une paire tt¯ .
Dans le cadre du Modèle Standard, le quark top se désintègre de façon quasi-exclusive en un boson
W et un quark b . En effet, en supposant qu’il n’existe que trois générations, l’unitarité de la matrice CKM
impose Vtb ≃ 0.999 et par suite, BR(t → Wb) ≃ 1 . Ainsi lorsqu’un quark top se désintègre, l’état final
obtenu ne dépend que du mode de désintégration du bosonW . Dans le cas de la désintégration d’une paire
tt¯ on distingue 3 catégories d’états finals, dont les rapports de branchement sont représentés à la figure 2.3 :
• les événements "dilepton" : les deuxW se désintègrent en leptons ;
• les événements "lepton+jets" (ℓ+jets) : unW se désintègre en leptons et l’autre en quarks ;
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• les événements "tout hadronique" : les deuxW se désintègrent en quarks.
2.3 Masse du quark top
Tout comme la masse du boson de Higgs, la masse du quark top revêt une importance particulière
vis-à-vis du secteur électrofaible dans la mesure où elle contribue à la masse des bosons faibles W± et Z
par l’intermédiaire de corrections radiatives. La relation entre mt , mW , mZ et mh est traditionnellement
formulée par le paramètre ρ [23] :
ρ =
m2W
m2Z(1− sin2θW )
≡ 1 + ∆r (2.4)
A l’ordre dominant (LO), ρ = 1 . Les corrections d’ordre supérieur sont contenues dans ∆r . A l’ordre
sous-dominant (NLO), ∆r reçoit des contributions provenant de boucles virtuelles de quark top (voir figure
2.4(a)) et de boson de Higgs (figure 2.4(b)) :
∆r =
3GF
8π2
√
2
m2t +
√
2GF
16π2
m2W
[
11
3
ln
(
m2h
m2W
)
+ ...
]
+ ... (2.5)
(a) Boucles virtuelles de quark top contribuant à la masse des bosons W et Z.
(b) Boucles virtuelles de boson de Higgs contribuant à la masse des bosons W et Z.
FIGURE 2.4 – Corrections radiatives à une boucle pour le paramètre ∆r .
Mesure indirecte de mt et contrainte sur mh
Étant donné que les observables électrofaibles ont été mesurées avec une très grande précision, les rela-
tions ci-dessus ont pu être exploitées pour prédire la masse du quark top avant même que celui-ci ait été dé-
couvert au Tevatron [24, 25]. Ainsi en 1994, les expériences du LEP ont déterminé :mt = 173
+12
−13
+18
−20 GeV
[26]. La valeur centrale et la première incertitude ont été obtenues pour la valeur "nominale"mh = 300GeV,
et la seconde incertitude a été calculée en faisant varier mh dans l’intervalle 60 < mh < 1000 GeV. Cette
mesure indirecte était par ailleurs en excellent accord avec la première mise en évidence du quark top par
CDF en 1994 :mt = 174± 10 +13−12 GeV [26].
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La mesure indirecte la plus récente est basée sur les mesures de précision électrofaibles de LEP-1,
LEP-2, SLD et du Tevatron, et vaut : mt = 178.7
+11.6
−8.6 GeV [27]. Cette fois, la masse du boson de Higgs
est un paramètre libre de l’ajustement au même titre que mt , et prend la valeur mh = 145
+240
−81 GeV. La
contrainte surmh est moins forte que la contrainte surmt , car la dépendance de ∆r en fonction demt est
quadratique alors que la dépendance selon mh est logarithmique. Lorsque l’on inclut dans l’ajustement la
mesure directe de la masse du quark top [28], à savoirmt = 172.4±1.2GeV, alors la contrainte indirecte sur
la masse du boson de Higgs devient :mh = 84
+34
−26 GeV [13]. Ces contraintes sont illustrées à la figure 2.5.
80.3
80.4
80.5
150 175 200
mH [ GeV]
114 300 1000
mt  [ GeV]
m
W
 
 
[G
eV
]
68% CL
∆α
LEP1 and SLD
LEP2 and Tevatron (prel.)
July 2008
(a) Intervalles de confiance à 68% C.L. dans le plan (mt,mW ) :
l’ellipse bleue représente les mesures directes, et l’ellipse rouge
est obtenue par ajustement des mesures de précision électro-
faibles de LEP-1 et SLD. Les lignes obliques mauves corres-
pondent à des lignesmh = constante .
0
1
2
3
4
5
6
10030 300
mH [ GeV]
∆χ
2
Excluded Preliminary
∆αhad =
(5)
0.02758±0.00035
0.02749±0.00012
incl. low Q2 data
Theory uncertainty
July 2008 mLimit = 154 GeV
(b) Détermination indirecte de la masse du boson de Higgs à
partir des observables électrofaibles. La masse la plus probable
est : mh = 84
+34
−26 GeV. La bande jaune symbolise la limite
d’exclusion à 95% C.L. obtenue par les recherches directes :
mh > 114 GeV. En intégrant la densité de probabilité associée
à la variable de χ2 avec un prior uniforme en log10(mh) [29],
la limite supérieure à 95% C.L. vautmh = 154 GeV.
FIGURE 2.5 – Contraintes sur la masse du boson de Higgs à partir des mesures directes et indirectes des
observables électrofaibles [13].
Mesure directe
Les mesures directes de la masse du quark top sont exclusivement effectuées au Tevatron, dont l’éner-
gie dans le centre de masse de la collision (
√
s = 1.96 TeV) est supérieure au seuil de production du quark
top. Le résultat combiné de toutes les mesures réalisées par collaborations CDF et DØ au cours du Run I
et du Run II est désigné comme la "moyenne mondiale des mesures directes" [28], et vaut (juillet 2008) :
mt = 172.4± 0.7(stat)± 1.0(syst) GeV. L’incertitude totale est de 1.2 GeV, ce qui correspond à une
précision relative de 0.7% . Elle est dominée par l’incertitude systématique sur les corrections d’échelle en
énergie des jets. Les résultats préliminaires obtenus au Run II ainsi que la moyenne mondiale sont représen-
tés à la figure 2.6.
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)2Top Quark Mass (GeV/c
150 160 170 180 190 200
0
7
Tevatron
 1.2±172.4 (Run I/Run II, July 2008)
/dof = 6.9/11.0 (81%)2χ
Lepton+Jets: D0
 1.7±172.2 )-1( 2.2 fb
Lepton+Jets: CDF
 1.6±172.2 )-1( 2.7 fb
Dilepton: D0
 3.8±174.4 )-1( 2.8 fb
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FIGURE 2.6 – Résultats préliminaires des mesures directes de la masse du quark top effectuées par DØ et
CDF au Run II, et combinaison des résultats du Run I et du Run II [28]. La mesure combinée tient compte
des corrélations entre les incertitudes systématiques (supposées gaussiennes).
Il existe de nombreux moyens pour mesurer la masse du quark top, de par les multiples techniques
d’analyse et les différentes observables que l’on peut exploiter (masse invarianteWb , longueur de vol dans
le plan transverse des hadrons B produits lors de la désintégration t → W+b , impulsion longitudinale du
système tt¯ , ...). Un panorama très détaillé est disponible dans la référence [30]. Nous nous contenterons de
présenter deux méthodes d’analyse à titre d’exemple :
• La méthode des éléments de matrice :
Cette technique peut être employée dans tous les états finals : dilepton, ℓ+jets et tout hadronique. Afin
d’en expliciter le principe, considérons un événement candidat tt¯ dont la configuration cinématique
(i.e. les quadrivecteurs des particules de l’état final) mesurée dans le détecteur est représentée par
un vecteur x . La méthode des "éléments de matrice" consiste à évaluer, par un calcul explicite
d’éléments de matrice, la probabilité Pevt pour qu’un processus tt¯ ou un processus de bruit de fond
produise l’état final x :
Pevt(x,mt) = xtPs(x,mt) + (1− xt)Pb(x) (2.6)
xt désigne la fraction d’événements tt¯ dans l’échantillon étudié, Ps(x,mt) représente la probabilité
qu’un événement tt¯ conduise à l’état final x , et Pb(x) est la probabilité d’observer un événement de
bruit de fond dans l’état final x . La probabilité Ps est calculée de la façon suivante :
Ps(x,mt) =
1
σobs(mt)
∑
i,j
∫
dx1dx2fi(x1)fj(x2)
(2π)4|M(y,mt)|2
4
√
(q1.q2)2
dΦ6 W (x,y) (2.7)
où :
⋆ x et y désignent respectivement les vecteurs d’état au niveau reconstruit et au niveau partonique ;
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⋆ fi(x1) correspond à la probabilité pour un parton de type i de véhiculer une fraction x1 de l’im-
pulsion du proton (fonction de densité partonique) ;
⋆ M représente l’élément de matrice du processus partonique : qq¯ , gg → tt¯→ y ;
⋆ W (x,y) est appelée "fonction de transfert", et correspond à la probabilité d’observer un état
x dans le détecteur lorsque le système est dans l’état partonique y . La fonction de transfert
traduit les effets de résolution sur les objets reconstruits ;
⋆ dΦ6 est l’élément d’espace de phase de la désintégration d’une paire tt¯ donnant 6 particules dans
l’état final. L’intégration sur l’espace de phase revient à intégrer selon y ;
⋆ σobs(mt) représente la section efficace totale du processus pp¯→ tt¯→ y corrigée de l’acceptance
du détecteur (qui dépend demt ), et sert à normaliser la probabilité Ps .
Le calcul de la probabilité du bruit de fond est similaire, excepté le fait que Pb ne dépend pas de la
masse du quark top. La massemt est déterminée par une méthode de maximum de vraisemblance :
L(mt) =
Nobs∏
i=1
Pevt(xi,mt) (2.8)
La quantité −lnL(mt) est calculée pour différentes hypothèses de masse, puis la caractéristique
−lnL(mt) est ajustée par une parabole dont le minimum correspond à la masse du quark top.
La méthode présentée ci-dessus est employée dans les canaux dilepton [31, 32, 33]. Dans le cadre
des analyses ℓ+jets [34, 35], une méthode sensiblement différente a été développée afin de réduire
l’incertitude systématique dominante affectant les corrections d’échelle en énergie des jets. Un nou-
veau paramètre est introduit dans la fonction de transfert pour recalibrer "in-situ" l’énergie des jets,
événement par événement. La procédure de recalibration consiste à multiplier l’énergie des jets par
un facteur global noté JES, de sorte que la masse invariante des jets provenant de la désintégration
hadronique du boson W soit égale à mW . Étant donné que la fonction de transfert dépend main-
tenant du paramètre JES, il en va de même pour Ps , Pb et L . La masse du quark top est donc
déterminée en projetant la fonction de vraisemblance le long de l’axe desmt :
L(mt) =
∫
L(mt, JES)dJES (2.9)
Quant à l’incertitude associée à l’échelle en énergie des jets, elle est "partiellement absorbée" par
le paramètre JES (voir figure 2.7), ce qui a pour effet de diminuer l’incertitude du mt . Quelques
résultats récents obtenus par les collaborations DØ et CDF sont mentionnés ci-dessous :
D0 dilepton L ≃ 2.8 fb−1 [33] : mt = 172.9 ± 3.6 (stat) ± 2.3 (syst) GeV
CDF dilepton L ≃ 1.8 fb−1 [32] : mt = 170.4 ± 3.1 (stat) ± 3.0 (syst) GeV
D0 ℓ+ jets L ≃ 1.2 fb−1 [34] : mt = 173.0 ± 1.9 (stat + JES) ± 1.0 (syst) GeV
CDF ℓ+ jets L ≃ 2.7 fb−1 [35] : mt = 172.2 ± 1.0 (stat) ± 0.9 (JES) ± 1.0 (syst) GeV
• La méthode "neutrino weighting" :
Cette technique est utilisée dans les canaux dilepton. Le système cinématique des événements
tt¯ → ℓ+ℓ−νℓ ν¯ℓ bb¯ , qui contient 18 inconnues (6 particules × 3 composantes de l’impulsion), est
sous-contraint expérimentalement du fait de la présence de 2 neutrinos. La mesure des impulsions
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FIGURE 2.7 – Contours à 1σ, 2σ et 3σ de la fonction de vraisemblance L(mt, JES) . Ce résultat provient
l’analyse dédiée à la mesure demt dans le canal ℓ+jets par la méthode des éléments de matrice [34].
des 2 jets et des 2 leptons chargés n’apporte que 12 contraintes. Il est donc nécessaire de formuler
des hypothèses pour fermer le système (les composantes x et y de l’énergie transverse manquante
ne sont pas utilisées pour résoudre le système cinématique). Trois contraintes supplémentaires sont
apportées par les bilans de masse des deux désintégrationsW → ℓ νℓ , et par l’hypothèsemt = mt¯ .
Les 3 dernières contraintes proviennent d’hypothèses sur la masse du quark topmt et sur la pseudo-
rapidité des neutrinos ηνℓ et ην¯ℓ (formuler des hypothèses sur ηνℓ consiste à échantillonner la distri-
bution prédite pour ηνℓ dans les événements tt¯ ).
La méthode de neutrino weighting consiste à tester la compatibilité cinématique entre un événement
observé et un événement tt¯ . Cette compatibilité est évaluée sous la forme d’un poids ω qui dépend
de la masse supposée du quark top, notéemhypt :
ω(mhypt ) =
1
Niter
Niter∑
i=1
exp
(
−(E/calcx,i − E/obsx )2
2σ2E/x
)
exp
(
−(E/calcy,i − E/obsy )2
2σ2E/y
)
(2.10)
où :
⋆ E/calcx,i correspond à la composante x de l’énergie transverse manquante pour la solution i du sys-
tème cinématique, associée à une hypothèse (ηνℓ , ην¯ℓ) et à un choix d’appariement lepton-jet. Il
peut exister jusqu’à 4 solutions réelles pour une configuration cinématique donnée ;
⋆ E/obsx désigne la composante x de l’énergie transverse mesurée (idem pour la composante y) ;
⋆ σE/x représente la résolution sur la composante x de l’énergie transverse manquante, mesurée dans
les événements Z → ee+ 2 jets (idem pour la composante y) ;
⋆ Niter correspond au nombre total de solutions obtenues pour l’ensemble des hypothèses (ηνℓ , ην¯ℓ) .
Pour un événement donné, le poids ω(mhypt ) est calculé dans l’intervalle 80 < m
hyp
t < 330 GeV. La
distribution de poids ainsi obtenue peut être caractérisée par sa moyenne µω et son écart-type σω .
Lorsque l’on considère un grand nombre d’événements, l’ensemble des points (µω, σω) constitue
une densité de probabilité f . Cette densité de probabilité est mesurée par simulation dans les événe-
ments tt¯ pour différentes massesmt générées, ainsi que dans les événements de bruit de fond.
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Une fois que ces densités de probabilité ont été caractérisées, la masse du quark top est extraite dans
les données grâce à une fonction de vraisemblance définie comme suit :
1
σb
√
2π
e
−(nb−µb)2
2σ2
b (nb, µb, σb)︸ ︷︷ ︸
LGauss(nb,µb,σb)
× (ns + nb)
Nobs
Nobs!
e−(ns+nb)︸ ︷︷ ︸
LPoisson(ns+nb,Nobs)
×
Nobs∏
i=1
nsfs(µωi , σωi ,mt) + nbfb(µωi , σωi)
ns + nb︸ ︷︷ ︸
Lω(µωi ,σωi ,ns,nb,mt)
(2.11)
Dans cette expression,
⋆ LGauss : le nombre d’événements de bruit de fond nb peut fluctuer selon une densité de probabilité
gaussienne de moyenne µb (nombre moyen attendu) et d’écart-type σb (erreur sur µb) ;
⋆ LPoisson : le nombre d’événements observésNobs est régi par une loi de Poisson dont la moyenne
correspond au nombre d’événements attendus : ns + nb ;
⋆ Lω : pour les événements de signal (resp. de bruit de fond), les points (µωi , σωi) sont distribués
selon la densité de probabilité fs (resp. fb).
Le terme LPoisson × Lω est appelé "fonction de vraisemblance étendue et non binée" (sa significa-
tion sera discutée dans le paragraphe 6.1). La masse du quark top est déterminée en maximisant la
fonction de vraisemblance simultanément par rapport àmt , ns et nb .
La mesure la plus récente effectuée par DØ est basée sur l’état final eµ [36] et utilise un échantillon
de données de 1 fb−1 : mt = 176.0 ± 5.3 (stat) ± 2.0 (syst) GeV. En ce qui concerne CDF, le
dernier résultat en date a été obtenu dans l’état final ℓ+trace isolée [37] (état final dilepton où les
critères d’identification du second lepton sont relâchés afin d’augmenter l’efficacité de sélection tt¯ )
avec un lot de données de 2.8 fb−1 :mt = 165.1 +3.3−3.2 (stat) ± 3.1 (syst) GeV.
2.4 Asymétrie avant-arrière
Au Tevatron, les paires de quarks top sont essentiellement produites par annihilation qq¯ (≃ 85% des cas),
et pour le reste par fusion de gluons (à hauteur de ≃ 15% ). En raison de la contribution qq¯ → tt¯ + X ,
l’état initial du processus pp¯→ tt¯+X n’est pas invariant sous l’opérateur de conjugaison de charge C . Par
conséquent, même si l’interaction forte respecte la symétrie C , l’état final tt¯ + X n’est a priori pas symé-
trique sous C. Afin d’étudier cette propriété, on définit une asymétrie différentielleA(cosα) par la relation :
A(cosα) = Nt(cosα)−Nt¯(cosα)
Nt(cosα) +Nt¯(cosα)︸ ︷︷ ︸
Asyme´trie de charge
CP
=
Nt(cosα)−Nt(−cosα)
Nt(cosα) +Nt(−cosα)︸ ︷︷ ︸
Asyme´trie avant−arrie`re
6= 0 (2.12)
FIGURE 2.8 – Schéma illustrant la convention choisie pour l’angle α .
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Dans l’équation 2.12, α désigne l’angle entre l’axe du faisceau et la direction du quark top, comme
l’indique le schéma de la figure 2.8. L’asymétrie (i.e. l’angle α) peut être définie dans le référentiel du
centre de masse de la collision partonique, ou bien dans le référentiel du détecteur [38, 39, 40]. Les nombres
Nt(cosα) et Nt¯(cosα) correspondent respectivement aux nombres de quarks top et antitop produits selon
l’angle α . En supposant que l’interaction forte respecte la symétrie CP , l’asymétrie de charge peut être
mesurée sous la forme d’une asymétrie dite "avant-arrière". Comme le nombre de candidats tt¯ n’est pas
suffisant pour mesurer une asymétrie différentielle, on définit une asymétrie avant-arrière intégrée que l’on
note Afb ("fb" pour forward-backward) :
Afb =
Nf −Nb
Nf +Nb
(2.13)
Nf et Nb désignent les nombres d’événements "forward" (vers l’avant) et "backward" (vers l’arrière) res-
pectivement. Lorsque α est mesuré dans le référentiel du centre de masse, un événement est dit forward si
la rapidité 2 du quark top est supérieure à celle de l’antitop : ∆y = yt−yt¯ > 0 . Dans le cas où α est mesuré
dans le référentiel du détecteur, un événement est qualifié de forward si yt > 0 . Un événement est backward
s’il n’est pas forward.
A l’ordre dominant, la section efficace différentielle du processus pp¯→ tt¯ est symétrique vis-à-vis de
l’échange t ↔ t¯ , si bien que l’asymétrie Afb est nulle. A l’ordre sous-dominant, des interférences entre
diagrammes de Feynman (voir figure 2.9) font apparaître une asymétrie de l’ordre de +5% [41, 42] :
• l’interférence entre le diagramme à l’arbre et le diagramme boîte donne une contribution positive à
l’asymétrie [42] : Afb ≃ +6 % ;
• l’interférence ISR / FSR (radiation dans l’état initial et final) contribue négativement. A l’ordre NLO
[42, 43], le diagramme qq¯ → tt¯+g donne une asymétrieAfb ≃ −7 % . A l’ordre supérieur (NNLO),
elle est fortement réduite [43] : Afb ≃ −2 % .
Au niveau expérimental, il est par conséquent intéressant de mesurer séparément l’asymétrie dans les
événements tt¯ et tt¯+jet, pour essayer de dissocier les contributions positives et négatives.
FIGURE 2.9 – Diagrammes de Feynman contribuant à l’asymétrie avant-arrière à l’ordre sous-dominant
(NLO). Le diagramme à l’arbre interfère avec le diagramme boîte (à gauche), et le diagramme ISR inter-
fère avec le diagramme FSR (à droite). Chaque diagramme considéré individuellement est invariant par
conjugaison de charge, car l’interaction forte est insensible à la charge électrique.
Le résultat d’une mesure d’asymétrie intégrée dépend de deux éléments essentiels : l’acceptance et la
"dilution". L’acceptance correspond à la région de l’espace de phase qui est sondée. Elle est principalement
conditionnée par l’angle solide couvert par le détecteur (acceptance géométrique), le seuil de sélection sur
l’impulsion transverse des jets et le nombre de jets sélectionnés (contributions positives et négatives). Le
2. La rapidité y d’une particule d’énergie E et d’impulsion longitudinale pz est définie par : y = 12 ln
(
E+pz
E−pz
)
.
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concept de dilution est lié au fait qu’une mauvaise reconstruction du signe 3 de ∆y ou du signe de yt (selon
le référentiel choisi) a pour effet de "diluer" l’asymétrie mesurée. La dilutionD est définie par :D = 2p−1 ,
où p désigne la probabilité de reconstruire correctement le signe de ∆y ou yt . Elle représente la fraction de
l’asymétrie qui est effectivement reconstruite dans l’acceptance du détecteur.
DØ a réalisé une mesure de Afb dans l’état final ℓ+jets, avec un échantillon de données de 0.9 fb−1 .
La stratégie adoptée par DØ est de mesurer une asymétrie "brute" dans le référentiel du centre de masse
partonique, c’est-à-dire non corrigée des effets d’acceptance et de dilution. Ces effets ont été paramétrés afin
de permettre la comparaison entre la mesure expérimentale et les prédictions théoriques. Pour un modèle
particulier, l’asymétrie "visible dans le détecteur" après reconstruction est calculée de la façon suivante :
Abrutefb =
∫ +∞
0
Afb(∆y)D(∆y)f(∆y)d∆y (2.14)
où Afb(∆y) correspond à la valeur de l’asymétrie prédite pour une différence de rapidité ∆y , D fait
référence à la paramétrisation de la dilution, et f(∆y) représente la densité de probabilité de∆y à l’intérieur
de l’acceptance (f dépend également du modèle). La valeur attendue dans le Modèle Standard est calculée à
l’ordre sous-dominant 4 avec le générateurMC@NLO [44]. Les résultats obtenus pour l’asymétrie intégrée
brute inclusive (≥ 4 jets, i.e. contributions tt¯ et tt¯+ g confondues) sont [39] :
Adonne´esfb = 0.12± 0.08 (stat)± 0.01 (syst) , AMC@NLOfb = 0.08± 0.02 (stat)± 0.01 (syst) (2.15)
Par ailleurs, on peut noter que le signe des asymétries exclusives mesurées est en accord avec les prédictions
de la QCD perturbative : Afb(= 4 jets) > 0 et Afb(≥ 5 jets) < 0 . D’autre part, la mesure d’asymétrie
avant-arrière est sensible à certaines manifestations de nouvelle physique. Par exemple, l’existence d’un
boson Z ′ leptophobique se désintégrant en une paire top-antitop pourrait apparaître sous la forme d’une
asymétrieAfb élevée et positive [39]. Ce type de recherche indirecte présente l’avantage d’être sensible aux
résonances étroites comme aux résonances larges, alors que les mesures directes s’intéressent essentielle-
ment aux résonances étroites.
CDF a effectué deux mesures dans l’état final ℓ+jets, avec un échantillon de données de 1.9 fb−1 [40].
La première analyse s’intéresse à l’asymétrie dans le référentiel du centre de masse partonique. Cette fois,
l’asymétrie est corrigée des effets de reconstruction (dilution), mais pas des effets d’acceptance. Par consé-
quent, les résultats de DØ et CDF ne peuvent pas être directement confrontés. La valeur inclusive deAfb me-
surée dans les données est comparée à la prédiction deMC@NLO :
Adonne´esfb = 0.24± 0.13 (stat)± 0.04 (syst) , AMC@NLOfb = 0.04− 0.07 (2.16)
La deuxième analyse de CDF se place dans le référentiel du détecteur. La mesure d’asymétrie est corrigée
à la fois des effets d’acceptance et de reconstruction, et sonde de fait tout l’espace de phase. Elle ne peut
3. Dans les analyses ℓ+jets, le signe du lepton chargé issu de la désintégration leptonique du bosonW permet de différencier
top et antitop : t → W+b → ℓ+νℓ b et t¯ → W−b¯ → ℓ−ν¯ℓ b¯ . Ainsi, une mauvaise attribution de la charge du lepton contribue à
la dilution. Une reconstruction erronée de la cinématique de l’événement tt¯ est une autre source de dilution.
4. D’après les asymétries NLO et NNLO calculées pour le processus tt¯ + g , la série perturbative n’a pas encore convergé à
l’ordre sous-dominant. Or l’acceptance est estimée à l’ordre sous-dominant par MC@NLO. Étant donné la forte dépendance de
Afb vis-à-vis des effets d’acceptance, DØ a choisi de ne pas corriger la mesure d’asymétrie.
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être comparée aux deux résultats mentionnés ci-dessus. Le calcul de Kühn et Rodrigo [41] est pris comme
valeur théorique de référence :
Adonne´esfb = 0.17± 0.07 (stat)± 0.04 (syst) , AKu¨hn etRodrigofb = 0.04± 0.01 (2.17)
2.5 Charge électrique
La charge électrique des quarks peut être déterminée à partir du rapport :
Re+e− =
σ(e+e− → hadrons)
σ(e+e− → µ+µ−) ≃ Nc
∑
q
e2q , Nc = 3 (2.18)
où Nc et eq représentent respectivement le nombre de couleurs de la symétrie SU(3)c et la charge du quark
q en unité e . La somme porte sur tous les quarks q dont la masse vérifie mq <
√
s
2 . Lorsque l’énergie
du faisceau atteint le seuil de production d’un quark Q (i.e.
√
s = 2mQ ), une discontinuité d’amplitude
≃ 3 e2Q apparaît dans le rapport Re+e− . Cependant, cette méthode n’a pu être employée pour déterminer la
charge du quark top, car l’énergie maximale du LEP-2 (209 GeV) était insuffisante pour créer un paire tt¯ .
En 1998, une construction théorique [45] a été proposée pour interpréter certaines déviations par rap-
port aux prédictions du Modèle Standard observées dans le processus e+e− → Z → bb¯ . Ce modèle, qui
remettait en cause la nature du "quark top" découvert à FNAL, pouvait être confirmé ou infirmé en mesurant
la charge électrique du "quark top". Les observables en désaccord avec les prédictions étaient au nombre de
trois :
Rb =
Γ(Z → bb¯)
Γ(Z → hadrons) , A
0,b
FB =
σF − σB
σF + σB
, Ab =
σL − σR
σL + σR
(2.19)
Rb est un rapport de largeurs partielles de désintégration, A
0,b
FB correspond à l’asymétrie avant-arrière au
pôle du boson Z ("F " et "B" désignent les quarks b émis vers l’avant et vers l’arrière respectivement) et
Ab représente l’asymétrie de polarisation ("L" et "R" font référence aux quarks b d’hélicité gauche et droite
respectivement) [46]. Ces trois observables peuvent être réexprimées à partir des constantes de couplage
effectives entre le boson Z et les projections chirales gauche et droite du quark b [45] :
Rb ∼ g2bL + g2bR , A0,bFB et Ab ∼
g2bL − g2bR
g2bL + g
2
bR
(2.20)
avec :
gbL =
(
1 +
ǫ1
2
)(1
3
sin2θeff − 1
2
(1 + ǫb)
)
, gbR =
(
1 +
ǫ1
2
)
× 1
3
sin2θeff (2.21)
Dans ces définitions, les contributions ǫ1 et ǫb proviennent des corrections radiatives [47] :
ǫb ≃ −GFm
2
t
4π2
√
2
+ ... , ǫ1 ≃ 3GF
4π2
√
2
(
m2t
2
−m2W tan2θW ln
(
mh
mZ
))
+ ... (2.22)
Quant à l’angle θeff , il est défini à partir des constantes de couplage axiale et vectorielle :
gV
gA
= 1− 4 sin2θeff (2.23)
La valeur de gbL mesurée dans les données Z → bb¯ est inférieure en valeur absolue à la valeur prédite
par le Modèle Standard (gbL < 0), tandis que la valeur de gbR est supérieure à la valeur attendue (gbR > 0).
Ces observations ont été interprétées de la façon suivante [45] :
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• une massemt = 271 +33−38 GeV expliquerait la valeur observée pour gbL . Ceci sous-entendrait que le
"véritable quark top" (i.e. le partenaire d’isospin du quark b ) n’a pas encore été découvert ;
• pour rendre compte simultanément de l’existence de la particule découverte au Tevatron (baptisée
à tort quark top) et de la valeur de gbR , une quatrième famille exotique de quarks et de leptons
est introduite 5. Les quarks lourds Q1 et Q4 portent respectivement la charge −13 e et −43 e , et sont
arrangés en un doublet droit (Q1, Q4)R et deux singlets gauches Q1L , Q4L . En supposant que le
singlet bR du Modèle Standard se mélange avec la composante Q1R d’isospin I3 = 12 :
bR −→ bR cosθb −Q1R sinθb (2.24)
alors la constante de couplage gbR devient :
gbR =
(
1 +
ǫ1
2
)( 1
3
sin2θeff +
1
2
sin2θb︸ ︷︷ ︸
me´lange bR/Q1R
)
(2.25)
L’angle de mélange θb permet "d’absorber" le désaccord entre les valeurs mesurée et attendue de
gbR . Dans ce modèle, c’est le quark Q4 de charge −43 e qui aurait été découvert à Fermilab. Ce
quark se désintégrerait selon Q4 → W−b , contrairement au quark top très massif dont le mode de
désintégration est t→W+b .
En vue de tester ce scénario exotique, l’expérience DØ a mesuré la charge électrique du "quark top"
avec un échantillon de données de≃ 365 pb−1 dans l’état final ℓ+jets. Cette analyse suppose que les charges
du top et de l’antitop sont opposées, et s’intéresse donc à la valeur absolue de la charge (deux mesures
par événement tt¯ ). Celle-ci est mesurée pour les désintégrations leptoniques ”tℓ” → W (→ ℓνℓ) ”bℓ” et
hadroniques ”th” → W (→ qq¯′) ”bh” , à l’aide de deux estimateurs Qℓ et Qh . Dans l’hypothèse Modèle
Standard, les estimateurs sont définis par QMSℓ = |qℓ + qbℓ| et QMSh = | − qℓ + qbh| , et pour le modèle
exotique,Qexℓ = |− qℓ+ qbℓ| etQexh = |qℓ+ qbh| . Les charges qbℓ et qbh des jets étiquetés b sont calculées
à partir des traces contenues dans le jet :
qjet =
∑
i
qi × pT0.6i∑
i
pT0.6i
(2.26)
L’exposant 0.6 a été déterminé dans des événements tt¯ simulés afin d’assurer une discrimination optimale
entre les jets de quark b et b¯ . Dans un premier temps, la densité de probabilité Pf de la variable qjet est
mesurée pour les jets de saveur f = b, b¯, c, c¯ 6 dans un lot de données 7 dijet très enrichi en saveurs lourdes
(présence d’un muon dans l’un des deux jets, et d’un vertex déplacé dans chacun des jets). Puis les densités
5. Par ailleurs, cette construction nécessite l’ajout d’un triplet de bosons de Higgs pour s’affranchir de certaines complications
apparaissant au niveau des corrections radiatives : celui-ci permet de compenser la contribution de la famille exotique à la variable
ǫ1 , en ajustant la valeur attendue dans le vide du triplet.
6. L’algorithme d’étiquetage sélectionne essentiellement les jets initiés par des quarks b ou b¯ , mais peut également retenir des
jets de quark c ou c¯ .
7. Cette mesure est effectuée dans les données car la simulation ne reproduit assez finement les variables relatives à la qualité
des traces, ni l’efficacité de reconstruction des traces au sein des jets.
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de probabilité PMS(Q) et Pex(Q) associées respectivement aux charges QMSℓ,h et Q
ex
ℓ,h sont mesurées dans
des événements tt¯ simulés. Pour cela, après l’étape d’étiquetage et de reconstruction cinématique de la
paire tt¯, on identifie la saveur générée des deux quarks à l’origine des jets étiquetés b . Connaissant les
vraies saveurs fℓ et fh , les charges qbℓ et qbh des jets étiquetés b "telles que l’on les reconstruirait dans
les données" sont déterminées en tirant aléatoirement dans les distributions Pfℓ et Pfh respectivement. Pour
finir, la discrimination entre les hypothèses Qt = +23 e et Qt = −43 e est effectuée via une méthode de
rapport de vraisemblance :
Λ =
∏
i
PMS(Qi)∏
i
Pex(Qi)
(2.27)
où Qi représente la charge reconstruite du candidat "quark top" i sélectionné dans les données (estimée
par Qℓ ou Qh , selon la nature leptonique ou hadronique de la désintégration du boson W associé). Dans
l’échantillon de données, Λobs = 4.2 . On se place ensuite dans le scenario exotique, pour lequel Λex est
calculé un très grand nombre de fois grâce au procédé des pseudo-expériences (les valeurs de Qi sont ob-
tenues en tirant aléatoirement dans la densité de probabilité Pex(Q) ). Étant donné que la "p-value" vaut∫ +∞
Λobs
Λex(x)dx = 0.078 , DØ exclut le scénario exotique avec un niveau de confiance de 92.2% [48].
La technique employée par CDF pour mesurer la charge du "quark top" est similaire [49], mais le
traitement statistique du résultat est différent (méthode du profil de vraisemblance), et ne peut donc pas
être directement comparé au résultat de DØ. Avec un échantillon de données de 1.5 fb−1, CDF exclut le
modèle exotique avec un niveau de confiance de 87% , la probabilité de rejeter à tort l’hypothèse nulle (i.e.
le Modèle Standard) ayant été fixée a priori à une valeur de 1% .
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Chapitre 3
Le Tevatron et le détecteur DØ
Ce chapitre présente le dispositif expérimental auprès duquel les données analysées dans ce manuscrit
ont été collectées. Nous détaillerons dans un premier temps le complexe qui accélère les faisceaux de protons
et d’antiprotons. Puis nous décrirons les principales caractéristiques du détecteur DØ.
3.1 Le Fermi National Accelerator Laboratory (FNAL)
Le complexe scientifique FNAL, situé à 45 km à l’ouest de Chicago, a été officiellement inauguré en
1967. Il a été fondé par un consortium regroupant près de 90 universités des États Unis, du Canada, du
Japon ou encore d’Italie. Le laboratoire, d’abord appelé National Accelerator Laboratory, a été rebaptisé
Fermi National Accelerator Laboratory, plus communément appelé Fermilab (du nom du physicien Fermi,
prix Nobel en 1938). Le laboratoire FNAL abrite un grand nombre d’expériences, et est investi dans de
nombreuses collaborations scientifiques internationales [50]. Parmi les principales expériences en cours à
Fermilab, on peut citer :
• CDF, DØ, MiniBooNE, Minos, SciBooNE, DONUT, qui utilisent le complexe d’accélération ;
• CDMS, SDSS, SNAP, qui effectuent des recherches en astrophysique.
Le laboratoire Fermilab est doté d’un complexe d’accélérateurs linéaires et circulaires permettant d’ac-
célérer des faisceaux de protons et d’antiprotons à une énergie de 980 GeV. Il représente à ce jour le plus
puissant accélérateur en fonctionnement. Le complexe est constitué de quatre principales sections, illustrées
à la figure 3.1 : la source de protons, la source d’antiprotons, l’injecteur principal accompagné du recycleur,
et enfin l’anneau principal ou Tevatron (TeV faisant référence à Tera électron Volt). Par abus de language,
le mot "Tevatron" est parfois employé pour désigner l’ensemble des accélérateurs.
3.1.1 La source de protons
Pour des raisons qui seront évoquées plus tard, ce sont des ionsH− et non des ions H+ qui sont utili-
sés pour créer le faisceau de protons. Au commencement, des bouffées d’hydrogène gazeux sont envoyées
dans un dispositif appelé "Magnetron"(figure 3.2(a)). A l’intérieur de la cavité du Magnetron, les atomes
d’hydrogène sont ionisés en un plasma de protons et d’électrons, grâce à deux électrodes alimentées par des
hautes tensions. Sous l’effet du champ électrique, les protons sont accélérés et viennent frapper la cathode
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(a) Vue d’artiste représentant les quatre principales sections du complexe d’accélérateurs : la source
de protons (constituée des accélérateurs "Cockroft-Walton", "linac" et "booster") et d’antiprotons,
l’injecteur principal avec l’anneau de recyclage, et le Tevatron.
(b) Vue aérienne du FNAL. L’injecteur principal se trouve au premier plan, et le Tevatron est au
second plan.
FIGURE 3.1 – Le complexe d’accélérateurs de Fermilab [51].
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en césium. Grâce à la faible énergie d’ionisation du césium 1, les protons peuvent capter deux électrons
pour devenir des ions H− . Ils sont alors repoussés par la cathode, et traversent le plasma en sens inverse.
En sortant du plasma, les ions H− interagissent par échange de charge avec des atomes d’hydrogène non
ionisés :H− +H → H +H− . Ce processus permet de réduire la dispersion en énergie des ionsH− [52].
La sourceMagnetron est située à l’intérieur du dôme d’un pré-accélérateur électrostatique de type Cockcroft-
Walton (représenté à la figure 3.2(b)). Un système d’extraction pulsé envoie des paquets d’ionsH− hors du
dôme vers une colonne accélératrice à une fréquence de 15 Hz. La différence de potentiel entre le dôme
et l’extrémité de la colonne est de 750 kV (au-delà), si bien que l’énergie des paquets en sortie du pré-
accélérateur est de 750 keV.
(a) Schéma de principe de la source Magnetron utilisée pour
produire les ionsH− à partir d’hydrogène gazeux.
(b) Pré-accélérateur Cockroft-Walton.
On distingue le dôme contenant la source
Magnetron et la colonne où sont accélé-
rés les ionsH− .
FIGURE 3.2 – Schéma de principe de la source d’ionsH− et premier étage d’accélération du faisceau.
Le faisceau est ensuite porté à une énergie de 400 MeV par un accélérateur linéaire (linac) long de
130 mètres. Le linac utilise des cavités radio-fréquence pour accélérer les H− par paquets (les cavités sont
représentées à la figure 3.3(a)). Il est constitué de deux sections accélératrices basées sur des technologies
différentes. Les cinq premières cavités forment le DTL (Drift Tube Linac), et les 7 suivantes forment le SCL
(Side Coupled cavity Linac). Les cavités DTL sont alimentées par un signal haute fréquence de 201 MHz
couplé à des amplificateurs de puissance de type "triode", et l’espacement entre 2 paquets est fixé à 5 ns
(1/201 MHz). En sortie du premier tronçon, les particules ont une énergie de 116 MeV. Le signal circulant
dans cavités SCL, d’une fréquence quatre fois plus élevée, est produit par des amplificateurs de type "Klys-
tron".
Le faisceau est ensuite injecté dans un premier synchrotron de 75 mètres de rayon, appelé "boos-
1. Il a été constaté que l’injection de vapeur de césium dans la chambre augmente le taux de production d’ions H− car le
film qui se dépose sur la cathode diminue le travail à fournir pour arracher les électrons. Cinq grammes de césium vaporisés sont
suffisants pour une année de fonctionnement.
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ter" 2. Le principe de l’injection est représenté sur la figure 3.3(b). Le faisceau du linac est dévié par un
premier aimant afin d’être approximativement aligné avec l’axe du booster. Après avoir franchi deux nou-
veaux aimants, les ionsH− sont "épluchés" par une mince feuille de carbone (i.e. débarrassés de leurs deux
électrons) et deviennent des protons. Les deux derniers aimants ramènent les protons sur l’orbite stable du
booster tout en écartant les éventuels ions H− qui auraient conservé leurs électrons (les atomes H neutres
ne sont pas défléchis). Le fait d’utiliser un faisceau de H− lors de l’injection plutôt qu’un faisceau de pro-
tons permet de s’affranchir des répulsions faisceau-faisceau [52, 53], d’où le choix d’une source Magnetron.
Le temps de révolution du booster est de 2.2µs (à 400 MeV), alors que la durée d’un "train" d’ions
H− (ou pulse) provenant du linac est de 40µs, soit≃ 18 tours. Pour des questions de stabilité de faisceau, le
temps d’injection est limité à 5 ou 6 tours pour un même train. Après la phase d’injection, l’alimentation des
aimants A1,...,A4 est coupée, et le faisceau cesse de traverser la feuille de carbone, ce qui permet de gagner
en stabilité. Les protons sont alors accélérés jusqu’à 8 GeV par 17 cavités radio-fréquence. Lors d’une
révolution de booster, une particule subit 84 accélérations successives. dans des zones appelées buckets
(une cavité accueille plusieurs buckets). L’ensemble des particules contenues dans un bucket est appelé un
bunch ou paquet. Un batch désigne l’ensemble des 84 bunches que peut contenir le booster. Les protons de
8 GeV sont transférés vers l’injecteur principal (Main Injector).
(a) Cavités radio-fréquence constituant
le linac (accélérateur linéaire).
(b) Injection des ionsH− dans le booster (décrite dans le texte).
FIGURE 3.3 – Accélération des ionsH− dans le linac puis injection du faisceau d’ions dans le booster.
3.1.2 La source d’antiprotons
La source d’antiprotons est constituée de trois éléments : la cible, où sont créés les antiprotons, et deux
accélérateurs synchrotron triangulaires appelés "debuncher" et "accumulateur" servant à stocker et refroidir
le faisceau d’antiprotons.
2. En sortie du linac, le faisceau peut également être employé à des fins médicales. Des neutrons sont produits en bombardant
une cible fixe avec le faisceau d’ions H− , puis sont utilisés pour détruire des cellules cancéreuses.
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Les antiprotons sont produits en bombardant 3 une cible avec un faisceau de protons de 120 GeV de haute
intensité provenant de l’injecteur principal (voir paragraphe suivant), à raison de 1 fois toutes les 1.5 s. La
cible est constituée de disques de nickel (choisi pour son point de fusion élevé) et de disques de cuivre
(assurant le refroidissement) de 10 cm de diamètre et de 2 cm d’épaisseur [54]. Les particules créées lors
des collisions sont focalisées par une lentille au lithium placée derrière la cible (le lithium a été retenu car
il constitue le matériau conducteur le moins dense, ce qui permet de minimiser les pertes par diffusion ou
absorption). Les antiprotons sont ensuite sélectionnés par un spectromètre de masse (aimant dipolaire de 1.5
T), et envoyés vers le debuncher. Le dispositif est représenté à la figure 3.4.
FIGURE 3.4 – Schéma de principe de la production des antiprotons par interaction d’un faisceau de protons
sur une cible de nickel.
Le faisceau d’antiprotons entre dans le debuncher avec une énergie cinétique moyenne de 8 GeV, et
possède la même structure que le faisceau de protons qui bombarde la cible de nickel. Les antiprotons sont
regroupés en bunches de faible dispersion en temps, mais de grande dispersion en énergie. Le rôle du debun-
cher est de réduire la dispersion en énergie afin d’augmenter la densité du faisceau et d’assurer une bonne
efficacité de transfert vers l’accumulateur. Le premier mécanisme mis en œuvre pour "refroidir le faisceau"
est représenté à la figure 3.5(a). La trajectoire des antiprotons de plus grande énergie (en bleu) est excen-
trée par rapport à la trajectoire des antiprotons de plus basse énergie (en rouge). Une cavité radio-fréquence
installée dans une section droite du debuncher permet d’accélérer les antiprotons moins énergétiques, qui
arrivent en premier dans la cavité, et de décélérer les antiprotons plus énergétiques qui traversent la cavité
avec un certain déphasage. De ce fait, le faisceau perd sa structure en bunch, d’où le nom de "debuncher".
Au bout de 100 ms, le faisceau devient suffisamment contrôlable pour que que soit appliquée la tech-
nique de refroidissement stochastique. Ce processus consiste à corriger "en temps réel" la dispersion du
faisceau grâce à une boucle de rétroaction (voir figure 3.5(b)). Des électrodes de "pickup" permettent de
mesurer la position du faisceau. Si le faisceau est excentré, il induira un courant plus élevé dans une des
deux électrodes. Connaissant la déviation du faisceau par rapport à l’orbite de référence, un signal correc-
teur est envoyé à des électrodes dites "kicker". Le signal atteint le kicker avant l’arrivée des protons, ce qui
permet de corriger à temps leur trajectoire en générant un champ électromagnétique entre les électrodes
du kicker. Le refroidissement stochastique permet de réduire l’amplitude des oscillations du faisceau dans
le plan transverse, et améliore également la dispersion en énergie le long de l’axe du faisceau. Le faisceau
3. La section efficace de la réaction p+ p→ p+ p+ p+ p¯ est très faible : il faut envoyer environ 50000 protons sur la cible
pour recueillir un antiproton de 8 GeV dans le debuncher.
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d’antiprotons est transféré dans l’accumulateur juste avant l’injection suivante. L’accumulateur est le second
synchrotron triangulaire 4 qui a pour but de stocker les antiprotons à une énergie de 8 GeV, pendant une pé-
riode de plusieurs heures voire plusieurs jours. Il est également équipé d’un système de refroidissement
stochastique. Le faisceau circule en continu, sans structure, et les bunches ne sont reformés qu’au moment
de l’extraction vers l’injecteur principal. Actuellement, le nombre maximum d’antiprotons ayant été stockés
dans l’accumulateur s’élève à 3.1×1012 (février 2008), et le nombre maximum d’antiprotons accumulés en
une heure atteint 2.7× 1011 (juin 2008) [55].
(a) Trajectoires des antiprotons dans le debuncher. (b) Schéma de principe du refroidissement stochastique.
FIGURE 3.5 – Représentation schématique des méthodes de refroidissement employées pour réduire la dis-
persion en énergie du faisceau d’antiprotons.
3.1.3 L’injecteur principal et le recycleur
L’injecteur principal, construit spécifiquement pour le Run II, est un synchrotron mesurant environ
1 km de diamètre. Il remplit une double fonction :
• il accélère les protons du booster de 8 GeV à 120 GeV, puis les envoie sur une cible fixe afin de
produire les antiprotons (voir section 3.1.2). Dans ce mode de fonctionnement, deux batches entiers
du booster sont injectés puis accélérés à 120 GeV ;
• il accélère les protons et les antiprotons provenant respectivement du booster et de l’accumulateur,
de 8 GeV jusqu’à 150 GeV, puis les injecte dans le Tevatron. Dans le cas des protons, 7 paquets
du booster sont injectés et accélérés à 150 GeV (les 77 bunches restants sont détruits). Puis ils sont
regroupés en un même bunch de haute intensité (phase de coalescence) qui est envoyé dans le Te-
vatron. Cette phase est répétée 36 fois. La procédure d’injection des antiprotons est sensiblement
différente. Le système radio-fréquence de l’accumulateur isole quatre trains d’antiprotons (quatre
groupes constitués de plusieurs bunches) et les envoie dans l’injecteur principal où ils sont accélérés
à 150 GeV. Au cours d’une phase de coalescence, chaque train est regroupé en un unique bunch.
Les quatre bunches d’antiprotons ainsi formés sont injectés dans le Tevatron. Après que l’énergie de
4. L’accumulateur occupe le même tunnel que le debuncher.
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l’injecteur principal ait été ramenée à 8 GeV, l’opération est effectuée 9 fois au total, de sorte que 36
bunches d’antiprotons et 36 bunches de protons circulent dans le Tevatron en sens opposé.
Afin d’augmenter les capacités et les performances de stockage des antiprotons, un anneau appelé "re-
cycleur" a été construit dans le même tunnel que l’injecteur principal (voir figure 3.6). Il réceptionne les
antiprotons envoyés via l’injecteur principal depuis l’accumulateur. Initialement, il avait été conçu pour ré-
cupérer les antiprotons circulant dans le Tevatron à la fin d’une période de collision. Cependant, ce projet a
dû être abandonné au démarrage du Run II en raison de difficultés techniques rencontrées lors du ralentis-
sement des antiprotons depuis 1 TeV jusqu’à 8 GeV.
Le recycleur est équipé d’aimants permanents, et constitue un anneau de stockage d’une très grande stabilité,
contrairement à l’accumulateur. Il dispose de deux systèmes de refroidissement qui permettent d’accroître
la densité du faisceau et par conséquent d’améliorer la luminosité instantanée du Tevatron : un refroidisse-
ment stochastique du même type que celui employé dans la source d’antiprotons, et un refroidissement par
faisceau d’électrons (ou electron cooling). Lorsque le recycleur contient plus de 2 × 1012 antiprotons, le
refroidissement stochastique devient inefficace et doit être secondé par l’electron cooling [56]. Cette tech-
nique, utilisée depuis le mois de septembre 2005, consiste à faire circuler au sein du faisceau d’antiprotons
un faisceau d’électrons de haute intensité et de faible dispersion énergétique. Les antiprotons "chauds" se
"thermalisent" au contact du faisceau d’électrons "froids" via l’interaction coulombienne.
FIGURE 3.6 – Photo de l’intérieur du tunnel de l’injecteur principal (aimants bleus, en bas) abritant le
recycleur (aimants verts, en haut).
3.1.4 Le Tevatron
Le Tevatron est un synchrotron de près d’un kilomètre de rayon, équipé de 8 cavités accélératrices
radio-fréquence, 816 aimants dipolaires supraconducteurs et 204 aimants quadrupolaires. Au moment de sa
mise en service en 1983, le Tevatron était le premier synchrotron à être équipé d’aimants supraconducteurs.
Les dipôles, dont le bobinage est réalisé en alliage niobium-titane, sont refroidis par un système cryogénique
à helium liquide opérant à 4.3 K. Les faisceaux provenant de l’injecteur principal sont accélérés de 150 à
980 GeV par l’intermédiaire des cavités radio-fréquence fonctionnant à 53 MHz. A 980 GeV, les dipôles
sont parcourus par un courant de 4350 A qui engendre un champ magnétique de 4.2 T. Le temps de révolu-
tion est alors de 21 µs.
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Cinq étapes sont nécessaires pour établir les collisions entre les paquets de protons et les paquets
d’antiprotons :
• Mise au point (Tune up) :
Une mise au point est effectuée au niveau des lignes d’injection des protons et des antiprotons (entre
l’injecteur principal et le Tevatron), pour éviter les pertes et maintenir l’intégrité de la structure en
paquets lors du transfert des faisceaux. Les alimentations des dipôles et quadrupôles de la ligne
d’injection des protons sont tout d’abord ajustées de sorte que l’orbite hélicoïdale d’un faisceau test
de protons soit correctement établie. Le faisceau test est ensuite détruit (beam abort). Pour régler la
ligne d’injection des antiprotons, on utilise des protons pour ne pas "gaspiller" les antiprotons. Cette
séquence est appelée "reverse injection tune up". La polarité des séparateurs électrostatiques 5 est
inversée si bien que les protons injectés dans le Tevatron (via la ligne d’injection dédiée au protons)
se retrouvent sur l’orbite des antiprotons. Ainsi, ces protons peuvent être renvoyés vers l’injecteur
principal en utilisant la ligne d’injection des antiprotons (en sens inverse). Le faisceau test est ensuite
dévié hors de l’injecteur principal pour être détruit ;
• Injection des bunches de protons et d’antiprotons :
Cette phase d’injection des protons puis des antiprotons dans le Tevatron a été évoquée lors de la
description de l’injecteur principal. Chaque faisceau comporte 36 paquets regroupés en 3 super-
paquets ou "trains" (voir figure 3.7). Au sein d’un super-paquet, les paquets sont espacés de 396
ns (soit 21 buckets radio-fréquence). Les super-paquets sont séparés par un intervalle de 2.6 µs. Ce
délai permet de détruire le faisceau en cas d’arrêt d’urgence (abort gap), et est également mis à profit
pour remettre à zéro l’électronique de lecture des détecteurs ;
• Accélération de 150 à 980 GeV :
Les lignes d’injection sont désactivées, puis le courant circulant dans les dipôles et les quadrupôles
est augmenté (séquence ramp) pour accélérer les faisceaux de protons et d’antiprotons jusqu’à une
énergie de 980 GeV ;
• Low β squeeze :
Lors de la phase go to low beta, les aimants quadrupolaires de focalisation (low beta quadrupoles)
sont activés pour assurer la transition entre l’hélice d’injection et l’hélice de collision. Les deux
faisceaux sont progressivement rapprochés par des séparateurs situés à proximité des deux points
d’interaction appelés B0 et D0, pour finalement se croiser au centre des détecteurs CDF et DØ :
c’est le début de la phase de collision ;
• Suppression du halo des faisceaux (scraping) :
Des blocs d’acier (scrapers) sont déplacés au plus près du tube à vide afin d’éviter que le halo
entourant les faisceaux de protons et d’antiprotons n’endommage les détecteurs situés à proximité
du tube à vide. Une fois que la séquence remove halo est terminée, le store peut commencer (un store
désigne une période stable de collisions). Au cours du store, le nombre de protons et d’antiprotons
par faisceau diminue, en raison des interactions entre faisceaux ou des interactions entre les faisceaux
et le gaz résiduel contenu dans le tube à vide. Le store le plus long que le Tevatron ait enregistré a
duré plus de 53 heures (juillet 2006) [55].
5. Les séparateurs électrostatiques sont utilisés dans le Tevatron pour créer deux orbites stables disjointes, à l’intérieur des-
quelles les protons et les antiprotons peuvent circuler en sens opposés sans se croiser.
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FIGURE 3.7 – Schéma représentant la structure des faisceaux de protons et d’antiprotons dans le Tevatron.
3.2 Le détecteur DØ
Le détecteur DØ est installé auprès de l’anneau du Tevatron au niveau du point de collision D0. Il est
constitué de plusieurs sous-systèmes de détection représentés sur la figure 3.8. En s’éloignant de l’axe du
faisceau, on rencontre successivement :
• le détecteur de traces à micro-pistes de silicium ;
• le détecteur de traces à fibres scintillantes ;
• l’aimant supraconducteur solénoïdal ;
• le détecteur de pied de gerbe ;
• le calorimètre électromagnétique et le calorimètre hadronique ;
• le détecteur de muons.
FIGURE 3.8 – Représentation schématique du détecteur DØ.
Le principe de fonctionnement ainsi que les performances de chaque sous-détecteur sont décrits de
façon détaillée dans les références [57] et [58]. Nous allons en donner ici les principales caractéristiques.
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3.2.1 Le détecteur à micro-pistes de silicium : SMT
Le SMT (Silicon Microstrip Tracker) est le détecteur le plus proche du point d’interaction. Il fonctionne
sur le principe des diodes à jonction n-p : au passage d’une particule chargée, des paires électron-trou sont
créées dans les zones de déplétion des pistes de silicium, puis la dérive des porteurs de charge dans le champ
électrique de la jonction induit une impulsion électrique. Le SMT est composé de trois types d’éléments
(voir figure 3.9) :
• 6 tonneaux : longs de 12 cm, ils sont formés de 4 double-couches sensibles concentriques (voir la
vue en coupe de la figure 3.10), la couche la plus proche étant située à un rayon de 2.7 cm, et la plus
distante, à 10.5 cm. Certaines couches sont équipées de capteurs sur les deux faces. Afin d’augmenter
l’herméticité du détecteur, un angle est introduit entre les pistes des différentes couches ;
• 12 disques appelés "disques F" : les 6 premiers sont insérés entre les tonneaux (à des distances de
|z| ≃ 12, 25, 38 cm), les 6 autres sont placés en périphérie (à |z| ≃ 41, 48, 53 cm). Les disques
F sont des couronnes double-face de rayon interne 2.6 cm et de rayon externe 10 cm. Le dispositif
constitué par les tonneaux et les disques F permet de reconstruire des traces jusqu’à |ηdet| = 2 ;
• 4 disques externes, nommés "disques H", positionnés à |z| ≃ 100, 121 cm : ils ont pour but d’aug-
menter l’acceptance du détecteur jusqu’à |ηdet| = 3 . Un disque H possède un rayon interne de
9.5 cm et un rayon externe de 26 cm. Le fait que le SMT mesure plus de 2.4 mètres de long ga-
rantit par ailleurs un excellent recouvrement de la région d’interaction (la position longitudinale du
point d’interaction est distribuée selon une gaussienne centrée en z ≃ 0 et d’écart-type égal à 25 cm).
FIGURE 3.9 – Vue en perspective des tonneaux et disques du SMT.
Au total, le SMT représente une surface de silicium d’environ 3 m2 et comporte près de 793000 voies
de lecture. Le détecteur est refroidi par une circulation d’eau/éthylène-glycol à -10˚C, qui assure pour le
silicium une température de fonctionnement inférieure à 5oC (ce qui limite les dommages causés par l’im-
portante dose de radiations). En avril 2006, une nouvelle couche de silicium, appelée layer 0, a été insérée
dans l’espace disponible entre le tube à vide et la couche la plus interne du SMT (1.6 < r < 2.2 cm).
Elle permet à la fois de compenser les pertes d’efficacité liées au vieillissement du détecteur, d’améliorer
d’un facteur 2 la résolution sur le paramètre d’impact des traces, ainsi que d’accroître de 15 % l’efficacité
d’étiquetage des quarks b [59].
3.2.2 Le détecteur à fibres scintillantes : CFT
Le CFT (Central Fiber Tracker) entoure le SMT, et se trouve lui-même à l’intérieur du solénoïde,
comme illustré à la figure 3.11. Il est constitué de 8 supports cylindriques concentriques, dont les rayons
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FIGURE 3.10 – Vue en coupe d’un tonneau du SMT.
vont de 20 à 52 cm. Étant donné la taille des "disques H" du SMT, la longueur des deux cylindres les plus in-
ternes est limitée à 1.7 mètres, contre 2.5 mètres pour les autres. Sur chaque support sont attachées 4 couches
de fibres scintillantes, regroupées en 2 doublets de fibres. Certains doublets (notés z) sont alignés avec l’axe
du faisceau. Les autres forment un angle stéréo de +3o (doublets u) et -3o (doublets v). De l’intérieur vers
l’extérieur, les doublets sont ordonnés de la façon suivante : "zu− zv− zu− zv− zu− zv− zu− zv". Le
CFT utilise environ 200 km de fibres scintillantes.
FIGURE 3.11 – Vue en coupe du détecteur de traces interne et des détecteurs de pied de gerbe.
Les fibres, d’un diamètre de 835 µm, sont constituées de polystyrène dopé par un composé aromatique
fluorescent et un composé fluoré. Lorsqu’une particule chargée ionise la fibre en polystyrène, l’excitation est
transmise à la substance organique qui se désexcite par fluorescence, en émettant des photons de longueur
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d’onde λ = 340 nm, dont le libre parcours moyen dans le polystyrène ne dépasse pas quelques centaines
de µm. Ces photons sont rapidement absorbés par le composé fluoré, qui réémet des photons à λ = 530 nm
qui eux, peuvent se propager. Une gaine d’indice optique ≃ 1.4 permet la transmission de la lumière par
de multiples réflexions totales à la surface de la fibre. La lumière de scintillation est collectée à une seule
extrémité de la fibre (l’autre étant recouverte par un revêtement réfléchissant en aluminium), via un guide
de lumière, par un VLPC (Visible Light Photo Counter). Les VLPC sont des photo-détecteurs à avalanche,
d’efficacité quantique supérieure à 75 %, et de gain élevé (∼ 104 électrons par photon détecté). Un système
de refroidissement cryogénique à hélium liquide permet aux VLPC de fonctionner à 9 K, et limite ainsi le
bruit thermique des photo-détecteurs.
Le solenoïde
Le solénoïde supraconducteur, fait d’un alliage Cu-Nb-Ti, constitue le dernier élément du détecteur de
traces interne. Sa géométrie a été optimisée pour obtenir la meilleure résolution possible sur la mesure de
l’impulsion des particules chargées, tout en introduisant le moins de matière possible en amont du calori-
mètre (≃ 0.9X0 en incidence normale 6). Il mesure 2.73 m de long, pour un diamètre de 1.42 m (figure 3.11),
et pèse environ 1.5 tonne. Il produit un champ magnétique de 2 Tesla homogène à 0.5 % près. Compte tenu
du courant de 4750 A circulant dans l’aimant et de l’inductance de 0.47 H, l’énergie magnétique stockée
dans l’aimant s’élève à : Emag = 12Li
2 = 5.3 MJ.
Performance du détecteur de traces interne
La reconstruction des traces et des vertex sera discutée dans les paragraphes 4.1 et 4.2. Mentionnons
ici quelques résultats relatifs aux performances des deux sous-détecteurs de traces SMT et CFT combinés.
La résolution sur l’impulsion transverse des particules chargées a été mesurée avec des muons provenant de
la désintégration du méson J/Ψ et du boson Z. Elle est paramétrée de la façon suivante [60] :
σ
(
1
pT
)
=
1
pT
√
A2pT2 +B2cosh(η) (3.1)
La dépendance explicite en η a été introduite pour rendre compte du processus de diffusion multiple, qui
dépend de l’épaisseur de matière traversée. Les termes A et B dépendent de la qualité des traces sélection-
nées. Pour un muon central par exemple, la résolution est de l’ordre de 2.5% pour des muons d’impulsion
transverse de 5 GeV laissant des impacts dans le SMT, et vaut ≃ 9% pour des muons de pT = 9 GeV non
associés à des coups dans le SMT [60].
La résolution spatiale sur la position longitudinale du vertex primaire est de l’ordre de 35 µm. On peut éga-
lement citer la résolution sur le paramètre d’impact des traces, meilleure que 15 µm dans le plan r−φ (pour
des particules à |ηdet| = 0 et pT > 10 GeV).
3.2.3 Les détecteurs de pied de gerbe : CPS, FPS
Le détecteur de pied de gerbe est composé de 2 modules différents (voir figure 3.11) :
6. X0 désigne la longueur de radiation. La longueur de radiation intervient dans la formule de la perte d’énergie d’un électron
dans la matière par rayonnement de freinage (bremsstrahlung) : −
(
dE
dx
)
bremss
= E
X0
.
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• le "Central PreShower" (CPS) dans la partie centrale, couvrant la région |η| < 1.3 ;
• les "Forward PreShower" (FPS) dans les parties avant et arrière, pour 1.5 < |η| < 2.5 .
Avant d’atteindre le détecteur de pied de gerbe, une particule doit traverser la bobine, d’une épais-
seur d’environ 0.9X0 . Ainsi, les gerbes sont initiées dans le solénoïde (matière non instrumentée), et non
plus dans le calorimètre comme c’était le cas au Run I 7, ce qui dégrade la résolution en énergie des objets
calorimétriques (en particulier celle des électrons et des photons). En effectuant une mesure juste après la
bobine, le détecteur de pied de gerbe remplit une double fonction. D’une part, il permet de corriger l’énergie
perdue dans la bobine et d’extrapoler plus précisément les traces reconstruites dans le SMT + CFT jusqu’au
calorimètre. D’autre part, il facilite la réjection des jets lors de l’identification des électrons et des photons.
                             
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FIGURE 3.12 – Section d’un barreau de scintillateur utilisé dans les détecteurs de pied de gerbe (à gauche),
et agencement d’une couche de scintillateurs pour le CPS et le FPS (à droite).
Le CPS est intercalé dans l’espace de 5 cm entre le solénoïde et le calorimètre. Il est constitué d’un
radiateur en plomb d’une épaisseur de 1X0 , et de trois couches cylindriques de barreaux de scintillateur de
section triangulaire (voir figure 3.12). Chaque barreau est traversé par une fibre qui collecte et transporte la
lumière jusqu’à un guide de lumière, qui assure l’interface entre le matériau sensible et le VLPC. Les bar-
reaux de la première couche sont alignés dans l’axe du faisceau, et les barreaux des deux couches suivantes
forment un angle stéréo de ±24o avec l’axe z. Chaque couche contient 1280 fibres, interrompues en z = 0,
ce qui représente 2560 voies de lecture par couche.
Les FPS sont installés sur la paroi externe du cryostat des calorimètres avant et arrière. Un FPS est constitué
d’un absorbeur en plomb et acier (≡ 2X0) entouré par deux plans de détection, eux-même formés par deux
couches de scintillateurs. La plupart du temps,
• un électron laissera un signal de type "MIP" (Minimum Ionizing Particle) dans le premier plan de
scintillateurs, et la gerbe initiée dans l’absorbeur sera mesurée dans le second plan par plusieurs
barreaux d’une même couche ;
• un photon ne déposera pas d’énergie dans le premier plan de détection, et sera mesuré dans le second
plan de la même manière qu’un électron ;
• un hadron chargé traversera l’absorbeur sans développer de gerbe dans l’absorbeur, et un "MIP" sera
relevé dans chaque plan de scintillateurs.
7. Le solénoïde a été installé entre la fin du Run I et le commencement du Run II.
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3.2.4 Le calorimètre
Le calorimètre de DØ est constitué de 3 éléments, représentés sur la figure 3.13 et 3.15 :
• le calorimètre central (CC), jusqu’à |ηdet| < 1 ;
• la région inter-cryostat (ICR), entre le calorimètre central et les bouchons : 0.8 < |ηdet| < 1.4 ;
• les deux calorimètres bouchons, ou "End Cap" (EC), couvrant jusqu’à |ηdet| < 4 , où :
⋆ "ECN" désigne le bouchon Nord (ηdet < 0) ;
⋆ "ECS" correspond au bouchon Sud (ηdet > 0).
DØ's LIQUID-ARGON / URANIUM
CALORIMETER
1m
CENTRAL 
CALORIMETER
END CALORIMETER
Outer Hadronic
(Coarse)
Middle Hadronic
(Fine & Coarse)
Inner Hadronic
(Fine & Coarse)
Electromagnetic
Coarse Hadronic 
Fine Hadronic 
Electromagnetic
FIGURE 3.13 – Vue artistique du calorimètre de DØ. Les zones en gris, beige et jaune représentent respec-
tivement le SMT, le CFT et le solénoïde.
Le calorimètre de DØ est un calorimètre à échantillonnage : il est constitué d’une alternance de couches
absorbantes non instrumentées et de couches sensibles. Nous allons en décrire le principe de fonctionnement
au niveau de la cellule calorimétrique, qui représente la plus petite subdivision du calorimètre. Une cellule
(figure 3.14) est composée d’une plaque d’absorbeur en regard d’une électrode en cuivre, baignant dans
l’argon liquide. Lorsqu’une particule traverse une cellule, elle interagit avec la plaque d’absorbeur de densité
élevée. La nature de l’interaction dépend de la nature de la particule incidente et de son énergie. A très haute
énergie,
• un électron interagit par rayonnement de freinage, ou "bremsstrahlung" (émission de photons) ;
• un photon se matérialise sous forme de paire e+e− dans le champ nucléaire ;
• un hadron interagit par diffusion inélastique sur les noyaux, pouvant créer différents types de parti-
cules secondaires (π0, π± , protons, neutrons, fragments de noyaux, ...).
Les particules ainsi créées interagissent à leur tour dans la matière de l’absorbeur, produisant de nouvelles
particules d’énergie plus faible, et ainsi de suite : c’est le principe des interactions en cascade. On distingue
la cascade électromagnétique (initiée par un photon ou un électron, composée d’électrons et de photons) et
la gerbe hadronique (créée par un hadron, constituée non seulement de hadrons mais aussi de photons et
d’électrons : π0 → γγ , puis γ → e+e−,...).
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Après que la gerbe se soit développée dans la plaque d’absorbeur, les particules secondaires déposent leur
énergie dans le milieu actif, en ionisant les atomes d’argon. Grâce à la différence de potentiel appliquée
entre l’absorbeur (0 V) et l’électrode en cuivre (+2 kV), les charges produites par ionisation dérivent dans
le champ électrique de la cellule. Le temps mis par les électrons pour parcourir les 2.3 mm séparant l’ab-
sorbeur et l’électrode est de 450 ns, à comparer aux 396 ns entre deux collisions (au Run I, l’intervalle de
temps entre deux croisements de faisceaux était de 3500 ns).
Le choix de l’argon liquide en tant que milieu actif est motivé par sa faible énergie d’ionisation [61]
(15.76 eV), sa grande résistance aux radiations, l’excellente linéarité de la réponse et la finesse de la segmen-
tation pouvant être atteinte, ou encore les faibles coûts de production associés. L’argon liquide est maintenu
à une température nominale d’environ 90 K grâce à des cryostats entourant hermétiquement les modules
ECN, CC et ECS. En ce qui concerne le milieu absorbant, il s’agit pour l’essentiel des cellules d’uranium
appauvri. Dans certains compartiments, on utilise du cuivre ou encore de l’acier inoxydable (voir les ta-
bleaux 3.1 et 3.2). L’uranium possède en effet une courte longueur de radiation X0 ≃ 0.32 cm [64] (à
titre de comparaison, X0 = 0.56 cm pour le plomb et 1.76 cm pour l’acier), ainsi qu’une faible longueur
d’absorption hadronique λa ≃ 10.5 cm (comparé à 17.6 cm pour le plomb, et 16.8 cm pour l’acier), ce qui
confère au calorimètre une plus grande compacité.
Les caractéristiques des cellules (nature et épaisseur de la plaque d’absorbant, distance absorbeur-
électrode) ont été ajustées afin que la réponse du calorimètre soit compensée : on souhaite qu’un électron
et un pion de même énergie génèrent des signaux de même amplitude dans le calorimètre. Ceci était vérifié
au Run I [65]. Au Run II, étant donné la réduction de l’intervalle de temps entre deux collisions, le temps
d’intégration du signal provenant de la cellule a été réduit. Comme le temps de collection des charges est
sensiblement différent pour les gerbes électromagnétiques et hadroniques, le calorimètre n’est plus exacte-
ment compensé [66].
FIGURE 3.14 – Schéma de principe d’une cellule calorimétrique.
Le calorimètre central et les calorimètres bouchons sont constitués de plusieurs couches de cellules,
regroupées en trois compartiments : le compartiment électromagnétique (EM), le compartiment hadronique
à granularité fine (FH), et le compartiment hadronique grossièrement segmenté (CH). Dans la plupart des
couches, les cellules ont une taille∆η×∆φ = 0.1×0.1 . Dans les calorimètres CC et EC, la segmentation de
la troisième couche du compartiment électromagnétique est deux fois plus fine :∆η×∆φ = 0.05×0.05 , car
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c’est dans cette couche que l’extension latérale des gerbes électromagnétiques est maximale 8. Les cellules
sont regroupées en tours pseudo-projectives de taille ∆η ×∆Φ = 0.1× 0.1 (figure 3.15).
EM FH CH
Absorbeur (épaisseur en mm) Uranium (3) Uranium (6) Cuivre (46.5)
Nombre de couches 4 3 1
Épaisseur en longueur de radiationX0 ≃ 20 ≃ 96 ≃ 33
Épaisseur en longueur d’absorbtion λa ≃ 0.8 ≃ 3.1 ≃ 3.2
TABLE 3.1 – Caractéristiques du calorimètre central (CC), pour les compartiments électromagnétique (EM),
hadronique à granularité fine (FH), et hadronique grossièrement segmenté (CH) [57, 62, 63].
EM
IH MH OH
FH CH FH CH CH
Absorbeur (épaisseur en mm) U (4) U (6) Inox (46.5) U (6) Inox (46.5) Inox (46.5)
Nombre de couches 4 4 1 4 1 1
Épaisseur en longueur de radiationX0 ≃ 20 ≃ 122 ≃ 33 ≃ 115 ≃ 38 ≃ 65
Épaisseur en longueur d’absorbtion λa ≃ 0.9 ≃ 4.4 ≃ 4.1 ≃ 3.6 ≃ 4.4 ≃ 7
TABLE 3.2 – Caractéristiques d’un calorimètre bouchon (EC) [57, 62, 63]. Dans le tableau, "IH", "MH" et
"OH" désignent respectivement les modules hadroniques intérieur, milieu et extérieur du calorimètre EC,
représentés sur la figure 3.13.
La région inter-cryostat
Dans la région 0.8 < |ηdet| < 1.4 , l’acceptance du système calorimétrique est réduite à cause des cryo-
stats entourant les calorimètres CC, ECN, ECS. D’autre part, les nombreux cables de lecture et d’alimenta-
tion logés dans cette partie du détecteur représentent une épaisseur significative de matière non instrumentée,
et dégradent la résolution du calorimètre. C’est pourquoi deux sous-systèmes de détection supplémentaires
ont été installés dans cette région :
• les détecteurs sans absorbeur, ou "Massless Gaps" (MG) [67] : ils sont situés à proximité de la
paroi interne des cryostats, et couvrent les régions 0.8 < |ηdet| < 1.2 et 1 < |ηdet| < 1.3 pour les
détecteurs dans le cryostat CC et EC respectivement. Les cellules desmassless gaps ont globalement
la même structure que les cellules du calorimètre, mais la plaque d’absorbeur est remplacée par une
simple plaque conductrice (cuivre dans le CC, et cuivre + acier dans le EC) ;
• les détecteurs inter-cryostat (ICD) [68] : ils sont installés sur la paroi externe des cryostats EC, dans
la région 1.1 < |ηdet| < 1.4 . Les détecteurs ICD sont constitués de tuiles scintillantes de la même
taille que les cellules du calorimètre : ∆η×∆Φ = 0.1×0.1 . Chaque tuile est optiquement isolée de
la tuile voisine par un revêtement réfléchissant. Les signaux mesurés dans les tuiles sont envoyés à
des photo-multiplicateurs par l’intermédiaire de fibres à décalage spectral (ce qui permet d’éloigner
les photo-multiplicateurs de la région où règne un champ magnétique intense).
8. Au Run II, les gerbes électromagnétiques sont initiées dans le solénoïde et le radiateur en plomb du CPS, si bien que la
gerbe atteint son maximum dans la couche EM2, et non plus dans la couche EM3 plus finement subdivisée.
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FIGURE 3.15 – Représentation des tours géométriques pseudo-projectives selon η .
Résolution du calorimètre
La résolution en énergie, notée σE , correspond à la précision avec laquelle l’énergieE d’une particule
est mesurée dans le calorimètre. Dans un calorimètre à échantillonnage, la résolution se met sous la forme :(σE
E
)2
= C2 +
S2
E
+
N2
E2
(3.2)
La signification de chaque terme est donnée ci-dessous :
• C est appelé "terme constant", et tient compte de plusieurs facteurs : les défauts mécaniques dans la
conception (variations de l’épaisseur des matériaux), la non-uniformité de la collection des charges
d’ionisation, l’inter-calibration des cellules, les fluctuations de l’énergie déposée dans la matière en
amont ;
• S représente le "terme d’échantillonnage", qui est lié au caractère stochastique du développement
de la gerbe et du dépôt d’énergie dans l’argon (S est notamment fixé par la proportion relative entre
absorbeur et milieu actif) ;
• N est le "terme de bruit", auquel contribuent le bruit de l’électronique, la désintégration des noyaux
d’uranium, et l’empilement des événements.
La résolution du calorimètre a été mesurée au Run I au moyen de tests en faisceau [57, 69], pour les
différents modules des calorimètres CC et EC (voir tableau 3.3). Étant donné que ces tests n’ont pas été
reconduits au Run II, la résolution du calorimètre au Run II est évaluée par l’analyse des données (voir
tableau 3.4). La dégradation de la résolution entre le Run I et le Run II s’explique par plusieurs facteurs :
• le temps d’intégration du signal électrique au niveau des cellules a dû être réduit, pour les raisons
évoquées plus haut. Ce faisant, une partie de la composante neutronique des gerbes hadroniques est
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perdue. La charge collectée étant plus faible, elle est plus sensible aux fluctuations. Les termes S et
N s’en trouvent affectés ;
• l’électronique d’acquisition du calorimètre est plus bruyante au Run II qu’au Run I, ce qui a pour
effet d’augmenter le terme N ;
• l’introduction du solénoïde et des détecteurs de pied de gerbe en amont du calorimètre, d’une épais-
seur de 2 à 4 X0 selon l’angle d’incidence de la particule, induit un accroissement du terme C.
TABLE 3.3 – Paramètres de la résolution du calorimètre au Run I pour les électrons et les pions, déterminés
par des tests en faisceau [57, 71] .
e (CC) π (CC) e (EC) π (EC)
C 0.004± 0.001 ≃ 0.045 0.003± 0.003 0.044± 0.001
S (GeV1/2) 0.140± 0.003 ≃ 0.47 0.157± 0.006 0.501± 0.008
N (GeV) 0.44± 0.02 ≃ 0.8 0.29± 0.03 ≃ 0.975
TABLE 3.4 – Paramètres de la résolution du calorimètre au Run II pour les électrons et les jets (pour un cône
de rayon 0.7), déterminés dans des échantillons de données Z → ee et dijet respectivement [72, 73] .
e (CC) jet (|η| < 0.4) e (EC) jet (2.4 < |η| < 2.8)
C 0.031± 0.001 ≃ 0.049 0.028± 0.001 ≃ 0.068
S (GeV1/2) 0.24± 0.01 ≃ 0.757 0.27± 0.01 ≃ 0.523
N (GeV) 0.47± 0.09 ≃ 0.86 0.73± 0.07 ≃ 0.86
3.2.5 Le spectromètre à muons
Les muons sont des particules très peu ionisantes. Ils ne déposent que 2 à 3 GeV dans le calorimètre,
et sont détectés par le spectromètre à muons. Le spectromètre est constitué de plusieurs éléments [74] :
• les chambres à dérive, représentées à la figure 3.16(a) :
⋆ les PDTs (Proportional Drift Tubes) dans la partie centrale ;
⋆ les MDTs (Mini Drift Tubes) à l’avant et à l’arrière ;
• les compteurs à scintillation, décrits à la figure 3.16(b) ;
• un ensemble d’aimants toroïdaux, générant un champ magnétique de 1.8 T.
Le système de détection central est constitué de 3 plans de détection appelés couches A, B et C. La
couche A est située à l’intérieur du toroïde, contrairement aux couches B et C. Chacune des couches est
constituée d’un ensemble des chambres/tubes à dérive (PDT ou MDT) et de scintillateurs.
Les chambres à dérive (PDTs)
Les chambres à dérive (PDTs) sont subdivisées en cellules. Les PDTs de la couche A comptent 4×24 =
96 cellules (4 cellules dans le sens de l’épaisseur), contre 3× 24 = 72 pour les PDTs des couches B et C. A
l’intérieur de chaque cellule se trouvent un fil d’anode, porté à un potentiel de 4.7 kV, et deux cathodes (ou
"pads"), au potentiel de 2.3 kV. Au sein d’une même couche de cellules, les fils d’anode sont reliés 2 à 2.
Les cellules contiennent un mélange gazeux composé de 84% d’argon, 8% de méthane et 8% de CF4 , qui
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(a) Vue éclatée des chambres à dérive du spectromètre à muons.
(b) Vue éclatée des scintillateurs du spectromètre à muons.
FIGURE 3.16 – Le spectromètre à muons de DØ.
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circule avec un débit de 200 litres par minute 9. Dans ces conditions de fonctionnement, le temps de dérive
des électrons produits par ionisation est de l’ordre de 500 ns. Plusieurs informations sont extraites lorsqu’une
cellule est traversée par un muon : le temps de dérive des électrons d’ionisation, la charge collectée sur les
cathodes, et enfin la différence de temps de propagation du signal d’une extrémité du fil d’anode à l’autre.
La précision sur la distance de dérive est de l’ordre de 1 mm. En ce qui concerne la localisation sur le fil
d’anode, un impact proche de l’électronique de lecture sera résolu avec une précision moindre qu’un impact
plus éloigné 10.
Les mini-tubes à dérive (MDTs)
Les MDTs sont également arrangés sous forme de plans de détection A, B et C. Le plan A est constitué
de 4 couches de mini-tubes, alors que les plans B et C n’en contiennent que 3 couches. Les 3 plans de MDTs
couvrent la région 1 < |η| < 2.15 . Un MDT est constitué d’un compartiment en aluminium divisé en 8
cellules de section carrée 9.4mm×9.4mm (voir figure 3.17). Le fil d’anode placé au centre de la cellule est
connecté à la masse, et la cathode est portée à -3.2 kV. Dans le mélange gazeuxCF4−CH4 (90%−10%) , le
temps de dérive des électrons est de l’ordre de 50 ns. La résolution spatiale sur la position du point d’impact
est d’environ 0.7 mm.
FIGURE 3.17 – Vue en coupe d’un mini-tube à dérive.
Les compteurs à scintillation
Le spectromètre est équipé de trois groupes de compteurs à scintillation :
• les compteurs "Aφ", dans la partie centrale. Ils sont placés juste en amont de la couche A des PDTs,
et couvrent l’intervalle |η| < 1. Ces 630 scintillateurs sont suffisamment rapides pour participer au
déclenchement (leur résolution en temps est de l’ordre de 2 ns). Ils permettent notamment d’identifier
les muons qui s’arrêtent dans le toroïde (non détectés par les couches B et C) ;
• les détecteurs de rayons cosmiques (supérieurs, latéraux et inférieurs), dans la partie centrale. Ils sont
installés sur la couche de PDTs la plus externe (couche C). Leur temps de réponse rapide permet
d’associer le signal d’un PDT avec le bon croisement de faisceau. Ils sont au nombre de 372 ;
• les compteurs des parties avant et arrière du spectromètre, pour 1 < |η| < 2. Ils sont disposés à
l’intérieur de la couche A, et à l’extérieur des couches B et C. Ces détecteurs sont utilisés pour le
déclenchement.
Les signaux des compteurs à scintillation sont envoyés vers des photo-multiplicateurs. La segmentation en
φ de ces détecteurs est identique à la segmentation en φ du système de déclenchement du CFT, à savoir 4.5˚.
9. La circulation du mélange gazeux empêche que les vapeurs émanant des cathodes ne se déposent sur les fils d’anode.
10. Pour des temps de propagation t1 et t2 entre le point d’impact et les deux extrémités de l’anode, la différence
∆t = t2 − t1 est d’autant mieux déterminée que t1 et t2 sont grands.
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Le blindage
Trois sources de bruit de fond engendrent des signaux parasites dans le détecteur de muons :
• des fragments de protons (ou d’antiprotons) diffusent dans les parties extrêmes des bouchons du ca-
lorimètre ou dans le tube à vide, et interagissent avec la couche de détection interne du spectromètre ;
• les partons spectateurs peuvent interagir dans les aimants quadrupolaires entourant le tube à vide,
créant ainsi un signal dans les plans de détections externes ;
• les particules du halo accompagnant les faisceaux de protons et d’antiprotons peuvent également
traverser le spectromètre.
C’est pourquoi un blindage a été installé autour du tube à vide et des aimants quadrupolaires, dans la
région située entre les bouchons du calorimètre et les murs du hall de collision (voir figure 3.8). Ce blindage
permet de réduire l’occupation des détecteurs d’un facteur 2, et l’énergie moyenne déposée d’un facteur 50
à 100. Le blindage est constitué de couches de fer (50 cm), de polyéthylène (12 cm) et de plomb (5 cm). Le
fer absorbe les électrons, les photons (X0 = 1.76 cm) et les hadrons (λa = 16.8 cm), le polyéthylène stoppe
les neutrons, et le plomb absorbe les photons.
3.2.6 Définition et mesure de la luminosité
Pour un processus de section efficace σ , le nombre d’événements produits par unité de temps est donné
par : dNdt = L×σ , où L désigne la luminosité instantanée. La luminosité instantanée délivrée par le Tevatron
est définie de la façon suivante :
L = fBNpNp¯ 3γr
β∗(εp + εp¯)
H
(
σl
β∗
)
(3.3)
où :
• f est la fréquence de rotation des paquets de protons et d’antiprotons ;
• B correspond au nombre de paquets dans un faisceau ;
• Np et Np¯ désignent respectivement le nombre de protons et d’antiprotons par paquet ;
• εp et εp¯ représentent les émittances transverses des paquets ;
• γr est le facteur relativiste gamma ;
• H est un facteur de forme dit "facteur de forme sablier" (hourglass factor) ;
• σl correspond à la taille longitudinale des paquets ;
• β∗ représente la valeur de la fonction beta au point d’interaction.
TABLE 3.5 – Caractéristiques des faisceaux de protons et d’antiprotons au Run IIa, données pour une lumi-
nosité instantanée de L ≃ 2× 1032 cm−2sec−1 (les émitances sont indiquées en mm.mrad) [75].
f (kHz) B Np Np¯ γr εp εp¯ σl (cm) β∗ (cm) H
47.713 36 ≃ 270× 109 ≃ 70× 109 1045 20π 15π 37 35 ≃ 0.7
Toutefois, cette formule ne peut pas être utilisée car les caractéristiques du faisceau évoluent en perma-
nence au cours du temps, et ne sont pas mesurables avec une précision suffisante. La luminosité instantanée
est mesurée par deux compteurs appelés luminomètres, que l’on décrira dans la section suivante. Les lumino-
mètres Nord et Sud sont situés à proximité du faisceau, et détectent les collisions inélastiques. En mesurant
la fréquence Rc des coïncidences entre les modules Nord et Sud, il est possible de remonter à la luminosité
instantanée grâce à la méthode du "comptage des zéros" [76, 77]. Le nombre de diffusions inélastiques par
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croisement de paquets est régi par une loi de Poisson :
P(N) = ν
N
N !
e−ν , avec ν =
σinel × L
f
f : fre´quence de croisement des paquets (3.4)
Or le signal des luminomètres est un signal "binaire" : lors d’un croisement, les compteurs sont en mesure
de déterminer s’il y a eu ou non interaction, mais ne peuvent distinguer les interactions uniques et les
interactions multiples. Autrement dit, seule la probabilité P(0) peut être caractérisée par les luminomètres,
d’où le nom de "comptage des zéros" :Rc = f [1−Pc(0)] . La probabilité de ne pas mesurer de coïncidence
entre les luminomètres Nord et Sud s’exprime de la façon suivante :
Pc(0) = e−
σNS×L
f ×
[
e
−σN×L
f + e
−σS×L
f − e−
σN×L
f × e−
σS×L
f
]
(3.5)
Dans cette expression,
• σNS est la section efficace associée aux diffusions inélastiques provoquant des coïncidences entre
les luminomètres Nord et Sud. C’est une section efficace "effective", i.e. corrigée par l’acceptance
et l’efficacité de détection (voir plus bas)
• σN(S) est la section efficace effective associée aux diffusions pour lesquelles seul le luminomètre
Nord (Sud) est touché par un ou plusieurs antiprotons (protons) diffusés. Par symétrie, on a :
σN = σS ≡ 12 σss ("ss" pour single sided).
Ainsi, l’équation ci-dessus prend la signification :
Pc(0) = PNS(0)︸ ︷︷ ︸
0 diffusion coincidente
× [PN (0) + PS(0)− PN (0)× PS(0)]︸ ︷︷ ︸
0 diffusion fortuite
(3.6)
Les mesures du taux de coïncidences Rc sont segmentées en intervalles de 60 secondes, appelés blocs
de luminosité (Luminosity Blocks). Le taux Rc est moyenné sur la durée du bloc, car la variation de lu-
minosité instantanée au sein d’un bloc est négligeable. La valeur de Rc est affectée par les coïncidences
occasionnées par des particules du halo, et est corrigée en conséquence [76].
On distingue trois catégories de diffusion inélastique :
• les diffusions non diffractives (ND), ou diffusions dures ("Hard Core scattering") ;
• les diffusions diffractives simples (SD), conduisant à la dissociation du proton ou de l’antiproton ;
• les diffusions doublement diffractives (DD), où le proton et l’antiproton sont tous deux dissociés.
Comme mentionné précédemment, les sections efficaces utilisées dans le calcul de Pc(0) sont des sections
efficaces effectives, corrigées des effets d’acceptance et d’efficacité des luminomètres :
A×σinel = ASD×σSD+ADD×σDD+AND×(σinel − σSD − σDD) , σeffinel = ǫ×A×σinel (3.7)
Le tableau 3.6 répertorie les valeurs numériques des différentes contributions. La section efficace inélas-
tique σinel , commune aux expériences CDF et DØ, est calculée à partir des résultats de E710, E811 et CDF
(mesure effectuée à 1.8 TeV, puis extrapolée à 1.96 TeV). Les acceptances et les efficacités sont calculées
par simulation [79]. L’incertitude sur le calcul de la luminosité instantanée est de 6.1% [80]. La contri-
bution dominante provient des incertitudes sur les sections efficaces inélastiques. Une incertitude liée au
vieillissement des scintillateurs du luminomètre est également prise en compte.
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TABLE 3.6 – Sections efficaces des processus de diffusion inélastiques, et sections efficaces effectives [79].
Les valeurs sont indiquées en mb.
σinel σSD σDD σNS ≡ σeffNS σss ≡ σeffss
60.7± 2.4 9.6± 0.5 7.2± 2.0 48.0± 2.6 9.4
Les luminomètres
Le système de mesure est constitué de deux luminomètres installés de part et d’autre de la zone d’in-
teraction devant les calorimètres bouchons, à z = ±1.4 m, et couvrent la region 2.7 < |η| < 4.4 (voir
figure 3.18). Chaque moniteur est formé d’un disque de scintillateur de 15 cm d’épaisseur, segmenté en 24
secteurs. Chaque secteur est lu par un photo-multiplicateur résistant aux radiations et capable de fonctionner
dans un champ magnétique intense. La résolution en temps des détecteurs est de l’ordre de 0.3 ns. Les lumi-
nomètres permettent à la fois de mesurer la luminosité instantanée, le taux de halo des faisceaux de protons
et d’antiprotons, et la position approximative du vertex le long de l’axe z : zV = c2(tN − tS) .
(a) Agencement des luminomètres. (b) Vue de face des 24 scin-
tillateurs d’un luminomètre. Les
points rouges symbolisent la posi-
tion des photo-multiplicateurs.
FIGURE 3.18 – Positionnement et représentation schématique des moniteurs de luminosité.
La prise de données du Run II a démarré en avril 2001. Les luminosités instantanée et intégrée délivrées
depuis cette date sont respectivement représentées sur les figures 3.19(a) et 3.19(b).
3.3 Le système de déclenchement (trigger)
Au Run II, les paquets de protons et d’antiprotons se croisent toutes les 396 ns, ce qui équivaut à une
fréquence de croisement de 2.5 MHz. La grande majorité des collisions produisent des événements de type
multijet QCD si bien que les événements rares, et par conséquent intéressants du point de vue de la phy-
sique, sont difficiles à identifier. Parmi les événements rares, on peut citer les événements mettant en jeu une
paire de quarks top, un quark top célibataire (single top), une paire de bosons électrofaibles, l’hypothétique
boson de Higgs, ou encore les non moins hypothétiques particules supersymétriques.
Le temps de calcul nécessaire à la reconstruction complète des événements ne permet d’enregistrer sur
disque que 50 événements par seconde, à comparer aux 2.5 millions de croisements se produisant chaque
seconde. Le but du système de déclenchement consiste donc à sélectionner "50 événements rares par se-
conde". Pour parvenir à un tel facteur de réduction, le système de déclenchement de DØ est organisé en
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(a) Luminosité instantanée initiale (mesurée en début de store).
(b) Luminosité intégrée au Run II. Les plateaux correspondent aux périodes d’arrêt du Tevatron (shutdown),
pendant lesquelles des améliorations sont apportées au complexe d’accélération ainsi qu’aux détecteurs DØ et
CDF.
FIGURE 3.19 – Evolution des luminosités instantanée et intégrée en fonction du temps.
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trois niveaux, qui effectuent successivement des sélections de plus en plus élaborées. Les trois niveaux sont
coordonnés par le Trigger Framework. L’architecture du système de déclenchement est représentée par l’or-
ganigramme de la figure 3.20(a).
(a) Vue d’ensemble du système de déclenchement.
Level2Detector Level1
Framework
TriggerLumi L2
Global
L2MUO
L2STT
L2CTT
L2PS
L1CTT
L1MUO
L1FPDFPD
MUO
SMT
CFT
CAL L1CAL
CPS
FPS
L2CAL
(b) Représentation schématique des niveaux 1
et 2. Les flèches indiquent le trajet des données.
FIGURE 3.20 – Architecture du système de déclenchement.
Chaque niveau est caractérisé par un ensemble de "conditions de déclenchement". Une condition de dé-
clenchement peut utiliser l’information venant d’un ou plusieurs sous-détecteurs. Les triggers sont construits
à partir des conditions de déclenchement. En général, un trigger possède des conditions de niveau 1, 2 et 3,
et peut dans certains cas combiner plusieurs conditions par niveau.
3.3.1 Le niveau 1 (L1)
Afin d’opérer à une cadence très élevée (≃ 2 MHz de données en entrée), le premier niveau de dé-
clenchement est entièrement implémenté au niveau hardware. La valeur d’une condition (vrai/faux) est
déterminée par des composants pré-programmés qui analysent les signaux analogiques des sous-détecteurs.
Le niveau L1 ne peut se permettre d’utiliser des algorithmes 11 programmés dans des micro-contrôleurs,
11. Cette remarque n’est plus valable pour le système de déclenchement du Run IIb.
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contrairement au niveau 2. Le premier niveau comporte 256 conditions de déclenchement, à partir des-
quelles sont définis 128 triggers. Il faut environ 3.3µs pour que toutes les conditions soient déterminées, ce
qui représente près de 9 croisements de faisceaux. Afin de minimiser le temps mort, l’information complète
provenant de chaque sous-détecteur est stockée dans une mémoire tampon en attendant la décision prise par
le niveau 1 de garder ou rejeter l’événement (voir figure 3.20(a)). En cas de réponse positive, le système
transfère l’information au niveau suivant en ≃ 10µs. Ce temps mort fixe une limite supérieure sur la fré-
quence de déclenchement à 5 kHz. En fonctionnement nominal, la fréquence de déclenchement en sortie du
niveau 1 vaut environ 2 kHz.
Le déclenchement calorimétrique utilise des "tours de triggers" de taille ∆η×∆φ = 0.2× 0.2 . Deux
types de tours de trigger sont définies : les tours EM (incluant les couches électromagnétiques uniquement)
et les tours EM+FH (les couches CH, ICD et MG ne sont pas prises en compte par le système de déclenche-
ment). Les tours de trigger couvrent la totalité de l’acceptance du calorimètre, i.e. |ηdet| < 4 , mais seules les
tours situées à |ηdet| < 3.2 sont utilisées pour le déclenchement. Pour le Run IIa, un événement satisfait une
condition de déclenchement s’il existe un nombreN de tours vérifiant :ET,1 > EseuilT,1 , ... , ET,N > E
seuil
T,N .
Les seuils sont choisis parmi 4 valeurs prédéfinies (pour être plus précis, il existe 4 seuils pour les tours EM,
et 4 seuils pour les tours EM+FH). Ces conditions assez basiques ont été remplacées au Run IIb par un
algorithme plus performant, que l’on abordera dans la section 3.4.
Le déclenchement sur les traces utilise l’information des fibres axiales du CFT et du CPS, et l’infor-
mation complète du FPS (le SMT ne participe pas au déclenchement de niveau 1, comme l’indique la figure
3.20(b)). Les impacts sur les fibres du CFT sont comparés à un ensemble de 20000 modèles de traces pré-
programmés (une trace ne peut être déclarée compatible avec un modèle que si elle laisse des impacts dans
les 8 couches du CFT). Afin d’accélérer la reconnaissance des traces, les comparaisons sont effectuées à
l’intérieur de secteurs angulaires de 4.5o, et pour 4 intervalles en impulsion transverse. Pour chaque subdi-
vision, les 6 traces de plus grande impulsion transverse sont ensuite associées à d’éventuels impacts relevés
dans le CPS, et enfin dans le spectromètre à muons. Les traces du FPS sont reconstruites de manière indé-
pendante par une méthode similaire.
En ce qui concerne le déclenchement sur les muons, deux opérations sont effectuées. D’une part, les
traces reconstruites dans le trajectomètre central au niveau 1 sont associées aux impacts mesurés dans les
scintillateurs des couches A et/ou B du spectromètre à muons. D’autre part, les coups mesurés dans les
PDTs sont utilisés pour former des ébauches de trace. Les portions de trace sont utilisées pour confirmer les
impacts mesurés dans les scintillateurs. Les impacts confirmés des différentes couches sont alors associés.
Les triggers muons sont construits à partir de ces deux types de traces.
3.3.2 Le niveau 2 (L2)
Les conditions de niveau 2 sont élaborées par des pré-processeurs associés à chaque sous-détecteur.
Les pré-processeurs utilisent les informations provenant du niveau 1 ainsi que l’information issue des
sous-détecteurs qui a été stockée dans la mémoire tampon. Les objets physiques reconstruits par les pré-
processeurs sont envoyés à un processeur de décision appelé "L2Global", qui examine les corrélations entre
objets et décide de conserver ou non l’événement. Le temps de décision est de 100µs, et la fréquence de
déclenchement en sortie du L2 vaut 1 kHz (limite imposée par le temps de numérisation de l’information
calorimétrique [83]).
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Le déclenchement calorimétrique est basé sur la présence d’électrons, de photons ou de jets recons-
truits par des algorithmes simplifiés, ou encore sur l’énergie transverse manquante. Pour reconstruire les
jets, l’algorithme ordonne les tours de trigger EM+FH par ET décroissant. Les jets sont définis comme des
groupements de 5 × 5 tours centrés sur les tours vérifiant ET > 2 GeV. Pour reconstruire les électrons et
photons, l’algorithme ordonne dans un premier temps les tours EM par ET décroissant, et ne retient que
les tours dépassant 1 GeV. Pour chaque tour EM ainsi sélectionnée, l’algorithme recherche la tour voisine
de plus grande énergie transverse. Les tours ainsi appariées définissent les électrons/photons de niveau 2
(un critère d’isolation calorimétrique permet de réduire le bruit de fond). L’énergie transverse manquante
au L2 est calculée comme la somme vectorielle des tours de trigger sélectionnées au niveau 1. Plusieurs
seuils en énergie transverse peuvent être appliqués lors de calcul de E/T , définissant autant de conditions de
déclenchement.
Les pré-processeurs des détecteurs de pied de gerbe ont pour vocation de discriminer les électrons et les
photons, tout en assurant une grande réjection des hadrons chargés. Ils utilisent les impacts dans la couche
axiale du CPS (qui ont été associés ou non à une trace CFT au L1), les impacts dans les fibres stéréo du CPS
(non exploités au L1), et les impacts dans le FPS [81]. Les impacts des couches axiales et stéréo ayant des
coordonnées (η, φ) compatibles avec le passage d’une particule sont regroupés en amas. Si l’impact axial
d’un amas est associé à une trace CFT, alors la particule est reconnue comme un électron. Sinon, il s’agit
d’un photon.
Au niveau 2, le système de déclenchement des traces exploite en parallèle l’information des détecteurs
SMT et CFT. D’une part, le SMT est employé pour affiner la reconstruction des traces CFT de niveau 1.
Une enveloppe est tout d’abord construite autour de chaque trace CFT. Un impact SMT est associé à la trace
CFT s’il est contenu dans cette enveloppe (seuls les coups enregistrés dans les 4 couches axiales de silicium
sont considérés). Lorsqu’au moins 3 impacts SMT sont associés à une trace CFT, celle-ci est réajustée. Le
nouvel ajustement est réalisé à partir de tous les impacts laissés dans le SMT, et de seulement 2 des impacts
laissés dans le CFT : le plus interne et le plus externe. Grâce à la résolution élevée du SMT, le paramètre
d’impact des traces est calculé avec une résolution d’environ 20µm, ce qui permet de détecter dès le niveau
2 la présence de hadrons de saveur lourde. Des pré-processeurs calculent l’angle azimutal φ et l’isolation de
ces traces SMT+CFT. Les caractéristiques d’isolation permettent notamment au système de déclenchement
d’identifier les leptons τ . D’autre part, ces même pré-processeurs recalculent de manière indépendante les
caractéristiques des traces CFT de niveau 1 : pT , φ, isolation.
Les pré-processeurs dédiés aux muons L2 déterminent les caractéristiques (η, φ, pT, ...) des muons L1
avec une précision accrue. Pour cela, ils utilisent la calibration du spectromètre et les temps de passage dans
les différentes couches du détecteur à muons.
3.3.3 Le niveau 3 (L3)
La fréquence de déclenchement en sortie du niveau 3 est limitée à 50 Hz, car la reconstruction complète
d’un événement hors-ligne est effectuée en ≃15 ms. Au-delà de 50 Hz, la reconstruction hors-ligne ne peut
plus suivre la cadence. Lorsqu’un trigger de niveau 2 est déclenché, les données de tous les sous-détecteurs
sont transférées vers une ferme de PC. Une reconstruction partielle de l’événement y est effectuée. La dé-
cision de rejeter ou de conserver l’événement est prise moins de 235 ms après la décision de niveau 2. Un
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événement est conservé lorsqu’au moins un trigger a été déclenché au niveau 3. Dans ce cas, l’événement
est enregistré sur une bande magnétique et pour être ensuite intégralement reconstruit hors-ligne.
Les algorithmes de reconstruction mis en œuvre au niveau 3 sont proches de ceux utilisés dans la re-
construction hors-ligne. Nous nous contenterons d’évoquer quelques aspects de la reconstruction des objets
calorimétriques (la reconstruction des traces et des muons est discutée dans la référence [58]) :
• les jets et les électrons sont reconstruits avec un algorithme de "simple cône" (décrit au paragraphe
4.4). Contrairement aux objets L1 et L2, la reconstruction des objets L3 est effectuée à partir de
l’énergie calorimétrique mesurée par l’électronique de précision. Deux facteurs permettent d’amé-
liorer notablement la résolution en énergie par rapport aux niveaux de déclenchement inférieurs :
la connaissance de la position du vertex (avec une résolution de 0.5 mm selon l’axe z), et dans une
moindre mesure la suppression des cellules bruyantes du calorimètre ;
• l’énergie transverse manquante est calculée en deux temps. Au début de la reconstruction, la position
du vertex est encore inconnue. Elle est donc fixée à (0,0,0) par défaut. Pour optimiser le temps de
calcul, l’algorithme forme des "couronnes en η" en regroupant toutes les cellules EM+FH ayant
même pseudo-rapidité. Puis E/T est calculée à partir de ces couronnes, par rapport au vertex (0,0,0).
Une fois que la position du vertex a été calculée au niveau 3, l’énergie transverse de chaque couronne
peut être corrigée très rapidement, ainsi que l’énergie transverse manquante.
3.4 Le déclenchement calorimétrique de niveau 1 au Run IIb
A l’occasion de la période d’arrêt du Tevatron au printemps 2006 (qui marque la fin du Run IIa), une
partie de l’électronique du système de déclenchement calorimétrique de niveau 1 (L1Cal) a été remplacée
pour faire face à l’augmentation de la luminosité instantanée 12 [82, 83]. Les performances du nouveau sys-
tème de déclenchement calorimétrique (L1Cal2b) ont été testées au cours d’une période de commissioning.
Les résultats qui vont être présentés dans cette section ont été obtenus dans le cadre du commissioning, entre
les mois de juin et d’août 2006.
L’organigramme de la figure 3.21 représente le dispositif électronique du niveau L1Cal2b utilisé au
Run IIb. On y distingue :
• les pré-amplificateurs de charge [84] (en amont, non représentés sur la figure, non modifiés au Run
IIb). Ils fournissent un signal électrique dont le temps de montée correspond au temps de dérive des
électrons dans l’argon des cellules calorimétriques, à savoir≃ 450 ns, et dont le temps de relaxation
vaut 15 µs ;
• les cartes BLS [84] (Base Line Subtractor, non modifiées au Run IIb). Le signal provenant des
pré-amplificateurs de charge est tout d’abord dédoublé pour être envoyé vers deux voies de lecture
indépendantes : la chaîne d’acquisition de précision (encore appelée électronique hors-ligne ou "off-
line") et la chaîne d’acquisition pour le déclenchement (en ligne, ou "online").
Le signal destiné à l’électronique de précision passe dans un module de mise en forme, il est sous-
trait de la "base line" (énergie résiduelle provenant des collisions précédentes, mesurée 396 ns plus
tôt), puis est stocké dans une mémoire analogique (SCA pour Switch Capacitor Array) en attendant
12. Le temps de croisement initialement prévu pour le Run IIb était de 132 ns. Le système de déclenchement du Run IIb a donc
été conçu pour fonctionner avec un temps de croisement 3 fois plus court qu’au Run IIa.
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la décision du niveau 1 de déclenchement.
Dans la voie de lecture destinée au déclenchement, des filtres RC passe-haut sont utilisés pour rac-
courcir les temps de montée (120 ns) et de descente (400 ns) des impulsions de tensions. Dans le
système de déclenchement, les cellules sont regroupées en tours de déclenchement ("TT" pour tours
de trigger). Une tour de déclenchement rassemble 4 tours géométriques pseudo-projectives, formant
un pavé de taille ∆η × ∆φ = 0.2 × 0.2 . On compte 1280 tours EM et 1280 tours FH, contenant
respectivement des cellules des compartiments EM et FH du calorimètre. Les signaux analogiques
des tours de trigger, obtenus en ajoutant les signaux des cellules appropriées, sont synchronisés pour
arriver simultanément dans les différentes cartes ADF ;
• les cartes ADF [90, 91] (Analog to digital converter and Digital Filter board, remplacent les cartes
Calorimeter Trigger Front End utilisées au Run IIa). Les énergies des tours de trigger y sont d’abord
numérisées par des modules ADC (Analog to Digital Converter). Le signal numérique en "coups
ADC bruts" est envoyé dans un filtre numérique qui supprime les bruits haute fréquence (introduits
par l’électronique) et basse fréquence (liés aux variations lentes de la base line). L’énergie en "coups
ADC bruts" est enfin convertie en énergie transverse, mesurés en "coups ADC", de sorte que 1 coup
ADC corresponde à une énergie transverse de 0.25 GeV ;
• les cartes TAB [83, 85] (Trigger Algorithm Board, ajoutées au Run IIb). Chacune des 8 cartes TAB
reçoit des données de la part de 30 cartes ADF, et traite 40×12 tours dans l’espace η × φ . Dans
cette portion de l’espace, la carte TAB reconstruit les électrons, jets et taus à partir des signaux
numérisés de tours de trigger. L’algorithme de reconstruction, implémenté dans des composants
programmables de type FPGA (Field-Programmable Gate Array), est appelé algorithme de "fenêtre
glissante" (sliding windows) et sera présenté à la section suivante ;
• une carte GAB (Global Algorithm Board, ajoutée au Run IIb) : elle centralise les informations en-
voyées par les différentes cartes TAB. Le GAB construit les conditions de déclenchement relatives
aux électrons, jets, taus et E/T , puis les envoie au trigger framework où sont élaborés les triggers.
FIGURE 3.21 – Schéma de principe du système de déclenchement L1Cal2b. Le rôle des cartes BLS, ADF,
TAB et GAB est explicité dans le texte.
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3.4.1 L’algorithme de fenêtre glissante (sliding windows)
Le principe d’un algorithme de fenêtre glissante, initialement développé par la collaboration ATLAS
[86], consiste à balayer l’espace des tours de trigger à la recherche de maxima d’énergie transverse. Le
balayage est effectué au moyen d’une fenêtre mobile appelée "région d’intérêt" (ROI) qui se déplace dans
l’espace (η, φ). Un objet L1 est reconstruit lorsque l’énergie contenue dans fenêtre présente un maximum
local. Le principe de fonctionnement de l’algorithme est décrit dans la figure 3.22(a), dans le cas particulier
de la reconstruction des jets. Les spécificités des algorithmes de reconstruction des électrons et des leptons
τ sont abordées dans les références [91, 85], et ne seront pas discutées ici. Un algorithme de fenêtre glissante
est caractérisé par trois paramètres : la taille de la région d’intérêt, l’espacement minimal entre 2 maxima
locaux (i.e. entre 2 objets L1), et enfin la dimension de l’objet L1. L’algorithme de reconstruction des jets
L1 est un algorithme de type "2,1,1" (voir figure 3.22(c)) :
• la région d’intérêt est un carré de 2× 2 tours ;
• deux jets L1 doivent être espacés de plus de 1 tour ;
• lorsqu’une ROI est identifiée comme un maximum local, un jet L1 est construit à partir des tours
contenues dans la ROI ainsi que dans une couronne de 1 tour de largeur autour de la ROI.
3.4.2 Mesure de l’efficacité de déclenchement des jets
Au Run IIb, les conditions de déclenchement sur les jets de niveau 1 sont appelées "CSWJT(n,x,y)" :
• "C", "SW" et "JT" font allusion à "Calorimeter", "Sliding Windows" et "JeT" ;
• "n" désigne le nombre de jets reconstruits par l’algorithme au-dessus du seuil de déclenchement ;
• "x" correspond au seuil de déclenchement sur l’énergie transverse des jets L1 (en GeV) ;
• "y" indique la borne supérieure sur la pseudo-rapidité des tours de trigger utilisées.
Afin de s’assurer du bon fonctionnement de l’algorithme de fenêtre glissante, il convient de mesurer l’effi-
cacité de déclenchement des conditions CSWJT(n,x,y). Dans l’étude présentée ci-dessous, on se restreindra
aux conditions de type "CSWJT(1,x,3.2)", où le seuil x peut prendre les valeurs suivantes : 8, 10, 15, 20, 25,
30 et 45 GeV.
L’efficacité de déclenchement ε est définie comme la probabilité qu’un jet reconstruit offline déclenche
la condition CSWJT(1,x,3.2). Pour calculer cette efficacité, on procède en deux temps. Tout d’abord, on
sélectionne les jets offline reconstruits par l’algorithme de cône Run II (voir section 4.4). Ces jets doivent
ensuite vérifier des critères d’identification : ceci permet de rejeter les jets engendrés par des bruits dans
l’électronique de précision. Comme les critères d’identification spécifiques au Run IIb n’étaient pas encore
disponibles, les critères développés au Run IIa ont été utilisés, exception faite de la "confirmation L1" (voir
paragraphe 4.5 pour de plus amples informations). Un jet est dit "confirmé au niveau 1" lorsque l’énergie du
jet mesurée par l’électronique L1 est au moins égale à la moitié de l’énergie mesurée par l’électronique de
précision. L’utilisation de jets "confirmés au niveau 1" conduirait à surestimer très fortement l’efficacité de
déclenchement.
Puis, pour chaque jet offline de coordonnées (ηoff , φoff ), on détermine si la condition de déclen-
chement de niveau 1 a été satisfaite. Pour cela, on utilise l’ensemble des jets L1 reconstruits par l’algo-
rithme de fenêtre glissante. S’il existe un jet L1 repréré par (ηL1, φL1) vérifiant simultanément EL1T > x et
∆R =
√
(ηoff − ηL1)2 + (φoff − φL1)2 < 0.5 , alors on considère que le jet offline a déclenché la condi-
tion CSWJT(1,x,3.2). Étant donné que les coordonnées (ηL1, φL1) des jets L1 sont calculées par rapport au
centre du détecteur, on adoptera le même choix pour repérer les jets offline.
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(a) Illustration du fonctionnement de l’algorithme de sliding windows [91]. La figure de gauche représente l’énergie transverse des
tours de trigger (TT). L’algorithme construit les régions d’intérêt (figure intitulée "ROI space"). Le contenu de la ROI de coordonnées
(n,m) est obtenu en positionnant le centre de la fenêtre glissante sur la tour (n,m) , et en sommant l’énergie transverse des 4 tours
contenues dans la fenêtre (représentée en rouge sur la figure 3.22(b)). Ensuite, les maxima locaux ("LM") sont déterminés dans
l’espace "ROI" en appliquant le masque illustré à la figure 3.22(c). La dernière étape consiste à construire les jets L1 : leur position
en (η, φ) est donnée par la position des maxima locaux, et leur énergie transverse est calculée en sommant l’énergie transverse des
tours contenues dans les régions rouge et verte entourant les maxima locaux (voir figure 3.22(b)). Dans les trois figures de droite, les
régions grisées représentent les régions inaccessibles pour l’algorithme.
(b) Régions utilisées par l’algorithme de sliding windows pour recons-
truire les jets L1. Chaque cellule correspond à une tour de trigger. La ré-
gion d’intérêt est représentée en rouge (son centre est symbolisé par une
croix). Les régions vertes et rouges interviennent dans le calcul de l’éner-
gie transverse des jets L1. Pour déterminer si une ROI est un maximum
local, on compare l’énergie transverse de la ROI avec celle des ROIs voi-
sines centrées sur les ronds (voir la légende des figures 3.22(a) et 3.22(c)).
(c) Motif utilisé pour déterminer les maxima
locaux. Une ROI (croix jaune) est défi-
nie comme un maximum local si son éner-
gie transverse est strictement supérieure à
celle des ROI bleues, et supérieure ou égale
à l’énergie transverse des ROI rouges. Le
choix du motif fixe l’espacement minimal
entre deux maxima locaux (ici ≥ 2 tours).
FIGURE 3.22 – Description de l’algorithme de fenêtre glissante (sliding windows) utilisé pour reconstruire
les jets au niveau 1.
- 73 -
CHAPITRE 3 : Le Tevatron et le détecteur DØ
L’efficacité de déclenchement ε dépend essentiellement de l’énergie transverse du jet offline et de sa
localisation dans le calorimètre. C’est pourquoi on étudiera les efficacités dans 3 régions différentes en ηdet :
CC : |ηdet| < 0.6 , ICR : 1.1 < |ηdet| < 1.5 , EC : 1.6 < |ηdet| < 2.7 (3.8)
Il reste à discuter de la paramétrisation ε(ET ) . Dans le cas idéal où E
offline
T = E
L1
T , ∀EofflineT (ce qui
sous-entend que l’énergie L1 et l’énergie offline peuvent être mesurées avec une précision arbitrairement
élevée), l’efficacité de déclenchement est nulle pour des jets offline d’énergie transverse inférieure au seuil de
déclenchement, et le déclenchement est 100% efficace au-dessus du seuil. La courbe ε(ET ) se résume alors
à une simple distribution de Heaviside (ou "step function"). La prise en compte de la résolution gaussienne
sur la mesure de l’énergie revient à convoluer la distribution de Heaviside par une distribution gaussienne.
La fonction analytique ε(ET ) ainsi obtenue est appelée "courbe de turn-on", et dépend de 3 paramètres :
ε(ET ) =
ε0
2
(
1 +Erf
(
ET − µ
σ
√
2
))
(3.9)
Dans l’équation 3.9, Erf désigne la "fonction erreur" définie comme la fonction de répartition de la distri-
bution gaussienne :
Erf(z) =
2√
π
∫ z
0
e−x
2
dx (3.10)
ε0 correspond à la valeur asymptotique de l’efficacité (pour ET ≫ 1), µ est le point d’inflexion de la
courbe de turn-on, et σ indique la rapidité avec laquelle l’efficacité transite de 0 à ε0 au voisinage du point
d’inflexion. La valeur du paramètre µ est d’autant plus proche du seuil de déclenchement que les chaînes
d’acquisition L1 et offline sont calibrées avec précision. Quant au paramètre σ , il est gouverné par "les
effets de résolution". Sa valeur est conditionnée par la calibration de l’électronique, mais également par les
performances de l’algorithme de reconstruction des jets L1. Le choix de l’algorithme de sliding windows a
d’ailleurs été motivé par les courbes de turn-on "abruptes" qu’il permet d’obtenir (faible valeur de σ). Le
caractère abrupt d’un turn-on est primordial pour la fréquence de déclenchement des triggers jets, en raison
de la décroissance exponentielle de la section efficace de production multijet QCD en fonction de l’énergie
transverse du jet.
3.4.3 Efficacité de déclenchement avant calibration L1Cal2b
Dans cette étude, on distinguera trois périodes de prise de données :
• la période A : elle s’étend du run 222484 (22 juin 2006) jusqu’au run 222782 (2 juillet 2006). Ce
sont les toutes premières données enregistrées au Run IIb. La nouvelle électronique du système
L1Cal2b (cartes ADF et TAB) n’est donc pas encore calibrée. Grâce aux données de la période A,
une calibration préliminaire a pu être déterminée [88], et a été implémentée le 13 juillet ;
• la période B : elle commence au run 223216 (13 juillet) et s’achève au run 223284 (17 juillet). Suite
à la calibration préliminaire, des résultats inattendus ont été observés dans les données de la période
B (voir sections 3.4.4 et 3.4.5). Entre la période B et le début de la période C, l’électronique a été
recalibrée par itérations successives ;
• la période C : elle correspond aux runs 223637, 223638 et 223639 (27 juillet), enregistrés avec la
calibration "finale".
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(a) Spectre en impulsion transverse non corrigée des jets of-
fline : en bleu, pour tous les jets offline, et en rouge pour les
jets offline associés à un jet L1 CSWJT(1,8,3.2).
(b) Efficacité de déclenchement du trigger CSWJT(1,8,3.2)
en fonction de pjetT pour les jets CC (rapport des histo-
grammes rouge et bleu de la figure 3.23(a)).
(c) Efficacité de déclenchement du trigger CSWJT(1,8,3.2)
en fonction de pjetT pour les jets ICR.
(d) Efficacité de déclenchement du trigger CSWJT(1,8,3.2)
en fonction de pjetT pour les jets EC.
FIGURE 3.23 – Efficacités de déclenchement du trigger CSWJT(1,8,3.2) pour les jets CC, ICR et EC, me-
surées pour la période A (avant la calibration de l’électronique du système L1Cal2b).
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Les mesures d’efficacité de déclenchement vont être présentées par ordre chronologique. Pour com-
mencer, la figure 3.23 illustre les résultats obtenus avec les données de la période A pour la condition de de
déclenchement CSWJT(1,8,3.2). Plusieurs remarques peuvent être formulées ici.
Les inefficacités de déclenchement observées dans les figures 3.23(c) et 3.23(d) pour certains jets of-
fline de grande énergie transverse sont causées par des bruits dans l’électronique de lecture. En effet, des jets
offline peuvent être engendrés par des "tours chaudes" 13, mais ils ne sont pas associés à des jets L1 car les
chaînes d’acquisition L1 et offline sont totalement dissociées, et ne sont pas affectées par les mêmes bruits.
Mises à part ces pertes d’efficacités ponctuelles, le déclenchement CSWJT(1,8,3.2) est 100% efficace pour
les jets de grande énergie transverse. Dans l’ICR, la résolution en énergie du calorimètre n’est pas exacte-
ment gaussienne [73], si bien que l’efficacité de déclenchement ε(ET ) ne suit pas exactement une courbe de
turn-on. Ceci explique la valeur "erronée" de l’efficacité asymptotique ε0 ≃ 97.4% obtenue par ajustement.
Pour un seuil de déclenchement de 8 GeV, le point d’inflexion µ de la courbe de turn-on est situé à
10.5 GeV pour les jets CC, 14.6 GeV pour les jets ICR et 7.6 GeV pour les jets EC. Comme les données de
la période A ont été enregistrées avant la calibration de l’électronique du système L1, ces décalages ne sont
pas inattendus.
D’autre part, l’absence de calibration ou plus exactement l’absence d’inter-calibration entre les tours
de trigger influe directement sur la résolution en énergie des jets L1. Une bonne résolution en énergie se
traduit, pour la courbe de turn-on, par une faible valeur du paramètre σ . On s’attend donc à ce que la
calibration opérée à la fin de la période A ait pour effet de diminuer σ . La calibration de l’électronique
offline conditionne également la valeur de ce paramètre. C’est ce qui explique que σICR (7.7 GeV) soit
nettement supérieure à σCC (4.6 GeV) et σEC (4.0 GeV) : la région de l’ICR est peu instrumentée (voir
paragraphe 3.2.4). Cette observation est confirmée par la figure 3.24.
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(c) Jets EC.
FIGURE 3.24 – Corrélation entre l’énergie transverse offline (mesurée par l’électronique de précision) et
l’énergie transverse L1 (mesurée par l’électronique du système L1Cal2b), pour les jets offline associés à un
jet L1 CSWJT(1,8,3.2).
13. Une tour est qualifiée de "chaude" lorsque son énergie moyenne est élevée même en l’absence de collision.
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3.4.4 Calibration préliminaire
Les données enregistrées au cours de la période A ont été utilisées pour calibrer l’électronique du
système L1Cal2b. La procédure de calibration est décrite de façon détaillée dans la référence [88]. Elle
consiste à déterminer pour chaque tour de trigger une constante de calibration C, dont le but est de corriger
l’étalonnage de l’énergie L1 par rapport à l’énergie offline (que l’on suppose parfaitement calibrée) :
EL1,CT ≡ C ×EL1T =
〈
EofflineT
EL1T
〉
×EL1T ≃ EofflineT , 〈 〉 : valeur moyenne (3.11)
Pour une tour donnée, le rapport
EofflineT
EL1T
suit une distribution gaussienne, dont la moyenne correspond à la
constante de calibration C .
D’après ce qui a été discuté au paragraphe 3.4.3, l’impact de la calibration sur l’efficacité de déclenche-
ment des triggers CSWJT(1,x,3.2) se manifeste à deux niveaux : d’une part le point d’inflexion du turn-on
devrait se rapprocher du seuil de déclenchement x, et d’autre part la largeur σ devrait diminuer. Comme il
s’est écoulé plus d’une dizaine de jours entre le moment où la calibration a été déterminée et le moment où
elle a été implémentée au niveau des cartes ADF, l’effet de la calibration a pu être "anticipé" grâce à la simu-
lation. On dispose pour cela de l’échantillon de données enregistré pendant la période A, des constantes de
calibration déterminées avec ces mêmes données, ainsi que d’un logiciel permettant de simuler le fonction-
nement des cartes TAB. Ce logiciel, baptisé "l1cal2b_sliding_windows", reproduit à l’identique l’algorithme
de fenêtre glissante implémenté dans les cartes TAB.
Le logiciel "l1cal2b_sliding_windows" a été modifié de telle sorte que l’énergie transverse des tours
de trigger puisse être multipliée par les constantes de calibration C appropriées. Il est important de noter
qu’en pratique, la calibration des cartes ADF est effectuée sur le signal analogique provenant des cartes
BLS, avant numérisation (voir figure 3.21). Ici, la calibration est simulée au niveau des cartes TAB recevant
un signal numérisé. Prenons l’exemple d’une tour de trigger dont l’énergie transverse vaut EL1T = 2 coups
ADC. Si la constante de calibration de cette tour est égale à C = 1.2 , alors l’énergie calibrée devient :
EL1,CT = E(2 × 1.2) = 2 . Il est nécessaire de ne conserver que la partie entière ("E") de l’énergie ca-
librée, car l’algorithme de fenêtre glissante fonctionne avec des énergies en coups ADC. L’amélioration
attendue de la résolution en énergie sera sans doute moins significative qu’avec la vraie calibration analo-
gique. Enfin, l’algorithme de sliding windows est appliqué sur les tours calibrées afin de reconstruire les jets
CSWJT(1,x,3.2).
Comparons à présent les efficacités de déclenchement obtenues par simulation et les efficacités mesu-
rées dans les données, avant la calibration (période A) et après la calibration (période B). Les tableaux 3.7 et
3.8 ainsi que la figure 3.25 présentent les paramètres µ et σ des courbes de turn-on, pour les jets CC et EC.
On constate que pour les jets EC, la position µEC du point d’inflexion a très peu évolué entre les périodes
A et B : elle était et reste proche du seuil de déclenchement du trigger CSWJT(1,x,3.2). Par ailleurs, la
calibration améliore très nettement la résolution σEC en énergie, et comme attendu, l’amélioration observée
est plus significative que celle prédite par simulation.
En ce qui concerne les jets CC, les valeurs calibrées de µCC sont vraiment éloignées des valeurs atten-
dues. Elles semblent indiquer que l’énergie mesurée par le système L1Cal2b calibré est systématiquement
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surestimée : les jets L1 "passent trop facilement" le seuil de déclenchement en énergie transverse. Ces ob-
servations ont été corroborées par une augmentation anormalement élevée des taux de déclenchement des
triggers CSWJT(1,x,3.2) au cours de la période B (de l’ordre de 30%). Après de nombreuses tentatives
infructueuses, le comportement observé a pu être finalement reproduit par la simulation (voir section sui-
vante). L’origine du problème ayant été identifiée, la calibration défectueuse a été corrigée en conséquence.
Seuil de déclenchent (GeV) 8 10 15 20 30 45
µCC (GeV) période A 10.5± 0.4 12.9± 0.3 18.1± 0.4 23.4± 0.3 33.6± 0.3 49.4± 0.3
µCC (GeV) période A + simu. C 9.9± 0.4 12.3± 0.3 17.1± 0.3 22.1± 0.3 31.6± 0.3 46.5± 0.4
µCC (GeV) période B 4.4± 0.4 7.4± 0.3 13.1± 0.3 18.0± 0.3 28.0± 0.3 42.6± 0.4
σCC (GeV) période A 4.6± 0.3 4.4± 0.2 4.4± 0.2 4.6± 0.2 4.6± 0.2 5.2± 0.2
σCC (GeV) période A + simu. C 4.4± 0.3 4.4± 0.2 4.3± 0.2 4.5± 0.2 4.3± 0.2 4.7± 0.3
σCC (GeV) période B 5.5± 0.2 4.8± 0.2 4.1± 0.2 4.1± 0.2 4.8± 0.2 4.8± 0.3
TABLE 3.7 – Efficacités de déclenchement des triggers CSWJT(1,x,3.2) pour les jets CC : µCC et σCC dé-
signent respectivement le point d’inflexion et la largeur de la courbe de turn-on utilisée pour paramétrer
l’efficacité en fonction de EofflineT .
Seuil de déclenchent (GeV) 8 10 15 20 30 45
µEC (GeV) période A 7.7± 0.5 10.2± 0.5 15.3± 0.3 20.1± 0.4 29.5± 0.3 44.2± 0.4
µEC (GeV) période A + simu. C 7.6± 0.5 10.2± 0.5 15.4± 0.4 20.2± 0.4 30.0± 0.4 45.0± 0.4
µEC (GeV) période B 7.4± 0.5 10.1± 0.4 15.1± 0.4 19.7± 0.4 29.5± 0.4 44.3± 0.5
σEC (GeV) période A 4.0± 0.3 3.7± 0.3 3.8± 0.2 4.0± 0.2 4.1± 0.2 5.2± 0.3
σEC (GeV) période A + simu. C 4.0± 0.3 3.6± 0.3 3.7± 0.2 3.8± 0.2 4.0± 0.3 4.7± 0.3
σEC (GeV) période B 3.4± 0.3 3.2± 0.2 3.2± 0.2 2.9± 0.2 3.1± 0.3 3.3± 0.4
TABLE 3.8 – Efficacités de déclenchement des triggers CSWJT(1,x,3.2) pour les jets EC.
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(a) Point d’inflexion µCC des courbes de turn-on en fonction du
seuil de déclenchement du trigger, pour les jets CC.
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(b) Point d’inflexion µEC des courbes de turn-on en fonction du
seuil de déclenchement du trigger, pour les jets EC.
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(c) Largeur σCC des courbes de turn-on en fonction du seuil de
déclenchement du trigger, pour les jets CC.
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(d) Largeur σEC des courbes de turn-on en fonction du seuil de
déclenchement du trigger, pour les jets EC.
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(e) Rapport des points d’inflexion µCC/µEC en fonction
du seuil de déclenchement x du trigger CSWJT(1,x,3.2).
FIGURE 3.25 – Caractéristiques µ et σ des courbes de turn-on associées à l’efficacité de déclenchement des
triggers CSWJT(1,x,3.2). "No calib." et "Prelim. calib." font référence aux périodes A et B respectivement.
"Emulation : C" désigne les efficacités mesurées en appliquant, par simulation, les constantes de calibration
aux données de la période A. Les efficacités "Emulation : C &P" ont été obtenues en simulant non seulement
les constantes de calibration mais aussi les piédestaux (voir section 3.4.5).
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3.4.5 Modélisation du décalage des piédestaux
Le piédestal d’une tour correspond à l’énergie moyenne mesurée en l’absence de collision : le piédestal
représente "le niveau d’énergie zéro". Par convention, les tours de trigger sont étalonnées de manière à
mesurer 8 coups ADC en l’absence de faisceau : cette opération est effectuée entre les stores, en ajustant
une tension au niveau des cartes ADF. En réalité, compte tenu des fluctuations statistiques, le nombre de
coups ADC enregistré hors collision suit une distribution gaussienne centrée sur 8.
Les piédestaux ne peuvent être déterminés en temps réel pendant les périodes de prises de données. Ainsi,
au moment de soustraire le piédestal, la carte ADF ne peut que "supposer" que sa valeur est effectivement
de 8 coups ADC :
EL1T (GeV ) =
EL1T (ADC)− 8
4
(1 coup ADC = 0.25 GeV) (3.12)
Si l’on se réfère aux résultats de la simulation présentés au paragraphe 3.4.4, les seules constantes de
calibration ne suffisent pas à expliquer la position des points d’inflexion µCC observée dans les données de
la période B. Il était donc naturel de suspecter une mauvaise calibration des piédestaux. Afin de confirmer
cette hypothèse, un run spécial a été enregistré en l’absence de faisceau. La figure 3.26 compare les piédes-
taux mesurés au cours de ce run et ceux mesurés avant la calibration.
Pour démontrer explicitement que le comportement des efficacités de déclenchement était effective-
ment dû à une mauvaise calibration des piédestaux, le logiciel "l1cal2b_sliding_windows" a été une nou-
velle fois modifié de sorte que le piédestal fixé par défaut à 8 GeV puisse être spécifié pour chaque tour.
Connaissant la constante de calibration C et le décalage des piédestaux ∆P = PB − PA entre les périodes
A et B, l’énergie calibrée d’une tour de trigger est calculée de la façon suivante :
EL1,C,PT (GeV ) = E
(
C × E
L1
T (ADC)− 8 + ∆P
4
)
, ∆P = G(µB, σB)− G(µA, σA) (3.13)
où E désigne toujours la partie entière. Les piédestaux PA et PB sont tirés aléatoirement dans des distri-
butions gaussiennes afin de tenir compte de la dispersion statistique (les moyennes µA,B et les écart-types
σA,B ont été déterminés pour chaque tour lors des études de calibration [88]). L’efficacité de déclenche-
ment d’un trigger CSWJT(1,x,3.2) est très sensible à la calibration des piédestaux, dans la mesure où un
jet L1 est constitué d’un ensemble de 4 × 4 tours EM et de 4 × 4 tours FH. Pour un jet L1 très central par
exemple, la figure 3.26 indique que les piédestaux des tours EM ont été décalés d’environ 1 coup ADC :
∆PEM ≃ 0.25 GeV, tandis que ∆PFH ≃ 0 . Dans ces conditions, en omettant l’effet des constantes de
calibration,
EL1,C,PT ≃ EL1T + 4× 4× 0.25 = EL1T + 4 GeV (3.14)
D’après ce calcul sommaire, l’énergie transverse d’un jet CC de niveau 1 mesurée à la période B est su-
périeure de 4 GeV à l’énergie transverse du même jet mesurée à la période A. C’est effectivement l’ordre
de grandeur que l’on constate dans le tableau 3.7 : µACC ≃ µBCC + 4 GeV. Une interprétation graphique de
l’effet induit par le décalage des piédestaux est donnée à la figure 3.27.
Les efficacités de déclenchement mesurées en appliquant par simulation la calibration complète sur
les données de la période A (incluant les constantes de calibration et le décalage des piédestaux) sont re-
présentées à la figure 3.25 sous la dénomination "Emulation : C & P". La simulation reproduit en bonne
approximation la position des points d’inflexion observée pour les jets CC dans les données de la période B.
En conclusion, l’étude des efficacités de déclenchement des triggers CSWJT(1,x,3.2) a permis de déceler le
décalage dans les piédestaux qui a été introduit le 13 juillet 2006 lors de la calibration du système L1Cal2b.
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(a) Piédestaux des tours EM mesurés pour la période A, en fonc-
tion de iη ∼= 10× ηdet .
(b) Piédestaux des tours EM mesurés pour la période B, en fonc-
tion de iη ∼= 10× ηdet .
FIGURE 3.26 – Piédestaux des tours de trigger EM mesurés pendant les périodes A et B en l’absence de
collision [88]. La ligne en pointillés symbolise la valeur de référence (8 coups ADC) implémentée comme
"niveau d’énergie zéro" dans l’algorithme de sliding windows. Les piédestaux des tours FH sont proches de
8 coups ADC pour les périodes A et B.
FIGURE 3.27 – Illustration de l’effet induit par le décalage des piédestaux. Considérons le cas d’une particule
déposant une énergie transverse de 3 GeV dans une tour de trigger. On supposera que les constantes de
calibration ont été correctement étalonnées : C ≡ 1 . L’énergie transverse numérisée par l’électronique
L1Cal2b est donc incrémentée de 3× 4 coups ADC par rapport au piédestal. a) L’électronique de précision
mesure un dépôt d’énergie de 3 GeV. b) Le piédestal est correctement ajusté à sa valeur nominale de 8
coups ADC. L’énergie transverse après soustraction du piédestal est égale à (8+3×4)-8=12 coups ADC, soit
3 GeV. c) Le piédestal est inférieur à 8 coups ADC (période A, voir figure 3.26(a)). Après soustraction du
piédestal, ET=(6+3×4)-8=10 coups ADC, soit 2.5 GeV. d) Cas de figure opposé : le piédestal est supérieur
à 8 coups ADC (période B, voir figure 3.26(b)). Après soustraction du piédestal,ET=(10+3×4)-8=14 coups
ADC, soit 3.5 GeV.
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3.4.6 Calibration finale
Plusieurs itérations ont été nécessaires pour ajuster précisément les piédestaux et les constantes de
calibration des tours de trigger : les piédestaux sont mesurés en l’absence de collisions, puis implémentés
dans les cartes ADF. Les constantes de calibration sont alors calculées, ce qui permet d’ajuster le gain des
cartes ADF. L’opération est répétée jusqu’à ce que les piédestaux soient stabilisés à 8 coups ADC et que les
constantes de calibration soient suffisamment proches de 1.
Les efficacités de déclenchement des triggers CSWJT(1,x,3.2) ont été mesurées après cette phase de
calibrations successives. Les résultats sont présentés dans le tableau 3.9 et dans la figure 3.28. Les points
d’inflexion sont des courbes de turn-on sont maintenant très proches des seuils de déclenchement, et la ré-
solution a été nettement améliorée par rapport aux données des périodes A et B (tableaux 3.7 et 3.8), preuve
de la calibration réussie de l’électronique du système L1Cal2b.
Seuil de déclenchent (GeV) 8 10 15 20 30 45
µCC (GeV) 8.1± 0.5 10.3± 0.4 15.4± 0.1 20.0± 0.4 29.7± 0.4 44.2± 0.5
µEC (GeV) 8.0± 0.5 10.7± 0.2 15.3± 0.4 20.1± 0.4 29.4± 0.5 44.6± 0.8
σCC (GeV) 3.6± 0.2 3.8± 0.2 3.9± 0.3 3.8± 0.2 3.9± 0.3 4.0± 0.4
σEC (GeV) 2.9± 0.3 2.7± 0.2 2.7± 0.3 2.8± 0.1 2.7± 0.4 2.6± 0.7
TABLE 3.9 – Efficacités de déclenchement des triggers CSWJT(1,x,3.2) mesurées pour la calibration finale.
On remarque que pour un seuil de déclenchement donnée, le paramètre σCC est systématiquement supérieur
à σEC . Ce résultat est compatible avec les mesures réalisées lors de la calibration [88], qui révèlent que
le bruit électronique est sensiblement plus élevé dans les tours centrales (aussi bien dans les tours EM que
FH).
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(a) Point d’inflexion µCC des courbes de turn-on en fonction du
seuil de déclenchement du trigger, pour les jets CC.
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(b) Point d’inflexion µEC des courbes de turn-on en fonction du
seuil de déclenchement du trigger, pour les jets EC.
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(c) Largeur σCC des courbes de turn-on en fonction du seuil de
déclenchement du trigger, pour les jets CC.
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(d) Largeur σEC des courbes de turn-on en fonction du seuil de
déclenchement du trigger, pour les jets EC.
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(e) Rapport des points d’inflexion µCC/µEC en fonction du
seuil de déclenchement x du trigger CSWJT(1,x,3.2).
FIGURE 3.28 – Caractéristiques µ et σ des courbes de turn-on associées à l’efficacité de déclenchement des
triggers CSWJT(1,x,3.2). "No calib.", "Prelim. calib." et "Final calib." font référence aux périodes A, B et
C respectivement.
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Chapitre 4
Reconstruction et identification des objets
dans DØ
Ce chapitre est dédié à la description des méthodes de reconstruction et d’identification des objets
physiques utilisés dans les analyses (traces, vertex, électrons, jets, muons et énergie transverse manquante).
4.1 Reconstruction des traces
Les trajectoires de particules chargées sont reconstruites à partir des impacts laissés dans les détecteurs
de traces SMT et CFT. Étant donné le très grand nombre d’impacts à traiter, la reconstruction est effectuée
en 2 temps. D’abord, deux algorithmes appelés Histogram Track Finder (HTF) et Alternative Algorithm
(AA) effectuent une reconnaissance rapide des traces de l’événement. Puis un algorithme d’ajustement fin
baptisé Global Track Finder (GTF) détermine avec précision les propriétés de ces traces. Décrivons à pré-
sent le fonctionnement des trois algorithmes.
• Histogram Track Finder [92] :
Cette approche est basée sur une transformation mathématique appelée "transformée de Hough".
Pour en comprendre le principe, considérons le cas d’une trace provenant d’un vertex situé en
(x, y) = (0, 0) , et laissant un impact unique (xI , yI) dans le détecteur de traces. Comme l’in-
dique la figure 4.1(a), la trajectoire réelle de la particule ne peut être déterminée à partir d’un seul
point d’impact : il existe une infinité de "trajectoires solutions" passant par le vertex et le point d’im-
pact. Chaque solution est caractérisée par un couple (φα, ρα) , où ρα désigne le rayon de courbure
de la trace α et φα l’angle azimutal évalué au vertex. On définit la transformée de Hough du point
d’impact (xI , yI) comme l’ensemble des valeurs permises pour (φα, ρα) . En supposant que la po-
sition du point d’impact est mesurée avec une très grande précision, la transformée de Hough se
résume à une courbe dans le plan (φ, ρ) (voir figure 4.1(b)). En réalité, compte tenu des incertitudes
expérimentales, la transformée de Hough du point (xI ± σxI , yI ± σyI ) est une bande dans le plan
(φ, ρ) , et non une simple courbe.
L’algorithme HTF exploite une propriété remarquable de cette transformation mathématique qui est
illustrée à la figure 4.1(c) : lorsqu’une trace dépose plusieurs impacts dans le détecteur, les transfor-
mées de Hough des différents impacts convergent vers un même point dans le plan (φ, ρ) , dont les
coordonnées permettent d’accéder directement au rayon de courbure et à l’angle azimutal de la trace.
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En pratique, les traces sont donc reconnues en tant que "point de convergence des transformées de
Hough". Pour chaque point d’impact (xI , yI) mesuré dans le détecteur de traces,
⋆ l’algorithme calcule la transformée de Hough dans l’espace des paramètres (φ, ρ)
⋆ la bande ainsi obtenue est stockée dans un histogramme à deux dimensions (d’où le nom Histo-
gram Track Finder)
Les traces de l’événement sont aisément identifiées par les pics qui apparaissent dans l’histogramme,
comme l’indique la figure 4.1(d). Si l’on souhaite maintenant déterminer les caractéristiques "lon-
gitudinales" de la trace, à savoir l’origine z0 de la trace le long de l’axe z et l’inclinaison dz/dr , il
suffit d’opérer les changements suivants :
⋆ espace des coordonnées : (x, y) −→ (r, z)
⋆ espace des paramètres : (φ, ρ) −→ (z0, dzdr )
La transformée de Hough est donc un outil puissant, adapté à la reconnaissance rapide des traces.
Cet algorithme présente toutefois quelques limitations. On peut citer par exemple la difficulté de re-
construire les traces de grande impulsion (i.e. de faible rayon de courbure), car le recouvrement des
différentes transformées de Hough dans l’espace (φ, ρ) est moins localisé. Par ailleurs, l’algorithme
suppose que le vertex est situé en (0, 0) . Les traces issues d’un vertex éloigné de l’axe z sont donc
reconstruites avec une plus faible efficacité.
• Alternative Algorithm [93] :
La reconstruction d’une trace dite AA se déroule en deux étapes. Tout d’abord, une ébauche de trace
est construite à partir de 3 impacts laissés dans le SMT. La trace peut être initiée par n’importe quel
coup mesuré dans le SMT. Les deux impacts suivants sont choisis dans des couches de plus en plus
excentriques. La portion de trace définie par ces 3 impacts doit vérifier certaines conditions géomé-
triques, telle qu’un rayon minimum de 30 cm (≡ impulsion transverse supérieure à 180 MeV), ou
encore un χ2 d’ajustement maximal de 16.
La trace est ensuite extrapolée dans la couche suivante du SMT. Si dans cette nouvelle couche, un
impact se trouve effectivement à proximité de l’impact extrapolé, il est associé à la trace à condi-
tion que l’augmentation du χ2 soit inférieure à 16. Si plusieurs impacts vérifient cette condition,
chaque trace solution est retenue. Au cas où aucun impact n’est identifié dans la région extrapolée,
le nombre "d’impacts manquants" associé à la trace est incrémenté d’une unité. La construction est
interrompue si ce nombre devient trop grand.
Lorsque l’algorithme identifie plusieurs traces compatibles avec les 3 impacts initiaux, les traces
candidates sont classées par qualité décroissante (la qualité d’une trace étant fixée par un ensemble
de critères : nombre d’impacts associés, nombre d’impacts manquants, χ2). Le candidat de plus
grande qualité est retenu, sauf s’il partage un grand nombre d’impacts avec une trace sélectionnée
au cours d’une précédente itération. Dans ce cas, on passe à la trace suivante.
Après cette phase de reconstruction, et de sélection le cas échéant, on procède à une reconstruction
sommaire des vertex de l’événement (voir section suivante). On reconsidère alors les configurations
présentant plusieurs traces solutions, en attribuant 2 "impacts fictifs" 1 supplémentaires au candidat
le plus proche d’un vertex. Les candidats sont à nouveau classés selon leur qualité, et une nouvelle
fois sélectionnés. Cette itération permet de réduire de façon significative le taux de mauvaise identi-
1. Ces impacts sont "fictifs" au sens où ils ne correspondent pas à des impacts mesurés dans le détecteur. Leur seule vocation
est d’indiquer à l’algorithme qu’une trace proche du vertex doit être considérée comme de meilleure qualité.
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(a) Famille de courbes passant par le vertex primaire
et le point d’impact dans le détecteur, dans le plan
transverse (x,y).
(b) Figure 4.1(a) transposée dans le plan (φ, ρ) ob-
tenu par transformée de Hough.
(c) Caractéristiques dans le plan (φ, ρ) de 5 points
d’impact d’une même trace.
(d) Figure 4.1(c) représentée sous forme d’histo-
gramme. Le pic qui apparaît dans l’histogramme
indique les caractéristiques (ρ, φ) de la trace.
FIGURE 4.1 – Détermination du rayon de courbure ρ et de l’angle azimutal φ d’une trace grâce à l’algorithme
"Histogram Track Finder".
fication des traces.
• Global Track Finder [94] :
Cette méthode de reconstruction nécessite un temps de calcul important, et n’est utilisée que pour
affiner la reconstruction des traces HTF et AA, dont les caractéristiques (pT , φ, ρ, z, ..) sont utilisées
comme conditions initiales pour la reconstruction des traces GFT. A partir des ces conditions ini-
tiales, l’algorithme extrapole la trace jusqu’à la première couche du SMT en simulant la propagation
de la particule au sein de la matière du détecteur (voir paragraphe suivant). Compte tenu de la posi-
tion de l’impact effectivement mesurée dans le SMT, les caractéristiques de la trace sont réajustées
par une technique dite de filtrage Kalman [95]. La procédure d’extrapolation / correction est réitérée
pour les couches suivantes, jusqu’à ce que la particule soit arrêtée ou bien sorte du détecteur.
Pour simuler la propagation des particules, chaque sous-détecteur est grossièrement modélisé par un
ensemble de surfaces délimitant des volumes de matière homogène (densité et longueur de radiation
constante en première approximation). A l’intérieur de ces zones homogènes, les interactions entre
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particule et matière sont décrites en termes de perte d’énergie et de diffusions multiples [96]. La
particule chargée est également soumise à la force de Lorentz (la carte de champ magnétique utilisée
pour le calcul permet de tenir compte les inhomogénéités du champ).
4.2 Reconstruction des vertex, identification du vertex primaire
La localisation du vertex primaire constitue une étape importante du processus de reconstruction, dans
la mesure où l’impulsion des objets reconstruits (électrons, muons, jets, et énergie transverse manquante) est
calculée par rapport à la position du vertex primaire. La reconstruction des vertex de l’événement se déroule
en trois étapes :
• sélection des traces :
seules les traces d’impulsion transverse supérieure à 0.5 GeV laissant au moins deux impacts dans
le SMT participent à la reconstruction des vertex. Pour faciliter la phase de reconstruction, les traces
sont au préalable regroupées par paquets d’épaisseur ∆z = 2 cm. Ces ensembles de traces distantes
de moins de 2 cm selon l’axe z seront appelés "amas de traces".
• reconstruction des vertex [97] :
un vertex est reconstruit pour chaque amas de traces. Dans un premier temps, l’algorithme détermine
la position du vertex par une minimisation de χ2 . Cette méthode d’ajustement permet d’estimer la
position du vertex et de réajuster simultanément l’impulsion des traces provenant du vertex. Afin
d’améliorer la convergence de la minimisation, une trace présélectionnée n’est comptabilisée dans
la variable de χ2 que si elle vérifie : DCAσDCA < 100 , où DCA représente la distance de moindre ap-
proche 2 calculée par rapport à l’axe du faisceau (la position du vertex étant inconnue à ce stade), et
σDCA désigne l’erreur associée.
Précisons maintenant la façon dont est définie la variable de χ2 . Dans le cas simplifié d’un amas
contenant 2 traces, le χ2 se met sous la forme [97] :
χ2 =
(
m1 −m1(−→x ,−→p1) m2 −m2(−→x ,−→p2)
) (
V1 0
0 V2
)−1(
m1 −m1(−→x ,−→p1)
m2 −m2(−→x ,−→p2)
)
(4.1)
Dans cette équation matricielle 3,mk représente le vecteur à 5 dimensions 4 caractérisant la trace k,
et Vk = cov(mk) désigne la matrice de covariance associée, de dimension 5× 5 . Ces informations
2. La distance de moindre approche (DCA pour "Distance of Closest Approach)", encore appelée paramètre d’impact, corres-
pond à la distance minimale séparant la trace et la droite parallèle à l’axe z passant par le vertex
3. On rencontrera une écriture matricielle similaire dans la section 4.8 dédiée aux critères d’identification des électrons.
4. Une paramétrisation fréquemment choisie pourmk est explicitée ci-dessous :
⋆ DCA : la distance de moindre approche
⋆ z0 : la position longitudinale de la trace au point d’impact
⋆ φ : l’angle azimutal de la trace dans le plan transverse au point d’impact
⋆ tan θ : l’angle polaire de la trajectoire
⋆ ρ : le rayon de courbure, dont le signe est fixé par la charge de la particule
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sont calculées en amont par l’algorithme GTF. La minimisation du χ2 est effectuée par rapport aux
coordonnées −→x = (x, y, z) du vertex et aux impulsions −→p k des traces. Le termemk(−→x ,−→pk) repré-
sente la trace k obtenue après ajustement. La définition de la variable de χ2 se généralise ensuite
facilement pour un ensemble de N traces.
L’étape suivante consiste à retirer de manière itérative la trace contribuant le plus au χ2 . La position
du vertex et l’impulsion des traces restantes sont alors réajustées. Puis la trace la moins compatible
avec le vertex réajusté est enlevée, et ainsi de suite, jusqu’à ce que la condition χ2/ndf < 10 soit sa-
tisfaite. A ce niveau de reconstruction, on dispose d’une première estimation de la position du vertex.
L’algorithme entame alors une seconde phase de reconstruction. Une nouvelle sélection est établie
sur le paramètre d’impact des traces, calculé cette fois par rapport à la position estimée du vertex
dans le plan transverse. Une trace est retenue si elle vérifie : DCAσDCA < 5 . La détermination précise de
la position du vertex est réalisée par une technique dite d’ajustement adaptatif [98]. A la différence de
la méthode précédente, dans laquelle les traces sont rejetées si leur contribution au χ2 est supérieure
à 10, l’ajustement adaptatif fait usage de toutes les traces sélectionnées. Cette technique consiste à
attribuer un poids wk à la trace k en fonction de sa contribution χ2k au χ
2 global :
wk(χ
2
k) =
1
1 + e
χ2
k
−χ2cut
2T
, avec wk(χ
2
cut) = 0.5 (4.2)
où T est un paramètre appelé "température" (par analogie avec la fonction de Fermi) qui contrôle la
forme de la fonction. Le poids wk est pris en compte dans le χ2 global via la matrice d’erreur de la
trace k, de sorte qu’une trace de χ2 élevé contribue peu à la minimisation. L’ajustement est effectué
par itérations successives, jusqu’à ce que les poids convergent vers une valeur fixe. L’utilisation de
l’algorithme adaptatif en complément de la méthode de χ2 possède de nombreux avantages : amé-
lioration significative de la résolution sur la position du vertex, réduction des biais introduits par
les traces à grand paramètre d’impact provenant de vertex déplacés, augmentation de l’efficacité de
reconstruction pour les vertex éloignés selon l’axe z.
• identification du vertex primaire [99] :
lorsqu’un paquet de protons croise un paquet d’antiprotons, il se produit en moyenne 3 interactions
pp¯ , définissant autant de vertex. Le vertex primaire (PV pour "Primary Vertex") est associé à l’inter-
action créant les particules de plus grande impulsion transverse. Les autres interactions sont appelées
interactions de biais minimum (MB pour "Minimum Bias"), et mettent en jeu des particules de faible
impulsion transverse.
La détermination du vertex primaire est effectuée par un calcul probabiliste. L’algorithme évalue la
probabilité pour que les impulsions transverses {pT 1 , ..., pTN} des N traces associées à un vertex
soient compatibles avec la distribution en pT des traces produites dans les interactions de biais mini-
mum. Le vertex le moins compatible avec l’hypothèse d’une interaction de biais minimum est défini
comme le vertex primaire. La figure 4.2 représente les positions longitudinale et transverse du vertex
primaire reconstruit dans l’échantillon de données utilisé pour l’analyse (voir chapitre 7).
4.3 Reconstruction des muons
Les muons sont reconstruits grâce à deux sous-détecteurs : le spectromètre à muons et le trajectomètre
interne (SMT+CFT). La reconstruction basée sur la seule information calorimétrique est en cours de déve-
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(a) Profil longitudinal PVz du vertex primaire.
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(b) Localisation du vertex primaire dans le plan transverse. On
distingue nettement les différentes périodes de prises de données.
FIGURE 4.2 – Coordonnées PVx, PVy et PVz du vertex primaire reconstruit dans le lot de données 2EM-
highpt utilisé dans l’analyse (voir chapitre 7).
loppement (mais actuellement, l’efficacité de reconstruction dans le calorimètre ne dépasse pas 50%). La
reconstruction des muons est effectuée comme suit :
• tout d’abord, des fragments de trajectoire sont reconstruits dans les couches A, B et C du spectro-
mètre à muons, sous forme de segments de droite (la courbure de la trace à l’intérieur d’une même
couche est négligée) ;
• l’algorithme tente ensuite de prolonger les segments B et C pour former des segments BC. Si l’as-
sociation échoue, les segments B et C sont abandonnés. Dans le cas contraire, les segments A et BC
sont associés à leur tour, en tenant compte de la déflection des muons entre les couches A et BC
induite par le champ magnétique toroïdal. Lorsqu’un segment ABC est reconstruit, la courbure de la
trace permet d’estimer l’impulsion du muon. En cas d’échec, les segments sont cette fois conservés ;
• pour bénéficier du "bras de levier" que constitue le détecteur de traces interne, les segments A, BC,
et ABC précédemment reconstruits sont extrapolés en vue d’être associés à une trace reconstruite
dans le détecteur de traces interne. Lorsqu’une trace est reconstruite simultanément dans les deux
sous-détecteurs, les caractéristiques cinématiques du muon sont données par la trace reconstruite
dans le SMT+CFT plutôt que par l’ajustement global SMT+CFT+spectromètre (qui dégrade sensi-
blement la résolution). La qualité de l’ajustement global est mesurée par une variable de χ2.
Les critères d’identification des muons sont basés sur le nombre de segments reconstruits, le nombre
d’impacts relevés dans les scintillateurs et les chambres à dérive du spectromètre, les caractéristiques de
la trace SMT+CFT si elle existe (χ2 d’ajustement global, nombre d’impacts dans le détecteur de traces
interne), l’isolation calorimétrique, l’isolation vis-à-vis des autres traces de l’événement, et enfin les temps
de passage du muon dans les couches de scintillateurs (utilisés pour rejeter les rayons cosmiques). Les
critères de qualité sont discutés en détail dans la référence [100].
4.4 Reconstruction des jets de particules
Une description très complète de l’algorithme de reconstruction utilisé par DØ est disponible dans la
référence [101]. Seules les grandes lignes seront abordées ici. Trois étapes sont nécessaires pour recons-
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truire les jets. Tout d’abord, les cellules touchées par une gerbe calorimétrique sont regroupées sous forme
de "tours calorimétriques reconstruites" (définies au paragraphe 4.4.1). Puis ces tours sont elles mêmes as-
semblées en pré-amas par un algorithme dit de "simple cône". Enfin, "l’algorithme de cône du Run II"
procède à la construction des jets calorimétriques à partir des pré-amas. Les deux premières phases ont pour
but de réduire la quantité d’information traitée par l’algorithme de cône du Run II, le plus gourmand en
temps de calcul.
Conformément aux recommandations du Workshop on the QCD and Weak Boson Physics in Run II,
l’algorithme de reconstruction des jets doit satisfaire plusieurs exigences [102] :
• la formation des jets doit être insensible à l’émission d’un parton infiniment "mou" au cours de la
cascade de partons (parton shower) : c’est le concept de "sûreté infrarouge" ;
• la substitution d’un parton par deux partons colinéaires (à impulsion totale constante) ne doit pas
créer d’instabilité dans le processus de reconstruction : c’est la propriété de "sûreté colinéaire" ;
• le résultat de la reconstruction doit être invariant vis-à-vis d’un boost le long de l’axe du faisceau,
car le référentiel du détecteur dans lequel est effectuée la reconstruction ne coïncide pas avec le
référentiel du centre de masse de la collision partonique ;
• la reconstruction doit être aussi indépendante que possible de l’environnement dans lequel l’algo-
rithme est utilisé : caractéristiques du détecteur, luminosité instantanée, ...
La collaboration DØ a fait le choix d’un algorithme de cône. Le principe de reconstruction de ce type
d’algorithme consiste à regrouper les ensembles de particules collimés à l’intérieur de cônes de taille fixe
dans l’espace (Y,Φ) 5. On considère qu’une particule est géométriquement contenue dans le cône d’un jet
si sa distance par rapport à l’axe du cône est inférieure au rayon du cône :
∆R ≡
√
∆Y 2 + ∆Φ2 =
√
(Ypart − Yaxe)2 − (Φpart − Φaxe)2 < Rcone (4.3)
Pour la quasi-totalité des analyses, ce rayon vaut : Rcone = 0.5 . Dans l’algorithme de cône, l’invariance
vis-à-vis des boosts longitudinaux est assurée à deux niveaux. D’une part, le contenu d’un cône dans l’es-
pace (Y,Φ) est invariant sous ces transformations 6. D’autre part, le schéma de combinaison qui définit les
variables cinématiques du jet à partir des variables cinématiques des objets le composant est également in-
variant de Lorentz. L’algorithme fait appel au schéma "E-scheme", dans lequel le quadrivecteur de l’object
combiné (le jet) est calculé comme la somme des quadrivecteurs des objets contenus dans le cône :
Pjet = (Ejet,−→pjet) =
∑
i
(
Ei , pxi , pyi , pzi
)
(4.4)
Bien que l’algorithme de cône remplisse le critère de "sûreté collinéaire", il présente une faiblesse vis-à-vis
de la "sûreté infrarouge". Ce point sera discuté dans le paragraphe 4.4.3.
5. Y désigne la rapidité.
6. Pour s’en convaincre, considérons deux particules de l’état final ayant pour coordonnées (Y ∗1 ,Φ
∗
1) et (Y
∗
2 ,Φ
∗
2) dans le
référentiel du centre de masse partonique, tel que
√
(Y ∗1 − Y
∗
2 )
2 + (Φ∗1 − Φ
∗
2)
2 < Rcone . Ce référentiel se déplace en translation
rectiligne uniforme par rapport au référentiel du détecteur. Un boost longitudinal permet donc de passer de l’un à l’autre. Comme
toute variable "transverse", l’angle azimutal Φ est invariant par rapport à un boost longitudinal : Φ∗ = Φdet . Par ailleurs, la rapidité
est une grandeur additive selon l’axe du faisceau : Ydet = Y ∗ + Yboost . On vérifie ainsi que ∆R∗ = ∆Rdet : les deux particules
sont dans un même cône, que l’on se place dans le référentiel du laboratoire ou dans le référentiel du centre de masse de la collision.
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4.4.1 Des cellules aux tours
La cellule calorimétrique constitue la plus petite subdivision du calorimètre. Les cellules sont géomé-
triquement organisées sous forme de "tours géométriques pseudo-projectives", qui résultent d’un découpage
du calorimètre en pavés de largeur ∆ηdet ×∆Φdet = 0.1× 0.1 .
La première phase de la formation des jets consiste à choisir, au sein d’une tour géométrique, les cellules
énergétiques qui vont être retenues pour former une "tour calorimétrique reconstruite", élément de base
utilisé par l’algorithme de reconstruction. Dans la suite du manuscrit, sauf mention explicite, une "tour"
désignera une "tour reconstruite". Une cellule est exclue de la tour reconstruite si :
• |Ecell| < 2.5σcell , où σcell correspond à la dispersion en énergie 7 occasionnée par le bruit de
l’électronique de lecture ;
• |Ecell| > 2.5σcell , mais aucun autre dépôt d’énergie n’est mesuré dans le voisinage immédiat de la
cellule. Ces cellules sont identifiées par l’algorithme NADA [103] ;
• Ecell < 4σcell , et aucune des cellules voisines ne dépasse le seuil de 4σcell . Ces cellules sont
détectées par l’algorithme T42 [104].
Une fois que les cellules d’une tour géométrique ont été sélectionnées, la tour reconstruite est définie
via le schéma E-scheme. Autrement dit, le quadrivecteur énergie-impulsion de la tour reconstruite est calculé
comme la somme des quadrivecteurs Pcell des cellules sélectionnées, avec :
Pcell = (Ecell, Ecell −→u cell) (4.5)
−→u cell représente le vecteur unitaire ayant pour origine le vertex primaire et pour extrémité le centre géomé-
trique de la cellule.
4.4.2 Formation des pré-amas
Un pré-amas désigne un groupement de tours calorimétriques reconstruites. Ce regroupement est effec-
tué par l’algorithme de "simple cône". Les tours sont d’abord ordonnées par énergie transverse décroissante.
La construction d’un premier pré-amas est alors initiée à partir de la tour la plus énergétique. Les tours d’im-
pulsion transverse supérieure à 1 GeV situées dans un cône de rayon ∆R = 0.3 sont ajoutées au pré-amas.
Après chaque ajout, la nouvelle position du pré-amas est calculée selon la prescription E-scheme.
Lorsque la construction du pré-amas est terminée, la procédure est réitérée avec les tours restantes. On no-
tera que seules les tours d’impulsion transverse supérieure à 0.5 GeV sont utilisées pour initier la formation
de pré-amas. Les pré-amas ne sont retenus pour la phase suivante que si leur impulsion transverse dépasse
1 GeV, et s’ils contiennent au moins deux tours.
4.4.3 Formation des jets
La seule utilité des pré-amas est d’indiquer à l’algorithme de cône du Run II où rechercher les jets dans
le calorimètre. La reconstruction des jets est un processus itératif, qui est exécuté sur la liste des pré-amas
ordonnée par impulsion transverse décroissante. Dans un premier temps, l’algorithme calcule la distance la
7. La notation |Ecell| sous-entend que l’énergie d’une cellule peut être négative. En effet, l’énergie Ecell est mesurée en
"coups ADC". L’énergie zéro correspond à un nombre non nul de coups ADC appelé "piédestal". Lorsque le nombre de coups
ADC relevé dans une cellule est inférieur à la valeur du piédestal, l’énergie de la cellule apparaît négative.
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plus faible entre le pré-amas considéré et les jets qui ont été formés lors d’itérations précédentes. Si cette
distance est inférieure à 12Rcone , alors les tours qui constituent le pré-amas ont déjà été comptabilisées dans
un jet. Le pré-amas est alors ignoré et on passe au suivant.
Dans le cas contraire, on initie la construction d’un nouveau jet centré sur le pré-amas. Toutes les tours
reconstruites à l’intérieur d’un cône de rayon Rcone sont combinées selon la prescription E-scheme. Ce
faisant, l’axe du cône ne coïncide plus avec la direction initiale du pré-amas : le cône "dérive" dans l’espace
(Y,Φ) . Après combinaison, si de nouvelles tours apparaissent à l’intérieur du cône, elles sont combinées
avec le jet en cours de construction, et ainsi de suite. La construction du jet est interrompue si :
• l’axe du jet se décale de moins de ∆R = 10−3 entre deux itérations (configuration stable), ou si l’on
atteint le nombre maximal d’itérations, égal à 50. Le jet est alors retenu pour la dernière phase de la
reconstruction ;
• l’objet issu de la combinaison possède une énergie transverse inférieure à 12ETmin , où ETmin
désigne le seuil de reconstruction en énergie transverse des jets, fixé à 6 GeV. Dans ce cas, le jet
n’est pas conservé.
La procédure recommence alors pour le pré-amas suivant, jusqu’à ce que la liste soit épuisée. A ce stade, le
processus de reconstruction n’est pas encore achevé. En effet, certains jets peuvent se recouvrir (i.e. contenir
des tours communes), et nécessitent un traitement spécifique. D’autre part, un jet de particules peu énergé-
tique qui n’est pas situé à proximité d’un pré-amas ne peut être reconstruit par l’algorithme. Ces deux cas
de figure sont discutés ci-dessous.
L’émission de particules de faible impulsion peut engendrer des instabilités lors de la formation des jets,
empêchant par exemple l’algorithme de converger vers une configuration stable. Pour rendre la construction
sûre du point de vue infrarouge, on définit en plus des pré-amas de nouveaux points de recherche dans l’es-
pace (Y,Φ) : les midpoints, ou points médians [101]. Un point médian est défini pour chaque paire de jets
reconstruits. Ses coordonnées sont calculées comme la somme pondérée (au sens de l’énergie transverse)
des coordonnées des deux jets considérés. La reconstruction est répétée à partir de tous les points médians.
Toutefois, une étude récente [105] a montré que l’ajout de point médians ne résout totalement le problème
de la sûreté infrarouge.
Lors de la formation d’un jet à partir d’un pré-amas ou d’un midpoint donné, l’algorithme combine
toutes les tours calorimétriques à l’intérieur du cône stable, qu’elles soient ou non associées à un jet déjà
reconstruit. Il est donc relativement fréquent que deux jets reconstruits partagent un certain nombre de tours.
La dernière phase de l’algorithme de reconstruction consiste à déterminer à quel jet appartiennent les tours
communes : c’est la procédure de scission – fusion ("split and merge"). Pour cela, on examine les jets par
énergie transverse décroissante. Lorsqu’un jet d’énergie transverse ET 1 partage de l’énergie avec un jet
voisin d’impulsion transverse ET 2 < ET 1 ,
• si l’énergie transverse commune est supérieure à 12 ET 2 , les deux jets sont combinés selon la pres-
cription E-scheme (les deux jets "fusionnent" en un jet unique) ;
• dans le cas contraire, chaque tour partagée est attribuée au jet le plus proche en ∆R .
Pour finir, seuls les jets dépassant le seuil en énergie transverse ETmin = 6 GeV sont conservés.
A titre informatif, mentionnons qu’il existe un autre algorithme de reconstruction qui satisfait aux
exigences énumérées au début du paragraphe 4.4 : "l’algorithme kT ". Contrairement à l’algorithme de cône,
l’algorithme kT ne considère pas un jet comme un objet de géométrie prédéfinie. Il regroupe les pré-amas
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de manière à augmenter progressivement l’énergie transverse du jet en formation. L’algorithme fait appel au
concept de "distance" dans le plan transverse, défini de la manière suivante :
• la distance entre le pré-amas i et l’axe z vaut di = pT i
• la distance entre les pré-amas i et j est calculée comme :
dij = min(pT i , pT j)
√
(Yi − Yj)2 + (Φi − Φj)2
D
(4.6)
où D fait office de "rayon de cône", ou plutôt de taille caractéristique du jet dans l’espace (Y,Φ).
Les pré-amas sont classés par impulsion transverse décroissante. Pour le pré-amas i le plus énergétique,
l’algorithme calcule les distances dij entre i et chacun des pré-amas j. Si la plus petite distance dminij entre
le pré-amas i et le plus proche voisin jmin est inférieure à la distance di entre i et l’axe z, alors i et jmin sont
combinés selon la prescription E-scheme. Dans le cas contraire, la construction du jet s’achève et on passe
au pré-amas suivant. Ainsi, la forme géométrique du jet reconstruit par l’algorithme kT est dictée par la
localisation géographique des dépôts d’énergie dans le calorimètre. Par conséquent, l’algorithme est sensible
à la sous-structure en hadrons à l’intérieur du jet, qui est indécelable pour un algorithme de cône. Par ailleurs,
les jets reconstruits ne se recouvrent pas : chaque tour est assignée de manière non ambiguë à un jet unique.
4.5 Identification des jets hadroniques
Certains jets reconstruits par l’algorithme de cône du Run II peuvent être artificiellement créés par des
bruits dans l’électronique de lecture. Ces bruits, éliminés par les algorithmes NADA et T42 s’ils concernent
localement quelques cellules du calorimètre (voir paragraphe 4.4.1), ne sont pas détectés lorsqu’ils affectent
collectivement les cellules d’une même tour. Les cellules du compartiment hadronique grossièrement seg-
menté (CH) constituent également une source importante de bruit pouvant engendrer des jets non physiques.
Une série de critères d’identification permet de déceler ces "jets de bruit", qui apparaissent préférentielle-
ment dans certaines zones du calorimètre. Ces jets ne seront pas utilisés dans les analyses de physique.
Le premier critère d’identification consiste à confirmer le jet reconstruit "hors ligne" (avec de l’infor-
mation de l’électronique de précision) par la présence d’un jet reconstruit "en ligne", au premier niveau du
système de déclenchement (L1). Les deux systèmes de lecture sont indépendants, et ne sont donc pas sujets
aux mêmes bruits. Les cellules des couches CH n’étant pas incluses dans le système de déclenchement, on
définit le rapport [106, 107] :
L1ratio =
L1SET
pjetT (1− CHF )
(4.7)
où L1SET est calculée comme la somme scalaire de l’énergie transverse des tours de niveau 1 contenues
dans le cône du jet reconstruit, CHF (Coarse Hadronic Fraction) représente la fraction d’énergie du jet
contenue dans les couches CH, et pjetT désigne l’énergie transverse du jet reconstruit "hors ligne". Dans la
plupart des régions du calorimètre, on demande que L1ratio soit supérieur à 0.5 . Cette coupure est réajustée
pour les jets reconstruits dans les calorimètres bouchons (End Caps), et particulièrement aux grandes rapi-
dités, car la granularité des tours de trigger change au-delà de |η| > 3.2 .
Un second critère assure la réjection des jets "trop hadroniques". Un jet est considéré comme tel lors-
qu’une large fraction de son énergie provient des couches CH du calorimètre. Du fait de la granularité
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grossière de cette région, le volume sensible de ces cellules est plus important qu’ailleurs, et l’énergie me-
surée peut subir d’importantes fluctuations. La réjection des jets de bruit est basée sur la variable CHF .
Dans la plupart des régions du calorimètre, on exige : CHF < 0.4 . Dans la région inter-cryostat (ICR),
les jets rencontrent moins de matière avant d’interagir avec le calorimètre, donc ils ont tendance à déposer
une proportion plus grande de leur énergie dans les couches CH. Le critère d’identification est légèrement
adapté en conséquence [107].
Le dernier critère porte sur la fraction électromagnétique (EMF), qui représente la fraction d’éner-
gie déposée dans le calorimètre électromagnétique. Pour se prémunir contre les jets trop hadroniques, en
plus de la condition sur CHFmax , on requiert que le jet dépose au minimum 5% de son énergie dans le
calorimètre électromagnétique. Comme précédemment, ce critère est sensiblement différent pour les jets
reconstruits dans l’ICR ou bien à grande rapidité [107]. Par ailleurs, la fraction électromagnétique ne doit
pas excéder 95% : ceci constitue un véto rudimentaire contre les électrons reconstruits en tant que jets. Les
critères d’identification ne sont pas destinés à effectuer une discrimination plus poussée entre électrons et
jets. Celle-ci est assurée au sein des analyses de physique, où l’on est libre de choisir différents critères
d’identification pour l’électron.
Les conditions d’identification sont établies dans les données, en comparant les caractéristiques de jets
provenant de deux lots distincts : un échantillon dijet contenant essentiellement de vrais jets, et un lot riche
en jets de bruit non physiques. Dans les analyses, les critères d’identification sont appliqués à la fois aux
jets des données et aux jets simulés (à l’exception de la confirmation L1 8, car l’électronique du système
de déclenchement n’est pas simulée dans DØ ). Il convient donc de mesurer l’efficacité d’identification des
jets dans les données et la simulation, et de corriger la simulation si nécessaire. La mesure de l’efficacité
d’identification ainsi que la mesure préalable de l’efficacité de reconstruction des jets sont discutées en détail
dans le chapitre 5. Dans la suite du manuscrit, les "bons jets" désigneront les jets qui satisfont l’ensemble
des critères d’identification.
4.6 Corrections d’échelle en énergie des jets
Une description exhaustive de l’étalonnage en énergie des jets est disponible à la référence [108].
Dans la section précédente, nous avons abordé la reconstruction des jets dans un contexte purement ca-
lorimétrique. Cependant l’algorithme de cône RunII permet de reconstruire des jets à différents niveaux,
c’est-à-dire pour différents stades de développement du jet, représentés dans la figure 4.3 :
• initialement, un parton de haute impulsion transverse est émis lors de l’interaction dure. Conformé-
ment aux lois d’évolution (DGLAP par exemple, voir chapitre 1), le parton émet une succession de
radiations formant une cascade de partons 9 (Final State Radiations). Dans la simulation, le cône
contenant cet ensemble de partons collimés constitue un jet de partons ;
8. Dans les données, l’efficacité de la confirmation L1 pour les jets physiques est de l’ordre de 99.5%, si bien que l’absence
de ce critère dans la simulation n’est pas préjudiciable.
9. Les émissions peuvent être ordonnées par impulsion transverse décroissante, ou encore par ouverture angulaire décrois-
sante, selon le type de loi d’évolution implémenté dans le générateur [7, 8].
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• les partons, connectés via leur charge de couleur, se recombinent sous forme de hadrons. Dans la
simulation, le jet de particules désignera le flot de hadrons contenu dans le cône ;
• le jet de hadrons interagit avec la matière du tube à vide, du trajectomètre, du solénoïde, du détecteur
de pied de gerbe et enfin du calorimètre, dans lequel on reconstruit un jet calorimétrique (défini pour
les données et la simulation).
FIGURE 4.3 – Représentation schématique d’un jet à différents stades de son développement, depuis l’émis-
sion d’un jet de partons lors de l’interaction dure jusqu’à l’interaction du jet de hadrons avec le calorimètre.
L’énergie calorimétrique Emesjet contenue dans le cône d’un jet calorimétrique diffère de l’énergie
Epartjet associée au jet de particules, elle-même différente de l’énergie initiale du parton émis lors de l’in-
teraction dure. Par conséquent, les prédictions théoriques effectuées au niveau des jets de partons ou des jets
de particules ne peuvent pas être comparées directement aux mesures effectuées dans le calorimètre de DØ.
Le but des corrections d’échelle en énergie consiste à inférer l’énergie du jet de particules à partir de l’éner-
gie du jet mesurée dans le calorimètre. La calibration de l’énergie des jets calorimétriques n’est pas corrigée
des éventuelles "fuites d’énergie" sous forme de radiations à grand angle émises lors du développement de
la cascade de partons. La procédure de calibration comporte plusieurs corrections :
Epartjet =
Emesjet − Eoff
Rjet × Fη × Sconekbiais (4.8)
Chacun des termes est explicité ci-dessous :
• Eoff désigne l’énergie "d’offset" contenue dans le cône du jet, et fait référence à l’énergie calori-
métrique qui ne provient pas de l’interaction dure. Divers phénomènes y contribuent : le bruit dû
à l’électronique et aux désintégrations radioactives des noyaux d’uranium des plaques d’absorbeur,
les interactions pp¯ additionnelles, et l’empilement (énergie résiduelle déposée lors de précédentes
collisions). Les interactions entre partons spectateurs du proton et de l’antiproton, appelé événement
sous-jacent, sont considérées comme faisant partie intégrante de la collision dure. L’énergie associée
n’est donc pas comptabilisée dans le terme d’offset. La correction d’offset est mesurée grâce à deux
échantillons de données :
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⋆ les événements de biais nul (Zero Bias, ZB). La condition de déclenchement pour ce lot de don-
nées est un simple "top d’horloge" se produisant lors des croisements de paquets pp¯ , sans qu’il y
ait eu nécessairement une interaction (ce déclenchement n’utilise aucune information provenant
du détecteur). L’échantillon Zero Bias permet d’isoler la contribution du bruit de l’électronique et
de l’uranium ;
⋆ les événements de biais minimum (Minimum Bias, MB), dont l’acquisition est déclenchée lorsque
les luminomètres détectent en coïncidence une collision inélastique pp¯ . Ce lot d’événements
donne accès aux contributions restantes : les interactions multiples et l’empilement.
La correction est paramétrée en fonction du nombre NPV de vertex reconstruits (1 vertex primaire
etNPV − 1 interactions additionnelles), de la pseudo-rapidité du jet et de la luminosité instantanée :
Eoff (NPV , η,Linst) = EMB(NPV , η,Linst)−EMB(NPV = 1, η,Linst)+EZB(η,Linst) (4.9)
Le second terme permet d’éliminer l’énergie associée à l’événement sous-jacent. La correction
d’offset est représentée à la figure 4.4(a) ;
• Rjet correspond à la correction de réponse absolue. Parmi tous les hadrons initialement contenus
le cône d’un jet de particules, certains hadrons chargés de basse impulsion vont être défléchis par
le champ magnétique solénoïdal et n’atteindront jamais le calorimètre. D’autres seront arrêtés dans
la matière en amont du calorimètre, ou bien déposeront leur énergie dans des régions non instru-
mentées. La réponse est définie comme le rapport entre l’énergie du jet de particules visible dans le
calorimètre et l’énergie initiale du jet de particules :
Rjet =
∑
i∈part jet
Emesi
Epartjet
, Rjet < 1 (4.10)
Tous les hadrons du jet de particules qui déposent leur énergie dans le calorimètre contribuent au
numérateur, même s’ils se retrouvent en dehors du jet calorimétrique reconstruit. La correction de
réponse est mesurée avec des événements γ+jet dans lesquels un photon et un parton reculent dos-
à-dos dans le plan transverse :
−→
pγT +
−−−→
preculT =
−→
0 au niveau partonique
−→
pγT +Rrecul
−−−→
preculT = −
−→
E/T dans le de´tecteur
(4.11)
Ainsi,
Rrecul = 1 +
−→
E/T .
−→
nγT
pγT
: me´thode ”MPF”(Missing ET Projection Fraction) (4.12)
où
−→
nγT est le vecteur unitaire associé à l’impulsion transverse du photon. A priori, l’objet qui recule
face au photon ne se restreint pas au seul jet de particules : certaines radiations émises à grand angle
lors de la cascade de partons ne se retrouvent pas dans le cône du jet de particules, mais sont comp-
tabilisées dans le "recul". Cependant, si l’on requiert que le photon et le jet de particules reculent
exactement dos-à-dos (∆φ > 3 radians), cette activité "hors jet de particules" peut être négligée,
si bien que Rrecul ≃ Rjet . La réponse est mesurée dans le calorimètre central : |ηγ | < 1.1 et
|ηjet| < 0.4 . Comme représenté dans la figure 4.4(b), elle est paramétrée en fonction de la va-
riable E′ = pγT cosh(ηjet) = p
γ
T
1
sin(θjet)
, car la résolution sur la mesure de l’énergie du photon est
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meilleure ;
• Fη désigne la correction de réponse relative, aussi appelée "inter-calibration en η", et a pour but de
corriger la non-uniformité de la réponse du calorimètre selon η (figure 4.4(c)). Elle est qualifiée de
relative car la réponse des jets non centraux est calibrée en prenant pour référence la réponse absolue
mesurée pour les jets centraux. La correction Fη est également déterminée par la méthode "MPF",
dans les événements γ+jet (pour les jets de basse énergie transverse) et dans les événements dijet
(pour extrapoler la correction vers les grandes énergies transverses) ;
• Scone représente la correction dite de "showering", qui prend en compte :
⋆ l’énergie qui fuit en dehors du cône du jet de particules "à cause du détecteur" (déflection des
hadrons chargés dans le champ magnétique, évasement de la gerbe de particules occasionnée par
l’interaction entre jet et détecteur). On ne cherche pas à compenser l’énergie qui s’échappe à cause
d’effets physiques (radiations à grand angle) ;
⋆ les particules étrangères au jet qui déposent leur énergie à l’intérieur du cône calorimétrique.
La correction est définie comme le rapport :
Scone =
∑
i∈cone
Emesi∑
i∈part jet
Emesi
(4.13)
La somme au numérateur porte sur toutes les particules qui déposent leur énergie dans le cône calo-
rimétrique. Pour déterminer la correction de showering, on se base sur le profil de densité d’énergie
des jets, i.e. la répartition des tours calorimétriques par rapport à l’axe du jet. Un jet de particules dé-
pose l’essentiel de son énergie au centre du cône : son profil de densité d’énergie est donc concentré
autour de l’axe du jet et décroît rapidement lorsqu’on s’en éloigne. En revanche, pour les particules
non associées au jet, le profil de densité d’énergie suit une tendance inverse (voir figure 4.4(d)). Ceci
permettra de séparer les deux contributions, et de calculer la correction de showering.
Ces deux profils sont mesurés séparément dans un échantillon d’événements γ+jet simulés. Le profil
de densité des jets (toutes contributions confondues) est ensuite évalué dans un lot de données γ+jet.
La proportion relative des deux contributions est déterminée en ajustant la distribution observée dans
les données à l’aide des deux profils types obtenus par simulation. La correction de showering est
paramétrée en fonction de la variable E′ définie plus haut, pour différentes régions en ηjet (figure
4.4(e)) ;
• kbiais regroupe l’ensemble des biais liés aux méthodes d’estimation des 4 corrections précédentes.
Un des principaux biais provient du seuil en énergie en dessous duquel l’information d’une cellule
calorimétrique n’est pas conservée. Ce seuil est fixé à 1.5σcell , où σcell désigne la dispersion en
énergie de la cellule en l’absence de collision. Il introduit une différence entre l’énergie d’offset pré-
sente dans le cône d’un jet et l’énergie d’offset mesurée dans les événements de biais minimum, car
l’énergie déposée par le jet aide les cellules peu énergétiques à dépasser le seuil de suppression.
L’incertitude relative totale sur les corrections d’échelle en énergie, résultant de l’incertitude sur chacun
des termes, est représentée à la figure 4.4(f). Pour un jet d’impulsion transverse de 50 GeV par exemple, elle
est de l’ordre de 1% à η = 0 et vaut environ 2% à η = 2 .
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FIGURE 4.4 – Illustration des différentes contributions aux corrections d’échelle en énergie des jets [108].
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4.7 Procédure SSR : calibration relative entre données et simulation
La simulation des jets dans DØ ne reproduit pas correctement les données. Cela se traduit, pour les
jets simulés, par une efficacité de reconstruction plus élevée, des corrections d’échelle en énergie générale-
ment moins grandes, et une meilleure résolution en énergie. L’essentiel de ces différences est à attribuer à la
description imparfaite du détecteur dans la simulation, et la modélisation des interactions entre particules et
matière.
Une procédure nommée SSR , pour "Smearing Shifting and Removing", a été développée pour traiter
de façon cohérente les corrections à appliquer aux jets simulés [109]. Ces corrections sont déterminées
à partir d’événements Z(→ ee)+jet et γ+jet , où boson et jet reculent dos-à-dos dans le plan transverse.
L’énergie transverse des objets électromagnétiques (photon, ou paire d’électrons) est mesurée avec une
précision suffisante pour que l’on puisse l’assimiler à l’énergie transverse au niveau du processus partonique.
En ce qui concerne le jet, les corrections d’échelle en énergie permettent de remonter à l’énergie du jet de
particules, et non à l’énergie du jet au niveau partonique. Par conséquent, même si les corrections d’échelle
en énergie étaient parfaitement déterminées, le bilan d’énergie dans le plan transverse pourrait apparaître
déséquilibré. Le but de la correction SSR n’est pas de recalibrer l’échelle en énergie des jets par rapport aux
électrons ou aux photons, mais de recalibrer l’énergie des jets simulés par rapport à l’énergie des jets mesurés
dans les données (après que les corrections d’échelle en énergie aient été appliquées). Pour quantifier le
déséquilibre dans le bilan d’impulsion transverse, on définit la variable ∆S :
∆S =
pjetT − pγ/ZT
p
γ/Z
T
(4.14)
Cette variable est calculée pour de nombreux intervalles en pγ/ZT , et dans 4 régions en ηjet . Pour les grandes
valeurs de pγ/ZT , typiquement de l’ordre de 40 GeV et plus, la variable ∆S suit une distribution gaussienne.
A mesure que pγ/ZT diminue, la distribution gaussienne se déforme en une distribution gaussienne multipliée
par une fonction Erreur (encore appelée "turn on", dont la définition a été donnée au paragraphe 3.4.2). Dans
les événements γ/Z+jet reconstruits, rien ne limite l’impulsion transverse du boson, alors que le jet possède
nécessairement une impulsion transverse non corrigée supérieure au seuil de reconstruction de 6 GeV.
La correction SSR nominale est déterminée dans les événements Z+jet émis dos-à-dos, vérifiant la
condition topologique ∆φ(Z, jet) > 2.8 radians. Les distributions en ∆S obtenues dans les données et
la simulation sont ajustées, pour chaque intervalle en pZT , par une fonction gaussienne multipliée par une
fonction Erreur :
• la courbe de turn on donne accès à l’efficacité de reconstruction des jets ;
• la moyenne µ de la gaussienne représente la différence relative d’étalonnage en énergie entre jets et
électrons ;
• l’écart-type σ de la gaussienne correspond à la résolution (gaussienne) sur la mesure de l’énergie
des jets.
La moyenne µ et la largeur σ sont ensuite paramétrées en fonction de pZT . Afin de corriger les jets simulés
dans un contexte plus général que les événementsZ+jet, on détermine la relation entre l’impulsion moyenne
du boson Z (notée p˜T ) et l’impulsion moyenne du jet. Dans un état final X+jet, à partir de la mesure de
l’impulsion transverse du jet, on pourra remonter à "l’impulsion transverse équivalente p˜T du boson Z".
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Puis les corrections SSR paramétrées en fonction de pZT seront évaluées en p˜T . La procédure SSR est
définie par deux corrections :
• le Smearing :
Comme l’impulsion transverse d’un jet simulé est mesurée plus précisément que dans les données
(figure 4.5(a)), on dégrade artificiellement la résolution dans la simulation en faisant fluctuer l’im-
pulsion transverse pT du jet simulé à l’intérieur d’une gaussienne centrée sur pT et de largeur :
σ(p˜T) =
√
σ2donne´es(p˜T)− σ2MC(p˜T) (4.15)
Cette correction est représentée à la figure 4.5(b) ;
• le Shifting :
Pour une valeur de pZT donnée, les moyennes µdonne´es et µMC diffèrent (figure 4.5(c)). La correction
de shifting, présentée à la figure 4.5(d), consiste à ajouter à la moyenne µMC une quantité 10 :
∆∆S(p˜T) = µdonne´es(p˜T)− µMC(p˜T) (4.16)
Ceci revient à recalibrer l’impulsion transverse du jet :
∆S + ∆∆S(p˜T) =
pjetT − pγ,ZT
pγ,ZT
+ ∆∆S(p˜T) , soit : p
jet
T → pjetT + ∆∆S(p˜T)× p˜T (4.17)
Les corrections de smearing et de shifting sont d’abord calculées pour les jets centraux (CC), i.e.
|ηjet| < 0.8 . Pour les jets non centraux, étant donné la faible statistique de l’échantillon Z+jet, les cor-
rections sont basées sur les événements γ+jet [110]. En supposant que la relation suivante soit valable au
premier ordre (ce qui est effectivement vérifié aux incertitudes près) :
∆∆SnonCC,γ −∆∆SCC,γ = ∆∆SnonCC,Z −∆∆SCC,Z (4.18)
alors les corrections de smearing et de shifting pour les jets non centraux deviennent :
σ2nonCC,Z = σ
2
CC,Z + σ
2
nonCC,γ − σ2CC,γ
∆∆SnonCC,Z = ∆∆SCC,Z + ∆∆SnonCC,γ −∆∆SCC,γ
(4.19)
4.8 Reconstruction et identification des électrons
Les électrons sont reconstruits par l’algorithme de simple cône employé dans la première phase de re-
construction des jets. Cet algorithme est utilisé pour former des pré-amas de rayonRcone = 0.4 (dans le cas
des jets, le rayon vaut 0.3) à partir des tours reconstruites décrites au paragraphe 4.4.1. Ces tours contiennent
des cellules de tous les compartiments du calorimètre : EM (électromagnétique), FH (Fine Hadronic) et CH
(Coarse Hadronic). Cependant, seules les cellules des couches EM et FH1 11 entreront dans le calcul final
10. La notation ∆∆S fait référence à la différence : ∆Sdonne´es −∆SMC .
11. FH1 désigne la première couche du compartiment FH, au contact des couches EM.
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FIGURE 4.5 – Illustration des corrections de Smearing et de Shifting de la méthode SSR pour les jets
centraux : |ηjet| < 0.8 .
de l’énergie de l’électron.
Pour chaque pré-amas reconstruit, on identifie la tour de plus grande énergie. L’électron est alors défini
par un cône dont l’axe coïncide avec la tour la plus énergétique, et dont le rayon vaut :
• ∆R =
√
∆η2 + ∆φ2 = 0.2 , si l’électron est reconstruit dans le calorimètre central ;
• ∆r =
√
∆x2 + ∆y2 = 10 cm, lorsque l’électron est situé dans un End Cap.
Pour expliquer le choix du rayon ∆r dans les End Caps, rappelons que la "taille caractéristique" d’un
électron dans le calorimètre est représentée par le rayon de Molière de la gerbe électromagnétique qui se
développe dans les plaques d’uranium (rMolie`re ≃ 1 cm pour l’uranium [64]). En omettant la variation de
l’épaisseur de matière en amont du calorimètre, la taille de la gerbe est le même quelque soit la rapidité de
l’électron. Cependant, la largeur des tours géométriques diminue à mesure que η augmente 12 (voir figure
3.15). Ainsi, un cône dont le rayon est défini par
√
∆η2 + ∆φ2 = 0.2 ne contient pas entièrement la gerbe
électromagnétique pour les électrons de grande rapidité, ce qui n’est pas acceptable dans la mesure où l’on
12. La largeur dans l’espace cartésien (x,y,z) diminue, mais l’intervalle en pseudo-rapidité couvert par une tour géométrique
reste constant : ∆η = 0.1 .
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ne définit pas de correction de showering pour les électrons.
Les objets calorimétriques issus de l’algorithme de reconstruction peuvent être aussi bien des photons
que des électrons, ou encore des jets. La distinction est effectuée par une série de critères d’identification
détaillés ci-dessous [111, 112] :
• Fraction électromagnétique (emf) :
La fraction de l’énergie de l’électron qui est déposée dans le compartiment électromagnétique du
calorimètre est donnée par :
emf =
EEM
EEM + EFH1
(4.20)
Lorsqu’un électron interagit dans le calorimètre, il dépose la quasi-totalité de son énergie dans les
couches électromagnétiques du calorimètre. Un électron doit vérifier : emf > 0.9 .
• Isolation (iso) :
Un électron est dit isolé lorsque les dépôts d’énergie situés dans le voisinage immédiat de l’électron
sont faibles devant l’énergie de l’électron :
iso =
EEM+FH(R < 0.4)− EEM (R < 0.2)
EEM (R < 0.2)
(4.21)
Un électron satisfait le critère d’isolation lorsque iso < 0.15 (certaines analyses choisissent une
isolation maximale de 0.2)
• χ2 de la matrice H (HMx7) :
La gerbe qui se développe au passage d’un électron dans la matière du calorimètre est nettement
différente de celle occasionnée par un jet de hadrons. La quantitéHMx7 est une variable de χ2 qui
mesure la compatibilité de la gerbe du candidat électron avec la forme caractéristique de la gerbe
d’un véritable électron (estimée dans un lot d’électrons simulés, voir discussion ci-dessous). Elle est
construite à partir de 7 variables :
⋆ l’extension latérale en φ de la gerbe électromagnétique ;
⋆ la fraction d’énergie déposée dans chacune des 4 couches du compartiment électromagnétique ;
⋆ l’énergie totale de l’électron ;
⋆ la position du vertex primaire le long de l’axe z.
Ces variables entretiennent des corrélations : la répartition de l’énergie au sein des différentes
couches dépend de l’énergie totale de la particule incidente, la position longitudinale du vertex
affecte la forme de la gerbe. Le pouvoir discriminant de HMx7 provient du fait que les corréla-
tions sont différentes pour les électrons et les jets. Pour des raisons pratiques, les corrélations entre
les variables des "vrais électrons" sont évaluées par simulation. Des électrons sont générés dans de
nombreuses configurations cinématiques {E, η, φ, PVz} . Pour chaque configuration, les 7 variables
sont mesurées et regroupées au sein d’un vecteur x = (rφ , EM1, ..., PVz) . On construit alors une
matrice de corrélationM pour cet ensemble de N électrons simulés, donnée par :
Mij =
1
N
N∑
n=1
(xni − x¯i)
(
xnj − x¯j
)
, avec x¯i =
1
N
N∑
n=1
xni (4.22)
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où xni représente la coordonnée i du vecteur x
n =
(
rnφ , EM
n
1 , ..., PV
n
z
)
pour l’électron n.
Dans l’hypothèse où chacune des 7 variables obéit à une loi gaussienne, la probabilité pour qu’un
électron λ dépose une gerbe de caractéristique xλ =
(
rλφ , EM
λ
1 , ..., PV
λ
z
)
s’exprime à l’aide d’une
loi gaussienne à plusieurs variables :
P (xλ) =
1
(2π)n/2
√|detM | exp
(
−1
2
(
xλ − x¯
)t
M−1
(
xλ − x¯
))
(4.23)
Le lien entre cette probabilité gaussienne à 7 variables et la forme du χ2 à 7 variables peut facile-
ment être établi dans le cadre d’une estimation paramétrique [113]. Supposons que x¯ dépende d’un
paramètre inconnu θ que l’on cherche à estimer. La probabilité P (xλ) prend alors la signification
d’une fonction de vraisemblance L(xλ, θ) . La valeur du paramètre est obtenue en maximisant la
fonction de vraisemblance, ce qui revient à minimiser la quantité :
χ2 =
7∑
i,j=1
(
xλi − x¯i
)
M−1ij
(
xλj − x¯j
)
≡ HMx7 (4.24)
La variable HMx7 ainsi définie mesure bien la "compatibilité" entre la gerbe d’un candidat élec-
tron et la gerbe d’un vrai électron, car une petite valeur de HMx7 est associée à une probabilité
P (xλ) élevée. Dans les critères d’identification standards, on impose : HMx7 < 50 . La "matrice
H" désigne traditionnellement l’inverse de la matrice de corrélation :H = M−1 .
• Association entre énergie calorimétrique et trace (χ2
EM/trace) :
La distinction entre électrons et photons s’opère au niveau du détecteur de traces, car la forme des
gerbes n’est pas discriminante. On cherche une trace émise dans la même direction que l’objet
reconstruit dans le calorimètre : ∆η(EM, trace) < 0.05 et ∆φ(EM, trace) < 0.05 . L’impulsion
transverse de la trace doit être supérieure à 1.5 GeV. Pour limiter les associations fortuites entre une
trace quelconque et l’objet calorimétrique, on définit une variable de χ2 qui mesure la qualité de
l’association :
χ2EM/trace =
(
δφ
σφ
)2
+
(
δz
σz
)2
︸ ︷︷ ︸
χ2spatial
+
 ETpT − 1
σET
pT
2 (4.25)
Pour évaluer les deux premiers termes, on calcule :
⋆ le point d’impact de la trace dans la couche EM3 du calorimètre, par extrapolation ;
⋆ la position du "barycentre énergétique" de l’électron dans la couche EM3 13.
Dans l’équation 4.25,
δφ = φEM3calo − φEM3trace , δz = zEM3calo − zEM3trace (4.26)
et σφ et σz désignent les résolutions expérimentales sur δφ et δz respectivement. Le troisième terme
du χ2 compare l’énergie transverse mesurée dans le calorimètre et l’impulsion transverse mesurée
13. La couche EM3 est la couche la plus finement segmentée du compartiment électromagnétique (∆η×∆φ = 0.05× 0.05),
d’où son choix pour définir la "position" de l’électron dans le calorimètre.
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indépendamment par le détecteur de traces. Le critère d’identification est basé sur la probabilité
P (χ2 , ndf) plutôt que le χ2 lui-même (ndf désigne le nombre de degrés de liberté, à savoir 3 dans
le cas présent). Dans l’analyse, on demande que P (χ2EM/trace , 3) > 0 . Ce critère permet de rejeter
efficacement les traces qui se trouvent par accident dans la région de l’objet calorimétrique. En cas
d’association réussie, on définit l’énergie de l’électron comme étant l’énergie calorimétrique, et les
variables angulaires de l’électron sont déterminées par les variables angulaires de la trace.
• Vraisemblance (lhood7) :
Le dernier critère d’identification est une fonction de vraisemblance construite à partir des 7 variables
assurant la meilleure séparation entre "vrais électrons" et "faux électrons" (jets et photons) [114] :
⋆ la fraction électromagnétique : emf
⋆ le χ2 de la matriceH basé sur la forme de la gerbe :HMx7
⋆ la probabilité de χ2 de l’association spatiale entre trace et objet calorimétrique : P (χ2spatial, 2)
⋆ le rapport ET /pT
⋆ la distance de moindre approche :DCA , définie à la section 4.2
⋆ l’impulsion transverse véhiculée par l’ensemble des traces (hormis la trace de l’électron) se trou-
vant dans un cône de rayon Rcone = 0.4 dont l’axe coïncide avec la trace de l’électron. Cette
variable est destinée à éliminer les jets de π0 accompagnés de hadrons chargés
⋆ le nombre de traces reconstruites dans un cône de rayonRcone = 0.05 centré sur la trace de l’élec-
tron (qui est cette fois comptabilisée). Cette condition a pour but de rejeter les électrons issus de
conversions γ → e+e− .
La construction de la variable de vraisemblance s’effectue en deux temps, et se base exclusivement
sur les données. Tout d’abord, on détermine les densités de probabilité de chacune des 7 variables
pour les "vrais" et "faux" électrons. Les "vrais" électrons sont sélectionnés dans la région de masse
invariante Mee ∈ [80, 100] GeV, où la contribution du processus Z → e+e− est largement majori-
taire. Les "faux électrons" (i.e. un jet ou un photon simulant un électron) proviennent des événements
dans lesquels un électron et un jet reculent dos-à-dos dans le plan transverse : cet échantillon est do-
miné par les processus γ+jet et dijet.
Notons Ps(xi) et Pb(xi) les densités de probabilité de la variable discriminante xi associées aux
"vrais" et "faux" électrons respectivement. Sachant que l’on à affaire à un "vrai" ou un "faux" élec-
tron, la probabilité de mesurer simultanément {x1, .., x7} est donnée par :
Ps(x1, .., x7) =
7∏
i=1
Ps(xi) , Pb(x1, .., x7) =
7∏
i=1
Pb(xi) (4.27)
Ce calcul suppose que les variables discriminantes sont 2 à 2 indépendantes [114]. Pour séparer les
électrons des jets et photons, on définit une variable de vraisemblance LEM construite comme le
rapport :
LEM (x1, .., x7) = Ps(x1, .., x7)
Ps(x1, ..., x7) + Pb(x1, .., x7)
≡ lhood7 (4.28)
Dans l’analyse, les électrons seront sélectionnés pourvu qu’ils vérifient : lhood7 > 0.85 .
Les deux critères d’identification "standard" que l’on utilisera dans l’analyse sont baptisés "top_loose"
et "top_tight", et sont définis comme suit :
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• top_loose :
emf > 0.9 , iso < 0.15 , HMx7 < 50 , χ2EM/trace > 0
impulsion transverse de la trace associée supérieure à 5 GeV
• top_tight :
mêmes conditions que pour le critère top_loose, lhood7 > 0.85
4.9 L’énergie transverse manquante
Que ce soit au niveau de la collision proton-antiproton ou au niveau de la collision partonique, l’impul-
sion transverse des particules incidentes est négligeable devant leur impulsion longitudinale (dans le référen-
tiel du détecteur). En vertu de la conservation de l’énergie, la somme vectorielle de l’impulsion transverse
des particules de l’état final doit être nulle. En raison de leur très grande rapidité, les partons spectateurs du
proton et de l’antiproton échappent à la détection, si bien que l’on ne peut effectuer de bilan d’énergie le
long de l’axe du faisceau.
En pratique, la somme des énergies transverses mesurées dans le détecteur est rarement proche de zéro.
D’une part, les neutrinos (pour n’évoquer que les particules du Modèle Standard) n’interagissent pas avec
la matière sensible du détecteur, et induisent un déficit dans le bilan d’énergie transverse. D’autre part, une
mesure imprécise de l’énergie des objets de l’état final crée inévitablement un déséquilibre dans la somme
des énergies transverses. Des cellules bruyantes dans le calorimètre, ou des dysfonctionnements de certains
sous-détecteurs peuvent également engendrer un défaut d’énergie transverse.
L’énergie transverse manquante "brute" (i.e. non corrigée) est calculée à partir de toutes les cellules
d’énergie positive du calorimètre, à l’exception des cellules du compartiment hadronique grossièrement
segmenté 14. Elle est définie comme l’opposée de l’énergie visible :
−−−→
E/bruteT = −
∑
cell i /∈CH
−→
ET i (en prenant pour origine le vertex primaire) (4.29)
La somme vectorielle
−−−→
E/bruteT donne autant de poids à chacune des cellules calorimétriques. Cepen-
dant, l’énergie assignée aux jets et aux électrons reconstruits bénéficie d’une recalibration, dont l’un des
buts est de corriger le caractère "non idéal" du calorimètre (non-uniformité, non-compensation, zones non
instrumentées, ...). La correction de l’énergie affecte le bilan d’énergie transverse visible, et doit donc être
propagée à l’énergie transverse manquante.
La calibration en énergie de l’électron s’apparente à une correction de réponse (se référer à la section
4.6 pour plus de détails). Si l’on écrit symboliquement l’effet de la calibration sous la forme :
−−−→
EEMT
,corr =
−−−→
EEMT
,brute +
−−−−→
δEEMT (4.30)
alors la propagation de la calibration d’un électron à l’énergie transverse manquante se résume à :
−−−→
E/corrT =
−−−→
E/bruteT −
−−−−→
δEEMT (4.31)
14. Les cellules des couches CH sont relativement bruyantes, et dégradent la résolution sur la mesure de l’énergie transverse
manquante
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En ce qui concerne les jets, les corrections d’échelle en énergie consistent à incrémenter l’énergie transverse
du jet d’une quantité δEjetT définie par :
−−−→
δEjetT =
Ecorrjet −Emesjet
cosh(ηjet)
−→eT , avec Ecorrjet =
Emesjet −Eoff
Rjet × Fη × Sconekbiais (4.32)
−→eT est le vecteur unitaire colinéaire à l’impulsion transverse du jet. Une approche "naïve" consisterait à
propager l’intégralité de la correction, comme dans le cas de l’électron (équation 4.31). Pour se convaincre
que cette approche est naïve, concentrons nous uniquement sur la correction de showering, et choisissons :
Rjet = Fη = kbiais = 1 , Eoff = 0. Le rôle de cette correction peut être formulé en ces termes : « Un
certain nombre de particules se trouvant à l’extérieur du cône calorimétrique proviennent en réalité du jet de
particules. La "vraie" énergie du jet de particules est égale à la somme de l’énergie contenue dans le cône
et de l’énergie de ces particules en dehors du cône ». Il est évident que la correction de showering modifie
l’énergie du jet. Par contre, du point de vue de l’énergie transverse manquante, rien n’a changé : l’énergie
déposée en dehors du cône est toujours à la même place. Le fait que l’on considère certaines particules
comme faisant partie du jet n’a aucune incidence vis-à-vis de E/T .
Le même raisonnement peut être appliqué à la correction d’offset : l’énergie déposée dans les cellules
par des phénomènes autres que l’interaction dure est bel et bien déposée, et est déjà comptabilisée dans
l’énergie transverse manquante "brute". En conclusion, il ne faut propager à l’énergie transverse manquante
que l’effet de la correction de réponse :
−−−→
δEjetT
, propag. =
Ecorrjet − E no resp.jet
cosh(ηjet)
−→eT , avec E no resp.jet =
Emesjet −Eoff
Scone
kbiais (4.33)
Remarque :
Les corrections d’échelle en énergie ne sont appliquées qu’aux jets vérifiant les critères d’identification.
Ainsi, la propagation de la correction de réponse concerne uniquement les "bons jets". Par ailleurs, si un jet
satisfait les critères d’identification, cela signifie qu’à l’intérieur du cône, les cellules des couches CH ne
sont pas bruyantes. Elles sont donc rajoutées a posteriori dans le calcul de l’énergie transverse manquante
figurant à l’équation 4.29 [115].
Propagation des corrections SSR :
Étant donné que les corrections de shifting et de smearing modifient l’énergie des jets simulés, elles
doivent être propagées au calcul de l’énergie transverse manquante. Cependant, comme pour les corrections
d’échelle en énergie, seule une partie de ces corrections doit être transmise [116]. La correction de smearing
a pour but de dégrader la résolution des jets simulés. La résolution est principalement conditionnée par :
• les fluctuations du nombre de particules entrant et sortant du cône : cette partie des corrections ne
doit pas être propagée, pour les mêmes raisons que celles évoquées pour le showering ;
• la description de l’interaction entre jet de particules et détecteur : cette contribution doit être trans-
mise pour recalibrer E/T .
En ce qui concerne la correction de shifting, elle corrige la différence d’échelle en énergie entre données et
simulation, causée par :
• les radiations QCD émises à grand angle : une partie de cette énergie sera déposée dans le calo-
rimètre loin du jet, et ne bénéficie pas des corrections d’échelle en énergie. Si cet effet introduit
une différence entre données et simulation, alors il est corrigé par le shifting. Cette "recalibration
relative" doit être transmise au calcul de E/T ;
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• la modélisation du mécanisme d’hadronisation : il met notamment en jeu les phénomènes de frag-
mentation et de recombinaison de couleur. La correction de réponse est intimement liée aux para-
métrisations choisies pour les fonctions de fragmentation. Une partie du désaccord entre données et
simulation est donc absorbée dans les corrections d’échelle en énergie, le reste se retrouve dans la
correction de shifting.
En conclusion, il est très difficile de déterminer précisément la part des corrections SSR qui doit être pro-
pagée pour calibrer l’énergie transverse manquante. Ceci est illustré à la figure 4.6, dans le cadre de la
sélection di-électron utilisée dans l’analyse (voir chapitre 7). Cette figure présente les distributions en E/T
obtenues pour les événements di-électron contenant au moins deux jets reconstruits (pT > 20 GeV) dans
deux configurations différentes : dans la figure 4.6(a), les corrections SSR ne sont pas transmises à la E/T ,
alors que dans la figure 4.6(b), la variable E/T est recalculée en propageant l’intégralité des corrections de
smearing et de shifting. Devant le large désaccord observé à la figure 4.6(b), la méthode SSR sera unique-
ment utilisée pour corriger l’énergie des jets simulés : la recalibration ne sera pas transmise au calcul de
l’énergie transverse manquante.
Cette démarche est adoptée par les analyses s’intéressant à un état final contenant deux leptons et deux
jets, dont le bruit de fond dominant est le processus Drell-Yan Z/γ∗(→ ℓ+ℓ−)+2 jets. La proportion d’évé-
nements contenant des neutrinos (i.e. contenant de la "vraieE/T ") est faible, et l’essentiel du défaut d’énergie
dans le plan transverse provient d’effets de résolution. Cet état final est donc particulièrement sensible à la
propagation des corrections SSR .
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(a) Distribution en E/T sans propagation des corrections
SSR.
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(b) Distribution en E/T après propagation des corrections
SSR.
FIGURE 4.6 – Distribution d’énergie transverse manquante avec et sans propagation des corrections SSR .
Ces distributions sont représentées pour un état final contenant une paire d’électrons top_tight de charge
opposée (voir section 4.8), reconstruits en dehors de l’ICR, et au moins deux jets d’impulsion transverse
supérieure à 20 GeV. Dans les 2 cas, les corrections d’échelle en énergie sont appliquées aux jets dans les
données et la simulation. De plus, l’énergie des jets simulées est corrigée par la méthode SSR.
La dernière correction apportée au calcul de E/T concerne les muons. Cette particule est très peu ioni-
sante : quelle que soit son énergie, elle ne dépose que quelques GeV dans le calorimètre. Grâce à la simu-
lation GEANT3, on calcule une fois pour toutes la perte d’énergie d’un muon dans le calorimètre pour de
très nombreuses configurations cinématiques, et l’on stocke les résultats sous forme de tableau. Ceci permet
ensuite d’estimer très rapidement le dépôt d’énergie calorimétrique d’un muon dont on connaît l’impulsion.
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Lorsqu’on identifie un muon dans l’état final, la correction de l’énergie transverse manquante consiste à
remplacer dans le bilan d’énergie transverse les quelques GeV déposés dans le calorimètre (information
provenant des valeurs tabulées) par la véritable impulsion transverse mesurée dans le spectromètre.
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Chapitre 5
Reconstruction et identification des jets
dans les événements Z(→ ee) + 1 jet
Pour mener à bien une analyse de physique faisant intervenir des jets dans l’état final, il est essentiel
que les efficacités d’identification et de reconstruction des jets calorimétriques soient identiques dans les
données et la simulation, ne serait-ce que pour prédire correctement la multiplicité de jets. L’accord entre
données et simulation concernant la multiplicité en jets reconstruits est principalement conditionné par :
• le générateur 1 : dans ALPGEN [117], l’émission de partons est effectuée au niveau des éléments de
matrice alors que dans PYTHIA [118], les radiations sont générées par le procédé de parton shower ;
• la simulation de l’interaction du jet de particules avec le détecteur, via le logiciel GEANT3 [119] ;
• le seuil de reconstruction de l’algorithme de cône du Run II : on ne garde que les jets d’impulsion
transverse non corrigée supérieure à 6 GeV (voir section 4.4.3) ;
• le seuil de sélection sur l’impulsion transverse des jets après corrections d’échelle en énergie ;
• les corrections de smearing et de shifting de la méthode SSR (voir section 4.7). Pour rappel, cette
méthode a été développée dans le but de corriger l’énergie des jets simulés (essentiellement à bas
pT ) de façon à reproduire à la fois le spectre en pT et la résolution en énergie des jets observés dans
les données.
Dans ce chapitre, nous présenterons les efficacités de reconstruction εreco et d’identification εID mesu-
rées dans des événements Z(→ ee) + 1 jet, où le jet et le boson Z reculent dos-à-dos dans le plan transverse.
Les bosons Z ont l’avantage d’être facilement identifiables dans les canaux de désintégration leptonique,
ce qui confère une grande pureté à l’échantillon sélectionné dans les données. Pour la première fois, la sta-
tistique accumulée au Run IIa devient suffisante pour mener une étude quantitative dans cette topologie de
faible section efficace. Nous étudierons les performances de l’algorithme SSR vis-à-vis de l’efficacité de
reconstruction des jets calorimétriques. Nous comparerons ensuite l’efficacité des critères d’identification
(présentés au paragraphe 4.5) dans les données et la simulation, et illustrerons l’effet de la procédure de
correction d’efficacité.
1. Ces études sont basées sur le générateur ALPGEN v2.05_d0, interfacé avec le générateur PYTHIA v6_319.
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5.1 Efficacité de reconstruction des jets
La mesure de l’efficacité de reconstruction des jets dans le calorimètre se pose en ces termes : "on sait
qu’un jet de particules a été produit dans une certaine direction ; a-t-il été reconstruit dans le calorimètre ?".
Dans la simulation, on dispose de l’information au niveau générateur, ce qui permet de localiser avec préci-
sion les jets de particules. Évidemment, dans les données, il faut identifier ces jets de particule par un autre
moyen. On utilise pour cela le détecteur de traces : un jet de hadrons a de fortes chances de contenir des
particules chargées, et par conséquent d’être vu comme un "jet de traces" par les détecteurs de traces.
En vertu de la conservation de l’énergie dans le plan transverse, si l’on connaît l’angle azimutal φZ du
boson Z, on peut inférer celui du système Σ qui recule face au Z : ∆φ(Z,Σ) ∼ π . A priori, le système
Σ peut être constitué d’un ou plusieurs jets, ou plus rarement d’un autre boson (γ, Z,W ). Pour étudier les
propriétés des jets, on met en place une selection visant à ne retenir que les configurations Z + 1 jet.
5.1.1 Critères de sélection
Pour reconstruire le boson Z, on établit une sélection di-électron en demandant 2 objets électroma-
gnétiques de qualité top_tight (voir section 4.8) de charge opposée, d’impulsion transverse supérieure à
15 GeV, dont la masse invariante vérifie : 60 < Mee < 120 GeV. Grâce aux critères d’identification sélec-
tifs, la contamination du lot d’événements par le bruit de fond QCD est négligeable. Ceci sera vérifié dans
l’analyse, qui est également basée sur une sélection di-électron top_tight (on pourra par exemple se référer
au tableau 7.5).
Une sélection est ensuite effectuée sur la qualité des traces participant à la reconstruction des jets de
traces : pT > 0.5 GeV, ∆z(trace, PV ) < 1 cm, DCA < 0.4 cm, au moins 4 impacts dans les détecteurs
de traces (SMT et CFT confondus). Les jets de traces sont formés à l’aide d’un algorithme "simple cône" de
rayon ∆R =
√
∆η2 + ∆φ2 = 0.5, similaire à celui utilisé pour créer les pré-amas dans le calorimètre (voir
paragraphe 4.4.2). Les jets de traces ainsi obtenus doivent contenir au moins 2 traces, et avoir une impulsion
transverse supérieure à 1 GeV.
On sélectionne alors la topologie Z + 1 jet en imposant qu’un jet de traces (reconstruit à l’étape pré-
cédente) recule face au Z dans le plan transverse : ∆φ(Z, jet traces) > 2.6 radians. Pour s’assurer que
l’on retient essentiellement la topologie Z + 1 jet, on rejette les événements pour lesquels un jet calorimé-
trique est identifié en dehors de la région du jet de traces :∆R(jet traces, jet calo) > 0.5 , ∀ pT (jet calo) .
Afin d’augmenter la statistique, on autorise 3 configurations pour le jet de traces :
• un seul jet de traces est reconstruit dans l’événement, et vérifie la condition requise dans le plan
transverse : ∆φ(Z, jet traces) > 2.6 radians (figure 5.2(a)) ;
• on compte au moins deux jets de traces dans l’événement. On garde ce type de topologie pourvu que
l’objet de plus grand pT soit situé dans la région ∆φ(Z, jet traces) > 2.6 radians, et que les autres
satisfassent pT < 5 GeV (figures 5.1 et 5.2(b)). Dans ce cas, on estime que l’activité additionnelle
ne perturbe pas la mesure de l’efficacité de reconstruction ;
• deux jets de traces sont reconstruits à l’intérieur d’un cône de rayon ∆R = 0.7 , et la somme
vectorielleΣ des deux objets est située dans la zone appropriée :∆φ(Z,Σ) > 2.6 radians. Ce type de
configuration pourrait être rencontré dans des événements Z+gluon, car un jet issu de l’hadronisation
d’un gluon a tendance à être plus évasé qu’un jet de quark à impulsion égale (figure 5.2(c)).
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FIGURE 5.1 – Corrélation entre l’impulsion transverse des deux jets de traces de plus grand pT (dans les
données). La majorité des seconds jets de traces ont une impulsion transverse inférieure à 5 GeV.
(a) 1 seul jet de traces reconstruit, repré-
senté en projection dans le plan transverse
(b) Activité additionnelle autorisée, pour
des jets de traces de pT < 5 GeV
(c) Configuration attribuée à un jet de
gluon
FIGURE 5.2 – Différentes configurations retenues lors de la sélection du jet de traces. Dans tous les scé-
narios, les électrons issus du boson Z doivent être suffisamment éloignés du (ou des) jet(s) de traces :
∆R(e, jet traces) > 0.5 .
Avant de procéder aux mesures d’efficacité de reconstruction, on souhaite se prémunir contre certaines
"configurations pathologiques" :
• Σ est un photon, et un jet de trace est identifié près du photon (radiation de gluon dans l’état initial) ;
• un électron provenant de la désintégration du Z émet un photon par rayonnement de freinage, et la
condition sur la masse invariante est toujours satisfaite.
La figure 5.3 illustre une telle situation. Le photon perturbe la répartition de l’énergie dans le plan transverse.
La majeure partie de l’impulsion du système reculant face à la paire d’électrons est emportée par le photon.
Par conséquent, les particules chargées du jet de traces, peu énergétiques, risquent d’être fortement déflé-
chies par le champ solénoïdal. Aucun jet calorimétrique ne sera reconstruit dans la direction du jet de trace,
ce qui induit artificiellement une inefficacité de reconstruction. Un veto est donc mis en place contre les pho-
tons. Si l’on reconstruit un troisième objet électromagnétique d’impulsion transverse supérieure à 15 GeV,
ayant une fraction électromagnétique > 0.9, une isolation < 0.15, et aucune trace associée (χ2spatial = 0)
2,
alors l’événement est rejeté.
2. Ces critères d’identification sont définis à la section 4.8
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FIGURE 5.3 – Événement Z + 1 jet de traces perturbé par la présence d’un photon, représenté en projection
dans le plan transverse.
5.1.2 Mesure de l’efficacité de reconstruction des jets
La mesure de εreco fait appel à une technique appelée "tag and probe", couramment employée pour
évaluer les efficacités de reconstruction. Dans les événements Z+1 jet de traces , le jet de traces constitue
l’objet "témoin" (tag), et l’on teste la présence d’un jet calorimétrique (probe) dans le voisinage de cet objet
témoin. Un jet de traces sera considéré comme reconstruit dans le calorimètre si :
∆R(tag, probe) = ∆R(jet traces, jet calo) < 0.5 , ∆R =
√
∆η2 + ∆Φ2 (5.1)
L’efficacité de reconstruction des jets calorimétriques est mesurée séparément dans les différentes régions
du calorimètre, en raison de la non-uniformité en η de la matière en amont du calorimètre. Pour distinguer
les jets "CC" (Calorimètre Central), "ICR" (Région Inter-Cryostat) et "EC" (End Cap), on utilise la pseudo-
rapidité du jet de traces mesurée dans le référentiel du détecteur :
CC :
∣∣∣ηjet tracesdet ∣∣∣ ≤ 0.8 ICR : 1.1 ≤ ∣∣∣ηjet tracesdet ∣∣∣ ≤ 1.5 EC : 1.6 ≤ ∣∣∣ηjet tracesdet ∣∣∣ ≤ 2.5
Par construction, les jets calorimétriques et les jets de traces sont associés à l’intérieur d’un cône de rayon
∆R = 0.5 (équation 5.1). Ainsi, bien que le calorimètre central s’arrête physiquement à η = 1.1 , la région
en ηdet où l’on peut reconstruire un "jet calorimétrique CC" s’étend en principe jusqu’à :
∣∣∣ηjet calodet ∣∣∣ = 1.3 ,
dans le cas extrême où ∆Φ = 0 . On rencontre le même type d’ambiguïté à la frontière ICR/EC. En pra-
tique, comme le montre la figure 5.4, il est rare que ∆R(jet traces, jet calo) excède 0.2, ce qui limite les
"recouvrements" CC/ICR et ICR/EC.
L’efficacité de reconstruction dépend fortement de l’impulsion transverse du jet de particules. Cepen-
dant, une paramétrisation de εreco selon pT(jet traces) est à proscrire, car le jet de traces ne contient que
les particules chargées du jet de particules. Son impulsion ne reflète donc pas celle du jet calorimétrique, ce
qui est illustré à la figure 5.5(a). Dans une topologie Z + 1 jet , le boson Z et le jet de particules ont des
impulsions opposées dans le plan transverse, c’est pourquoi on choisira de paramétrer εreco en fonction de
pT(Z) . L’efficacité ǫreco (pT (Z)) sera ajustée par une "fonction erreur", ou courbe de turn-on :
ǫreco (pT (Z)) =
ǫ0
2
(
1 +Erf
(
pT (Z)− µ
σ
))
(5.2)
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(a) Différence de pseudo-rapidité entre jet calorimétrique et jet
de traces associé, en fonction de ηjet tracesdet .
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(b) ∆ηdet(jet traces, jet calo) pour les jets de traces CC
FIGURE 5.4 – Distributions ∆ηdet(jet traces, jet calo) .
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(a) pT(Z) en fonction de pT(jet traces) pour les jets de traces
CC. La droite "y=x" montre que seule une partie de l’impulsion
du jet de particules et visible dans un jet de traces.
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(b) pT(Z) en fonction de pT(jet calo) après association entre
jet de traces CC et jet calorimétrique (pT(jet) > 15 GeV).
L’équilibre des impulsions transverses est "rétabli" dans le ca-
lorimètre.
FIGURE 5.5 – Justification du choix de la paramétrisation ǫreco (pT (Z)) .
La figure 5.6 présente le résultat de la mesure de εreco par la méthode tag and probe. Dans toutes
ces études, le seuil de reconstruction des jets calorimétriques est fixé à pT = 15 GeV après avoir appliqué
les corrections d’échelle en énergie. Pour la simulation, les mesures sont basées sur les prédictions des
générateurs ALPGEN+PYTHIA. L’efficacité εreco est évaluée dans les données, et dans la simulation avec
ou sans correction SSR . On observe que la méthode SSR améliore notablement l’accord entre données et
Monte Carlo dans chaque région du calorimètre.
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(a) εreco en fonction de pT(Z) pour les jets CC, dans les don-
nées et la simulation, avec ou sans correction SSR .
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(b) Rapport données/simulation des efficacités de reconstruction
pour les jets CC.
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(c) εreco pour les jets de l’ICR.
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(d) εreco : rapport données/simulation pour les jets dans l’ICR.
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(e) εreco pour les jets dans l’EC.
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(f) εreco : rapport données/simulation pour les jets EC.
FIGURE 5.6 – Efficacités de reconstruction des jets calorimétriques d’impulsion transverse supérieure à 15
GeV, et rapport d’efficacités données/simulation.
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5.2 Efficacité d’identification
L’efficacité d’identification εID correspond à la probabilité pour un jet calorimétrique de satisfaire
les critères d’identification (définis dans le paragraphe 4.5). Elle dépend essentiellement de l’énergie et de
la pseudo-rapidité ηdet du jet. Ici, on ne rencontre pas d’ambiguïté dans la définition "CC/ICR/EC", et la
segmentation respecte la géométrie du détecteur :
CC :
∣∣∣ηjetdet∣∣∣ < 1.1 ICR : 1.1 ≤ ∣∣∣ηjetdet∣∣∣ < 1.5 EC : 1.5 ≤ ∣∣∣ηjetdet∣∣∣ ≤ 2.5 (5.3)
La mesure de l’efficacité d’identification ne nécessite a priori aucune sélection sur les jets de traces.
Elle est basée sur la topologie Z + 1 jet calo , et utilise le même type de sélection que la mesure de
l’efficacité de reconstruction, à savoir :
• ∆Φ(Z, jet) > 2.6 radians ;
• pas d’autre jet identifié à l’extérieur d’un cône de rayon ∆R = 0.5 centré sur ce jet ;
• pas de recouvrement entre le jet et les électrons issus du boson Z : ∆R(e, jet) > 0.5 .
A titre de comparaison, εID a également été évaluée pour la sélectionZ+1 {jet traces ≡ jet calo} hé-
ritée des études d’efficacité de reconstruction. D’éventuelles différences entre les deux approches pourraient
révéler un biais introduit par la selection du jet de traces.
En ce qui concerne la paramétrisation de εID , on dispose a priori de deux variables : pT(Z) et pT(jet) .
Dans la topologie sélectionnée, étant donné que le boson Z et le jet reculent dos-à-dos dans le plan trans-
verse, on s’attend à mesurer pT(Z) ≃ pT(jet) . Cependant, comme indiqué à la figure 5.5, un jet de
pT ≃ 20 GeV peut parfois contrebalancer un boson de pT ≃ 5 GeV ou pT ≃ 40 GeV. Plusieurs raisons
peuvent expliquer de tels déséquilibres :
• une mesure imprécise de l’énergie du jet (effet de résolution) ;
• la présence d’un muon dans un jet issu de la désintégration semi-leptonique d’un quark lourd :
l’énergie du muon n’est pas prise en compte dans l’énergie du jet ;
• un dépôt d’énergie dans le calorimètre trop faible pour dépasser le seuil de reconstruction de 6 GeV
sur l’impulsion transverse des jets.
Bien qu’il semble plus pertinent de choisir une variable liée au jet pour paramétrer l’efficacité d’iden-
tification, la variable pT(jet) ne permet pas de rendre compte de l’activité additionnelle non reconstruite
pouvant perturber εID . Afin de tenir compte de la dispersion "pT(Z) vs pT(jet)", on détermine la "fonc-
tion de remapping" définie par :
〈pT(jet)〉 = f (pT(Z)) , 〈 〉 : valeur moyenne (5.4)
Elle est représentée à la figure 5.7 pour chaque région du calorimètre. En pratique, l’efficacité d’identifica-
tion est d’abord paramétrée en fonction de pT(Z) . Dans un deuxième temps, on détermine pour chaque bin
en pT(Z) la valeur moyenne 〈pT(jet)〉 de l’impulsion transverse du jet. Pour finir, on effectue le change-
ment de paramétrisation pour εID :
ǫID (pT (Z)) −→ ǫID (〈pT(jet)〉) (5.5)
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(a) Remapping 〈pT (jet)〉 en fonction de pT (Z) pour les jets CC.
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(b) Remapping pour les jets dans l’ICR.
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(c) Remapping pour les jets EC.
FIGURE 5.7 – Valeur moyenne 〈pT (jet)〉 en fonction de pT(Z). Afin de faciliter la lecture, la droite "y=x"
et le seuil minimal de 15 GeV sur l’impulsion transverse du jet calorimétrique reconstruit ont été représentés
sur ces figures.
La figure 5.8 illustre les résultats obtenus pour les mesures d’efficacité d’identification des jets. L’effet
du remapping est représenté pour les jets reconstruits dans la partie centrale du calorimètre : les figures 5.8(a)
et 5.8(c) sont à comparer aux figures 5.8(b) et 5.8(d) respectivement. Le fait d’associer un jet calorimétrique
et un jet de traces semble introduire un biais dans la mesure de εID (voir figures 5.8(b) et 5.8(d)). Pour
interpréter cette observation, considérons un jet contenant exclusivement des particules neutres, par exemple
un jet de pions neutres π0 , qui n’est pas apparié à un jet de traces. Dans près de 99% des cas, π0 → γγ , donc
l’essentiel de l’énergie du jet est déposée dans le calorimètre électromagnétique. Or les jets dont la fraction
électromagnétique dépasse 95% ne sont pas identifiés comme "bons jets", afin de rejeter les photons et les
électrons de la liste des candidats jets. En conclusion, les jets neutres uniquement présents dans l’échantillon
Z + 1 jet sont plus susceptibles de ne pas remplir les critères d’identification que les jets de l’échantillon
Z + 1 {jet ≡ jet traces} .
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(a) εID en fonction de pT(Z) , i.e. sans remapping, pour des jets
CC. Ces jets calorimétriques sont associés à un jet de traces.
> (GeV)
T
<jet p20 30 40 50 60 70 80
ID
∈
0.75
0.8
0.85
0.9
0.95
1
Data
MC
MC + SSR 
(b) εID en fonction de 〈pT (jet)〉, i.e. avec remapping, pour les
jets CC associés à un jet de traces.
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(c) εID en fonction de pT(Z) , pour des jets CC non nécessai-
rement apparié à un jet de traces.
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(d) εID en fonction de 〈pT (jet)〉 pour des jets CC, sans sélec-
tion sur les jets de traces.
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(e) εID en fonction de 〈pT (jet)〉 pour des jets de l’ICR, sans sé-
lection sur les jets de traces.
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(f) εID en fonction de 〈pT (jet)〉 pour des jets EC, sans sélection
sur les jets de traces.
FIGURE 5.8 – Efficacité d’identification des jets de pT supérieur à 15 GeV, en fonction de pT(Z) , c’est-à-
dire sans remapping (figures a, c, e), et en fonction de 〈pT (jet)〉 , après remapping (figures b, d, f).
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5.2.1 Correction de l’efficacité d’identification
Dans la plupart des régions cinématiques (pT, η) , on observe dans les événements Z + 1 jet que
ǫMCID > ǫ
donne´es
ID : un jet simulé possède une probabilité plus grande de satisfaire les critères d’identifica-
tion qu’un jet dans les données. C’est pourquoi le groupe "Jet ID" a développé une procédure permettant
d’éliminer l’excès de bons jets dans la simulation [120]. Cette correction est déterminée dans les événements
γ+jet et dijet (voir figure 5.9), qui offrent une meilleure précision statistique. La procédure ainsi que ses ef-
fets dans la topologie Z + 1 jet sont présentés ci-dessous. Pour chaque jet reconstruit dans la simulation :
• on calcule le rapport :
SF γj,jjID (ηdet) =
ǫdonne´esID γj,jj
ǫMCID γj,jj
(5.6)
à partir des mesures effectuées dans les événements dijet et γ+jet [120]. Ce rapport est ajusté par
une constante (courbe noire de la figure 5.9(c)) dans des intervalles de largeur ∆ηdet = 0.1 ;
• on tire un nombre aléatoire λ dans une distribution uniforme entre 0 et 1 ;
• si λ > SFID , le jet est enlevé de la liste des "bons jets".
Dorénavant, un jet reconstruit dans la simulation aura statistiquement autant de chances de remplir les cri-
tères d’identification qu’un jet reconstruit dans les données. La figure 5.10 présente l’efficacité d’identifi-
cation dans les événements Z + 1 jet avant et après correction. Évidemment, cette procédure de correction
ne permet pas de "rajouter des bons jets" lorsque ǫMCID < ǫ
donne´es
ID , mais l’on rencontre rarement ce cas de
figure. Dans les analyses de physique, cette limitation est couverte par une incertitude systématique (voir
paragraphe 7.10.10).
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(a) Efficacité d’identification mesurée dans les données, pour
des événements dijet et γ + jet par une méthode tag and probe.
Les points de mesure pour les études dijet, γ + jet, et combi-
nées sont ajustées par les courbes bleue, verte et noire respecti-
vement.
(b) εID mesurée dans la simulation pour les événements dijet et
γ + jet .
(c) Rapport des efficacités d’identification données/simulation. Les courbes bleu
et verte correspondent à l’interpolation des points de mesure pour les événements
dijet et γ+jet. La courbe en pointillés rouge représente le rapport des fonctions
d’interpolation données/simulation pour les mesures combinées (courbes noires
ci-dessus). La droite noire correspond à l’ajustement de tous les points de mesure
par une constante, utilisé pour corriger εID dans la simulation. La courbe noire
en pointillés symbolise l’erreur systématique totale sur ce facteur correctif.
FIGURE 5.9 – Efficacités et rapport d’efficacités d’identification des jets, mesurés pour les événements dijet
et γ+jet [120]. Ces courbes sont paramétrées en fonction de la valeur moyenne 〈pT,jet〉 de l’impulsion
transverse du jet "probe" (utilisation de la technique de remapping).
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(a) εID mesurée dans les données et la simulation après correc-
tions SSR pour les jets CC . Les corrections d’efficacité sont
appliquées dans la simulation.
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(b) Incertitude systématique introduite lors de la correction de
εID dans la simulation, pour les jets CC.
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(c) εID pour les jets dans l’ICR.
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(d) Incertitude systématique sur εID corrigée pour les jets de
l’ICR.
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(e) εID pour les jets EC.
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(f) Incertitude systématique sur εID corrigée pour les jets EC.
FIGURE 5.10 – Application des corrections d’efficacité d’identification déterminées dans les événements
dijet et γ+jet. Les résultats sont représentés pour les jets simulés corrigés par la méthode SSR . La bande
jaune sur les figures de droite symbolise l’incertitude systématique sur εID , qui prend en compte l’incerti-
tude statistique ainsi que certains biais de mesure relatifs aux corrections dijet et γ+jet.
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5.2.2 Incertitudes systématiques
Les efficacités de reconstruction et d’identification mesurées dans la simulation dépendent du généra-
teur, principalement via le modèle d’hadronisation, ou encore le spectre en impulsion des partons de l’état fi-
nal. Les prédictions de PYTHIA et ALPGEN+PYTHIA ont été comparées dans la topologie Z + 1 jet. Comme
dans les deux cas, PYTHIA assure l’hadronisation, on n’attend pas de différences notoires concernant les
mesures d’efficacité. Les observations sont conformes aux attentes, à la fois pour εreco et εID (figure 5.11).
Pour les jets corrigés par la méthode SSR , les mesures d’efficacité de reconstruction ont été répé-
tées en faisant varier successivement la correction de Smearing de ±1σsmear (erreur sur le paramètre σ de
l’équation 4.15) et la correction de Shifting ±1σshift (erreur sur le paramètre ∆∆S de l’équation 4.16).
Comme le montre la figure 5.12, les effets de résolution (Smearing) sont plus marqués à bas pT(Z) , c’est-
à-dire à bas pT(jet) . Les jets de l’ICR sont les plus sensibles aux corrections de Shifting.
Dans la figure figure 5.12, on compare les efficacités de reconstruction pour deux versions des correc-
tions d’échelle en énergie des jets (≃ 2006 et ≃ 2008). Pour mémoire, εreco est ajustée par :
ǫreco (pT (Z)) =
ǫ0
2
(
1 +Erf
(
pT (Z)− µ
σ
))
(5.7)
Pour un seuil de sélection en impulsion transverse corrigée fixé à pT = 15 GeV, on s’attend à trouver le
point d’inflexion µ de la courbe de turn-on vers 15 GeV. La version finale des corrections d’échelle en
énergie traduit en ce sens un meilleur niveau de compréhension par rapport à la version préliminaire, car
µ se rapproche de la valeur attendue. En ce qui concerne la résolution en énergie des jets, elle est d’autant
meilleure que le paramètre σ est petit, ce qui se traduit pour la courbe de turn-on par une transition "plus
rapide" entre les régions de basse et haute efficacité. On note une amélioration de la résolution en énergie
avec la version finale des corrections d’échelle en énergie.
5.3 Conclusion
Bien que la précision statistique des mesures soit limitée, les événements Z + jet constituent une
précieuse source d’information pour les efficacités de reconstruction et d’identification des jets de bas pT .
L’efficacité de reconstruction des jets calorimétriques a été mesurée en fonction de pT(Z) par la méthode
tag and probe, dans la topologie Z(→ ee) + 1 jet de traces . Elle met en évidence les performances de la
méthode SSR , vis-à-vis des corrections d’efficacité de reconstruction des jets simulés.
L’efficacité d’identification des jets a été évaluée dans les événements Z(→ ee) + 1 jet , en fonction de
pT(Z) puis de 〈pT(jet)〉 . L’efficacité εID se révèle plus élevée dans la simulation que dans les données, et a
été corrigée en conséquence. Les facteurs correctifs, qui proviennent des études menées sur les événements
dijet et γ+jet, permettent d’améliorer l’accord entre données et simulation dans les événements Z + 1 jet.
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(a) εreco prédit par ALPGEN et ALPGEN+PYTHIA pour les jets
CC.
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(b) εID pour les jets CC, sans remapping.
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(c) εreco : comparaison entre ALPGEN et ALPGEN+PYTHIA
pour les jets dans l’ICR.
 (GeV)
T
Z p
0 10 20 30 40 50 60 70 80
ID
∈
0.75
0.8
0.85
0.9
0.95
1
Data
Alpgen
Pythia
Alpgen + SSR
Pythia + SSR
(d) εID pour les jets dans l’ICR, sans remapping.
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(e) εreco : comparaison entre ALPGEN et ALPGEN+PYTHIA
pour les jets EC.
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(f) εID pour les jets EC, sans remapping.
FIGURE 5.11 – Efficacités de reconstruction et d’identification des jets en fonction de pT(Z) , mesurées
dans les événements Z + 1 jet pour chaque région du calorimètre. Comparaison entre les prédictions de
ALPGEN et ALPGEN+PYTHIA.
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(a) εreco obtenue avec 2 versions différentes des corrections Jet
Energy Scale (préliminaire et finale), pour les jets CC
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(b) Répercussion des incertitudes systématiques de la méthode
SSR sur la mesure de εreco , pour les jets CC.
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(c) εreco mesurée dans l’ICR, pour les corrections JES prélimi-
naire et finale.
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(d) Incertitudes systématiques SSR pour les jets de l’ICR.
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(e) εreco mesurée dans le EC, pour les corrections JES prélimi-
naire et finale.
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(f) Incertitudes systématiques SSR pour les jets EC.
FIGURE 5.12 – Les figures de gauche comparent les efficacités de reconstruction mesurées avec deux ver-
sions différentes des corrections d’échelle en énergie ("JES" pour Jet Energy Scale) : les corrections pré-
liminaires (∼ 2006) et finales (∼ 2008). Sur la droite, les incertitudes sur les corrections de Smearing et
Shifting sont propagées à la mesure de εreco .
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Chapitre 6
Identification, corrections d’efficacité et
recalibration en énergie des électrons
La mesure de la section efficace σ(pp¯ → tt¯ + X → e+e−νeν¯e bb¯ + X) repose sur la compréhen-
sion des données dans un état final contenant deux électrons isolés de grande impulsion transverse. Il est
pour cela nécessaire de contrôler le niveau de bruit de fond qui passe les critères d’identification des élec-
trons, et de s’assurer que la simulation reproduit correctement les caractéristiques des électrons reconstruits
dans les données. Dans ce chapitre, nous allons tout d’abord exposer une méthode permettant d’estimer la
contribution des électrons mal identifiés dans les données. Puis nous décrirons les corrections d’efficacité
de reconstruction et d’identification appliquées aux électrons dans la simulation. Enfin, nous discuterons de
la recalibration en énergie des électrons simulés.
Rappelons tout d’abord la définition des deux critères d’identification que l’on utilisera de manière
récurrente dans ce chapitre :
• top_loose :
emf > 0.9 , iso < 0.15 , HMx7 < 50 , χ2EM/trace > 0 ,
impulsion transverse de la trace associée supérieure à 5 GeV ;
• top_tight :
mêmes conditions que pour le critère top_loose, lhood7 > 0.85 .
6.1 Electrons mal identifiés dans la sélection di-électron
Un objet reconstruit peut être identifié à tort comme un électron pour plusieurs raisons :
• un jet peut accidentellement remplir les critères d’identification des électrons ;
• un vrai électron, issu de la désintégration semi-leptonique d’un quark de saveur lourde, satisfait le
critère d’isolation alors qu’il est à proximité voire à l’intérieur d’un jet ;
• un photon peut se voir attribuer une fausse trace, ou la trace d’une particule chargée voisine.
Dans la sélection di-électron, divers processus sont à l’origine des électrons mal identifiés :
• W (→ ℓν) + jets, avec ℓ = e ou ℓ = τ → e ;
• γ + jets ;
• les événements multijet QCD, pour l’essentiel.
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Comme tout bruit de fond instrumental, il est estimé directement à partir des données, car simuler des
événements statistiquement très peu probables s’avérerait prohibitif en terme de temps de calcul. Initiale-
ment, la méthode d’estimation de ce bruit de fond a été développée dans le cadre de la mesure de la section
efficace de production σtt¯→eµ (pour plus de détails, consulter la référence [121]), avec un seul vrai/faux
électron dans l’état final. Cette technique a donc été étendue à l’état final di-électron, où l’on peut rencontrer
2 vrais, 1 vrai et 1 faux, ou 2 faux électrons.
Pour discriminer les "vrais" des "faux" électrons, on se base sur la vraisemblance de l’électron, notée
lhood7 car 7 variables interviennent dans sa définition (voir section 4.8). L’évaluation du bruit de fond se
déroule en deux étapes :
• tout d’abord, on définit deux échantillons de données orthogonaux, l’un très enrichi en vrais élec-
trons appelé échantillon "Signal", l’autre en faux électrons appelé échantillon "QCD" (les critères de
sélection seront explicités dans le paragraphe suivant). Pour chacun des échantillons, on détermine
la densité de probabilité en lhood7, que l’on notera la suite S et B pour les électrons de type "Signal"
et "QCD" respectivement. La très nette différence de forme de ces deux distributions de référence
(voir figure 6.1) sera exploitée pour séparer les vrais et faux électrons ;
• après cette première phase, on est en mesure d’estimer la contamination en faux électrons d’un lot
de données contenant des "candidats électrons". Parmi les candidats se trouvent ns vrais électrons
et nb faux électrons, dont les variables lhood7 sont respectivement distribuées selon les densités de
probabilité S et B . Les contributions ns et nb sont déterminées par une méthode de maximum de
vraisemblance.
6.1.1 Définition des échantillons "Signal" et "QCD"
Échantillon "Signal"
On peut facilement accéder à un lot de données riche en vrai électrons, grâce à la "chandelle standard"
que constitue le processus Z → ee . On sélectionne exactement deux électrons top_loose d’impulsion
transverse supérieure à 15 GeV, dont la masse invariante se situe dans l’intervalle : 70 < Mee < 110 GeV.
Pour réduire la contamination de l’échantillon par des événements QCD, on requiert que les électrons aient
des traces associées de charge opposée. On impose enfin que l’énergie transverse manquante soit inférieure
à 15 GeV, ce qui permet de rejeter d’éventuels événements W (→ eν)+jets dans lesquels un jet aurait été
identifié comme un électron. Puis on choisit aléatoirement un des deux électrons. Si cet électron passe le
critère d’identification top_tight (lhood7 > 0.85), alors il est très probable que l’autre électron soit un vrai
électron, et que la paire e+e− provienne de la désintégration d’un boson Z. Seul le deuxième électron qui
n’a pas été interrogé est comptabilisé dans l’échantillon "Signal", afin de ne pas introduire de biais dans la
distribution S de lhood7.
Échantillon "QCD"
Pour sélectionner des "jets ressemblant à des électrons", on utilise le procédé qui consiste à inverser
les critères d’identification des électrons. On demande d’abord que deux objets électromagnétiques soient
reconstruits : exactement un électron d’impulsion transverse de plus de 15 GeV satisfaisant les critères
top_loose, et un dépôt électromagnétique vérifiant : pT > 15 GeV, HMx7 > 50, et lhood7 < 0.2 . Afin
de supprimer la contamination de l’échantillon "QCD" par des vrais électrons, on impose également que
la masse invariante de la paire d’électrons ne soit pas comprise dans l’intervalle [60, 130] GeV (production
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résonante Z/γ∗ → ee), et E/T < 15 GeV. L’échantillon "QCD" est construit à partir de l’ensemble des élec-
trons top_loose ainsi sélectionnés, dont la distribution en lhood7 permet de définir la densité de probabilitéB.
Les distributions en lhood7 des électrons de type "Signal" et "QCD" sont représentées à la figure 6.1.
Les densités de probabilité S et B sont obtenues en normalisant ces distributions à l’unité. Une même
fonction analytique est utilisée pour décrire S et B :
S , B (x) = c0 (α0 − 1) (µ0 − x)
−α0
(µ0 − 1)1−α0 − µ1−α00
+ c1
(1− α1) (µ1 + x)−α1
(µ1 + 1)
1−α1 − µ1−α11
+ c2 (6.1)
où x représente la vraisemblance lhood7 de l’électron. La normalisation unitaire des densités de probabilité
se traduit par : c0 + c1 + c2 = 1 .
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(a) Distribution inclusive en lhood7 obtenue pour les vrais
électrons de l’échantillon "Signal".
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(b) Distribution inclusive en lhood7 pour les faux électrons
de l’échantillon "QCD".
FIGURE 6.1 – Allure de la distribution de vraisemblance pour les vrais et faux électrons. La bande jaune
représente l’incertitude statistique sur la fonction d’ajustement. Les régions proches de 0 et de 1 reflètent
directement le contenu en faux et vrais électrons respectivement.
Les distributions de la figure 6.1 sont inclusives. Or le taux de mauvaise identification d’un électron
dépend a priori de plusieurs facteurs :
• "l’activité" de l’événement : la probabilité d’associer un dépôt d’énergie dans le calorimètre avec
une trace quelconque est d’autant plus grande qu’il y a de particules dans l’état final ;
• l’impulsion du candidat électron : lorsque l’énergie calorimétrique de l’électron est importante, l’as-
sociation "fortuite" avec une trace se traduit par un rapport ETpT éloigné de 1, donc une faible valeur
pour la vraisemblance lhood7.
C’est pourquoi les distributions S et B ont été mesurées en fonction du nombre de jets reconstruits 1 (0 exclu-
sif, 1 exclusif et 2 inclusif), et pour différentes régions en pT du vrai/faux électron. Elles sont représentées à
la figure 6.2. A cause de la taille restreinte de l’échantillon "Signal", seule la dépendance la plus significative
a été retenue pour paramétrer S , à savoir le nombre de jets.
1. La luminosité instantanée constitue également une variable pertinente pour paramétrer l’activité de l’événement. Cepen-
dant, étant donné la taille limitée des échantillons sélectionnés, on opte pour une paramétrisation en fonction du nombre de jets
reconstruits (≡ 3 bins uniquement).
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(a) Ajustement de la distributionB(lhood7) , pour des faux élec-
trons de différents pT , dans les événements sans jet reconstruit.
lhood7
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
-110
1
10
 < 25
T
B 15 < p
 < 35
T
B 25 < p
 > 35
T
B p
(b) Ajustement de la distribution B(lhood7) dans les événe-
ments avec 1 jet reconstruit
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(c) Ajustement de la distribution B(lhood7) dans les événe-
ments avec au moins 2 jets reconstruits
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(d) Ajustement de la distribution S(lhood7) des vrais électrons,
pour différentes multiplicités de jets reconstruits. La faible sta-
tistique ne permet pas une segmentation en pT.
FIGURE 6.2 – Densités de probabilité S et B normalisées à l’unité, en fonction du nombre de jets reconstruits
(S et B) et de l’impulsion transverse de l’objet électromagnétique (pour B uniquement).
6.1.2 Pureté des échantillons "QCD" et "Signal"
Discutons à présent de la pureté des échantillons de référence. La pureté est définie comme la fraction
de "faux" (resp. "vrais") électrons dans le lot d’événements "QCD" (resp. "Signal"). La méthode d’estima-
tion des électrons mal identifiés ne sera valide que si la pureté de ces échantillons est proche de 1.
Échantillon "QCD"
Contrairement aux faux électrons qu’il n’est pas possible de simuler, on peut modéliser par la simula-
tion le contenu en vrai électron de l’échantillon "QCD". Il suffit pour cela de "compter" le nombre d’évé-
nements Z → ee, Z → ττ , W (→ eν)+jets, W (→ τν)+jets, tt¯, et diboson (WW, WZ, ZZ), passant les
critères de sélection du lot d’événements "QCD". Parmi les≃ 80000 événements du lot de données "QCD",
la simulation prédit environ 4000 événements non-QCD (cf figure 6.3(a)). La pureté de l’échantillon est
ainsi estimée à ≃ 95%.
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Échantillon "Signal"
Contraint d’adopter ici une autre stratégie, l’évaluation du fond "faux électrons" dans l’échantillon
"Signal" repose sur l’étude des événements Same Sign (SS) et Opposite Sign (OS), et exploite la carac-
téristique suivante : les jets et les photons passant accidentellement les critères d’identification EMID ont
autant de chances d’être identifiés comme des électrons que comme des positrons. Ce type de faux électrons
produit donc autant d’événements OS que SS. Dans le cas d’un électron non-isolé issu de la désintégration
semi-leptonique d’un quark lourd, la situation est différente. Après fragmentation, hadronisation et désinté-
gration, un quark b peut engendrer un électron (avec une probabilité pe−) mais également un positron (avec
une probabilité pe+ 6= pe−) du fait des oscillations B ↔ B¯ . Par conséquent, un processus bb¯ ne contribue
pas aux événements SS et OS avec la même probabilité : PSS = p2e− + p
2
e+ , alors que POS = 2 pe−×pe+ .
Toutefois, on supposera que l’asymétrie SS/OS introduite par ce type de faux électrons reste marginale pour
un échantillon qui n’est pas spécifiquement enrichi en saveurs lourdes.
Lorsque l’on applique tous les critères de sélection de l’échantillon "Signal" excepté la condition sur
la charge opposée des électrons, on observe un nombre d’événementsNtot donné par :
Ntot = NZee +NQCD = N
OS
Zee +N
OS
QCD︸ ︷︷ ︸
NOS
+NSSZee +N
SS
QCD︸ ︷︷ ︸
NSS
avec NSSQCD ≃ NOSQCD ≡
1
2
NQCD (6.2)
Bien que les événements Drell-Yan produisent des paires électron-positron, certains peuvent apparaître
comme des événements Same Sign à cause d’une reconstruction erronée de la charge de l’électron. Ceci est
d’autant plus probable que le rayon de courbure de la trace est grand, c’est-à-dire lorsque l’impulsion de
l’électron est grande. Si p désigne la probabilité de mauvaise attribution de la charge, alors la probabilité de
sélectionner une paire électron-positron de charge opposée est : (1− p)2 + p2 (attribution du signe correcte
ou incorrecte pour les deux électrons). La probabilité complémentaire d’une détermination incorrecte est
donnée par : 2p(1− p) . On peut donc écrire :
NOS =
(
(1− p)2 + p2)NZee + 1
2
NQCD et N
SS = 2p(1− p)NZee + 1
2
NQCD (6.3)
Dans ces équations, on connaît les nombres d’événements de même signeNSS et de signe opposéNOS pré-
sent dans l’échantillon "Signal". Par contre, 3 quantités demeurent inconnues : p, NQCD et NZee . Si l’on
s’arrange pour s’affranchir de la contribution QCD (NQCD = 0), alors il devient possible de déterminer p :
p =
1
2
1−
√
NOS −NSS
NOS +NSS
 (6.4)
Pour "s’affranchir de la contribution QCD", on décompose le spectre de masse invariante en deux contribu-
tions distinctes :
• la résonance Z → ee, modélisée par une fonction de Voigt ;
• le continuum Z/γ∗ → ee+QCD , reproduit par une fonction exponentielle Ce−(x−a)b .
Les figures 6.3(c) et 6.3(d) présentent les deux composantes ainsi obtenues, pour les paires d’électrons de
charge opposée et les paires de même charge. On note une asymétrie dans la distribution de masse invariante
au voisinage de la résonance. Ceci est attribué au rayonnement de freinage des électrons. Si un électron in-
teragit par diffusion avec la matière en amont du calorimètre, il émet un photon. La masse invariante de la
paire d’électrons sera alors inférieure à la masse du boson Z, car l’énergie calorimétrique du photon n’est
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pas associée à l’électron. Dans l’échantillon "Signal", on exige seulement que l’un des deux électrons véri-
fie les critères d’identification top_tight, c’est-à-dire que l’on impose lhood7 > 0.85 pour un seul électron.
Lorsque cette condition est explicitement demandée pour les deux électrons, l’asymétrie dans la distribution
Mee est fortement réduite, comme l’indique la figure 6.3(b). On rappelle que la vraisemblance lhood7 est
construite entre autres à partir de la variable ETpT , qui correspond au rapport entre l’énergie transverse me-
surée dans le calorimètre et l’impulsion transverse mesurée grâce aux détecteurs de trace. Ainsi, un électron
ayant perdu beaucoup d’énergie par rayonnement est susceptible de ne pas satisfaire le critère top_tight.
Pour la seule résonance Z → ee, les nombres d’événements NOS = 55725 et NSS = 2169 sont
calculés comme l’intégrale de la fonction de Voigt pour 80 ≤Mee ≤ 100 GeV. En exploitant l’équation 6.4,
on obtient : p ≃ 1.85% . Maintenant que l’on connaît le taux de mauvaise reconstruction de la charge p , il
reste à évaluer la contamination en événements multijet dans l’échantillon "Signal" :
1
2
NQCD =
(
(1− p)2 + p2)NSS − 2p(1− p)NOS
(1− 2p)2 ≃ 67 (6.5)
d’où une pureté d’environ 99.8% .
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(a) Contribution des processus non-QCD attendue dans l’échan-
tillon "QCD".
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(b) Distribution de masse invariante Mee dans la sélection
di-électron top_tight (OS).
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(c) Séparation de la résonance Z → ee et du continuum
(Z/γ∗ → ee+QCD) dans l’échantillon "Signal OS".
eeM
60 80 100 120 140
1
10
210
 ee + QCD→ *γZ/
 ee→Z 
Sum
(d) Composantes Z → ee et (Z/γ∗ → ee + QCD) dans
l’échantillon "Signal SS".
FIGURE 6.3 – Estimation de la pureté des lots d’événements "Signal" et "QCD".
- 132 -
6.1.3 Extraction du bruit de fond "faux électrons" avec un électron dans l’état final
Pour un groupe de N "candidats électron", les nombres ns de vrais électrons et nb de faux électrons
sont déterminés grâce à une technique de maximum de vraisemblance étendue et non binée [113, 122]. Une
méthode "non binée" signifie "aucune perte d’information" lors de l’estimation paramétrique. Pour présenter
cette méthode, considérons une variable aléatoireX qui suit une densité de probabilité f(x, θ) dont la forme
analytique est supposée connue, où {x} représente les réalisations possibles de la variable aléatoire X , et
θ est un paramètre que l’on souhaite déterminer. La méthode de vraisemblance "classique", par opposition
à la méthode "étendue", consiste à réaliser N mesures indépendantes {x1, ..., xN} de la grandeur X , puis à
maximiser la quantité L(θ) par rapport à θ , avec :
L(θ) =
N∏
i=1
f(xi, θ) (6.6)
Cette méthode suppose que la taille N de l’échantillon est une donnée, dont on ne fait aucun usage lors
de l’estimation de θ. En revanche, dans la technique étendue de maximum de vraisemblance, on considère
que le nombre d’observationsN est lui-même une variable aléatoire, obéissant à une statistique de Poisson.
Le résultat de la mesure est maintenant donné par : {x1, ..., xN , N} . Comme la quantité d’information
augmente, on s’attend à réduire la variance sur l’estimation de θ. La fonction de vraisemblance étendue
devient :
L(θ, ν) = ν
Ne−ν
N !
N∏
i=1
f(xi, θ) =
e−ν
N !
N∏
i=1
νf(xi, θ) (6.7)
Dans le contexte de l’estimation du bruit de fond "faux électrons", f(x, θ) représente la densité de probabilité
en lhood7(≡ x) des candidats électrons. f s’exprime en fonction des densités de probabilité S et B des vrais
et faux électrons, et des fractions xs et xb de chaque composante :
f(lhood7, xs, xb) = xsS(lhood7) + xbB(lhood7) (6.8)
Les paramètres inconnus sont les fractions xs et xb (≡ θ). Ces paramètres sont estimés en maximisant la
fonction de vraisemblance :
L = e
−(ns+nb)
N !
N∏
i=1
(nsS(xi) + nbB(xi)) (6.9)
vis-à-vis de ns = νxs et nb = νxb . Dans cette expression, xi désigne la valeur de la variable lhood7 pour
le candidat électron i .
Dans l’analyse, on travaille avec des électrons top_tight, pour lesquels lhood7 > 0.85 . Cet échantillon
est très pur en vrais électrons. Dans ces conditions, il est rigoureusement impossible pour la technique
de vraisemblance de distinguer, dans un intervalle 0.85 ≤ lhood7 ≤ 1 , une distribution de la forme
"nsS(xi)+nbB(xi)" où ns ≫ nb , d’une distribution "NS(xi)" exclusivement composée de vrais électrons
(voir figures 6.1 et 6.2). Ceci explique pourquoi les densités de probabilité S et B ont été déterminées dans
l’intervalle 0 ≤ lhood7 ≤ 1 et non pas 0.85 ≤ lhood7 ≤ 1 : il est indispensable d’utiliser toute la gamme
en lhood7 pour contraindre la maximisation de la fonction de vraisemblance. L’estimation des contributions
ns et nb doit donc être effectuée dans une sélection di-électron top_loose et non pas top_tight.
6.1.4 Généralisation à l’état final di-électron
La méthode qui vient d’être présentée permet d’estimer le contenu en faux électrons d’un lot de don-
nées pourvu que l’on ne trouve qu’un électron par événement. Deux approches peuvent être envisagées pour
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traiter le cas de 2 électrons dans l’état final :
• généraliser la fonction de vraisemblance afin de prendre en compte 2 objets par événement :
L =
N∏
i=1
(
nsS
(
xi1
)S (xi2)+ nb1S (xi1)B (xi2)+ nb2B (xi1)S (xi2)+ nb3B (xi1)B (xi2)) e−(ns+nb1+nb2+nb3)N !
(6.10)
Ici, les nombres de vrais et de faux électrons sont directement donnés par ns et nb1 + nb2 + nb3
respectivement. N représente le nombre d’événements, et non plus le nombre d’électrons ;
• calculer, événement par événement, la probabilité que l’événement di-électron sélectionné contienne
un ou deux faux électrons. Pour déterminer cette probabilité Pfake , on utilise la valeur de la vrai-
semblance lhood7 des deux électrons, ainsi que les densités de probabilité S et B .
La deuxième solution a été retenue, car elle se résume à manipuler des événements pondérés, comme on
le ferait pour un échantillon simulé (toutefois, une étude comparative préliminaire a montré que les résultats
des deux méthodes étaient compatibles à ≃ 6% près). Le calcul détaillé de Pfake figure dans l’annexe B.
Dans les grandes lignes, la probabilité Pfake d’observer un événement de bruit de fond s’exprime comme :
Pfake = Ps(e1)Pb(e2) + Pb(e1)Ps(e2) + Pb(e1)Pb(e2)
= 1− Ps(e1)Ps(e2)
(6.11)
et fait appel aux probabilités conditionnelles :
Ps(ei) = P (Signal|lhood7 = xi) = nsS(xi)
nsS(xi) + nbB(xi) (6.12)
et
Pb(ei) = P (QCD|lhood7 = xi) = nbB(xi)
nsS(xi) + nbB(xi) (6.13)
Finalement,
Pfake = 1− nsS(x1)
nsS(x1) + nbB(x1) ×
nsS(x2)
nsS(x2) + nbB(x2) (6.14)
Dans l’équation 6.14,
• S(xi) dépend de la multiplicité en jets, et B(xi) dépend du pT de l’électron ainsi que du nombre et
de jets reconstruits. Pour mémoire, les densités de probabilités S et B ont été déterminées dans les
échantillons "Signal" et "QCD" ;
• ns et nb correspondent aux nombres de vrais et faux électrons dans la sélection di-électron top_loose,
estimés par la technique "étendue et non binée" du maximum de vraisemblance. Cette méthode, qui
ne gère qu’un électron par événement, traite le lot deN événements di-électron comme un ensemble
de 2N électrons indépendants, et ne donne accès qu’au nombre de faux électrons. Le nombre de
"faux événements", quant-à lui, est obtenu via le calcul de Pfake .
L’incertitude δPfake , dont le calcul est détaillé dans l’annexe B, provient de l’incertitude statistique
sur ns et nb et de l’incertitude statistique sur les fonctions d’ajustement S et B . Le résultat de l’estimation
des faux électrons sera présenté dans le cadre de l’analyse, au chapitre 7 (ce bruit de fond apparaîtra sous la
dénomination "Fake").
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6.2 Corrections d’efficacité pour les électrons simulés
Ce que l’on a évoqué au chapitre 5 à propos des efficacités de reconstruction et d’identification des
jets s’applique également aux électrons : εreco et εID diffèrent lorsqu’on compare données et simulation.
Pour les jets simulés, la correction de l’efficacité de reconstruction est assurée par la procédure SSR , et
l’efficacité d’identification est corrigée en supprimant de la simulation l’excès de jets vérifiant les critères
d’identification (excès par rapport aux données). Pour les électrons, la correction de εreco et εID relève d’une
approche différente. On affecte un poids à l’électron simulé, inférieur ou supérieur à 1 selon que l’efficacité
mesurée dans la simulation soit sur-estimée ou sous-estimée par rapport à celle mesurée dans les données.
Les efficacités sont mesurées par une méthode "tag and probe" [123] dans les données et la simulation.
Les facteurs de correction d’efficacité ("SF" pour Scale Factor) sont calculés comme : SF (X) = ǫdonne´es(X)ǫMC(X)
où X désigne la paramétrisation choisie pour les efficacités. Pour les jets, les efficacités εreco et εID sont
paramétrées en fonction de ηdet et pT . Dans le cas des électrons, les variables les plus pertinentes sont
(ηdet, φdet) de par leur signification géométrique : périodicité des modules calorimétriques et localisation
des zones non-instrumentées pour φ , quantité de matière en amont du calorimètre pour η . D’autre part, les
efficacités et les rapports d’efficacités données/simulation (voir figure 6.4) dépendent :
• de l’impulsion transverse de l’électron ;
• de la luminosité instantanée : un électron aura d’autant plus de difficulté à satisfaire le critère d’iso-
lation calorimétrique que le nombre d’interactions pp¯ par croisement de paquets sera élevée ;
• du nombre de jets dans l’événement, ou plus précisément, de la distance∆R =
√
∆η2 + ∆Φ2 entre
l’électron et le jet reconstruit le plus proche (influence également l’isolation calorimétrique) ;
• de la position longitudinale PVz du vertex primaire, pour des raisons d’angle solide et d’efficacité
de reconstruction de traces à grande rapidité.
Dans les sections suivantes, nous allons présenter une méthode de correction d’efficacité permettant de
prendre en compte ces différentes dépendances et nous en exposerons l’intérêt.
6.2.1 Corrections d’efficacité : du Z → ee au tt¯
Les mesures d’efficacité de reconstruction et d’identification des électrons sont effectuées dans des
événements Z → e+e− . Ainsi "par construction", dans un environnement Z → e+e−, l’efficacité corrigée
pour un électron simulé est très proche de l’efficacité mesurée dans les données. Mais il est légitime de
s’interroger sur la validité de ce résultat lorsqu’on considère des processus de topologie différente, comme
tt¯→ e+e−νeν¯e bb¯ .
Supposons dans un premier temps que l’efficacité dépende des variables (η, φ,X) , avec l’hypothèse
queX est indépendante de (η, φ) . Le terme "efficacité" désigne ici indistinctement εreco ou εID . Sous cette
hypothèse d’indépendance, on est en droit de factoriser :
εMC (η, φ,X) = εMC (η, φ) εMC (X) (6.15)
Les efficacités mesurées et certifiées par le groupe EMID [123] sont paramétrées en fonction d’une, voire
deux variables. Une paramétrisation faisant intervenir 3 variables n’est plus pertinente étant donnée la sta-
tistique limitée du lot de données. Dans cette discussion, on notera εˆ l’efficacité obtenue pour un certain
choix de paramétrisation, et ε la "vraie" efficacité, qui ne préjuge d’aucun choix de paramétrisation. Si l’on
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FIGURE 6.4 – Facteurs de correction pour les efficacités de reconstruction et d’identification des électrons,
pour différents choix de paramétrisation [123]. Les efficacités et corrections d’efficacité d’identification
sont relatives aux critères d’identification top_tight. Les irrégularités observées à grande luminosité dans la
figure 6.4(e) sont imputées à des fluctuations statistiques. Dans la figure 6.4(f), les deux pics situés dans les
régions (η, PVz) ≃ (−2.5,−60 cm) et (η, PVz) ≃ (2.5, 60 cm) sont associés à des électrons qui sortent de
l’acceptance géométrique du détecteur de traces.
décide par exemple d’étudier l’efficacité dans la simulation en fonction de (η, φ) , alors :
εˆZeeMC (η, φ) =
∫
εMC (η, φ,X) fZee (X) dX
= εMC (η, φ)
∫
εMC (X) fZee (X) dX
= εMC (η, φ)× 〈εMC (X)〉Zee
(6.16)
où fZee (X) est la densité de probabilité du processus Z → ee en fonction deX . Pour simplifier le propos,
les sommes discrètes sont remplacées par des intégrales, ce qui suppose implicitement de raisonner sur une
statistique infinie. De la même manière,
εˆZeeMC(X) = εMC (X)× 〈εMC (η, φ)〉Zee (6.17)
On remarque que les efficacités εˆ fournies par le groupe EMID portent la "connotation Z → ee ", via la
densité de probabilité fZee figurant dans l’intégrale. Par conséquent, pour les événements tt¯, si les densités
de probabilité ftt¯ et fZee diffèrent notablement, alors les efficacités εˆ seront également différentes. Dans
les équations 6.16 et 6.17, on a uniquement accès à l’efficacité que l’on mesure, à savoir εˆ . On ne connaît
pas séparément la "vraie efficacité" ε et la composante 〈ε〉Zee . Pour passer outre cette difficulté, on a besoin
de la valeur moyenne de l’efficacité εZeeMC , pour un électron Z → ee simulé (εˆ moyennée sur toutes les
variables) :
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εZeeMC =
〈
εˆZeeMC(X)
〉
Zee
=
〈
εˆZeeMC (η, φ)
〉
Zee
= 〈εMC (η, φ)〉Zee × 〈εMC (X)〉Zee (6.18)
On peut maintenant réexprimer l’efficacité "vraie" ε (indépendante du choix de paramétrisation) en fonction
des efficacités paramétrées εˆ et de l’efficacité moyenne ε :
εMC (η, φ,X) = εMC (η, φ) εMC(X)
=
εˆZeeMC (η, φ)
〈εMC (X)〉Zee
× εˆ
Zee
MC (X)
〈εMC (η, φ)〉Zee
=
εˆZeeMC (η, φ) εˆ
Zee
MC (X)
εZeeMC
(6.19)
Évidemment, ce raisonnement s’applique aussi bien à εMC qu’à εdonne´es , d’où le résultat pour les
facteurs de correction d’efficacité :
SF (η, φ,X) = ŜFZee(η, φ)× ŜFZee(X)× ε
Zee
MC
εZeedonne´es
, avec ŜF (X) =
εˆdonne´esZee (X)
εˆMCZee (X)
(6.20)
Dans le cas d’une efficacité dépendant de (η, φ) et de N autres variables indépendantes 2 à 2, la généralisa-
tion est immédiate :
SF (η, φ,X1, ..., XN ) = ŜF
Zee(η, φ)
N∏
i=1
ŜFZee(Xi)
(
εZeeMC
εZeedonne´es
)N
(6.21)
En conclusion, il est possible d’établir une correction d’efficacité SF (η, φ,X1, ..., XN ) indépendante du
processus Z → ee , à partir de corrections ŜFZee mesurées dans l’environnement Z → ee . Ce résultat
repose sur l’hypothèse que les variables {Xi} sont indépendantes 2 à 2, et que l’on corrige l’efficacité
vis-à-vis de toutes les variables dont ε dépend.
6.2.2 La correction d’efficacité en pratique
Les variables retenues pour construire la correction multi-dimensionnelle SF (η, φ,X1, ..., XN ) sont :
• pour l’efficacité de reconstruction : η , PVz ;
• pour l’efficacité d’identification : (η, φ) , ∆R(e, jet) , luminosité instantanée, PVz .
La dépendance en fonction de l’impulsion transverse de l’électron n’est pas prise en compte dans la correc-
tion d’efficacité, et sera traitée en tant qu’incertitude systématique (voir paragraphe 7.10.6).
Considérons le cas simple où l’efficacité dépend uniquement de 2 variables (η, φ) . Après correction,
l’efficacité moyenne mesurée dans la simulation pour les électrons du Z → ee devient :∫
εMC (η, φ)ŜF (η, φ) fZee (η, φ) dηdφ =
〈
εdonne´esZee
〉
, ŜF (η, φ) =
εˆdonne´esZee (η, φ)
εˆMCZee (η, φ)
(6.22)
Si l’efficacité dépend maintenant d’une troisième variable X, indépendante de (η, φ), la factorisation des
dépendances en (η, φ) et en X permet d’écrire :∫
εMC (η, φ)ŜF (η, φ) fZee (η, φ) dηdφ×
∫
εMC (X)
ŜF (X)
λX
fZee (X) dX︸ ︷︷ ︸
=1
=
〈
εdonne´esZee
〉
(6.23)
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La constante λX est introduite pour préserver la normalisation, au passage " 2D (η, φ) → 3D (η, φ,X) ".
Plus généralement, pour chaque correction d’efficacité que l’on applique en plus de la correction nominale
(η, φ), il est nécessaire d’évaluer une telle constante λX .
En ce qui concerne les corrections d’efficacité dépendant de la luminosité instantanée et de PVz , la
situation est légèrement différente. Les densités de probabilité fZee(lumi) et fZee(PVz) que l’on utilise
dans la simulation ne permettent pas de reproduire les distributions en luminosité et en PVz observées dans
les données. La simulation est corrigée en conséquence par l’intermédiaire de fonctions de pondération
ω(lumi) et ω(PVz) décrites respectivement dans les paragraphes 7.4 et 7.5. Au niveau des corrections
d’efficacité, ceci entraîne :∫
εMC (PVz)
ŜF (PVz)
λPVz
ω (PVz) fZee (PVz) dPVz = 1 (6.24)
et ∫
εMC (lumi)
ŜF (lumi)
λlumi
ω (lumi)
〈ω(lumi)〉dq
fZee (lumi) dlumi = 1 (6.25)
Dans le paragraphe 7.4 dédié à la correction du profil de luminosité instantanée, il apparaîtra que la valeur
moyenne 〈ω(lumi)〉dq de la correction de pondération devient inférieure à 1 une fois que l’on rejette les
événements affectés par un bruit calorimétrique ("dq" pour "data quality"). Cette caractéristique provient de
la corrélation entre un bruit calorimétrique appelé coherent noise et la luminosité instantanée. Afin de ne pas
"absorber" cette information dans le facteur de normalisation λlumi , on divise explicitement la correction
de pondération ω(lumi) par la valeur moyenne 〈ω(lumi)〉dq .
En résumé, par l’intermédiaire d’une correction multi-dimensionnelle, nous avons établi une méthodo-
logie permettant de corriger l’efficacité d’identification des électrons qui est valable quelque soit le processus
simulé. Cette technique sera mise à profit dans l’analyse.
6.3 Recalibration de l’énergie de l’électron dans la simulation
Lorsque l’on compare les distributions de masse invariante dans les données et la simulation, on
constate une différence au niveau de la masse et la largeur de la résonance Z → ee (voir figure 6.5).
Ce désaccord est attribué à une calibration imparfaite de l’énergie de l’électron dans la simulation.
L’énergie E et la résolution en énergie σ(E) que l’on mesure pour un électron simulé sont condition-
nées par la description de l’interaction entre l’électron et la matière du détecteur ainsi que la modélisation
du détecteur. Avant toute correction, les énergies mesurées après reconstruction dans la simulation sont
moins dispersées que dans les données. C’est pourquoi on fait appel à la procédure de smearing [124], qui
consiste à faire fluctuer aléatoirement l’énergie reconstruite de l’électron dans la simulation, afin de dégra-
der la résolution. Les résultats quelque peu "décevants" présentés à la figure 6.5 s’expliquent par le fait que
les paramètres du smearing ont été déterminés au début du Run II, sur un échantillon de données de faible
statistique. Afin de mieux reproduire la distribution en masse invariante, la correction de smearing a été
mise à jour en utilisant toute la statistique accumulée au Run IIa (∼ 1fb−1).
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FIGURE 6.5 – Masse invariante reconstruite dans les données et la simulation, pour la sélection di-électron
top_tight. L’énergie des électrons simulés a été dégradée par la procédure de smearing officielle implémen-
tée dans le code de reconstruction [124].
Dans les données comme dans la simulation, la résolution (gaussienne) en énergie du calorimètre suit
une loi du type (voir section 3.2.4) :
σ(E)
E
= C ⊕ S√
E
⊕ N
E
(6.26)
Dégrader la résolution dans la simulation signifie augmenter l’écart-type σ de la gaussienne, de façon à
obtenir une résolution σsmeared = σ ⊕ δσ . Ceci revient à convoluer la résolution "naturelle" par une gaus-
sienne de largeur δσ . L’ajustement de l’étalonnage en énergie dans la simulation est basée sur des électrons
de grande impulsion du processus Z → ee . C’est pourquoi on ne considérera pour δσ(E) que le comporte-
ment asymptotique à grande énergie : δσ(E)E ∼ c .
Comme évoqué précédemment, non seulement la largeur mais également la position de la résonance
Z → ee doivent être ajustées dans la simulation. La correction de smearing fait donc intervenir finalement
deux paramètres, et peut se mettre sous la forme :
Esmeared = E (α+ G(0, α.β)) (6.27)
α est le paramètre corrigeant l’échelle en énergie, et β contrôle la dégradation de la résolution. Étant
donné que la résolution en énergie dépend de la zone du calorimètre dans laquelle est reconstruit l’élec-
tron, (α, β) sont déterminés séparément pour les régions CC et EC, en distinguant de plus les régions
"fiducielles" (i.e. "bien instrumentées") et "non fiducielles" ("mal instrumentées") du calorimètre central.
On considère qu’un électron est situé dans une zone fiducielle s’il est suffisamment proche du centre du
détecteur (|z| < 115 cm), et suffisamment éloigné d’un "crack en φ" 2 (φdet /∈ [−0.02, 0.02] , modulo 2π32 ).
On balaye l’espace des paramètres, en cherchant à maximiser la "compatibilité" des distributions de
masse invariante entre données et simulation, au sens du test de Kolmogorov-Smirnov. Cette compatibilité
est évaluée dans l’intervalle :Mee ∈ [75, 105] GeV. On procède de manière séquentielle :
2. Le calorimètre central est segmenté en 32 modules identiques, de couverture angulaire 2π
32
dans le plan transverse. La
frontière entre 2 modules est appelée "crack en φ".
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• tout d’abord, les paramètres de smearing sont estimés pour la région fiducielle du calorimètre cen-
tral. On compare pour cela les distributions de masse invariante obtenues dans les données et la
simulation, lorsque les deux électrons sont reconstruits dans des zones "CC(fid.)" ;
• on sélectionne ensuite les configurations CC(fid.)–CC(non fid.). On cherche (α, β) pour les élec-
trons de la région non fiducielle du calorimètre central, en utilisant les paramètres précédemment
déterminés pour les électrons CC(fid.) ;
• enfin, la correction de smearing est mesurée pour les électrons EC, en utilisant les topologies CC–
EC (ici, l’électron CC peut indistinctement se trouver dans une région fiducielle ou en dehors).
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(a) Mee pour la configuration CC(fid.)–CC(fid.), sans smearing
dans la simulation.
 (GeV)eeM
70 75 80 85 90 95 100 105 1100
200
400
600
800
1000
1200
1400
1600
1800
2000
2200
 
Data
B.W. mean : 91.47 GeV
B.W. width : 4.71 GeV
 : 2.24 GeVσGaussian 
 ee→MC Z 
B.W. mean : 91.45 GeV
B.W. width : 3.79 GeV
 : 2.76 GeVσGaussian 
(b) Mee pour la configuration CC(fid.)–CC(fid.), avec smearing
dans la simulation.
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(c) Mee pour la configuration CC(fid.)–CC(non-fid.), sans smea-
ring dans la simulation.
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(d) Mee pour la configuration CC(fid.)–CC(non-fid.), avec
smearing dans la simulation.
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(e) Mee pour la configuration CC–EC, sans smearing dans la
simulation.
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(f) Mee pour la configuration CC–EC, avec smearing dans la
simulation.
FIGURE 6.6 – Distributions de masse invariante dans les données et la simulation, avec et sans smearing de
l’énergie de l’électron dans la simulation. On distingue les configurations pour lesquelles l’électron est
reconstruit dans la partie centrale du calorimètre, dans une région fiducielle (CC fid.), ou en dehors (CC
non-fid.), ou bien dans un End Cap (EC).
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Les couples de paramètres (α, β) qui maximisent la compatibilité données/simulation sont reportés
dans le tableau 6.1. La figure 6.6 illustre le résultat de la "recalibration" de l’énergie des électrons. Les
fonctions d’ajustement superposées aux points de mesure sont le résultat d’un produit de convolution entre
une fonction de Breit-Wigner et une distribution gaussienne. Elles permettent de contrôler les performances
de la recalibration, mais ne jouent aucun rôle dans la détermination de (α, β) .
Configuration CC(fid.)–CC(fid.) CC(fid.)–CC(non-fid.) CC–EC
α 0.999 0.975 0.994
β (GeV) 0.0005 0.03 0.0005
TABLE 6.1 – Valeur des paramètres de smearing pour différentes configurations cinématiques.
En conclusion, la recalibration de l’énergie des électrons donne satisfaction dans la mesure où la dis-
tribution de masse invariante dans la simulation est en meilleur accord avec la distribution observée dans les
données. Elle sera donc utilisée dans l’analyse. D’autre part, la figure 6.7 confirme que pour les électrons
EC, l’effet du smearing dans la configuration EC–EC est conforme aux résultats observés dans la topologie
CC–EC.
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(a) Mee pour la configuration EC–EC, sans smearing.
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(b) Mee pour la configuration EC–EC, avec smearing.
FIGURE 6.7 – Vérification des performances du smearing dans la configuration EC–EC.
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Mesure de la section efficace de production
de paires de top dans le canal di-électron
Nous allons maintenant présenter la mesure de la section efficace σ(pp¯ → tt¯) dans l’état final di-
électron. Celle-ci a été effectuée sur un échantillon de données de L ≃ 1 fb−1 enregistré par le détecteur
DØ . Les bases de la sélection di-électron ont été discutées dans le chapitre 6 (bruit de fond passant les cri-
tères d’identification des électrons dans les données, principales corrections appliquée aux électrons simu-
lés). Dans ce chapitre nous évoquerons notamment la question du déclenchement sur le signal tt¯→ ee+X ,
et nous exposerons les différentes corrections qui sont appliquées à la simulation dans le but de reproduire
plus fidèlement les données. La phase d’optimisation de la sélection sera ensuite décrite, pour enfin aboutir
à la mesure de la section efficace et à l’évaluation des incertitudes systématiques associées. Ce résultat sera
interprété pour extraire la valeur de la masse du quark top.
7.1 Données et luminosité associée
L’échantillon de données utilisé dans cette analyse regroupe l’ensemble des données collectées par le
détecteur DØ entre le 19 avril 2002 et le 22 février 2006. Cette période de prise de données est aussi appelée
RunIIa. Afin de réduire la taille des lots de données destinés aux analyses, une présélection est établie par
le Common Sample Group [125] selon des critères peu sélectifs adaptés à la nature des états finals étudiés.
Cette analyse se base sur l’échantillon "2EMhighpt", dans lequel les événements contiennent systémati-
quement deux objets électromagnétiques, i.e. des photons ou des électrons/positrons, de grande impulsion
transverse : pT > 12 GeV. Pour des raisons "historiques", le lot complet est divisé en trois sous-ensembles
nommés 2EMhighpt_PASS3_p17.09.XX, avec XX = 03, 06, 06b (voir tableau 7.1). La distinction provient
uniquement des versions utilisées pour le code de reconstruction.
La "quantité" de données contenue dans un échantillon est caractérisée par la valeur de la luminosité
intégrée Ldonne´es . C’est une caractéristique intrinsèque du lot de données, contrairement au nombre d’évé-
nements qui lui, dépend des critères de sélection. La luminosité intégrée de l’échantillon analysé est définie
comme l’intégrale de la luminosité instantanée (mesurée par les luminomètres, voir section 3.2.6) depuis
avril 2002 jusqu’à février 2006. Bien qu’elle constitue une information intrinsèque, la luminosité intégrée
dépend directement des conditions de déclenchement choisies pour l’analyse de physique : tous les triggers
ne sont pas susceptibles de "voir" la même luminosité. En effet, pour éviter de saturer la bande passante par
des déclenchements moins prioritaires du point de vue de la physique, particulièrement à haute luminosité,
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TABLE 7.1 – Nombres d’événements contenus dans les différents sous-échantillons de données analysés.
Lot de données Nombre d’événements
CSG_CAF_2EMhighpt_PASS3_p17.09.03 29480209
CSG_CAF_2EMhighpt_PASS3_p17.09.06 2794319
CSG_CAF_2EMhighpt_PASS3_p17.09.06b 2475602
Total 35750130
on adjoint un prescale P à certains triggers, pour lesquels on n’enregistre qu’un événement sur P déclen-
chements. Le "temps mort" augmente avec P , ce qui réduit d’autant la luminosité intégrée "vue" par le
trigger.
Dans l’analyse, on utilise simultanément un grand nombre de triggers afin de maximiser l’efficacité
de déclenchement (voir section suivante). Ceci assure qu’à chaque instant, il existe au moins un trigger
sans prescale. Autrement dit, l’analyse est sensible à la totalité de la luminosité intégrée enregistrée par le
détecteur. C’est pourquoi en pratique, pour calculer la luminosité intégrée totale, on fait appel à un seul
trigger dont le prescale vaut constamment 1. Il s’agit du trigger jet JT_125TT : son seuil de déclenchement
élevé (125 GeV sur l’énergie transverse d’un jet au niveau 3) garantit une fréquence de déclenchement suf-
fisamment faible pour ne pas définir de prescale. Le logiciel qui permet d’extraire la luminosité est appelé
"lm_tools". La luminosité intégrée totale de l’échantillon de données est de 1074 pb−1 , et est connue à
6.1% près [77].
Le tableau 7.2 mentionne plusieurs types de luminosité intégrée :
• "délivré" : luminosité fournie par le Tevatron ;
• "enregistré" : pour une quantité fixée de protons et d’antiprotons initialement injectée dans le Te-
vatron, la luminosité instantanée mesurée au point de collision décroît exponentiellement avec le
temps. La prise de données est segmentée en runs, ce qui permet d’optimiser la fréquence de déclen-
chement par rapport à la luminosité instantanée, à chaque nouveau run. Au cours d’une transition
entre deux runs, les collisions ne peuvent être enregistrées par le système d’acquisition ;
• "analysable" : une partie des données est enregistrée alors qu’un sous-détecteur est affecté par un
dysfonctionnement. Ces données ne sont pas utilisées pour les analyses de physique.
TABLE 7.2 – Luminosité intégrée du lot de données 2EMhighpt, en pb−1, pour les différentes versions de
la liste de triggers. L’incertitude systématique sur la mesure de la luminosité est de 6.1% .
Version liste triggers Date Délivré Enregistré Analysable
v14 juin 2005 22 février 2006 416.8 389.1 334.5
v13 juin 2004 juin 2005 463.5 426.0 378.7
v12 juillet 2003 juin 2004 277.1 255.2 232.0
v9-v11 octobre 2002 juillet 2003 148.6 135.5 101.6
v8 19 avril 2002 octobre 2002 42.6 33.5 27.0
Total 1348.6 1239.3 1073.7
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7.2 Déclenchement sur les événements tt¯ → e+e−bb¯ νeν¯e
L’objectif du système de déclenchement consiste à établir un premier niveau de rejection de bruit de
fond tout en garantissant une inefficacité de sélection aussi faible que possible pour le signal. Dans le cas
d’un signal tt¯ → e+e−bb¯ νeν¯e , l’état final est composé de 2 électrons et 2 jets de grande impulsion trans-
verse, ainsi que d’une quantité substantielle d’énergie transverse manquante. Un trigger di-électron paraît
approprié, mais les seuils de déclenchement relativement élevés sont susceptibles d’engendrer une perte
d’efficacité notable pour le signal. C’est pourquoi on opte pour des triggers dont le déclenchement ne né-
cessite qu’un seul électron, car ils offrent une meilleure efficacité à seuil de déclenchement égal.
Pour s’en convaincre, on peut par exemple comparer un triggermono-électron et un trigger di-électron,
respectivement déclenchés en présence d’un et de deux électrons d’impulsion transverse supérieure à 15
GeV. Pour simplifier le propos, on considère un processus dans lequel les 2 électrons de l’état final ont le
même pT . Si l’on note p la probabilité qu’un électron soit reconstruit au-dessus du seuil de 15 GeV, alors
les probabilités de déclenchement pour ces deux triggers s’écrivent :
• p2 , pour le trigger di-électron : les 2 électrons doivent satisfaire simultanément les conditions de
déclenchement ;
• 1− (1− p)2 , dans le cas du triggermono-électron : le trigger n’est pas déclenché uniquement si les
deux électrons ne franchissent pas le seuil.
Comme p < 1, on a bien : 1− (1− p)2 > p2 . Certes, un trigger mono-électron risque de rejeter moins effi-
cacement les événements multijet QCD qu’un trigger di-électron, mais cette situation est acceptable dans la
mesure où les critères choisis pour l’identification des électrons reconstruits sont très sélectifs et suppriment
fortement la contribution QCD.
Afin de maximiser l’efficacité de déclenchement, on utilise un "OU logique" de plusieurs triggers
mono-électron, ayant des critères et des seuils de déclenchement différents. Il suffit qu’un électron satisfasse
les conditions d’un seul trigger pour que l’événement soit retenu. Les efficacités de déclenchement pour ce
"OU logique" sont mesurées dans un lot de données Z → ee grâce à une méthode tag and probe [126], et
paramétrées en fonction de (ηdet, pT) . Elles sont évaluées pour différentes périodes de prise de données, car
les conditions de déclenchement sont réajustées régulièrement, en raison de l’amélioration des performances
du Tevatron et de l’augmentation de la luminosité instantanée. Au total, près de 200 triggers sont utilisés
dans l’analyse. La figure 7.1(a) représente l’efficacité de déclenchement pour la période "v14", i.e. pour les
données les plus récentes analysées dans ce manuscrit.
Les objets identifiés comme des électrons par le système de déclenchement ne sont pas nécessairement
reconnus comme tels après reconstruction complète de l’information calorimétrique, et vice versa. Dans
l’analyse, on demande explicitement que l’objet ayant déclenché le trigger soit associé à un électron re-
construit. Dans l’expérience DØ, le système de déclenchement ne fait pas partie de la chaîne de simulation.
Contrairement aux autres efficacités qui sont mesurées dans les données et la simulation, puis corrigées par
les rapports d’efficacité εdonne´es/εMC , les efficacités de déclenchement mesurées dans les données sont
directement appliquées dans la simulation, sous forme de poids. Pour les événements tt¯ → e+e−bb¯ νeν¯e ,
l’efficacité de déclenchement ainsi estimée est de l’ordre de 99.3% .
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(a) Efficacités de déclenchement pour la
période "v14", en fonction de (η, pT).
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(b) Spectre en (η, pT) de l’électron le plus
énergétique dans le processus tt¯→ ee+X
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(c) Spectre en (η, pT) du second électron
dans le processus tt¯→ ee+X .
FIGURE 7.1 – Efficacités de déclenchement mesurées dans les données, et distribution en (η, pT) pour les
électrons du signal tt¯ .
7.3 Efficacité de sélection associée à la qualité des données calorimétriques
L’unité indivisible de mesure de la luminosité est appelée le luminosity bloc, et correspond à 60 se-
condes de prise de données. Lorsqu’un sous-détecteur est affecté par un dysfonctionnement, la totalité des
événements contenus dans le ou les luminosity blocs correspondants est déclarée impropre pour les analyses
de physique. Dans le cas particulier du calorimètre, outre d’éventuels problèmes de fonctionnement, on
identifie également certains bruits qui peuvent n’affecter qu’un très petit nombre d’événements au sein d’un
luminosity bloc. Bien entendu, il est nécessaire d’éliminer ces événements dans les analyses, sans toutefois
rejeter la totalité des 60 secondes de données. Lorsqu’on supprime ces événements bruités, le nombre de
luminosity blocs ne change pas, donc la luminosité intégrée de l’échantillon reste identique. Pour traduire la
diminution du nombre d’événements dans l’échantillon de données, on fait appel à une efficacité εdq ("dq"
pour data quality). Afin de ne pas introduire de biais, cette efficacité est mesurée dans l’échantillon de
données "de biais nul" (Zero Bias, et noté "ZB"). On rappelle que l’acquisition de ce lot de données est
déclenchée par un "top d’horloge" (voir paragraphe 4.6), ce qui assure une totale indépendance vis-à-vis
de l’information calorimétrique. L’efficacité de sélection associée à la qualité des données calorimétriques
vaut [127] : εZBdq = 97.140 ± 0.003% (stat). Ainsi, la luminosité intégrée "effective" dont on dispose pour
l’analyse est en fait : Leffdonne´es = 1074× εZBdq ≃ 1043 pb−1 .
7.4 Profil de luminosité instantanée
La luminosité instantanée est un élément important dans l’analyse car elle conditionne les efficacités
de reconstruction et d’identification, la résolution sur la mesure de l’énergie des objets reconstruits et la
résolution sur l’énergie transverse manquante. Dans la chaîne de simulation de DØ, les effets liés à la lu-
minosité ne sont pas pris en charge au niveau des générateurs : ceux-ci ne simulent que l’interaction dure
et les interactions à basse impulsion de transfert entre les partons spectateurs de la même interaction pp¯ .
Pour reproduire l’effet des interactions pp¯ additionnelles dans la simulation, on fait appel à l’échantillon
de données Zero Bias. Lorsque l’on génère un événement, en plus de l’énergie provenant de l’interaction
simulée, on ajoute pour chaque canal d’électronique que comporte la simulation l’énergie mesurée dans
les conditions de biais nul. De fait, cette méthode inclut dans la simulation les bruits dus à l’électronique
de lecture des différents détecteurs. La luminosité instantanée d’un événement simulé fait donc référence à
celle de l’événement de biais nul superposé à l’événement simulé.
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La figure 7.3(a) illustre les distributions de luminosité instantanée obtenues dans les données et la si-
mulation au niveau de la sélection di-électron top_tight. Le net désaccord que l’on observe peut être expliqué
par deux arguments :
• en raison de l’amélioration constante des performances du Tevatron, la luminosité instantanée aug-
mente en moyenne au fil du temps (ceci a été évoqué au paragraphe 3.2.6 et illustré à la figure
3.19(a)). Par conséquent, les lots de données Zero Bias utilisés dans la simulation auront toujours
"un temps de retard" par rapport aux données les plus récentes (i.e. une luminosité globalement
inférieure) ;
• la luminosité moyenne de l’échantillon Zero Bias est inférieure à celle de tous les autres lots de
données ayant recours à un déclenchement (autre que les triggers ZB). Au cours d’un store, la lumi-
nosité du Tevatron décroît de manière exponentielle avec le temps. Comme les triggers de biais nul
sont déclenchés à intervalles de temps réguliers, l’échantillon Zero Bias contient peu d’événements
à haute luminosité et beaucoup d’événements de la queue de distribution à basse luminosité. Pour
tous les autres triggers (triggersmono-électron de la sélection di-électron par exemple), la fréquence
de déclenchement augmente avec la luminosité instantanée : ils seront donc plus souvent déclenchés
à haute luminosité (au début du store) que dans la queue de distribution.
Procédure de correction du profil de luminosité
Une procédure de pondération est utilisée dans la simulation afin de reproduire au mieux le spectre
en luminosité observé dans la sélection di-électron. Cette correction est implémentée au niveau générateur,
avant toute sélection au niveau reconstruit, et consiste à multiplier la distribution simulée par le rapport des
distributions données/simulation. Il convient donc de choisir un profil de luminosité "caractéristique" du lot
de données analysé. En toute logique, le profil type du lot de données devrait être mesuré avant la sélection
di-électron. Ce faisant, la correction permettrait d’obtenir un accord sur les profils "non biaisés", c’est-à-dire
avant sélection. Sous réserve que le bias 1 introduit par la sélection di-électron soit le même dans les données
et la simulation, l’accord devrait être préservé après sélection.
Pour mesurer le profil de luminosité de l’échantillon 2EMhighpt avant sélection, on utilise le logiciel
lm_tools. La mesure est effectuée avec le trigger jet JT_125TT, dont le prescale vaut 1 (voir section 7.1).
Dans la figure 7.2, le profil non biaisé est représenté en bleu, et la distribution observée dans les données
après la sélection di-électron est indiquée en noir. On constate que les critères de sélection ont tendance à
enrichir le lot de données en événements à haute luminosité instantanée.
Cependant, le choix du profil type a du être reconsidéré car le biais dû à la sélection ne peut être que
partiellement modélisé dans la simulation : pour l’efficacité de reconstruction des électrons comme pour
l’efficacité de déclenchement, on ne dispose pas de paramétrisation en fonction de la luminosité. C’est pour-
quoi on choisit comme profil de référence une distribution "partiellement biaisée" proche de la distribution
observée dans les données après la sélection di-électron. Le profil sélectionné apparaît sous la dénomination
"RunIIa" dans la figure 7.2.
1. Les efficacités de reconstruction et d’identification des électrons dépendent de la luminosité, de même que l’efficacité de
déclenchement des triggers mono-électron.
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FIGURE 7.2 – Profils de luminosité instantanée normalisés à l’unité, pour différents échantillons. "Z → ee"
représente le profil générique d’un échantillon simulé avant correction (d’où la similitude avec le profil de
l’échantillon de données "Zero Bias"). "2EMhighpt" est le profil du lot de données utilisé pour l’analyse,
avant la sélection di-électron top_tight. L’échantillon 2EMhighpt contient deux objets électromagnétiques
reconstruits vérifiant pT > 12 GeV. Ce profil est mesuré par lm_tools. "2e top_tight" correspond à la dis-
tribution observée dans les données au niveau de la sélection di-électron. "RunIIa data set" désigne le profil
de l’ensemble des données enregistrées pendant le RunIIa. Il est l’analogue de "2EMhighpt" (mesuré avec
lm_tools) excepté qu’aucune condition n’est imposée au niveau reconstruit.
Comme l’indique la figure 7.3(b), la procédure de correction du profil de luminosité améliore significa-
tivement l’accord entre données et simulation. A titre d’illustration, l’effet de la correction sur le nombre de
vertex reconstruits est également présenté (figures 7.3(c) et 7.3(d)). Cette procédure de pondération présente
cependant un inconvénient : dans certains échantillons simulés pauvres en événements à haute luminosité,
les poids peuvent atteindre des valeurs déraisonnables, de l’ordre de ∼ 300 (voir le cas présenté figure 7.4).
En vue d’éviter des situations pathologiques, on fixe un poids maximum de 3. L’arbitraire de cette limite
supérieure est couvert par une incertitude systématique (voir section 7.10.3).
Luminosité, bruits calorimétriques et normalisation
Appliquée au niveau généré, la procédure de pondération du profil de luminosité conserve la norma-
lisation : par construction, la valeur moyenne de la correction évaluée sur l’ensemble des événements d’un
échantillon simulé est égale à 1. Cependant, nous allons voir que la normalisation n’est plus conservée dès
lors qu’une partie de l’échantillon est affectée par un bruit calorimétrique.
Comme nous l’avons évoqué au paragraphe 7.3, certains bruits ont été identifiés dans le calorimètre.
Le principal d’entre eux a été baptisé "bruit cohérent" (coherent noise), car il consiste en un décalage si-
multané des piédestaux pour un grand nombre de cellules [128]. L’échantillon Zero Bias étant sujet au bruit
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(a) Profil de luminosité instantanée avant correction.
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(b) Profil de luminosité instantanée après pondération.
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(c) Nombre de vertex reconstruits avant correction.
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(d) Nombre de vertex reconstruits après pondération.
FIGURE 7.3 – Effet de la correction du profil de luminosité instantanée dans la simulation.
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FIGURE 7.4 – Pondération de la distribution en luminosité instantanée dans la simulation.
cohérent, il en va de même pour les échantillons simulés (de par la superposition d’événements de biais
nul sur les événements générés). D’autre part, le bruit cohérent est fortement corrélé avec la luminosité
instantanée : la figure 7.5 indique que ce bruit se manifeste préférentiellement à haute luminosité. Or la pro-
- 149 -
CHAPITRE 7 : Mesure de la section efficace de production de paires de top dans le canal di-électron
cédure de correction attribue un grand poids aux événements simulés de luminosité élevée (figure 7.4(a)).
Dans l’analyse, lorsque l’on applique les critères de qualité des données calorimétriques aux événements
simulés, on est susceptible de rejeter essentiellement des événements de poids élevés si bien que la va-
leur moyenne de la correction de pondération devient inférieure à 1. A titre d’exemple, pour l’échantillon
Z → ee , cette valeur moyenne après avoir appliqué les critères de qualité ("dq" pour data quality) vaut :
〈ω(lumi)〉dq = 98.83± 0.05% (stat) .
En conclusion, en regard de ce qui a été discuté dans la section 7.3 :
• l’efficacité de sélection associée à la qualité des données calorimétriques a été déterminée dans
l’échantillon de données Zero Bias (pour éviter les biais vis-à-vis du calorimètre), et s’élève à :
εZBdq = 97.1 % . Cependant, ce lot de données contient en grande majorité des événements de
faible luminosité instantanée, et est donc moins affecté par le bruit cohérent qu’un échantillon ayant
une luminosité moyenne plus élevée comme 2EMhighpt ;
• on applique aux échantillons simulés une procédure de pondération afin de corriger leur profil de
luminosité instantanée. Avant correction, le profil de l’échantillon simulé est celui du lot Zero Bias.
Une fois corrigé, le profil simulé correspond à celui observé dans l’échantillon de données après
la sélection di-électron top_tight. La correction a pour effet d’augmenter la luminosité moyenne de
l’échantillon simulé, ce qui devrait se traduire par une contamination en bruit cohérent plus impor-
tante. Autrement dit, l’efficacité εcorrdq associée à la qualité des données après pondération devrait
diminuer. C’est effectivement ce que l’on observe :
εZBdq =
n
N
−→ εcorrdq =
1
N
n∑
i=1
wi(lumi) =
n
N
n∑
i=1
wi(lumi)
n
= εZBdq × 〈ω(lumi)〉dq︸ ︷︷ ︸
< 1
(7.1)
où n désigne le nombre d’événements simulés satisfaisant les critères de qualité des données etN le
nombre total d’événements dans l’échantillon.
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(b) Fraction d’événements affectés par un bruit calorimétrique
en fonction de la luminosité.
FIGURE 7.5 – Bruits calorimétriques en fonction de la luminosité instantanée pour l’échantillon de données
2EMhighpt.
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7.5 Corrections liées au vertex primaire
Pondération du profil longitudinal du point d’interaction
Lorsqu’un événement est créé par simulation, la position de la collision pp¯ le long de l’axe z est tirée
aléatoirement selon une densité de probabilité gaussienne G(µ = 0, σ = 25 cm) . Dans les données, la
distribution longitudinale du point de collision suit une forme légèrement différente (voir figure 4.2), que
l’on peut ajuster par la fonction analytique [129] :
f(z) =
A√(
1 +
(
z−z0,x
β∗x
)2)
×
(
1 +
(
z−z0,y
β∗y
)2) × exp
(
−(z − z0,z)
2
2σ2z
)
(7.2)
où A est une constante de normalisation. Les paramètres
(
z0,x , β
∗
x , z0,y , β
∗
y , z0,z , σz
)
décrivent les ca-
ractéristiques du faisceau et dépendent de la période de prise de données. La correction de pondération est
calculée comme le rapport entre la densité de probabilité mesurée dans les données et celle implémentée
dans la simulation. On dispose d’une paramétrisation nominale, pour laquelle les paramètres de f(z) sont
ajustés sur l’intervalle PVz ∈ [−60, 60] cm, et d’une paramétrisation alternative destinée aux études d’in-
certitude, où l’ajustement est contraint dans une région restreinte : PVz ∈ [−40, 40] cm.
Efficacité de sélection
Les algorithmes de reconstruction de traces ont des performances différentes dans les données et la
simulation, si bien que les efficacités de reconstruction et d’identification des vertex sont également diffé-
rentes. La modélisation imparfaite de l’hadronisation des jets (qui conditionne entre autres le nombre de par-
ticules chargées dans l’état final) et la simulation des bruits dans les détecteurs sont de possibles sources de
désaccord sur l’efficacité d’identification du vertex primaire. Ceci a été étudié dans les événementsZ → ee ,
pour une sélection di-électron top_tight au voisinage de la résonance : 75 ≤Mee ≤ 105 GeV. La correction
du profil de luminosité est appliquée dans la simulation. Le tableau 7.3 présente les efficacités mesurées
dans les données et la simulation, ainsi que les facteurs de correction d’efficacité correspondants. Les deux
colonnes de droite concernent des études annexes menées en vue d’évaluer une incertitude systématique sur
cette correction (voir section 7.10.15).
La correction d’efficacité déterminée ici est une correction constante, non paramétrée. Or on est en
droit de penser par exemple que l’efficacité du critère "au moins 3 traces attachées au vertex primaire"
dépend du nombre de traces dans l’événement, et donc du type de processus. C’est pourquoi la correction
d’efficacité est uniquement appliquée aux échantillons Z → ee . Pour autres processus simulés, on attribue
une incertitude systématique qui traduit la méconnaissance de cette correction (voir paragraphe 7.10.15).
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TABLE 7.3 – Efficacités et corrections d’efficacité concernant les critères de sélection du vertex primaire,
mesurées dans les données et la simulation avec des événements Z → ee . Les sélections sont appliquées
de manière séquentielle, et l’efficacité d’un critère donné est calculée relativement au critère précédent.
Dans les deux colonnes de droite, on étudie la sensibilité de ces efficacités vis-à-vis des procédures de
correction de la simulation ayant une dépendance explicite en PVz . "Pondération alternative PVz " signifie
que la paramétrisation nominale "60 cm" a été remplacée par la paramétrisation alternative "40 cm" dans la
pondération du profil longitudinal du point d’interaction. "Sans EMID = f(PVz)" indique que la correction
de l’efficacité d’identification des électrons dépendant de PVz a été désactivée.
Critère Valeur nominale Pondération Sans
PVz alternative EMID = f(PVz)
εdonne´es (%) |PVz| < 60 cm 98.49± 0.05
≥ 3 traces 98.26± 0.06
∆z(PV, e´lectron) < 1 cm 98.80± 0.05
εMC Z→ee (%) |PVz| < 60 cm 98.47± 0.02 98.61± 0.02 98.38± 0.02
≥ 3 traces 99.05± 0.01 99.05± 0.01 99.05± 0.01
∆z(PV, e´lectron) < 1 cm 99.43± 0.01 99.43± 0.01 99.45± 0.01
Correction |PVz| < 60 cm 100.02± 0.06 99.88± 0.06 100.12± 0.06
εdonne´es
εMC
(%)
≥ 3 traces 99.20± 0.06 99.20± 0.06 99.20± 0.06
∆z(PV, e´lectron) < 1 cm 99.36± 0.05 99.36± 0.05 99.35± 0.05
Correction globale (%) 98.59± 0.10 98.45± 0.10 98.67± 0.10
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7.6 Correction de l’impulsion transverse du boson Z dans la simulation
Nous avons décrit en amont les corrections qui sont apportées à la simulation, à savoir :
• pour les électrons : la correction des efficacités de reconstruction et d’identification, la recalibration
de l’énergie via la procédure de smearing, la simulation des triggers mono-électron ;
• pour les jets : la correction relative entre données et simulation de l’échelle en énergie par la mé-
thode SSR (qui améliore l’accord sur le spectre en pT et par conséquent l’accord sur l’efficacité de
reconstruction des jets), la correction de l’efficacité d’identification (élimination de l’excès de bons
jets dans la simulation) ;
• la pondération du profil de luminosité instantanée et du profil longitudinal du point d’interaction.
Dans cette partie, nous allons étudier la modélisation de la sélection di-électron. A ce stade peu avancé
de la sélection, on dispose d’un échantillon de données de grande statistique (≃ 60000 événements), ce qui
permet de contrôler que les variables cinématiques mesurées dans les données sont correctement reproduites
par la simulation. Tous les processus du Modèle Standard donnant deux électrons dans l’état final sont pris
en compte :
• Z/γ∗ → ee , Z/γ∗ → ττ → ee + X : ces processus sont générés avec ALPGEN+PYTHIA. A la
génération, le boson peut être produit en association avec 0, 1, 2 ou 3 partons dans l’état final ;
• WW → ee+X ,WZ → ee+X ,ZZ → ee+X : la production diboson est assurée par PYTHIA.
Ces processus sont également accompagnés de jets ;
• tt¯ → ee + X : la génération est effectuée avec ALPGEN+PYTHIA. La paire tt¯ peut être produite
avec 0, 1 ou 2 partons additionnels ;
• le fond multijet QCD est évalué dans les données par la méthode présentée au chapitre 6.
Au niveau de la sélection di-électron, l’échantillon de données est très largement dominé par la produc-
tion Z(→ ee) + jets. C’est pourquoi la discussion relative à la modélisation de l’état final di-électron sera
focalisée sur ce processus. Une des variables qu’il convient de bien reproduire est l’impulsion transverse du
boson Z, car elle est intimement liée à l’impulsion transverse des électrons et des jets et donc à l’énergie
transverse manquante. En négligeant la faible contribution de la production associée Z(→ ee) + qq¯ , où
q est un quark de saveur lourde (b ou c) qui se désintègre dans un canal semi-leptonique mettant en jeu un
neutrino, on n’attend pas d’énergie transverse manquante. Cependant, dans les événements Z + jets, une
mesure imparfaite de l’énergie des jets qui reculent face au Z peut conduire à un déséquilibre dans le bilan
d’énergie, et crée artificiellement de la E/T .
On constate à la figure 7.6 qu’au niveau reconstruit, la distribution en impulsion transverse du boson Z
prédite par le générateur ALPGEN ne reproduit pas la distribution observée dans les données. Ce désaccord
pourrait provenir d’un paramètre du générateur (seuil minimal en impulsion transverse des partons) qui a été
initialisé à une valeur par défaut dans la production Monte Carlo. On note également que le nombre de jets
prédit par ALPGEN+PYTHIA ne reproduit pas les observations expérimentales. Un bémol à cette remarque :
le nombre de jets reconstruits dépend du seuil de reconstruction (6 GeV) et de sélection (ici 20 GeV) en
impulsion transverse des jets, et de la calibration en énergie des jets dans les données et dans la simulation.
Deux approches peuvent être envisagées pour reproduire plus fidèlement le spectre en pT du boson Z .
La simulation peut être corrigée :
• au niveau généré, i.e. avant reconstruction. Dans la simulation, accéder à la distribution en impulsion
transverse générée est trivial. Dans les données en revanche, la distribution reconstruite doit être
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déconvoluée des effets de détection et de résolution (par une technique dite "d’unfolding" [130]) ;
• au niveau reconstruit. Données et simulation passent par la chaîne complète de reconstruction. Dans
ce cas, pour les données comme pour la simulation, les spectres en impulsion transverse sont convo-
lués par la résolution du détecteur. C’est cette méthode qui a été développée et qui est présentée
ci-dessous.
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FIGURE 7.6 – Distributions en impulsion transverse du boson Z après reconstruction, et multiplicité en jets
reconstruits (pour un seuil de sélection en impulsion transverse fixé à 20 GeV), dans la région de masse
invariante 75 < Mee < 105 GeV. Les événements Z+jets simulés ont été générés avec ALPGEN+PYTHIA.
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7.6.1 Première étape : correction au niveau reconstruit
Critères de sélection et méthode de correction
Pour sélectionner un lot d’événements Z → ee aussi pur que possible, on utilise les mêmes critères
d’identification pour les électrons que dans l’analyse : 2 électrons de qualité top_tight (voir paragraphe 4.8)
de charges opposées, et d’impulsion transverse supérieure à 15 GeV. Dans les données, le "OU" logique des
triggers doit également être déclenché (voir section 7.2). Le seuil en pT pour la sélection des jets est fixé
à 20 GeV (après corrections d’échelle en énergie), et la pseudo-rapidité des jets doit vérifier |ηdet| < 2.5 .
Seuls les événements dont la masse invariante de la paire d’électrons se situe dans la fenêtre [75,105] GeV
sont retenus.
L’approche choisie consiste, dans un premier temps, à corriger la distribution en pT après reconstruc-
tion dans la simulation. Toutes les corrections évoquées plus haut sont appliquées aux échantillons simulés,
afin de n’inclure dans la correction que la partie due à la mauvaise simulation du pT du boson Z. Une
procédure standard pour faire tendre une distribution D vers une distribution de référence Dref consiste à
multiplier D par le rapport DrefD :
D ×
(Dref
D
)
fit︸ ︷︷ ︸
correction
≃ Dref (7.3)
Le rapport des distributions DrefD est ajusté par une fonction analytique, ce qui permet de s’affranchir
de possibles fluctuations statistiques. Dans le cas présent, Dref et D correspondent aux distributions en
pT de la paire d’électrons reconstruits, dans les données et la simulation respectivement. Afin d’améliorer
simultanément l’accord sur le nombre de jets et le pT du Z, les spectres en pT sont corrigés séparément
selon le nombre de jets reconstruits : 0 jet exactement (exclusif), 1 jet exclusif, au moins 2 jets (2 jets
inclusif). Le fait de disposer de 3 corrections distinctes permet de changer la normalisation relative entre les
différentes multiplicités de jets. Toutefois, on impose que la normalisation inclusive de l’échantillonZ + jets
simulé soit inchangée après correction :
Nini(0 jet) +Nini(1 jet) +Nini(≥ 2 jets) = Ncorr(0 jet) +Ncorr(1 jet) +Ncorr(≥ 2 jets) (7.4)
Pour ajuster les rapports precoT (donne´es)/p
reco
T (MC) , on utilise les fonctions suivantes :
• pour les événements sans jet reconstruit :
f (pT ) =
ε0
2
(
1 + Erf
(
pT − µ
σ
√
2
))
×
(
1 + a.e−b.pT
)
+ c (7.5)
• sinon :
f (pT ) =
ε0
2
(
1 +Erf
(
pT − µ
σ
√
2
))
︸ ︷︷ ︸
turn−on
+c (7.6)
où Erf est la "fonction erreur" définie à la section 3.4.2. On rappelle que le paramètre µ représente
l’abscisse du point d’inflexion de la courbe de turn-on, et σ correspond à la "rapidité" avec laquelle la va-
leur asymptotique ε0 est atteinte. Les fonctions d’ajustement obtenues pour chaque multiplicité de jets sont
présentées à la figure 7.7. La bande jaune représente l’incertitude statistique résultant de la procédure d’ajus-
tement. Elle est calculée grâce à la formule de propagation des erreurs, en tenant compte de la corrélation
linéaire entre les paramètres. Le calcul d’incertitude est disponible dans l’annexe A.2.
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FIGURE 7.7 – Rapport données/simulation des distributions precoT (Z), après soustraction de bruit de fond
(voir section 7.6.2). Les fonctions d’ajustement ont été superposées aux histogrammes.
7.6.2 Soustraction de bruit de fond
Dans l’intervalle de masse invariante [75,105] GeV où l’on détermine la correction, la contribution des
processus autres que Z → ee est complètement négligeable dans les événements sans jet reconstruit (voir
figure 7.8(a)), vaut environ 0.5 % dans le cas d’un jet reconstruit (figure 7.8(c)), et atteint quelques % dans
les événements à 2 jets et plus (figure 7.8(e)). Étant donné que les processus de bruit de fond n’ont a priori
pas la même distribution en pT (ee) que le boson Z, une soustraction de bruit de fond est mise en place.
Ayant inclu tous les processus donnant deux électrons dans l’état final, on est en mesure d’isoler dans les
données la contribution du processus Z → ee au spectre en pT :
pZ→eeT (donne´es) = p
ee
T (donne´es)− peeT (non Z → ee)︸ ︷︷ ︸
MC+QCD
(7.7)
Les fonctions de pondération deviennent :
f(pT ) =
pZ→eeT (donne´es)
pZ→eeT (MC)
(7.8)
Les figures 7.8(b), 7.8(d) et 7.8(f) comparent les fonctions d’ajustement f(pT ) obtenues avec ou sans
soustraction de bruit de fond. Comme attendu, l’effet le plus marqué est observé pour une multiplicité de 2
jets et plus.
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FIGURE 7.8 – Les figures (a, c, e) représentent les distributions de masse invariante de la paire d’électrons
top_tight. Les figures (b, d, f) illustrent l’effet de la soustraction du bruit de fond sur les fonctions de
pondération.
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Remarque concernant la normalisation
La normalisation des échantillons Monte Carlo est réalisée de la façon suivante :
Ndonne´es = NQCD + C
∑
i
NMC,i = NQCD + C
∑
i
ǫiσiL (7.9)
σi et ǫi correspondent respectivement à la section efficace et à l’efficacité de sélection du processus i, et
L est la luminosité intégrée du lot de données (≃ 1fb−1) . La constante C est introduite pour faire en sorte
que les distributions inclusives observées et simulées aient la même intégrale. La contribution QCD n’est
pas mise en facteur car elle est estimée directement à partir des données (voir paragraphe 6.1). Une constante
C 6= 1 équivaut à modifier la valeur de la luminosité mesurée.
7.6.3 Vers une correction au niveau générateur
La pondération du spectre precoT (MC) par le rapport p
reco
T (donne´es)/p
reco
T (MC) permet d’obtenir un
accord sur l’impulsion transverse du boson Z après reconstruction. Cependant, une procédure de correction
au niveau reconstruit est insatisfaisante à plusieurs titres :
• pour le processus Z → ee : la validité des corrections n’est pas garantie si l’on change les critères
d’identification des électrons reconstruits. D’autre part, certaines analyses utilisent un veto contre la
présence de 2 électrons isolés ;
• pour le processus Z → µµ : la procédure n’est pas directement applicable car la résolution sur
l’énergie des électrons et différente de la résolution sur l’impulsion des muons ;
• pour processus Z → ττ→ ee+X,µµ+X : l’impulsion transverse reconstruite à partir de la paire
de leptons issue des τ diffère grandement de l’impulsion transverse initiale du boson Z, ce qui rend
la correction inutilisable.
Il est donc indispensable de transformer cette procédure "au niveau reconstruit" en une correction "au
niveau généré". En d’autres termes, il s’agit d’obtenir un accord sur les distributions precoT (Z) en utilisant
uniquement l’information pgeneT (Z) . Pour cela, on fait appel à la technique de remapping introduite au
paragraphe 5.2 dans le cadre de l’efficacité d’identification des jets. Dans le cas présent, la fonction de
remappingR est définie par :
〈precoT 〉 = R(pgeneT ) , 〈 〉 : valeur moyenne (7.10)
La fonction R est uniquement basée sur la simulation. Elle permettra de "prédire" la valeur moyenne
de pT(Z) reconstruite dans le détecteur pour une valeur donnée de pT(Z) au niveau généré. La correction
ω est ensuite calculée comme précédemment, grâce à la fonction de pondération f (équation 7.8, figure 7.7)
évaluée enR(pgeneT ) :
ω = f(R(pgeneT ) , Njets ) (7.11)
Ainsi, cette procédure en deux étapes ne fait plus usage que de l’impulsion du boson Z au niveau généré
et du nombre de jets reconstruits. Pour caractériser R, on discrétise le spectre en pT du boson Z au niveau
généré. Pour chaque entrée j du bin i de la distribution pgeneT (Z) , on stocke la valeur p
reco
T i,j(Z) . On peut
alors recourir à plusieurs méthodes pour calculer un "pT reconstruit moyen" pour chaque bin en pT généré,
ce qui définit autant de types de remapping :
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• remapping arithmétique :
on calcule la moyenne arithmétique pour chaque bin :
preco remapT,i =
1
Ni
Ni∑
j=1
precoT i,j(Z) ≡ Rarithm
(
pgeneT,i
)
(7.12)
où i est le numéro du bin de la distribution en pT généré, et Ni est le nombre d’entrées dans le bin ;
• remapping gaussien :
le contenu du bin est ajusté par une distribution gaussienne G (µi, σi). Pour obtenir le pT reconstruit
dans un bin i en pT généré, il suffit de tirer un nombre aléatoire dans cette même gaussienne :
preco remapT,i = G (µi, σi) ≡ Rgauss
(
pgeneT,i
)
(7.13)
7.6.4 Commentaires sur la procédure de remapping
Le remapping permet de passer du niveau généré au niveau reconstruit. Appliquer R sur le spectre
en pT généré revient en quelque sorte à convoluer ce spectre par la résolution du détecteur. Comme le re-
mapping contient les effets de reconstruction, il a été étudié en fonction du nombre de jets reconstruits et
pour différentes configurations cinématiques (paire d’électrons CC-CC, CC-EC, EC-EC). La multiplicité en
jets s’avère être la variable la plus significative. C’est pourquoi la fonction de remapping a été déterminée
séparément selon le nombre de jets reconstruits : 0, 1, au moins 2.
La figure 7.9 présente la fonction de remapping arithmétique pour les événements sans jet recons-
truit. Pour assurer un comportement régulier lors du passage généré / reconstruit, l’ensemble des points(〈
pgeneT (Z)
〉
, 〈precoT (Z)〉
)
est ajusté par une fonction du type :R(pT ) = a+b.pT +c.e−d.pT . On remarque
un effet de saturation à bas pT généré qui s’explique comme suit. Pour des valeurs de p
gene
T (Z) suffisam-
ment grandes, le contenu des bins de la fonction de remapping est distribué selon une gaussienne (voir figure
7.10(b)). Lorsque pgeneT → 0 GeV, la partie négative de la gaussienne se trouve tronquée car l’impulsion
transverse est positive (voir figure 7.10(a)). Ceci implique que la moyenne arithmétique ne tend pas vers 0.
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FIGURE 7.9 – Fonction de remapping arithmétique dans les événements sans jet reconstruit.
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FIGURE 7.10 – Exemple de distributions en precoT (Z) observées pour deux bins en p
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Pour les raisons évoquées ci-dessus, le remapping gaussien doit tenir compte des effets de troncature
à bas pT généré. Le contenu de chaque bin est donc ajusté par une gaussienne tronquée (la troncature n’est
plus visible au-dessus de 10 GeV). Puis on établit la dépendance de la moyenne µ et l’écart-type σ de la
gaussienne en fonction de pgeneT (Z) . Le résultat est illustré à la figure 7.11 pour les événements sans jet
reconstruit. On constate que la moyenne de la gaussienne tronquée coïncide rigoureusement avec la valeur
de pgeneT (Z) . L’effet de saturation à bas pT généré se traduit par un élargissement de la gaussienne, que
l’on reproduit avec la fonction analytique :
σ (pT ) = p0 + p1.pT
(
1− p2e−p3.pT
)
+ p4e
−p5.pTcos (p6.pT) (7.14)
Pour une valeur donnée pgeneT (Z), le "pT reconstruit" prédit par le remapping gaussien est évalué en tirant
aléatoirement dans une gaussienne tronquée : Gtr
(
µ
(
pgeneT (Z)
)
, σ
(
pgeneT (Z)
) )
.
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FIGURE 7.11 – Moyenne µ et écart type σ de la distribution gaussienne utilisée dans le remapping gaussien,
en fonction de pgeneT (Z) , dans les événements à 0 jet reconstruit.
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A propos de la génération de nombres aléatoires, l’approche "classique" qui consiste à utiliser la fonc-
tion "GetRandom" de ROOT [131] est peu adaptée au problème présent. En effet, pour transformer une
fonction quelconque (ici, la gaussienne tronquée) en une densité de probabilité normalisée à 1, ROOT doit
calculer l’intégrale de cette fonction. Étant donné que la largeur et la moyenne de la gaussienne dépendent
du pT généré, µ et σ changent d’un événement simulé à un autre, ce qui nécessite d’évaluer une intégrale
pour chaque événement, et s’avère prohibitif en termes de temps de calcul.
Il existe une méthode Monte Carlo pour générer un nombre aléatoire selon une certaine densité de
probabilité, pourvu que la fonction de répartition associée soit inversible analytiquement [132]. Prenons
un nombre aléatoire X distribué suivant la densité de probabilité f(x), dont la fonction de répartition est
F (x) =
∫ x
xmin
f(x′)dx′ . Si l’on définit la variable aléatoire Y par la relation Y = F (X) , alors Y est
uniformément distribué dans [0,1]. La densité de probabilité g(Y ) s’obtient par le changement de variable :
f(X) = g(Y )
dY
dX
−→ g(Y ) = f(X)
dY
dX
=
f
(
F−1(Y )
)
F ′ (F−1(Y ))
= 1 (7.15)
En interprétant ce résultat sous un autre angle, si l’on tire un nombre aléatoire Y uniformément entre 0 et 1,
alors X = F−1(Y ) sera distribué selon la densité de probabilité f souhaitée. Pour la gaussienne tronquée,
la fonction de répartition est définie par la fonction erreur Erf, que l’on sait inverser. Explicitement,
y = F (x) =
(
Erf
(
x− µ
σ
√
2
)
+Erf
(
µ
σ
√
2
))
× 1
1 + Erf
(
µ
σ
√
2
) (7.16)
ce qui conduit après inversion à :
x = F−1(y) = µ+ σ
√
2 Erf−1
(
y + (y − 1)Erf
(
µ
σ
√
2
))
(7.17)
Un exemple de distribution ainsi obtenue est présenté dans la figure 7.12.
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,
avec µ = 2, σ = 1, et y uniformément distribué entre 0 et 1.
Dans les événements sans jet reconstruit, les deux procédures diffèrent uniquement dans la région :
0 ≤ pT(Z) . 5 GeV (voir figure 7.13). Lorsqu’un ou plusieurs jets sont reconstruits, l’impulsion transverse
du boson Z est globalement plus élevée que pour les événements sans jet, si bien que cette région à bas
pT(Z) est peu peuplée (voir figure 7.6). Les deux types de remapping donnent alors des résultats tout à fait
similaires.
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FIGURE 7.13 – Distributions en impulsion transverse du boson Z dans la simulation, pour les événements
sans jet reconstruit. La distribution precoT (Z) telle qu’elle apparaît dans le détecteur après reconstruction est
représentée en noir. Les distributions en rouge et bleu correspondent aux distributions R(pgeneT ) pour les
procédures de remapping arithmétique et gaussien respectivement.
Bien que le remapping gaussien semble plus satisfaisant, les performances doivent être jugées vis-à-vis
de l’accord entre données et simulation après correction complète : remapping + correction de pondération.
Dans la figure 7.14, la comparaison entre données et simulation penche en faveur du remapping arith-
métique. Par conséquent, c’est cette procédure qui est retenue dans l’analyse pour corriger les processus
Z → ee et Z → ττ .
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(a) Distribution precoT (Z) après correction complète, obtenue
avec le remapping arithmétique
 (GeV)
T
Z  p
0 5 10 15 20 25 30 35 400
1000
2000
3000
4000
5000
6000
7000
8000
9000
Data
tt
ee→Z
ττ→Z
WW,WZ,ZZ
Fake
(b) Distribution precoT (Z) corrigée, obtenue avec le remapping
gaussien
FIGURE 7.14 – Comparaison des deux techniques de remapping, dans les événements sans jet reconstruit.
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7.6.5 Corrélation entre masse et impulsion transverse
La procédure de correction du spectre en impulsion transverse a été conçue pour améliorer l’accord
entre données et simulation dans la plage de masse 75 < MZ/γ∗ < 105 GeV. A plus basse masse, il est
délicat de sélectionner dans les données un échantillon pur en Z → ee , et à haute masse, la faible statis-
tique compromet toute étude quantitative. Bien que l’on ne puisse établir une correction pour les hautes et
basses masses, la procédure déterminée pour 75 < MZ/γ∗ < 105 GeV est appliquée dans la simulation sur
toute la gamme de masse : 15 < MZ/γ∗ < 1960 GeV. On évite ainsi qu’en dehors de la région centrale
n’apparaîssent les irrégularités de la figure 7.6.
Cependant, il existe une corrélation entre la masse et l’impulsion transverse du boson Z/γ∗ , comme
indiqué figure 7.15(a), ce qui implique que :
• les distributions en pT à haute ou basse masse diffèrent de la distribution en pT dans la région
centrale, pour laquelle les corrections ont été déterminées ;
• une modification de la forme de la distribution en pT introduit inévitablement une distorsion sur le
spectre en masse (figure 7.15(b)) ;
• la normalisation des échantillons simulés n’est a priori plus conservée en dehors de la zone : 75 <
MZ/γ∗ < 105 GeV. Si par exemple, dans une certaine région en masse, on trouve proportionnelle-
ment plus de bosons Z de faible pT que dans la région centrale, alors la correction de pondération
sera en moyenne inférieure à 1, si l’on se réfère à la figure 7.7.
Pour le processus Drell-Yan, les échantillons Monte Carlo ALPGEN sont générés par "tranches de
masse" : 15 < MZ/γ∗ < 60 GeV, 60 < MZ/γ∗ < 130 GeV, 130 < MZ/γ∗ < 250 GeV, et enfin
250 < MZ/γ∗ < 1960 GeV. Afin que la procédure de correction laisse inchangée la normalisation des
échantillons simulés, on détermine a posteriori pour chaque bin de masse MZ/γ∗ la valeur moyenne α de
la correction. Multiplier la correction par 1α permet de retrouver la normalisation avant la correction de
l’impulsion transverse. Ces facteurs de normalisation sont répertoriés dans le tableau 7.4.
Région enMZ/γ∗ (GeV) [15, 60] [60, 130] [130, 250] [250, 1960]
Facteur de normalisation 1.026 1.004 0.975 0.944
TABLE 7.4 – Constantes multiplicatives " 1α" permettant de rétablir la normalisation des échantillons simulés
(les erreurs statistiques sont négligeables).
7.6.6 Résumé et résultats
La procédure de correction de l’impulsion transverse du boson Z comprends deux étapes :
• le remapping arithmétique permet de passer du niveau généré au niveau reconstruit ;
• la fonction de pondération corrige la distribution issue du remapping afin de reproduire la distribu-
tion en pT(Z) observée dans les données après reconstruction.
Cette procédure est appliquée au niveau généré sur les processus Z → ee et Z → ττ , quelle que soit la
masse du bosonMZ/γ∗ . La figure 7.16 présente les distributions en pT(Z) obtenues après correction pour
la sélection di-électron top_tight utilisée dans la mesure de la section efficace de production σtt¯ . On note
une très nette amélioration par rapport à la figure 7.6.
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(a) Corrélation entre impulsion transverse et masse du boson Z/γ∗ . Les points
noirs représentent le profil de l’histogramme bidimensionnel selon l’axe y.
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(b) Rapport des distributions de masse invariante
MZ/γ∗ apre`s correction
MZ/γ∗ sans correction
. La droite bleue symbolise la
droite y = 1 .
 (GeV)*γZ/M
0 50 100 150 200 250 300 350 400 450 5000.4
0.6
0.8
1
1.2
1.4
1.6
(c) Figure 7.15(b) après avoir rétabli la normalisation des
échantillons simulés.
FIGURE 7.15 – Correlations entre MZ/γ∗ et pT (Z/γ
∗) au niveau généré. Le décrochement observé pour
MZ/γ∗ ≃ 30 GeV dans les figures 7.15(b) et 7.15(c) provient du seuil de reconstruction des électrons fixé
à pT = 15 GeV. Pour un boson Z de masse inférieure à 30 GeV, l’énergie dans le centre de masse est
insuffisante pour produire deux électrons de pT > 15 GeV dans le référentiel du laboratoire, à moins que
le boson soit fortement "boosté". Dans ce cas, pT(Z) devient grand, donc la valeur de la correction de
pondération est systématiquement supérieure à 1 (voir figure 7.7).
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(a) precoT (Z), 0 jet exclusif.
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(b) precoT (Z), 1 jet exclusif.
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(c) precoT (Z), 2 jets inclusif.
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(d) Nombre de jets reconstruits d’impulsion transverse supé-
rieure à 20 GeV (échelle linéaire).
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(e) Multiplicité de jets (échelle logarithmique).
FIGURE 7.16 – Effet de la procédure de correction de l’impulsion du boson Z sur les observables pT (Z) et
Njet , après reconstruction, dans la plage de masse invariante 75 < Mee < 105 GeV (résultats à comparer
à la figure 7.6).
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7.7 Distributions de contrôle pour la sélection di-électron
Les figures 7.17 à 7.23 représentent les distributions des principales variables cinématiques et topolo-
giques mesurées dans la sélection di-électron top_tight, après que toutes les corrections aient été appliquées
à la simulation : impulsion transverse des électrons et des jets, masse invariante de la paire d’électrons,
énergie transverse manquante, et multiplicité en jets reconstruits.
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(a) Sélection inclusive.
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(b) Exactement 1 jet reconstruit.
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(c) Au moins 2 jets reconstruits.
FIGURE 7.17 – Impulsion transverse de l’électron le plus énergétique, pour différentes multiplicités de jets
reconstruits.
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(a) Sélection inclusive.
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(b) Exactement 1 jet reconstruit.
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(c) Au moins 2 jets reconstruits.
FIGURE 7.18 – Impulsion transverse du deuxième électron.
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(a) Sélection inclusive.
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(b) Exactement 1 jet reconstruit.
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(c) Au moins 2 jets reconstruits.
FIGURE 7.19 – Impulsion transverse du jet le plus énergétique.
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FIGURE 7.20 – Impulsion transverse du second jet le plus énergétique.
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(a) Sélection inclusive.
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(b) Exactement 1 jet reconstruit.
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(c) Au moins 2 jets reconstruits.
FIGURE 7.21 – Énergie transverse manquante.
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(a) Sélection inclusive.
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(b) Exactement 1 jet reconstruit.
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(c) Au moins 2 jets reconstruits.
FIGURE 7.22 – Distribution de masse invariante de la paire d’électrons.
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(a) Échelle linéaire.
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(b) Échelle logarithmique.
FIGURE 7.23 – Nombre de jets reconstruits par événement.
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7.8 Optimisation de la sélection tt¯ vis-à-vis des variables Mee et E/T
Le principal objectif de l’analyse consiste à établir une sélection dans un environnement di-électron
qui soit optimale pour les événements tt¯ . Jusqu’à présent, nous avons uniquement discuté de la sélection de
deux électrons isolés de grand pT , de charge opposée et de qualité top_tight. Ces critères d’identification
très sélectifs suppriment efficacement le bruit de fond multijet QCD. Pour enrichir le lot de données en évé-
nements tt¯→ e+e− νeν¯e bb¯ , on demande que deux jets de grand pT soient reconstruits 2. Dans une version
préliminaire de l’analyse, le seuil de sélection sur l’impulsion transverse des jets était fixé à 20 GeV (après
corrections d’échelle en énergie). En concertation avec les analyses menées dans l’état final "lepton+trace",
il a été décidé d’élever le seuil en pT de 20 à 30 GeV pour le jet le plus énergétique. Comme l’indique la
figure 7.24(a), l’efficacité de sélection du signal tt¯→ ee+X est peu affectée par ce changement : εtt¯ varie
à hauteur de 1.9% . Par contre, le nombre d’événements de bruits de fond décroît significativement : on
supprime près de 245 événements Z → ee sur un total de ≃ 1100 .
D’après les prédictions obtenues par simulation, les événements di-électron contenant au moins 2 jets
reconstruits d’impulsion transverse supérieure à 30 et 20 GeV sont en très grande majorité des événements
Z/γ∗(→ ee) + jets, comme indiqué plus loin dans le tableau 7.5. Ce processus possède certaines caractéris-
tiques que l’on se propose d’exploiter afin de mieux le supprimer. D’une part, la masse invariante de la paire
d’électrons issue de la désintégration d’un boson Z est voisine de MZ ≃ 91.2 GeV. D’autre part, ces évé-
nements ne contiennent pas de neutrino dans l’état final. Les contributions telles que Z/γ∗(→ ee) + qq¯ où
un quark de saveur lourde (q = c, b) se désintègre de façon semi-leptonique sont en effet très faibles. Le
bilan d’énergie dans le plan transverse peut néanmoins faire apparaître une composante de E/T , lorsque
l’impulsion transverse des électrons ou des jets est mal mesurée.
Il semble donc judicieux d’établir une sélection basée à la fois sur la masse invariante di-électron et
l’énergie transverse manquante, afin de discriminer le signal tt¯ et le fond dominant Z/γ∗ (→ ee) + 2 jets.
Un tel mode de sélection permet également de réduire la contamination du lot de données par le processus
Z/γ∗ (→ ττ) + 2 jets, qui constitue le deuxième bruit de fond le plus important (voir tableau 7.5). Ces
événements, qui contiennent cette fois des neutrinos dans l’état final, sont situés dans une région localisée
en masse invariante : la distribution en Mee forme une résonance centrée vers 50 GeV (en bleu ciel sur la
figure 7.22).
Une sélection bidimensionnelle dans le plan (Mee , E/T ) est donc mise en place, et fait appel à 4 pa-
ramètres (α, β, δ, γ) . La sélection sur Mee est effectuée via le couple (α, β) , tandis que les paramètres
(δ, γ) sont relatifs à la sélection sur E/T :
• les événements pour lesquels : α < Mee < β sont rejetés, avec α < MZ , et β > MZ ;
• dans la région des basses masses, i.e. 15 ≤Mee ≤ α , un événement est sélectionné si : E/T ≥ γ ;
• de même à haute masse, lorsqueMee ≥ β , on garde l’événement pourvu que : E/T > δ .
Une représentation graphique de ces 4 paramètres d’optimisation est proposée à la figure 7.24(b).
2. Le faible rapport de branchement BR(W → eνe) ne permet pas d’employer les techniques d’identification des jets de
quark b qui diminueraient notablement l’efficacité de sélection des paires de quarks top.
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(a) Impulsion transverse du jet le plus énergétique dans les évé-
nements à ≥ 2 jets reconstruits.
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(b) Représentation dans le plan (Mee, E/T ) des paramètres
{α, β, δ, γ} utilisés dans la procédure d’optimisation. Exemple
de l’échantillon de données.
FIGURE 7.24 – Optimisation de la séparation entre signal et bruit de fond.
Le critère selon lequel la sélection sera déclarée optimale est défini par la "Figure de Mérite" suivante :
FOM =
√
Ns +Nb
Ns
(7.18)
où Ns et Nb correspondent respectivement au nombre d’événements tt¯ attendus et au nombre total d’évé-
nements de bruit de fond. Le qualificatif "attendu" signifie que l’on s’attend à mesurer pour σtt¯ la valeur
prédite par le Modèle Standard. Dans la phase d’optimisation, on suppose donc que σtt¯ = 7.91 pb (pour
Mtop = 170 GeV), et le nombre d’événements attendu est calculé comme : Ns = εtt¯ × σtt¯ × L . La lumi-
nosité intégrée vaut L = 1074 pb−1 , et εtt¯ est l’efficacité de sélection du signal.
Lorsque la figure de mérite atteint son minimum, l’amplitude des fluctuations statistiques du nombre
d’événements observés
√
Ns +Nb devient minimale par rapport au nombre d’événement de signalNs . La
recherche du minimum s’effectue en balayant l’espace des paramètres, par pas de 2 GeV pour les masses
invariantes α et β , et par pas de 5 GeV pour les énergies transverses manquantes δ et γ (la résolution sur la
mesure deE/T étant moins bonne que la précision sur la mesure deMee ). Le jeu de paramètres qui minimise
la figure de mérite est :
α = 84 GeV , β = 100 GeV , δ = 45 GeV , γ = 35 GeV (7.19)
Autrement dit, on ne garde que les événements qui vérifient :

15 ≤Mee ≤ 84 GeV et E/T > 45 GeV
ou
Mee ≥ 100 GeV et E/T > 35 GeV
Comme il est techniquement impossible de représenter le minimum de la figure de mérite dans un
espace à 4 dimensions (α, β, δ, γ) , la figure 7.25 se contente de représenter le voisinage du minimum en
fonction de chaque paramètre séparément.
La figure 7.26 illustre quelques distributions obtenues après la sélection sur la masse invarianteMee ,
et la figure 7.27 présente la multiplicité en jets après la sélection complète tt¯ . Le tableau 7.5 fait état des
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nombres d’événements attendus et observés à chaque stade de la sélection. Les efficacités de sélection cor-
respondantes pour le signal tt¯ sont indiquées dans le tableau 7.6. Enfin, le détail des nombres d’événements
de signal et de bruit de fond attendus après sélection complète est répertorié dans le tableau 7.7.
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(c) Evolution de la FOM en fonction de β au voisinage du mini-
mum, pour {α, γ, δ} = {84, 45, 35} (GeV).
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(d) Evolution de la FOM en fonction de δ au voisinage du mini-
mum, pour {α, β, γ} = {84, 100, 45} (GeV).
FIGURE 7.25 – Figure de mérite FOM(α, β, δ, γ) représentée au voisinage du minimum
{αmin, βmin, δmin, γmin} = {84, 100, 45, 35} , en fonction de chacune des variables.
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(a) Masse invarianteMee .
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(b) Énergie transverse manquante.
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(c) Multiplicité en jets.
FIGURE 7.26 – Distributions obtenues après les critères de sélection Njet ≥ 2 etMee /∈ [84, 100] GeV.
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FIGURE 7.27 – Multiplicité en jets après sélection complète (i.e. après la sélection sur Mee et E/T ). Dans
cette distribution, la section efficace de production de quarks top σtt¯ est normalisée à la section efficace
mesurée, à savoir 9.6 pb.
TABLE 7.5 – Nombres d’événements attendus et observés à chaque étape de la sélection. Les critères de
sélection sont appliqués de manière cumulative en allant de gauche à droite. La valeur de la section efficace
de production σtt¯ est fixée à 7.91 pb (Mtop = 170 GeV). Seules les erreurs statistiques figurent dans le
tableau.
2 e top_tight O.S. Njets ≥ 1 Njets ≥ 2 Mee 6ET
Z + lp→ ee 57716.5± 80.8 56208.9± 79.3 3598.6± 19.3 706.3± 6.7 207.1± 3.8 0.92± 0.21
Z + cc¯→ ee 2040.6± 15.6 1993.2± 15.4 352.3± 6.0 116.2± 2.9 22.1± 1.4 0.30± 0.13
Z + bb¯→ ee 683.8± 2.7 667.6± 2.6 151.9± 1.5 52.7± 0.9 9.3± 0.4 0.13± 0.05
Z + lp→ ττ 234.5± 4.5 233.0± 4.5 15.5± 1.2 3.0± 0.4 3.0± 0.4 0.87± 0.20
Z + cc¯→ ττ 9.9± 1.1 9.9± 1.1 2.0± 0.4 0.8± 0.3 0.8± 0.3 0.04± 0.04
Z + bb¯→ ττ 3.2± 0.2 3.2± 0.2 0.8± 0.1 0.2± 0.0 0.2± 0.0 0.08± 0.02
WW 40.3± 0.4 39.9± 0.4 3.4± 0.1 0.6± 0.1 0.5± 0.1 0.32± 0.04
WZ 30.6± 0.4 28.6± 0.4 17.2± 0.3 9.8± 0.3 1.6± 0.1 0.07± 0.02
ZZ 24.0± 0.2 23.6± 0.2 15.0± 0.2 9.4± 0.2 1.6± 0.1 0.06± 0.01
Faux électrons 169.5± 2.4 161.1± 2.3 24.1± 1.2 6.7± 0.7 6.3± 0.7 0.57± 0.18
Fond total 60953.1± 82.5 59368.9± 81.0 4180.8± 20.3 905.9± 7.5 252.6± 4.1 3.37± 0.37
tt¯ (7.91 pb) 26.2± 0.2 26.0± 0.2 24.1± 0.2 17.6± 0.2 15.5± 0.2 11.22± 0.14
Total attendu 60979.2± 82.5 59394.9± 81.0 4204.9± 20.3 923.4± 7.5 268.1± 4.1 14.59± 0.40
Données 61077 59500 4176 915 249 17
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TABLE 7.6 – Efficacité de sélection ε(tt¯→ ee+X) (en %) pourMtop = 170 GeV, à différents niveaux de
la sélection. Seules les erreurs statistiques sont indiquées.
2 e top_tight O.S. Njets ≥ 1 Njets ≥ 2 Mee 6ET
19.60± 0.15 19.45± 0.15 18.04± 0.15 13.16± 0.13 11.62± 0.12 8.40± 0.11
TABLE 7.7 – Nombres d’événements observés et attendus pour la sélection tt¯→ ee+X , avec σtt¯ = 7.91 pb.
Tous les critères de sélection sont appliqués. Les sources d’incertitude systématique seront détaillées dans
le paragraphe 7.10.
Catégorie Nombre d’événements Incertitude statistique Incertitude systématique
Z/γ∗ → ee 1.35 ±0.26 +0.35−0.32
Z/γ∗ → ττ 1.00 ±0.20 +0.24−0.23
WW +WZ + ZZ 0.45 ±0.05 +0.09−0.09
Faux électrons 0.57 ±0.18 +0.33−0.33
Fond total 3.37 ±0.37 +0.55−0.52
tt¯ attendu 11.22 ±0.14 +0.90−0.90
Total signal + fond 14.59 ±0.40 +1.05−1.04
Données 17
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On observe 17 événements dans les données. En réalité, ce nombre d’événements correspond à la
réalisation d’une variable aléatoire régie par une statistique de Poisson. Si l’on pouvait refaire plusieurs fois
l’expérience, le nombre moyen d’événements observés serait donné par :
ν = σ(pp¯→ tt¯)× BR(tt¯→ ee)× Ldonne´es × εtt¯→ee +Nbkg (7.20)
avec les conventions suivantes (les valeurs numériques sont reportées dans le tableau 7.8) :
• σ(pp¯→ tt¯) : section efficace de production de paires de quarks top ;
• BR(tt¯ → ee) : rapport de branchement de la désintégration d’une paire tt¯ vers l’état final di-
électron ;
• Ldonne´es : luminosité intégrée de l’échantillon de données ;
• εtt¯→ee : efficacité de sélection du signal dans l’état final di-électron ;
• Nbkg : nombre total d’événements de bruit de fond attendus.
TABLE 7.8 – Valeur numérique des constantes utilisées dans l’équation 7.20.
BR(tt¯→ ee) Ldonne´es εtt¯→ee Nbkg
1.62% 1074 pb−1 8.40% 3.37
Pour une expérience donnée, la probabilité d’observerN événements lorsqu’on en attend ν en moyenne
s’écrit :
P(N, ν) = ν
N
N !
e−ν = L(σ) (7.21)
La fonction L ainsi définie est une fonction de vraisemblance. Le seul paramètre inconnu dont dépend L est
précisément la section efficace σ(pp¯ → tt¯) . La valeur la plus probable pour la section efficace est celle
qui rend maximale la fonction de vraisemblance. Une illustration graphique de la méthode de maximum de
vraisemblance est représentée à la figure 7.28.
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FIGURE 7.28 – Maximisation de la fonction de vraisemblance par rapport au paramètre σ(pp¯ → tt¯). Il est
d’usage de calculer −lnL plutôt que la fonction de vraisemblance elle-même. Les pointillés horizontaux
symbolisent la droite y = (−lnL)min + 12 , dont les intersections avec la courbe −lnL définissent les
erreurs statistiques sur la mesure de la section efficace.
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Dans l’hypothèse où la masse du quark top vautMtop = 170 GeV, la section efficace de production de
paires de quarks top mesurée dans l’état final di-électron vaut finalement :
σ(pp¯→ tt¯) = 9.6 +3.2−2.7 (stat) pb (7.22)
Les erreurs mentionnées dans ce résultat sont d’origine statistique uniquement. La section suivante est entiè-
rement consacrée à l’étude des incertitudes systématiques. Le résultat final de la mesure sera présenté après
avoir identifié et évalué chaque source d’incertitude.
Les figures 7.29 à 7.32 représentent 4 des 17 des candidats tt¯ sélectionnés dans les données. Les
caractéristiques cinématiques et topologiques des candidats sont résumées dans le tableau 7.9. La sphéricité
(figurant dans la dernière colonne du tableau) est une variable topologique parfois utilisée pour discriminer
le signal et le bruit de fond. Elle est définie à partir du tenseur :
Sij =
∑
n
pinp
j
n∑
n
|pn|2 (7.23)
La sommation porte sur toutes les particules reconstruites dans l’état final, et pin désigne la composante i (=
x, y, z) de l’impulsion la particule n . Les trois valeurs propres de Sij , notées λ1,2,3 avec par convention
λ1 > λ2 > λ3 , vérifient λ1+λ2+λ3 = 1 . La sphéricité d’un événement est définie par : S = 32 (λ2 + λ3) .
Un événement est dit sphérique lorsque S est proche de 1, et peu sphérique lorsque S est voisin de 0. On
s’attend à ce que la topologie tt¯ + X soit plus sphérique que les événements de bruit de fond comme
Z(→ ℓℓ) + jets.
TABLE 7.9 – Principales caractéristiques cinématiques et topologiques des 17 candidats tt¯ sélectionnés dans
les données.
Run Événement
Electron 1 Electron 2 Paire e+e−
Njets
Jet 1 Jet 2 6ET SphéricitépT ηdet pT ηdet Mee pT pT ηdet pT ηdet
170016 16809090 33.2 0.5 29.9 -0.4 62.2 32.0 3 56.5 2.1 54.3 0.7 55.2 0.15
178152 26229014 64.2 -0.4 18.7 -0.5 43.7 70.5 2 76.2 0.8 21.7 -2.2 75.4 0.44
178177 13511001 98.8 0.1 18.5 -0.4 34.1 114.0 2 122.4 1.0 51.8 0.5 84.6 0.37
187303 2576888 43.3 -1.6 37.0 0.5 123.8 11.4 2 92.4 -1.1 22.1 1.9 49.2 0.22
192663 4006566 40.5 0.0 27.8 -0.3 29.0 62.8 2 90.1 0.5 53.8 -2.1 54.3 0.28
194319 18423727 81.0 1.1 33.5 -0.1 114.5 65.4 2 81.5 -0.2 78.1 1.2 88.4 0.68
203322 72081794 80.9 1.7 37.3 -0.7 187.6 80.9 2 55.6 0.1 36.0 0.8 47.3 0.16
203325 93436953 72.6 0.8 28.4 -0.7 105.3 66.7 3 70.2 0.2 46.7 0.8 41.5 0.48
206912 6250960 35.4 -0.9 22.9 -0.0 25.7 58.3 2 102.8 0.0 47.8 -0.1 68.0 0.42
208429 2368386 145.7 -0.6 80.8 -0.7 213.2 76.5 2 42.7 -0.0 34.3 -0.8 77.3 0.38
209549 31696632 59.7 0.6 24.5 -0.7 74.8 62.6 2 112.7 0.2 29.4 1.8 52.9 0.65
210292 9482487 40.1 -0.2 34.1 -0.0 43.8 60.1 3 103.5 0.4 20.5 0.9 102.1 0.33
210344 22476282 48.7 -1.0 40.1 0.1 67.5 80.8 2 109.4 -1.5 55.2 -0.8 67.7 0.19
211648 25909266 32.0 0.7 27.0 -0.4 66.3 10.4 2 87.7 -0.2 77.5 -0.6 72.9 0.68
213407 34289503 21.3 -1.0 19.1 -2.3 41.8 27.6 3 114.2 -0.9 32.8 0.3 75.2 0.31
213423 18447830 44.9 -0.1 41.9 0.4 49.0 73.1 3 70.3 0.4 34.1 1.0 49.1 0.65
214878 13970760 86.3 0.3 55.0 0.8 141.3 32.2 2 105.2 0.4 97.1 0.8 66.3 0.71
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(a) Vue en coupe RZ.
ET scale: 74 GeV
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(c) Représentation légo dans le plan (η, φ).
FIGURE 7.29 – Run 194319 – Événement 18423727
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FIGURE 7.30 – Run 206912 – Événement 6250960
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FIGURE 7.32 – Run 211648 – Événement 25909266
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7.10 Incertitudes systématiques sur la mesure de la section efficace σtt¯
Cette section est entièrement consacrée à l’évaluation des incertitudes systématiques affectant la me-
sure de la section efficace et concerne essentiellement la simulation, à l’exception de l’incertitude sur le
bruit de fond "faux électrons".
7.10.1 Incertitude statistique
L’erreur statistique sur les nombres d’événements prédits par la simulation figure dans le tableau 7.5.
La méthode permettant d’évaluer l’incertitude statistique est explicitée dans l’appendice A.1.
7.10.2 Qualité des données calorimétriques
L’efficacité de sélection associée à la qualité des données calorimétriques est évaluée dans l’échantillon
de données Zero Bias (voir paragraphe 7.3) : εdq = 97.140 ± 0.003 % (stat) . L’erreur statistique sur cette
efficacité est très faible car εdq est estimée sur toutes les données du RunIIa. Pour couvrir d’éventuelles
différences entre le lot Zero Bias et l’échantillon 2EMhighpt utilisé dans l’analyse, on assigne à εdq une
incertitude relative supplémentaire de 0.5% .
7.10.3 Pondération du profil de luminosité instantanée
La méthode de correction du profil de luminosité instantanée est discutée dans la section 7.4. Plusieurs
sources d’incertitude peuvent être identifiées :
• le choix du "profil caractéristique" du lot de données est quelque peu arbitraire. Afin de quantifier la
sensibilité des corrections vis-à-vis de ce choix, le profil par défaut "RunIIa" a été remplacé par la
distribution de luminosité mesurée dans la sélection di-électron top_tight ;
• dans l’analyse, la valeur du poids maximum est fixée à 3. L’arbitraire de ce choix est évalué en
désactivant la limite supérieure sur le poids ;
• l’incertitude provenant de l’erreur statistique des bins de la correction de pondération est également
prise en compte (la méthode est détaillée dans l’annexe A.3).
7.10.4 Pondération du profil longitudinal du point d’interaction
La procédure de correction par pondération est décrite au paragraphe 7.5. Pour évaluer l’incertitude
systématique, on remplace la paramétrisation nominale déterminée sur l’intervalle PVz ∈ [−60, 60] cm par
une paramétrisation alternative ajustée dans la région PVz ∈ [−40, 40] cm.
7.10.5 Pondération du spectre en impulsion transverse du boson Z
On rappelle (voir section 7.6) que les fonctions de pondération sont obtenues par ajustement du rap-
port entre données et simulation des distributions en precoT (Z) . Une première incertitude est associée à la
précision statistique avec laquelle sont estimés les paramètres de ces fonctions. Le détail du calcul est donné
dans l’annexe A.2. D’autre part, la détermination des fonctions de pondération fait appel à une procédure
de soustraction de bruit de fond. On soustrait à la distribution pT(Z) observée les contributions di-électron
autres que Z/γ∗ → ee . Les prédictions concernant le niveau du bruit de fond reposent sur la connaissance
des sections efficaces ainsi que sur les efficacités de sélection correspondantes. L’influence du bruit de fond
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a été étudiée en établissant une paramétrisation des fonctions de pondération sans recourir à la soustraction,
ce qui revient à considérer que le lot de données est entièrement composé d’événements Z → ee .
7.10.6 Identification des électrons
Les corrections d’efficacité de reconstruction et d’identification sont disponibles sous forme binée, et
non pas paramétrée par une fonction analytique. L’incertitude engendrée par l’incertitude statistique sur le
contenu des bins a donc été prise en compte pour chaque facteur correctif (voir annexe A.3).
Dans l’analyse, εreco et εID sont corrigées par rapport aux variables : {η, φ,∆R(e, jet), lumi, PVz} .
Bien que l’impulsion transverse de l’électron soit a priori une variable pertinente, elle n’est pas incluse
dans la correction multi-dimensionnelle. En effet, la correction d’efficacité élaborée dans l’analyse suppose
que les variables sont indépendantes 2 à 2. Comme la correction nominale est paramétrée en fonction de
(η, φ) , on ne peut introduire le facteur de correction SF (η, pT) représenté dans la figure 7.33(a). De plus,
les corrélations significatives entre les variables η et pT , observées dans cette même figure, dissuadent
d’utiliser une simple correction "1-D" en fonction de pT . Pour estimer l’effet de la dépendance en pT , on
remplace dans la correction "5-D" la paramétrisation nominale (η, φ) par la correction (η, pT) . Le résultat
ainsi obtenu est illustré à la figure 7.33. On note une très légère amélioration de la description du spectre en
impulsion transverse pour les électrons de grand pT , au détriment d’un désaccord plus marqué à bas pT .
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(a) Facteur de correction pour l’efficacité
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(b) Impulsion transverse de l’électron le
plus énergétique, avec la correction d’effi-
cacité (η, pT).
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(c) Impulsion transverse de l’électron le
plus énergétique, avec la correction d’effi-
cacité nominale (η, φ).
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(d) Impulsion transverse du 2nd électron,
avec la correction d’efficacité (η, pT).
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FIGURE 7.33 – Performances de la correction d’efficacité d’identification des électrons, pour les paramétri-
sations (η, φ,∆R(e, jet), lumi, PVz) et (η, pT,∆R(e, jet), lumi, PVz) .
- 178 -
7.10.7 Recalibration de l’énergie des électrons
La recalibration consiste à modifier l’échelle en énergie ainsi que la résolution en énergie des électrons
reconstruits (voir paragraphe 6.3). L’impact de cette correction sur le nombre d’événements attendus se
manifeste à deux niveaux :
• l’impulsion transverse corrigée doit dépasser le seuil de sélection fixé à pT = 15 GeV ;
• la masse invariante reconstruite après smearing doit demeurer en dehors des régions exclues :
Mee < 15 GeV et 84 ≤Mee ≤ 100 GeV.
Pour évaluer l’incertitude systématique, l’analyse a été reconduite sans appliquer la recalibration.
7.10.8 Déclenchement
L’efficacité du "OU logique" des triggers mono-électron est mesurée dans les données par le Trigger
Study Group, et est disponible sous forme binée. Comme dans le cas des corrections d’efficacité d’identi-
fication des électrons, on évalue l’incertitude résultant de l’erreur statistique sur chaque bin. L’incertitude
imputée aux conditions de mesure n’a pas été évaluée. Elle concerne notamment les critères de sélection
utilisés dans la technique tag and probe, ou encore la procédure de soustraction du bruit de fond QCD. Tou-
tefois, d’après le groupe en charge des études de triggers, l’incertitude systématique relative sur l’efficacité
ne devrait pas excéder 0.5 voire 1% .
7.10.9 Détermination de la charge de l’électron
La probabilité de mauvaise reconstruction de la charge de l’électron est plus élevée dans les données
que dans la simulation, ce qui induit une différence d’efficacité de sélection vis-à-vis du critère de charge
opposée que l’on impose à la paire d’électrons. Pour ramener l’efficacité de ce critère au même niveau
que dans les données, un facteur de correction d’efficacité SFOS est appliqué à la simulation ("OS" pour
Opposite Sign). Il est déterminé dans les événements Z → ee dans la région : 75 ≤ Mee ≤ 105 GeV. Les
mesures d’efficacité ainsi que le facteur de correction sont mentionnés dans le tableau 7.10.
TABLE 7.10 – Efficacités associées à la sélection de deux électrons de charge opposée. Elles sont mesurées
pour les données et la simulation dans les événements Z → ee avec des électrons de qualité top_tight.
εOS(donne´es) εOS(MC) SFOS
97.33± 0.07% 98.77± 0.01% 98.54± 0.07%
A priori, la correction moyenne évaluée ci-dessus n’est valide que pour le processus Z → ee . En effet,
le taux de mauvaise reconstruction de la charge n’est pas un paramètre constant : il dépend notamment du
rayon de courbure de la trace, c’est-à-dire de l’impulsion de l’électron. Du point de vue de la probabilité
p de mauvaise reconstruction de la charge, on peut par exemple écrire :
〈p〉Zee =
∫
p(pT)fZee(pT)dpT 6= 〈p〉tt¯ =
∫
p(pT)ftt¯(pT)dpT (7.24)
Une approche plus générale du problème consisterait à mesurer la dépendance p(pT) par une méthode tag
and probe. L’erreur systématique concernant la détermination de la charge de l’électron dans la simulation
est évaluée de la façon suivante :
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• pour les échantillons Z → ee, auxquels on applique la correction d’efficacité, l’erreur statistique de
0.07% sur le facteur de correction moyen fait office d’incertitude systématique ;
• pour tous les autres processus, que l’on ne corrige pas, on estime que l’erreur est du même ordre que
la différence entre les efficacités corrigées et non corrigées obtenues pour le Z → ee , c’est-à-dire :
100− 98.54 = 1.46% .
7.10.10 Identification des jets
La procédure de correction de l’efficacité d’identification des jets a été évoquée dans la section 5.2.
L’excès de jets qui passent les critères d’identification dans la simulation est éliminé en ramenant ces "bons
jets" à l’état de "mauvais jets". La fraction de jets ainsi supprimée est définie par :
1− SFID(η) = 1− ε
donne´es
ID (η)
εMCID (η)
(7.25)
L’erreur δSFID(η, pT) sur le facteur de correction provient d’une part de la statistique limitée des échan-
tillons de données utilisés, et d’autre part de l’incertitude systématique associée aux biais de mesure, notam-
ment pour les jets de bas pT . S’agissant d’une correction d’efficacité, la procédure "standard" pour évaluer
l’incertitude systématique consiste à faire varier le facteur de correction de "±1σ", σ désignant l’erreur sur
le facteur correctif. Dans le cas de la variation "−1σ", la fraction de bons jets éliminés de la simulation
devient plus importante : 1 − [SFID(η)− δSFID(η, pT)] . Étant donné que SFID est très proche de 1, la
variation "+1σ" conduirait la plupart du temps à un facteur de correction SFID + δSFID > 1 . L’excès
de bons jets deviendrait alors négatif, ce qui impliquerait de rajouter des bons jets dans la simulation. C’est
pourquoi on n’effectue en pratique que la variation "−1σ", et on symétrise l’incertitude ainsi obtenue.
7.10.11 Échelle d’énergie des jets
La calibration de l’échelle en énergie des jets est établie grâce aux événements γ+jet, dans les données
et la simulation. Dans cette topologie où un photon recule face à un jet, la mesure précise de l’énergie du pho-
ton sert d’étalon pour calibrer l’énergie du jet. Cependant, certaines composantes des corrections d’échelle
en énergie dépendent de la nature du processus utilisé pour la calibration. C’est le cas des corrections de
"showering" qui prennent en compte la quantité d’énergie émise sous forme de radiation de gluon hors du
cône géométrique de rayon ∆R = 0.5 du jet reconstruit. Comme un jet initié par un gluon a tendance à
être plus évasé qu’un jet de quark, l’activité "hors cône" est plus importante. Or les corrections d’échelle en
énergie sont inclusives : on ne mesure qu’une correction moyenne, sans distinguer les événements γ+quark
et les événements γ+gluon. On peut donc douter de la validité de ces corrections pour d’autres processus
tel que Z+jet, où la proportion de jets de quark et jets de gluon différente. La procédure SSR assure via
le shifting une inter-calibration entre données et simulation de l’énergie des jets, en prenant cette fois pour
référence les événements Z+jet. Bien que les corrections de shifting dépendent du processus de référence,
elles sont utilisées par défaut dans l’analyse car Z/γ∗ → ee constitue le bruit de fond dominant.
Pour évaluer l’incertitude systématique associée à la mesure de l’énergie des jets, on fait varier les
corrections de shifting de ±1σshifting , ce qui a pour effet d’augmenter (+σ) et de diminuer (−σ) l’énergie
des jets. L’incertitude σshifting vient exclusivement de la procédure SSR et reflète l’incertitude sur la cali-
bration relative entre données et simulation. Il n’est fait aucun usage des incertitudes issues de la calibration
absolue de l’énergie dans les événements γ+jet.
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Ces variations systématiques de l’énergie des jets doivent être propagées au calcul de E/T . On rappelle
que dans l’analyse, l’énergie transverse manquante est recalibrée vis-à-vis des corrections absolues d’échelle
en énergie des jets, alors que les corrections relatives de la méthode SSR ne peuvent être propagées sous
peine de dégrader excessivement la résolution sur E/T (voir paragraphe 4.9). Dans cette étude, on adopte la
même démarche : bien que l’on fasse varier l’énergie des jets à l’intérieur de l’incertitude sur la calibration
relative, on répercute ces variations systématiques sur E/T en utilisant l’incertitude sur la calibration absolue
de l’énergie des jets ±1σJES . Comme il est d’usage de ne faire varier la calibration en énergie que pour
les jets simulés, l’incertitude σJES doit rendre compte des incertitudes associées à la calibration dans les
données et la simulation :
σJES =
√
σ2JES,donne´es + σ
2
JES,MC (7.26)
7.10.12 Correction de shifting
Par certains aspects, la correction de shifting dépend du processus étudié. Étant donné que la méthode
SSR prend pour référence les événementsZ+jet, la correction de shifting n’est pas forcément valide dans un
environnement tt¯ . Une incertitude systématique est évaluée en comparant les résultats avec et sans shifting.
Dans cette étude, les corrections de smearing n’ont pas été désactivées car on s’attend à ce que les effets
de résolution soient essentiellement dictés par la modélisation du détecteur et la description de l’interaction
entre particule et détecteur, plutôt que par le processus lui-même.
7.10.13 Calibration de l’énergie des jets de quark b
Les corrections d’échelle en énergie établies dans les événements γ+jet sont inclusives au sens où l’on
ne distingue pas les processus γ+quark et γ+gluon. On ne mesure qu’une correction moyenne, bien que les
jets de quarks et les jets de gluons soient des "objets différents". Elles sont également inclusives vis-à-vis de
la saveur des quarks : la correction γ+quark est une correction moyenne à laquelle contribue les processus
γ+{u, d, c, s, b} . Cependant, le quark b possède des spécificités par rapport aux quarks légers :
• sa fonction de fragmentation [134] : la fraction d’impulsion emportée par un hadron B lors de la
fragmentation d’un quark b est plus élevée que dans le cas de la fragmentation d’un quark léger ;
• les modes de désintégration des hadrons B : ceux-ci ont une forte propension à se désintégrer dans
un mode semi-leptonique. Une partie de l’énergie du jet peut alors s’échapper du calorimètre sous
forme de neutrinos.
L’énergie calorimétrique associée à un jet de quark dépend donc de la saveur du quark. En première
approximation, les disparités entre jets de quarks légers et lourds se traduisent par une valeur différente
du terme de réponse calorimétrique (voir section 4.6). Une modification de la correction de réponse a été
proposée pour calibrer l’énergie des jets de quark b dans la simulation :
pb,corrT = C × pb,JEST (7.27)
La mention "JES" fait référence aux corrections établies sur les événements γ+jet∼ γ+jet léger (étant donné
la faible section efficace des processus γ+b et γ+c). Le coefficient de calibration C est défini comme [135] :
C =
Rbdonne´es
RbMC
Rldonne´es
RlMC
, avec Ryx =
∑
i∈jet y
Rπ,xi Ei∑
i∈jet y
Ei
(7.28)
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où Rl et Rb désignent respectivement la réponse pour les jets légers et les jets de quark b. Les quatre termes
du coefficient C sont évalués par simulation à partir des corrections single pion response Rπ déterminées
dans les données et la simulation. Numériquement, C ≃ 0.982 . L’incertitude systématique associée à la
calibration en énergie des jets de quark b est obtenue en comparant les efficacités de sélection avec et sans
étalonnage spécifique.
7.10.14 Résolution en énergie des jets
En raison d’une simulation imparfaite du processus d’hadronisation, de l’événement sous-jacent, et de
l’interaction entre jet de particules et détecteur, l’énergie calorimétrique d’un jet simulé est moins affectée
par les fluctuations statistiques que dans les données. Dans la procédure SSR , le rôle de la correction de
smearing est de dégrader la résolution en énergie des jets simulés. L’incertitude systématique est évaluée en
faisant varier les paramètres de smearing de ±1σsmearing .
7.10.15 Identification du vertex primaire
La correction d’efficacité associée à la sélection du vertex primaire n’est appliquée qu’au processus
Z → ee (voir paragraphe 7.5). L’incertitude systématique correspondante est calculée comme la somme
quadratique de l’erreur statistique (0.10%) et des variations du facteur de correction mentionnées dans le
tableau 7.3 ( 98.59 − 98.45 = 0.14% et 98.67 − 98.59 = 0.08% ). Pour les autres processus simulés, que
l’on ne corrige pas, l’incertitude est évaluée en comparant les efficacités corrigées et non corrigées que l’on
obtient dans les événements Z → ee : 100− 98.59 = 1.41% .
7.10.16 Bruit de fond "faux électrons"
Ce bruit de fond instrumental est estimé à partir des données en calculant, pour chaque événement
observé, la probabilité qu’un ou deux électrons de l’état final soient des jets (ou des électrons non isolés)
vérifiant accidentellement les critères d’identification top_tight. L’incertitude systématique sur l’évaluation
de ce bruit de fond provient essentiellement de la statistique limitée des échantillons de données. Le détail
du calcul d’erreur est disponible dans l’annexe B.
7.10.17 Énergie transverse manquante
Cette incertitude a pour but d’estimer la précision avec laquelle la distribution enE/T est reproduite par
la simulation. On s’intéresse ici au "cœur gaussien" de la distribution dominée par le bruit de fond, et non pas
à la queue de distribution où se situe le signal. La résolution sur l’énergie transverse manquante est fortement
conditionnée par la résolution sur l’énergie des jets. Pour adopter la même configuration que dans l’analyse,
cette incertitude est évaluée dans la sélection di-électron avec au moins deux jets reconstruits. On examine
alors dans la simulation le nombre d’événements présents dans la région à "basse E/T ", complémentaire de
la région à "haute E/T " sélectionnée dans l’analyse :
N
low E/T
MC = N
15<Mee<84
MC ×
(
1− εE/T>45MC
)
+NMee>100MC ×
(
1− εE/T>35MC
)
(7.29)
oùNα<Mee<βMC désigne le nombre total d’événements dans une certaine région de masse invariante (bruits de
fond et signal confondus), et εE/T>γMC indique l’efficacité moyenne du critère de sélection en E/T . Les critères
de sélection sur la masse invariante et l’énergie transverse manquante ont été obtenus après optimisation
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(voir section 7.8). On détermine ensuite les facteurs de correction d’efficacité qu’il convient d’appliquer
pour mettre au même niveau les efficacités de sélection dans les données et la simulation :
SFα<Mee<β =
1− εE/T>γdonne´es
1− εE/T>γMC
(7.30)
Après correction, il reste :
N
low E/T ,corr
MC = N
15<Mee<84
MC ×
(
1− εE/T>45donne´es
)
+NMee>100MC ×
(
1− εE/T>35donne´es
)
(7.31)
Pour chaque région de masse invariante, le facteur de correction d’efficacité est égal à 99.6% . L’incertitude
systématique sur la modélisation de la distribution en E/T est définie comme la différence relative entre
N
low E/T ,corr
MC et N
low E/T
MC , et vaut donc 0.4% .
7.10.18 Section efficace des processus du Modèle Standard
Toutes les sections efficaces sont calculées pour une énergie dans le centre de masse de
√
s = 1.96 TeV.
La valeur de la section efficace du processus Drell-Yan utilisée dans l’analyse pour la région en masse
60 ≤MZ/γ∗ ≤ 130 GeV est [136] :
σ(pp¯→ Z/γ∗)× BR(Z/γ∗ → ℓ+ℓ−) = 256.6+5.1−12.0 pb (7.32)
Cette section efficace est calculée en 2 temps :
• la section efficace de production du boson Z est calculée à l’ordre NNLO avec les PDF MRST2004
NNLO, sans tenir compte du terme d’interférence entre boson Z et photon virtuel γ∗ :
σ(pp¯→ Z)× BR(Z → ℓ+ℓ−) = 251.9+5.0−11.8 pb (7.33)
L’erreur asymétrique provient de l’incertitude sur les PDF . La dépendance résiduelle de la section
efficace vis-à-vis des échelles de factorisation et de renormalisation devient négligeable pour un
calcul NNLO ;
• la contribution du terme d’interférence prend la forme d’un facteur correctif évalué à l’ordre NLO
grâce au générateur MC@NLO :
σ(pp¯→ Z)× BR(Z → ℓ+ℓ−)
σ(pp¯→ Z/γ∗)× BR(Z/γ∗ → ℓ+ℓ−) = 0.9818± 0.0007 (7.34)
Les processus diboson WW, WZ et ZZ sont simulés avec PYTHIA. Les sections efficaces NLO cal-
culées avec MCFM sont environ 40% plus élevées que les sections efficaces LO prédites par PYTHIA. Ces
dernières sont donc multipliées par le K-facteur NLO/LO approprié. Une incertitude relative de 20% est
assignée au résultat du calcul σNLO .
7.10.19 Composition en saveur lourde du bruit de fond Z+jets
Lors de la production des échantillons Z+jets, on génère séparément les processus où le boson est
produit en association avec des quarks légers (u,d,s) et les processus mettant en jeu des quarks lourds (c,b) :
• Z + 0, 1, 2, 3 parton(s) léger(s) ;
• Z + bb¯+ 0, 1, 2 parton(s) léger(s) ;
• Z + cc¯+ 0, 1, 2 parton(s) léger(s).
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Afin d’éviter les double-comptages, on rejette les événements "Z+ n partons légers" dans lesquels appa-
raissent des quarks lourds au cours du développement des cascades ISR/FSR. En ce qui concerne la norma-
lisation de la contribution en saveurs lourdes, la section efficace NLO de ces processus peut être obtenue
par MCFM. Un K-facteur NLO/LO d’une valeur de 1.25 est appliqué aux sections efficaces σ(Z + cc¯) et
σ(Z + bb¯) calculées par ALPGEN. Une erreur de 20% est attribuée à ce K-facteur.
7.10.20 Fonctions de densité de partons
Les générateurs ALPGEN+PYTHIA et PYTHIA simulent les processus à l’approximation du logarithme
dominant et à l’ordre dominant respectivement. Dans la production Monte Carlo de DØ , ces générateurs
sont associés aux fonctions de densité partonique CTEQ6L1, également calculées à l’ordre perturbatif domi-
nant. Le choix d’une certaine paramétrisation pour lesPDF influe d’une part sur l’acceptance du processus,
et d’autre part sur sa section efficace (non pertinent pour le signal tt¯ , dont on mesure la section efficace).
Pour le processus Drell-Yan Z/γ∗ → ℓℓ , l’incertitude induite par les PDF sur la valeur de la section
efficace est prise en compte dans le calcul théorique. L’incertitude vis-à-vis de l’acceptance sera négligée
devant l’incertitude sur la section efficace. Pour les processus WW, WZ et ZZ, une erreur systématique de
20% est assignée pour couvrir la méconnaissance précise de la section efficace NLO. C’est pourquoi les
incertitudes introduites par les PDF sur la section efficace et l’acceptance seront négligées.
Dans le cas du signal, on cherche à évaluer la sensibilité de l’efficacité εtt¯ par rapport au choix de
paramétrisation des PDF . Dans la "version CTEQ6", les fonctions de densité partonique sont ajustées par
une fonction du type :
xf(x,Q0) = A0x
A1 (1− x)A2 eA3x (1 + eA4x)A5 (7.35)
Dans la paramétrisation CTEQ6L1, on ne dispose pas des erreurs associées au jeu de paramètres {A0, ..., A5} .
Pour estimer l’incertitude systématique, il est donc nécessaire de changer de paramétrisation. L’approche qui
consiste à générer de nouveaux échantillons tt¯ en utilisant d’autres PDF est trop coûteuse en temps de cal-
cul. On lui préfère une procédure permettant de "simuler" un changement de PDF . Cette technique repose
sur le théorème de factorisation de la section efficace :
σ(pp¯→ tt¯) =
∑
i,j
∫∫∫
fi(x1, Q
2)fj(x2, Q
2)
dσˆ(ij → tt¯)
dtˆ
dx1dx2dtˆ (7.36)
D’après l’équation 7.36, il paraît possible de "substituer" les PDF CTEQ6L1 par une autre paramétrisation
notée "α" en affectant un poids à chaque événement :
wα =
fα
(
x1, s1, Q
2
)× fα (x2, s2, Q2)
fCTEQ6L1 (x1, s1, Q2)× fCTEQ6L1 (x2, s2, Q2) (7.37)
où si désigne la saveur du parton i de l’état initial, xi est la variable de Bjorken pour ce même parton, et
Q2 correspond au moment transféré lors de l’interaction partonique. Cependant, une simple pondération
n’est pas équivalente à une exacte substitution. En effet, l’émission de radiations dans l’état initial (ISR) est
gouvernée par les lois d’évolution des fonctions de densité de partons [7, 8]. Comme la pondération opère
à Q2 fixé, elle ne peut remplacer les "ISR CTEQ6L1" par des "ISR α". Pour cette même raison, on évitera
d’appliquer la technique de pondération sur des échantillons générés avec ALPGEN+PYTHIA. L’efficacité
de matching entre les partons de l’état final et les jets de partons obtenus après ISR/FSR dépend du choix
des PDF , alors que la pondération laisse εmatching inchangée. Cette incertitude systématique sera donc
évaluée sur un échantillon tt¯ généré avec PYTHIA.
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La version alternative "α" qui a été choisie pour cette étude est la paramétrisation NLO CTEQ61M.
Ce choix est certes peu rigoureux du point de vue théorique (car il consiste à interfacer des PDF NLO avec
un générateur LO), mais il permet d’estimer l’ordre de grandeur des incertitudes liées aux PDF . Si l’on
considère les PDF des quarks (toutes saveurs confondues) ainsi que la PDF du gluon, on compte au total
20 paramètres libres et 41 paramétrisations différentes. La paramétrisation nominale CTEQ61M.00 corres-
pond au jeu de paramètres réalisant le meilleur ajustement par rapport aux mesures expérimentales. Les 40
autres paramétrisations sont obtenues en faisant varier successivement chaque paramètre d’une déviation
standard :
CTEQ61M.01 = f(x,Q2, a0 + δa0, a1, ...) , CTEQ61M.02 = f(x,Q
2, a0 − δa0, a1, ...)
CTEQ61M.03 = f(x,Q2, a0, a1 + δa1, ...) , etc
(7.38)
Dans un premier temps, l’efficacité εtt¯ NLO nominale est évaluée en substituant la paramétrisation
CTEQ6L1 par CTEQ61.M.00 . Puis on répète la procédure pour chacune des 40 "PDF erreur". L’incerti-
tude systématique est estimée selon la prescription [137, 138] :(
∆εtt¯
εtt¯
)2
±1σ
=
20∑
i=1
(εCTEQ61M.2i−12i − εCTEQ61M.00
εCTEQ61M.00
)2
(7.39)
La figure 7.34 représente les efficacités εtt¯ calculées avec le générateur PYTHIA pour les 41 paramé-
trisations CTEQ61.M.xx. On constate que l’excursion maximale par rapport à l’efficacité NLO nominale est
obtenue pour le "vecteur propre numéro 15", i.e. pour les paramétrisations CTEQ61M.29 et CTEQ61M.30 .
Ces deux "PDF erreurs" correspondent à une variation de ±1σ sur un paramètre peu contraint expérimen-
talement qui décrit le comportement de la PDF du gluon à grand x .
CTEQ61.M.xx
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FIGURE 7.34 – Efficacités obtenues pour les 40 "PDF erreur" de la paramétrisation CTEQ61M, pour
l’échantillon tt¯ généré avec PYTHIA. L’efficacité NLO nominale CTEQ61M.00 est représentée en pointillés.
L’erreur systématique totale, asymétrique, est symbolisée par la bande grise.
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7.10.21 Rapport de branchement BR(tt¯ → ee + X)
Le calcul de la section efficace σ(pp¯ → tt¯) dans l’état final di-électron repose sur la connaissance du
rapport de branchement BR(tt¯→ ee + X) . Dans la cascade de désintégration des paires tt¯ , on considère
que le quark top se désintègre exclusivement en un boson W et un quark b . Les électrons sont ensuite
produits par désintégration W → eνe , ou bien W → τντ → eνeντντ . Le rapport de branchement de la
désintégration d’une paire tt¯ vers un état final di-électron s’écrit donc :
BR(tt¯→ ee+X) = BR2(t→Wb) ×{ BR2(W → eνe)
+ 2BR(W → eνe)BR(W → τντ )BR(τ → eνeντ )
+BR2(W → τντ )BR2(τ → eνeντ )
} (7.40)
On suppose par ailleurs que l’universalité leptonique est vérifiée :
BR(W → eνe) = BR(W → τντ ) = BR(W → ℓνℓ) = 10.80± 0.09% (7.41)
L’expression précédente se simplifie alors :
BR(tt¯→ ee+X) = BR2(t→Wb)︸ ︷︷ ︸
≃1
BR2(W → ℓνℓ) (1 + BR(τ → eνeντ ))2 (7.42)
L’incertitude expérimentale sur la mesure de ce rapport de branchement universel est considérée comme une
source d’incertitude systématique.
7.10.22 Modélisation du signal
Dans l’analyse, le processus pp¯ → tt¯ → ee + X est modélisé par les générateurs ALPGEN+PYTHIA.
Le très faible rapport signal sur bruit au niveau des premières étapes de la sélection ne permet pas de
contrôler les distributions prédites pour le signal : on doit "faire confiance" à la simulation. Toutefois, les
prédictions de ALPGEN+PYTHIA ont été comparées à celles du seul générateur PYTHIA. En ce qui concerne
les efficacités de sélection :
εPythia
tt¯
= 8.11± 0.09% (stat) , εAlpgen+Pythia
tt¯
= 8.40± 0.11% (stat) (7.43)
L’incertitude systématique associée à la modélisation du signal tt¯ est calculée comme la différence
relative entre ces deux efficacités, et s’élève à 3.45% . La figure 7.35 confirme que les distributions cinéma-
tiques et topologiques prédites par PYTHIA et ALPGEN+PYTHIA sont très voisines. La différence la plus
significative est attribuée au nombre de jets reconstruits, globalement plus élevé dans l’échantillon généré
avec ALPGEN+PYTHIA. Ceci explique en partie le désaccord observé dans la distribution en ∆Rminjj , cette
variable étant définie comme la plus petite distance ∆R entre les jets reconstruits.
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(a) Impulsion transverse de l’électron le plus énergétique.
 (GeV)
T
p
0 20 40 60 80 100 120 1400
0.5
1
1.5
2
2.5
3
3.5
4  Alpgentt
 Pythiatt
(b) Impulsion transverse du 2nd électron.
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(c) Impulsion transverse du jet le plus énergétique.
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(d) Impulsion transverse du 2nd jet le plus énergétique.
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(e) Énergie transverse manquante.
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(h) Distance ∆R entre les 2 jets les plus proches.
FIGURE 7.35 – Variables cinématiques et topologiques dans les événements tt¯ pour des échantillons générés
avec ALPGEN+PYTHIA et PYTHIA.
- 187 -
CHAPITRE 7 : Mesure de la section efficace de production de paires de top dans le canal di-électron
7.10.23 Effet de la masse du quark top
Pour les raisons que l’on évoquera dans la section 7.11, l’efficacité de sélection du signal tt¯→ ee+X
dépend de la masse du quark top. Dans l’analyse, l’efficacité εtt¯ est estimée pour un lot d’événements tt¯
généré avec une valeur "par défaut" fixée àMtop = 170 GeV, alors que la moyenne mondiale des mesures
directes vaut :Mtop = 172.4± 1.2 GeV. Deux approches peuvent être envisagées quant au traitement de la
masse du quark top dans l’analyse :
• on mesure la section efficace σtt¯ pour la valeur nominale Mtop = 170 GeV. Une incertitude de la
forme Mtop = 170
+3.6
−0 GeV permet de couvrir à la fois l’écart par rapport à la mesure directe et
l’incertitude sur la mesure directe. Dans cette approche, toutes les incertitudes sur le signal tt¯ sont
évaluées de manière cohérente pour une valeur donnée deMtop , mais l’incertitude sur la masse du
quark top est nettement surestimée ;
• on choisit Mtop = 172.4 GeV en tant que valeur centrale pour effectuer la mesure de σtt¯ . Ceci
sous-entend que l’efficacité de sélection du signal ainsi que toutes les incertitudes dépendant de
Mtop doivent être évaluées pour cette nouvelle valeur centrale. En pratique, seule la variation d’ef-
ficacité est considérée : on néglige les variations d’incertitude induites par le décalage de la valeur
centrale 3. Ici, l’incertitude surMtop se résume à ±1.2 GeV.
Pour cette étude, on dispose de lots d’événements tt¯ générés pour différentes valeurs de la masse du
quark top. A partir des efficacités de sélection présentées dans le tableau 7.11, on établit une paramétrisation
de εtt¯ en fonction deMtop . Comme l’indique la figure 7.36, une dépendance linéaire semble convenir :
εtt¯ (%) = a+ b× (Mtop − 170) , avec a = 8.58± 0.03 et b = 0.115± 0.001GeV−1 (7.44)
Si l’on adopte la première approche, l’incertitude sur l’efficacité εtt¯ est évaluée comme :
εtt¯ (Mtop = 173.6 GeV)− εtt¯ (Mtop = 170 GeV)
εtt¯ (Mtop = 170 GeV)
= 4.68% (7.45)
Dans le second cas :
εtt¯ (Mtop = 173.6GeV)− εtt¯ (Mtop = 172.4GeV)
εtt¯ (Mtop = 172.4GeV)
= 1.56% (7.46)
TABLE 7.11 – Efficacité de sélection du signal (%) pour différentes valeurs de la masse généréeMtop .
Mtop (GeV) 130 140 150 160 165
ε (tt¯→ ee+X) 3.98± 0.06 5.30± 0.08 6.35± 0.08 7.26± 0.10 8.22± 0.13
Mtop (GeV) 170 175 180 185 190
ε (tt¯→ ee+X) 8.40± 0.11 9.13± 0.09 9.38± 0.11 10.18± 0.14 10.21± 0.10
3. Concernant l’incertitude systématique dominante, à savoir l’incertitude liée à la correction de shifting (voir tableau 7.13),
on est en droit de penser que l’augmentation deMtop se traduit par une diminution de l’incertitude relative. En effet, la figure 4.5(d)
indique que la correction de shifting diminue à mesure que pT (Z) ≃ pT (jet) augmente, et l’impulsion transverse des jets de quark
b augmente avecMtop .
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FIGURE 7.36 – Efficacité de sélection du signal (%) en fonction de la masse du quark top. L’interpolation
linéaire est représentée en noir.
Lors de la présentation des résultats, la mesure de section efficace sera successivement donnée pour
Mtop = 170 GeV etMtop = 172.4 GeV.
7.10.24 Réduction des incertitudes dominantes
Dans une version préliminaire de l’analyse, les incertitudes systématiques dominantes provenaient
des corrections de shifting et de smearing de la méthode SSR . Ces incertitudes, mentionnées dans le
tableau 7.12 sous la dénomination "sans pseudo-expérience", sont largement surestimées pour les processus
Z → ee et Z → ττ et ne reflètent en rien les véritables incertitudes sur la calibration et la résolution
en énergie des jets. Pour ces échantillons, les très fortes variations d’efficacité de sélection observées lors
de l’étude des systématiques sont causées par des fluctuations statistiques. Ces fluctuations sont amplifiées
par l’apparition ou la disparition d’événements de poids élevé dans des échantillons simulés où seul un
petit nombre d’événements subsistent après sélection complète. Ladite "amplification" se manifeste à deux
niveaux :
• la correction de pondération du profil de luminosité instantanée peut atteindre une valeur de 3 ;
• le lot d’événements simulés Z+jets est constitué de différents échantillons Z + n parton(s) dont la
section efficace décroît rapidement avec n : σ(Z + 0 parton) ≫ σ(Z + 1 parton) ≫ ...
Comparé à l’échantillon Z+3 partons, très peu d’événements Z+0 parton satisfont tous les critères
de sélection, en particulier le critère sur le nombre de jets reconstruits. Les fluctuations statistiques
sont donc beaucoup plus marquées pour les échantillons de grande section efficace, où le poids par
événement est élevé.
Afin de réduire l’impact de ces fluctuations, on fait appel à la technique des "pseudo-expériences". Les
variations systématiques sur les corrections SSR ont été réitérées 50 fois en changeant l’initialisation du
nombre aléatoire utilisé dans la correction de smearing pour faire fluctuer l’énergie des jets. La restriction
du nombre de pseudo-expériences est uniquement dictée par le temps de calcul : 50 pseudo-expériences
représentent autant d’analyses complètes à effectuer. Les 50 efficacités de sélection ainsi obtenues sont
alors moyennées, ce qui permet de réduire significativement les incertitudes systématiques concernant les
jets (voir tableau 7.12). En effectuant la même démarche pour la configuration nominale de l’analyse, on
diminue de façon appréciable l’incertitude associée à la correction d’efficacité d’identification des électrons.
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TABLE 7.12 – Effet des pseudo-expériences sur certaines incertitudes systématiques (incertitudes relatives,
en%) : calibration en énergie des jets (JES), résolution en énergie des jets (JER), et erreur statistique associée
aux bins de la correction d’efficacité d’identification des électrons (EMID).
Z → ee Z → ττ
Incertitude systématique +1σ −1σ +1σ −1σ
JES - sans pseudo-expérience 46.80 -3.16 0.42 -0.09
JES - avec pseudo-expériences 8.02 -6.27 3.50 -3.57
JER - sans pseudo-expérience 30.05 -7.47 15.09 -8.51
JER - avec pseudo-expériences 4.81 -3.54 8.50 -2.71
EMID (σbin) - sans pseudo-expérience 5.09 -5.09 15.38 -15.38
EMID (σbin) - avec pseudo-expériences 3.11 -3.11 3.69 -3.69
 (%)ε
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FIGURE 7.37 – Efficacités (%) obtenues après 50 pseudo-expériences dans un échantillon affecté par les
fluctuations statistiques.
7.10.25 Erreurs à "±1σ", erreurs corrélées
Les erreurs statistiques liées à la taille limitée des échantillons sont par nature symétriques, tout comme
les incertitudes calculées via la formule de propagation des erreurs : les variations +1σ et −1σ sont égales.
Dans tous les autres cas, il convient de choisir une convention pour "±1σ". Une variation sera notée "+1σ"
si a priori, elle conduit à une augmentation de l’efficacité du critère de sélection associé. Par exemple, la
variation +1σ de la correction de shifting correspond à une augmentation de l’énergie du jet simulé. Ceci
induira a priori une augmentation de l’efficacité du critère de sélection "au moins deux jets". Mais il est
évident que ceci ne garantit pas l’augmentation de l’efficacité de sélection globale, à cause de la sélection
topologique : des jets plus énergétiques peuvent entraîner une diminution de l’énergie transverse manquante.
Pour certaines incertitudes systématiques, seule une variation +1σ ou −1σ est effectuée car :
• la seconde variation ne peut être réalisée pour des raisons "techniques". L’erreur sur l’efficacité est
alors symétrisée : ∆ε(+1σ) = −∆ε(−1σ) . Cette situation concerne l’efficacité d’identification des
jets (voir paragraphe 7.10.10) ;
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• la seconde variation n’a pas lieu d’être considérée car elle ne correspond pas à une situation perti-
nente pour l’analyse. Dans ce cas, on conserve une incertitude de la forme ε+∆ε−0 ou ε
+0
−∆ε . Citons
par exemple l’incertitude liée à la suppression du bruit de fond dans la procédure de correction du
spectre en pT(Z) . Étant donné que la variation +1σ consiste à désactiver la suppression de bruit
de fond (voir sections 7.6.2 et 7.10.5), la variation −1σ correspondrait à une "addition de bruit de
fond", ce qui est dépourvu de sens : pZ→eeT (donne´es) = p
ee
T (donne´es) + p
ee
T (non Z → ee) ;
• cette seule variation a pour but d’établir une comparaison entre la configuration nominale de l’ana-
lyse et une configuration que l’on considère comme "extrême". Ce genre de variation systématique
ne trouve pas d’interprétation au sens "+1σ" ou "−1σ". C’est pourquoi l’unique erreur est centrée :
ε+∆ε−0 −→ ε+∆ε/2−∆ε/2 . L’incertitude liée à la suppression du poids maximum dans la procédure de
correction du profil de luminosité est une bonne illustration de ce cas de figure : cette variation est
extrême dans la mesure où elle autorise des poids par événement pouvant atteindre ∼ 300 .
Le tableau 7.13 présente l’ensemble des incertitudes systématiques pour les différents processus du
Modèle Standard contribuant à l’état final di-électron. Outre les incertitudes relatives exprimées en % , ce
tableau contient les incertitudes ∆σtt¯ sur la section efficace mesurée (i.e. la différence entre la section
efficace mesurée après variation systématique et la section efficace nominale). Pour une ligne donnée, on
constate qu’une variation systématique +1σ entraîne une valeur négative pour ∆σtt¯ , et inversement pour
une variation−1σ : le niveau du bruit de fond évolue plus rapidement que l’efficacité de sélection du signal,
car les incertitudes associées au signal tt¯ sont relativement faibles.
Lorsque l’on effectue une variation systématique ±1σ , le nombre total d’événements attendus passe
de Ntot à Ntot ± ∆Ntot . La façon de combiner les incertitudes pour une même ligne du tableau dépend
des corrélations qu’entretiennent les différents processus vis-à-vis de l’incertitude systématique considérée.
Dans l’analyse, on distingue deux cas :
• s’il n’existe aucune corrélation entre les processus, on procède à une somme quadratique :
Ntot =
Nprocess∑
i=1
Ni −→ ∆Ntot =
√√√√Nprocess∑
i=1
(∆Ni)
2 (7.47)
• si au contraire la corrélation est totale, on effectue une simple somme :
∆Ntot =
Nprocess∑
i=1
∆Ni (7.48)
Les incertitudes statistiques liées à la taille limitée des échantillons ne sont pas corrélées. Il en va de
même pour l’erreur statistique sur les bins de la correction du profil de luminosité, car la correction diffère
d’un échantillon simulé à l’autre. Pour toutes les autres sources d’incertitude, on suppose une corrélation
de 100% .
En tenant compte de toutes les sources d’incertitude systématique liées à la mesure et en supposant une
masse de 170 GeV pour le quark top, la section efficace de production de paires de quarks top mesurée avec
un échantillon de données de 1 fb−1 vaut finalement :
σ(pp¯→ tt¯) = 9.6 +3.2−2.7 (stat) ± 1.0 (syst) +0.8−0.7 (lumi) pb (7.49)
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L’incertitude totale est dominée par l’incertitude statistique, en raison du faible rapport de branchement
BR(tt¯ → ee + X) . Deux moyens peuvent être envisagés pour réduire l’incertitude statistique : l’emploi
d’une méthode de sélection multi-variables (qui conduirait à une efficacité de sélection εtt¯ plus grande) et
l’analyse des données du Run IIb. Par ailleurs, on note que l’incertitude "incompressible" de 6.1% sur la me-
sure de la luminosité contribue de manière significative à l’incertitude totale, et pourrait devenir comparable
aux autres sources d’incertitude à l’avenir. La section efficace mesurée est compatible avec la prédiction du
Modèle Standard : σ(pp¯→ tt¯) = 7.91 pb pourMtop = 170 GeV.
Évaluée pourMtop = 172.4 GeV, la section efficace mesurée devient (voir le paragraphe 7.10.23 et le
tableau récapitulatif 7.14) :
σ(pp¯→ tt¯) = 9.1 +3.0−2.5 (stat) ± 0.9 (syst) +0.7−0.6 (lumi) pb (7.50)
A titre de comparaison, la dernière mesure publiée par DØ pour l’état final di-électron [133] a été
établie pour un lot de données de 446 pb−1 et une hypothèseMtop = 175 GeV :
σ(pp¯→ tt¯) = 6.7 +4.5−3.3 (stat) +1.1−0.8 (syst) ± 0.4 (lumi) pb (7.51)
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TABLE 7.13 – Incertitudes systématiques relatives (en %) pour le signal (avec Mtop = 170 GeV) et les
différents bruits de fond. Les incertitudes correspondantes sur la section efficace mesurée sont indiquées
dans la dernière colonne : ∆σtt¯ (en pb).
tt¯→ ee Z → ee Z → ττ WW +WZ + ZZ Faux électrons ∆σtt¯
Type d’incertitude +1σ −1σ +1σ −1σ +1σ −1σ +1σ −1σ +1σ −1σ +1σ −1σ
Erreur statistique 1.27 -1.27 19.00 -19.00 20.26 -20.26 10.79 -10.79 31.00 -31.00 -0.29 0.29
Qualité des données (calo) 0.50 -0.50 0.50 -0.50 0.50 -0.50 0.50 -0.50 – – -0.06 0.06
Profil lumi : σbin 0.16 -0.16 0.44 -0.44 0.37 -0.37 0.09 -0.09 – – -0.02 0.02
Profil lumi : top_tight 0.71 -0.71 0.77 -0.77 0.99 -0.99 0.30 -0.30 – – -0.08 0.08
Profil lumi : poids max 0.33 -0.33 3.90 -3.90 -3.80 3.80 -1.09 1.09 – – -0.04 0.04
Profil PVz 0.63 -0.63 0.54 -0.54 -0.04 0.04 0.16 -0.16 – – -0.07 0.07
pT (Z) : pondération – – 6.09 -6.09 4.72 -4.72 – – – – -0.09 0.09
pT(Z) : soustraction fond – – 2.32 0.00 2.60 0.00 – – – – -0.04 0.00
EMID : SF (η, pT ) 3.07 -3.07 3.36 -3.36 2.80 -2.80 1.36 -1.36 – – -0.34 0.36
EMID : σbin 1.77 -1.77 3.11 -3.11 3.69 -3.69 4.52 -4.52 – – -0.21 0.22
Calib énergie électron 0.58 0.00 10.65 0.00 0.07 0.00 1.54 0.00 – – -0.16 0.00
Déclenchement : σbin 0.15 -0.15 0.08 -0.08 0.21 -0.21 1.11 -1.11 – – -0.02 0.02
Charge électron 1.46 -1.46 0.07 -0.07 1.46 -1.46 1.46 -1.46 – – -0.15 0.16
Identification vertex 1.41 -1.41 0.20 -0.20 1.41 -1.41 1.41 -1.41 – – -0.15 0.15
Identification jet 1.20 -1.20 -0.56 0.56 0.25 -0.25 1.38 -1.38 – – -0.11 0.12
Jet Energy Scale 1.84 -2.14 8.02 -6.27 3.50 -3.57 5.88 -3.09 – – -0.29 0.31
Shifting SSR 4.47 -4.47 – – – – – – – – -0.41 0.45
Calib énergie jet quark b 0.95 -0.95 – – – – – – – – -0.09 0.09
Resolution énergie jet -0.13 0.03 4.81 -3.54 8.50 -2.71 5.06 -1.68 – – -0.11 0.06
Modélisation E/T 0.40 -0.40 0.40 -0.40 0.40 -0.40 0.40 -0.40 – – -0.05 0.05
Section efficace – – 1.99 -4.68 1.99 -4.68 14.87 -14.87 – – -0.06 0.09
PDF 0.23 -0.18 – – – – – – – – -0.02 0.02
K-facteur saveurs lourdes – – 6.39 -6.39 2.47 -2.47 – – – – -0.08 0.08
BR(tt¯→ ee+X) 1.70 -1.70 – – – – – – – – -0.16 0.17
Modélisation tt¯ 3.45 -3.45 – – – – – – – – -0.32 0.34
Mtop 4.68 0.00 – – – – – – – – -0.43 0.00
Fragmentation quark b 1.34 -1.34 – – – – – – – – -0.13 0.13
Faux électrons : σpoids – – – – – – – – 57.95 -57.95 -0.23 0.23
Total 9.19 -7.96 26.22 -23.47 23.99 -22.85 20.77 -19.53 65.72 -65.72 -1.01 0.95
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TABLE 7.14 – Incertitudes systématiques. Les résultats figurant dans le tableau 7.13 sont transposés pour
Mtop = 172.4 GeV. Les seuls changements concernent l’incertitude due à la masse du quark top et la
dernière colonne ∆σtt¯ .
tt¯→ ee Z → ee Z → ττ WW +WZ + ZZ Faux électrons ∆σtt¯
Type d’incertitude +1σ −1σ +1σ −1σ +1σ −1σ +1σ −1σ +1σ −1σ +1σ −1σ
Erreur statistique 1.27 -1.27 19.00 -19.00 20.26 -20.26 10.79 -10.79 31.00 -31.00 -0.27 0.28
Qualité des données (calo) 0.50 -0.50 0.50 -0.50 0.50 -0.50 0.50 -0.50 – – -0.05 0.06
Profil lumi : σbin 0.16 -0.16 0.44 -0.44 0.37 -0.37 0.09 -0.09 – – -0.02 0.02
Profil lumi : top_tight 0.71 -0.71 0.77 -0.77 0.99 -0.99 0.30 -0.30 – – -0.08 0.08
Profil lumi : poids max 0.33 -0.33 3.90 -3.90 -3.80 3.80 -1.09 1.09 – – -0.04 0.04
Profil PVz 0.63 -0.63 0.54 -0.54 -0.04 0.04 0.16 -0.16 – – -0.06 0.06
pT (Z) : pondération – – 6.09 -6.09 4.72 -4.72 – – – – -0.09 0.09
pT(Z) : soustraction fond – – 2.32 0.00 2.60 0.00 – – – – -0.04 0.00
EMID : SF (η, pT ) 3.07 -3.07 3.36 -3.36 2.80 -2.80 1.36 -1.36 – – -0.32 0.34
EMID : σbin 1.77 -1.77 3.11 -3.11 3.69 -3.69 4.52 -4.52 – – -0.20 0.20
Calib énergie électron 0.58 0.00 10.65 0.00 0.07 0.00 1.54 0.00 – – -0.15 0.00
Déclenchement : σbin 0.15 -0.15 0.08 -0.08 0.21 -0.21 1.11 -1.11 – – -0.02 0.02
Charge électron 1.46 -1.46 0.07 -0.07 1.46 -1.46 1.46 -1.46 – – -0.15 0.15
Identification vertex 1.41 -1.41 0.20 -0.20 1.41 -1.41 1.41 -1.41 – – -0.14 0.15
Identification jet 1.20 -1.20 -0.56 0.56 0.25 -0.25 1.38 -1.38 – – -0.11 0.11
Jet Energy Scale 1.84 -2.14 8.02 -6.27 3.50 -3.57 5.88 -3.09 – – -0.28 0.29
Shifting SSR 4.47 -4.47 – – – – – – – – -0.39 0.43
Calib énergie jet quark b 0.95 -0.95 – – – – – – – – -0.09 0.09
Resolution énergie jet -0.13 0.03 4.81 -3.54 8.50 -2.71 5.06 -1.68 – – -0.10 0.05
Modélisation E/T 0.40 -0.40 0.40 -0.40 0.40 -0.40 0.40 -0.40 – – -0.04 0.04
Section efficace – – 1.99 -4.68 1.99 -4.68 14.87 -14.87 – – -0.05 0.09
PDF 0.23 -0.18 – – – – – – – – -0.02 0.02
K-facteur saveurs lourdes – – 6.39 -6.39 2.47 -2.47 – – – – -0.07 0.07
BR(tt¯→ ee+X) 1.70 -1.70 – – – – – – – – -0.15 0.16
Modélisation tt¯ 3.45 -3.45 – – – – – – – – -0.30 0.33
Mtop 1.56 -1.56 – – – – – – – – -0.14 0.14
Fragmentation quark b 1.34 -1.34 – – – – – – – – -0.12 0.12
Faux électrons : σpoids – – – – – – – – 57.95 -57.95 -0.22 0.22
Total 8.06 -8.11 26.22 -23.47 23.99 -22.85 20.77 -19.53 65.72 -65.72 -0.88 0.91
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7.11 Mesure indirecte de la masse du quark top
Dans le cadre du Modèle Standard, la section efficace de production de paires de quarks top dépend
directement de la masse du quark top. Plus le quark top est léger, plus il devient facile de franchir le seuil de
production
√
sˆ = 2Mtop , où
√
sˆ désigne l’énergie dans le centre de masse partonique. Ainsi, la section effi-
cace de production augmente lorsqueMtop diminue. D’autre part, plus le quark top est lourd, plus l’énergie
cinétique des produits de désintégration sera élevée. On s’attend donc à ce que l’efficacité de sélection du
signal augmente avecMtop . C’est effectivement ce que l’on mesure dans la simulation (voir table 7.11). A
nombre fixé d’événements observés, une plus grande efficacité de sélection implique une plus faible section
efficace mesurée. On rappelle en effet que :
N = σmes(pp¯→ tt¯)× BR(tt¯→ ee)× Ldonne´es × εtt¯→ee +Nbkg (7.52)
Comme nous le verrons par la suite, la dépendance de σ(pp¯→ tt¯) en fonction deMtop permettra d’ex-
traire la masse du quark top. Cette mesure indirecte est certes moins compétitive que les mesures directes,
mais elle présente l’avantage d’être moins sensible à la modélisation des phénomènes non perturbatifs.
Dans le cas d’une mesure de la masse via la section efficace, une modélisation "imparfaite" des effets non
perturbatifs n’aurait d’incidence que sur l’efficacité de sélection εtt¯ (le modèle d’hadronisation influe sur
le spectre en impulsion transverse des jets). Pour les analyses dédiées à la mesure de la masse, un autre
élément doit être pris en compte. Il s’agit de la calibration, qui a pour but d’établir le lien entre la masse
reconstruite dans le détecteur, affectée par la physique à longue distance, et la masse générée. La calibra-
tion repose uniquement sur la simulation. Si le générateur reproduit mal les effets non perturbatifs, alors la
calibration établie sur l’échantillon tt¯ simulé donnera un résultat ambigu une fois appliquée aux candidats
tt¯ sélectionnés dans les données.
7.11.1 Quelle masse ?
Il existe plusieurs concepts pour définir la notion de masse :
• la masse nue du lagrangien QCD : ce paramètre n’est fini que si l’on restreint le développement
perturbatif à l’ordre perturbatif le plus bas. Dès l’ordre NLO, la masse nue n’a plus de pertinence
physique (voir paragraphe 1.3) ;
• la masse renormalisée du lagrangien QCD : dès lors qu’on considère des ordres perturbatifs supé-
rieurs, on doit faire appel à la renormalisation. Si l’on choisit une régularisation dimensionnelle, on
introduit une échelle de renormalisation µ . Pour un développement du lagrangien à l’ordre sous-
dominant par exemple, la masse "NLO" est définie relativement à un schéma de renormalisation
particulier, et dépend de µ : on parle de "running mass". On utilise souvent le schéma de renorma-
lisation MS , et les masses ainsi définies sont notées m¯(µ) . Ce concept de masse qui émerge de
manière naturelle dans les calculs perturbatifs n’a pas de signification physique immédiate, car elle
dépend de l’échelle arbitraire µ ainsi que du schéma de renormalisation ;
• la "masse au pôle", qui est souvent assimilée à la "masse physique" de la particule. Cependant, ce
concept est défini de manière ambiguë dans le cas d’un quark massif (voir discussion ci-dessous) ;
• on citera sans les aborder les schémas "Potential Subtracted" et "1S" [139, 140], qui constituent une
alternative au schémaMS , et offrent des propriétés de convergence rapide vis-à-vis du développe-
ment perturbatif.
- 195 -
CHAPITRE 7 : Mesure de la section efficace de production de paires de top dans le canal di-électron
Pour un quark massif, la notion de masse au pôle est définie par rapport au propagateur :
D(6p) = i6p−mR − Σ(6p) (7.53)
où mR désigne la masse renormalisée "à courte distance", c’est-à-dire renormalisée via un schéma de type
MS qui permet de s’affranchir des divergences ultraviolettes, etΣ(6p) représente l’énergie d’auto-interaction
du quark. En raison de la durée de vie finie du quark top, le propagateur possède un pôle complexe, dont la
position est donnée par :
√
p2 = mpole − i2Γ . Par définition, la partie réelle du pôle est définie comme la
"masse au pôle", et la partie imaginaire correspond à la largeur de désintégration. Remarquablement, cette
définition de la masse est indépendante du schéma choisi pour la renormalisation.
Les quantitésmR et Σ sont calculées perturbativement, si bien que la masse au pôle est parfaitement définie
à chaque ordre fini du développement perturbatif en αs [141]. Cependant, la resommation à tous les ordres
d’une certaine catégorie de diagrammes fait apparaître une divergence appelée "renormalon infrarouge". La
figure 7.38 représente, pour le calcul à une boucle de l’énergie propre du quark, la série divergente obtenue
par insertion d’un nombre croissant de polarisations du vide dans le propagateur du gluon. La singularité est
qualifiée d’infrarouge car elle se manifeste pour les gluons de faible impulsion.
La série ne peut être évaluée que si l’on adopte une prescription arbitraire pour s’affranchir de la divergence.
Comme ladite prescription n’est pas unique, le concept de masse au pôle est ambigu. Pour le quark top,
l’indétermination est de l’ordre de [142] :
δmpole ∼ 8π
3β0
e5/6ΛQCD ≃ 0.5 GeV , β0 = 11− 2
3
Nf , ΛQCD ≃ 200 MeV (7.54)
FIGURE 7.38 – Représentation diagrammatique du "renormalon infrarouge" [142].
La singularité apparaît dans le domaine infrarouge, c’est-à-dire aux basses échelles d’énergie. L’inter-
action forte entre alors dans un régime non perturbatif, où les effets de confinement deviennent prépondé-
rants. En définitive, bien que la durée de vie du quark top soit très inférieure au temps typique d’hadroni-
sation (Γt ≫ ΛQCD), le propagateur du quark est sensible à la physique non-perturbative. Les effets du
confinement empêchent de définir la masse au pôle du quark top à mieux que ∼ 0.5 GeV [142, 143].
7.11.2 σ(pp¯ → tt¯) en fonction de la masse du quark top
Les calculs menés par Cacciari et al. [18] et par Kidonakis et Vogt [20] sont effectués avec un schéma
de renormalisation MSm , qui utilise la prescription MS (running mass) pour les 5 quarks légers, et la
définition de la masse au pôle pour le quark top [144]. La section efficace théorique est donc paramétrée en
fonction de la masse au pôle du quark top.
Dans l’analyse, la section efficace mesurée dépend également d’une "masse du quark top" via le pa-
ramètre du même nom utilisé par le générateur, dont il reste à discuter. En l’absence des effets non per-
turbatifs de la QCD, le propagateur du quark top massif possède un pôle, défini sans ambiguïté par :
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√
p2 = mpole − i2Γ . L’amplitude de diffusion faisant intervenir ce propagateur décrit une distribution
de Breit-Wigner (non relativiste), et la position de la résonance est directement donnée par la masse au pôle.
Lorsqu’on prend en compte le confinement dans la théorie, le pôle du propagateur disparaît, et la masse
au pôle n’est plus définie qu’à δmpole près. Un générateur interprète le paramètre "masse du quark top"
comme la position du pic de la distribution de Breit-Wigner, et constitue donc une bonne approximation de
la masse au pôle. En réalité, si PYTHIA génère effectivement la masse du quark top selon une distribution
de Breit-Wigner, la masse du quark top généré dans ALPGEN est constante.
Évidemment, les effets du "renormalon infrarouge" ne sont pas pris en compte dans un générateur LO
comme ALPGEN+PYTHIA. Cependant, PYTHIA simule d’autres effets de QCD non perturbative, comme
les reconnections de couleur. Cette physique à longue distance peut introduire une ambiguïté, non pas sur
la définition de la masse elle-même, mais sur sa mesure expérimentale. En effet, le quark top se désintègre
en un bosonW → eνe et un quark b , mais le quark b s’habille sous la forme d’un hadron bien avant d’in-
teragir avec le détecteur. Par conséquent, la précision sur la mesure de la masse du système "Wb ≡ t" sera
inévitablement limitée par les effets non perturbatifs, difficiles à modéliser.
Que ce soit par des mesures directes ou indirectes, la masse du quark top mesurée par les expériences
CDF et DØ correspond donc en principe à la masse au pôle. Cependant, il est parfois préférable de manipuler
la masse en conventionMS . Par exemple, les contraintes indirectes sur la masse du boson de Higgs issues
des mesures de précision électrofaibles font appel à la masse MS du quark top. La masse au pôle du
quark top peut être explicitée en fonction de la masse renormalisée dans le schémaMS (évaluée à l’échelle
µ = m ). A ce jour, le calcul le plus précis est un calcul à l’ordre NNNLO [146] :
mpole = m(m)
(
1 +
4
3
αs(m)
π
+ 8.28
(
αs(m)
π
)2
+ 75
(
αs(m)
π
)3
+O
(
αs(m)
π
)4)
+ O(ΛQCD)︸ ︷︷ ︸
confinement
(7.55)
Réciproquement,
m(mpole) = mpole
(
1− 4
3
αs(mpole)
π
− 9.13
(
αs(mpole)
π
)2
− 82
(
αs(mpole)
π
)3
+O
(
αs(mpole)
π
)4)
+ O(ΛQCD)
(7.56)
Venons en maintenant à la mesure indirecte de la masse du quark top. Dans l’état final di-électron,
l’efficacité de sélection εtt¯ puis la section efficace σtt¯ ont été mesurées pour différentes hypothèses de
masse générée (voir tableau 7.11). Il est à noter que l’optimisation des critères de sélection n’a pas été
réitérée pour chaque nouvelle valeur de la masse : on se contente de la sélection "nominale", optimisée
pour Mtop = 170 GeV. Après avoir caractérisé la dépendance de la section efficace mesurée en fonction
de la masse au pôle du quark top, et connaissant la dépendance théorique, on est en mesure de déterminer
"la masse que la section efficace mesurée semble indiquer". La méthode de détermination de la masse est
illustrée à la figure 7.39. Afin d’augmenter la précision statistique sur la mesure indirecte, on procède à
la combinaison des analyses dilepton (ee, eµ, µµ) [145]. Le résultat pour les 3 canaux combinées est le
suivant :
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• mpole = 174.1 +9.8−8.4 (stat + syst) +4.2−6.0 (theo) GeV, si l’on compare la section efficace mesurée et
le calcul théorique de Cacciari et al. (figure 7.40) ;
• mpole = 174.5 +10.5−8.2 (stat+ syst) +3.7−3.6 (theo) GeV, si l’on prend pour référence théorique le calcul
de Kidonakis et Vogt (figure 7.41).
En conclusion, la mesure indirecte de la masse du quark top via la section efficace de production
σ(pp¯ → tt¯) donne des résultats compatibles avec les mesures directes, dont la meilleure estimation est ac-
tuellement : Mtop = 172.4 ± 0.7 (stat) ± 1.0( syst) GeV [28]. Bien que la mesure indirecte soit entachée
d’une incertitude significative comparée aux mesures directes, elle a l’avantage d’être peu sensible à la mo-
délisation des phénomènes de QCD non perturbative.
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FIGURE 7.39 – Dépendance des sections efficaces théorique et mesurée en fonction de la masse du quark
top. Le résultat expérimental est présenté pour l’analyse di-électron.
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FIGURE 7.40 – Section efficace mesurée et section efficace théorique calculée par Cacciari et al., en fonction
de la masse au pôle du quark top. Résultats obtenus après combinaison des analyses dilepton [145].
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FIGURE 7.41 – Section efficace mesurée et section efficace théorique calculée par Kidonakis et al., en
fonction dempole . Résultats obtenus après combinaison des analyses dilepton [145].
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Chapitre 8
Recherche d’un boson de Higgs chargé H±
Dans ce chapitre, la sélection optimisée pour la mesure de la section efficace de production de paires
de quarks top (dans le cadre du Modèle Standard) va être mise à profit pour tester l’existence d’un bo-
son de Higgs chargé léger (plus léger que le quark top). Un tel boson H± pourrait se manifester dans la
désintégration du quark top. Après une courte introduction du contexte théorique, nous rappellerons les ré-
sultats obtenus lors de précédentes recherches, puis nous présenterons les limites d’exclusion établies avec
un échantillon de données de L ≃ 1 fb−1 .
8.1 Introduction
Le secteur de Higgs du Modèle Standard, constitué d’un doublet d’isospin de champs scalaires com-
plexes, est un secteur minimal dans le sens où le nombre de degrés de liberté introduit pour briser la symétrie
SU(2)L × U(1)Y est minimal. Cependant, l’existence d’un unique doublet n’est pas avérée, car le boson
de Higgs du Modèle Standard n’a toujours pas été observé. Par ailleurs, de nombreuses théories au-delà du
Modèle Standard nécessitent un secteur de Higgs non minimal. Dans ce chapitre, on considérera l’extension
la plus simple, qui consiste à ajouter un deuxième doublet de champs scalaires complexes. Les modèles
construits à partir d’un tel secteur de Higgs sont regroupés sous l’appellation générique "2HDM", pour "2
Higgs Doublet Model" [147].
Dans le cas général, l’ajout d’un deuxième doublet peut entraîner certaines complications du point de
vue phénoménologique. Ces difficultés apparaissent au niveau du lagrangien de Yukawa, qui contient les
termes de couplage entre champs fermioniques ψi,j et champs de HiggsH1,2 [148] :
LY = − fij√
2
ψiψjH1 −
gij√
2
ψiψjH2 (8.1)
Lors de la brisure spontanée de symétrie, les champs de Higgs acquièrent une valeur moyenne dans le vide
〈H1〉 = v1 et 〈H2〉 = v2 , et la matrice de masse associée aux champs fermioniques ψi,j prend la forme :
Mij =
fij√
2
v1 +
gij√
2
v2 (8.2)
Dans le cas standard à un doublet (i.e. v2 = 0), lorsque l’on diagonalise la matrice de masseMij , la matrice
des couplages fij devient automatiquement diagonale. Autrement dit, on peut trouver une base dans laquelle
le couplage entre champ de Higgs et le champ fermionique ne change pas la saveur du fermion. Dans le cas
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général d’un modèle à deux doublets, la base qui diagonalise Mij ne diagonalise pas simultanément les
matrices fij et gij : les modèles 2HDM autorisent a priori les FCNC. Or l’existence des courants neutres
changeant la saveur est très contrainte expérimentalement. Toutefois, certaines conditions permettent de sup-
primer les FCNC (du moins à l’ordre de l’arbre). Ces conditions définissent différentes classes de modèles,
dont les deux principales sont :
• les modèles dits "de type I" : le premier doublet de Higgs se couple exclusivement aux bosons de
jauge, tandis que le second se couple uniquement aux fermions ;
• les modèles de type II, dans lesquels le premier doublet génère de la masse pour les fermions de
type "up" d’isospin faible I3 = +1/2, et le second doublet confère de la masse aux fermions de type
"down". Cette construction est notamment utilisée dans les théories supersymétriques.
A partir de maintenant, on se placera dans le cadre des modèles de type II, et plus particulièrement,
dans le contexte du MSSM (Minimal Supersymmetric Standard Model). La phénoménologie liée au secteur
de Higgs est conditionnée par le potentiel de Higgs, que l’on peut mettre sous la forme :
V = (m21 + |µ|2)|H1|2 + (m22 + |µ|2)|H2|2 + b
(
H+1 H
−
2 −H01H02 + h.c.
)
+
1
8
(g2 + g′2)
(|H1|2 − |H2|2)2 + 1
2
g2|H†2H1|2
(8.3)
avec
H1 =
(
H+1
H01
)
, H2 =
(
H02
H−2
)
(8.4)
En ce qui concerne le mécanisme de Higgs, Modèle Standard et MSSM reposent sur un principe
commun. Après la brisure spontanée de la symétrie SU(2)L × U(1)Y , les valeurs attendues dans le vide
v1 et v2 deviennent non nulles, et les bosons électrofaibles Zµ etW±µ acquièrent une masse :
m2Z =
1
2
(g2 + g′2)(v21 + v
2
2)
m2W =
1
2
g2(v21 + v
2
2)
(8.5)
Ces relations sont tout à fait analogues à celles obtenues pour le secteur à un doublet du Modèle Standard.
Par identification, v2SM = v
2
1 +v
2
2 . On note également que le MSSM prédit un paramètre ρ égal à 1, comme
dans le Modèle Standard [9] :
ρ =
m2W
M2Zcos
2θW
, ρexp = 1.0002
+0.0007
−0.0004 (8.6)
Les deux doublets de Higgs contiennent 8 degrés de liberté. Lors de la brisure de la symétrie électro-
faible, trois degrés de liberté sont "consommés" afin de donner une masse aux bosons vecteurW± et Z (le
photon demeurant sans masse). Ces degrés de liberté sont associés à des bosons de Goldstone non massifs. Il
reste donc 5 degrés de liberté physiques dans la théorie. Les états physiques sont obtenus par diagonalisation
de la matrice de masse M2ij =
∂2V
∂φi∂φj
, où φi désigne de façon symbolique un des 8 degrés de liberté du
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secteur de Higgs. Les 5 bosons de Higgs physiques sont notés h0 , H0, A0 , et H± [149] :
H+1 = H
+cosβ +G+sinβ
H01 = v1 +
1√
2
[
H0cosα− h0sinα+ i (A0sinβ −G0cosβ)]
H02 = v2 +
1√
2
[
H0sinα+ h0cosα+ i
(
A0cosβ +G0sinβ
)]
H−2 = H
−sinβ −G−cosβ
(8.7)
G0 et G± représentent les 3 bosons de Goldstone. Cette décomposition suppose que le secteur de Higgs du
MSSM respecte la symétrie CP . Sous cette hypothèse, les parties réelles et imaginaires des composantes
neutresH01 etH
0
2 ne se mélangent pas. Les états de mélange h
0 etH0 sont des bosons scalaires, états propres
de CP avec une parité +1, alors que l’état A0 correspond à un boson pseudo-scalaire, impair sous CP. Les
deux degrés de liberté restants correspondent à des bosons scalaires chargésH± . Les masses des bosons de
Higgs sont définies par les valeurs propres de la matrice de masse :
m2A0 =
2b
sin2β
m2H± = m
2
A0 +m
2
W
m2h0,H0 =
1
2
[
(m2A0 +m
2
Z)∓
√
(m2
A0
+m2Z)
2 − 4m2
A0
M2Zcos
22β
] (8.8)
Les angles de mélange α et β vérifient quant à eux :
tanβ =
v2
v1
, et tan2α = tan2β × m
2
A0 +m
2
Z
m2
A0
−m2Z
(8.9)
Intéressons nous maintenant aux conséquences phénoménologiques de l’existence de bosonsH± . Le
MSSM étant un modèle "de type II", les couplages entre fermions et bosonH± sont définis par [150] :
L = g
2
√
2mW
Vij H
± u¯i
{
muicotβ(1− γ5) +mditanβ(1 + γ5)
}
dj
+
g
2
√
2mW
H± ν¯ mltanβ(1 + γ5) l + h.c.
(8.10)
Étant donné sa masse élevée, le quark top est particulièrement sensible à ce type de couplage "non
conventionnel". La présence d’un boson H± pourrait induire des déviations significatives par rapport aux
prédictions du Modèle Standard. La nature de ces déviations dépend essentiellement de la valeur des para-
mètresmH± et tanβ :
• lorsquemH± > mt, la plupart des modèles prédisent que le bosonH± se désintègre préférentielle-
ment selon H+ → tb¯ , car le couplage du Higgs chargé est proportionnel à la masse des fermions ;
• si mH± < mt , un nouveau canal de désintégration est ouvert pour le quark top : t → H+ b . A
l’ordre dominant, la largeur partielle de désintégration Γ(t→ H+b) est donnée par [151] :
Γ(LO) (t→ H+b)
Γ(LO) (t→W+b) =
(
m2t −m2H±
)2(
m2t −m2W
)2 (
m2t + 2m
2
W
)2 (m2b tan2 β +m2t cot2 β) (8.11)
Le rapport de branchement BR(t → H+b) présente un minimum pour tanβ = √mt/mb ≃ 6 ,
et peut atteindre des valeurs élevées dans les régions tanβ ≪ 6 ou tanβ ≫ 6 . L’évolution de ce
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rapport de branchement en fonction de tanβ est illustré à la figure 8.1(a). Dans le cas d’un boson
H+ plus léger que le quark top, l’ensemble des voies de désintégration sont à considérer :
H+ → cs¯ , H+ → τ+ντ , H+ → t∗b¯→W+bb¯
H+ →W+A0 et H+ →W+h0 (8.12)
Comme l’indique la figure 8.1(b), les rapports de branchement de la désintégration duH+ dépendent
fortement de tanβ . A grand tanβ, le Higgs chargé se désintègre enH+ → τ+ντ , avec une largeur
partielle donnée à l’ordre dominant par [152] :
Γ(H+ → τ+ντ ) = g
2mH±
32πm2W
m2τ tan
2β (8.13)
A petit tanβ, le mode de désintégration dominant du Higgs chargé est enH+ → cs¯ avec une largeur
partielle donnée à l’ordre dominant par [152] :
Γ(H+ → cs¯) = 3g
2mH±
32πm2W
(m2ccot
2β +m2stan
2β) (8.14)
La contribution H+ → t∗b¯ , quasi-inexistante sur la figure 8.1(b), peut néanmoins être significative
lorsque la masse du Higgs chargé est proche de la masse du quark top.
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FIGURE 8.1 – Influence du paramètre tanβ sur les modes de désintégration du quark top et du boson de
Higgs chargé [153].
8.2 Limites expérimentales actuelles
De nombreuses recherches ont été menées pour mettre en évidence un hypothétique boson de Higgs
chargé. L’expérience CLEO installée auprès du collisionneur e+e− CESR, dont l’énergie dans le centre de
masse valait
√
s = mΥ(4S) , a mesuré le rapport de branchement BR(b→ sγ) . Cette désintégration est dé-
crite par un "diagramme pingouin", dans lequel la transition entre quarks b et s est effectuée via une boucle
où un bosonW virtuel et un quark "up" (u,c,t) sont échangés. Si un bosonH± existe, il peut intervenir dans
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la boucle du diagramme pingouin à la place du W , modifiant ainsi le rapport de branchement b → sγ .
CLEO a établi une limite supérieure sur la masse du Higgs chargé à :mH± > 200− 250 GeV. Cependant,
cette limite dépend beaucoup du modèle 2HDM considéré [154].
Les expériences ALEPH, DELPHI, L3 et OPAL de l’accélérateur e+e− LEP (
√
s ≃ 200 GeV), ont
tenté de mesurer la production directe de paires H+H− [155]. A l’ordre dominant et dans le cadre du
MSSM, on a vu que :m2H± = m
2
A0 +m
2
W > m
2
W , ce qui pourrait compromettre l’observation du proces-
sus e+e− → H+H− aux énergies du LEP. Cependant, dans certaines régions de l’espace des paramètres,
les corrections quantiques peuvent conduire à des masses mH± < mW . La limite combinée des 4 expé-
riences, à 95% de niveau de confiance, est : mH± > 78.6 GeV. On notera que dans ces études, seules les
désintégrationsH+ → cs¯ et H+ → τ+ντ sont considérées.
L’expérience CDF au Tevatron a effectué deux recherches d’un boson de Higgs chargé léger, en exa-
minant la désintégration du quark top. La première analyse, réalisée sur un échantillon de ≃ 200 pb−1 ,
a tenté de mettre en évidence les désintégrations non standard t → H+b , en prenant en compte toutes
les voies de désintégration possibles pour le boson H+ pour les petites valeurs de tanβ , et uniquement
H+ → τ+ντ dans la région des grands tanβ . Les régions exclues par cette analyse sont présentées à la
figure 8.2 dans le plan (tanβ , MH±) [156].
La seconde étude se restreint à la région des petits tanβ . Dans cette analyse, le seul mode de désin-
tégration envisagé pour le Higgs chargé est : H+ → cs¯. L’existence d’un boson H+ est recherchée sous la
forme d’un excès dans une distribution de masse invariante dijet W → qq¯′ . La luminosité intégrée du lot
de données analysé est de 2.2 fb−1 . La figure 8.3 illustre la limite Bayesienne obtenue sur le rapport de
branchement t→ H+b [157].
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FIGURE 8.2 – Régions actuellement exclues dans l’espace des paramètres (tanβ , MH±) [156].
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8.3 Recherche d’un boson H± léger
L’analyse présentée dans ce chapitre cherche à tester l’existence d’un boson de Higgs chargé. On se
place dans le cadre d’un modèle de type II, et plus précisément dans le contexte du MSSM. Dans cette étude,
on supposera que le boson de Higgs chargé est plus léger que le quark top. Ainsi, outre la désintégration
t→W+b prédite par le Modèle Standard, ce scénario autorise la désintégration t→ H+b . Par conséquent,
lors de la création d’une paire de quarks top, 3 états finals sont désormais possibles :
tt¯→W+b W−b¯ , tt¯→W±b H∓b¯ , tt¯→ H+b H−b¯ (8.15)
L’analyse se concentre sur la région à grand tanβ , où le bosonH+ se désintègre majoritairement en τ+ντ .
On étudiera plus particulièrement le "modèle tauïque", où seule la désintégrationH+ → τ+ντ est envisagée.
On s’intéressera dans un premier temps à l’état final di-électron. Afin d’alléger les notations,
• "WH" fera référence aux événements : pp¯→ tt¯→W±b H∓b¯ , avecH → τντ → eνeντ
• "HH" désignera les événements : pp¯→ tt¯→ H+b H−b¯ , avecH → τντ → eνeντ
Les événements tt¯ constituent un environnement privilégié pour la recherche du boson de Higgs chargé,
car l’efficacité de sélection des événements tt¯→ ee est modifiée par la présence éventuelle d’un bosonH+ :
εtt¯→ee(BR) = (1− BR)2εtt¯→WbWb + 2BR(1− BR)εtt¯→WbHb + BR2εtt¯→HbHb (8.16)
où BR correspond au rapport de branchement BR(t → H+b) . En plus de la dépendance explicite en
fonction de BR, l’efficacité de sélection εtt¯→ee dépend également de la masse MH± via les efficacités
εtt¯→WH et εtt¯→HH .
Les critères de sélection des événements tt¯ dans le canal di-électron ont été établis lors de la mesure de
la section efficace σtt¯ . L’efficacité de sélection pour l’hypothèse "modèle standard" (BR = 0) a été évaluée
au chapitre 7, et vaut : εtt¯→WbWb = 8.40 ± 0.11% . En ce qui concerne les événements WH et HH , les
efficacités de sélection sont mesurées dans des échantillons générés avec PYTHIA, pour différentes valeurs
deMH± . Ces efficacités sont représentées à la figure 8.4 , et sont résumées dans le tableau 8.1.
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Visiblement, l’efficacité de la sélection au niveau di-électron (en noir sur la figure) augmente avec
MH± . Plus le boson H
+ est lourd, plus l’énergie cinétique des produits de désintégration (le lepton tau
dans un premier temps, puis l’électron en fin de cascade) sera élevée. En revanche, lorsqu’on demande un
jet de pT ≥ 30 GeV, puis un second de pT ≥ 20 GeV, l’efficacité de sélection diminue lorsque H+ aug-
mente. On peut interpréter cette observation de la manière suivante : à mesure que la différence de masse
entre le quark top et le bosonH+ s’amenuise, l’espace de phase disponible pour le quark b diminue, et il en
va de même pour son impulsion transverse.
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FIGURE 8.4 – Efficacités de sélection pour les échantillonsWH etHH , à différents stades de la sélection,
en fonction de la masse du boson de Higgs chargé.
TABLE 8.1 – Efficacités (en %) mesurées dans les échantillonsWH et HH , pour la sélection complète, en
fonction deMH± .
MH± (GeV) 80 100 120 140 150 155
ε (tt¯→WH) 3.77± 0.41 3.48± 0.40 3.50± 0.40 2.02± 0.204 2.83± 0.38 2.06± 0.37
ε (tt¯→ HH) 1.41± 0.19 1.35± 0.21 1.14± 0.19 0.78± 0.16 0.42± 0.12 0.31± 0.11
Une fois les efficacités de sélection déterminées pour chaque type de désintégration, l’efficacité glo-
bale εtt¯→ee est calculable pour toute valeur du rapport de branchement BR(t→ H+b) , et pour différentes
hypothèses de masseMH+ (voir figure 8.5).
Afin d’augmenter la sensibilité de la mesure, on étend le champ d’investigation aux états finals lepton
+ jets, dilepton et τ + lepton [153]. Au-delà des considérations d’ordre purement statistique, la combinaison
des différents modes de désintégration des paires tt¯ apporte une information supplémentaire : chaque état
final est affecté de manière différente par la présence d’un boson H+ . Autrement dit, la variation des effi-
cacités de sélection en fonction de BR(t→ H+b) est spécifique à chaque canal.
L’étape essentielle de la recherche du boson H+ consiste à déterminer le rapport de branchement
BR(t→ H+b) . Selon les techniques employées, la mesure du rapport de branchement se présente sous la
forme d’une limite supérieure, ou d’un intervalle de confiance. Deux méthodes ont été utilisées pour extraire
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FIGURE 8.5 – Evolution de l’efficacité de sélection globale εtt¯→ee en fonction du rapport de branchement
BR(t→ H+b) , pour différentes valeurs de la masse du bosonH+ .
BR : une approche Bayesienne, et la méthode fréquentiste de Feldman-Cousins, encore appelée méthode
fréquentiste unifiée. Ces procédures sont décrites en détail dans les annexes. Dans les deux cas, on choisit
un niveau de confiance de 95% pour présenter les résultats.
8.3.1 Intervalle de confiance par la méthode fréquentiste
La méthode de construction des intervalles de confiance par la méthode fréquentiste est discutée en
détail dans l’annexe C.1. Tout d’abord, il faut déterminer les intervalles de confiance à BR = BR0 fixé.
Connaissant le rapport de branchement le nombre moyen d’événements attendu après selection tt¯ est donné
par :
ν0 = Ns(BR0) +Nbkg = σpp¯→tt¯ × Ldonne´es × εtt¯→ee(BR0) +Nbkg , σpp¯→tt¯ = 7.91 pb (8.17)
Pour construire l’intervalle de confiance, on doit disposer de la densité de probabilité f(Br,BR0) (la
probabilité d’observer un rapport de branchement Br à dBr près lorsque la vraie valeur est BR0 étant
donnée par : dP = f(Br,BR0)dBr ). Celle-ci est "émulée" grâce à la technique des pseudo-expériences,
qui consiste à faire fluctuer les nombres d’événements de signal et de bruit de fond selon des lois de Poisson
de valeurs moyennes Ns(BR0) et Nbkg respectivement. Notons νi le nombre d’événements (signal + bruit
de fond) obtenu pour la pseudo-expérience numéro i. Après fluctuation, la valeur la plus probable pour le
rapport de branchement est calculée via la fonction de vraisemblance :
L(Bri , N) = P (N, νi) = ν
N
i
N !
e−νi (8.18)
où N correspond au nombre d’événements observés dans les données. Par itération, on construit ainsi la
densité de probabilité f(Br,BR0) . Lorsqu’on prend en compte un nombre M de canaux différents, on
réalise des pseudo-expériences dans chaque canal de manière indépendante, et le rapport de branchement
pour la pseudo-expérience i est extrait grâce à la fonction de vraisemblance :
L(Bri , {N}) =
M∏
j=1
P(Nj , νi,j) , {N} = {N1, ..., NM} (8.19)
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Pour prendre en compte les incertitudes systématiques dans la construction des intervalles de confiance,
on introduit des paramètres dits "de nuisance" [158]. On associe à chacune des p sources d’incertitude un
paramètre ρi , tel que :
ε = εˆ+
p∑
i=1
σiρi (8.20)
εˆ correspond à l’efficacité de sélection nominale (en l’absence d’erreur systématique), et σi = (∆ε)i repré-
sente la valeur de l’incertitude pour la source i . On supposera que l’on peut modéliser les incertitudes par
des paramètres de nuisance à comportement gaussien. Dans le cas présent, on choisit pour ρi une densité
de probabilité gaussienne G(µ = 0, σ = 1) . Ainsi, le nombre aléatoire "σiρi" suit la loi de probabilité :
σi × G(0, 1) ≡ G(0, σi) .
L’hypothèse sur la forme gaussienne du prior π(ρ) fait intervenir la conception Bayesienne dans la
construction fréquentiste de Feldman-Cousins. Aussi cette méthode est-elle qualifiée de "semi-fréquentiste",
ou encore "mixte fréquentiste / Bayesienne". La pseudo-expérience comprend maintenant 2 phases : on fait
d’abord fluctuer le nombre d’événements attendu ν selon une loi de Poisson, puis chaque paramètre de
nuisance est modifié de façon aléatoire selon la loi de Gauss adaptée. Le calcul du rapport de branchement
est effectué par la même méthode de vraisemblance que précédemment.
8.3.2 Limite par la méthode Bayesienne
La définition Bayesienne des intervalles de confiance repose exclusivement sur la fonction de vraisem-
blance (voir annexe C.2 pour plus de détails) :
L(BR, {N}) = 1
Nit
Nit∑
i=1
M∏
j=1
P(Nj , νi,j) , νi,j = νi,j(BR) (8.21)
Cette fonction de vraisemblance permet d’une part de combiner les résultats desM canaux, et d’autre
part de tenir compte les incertitudes systématiques. P(Nj , νi,j) désigne la probabilité poissonnienne d’ob-
server Nj événements dans le canal j, alors qu’on en attend νi,j en moyenne. La sommation sur l’indice
i est relative au traitement des incertitudes systématiques, explicité ci-dessous.
Comme dans l’approche "semi-fréquentiste", les incertitudes systématiques sont prises en compte sous la
forme de paramètres de nuisance ρ à caractère gaussien. La fonction de vraisemblance marginale qui inter-
vient dans le calcul de l’intervalle de confiance est obtenue après intégration :
L(BR, {N}) =
∫
L(BR, {N} , ρ)π(ρ)dρ (8.22)
L’intégration sur les paramètres de nuisance est effectuée par une technique Monte Carlo : l’intégrale est
substituée par une somme discrète sur un nombre Nit d’itérations. Pour l’itération i, tous les paramètres
ρ sont tirés aléatoirement selon une densité de probabilité G(0, 1), conduisant à un nouveau nombre d’évé-
nements attendus νi,j dans le canal j .
Pour chaque valeur supposée du rapport de branchement BR(t→ H+b), la probabilité a posteriori est
calculée de la façon suivante :
P (BR, {N}) = L (BR, {N})π(BR)∫ 1
0 L (x, {N})π(x)dx
(8.23)
où π(BR) est la densité de probabilité a priori. On choisit un prior uniforme dans la région physique, à
savoir BR ∈ [0, 1], afin de ne privilégier aucune valeur pertinente pour BR , et nul en dehors.
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8.3.3 Résultats
Les résultats exposés dans cette section ont été obtenus en combinant les canaux dilepton (ee, eµ, µµ) ,
ℓ+jets (e+jets, µ+jets) et ℓ+τ (e+τ, µ+τ ) [153, 159]. Chacune de ces analyses est basée sur un lot de données
de≃ 1 fb−1 . Les observations étant compatibles avec les prédictions du Modèle Standard pour les sept états
finals, des limites peuvent être établies sur l’existence d’un bosonH± .
Les figures 8.6 et 8.7 illustrent la construction des intervalles de confiance par les méthodes fréquen-
tiste et Bayesienne pour une masse de Higgs chargé MH± = 80 GeV (se référer aux légendes pour plus
de détails). La limite Bayesienne est donnée à titre indicatif, car on choisit la méthode de Feldman-Cousins
pour présenter les résultats.
Les limites obtenues sur BR(t → H+b) en fonction de la masse du boson de Higgs chargé sont
présentées à la figure 8.8. Les limites sont établies dans le cas d’un modèle tauïque, où le seul mode de
désintégration autorisé estH+ → τ+ντ . La région en BR exclue à 95% de niveau de confiance se situe au-
dessus de la courbe bleue (rouge) pour la limite observée (attendue). La bande jaune représente l’intervalle à
68% de niveau de confiance sur la limite attendue. La figure 8.9 indique les limites obtenues par la méthode
Bayesienne, et peut être directement comparée aux résultats de la figure 8.8(d). Cette analyse effectuée sur
un échantillon de 1 fb−1 améliore notablement les limites précédemment établies par CDF dans le même
scénario avec un lot de données de 192 pb−1 [156].
Habituellement, les limites d’exclusion sont reportées dans le plan (tanβ,MH±). Étant donné que
BR(t → H+b) dépend deMH± et tanβ , les limites présentées ci-dessus peuvent être transposées sous la
forme souhaitée. A l’ordre dominant, la relation entre ces trois paramètres est donnée par l’équation 8.11.
La limite sur MH± à tanβ fixé est déterminée par l’intersection entre la courbe théorique (ici LO) et la
limite d’exclusion : BR(LO)(tanβ,MH±) = BRmax(MH±) . Comme l’indique le réseau de courbes sur la
figure 8.10, cette procédure est répétée pour différentes valeurs de tanβ ce qui permet de dessiner le contour
d’exclusion dans le plan (tanβ,MH±). Les limites inférieures sur la masse du boson de Higgs chargé dans
le modèle tauïque sont illustrées à la figure 8.11 et résumées dans le tableau 8.2. A l’ordre NLO, le calcul du
rapport de branchement dépend d’autres paramètres libres du MSSM, et il devient nécessaire de préciser les
points de référence choisis dans l’espace des paramètres ("benchmark") lors de la présentation des limites
dans le plan (tanβ,MH±) [156].
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FIGURE 8.6 – Méthode fréquentiste. Pour une valeur fixée du "vrai" rapport de branchement ("Brtrue", en
ordonnée), on effectue un grand nombre de pseudo-expériences : on fait fluctuer le nombre d’événements
attendus selon une loi de Poisson, puis on mesure le rapport de branchement le plus vraisemblable après
fluctuation ("Br", en abscisse). On répète l’opération pour toutes les valeurs deBrtrue entre 0 et 1. La droite
Br = 0 figure en pointillés gris. Elle détermine la limite attendue sur "Brtrue" pour l’hypothèse Modèle
Standard. La droite en pointillés noirs symbolise la valeur la plus probable mesurée dans les données (ici
négative), et détermine la limite observée : 0 ≤ BR . 0.15 à 95% de niveau de confiance.
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FIGURE 8.7 – Méthode Bayesienne. Cette figure représente la probabilité a posteriori pour le rapport de
branchement BR(t → H+b) , si l’on choisit un prior uniforme pour π(BR) entre 0 et 1. Les incertitudes
systématiques sont prises en compte via des paramètres de nuisance. On mentionne les limites attendues (en
supposant BR = 0) et observées, à 95% de niveau de confiance.
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(a) Canaux dilepton.
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(b) Canaux ℓ+jets.
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(c) Combinaison des canaux ℓ+jets et dilepton.
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(d) Combinaison des canaux ℓ+jets, dilepton et τ+ℓ .
FIGURE 8.8 – Intervalles à 95% de niveau de confiance sur BR(t→ H+b) obtenus avec Ldonne´es ≃ 1 fb−1
dans le modèle tauïque [153], pour la définition fréquentiste de Feldman-Cousins. Les calculs théoriques à
l’arbre et à une boucle sont effectués pour un point particulier dans l’espace des paramètres du MSSM :
tanβ = 35 , µ = −150 GeV, M = 150 GeV, A = 300 GeV, mg˜ = 300 GeV, mu˜ = 200 GeV,
mν˜ = 200 GeV,mb˜1 = 150 GeV,mt˜1 = 150 GeV.
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FIGURE 8.9 – Limites Bayesiennes obtenues après combinaison de tous les canaux [153]. Elles sont à
comparer à la figure 8.8(d).
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FIGURE 8.10 – Résultats de la figure 8.8(d) comparés au calcul théorique du rapport de branchement
BR(t→ H+b) en fonction deMH± et de tanβ , à l’ordre dominant [151].
TABLE 8.2 – Limites inférieures observées à 95% de niveau de confiance sur la masse du boson de Higgs
chargé, pour différentes valeurs de tanβ . Le calcul théorique de BR(t → H+b) en fonction deMH± est
effectué à l’ordre dominant [151] (voir figure 8.10).
tanβ 15 25 35 45 55 65 75
MH± (GeV) / 110 128 137 143 148 150
βtan 1 10
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FIGURE 8.11 – Contours d’exclusion à 95% de niveau de confiance dans le plan (tanβ,MH±) pour tous les
canaux combinés, avec Ldonne´es ≃ 1fb−1 [159]. La régionMH± < 80 GeV a été exclue par les recherches
effectuées au LEP (voir figure 8.2). En plus du modèle tauïque discuté dans le texte, cette figure présente le
résultat d’une recherche effectuée dans un scénario dit "leptophobique", où l’on suppose que boson H± se
désintègre exclusivement selon :H± → cs¯ .
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Conclusion et perspectives
Cette thèse est consacrée à la mesure de la section efficace de production de paires de quarks top dans
l’expérience DØ, et se concentre sur l’état final di-électron contenant deux électrons isolés de grande impul-
sion transverse, deux jets de particules de grande impulsion transverse et de l’énergie transverse manquante.
Une mesure de section efficace repose sur la connaissance précise des efficacités de sélection des
événements de signal et de bruits de fond. Étant donné que ces efficacités sont évaluées par simulation, une
fraction significative de ce travail a consisté à vérifier que la simulation reproduit fidèlement les données,
notamment en termes d’efficacité de reconstruction et d’identification pour les électrons et les jets. Puis
la sélection des événements tt¯ a pu être mise en place. Elle a été optimisée vis-à-vis de deux variables
cinématiques : la masse invariante de la paire d’électrons et l’énergie transverse manquante. Enfin, la section
efficace a été mesurée dans un échantillon de données de 1 fb−1, en supposant une masse de 170 GeV pour
le quark top :
σ(pp¯ → tt¯) = 9.6 +3.2−2.7 (stat) ± 1.0 (syst) +0.8−0.7 (lumi) pb
Cette mesure est en accord avec la valeur prédite dans le cadre du Modèle Standard, à savoir 7.9 ± 0.9 pb
(calcul perturbatif NLO+NLL).
Plusieurs pistes peuvent être envisagées pour améliorer la présente analyse. D’une part, la quantité
de données analysées dans ce manuscrit ne représente qu’un quart des données disponibles actuellement.
DØ a en effet enregistré plus de 4 fb−1 , et l’utilisation de la totalité des données réduirait de façon notable
l’incertitude statistique. D’autre part, un lot de données plus important permettrait de mettre en œuvre une
méthode d’identification des jets de quarks b , trop coûteuse jusqu’alors en terme d’efficacité. Comme les
paires de quarks top produisent deux quarks b dans l’état final, le "b-tagging" contribuerait à diminuer le ni-
veau de bruit de fond de manière drastique. Par ailleurs, l’emploi d’une technique de sélection multivariable
conduirait également à une meilleure discrimination entre signal et bruits de fond.
Dans le prolongement de la mesure de section efficace, une recherche de boson de Higgs chargé a été
entreprise. L’existence d’un bosonH± plus léger que le quark top pourrait se manifester par l’ouverture du
canal de désintégration t → H+b . Comme les modes de désintégration des bosons H± et W± diffèrent,
cette recherche a été menée dans plusieurs canaux simultanément : dilepton, ℓ+jets et τ+lepton. Une désin-
tégration non-standard du quark top apparaîtrait comme un excès d’événements dans certains canaux et un
déficit dans d’autres. Ces recherches se sont révélées infructueuses, et des limites ont été placées à 95 % de
niveau de confiance dans le plan (tanβ,MH±) . Afin de rendre les analyses plus sensibles à la présence d’un
boson H± , outre les pistes de réflexion proposées ci-dessus, il serait judicieux de développer une sélection
spécifique pour les processus tt¯→W±H∓ et tt¯→ H+H− .
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Le Tevatron détient encore pour quelques mois le monopole du quark top, mais le prochain avènement
du LHC est sur le point de changer la donne. Au LHC, la section efficace de production de paires de quarks
top sera environ 100 fois plus élevée qu’au Tevatron. Selon l’expression consacrée, le LHC sera une "usine à
quarks top" : pour une luminosité instantanée de 1033 cm−2.s−1, on s’attend à produire une paire top-antitop
par seconde. En revanche, la section efficace du processus Drell-Yan ne sera multipliée que par un facteur
10 (pour produire un boson Z/γ∗, un quark doit nécessairement interagir avec un antiquark de la mer). Les
canaux dilepton deviendront particulièrement appropriés pour une mesure de précision de la section efficace
de production de paires de quarks top, car l’incertitude sur les corrections d’échelle en énergie des jets y est
moins pénalisante que dans les canaux ℓ+jets. En outre, la réduction des incertitudes de mesure dans chacun
des états finals permettra de mieux contraindre voire peut-être de mettre en évidence l’existence d’un boson
de Higgs chargé. Au LHC, la connaissance précise des propriétés du quark top constituera un enjeu crucial
pour la recherche de phénomènes physiques au-delà du Modèle Standard.
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Annexe A
Calculs d’incertitude
A.1 Incertitude statistique sur une efficacité
De manière générique, lorsqu’on calcule l’efficacité d’un critère de sélection dans la simulation, on a :
ε =
N∑
i=1
ωi
N
(A.1)
où ωi correspond au poids de l’événement i . Si l’événement numéro j ne satisfait pas le critère de sélection
considéré, alors ωj = 0 . N correspond à un nombre d’événements subsistant à un certain stade de la
sélection. De fait, le nombre entier N correspond à la réalisation d’une variable aléatoire X régie par une
loi de Poisson. On supposera pour les besoins de la démonstration que N = 〈X〉 . On profite ensuite du
caractère additif de la loi de Poisson pour écrire formellement X comme la somme de N variables de
Poisson indépendantes de moyenne 1 :
X =
N∑
i=1
ki , ki ≡ P(µ = 1) −→ 〈X〉 = N (A.2)
Avec ce jeu d’écriture, ε devient également une variable aléatoire :
ε˜ =
N∑
i=1
ωiki
N∑
i=1
ki
(A.3)
Dès lors, le calcul de la variance pour la variable aléatoire ε˜ conduit directement au résultat souhaité, à savoir
l’incertitude statistique sur l’efficacité de sélection. Les variables aléatoires ki étant indépendantes 2 à 2, la
loi de propagation des erreurs se résume à :
∆ε˜2 =
N∑
i=1
(
∂ε˜
∂ki
)2
δk2i (A.4)
Dans cette dernière expression, l’écart-type δki vaut 1 par construction, car l’écart-type et la moyenne d’une
variable de Poisson ont même valeur. Après calcul de la dérivée partielle, il reste :
∆ε2 =
N
N∑
i=1
ω2i −
(
N∑
i=1
ωi
)2
N3
(A.5)
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A.2 Calcul d’incertitude pour la correction du spectre en pT du boson Z
La fonction de pondération utilisée pour corriger la distribution en impulsion transverse du boson Z au
niveau reconstruit s’écrit (voir section 7.6.1) :
f (x) =
p0
2
(
1 +Erf
(
x− p1
p2
√
2
))
×
(
1 + p3e
− x
p4
)
+ p5 (A.6)
Le calcul d’incertitude sur f est effectué par la formule de propagation des erreurs. On évalue pour
cela les dérivées partielles de f par rapport à chacun des 6 paramètres :
∂f
∂p0
=
1
2
(
1 + Erf
(
x− p1
p2
√
2
))
×
(
1 + p3e
− x
p4
)
∂f
∂p1
=
p0
2
( −1
p2
√
2
)
2√
π
e
−
(
x−p1
p2
√
2
)2 (
1 + p3e
− x
p4
)
∂f
∂p2
=
p0
2
(
−x− p1
p22
√
2
)
2√
π
e
−
(
x−p1
p2
√
2
)2 (
1 + p3e
− x
p4
)
∂f
∂p3
=
p0
2
(
1 +Erf
(
x− p1
p2
√
2
))
e
− x
p4
∂f
∂p4
=
x
p24
p0
2
(
1 +Erf
(
x− p1
p2
√
2
))
p3e
− x
p4
∂f
∂p5
= 1
(A.7)
L’incertitude sur f est donnée par :
df2 =
5∑
i,j=0
∂f
∂pi
∂f
∂pj
σ2ij (A.8)
où σ2ij est l’élément (i,j) de la matrice de covariance des paramètres.
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A.3 Propagation de l’incertitude statistique relative aux bins d’une correc-
tion binée
Pour un échantillon simulé, le nombre d’événements attendus s’écrit comme la somme des poids :
NMC =
Nevt∑
i=1
ωi (A.9)
Le poids ωi d’un événement i résulte de plusieurs corrections (corrections d’efficacité d’identification,
corrections de pondération, ...). Intéressons nous à une correction binée, i.e. une correction dont la valeur est
stockée dans un histogramme. Dans la somme ci-dessus, chaque événement i tombe dans un bin particulier
de l’histogramme. Remplaçons la sommation sur les événements i par une somme portant sur les bins de
l’histogramme :
Nevt∑
i=1
ωi =
Nbin∑
k=1
Nk∑
j=1
ωj,k (A.10)
Nk correspond au nombre d’entrées dans le bin k , et ωj,k désigne l’entrée j dans le bin k. On désignera par
SFk la valeur de la correction dans le bin k. Si l’on sépare la contribution de la correction binée du reste des
corrections, on peut écrire pour l’entrée j du bin k : ωj,k = SFk × zj,k . Ainsi :
Nbin∑
k=1
Nk∑
j=1
ωj,k =
Nbin∑
k=1
SFk
Nk∑
j=1
zj,k (A.11)
A cause de la taille limitée des échantillons de données (et des échantillons simulés, dans une moindre
mesure), la valeur SFk de la correction d’efficacité du bin k est déterminée à une incertitude statistique
σk près. En supposant les bins 2 à 2 indépendants, la propagation de l’erreur des bins se traduit par une
incertitude ∆NMC sur le nombre d’événements attendus :
(∆NMC)
2 =
Nbin∑
k=1
 Nk∑
j=1
zj,k
2 (dSFk)2 = Nbin∑
k=1
 Nk∑
j=1
zj,k
2σ2k (A.12)
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Annexe B
Bruit de fond "faux électrons"
B.1 Probabilité Pfake d’observer un événement "faux électron"
La démonstration sera établie pour un électron dont la vraisemblance lhood7 ∈ [α, 1] . Pour des
électrons top_loose, α = 0 et pour des électrons top_tight, α = 0.85 .
A l’intérieur de l’intervalle [α, 1] , les probabilités de trouver respectivement un vrai électron et un faux
électron sont respectivement :
Ps =
ns
∫ 1
α S(x)dx
ns
∫ 1
α S(x)dx+ nb
∫ 1
α B(x)dx
, Pb =
nb
∫ 1
α B(x)dx
ns
∫ 1
α S(x)dx+ nb
∫ 1
α B(x)dx
(B.1)
On a bien : Ps + Pb = 1 .
La probabilité conditionnelle de trouver un électron de vraisemblance lhood7 = xi , à dxi près, sachant
que cet électron fait partie de l’échantillon "Signal" (ou "QCD") s’écrit :
dP (lhood7 = xi|Signal) = S(xi)dxi∫ 1
α S(x)dx
, dP (lhood7 = xi|QCD) = B(xi)dxi∫ 1
α B(x)dx
(B.2)
La somme des probabilités vaut :∫ 1
α
dP (lhood7 = xi|Signal) =
∫ 1
α
dP (lhood7 = xi|QCD) = 1 (B.3)
Par ailleurs, la probabilité dP (lhood7 = xi) de trouver un objet électromagnétique (qu’il soit un vrai ou un
faux électron), peut être décomposée selon :
dP (lhood7 = xi) = dP (lhood7 = xi|Signal)× Ps + dP (lhood7 = xi|QCD)× Pb (B.4)
Le dernier élément intervenant dans le calcul de la probabilité Pfake est le théorème de Bayes, qui s’énonce
dans le cas présent :
dP (lhooh7 = xi, Signal) = dP (lhood7 = xi|Signal)× Ps
= dP (Signal|lhood7 = xi)× dP (lhood7 = xi)
(B.5)
Ce théorème permet de remonter à la probabilité conditionnelle souhaitée, à savoir la probabilité que le
candidat électron soit un vrai électron, sachant que sa vraisemblance vaut lhood7 = xi :
dP (Signal|lhood7 = xi) = dP (lhood7 = xi|Signal)× Ps
dP (lhood7 = xi|Signal)× Ps + dP (lhood7 = xi|QCD)× Pb (B.6)
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En réinjectant l’expression explicite de chaque composante, il reste après simplification :
dP (Signal|lhood7 = xi) = nsS(xi)
nsS(xi) + nbB(xi) (B.7)
et similairement,
dP (QCD|lhood7 = xi) = nbB(xi)
nsS(xi) + nbB(xi) (B.8)
ce qui assure :
dP (Signal|lhood7 = xi) + dP (QCD|lhood7 = xi) = 1 (B.9)
Finalement, la probabilité d’observer un ou deux faux électrons dans un événement donné prend la forme :
Pfake = dP (Signal|lhood7 = x1)× dP (QCD|lhood7 = x2)
+ dP (QCD|lhood7 = x1)× dP (Signal|lhood7 = x2)
+ dP (QCD|lhood7 = x1)× dP (QCD|lhood7 = x2)
= 1− dP (Signal|lhood7 = x1)× dP (Signal|lhood7 = x2)
(B.10)
ou plus simplement,
Pfake = 1− nsS(x1)
nsS(x1) + nbB(x1) ×
nsS(x2)
nsS(x2) + nbB(x2) (B.11)
On note que le résultat final ne fait pas intervenir le paramètre α , introduit pour délimiter la région en
vraisemblance de l’électron : lhood7 ∈ [α, 1] .
B.2 Calcul d’incertitude sur la probabilité Pfake
Dans ce paragraphe,PDF désignera indistinctement les densités de probabilité de la variable lhood7 pour
les électrons des échantillons "Signal" (S) et "QCD" (B). Les densités de probabilité sont paramétrées par
la fonction (voir paragraphe 6.1) :
PDF = c0 (α0 − 1) (µ0 − x)
−α0
(µ0 − 1)1−α0 − µ1−α00
+ c1
(1− α1) (µ1 + x)−α1
(µ1 + 1)
1−α1 − µ1−α11
+ c2 (B.12)
Le calcul des dérivées partielles par rapport aux coefficients ci est trivial. Pour les autres paramètres,
le résultat est détaillé ci-dessous :
∂PDF
∂α0
=
c0 (µ0 − x)−α0
(µ0 − 1)1−α0 − µ1−α00
×
{
1 + ln(µ0 − x)(1− α0) + (α0 − 1)
(
ln(µ0)µ
1−α0
0 − ln(µ0 − 1)(µ0 − 1)1−α0
(µ0 − 1)1−α0 − µ1−α00
)}
∂PDF
∂µ0
=
c0 (α0 − 1) (µ0 − x)−α0
(µ0 − 1)1−α0 − µ1−α00
×
{
−α0
µ0 − x + (α0 − 1)
(µ0 − 1)−α0 − µ−α00
(µ0 − 1)1−α0 − µ1−α00
}
∂PDF
∂α1
=
−c1 (µ1 + x)−α1
(µ1 + 1)
1−α1 − µ1−α11
×
{
1 + ln(µ1 + x)(1− α1) + (1− α1)
(
ln(µ1)µ
1−α1
1 − ln(µ1 + 1)(µ1 + 1)1−α1
(µ1 + 1)
1−α1 − µ1−α11
)}
∂PDF
∂µ1
=
−c1 (1− α1) (µ1 + x)−α1
(µ1 + 1)
1−α1 − µ1−α11
×
{
α1
µ1 + x
+ (1− α1) (µ1 + 1)
−α1 − µ−α11
(µ1 + 1)
1−α1 − µ1−α11
}
(B.13)
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L’erreur sur la densité de probabilité issue de l’incertitude sur les paramètres {pi} = {ci, αi, µi} est
calculée par la formule de propagation :
(dPDF)2 =
∑
i,j
∂(PDF)
∂pi
∂(PDF)
∂pj
σ2ij (B.14)
La probabilité d’observer un événement de bruit de fond s’écrit :
P = 1− nsS(x1)
nsS(x1) + nbB(x1)
× nsS(x2)
nsS(x2) + nbB(x2)
(B.15)
L’erreur sur cette probabilité provient de l’incertitude statistique sur ns, nb, et de l’erreur sur les densités de
probabilité S(xi), B(xi) évaluée ci-dessus. Les dérivées partielles utilisées dans la formule de propagation
sont :
∂P
∂ns
=
nsS(x1)S(x2)
(nsS(x1) + nbB(x1))(nsS(x2) + nbB(x2))
×
{
−2 + ns 2nsS(x1)S(x2) + nb (S(x1)B(x2) + S(x2)B(x1))
(nsS(x1) + nbB(x1))(nsS(x2) + nbB(x2))
}
∂P
∂nb
=
n2sS(x1)S(x2)
{(nsS(x1) + nbB(x1))(nsS(x2) + nbB(x2))}2
× {ns(S(x1)B(x2) + S(x2)B(x1)) + 2nbB(x1)B(x2)}
∂P
∂S(xi)
=
n2s
(nsS(x1) + nbB(x1))(nsS(x2) + nbB(x2))
{
−S(xj) + ns
nsS(xi) + nbB(xi)
}
∂P
∂B(xi)
=
n2snbS(x1)S(x2)
(nsS(xi) + nbB(xi))2(nsS(xj) + nbB(xj))
(B.16)
Finalement,
dP 2 =
(
∂P
∂ns
)2
σ2ns +
(
∂P
∂nb
)2
σ2nb +
∑
i=1,2
{(
∂P
∂S(xi)
)2
dS2(xi) +
(
∂P
∂B(xi)
)2
dB2(xi)
}
(B.17)
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Annexe C
Procédure de calcul de limites
Considérons une observable X , représentée par la variable aléatoireX . Cette variable aléatoire est ca-
ractérisée par sa densité de probabilité f(x, θ), que l’on détermine en réalisant une série de mesures. Dans ce
qui suit, on supposera que la densité de probabilité dépend d’un seul paramètre inconnu θ , dont on cherche
à estimer la vraie valeur θv .
Le résultat de l’estimation peut être présenté de diverses manières. Lorsque l’on dispose d’un nombre suf-
fisant de mesures expérimentales, on mentionne généralement le résultat sous la forme : θˆ ± σθˆ , où θˆ est
un estimateur et σθˆ l’écart-type associé. Quand le nombre de mesures est plus limité, ou lorsque la den-
sité de probabilité de l’estimateur θˆ n’est pas gaussienne, on choisit plutôt la convention des intervalles de
confiance.
Les deux procédures permettant de construire un intervalle [θ−, θ+] associé à un niveau de confiance
α sont les méthodes Bayesienne et fréquentiste, conceptuellement différentes :
• du point de vue fréquentiste, le paramètre vrai θv n’est pas une variable aléatoire, mais un para-
mètre inconnu fixé. Les bornes θ− et θ+ , elles, sont des variables aléatoires, et α correspond à la
probabilité que l’intervalle [θ−, θ+] recouvre la vraie valeur θv
• dans la construction Bayesienne, on considère que θv est une variable aléatoire, et l’on cherche θ− et
θ+ tels que θv ait une probabilité α de se trouver dans l’intervalle [θ−, θ+]
C.1 Méthode fréquentiste
La construction fréquentiste de l’intervalle de confiance proposée initialement par Neyman est effec-
tuée en plusieurs étapes [160] :
• on commence par choisir une valeur θ = θ0 . On cherche alors l’intervalle [x−, x+] qui vérifie :
P (x− < x < x+) = α =
∫ x+
x−
f(x, θ0)dx (C.1)
Comme le choix des bornes x− et x+ n’est pas unique, Neyman propose de "symétriser" l’intervalle
de confiance (figure C.1) :∫ x−
−∞
f(x, θ0)dx =
1− α
2
=
∫ +∞
x+
f(x, θ0)dx (C.2)
Cet intervalle [x−, x+] est déterminé pour θ = θ0 .
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FIGURE C.1 – Définition de l’intervalle de confiance au sens de Neyman. Exemple d’une densité de proba-
bilité f(x, θ0) gaussienne.
• on répète la procédure pour toutes les valeurs possibles (physiquement acceptables) du paramètre θ .
Ce faisant, on obtient deux courbes caractéristiques : x−(θ) et x+(θ) . La région comprise entre ces
deux courbes est appelée "confidence belt" (région de confiance). Elle est mentionnée en gris dans
la figure C.2(a).
(a) Calcul des intervalles de confiance à θ fixé. La région de
confiance grisée est obtenue en balayant la région permise
pour θ .
(b) Estimation de l’intervalle de confiance sur le paramètre
θ , via le résultat de la mesure x.
FIGURE C.2 – Détermination en deux temps de l’intervalle de confiance pour le paramètre θ .
• il est désormais possible de déterminer l’intervalle de confiance sur le paramètre θ , à savoir [θ−, θ+] ,
pour le niveau de confiance α , car on connaît le résultat x de la mesure :
P
(
x−(θ) < x < x+(θ)
)
= α = P
(
θ−(x) < θ < θ+(x)
)
(C.3)
Cette dernière étape est schématiquement représentée à la figure C.2(b).
Dans certains cas, plutôt qu’un intervalle du type [θ−, θ+], il peut être "souhaitable" de n’indiquer
qu’une limite supérieure ou inférieure sur le paramètre recherché. La seule modification à opérer dans la
démarche présentée ci-dessus est :
• x− → −∞ pour une limite inférieure :∫ x+
−∞
f(x, θ0)dx = 1− α (C.4)
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• x+ → +∞ pour une limite supérieure :∫ +∞
x−
f(x, θ0)dx = 1− α (C.5)
Dans la prescription de Neyman, le choix entre limite et intervalle de confiance est laissé à l’utilisateur,
et s’effectue souvent a posteriori. En pratique, on estime le paramètre θ après avoir réalisé la mesure x . Si le
résultat de l’estimation se situe dans une région non physique, ou proche d’une région non physique, alors
on fait le choix d’une limite supérieure/inférieure. Si par contre, θˆ est loin des régions non physiques, on
décide d’adopter un intervalle de confiance de la forme [θ−, θ+] .
obsN
0 1 2 3 4 5 6 7 8
s
0
1
2
3
4
5
FIGURE C.3 – Problème du "flip-flop" dans la construction de Neyman. Dans une expérience, on mesure un
nombre d’événements µ = s+b . On cherche une région de confiance pour le signal s , connaissant de façon
précise le nombre d’événements de bruit de fond attendu b = 1. On choisit de mettre une limite à 90% de
niveau de confiance sur s si l’on observe moins de 1 événement dans les données (région en brun), et un
intervalle à 90% de niveau de confiance dans le cas contraire (région grisée). Si l’on observe en moyenne
moins de 5.5 événements, la probabilité de "couvrir" la vraie valeur de s est inférieure à 90% (l’intervalle
horizontalN− < Nobs < N+ à s fixé, pour s ≃ 2.5 par exemple, est inférieur à l’intervalle à 90% de niveau
de confiance donné par chacune des constructions ("limite" en brun et "intervalle" en gris).
Au-delà du caractère arbitraire d’une telle décision se pose le problème dit du "flip-flop", expliqué
en détail à la figure C.3. Pour cette raison, les limites sur BR(t → H+b) ont été établies par une autre
prescription fréquentiste : celle de Feldman et Cousins. Elle consiste à changer le critère qui dicte, lors de la
construction des intervalles en à θ = θ0 fixé (figures C.1 et C.2(a)), quelles valeurs de x doivent être incluses
dans l’intervalle de confiance. La construction de Neyman revient à choisir les valeurs de x pour lesquelles
la densité de probabilité f(x, θ0) est la plus grande. Feldman et Cousins proposent de choisir les valeurs de
x en fonction du rapport :
r(x, θ0) =
f(x, θ0)
f(x, θˆ(x))
(C.6)
aussi appelé rapport des vraisemblances. Dans ce rapport, l’estimation θˆ est fonction de x : la valeur la plus
probable pour le paramètre θ est conditionnée par le résultat x de la mesure. Pour construire l’intervalle
de confiance [x−, x+] , on sélectionne les valeurs de x par valeur décroissante de r , jusqu’à ce que l’on
atteigne le niveau de confiance α :∫ x+
x−
f(x, θ0)dx = α , les valeurs de x sont choisies par valeur de´croissante de r(x, θ0) (C.7)
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Dans la prescription de Feldman et Cousins [161, 162], on spécifie uniquement le niveau de confiance
α . La distinction entre limite supérieure/inférieure et intervalle de confiance n’est plus un choix laissé à
l’utilisateur, mais résulte de la construction, ce qui résout le problème du "flip-flop".
La prise en compte des incertitudes systématiques dans la construction fréquentiste est discutée dans
le chapitre 8 portant sur la recherche d’un boson de Higgs chargé.
C.2 Approche Bayesienne
Cette méthode repose sur le théorème de Bayes, qui s’énonce comme suit :
P (A,B) = P (A|B)× P (B) = P (B|A)× P (A) (C.8)
P (A|B) désigne la probabilité que la condition A soit vérifiée sachant que la condition B est vraie, et
P (A,B) correspond à la probabilité que les hypothèses A et B soient simultanément vérifiées. Si l’on
considère l’ensemble des possibilités pour la condition de type A :
P (B)×
∑
n
P (An|B)︸ ︷︷ ︸
=1
=
∑
n
P (B|An)P (An) (C.9)
Ainsi,
P (A|B) = P (B|A)× P (A)∑
n
P (B|An)P (An) (C.10)
Dans le cas d’un paramètre continu, la densité de probabilité du paramètre θ sachant que le résultat de la
mesure est x s’écrit :
f(θ| x) = L(x| θ)π(θ)
+∞∫
−∞
L(x| θ)π(θ)dθ
(C.11)
où L(x| θ) désigne la fonction de vraisemblance "habituelle", construite comme la probabilité de Poisson
d’observer x événements lorsqu’on en attend ν en moyenne, connaissant la valeur du paramètre θ :
L(x| θ) = ν
x
x!
e−ν avec ν = ν(θ) (C.12)
La densité de probabilité π(θ) est appelée le prior, ou encore densité de probabilité a priori, et nous est
totalement inconnue. En général, on adopte un prior uniformément distribué dans les régions physiques (on
considère que toutes les valeurs autorisées pour θ sont a priori équiprobables), et nul en dehors.
f(θ| x) est nommée posterior, ou densité de probabilité a posteriori. Elle est par construction normalisée à
l’unité. Pour un niveau de confiance α ,
• les limites inférieure θ+ et supérieure θ− sont respectivement données par :∫ θ+
−∞
f(θ| x)dθ = α et
∫ +∞
θ−
f(θ| x)dθ = α (C.13)
• l’intervalle de confiance [θ−, θ+] est calculé comme :∫ θ+
θ−
f(θ| x)dθ = α (C.14)
Pour définir de manière unique les bornes θ− et θ+, on travaille à f(θ) décroissant (on n’utilise pas
la prescription symétrique de Neyman).
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C.3 Incertitudes systématiques dans la méthode Bayesienne
Bien que la fonction de vraisemblance L(x| θ) ne dépende explicitement que d’un paramètre inconnu
θ, il est possible que le résultat x de la mesure soit conditionné par d’autres paramètres. Cependant, s’ils
sont parfaitement déterminés, ces paramètres supplémentaires n’ont pas de raison de figurer dans la fonction
de vraisemblance : L(x| θ, ρ) ≡ L(x| θ) si ρ = ρ0 = cte .
Les incertitudes systématiques sont prises en compte dans la fonction de vraisemblance par l’intermé-
diaire de tels paramètres ρ, appelés paramètres de nuisance, et considérés cette fois comme des variables
aléatoires. Dans ce cadre plus général, l’expression de la densité de probabilité a posteriori est :
f(θ, ρ| x) = L(x, θ, ρ)π(θ, ρ)∫ L(x, θ, ρ)π(θ, ρ)dθdρ (C.15)
où π(ρ, θ) correspond à la densité de probabilité conjointe a priori pour les paramètres θ et ρ . Si ces derniers
sont indépendants, le prior se factorise sous la forme : π(θ, ρ) = π(θ)π(ρ) .
En général, on s’affranchit de la dépendance explicite de L vis-à-vis des paramètres de nuisance, car
on ne s’intéresse qu’au paramètre θ . On définit pour cela une fonction de vraisemblance "marginale" :
Lm(x, θ) =
∫
L(x, θ, ρ)π(ρ)dρ (C.16)
et la densité de probabilité a posteriori marginale :
fm(θ| x) =
∫
f(θ, ρ| x)dρ telle que fm(θ| x) = Lm(x| θ)π(θ)+∞∫
−∞
Lm(x| θ)π(θ)dθ
(C.17)
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Résumé
Le quark top a été découvert en 1995 par les collaborations CDF et DØ dans les collisions proton-
antiproton du Tevatron. Aujourd’hui, la quantité de données collectées par chaque expérience est devenue
suffisante pour étudier avec precision ce quark très massif. Cette thèse est consacrée à la mesure de la sec-
tion efficace de production de paires de quarks top par interaction forte, dans un état final contenant deux
électrons, deux jets de particules et de l’énergie transverse manquante. Elle utilise un échantillon de don-
nées de 1 fb−1 enregistré par l’expérience DØ entre 2002 et 2006. La reconstruction et l’identification des
électrons et des jets sont primordiales pour cette analyse, et ont été étudiées dans une topologie où un boson
Z est produit en association avec un ou plusieurs jets. Le processus Z+jets constitue en effet le bruit de fond
physique dominant pour la production top-antitop dans l’état final di-électron.
Le principal enjeu de la mesure de section efficace est la vérification des prédictions du Modèle Stan-
dard. Dans ce manuscrit, ce résultat est également interprété pour extraire de façon indirecte la masse du
quark top. Par ailleurs, la mesure de la section efficace est sensible à une éventuelle manifestation de nou-
velle physique telle que l’existence d’un boson de Higgs chargé. La sélection établie pour mesurer la section
efficace de production top-antitop a été mise à profit pour rechercher un boson H+ plus léger que le quark
top, ce dernier pouvant ainsi se désintégrer en un bosonW+ ou H+ et un quark b. Dans le modèle étudié,
le bosonH+ se désintègre exclusivement en un lepton tau et un neutrino.
Summary
The top quark has been discovered in 1995 by CDF and DØ collaborations in proton-antiproton col-
lisions at the Tevatron. The amount of data recorded by both experiments makes it possible to accurately
measure the properties of this very massive quark. This thesis is devoted to the measurement of the top pair
production cross-section via the strong interaction, in a final state composed of two electrons, two particle
jets and missing transverse energy. It is based on a 1 fb−1 data set collected by the DØ experiment between
2002 and 2006. The reconstruction and identification of electrons and jets is of major importance in this
analysis, and have been studied in events where a Z boson is produced together with one or more jets. The
Z+jets process is indeed the dominant physics background to top pair production in the dielectron final state.
The primary goal of this cross-section measurement is to verify Standard Model predictions. In this
document, this result is also interpreted to indirectly extract the top quark mass. Moreover, the cross-section
measurement is sensitive to new physics such as the existence of a charged Higgs boson. The selection
established for the cross-section analysis has been used to search for aH+ boson lighter than the top quark,
where the latter can decay into a W+ or H+ boson and a b quark. The model that has been studied makes
the assumption that theH+ boson can only decay into a tau lepton and a neutrino.
