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The tendency for flows in microfluidic systems to behave linearly poses a chal-
lenge for designing integrated flow control schemes to carry out complex fluid
processing tasks. This hindrance has led to the use of numerous external con-
trol devices to manipulate flows, thereby thwarting the potential scalability
and portability of lab-on-a-chip technology. Here, we devise a microfluidic net-
work exhibiting nonlinear flow dynamics that enable new mechanisms for on-
chip flow control. This network is shown to exhibit oscillatory output patterns,
bistable flow states, hysteresis, signal amplification, and negative-conductance
transitions, all without reliance on dedicated external control hardware, mov-
able parts, flexible components, or oscillatory inputs. These dynamics arise
from nonlinear fluid inertia effects in laminar flows that we amplify and har-
ness through the design of the network geometry. We suggest that these results,
which are supported by fluid dynamical simulations and theoretical modeling,
have the potential to inspire development of new built-in control capabilities,
such as on-chip timing and synchronized flow patterns.
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Introduction
Microfluidic systems—networks of miniature flow channels capable of processing fluids—are
now commonly used in applications ranging from chemical analysis (1) and flow cytometry (2)
to computing (3) and point-of-care diagnostics (4). The value of microfluidic networks is man-
ifest in their utility for manipulating fluid motion with precision. However, such manipulation
is often controlled through the use of external hardware (4–6). For instance, microscopic valves
generally need to be actuated by macroscopic, computer-operated pumps (7), which has im-
peded development of portable microfluidic systems (4, 6). The need for active control stems
from the low Reynolds numbers typical of microfluidic flows, whereby fluid inertia forces are
small relative to viscous dissipation, causing flow rate changes to be linearly related to pressure
changes (8). Thus, it remains challenging to design integrated control mechanisms that are ca-
pable of inducing responsive flow dynamics, such as oscillations, switching, and amplification,
without relying on nonlinear input signals or moveable parts.
Nonetheless, significant progress has been made in the development of built-in microflu-
idic controls. State-of-the-art approaches for incorporating passive valves for flow-rate regula-
tion generally take advantage of flexible membranes and surfaces to generate nonlinear fluid-
structure interactions (9–11). Complex flow patterns and operations have been implemented
in such networks, but flexible components can hinder integration, yield to high driving pres-
sures, and may require polymer materials that are not chemically compatible with the working
fluid (4, 6, 12). On the other hand, recent appreciation has emerged for the impact and utility
of fluid inertia effects on manipulating local flow dynamics in microfluidics (13, 14). It has
been shown that even for moderate Reynolds numbers, the formation of vortices and secondary
flows can be exploited for particle segregation (15–18), mixing fluids (19, 20), and diverting
flow streams (21, 22).
Here, we present a microfluidic network construction that demonstrates new dynamics re-
sulting from fluid inertia, which, importantly, can serve as novel flow control mechanisms and
facilitate the design of integrated microfluidic systems. Our network exhibits: (i) spontaneous
emergence of persistent flow-rate oscillations for fixed driving pressures; (ii) hysteretic flow
behavior in which more than one set of stable flow rates exist for the same driving pressures;
and (iii) negative-conductance transitions, whereby an increase (decrease) in the driving pres-
sure leads to a discontinuous decrease (increase) in the flow rate. These behaviors are inter-
esting in their own right, and are analogous to to behaviors formerly sought through different
approaches. Oscillations have been implemented in microfluidic networks by using flexible
components (23,24) and utilized as a timing mechanism (11,25). Hysteresis has been explored
through the implementation of hysteretic valves and, along with oscillatory driving, found ap-
plications in establishing microfluidic logic systems (10, 26). Non-monotonic pressure-flow
relationships analogous to negative-conductance transitions, have been previously sought using
flexible diaphragm valves (27, 28) and used for signal amplification and flow switching. Our
network does not include flexible components nor relies on oscillatory inputs. Instead, the be-
haviors in (i)-(iii) arise by structuring the network so that dynamic vortices are generated in
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the flow and nonlinear fluid inertia effects are amplified. The results presented in this work
are derived from simulations of the Navier-Stokes equations and an analytical dynamical model
developed to capture the diverse flow properties of the network.
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Figure 1: Microfluidic network structure. (A) Circuit schematic of the network, where the
labels denote pressures (Pi), channel resistances (Ri), and flow rates (Qi). The inlet and outlet
pressures are identified by the superscripts “in” and “out”, respectively, and the positive flow
directions are indicated by arrows. Two channels exhibit variable (flow-dependent) resistance
due to the presence of obstacles. (B-C) Geometric structure of the chicane (B) and obstacle-
laden (C) channels. The blue curves mark example streamlines and specify flow direction. The
closed streamlines in (B) represent vortices that form near the barriers and r marks the linear
size of the left vortex. (D) Network topology of the circuit in (A), where the length of each
channel segment is labeled by Li.
Microfluidic network description and simulation results
A circuit schematic of our microfluidic network is shown in Fig. 1. The network consists of five
channel segments that are constructed into two parallel paths connected by a transversal path.
Generally, the steady-state relation between the flow rate Q through a microfluidic channel and
the pressure loss ∆P along the channel takes the form ∆P = RQ, where R is the (absolute)
fluidic resistance of the channel. WhenR is constant, this relation is analogous to Ohm’s law for
electronic resistors (29,30). Therefore, we represent the three (straight) channels in the network
that exhibit constant fluidic resistance as linear resistors in the schematic (Fig. 1A). The two
remaining channels include either a chicane of blade-like barriers (Fig. 1B) or an array of six
cylindrical obstacles (Fig. 1C) that induce nonlinear pressure-flow relations and are represented
as nonlinear resistors. As we show below, the obstacle-laden channel serves to amplify inertial
effects and the chicane channel gives rise to oscillations. The lengths of the channels vary
(Fig. 1D) but all share a common width w of 500µm. The cylindrical obstacles have a radius
of w/5 and the two barriers, which extend to the center of the chicane channel, are of thickness
w/10. No-slip boundary conditions are assumed at all surfaces, and we consider the static
pressure at the outlets of the system P out to be held at a fixed common value, taken to be zero.
At the inlets, we control either the pressures (P in1 and P
in
2 ) or the flow rates (Q1 and Q2).
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We present the outstanding properties of this microfluidic network through fluid dynamics
simulations of incompressible flow in two-dimensions. We consider a water-like working fluid
with density ρ = 1000 kg/m3 and dynamic viscosity µ = 10−3 Pa·s. In microfluidics, pressure-
driven flow is used across a variety of applications (5), whereby the system inlets are connected
to a pressurized fluid reservoir, the outlets are open to atmosphere (or a lower pressure reser-
voir), and flow is driven by the resulting pressure gradient. Here, we investigate the case in
which a common static pressure is applied at the inlets, that is P in1 = P
in
2 = P
in, which cor-
responds to the physical scenario in which the inlets are connected to a high pressure reservoir
through intermediate passive pressure regulators.
In Fig. 2A, we show simulation results of the total flow rate QT = Q1 + Q2 through the
network in Fig. 1 over a range of driving pressures, P in, from which we observe two strik-
ing properties. First, for P in within two disjoint ranges, two stable solutions for the total flow
rate exist. Second, a subset of solutions are unsteady and exhibit oscillating flow rates (sup-
plementary materials, fig. S3, and Movie S1), despite P in being fixed. In particular, we find
that at a critical value of P in, solutions along the high-flow branch (red symbols in Fig. 2A)
become small-amplitude limit cycles. The corresponding amplitudes and periods grow with
P in (the frequency of the oscillations range from 4 to 20 Hz; see supplementary materials and
fig. S2), and at a higher critical P in the limit cycle collides with the unstable branch, thereby
destabilizing the high-flow solution branch. An important property of the oscillating solutions
is that the proportions of the flow rates through different channel segments also become time-
dependent (Fig. 2B). Bistability and spontaneous oscillations have been previously studied in
fixed-structure microfluidic networks when feedback loops are incorporated (31) or when mul-
tiple working fluids with different viscosities are used (32). However, neither of these mecha-
nisms are required in our system.
Another outstanding property that arises from the bistability in our system is the possibility
of negative-conductance transitions and other sudden transitions in QT that result from small
changes in P in. We characterize these transitions, which occur at the boundaries of the bistable
regions (Fig. 2A), by defining (local) fluidic conductance and resistance as C = δQT/δP in
and its reciprocal, respectively. Here, δ indicates a finite change and P in is the controlled
variable. Therefore, negative-conductance and negative-resistance transitions occur when an
increase (decrease) in P in leads to a decrease (increase) in QT . More importantly, our system
exhibits transition points, as shown in Fig. 3A, at which C(δP in) diverges in the limit of small
δP in: two points at which C(δP in → 0) = +∞, corresponding to positive-conductance tran-
sitions, and two points at which C(δP in → 0) = −∞, corresponding to negative-conductance
transitions. Figure 3B shows that related transitions emerge when the flow rate QT , rather
than the pressure P in, is taken as the control variable. In this case, a change in QT can lead
to transitions in which P in changes by a finite amount. In particular, the later includes signal
amplification transitions, which are remarkable transitions in which an infinitesimal increase
(decrease) in QT leads to a finite decrease (increase) in P in. Both the pressure and flow driven
transitions reported here are intimately related to the emergence of hysteresis in the system,
which is another consequence of bistability that has potential applications in the development
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Figure 2: Bistability and spontaneous oscillations. (A) Bifurcation diagram of total flow rate
as a function of the inlet pressure P in, generated from direct simulations of the network in Fig. 1
for P in1 = P
in
2 = P
in. There exist stable high-flow (red) and low-flow (blue) solution branches,
separated by an unstable intermediate-flow branch (black). Oscillating solutions arise sponta-
neously along the high-flow branch, where the oscillation amplitude is indicated by the shaded
region. The Reynolds number for flows through the chicane channel and the obstacle-laden
channel are in the range of 14–90 and 80–155, respectively. The solutions for P in = 180 Pa,
marked with a, b, and c, will be used as references in comparing with other figures. The unstable
solutions are determined through flow-controlled simulations (see supplementary materials and
fig. S1). (B) Time series of the proportion of flow exiting the obstacle-laden channel that passes
through the chicane channel (Q3/Q4) for two driving pressures that yield oscillatory flows,
showing that frequency decreases and amplitude increases as the driving pressure is increased.
of systems with built-in memory.
The solutions belonging to the different branches in Fig. 2A can be further distinguished by
the flow rates through specific channels as well as the internal flow structure. It is particularly
insightful to examine the streamlines around the complex geometry in the chicane channel,
and the associated flow rate Q3. In Fig. 4A, we show the streamlines corresponding to the
three labeled states in Fig. 2A. A number of steady vortices are observed in the flow around the
barriers. The sizes of the vortices are correlated and we designate r to be the size of one of them,
as labeled in Figs. 1B and 4A. We use a one-dimensional measure for r, taken to be the distance
from the barrier to the vortex reattachment point along the channel wall. In Fig. 4, B and C, we
show that bothQ3 and r differ markedly for solutions belonging to the three branches in Fig. 2A
and that oscillations simultaneously emerge in these variables (supplementary materials, fig. S3,
and Movie S1). Notably, solutions along the high- (low) flow branch in Fig. 2A correspond to
large (small) values of Q3 and r.
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Figure 3: Hysteresis and flow state transitions. (A) Hysteresis loop and resulting negative-
conductance transitions for the network in Fig. 1 when quasistatically increasing (red) or de-
creasing (blue) the inlet driving pressure. (B) Counterpart of (A) and resulting signal amplifi-
cation transitions when quasistatically varying the total flow rate. For the latter, Q1 and Q2 are
controlled so as to maintain equal pressures at the inlets.
We determine the relationship between r and Q3 by performing simulations in which the
flow rates at both inlets (Q1 and Q2) are controlled. From these simulations we compute r, Q3,
and the pressure loss along the chicane channel ∆P34, where the latter corresponds approxi-
mately to P3 − P4 (Fig. 1). In Fig. 5, we show relations between these quantities for sets of
simulations in which Q1 is fixed while Q2 is varied. We observe nonlinear relations between r
and Q3 (Fig. 5A), between Q3 and the pressure loss along the chicane channel (Fig. 5B), and
between r and the fluidic resistance of the chicane channel (Fig. 5C). These nonlinear relations
suggest a coupling between the pressure-flow relation of the chicane channel and the vortex
size. We also note that discontinuities arise in the pressure-flow relation for the chicane channel
(Fig. 5B) that result from abrupt changes in the vortex size as Q2 is varied (Fig. 5A). These
discontinuities show the emergence of regions where the pressure-flow relation is negatively
sloped, which correspond to regions of negative differential resistance.
Analytical dynamical model
We now construct an analytical model of the system in Fig. 1 that characterizes our simulation
results. For unidirectional laminar flow through a straight channel, the average flow rate of an
incompressible fluid can be approximated from the Navier-Stokes equations as
lQ˙ = ∆P −RQ, (1)
where the dot implies a time derivative and l may be referred to as the fluidic inductance (33).
For flow through a two-dimensional channel of length L, where the characteristic time scale
of the flow is larger than the viscous time scale, the fluidic resistance and inductance can be
approximated as R = 12µL/w3 and l = ρL/w. More generally, when the time scale of the
flow exceeds the viscous time, memory effects in R and l become significant. Under steady
flow conditions, Eq. 1 reduces to ∆P = RQ.
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Figure 4: Flow structure in chicane channel. (A) Streamlines corresponding to the labeled
solutions in Fig. 2A show variations in the vortices around the blade barriers. The size of one
of the vortices is denoted by r. (B-C) Bifurcation diagrams for Q3 (B) and r (C), corresponding
to all simulation results presented in Fig. 2A.
One of the assumptions in the derivation of Eq. 1 is that all streamlines of the channel
flow are straight, which causes the nonlinear inertial terms in the Navier-Stokes equations
to vanish. Streamlines in the chicane channel clearly violate this assumption (Fig. 4A) and
nonlinear effects are therefore expected to be present. Indeed, we observe an approximately
quadratic relation between the chicane channel resistance, R3, and the vortex size, r, for 60 <
r < 400µm (Fig. 5C). To construct an approximate dynamical equation for Q3, we use the
form of Eq. 1 with the constant resistance replaced by a function of r. Specifically, we take
R3(r) = 12µ(Lb + γ(r − rb)2)/w3, where Lb serves as a base component of the resistance, γ
is a constant coefficient of the variable component that depends on the vortex size, and rb is the
vortex size that minimizes the resistance (from Fig. 5C, rb ≈ 150µm). With this added depen-
dence on r, we must also account for the dynamics of the vortex size. The steady-state relation
betweenQ3 and r found through flow-controlled simulations (Fig. 5A) can be well fit by a cubic
equation of the form Q3 −Q∗3 = η(r− r∗)3 − ξ(r− r∗), where η and ξ are positive parameters
and Q∗3 and r
∗ are constants that shift the cubic relation from the origin. For simplicity, we
consider the growth rate of r to be proportional to the deviation from this equilibrium relation.
Therefore, the dynamical equations that characterize the chicane channel take the form
r˙ = ε
(
Q3 −Q∗3 − η(r − r∗)3 + ξ(r − r∗)
)
, (2)
Q˙3 =
w∆P34
ρL3
− 12ν
w2L3
(
Lb + γ(r − rb)2
)
Q3, (3)
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Figure 5: Vortex-flow rate interaction. (A-C) Navier-Stokes simulation results of the network
in Fig. 1 for fixed values of Q1 as Q2 is increased, from which we determine the relation be-
tween Q3 and r (A), the pressure-flow relation for the chicane channel (B), and the dependence
of the chicane channel resistance on r (C). Transitions are evident at the points of discontinuity
in (B), which can be associated with the points of discontinuity in Fig. 3, albeit for different
control and independent variables. The pressures P3 and P4 are approximated from simulations
by averaging pressure values sampled across the channel width near the chicane channel junc-
tions. The chicane channel resistance is defined as (P3 − P4)/Q3 and is non-dimensionalized
by dividing it by µ/w2.
where ε is a positive constant. For suitable parameters, we find these equations capture the most
salient properties in Fig. 4, B and C. We show in Fig. 6 that for different ∆P34, Eqs. 2-3 can
exhibit bistability and stable limit cycle solutions. We note that the additional dependence of the
relations presented in Fig. 5 on Q1 can be accounted for by allowing η and Lb to be functions
of Q1 (supplementary materials).
A second nonlinear element of the network in Fig. 1 is the obstacle-laden channel. As the
flow rate through this channel segment increases, stationary eddies form in the wake of the
obstacles for moderate Reynolds numbers. The presence of many of these obstacles in close
proximity generates large velocity gradients in the surrounding flow, which amplifies energy
dissipation and results in an overall nonlinear pressure-flow relation for steady flow through the
channel. This equilibrium relation is well characterized by the Forchheimer equation used to
describe steady flow through porous media, where inertial effects become significant when Re
is of order 10 (34). The Forchheimer equation takes the form ∆P = αµLV +βρLV 2, where V
is the average velocity, α is the reciprocal permeability, and β is the non-Darcy flow coefficient.
The latter two parameters are solely dependent on the system geometry, and not on the working
fluid. For our two-dimensional channel with obstacles, we take V = Q4/w so that the pressure-
flow relation for the channel becomes P4 = αµL4Q4/w + βρL4Q24/w
2, where α and β are
fit from simulations (supplementary materials and fig. S4). We account for this nonlinearity in
a dynamical equation for Q4 by using a flow-rate-dependent function in place of the constant
resistance in Eq. 1. Specifically, we take R4(Q4) = αµL4/w + βρL4Q4/w2 so as to recover
the Forchheimer equation in steady flow. A consequence of the nonlinearity of this channel is
that it gives rise to a non-monotonic relation between the pressure difference across the chicane
channel and P in. As P in is increased from zero, Q3 initially increases, before decreasing, as
indicated by the low-flow solution branch in Fig. 4B.
We now construct the dynamical model for the full network in Fig. 1 as follows: (i) we
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Figure 6: Analytical dynamical model of flow through the chicane channel. (A-D) Phase
space plots showing example trajectories (red and green curves) and streamlines (grey curves),
generated from Eqs. 2-3 for the flow rate and vortex dynamics at different values of ∆P34.
Fixed point solutions to the equations exist at the intersections of the r and Q3 nullclines (i.e.,
the curves in phase space for which r˙ = Q˙3 = 0). The solution set may consist of one steady
solution (A), three steady solutions (two stable, one unstable) (B), two steady solutions (one
stable, one unstable) and a stable limit cycle (C), or a single stable limit cycle (D), depending
on the value of ∆P34. (E) Bifurcation diagram of Q3 produced for Eqs. 2-3. The parameters
used here are: Q∗3 = 25µL/s per mm depth, rb = 146µm, r
∗ = 250µm, Lb = 0.146 cm,
γ = 0.264µm−1, ε = 4166 m−1.
use flow relations of the form in Eq. 1 with constant resistances for the three channel segments
without obstacles and with a flow rate dependent resistance function (discussed above) for the
obstacle-laden channel; (ii) we use Eqs. 2-3 to describe the flow rate and vortex dynamics in
the chicane channel with ∆P34 substituted by (ζP3 − P4), where ζ is a free parameter that may
deviate from 1 to account for an effective pressure difference across the chicane channel due
to the finite size of the channel junctions; and (iii) we account for the most dominant minor
pressure losses due to diverging flows at the channel junctions (35). For the latter, we include
terms of the form kQ3Q5/Q1 in the flow equations forQ3 andQ5, where k is a positive constant.
This leads to six ordinary differential equations (five for flow rates and one for the vortex size),
which can be reduced to four equations by making use of the equations that account for flow rate
conservation at the channel junctions: Q1 = Q3 + Q5 and Q2 = Q4 − Q3 (see supplementary
materials for details of the model).
The model predictions of the total flow rate, chicane channel flow rate, and vortex size for
the network in Fig. 1 under a common driving pressure at the inlets are presented in supple-
mentary materials fig. S5. The model captures well the complex solution structure observed in
Figs. 2A and 4, B and C, shows strong quantitative agreement with simulations, and provides
several interpretations for the observed flow behavior. First, spontaneous oscillations are found
to arise through the transition from a fixed-point solution to a stable limit cycle via a super-
critical Hopf bifurcation. The amplitude of the limit cycle grows with the driving pressure and
eventually collides with the unstable solution surface of Q3 and r, as shown in Fig. S5, thereby
destabilizing the oscillating solution through a homoclinic bifurcation. Second, the nonlinearity
arising from the Forchheimer effect gives rise to the two distinct bistable regions (and thus two
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negative-conductance transitions), as a result of the non-monotonic relation between P in and
the pressure loss along the chicane channel. Third, the difference in the total flow rate between
the solution branches is primarily determined by the minor losses. Without these terms, the
model may still predict bistability, but the difference in total flow rate for solutions belonging
to different branches would be negligible.
Our model can also be used to integrate the nonlinear behaviors described above into larger
microfluidic systems. As an example, we consider an extended network with three outlets (sup-
plementary material, fig. S6), with two separate inlet flows. By driving the flows through this
network using a common pressure, three unique oscillatory flow compositions can be realized
at the outlets. Our model predictions show that the flow composition at the individual outlets is
different, but the flow rate at the outlets oscillate in phase (supplementary materials, fig. S6B).
Thus, the property that flow rates through all channel segments oscillate with the same period
can be extended to larger networks and used to produce synchronized, time-dependent output
flow patterns.
Discussion
Motivated by the challenge of developing built-in controls in microfluidics, we identified mech-
anisms that can facilitate integration without dependence on movable parts or external actuation
(other than through the working flow). This includes our demonstration of self-sustained oscil-
lations, which can be used for timing and synchronization of flows through different channels;
multistability and associated transitions, which can be used for signal amplification and switch-
ing, and hysteresis; which could serve as a possible mechanism for memory. In particular,
we demonstrated the emergence of spontaneous periodic variations in the relative uptake rates
from different inlets, which can be explored to generate time-dependent mixtures and output
flow patterns. While these dynamical behaviors may resemble those found in microelectronics,
they rely on effects that do not have direct analogs in electrical networks, namely fluid inertia
and the resulting nonlinearity arising from interactions between components.
Our results demonstrate that fluid inertia effects can be amplified and induce behaviors in
fixed-structure microfluidic systems that have not been previously generated without external
actuation. Indeed, the negative-conductance transitions, spontaneous oscillations, hysteresis,
and multistability simulated and modeled in our system all emerge as a consequence of cou-
pling between the geometric structure of the network and fluid inertia effects. Flows around
obstacles and through the porous-like channel are determinant for generating these dynamics.
Porous media microfluidics have become important for the study of flows through natural sys-
tems and lab-controlled experiments (36). In this work, we placed new emphasis on the viability
of porous-like structures to serve as nonlinear fluid resistors and harness fluid inertia effects for
non-local flow control throughout the network, which, crucially, can be realized as a built-in
mechanism. Given that our system can be constructed from rigid materials, it is able to with-
stand a wide range of driving pressures (e.g., 1 Pa–106 Pa), which facilitates implementation
across the length scales relevant to microfluidics.
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The flow dynamics that arise in our system can be tailored for various applications. Mi-
crofluidic systems capable of carrying out sequential operations generally require a timing
mechanism that is either generated from an external device or through the use of flexible
valves (25). The oscillations that arise in our system could serve as an on-chip frequency refer-
ence and enable process synchronization or waveform synthesis. Moreover, the vortex dynam-
ics that give rise to the oscillations may be used to enhance state-of-the-art methods for par-
ticle sorting and manipulation that function through interactions between particles and micro-
vortices (37). In particular, vortex dynamics can be used to produce complex (and even chaotic)
particle trajectories in laminar flows (38). Finally, microfluidic networks are now widely used in
the study of colloids (39) and active matter (40). Our system offers a rich environment to further
investigate these materials given that they exhibit surprising collective behavior when placed in
different flow fields (41) and when driven through porous media (42). Moving forward, we an-
ticipate that the coupling of fluid inertia effects and network geometry can be further explored
across microfluidic applications to yield new built-in flow control functionality.
Materials and Methods
Navier-Stokes simulations
Our simulations of the Navier-Stokes equations for incompressible fluid were performed using
OpenFOAM-version 4.1. Meshes of the system geometry were generated using Gmsh-version
2.9.3, with average cell area ranging from 10 to 70µm2. The pisoFoam and simpleFoam solvers
in OpenFOAM were used for time-dependent and steady-state simulations, respectively. For
simulations where a Dirichlet static pressure boundary condition was used at an inlet/outlet, a
Neumann boundary condition was used to set the gradient of the velocity field to zero in the
direction normal to the inlet/outlet. This combination of boundary conditions results in a fully-
developed velocity profile at the inlet/outlet, and corresponds to the physical situation in which
the channels extend upstream and downstream of the computational domain. Similarly, when
instead the flow rate was controlled at an inlet, a parabolic velocity profile was specified and
a zero-gradient boundary condition was used for the pressure. Values for P3 and P4 in Fig. 5
were measured by averaging the pressure sampled across the channel width at a distance 3w/5
downstream of the chicane channel junctions.
Network dimensions
For the network presented in Fig. 1, the individual channel segment lengths, as labeled in
Fig. 1D, are: L1 = 0.1, L2 = 0.6, L3 = 0.1, L4 = 1.0, and L5 = 0.5, all in cm. The
cylindrical obstacles in the obstacle-laden channel (Fig. 1C) are separated by a distance of ap-
proximately 6w/5, where w = 500µm is the channel width (common to all channels in the
network). The blade-like barriers in the chicane channel (Fig. 1B) are each placed a distance
w/2 from the midpoint of the axis along the channel.
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Reynolds numbers
The characteristic length scale used in defining the Reynolds numbers of the flows is the hy-
draulic diameter of the channels, defined as 4A/P , where A is the area and P is the perimeter
of the channel cross section (common to all channel segments). In two dimensions, the hy-
draulic diameter is 2w and the characteristic velocity used is Q/w. Therefore, we define the
Reynolds number for individual channel segments to be 2ρQ/µ, where Q is the associated flow
rate through the channel.
References
1. M. Geertz, D. Shore, S. J. Maerkl, Massively parallel measurements of molecular inter-
action kinetics on a microfluidic platform. Proc. Natl. Acad. Sci. USA 109, 16540–16545
(2012).
2. B. K. McKenna, J. G. Evans, M. C. Cheung, D. J. Ehrlich, A parallel microfluidic flow
cytometer for high-content screening. Nat. Methods 8, 401–403 (2011).
3. G. Katsikis, J. S. Cybulski, M. Prakash, Synchronous universal droplet logic and control.
Nat. Phys. 11, 588–596 (2015).
4. E. K. Sackmann, A. L. Fulton, D. J. Beebe, The present and future role of microfluidics in
biomedical research. Nature 507, 181–189 (2014).
5. S. Pennathur, Flow control in microfluidics: Are the workhorse flows adequate?. Lab Chip
8, 383–387 (2008).
6. L. R. Volpatti, A. K. Yetisen, Commercialization of microfluidic devices. Trends Biotech-
nol. 32, 347–350 (2014).
7. M. A. Unger, H.-P. Chou, T. Thorsen, A. Scherer, S. R. Quake, Monolithic microfabricated
valves and pumps by multilayer soft lithography. Science 288, 113–117 (2000).
8. T. M. Squires, S. R. Quake, Microfluidics: Fluid physics at the nanoliter scale. Rev. Mod.
Phys. 77, 977–1026 (2005).
9. E. Seker, D. C. Leslie, H. Haj-Harari, J. P. Landers, M. Utz, M. R. Begley, Nonlinear
pressure-flow relationships for passive microfluidic valves. Lab Chip 9, 2691–2697 (2009).
10. J. A. Weaver, J. Melin, D. Stark, S. R. Quake, M. A. Horowitz, Static control logic for
microfluidic devices using pressure-gain valves. Nat. Phys. 6, 218–223 (2010).
11. B. Mosadegh, C.-H. Kuo, Y.-C. Tung, Y.-s. Torisawa, T. Bersano-Begey, H. Tavana,
S. Takayama, Integrated elastomeric components for autonomous regulation of sequential
and oscillatory flow switching in microfluidic devices. Nat. Phys. 6, 433–437 (2010).
12
12. G. M. Whitesides, The origins and the future of microfluidics. Nature 442, 368–373 (2006).
13. J. Zhang, S. Yan, D. Yuan, G. Alici, N.-T. Nguyen, M. E. Warkiani, W. Li, Fundamentals
and applications of inertial microfluidics: A review. Lab Chip 16, 10–34 (2016).
14. D. Stoecklein, D. Di Carlo, Nonlinear Microfluidics. Anal. Chem. 91, 296–314 (2019).
15. D. Di Carlo, J. F. Edd, K. J. Humphry, H. A. Stone, M. Toner, Particle segregation and
dynamics in confined flows. Phys. Rev. Lett. 102, 094503 (2009).
16. K. K. Chen, C. W. Rowley, H. A. Stone, Vortex dynamics in a pipe T-junction: Recircula-
tion and sensitivity. Phys. Fluids 27, 034107 (2015).
17. X. Wang, I. Papautsky, Size-based microfluidic multimodal microparticle sorter. Lab Chip
15, 1350–1359 (2015).
18. M. Rafeie, J. Zhang, M. Asadnia, W. Li, M. E. Warkiani, Multiplexing slanted spiral mi-
crochannels for ultra-fast blood plasma separation. Lab Chip 16, 2791–2802 (2016).
19. A. P. Sudarsan, V. M. Ugaz, Multivortex micromixing. Proc. Natl. Acad. Sci. USA 103,
7228–7233 (2006).
20. S. J. Haward, R. J. Poole, M. A. Alves, P. J. Oliveira, N. Goldenfeld, A. Q. Shen, Tricritical
spiral vortex instability in cross-slot flow. Phys. Rev. E 93, 031101 (2016).
21. V. Tesarˇ, H. C. H. Bandalusena, Bistable diverter valve in microfluidics. Exp. Fluids 50,
1225–1233 (2011).
22. H. Amini, E. Sollier, M. Masaeli, Y. Xie, B. Ganapathysubramanian, H. A. Stone, Engi-
neering fluid flow using sequenced microstructures. Nat. Commun. 4, 1826 (2013).
23. T. S.J. Lammerink, N. R. Tas, J. W. Berenschot, M. C. Elwenspoek, J. H.J. Fluitman, Mi-
cromachined hydraulic astable multivibrator. Proc. IEEE Micro Electro Mech. Systems, 13
(1995).
24. N. R. Tas, T. S.J. Lammerink, J. W. Berenschot, M. C. Elwenspoek, A. van den Berg, Scal-
ing behaviour of pressure-driven micro-hydraulic systems. 2002 International Conference
on Modeling and Simulation of Microsystems-MSM 2002, 174–177 (2002).
25. P. N. Duncan, T. V. Nguyen, E. E. Hui, Pneumatic oscillator circuits for timing and control
of integrated microfluidics. Proc. Natl. Acad. Sci. USA 110, 18104–18109 (2013).
26. M. Rhee, M. A. Burns, Microfluidic pneumatic logic circuits and digital pneumatic micro-
processors for integrated microfluidic systems. Lab Chip 9, 3131–3143 (2009).
13
27. H. M. Xia, J. W. Wu, Z. P. Wang, The negative-differential-resistance (NDR) mechanism
of a hydroelastic microfluidic oscillator. J. Micromech. Microeng. 27, 075001 (2017).
28. M. Gomez, D. E. Moulton, D. Vella, Passive control of viscous flow via elastic snap-
through. Phys. Rev. Lett. 119, 144502 (2017).
29. K. W. Oh, K. Lee, B. Ahn, E. P. Furlani, Design of pressure-driven microfluidic networks
using electric circuit analogy. Lab Chip 12, 515–545 (2012).
30. F. Perdigones, A. Luque, J. M. Quero, Correspondence between electronics and fluids in
MEMS: Designing microfluidic systems using electronics. IEEE Ind. Electron. Mag. 8,
6–17 (2014).
31. R. Khelfaoui, S. Colin, S. Orieux, R. Caen, L. Baldas, Numerical and experimental analysis
of monostable mini- and micro-oscillators. Heat Transf. Eng. 30, 121–129 (2009).
32. B. D. Storey, D. V. Hellen, N. J. Karst, J. B. Geddes, Observations of spontaneous oscilla-
tions in simple two-fluid networks. Phys. Rev. E 91, 023004 (2015).
33. D. C. Leslie, C. J. Easley, E. Seker, J. M. Karlinsey, M. Utz, M. R. Begley, J. P. Landers,
Frequency-specific flow control in microfluidic circuits with passive elastomeric features.
Nat. Phys. 5, 231–235 (2009).
34. J. S. Andrade Jr., U. M. S. Costa, M. P. Almeida, H. A. Makse, H. E. Stanley, Inertial effects
on fluid flow through disordered porous media. Phys. Rev. Lett. 82, 5249–5252 (1999).
35. Crane, Flow of fluids through valves, fittings, and pipe: Technical paper No. 410 (Crane
Co., 2010).
36. A. Anbari, H.-T. Chien, S. S. Datta, W. Deng, D. A. Weitz, Microfluidic model porous
media: fabrication and applications. Small 14, 1703575 (2018).
37. M. Dhar, J. N. Lam, T. Walser, S. M. Dubinett, M. Rettig, D. Di Carlo Functional profiling
of circulating tumor cells with an integrated vortex capture and single-cell protease activity
assay. Proc. Natl. Acad. Sci. USA 115, 9986–9991 (2018).
38. G. Karolyi, A. Pentek, I. Scheuring, T. Tel, Z. Toroczkai, Chaotic flow: The physics of
species coexistence. Proc. Natl. Acad. Sci. USA 97, 13661–13665 (2000).
39. K. W. Desmond, E. R. Weeks, Measurement of Stress Redistribution in Flowing Emulsions.
Phys. Rev. Lett. 115, 098302 (2015).
40. F. G. Woodhouse, J. Dunkel, Active matter logic for autonomous microfluidics, Nat. Com-
mun. 8, 15169 (2017).
14
41. M. Han, J. K. Whitmer, E. Luijten, Dynamics and structure of colloidal aggregates under
microchannel flow. Soft Matter 15, 744 (2019).
42. S. Shin, J. T. Ault, P. B. Warren, H. A. Stone, Accumulation of colloidal particles in flow
junctions induced by fluid flow and diffusiophoresis. Phys. Rev. X 7, 041038 (2017).
Acknowledgments
Funding: This work was supported by ARO Grant No. W911NF-15-1-0272 and a Northwest-
ern University Presidential Fellowship.
Competing interests: The authors declare no competing interests.
Data and material availability: All supporting data and materials are available upon request,
by contacting A.E.M.
Supplementary materials
Supplementary Text
Figs. S1 to S7
Movie S1
15
SUPPLEMENTARY MATERIAL
Spontaneous oscillations and negative-conductance transitions in microfluidic networks
Daniel J. Case, Jean-Re´gis Angilella, and Adilson E. Motter
Contents
S1 Supplementary Text 1
S1.1 Supporting results on direct fluid dynamics simulations . . . . . . . . . . . . . 1
S1.2 Dynamical model of microfluidic network . . . . . . . . . . . . . . . . . . . . 3
S2 Supplementary Movie 9
S1 Supplementary Text
S1.1 Supporting results on direct fluid dynamics simulations
Flow-controlled Navier-Stokes simulations
To show how multistability arises for pressure-driven flows through the network in Fig. 1, we
present additional simulations in which pressure is controlled at one inlet (P in1 ), flow rate is
controlled at the other inlet (Q2), and the resulting value of P in2 is measured. In fig. S1, we show
the relative difference between the inlet pressures for several examples in which P in1 is fixed with
Q2 being varied. Points where this difference vanishes (i.e., crossings of the horizontal axis)
indicate potential solutions for the case in which P in1 and P
in
2 are controlled to be equal. This is
an indirect way of identifying both the stable and unstable solutions for the pressure-controlled
simulations since, by their very nature, the latter are not directly observable. Indeed, we see for
low driving pressure (fig. S1A) a single solution exists, and as the pressure is increased, two
additional solutions emerge through a saddle-node bifurcation. The three solutions indicated
by a, b, and c in fig. S1B correspond to the labeled solutions in Bistable Region I in Fig. 2A.
For a higher driving pressure (fig. S1C), the only indicated solution for which pressures at the
inlets are equal occurs over a discontinuity and corresponds to a driving pressure in Fig. 2A
that yields a single unsteady solution. For still higher pressures (fig. S1D), multiple solutions
reemerge and correspond to solutions within Bistable Region II in Fig. 2A. We determine the
stability of all identified solutions by performing time-dependent simulations.
Flow-rate and vortex oscillations
For unsteady solutions along the high-flow branch in Figs. 2A and 4, B and C, all variables (flow
rates and vortex size) oscillate with the same period. The period of the oscillating solutions as a
1
A B
DC
a b c
Figure S1: Flow-controlled Navier-Stokes simulations reveal bistability. (A - D) Relative
difference in inlet pressures of the network in Fig. 1 for fixed P in1 with Q2 varied. In accordance
with the two bistable regions identified in Fig. 2A, the number of axis crossings, as P in1 is
fixed to higher values, varies between one (A and C) and three (B and D). The total flow rates
corresponding to the solutions labeled in (B) are marked in Fig. 2A.
function of the driving pressure P in is presented in fig. S2. As the driving pressure approaches
the value at which the unsteady solutions become unstable, the period of the oscillations di-
verges, which is indicative of a homoclinic bifurcation, whereby the stable limit cycle collides
with the unstable solution surface.
Example time series for the total flow rate, vortex size, and flow rate through the chicane
channel are presented in fig. S3 for two values of P in. Two timescales are particularly evident
in the oscillations of the flow rate through the chicane channel (fig. S3, B and E) and the vortex
size (fig. S3, C and F), whereby a comparatively slow growth in each of these quantities is
followed by a rapid decline. As the amplitude of the oscillations in the flow rate grow along
the high-flow solution branch, so does the amplitude in the oscillations of the vortex size. For
high enough driving pressures, the vortex vanishes for a very short time relative to its period, as
shown in the time series of r in fig. S3F. To better facilitate the visualization of the oscillation
amplitude in Fig. 4C, the maximum amplitude value was taken to be the maximum value of
r over one oscillation period at each driving pressure, while the minimum was taken to be the
value of r at which the magnitude of dr/dtwas minimized (other than at the extrema of r). This
adjusted minimum represents the minimum vortex size outside of the the very short time range
in which the vortex vanishes.
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Figure S2: Divergence of oscillation period. Period of oscillation of unsteady solutions along
the high-flow branch in Fig. 2A for different values of P in. The dots represent the results from
Navier-Stokes simulations, and the interpolating dashed line is a guide to the eye.
S1.2 Dynamical model of microfluidic network
The model describing flows through the network in Fig. 1 is based on Eqs. 1-3 in the main text.
For the flow equations of Q1, Q2, and Q5, we use the form in Eq. 1, where the resistances take
the standard form for a two-dimensional channel, 12µLi/w3. The corresponding length of each
channel segment is labeled in Fig. 1D.
Chicane channel flow and vortex dynamics
To characterize the flow rate through the chicane channel, we use Eqs. 2-3, which couple the
pressure-flow relation and vortex dynamics. We account for the additional dependence of Eq. 2
on Q1, as observed in Fig. 5A, by allowing η to be a function of Q1. To keep the model simple,
we define
η(Q1) = p+ q Q1, (S1)
where p and q are constants. Further, we set
ξ =
(r∗)3η −Q∗
r∗
, (S2)
which ensures that r = 0 for Q3 = 0, corresponding to the physical requirement that the vortex
vanishes as the flow rate goes to zero.
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Figure S3: Example time series of oscillating solutions determined by Navier-Stokes sim-
ulations. (A and D) Oscillations in the total flow rate, (B and E) flow rate through the chicane
channel, and (C and F) vortex size for two different fixed driving pressures, P in = 220 Pa (A-
C) and P in = 330 Pa (D-F). The symbols represent measurements from direct fluid dynamics
simulations, sampled uniformly in time, and the interpolating line is used to guide the eye.
The pressure drop ∆P34 in Eq. 3 corresponds to the pressure loss along the chicane channel.
This loss is approximately equal to P3 − P4 (Fig. 1A). However, the pressure field can vary
significantly over short distances at the channel junctions. To account for this effect, as well as
the fact that the chicane channel has a comparatively wide width and short length, we define the
effective pressure drop as ζP3−P4, where ζ is a constant expected to be near one. We also note
that the measured resistance of the chicane channel (Fig. 5C) also shows dependence on Q1.
This can be included in the model by allowing Lb in Eq. 3 to vary with Q1, but this modification
did not present marked differences in the model prediction, so we chose not to include it here.
Flow through obstacle-laden channel
The channel with flow rate Q4 contains six cylindrical obstacles. For steady flow, the pressure-
flow relation is well-characterized by the Forchheimer equation, as discussed in the main text,
whereby the pressure loss along the channel depends quadratically on the flow rate. The steady
4
pressure-flow relation takes the form
∆P =
αµL
w
Q+
βρL
w2
Q2. (S3)
In fig. S4, we show that our simulation results conform to this equation for the isolated obstacle-
laden channel. The observed linear relation betweenQ and ∆P/Qwith non-zero slope indicates
an approximately quadratic relation between Q and ∆P . This nonlinearity arises as a result of
large velocity gradients and eddies that form in the wakes of the obstacles as the flow rate is
increased, which thereby alters the fluidic resistance of the channel. Therefore, we approximate
the dynamic flow-rate relation for Q4 by using Eq. 1 with the resistance R replaced by the
flow-rate-dependent expression R4(Q4) = αµL4/w + βρL4Q4/w2.
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Figure S4: Nonlinear flow through channel with obstacles. The Navier-Stokes simulation
results (symbols) show the relation between the fluidic resistance, ∆P/Q, and the flow rate, Q,
for a channel with six cylindrical obstacles. The linear fit (dashed line) confirms that ∆P is
well approximated by Eq. S3. The channel length is 1 cm, and the fitted values of α and β are
1.24 × 108 m−2 and 513 m−1, respectively. The resistance is non-dimensionalized by dividing
it by µ/w2.
5
Minor losses at channel junctions
The Reynolds numbers of the flows through the system are up to the order of 100 for the chicane
and obstacle-laden channels and up to the order of 1000 for obstacle-free channels. Given that
nonlinearity arises in the pressure-flow relations for different channels, fluid inertia effects are
clearly significant. Therefore, additional pressure losses in areas where streamlines combine,
diverge, or bend—so called minor losses—should be considered. The flow rates Q1 and Q5
are an order of magnitude higher than elsewhere in the network, since the absence of obstacles
in the associated channels yield low fluidic resistances. As a result, the most dominant minor
losses are expected to occur at the junction of Q1, Q3, and Q5. Minor loss terms are typically
found empirically for different geometries, and at flow junctions they generally take the form of
a scaling factor that depends on the flow rate with a coefficient that is a function of the ratio of
diverging flows (36). The scaling factor and coefficient can each be nonlinear, in principle, but
for our model we use the simple expression kQ3Q5/Q1, where k is a constant. A term of this
form is included in the flow rate equation for Q3 and Q5, with independent values of k.
Non-dimensional model equations
Our model of the microfluidic network in Fig. 1 is constructed from equations describing each
component of the network and includes terms that account for interactions between components,
as described in the preceding sections. The variables and parameters in the model can be non-
dimensionalized using the following definitions:
P =
P
ρν2/w2
; Q =
Q
ν
; L = 12
L
w
; r = 12
r
w
; γ =
γw
12
; t = t
ν
w2
;
η =
η
ν
(
w
12
)3
; p =
p
ν
(
w
12
)3
; q = q
(
w
12
)3
; ξ = ξ
w
12ν
; α = w2α, β = wβ; ε = 12wε;
(S4)
where t indicates time and ν = µ/ρ is the kinematic viscosity.
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The complete set of non-dimensional equations that define the model read:
Q˙1 = 12
(
P in1 − P3
L1
−Q1
)
, (S5)
Q˙2 = 12
(
P in2 − P4
L2
−Q2
)
, (S6)
Q˙3 = 12
(
ζP3 − P4
L3
− 1
L3
(
Lb + γ(r − rb)2
)
Q3 + k3
(Q5
Q1
)
Q3
)
, (S7)
Q˙4 = 12
(
P4
L4
− 1
12
(α + βQ4)Q4
)
, (S8)
Q˙5 = 12
(
P3
L5
−Q5 + k5
(Q3
Q1
)
Q5
)
, (S9)
r˙ = ε
(
(Q3 −Q∗3)− η(Q1)(r − r∗)3 + ξ(r − r∗)
)
, (S10)
Q1 = Q3 +Q5, (S11)
Q2 = Q4 −Q3, (S12)
where the bars over non-dimensional quantities are omitted for brevity.
For η(Q1) and ξ in Eq. S10, we use non-dimensionalized forms of Eqs. S1-S2. In view of
Eqs. S11-S12, the model can be reduced to only four equations for the variable Q1, Q2, Q3, and
r. We show the model prediction of the system dynamics in fig. S5.
Model parameters
The undeclared parameter values we use for the model predictions in fig. S5 are as follows.
For the channel widths and lengths, as labeled in Fig. 1D, we use the same values as in the
simulations. The fitted values of α and β are declared in the caption of fig. S4. The remaining
non-dimensional parameters are:
ζ = 1.08, Lb = 42, γ = 7.35, rb = 4.1, r
∗ = 5.5, ε = 10.9,
k3 = 15.75, k5 = 12, Q
∗
3 = 25, p = 0.12, q = 0.8× 10−5,
(S13)
where p and q are used in the non-dimensional form of Eq. S1.
Three-outlet network
We demonstrate how different output flow patterns can be generated in an expanded version
of the network detailed above. Specifically, we consider the scenario in which three additional
channel segments without obstacles are incorporated into the network described in Fig. 1, re-
sulting in a system with three outlets, shown in fig. S6.
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Figure S5: Model predictions of network flow dynamics. Bifurcation diagrams produced by
our model for the total flow rate, flow rate through the chicane channel (left inset), and vortex
size (right inset). Model parameters were fit to simulation results.
A schematic of the three-outlet network is presented in fig. S7. The predictions of the outlet
flows presented in fig. S6B are derived from a dynamic model constructed in the same manner as
in Eqs. S5-S12. The model consists of ten flow rate equations (one for each channel segment),
five flow-rate conservation equations, and one equation for the vortex dynamics. Aside from
the channel segment lengths, all parameter values used are the same as in Eq. S13. The channel
segment lengths used for the prediction in fig. S6B and corresponding to the labels in fig. S7
are: L1 = 0.1035, L2 = 0.3, L3 = 0.1, L4 = 10.0, L5 = 0.3, L6 = 1.0, L7 = 0.45, L8 = 0.1,
L9 = 0.02, L10 = 0.05, all in cm. Finally, the driving pressure used was Pin = 350 Pa, which
yielded oscillating flows throughout the network.
8
Figure S6: Synchronous output patterns. (A) Schematic of extended microfluidic network
with three outlets, where inlet flows are marked orange and green, the inlet pressure is held
fixed at Pin = 350 Pa, and the outlet pressure is held fixed at zero. (B) Model predictions for
the network shown in (A), where the green areas show the portions of the flows that originate
from the bottom inlet (left axis) and the dashed lines indicate the total flow rate through the
respective outlet (right axis).
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Figure S7: Network schematic of three-outlet system in fig. S6A. The length of each channel
segment is denoted by Li.
S2 Supplementary Movie
Movie S1. Streamlines of the flow through the chicane channel illustrate oscillations in the flow
rates and vortex size. The static pressure at the inlets is held constant at 220 Pa. The arrows
indicate the average flow direction and the unit of time is seconds.
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