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BAB I  
PENDAHULUAN 
 
1.1 Latar Belakang 
Pengolahan data menjadi hal yang sangat diperhatikan oleh banyak 
perusahaan. Para data scientist di setiap perusahaan mencari pola-pola terstruktur 
yang terdapat dalam  data yang mereka miliki. Mereka menggali potensi dari 
pemanfaatan dan  monetisasi data yang dalam beberapa kasus dapat meningkatkan 
keuntungan bisnis (KDNuggets, 2017). Salah satu metode yang sering digunakan 
oleh para data scientist yaitu machine learning. 
Machine learning yang merupakan bagian dari kecerdasan buatan dapat 
digunakan untuk membantu para data scientist menemukan pola dalam suatu data. 
Machine learning merupakan cabang ilmu komputer yang berkaitan erat dengan 
algoritma yang bisa belajar dari data (Kohavi & Provost, 1998) dan 
diimplementasikan pada mesin atau komputer untuk belajar memecahkan masalah 
tanpa terprogram dengan jelas (Mitchell, 1997).  
Dalam machine learning, data yang akan digunakan perlu memasuki tahap 
learning terlebih dahulu agar algoritma dalam machine learning dapat bekerja dan 
membuat keputusan. Learning terhadap data dapat dilakukan dengan beberapa  
algoritma yang dikelompokkan menjadi supervised, unsupervised, semi-
supervised, dan reinforcement learning (Ayodele, 2010). Salah satu bentuk dari 
supervised learning adalah regresi. Regresi biasanya digunakan untuk 
memprediksi suatu nilai keluaran dari data nyata yang dikumpulkan seperti 
menentukan tinggi anak perempuan berdasarkan tinggi ibu mereka dan 
menentukan panjang ikan berdasarkan umur mereka (Weisberg, 2014). Prediksi 
pada regresi dapat dimodelkan dengan algoritma Gradient Descent (GD) yang 
terdapat dalam machine learning. GD (Cauchy, 1847) adalah algoritma optimasi 
orde pertama untuk mencari nilai minimum lokal dari suatu fungsi. GD masih 
terus dikembangkan oleh banyak peneliti yang berusaha melakukan optimasi agar 
kinerja GD dapat terus ditingkatkan. GD telah banyak digunakan dalam berbagai 
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implementasi dan salah satunya yaitu bidang komputasi paralel (Zinkevich dkk., 
2010). 
Fokus utama dari penelitian ini yaitu melanjutkan penelitian tentang 
pengembangan R Package “gradDescent 3.0” untuk implementasi metode 
berbasis Gradient Descent (Wijaya, 2017). Pada penelitian tersebut terdapat 14 
algoritma yang diimplementasikan yaitu GD, Mini-Batch Gradient Descent 
(MBGD), Stochastic Gradient Descent (SGD), Stochastic Average Gradient 
Descent (SAGD), Momentum Gradient Descent (MGD), Accelerated Gradient 
Descent (AGD), Adagrad, Adadelta, RMSprop, Adam, Semi-Stochastic Gradient 
Descent (S2GD), Stochastic Variance Reduced Gradient (SVRG), Stochastic 
Recursive Gradient Algorithm (SARAH)), dan Stochastic Recursive Gradient 
Algorithm+ (SARAH+). Pada penelitian tersebut setiap algoritma yang digunakan 
masih berjalan secara standalone sedangkan jumlah data yang diproses di masa 
mendatang cenderung semakin besar. Atas dasar hal tersebut, dalam penelitian ini 
akan diimplementasikan metode parallel computing agar pemrosesan yang 
dilakukan algoritma-algoritma tersebut dapat berjalan di lebih dari satu processor 
dengan harapan waktu eksekusi pemrosesan menjadi lebih cepat. 
Parallel computing adalah jenis komputasi di mana banyak komputasi yang 
dilakukan secara bersamaan, yang beroperasi pada prinsip bahwa masalah besar 
dapat dibagi menjadi lebih kecil, yang kemudian diselesaikan dengan waktu yang 
sama (Almasi & Gottlieb, 1989). Model parallel computing pernah diusulkan 
untuk simulasi dinamika populasi di demografi (Montañola-Sales dkk., 2016). 
Penelitian tersebut membahas kekhasan simulasi dinamika populasi dengan 
metode paralel diskrit dalam simulasi.  
Dalam penelitian ini akan digunakan bahasa R karena dirasa ideal untuk 
menangani kasus data analisis dan statistik yang memanfaatkan data yang besar 
(Ihaka & Gentleman, 1996). R merupakan perangkat yang banyak digunakan 
untuk kasus analisis data, data mining dan data science berdasarkan survei 
(KDNuggets, 2017) dan melebihi perangkat lain seperti MATLAB, Python, SAS, 
dan SPSS. R memiliki suatu portal jaringan atau repository resmi bernama The 
Comprehensive R Archive Network (CRAN). CRAN dapat diakses untuk 
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mengunduh intepreter  
dan beragam package maupun mengunggah package yang sesuai dengan standar 
yang telah ditentukan. R juga sudah mendukung parallel computing dengan 
memanfaatkan package yang tersedia di CRAN pada task High Performance and 
Parallel Computing with R.  Package yang akan digunakan pada penelitian ini 
yaitu “foreach” (Weston, 2017) , “doSNOW” (Analytics & Weston, 2014), dan 
„„pbdMPI‟‟ (Chen dkk., 2012)  
Hasil dari penelitian ini baru dapat diketahui bila adanya datasets yang 
representatif untuk digunakan sebagai bahan uji. Uji kasus dalam penelitian ini 
menggunakan data tentang semua kelompok blok di California dari Sensus 1990. 
Dalam sampel ini, kelompok blok rata-rata mencakup 1.425,5 individu yang 
tinggal di area yang secara geografis tergolong padat.  
Dengan dilakukannya penelitian ini dan menyertakan hasil dari penelitian 
sebelumnya dapat diketahui bagaimana perbandingan tingkat performance antara 
implementasi variasi metode GD untuk memprediksi Median House Value secara 
standalone maupun parallel dan menjadi acuan bagi peneliti yang akan 
melakukan penelitian mengenai penggunaan variasi metode GD dalam High 
Performance Computing dengan bahasa pemrograman R.   
1.2 Rumusan Masalah 
1. Bagaimana implementasi variasi Gradient Descent  dengan parallel 
computing dalam pengembangan R package “gradDescent” 4.0? 
2. Bagaimana kecepatan eksekusi dari variasi Gradient Descent setelah 
diimplementasikan dengan parallel computing dalam pengembangan R 
package “gradDescent” 4.0? 
1.3 Tujuan Penelitian 
1. Mengimplementasikan variasi Gradient Descent dengan parallel 
computing dalam pengembangan R package “gradDescent” 4.0. 
2. Menganalisis  kecepatan eksekusi dari variasi  Gradient Descent setelah 
diimplementasikan dengan parallel computing dalam pengembangan R 
package “gradDescent”4.0. 
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1.4 Batasan Masalah 
1. Data yang digunakan yaitu data Faktor Kompresiblitas Gas (Kennedy, 
1954). 
2. Data kedua yang digunakan yaitu California Housing yang digunakan 
dalam penelitian ini diperoleh dari laman resmi KEEL 
(http://sci2s.ugr.es/keel/).  
3. Package yang digunakan dalam penelitian ini yaitu “foreach”, 
“doParallel”,”doSNOW”, dan „„pbdMPI‟‟. 
1.5 Manfaat Penelitian 
1. Dengan dilakukannya penelitian ini, dapat diketahui perbandingan 
implementasi varisasi Gradient Descent dalam mode standalone (single 
core processor) dan parallel computing (multicore processor).   
2. Penelitian ini dapat menjadi referensi bagi peneliti lain yang akan 
melakukan riset tentang implementasi variasi Gradient Descent dalam 
parallel computing dengan bahasa pemrograman R. 
3. Package yang dibuat bersifat open source, sehingga dapat diakses, 
dipelajari, digunakan, dan dimodifikasi oleh peneliti lain. 
1.6 Sistematika Penulisan 
Sistematika penulisan skripsi ini adalah sebagai berikut: 
 
BAB 1 PENDAHULUAN 
Bab ini berisi latar belakang penelitian yang mencakup pengantar machine 
learning yang menjadi landasan dalam pengembangan kasus regresi 
menggunakan gradient descent dalam penelitian sebelumnya, pengantar bahasa  R 
dan parallel computing  yang akan menjadi landasan dalam penelitian ini. 
Selanjutnya bab ini berisi rumusan masalah penelitian, tujuan penelitian, batasan 
masalah, manfaat penelitian dan sistematika penulisan. 
BAB II  KAJIAN PUSTAKA 
Bab ini berisi teori dan konsep terkait dalam penelitian seperti penjelasan tentang 
machine learning, regresi linier, gradient descent dan variasinya, bahasa 
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pemrograman R lingkungam pengembangannya, parallel computing, parallel 
computing dalam R, dan faktor kompresibilitas gas. 
 
BAB III  METODOLOGI PENELITIAN 
Bab ini berisi langkah-langkah penelitian yang diilustrasikan dengan skema 
desain penelitian, metode penelitian yang terdiri dari studi literatur dan proses 
pengembangan perangkat lunak, dan alat maupun bahan penelitian yang 
digunakan. 
BAB IV HASIL PENELITIAN DAN PEMBAHASAN 
Bab ini berisi hasil pengumpulan data, perancangan R Package, perancangan 
eksperimen, hasil eksperimen, pembahasan perbandingan hasil eksperimen dan 
perbandingan nilai RMSE dan waktu eksekusi untuk semua metode dengan 
simulasi R package. 
BAB V KESIMPULAN DAN SARAN 
Bab ini berisi kesimpulan yang merupakan jawaban dari masalah pada penelitian, 
serta berisi saran yang dapat menjadi rujukan untuk penelitian selanjutnya.  
