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Abstract
We propose a novel space-division based network-coding scheme for multiple-input multiple-output (MIMO)
two-way relay channels (TWRCs), in which two multi-antenna users exchange information via a multi-antenna relay.
In the proposed scheme, the overall signal space at the relay is divided into two subspaces. In one subspace, the
spatial streams of the two users have nearly orthogonal directions, and are completely decoded at the relay. In the
other subspace, the signal directions of the two users are nearly parallel, and linear functions of the spatial streams
are computed at the relay, following the principle of physical-layer network coding (PNC). Based on the recovered
messages and message-functions, the relay generates and forwards network-coded messages to the two users. We show
that, at high signal-to-noise ratio (SNR), the proposed scheme achieves the asymptotic sum-rate capacity of MIMO
TWRCs within 1
2
log(5/4) ≈ 0.161 bits per user-antenna for any antenna configuration and channel realization. We
perform large-system analysis to derive the average sum-rate of the proposed scheme over Rayleigh-fading MIMO
TWRCs. We show that the average asymptotic sum-rate gap to the capacity upper bound is at most 0.053 bits per
relay-antenna. It is demonstrated that the proposed scheme significantly outperforms the existing schemes.
I. INTRODUCTION
During the past decade, tremendous progress has been made in the field of network coding [1]. In [2]-[4],
the concept of physical-layer network coding (PNC) was introduced and applied to wireless networks. The
simplest model for wireless PNC is a two-way relay channel (TWRC), in which two users A and B exchange
information via an intermediate relay. Compared with conventional schemes, PNC allows the relay to deliver
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2linear functions of the users’ messages, which can potentially double the network throughput. It has been
shown that the PNC scheme can achieve the capacity of a Gaussian TWRC within 1/2 bit per user [5][6],
and its gap to the capacity vanishes at high signal-to-noise ratio (SNR).
Recently, efficient communications over MIMO TWRCs have attracted much research interest, where
the two users and the relay are equipped with multiple antennas. Most work on MIMO TWRCs focuses
on classical relaying strategies borrowed from one-way relay channels, such as amplify-and-forward (AF)
[8]-[10], compress-and-forward [11][12], and decode-and-forward (DF) [13]-[15]. These strategies generally
perform well away from the channel capacity due to noise amplification and multiplexing loss [15]. Recently,
several relaying schemes have been proposed to support PNC in MIMO TWRCs [16]-[19]. The basic idea
is to jointly decompose the channel matrices of the two users to create multiple scalar channels, over which
multiple PNC streams are transmitted. Let nA, nB , and nR denote the numbers of antennas of user A, user B,
and the relay, respectively. For configurations with nA, nB ≥ nR, a generalized singular-value-decomposition
(GSVD) scheme was shown to achieve the asymptotic capacity of MIMO TWRCs at high SNR [16]. For
configurations with nA, nB < nR, all existing schemes may perform quite far away from the capacity. Such
configurations, however, are of most practical importance. For example, due to the constrained physical sizes
of the user terminals, it is usually convenient to implement more antennas at the relay station than at the
user ends, as suggested in the standards of next generation networks [20][21].
In this paper, we propose a new space-division based PNC scheme for MIMO TWRCs. Specifically,
we first establish a novel joint channel decomposition, which characterizes the mutual orthogonality of the
channel directions of the two users seen at the relay. Based on this decomposition, the overall signal space
is divided into two orthogonal subspaces. In one subspace, the channel directions of one user are orthogonal
(or close to orthogonal) to those of the other user. In this subspace, the spatial streams of the two users
are completely decoded. In the other subspace, the channel directions of the two users are parallel or close
to parallel. In this subspace, linear functions of the corresponding spatial streams are computed, without
completely decoding the individual spatial streams. These linear functions of the spatial streams are referred
to as network-coded messages. The messages and the network-coded messages, respectively generated from
the two subspaces, are jointly encoded at the relay, and then forwarded to the two users. Afterwards, the
3two users recover their desired messages.
We derive the achievable rates of the proposed space-division based PNC scheme for MIMO TWRCs.
We analytically show that, in the high SNR regime, the proposed scheme can achieve the sum capacity
of the MIMO TWRC within min{nA, nB} log(5/4) bits, or 12 log(5/4) ≈ 0.161 bit/user-antenna, for any
antenna setup and channel realization. This gap is much smaller than (as low as 10% of) the gap for the
existing best scheme. We also perform large-system analysis to derive the average achievable sum-rate of the
proposed scheme in Rayleigh fading MIMO TWRCs. We show that, in the high SNR regime, the average
gap between our scheme and the sum-capacity upper bound is greatest when the antenna configuration is
nA = nB =
1
2
nR, with the gap being only 0.053 bit/relay-antenna. For all other configurations, the proposed
scheme perform even closer to the capacity upper bound. Particularly, as the ratio nA/nR (or nB/nR) tends
to 0 or 1, the gap to the capacity upper bound vanishes. All these analytical results agree well with the
simulation. Numerical results demonstrate that the proposed scheme significantly outperforms the existing
schemes in the literature across the full range of SNRs.
II. PRELIMINARIES
A. Notation
The following notations are used throughout this paper. We use lowercase regular letters for scalars,
lowercase bold letters for vectors, and uppercase bold letters for matrices. The superscripts (·)T and (·)†
denote transpose and Hermitian transpose, respectively. ‖ · ‖ and ‖ · ‖F represent the Euclidian norm of a
vector and the Frobenius norm of a matrix, respectively. C(X) represents the columnspace of a matrix X.
Rn×m and Cn×m denote the n-by-m dimensional real space and complex space, respectively. The operation
log(·) denotes the logarithm with base 2, and | · | the determinant. I(i) is the indicator function with I(i) = 1
for i = 1 and I(i) = 0 for i 6= 1; [·]+ represents max{·, 0}; sign(x) represents the sign of x; Nc(µ, σ2)
denotes the circularly symmetric complex Gaussian distribution with mean µ and variable σ2.
B. System Model
In this paper, we consider a discrete memoryless MIMO TWRC in which users A and B exchange
information via a relay, as illustrated in Fig. 1. User m is equipped with nm antennas, m ∈ {A,B}, and
4the relay with nR antennas. We assume that there is no direct link between the two users. The channel
is assumed to be flat-fading and quasi-static, i.e., the channel coefficients remain unchanged during each
round of information exchange. The channel matrix from user m to the relay is denoted by HmR ∈ CnR×nm ,
and that from the relay to user m is denoted by HRm ∈ Cnm×nR , m ∈ {A,B}. We further assume that
the channel matrices are always of either full column rank or full row rank, whichever is smaller, and are
globally known by both users as well as by the relay.
The system operates in a half-duplex mode. Two time-slots are employed for each round of information
exchange. Following the convention in [16]-[18], we assume that the two time-slots have same duration. The
extension of our results to the case of unequal duration is straightforward.
In the first time-slot (referred to as uplink phase), the two users transmit to the relay simultaneously and the
relay remains silent. The transmit signal matrix at user m is denoted by Xm ∈ Cnm×T , m ∈ {A,B}, where T
is the number of channel uses in one time-slot. Each column of Xm denotes the signal vector transmitted by
the nm antennas in one channel use. The average power at each user is constrained as 1TE
[
‖Xm‖
2
F
]
≤ Pm,
m ∈ {A,B}. The received signal at the relay is denoted by YR ∈ CnR×T with
YR = HARXA +HBRXB + ZR, (1)
where ZR ∈ CnR×T denotes the additive white Gaussian noise (AWGN) at the relay. We assume that
the elements of ZR are independent and identically drawn from Nc(0, N0). Upon receiving YR, the relay
generates a signal matrix XR ∈ CnR×T .
In the second time-slot (referred to as downlink phase), XR is broadcast to the two users. The average
power at the relay is constrained as 1
T
E
[
‖XR‖
2
F
]
≤ PR. The signal matrix received by user m is denoted
by Ym ∈ Cnm×T , m ∈ {A,B}, with
Ym = HRmXR + Zm, m ∈ {A,B} , (2)
where Zm denotes the AWGN matrix at user m, with the elements independently drawn from Nc(0, N0).
C. Definition of Achievable Rates
For the system model described above, denote the message of user m by Wm ∈ {1, 2, ..., 22TRm}. The
cardinality of Wm is given by 22TRm , where the factor of 2T is because each round of information exchange
5consists of two length-T time-slots. At user A, the estimated message of user B, denoted by WˆB , is obtained
from the received signal YA and the perfect knowledge of the self message WA. The decoding operation at
user B is similar. The error probability is defined as Pe , Pr{WˆA 6= WA or WˆB 6= WB}. We say that a
rate-pair (RA, RB) is achievable if the error probability Pe vanishes as T tends to infinity. The achievable
rate-region is defined as the closure of all possible achievable rate-pairs.
D. Capacity Upper Bound
Here we briefly describe a capacity upper bound of the MIMO TWRC. Let Qm , 1TE
[
XmX
†
m
]
, m ∈
{A,B,R} , be the input covariance matrices. For given {QA, QB , QR} satisfying tr(Qm) ≤ Pm, m ∈
{A,B,R}, the achievable rate-pairs (RA, RB) of the MIMO TWRC is upper bounded as [16]
RA ≤ min
{
RULA (QA) , R
DL
A (QR)
} (3a)
RB ≤ min
{
RULB (QB) , R
DL
B (QR)
} (3b)
where
RULm (Qm) =
1
2
log
∣∣∣∣InR + 1N0HmRQmH†mR
∣∣∣∣ , m ∈ {A,B} (4a)
RDLA (QR) =
1
2
log
∣∣∣∣InB + 1N0HRBQRH†RB
∣∣∣∣ , (4b)
RDLB (QR) =
1
2
log
∣∣∣∣InA + 1N0HRAQRH†RA
∣∣∣∣ . (4c)
Here, the superscripts “UL” and “DL” respectively represent uplink and downlink, and the factor of 1/2 is
due to the two time-slots used for each round of information exchange.
A capacity-region outer bound is defined as the closure of the upper-bound rate-pairs in (3). This outer
bound can be determined by optimizing QA, QB , and QR, as detailed in [16] and [17]. The goal of this
paper is to develop a communication strategy that can approach this outer bound.
III. RELAYING STRATEGIES FOR TWRCS WITH SINGLE-ANTENNA USERS
In this section, we study efficient communications over TWRCs with single-antenna users and a multi-
antenna relay, i.e., nA = nB = 1 and nR ≥ 1. The results developed in this section will be used in our
studies on general MIMO TWRCs later.
6A. Relaying Strategies: Complete Decoding versus PNC
For the case of single-antenna users, the channel model of the uplink phase in (1) can be simplified as
YR = hARx
T
A + hBRx
T
B + ZR (5)
where hmR ∈ CnR×1 is the reduced version of HmR, and xm ∈ CT×1 is the transmit signal vector of user m,
with the ith entry of xm being the signal transmitted at the ith time interval, m ∈ {A,B}. Upon receiving
YR, the relay generates a network-coded message following the spirit of network coding. This network-coded
message will be forwarded to the two users in the downlink phase.
The relay operation is detailed as follows. In the uplink phase, the signal direction of user m is given by
hmR, m ∈ {A,B}. On one hand, if hAR and hBR are orthogonal, both messages of the two users can be
decoded free of interference from each other. The recovered messages of the two users are then network-
coded and forwarded to the two users. We refer to this first strategy as the complete-decoding (CD) strategy.
On the other hand, if hAR and hBR turn out to be parallel (i.e., in a same direction), then it is advantageous
to compute a linear function of xA and xB , referred to as a network-coded message, instead of completely
decoding both xA and xB . We refer to this second strategy as the PNC strategy.
In general, the following strategy can be adopted: if hAR and hBR tend to be orthogonal, the complete-
decoding strategy is applied; if hAR and hBR tend to be parallel, the PNC strategy is applied. The selection
between these two strategies is based on their achievable rates, as described below.
1) The Complete-Decoding Strategy: For complete-decoding, the uplink channel in (5) becomes a multiple-
access (MAC) channel. Let RCDm , m ∈ {A,B}, be the rate of user m for the complete-decoding strategy.
Then, the uplink rate-region of the complete-decoding strategy, denoted by RCD, is given by
RCDA +R
CD
B ≤
1
2
log
∣∣∣∣∣∣InR +
∑
m∈{A,B}
Pm
N0
hmRh
†
mR
∣∣∣∣∣∣ (6a)
RCDm ≤
1
2
log
(
1 +
Pm
N0
h
†
mRhmR
)
, m ∈ {A,B} . (6b)
which follows from the well-known MAC capacity region [24].
2) The PNC Strategy: For the PNC strategy in [5][6], it is required that the two user-signals lie in a
same spatial direction. This is not guaranteed here due to the availability of multiple antennas at the relay.
7To facilitate PNC, we next propose a projection-based method as follows. The signals from the two users
are first projected to a common direction, denoted by a unit vector p ∈ CnR×1. The choice of p will be
discussed in the next subsection. This projection operation creates an aligned scalar channel given by
p†YR = p
†hARx
T
A + p
†hBRx
T
B + p
†ZR (7)
with the effective channel coefficients given by p†hAR and p†hBR.
From [16], if the sum of the two users’ codewords, i.e., p†hARxTA+p†hBRxTB , is required to be decoded,
an achievable rate-pair (RPNCA , RPNCB ) of the uplink phase is given by
RPNCm =
1
2
[
log
(
Qm
∣∣p†hmR∣∣2
N0
)]+
, m ∈ {A,B} , (8)
where Qm = 1TE[x
†
mxm] represents the transmission power of user m. If p†hARxTA + p†hBRxTB is not
necessarily decoded, the above rate-pair can be further improved by using the lattice-modulo operation and
minimum mean-square error (MMSE) scaling [5][22], with the achievable rate-pair given by
RPNCm =
1
2
[
log
(
Qm
∣∣p†hmR∣∣2
QA |p†hAR|
2 +QB |p†hBR|
2 +
Qm
∣∣p†hmR∣∣2
N0
)]+
, m ∈ {A,B} . (9)
Notice that (8) and (9) become identical and both approaches the uplink channel capacity at high SNR.
The uplink rate-region of the PNC scheme is given by
RPNC ,
{
(RA, RB)|Rm ≤ R
PNC
m , Qm ≤ Pm, m ∈ {A,B} ,p
†p = 1
}
. (10)
The boundary of RPNC can be found by optimizing QA, QB , and p, as detailed in the next subsection.
B. Optimization of Projection Direction
Here we focus on the rate-pair given in (8).1 As achievable rate-regions are convex, the boundary points
of RPNC can be determined by solving the weighted sum-rate maximization problem:
maximize wARPNCA + wBRPNCB (11a)
subject to ||p|| = 1, Qm ≤ Pm, m ∈ {A,B} (11b)
where wA and wB are arbitrary nonnegative weighting coefficients. By inspecting (8), the maximum of (11)
is achieved at Qm = Pm, m ∈ {A,B}. Thus, we only need to optimize p.
1The treatment for the rate-pair in (9) is similar, and thus omitted.
8Suppose that RPNCA = 0 (or RPNCB = 0). Then, from (8), the optimal p is trivially taken as hBR‖hBR‖
(or hAR
‖hAR‖
). Thus, we focus on the case of RPNCm > 0, m ∈ {A,B}. In this case, this weighted sum-rate
maximization problem is equivalent to maximizing
max
||p||=1
wA log
(∣∣p†hAR∣∣2)+ wB log (∣∣p†hBR∣∣2) (12)
or equivalently
max
||p˜||=1
∣∣∣h˜TARp˜∣∣∣2wA ∣∣∣h˜TBRp˜∣∣∣2wB
where p˜ = [Re[pT ], Im[pT ]]T and h˜mR = [Re[hTmR], Im[hTmR]]T , m ∈ {A,B}. By setting the derivative of
the Lagrangian with respect to p to zero, the optimal p satisfies
αp˜ =
wAh˜AR
p˜T h˜AR
+
wBh˜BR
p˜T h˜BR
,
where α is a scaling factor. Then, with some straightforward algebra, we obtain the optimal projection
direction given by
p˜opt = γ
 h˜AR∥∥∥h˜AR∥∥∥ + β
h˜BR∥∥∥h˜BR∥∥∥
 , (13)
where
β =
sign(h˜TARh˜BR)
2

√√√√√√
 h˜TARh˜BR
(
1− wB
wA
)
∥∥∥h˜AR∥∥∥ ∥∥∥h˜BR∥∥∥
2 + 4wB
wA
−
∣∣∣h˜TARh˜BR∣∣∣ (1− wBwA)∥∥∥h˜AR∥∥∥ ∥∥∥h˜BR∥∥∥
 (14)
and γ is a scaling factor to ensure ||p˜opt|| = 1. Particularly, for the sum-rate case, i.e., wA = wB = 1, the
optimal projection direction p˜ is just the angular bisector of h˜AR and h˜BR if h˜TARh˜BR > 0, or the angular
bisector of h˜AR and −h˜BR if h˜TARh˜BR < 0. By varying wA and wB, RPNC can be determined.
C. The Overall Scheme
For the uplink phase, the achievable rate-regions RCD and RPNC , for certain channel realizations of hAR
and hBR, are depicted in Fig. 2. The overall uplink rate-region, denoted by RUL, is given by the convex hull
of RCD and RPNC . In the overall scheme, the relay will select between the complete-decoding and PNC
strategies for a larger achievable rate-region, according to (6) and (10).
For the downlink phase, the achievable rate-region is determined as follows. For the complete-decoding
strategy, the relay jointly re-encode the decoded messages xA and xB , and forward the resulting codeword
9to the two users in the downlink. For the PNC strategy, the relay forward the lattice-modulo of p†hARxTA+
p†hBRx
T
B, referred to as a network-coded message, to the two users. Then each user recovers the message
of the other user with the help of the perfect knowledge of self message. From [16]-[18], the downlink
rate-region RDL for the two strategies are the same and given by
RDL ,
{
(RA, RB)|RA ≤ R
DL
A , RB ≤ R
DL
B
} (15)
with
RDLA =
1
2
log
(
1 +
PR
N0
h
†
RBhRB
)
and RDLB =
1
2
log
(
1 +
PR
N0
h
†
RAhRA
)
. (16)
Finally, an achievable rate-region of the overall scheme is the intersection of the uplink rate-region RUL and
the downlink rate-region RDL.
IV. SPACE-DIVISION APPROACH FOR MIMO TWRCS
In the preceding section, we have studied the design of relaying strategies for TWRCs with single-antenna
users. We have shown how to exploit the benefits of the complete-decoding and PNC strategies. In this
section, we proceed to study the general case of nA ≥ 1, nB ≥ 1. We propose a new space-division based
network-coding scheme, as a generalization for the case of single-antenna users.
A. Motivations
What motivates the proposed space-division approach is the following property of HAR and HBR. Denote
by C(HAR) and C(HBR) the columnspaces of the uplink channel matrices HAR and HBR, respectively. In
general, we can partition the columnspace C(HAR) ∈ CnR as the direct sum2 of three orthogonal subspaces: a
subspace SA‖B that is parallel to C(HBR), i.e., any vector in SA‖B belongs to C(HBR); a subspace SA∦B that
is neither parallel nor orthogonal to C(HBR); and a subspace SA⊥B that is orthogonal to C(HBR). Similarly,
C(HBR) is the direct sum of three orthogonal subspaces SB||A,SB∦A, and SB⊥A. Note that SA‖B = SB||A
since both represent the common space of C(HAR) and C(HBR).
2Let S be a vector space, and let S1,S2, ...,Sn be subspaces of S . S is defined to be a direct sum of S1,S2, ...,Sn when S1,S2, ...,Sn are
mutually orthogonal and for every vector x in S , there is xi in Si, i = 1, 2, ..., n, such that x =
n∑
i=1
xi.
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In SA‖B , the signal directions of the two users can be efficiently aligned to a same set of directions,
providing a platform to carry out PNC, as in [16]-[18]. On the other hand, in SA⊥B or SB⊥A, the two
users do not interfere with each other, hence the complete-decoding strategy can be employed. The above
treatments are similar to those for the case of single-antenna users, as discussed in the preceding section.
What remains is the treatment for the signals in SA∦B and SB∦A that are neither parallel nor orthogonal.
Heuristically, some channel directions in SA∦B and SB∦A may be nearly parallel to each other. For these
channel directions, the PNC strategy is preferable for the related spatial streams. On the other hand, some
channel directions in SA∦B and SB∦A may be nearly orthogonal to each other. Then, the complete-decoding
strategy is preferable. The main challenge lies in how to identify those nearly parallel/orthogonal channel
directions. To this end, we next propose a new joint channel decomposition.
B. Joint Channel Decomposition
Let the compact singular value decomposition (SVD) of HmR be
HmR = Um∆mV
†
m, m ∈ {A,B} (17)
where Um is an nR-by-nm orthonormal matrix with U†mUm = Inm .
Denote by λi the ith eigenvalue of the matrix UAU†A+UBU
†
B , and by ui the corresponding eigenvector.
Without loss of generality, we arrange {λi} in the descending order. As the eigenvalues of UmU†m are either
1 or 0, the eigenvalues {λi} are valued between 0 and 2. Note that λi = 2 implies that UAU†Aui= ui and
UBU
†
Bui= ui. This means that ui is in the common space SA‖B of HAR and HBR. Also note that λi = 1
implies {UAU†Aui= ui, UBU
†
Bui= 0} or {UAU
†
Aui= 0, UBU
†
Bui= ui} (cf., Theorem 4.3.4 in [29]). That
is, ui is in SA⊥B (or SB⊥A) which is orthogonal to the space spanned by HBR (or HAR). In addition, the
number of eigenvalues between 1 and 2 is the same as that between 0 and 1, as we will see later.
Let k be the number of eigenvalues of UAU†A+UBU
†
B equal to 2; l be the number of eigenvalues between
1 and 2; dA be the number of eigenvalues equal to 1 with {UAU†Aui= ui, UBU
†
Bui= 0}; dB be the number
of eigenvalues equal to 1 with {UAU†Aui= 0, UBU
†
Bui= ui}. Also let U ∈ CnR×(nA+nB−k) be a matrix
with the columns consisting of the eigenvectors corresponding to the nA + nB − k largest eigenvalues of
11
UAU
†
A+UBU
†
B (as specified in (70)). Due to the orthogonality of the eigenvectors, U is orthonormal, i.e.,
U†U = InA+nB−k.
We are now ready to present the joint channel decomposition, with the proof given in Appendix A.
Theorem 1: The channel matrices HAR and HBR can be jointly decomposed as
HmR = UDmGm, m ∈ {A,B} (18)
where Gm ∈ Cnm×nm is a square matrix, and Dm ∈ C(nA+nB−k)×nm , m ∈ {A,B} , are orthonormal matrices
with a block-diagonal structure given by
DA =

Ik 0 0
0 EA 0
0 0 IdA
0 0 0

and DB =

Ik 0 0
0 EB 0
0 0 0
0 0 IdB

(19a)
with
Em =

em;k+1 0 · · · 0
0 em;k+2
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 · · · 0 em;k+l

∈ C2l×l, (19b)
eA;i =

√
λi
2√
2−λi
2
 and eB;i =

√
λi
2
−
√
2−λi
2
 . (19c)
Remark 1: From (18), we see that C(U) is the overall columnspace of the two channel matrices, i.e.,
C(U) = C([HAR HBR]). Moreover, UDm specifies the columnspace of Hm, i.e., C(UDm) = C(Hm). Note
that UDm is orthonormal, as D†mU†UDm = Inm , m ∈ {A,B}. Therefore, the columns of UDm give an
orthogonal basis of C(HmR), with the coordinates of HmR specified in Gm.
Remark 2: The column structures of UDA and UDB are explained as follows. In the first place, we note
that UDA and UDB share the same first k columns. Thus, the first k columns of UDA span SA‖B , i.e., the
common space of C(HAR) and C(HBR). Second, from (19a), the last dA columns of UDA (obtained from
multiplying U with the third block column of DA) are orthogonal to UDB. Hence, these columns of UDA
span the subspace SA⊥B, i.e., the subspace orthogonal to C(HBR). Third, the remaining l columns of UDA
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span the subspace SA∦B , by noting the facts that C(HAR) = C(UDA) and that C(HAR) is the direct-sum of
three orthogonal subspaces SA‖B , SA∦B , and SA⊥B . Similarly, the first k columns of UDB span SA‖B , the
next l columns span SB∦A, and the last dB columns span SB⊥A. Recall that C(HAR) is the direct sum of
SA‖B , SA∦B , and SA⊥B, and that C(HBR) is the direct sum of SB‖A, SB∦A, and SB⊥A. Thus, the dimensions
of these subspaces have the following relationship:
k + l + pm = nm, m ∈ {A,B} . (20)
We summarize the geometrical meanings of the aforementioned subspaces and their dimensions as follows.
Subspace Dimension Property
SA‖B k common space of C(HAR) and C(HBR)
SA∦B l not parallel/orthogonal to C(HBR)
SB∦A l not parallel/orthogonal to C(HAR)
SA⊥B dA orthogonal to C(HBR)
SB⊥A dB orthogonal to C(HAR)
Let vm;i be the ith column of UDm, m ∈ {A,B}. We refer to vA;i and vB;i as the ith channel direction
pair. Here, v†A;ivB;i = 1 means that vA;i and vB;i are parallel, and v
†
A;ivB;i = 0 means that they are
orthogonal. Thus, v†A;ivB;i can be regarded as a measure of the degree of orthogonality of vA;i and vB;i. In
the following corollary, the degree of orthogonality of each channel direction pair (vA;i, vB;i) is determined
by the magnitude of λi, i.e., the ith eigenvalue of UAU†A +UBU
†
B .
Corollary 1: For i = 1, ..., k + l, the degree of orthogonality of the ith channel direction pair (vA,i, vB,i)
is given by v†A,ivB,i = λi − 1.
Proof: For i = 1, ..., k, we see from (19a) that λi = 2 and vA;i = vB;i, and so v†A;ivB;i = λi − 1. For
i = k + 1, ..., k + l, from (19a) and (19b), the ith column of UDm is given by
vm;i =
[
u˜2i−k−1 u˜2i−k
]
em;i, m ∈ {A,B} , (21)
where u˜i represents the ith column of U. Then, we obtain v†A;k+ivB;k+i = e
†
A;k+ieB;k+i = λi− 1, where the
first step utilizes the fact that U is orthonormal, and the second step follows from (19c).
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Corollary 2: For i = k+ l+1, ..., nA, vA;i is an eigenvector of UAU†A+UBU
†
B corresponding to λi = 1,
and is orthogonal to C(HBR); for i = k + l + 1, ..., nB, vB;i is an eigenvector corresponding to λi = 1, and
is orthogonal to C(HAR).
Remark 3: The above corollaries show that the eigenvalue λi is an indicator of the degree of orthogonality
of the ith direction pair. In particular, λi ≈ 2 means that the two channel directions are close to parallel;
and λi ≈ 1 means that the two channel directions are close to orthogonal.
Remark 4: Before leaving this subsection, we emphasize that the joint channel decomposition in Theorem
1 is general for any sizes of HAR and HBR. Particularly, if nm ≥ nR, m ∈ {A,B}, then k = nR and l = 0,
implying that all the eigenvalues {λi} are valued at 2. In this case, HAR and HBR span the same columnspace.
Channel alignment techniques have been proposed in [16]-[18] for efficient implementation of PNC. In what
follows, we are mainly interested in the case of nA, nB < nR, i.e., there exist {λi} valued between, but not
including, 1 and 2.
C. Space-Division Approach for MIMO Two-Way Relaying
Based on the joint channel decomposition in Theorem 1, we now propose a new space-division approach
for MIMO two-way relaying. The main idea is to divide the overall signal space C([HAR HBR]) = C(U)
into two orthogonal subspaces: 1) SPNC , in which the channel direction pairs (vA;i,vB;i) are parallel or
close to parallel, for carrying out PNC; 2) SCD for carrying out the complete-decoding strategy. Let l´ be
an arbitrary integer between 0 and l. Recall that the channel direction pairs are ordered by the degree of
orthogonality as in Corollary 1. Therefore, the first k + l´ direction pairs have lower degree of orthogonality
compared to the remaining pairs. Thus, we allocate the first k + l´ direction pairs to form a basis of SPNC .
The remaining channel directions give a basis of SCD. In this section, we assume that l´ is given. The details
on the optimization of l´ will be discussed later in Sections V and VI.
1) Space-Division Operation: Let the RQ decomposition of Gm be
Gm = RmT
†
m, m ∈ {A,B} (22)
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where Rm ∈ Cnm×nm is an upper-triangular matrix given by
Rm =

rm;1,1 rm;1,2 · · · rm;1,nm
0 rm;2,2 · · · rm;2,nm
.
.
.
.
.
.
.
.
.
.
.
.
0 · · · 0 rm;nm,nm

, (23)
and Tm ∈ Cnm×nm is unitary. Together with (18), the channel matrices can be jointly decomposed as
Hm = UDmRmT
†
m, m ∈ {A,B} . (24)
Then, the received signal at the relay, after left-multiplying U†, can be represented as
Y′R = U
†YR = DARAX
′
A +DBRBX
′
B + Z
′
R, (25)
where X′m = T†mXm, m ∈ {A,B}, and Z′R = U†ZR with i.i.d. elements ∼ Nc(0, N0).
We partition Rm and Dm as
Rm =
 Rm;1,1 Rm;1,2
0 Rm;2,2
 and Dm =
 Dm;1,1 0
0 Dm;2,2
 , m ∈ {A,B} (26)
where Rm;1,1 ∈ C(k+l´)×(k+l´) and Rm;2,2 ∈ C(l−l´+pm)×(l−l´+pm), m ∈ {A,B}, are upper triangular matrices, and
Dm;1,1 ∈ C(k+2l´)×(k+l) and Dm;2,2 ∈ C(nR−k−2l´)×(l−l´+pm), m ∈ {A,B}, are block-diagonal matrices. Then,
(25) can be written as YPNCR
YCDR
 = ∑
m∈{A,B}
 Dm;1,1Rm;1,1 Dm;1,1Rm;1,2
0 Dm;2,2Rm;2,2

 XPNCm
XCDm
+
 ZPNCR
ZCDR
 , (27)
where Y′R, X′m, and Z′R are correspondingly partitioned as
Y′R =
 YPNCR
YCDR
 , X′m =
 XPNCm
XCDm
 , and Z′R =
 ZPNCR
ZCDR
 . (28)
Here, the superscript “PNC” (or “CD”) represents the PNC (or complete-decoding) strategy.
Based on the signal model in (27), the proposed space-division based relaying strategy is described as
follows. At user m, two groups of spatial streams are generated: one group, referred to as the complete-
decoding spatial streams, form the codeword matrix XCDm ; and the other group, referred to as the PNC
spatial streams, form the codeword matrix XPNCm , m ∈ {A,B}.
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2) Complete-Decoding Spatial Streams: Due to the block triangular structure of the channel matrices in
(27), the relay can completely decode the spatial streams XCDA and XCDB free of interference from the PNC
spatial streams. Specifically, the relay completely decodes both XCDA and XCDB based on
YCDR =
∑
m∈{A,B}
Dm;2,2Rm;2,2X
CD
m + Z
CD
R . (29)
Then, XCDA and XCDB are canceled from the received signal in (27).
3) PNC Spatial Streams: After the cancelation of XCDA and XCDB , the system model for the PNC spatial
streams is given by
YPNCR =
∑
m∈{A,B}
Dm;1,1Rm;1,1X
PNC
m + Z
PNC
R . (30)
From (19a), the first k columns of DA;1,1 and DB;1,1 are identical; however, for i = k + 1, ..., k + l´, the
ith columns of DA;1,1 and DB;1,1 are not. Following Section III, we project each column pair of DA;1,1 and
DB;1,1 onto a common direction, so as to facilitate PNC.
By inspection, the only difference between the ith columns of DA;1,1 and DB;1,1 is given by the 2-by-1
vectors eA;i and eB;i, for i = k + 1, ..., k + l´. Without loss of generality, denote by pi a 2-by-1 unit vector
representing the projection direction of eA;i and eB;i. The choice of pi is similar to that described in Section
III and will be detailed in the next section.
Now the projection process can be described in a matrix form as follows. Define the projection matrix
P =

Ik 0 · · · 0
0 pk+1
.
.
.
.
.
.
.
.
.
.
.
.
.
.
. 0
0 · · · 0 pk+l´

∈ C(k+2l´)×(k+l´). (31)
After the projection, the resulting signal model is given by
Y˜PNCR = P
TYPNCR =
∑
m∈{A,B}
H˜PNCm X
PNC
m + Z˜
PNC
R (32)
where H˜PNCm = PTDm;1,1Rm;1,1 = D˜m;1,1Rm;1,1 ∈ C(k+l´)×(k+l´), with
D˜m;1,1 = diag
{
1, ..., 1,pTk+1em;k+1, ...,p
T
k+l´em;k+l´
}
, m ∈ {A,B} , (33)
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and Z˜PNCR = PTZPNCR ∈ C(nR−l´)×1 with the entries being i.i.d. random variables ∼ Nc(0, N0)˙. Note that the
equivalent channel matrices H˜PNCA and H˜PNCB are (k+ l´)-by-(k+ l´) square matrices. For such an equivalent
MIMO TWRC, efficient techniques can be employed to align the signal directions of the two user into a
same set of k + l´ directions. This provides a platform to carry out k PNC streams.
So far, we have presented the signal processing techniques used in the proposed space-division scheme to
manipulate the uplink channel. The encoding and decoding details of the overall scheme will be described
in the next section.
V. AN ACHIEVABLE RATE-REGION OF MIMO TWRC
In this section, we derive an achievable rate-pair of the proposed space-division based PNC scheme. Based
on that, we optimize the system parameters to determine the achievable rate-region.
A. Achievable Rate-Pairs
1) Complete-Decoding Spatial Streams: The equivalent channel model seen by the complete-decoding
spatial streams is given in (29), with the equivalent channel matrices given by Dm,2,2Rm;2,2, m ∈ {A,B}.
The signal model in (29) is a standard MIMO MAC channel. Let QCDm = 1TE
[
XCDm (X
CD
m )
†
]
be the input
covariance matrix of the complete-decoding spatial steams of user m. Then, the achievable rate-pair of the
complete-decoding spatial streams satisfies [24]
RCDA + R
CD
B ≤
1
2
log
∣∣∣∣∣∣I+ 1N0
∑
m∈{A,B}
Dm;2,2Rm;2,2Q
CD
m R
†
m;2,2D
†
m;2,2
∣∣∣∣∣∣ (34a)
RCDm ≤
1
2
log
∣∣∣∣I+ 1N0Dm;2,2Rm;2,2QCDm R†m;2,2D†m;2,2
∣∣∣∣ , m ∈ {A,B} . (34b)
2) PNC Spatial Streams: The equivalent channel seen by the PNC streams is given in (32). Recall that
H˜PNCm is a (k+ l´)-by-(k+ l´) square matrix, and the efficient design of PNC for this case has been discussed
in [16]-[18]. Here, we follow the GSVD-based approach in [16], as briefly described below.
Applying the generalized singular-value decomposition (GSVD) [23] to H˜PNCm , we obtain
H˜PNCm = BΣmT
†
m, m ∈ {A,B} , (35)
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where B ∈ C(k+l´)×(k+l´) is a nonsingular matrix, Tm ∈ C(k+l´)×(k+l´) is an orthogonal matrix, m ∈ {A,B},
and Σm ∈ C(k+l´)×(k+l´) is a diagonal matrix with the ith diagonal element denoted by σm;i. We further take
the QR decomposition to the matrix B, yielding
H˜PNCm = QR˜ΣmT
†
m, m ∈ {A,B} , (36)
where R˜ ∈ C(k+l´)×(k+l´) is an upper triangular matrix. The transmit signal XPNCm in (32) is designed as
XPNCm = TmΨ
1/2
m S
PNC
m , m ∈ {A,B} , (37)
where Ψ1/2m = diag
{√
ψm;1,
√
ψm;2, · · · ,
√
ψm;k+l´
}
is a diagonal matrix with ψm;i ≥ 0, i = 1, 2, ..., k + l´,
and Sm ∈ C(k+l´)×T is the signal matrix with each element independent and identically drawn from Nc(0, 1).
Let RPNCm be the total rate of the PNC spatial streams of user m. From Theorem 1 in [16], the achievable
rate-pair is given by
RPNCm =
k+l´∑
i=1
1
2
[
log
(
I(i)σ2m;iψm;i
σ2A;iψA;i + σ
2
B;iψB;i
+
r˜2i,iσ
2
m;iψm;i
N0
)]+
, m ∈ {A,B} (38)
where I(i) is the indicator function with I(i) = 1 for i = 1 and I(i) = 0 for i 6= 1.
3) The Overall Scheme: We now consider the overall achievable rate-pair of the proposed space-division
based PNC scheme. Before going into details, we note that the power constraint of user m, i.e., 1
T
E
[
‖Xm‖
2
F
]
≤
Pm, m ∈ {A,B}, can be equivalently expressed as
tr{QCDm }+
k+l´∑
i=1
ψm;i ≤ Pm, m ∈ {A,B} . (39)
We are now ready to present the following theorem on the achievable rates of the proposed scheme.
Theorem 2: For given QCDm , Ψm, and QR satisfying (39) and tr(QR) ≤ PR, a rate-pair (RA, RB) for the
MIMO TWRC is achievable if
Rm ≤ min{R
CD
m +R
PNC
m , R
DL
m }, m ∈ {A,B} , (40)
where RCDA and RCDB satisfy (34), RPNCm is given by (38), and RDLm is given by (4).
Proof: Here we provide a sketch of proof. The overall encoding and decoding process for the proposed
scheme is described as follows. The messages of the user m are doubly indexed as (WCDm ,W PNCm ), with
WCDm ∈ {1, 2, ..., 2
2TRCDm } for the complete-decoding spatial streams, and W PNCm ∈ {1, 2, ..., 22TR
PNC
m } for
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the PNC spatial streams. Each WCDm is one-to-one mapped to XCDm in (27), and each W PNCm is one-to-one
mapped to SPNCm in (37). In the uplink phase, XCDm and XPNCm = TmΨ1/2m SPNCm are transmitted via the
channel in (27), with the transmit power constrained by (39).
Upon receiving YR, the relay first completely decode XCDA and XCDB based on YCDR in (29), with the
achievable rate-pair given in (34). The decoded XCDA and XCDB are subtracted from YPNCR . Let (sPNCm,i )T be
the ith row of SPNCm . Then, the network-coded PNC spatial streams, i.e., r˜i,iσA;iψ
1/2
A;is
PNC
A,i + r˜i,iσB;iψ
1/2
B;is
PNC
B,i ,
i = k+ l´, k+ l´−1, ..., 1, are successively recovered and canceled from Y˜PNCR in (32), with the achievable rate-
pair given in (38). The decoded messages from the complete-decoding streams, together with the network-
coded messages from the PNC streams, are then jointly encoded. The new codeword is forwarded to the two
users in the downlink phase, with the transmit power constrained by tr(QR) ≤ PR. Following the discussions
in [16]-[18], the achievable rate-pair of the downlink phase is given by (RDLA , RDLB ) in (4). This completes
the proof.
B. Determining Achievable Rate-Region
Now we consider determining the boundary of the achievable rate-region. From (40), the downlink
achievable rates are the same as the capacity upper bound in (4). Here, we focus on the uplink rate-region.
The boundary of the uplink rate-region can be determined by solving the following weighted-sum-rate
maximization problem:
maximize
∑
m∈{A,B}
wm
(
RCDm +R
PNC
m
) (41a)
subject to
k+l´∑
j=1
ψm;j + tr{Q
CD
m } ≤ Pm,Q
CD
m  0, ψm;i ≥ 0, for i = 1, ..., k + l´. (41b)
RPNCm =
k+l´∑
i=1
1
2
[
log
(
I(i)σ2m;iψm;i
σ2A;iψA;i + σ
2
B;iψB;i
+
r˜2i,iσ
2
m;iψm;i
N0
)]+
, (41c)
RCDA +R
CD
B ≤
1
2
log
∣∣∣∣∣∣I+ 1N0
∑
m∈{A,B}
Dm;2,2Rm;2,2Q
CD
m R
†
m;2,2D
†
m;2,2
∣∣∣∣∣∣ , (41d)
RCDm ≤
1
2
log
∣∣∣∣I+ 1N0Dm;2,2Rm;2,2QCDm R†m;2,2D†m;2,2
∣∣∣∣ , m ∈ {A,B} . (41e)
The above problem involves the optimization of l´, {pi}k+l´i=k+1,QCDA ,QCDB ,
{
ψA;i
}k+l´
i=1
, and
{
ψB;i
}k+l´
i=1
, as
detailed below.
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1) Determining the Projection Directions: The optimization of the projection directions {pi}k+l´i=k+1 to
maximize the weighted sum-rate is in general difficult to solve. To simplify the problem, we consider the
high SNR regime, with the weighted sum-rate given by
wAR
PNC
A + wBR
PNC
B
(a)
≈
1
2
∑
m∈{A,B}
wm
(
k+l´∑
i=2
log
(
r˜2i,iσ
2
m;iψm;i
N0
))
(b)
=
1
2
∑
m∈{A,B}
wm log
∣∣∣∣ PmN0nm R˜ΣmΣ†mR˜†
∣∣∣∣
(c)
=
1
2
∑
m∈{A,B}
wm log
∣∣∣∣ PmN0nm D˜m;1,1Rm;1,1R†m;1,1D˜†m;1,1
∣∣∣∣
(d)
=
1
2
∑
m∈{A,B}
(
wm log
∣∣∣∣ PmN0nmRm;1,1R†m;1,1
∣∣∣∣+ wm log ∣∣∣D˜m;1,1D˜†m;1,1∣∣∣) (42)
where step (a) follows from substituting (38), step (b) from the facts that R˜ is upper-triangular and that
equal power allocation is asymptotically optimal (i.e., ψm;i = Pmnm ), step (c) by noting D˜m;1,1Rm;1,1 =
H˜PNCm = QR˜ΣmT
†
m (cf., (32) and (36)), and step (d) by utilizing |I+AB| = |I+BA|. In the above,
log
∣∣∣D˜m;1,1D˜†m;1,1∣∣∣ is the only term related to pi. Recall from (33) that D˜m;1,1 = PTDm;1,1 with Dm;1,1 being
the principle submatrix of Dm in (26). Thus, the weighted sum-rate maximization problem over {pi}k+l´i=k+1
can be decoupled into l´ independent subproblems as
max
||pi||=1
wA log
(∣∣∣p†ieA;i∣∣∣2)+ wB log(∣∣∣p†ieB;i∣∣∣2) , for i = k + 1, ..., k + l´, (43)
where eA;i and eB;i are given in (19c). From (13) and the discussions therein, the optimal pi to maximize
the weighted sum-rate is a real vector given by
pi = γi (eA;i + βieB;i) , for i = k + 1, ..., k + l´, (44)
where
βi =
1
2
√(λi − 1)2(1− wB
wA
)2
+ 4
wB
wA
− (λi − 1)
(
1−
wB
wA
) , (45)
and γi is a scaling factor to ensure ||pi|| = 1.
2) Determining QCDA and QCDB : Given {pi} in (44), the optimization problem in (41) can be decoupled
into two separate problems by predetermining the power allocated to the two signal subspaces. Let PCDm be
the power of user m used for the complete-decoding spatial streams. Then, the power for the PNC streams
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is given by P PNCm = Pm−PCDm , m ∈ {A,B}. For given PCDA and PCDB , the optimal QCDA and QCDB to (41)
can be found by solving the following problem:
maximize wARCDA + wARCDA (46a)
subject to tr{QCDm } ≤ PCDm ,QCDm  0, (46b)
RCDA +R
CD
B ≤
1
2
log
∣∣∣∣∣∣I+ 1N0
∑
m∈{A,B}
Dm,2,2Rm;2,2Q
CD
m R
†
m;2,2D
†
m,2,2
∣∣∣∣∣∣ (46c)
RCDm ≤
1
2
log
∣∣∣∣I+ 1N0Dm,2,2Rm;2,2QCDm R†m;2,2D†m,2,2
∣∣∣∣ , m ∈ {A,B} . (46d)
The above is a standard weighted sum-rate maximization problem for a MIMO multiple-access channel with
two users [30]. This problem is convex, and the optimal solution can be numerically obtained using convex
programming tools [25].
3) Determining Power Allocation for PNC Streams: Now we consider the optimization of {ψA;i}k+l´i=1 and{
ψB;i
}k+l´
i=1
. Given P PNCA and P PNCB , the optimal
{
ψA;i
}k+l´
i=1
and
{
ψB;i
}k+l´
i=1
can be determined by solving
maximize
∑
m∈{A,B}
wm
(
k+l´∑
i=1
1
2
[
log
(
I(i)σ2m;iψm;i
σ2A;iψA;i + σ
2
B;iψB;i
+
r˜2i,iσ
2
m;iψm;i
N0
)]+)
(47a)
subject to
k+l´∑
i=1
ψm;i ≤ P
PNC
m , ψm;i ≥ 0, for i = 1, ..., k + l´. (47b)
A similar problem has been considered in [16], and the optimal solution can be obtained by solving the
Karush-Kuhn-Tuchker (KKT) conditions. We omit details here for simplicity.
Base on the above discussions, the weighted sum-rate problem in (41) is numerically solvable given the
values of l´, PCDm and P PNCm , m ∈ {A,B}. The optimal l´, PCDm and P PNCm , m ∈ {A,B} can be found using
the exhaustive search. The complexity involved is not significant by noting PCDm +P PNCm = Pm, m ∈ {A,B}
and the fact that l´ is an integer between 0 and l.
VI. ASYMPTOTIC SUM-RATE ANALYSIS
In the preceding section, we have shown the achievable rates of the proposed space-division based network-
coding strategy for MIMO TWRCs. In general, it is difficult to represent the achievable rate of the optimized
space-division based scheme in a closed-form. Thus, it is not easy to evaluate the gap between the achievable
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rate of the proposed scheme and the capacity upper bound of the MIMO TWRC. In this section, we derive
a closed-form expression for the asymptotic sum-rate of the proposed strategy in the high SNR regime.
A. Asymptotic Sum-Rate as SNR →∞
Here, we analyze the uplink achievable sum-rate
RSD =
∑
m∈{A,B}
RCDm +R
PNC
m (48)
as the SNRs, i.e., PA
N0
and PB
N0
, tend to infinity. It is known that, in the high SNR regime, equal power
allocation is asymptotically optimal. Then, the upper bound of the uplink sum-rate of the MIMO TWRC is
given by (cf., (4))
RUL ≈
1
2
∑
m∈{A,B}
log
∣∣∣∣InR + PmN0nmHmH†m
∣∣∣∣ (49)
where “x ≈ y” means
lim
SNR−→∞
(x− y) = 0.
Now, we present the following theorem on the asymptotic sum-rate of the proposed scheme. Denote by
RSD the uplink achievable sum-rate of the proposed space-division scheme.
Theorem 3: For a given l´, the uplink achievable sum-rate of the proposed space-division scheme satisfies
lim
SNR−→∞
RUL − RSD = ∆SD (50a)
where
∆SD , − log
k+l´∏
i=k+1
λi
2
− log
k+l∏
i=k+l´+1
√
λi(2− λi) ≥ 0. (50b)
The proof of Theorem 3 can be found in Appendix B. Notice that the first term in (50b), i.e., − log
k+l´∏
i=k+1
λi
2
,
is the rate loss incurred by the PNC spatial streams, and the second term, i.e., log
k+l∏
i=k+l´+1
√
λi(2− λi), is
that incurred by the complete-decoding spatial streams.
Remark 5: For the case of nA, nB ≥ nR, we have l = 0 and λi = 2 for i = 1, ..., k. (See Remark
(4).) Then, from (50b), we have ∆SD = 0, which means that the scheme is asymptotically optimal. This
agrees with the fact that our proposed space-division scheme reduces to the GSVD scheme which is indeed
asymptotically optimal in the high SNR regime [16].
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Corollary 3: The optimal l´ to minimize the rate gap ∆SD in (50b) satisfies
2 > λk+1 ≥ ... ≥ λk+l´ ≥
8
5
> λk+l´+1 ≥ ... ≥ λk+l > 1. (51)
With this choice of l´, the asymptotic rate gap ∆SD is at most l log(5/4) bits, which occurs when λk+1 =
λk+2 = ... = λk+l =
8
5
.
Remark 6: From the above corollary, the asymptotic gap to the sum-capacity upper bound is l log(5/4)
bits for the worst case. Noting l ≤ nm, m ∈ {A,B}, we see that the gap is at most min{nA, nB} log(5/4)
bits, or 1
2
log(5/4) ≈ 0.161 bits per user-antenna.
B. Average Sum-Rate via Large-System Analysis
In this subsection, we investigate the statistical average of the rate gap ∆SD in fading channels. To this end,
the distribution of {λi}, i.e., the eigenvalues of UAU†A +UBU
†
B , is required. However, such a distribution
is difficult to obtain in general. Here, we employ the large-system analysis to find an approximation of the
distribution of {λi}. The distribution obtained in this way becomes exact as the number of antennas in the
system is large.
We assume Rayleigh fading, in which the channel coefficients are i.i.d. circularly symmetric complex
Gaussian random variables. Then, the matrices UA and UB in (17) are truncated uniformly distributed
unitary matrices, or alternatively, are asymptotically free random matrices [26]. Thus, we can use the theory
of free probabilities to derive the asymptotic eigenvalue distribution (a.e.d.) of UAU†A+UBU†B as nR tends
to infinity, with the result given in the lemma below. Define ηm , nmnR , m ∈ {A,B}.
Lemma 1: As nR →∞ with nAnR → ηA and
nB
nR
→ ηB , the a.e.d. of UAU
†
A +UBU
†
B is given by
F (λ; ηA, ηB) = [1− ηA − ηB]
+ δ (λ) + |ηA − ηB| δ (λ− 1) + [ηA + ηB − 1]
+ δ (λ− 2)
+
1
pi
Im

√
(1− ηA − ηB)
2 −
(
2λ− λ2
) (
1−
(ηA−ηB
λ−1
)2)
2λ− λ2
 (52)
where δ (·) is a Dirac delta function and Im [·] is the imaginary part of a complex number.
The proof of the above lemma can be found in Appendix C. As nR →∞, we see that for ηA + ηB ≥ 1,
the portion of eigenvalues {λi} equal to 2 is given by ηA+ηB−1. This portion corresponds to the dimension
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of the common space SA‖B of HAR and HBR. In addition, for ηA 6= ηB, the portion of eigenvalues {λi}
equal to 1 is given by |ηA − ηB|. This portion corresponds to the dimension of SA⊥B if ηA ≥ ηB or the
dimension of SB⊥A if ηA < ηB .
We are now ready to present the following asymptotic result.
Theorem 4: As nR →∞ with nAnR → ηA and
nB
nR
→ ηB , the gap to the capacity upper bound satisfies
rSD , lim
nR→∞
∆SD
nR
= −
(∫ 8
5
1
log
√
λ(2− λ) +
∫ 2
8
5
log
λ
2
)
F(λ; ηA, ηB)dλ. (53)
Proof: The a.e.d. of λi is given by Lemma 1. Then, letting nR tends to infinity in (50b), we immediately
obtain the theorem.
Let RUL be the average sum-capacity upper bound. Then, for a large nR, the average sum-rate of the
proposed SD scheme can be first-order approximated as
R
SD
= R
UL
− nRr
SD (54)
with rSD given in (53).
We next study the symmetric case that the two users are equipped with the same number of antennas,
i.e., ηA = ηB = η.
Corollary 4: For 0 ≤ η ≤ 1
10
,
rSD = −
∫ λ∗(η)
1
log
√
λ(2− λ)G(λ; η)dλ; (55a)
for 1
10
< η ≤ 1,
rSD = −
(∫ 8
5
1
log
√
λ(2− λ) +
∫ λ∗(η)
8
5
log
λ
2
)
G(λ; η)dλ, (55b)
where λ∗(η) = 1 +
√
1− (1− 2η)2 and
G (λ; η) =
1
pi
√(
2λ− λ2
)
− (1− 2η)2
2λ− λ2
. (55c)
Proof: Letting ηA = ηB = η, we obtain that F (λ; ηA, ηB) = G (λ; η) for 1 < λ < λ∗, and F (λ; ηA, ηB) =
0 for λ∗ < λ < 2. In addition, λ∗(η) = 8
5
implies η = 1
10
. Based on these facts and Theorem 4, we obtain
the corollary.
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Remark 7: From the above, we see that, if η ≤ 1
10
, the probability of λi > 85 approaches zero as nR →∞,
implying that complete decoding achieves a higher rate than PNC for all spatial streams.
Corollary 5: The asymptotic normalized rate gap rSD in (53) is maximized at ηA = ηB = 1/2, with the
maximum given by
−
1
pi
(∫ 8
5
1
log
√
λ(2− λ)√
2λ− λ2
dλ+
∫ 2
8
5
log λ
2√
2λ− λ2
dλ
)
≈ 0.053 bit. (56)
Proof: We first consider optimizing ηA and ηB under the constraint of ηA + ηB = 2η. From (52), we
see that, for any λ ∈ (1, 2), F (λ; ηA, ηB) is maximized at ηA = ηB = η, and so is rSD.
What remains is to optimize η. From (55c), G (λ; η) is maximized at η = 1/2. Therefore, rSD is maximized
at η = 1/2, which completes the proof.
Fig. 3 illustrates the function of the normalized asymptotic rate gap rSD against η. From Fig. 3, this
rate gap is maximized at η = 1/2, which verifies Corollary 5. Also, this rate gap vanishes as η tends to
0, implying that, for any fixed nA = nB, the proposed space-division scheme can achieve the asymptotic
capacity as nR tends to infinity. Moreover, this rate gap vanishes as η tends to 1. This agrees with the fact
that, for η ≥ 1, or equivalently, nA = nB ≥ nR, the proposed space-division based scheme reduces to the
GSVD scheme in [16].
VII. NUMERICAL RESULTS
In this section, we provide numerical results to evaluate the performance of the proposed space-division
based network-coding strategy for MIMO TWRCs. The results presented below are obtained by averaging
over 1,0000 random channel realizations. Rayleigh-fading is assumed, i.e., the coefficients in the channel
matrices are independently and identically drawn from Nc(0, 1).
We first present the numerical results for a MIMO TWRC of nA = nB = 2 and nR = 4 in Fig. 4. The
sum-capacity upper bound (UB), the proposed space-division (SD) scheme, the GSVD scheme in [16] and
the complete-decoding scheme in [17] are included for comparison. We see that, at a relatively high SNR,
e.g., SNR = 25 dB, the rate gap between the proposed SD scheme and the sum-capacity upper bound is about
0.15 bit/channel-use, which is almost unnoticeable. We also plot the high-SNR analytical result in (54) of
the proposed SD scheme. We observe that our analytical result are very tight for SNRs greater than 10 dB.
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From this figure, it is clear that the proposed SD scheme significantly outperforms the other schemes in the
entire SNR range of interest. For example, at the rate of 14 bits per channel use, the proposed SD scheme
outperforms the complete-decoding and GSVD schemes by more than 2.4 dB. The slope of the achievable
sum-rate curve is parallel to that of the capacity upper bound, which implies that the proposed SD scheme
achieves full multiplexing gain.
In Fig. 5, we present the numerical results for a MIMO TWRC of nA = nB = 2 and nR = 3. The same
set of rate curves from simulation as in Fig. 4 are included for comparison. Again, we see that the gap
between the sum-rate of the proposed SD scheme and the sum-capacity upper bound is almost unnoticeable
at a relatively high SNR, e.g., greater than 15 dB. The proposed SD scheme outperforms its counterparts
throughout the SNR range of interest.
In Figures 6 and 7, we show the scaling effect of the antennas on the average achievable sum-rates. We see
that the asymptotic rate gap between the proposed SD scheme and the sum-capacity upper bound increases
linearly as the increase of nR for fixed ηA and ηB . For example, for the case of ηA = ηB = 1/2 in Fig. 6,
the rate gap at SNR = 25 dB is 0.14 bits per channel use for nR = 4; 0.29 bits per channel use for nR = 6;
and 0.40 bits per channel use for nR = 8. These numerical results agree well with the asymptotic results in
Corollaries 4 and 5.
In Fig. 8, we show the achievable rate-region of the proposed SD scheme. The capacity-region outer
bound and the achievable rate-region of the complete-decoding scheme are also included for comparison.
From Fig. 8, the difference between the achievable rate-region of the proposed SD scheme and the capacity
region outer bound is negligible for a relatively high SNR. We also see that the proposed SD scheme can
achieve rate-pairs that cannot be achieved by the complete-decoding scheme.
VIII. CONCLUSION
In this paper, we developed a new joint channel decomposition for MIMO TWRCs. Based on that, we
proposed a space-division based network-coding scheme with the achievable sum-rate within 1
2
log(5/4) ≈
0.161 bit per user-antenna of the capacity upper bound in the high SNR regime. We also show that, for
Rayleigh-fading MIMO TWRCs, the average gap between the achievable rate of the proposed scheme and
the capacity upper bound is no more than 0.053 bit per relay-antenna in the high SNR regime. We remark
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that this marginal gap is due to the fact that the complete-decoding and PNC strategies, collectively, fail
to achieve the asymptotic capacity upper bound, even for the case of single-antenna users. To completely
remove this gap, more advanced multi-dimension PNC relaying strategies may be required. Moreover, in
this paper, channel state information is assumed to be globally known by both the transmitter and receiver
sides. It is of theoretical, and more practical, interests to investigate how to efficiently communicate over
MIMO TWRCs where only the receiver-side channel state information is available. We will look into these
problems in our future research.
APPENDIX A
PROOF OF THEOREM 1
Here we prove Theorem 1. Let λi be an eigenvalue of UAU†A + UBU
†
B and ui be the corresponding
unit-length eigenvector satisfying (
UAU
†
A +UBU
†
B
)
ui = λiui. (57)
We are interested in four cases of λi: (a) λi = 2; (b) 1 < λi < 2; (c) λi = 1; and (d) 0 < λi < 1.
For case (a), λi = 2 implies that
UAU
†
Aui = ui and UBU
†
Bui = ui.
Thus, ui lies in the common space of C(UA) and C(UB).
For case (c), we have
UAU
†
Aui = ui and UBU
†
Bui = 0 (58a)
or
UAU
†
Aui = 0 and UBU
†
Bui = ui. (58b)
We next show that the eigenvalues in case (b) and case (d) appear in a pair-wise manner. Denote
lm;i = Um
(
U†mUm
)−1
U†mui = UmU
†
mui. (59)
Note that lm;i is the projection of vector ui onto the column space of Um. From (57), we obtain
ui =
1
λi
(lA;i + lB;i) . (60)
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The above implies that ui, lA;i and lB;i lie on the same two-dimension plane (denoted by Si). We have the
following facts.
Lemma 2: For any λi in case (b), the corresponding ui is the angular bisector of lA;i and lB;i, i.e.
‖lA;i‖
2 = u†i lA;i = u
†
i lB;i = ‖lB;i‖
2 . (61)
Proof: To prove the lemma, we first multiply both sides of (57) by UAU†A. Then, after some straight-
forward manipulations, we obtain
(λi − 1)UAU
†
Aui = UAU
†
AUBU
†
Bui. (62)
Similarly, we have
(λi − 1)UBU
†
Bui = UBU
†
BUAU
†
Aui. (63)
Then,
u
†
i lA;i
(a)
= u†iUAU
†
Aui
(b)
=
1
λi − 1
u
†
iUAU
†
AUBU
†
Bui
(c)
=
1
λi − 1
u
†
iUBU
†
BUAU
†
Aui
(d)
= u†iUBU
†
Bui
(e)
= u†i lB;i
where step (a) follows from (59), (b) from (62), (c) from the fact that the Hermitian transpose of a real-
valued scalar is itself, (d) from (63), and (e) again from (59). From (59), the projection of ui onto lm;i is
just lm;i. Thus, ‖lm;i‖2 = u†i lm;i, which completes the proof.
Lemma 3: For any λi ∈ (1, 2) (as in case (b)), λ′i = 2−λi is also an eigenvalue of UAU†A+UBU†B , and
the corresponding unit-length eigenvector is given by
u′i =
1√
λiλ
′
i
(lA;i − lB;i) . (64)
Proof: By definition, we have(
UAU
†
A +UBU
†
B
)
u′i
(a)
=
1√
λiλ
′
i
(
UAU
†
A +UBU
†
B
)
(lA;i − lB;i)
(b)
=
1√
λiλ
′
i
(
UAU
†
Aui + (λi − 1)UBU
†
Bui − (λi − 1)UAU
†
Aui −UBU
†
Bui
)
=
λ′i√
λiλ
′
i
(lA;i − lB;i) = λ
′
iu
′
i (65)
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where step (a) follows from (64), and step (b) from (59), (62) and (63).
What remains is to show that ‖u′i‖ = 1. To see this, we left-multiply both sides of (57) by u†i , yielding
‖lA;i‖
2 + ‖lB;i‖
2 = λi. (66)
Together with (61), we obtain
‖lA;i‖
2 = ‖lB;i‖
2 =
λi
2
. (67)
Moreover, left multiplying (62) and (63) respectively by u†i and plugging in (59), we obtain
l
†
A;ilB;i = (λi − 1) ‖lA;i‖
2 = (λi − 1) ‖lB;i‖
2 = l†B;ilA;i. (68)
Then
u
′†
i u
′
i =
1
λiλ
′
i
(lA;i − lB;i)
† (lA;i − lB;i)
=
1
λiλ
′
i
(
‖lA;i‖
2 − l†A;ilB;i − l
†
B;ilA;i + ‖lB;i‖
2
)
(a)
=
1
λiλ
′
i
(
λi − (λi − 1) ‖lA;i‖
2 − (λi − 1) ‖lB;i‖
2)
(b)
= 1 (69)
where step (a) follows from (67) and (68), and step (b) from (67) and the fact of λ′i = 2−λi. This completes
the proof.
Lemma 4: The subspace Si spanned by lA;i and lB;i is orthogonal to Sj , for any j 6= i.
Proof: From (60) and (64), we see that both ui and u′i lie on the plane Si. As ui and u′i are orthogonal to
each other, Si is spanned by ui and u′i. Then, the lemma holds straightforwardly by noting the orthogonality
between the eigenvectors.
Now we give an overall picture of the eigenvalues and eigenvectors of UAU†A + UBU
†
B. Denote the
k eigenvalues in case (a) by λ1, · · · , λk, and the corresponding orthogonal eigenvectors by u1, · · · , uk.
Also denote the l eigenvalues in case (b) by λk+1, · · · , λk+l in the descending order, and the corresponding
eigenvectors by uk+1, · · · , uk+l. As the eigenvalues in (b) and (d) appears in a pair-wise manner, we further
denote the l eigenvalues in case (d) by λ′k+1, · · · , λ′k+l in the descending order, and the corresponding
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eigenvectors by u′k+1, · · · , u′k+l. Moreover, we denote the dA orthogonal eigenvectors in case (c.1) by
uk+l+1, · · · ,uk+l+dA , and the dB orthogonal eigenvectors in case (c.2) by uk+l+dA+1, · · · ,uk+l+dA+dB . Let
U =
[
u1, · · · ,uk,uk+1,u
′
k+1, · · · ,uk+l,u
′
k+l,uk+l+1, ...,uk+l+dA+dB
]
. (70)
It can be readily verified that U is an orthonormal matrix satisfying U†U = InA+nB−k. Define
U′A =
[
u1, · · · ,uk,
lA;k+1
‖lA;k+1‖
, · · · ,
lA;k+l
‖lA;k+l‖
,uk+l+1, ...,uk+l+dA
]
(71a)
and
U′B =
[
u1, · · · ,uk,
lB;k+1
‖lB;k+1‖
, · · · ,
lB;k+l
‖lB;k+l‖
,uk+l+dA+1, ...,uk+l+dA+dB
]
. (71b)
In the above, u1, · · · ,uk are the eigenvectors in case (a); uk+l+1, ...,uk+l+dA are the eigenvectors in case (c)
satisfying UAU†Aui = ui, for i = k + l + 1, ..., k + l+ dA; uk+l+dA+1, · · · , uk+l+dA+dB are the eigenvectors
in case (c) satisfying UBU†Bui = ui, for i = k + l + dA + 1, ..., k + l + dA + dB .
Then, from Lemmas 3 and 4, it can be verified that Dm in (19a) satisfies
U′m = UDm, m ∈ {A,B} . (72)
From Lemma 3 and the fact that lm;i ∈ Si for i = k + 1, · · · , k + l, the columns of U′m are orthonormal.
Together with the fact that all columns of U′m lie in the columnspace of Um (and so in the columnspace of
Hm), we see that Hm and U′m share the same columnspace. Thus, there exists an nm-by-nm square matrix
Gm such that
HmR = U
′
mGm. (73)
Combining (72) and (73), we obtain
HmR = UDmGm (74)
which completes the proof of Theorem 1.
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APPENDIX B
PROOF OF THEOREM 3
We first consider the sum-rate upper bound:
RUL
(a)
≈
1
2
∑
m∈{A,B}
log
∣∣∣∣InR + PmN0nmUDmRmR†mD†mU†
∣∣∣∣
(b)
=
1
2
∑
m∈{A,B}
log
∣∣∣∣Inm + PmN0nmRmR†m
∣∣∣∣
(c)
≈
1
2
∑
m∈{A,B}
log
∣∣∣∣ PmN0nmRmR†m
∣∣∣∣ (75)
where step (a) follows by substituting (24) into (49), step (b) follows from the facts that D†mU†UDm= Inm
and |I+AB| = |I+BA|, and step (c) utilizes the fact that Rm is a square matrix.
Now we consider the achievable sum-rate of the proposed space-division scheme. For notational simplicity,
let HCDm = Dm;2,2Rm;2,2, m ∈ {A,B}. From (34), the sum-rate of the complete-decoding spatial streams
can be expressed as
RCDA +R
CD
B
(a)
=
1
2
log
∣∣∣∣∣∣I+
∑
m∈{A,B}
Pm
N0nm
HCDm (H
CD
m )
†
∣∣∣∣∣∣
(b)
=
1
2
log
∣∣∣∣I+ PAN0nAHCDA (HCDA )†
∣∣∣∣+ 12 log
∣∣∣∣∣∣I+
∑
m∈{A,B}
Pm
N0nm
HCDm (H
CD
m )
†
∣∣∣∣∣∣∣∣∣I+ PAN0nAHCDA (HCDA )†∣∣∣
(c)
≈
1
2
log
∣∣∣∣ PAN0nARA;2,2R†A;2,2
∣∣∣∣+ 12 log
∣∣∣∣∣ PBN0nB (HCDB )†
(
I+
PA
N0nA
HCDA (H
CD
A )
†
)−1
HCDB
∣∣∣∣∣
(d)
=
∑
m∈{A,B}
1
2
log
∣∣∣∣ PmN0nmRm;2,2R†m;2,2
∣∣∣∣ + 12 log
∣∣∣∣∣D†B;2,2
(
I+
PA
N0nA
HCDA (H
CD
A )
†
)−1
DB;2,2
∣∣∣∣∣
where step (a) utilizes the fact that equal power allocation is asymptotically optimal, and step (d) follows
by substituting HCDB = DB;2,2RB;2,2. Applying the matrix inversion lemma to
(
I+ PA
N0nA
HCDA (H
CD
A )
†
)−1
,
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we further obtain
RCDA +R
CD
B =
∑
m∈{A,B}
1
2
log
∣∣∣∣ PmN0nmRm;2,2R†m;2,2
∣∣∣∣
+
1
2
log
∣∣∣∣∣I− PAN0nAD†B;2,2HCDA
(
I+
PA
N0nA
(HCDA )
†HCDA
)−1
(HCDA )
†DB;2,2
∣∣∣∣∣
(a)
≈
∑
m∈{A,B}
1
2
log
∣∣∣∣ PmN0nmRm;2,2R†m;2,2
∣∣∣∣ + 12 log ∣∣∣I−D†B;2,2DA;2,2D†A;2,2DB;2,2∣∣∣
(b)
=
∑
m∈{A,B}
1
2
log
∣∣∣∣ PmN0nmRm;2,2R†m;2,2
∣∣∣∣ + 12 log
k+l∏
i=k+l´+1
λi(2− λi) (76)
where step (a) follows by noting I + PA
N0nA
(HCDA )
†HCDA ≈
PA
N0nA
(HCDA )
†HCDA and HCDA = DA;2,2RA;2,2,
m ∈ {A,B}, and step (b) utilizes the definitions in (19a) and (26). Moreover, letting wA = wB = 1 in (42),
we obtain the sum-rate of the PNC spatial streams as
RPNCA +R
PNC
B =
1
2
∑
m∈{A,B}
(
log
∣∣∣∣ PmN0nmRm;1,1R†m;1,1
∣∣∣∣+ log ∣∣∣D˜m;1,1D˜†m;1,1∣∣∣) . (77)
From (44), pi is the angular bisection of eA;i and eB;i, or equivalently, pi = [1, 0]T , for the sum-rate case
of wA = wB = 1. Then, using the definition in (33), we obtain
log
∣∣∣D˜m;1,1D˜†m;1,1∣∣∣ = k+l´∑
i=k+1
log
λi
2
. (78)
Combining (75)-(78), we complete the proof of Theorem 3.
APPENDIX C
PROOF OF LEMMA 1
We prove by using the theory of free probability [27]. The a.e.d. of UmU†m is given by
pm (λ) = ηmδ (λ− 1) + (1− ηm) δ (λ) , m ∈ {A,B} .
Let Xm be a random variable with PDF pm (λ). Its Stieltjes transform is given by (cf., (2.40) in [26])
SXm (z) = E
[
1
Xm − z
]
=
ηm
1− z
−
1− ηm
z
.
Then, the inverse function of SXm (z) is given by
S−1Xm (s) =
− (1− s)±
√
(1− s)2 − 4s (ηm − 1)
2s
.
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Using the relation between Stieltjes transform and R-transform (cf., (2.72) in [26]), we obtain the R-transform
of Xm as
RXm (z) = S
−1
Xm
(−z)−
1
z
=
z − 1∓
√
(z − 1)2 + 4ηmz
2z
.
From Theorem 2.64 of [26], as UAU†A and UBU†B are asymptotically free random matrices, the R-transform
of the a.e.d. of UAU†A +UBU
†
B is given by
RAB (z) = RXA (z) +RXB (z) =
∑
m∈{A,B}
z − 1∓
√
(z − 1)2 + 4ηmz
2z
.
Then, the Stieltjes transform of the a.e.d. of UAU†A +UBU†B satisfies
S−1AB (−z) = 1∓
∑
m∈{A,B}
√
(z − 1)2 + 4ηmz
2z
.
Letting y = S−1AB (−z) , we obtain∑
m∈{A,B}
√
(z − 1)2 + 4ηmz = ∓2z(y − 1).
Multiplying
√
(z − 1)2 + 4ηAz −
√
(z − 1)2 + 4ηBz on both sides, we have√
(z − 1)2 + 4ηAz −
√
(z − 1)2 + 4ηBz = ∓
2(ηA − ηB)
y − 1
.
Adding the above two equations and taking the square, we further obtain
(z − 1)2 + 4ηAz =
(
z(y − 1) +
ηA − ηB
y − 1
)2
.
Solving z, we obtain
SAB (z) = −
1− ηA − ηB ∓
√
(1− ηA − ηB)
2 + (2z − z2)
((ηA−ηB
z−1
)2
− 1
)
2z − z2
.
From (2.45) in [26], the a.e.d. of UAU†A +UBU†B is given by
F (λ) = lim
ω→0+
1
pi
Im [SAB (λ+ jω)] .
Thus, for 0 < λ < 1 and 1 < λ < 2, we obtain
F (λ) =
1
pi
Im

√
(1− ηA − ηB)
2 +
(
2λ− λ2
) ((ηA−ηB
λ−1
)2
− 1
)
2λ− λ2
 . (79)
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In addition, for a randomly generated pair of UA and UB , there are nA + nB − nR orthogonal eigenvectors
for λi = 2, |nA − nB| orthogonal eigenvectors for λi = 1, and nR − nA − nB orthogonal eigenvectors for
λi = 0. Thus, as nR tends to infinity, the PDF F (λ) at λ = 2 is given by [ηA + ηB − 1]
+ δ (λ− 2); that at
λ = 1 is given by |ηA − ηB| δ (λ− 1); and that at λ = 0 is given by [1− ηA − ηB]
+ δ (λ). This concludes
the proof of the lemma.
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Fig. 1. Configuration of a MIMO TWRC.
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Fig. 2. The uplink rate-regions of the TWRCs with single-antenna users. hA = [1, 0]T and hB = [cos θ, sin θ]T . Channel SNR = 1/N0 = 10
dB. The horizontal axises represent the rate of user A; the vertical axises represent the rate of user B; the unit is bit per channel use.
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Fig. 3. The function of the average normalized gap rSD in (53) against η.
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Fig. 4. Average achievable sum-rates of various schemes for the Rayleigh fading MIMO TWRC with nA = nB = 2 and nR = 4.
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Fig. 5. Average achievable sum-rates of various schemes for the Rayleigh fading MIMO TWRC with nA = nB = 2 and nR = 3.
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Fig. 6. Scaling effect of the average sum-rates of various schemes for the Rayleigh fading MIMO TWRCs with ηA = ηB = 1/2.
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Fig. 7. Scaling effect of the average sum-rates of various schemes for the Rayleigh fading MIMO TWRCs with ηA = ηB = 2/3.
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channel links are set to 30 dB.
