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［要旨］
人工知能（AI）とロボットの発展によって人間の判断を介さないで攻撃を
行う自律型殺傷兵器（Lethal Autonomous Weapon Systems：LAWS）やキラー
ロボットの開発が懸念されている。LAWS については、国際人道法の観点か
らの研究は進んでいるものの、グローバルガバナンスおよびレジーム論の観
点での分析は進んでいない。まだ LAWS は実用的な兵器として活用されてい
ないものの、新しい兵器として注目されている LAWS について、本稿ではま
ず、LAWS の動向を整理する。次に、LAWS 開発の背景と今後の開発の見通
しを論じる。続けて科学技術のグローバルガバナンス枠組みにおいて LAWS
はどのような存在なのか、また従来の科学技術の発展のように急激なパワー
シフトが生じるのか、従来の安全保障体制は変わるのかを論じる。最後に安
全保障のレジームの枠組みの中で LAWS がどのように位置づけられるのかを
明らかにする。
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1．はじめに
人工知能（AI）技術の発展によって、軍事分野での活用も進んでいる。アメリカの
国防総省（ペンタゴン）の技術開発機関の米国防高等研究計画局（DARPA）は 2018
年 9 月、AI の軍事分野での利用における開発に今後 5 年間で 20 億ドルを投資する計
画を明らかにしている （1）。軍事分野においても画像認識など、人間よりも AI やロボッ
トの活用が期待されている領域も多い。実際に、戦場の無人化は進んでおり、ロボッ
トを模した兵器も多数開発されている。従来、戦場で人間（軍人）が行っていた「3D
業務」（単調：dull、汚い：dirty、危険：dangerous）の任務の多くは既にロボットが
行っている （2）。人間の兵士と違い、疲れることもなくミスすることも少ないので、監
視や偵察などはロボットの方が適している。
AI とロボットの発展は、「自律型致死兵器システム（Lethal Autonomous Weapons 
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Systems：LAWS）」という新たな脅威を生み出すことになった。LAWS には正確な定
義はなく、キラーロボットとも呼ばれており、本稿においても文脈によって LAWS、
キラーロボットという用語を使用する。まだ LAWS は実際の兵器として戦場では使用
されていない。だが、AI やロボットの発展が LAWS につながり、キラーロボットやド
ローンなどによる人間への攻撃につながるといった暴走が起こりうるかもしれない。
そのため LAWS に関する脅威と対策については特定通常兵器使用禁止制限条約（CCW）
の政府専門家会合（GGE）において議論されており、日本からも外務省や防衛省から
参加しているが、各国の足並みはそろっていない （3）。
LAWS やキラーロボットが兵器なのか兵士なのかという議論もあり、例えば加藤朗
は感情や意識を持つかどうかであり、感情や意識を持つのであれば、兵士であると定
義している （4）。現在の AI 技術を鑑みると LAWS やキラーロボットが感情や意識を持
つことは当面はないだろう。
LAWS をめぐっては国際人道法の観点での議論や分析は進められているものの、安
全保障のレジーム論の枠組みでの分析は試みられてこなかった。本稿では新たな兵
器として、LAWS の開発主体となる国家を軸として、グローバルガバナンスとレジー
ム論において LAWS がどのように位置づけられるのかを明らかにしていく。まず、
LAWS をめぐる動向を整理する（2 節）。続けて LAWS 開発の背景と今後の見通しを論
じる（3 節）。次に科学技術のグローバルガバナンスの枠組みにおいて LAWS はどのよ
うな存在なのか、また従来の科学技術の発展のように LAWS は国家間の関係において
急激なパワーシフトが生じさせるのか、安全保障体制にどのような影響を与えるかを
論じる（4 節）。最後に安全保障のレジーム論の枠組みで、LAWS がどのように位置づ
けられるのかを明らかにする（5 節）。
2．LAWSをめぐる動向
本節では、LAWS をめぐる動向を整理する。LAWS やキラーロボットはまだ実際の
戦争では使用されていないものの、その開発と利用が懸念されており、LAWS の開発
を国際人道法で阻止しようとする議論も既に行われている。特に 2010 年代以降には
AI の発展、ドローン攻撃による民間人の犠牲者の増加とともに、LAWS の脅威が現実
味を帯びてきたこともあり、国連や特定通常兵器使用禁止制限条約（CCW）の枠組み
でも積極的に議論されている（表 1）。Human Rights Watch（ヒューマン・ライツ・
ウォッチ）や、56 カ国の 113 の NGO の連合体である The Campaign To Stop Killer 
Robots（ストップキラーロボットキャンペーン）のような NGO でも国際人道法によ
る LAWS やキラーロボットの開発の阻止を積極的に呼びかけている。
3．LAWS開発の背景と見通し
本節では、LAWS 開発の背景と今後の見通しを論じることによって、NGO や著名人
が積極的に LAWS 開発を阻止しようとする動きも大きいなか、どうして LAWS の開発を
推進しようとしているのかを明らかにする。LAWS がどのような形態のもので、どの程
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表 1　LAWSやキラーロボットをめぐる近年の動向
年　月 動　向
2009 年  9 月 Noel Sharkey 氏らが NGO「International Committee for Robot Arms Control
（ICRAC）」設立
2012 年 10 月 NGO「Campaign to Stop Killer Robots（ストップキラーロボットキャンペー
ン）」設立
2012 年 11 月 Human Rights Watch（HRW）、＂Losing Humanity The Case against Killer 
Robots＂発表
2012 年 11 月 米国防総省指令 3000.09、＂Autonomy in Weapon Systems＂公布
2013 年  4 月 国連人権理事会報告書（A/HRC/23/47）＂Report of the Special Rapporteur on 
extrajudicial, summary or arbitrary executions, Christof Heyns＂で完全自律兵
器について報告
2013 年  5 月 国連人権理事会で完全自律兵器について議論
2013 年 10 月 国連総会第 1 委員会で完全自律兵器について議論
2013 年 10 月 国連事務総長がキラーロボットについて戦争犯罪が発生した場合の法的責任
について懸念を表明
2013 年 11 月 CCW で 2014 年に非公式専門家会合開催を決定
2014 年  2 月 欧州議会が「人間の介入なく攻撃する完全自律型兵器の開発、生産、使用を
禁止する」ように欧州連合加盟国、EU 閣僚理事会、EU 外務・安全保障政策
上級代表に養成する決議を採択
2014 年  3 月 赤十字国際委員会（ICRC）で第 1 回専門家会合（ICRC Expert Meeting on
ʻAutonomous weapon systems: technical, militar y, legal and humanitarian 
aspects’）開催
2014 年  5 月 特定通常兵器使用禁止制限条約（CCW）自律型致死兵器システム（LAWS）
第 1 回非公式専門家会議開催（ジュネーブ）
2015 年  4 月 特定通常兵器使用禁止制限条約（CCW）自律型致死兵器システム（LAWS）
第 2 回非公式専門家会議開催（ジュネーブ）
2015 年  7 月 スティーブン・ホーキング博士、イーロンマスク氏らがアルゼンチンのブエ
ノスアイレスで開催の IJCAI（人工知能国際会議）2015 のオープニングで自
律型兵器の開発禁止を呼び掛ける公開書簡を発表
2016 年  4 月 赤十字国際委員会（ICRC）＂Views of the International Committee of the Red 
Cross （ICRC）on autonomous weapon system＂公布
2016 年  4 月 特定通常兵器使用禁止制限条約（CCW）自律型致死兵器システム（LAWS）
第 3 回非公式専門家会議開催（ジュネーブ）
2017 年 11 月 特定通常兵器使用禁止制限条約自律型致死兵器システムに関する政府専門家
会合（GGE）の開催（ジュネーブ）
2018 年  6 月 Google、AI 開発に関する取り組み原則を発表。武力への利用および国際法と
人権に反する開発をしないことに言及
2018 年  8 月 特定通常兵器使用禁止制限条約自律型致死兵器システムに関する政府専門家
会合（GGE）の開催（ジュネーブ）
2018 年 11 月 国連事務総長アントニオ・グテーレス氏が自律型兵器の開発の禁止を訴える
2019 年  3 月 特定通常兵器使用禁止制限条約自律型致死兵器システムに関する政府専門家
会合（GGE）の開催（ジュネーブ）
2019 年  8 月 特定通常兵器使用禁止制限条約自律型致死兵器システムに関する政府専門家
会合（GGE）の開催（ジュネーブ）
出典：各機関のリリースなど公開情報を元に筆者作成
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度の殺傷能力や攻撃力を保有するものなのかは全く不明である。だが AI の知的レベル
は向上し、高い自律性を備える AI も実現されるであろうことは多くの専門家も予測して
いる （5）。このような科学技術の発展が軍事に応用されることは容易であろう。むしろ軍
事技術分野から発展していく可能性が高い。そのため LAWS やキラーロボットに対して
NGO や国家、著英人らも危機感を抱き、開発を阻止しようとしている。また後述する
が、新たな兵器である LAWS によって安全保障体制が変わる可能性もありうる。
特に米国防総省（DoD）でも自律性を「軍事における革命（Revolution in Military 
Af fairs：RMA）」の中核に据えている。2012 年に公布された国防総省指令 3000.09
「Autonomy in Weapon Systems（兵器システムにおける自律性）」では、「自律型および
半自律型兵器システムを設計しなければならない」と義務付けている （6）。
軍事での技術発展と民間での活用はもはや切り離せなくなっている。インターネッ
トも軍事目的で開発されたものだが、冷戦終結後には民間分野での普及がいっきに拡
大し、インターネットを介したサイバースペースにおけるサイバー攻撃も国家の安全
保障において重要な要素になっている。AI も多くの科学技術の発展と同じように軍事
的な目的での開発から生まれたもので、ポスト・スプートニクとしてアメリカの軍事
研究が生み出したものだった （7）。また民間での AI 技術の発展と民生品への活用は米国
や中国を中心に急速に発展している。そのため Google などは AI 技術を軍事活用しな
いと明言している （8）。だが、民間で開発された AI 技術が軍事転用され、軍事技術向上
のために AI が活用されることを回避することは難しい。軍事分野と民生品のデュアル
ユースでの利用を想定すると、LAWS の開発を止めることは容易ではないだろう。特
に軍産複合化が進んでいるアメリカでの LAWS 開発と実用化は時間の問題であろう。
また LAWS 開発は懸念されているが、今後も各国で開発が進められていき、いず
れ実用化されて戦場の主体になる可能性も高いだろう。加藤はロボット兵器をウォー
ボットと呼び、米国がウォーボットを導入しようとする背景と動機を 3 つあげている。
第 1 に軍事的な理由として、工業から情報へと産業構造の変化に伴い戦争の形態が工
業時代の近代総力戦から情報時代の現代の省力戦に変わった。極力人間の力を省こう
とする省力戦にはウォーボットが最もふさわしい兵器である。第 2 に財政的な理由で、
ウォーボット導入の背景には軍事費の削減に伴う兵員の削減がある。1980 年代には
210 万人台で推移していた米軍の人員数は冷戦終焉後の 1990 年には 200 万人台、1991
年には 190 万人台になった。その後現象を続け 2001 年には 130 万人台にまで落ち、そ
の後は 130 万人から 140 万人の間を推移している。そして無人機が登場してから、無
人機を長時間運用するには、通常 3 人のチームが複数組必要で、一機当たりの操作員
の数、また操作員を教育・訓練するための要員も増加した。要員を減らすには、遠隔
操作型無人機を完全自律型無人機にする必要があると指摘している。第 3 に社会的背
景として人命尊重の意識がますます高まってきたこと、すなわち戦死者と負傷者の比
率こそが人命尊重の意識を示す重要な指標の一つとなると指摘している （9）。この軍
事、財政、社会的な課題は米国だけでなく、世界各国の軍において共通の課題である。
LAWS の導入を反対する NGO には、人間を介さないロボットによる殺人に対する人道
的な観点から反対する理由を挙げていることが多い。だが、各国の兵士や軍人の人命
尊重の観点からは、軍人の人命を落とすことなく LAWS やキラーロボットによる戦い
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方の変化によって、各国の軍は軍人の人命を守ることができるようになり、また帰還
兵士の社会復帰困難やトラウマなどの社会的な負担は軽減する。そのため完全自律型
の LAWS の導入に向けた開発が加速されていくことは容易に想定される。冷戦が終結
し、軍事的な環境の変化、財政的、社会的な課題を背景として、さらに科学技術と AI
の発展から LAWS の開発と実際の戦争での使用は安全保障上の必然ともいえる。つま
り、LAWS 開発が懸念され、いくつかの国や NGO が開発への反対表明をして阻止しよ
うとする動きもあるが、軍事、財政、社会的な背景から、これからも LAWS の開発は
進められていくだろう。
4．グローバルガバナンスの視座からの LAWS
本節ではグローバルガバナンスの枠組みから LAWS はどのような存在なのかを分析
する。グローバルガバナンスは古くて新しい国際政治学のテーマであり、1920 年代の
国際関係論の 1 つであり、1970 年代初めには相互依存との関連で論じられてきた。さ
らに 1980 年代からはグローバリゼーションの波で大きな関心を集めてきた （10）。だが
グローバルガバナンスの概念が注目され、活発に議論されるようになったのは、冷
戦後で、1992 年に国連でグローバルガバナンス委員会というグループが設置され、
冷戦後の課題と国際秩序を検討する作業が始まり、1995 年には報告書「Our Global 
Neighborhood」がまとめられた （11）。グローバルガバナンスとは個人や国家、機構が
共通のアジェンダを管理するフォーマルやインフォーマルな枠組みである （12）。
まず従来の科学技術のグローバルガバナンスの枠組みにおいて、LAWS の位置づけ
を明確にし、次いで国際関係における国家間のパワーシフトが生じるのか、従来の安
全保障体制は変更されるのかを論じる。
科学技術のグローバルガバナンスに共通する特徴として山田敦は以下の 3 点を挙げ
ている （13）。第 1 に科学技術のグローバルガバナンスは、文字通りグローバル規模の課
題である。核関連技術、バイオテクノロジー、宇宙技術、情報通信技術など、いずれ
も国境を越えて、地球全体の将来を左右しうる。つまり、私たちを幸せにも不幸にも
するという意味である。例えば、核関連技術は、核兵器の開発につながる一方で、原
子力発電にも利用できる。バイオテクノロジーは、生物兵器の開発にも、エイズ治療
薬の開発にも応用できる。宇宙技術は、大陸間弾道ミサイルの発射にも、通信衛星や
国際宇宙ステーションの運用にも利用できる。軍事利用と平和利用（または民生利用）
のどちらも可能な技術を両用技術（デュアルユーステクノロジー）である。今日の科
学技術は、ほぼ例外なく両用性を持っており、その利用は世界各国で進んでいるので、
世界が不幸な道に進むことがないように、世界全体で取り組んでいく必要がある。第
2 に、科学技術のグローバルガバナンスは、そこにかかわるアクターが極めて幅広く
多様である。各国政府、国際機関、産業界、科学者・技術者、市民団体など、いずれ
も深く関与する。科学技術のグローバルガバナンスは科学技術を作る側と使う側がと
もに関与せざるをえないので、利害関係者の幅が極めて広い。第 3 に、科学技術は日
進月歩であるため、パワーシフトが急激に生じうる。それゆえ科学技術のグローバル
ガバナンスは、絶えず変化の波にさらされている。こうした変動は ICT（Information 
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and Communication Technology：情報通信技術）分野で技術革新が続き、性能向上と
コスト低下が進んできたことによる。その原動力は、巨大企業からベンチャー企業ま
で、続々と市場に参入する無数の民間企業であることに間違いはない。
上記の科学技術のグローバルガバナンスの枠組みで、LAWS を検討してみると、山
田が指摘しているように第 1 の科学技術はグローバル規模の課題という点について、
LAWS と AI 技術にもあてはまる。AI も軍事利用と民生利用のデュアルユースで開発さ
れていく。AI はインターネットのように個人レベルでの利用ではないが、情報通信技
術にかかわる分野は他の科学技術分野よりも軍事利用と民生利用は両用性の要素が強
い。実際、AI の開発を主導しているのは Google や Facebook などの民間企業であり、
世界各国で医療や交通など多くの民生分野での利用も積極的に進められている。そし
て AI は軍事分野での活用も進められておりデュアルユースでの活用はこれからもます
ます進んでいくといえる。
また第 2 の多くのアクターが関与し、利害関係者の幅が広い点についても LAWS や
AI 技術の分野については当てはまる。実際に、LAWS の開発を阻止しようと各国政府
の代表や市民団体（NGO）らが毎年議論をしていても、具体的な解決策や合意が得ら
れていない。
最後に第 3 の科学技術は日進月歩であるためパワーシフトが急激に生じ得るという
こと、また ICT 分野での技術革新が続き、性能向上とコスト低下が進んでおり変化の
波にさらされているという指摘については、LAWS と AI 技術の分野ではあてはまると
はいえない。AI はインターネットのような公共財ではなく、AI 技術の発展と進歩には
多くのデータと機械学習が必要となる。データや情報を大量に収集して AI は強化され
ていく。そのため、Google や Facebook のように世界中からあらゆるデータや情報を
収集できる米国企業や、中国のように人口が多く大量にデータや情報を収集できる企
業の方が圧倒的に開発力があり優位だろう。それは軍事力においても同様であり、ド
ローンや監視カメラ、センサーなどを活用いて世界中の地形や人間の顔データなどあ
らゆる情報やデータを収集できる国や、同国での民間企業で AI 開発力を有している国
が圧倒的に強く、必然的に米国や中国といった大国やサイバー分野で技術開発力があ
るイスラエルなどが中心になる。非国家集団のテロリスト集団や技術力のない小国や
新興国が LAWS を開発することは考えにくいだろう。つまり、LAWS の分野において、
表 2　科学技術のグローバルガバナンスにおける LAWSと AI 技術
科学技術のグローバルガバナンスの特徴 LAWS と AI 技術への適用
1 グローバル規模であり、軍事利用と民生利用のデュアルユース。
あてはまる。
2 かかわるアクターが幅広く多様。利害関係者の幅が広い。
あてはまる。
3 進化が日進月歩で、急激なパワーシフトが生じる。 あてはまらない。LAW と AI では既存の大国が優位。
出典：  『パワーから読み解くグローバル・ガバナンス論』（有斐閣ブックス、2018 年 PP170–171 山田敦）の
議論を元に筆者作成
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その基盤となる AI とその活用分野においては急激なパワーシフトが起こるとは考えに
くい。結局のところ、LAWS の開発に対する懸念と阻止については、既存の大国間の
安全保障体制が適用されることになるだろう（表 2）。
5．国際レジームの視座からの LAWS
本節では国際レジームの枠組みで LAWS やキラーロボットの位置づけを明らかにす
る。レジームとは、ある特定の問題領域に成立する規範・ルールのセットであり、そ
のルールに従って行動することが期待されると山本吉宣は定義している （14）。そして問
題領域が単一か複数か、規範・ルール・知識が単一か複数かの観点から単体国際レジー
ムの類型を分類。問題領域が単一で規範・ルール・知識が単一のレジームを「A. 結晶
型レジーム」、問題領域が単一で規範・ルール・知識が複数のものを「B. 内部競合型
レジーム［交差型（単体）レジーム］」、問題領域が複数で規範・ルール・知識が単一
のものを「C. 統合型レジーム［入子型（単体）レジーム］」、問題領域が複数で規範・
ルール・知識が複数のものを「D. 複合型レジーム［クラスター型（単体）レジーム］」
と定義している。LAWS を上記のレジームの枠組みに当てはめて検討してみると、問
題領域は LAWS・キラーロボット単一であり、規範・ルール・知識については各国の
動向や政策、技術開発、NGO などの多様なアクターの関与などから「B. 内部競合型
レジーム［交差型（単体）レジーム］」に当てはまる。規範に対立がある内部競合型レ
ジームでは、異なるまたは対立的な規範を調整することが必要である。当該の問題分
野に関する因果関係の知識が明確で、共有されている場合には、ある時は 1 つの目的
（規範）を主とし、またある時は他の目的（規範）を主とするような行動が現れること
もあり、基本的な規範を維持し他の規範を例外的なものとして認めることもある。さ
らには複数の規範が存在するため、1 つのレジームの中に、例外的にもう 1 つのレジー
ムを作るという現象が起こることがあると山本は指摘している。またある問題領域の
中で、異なる規範・ルールが同じ問題領域で交差するという意味で、交差型の単体レ
ジームと呼ぶことができる （15）。山本は交差型の単体レジームの例として、対人地雷
禁止レジームをあげており、それは人道規範に基づいて形成されたもので NGO らが
活躍したが、一方で対人地雷そのものは軍事的な価値があり、従って対人地雷禁止レ
ジームの形成は、人道規範と安全保障とが交差するものであったと整理している （16）。
LAWS についても、まさに対人地雷禁止レジームと同様に、ロボットが人間を介さな
いで人を攻撃するようになることに対する人道的な懸念と、そのために NGO や各国
政府が反対するという人道規範レジームと、LAWS の開発と実戦での使用による新た
な戦争形態という安全保障システムとしての LAWS の在り方の問題が交差することに
なるだろう。
また山本は国際的な安全保障のシステムを、そのグループの国が考える脅威の在
り方と、その脅威が外部または内部に存在するのかという観点で 4 つに分類してい
る （17）。脅威の性格が特定の相手で、脅威の所在が外部にあるものを「A. 競争的安全
保障システム、ゼロサムゲーム、同盟内レジーム」、脅威の性格が特定の相手で、脅威
の所在が内部にあるものを「B. 共通の安全保障、制御された勢力均衡、囚人のジレン
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マ、信頼醸成レジーム、軍備管理レジーム」、脅威の性格が不特定の相手で、脅威の所
在が外部にあるものを「C. 危機対応型システム、説得ゲーム、囚人のジレンマ、危機
対応型同盟、同盟内レジーム」、脅威の性格が不特定の相手で、脅威の所在が内部にあ
るものを「D. 包括的安全保障システム（原理的な多角主義のシステム）、鹿狩りのゲー
ム、コンサート・システム、協調的安全保障、集団的安全保障、（禁止レジーム）」と
定義している（表 3）。
山本の国際的な安全保障システムの枠組みに LAWS を当てはめて検討してみると、
脅威は外部にあり、特定の国家ではないことから「C. 危機対応型システム、説得ゲー
ム、囚人のジレンマ、危機対応型同盟、同盟内レジーム（以下、危機対応型システム）」
に該当する。また脅威はそのグループの中のいずれかの国から発生すると考えられる
が、どの国から発生するかはあらかじめわかっていないことから「D. 包括的安全保障
システム（原理的な多角主義のシステム）、鹿狩りのゲーム、コンサート・システム、
協調的安全保障、集団的安全保障、（禁止レジーム）（以下、包括的安全保障システム
（禁止レジーム））」にも該当するといえるだろう。
まず C の危機対応型システムにおいては、同盟は存在するが、それは外部に特定の
脅威国家を想定せず、不特定の国に対して、もしそれらの国が武力行使あるいは広く
安定を脅かす行為に出た場合には、それらの国に対する抑止や安定化のための（軍事
力を含んだ）方策を取るという性格を持つ。また一般に「不拡散レジーム」と呼ばれ
る安全保障レジームもこのタイプに属する。特定の兵器やそれを生産する技術を、「持
つ国」から「持たざる国」へ拡散することを防ごうとするものであり、その目的はそ
のような武器や技術が拡散することによって力関係を不安定化させ、紛争を激化させ、
武力行使の可能性を増大させることを防ぐことであると指摘している （18）。さらに不拡
散レジームでは「持たざる国」に関して、技術の獲得が困難になるなど実際の経済的
表 3　国際システムの型、利益の構造、安全保障のレジーム
脅威の性格
特定の相手 不特定の相手
脅威の
所在
外部 A．競争的安全保障システム C. 危機対応型システム
ゼロサム・ゲーム 説得ゲーム、囚人のジレンマ
同盟内レジーム 危機対応型同盟、同盟内レジーム
→ LAWS に適用
内部 B． 共通の安全保障、制御された
勢力均衡
D.  包括的安全保障システム（原理的な
多角主義のシステム）
囚人のジレンマ 鹿狩りのゲーム
信頼醸成レジーム、軍備管理レ
ジーム
コンサート・システム、協調的安全保
障、集団安全保障、（禁止レジーム）
→ LAWS に適用
出典： 山本吉宣『国際レジームとガバナンス』2008 年、有斐閣 P288 を元に作成。黒枠の C と D が LAWS
に適用される。
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な利益にもマイナスをもたらす可能性が強いと述べている。また不拡散のルールは単
に国家の安全保障上の、また経済上の利益と比較勘案されて、守るか、守らないかが
判断されるだけでなく、例えば核不拡散のように、不拡散が道徳的なものであり、そ
れが内面化された規範となっている場合も存在すると指摘している。そして「持てる
国」の中には、不拡散にとりわけ大きな利益を持つ国（覇権国）があるとして、その
国は、他の「持てる国」がどのような行動をとろうと、不拡散という手段を取るとす
ると、その国にとって、他の国が協力して、不拡散が確たるものになることが一番望
ましい。だが、他の国は、協力して「不拡散」という選択肢をとっても利益を得るが、
拡散という選択肢をとり、ただ乗りする方が利益が大きいとする。その結果として「覇
権国」が拡散をせず、他の国が拡散するという状態が現れ、「覇権国」は、他の「持て
る国」を説得したり、利益を供与したり、あるいは脅したりして不拡散レジームを作
り、レジームが形成された後も、強制を含めて、レジームを維持するための様々な装
置をつくろうとしたり、またそのための行動をとろうとすると山本は指摘し、例とし
て冷戦期のアメリカのソ連に対する軍事技術の拡散防止をあげている。
LAWS はまだ戦場において実戦で活用されていないが、LAWS を形成する AI 技術に
ついてはアメリカや中国などのように「持てる国」と AI 技術を有してない新興国のよ
うに「持てない国」とに大きく分かれていくだろう。LAWS の分野においては、圧倒
的に AI やロボットなどの技術開発力と基盤となる軍事力を「持てる国」が優位である
ことは間違いない。ロシアのプーチン大統領が、国家として AI の開発に注力しようと
発言 （19）するのも「持てる国」側の方にならないと、AI を主体とした LAWS を利用し
た安全保障システムから取り残されてしまうからだろう。LAWS が懸念され、開発を
阻止しようとする動きがあるが、最初に LAWS を完成させた国が「持てる国」、すな
わち覇権国になれることから、大国を中心に AI 技術の開発、さらに LAWS の開発に
積極的になることだろう。アメリカの国防省が冷戦期から AI の開発に躍起になってい
る （20）。アメリカとしてはあらゆる兵器において「持てる国」として存立したいであろ
うし、AI 技術においては民生品も含めて中国の台頭が著しいことから LAWS の分野に
おいても、中国やロシアを意識して開発を進めていることだろう。DARPA（アメリカ
国防高等研究局）の目標は戦略的な不意打ちを生み出すことと、他国の不意打ちを防
ぐことである （21）。アメリカとしては LAWS の分野においても他国の不意打ちだけは回
避し、アメリカがこの分野においても覇権国になることを目指しているだろう。また、
兵器体系やその戦略からなる国際安全保障政策・制度においてもデファクト・スタン
ダードを作ることができる者が生き残ることができる （22）。アメリカとしては LAWS と
国際秩序形成においてもデファクト・スタンダードを握ることを目指しているはずだ。
次に「D. 包括的安全保障システム」の枠組みでも LAWS を整理することが可能で
あろう。このシステムは、そのシステム内の国々の間に、明示的・構造的な対立はな
く「敵」は存在せず、「味方」か、あるいは「敵でも味方でもない」グレイな関係をも
つ国々から成り立つものであり、このシステムにおけるレジームは、脅威を内部化し、
システム内の不特定な脅威の発生を予防し、また、ときに抑止しようとするものであ
る。さらにグループ内で侵略が起きた場合、それを打ち破る装置を持つことがある、
いわばグループ内の「平和」の維持をメンバー間の協力によって成し遂げようとする
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ものであり、利益関係者を全て含み、ルールに従うことについて、差別がないレジー
ムだと山本は指摘している （23）。そして一般的な差別なき原理に基づく安全保障レジー
ムは個別の分野にも成立可能であり、個別の分野で形成される一般的な差別なき安全
保障レジームの 1 つの形態は、ある特定の兵器の使用・保持・生産等を禁止しようと
する禁止レジームとも呼べる。そしてこのようなレジームは、その分野に限れば、禁
止というルールは、差別なく全てのメンバーに適用されるものであり、長期的には全
てのメンバーに利益を与えるものであり、さらに禁止レジームはメンバーシップに関
して、その外にある国々を内部化する原理が強く働く。「禁止レジーム」の対象となる
のは、化学兵器（毒ガス）、生物兵器（細菌兵器）、対人地雷など、それが使われれば、
極めて大きな人道上の被害をもたらすものであり、特定の兵器の禁止レジームは、一
般的に武力の行使を禁止するものではなく、そして禁止レジームは狭い意味での安全
保障にも当然かかわるが、むしろ人道上の問題が大きな関心となっていると考えられ、
禁止レジームは安全保障レジームというよりも人道レジームということもできると指
摘している （24）。また足立研幾は対人地雷禁止、クラスター弾禁止のレジームを例にあ
げて安全保障規範と人道規範の対立を指摘している （25）。LAWS においても、CCW で
の議論や、人間を介しないで人を殺し、非人道的な兵器になりうる LAWS の開発を阻
止するための働きかけにおいても禁止レジームで整理することができるだろう。
このように LAWS を安全保障のレジームの枠組みで整理すると「危機対応型システ
ム」と「包括的安全保障システム（禁止レジーム）」でとらえることができる。LAWS
はまだ実際の戦争において利用されていないので、今後の議論の進行状況と科学技術
の発展と軍事への応用によって、どのような安全保障のレジームの枠組みになるかは
注視が必要だが、それでも既存の安全保障のレジームの中で整理することができる。
そこでは、それぞれの分野での過去の政策過程の経験や議論を LAWS の分野にも活か
すことができるだろう。
6．おわりに
本稿では LAWS をめぐる動向をグローバルガバナンス、国際レジームと規範の観点
から、それぞれの分野で第一人者である山田と山本の枠組みに基づいて分析してきた。
冷戦が終結し、軍事的な環境の変化、財政的、社会的な課題を背景として、さらに科
学技術の発展と AI の進化から LAWS が戦争で活用されていくことは安全保障上の必然
ともいえるため、今後も各国で LAWS の開発は進められていくだろう。
科学技術のグローバルガバナンスでは一般的に進化が日進月歩で急激なパワーシフ
トが生じると言われているが、LAWS の分野では、AI 技術の開発の観点から既存の大
国が優位になり、急激なパワーシフトが生じることは考えにくい。つまり、LAWS は、
既存の大国間の安全保障体制が適用されることになるだろう。
また LAWS の動向を山本の安全保障のレジームの枠組みで整理すると、脅威は外部
にあり特定の国家でないことから「危機対応型システム」または脅威はそのグループ
の中のいずれの国から発生すると考えられるが、どの国から発生するかはあらかじめ
わかっていないことから「包括的安全保障システム（禁止レジーム）」でとらえること
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ができることも明らかにした。
なお、本稿では主に国家を軸としてグローバルガバナンスとレジームの枠組みで、
LAWS やキラーロボットを整理してきたが、LAWS 開発反対における NGO の役割は重
要であり、NGO によるアドボカシー活動を通じた世論喚起が LAWS 規制に向けた動き
を主導していると言っても過言ではない。グローバルガバナンスおよびレジームの議
論においても NGO の動向は無視できない。本稿では紙面の都合から、割愛せざるを
得なかったが LAWS 開発の反対をめぐる NGO の動向および国際人道法と思想や倫理
の面からも整理し、論じていく必要があり、それらは今後の課題とする。
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