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Abstract
We investigate a general theory of the Z2-twisted representations of vertex op-
erator superalgebras. Certain one-to-one correspondence theorems are established.
We also give an explicit realization of the Ising model SVOA and its Z2-twisted
modules. As an application, we obtain the Gerald Ho¨hn’s Babymonster SVOA VB♮
and its Z2-twisted module VB
♮
tw from the moonshine VOA V
♮ by cutting off the
Ising models. It is also shown in this paper that Aut(VB♮) is finite.
1 Introduction
In the theory of vertex operator algebras (VOAs), we sometimes notice that it makes the
theory simpler to use some representations of vertex operator superalgebras (SVOAs for
short) instead of VOAs. For example, as one can see in [M1]-[M3], in the representation
theory of the Ising model VOA L(1
2
, 0) it seems more natural that we should treat the
theory in the view point of the SVOA L(1
2
, 0) ⊕ L(1
2
, 1
2
), which is the most interested
object in this paper. For the theory of VOAs, we have many remarkable results on
the fundamental representation theory, so-called Zhu’s theory (cf. [Z] [FZ] [Li2] [DLM1]
[DLM2] [Y]) and some of them are extended to that for SVOAs (cf. [KW]). The Zhu
algebra A(V ) is an associative algebra associated to every VOA V . It is well-known that
there exists a one-to-one correspondence between the category of irreducible V -modules
and that of irreducible A(V )-modules (cf. [Z], [DLM1]). Since every SVOA has a canonical
involution, we can think of the Z2-twisted representations of SVOAs and the above theory
should be naturally extended to Z2-twisted representations for SVOAs.
To start the investigation of SVOAs, the Ising model SVOA L(1
2
, 0) ⊕ L(1
2
, 1
2
) will
be a good example. It is one of the smallest SVOAs and a fundamental object in the
1
theory of rational VOAs. In spite of its simplicity, there are many applications and deep
theories. The fusion algebra of the Ising model VOA L(1
2
, 0) has been determined and
many related results are obtained (cf. [DMZ], [DGH], [M1]-[M3], etc). In particular, in
[M3] the moonshine vertex operator algebra V ♮ is reconstructed by Miyamoto by using
the Ising models. In the Miyamoto’s theory, some central extensions of 2-groups play an
important role. It seems that the appearance of 2-groups reflects the Z2-gradation of the
structure of SVOAs. Since there are two ways to represent the Z2-gradation of SVOA,
namely, we can consider the Z2-graded representation and the Z2-twisted representation,
the latter shall be as important as the former. One can also find the importance of the
Z2-twisted representation from another point of view. In Frenkel-Lepowsky-Muerman’s
Z2-orbifold construction [FLM], a Z2-twisted representation of the Leech lattice VOA is
used to construct the moonshine VOA. Through the two different constructions of the
moonshine VOA, we come to believe that the Z2-twisted representation of SVOA will be
an essential concept in the theory of SVOAs. In this respect, we introduce the Z2-twisted
Zhu algebras and investigate the Ising model SVOA. We will give an explicit realization
of the Ising model SVOA and its all Z2-twisted representations. Namely, we will give
a realization of the all unitary representation of the Virasoro algebra of central charge
1
2
in terms of local and Z2-twisted local systems. It enable us to compute all type of
intertwining operators in fermionic literature, which is simpler than the known bosonic
literature. Based on our realization, we will determine the structure of Z2-twisted Zhu
algebra for the Ising model SVOA. As an application, we propose a method to construct
some SVOAs and its Z2-twisted representations using the Ising models. Applying our
method on the moonshine VOA V ♮, we obtain the Gerald Ho¨hn’s Babymonster SVOA
VB♮ and its irreducible Z2-twisted representation VB
♮
tw.
We organize this paper in the following way. In Sec. 2 we generalize Kac-Wang’s
Zhu algebra associated to SVOA to the twisted case and then we establish a bijective
correspondence which is well-known in the theory of VOAs. In the proof of the associa-
tivity of the Zhu algebra, by making use of the commutativity and associativity of an
SVA, we can make the proof much simpler. We also present Frenkel-Zhu’s bimodules for
Z2-twisted Zhu algebras. The fusion rules for Z2-twisted modules are described in terms
of our bimodules for Z2-twisted Zhu algebras.
In Sec. 3 we present some basic facts on SVOA. Invariant bilinear forms for SVOA
and Z2-conjugacy of the modules are treated.
In Sec. 4 we present a construction of the Ising models. Using the ideas of the
local system and twisted local system in [Li1], we attain an SVOA structure in M =
L(1
2
, 0)⊕L(1
2
, 1
2
) and its Z2-twisted representation in L(
1
2
, 1
16
) in Subsec 4.2. Although some
2
ingredients in Subsec 4.1-4.2 are already known in some papers (cf. [FRW1],[FRW2],[La],
etc), we will pick up and repeat the necessary parts with the suitable modifications because
fermionic construction has one merit such that it enable us to compute intertwining
operators of all type for the Ising models including the twisted part. In Subsec. 4.3 we
determine Z2-twisted Zhu algebras for the Ising model SVOA and classify all irreducible
Z2-twisted representations based on our realization given previously. At the last of this
section, we consider an application of the Ising models. We present a method to construct
an SVOA from a VOA containing the Ising models. This method is already shown in [H].
However, it is worth to present our method since it works in simpler situation.
In Sec. 5 we present a construction of the Gerald Ho¨hn’s Babymonster SVOA and
its Z2-twisted module from the moonshine VOA. It is a simple SVOA whose automor-
phism group contains Fischer’s Baby monster sporadic simple group. Using some methods
from the Quantum Galois theory, we will show that the full automorphism group of the
Babymonster SVOA is finite.
2 Z2-twisted Zhu theory for SVOAs
2.1 Z2-twisted representations
Let (V, Y, 1l, ω) be an SVOA, where V has a Z2-grading V = V
0 ⊕ V 1. We assume that
V has a half-integer grading: V 0 = ⊕n∈ZV 0n and V
1 = ⊕n∈ZV 1n+1/2, where V
i
s = {v ∈
V |L0v = sv}, i ∈ Z2, s ∈
1
2
Z. We also assume that each L0-weight space Vs is of finite
dimension. Let p and q be the parity functions defined by p(a, b) = 1 for a, b ∈ V 1 and
p(a, b) = 0 for Z2-homogeneous a, b ∈ V of the other cases, and q(a) = i for a ∈ V
i,
respectively. In this paper, we will treat two distinct representations of V . Even though
these definitions are already shown in [Li1], we repeat them for convenience.
Definition 2.1. A Z2-graded V -module is a pair (M,YM) consisting of a Z2-graded vector
space M = M0 ⊕M1 which comes from a 1
2
N-grading M i = ⊕∞
n∈N+ i
2
M i(n) (i = 0, 1) and
a linear map YM(· , z) from V to End(M)[[z, z
−1]] satisfying the following conditions:
1◦ For any a ∈ V , v ∈M , anv = 0 for n sufficiently large;
2◦ YM(1l, z) = idM ;
3◦ anM(s) ⊂M(s + wt(a)− n− 1);
4◦ For any Z2-homogeneous a, b ∈ V , the following Jacobi identity holds:
3
z−10 δ
(
z1 − z2
z0
)
YM(a, z1)YM(b, z2)− (−1)
p(a,b)z−10 δ
(
−z2 + z1
z0
)
YM(b, z2)YM(a, z1)
= z−12 δ
(
z1 − z0
z2
)
YM(YV (a, z0)b, z2).
(2.1)
Definition 2.2. A Z2-twisted V -module is a pair (M,YM) consisting of an N-graded
vector space M = ⊕n∈NM(n) and a linear map YM(· , z) from V to End(M)[[z
1
2 , z−
1
2 ]]
satisfying the following conditions:
1◦ For a ∈ V i, the module vertex operator has the shape YM(a, z) =
∑
n∈ i
2
+Z
anz
−n−1;
2◦ For any a ∈ V , v ∈M , anv = 0 for n ∈ 12Z sufficiently large;
3◦ YM(1l, z) = idM ;
4◦ anM(s) ⊂M(s + wt(a)− n− 1);
5◦ For any Z2-homogeneous a, b ∈ V , the following Z2-twisted Jacobi identity holds:
z−10 δ
(
z1 − z2
z0
)
YM(a, z1)YM(b, z2)− (−1)
p(a,b)z−10 δ
(
−z2 + z1
z0
)
YM(b, z2)YM(a, z1)
= z−12 δ
(
z1 − z0
z2
)(
z1 − z0
z2
)− q(a)
2
YM(YV (a, z0)b, z2).
(2.2)
2.2 Z2-twisted Zhu algebras
As in the case of VOAs, we can define the Zhu algebras for SVOAs. Since the repre-
sentations of Zhu algebras correspond to those of original SVOAs, we can introduce two
type of Zhu algebras for corresponding type of the representations. First, we consider Zhu
algebras for the Z2-graded representations. The following definition is due to Kac-Wang
[KW].
Definition 2.3. We define the bilinear maps ∗ : V ⊗V → V , ◦ : V ⊗V → V as follows.
a ∗ b :=


ReszY (a, z)
(1 + z)wt(a)
z
b if a ∈ V 0,
0 if a ∈ V 1,
a ◦ b :=


ReszY (a, z)
(1 + z)wt(a)
z2
b for a ∈ V 0,
ReszY (a, z)
(1 + z)wt(a)−
1
2
z
b for a ∈ V 1.
4
Extend to V ⊗V linearly, denote by O(V ) ⊂ V the linear span of elements of the form
a ◦ b, and by A(V ) the quotient space V/O(V ).
Remark 2.4. It follows from the definition that a ◦ 1l = a for a ∈ V 1 so that V 1 ⊂ O(V ).
Notice that O(V 0) ⊂ O(V ) where O(V 0) is the kernel of the Zhu algebra A(V 0) for a
VOA V 0. Therefore, A(V ) is a quotient algebra of A(V 0).
In [KW] one can find the followings.
Theorem 2.5. (Theorem 1.1, 1.2, 1.3 in [KW])
(1) O(V ) is a two-sided ideal of V under the multiplication ∗. Moreover, the quotient
algebra (A(V ), ∗) is associative.
(2) 1l +O(V ) is the unit element of A(V ) and ω +O(V ) is in the center of A(V ).
(3) Let M = ⊕n∈ 1
2
N
Mn be a Z2-graded V -module. Then the top level M0 is an A(V )-
module via a+O(V ) 7→ o(a) = awt(a)−1.
(4) Given an A(V )-module (W,π), there exists a Z2-graded V -module M = ⊕n∈ 1
2
N
Mn
such that the A(V )-modules M0 and W are isomorphic. Moreover, this gives a bijective
correspondence between the set of irreducible A(V )-modules and the set of irreducible Z2-
graded V -modules.
We can define another Zhu algebra, the one for Z2-twisted representations as follow.
Definition 2.6. (Z2-twisted Zhu algebra)
For L0-homogeneous a, b ∈ V , define the bilinear maps ∗t : V ⊗V → V , ◦t : V ⊗V → V
as follows.
a ∗t b := ReszY (a, z)
(1 + z)wt(a)
z
b,
a ◦t b := ReszY (a, z)
(1 + z)wt(a)
z2
b.
Extend to V ⊗V linearly, denote by Ot(V ) ⊂ V the linear span of elements of the form
a ◦t b, and by At(V ) the quotient space V/Ot(V ).
We will show
Theorem 2.7. (1) The quotient space (At(V ), ∗t) is a Z2-graded associative algebra with
unit element 1l +Ot(V ).
(2) Let M = ⊕n∈NM(n) be a Z2-twisted V -modules. Then the top level M(0) of M is an
At(V )-module under the action a +Ot(V ) 7→ o(a) = awt(a)−1 for homogeneous a ∈ V .
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(3) Let (W,π) be an irreducible At(V )-module. Then there exists an irreducible Z2-twisted
V -module M = ⊕n∈NM(n) such that the top level M(0) of M is isomorphic to W as
At(V )-modules.
Proof: Since we can prove the above statements by the same argument used in
[DLM1], we give a slight one here. To prove (1), using the associativity of a vertex
algebra, we can make proof very simpler. Let A be an associative algebra C[t
1
2 , t−
1
2 ]. Then
(A, YA, 1,
d
dt
) is a vertex algebra on which the vertex operator is defined by Y (ts, z) =
ez
d
dt ts = (t + z)s. A has a vertex algebra grading A = ⊕s∈ 1
2
Z
As defined by wt(t
s) :=
−s. Let Vˆ := A⊗C V be a tensor product of vertex (super)algebras. It is clear that
(Vˆ , YA⊗YV , 1⊗ 1l,
d
dt
⊗ 1 + 1⊗L−1) is a vertex superalgebra and Vˆ also carries a 12Z-
grading Vˆ = ⊕n∈ 1
2
Z
Vˆ (n), where Vˆ (n) = ⊕i+j=nAi⊗ Vj. Define a linear isomorphism θ of
Vˆ by θ(ts⊗ a) := (−1)q(a)e−2πis ·ts⊗ a. Then one can easily check that θ is an isomorphism
of vertex superalgebra Vˆ . Take θ-invariants of Vˆ and denote it by Vˆ θ. It is obvious that
Vˆ θ admits a Z-grading decomposition
Vˆ θ =
⊕
n∈Z Vˆ
θ(n), Vˆ θ(n) =
⊕
i+j=nAi⊗Vj .
A subspace Vˆ θ(0) is an algebra with unit element 1⊗ 1l under the multiplication X ·Y :=
X •−1 Y for X, Y ∈ Vˆ θ(0), where •n denotes the n-th product in Vˆ . As a linear space,
Vˆ θ(0) = ⊕s∈ 1
2
Z+
A−s⊗Vs is isomorphic to V under the mapping twt(a)⊗ a 7→ a, so we can
identify them. Then Ot(V ) is isomorphic to Vˆ
θ(0) •−2 Vˆ θ(−1), i.e.
a ◦t b = ReszY (a, z)b
(1 + z)wt(a)
z2
∼
7→ ReszY (a, z)
(t + z)wt(a)
z2
· (t+ z)wt(b)+1b
= (twt(a)⊗ a) •−2 (twt(b)+1⊗ b),
under the identification. Therefore, At(V ) is linearly isomorphic to Vˆ
θ(0)/K, K =
Vˆ θ(0)•−2 Vˆ θ(−1). Furthermore, under the identification, the product a∗t b in At(V ) corre-
sponds to (twt(a)⊗ a)•−1(twt(b)+1⊗ b). So to prove (1), we should show that (Vˆ θ(0)/K, •−1)
is an associative algebra. To show this, we need the following simple lemma which is a
direct consequence of the definition of the tensor product of SVAs.
Lemma 2.8. (Lemma 2.1.2 in [Z]) For any n ∈ Z, i, j ∈ N, we have the followings.
Vˆ θ(−i) •−2−i Vˆ θ(n) ⊂ Vˆ θ(0) •−2 Vˆ θ(n),
Vˆ θ(0) •−2−j Vˆ θ(n− j) ⊂ Vˆ θ(0) •−2 Vˆ θ(n).
In particular, Vˆ θ(−i) •−2−i−j Vˆ θ(−1 − j) ⊂ K holds for any i, j ∈ N.
6
Let E, F,G ∈ Vˆ θ(0) and H ∈ Vˆ θ(−1). To prove that K is an two-sided ideal of Vˆ θ(0),
it is suffice to show that E−1F−2H and (F−2H)−1E belong to K. Note that Vˆ θ is a sub
SVA of Vˆ . The commutativity and associativity of SVA and Lemma 2.8 lead
E−1F−2H = (−1)p(E,F )F−2E−1H + [E−1, F−2]H
= (−1)p(E,F )F−2E−1H +
∞∑
i=0
(
−1
i
)
(EiF )−3−iH ∈ K,
(F−2H)−1E =
∞∑
i=0
(−1)i
(
−2
i
){
F−2−iH−1+i − (−1)p(F,H)H−3−iFi
}
E ∈ K.
Thus K is a two-sided ideal of Vˆ θ(0). Similarly, we have
E−1F−1G− (E−1F )−1G
= E−1F−1G−
∞∑
i=0
(−1)i
(
−1
i
){
E−1−iF−1+i − (−1)
p(E,F )−1F−2−iEi
}
G
= −
∞∑
i=1
E−1−iF−1+iG +
∞∑
i=0
(−1)p(E,F )−1F−2−iEiG ∈ W.
Therefore Vˆ θ(0)/K is associative. Since Ot(V ) has a natural Z2-grading induced from V ,
At(V ) = V/Ot(V ) also has a natural Z2-grading induced from V . This proves (1).
(2) is similar to Theorem 2.1.2 of [Z] so that we consider (3). Denote the deriva-
tion operator d
dt
⊗ 1 + 1⊗L−1 on Vˆ by D. Then (Vˆ θ/DVˆ θ, •0) becomes a Lie super-
algebra (cf. [Bo]). Denote this Lie superalgebra by g(V ). Defining a Z-gradation on
g(V ) by deg(tn⊗ a + DVˆ θ) := wt(a) − n − 1, we obtain a Z-grading decomposition
g(V ) = ⊕n∈Zg(V )n of Lie superalgebra and using the grading we have a triangular de-
composition of a Lie superalgebra g(V ) as follow.
g(V ) = g(V )− ⊕ g(V )0 ⊕ g(V )+,
where g(V )± = ⊕±n>0g(V )n and g(V )0 = g(V )0. Let U(g(V )) be the universal enveloping
algebra for g(V ). Replacing U(V [g]) in [DLM1] by U(g(V )), we can prove (3) by exactly
the same argument as that in [DLM1].
Remark 2.9. One can show that the image of ω in At(V ) is in the center of At(V ) by a
direct calculation. But our “affinization argument” can’t cover this proof.
Remark 2.10. Since V has a canonical involution σ which is identical on V 0 and acts as −1
on V 1, we can consider a σ-twisted V -module, which is exactly a Z2-twisted V -module
in our notation. Contrary to the terminology ’twisted’, it seems that Z2-twisted Zhu
algebras for SVOAs correspond to non-twisted Zhu algebras for VOAs and non-twisted
ones for SVOAs correspond to twisted ones for VOAs.
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2.3 Frenkel-Zhu’s bimodules and intertwining operators
In this subsection we define a bimodule At(U) of At(V ) for every Z2-graded V -module
U as a generalization of [FZ] and [KW]. Then we give a description of the fusion rules
among Z2-twisted modules in terms of At(U).
Let M1, M2, M3 be irreducible Z2-graded V -modules with
1
2
N-grading M i = ⊕n∈ 1
2
N
M i(n) and Z2-grading (M
i)r = ⊕n∈NM i(n + r2) for i = 1, 2, 3 and r = 0, 1, respectively.
It is known that all irreducible V -modules admit the L0-weight space decomposition so
that we can find some hi ∈ C such that M
i(n) =M in+hi for i = 1, 2, 3, respectively, where
Xs denotes the L0-weight space of X with weight s ∈ C.
Definition 2.11. Under the above setting, a Z2-graded intertwining operator of type(
M3
M1 M2
)
is a linear map
I(·, z) : u ∈M1 7→ I(u, z) =
∑
s∈C
usz
−s−1 ∈ HomC(M2,M3){z}
satisfying the following conditions:
1◦ For every v ∈M1, I(u, z) ∈ HomC(M2,M3)[[z, z−1]]z−h1−h2+h3;
2◦ For any s ∈ C, u ∈M1 and v ∈M2, us+Nv = 0 for sufficiently large N ∈ N;
3◦ L−1-derivation: I(L−1u, z) =
d
dz
I(u, z);
4◦ For Z2-homogeneous a ∈ V and u ∈ M1, the following Jacobi identity holds:
z−10 δ
(
z1 − z2
z0
)
YM3(a, z1)I(u, z2)− (−1)
p(a,u)z−10 δ
(
−z2 + z1
z0
)
I(u, z2)YM2(a, z2)
= z−12 δ
(
z1 − z0
z2
)
I(YM1(a, z0)u, z2),
where the pairing p(·, ·) : V × U → Z2 is understood appropriately.
Frenkel-Zhu’s bimodules for SVOAs are introduced by Kac-Wang in [KW].
Definition 2.12. For a Z2-graded V -module U , we define bilinear operations a ◦ u, a ∗ u
and u ∗ a, for a ∈ V homogeneous and u ∈ U , as follows
a ◦ u := ReszY (a, z)
(1 + z)wt(a)−
r
2
z2−r
u, for a ∈ V r,
a ∗ u := ReszY (a, z)
(1 + z)wt(a)
z
u, for a ∈ V 0,
u ∗ a := ReszY (a, z)
(1 + z)wt(a)−1
z
u, for a ∈ V 0,
a ∗ u = u ∗ a = 0, for a ∈ V 1
8
and extend linearly. We also define O(U) ⊂ U to be the linear span of elements of the
form a ◦ u and A(U) to be the quotient space U0/ (O(U) ∩ U0).
Remark 2.13. Our definition of A(U) differs from Kac-Wang’s original one. Namely, we
define A(U) to be a quotient space of U0. See [Y] for the validity of this change.
By definition, we know that zh1+h2−h3I(·, z) ∈ HomC(M2,M3)[[z, z−1]]. It is conve-
nient to set I(u, z) =
∑
n∈Z u(n)z
−n−1−h1−h2+h3 and deg(u) := wt(u) − h1 for u ∈ M1 to
state the following theorems which are shown in [KW].
Theorem 2.14. (Theorem 1.4 in [KW]) A(U) is an A(V )-bimodule under the action ∗.
Theorem 2.15. (1) (Theorem 1.5 in [KW]) For a Z2-graded intertwining operator I(·, z)
of type
(
M2
U M1
)
, its zero-mode action oI(u) := u(deg(u)−1) gives a linear injection from
I
(
M2
U M1
)
to HomA(V )
(
A(U)⊗A(V ) M
1(0), M2(0)
)
.
(2) (Theorem 2.11 in [Li2]) Suppose that every Z2-graded V -module is completely re-
ducible. Then the linear map I(·, z) 7→ oI given in (1) defines a linear isomorphism of
vector spaces I
(
M2
U M1
)
and HomA(V )
(
A(U)⊗A(V )M
1(0), M2(0)
)
.
Remark 2.16. As pointed out in [Li2], the assumption on completely reducibility in the
above statement (2) is necessary. For details, see [Li2].
We extend the above results to Z2-twisted case. We begin with introducing the notion
of Z2-twisted intertwining operators. Let U be an irreducible Z2-graded V -module and
W 1, W 2 be irreducible Z2-twisted V -modules with the weight space decompositions U =
⊕n∈ 1
2
N
Un+h0 and W
i = ⊕n∈NW in+hi for i = 1, 2, respectively.
Definition 2.17. Under the above setting, a Z2-twisted intertwining operator I(·, z) of
type
(
W 2
U W 1
)
is a linear map
I(·, z) : u ∈ U 7→ I(u, z) =
∑
s∈C
usz
−s−1 ∈ HomC(W 1,W 2){z}
satisfying the following conditions:
1◦ For u ∈ U r, I(u, z) ∈ HomC(W 1,W 2)[[z, z−1]]z−
r
2
−h0−h1+h2, where r = 0, 1;
2◦ For any s ∈ C, u ∈ U and w ∈ W 1, us+Nw = 0 for sufficiently large N ∈ N;
3◦ L−1-derivation: I(L−1u, z) =
d
dz
I(u, z);
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4◦ For Z2-homogeneous a ∈ V and u ∈ U , the following Z2-twisted Jacobi identity holds:
z−10 δ
(
z1 − z2
z0
)
YW 2(a, z1)I(u, z2)− (−1)
p(a,u)z−10 δ
(
−z2 + z1
z0
)
I(u, z2)YW 1(a, z1)
= z−12 δ
(
z1 − z0
z2
)(
z1 − z0
z2
)− q(a)
2
I(YU(a, z0)u, z2).
As we did previously, we set I(u, z) =
∑
n∈Z+ r
2
u(n)z
−n−1−h0−h1+h2 and deg(u) :=
wt(u)− h0 for u ∈ U
r.
Remark 2.18. For a Z2-twisted V -module W , the module vertex operator YW (·, z) is a
Z2-twisted intertwining operator of type
(
W
V W
)
by definition.
We define the following products.
Definition 2.19. For a Z2-graded V -module U , we define bilinear operations a◦tu, a∗tu
and u ∗t a, for homogeneous a ∈ V and u ∈ U , as follows
a ◦t u := ReszY (a, z)
(1 + z)wt(a)
z2
u,
a ∗t u := ReszY (a, z)
(1 + z)wt(a)
z
u,
a ∗t u := (−1)
p(a,u)ReszY (a, z)
(1 + z)wt(a)−1
z
u,
and extend linearly. We also define Ot(U) ⊂ U to be the linear span of elements of the
form a ◦t u and At(U) to be the quotient space U/Ot(U).
As an analogy of Theorem 2.14 and 2.15, we have the followings.
Theorem 2.20. (1) At(U) is an At(V )-bimodule under the action ∗t.
(2) For a Z2-twisted intertwining operator I(·, z) of type
(
W 2
U W 1
)
, its zero-mode action
oI(u) := u(deg(u)−1) gives a linear injection from I
(
W 2
U W 1
)
to HomAt(V )
(
At(U)⊗At(V )
W 1(0), W 2(0)
)
.
(3) Suppose that every Z2-twisted V -module is completely reducible. Then the linear
map I(·, z) 7→ oI given in (2) defines a linear isomorphism of linear spaces I
(
W 2
U W 1
)
and HomAt(V )
(
At(U)⊗At(V ) W
1(0), W 2(0)
)
.
Proof: One can find similar proof in [Li2] and [Y].
Remark 2.21. In order to prove the above assertions rigorously, we have to introduce some
cocycles for Lie superalgebra associated to an affinized SVOA. However, such modifica-
tions can be cleared by a little attentions.
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3 Some facts on SVOAs
In this section we give some notes on the basic property of SVOA and its representations.
3.1 Invariant bilinear form
Let V be an SVOA andM = ⊕n∈ 1
2
N
M(n) be its module. We can find a natural V -module
structure in the dual space M∗ = ⊕n∈ 1
2
N
M(n)∗.
Definition 3.1. For the restricted dual space M∗ of a Z2-graded V -moduleM , we define
the adjoint vertex operators Y ∗(a, z) by means of the linear map
V ∋ a 7→ Y ∗(a, z) =
∑
n∈Z
a∗nz
−n−1 ∈ End(M∗)[[z, z−1]]
determined by the condition
〈Y ∗(a, z)f |v〉 := 〈f |Y (ezL1(λz−2)L0λ−2L
2
0a, z−1)v〉 (3.1)
for a ∈ V , f ∈M∗ and v ∈ M , where λ = e±πi.
Remark 3.2. In the above definition, it seems that we have two definitions according to
the choice of the square root of unity λ, but each choice determines the same adjoint
vertex operators since we have assumed that V has 1
2
Z-grading. So we may choose each
root of unity.
Similar to the case of VOAs, we have the following.
Proposition 3.3. (Theorem 5.2.1 in [FHL]) (M∗, Y ∗) is a Z2-graded V -module. More-
over, if each homogeneous space M(n) of M is finite dimensional, then (M∗)∗ ≃ M .
The proof is the same as that in [FHL]. One can also show the following.
Proposition 3.4. (1) (Proposition 5.3.6 in [FHL]) Assume that V as V -module is iso-
morphic to V ∗. Then the natural pairing V × V → C is automatically symmetric.
(2) (Theorem 3.1 in [Li3]) The space of invariant forms on V is linearly isomorphic to
HomC
(
V0/L1V1,C
)
. Therefore, the existence of invariant forms on V is equivalent to the
existence of invariant forms on sub VOA V 0 of V .
We can also introduce the dual module for every Z2-twisted V -module in similar way.
However, we won’t give the details here.
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3.2 Z2-conjugacy
Every SVOA V = V 0⊕V 1 has a canonical involution σ which is identical on V 0 and acts
as −1 on V 1, so we can think of the σ-conjugation of V -modules. That is, for a V -module
(M,YM), define another vertex operator Y
σ
M by
Y σM(a, z) := YM(σa, z).
Then (M,Y σM) is also a V -module and we will denote it simply by M
σ. However, σ-
conjugation of a Z2-graded V -module is a trivial concept because every σ-conjugate is
isomorphic to original Z2-graded V -module as one can easily see. But, as the following
proposition insists, the σ-conjugation of Z2-twisted V -modules is not a trivial concept.
Proposition 3.5. Let V = V 0 ⊕ V 1 be a simple SVOA with V 1 6= 0 and W be an
irreducible Z2-twisted V -module. Then one of the followings holds:
(1) W and W σ are non-isomorphic V -modules if W is irreducible as V 0-module.
(2) If W is not an irreducible V 0-module, then W is completely reducible V 0-module and
it has two irreducible components. Write W = N1 ⊕N2, then we have V 1 ·N1 = N2 and
V 1 · N2 = N1. Therefore, W has a Z2-grading under the action of V and the conjugate
module W σ is isomorphic to W as V -module.
Proof: Assume that W as V 0-module is irreducible and W and W σ are isomorphic
as V -modules. Then we can find a V -isomorphism f : W → W σ. Clearly, f is also a V 0-
isomorphism. By definition, we have a linear map φ : W → W σ satisfying φY (a, z)w =
Y (σa, z)φw for a ∈ V and w ∈ W . Then the linear map φ−1f becomes a V 0-isomorphism
of W so that we can find some non-zero scalar α ∈ C such that φ−1f = α by Schur’s
lemma. Let a ∈ V 1 and w ∈ W be non-zero elements. It is well-known that Y (a, z)w 6= 0
for simple SVOAs so that we get 0 6= f(Y (a, z)w) = αφY (a, z)w = −αY (a, z)φ(w) =
−Y (a, z)f(w) = −f(Y (a, z)w), a contradiction. Therefore W and W σ are not isomorphic
V -modules. This proves (1) and so we may assume that W is not an irreducible V 0-
module. Let N be a proper V 0-submodule of W . Then the associativity implies V 1 ·N is
also V 0-submodule ofW and we have N∩(V 1 ·N) = 0 since it is a proper V -submodule of
W . Therefore W contains N⊕V 1 ·N and by the irreducibility we obtainW = N⊕V 1 ·N .
This implies that any proper V 0-submodule N of W is irreducible V 0-module. Therefore
W has a Z2-grading under the action of V
0 ⊕ V 1 and so the conjugate W σ is isomorphic
to W as V -module.
12
4 Ising model SVOA
In this section we will give an explicit construction of the Ising model SVOA L(1
2
, 0) ⊕
L(1
2
, 1
2
) and its Z2-twisted modules L(
1
2
, 1
16
)±. By calculating Zhu algebras explicitly, we
shall prove that L(1
2
, 1
16
)± are all irreducible Z2-twisted modules for this SVOA. This
construction is well-known and the most of contents in Sec. 4.1-4.2 can be found in
[FRW1] and [FRW2].
4.1 Realization of Ising models
Here we consider a certain realizations of unitary highest weight representations of Vira-
soro algebras of central charge 1
2
. There are exactly three unitary representations L(1
2
, 0),
L(1
2
, 1
2
) and L(1
2
, 1
16
), which are often called the Ising models. First two ones are realized
as follow.
Let Aψ be the algebra generated by {ψk|k ∈ Z+
1
2
} subject to the defining relations
[ψm, ψn]+ := ψmψn + ψnψm = δm+n,0, m, n ∈ Z+
1
2
,
and denote a subalgebra of Aψ generated by {ψk|k ∈ Z+
1
2
, k > 0} by A+ψ . Let C1l be a
trivial A+ψ -module. Define a canonical induced Aψ-module M by
M := Ind
Aψ
A+
ψ
C1l = Aψ ⊗
A+
ψ
C1l.
As well-known, we can find Virasoro module structure in M . Following [KR], set
Ln :=
1
2
∑
k>−n/2
(n+ 2k)ψ−kψn+k, (n ∈ Z). (4.1)
Then {Ln|n ∈ Z} gives a representation of Virasoro algebra of central charge
1
2
on M and
as Virasoro module M is decomposed as follow
M = L(1
2
, 0)⊕ L(1
2
, 1
2
),
where L(c, h) denotes the irreducible highest weight module of central charge c with
highest weight h. The component L(1
2
, 0) is generated by 1l, whereas L(1
2
, 1
2
) is generated
by ψ− 1
2
1l under the Virasoro and it is also clear that the above decomposition coincides
with the standard Z2-grading decomposition, i.e.
L
(
1
2
, i
2
)
= C
〈
ψ−n1 · · ·ψ−nk1l
∣∣ nj > 0, n1 + · · ·+ nk ∈ Z+ i2 〉
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for i = 0, 1. Furthermore, one can introduce a symmetric contravariant Hermitian form
〈·|·〉 on M such that 〈1l|1l〉 = 1 and 〈ψna|b〉 = 〈a|ψ−nb〉. We also note that the above basis
forms an orthonormal basis for (M, 〈·|·〉).
Similarly, L(1
2
, 1
16
) shall be realized as follow. Let Aφ be the other algebra generated
by {φn|n ∈ Z} whose defining relations are
[φm, φn]+ = δm+n,0, m, n ∈ Z.
Let A+φ be a subalgebra of Aφ generated by {φn|n > 0} and denote a trivial 1-dimensional
A+φ -module by Cv0. Then set N = Ind
Aφ
A+
φ
Cv0 as we did previously. Again we can find
Virasoro representation in N . Set
L′n :=
1
16
δn,0 +
1
2
∑
k>−n/2
(n+ 2k)φ−kφn+k, (n ∈ Z). (4.2)
Then {L′n|n ∈ Z} satisfies the Virasoro relation of central charge
1
2
on N . There are two
distinct highest weight vectors v0 and φ0v0 with highest weight
1
16
in N and as Virasoro
module N decomposes as follow (cf. [KR]):
N = L(1
2
, 1
16
)⊕ L(1
2
, 1
16
),
where one of L(1
2
, 1
16
) is generated by v0 and the other one is generated by φ0v0 under the
Virasoro. One can also introduce a symmetric contravariant Hermitian form 〈·|·〉 on N
such that 〈v0|v0〉 = 1, 〈v0|φ0v0〉 = 〈φ0v0|v0〉 = 0 and 〈φna|b〉 = 〈a|φ−nb〉.
4.2 SVOA structure on Ising models
We keep the same notation as previous. By its construction, M is generated by 1l over
Aψ. Define the generating series
ψ(z) :=
∑
n∈Z
ψn+ 1
2
z−n−1.
Since [ψ(z), ψ(w)]+ = z
−1δ(w
z
), ψ(z) is local with itself and it follows from the defining
relations ofAψ that ψ(z) satisfies L−1-derivation property [L−1, ψ(z)] = ddzψ(z). Therefore
we can consider a subalgebra of a local system on M generated by ψ(z) and I(z) = idM
(cf. [Li1]). By a direct calculation, one sees that
1
2
ψ(z) ◦−2 ψ(z) =
∑
n∈Z
Lnz
−n−2,
where ◦n denotes the n-th normal product (cf. [Li1]). That is, the coefficients in the left
hand side of the above equality coincide with (4.1). Recall that ψ−n1+ 12ψ−n2+ 12 · · ·ψ−nk+ 121l,
14
n1 > n2 > · · · > nk > 0, k ≥ 0 form a basis of M . We shall define a vertex operator
of each base ψ−n1+ 12ψ−n2+ 12 · · ·ψ−nk+ 121l on M . For k = 0 we set Y (1l, z) := idM and
inductively we define Y (ψ−n+ 1
2
a, z) := ψ(z) ◦n Y (a, z). Then by the theory of the local
system, we have the following well-known statement.
Theorem 4.1. (Theorem 2 in [FRW2]) By the above definition, (L(1
2
, 0)⊕L(1
2
, 1
2
), Y (·, z),
1l, 1
2
ψ− 3
2
ψ− 1
2
1l) has a simple (and unique) SVOA structure with L(1
2
, 0) even part and
L(1
2
, 1
2
) odd part.
Note that the invariant bilinear form defined by (3.1) coincides with the contravariant
bilinear form on M since ψ∗n = ψ−n for all n ∈ Z+
1
2
. Next, we consider L(1
2
, 0)⊕L(1
2
, 1
2
)-
module structure in L(1
2
, 1
16
). Recall that in N there are two highest weight vectors v0 and
φ0v0 and each of them generates L(
1
2
, 1
16
) under the Virasoro algebra. Since they are not
stable under φ0, we have to change the highest weight vectors to suitable ones. We define
v±1
16
:= φ01l ±
1√
2
1l to have φ0 · v
±
1
16
= ± 1√
2
v±1
16
. Then both v+1
16
and v−1
16
are highest weight
vectors and each of them generates L(1
2
, 1
16
) under the Virasoro. Denote the Virasoro
modules generated by v±1
16
by L(1
2
, 1
16
)±, respectively. Then we have N = L(1
2
, 1
16
)+ ⊕
L(1
2
, 1
16
)−. Note that L(1
2
, 1
16
)+ and L(1
2
, 1
16
)− are isomorphic as Virasoro modules but
they are not isomorphic to each other as Aφ-modules. Consider the generating series
φ(z) :=
∑
n∈Z
φnz
−n− 1
2 .
By direct calculations one can show that φ(z) is local with itself and the derivation
property [L′−1, φ(z)] =
d
dz
φ(z) holds. We realize Virasoro operator (4.2) by using φ(z).
Since the powers of z in φ(z) lie in Z + 1
2
, we have to use the twisted normal product.
Define a generating series L(z) of operators on N by
L(z2) :=
1
2
Resz0Resz1z
−2
0
(
z1 − z0
z2
) 1
2
×
{
z−10 δ
(
z1 − z2
z0
)
φ(z1)φ(z2) + z
−1
0 δ
(
−z2 + z1
z0
)
φ(z2)φ(z1)
}
.
The following is a consequence of a direct computation.
Lemma 4.2. L(z) =
∑
n∈Z
L′nz
−n−2, where L′n is defined by (4.2).
Thanks to the above lemma, we can find a Z2-twisted L(
1
2
, 0)⊕L(1
2
, 1
2
)-module struc-
ture in L(1
2
, 1
16
)±. To show it, we associate a vertex operator on N for every element of
L(1
2
, 0)⊕L(1
2
, 1
2
) and then we prove that our association gives a homomorphism of vertex
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superalgebras. Set YN(1l, z) := idN and define inductively a vertex operator of ψ−n+ 1
2
a on
N by
YN(ψ−n+ 1
2
a, z) :=
1
2
Resz0Resz1z
−n
0
(
z1 − z0
z2
) 1
2
×
{
z−10 δ
(
z1 − z2
z0
)
φ(z1)YN(a, z2)− (−1)
q(a)z−10 δ
(
−z2 + z1
z0
)
YN(a, z2)φ(z1)
}
,
where a = ψ−n1+ 12 · · ·ψ−nk+ 121l, n > n1 > · · · > nk > 0 and extend linearly on L(
1
2
, 0) ⊕
L(1
2
, 1
2
). Let A be a Z2-twisted local system on N in which φ(z) contained. It is shown
in [Li1] that A is a vertex superalgebra under the Z2-twisted normal product (Theorem
3.14 in [Li1]). See [Li1] for the detailed description of the twisted normal product.
Lemma 4.3. The linear mapping a ∈ L(1
2
, 0) ⊕ L(1
2
, 1
2
) 7→ YN(a, z) ∈ A defined above
gives an vertex superalgebra homomorphism.
Proof: We should show that YN(amb, z) = YN(a, z)◦mYN(b, z) for any a, b ∈ L(
1
2
, 0)⊕
L(1
2
, 1
2
) and m ∈ Z, where ◦m denotes the Z2-twisted m-th normal product in A. We may
assume that a = ψ−n1+ 12 · · ·ψ−nk+ 121l, n1 > · · · > nk > 0. We proceed by induction on k.
The case k = 0 is trivial and the case k = 1 is just the definition. Assume that k ≥ 1 and
YN(amb, z) = YN(a, z) ◦m YN(b, z) holds for arbitrary b ∈ L(
1
2
, 0) ⊕ L(1
2
, 1
2
) and m ∈ Z.
Take any n > n1. Then we have
YN
(
(ψ−n+ 1
2
a)mb, z
)
=
∞∑
i=0
(−1)i
(
−n
i
)
YN
(
ψ−n−i+ 1
2
am+ib− (−1)
q(a)−na−n+m−iψi+ 1
2
b, z
)
=
∞∑
i=0
(−1)i
(
−n
i
){
φ(z) ◦−n−i YN(am+ib, z)
−(−1)q(a)−nYN(a, z) ◦−n+m−i YN(ψi+ 1
2
b, z)
}
=
∞∑
i=0
(−1)i
(
−n
i
){
φ(z) ◦−n−i
(
YN(a, z) ◦m+i YN(b, z)
)
−(−1)q(a)−nYN(a, z) ◦−n+m−i
(
φ(z) ◦i YN(b, z)
)}
=
(
φ(z) ◦−n YN(a, z)
)
◦m YN(b, z) (associativity in A)
= YN
(
ψ−n+ 1
2
a, z
)
◦m YN(b, z).
Therefore by induction the mapping a 7→ YN(a, z) defines a vertex superalgebra homo-
morphism.
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Ler V be an arbitrary SVOA. By Proposition 3.17 in [Li1], giving a Z2-twisted V -module
structure on N is equivalent to giving a vertex superalgebra homomorphism from V to
some local system of Z2-twisted vertex operators onN . Since both L(
1
2
, 1
16
)+ and L(1
2
, 1
16
)−
are stable under the action YN(· , z), we arrive at the following conclusion.
Theorem 4.4. (Theorem 2 in [FRW2]) Aφ-modules L(
1
2
, 1
16
)+ and L(1
2
, 1
16
)− are non-
isomorphic irreducible Z2-twisted L(
1
2
, 0)⊕ L(1
2
, 1
2
)-modules.
Note that the canonical contravariant bilinear form on N can be naturally extended
to the invariant bilinear form for the module vertex operators defined by (3.1). Therefore,
by the natural symmetries of the fusion rules, we can explicitly calculate all intertwining
operations of any type for the Ising models.
Remark 4.5. The Z2-twisted module vertex operators YN(· , z)|L( 1
2
,
1
16
)±
defined above give
intertwining operators of type L(1
2
, h)× L(1
2
, 1
16
)± → L(1
2
, 1
16
)± for h = 0, 1
2
, respectively.
Therefore, our construction gives another proof of Proposition 4.1-4.2 in [M2].
Remark 4.6. The Z2-twisted L(
1
2
, 0)⊕ L(1
2
, 1
2
)-modules L(1
2
, 1
16
)± can be characterized as
follow. On the top level of L(1
2
, 1
16
)+ (= Cv+1
16
), a highest weight vector ψ− 1
2
1l in L(1
2
, 1
2
)
acts as 1√
2
, whereas on the top level of L(1
2
, 1
16
)− it acts as − 1√
2
. This observation will be
used to determine the Z2-twisted Zhu algebra associated to the Ising model SVOA in the
next subsection.
4.3 Zhu algebras for Ising model SVOA
In the following context, we will use the highest weight to denote the Virasoro
module itself to simplify the notation. For example, we shall denote [0] for L(1
2
, 0),
[1
2
] for L(1
2
, 1
2
), and so on.
Recall the following theorem in [KW].
Theorem 4.7. (Theorem 4.1 in [KW]) A
(
[0]⊕ [1
2
]
)
≃ C. Therefore, SVOA [0] ⊕ [1
2
]
has a unique irreducible Z2-graded representation, namely [0]⊕ [
1
2
] itself.
It is obvious that the canonical involution σ is the only non-trivial automorphism on
[0]⊕ [1
2
]. Therefore the Z2-twisted representation is the only non-trivial twisted represen-
tation of [0]⊕ [1
2
]. Let’s determine the Z2-twisted Zhu algebra At([0]⊕ [
1
2
]). Denote by ι
a canonical surjection from [0]⊕ [1
2
] onto At([0]⊕ [
1
2
]).
Lemma 4.8. ι ([0]) = Cι(1l) and ι
(
[1
2
]
)
= Cι(ψ− 1
2
1l).
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Proof: Again we proceed by induction on the length k of a canonical basis
ψ−n1+ 12 · · ·ψ−nk+ 121l
with n1 > · · · > nk > 0. The case k = 0 is obvious. For k = 1, by Lemma 2.8 we have
ReszY (a, z)b
(1 + z)wt(a)
z2+m
∈ Ot
(
[0]⊕ [1
2
]
)
for any a, b ∈ [0]⊕ [1
2
] and arbitrary m ≥ 0. Putting a = ψ− 1
2
1l, b = 1l and by induction on
n, we obtain ψ−n+ 1
2
1l ∈ Ot
(
[0]⊕ [1
2
]
)
for n ≥ 2. Thus the case k = 1 is correct. Assume
that our assertion is correct for all ψ−n1+ 12 · · ·ψ−ns+ 121l with s ≤ k. Take any n > n1,
n > 1. Then
Ot
(
[0]⊕ [1
2
]
)
∋ Reszψ(z)
(1 + z)
1
2
z2+(n−2)
ψ−n1+ 12 · · ·ψ−ns+ 121l
= ψ−n+ 1
2
ψ−n1+ 12 · · ·ψ−nk+ 121l +
∞∑
i=1
(
1
2
i
)
ψ−n+i+ 1
2
ψ−n1+ 12 · · ·ψ−nk+ 121l.
(4.3)
It follows from the inductive assumption that the second term in the lower hand side of
(4.3) can be written as the desired forms. Hence the first term in the lower hand side
also has the desired form since each term in the lower hand side of (4.3) shares the same
parity. So our assertion holds for k + 1. Thus we have the desired result.
The following theorem together with Theorem 4.7 completes the classification of all
irreducible representations of the Ising model SVOA.
Theorem 4.9. There exists exactly two non-isomorphic irreducible Z2-twisted [0] ⊕ [
1
2
]-
modules, namely, [ 1
16
]+ and [ 1
16
]−.
Proof: We have already shown that both [ 1
16
]+ and [ 1
16
]− are irreducible Z2-twisted
[0] ⊕ [1
2
]-modules in Theorem 4.4. By Theorem 2.7, we should determine all irreducible
At([0]⊕ [
1
2
])-modules. By Lemma 4.8, we know that At([0]⊕ [
1
2
]) is generated by ι(1l) and
ι(ψ− 1
2
1l). After a short computation along with the definition, we get the followings.
(ψ− 1
2
1l) ◦t (ψ− 1
2
1l) = 2
(
ω −
1
16
1l
)
, (ψ− 1
2
1l) ∗t (ψ− 1
2
1l) =
1
2
1l.
Hence we can deduce that ω1 = L0 acts as
1
16
on the top level of every irreducible Z2-
twisted [0]⊕ [1
2
]-module and At
(
[0]⊕ [1
2
]
)
is a homomorphic image of a ring C[x]/〈x2− 1
2
〉.
But by Remark 4.6, the top levels Cv±1
16
of [ 1
16
]± are non-isomorphic irreducible At([0] ⊕
[1
2
])-modules on which ι(ψ− 1
2
1l) acts as ± 1√
2
, respectively, so that At([0] ⊕ [
1
2
]) must be
isomorphic to C[x]/〈x2− 1
2
〉. Therefore, [ 1
16
]+ and [ 1
16
]− are only non-isomorphic irreducible
Z2-twisted [0]⊕ [
1
2
]-modules.
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Remark 4.10. Since [ 1
16
] as [0]-module is irreducible, we know that ([ 1
16
]±)σ is not isomor-
phic to [ 1
16
]± as [0] ⊕ [1
2
]-module, respectively, by Proposition 3.5. This implies that if
we denote the module vertex operator of [1
2
] on [ 1
16
]+ by I(·, z), then the module vertex
operator of [1
2
] on [ 1
16
]− is given by −I(·, z). Since I(·, z) and −I(·, z) are the only scalar
multiples of I(·, z) which satisfy the Z2-twisted Jacobi identity, we can also conclude that
[ 1
16
]± are all non-isomorphic Z2-twisted V -modules.
4.4 Application
In this subsection we consider an applications of the Ising models. One of the merit of
using the Ising model is that it defines an automorphism, so-called “Miyamoto involution”
of VOA. Concerning to this involution, we will find some Z2-twisted representations of
SVOAs.
In the following, we will assume that V = ⊕∞n=0Vn is a simple VOA whose weight zero
space V0 is spanned by 1l, i.e. V0 = C1l. Following [M1], we will call an element e ∈ V2
whose vertex operator Y (e, z) =
∑
n∈Z L
e
nz
−n−2 generates a copy of the Virasoro algebra
of central charge ce a conformal vector with c.c. ce. One can find the following lemma in
[M1].
Lemma 4.11. An element e ∈ V2 is a conformal vector with c.c. ce if and only if it
satisfies e1e = 2e, e2e = 0 and e3e =
1
2
ce1l.
A conformal vector e is called rational if the sub VOA 〈e〉 generated by e becomes a
rational Virasoro VOA. In this paper, we are especially interested in a rational conformal
vector e with c.c. 1
2
. One way to determine whether a conformal vector e with c.c. 1
2
is
rational or not is to check 64(Le−2)
31l + 93(Le−3)
21l − 264Le−4L
e
−21l − 108L
e
−61l = 0 or not
(cf. [DMZ]). Assume that e is a rational conformal vector with c.c. 1
2
in V . Seen V as
〈e〉 ≃ L(1
2
, 0)-module, we can decompose V as follow.
V = Ve(0)⊕ Ve(
1
2
)⊕ Ve(
1
16
),
where Ve(h) is the sum of all irreducible 〈e〉-modules which are isomorphic to L(
1
2
, h) for
h = 0, 1
2
, 1
16
as Virasoro modules. For h = 0, 1
2
, 1
16
, let Te(h) be the space {v ∈ V |L
e
0v = hv}
of the highest weight vectors. Then Te(h) is also the space of the multiplicity of irreducible
components in V and so we get a linear isomorphism Ve(h) ≃ L(
1
2
, h)⊗C Te(h). Since
[e1, ω1] = 0, Te(h) admits a L0-weight space decomposition Te(h) = ⊕n∈NTe(h)n, where
Te(h)n = Vn ∩ Te(h). By a little calculation, one can show that ω2e = 0. So by [FZ]
we know that f := ω − e is also a conformal vector with c.c. rank(V ) − 1
2
whose vertex
operators are commutative with that of e. Therefore we have a decomposition ω = e+ f
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of the Virasoro vector of V into two mutually commutative conformal vectors. It is also
shown in [FZ] that if we set the commutants Ue := kerV L
f
−1 and U
f := kerV L
e
−1, then
(Ue, Y|Ue, 1lV , e) and (Uf , Y|Uf , 1lV , f) forms mutually commutative sub VOAs of V , where
we set Len = en+1 and L
f
n = fn+1. In general, kerV L
e
−1 ⊆ kerV L
e
0 and kerV L
f
−1 ⊆ kerV L
f
0 ,
but in our case the equality holds for both cases and we have Ue = 〈e〉 and Uf = Te(0).
Furthermore, we can show the following.
Proposition 4.12. (Te(0), Y|Te(0), 1lV , f = ω − e) is the maximal simple sub VOA of V
whose vertex operators are commutative with that of 〈e〉 element-wisely in V . Moreover,
Ve(0) = L(
1
2
, 0)⊗Te(0) is a simple sub VOA of V whose Virasoro vector is the same as
that of V .
Proof: We should only show the simplicity of Te(0). On V , the linear map τe which
is identical on Ve(0) ⊕ Ve(
1
2
) and acts −1 on Ve(
1
16
) defines an involution of V , which
is known as “Miyamoto automorphism” in [M1]. On the τe-invariants Ve(0)⊕ Ve(
1
2
), the
linear map σe which is identical on Ve(0) and acts as −1 on Ve(
1
2
) also defines an involution
[M1]. Therefore the σe-invariants Ve(0) = L(
1
2
, 0)⊗Te(0) is a simple sub VOA of V since
V is simple. Then the irreducibility of L(1
2
, 0) implies Te(0) is also simple.
By this proposition, we may view V as a [0]⊗Te(0)-module. It is not difficult to show
that Te(h), h = 0,
1
2
, 1
16
are Te(0)-modules. Since the τe-invariants [0]⊗Te(0)⊕ [
1
2
]⊗Te(
1
2
)
is a simple sub VOA of V , Te(
1
2
) is an irreducible Te(0)-module. On the other hand, [0]⊕[
1
2
]
has an SVOA structure. So it is natural for us to expect that Te(0)⊕ Te(
1
2
) also has an
SVOA structure. Namely, we expect that the decomposition V τe = [0]⊗Te(0)⊕[
1
2
]⊗Te(
1
2
)
describes not only the tensor product of vector spaces but also that of SVOAs. As a
generalization of Proposition 4.9 in [M1], the following theorem holds.
Theorem 4.13. Assume that Ve(
1
2
) 6= 0. Then there exists a simple SVOA structure
on Te(0) ⊕ Te(
1
2
) such that the even part of a tensor product of SVOAs [0] ⊕ [1
2
] and
Te(0)⊕ Te(
1
2
) is isomorphic to Ve(0)⊕ Ve(
1
2
) as VOAs.
Proof: We shall define vertex operators on an abstract linear space Te(0) ⊕ Te(
1
2
).
First, we show the existence of the intertwining operators. Let {aγ |γ ∈ Γ} ⊂ Te(0) and
{uλ|λ ∈ Λ} ⊂ Te(
1
2
) be sets of basis elements of Te(0) and Te(
1
2
) consisting of Lf0 -eigen
vectors, respectively. Using these bases, we obtain decompositions of Ve(0) and Ve(
1
2
) as
[0]-modules as follows.
Ve(0) =
⊕
γ∈Γ
[0]⊗ aγ , Ve(
1
2
) =
⊕
λ∈Λ
[1
2
]⊗uλ.
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Let πγ be a projection map Ve(0) → [0]⊗ a
γ. We define intertwining operators Iγλµ(·, z)
of type [1
2
]⊗uλ × [1
2
]⊗uµ → [0]⊗ aγ as follow.
Iγλµ(x, z)y := πγY (x⊗u
λ, z)y⊗uµz−|γ|+|λ|+|µ|,
where x, y ∈ [1
2
] and |γ|, |λ|, |µ| denote the Lf0 -weights of a
γ , uλ, uµ, respectively. One can
show that Iγλµ(·, z) satisfy L
e
−1-derivation, the condition of finiteness of negative powers
and Jacobi identity for intertwining operators so that Iγλµ(·, z) are intertwining operators
of type [1
2
] × [1
2
] → [0]. Since the space of intertwining operators of such a type is one
dimensional, there exist suitable scalars cγλµ ∈ C such that I
γ
λµ(·, z) are a multiple of the
vertex operator Y[ 1
2
]×[ 1
2
](·, z) by c
γ
λµ, which was constructed in Sec. 4.2. Therefore, the
vertex operator of x⊗uλ on [1
2
]⊗Te(
1
2
) can be written as follow.
YV (x⊗u
λ, z)y⊗uµ = Y[ 1
2
]×[ 1
2
](x, z)y⊗
∑
γ∈Γ
cγλµa
γz|γ|−|λ|−|µ|.
Thus, by setting J(uλ, z)uµ :=
∑
γ∈Γ
cγλµa
γz|γ|−|λ|−|µ|, we obtain a decomposition
YV (x⊗u
λ, z)y⊗ uµ = Y[ 1
2
]×[ 1
2
](x, z)y⊗ J(u
λ, z)uµ
for x⊗uλ, y⊗uµ ∈ [1
2
]⊗Te(
1
2
). We claim that J(·, z) is an intertwining operator of type
Te(
1
2
) × Te(
1
2
) → Te(0). It is not difficult to show that J(·, z) satisfies the condition of
finiteness of negative powers and Lf−1-derivation. So we should show the commutativity
and associativity of J(·, z). Let a ∈ Te(0), u, v ∈ Te(
1
2
) be arbitrary elements. Take a
sufficiently large N ∈ N. Then the commutativity of vertex operators on V leads
(z1 − z2)
NYV (1l⊗ a, z1)YV (ψ− 1
2
1l⊗ u, z2)ψ− 1
2
1l⊗ v
= (z1 − z2)
NYV (ψ− 1
2
1l⊗u, z1)YV (1l⊗ a, z2)ψ− 1
2
1l⊗ v.
Rewriting the above equality yields
(z1 − z2)
NY[ 1
2
]×[ 1
2
](ψ− 1
2
1l, z2)ψ− 1
2
1l⊗YTe(0)(a, z1)J(u, z2)v
= (z1 − z2)
NY[ 1
2
]×[ 1
2
](ψ− 1
2
1l, z2)ψ− 1
2
1l⊗ J(u, z2)YTe(0)(a, z1)v.
By comparing the coefficients of (ψ− 1
2
1l)0ψ− 1
2
1l = 1l, we get the commutativity:
(z1 − z2)
NYTe(0)(a, z1)J(u, z2)v = (z1 − z2)
NJ(u, z2)YTe(0)(a, z1)v.
Similarly, by considering some coefficients of YV (YV (1l⊗ a, z0)ψ− 1
2
1l⊗u, z2)ψ− 1
2
1l⊗ v in V ,
we can obtain the associativity. Hence, J(·, z) is the intertwining operator of the desired
type.
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Using J(·, z), we introduce the vertex operations on Te(0) ⊕ Te(
1
2
). Since we already
know the action of Te(0) on Te(0)⊕Te(
1
2
), we should define the action of Te(
1
2
) on Te(0)⊕
Te(
1
2
). For a ∈ Te(0), u, v ∈ Te(
1
2
), we set
YTe( 12 )
(u, z)a := ezL
f
−1YTe(0)(a,−z)u, YTe( 12 )
(u, z)v := J(u, z)v.
Since the above vertex operators are intertwining operators of type Te(
1
2
)×Te(0)→ Te(
1
2
)
and Te(
1
2
)×Te(
1
2
)→ Te(0), respectively, we only need to show the mutually commutativity
of vertex operators. It follows from the definition that the vertex operator YV (a⊗ b, z) in
V τe can be written as Y[0]⊕[ 1
2
](a, z)⊗YTe(0)⊕Te( 12 )(b, z) for a ∈ [0]⊕[
1
2
] and b ∈ Te(0)⊕Te(
1
2
).
Hence, by comparing suitable coefficients as we did previously, we can deduce the mutually
commutativity of the vertex operators on Te(0)⊕ Te(
1
2
) since the vertex operators on V
and that on [0] ⊕ [1
2
] satisfy the mutually commutativity. Therefore, by our definition,
(Te(0)⊕Te(
1
2
), Y (·, z), 1l, f) becomes a simple SVOA. The rest of assertion is now clear.
Since τ 2e = 1 on V , the space Ve(
1
16
) is irreducible V τe-module. As (V τe)σe = [0]⊗Te(0)-
module, Ve(
1
16
) can be written as [ 1
16
]⊗Te(
1
16
). However, it is not clear that Te(
1
16
) is
irreducible under Te(0) in general. But we can insure that Te(
1
16
) is irreducible under
Te(0)⊕ Te(
1
2
).
Theorem 4.14. Assume that Ve(
1
16
) 6= 0. Then Te(
1
16
) has an irreducible Z2-twisted
Te(0)⊕ Te(
1
2
)-module structure such that Ve(
1
16
) is isomorphic to a tensor product of irre-
ducible Z2-twisted [0]⊕ [
1
2
]-module [ 1
16
]+ and irreducible Te(0)⊕ Te(
1
2
)-module Te(
1
16
).
Proof: Since we know how [0]⊕ [1
2
] acts on [ 1
16
]±, we can use the same strategy of the
proof of Theorem 4.13. Since Ve(
1
16
) = [ 1
16
]⊗Te(
1
16
) is an irreducible V τe = [0]⊗Te(0)⊕
[1
2
]⊗Te(
1
2
)-module, it is not hard to see that the vertex operator of a⊗ b ∈ [h]⊗Te(h)
on [ 1
16
]⊗Te(
1
16
) can be written as Y[h]×[ 1
16
](a, z)⊗ YTe(h)×Te( 116 )(b, z), where Y[h]×[ 116 ](·, z) is
an intertwining operator of type [h]× [ 1
16
]→ [ 1
16
] and YTe(h)×Te( 116 )(·, z) is an intertwining
operator of type Te(h) × Te(
1
16
) → Te(
1
16
) for h = 0, 1
2
, respectively. As mentioned in
Remark 4.10, by managing salar multiplications we may take Y[h]×[ 1
16
](·, z) to be the Z2-
twisted module vertex operators of [0]⊕ [1
2
] on [ 1
16
]+ for h = 0, 1
2
. Then the Jacobi identity
on V and the Z2-twisted Jacobi identity on [
1
16
]+ implies that the intertwining operators
YTe(h)×Te( 116 )(·, z) on Te(
1
16
) also satisfy the Z2-twisted Jacobi identity for h = 0,
1
2
. Thus,
Te(
1
16
) is an irreducible Z2-twisted Te(0)⊕Te(
1
2
)-module under the module vertex operators
YTe(h)×Te( 116 )(·, z) for h = 0,
1
2
.
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5 The Babymonster SVOA VB♮
In this section, we apply our result to the moonshine vertex operator algebra, which is
of course the most important example of holomorphic VOAs. In this paper we treat the
moonshine vertex operator algebra V ♮
R
over the real number field constructed in [M3].
As well-known, the full automorphism group of V ♮
R
is the Monster sporadic simple group
M (cf. [M3]). In V ♮
R
, there are many rational conformal vectors with c.c. 1
2
. It is shown
in [M1] that each rational conformal vector e ∈ V ♮
R
defines an element τe of 2A conjugacy
class of M. It is also shown in [C] that this correspondence is one-to-one. In M, we can
find many sporadic simple groups. Let e ∈ V ♮
R
be a rational conformal vector with c.c. 1
2
.
Then the centralizer CM(τe) is isomorphic to an extension 〈τe〉 · B of the Baby monster
sporadic simple group B. So B acts on the τe-invariants of V
♮
R
as an automorphism group
of a VOA. Motivated by this fact, Ho¨hn studied the τe-invariants of V
♮
R
and found the
Babymonster SVOA VB♮ on which B acts as an automorphism group of an SVOA in [H].
Our approach is the same as that of [H] and there are some overlap with this article. But
our method seems simpler since it is based on explicit calculations of the intertwining
operators for the Ising models so that we don’t need some assumptions that are supposed
in [H].
Let e be a rational conformal vector with c.c. 1
2
in V ♮
R
. (The existence of such a vector
is clear.) It is shown in [M3] that the Ising model VOA L(1
2
, 0)R over R is also rational so
that we can apply Theorem 4.13 to V ♮
R
. By Theorem 4.13, we can obtain a simple SVOA
T ♮e (0) ⊕ T
♮
e (
1
2
) from V ♮
R
. Following Ho¨hn [H], we set VB♮
R
= T ♮e (0) ⊕ T
♮
e (
1
2
) and call it the
Babymonster SVOA. In V ♮
R
, for every conformal vector e, its Miyamoto-involution τe is
not trivial so that V ♮e (
1
16
) is not zero. Therefore we also obtain an irreducible Z2-twisted
VB♮
R
-module T ♮e (
1
16
). We set (VB♮tw)R := T
♮
e (
1
16
). Note that the algebraic structures of VB♮
R
and (VB♮tw)R are independent of the choice of a conformal vector e since every conformal
vector with c.c. 1
2
in V ♮
R
is conjugate under the Monster M so that the structures of them
are uniquely determined by that of V ♮
R
.
Theorem 5.1. (1) ([H]) The SVOA VB♮
R
obtained from V ♮
R
by cutting off the Ising models
is a simple SVOA whose full automorphism group contains 2× B.
(2) The piece (VB♮tw)R obtained from V
♮
R
is an irreducible Z2-twisted VB
♮
R
-module.
Proof: The first half assertion of (1) and (2) follow from Theorem 4.13. So it remains
to show that 2× B acts on VB♮
R
as an automorphism group of SVOA. For any conformal
vector e ∈ V ♮
R
, the corresponding involution τe is unique so that it follows from gτeg
−1 =
τge for all g ∈ M that every element in CM(τe) fixes e. Hence, CM(τe) acts on T
♮
e (0).
Furthermore, CM(τe) leaves the space ψ− 1
2
1l⊗T ♮e (
1
2
) ⊂ V ♮
R
invariant since each element of
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CM(τe) and the action of e commute on V
♮
R
. Therefore we may think CM(τe) also acts on
T ♮e (
1
2
). Since CM(τe) = 〈τe〉 · B and τe acts on T
♮
e (h) trivially for h = 0,
1
2
, we have an
injection from B into the full automorphism group of the SVOA VB♮
R
= T ♮e (0)⊕ T
♮
e (
1
2
).
One can expect that the full automorphism group of VB♮
R
is the Baby monster B.
However, we could not determine it is true or not in this paper. But we can prove that
Aut(VB♮
R
) is finite. To prove this, we need some results from the quantum Galois theory
for SVOAs.
Let V be a simple SVOA over C and G be a finite subgroup of Aut(V ). For χ ∈ Irr(G),
we set V χ to be the sum of all irreducible components of V on which G acts as χ. Clearly,
V χ has a Z2-grading and we denote such a Z2-grade decomposition by V
χ = V 0,χ ⊕ V 1,χ.
Let Mχ be the irreducible representation of G on which G acts as χ. Then we have a
decomposition V iχ = Mχ⊗HomG(Mχ, V
i) as a G-module. Setting V iχ := HomG(Mχ, V
i)
for i = 0, 1 and χ ∈ Irr(G), we have the following decomposition of V as C[G]⊗V G-
module.
V =
⊕
χ∈Irr(G)
Mχ⊗(V
0
χ ⊕ V
1
χ ).
Then, as an extension of [DM] and [HMT], we have
Theorem 5.2. Under the above setting, the followings hold.
(1) V χ 6= 0 for all χ ∈ Irr(G).
(2) If V G is a VOA, then V iχ, i = 0, 1, χ ∈ Irr(G) except trivial modules are non-
isomorphic irreducible V G-modules.
(3) If V G is an SVOA, then V 0χ ⊕ V
1
χ are non-isomorphic irreducible Z2-graded V
G-
modules. In particular, none of V iχ, i = 0, 1, χ ∈ Irr(G) is zero and C[G]⊗V
G forms a
dual pair over V .
Since the proof is just rewriting of the original quantum Galois theory for VOAs, we
omit it.
Remark 5.3. It is case-by-case whether V G is a VOA or SVOA. If G contains a canonical
involution for SVOA, then V G must be a VOA.
The following theorem is an analogy of Theorem 9.2 in [M3].
Theorem 5.4. Aut(VB♮
R
) is finite.
Proof: Since V ♮
R
is a framed VOA, VB♮
R
is also a framed SVOA by its construction.
(See [DGH] for the definition of the framed VOAs). It follows from Miyamoto’s construc-
tion of the moonshine module [M3] and our definition of the Babymonster SVOA that
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VB♮
R
has an invariant bilinear form which is positive definite on the even part (VB♮
R
)0 and
negative definite on the odd part (VB♮
R
)1. Suppose that there exists a subgroup G of
Aut(VB♮
R
) of infinite order. Since (VB♮
R
)1 = 0, we can apply Theorem 9.1 in [M1] and so
there are finitely many conformal vectors with c.c. 1
2
in VB♮R. So we may assume that
G fixes all conformal vectors with c.c. 1
2
in VB♮
R
. Let ω be the Virasoro vector of VB♮
R
.
Then we can find a set of mutually orthogonal conformal vectors e1, e2, . . . , e47 with c.c.
1
2
in VB♮
R
such that ω = e1 + · · · + e47. Set P = 〈τei, σ|i = 1, · · · , 47〉, where τei are
Miyamoto’s involutions and σ is a canonical involution on VB♮
R
. By the definition of τei,
P is an elementary abelian 2-group. Let VB♮
R
= ⊕χ∈Irr(P )(VB
♮
R
)χ be the decomposition of
VB♮
R
into the direct sum of eigenspaces of P . Since G fixes all ei, [G,P ] = 1 and hence G
leaves all (VB♮
R
)χ invariant. In particular, G acts on (VB♮
R
)P . Since P contains a canonical
involution σ, (VB♮
R
)P is a VOA and is isomorphic to a code VOA MD = ⊕α∈DMα for some
even linear code D. See [M2] for the description of the code VOA MD. Since G fixes all
ei, G fixes all elements in L(1
2
, 0)⊗ 47
R
⊂ MD so that g ∈ G acts on Mα as a scalar λα(g).
Since (VB♮
R
)0 has a positive definite invariant form, we have λα(g) = ±1 for all g ∈ G.
Therefore, by taking finite index, we may assume that G fixes all elements in (VB♮
R
)P . By
considering the complexification if necessary, we see that (VB♮
R
)χ is an irreducible (VB♮
R
)P -
module by Theorem 5.2 so that g ∈ G acts on (VB♮
R
)χ as a scalar µχ(g). By the same
arguments as above, we have a contradiction even though if we make a complexification.
Hence, Aut(VB♮
R
) is finite.
References
[Bo] R.E. Borcherds, Vertex operator algebras, Kac-Moody algebras and the Monster, Proc.
Natl. Acad. Sci. USA. 83 (1986), 3026
[C] J. H. Conway, A simple construction of the Fischer-Griess Monster group, Invent.
Math. 79 (1984), 513-540.
[DGH] C. Dong, R. L. Griess, G. Ho¨hn, Framed vertex operator algebras, codes, and the
moonshine module, Comm. Math. Phys. 193 (1998), 407-448.
[DLM1] C. Dong, H. Li, G. Mason, Twisted representations of vertex operator algebras, Math.
Ann. 310 (1998) 571-600.
[DLM2] C. Dong, H. Li, G. Mason, Modular-invariance of trace functions in orbifold theory,
Commu. Math. Phys. 214, 1-56.
[DM] C. Dong, G. Mason, On quantum Galois theory, Duke Math. J. vol. 86, No.2 (1997)
305-321.
[DMZ] C. Dong, G. Mason, Y. Zhu, Discrete series of the Virasoro algebra and the moonshine
module,
25
[FHL] I. Frenkel, Y.-Z. Huang and J. Lepowsky, On axiomatic approaches to vertex operator
algebras and modules, Memoirs Amer. Math. Soc. 104, 1993
[FLM] I.B. Frenkel, J. Lepowsky, A. Meurman, Vertex Operator Algebras and the Monster,
Academic Press, New York, 1988.
[FRW1] A. J. Feingold, J. F.X. Ries and M. Weiner, Spinor construction of vertex operator
algebras, triality, and E
(1)
8 , Contemp. Math. 121 (1991)
[FRW2] A. J. Feingold, J. F.X. Ries and M. Weiner, Spinor construction of the c = 12 minimal
model. Moonshine, the Monster, and related topics (South Hadley, MA, 1994), 45–92,
Contemp. Math., 193, Amer. Math. Soc., Providence, RI, 1996.
[FZ] I.B. Frenkel, Y. Zhu, Vertex operator algebras associated to representation of affine
and Virasoro algebras, Duke Mathematical Journal 66 (1992), 123-168.
[H] G. Ho¨hn, Selbstduale Vertexoperatorsuperalgebren und das Babymonster, Ph.D. the-
sis, Bonn 1995.
[HMT] A. Hanaki, M. Miyamoto and D. Tambara, Quantum Galois theory for finite groups,
Duke. Math. J. 97 (1999), no.3.
[KR] V. G. Kac, A. K. Raina, “Bombay Lectures on Highest Weight Representations of
Infinite Dimensional Lie algebras,” World Scientific, Singapore, 1987.
[KW] V. G. Kac, W. Wang, Vertex operator superalgebras and their representations, Con-
temp. Math. 175, 1994.
[La] C. H. Lam, Twisted representations of code vertex operator algebras, J. Algebra 217
(1999), 275-299.
[Li1] H. Li, Local systems of twisted vertex operators, vertex operator superalgebras and
twisted modules, Cont. Math. 193 (1996) 203-236
[Li2] H. Li, Determining fusion rules by A(V )-modules and bimodules, J. Algebra 212, 515-
556.
[Li3] H. Li, Symmetric invariant bilinear forms on vertex operator algebras, J. Pure Appl.
Algebra 96 (1994), 279-297.
[M1] M. Miyamoto, Griess algebras and conformal vectors in vertex operator algebras, J.
Algebra 179 (1996), 528-548.
[M2] M. Miyamoto, Representation theory of the code vertex operator algebras, J. Algebra
201 (1998), 115-150.
[M3] M. Miyamoto, A new construction of the moonshine vertex operator algebra over the
real number field, preprint, q-alg/9701012.
[Y] H. Yamauchi, Orbifold Zhu’s theory associated to intertwining operators, preprint,
q-alg/0201054.
26
[Z] Y.Zhu, Modular invariance of characters of vertex operator algebras, J. Amer. Math.
Soc. 9 (1996), 237-302.
27
