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Abstract—In this letter, the problem of sparse signal recon-
struction from one bit compressed sensing measurements is
investigated. To solve the problem, a variational Bayes framework
with a new statistical multivariate model is used. The dependency
of the wavelet decomposition coefficients is modeled with a
multivariate Gaussian copula. This model can separate marginal
structure of coefficients from their intra scale dependency.
In particular, the drawable Gaussian vine copula multivariate
double Lomax model is suggested. The reconstructed signal is
derived by variational Bayes algorithm which can calculate closed
forms for posterior of all unknown parameters and sparse signal.
Numerical results illustrate the effectiveness of the proposed
model and algorithm compared with the competing approaches
in the literature.
Index Terms—one bit compressed sensing, vine copula model,
variational Bayes.
I. INTRODUCTION
THE extreme case of quantized Compressed Sensing (CS)[1]–[3] which is One bit Compressed Sensing (1b-CS)
has enticed consideration newly [4]–[15]. This quantization
procedure can achieve greatly cost-effective impact on the
hardware. Traditional CS theory can reconstruct a sparse
signal from much smaller number of linear measurements than
the Nyquist rate [10], [11]. According to the CS paradigm,
the procedure of quantization is omitted and assumed that
the measurements are real. However, in the quantized CS,
some discrete levels are assigned to the measurements. In
1b-CS framework, only two levels are used to represent the
measurements [4]- [15]. It is proved that only utilizing the sign
of the measurements is sufficient to accurately reconstruct the
sparse signal [3].
There are numerous algorithms suggested for the signal re-
covery in 1b-CS framework [3]. In [4], an `1-norm minimiza-
tion is proposed which is known as Renormalized Fixed-Point
Iteration (RFPI) algorithm. Authors in [5] presented Matching
Sign Pursuit (MSP) algorithm for solving the problem. In
[7], a Binary Iterative Hard Thresholding (BIHT) algorithm is
appeared which is reported due to better accuracy than MSP.
Furthermore, [6] introduced a Restricted-Step Shrinkage (RSS)
method which is proved to have a guaranteed convergence.
In [8], authors developed an Adaptive Outlier Pursuit (AOP)
algorithm in the noisy 1b-CS scenario in which sign flip errors
may exist. Also, a convex optimization solution is introduced
in [9] to solve the problem. Moreover, in [12] a Variational
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Bayes (VB) algorithm is used for 1b-CS, while in [13] a
Maximum A Posteriori (MAP) approach is presented for the
signal recovery. In addition, a dictionary learning-based blind
1b-CS algorithm is suggested in [15]. Recently, authors in
[16] revealed a new training-free 1b-CS approach for wireless
neural recording.
All the above algorithms are based on univariate models
causing to simple solutions. Nevertheless, these univariate
models are not capable to describe statistical manner of
wavelet coefficients completely. These simple models ignore
an important stochastic property of wavelet coefficients which
is the intrascale dependency across the same subband. To
overcome this problem, in this paper, a multivariate model is
proposed which is based on copula distribution. In the best of
our knowledge, multivariate models have not been considered
in 1b-CS, yet. However, in the field of image processing,
some researchers have tried to model the joint dependency of
wavelet coefficients. Multivariate Gaussian distribution [17],
Multivariate Generalized Gaussian Distribution (MGGD) [18]
and Elliptically Contoured Distribution [19] have been pro-
posed so far. The non-Gaussian joint stochastic manner of
wavelet coefficients can be demonstrated by Gaussian Scale
Mixture (GSM) model [20], [21] and [22].
Some studies have recently worked on copulas for modeling
multivariate wavelet coefficients [23]–[25]. None of them
considered the 1b-CS problem. The major advantage of copula
is its flexibility for choosing various kinds of marginal distribu-
tions based on the joint model. Accordingly, our contribution
is as follows:
1) A new multivariate model which is named Drawable
Gaussian Vine Copula-based Multivariate Double Lo-
max (DGVC-MDL) is proposed for capturing the spatial
intrascale dependencies of wavelet coefficients.
2) Based on this new proposed model, the full posteriors
of unknown variables using VB are derived in closed
form.
Simulation results demonstrate that the proposed DGVC-
MDL improves recovery performance in comparison to state
of the art methods in the 1b-CS literature.
The outline of the paper is as follows. Section II introduces
the problem formulation. Then, the multivariate model is
presented in Section III. The proposed variational inference
procedure is illustrated in IV. Simulation results are presented
in Section V. Finally, conclusions are drawn in Section VI.
II. PROBLEM FORMULATION
The problem of sparse signal recovery from 1b-CS mea-
surements can be formulated as follows:
t = sign (y) = sign(Ax + w), (1)
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2Fig. 1. Diagonal dependency in the vine copula root trees.
where A ∈ Rn×m is the measurement matrix, t ∈ Rn is
the sign measurement vector of y ∈ Rn, and n ∈ Rn is
the noise measurement vector which is assumed to be i.i.d
random Gaussian with zero mean and variance σ2n. Our aim
is to estimate the sparse signal x ∈ Rm from the sign of
measurements t.
III. MULTIVARIATE STATISTICAL MODEL
A. Basics
The coefficients intrascale dependencies across subband
are extensively considered before [23]. [26] has studied the
amount of intraband and interband coefficients dependency
using mutual information. In the image denosing field, [19]
and [21] introduced several types of wavelet neighborhood. All
these researches mentioned that the overcoming coefficients
dependency is based on the intraband spatial structure. Using
Chi-plot graphs, [23] demonstrated that the intraband depen-
dency is more important than interorientation and interscale
ones. Therefore, in this letter, we assume the intrascale depen-
dency and ignore other kind of dependencies [23]. To capture
this dependency, the proposed algorithm introduces DGVC
model which can provide an excellent marginal distribution
fitting.
Based on wavelet decomposition, scales and orientations
subbands are formed. Three kinds of dependencies using
DGVC are defined in the proposed algorithm as row depen-
dency, column dependency and diagonal dependency. These
three dependencies are modeled by vine copula trees across
each row, column and diagonal, respectively.
Because of large number of wavelet coefficients, DGVC
model is imposed in the proposed DGVC-MDL algorithm
to capture the intrascale dependencies in row, column and
diagonal directions. The diagonal tree of DGVC is depicted
in Fig. 1. In this model, each node of the tree has a degree of
at most 2, where the degree of a node indicates as the number
of connections [27].
B. Multivariate Model Based on DGVC
In this subsection, the proposed algorithm based on DGVC
is introduced.
A copula demonstrates a multivariate distribution with
standard uniform marginal distributions [27]. The coefficients
dependency is completely defined by the copula which is
totally independent of the marginal distribution definition.
A copula C can be considered as joint Cumulative Distribu-
tion Function (CDF) on [0, 1]d. Suppose a multivariate random
variable ~X = [x1, ..., xd]
T with marginal CDFs F1, ..., Fd.
Sklar’s theorem [28] expresses that a unique copula can be
found such that:
F (x1, ..., xd) = C(F1(x1), ..., Fd(xd)). (2)
The joint Probability Density Function (PDF) of ~X can be
written as:
f(x1, ..., xd) =
[
d∏
k=1
fk(xk)
]
× c(F1(x1), ..., Fd(xd)), (3)
where fk, k = 1, ..., d are the marginal PDFs.
We consider the Gaussian copula in our proposed algorithm
since it completely fits the statistical wavelet coefficient fea-
tures. Besides the parameters of multivariate model base on
Gaussian copula can be quickly estimated in the closed form
by Maximum Likelihood (ML) method. The Gaussian copula
density can be derived from (2) as follows:
c(u1, ..., ud) =
1
|Σ|1/2 exp
−~v(|Σ|−1 − I)~v
2
, (4)
where ui is uniform on [0, 1], ~v = (v1, ..., vd) is a vector of
transformed observations as vi = φ−1(ui), and φ stands for
the standard Gaussian CDF. I denotes an identity matrix with
d× d dimension and Σ is the covariance matrix of ~v.
Multivariate copulas in higher dimensions are not proper
and have some restrictions. Therefore, a flexible model of
copula is essential for capturing the high dimensional depen-
dencies. [29] introduced regular vine copula and [30] presented
it in detail. We utilize DGVC in the proposed algorithm which
its density is given by:
f(x1, ..., xd) =
[
d∏
k=1
fk(xk)
]
×
d−1∏
j=1
d−j∏
i=1
ci,i+j|i+1,...,i+j−1
 ,
(5)
where
ci,j|i1,...,ik := ci,j|i1,...,ik(F (xi|xi1 , ..., xik), F (xj |xi1 , ..., xik)),
(6)
cj(e),k(e)|D(e) is a bivariate copula density in a DGVC tree
with the node set N := N1, ..., Nd−1 and the edge set
E := E1, ..., Ed−1. Each edge e = j(e), k(e)|D(e) in Ei
represents by cj(e),k(e)|D(e). j(e) and k(e) are nominated as
the conditioned nodes and D(e) is called as the conditioning
set [30]. More details in this regard can be found in [30].
C. Multivariate DGVC Modeling Estimation
Suppose that ζ = (ζ1, ..., ζd) and Σ represent the marginal
PDF parameters and the copula covariance matrix, respec-
tively. Multivariate GVC hyperparameters are θ = (ζ,Σ)
which should be estimated.
[31] represented that the copula covariance matrix Σˆ can
be evaluated separately from the marginal PDF parameters
ζˆ = (ζˆ1, ..., ζˆd). This assumption simplifies the estimation
mechanism of hyperparameters as follows:
1) ζˆ = (ζˆ1, ..., ζˆd) can be estimated using VB inference
which will be described in the next section.
32) Utilizing the ML estimator, Σˆ can be evaluated in the
following procedure.
ML estimator for Σˆ: At each scale of wavelet decom-
position, all coefficients x should be transformed to v =
φ−1(F (x|ζ)). The transformed coefficients are restructured
into a matrix H = [~V1, ..., ~VMs ] and Ms is the number of
wavelet coefficients in scale s. ~Vi is a vector which contains
a reference coefficient and its neighbors. It can be denoted as
~Vi = [vi,1...vi,L]
T and L is the neighborhood size. Therefore,
Σ can be estimated using ML algorithm which leads to the
sample covariance matrix of ~V1, ..., ~VMs :
Σˆ =
1
Ms
Ms∑
i=1
~Vi~V
T
i =
1
Ms
HHT . (7)
One of the rich distribution to represent the marginal manner
of wavelet coefficients is Double Lomax (DL) PDF which is
used in our proposed DGVC-MDL model.
ML estimator for ηˆ and fˆ : To evaluate H in (7), param-
eters of DL distribution should be computed which is given
by: {
ηˆ, fˆ
}
= argmax log
η,f
Ms∏
i=1
f(−→xi |η, f), (8)
where f is DL PDF as following [32]:
f(x|η, f) = η
2
(
1 +
η|x|
f
)−(f+1)
, (9)
with η > 0 as the scale parameter and f > 0 as the shape
parameter [33]. ηˆ can be estimated by:
ηˆ =
Ms∑Ms
i=1(
(fˆ+1)|xi|
fˆ+ηˆ|xi| )
, (10)
fˆ can be evaluated using the numerical Newton-Raphson
iterative procedure.
D. Multivariate Double Lomax Model Based on Gaussian
Vine Copula
The proposed DGVC-MDL model is defined by
fDGVC-MDL(~x|θ) =
(η
2
)d(
1 +
η|x|
f
)−d(f+1)
×
d−1∏
j=1
d−j∏
i=1
ci,i+j|i+1,...,i+j−1
 . (11)
The hyperparameters set is θ = (η, f,Σ) and d is the
neighborhood size. The covariance matrix of ~V is Σ using
Vi = φ
−1 (F (xi|η, f)) which φ denotes the standard normal
CDF and F (t|η, f) = 12 (sgn(t) + 1)
(
1− 12
(
ηt
f + 1
)−f)
−
1
4 (sgn(t)− 1)
(
1− ηtf
)−f
is the CDF of DL distribution.
In order to impose VB on the proposed DGVC-MDL prob-
abilistic model in (11), we have to consider the hierarchical
form of DL distribution which is introduced by:
p(x|τ) =
n∏
i=1
p(xi|τi) =
n∏
i=1
N (xi|0, τi), (12)
p(τ |λ) =
n∏
i=1
Exp(τi|λ
2
2
), (13)
p(λ) =
n∏
i=1
Gamma(λi|f, f), (14)
where τ and λ are the precision of Gaussian PDF and
exponential PDF parameter, respectively.
IV. PROPOSED VARIATIONAL INFERENCE PROCEDURE
To derive the posterior PDF of unknown variables, VB
inference is imposed in the proposed algorithm. Suppose
Ψ , {x, τ, λ} is assigned to all variables in our proposed
model. To model the sign function in (1), we use the derivation
of [12].
An approximation of the posterior PDF p(Ψ|t) can be
obtained by maximizing
L(q) =
∫
q(Ψ) ln
p(t,Ψ)
q(Ψ)
dΨ, (15)
where p(t,Ψ) is stated as
p(t,Ψ) = p(t|x)p(x|τ)p(τ |λ)p(copula), (16)
p(copula) is the second part of (5). p(t|x) in (16) is difficult
to evaluate. To overcome this problem, [12] found a lower
bound on L(q) using the following inequality
σ(y)t[1− σ(y)]1−t = σ(z)
≥ σ(δ)exp
(
z − δ
2
− λ(δ)(z2 − δ2)
)
,
(17)
where z = (2t − 1)y, λ(δ) = (1/4δ) tanh δ/2), tanh(x) is
stated to the hyperbolic tangent function which is tanh(x) ,
(exp(x)− exp(−x)) / (exp(x) + exp(−x)). The equality is
achieved when δ = z. Utilizing equation (17), [12] obtained
p(t|x) ≥ F (t,x, δ)
,
n∏
i=1
σ(δi) exp
(
zi − δi
2
− λ(δi)(z2i − δ2i )
)
. (18)
Then [12] defined G(t,Ψ, δ) ,
F (t,x, δ)p(x|τ)p(τ |λ)p(copula) to compute a lower
bound on L(q). The different steps of VB procedure are
represented as follows.
1. Update of qx(x): The variational approximation of the
posterior PDF qx(x) can be derived by
ln qx(x) ∝ 〈lnF (t,x, δ) + ln p(x|τ) + ln p(copula)〉τ
∝
〈
n∑
i=1
(zi
2
− λ(δi)z2i
)
− x
2
2τ
− v
T (Σ−1v − I)v
2
〉
τ ,n
∝ −xTATΛδAx+ 1
2
(2t− 1)TAx
−1
2
〈
xTΛτx
〉
τ
− v
T (Σ−1v − I)v
2
, (19)
where Λτ , diag(τ1, ..., τm) and [12] denoted that Λδ ,
diag(λ(δ1), ..., λ(δn)). 〈·〉 evaluates expectation with respect
to a random variable.
4Obviously qx(x) has a Gaussian posterior PDF with the
following parameters:
µx = ΣxA
T
(
1
2
(2t− 1)− 2Λδµn
)
, (20)
Σx =
(
Λ〈τ〉 + 2A
TΛδA+
(Σ−1v − I)
τ
)−1
. (21)
The third part of (21) captures the dependency of wavelet
coefficients using proposed copula model.
2. Update of qτ (τ ): The posterior PDF of qτ (τ ) can be
derived by
ln qτ (τ ) ∝
〈
−1
2
ln τ − x
2
2τ
− v
T (Σ−1v − I)v
2
− λ
2
2
τ
〉
x,λ
,
(22)
where τ has the Generalized Inverse Gaussian (GIG) distribu-
tion with the following parameters:
τ ∼ GIG
(
1
2
, 〈x2〉+ xT (Σ−1v − I)x, 〈λ2〉
)
. (23)
3. Update of qλ(λ): In the same way, variational approxima-
tion of yields
ln qλ(λ) ∝ 〈ln p(τ |λ) + ln p(λ)〉τ . (24)
By setting f = 0, the posterior PDF of λ becomes Rayleigh
distribution.
λ ∼ Rayleigh(λ| 1√〈τ 〉 ). (25)
The posterior PDF of n, β and δ can be found in [12].
The overall 1b-CS recovery based on DGVC-MDL algorithm
is summarized in Algorithm 1.
Algorithm 1: The proposed DGVC-MDL algorithm for
1b-CS recovery
input :
Array output t ∈ Rn×1 based on model (1)
Measurement matrix A ∈ Rn×m
output:
wavelet coefficients estimation x ∈ Rm
Initialize τ , λ and δ
while iter < maxiter do
ηˆ = Ms∑Ms
i=1(
(fˆ+1)|xi|
fˆ+ηˆ|xi|
)
;
update µx and Σx using (20) and (21);
update τ using (22);
update λ using (25);
end
x̂← µx/norm(µx);
V. SIMULATION RESULTS
The performance of the proposed DGVC-MDL algorithm
is investigated in this section. The measurement matrix A ∈
Rn×m is randomly drawn from N (0, 1) with i.i.d entries
and A’s columns are normalized to unit value. Our proposed
algorithm is compared with the BIHT algorithm [7], the 1-
BCS, R1-BCS [12] and AOP [8]. Note that the BIHT algorithm
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Fig. 2. SNR versus sampling rate.
has been also simulated. However, due to the small SNR of this
method, the corresponding results are not represented here.
The SNR is utilized to demonstrate the performance of the
proposed DGVC-MDL algorithm over 102 independent runs.
Fig. 3 illustrates the reconstruction SNR versus the sampling
rate where the initial values of τ , λ and δ are 10−8, 10−8
and 1, respectively. The sampling rate which equals nm is the
oversampling ratio; it varies from 2 to 6. We set m = 1024
for input image of size 32× 32 and we consider the wavelet
coefficients at the second decomposition of the SAR image
e2 981006 18093 2889 1 and Baboon. When the sampling
rate equals 2, the SNR is near to R1-BCS and 1-BCS, however
when the sampling rate increases the SNR improves up to 2.5
dB compared to R1-BCS, one-BCS and AOP.
VI. CONCLUSION
In this paper, a new statistical model based on copula
distribution is proposed for 1b-CS to capture the intrascale
dependencies between wavelet coefficients. The VB of this
new model is derived mathematically and it can estimate all
unknown parameters in closed forms. The reconstruction SNR
of the proposed algorithm is 2.5 dB better than SNR of other
methods when the sampling rate is equal to 6.
1 The test image is chosen from the Coastal Environmental Assess-
ment Regional Activity Centre (CEARAC) database which can be found in
http://cearac.poi.dvo.ru/en/db/
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