Functional equations in the theory of dynamic programming XII: An application of the maximum transform  by Bellman, Richard & Karush, William
JOURNAL OF MATHEMATICAL ANALYSIS AND APPLICATIONS 6, 155-157 (1963) 
Functional Equations in the Theory of Dynamic Programming 
XII: An Application of the Maximum Transform 
RICHARD BELLMAN 
The RAND Corporation, Santa Monica, Califmnia 
AND 
WILLIAM IbRUSH 
System Development Corporation, Santa Monica, Califontia 
I. INTRODUCTION 
Consider an N-stage allocation process in which an initial, M-dimensional, 
nonnegative vector x is divided into two nonnegative vectors, y and x - y. 
As a result of this subdivision, we obtain an immediate scalar return g(y), 
and the vector x - y is transformed into B(x - y), where B is a diagonal 
matrix with positive elements: 4 
0 
BI= b, [ 1 . . . (1.1) 0 . bM 
The process is then repeated for (N - 1) additional stages. The problem is to 
determine the subdivisions at each stage so as to maximize the total N-stage 
return. If we introduce the sequence of functions 
IN(x) = the total return obtained from an N-stage return, 
starting with x and using an optimal policy, (1.2) 
we readily obtain the recurrence relation 
where h is a “discount factor” that may be equal to 1. 
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If M, the dimension of x, is greater than or equal to three, we usually face 
some difficulty in obtaining a computational solution; see [l]. If M is larger 
than six, then even the polynomial approximation techniques discussed in [l] 
and [2] become rather onerous. In what follows, we show how the maximum 
transform discussed in [3, 4, 51 can be used to obtain an explicit analytic 
solution of (1.3), which can then be applied to obtain numerical solutions. 
II. THE MAXIMUM TRANSFORM 
Let us recall some of the properties of the maximum transform, i.e., the 
function F(y) = M(f), defined f or nonnegative vectors y 2 0 by means 
of the relation 
M(f) = y:; M4 - (x3 Y)l, P-1) 
where (x, y) denotes the usual inner product. Two properties immediately 
follow: 
(4 M(f(Bx)) = V-41, 
(b) M(a&>> = 47.x al). (2.2) 
Less immediate are the convolution property 
M[,,~~$.~Y) + h(x - r>>l = WI + WG (2.3) 
and the inversion formula 
M-l(F) = F% NY) + (%Y)l. 
See refs. 3 and 4. 
(2.4) 
III. SOLUTION OF (1.3) 
Applying the maximum transform to (1.3), we obtain the relation 
Fn(.+ = G(z) + W,&-144, n 2 2, (3.1) 
where F,, = M(fn), G = M(g). If, as is usually the case,f,(x) = g(x), we have 
n-1 
F,(z) = x A”G(B-“CalAL), tl 2 1. 
k=O 
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Hence 
Using this formula, the values off,,(x) can be ground out one at a time. 
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