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Abstract
Assortment optimization is an important problem that arises in many industries such as re-
tailing and online advertising where the goal is to find a subset of products from a universe of
substitutable products which maximize seller’s expected revenue. One of the key challenges in
this problem is to model the customer substitution behavior. Many parametric random utility
maximization (RUM) based choice models have been considered in the literature. However,
in all these models, probability of purchase increases as we include more products to an as-
sortment. This is not true in general and in many settings more choices hurt sales. This is
commonly referred to as the choice overload. In this paper we attempt to address this limi-
tation in RUM through a generalization of the Markov chain based choice model considered
in [5]. As a special case, we show that our model reduces to a generalization of MNL with
no-purchase attractions dependent on the assortment S and strictly increasing with the size of
assortment S. While we show that the assortment optimization under this model is NP-hard, we
present fully polynomial-time approximation scheme (FPTAS) under reasonable assumptions.
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1 Introduction
Assortment optimization problems arise in many practical applications such as retailing or online
advertising. In such settings, a seller or decision maker has to select a subset of products from a
universe of substitutable products to offer to customers in order to maximize the expected revenue.
The demand of any item, and therefore the expected revenue, depend on the substitution behavior
of the customers. Hence it is important to choose the “right choice model” which specifies the
probability that a random customer decides to purchase a particular item offered in the set. The ob-
jectives are two-fold: first determine or learn how customers choose and substitute among products,
and second develop algorithms to find an optimal assortment.
More specifically, suppose we are given a universe of n substitutable products, N = {1, ..., n}
with prices p1, ..., pn. Let pi(i, S) denote the probability that a random buyer selects product iwhen
the set of offered products is S ⊆ N . This probability depends on the substitution behavior of
customers and is referred to as the choice probability. The assortment optimization problem, where
goal is to find the subset S of products that maximizes expected revenue, can be formulated as
max
S⊆N
∑
i∈S
pi(i, S) · pi.
Many parametric choice models based on random utility maximization (RUM) have been studied in
the literature to capture customer substitution behavior and the probability pi(i, S). One of the most
popular choice model is the Multinomial Logit (MNL) model. The MNL model was introduced
independently by [16] and [20], and later studied by [17]. The probability that a customer purchases
the product i from assortment S is given by
pi(i, S) =
eui∑
j∈S e
uj + eu0
1i∈S =:
vi∑
j∈S vj + v0
1i∈S,
where vj = euj . [23] show that both the estimation and the assortment optimization under this
model are tractable. Several algorithms are known to solve the assortment optimization problem
under the MNL model ( [23], [12], [7], and [14]). However, this model suffers from simplifying
assumptions, such as the IIA - Independence of Irrelevant Alternatives property (see [3]), which
limit its applicability.
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Therefore, more complex choice models have been developed for capturing a richer class of
substitution behaviors including the Nested Logit model ( [27], [8]) and the mixture of Multinomial
Logit model ( [21]). We refer the reader to [4] for a comprehensive survey. In addition, ranking-
based choice models of demand have also been studied in the literature (see [14], [11], [9], [15],
[24]). [5] present a Markov chain based model where the substitutions are modeled via transitions
in a Markov chain. This model was first considered in [28] and several variants have since been
considered ( [6] and [19]).
However, all standard random utility based models and distribution over ranking models suffer
from two serious limitations in practice, namely, i) the models assume that customer preferences
are static and exogenous to the set of products offered by the seller, and ii) the total probability of
buying any product always increases (not necessarily strictly) if the seller adds more products to the
assortment. In many settings, these properties are not satisfied. In particular, the customers may
form their preferences based on the offered set of products and also, the purchase probability might
decrease when the seller adds more products to the assortment. The latter is referred to as the choice
overload phenomenon and has been observed empirically in practice (see [13] and [22]). None of
the random utility models in their fundamental and standard form can capture this. However, at least
in principle, some modifications of existing methods might be able to achieve that. For example,
one could potentially estimate a different logit or mixed logit model for each assortment offered
to consumers, which would allow the preference parameters to vary with assortment. This seems
to be a flexible way of letting the estimated demand functions depend on the products offered and
thus should be able to capture choice overload. But in practice, this approach is not viable if the
number of observations per assortment is small or the number of products itself is large. Hence
more parsimonious models are a better option. [25] propose a model that incorporates an explicit
search cost for users and can capture choice overload in some settings. [26] also consider a choice
model with endogenous network effects that capture dynamic preferences in some settings, mainly,
where the utility of product for a customer depends on the number of customers interested in that
product.
3
1.1 Our Contributions
The main goal of this paper is to develop a model for substitutions that addresses the above men-
tioned limitations and lead to a more practical framework for choice modeling and assortment op-
timization. We propose a generalization of the Markov chain model introduced in [5], where we
consider a Markovian comparison based choice process instead of one that is only based on Marko-
vian substitutions. The Markov chain choice model presents a natural framework to address these
limitations as the substitution behavior of the customers are modeled in an intuitive manner making
it a natural candidate.
Our Model. We assume that we are given a universe of n substitutable products indexed from 1
to n: N = {1, ..., n}. In our Markov chain based model, the customer substitutions are modeled
using a Markov chain over (n + 1) states, N+ = {0, 1, ..., n}: there is one state for each of the n
substitutable products and a state 0 for the no-purchase alternative. We further assume that the tran-
sition probability matrix for the underlying Markov chain is given by ((ρij))i∈N,j∈N+ . A customer
starts at any random state i and then does a random walk according to the transition probability
matrix ρ. When the customer arrives at a state j which corresponds to product j which is in the
offer set S, they either buy the product and stop the random walk with a probability µ(j, S) which
depends on other products in the offer set, or continue doing the random walk with the remaining
probability according to the transition probability matrix until they reach either the state 0 (the no-
purchase option) or any other state corresponding to a product in the offer set. We call this model
as Generalized Markov chain choice model.
A key outcome of introducing such a stopping probability function is that this model is no longer
an RUM model and hence the purchase probability may decrease when we add more products to
the offer set, which we demonstrate via examples.
Addressing Limitations. In particular, our model addresses the discussed limitations in the fol-
lowing way:
• Dynamic Preferences: In practice, the substitution behavior of the customers in our model
can be different for different assortments. More specifically, the implied distribution over
preferences depends on the assortment offered and there may not be any single distribution
over preferences or rankings that is consistent with choices for all assortments. Our model
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captures this and to the best of our knowledge, this is the first systematic approach to capture
dynamic preferences.
• Choice Overload Phenomenon: An important consequence of our model is capturing the
choice overload phenomenon. In particular, the probability of purchase does not necessarily
increase if the seller includes more products in the assortment. More specifically, consider
assortmentsS, T ⊆ {1, . . . , n} such thatS ( T . Then it is not necessarily true that pi(0, S) ≥
pi(0, T ), where pi(0, S) denotes the probability of no purchase when the set of products offered
is S. We present several examples illustrating this.
Generalized Multinomial Logit Model We consider the special case of the Generalized Markov
chain model where the underlying Markov chain has rank one and name it as the Generalized Multi-
nomial Logit model. [5] show that the Multinomial Logit model can be exactly captured by a Markov
chain model where the transition probability matrix has rank one. In particular, the choice proba-
bility under this model has the following expression:
pi(i, S) =
vi
v0e
α
∑
j∈S+ vj +
∑
j∈S vj
,
where α ≥ 0 is a scale parameter. We can see that the no purchase probability is not constant but
depends on the assortment as v0e
α
∑
j∈S+ vj , which increases the utility of the no-purchase alternative
when the offer set is enlarged with more products.
Assortment Optimization Under Our Model We study the assortment optimization problem un-
der the Generalized Markov chain choice model. Through examples, we demonstrate that an op-
timal assortment in our model balances between too few and too many choices and favors cluster
centers. We show that the assortment optimization is NP-hard in general by a reduction from the
partition problem. On the positive side, we present a fully polynomial time approximation scheme
(FPTAS) for the assortment optimization problem when the transition probability matrix has either
rank one or a constant rank more than one.
Our algorithm for the FPTAS is based on exploiting the structure of the choice probability
expression and consequently the expected revenue function. In particular, we show that the choice
probabilities for a given assortment can be calculated via a system of linear equations. While the
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optimization problem of revenue maximization is non-convex, we show that we can obtain a convex
approximation of the objective function by guessing the values of a small number of linear functions
for the optimal assortment. Our algorithm is a dynamic programming based algorithm that adapts
ideas from the dynamic programming algorithm for the knapsack problem.
Outline The rest of the paper is organized as follows. In Section 2, we present the Generalized
Markov Chain model and our notations. In Section 3, we present choice probability computations
and we also discuss some examples. In Section 4, we present the properties of the Generalized
Multinomial Logit model, a special case of the previous model along with an algorithm for its
parameter estimation. Section 5 discusses the assortment optimization under the Generalized MNL
model and shows it is NP-hard. We also present a fully polynomial-time approximation scheme
(FPTAS) for the assortment optimization problem. In Section 6, we present results on another case
of the Generalized Markov chain model, where the initial transition matrix is of low rank, and show
that this generalizes the mixture of MNLs model. These results allow us to present an FPTAS for
this model as well. Finally, we include some numerical results on real-life data in Section 7 and
conclude in Section 8.
2 Generalized Markov Chain Model
In this section we present the Generalized Markov Chain Model in details.
2.1 Customer Substitution Behavior in the Markov Chain Model
We model the customer substitution behavior using transitions on a Markov chain on (n+1) states,
where there is a state corresponding to each product and a state 0 for the no-purchase alternative.
We first describe the Markov chain choice model introduced in [5]. Let S ⊆ N be a subset of
offered products, let S+ := S ∪ {0}. The model is specified by the parameters λi, i ∈ [n] and ρij ,
for all i ∈ [n] and j ∈ {0, ..., n}.
• λi is the arrival probability at state i: a customer starts at product i with probability λi,
• ρij denotes the transition probability from state i to state j if product i is unavailable.
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In the model introduced in [5], when S is offered, all the states corresponding to S are absorbing.
If the random walk of any customer reaches state i ∈ S+, then they select product iwith probability
one regardless of what else is being offered. This is again an RUM model and hence suffers from
the limitations of choice overload and dynamic preferences as discussed previously.
2.2 Substitution Behavior in Our Model
In our model, we use the Markovian framework as above to model substitution behavior. However,
we introduce a stopping probability function µ(i, S).
Stopping probability function. For any i ∈ S, µ(i, S) denotes the probability that a customer
selects product i, given that they are currently already in state i of the Markov chain. In the model
considered by [5], this probability is equal to 1. In this paper, we aim to capture the following fun-
damental component of customer choice, namely, that customer preferences and eventual selection
depend on comparisons among the offered products. To capture this behavior, we model µ(i, S) as
a decreasing function of
∑
j∈S ρij and consider the following formulation for µ(i, S)
µ(i, S) = exp
−α ∑
j∈N+
ρijxj
 , ∀i ∈ S,
where xj = 1 if j ∈ S+ and 0 otherwise. Also, we have µ(i, S) = 0 ∀i /∈ S. Note that if a large
number of products similar to i (i.e. with large ρij) are offered in the assortment, then the stopping
probability is small. This reflects the scenario that it is difficult to select a product if a large number
of similar options are available. Similarly, if we include more products in the assortment, µ(i, S)
decreases. This models the fact that customers need more comparisons and time (transitions) to
select the best product. This can be interpreted as the higher search cost for finding the best products
if many similar items are offered.
We refer to this model as the Generalized Markov Chain Model. Here α is a scale parameter that
amplifies the comparison effect. In our proposed model, we have α ≥ 0. A large value of α implies
a very picky customer. We would like to note that our model generalizes the model introduced
in [5]. In particular, we recover the model in [5] by assuming α = 0.
Note that the choice of exponential function is arbitrary. We use this as it is a parsimonious
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choice to model transition probability.
To model the eventual choice of product i by the customer, we add a vertex i′, which is an
absorbing state. A directed edge joins the vertex i to the vertex i′ with weight µ(i, S), which repre-
sents the probability of buying the product i when the customer is at the vertex i. This probability
is equal to 0 if and if only if the product is not offered, i.e. i /∈ S. We denote N ′+ to be the set of
absorbing states {i′}i∈[n] ∪ {0}. After a certain time t, for t large enough, the customer is either in
a certain state i′, with i ∈ S, or in the no-purchase state 0.
Modified transition probabilities. Since the sum of the probabilities of getting out of i has to be
equal to 1, we change ρij to ρ¯ij defined as follows:
ρ¯ij = (1− µ(i, S))ρij.
Customer substitution behavior on the new graph. Let us summarize how a customer behaves
on the new graph given a certain set of products S ⊆ N to sell under the Generalized Markov Chain
model:
• The customer arrives with probability λi at the vertex i.
• If the product i is in S then the customer, currently at the vertex i,
– either selects it with probability µ(i, S), arrives at the vertex i′ and then stops,
– or goes to another vertex j with probability ρ¯ij .
• If i 6∈ S, the customer cannot purchase i, so with probability ρ¯ij they go to another vertex j.
• If i = 0, then the customer has decided not to purchase any product, and they stop.
We then proceed recursively.
Example We consider the following 4-vertex graph (see Figure 1), where we have chosen to offer
the subset S = {3, 4}. Each product i has a state i as well as a state i′ where the latter is the
absorbing state denoting that the customer buys product i.
We can see that since the offered set has products 3 and 4, the transition probabilities of going
from node 3 or node 4 to any other node now gets modified, while other transition probabilities
8
12 3
41’ 4’
2’ 3’
0
ρ14
ρ23
(1− µ(3, S))ρ32
ρ12
ρ10
ρ20
(1− µ(4, S))ρ40
(1− µ(3, S))ρ30
0
0
µ(4, S)
µ(3, S)
λ3
λ1
λ2
λ4
Figure 1: Example of a 4-vertex graph with S = {3, 4}
(i.e., from nodes 1 and 2 are unchanged). Firstly, nodes 3 and 4 are not absorbing anymore and
hence the probability to go to nodes 3’ and 4’ which are now absorbing are µ(3, S) and µ(4, S)
respectively. Secondly, this also changes the transition probabilities from nodes 3 and 4 to other
nodes accordingly.
3 Computation of Choice Probabilities
Given the parameters λi, ρ¯ij and µ(i, S) for all i ∈ N and j ∈ N+, we can compute the choice
probabilities for any S ⊆ N in a very similar way as [5]. Our assumption is that a customer arrives
at the state i with probability λi, and continues to transition according to probabilities ρ¯ij until they
decide to buy a product i with probability µ(i, S) when they are at the vertex i, or decide not to buy
any product and end at the no-purchase vertex 0. We therefore assume that any customer buys at
most one product.
3.1 Choice Probabilities
Let ρ(N,N) be the transition probability matrix from states N to N . We recall that since the
total probability of exiting a vertex i is 1, and since there is a probability µ(i, S) of buying the
product represented by the vertex i, the transition probabilities are given by: ρ¯ij = (1−µ(i, S))ρij .
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Consequently,
ρ(N,N) = Diag((1− µ(i, S)))× ρ,
where ρ is the initial transition probability matrix, ρ = (ρij)i,j∈[n], and Diag((1 − µ(i, S))) is the
diagonal matrix with (1− µ(i, S)) on its diagonal. Also recall that µ(i, S) = 0 ∀i /∈ S.
After a certain time, every customer will be in an absorbing state. In order to compute pi(i, S),
we have to know the probability that a customer arrives at the vertex i. For i ∈ [n] we have:
pi(i, S) = lim
q→∞
λT (P(S))qe2n+1i ,
where P(S) is the transition probability matrix in the graph when the subset S is offered and is of
the form:
P(S) =
ρ(N ′+, N ′+) ρ(N ′+, N)
ρ(N,N ′+) ρ(N,N)
 =
 In+1 0
Π(S) Diag((1− µ(i, S)))ρ
 ,
and Π(S) is the following matrix:
Π(S) = ρ(N,N ′+) =

µ(1, S) 0 ... 0 ρ¯10
0 µ(2, S) ... 0 ρ¯20
: : :
0 ... 0 µ(n, S) ρ¯n0
 =
[
Diag(µ(i, S)) ρ¯0
]
,
and e2n+1i ∈ {0, 1}2n+1 has 0 on each component except on its ith component. Since we have
i ∈ [n], e2n+1i always has its last n + 1 components equal to 0. ρ(N ′+, N ′+) = In+1 because all the
states in N ′+ are absorbing, which also implies that ρ(N ′+, N) = 0.
For q ∈ N, we have:
P(S)q =
 In+1 0∑q
k=0(Diag((1− µ(i, S)))ρ)kΠ(S) (Diag((1− µ(i, S)))ρ)q
 .
Therefore, if we assume that the spectral radius of ρ(N,N) = Diag((1− µ(i, S)))ρ is strictly less
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than 1:
lim
q→∞
P(S)q =
 In+1 0
(In −Diag((1− µ(i, S)))ρ)−1Π(S) 0
 ,
and hence
pi(i, S) = λT (In −Diag((1− µ(i, S)))ρ)−1Π(S)ei,
where ei ∈ {0, 1}n+1. Lastly, if we want the probability of no purchase, we can simply compute
λT (In −Diag((1− µ(i, S)))ρ)−1Π(S)e0, where e0 = (0, ..., 0, 1) ∈ {0, 1}n+1.
3.2 Examples
We now provide a couple of examples to show that our model is better at capturing the choice
overload phenomenon than any other random utility based choice models.
Example 1 (Homogeneous Graph). We first consider a complete graph with n vertices with ho-
mogeneous transition probabilities, ρij = 1n+1 for all i ∈ N and j ∈ N+, and also homogeneous
probabilities of arrival, λi = 1n+1 for all i ∈ N+. We suppose that all products have same price p.
The symmetry of this example implies that we only need to find the number k of vertices to offer
that would maximize revenue, and then randomly take a subset of k elements. For any random util-
ity based choice model presented in the first section, the optimal set to maximize revenue will be
the entire set of products. Indeed, in all these models, the product with the highest price is always
in the optimal assortment. Since all the products have the same price, they will all be in the set.
Furthermore, the probability of no purchase always decreases when we add more products into the
offered set. However this is not true in our model, and the probability of no purchase depends on
the parameter α chosen. We have chosen a universe of n = 15 substitutable products, and given
the assumptions above, we compute the probability of purchase under our model when k products
are in the offered set, for all k ∈ [n] and we obtain the graph in Figure 2:
We see that, depending on the value of α, the probability of no purchase may increase when we
add more items into the offered assortment. Especially, a high α implies a sooner (in terms of the
number of products) increase in the probability of no-purchase.
We present another example, the star graph, which shows that our model will favour the cluster
centers as items for the assortment set, unlike the Markov chain model.
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Figure 2: Probability of no-purchase
Example 2 (Star Graph). We consider the following star graph with n vertices. We suppose that
vertex 1 is linked to all other vertices in the graph, but other vertices are only linked to 1 and to no
purchase vertex 0. We suppose that the transition probabilities are homogeneous. Therefore, they
are given by: ρ1i = 1n ∀i ∈ N+\{1} and ρi1 = ρi0 = 12 ∀i ∈ N\{1}. We suppose that the arrival
probabilities are all equal λi = 1n ∀i ∈ N . Finally we suppose that all products, except 1, have a
price P , and product 1 has a smaller price p < P .
For any random utility based choice model considered in the literature, since the product with
the highest price is always in the optimal offered set, then {2, ..., n} ⊆ S∗ where S∗ is the optimal
set. And this is true, for any n, even for very large n.
However, our model considers that selling only the product 1 will give a higher revenue, when α is
large enough. For α ≥ 9, the optimal set will always be {1}. And this result is closer to the reality.
Indeed, it seems more logical in practice for the seller to only offer the product which is similar to
many other products, even if this product is slightly less expensive than the others.
In order to get a generalization of the MNL model, we now suppose that the initial transition
probability matrix, ρ = (ρij)i,j∈[n] is of rank one, and show that with such an assumption, the
optimization problem is NP-hard.
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4 Generalized Multinomial Logit model
In this section we suppose that the transition probability matrix ρ is of rank one. Given this as-
sumption, we refer to our model as the Generalized Multinomial Logit model, which is a special
case of the Generalized Markov chain model. We remind that N represents all the vertices in the
graph, N+ is the union of all the vertices and the vertex 0 which represents the no-purchase, and
ρ(N,N+) is the transition probability matrix from N to N+. In this model, we suppose that there
exists v = (vi)i∈[n+1] ∈ [0, 1]n+1 = [v0 vT∗ ], such that
∑n
i=0 vi = 1 and:
ρ(N,N+) =

1− µ(1, S) 0
. . .
0 1− µ(n, S)
×

v0 v1 ... vn
... ... ...
v0 v1 ... vn
 .
Since there is a probability µ(i, S) that the customer goes from vertex i to vertex i′, the probability
that the customer goes from vertex i to vertex j, with j ∈ N+ , has to be (1− µ(i, S))vj , therefore
the probability of exiting from vertex i is 1. We also suppose in this model that λ = v, therefore
the probability of arriving at a vertex i is proportional to vi. Finally we suppose that the probability
of buying the product i while being at vertex i is given by:
µ(i, S) := e
−α×∑j∈S+ vj .
Additionally, we have µ(i, S) = 0 ∀i /∈ S. With the notations given in Section 3.1:
P(S) =
ρ(N ′+, N ′+) ρ(N ′+, N)
ρ(N,N ′+) ρ(N,N)
 =
 In+1 0
Π(S) D(S)ρv
 ,
where
Π(S) = e
−α∑j∈S+ vj ×

11∈S 0 (e
α
∑
j∈S+ vj − 11∈S)v0
. . . ...
0 1n∈S (e
α
∑
j∈S+ vj − 1n∈S)v0
 , and
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D(S)ρv =

1− µ(1, S) 0
. . .
0 1− µ(n, S)
×

v1 ... vn
... ...
v1 ... vn
 = (1− e−α∑j∈S+ vj)×

v1 ... vn
... ...
v1 ... vn
 .
We summarize here the assumptions of the Generalized Multinomial Logit model:
Generalized Multinomial Logit Model In this model we make the following assumptions:
• the initial transition probability matrix within N+ is of rank one, i.e. there exists v =
(vi)i∈N+ =
 v0
v∗
 ∈ [0, 1]n+1 such that ρ(N,N) = Diag((1− µ(i, S))1v∗T and ∑j∈N vj + v0 = 1 ,
• given a subset S ⊆ N , for all i ∈ N we have µ(i, S) = e−α
∑
j∈S+ vj ,
• and for all j ∈ N+, λj = vj .
As we show in Section 3.1, the assortment optimization problem under our model is given by:
max
S⊂N
vT (In −D(S)ρv)−1Π(S)p.
We now give an exact formulation of choice probability and see why it generalizes the MNL model.
4.1 Choice Probability
We can compute the probability of choosing a product i in our model as follows.
Lemma 4.1. The probability of purchasing a product i given a chosen subset S ⊆ N under the
Generalized Multinomial Logit model is given by:
pi(i, S) =
vi∑
k∈S vk + v0e
α
∑
j∈S+ vj
1i∈S.
The proof follows from Section 3.1 applied to this particular case and is presented in detail in
Appendix 9.1.
Our model is a generalization of the MNL model. We recall that under the MNL model, the
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probability of buying the product i ∈ S when the set S is offered is given by
piMNL(i, S) =
vi∑
j∈S vj + v0
1i∈S.
Therefore, our model can be considered as a generalization of the MNL model where the no
purchase probability is not constant as is the case in MNL, but depends on the assortment S as
v0e
α
∑
j∈S+ vj , which increases the utility of the no-purchase alternative as compared to the MNL
model.
Suppose that, instead of choosing, µ(i, S) = e−α
∑
j∈S+ vj , we had chosen a different function,
say, µ(i, S) = 1∑
j∈S+ vj
, which would also convey the idea that µ(i, S) is a decreasing function of∑
j∈S+ vj . Then, the probability of purchasing the product i given a set S of offered products would
have been:
p¯i(i, S) =
vi∑
j∈S vj + v0(
∑
j∈S+ vj)
=
vi
(1 + v0)
∑
j∈S vj + v
2
0
,
which in a ratio scale, is exactly the choice probability of MNL model. Therefore, such a function
would have given a nesting by price order and therefore an optimization problem solvable in poly-
nomial time, just as MNL. However, this model would not have given sufficient weights to the vj’s
for j ∈ S on the no-purchase option, which is what we want to capture, namely the choice overload
phenomenon. This is why we want to emphasize the importance of choice of the function µ(i, S)
in our model, and why the choice of e−α
∑
j∈S+ vj meets the requirements of our model.
4.2 Example
Let us revisit the example of a homogeneous Markov chain from Section 3.2 in this context.
Example (Homogeneous Graph). We recall the assumptions in this model. Consider the case
of the complete graph with n vertices with homogeneous transition probabilities, ρij = 1n+1 for
all i ∈ N and j ∈ N+, and homogeneous probabilities of arrival, λi = 1n+1 for all i ∈ N+. We
suppose that all the products have the same price p.
For any random utility based choice model presented in the first section, the optimal set to maximize
our revenue will be the entire set of products, as we explained before. This example is a particular
case where the initial transition probability is of rank one. Therefore under the Generalized MNL
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model, the assortment optimization problem for the homogeneous graph is:
max
S⊆N
|S|
n+1
p
|S|
n+1
+ 1
n+1
eα
|S|
n+1
= max
k∈[n]
kp
k + eα
k+1
n+1
.
A simple computation shows that the optimal number of products in the offered set is k∗ = n+1
α
.
Therefore, if α < n+1
n
then the optimal assortment set will be the entire universe. However, if
we take α large enough, then n+1
α
≤ n − 1 and there will be less products in the optimal offered
set. This also highlights the meaning of α: α amplifies the comparison effect. A large value of α
implies risk-averse customer, and therefore a strategy where the seller should offer less products.
4.3 Parameter Estimation for Generalized MNL Model
Recall that the choice probabilities for the Generalized MNL model are given by:
pi(i, S) =
vi
v0e
α
∑
j∈S+ vj +
∑
k∈S vk
, ∀i ∈ S
pi(0, S) =
v0e
α
∑
j∈S+ vj
v0e
α
∑
j∈S+ vj +
∑
k∈S vk
,
where vj = eβ
>xj .
Given a choice dataset: D = {jt, St}Tt=1, where St is the assortment set offered at time t and jt
is the choice made at time t (which could be the outside option of no purchase), the log-likelihood
can be formulated as:
`(D, β, α) =
∑
t/∈D0
β>xjt+
∑
t∈D0
(
β>x0+α
∑
j∈St+
eβ
>xj
)− T∑
t=1
log
(
eβ
>x0e
α
∑
j∈St+ e
β>xj
+
∑
k∈St
eβ
>xk
)
,
where D0 is defined as the subset of D where there was no purchase.
While `(β, α) is not jointly concave in (β, α), we present an alternate algorithm based on search-
ing for α. In particular, we have the following lemma.
Lemma 4.2. For a given value of α, the maximization problem over β can be reformulated as a
convex optimization problem.
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Proof. Proof The partial maximization problem over β when α is known is the following:
max
β
∑
t/∈D0
β>xjt +
∑
t∈D0
(
β>x0 + α
∑
j∈St+
eβ
>xj
)− T∑
t=1
log
(
eβ
>x0e
α
∑
j∈St+ e
β>xj
+
∑
k∈St
eβ
>xk
)
.
We introduce the following new variables:
zt = β
>x0 + α
∑
j∈St+
eβ
>xj , t = 1, . . . , T
Then we can re-write the above maximization as:
max
β,zt
∑
t/∈D0
β>xjt +
∑
t∈D0
zt −
T∑
t=1
log
(
ezt +
∑
k∈St
eβ
>xk
)
(1)
s.t. β>x0 + α
∑
j∈St+
eβ
>xj − zt = 0, t = 1, . . . , T
The objective function is now jointly concave in (β, zt) as it is a sum of linear functions of β and
zt and the negative of log-sum-exp function. Also, the equality constraints are convex functions in
(β, zt). Hence we can solve this optimization problem in (1) efficiently. We also note that we are
only introducing T new variables and constraints. 
Lemma 4.3. For a given value of β, the log-likelihood function is strictly concave in α and hence
it is unimodal. So the maximization problem over α can be solved.
Proof. Proof For a given value of β, the partial maximization problem over α is given by:
max
α
∑
t∈D0
α
∑
j∈St+
vj −
T∑
t=1
log
(
v0e
α
∑
j∈St+ vj +
∑
k∈St
vk
)
Defining ct :=
∑
k∈St vk =
∑
k∈St e
β>xk , we can re-write this as
max
α
∑
t∈D0
α(v0 + ct)−
T∑
t=1
log
(
v0e
α(v0+ct) + ct
)
(2)
A simple derivative calculation shows the above function is strictly concave in α. Hence the
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maximization problem in (2) is also easy to solve. 
In accordance with the above results, an iterative algorithm for maximizing the log-likelihood is
to keep maximizing overα and β alternatively until convergence. This will lead to a local maximum.
Since this type of alternative maximization algorithm is dependent on the initial point, a good initial
point could be βMNLMLE which is the maximum likelihood estimate for the MNL model (which can
be easily found as the MLE for MNL model is a convex optimization problem). The details are
given in Algorithm 1. We found Algorithm 1 to converge after a few iterations only, as evident
from Figure 3.
Algorithm 1 Parameter Estimation for Generalized Multinomial Logit model
procedure ParamEstGenMNL(D)
Let βMNLMLE be the maximum likelihood estimate from the given data D for the MNL model
Set β(0) = βMNLMLE
Set α(0) = 0
for k = 1, 2, . . . do
Solve the optimization in (2) with β = β(k−1) and set α(k) to be the optimal solution
Solve the optimization problem in (1) withα = α(k) and set β(k) to be the optimal solution
Stop until convergence is achieved
end for
Let K be the index after convergence at the end of for loop
Set βGMNLMLE = β(K)
Set αGMNLMLE = α(K)
return βGMNLMLE and αGMNLMLE as the estimates
end procedure
5 Assortment Optimization for the Generalized Multinomial
Logit Model
In this section we consider the assortment optimization problem under the Generalized MNL model.
Unlike the MNL model, even unconstrained assortment optimization under Generalized MNL
model is NP-hard. Under the Generalized Multinomial Logit model , using the expression of choice
probability we derived in Lemma 4.1, the assortment optimization problem can be written as
max
S⊆N
R(S) := max
S⊆N
∑
i∈S vipi∑
i∈S vi + v0e
α
∑
i∈S+ vi
. (3)
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Figure 3: Estimate of α vs number of iterations for the estimation algorithm. The feature vector
was 4 dimensional and we had 10 products, i.e., d = 4, n = 10. We can see convergence after a
few iterations of the alternating projection algorithm.
5.1 NP-Hardness of the Assortment Optimization Problem
In particular, we prove the following result.
Theorem 5.1. The assortment optimization problem under the Generalized MNL model in (3) is
NP-hard.
We use a reduction from the partition problem to prove this result and the details of the proof
are presented in Appendix 9.2.
Given that the assortment optimization problem in (3) is NP-hard, we can only hope to get an
approximation. We present the best possible approximation in the form of a fully polynomial time
approximation scheme (FPTAS).
Our algorithm for the FPTAS is based on the structure of the revenue function that depends on
a single linear function of the assortment S, namely
V (S) =
∑
j∈S
vj.
19
In particular, for any assortment S ⊆ [n], R(S) is completely determined by V (S). Hence if we
can guess the value of V (S∗) corresponding to an optimal assortment S∗, and find an assortment S
with V (S) ≈ V (S∗), we can use a dynamic programming based algorithm similar to the knapsack
problem to construct such an approximately optimal assortment. This technique has been used in
the past (see [18]). One of the most closely related works is [10] which presents algorithms for
constrained assortment optimization under many parametric models where the revenue function
satisfies this linear structural property.
5.2 Our Algorithm for the FPTAS
In this section, we now present a fully polynomial time approximation scheme (FPTAS) for the
assortment optimization under the Generalized Multinomial Logit model discussed in (3). For the
FPTAS, we first consider different guesses for V (S∗) in increasing powers of (1 + ).
Let v (resp. V ) be the minimum (resp. maximum) value of the transition probabilities. We can
assume that v > 0. For any given  > 0, we use the following set of guesses for V (S∗):
V = {v(1 + )l, l = 0, ..., L},
where L = O(log(nV/v)/). Hence, the number of guesses is polynomial in the number of prod-
ucts and 1/.
Then for each guess h ∈ V, we consider discretized values of vj and try to construct an assort-
ment S such that:
h(1− ) ≤ V (S) ≤ h(1 + ),
using a knapsack like dynamic programming. In particular, for given guess h ∈ V, we try to find
the best revenue possible with ∑
j∈S
vj ≤ h,
by a dynamic program.
We consider the following discretized values of vj in multiples of h/n:
∀j ∈ N v¯j =
⌈
vj
h/n
⌉
.
20
Let I = dn/e + n. For each (i, k) ∈ [I]× [n], let R(i, k) be the maximum revenue of any subset
S ⊆ {1, ..., k} such that ∑
j∈S
v¯j ≤ i.
We compute R(i, k) using the following dynamic program
R(i, 1) =

v1p1 if v¯1 ≤ i
0 if i ≥ 0
−∞ otherwise
R(i, k + 1) = max{vk+1pk+1 +R(i− v¯k+1, k), R(i, k)}.
Let Sh be the subset corresponding to R(I, n), that is, the assortment Sh that maximizes the sum∑
j∈S vjpj such that the inequality is verified for i = I . We then construct a set of candidate
assortments Sh for all guesses h, and return the best revenue that we get from all the candidates in
the set. Algorithm 2 presents the details for the FPTAS.
Algorithm 2 FPTAS for the Generalized Multinomial Logit model
procedure FPTASGenMNL(,v)
for h ∈ V do
Compute the discretized coefficients v¯j =
⌈
vj
h/n
⌉
Compute R(i, k) for all (i, k) ∈ [I]× [n] using the dynamic program above
Let Sh be the subset corresponding to R(I, n)
end for
Let C = ∪h∈VSh
return the set S∗ ∈ C that has the best revenue
end procedure
Theorem 5.2. Algorithm 2 returns a (1 − O())-optimal solution to the assortment optimization
problem in (3). The running time is O
(
n2
2
log(nV/v)
)
.
We present the complete proof in Appendix 9.3.
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6 Generalized Markov Chain Model with Low Rank
In this section, we consider a general model, when the initial transition matrix is of low rank. In
particular, we assume that the rank is some constant K < n and the initial transition matrix ρ is
given by
ρ(N,N+) =
∑
k∈[K]
uikvjk

i∈[n],j∈N+
=
∑
k∈[K]
ukv
T
k ,
where ∀i ∈ [n], ∑nj=0∑Kk=1 uikvjk = 1. Given this initial transition probability matrix, we have
that the probability of purchasing the product i while being at vertex i when S is offered is
µLR(i, S) = e
−α
(∑
j∈S+
∑
k∈[K] uikvjk
)
= e−α(
∑
k∈[K] uikVk(S)),
where we define
Vk(S) :=
∑
j∈S+
vjk ∀k ∈ [K].
We also make the following assumptions:
• we suppose that ∀j ∈ [n], ∀k ∈ [K] ujkvjk ≤ 1n (by this, we mean that the probability of
staying at the state j without buying the product j cannot be too high);
• we also suppose that α is not too large compared to n, more precisely, α ≤ log n.
First assumption is natural as it stipulates that a customer either buys the product or moves to
another state. The second assumption is a technical assumption which makes sure that the spectral
radius of the following matrix is bounded away from 1.
Lemma 6.1. Let S ⊆ N , we define the following matrix ∈MK(R):
M = UV (S) =
(
n∑
j=1
(1− µLR(j, S))ujkvjm
)
k,m∈[K]
.
Then the spectral radius of M ,
ρ(M) ≤ 1− 1
n2
.
We present the proof in Appendix 9.4.
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6.1 Assortment Optimization and FPTAS
We present an FPTAS for the constant rank K case with the running time of the algorithm being
exponential in K. In particular, we first show that the expected revenue of an assortment S, R(S)
depends on O(K) linear functions of S. Therefore if we can guess the values of these O(K) linear
functions for an optimal assortment S∗, and then find an assortment that approximately matches
these values, we can compute the approximately optimal assortment.
Unlike other problems in literature (e.g., see [18]), the revenue function depends on a system of
equations where the coefficients depend on the linear function values. Therefore to control the error
in R(S), we need to control the error in the estimates of the solution to the system of equations and
not just the linear function values. This is one of the main challenges we address while constructing
the algorithm for the FPTAS.
In particular, we choose the linear functions to guess more carefully, which allows us to give a
theoretical bound on the error in solution of the system of equations.
We first compute the expected revenue of an assortmentS and give the following decomposition.
Lemma 6.2. Under the Generalized Markov chain model with the rank of transition matrix being
K, the expected revenue that we get from offering the assortment S is
RLR(S) =
∑
i∈[n]
λi(1− µLR(i, S))
(∑
j∈S
pjµ
LR(j, S)uTi [I − UV (S)]−1vj
)
+
∑
i∈S
λiµ
LR(i, S)pi
where the matrix UV (S) ∈MK(R) is defined by
UV (S) =
(
n∑
j=1
(1− µLR(j, S))ujkvjm
)
k,m∈[K]
.
The proof builds from the general choice probability expression from Section 3.1. We present
the details in Appendix 9.5.
For any i and S, let
f(i, S) :=
∑
j∈S
pjµ
LR(j, S)uTi [I − UV (S)]−1vj. (4)
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The assortment optimization problem under the Generalized Markov chain model can then be for-
mulated as
max
S⊆N
RLR(S) := max
S⊆N
∑
i∈[n]
λi(1− µLR(i, S))f(i, S) +
∑
i∈S
λiµ
LR(i, S)pi. (5)
6.2 FPTAS for the Generalized Markov Chain Model with Low Rank Matrix
We guess the following K linear functions of S:
Vk(S) =
∑
j∈S+
vjk ∀k ∈ [K].
We show the following result which stipulates that if our guesses are within (1± ) of the optimal
values, the error in solution of the system of equations is also within (1±O()).
Lemma 6.3. Let S ⊆ N . Suppose that ∃ H ∈MK(R) and vˆ ∈ R such that
(1−O())H ≤ UV (S) ≤ (1 +O())H and (1−O())vˆ ≤ vj ≤ (1 +O())vˆ.
Then we have that
(1−O())[I −H]−1vˆ ≤ [I − UV (S)]−1vj ≤ (1 +O())[I −H]−1vˆ.
The proof builds from Lemma 6.1. We present the details in Appendix 9.6.
Now we are ready to present the FPTAS. Let vk (resp. V k) be the minimum (resp. maximum)
value of {vik}i∈N , for all k ∈ [K]. We can assume that vk > 0. For any given  > 0, we use the
following sets of guesses:
W k = {vk(1 + )t, t = 0, ..., T k}, for all k ∈ [K],
where T k = O(log(nV k/vk)/). A guess h belongs in the set
W = W
1
 × ...×WK .
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The number of guesses is polynomial in the input size and 1/. For given guess h = (h1, ..., hK) ∈
W, we try to find the best revenue possible with
hk ≤
∑
j∈S+
vjk ≤ hk(1 + ), for all k ∈ [K],
using a dynamic program. In particular, consider the following discretized values of vjk in multiples
of hk/n:
∀k ∈ [K], ∀j ∈ N, v¯jk =
⌈
vjk
hk/n
⌉
.
We denote by v¯j the vector v¯j := (v¯j1, ..., v¯jK). Let L = dn/e, and U = dn/e + n. We use a
dynamic program to maximize the total expected revenue. For each (l, u,m) ∈ [L]K × [U ]K × [n],
let RDP (l, u,m) be the maximum revenue of any subset S ⊆ {1, ...,m} such that
lk ≤
∑
j∈S
v¯jk ≤ uk ∀k ∈ [K].
For each guess h, let
µi(h) := e
−α(
∑
k∈[K] hkuik) ∀i ∈ N.
Therefore, µ(h) = (µ1(h), ..., µn(h)) is an estimate of the value of the µLR(i, S)’s. Given this, we
also use the following estimation H of the matrix UV (S) defined before:
H(h) :=
(
n∑
i=1
(1− µi(h))uikvik′
)
k,k′∈[K]
.
Finally, let us also consider for each i ∈ N and each S, the following estimate for f(i, S) defined
in equation (4)
fi(h, S) =
∑
j∈S
pjµj(h)u
T
i [I −H(h)]−1vj.
For each guess h, we define the approximate revenue of the subset S as
RDP (h, S) =
∑
i∈S
λiµi(h)pi +
n∑
i=1
λi(1− µi(h))fi(h, S).
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We compute RDP (l, u,m) using the following dynamic program
RDP (l, u, 1) =

λ1µ1(h)p1 +
∑n
i=1 λi(1− µi(h))p1µ1(h)uTi [I −H(h)]−1v1 if l ≤ v¯1 ≤ u
0 if l ≤ 0 and u ≥ 0
−∞ otherwise
RDP (l, u,m) = max
{
λmµm(h)pm +
n∑
i=1
λi(1− µi(h))pmµm(h)uTi [I −H(h)]−1vm
+RDP (l − v¯m, u− v¯m,m− 1), RDP (l, u,m− 1)
}
.
Note that the number of states in the above dynamic program is O
((
n

)2K
n
)
. Each step of the
dynamic program requires a summation that can be done in O(nK2) time. This results in a total
running time of O
((
n

)2K
n2K2
)
. We construct a set of candidate assortments Sh for all guesses
h, and return the best revenue that we get from all the candidates in the set. Algorithm 3 presents
the details for the FPTAS.
Algorithm 3 FPTAS for the Generalized Markov chain model with Low rank matrix
procedure FPTASGenMixtMNL(,uk,vk)
for h ∈ W do
Compute the discretized coefficients v¯jk =
⌈
vjk
hk/n
⌉
Compute RDP (l, u,m) for all (l, u,m) ∈ [L]K × [U ]K × [n] using the dynamic program
Let Sh be the subset corresponding to RDP (L,U, n)
end for
Let C = ∪h∈WSh
return the set S∗ ∈ C that has the best revenue
end procedure
Theorem 6.4. Algorithm 3 returns a (1 − O())-optimal solution to the assortment optimization
problem in (5). The running time is O
(
n2K+2
3K
K2 log(nV/v)K
)
.
We present the proof in Appendix 9.7. Note that the running time is exponential in the fixed
rank K of the transition probability matrix.
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7 Numerical Results
In this section, we present numerical results on real data. We use the publicly available “Related
Article Recommendation Dataset” from [1] for performing this experiment.
Description. The dataset contains information on about 57.4 million recommendations that were
displayed in the form of an ordered-list to the users of the digital library Sowiport. Information
includes details such as which recommendation algorithms were used to order the list (one out
of content-based filtering, stereotype, most popular and random) and also the time when those
recommendations were requested, delivered and clicked.
From the digital library’s point of view, the decision to be made is which articles, how many of
them and in which order should they be displayed when a request is received. The objective is to
maximize the overall click-through rate (CTR), which is the ratio of clicked recommendations to
those delivered. This dataset has also been used by [2] to study empirical evidence of the choice
overload phenomenon. That study finds out that higher numbers of recommendations for a request
lead to lower click-through rates.
Setup. Since the choice models assume that at most one product is selected from the offered as-
sortment, we first filter out a few recommendations which had multiple clicks. After that, we do
feature engineering and build a few features which would be used to train the data on both MNL
and Generalized MNL models. Then we fit both the models and estimate their respective param-
eters: β ∈ Rd for the MNL model and β ∈ Rd, α > 0 for Generalized MNL model. Since the
parameter estimation for the MNL model is a convex optimization problem, we use the popular
gradient descent method. We use the parameter estimation algorithm discussed in Section 4.3 for
the Generalized MNL model, i.e., Algorithm 1.
Once we have estimated the parameters for both the models, we use them to predict the click
probabilities on a separate held-out dataset. After getting these click probabilities, we simply order
the recommended articles for each request made, according to these values. Since the objective is
to generate clicks on the recommended articles, we compare the predictions from both the models
against actually clicked articles.
Results. The standard metric used in the literature when the objective is to maximize CTR is the
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Figure 4: ROC Curves for MNL and Generalized MNL Models
area under the Receiver Operating Characteristic curve (the ROC AUC value, which lies between
0 and 1, with a higher value being preferable). We find out that Generalized MNL model improves
the ROC AUC value over MNL model by 7%. The plots of the ROC curves are shown in Figure 4.
Another important observation is on the α estimated from the data. We get a high value for
the estimate of α (α ≈ 20) which suggests that the choice overload phenomenon is prominent in
such situations and hence Generalized MNL model would be able to capture them much better as
compared to the MNL model.
8 Conclusion
Our main contribution in this paper is to build upon the existing Markov chain based choice model
presented by [5] and present a generalized model that addresses two significant limitations of exist-
ing random utility maximization and rank-based choice models in capturing dynamic preferences
and the choice overload phenomenon.
The Generalized Markov chain model attempts to capture both dynamic preferences and choice
overload phenomenon by considering a modified choice or selection process, where a customer
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stops at a state corresponding to an offered product with some probability that depends on the set
of offered products. This implicitly models the search cost in the selection process and therefore,
captures both dynamic preferences and the choice overload phenomenon. Therefore, we present a
novel framework to overcome the limitations in the existing choice models.
Considering the special cases when the transition matrix of the Markov chain is of rank one as
well as when it has a low-rank, we show that the corresponding assortment optimization problem
under these models is NP-hard. We also present a fully polynomial time approximation scheme
(FPTAS) for both settings. The first model generalizes MNL model while the second model gen-
eralizes Mixture of MNLs model. We also show the effectiveness of Generalized MNL model on
real data.
9 Proofs of Various Lemmas and Theorems Appearing in the
Paper
9.1 Proof of Lemma 4.1
Let S ⊆ N , and (In −D(S)ρv)−1 = (xij)i,j∈N , our assortment optimization problem becomes:
max
S⊂N
λT (In −D(S)ρv)−1Π(S)p =
∑
i∈S
(∑
k∈N
λkxki
)
e
−α∑j∈S+ vjpi.
Let i ∈ S we want to compute
pi(i, S) =
(∑
k∈N
λkxki
)
e
−α∑j∈S+ vj .
We can show that:
∀k, j ∈ N

xkj
vj(1−µ(k,S)) =
1∑
s∈N vsµ(s,S)+v0
if k 6= j,
xkk−1
vk(1−µ(k,S)) =
1∑
s∈N vsµ(s,S)+v0
otherwise.
Let piS = e
−α∑j∈S+ vj and x = 1∑
k∈N vkµ(k,S)+v0
= 1
piS
∑
k∈S vk+v0
, then:
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∑
k∈N
λkxki = λixii +
∑
k 6=i
λkxvi(1− µ(k, S))
= λixii + xvi
∑
k/∈S
λk + xvi(1− piS)
∑
k∈S\{i}
λk
= λixii+ xvi(1− λi − λ0)− xvipiS
∑
k∈S\{i}
λk
= λi(1 + (1− piS)xvi) + xvi(1− λi − λ0)− xvipiS
∑
k∈S\{i}
λk
= λi + xvi
(
1− λ0 − piS
∑
k∈S
λk
)
Since we supposed that λj = vj for all j ∈ N , then the probability of buying the product i becomes:
pi(i, S) =
(∑
k∈N
λkxki
)
e
−α∑j∈S+ vj
= piSvi
(
1 +
1− v0 − piS
∑
k∈S vk
piS
∑
k∈S vk + v0
)
= piSvi
(
1
piS
∑
k∈S vk + v0
)
pi(i, S) =
vi∑
k∈S vk + v0e
α
∑
j∈S+ vj
And if i /∈ S, we have of course pi(i, S) = 0 which finishes the proof.
9.2 Proof of Theorem 5.1
In this section, we present the details of the proof of the NP-hardness of the assortment optimization
problem discussed in (3). We distinguish two different cases: α ≤ 1 and α > 1 based on a nice
structural property of an optimal solution, when α ≤ 1.
Lemma 9.1. In the Generalized Multinomial Logit model with α ≤ 1, the product with the highest
price is always in the optimal set, i.e. if p1 > p2 ≥ ... ≥ pn, for all subset S ⊆ N\{1}, we have
R(S ∪ {1}) ≥ R(S).
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Proof. Proof If N\{1} = ∅ then the result is trivial since R(∅) = 0. Now, suppose that there is at
least one other product than 1 in N . Let S ⊆ N\{1}. We use the following notations:
V (S) =
∑
j∈S
vj and V P (S) =
∑
j∈S
vjpj.
Therefore we have
R(S ∪ {1})−R(S) ≥ 0⇔ V P (S) + v1p1
V (S) + v1 + v0eαV (S+)eαv1
− V P (S)
V (S) + v0eαV (S+)
≥ 0
⇔ v1(p1V (S)− V P (S)) + v0eαV (S+)(v1p1 − (eαv1 − 1)V P (S)) ≥ 0
Since 1 has the highest price, p1V (S) ≥ V P (S) and
(eαv1 − 1)V P (S)) ≤ (eαv1 − 1)V (S)p1 = (eαv1 − 1)(1− v1 − β(S))p1,
where β(S) =
∑
k∈N+\{{1}∪S} vk. Moreover, since
(eαv1 − 1)(1− v1 − β(S))− v1 = eαv1(1− v1 − β(S))− 1 + β(S),
we want to prove that g : x 7→ eαx(1− x− β(S))− 1 is a negative function on (0, 1). Indeed, it is
a strictly decreasing function on (0, 1):
g′(x) = eαx(α− αx− αβ(S)− 1) < 0⇔ 1− β(S)− x < 1
α
.
And 1− β(S)− x = V (S) ≤ 1− v0 < 1α since we assumed α ≤ 1. Moreover, g(0) = 0, therefore
g is negative on (0, 1) and we have R(S ∪ {1})−R(S) ≥ 0. 
Once we have this result, we now make a reduction from the partition problem. Consider the
following instance of the partition problem: we are given n integers c1, ..., cn and the goal is to
decide whether there is a subset S ⊆ {1, ..., n} such that∑i∈S ci = ∑i∈{1,...,n}\S ci.
Let T = 1
2
∑n
i=1 ci, then
∑
i∈S ci =
∑
i∈{1,...,n}\S ci if and only if
∑
i∈S ci = T . We can suppose
without loss of generality that ci > 0 for all i ∈ [n]. We construct an instance of our problem as
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follows:
vi =
 ci2T+1 if i ≥ 1,1−∑ni=1 vi = 12T+1 if i = 0.
and let c0 := v0eαv0 > 0, we define the prices as follows
pi =
 1(2T+1)c0 + e
αT
2T+1−1
T
+ 1
ci
if i = 1,
1
(2T+1)c0
+ e
αT
2T+1−1
T
otherwise.
Finally we set the target revenue as K =
T
(2T+1)c0
+e
αT
2T+1
T+(2T+1)c0e
αT
2T+1
.
First, we can note that 1 is necessarily in the optimal set. Indeed 1 has the highest price in N , so
the previous lemma implies that 1 is necessarily in the optimal set (we can note that the choice of
1 is random and we could have chosen any i in N ).
In this case, our problem becomes
max
S⊆{1,...,n}
R(S) := max
S⊆{2,...,n}
R(S ∪ {1})
= max
S⊆{2,...,n}
∑
i∈S vipi + v1p1∑
i∈S∪{1} vi + c0e
α
∑
i∈S∪{1} vi
= max
S⊆{1,...,n}
(
1
(2T+1)c0
+ e
αT
2T+1−1
T
)∑
i∈S ci + 1∑
i∈S ci + (2T + 1)c0e
α
2T+1
∑
i∈S ci
=: max
S⊆{1,...,n}
F
(∑
i∈S
ci
)
where
F :
[0, 2T ] → R+
x 7→ h(x)
x+(2T+1)c0e
α
2T+1
x
,
and
h : x 7→
(
1
(2T + 1)c0
+
e
αT
2T+1 − 1
T
)
x+ 1.
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F is increasing at x if and only if
F ′(x) ≥ 0⇔ h
′(x)(x+ (2T + 1)c0e
α
2T+1
x)− h(x)(1 + c0αe α2T+1x)
(x+ (2T + 1)c0e
α
2T+1
x)2
≥ 0
⇔ h′(x)− 1 + c0αe
α
2T+1
x
x+ (2T + 1)c0e
α
2T+1
x
h(x) ≥ 0
⇔ h
′(x)
h(x)
≥ 1 + c0αe
α
2T+1
x
x+ (2T + 1)c0e
α
2T+1
x
> 0 since h > 0 on [0, 1]
⇔ ln(h(x))− ln(h(0)) ≥ ln(x+ (2T + 1)c0e α2T+1x)− ln((2T + 1)c0)
⇔ h(x) ≥ 1
(2T + 1)c0
(x+ (2T + 1)c0e
α
2T+1
x) since h(0) = 1
⇔ h(x)− g(x) ≥ 0
where g : x 7→ 1
(2T+1)c0
(x+ (2T + 1)c0e
α
2T+1
x). We note that g is a strictly increasing function on
[0, 2T ] such that h(0) = g(0) = 1 and h(2T ) < g(2T ). Indeed,
h(2T )− g(2T ) = 2(e αT2T+1 − 1) + 1− eα×2T2T+1 = −(e αT2T+1 − 1)2 < 0.
Therefore, since h is a line with a positive slope, there exists a unique x∗ ∈ (0, 2T ) such that for
all 0 < x < x∗, h(x) − g(x) > 0, h(x∗) − g(x∗) = 0 and for all 2T ≥ x > x∗, h(x) − g(x) < 0.
But h(T ) = g(T ). So x∗ = T . So this proves that F is strictly increasing on [0, T ) then strictly
decreasing on (T, 2T ]. So F has a unique maximum at T on (0, 2T ). Hence,
max
S⊆{1,...,n}
R(S) = max
S⊆{1,...,n}
F
(∑
i∈S
ci
)
≤ F (T ) =
T
(2T+1)c0
+ e
αT
2T+1
T + (2T + 1)c0e
αT
2T+1
= K.
So there exists an assortment S ⊆ {1, ..., n} whose expected revenue is at least K if and only
if the chain of inequalities hold as equalities. For this to happen we need to have
∑
i∈S′ ci = T
for some assortment S ′ ⊆ {1, ..., n}. Therefore there exists an assortment S ⊆ {1, ..., n} whose
expected revenue is at least K if and only if there exists an assortment S ′ ⊆ {1, ..., n} that satisfies∑
i∈S′ ci = T .
Although when α > 1, we no longer have any nice structure in the optimal assortment and the
product with the highest price may not necessarily be in an optimal assortment set, we can still
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prove that the assortment optimization problem is NP-hard as long as α > 2 (recall that we are
interested in the high α case).
To prove the NP-hardness in this case, we once again make a reduction from the partition prob-
lem. Consider the following instance of the partition problem: we are given n integers c1, ..., cn and
the goal is to decide whether there is a subset S ⊆ {1, ..., n} such that∑i∈S ci = ∑i∈{1,...,n}\S ci.
Let T = 1
2
∑n
i=1 ci, then
∑
i∈S ci =
∑
i∈{1,...,n}\S ci if and only if
∑
i∈S ci = T . We can suppose
without loss of generality that ci > 0 for all i ∈ [n]. We construct an instance of our problem as
follows:
vi =
 ciT×α if i ≥ 1,1−∑ni=1 vi = 1− 2α if i = 0,
and let c0 := v0eαv0 > 0. We note that v0 > 0 because we have supposed α > 2. We define the
prices as follows
∀i ∈ [n] pi = 1.
Finally we set the target revenue as K = 1
1+αc0e
. In this case, our problem becomes
max
S⊆{1,...,n}
R(S) := max
S⊆{1,...,n}
∑
i∈S vipi∑
i∈S vi + c0e
α
∑
i∈S vi
= max
S⊆{1,...,n}
1
Tα
∑
i∈S ci
1
Tα
∑
i∈S ci + c0e
1
T
∑
i∈S ci
=: max
S⊆{1,...,n}
F
(∑
i∈S
ci
)
,
where
F :
[0, 2T ] → R+
x 7→ x
x+Tαc0e
x
T
.
F is increasing at x if and only if
F ′(x) ≥ 0⇔ x+ Tαc0e
x
T − x(1 + αc0e xT )
(x+ Tαc0e
x
T )2
≥ 0
⇔ x ≤ T.
Therefore F is strictly increasing on [0, T ) then strictly decreasing on (T, 2T ]. So F has a unique
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maximum at T on (0, 2T ). Hence,
max
S⊆{1,...,n}
R(S) = max
S⊆{1,...,n}
F
(∑
i∈S
ci
)
≤ F (T ) = 1
1 + αc0e
= K.
So there exists an assortment S ⊆ {1, ..., n} whose expected revenue is at least K if and only
if the chain of inequalities hold as equalities. For this to happen we need to have
∑
i∈S′ ci = T
for some assortment S ′ ⊆ {1, ..., n}. Therefore there exists an assortment S ⊆ {1, ..., n} whose
expected revenue is at least K if and only if there exists an assortment S ′ ⊆ {1, ..., n} that satisfies∑
i∈S′ ci = T .
We make a special note here about 1 < α ≤ 2. We point out that we are more interested in the
“picky customer” case, i.e., when α is large enough, because this is when we actually characterize
choice overload (see the homogeneous graph example in Section 4.2, or the numerical results in
Section 7). Hence this is an uninteresting case, although we do believe that assortment optimization
problem is still NP-hard for this particular setting as well (and we have examples to verify this
claim).
9.3 Proof of Theorem 5.2
Let S∗ be the optimal solution to the assortment optimization problem. There exists l such that
v(1 + )l−1 ≤
∑
j∈S∗
vj ≤ v(1 + )l.
Let h = v(1 + )l. Then ∑
j∈S∗
vj
h/n
≤ n
h
h =
n

,
and rounding up gives us ∑
j∈S∗
v¯j ≤
⌈n

⌉
+ n = I.
Thus S∗ belongs to the set of assortments such that inequality (1) is verified for I . Let Sh be the
assortment corresponding to R(I, n) for the guess h, that is the one that maximizes
∑
j∈S vjpj
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subject to (1). Then since S∗ satisfies (1)
∑
j∈Sh
vjpj ≥
∑
j∈S∗
vjpj.
Moreover, ∑
j∈Sh
vj ≤ h/n
∑
j∈Sh
v¯j ≤ h(1 + + /n) ≤ h(1 + 2).
Since x 7→ 1
x+v0eα(v0+x)
is a decreasing function and
R(Sh) =
∑
j∈Sh
vjpj∑
k∈Sh vk + v0e
α(v0+
∑
j∈Sh vj)
≥
∑
j∈Sh vjpj
v(1 + )l(1 + 2) + v0eα(v0+v(1+)
l(1+2))
.
Let us first show that there exists β > 0 such that
v(1 + )l−1 + v0eα(v0+v(1+)
l−1) ≥ (v(1 + )l(1 + 2) + v0eα(v0+v(1+)l(1+2)))× (1− β). (6)
Indeed,
v(1 + )l−1 ≥ v(1 + )l(1 + 2)(1− β)
⇔ 1 ≥ (1 + )(1 + 2)(1− β) = 1 + (3− β)+ (2− 3β)2 − β3,
which is clearly true at least for β ≥ 3. Moreover,
v0e
α(v0+v(1+)l−1) ≥ v0eα(v0+v(1+)l(1+2)) × (1− β)
⇔ eαv(1+)l−1(1−(1+)(1+2)) ≥ 1− β.
Note that eαv(1+)l−1(1−(1+)(1+2)) = 1− 3αv+ o(). Therefore if we take β ≥ max(3, 3αv), then
the inequality (2) is verified. Consequently
1
v(1 + )l(1 + 2) + v0eα(v0+v(1+)
l(1+2))
≥ 1− β
v(1 + )l−1 + v0eα(v0+v(1+)
l−1)
≥ 1− β∑
k∈S∗ vk + v0e
α(v0+
∑
k∈S∗ vk)
.
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by definition of l. Therefore,
R(Sh) ≥ (1− β)
∑
j∈Sh vjpj∑
k∈S∗ vk + v0/e
α(v0+
∑
k∈S∗ vk)
R(Sh) ≥ (1− β)R(S∗),
where in the last inequality we used that
∑
j∈Sh vjpj ≥
∑
j∈S∗ vjpj . This proves that our algorithm
returns a (1−O())-optimal solution to the assortment problem.
Running time We try a total of L = O(log(nV/v)/) guesses h, and for each guess we formulate
a dynamic programming with O(n2/) steps. Consequently the running time of the algorithm is
O
(
n2
2
log(nV/v)
)
which is polynomial in the input size n and 1

.
9.4 Proof of Lemma 6.1
Let ||.|| be the usual Euclidean norm, and 〈.〉 its associated scalar product. We have that
ρ(UV (S)) = max
x,||x||=1
〈UV (S)x, x〉.
Let k ∈ [K],
〈UV (S)ek, ek〉 =
n∑
l=1
(1− µLR(l, S))ulkvlk ≤ 1
n
n∑
l=1
(1− µLR(l, S)),
≤ 1
n
(
n− |S|+
∑
l∈S
(1− e−α
∑
k∈[K] ulkVk(S))
)
,
where the first inequality follows from the assumption made above on the coefficients ulkvlk. Fur-
thermore, since α ≤ log n,
e−α
∑
k∈[K] ulkVk(S) ≥ e−α
∑
k∈[K] ulk
∑
j∈N+ vjk = e−α ≥ 1
n
.
Hence
〈UV (S)ek, ek〉 ≤ 1
n
(
n− |S|+ |S|
(
1− 1
n
))
= 1− |S|
n2
≤ 1− 1
n2
.
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The inequality holds for all ei, i ∈ [n], and therefore ∀x ∈ RK such that ||x|| = 1. Hence,
ρ(UV (S)) ≤ 1− 1
n2
.
9.5 Proof of Lemma 6.2
Let S ∈ N be the chosen subset of products, and let i ∈ S. We recall from Section 3.1, that
pi(i, S) = λT (In −Diag((1− µ(i, S)))ρ(N,N))−1 Π(S)ei. (7)
This result still holds as the Generalized Multinomial Logit model with Low rank matrix has the
same assumptions as the one needed to get this result. However, there is some difference with the
assumptions made in Section 4. On the contrary of the Generalized Markov chain model presented
in Section 4, we now have that
µLR(i, S) = e−α×(
∑
k∈[K] uikVk(S))
and
ρ(N,N) =
∑
k∈[K]
ukv
T
k ,
where vk = (v1k, ..., vnk). Therefore we have to compute the coefficients of the matrix
(
In −Diag((1− µLR(i, S)))ρ(N,N)
)−1
under this new model. We know that
(
In −Diag((1− µLR(i, S)))ρ(N,N)
)−1
=
∞∑
l=0
(
Diag((1− µLR(i, S)))ρ(N,N))l . (8)
We use the following notations:
• let M := Diag((1− µLR(i, S)))ρ(N,N) = ((1− µLR(i, S))ρij)i,j∈[n],
• let UV (S) =
(∑n
l=1(1− µLR(l, S))ulkvlm
)
k,m∈[K],
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• for l ∈ N, we note (UV (S)l)
k′k the coefficient of indices k
′, k of the matrix UV (S)l, ie of
the matrix UV (S) elevated to the power of l.
First, we show by induction that
∀l ≥ 1 M l =
(1− µLR(i, S)) ∑
k,k′∈[K]
uikvjk′
(
UV (S)l−1
)
k′k

i∈[n],j∈N+
Initiation For l = 1, we use the definition of M and ρ(N,N)
M =
(
(1− µLR(i, S))ρij
)
i,j∈[n] =
(1− µLR(i, S)) ∑
k∈[K]
uikvjk

i,j∈[n]
.
Since UV (S)0 = IK , we have that (UV (S)0)k′k = 1k′=k. Therefore
M =
(1− µLR(i, S)) ∑
k,k′∈[K]
uikvjk′
(
UV (S)0
)
k′k

i,j∈[n]
.
The result holds for l = 1.
Inductive step Suppose that the result holds for a certain l ∈ N∗. We compute the coefficient of
indices i, j of M l+1: (
M l+1
)
ij
=
n∑
q=1
(
M l
)
iq
(1− µLR(q, S))ρqj
Using the induction hypothesis,
(
M l+1
)
ij
=
n∑
q=1
(1− µLR(i, S)) ∑
k,k′∈[K]
uikvqk′
(
UV (S)l−1
)
k′k
 (1− µLR(q, S)) ∑
k′′∈[K]
uqk′′vjk′′
= (1− µLR(i, S))
∑
k,k′′∈[K]
uikvjk′′
∑
k′∈[K]
∑
q∈[n]
(1− µLR(q, S))uqk′′vqk′
(UV (S)l−1)
k′k
= (1− µLR(i, S))
∑
k,k′′∈[K]
uikvjk′′
∑
k′∈[K]
(UV (S))k′′k′
(
UV (S)l−1
)
k′k
= (1− µLR(i, S))
∑
k,k′′∈[K]
uikvjk′′
(
UV (S)l
)
k′′k .
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Therefore the result holds for l + 1.
Conclusion For all l ≥ 1, we have that
M l =
(1− µLR(i, S)) ∑
k,k′∈[K]
uikvjk′
(
UV (S)l−1
)
k′k

i∈[n],j∈N+
Now that once we have this result, we can compute the coefficient of individual indices i, j of the
matrix (In −Diag((1− µLR(i, S)))ρ(N,N))−1 = (In −M)−1 using (2):
(
(In −Diag((1− µLR(i, S)))ρ(N,N))−1
)
ij
=
∞∑
l=0
(M l)ij
= 1i=j +
∞∑
l=1
(1− µLR(i, S))
∑
k,k′∈[K]
uikvjk′
(
UV (S)l−1
)
k′k
= 1i=j + (1− µLR(i, S))
∑
k,k′∈[K]
uikvjk′
∞∑
l=1
(
UV (S)l−1
)
k′k
= 1i=j + (1− µLR(i, S))
∑
k,k′∈[K]
uikvjk′
(
(IK − UV (S))−1
)
k′k
. The last inequality holds since ρ(UV (S)) < 1, as shown in Lemma 6.1. Injecting it in (1), and
computing
∑
i∈S pi
LR(i, S)pi, we have
RLR(S) =
n∑
i=1
λi
n∑
j=1
1i=j + (1− µLR(i, S)) ∑
k,k′∈[K]
uikvjk′
(
(IK − UV (S))−1
)
k′k
µLR(j, S)pj
=
n∑
i=1
λiµ
LR(i, S)pi +
n∑
i=1
λi(1− µLR(i, S))
n∑
j=1
 ∑
k,k′∈[K]
uikvjk′
(
(IK − UV (S))−1
)
k′k
µLR(j, S)pj
=
n∑
i=1
λiµ
LR(i, S)pi +
n∑
i=1
λi(1− µLR(i, S))
∑
k,k′∈[K]
uik
(
(IK − UV (S))−1
)
k′k
n∑
j=1
vjk′µ
LR(j, S)pj
=
n∑
i=1
λi
∑
k,k′∈[K]
uik
(
(IK − UV (S))−1
)
k′k
(
n∑
j=1
vjk′µ
LR(j, S)pj
)
+
∑
i∈S
λiµ
LR(i, S)
pi − ∑
k,k′∈[K]
uik
(
(IK − UV (S))−1
)
k′k
(
n∑
j=1
vjk′µ
LR(j, S)pj
) .
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Since µLR(j, S) = 0,∀j /∈ S, after reorganizing the terms, we can rewrite this as
RLR(S) =
∑
i∈[n]
λi(1− µLR(i, S))
K∑
k,k′=1
uik(I − UV (S))−1k′k
(∑
l∈S
vlk′µ
LR(l, S)pl
)
+
∑
i∈S
λiµ
LR(i, S)pi.
Finally, writing the sum over k, k′ in matrix form and using the notation ui = {uik}Kk=1 and vj =
{vjk}Kk=1, we get
RLR(S) =
∑
i∈[n]
λi(1− µLR(i, S))
(∑
j∈S
pjµ
LR(j, S)uTi [I − UV (S)]−1vj
)
+
∑
i∈S
λiµ
LR(i, S)pi,
which concludes the proof.
9.6 Proof of Lemma 6.3
From Lemma 6.1, we know that ρ(UV (S)) ≤ 1− 1
n2
< 1. Therefore we can write
[I − UV (S)]−1 =
∞∑
l=0
(
UV (S)l
)
.
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We first show one side of the inequality. Let α1 = (1 − O()). Furthermore, let L = [I −
UV (S)]−1vj and L = [I − α1UV (S)]−1α1vj . Hence, we have
L− L =
(
[I − UV (S)]−1 − α1[I − α1UV (S)]−1
)
vj
=
( ∞∑
l=0
(
UV (S)l
)− α1 ∞∑
l=0
(
α1UV (S)
l
))
vj
=
( ∞∑
l=0
(1− αl+11 )
(
UV (S)l
))
vj
≥
( ∞∑
l=0
(1− α1)l+1
(
UV (S)l
))
vj (since 0 < α1 < 1)
= (1− α1)
( ∞∑
l=0
(1− α1)l
(
UV (S)l
))
vj
= (1− α1)[I − (1− α1)UV (S)]−1vj
≥ O()L
which completes the proof. The other side of the inequality is similarly proved using the fact that
for α1 > 1 (when we set α1 = (1 +O()), we have αl1 − 1 ≥ (α1 − 1)l for any l ≥ 0.
9.7 Proof of Theorem 6.4
Let S∗ be the optimal solution to the assortment optimization problem. There exist t1, ..., tK such
that for all k ∈ [K]
vk(1 + )tk ≤
∑
j∈S∗
vjk =: Vk(S
∗) ≤ vk(1 + )tk+1.
Let h = (v1(1 + )t1 , ..., vK(1 + )tK ). Choose the set Sh that maximizes the dynamic program
defined above. Then by definition of v¯jk, for each k ∈ [K]
Vk(Sh) :=
∑
j∈Sh
vjk ≤ hk/n
∑
j∈Sh
v¯jk ≤ hk
n
U =
hk
n
(dn/e+ n) ≤ hk(1 + 2),
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and
Vk(Sh) :=
∑
j∈Sh
vjk ≥ hk/n
∑
j∈Sh
(v¯jk − 1) ≥ hk
n
(L− |Sh|) ≥ hk
n
(dn/e − n) ≥ hk(1− ).
First of all, since for all k ∈ [K], hk ≤ Vk(S∗) ≤ hk(1 + ),
e−α
∑K
k=1 hkujk(1+) ≤ µLR(j, S∗) = e−α
∑K
k=1 Vk(S
∗)ujk ≤ e−α
∑K
k=1 hkujk = µj(h).
Thus, if we note
∑K
k=1 hkujk =: 〈h, uj〉,
µj(h)(1− α〈h, uj〉) ≤ µLR(j, S∗) ≤ µj(h), (9)
and using the same arguments for hk(1− ) ≤ Vk(Sh) ≤ hk(1 + 2), we can show that
µj(h)(1− 2α〈h, uj〉) ≤ µLR(j, Sh) ≤ µj(h)(1 + α〈h, uj〉).
Therefore
UV (S∗)kk′ =
∑
i∈[n]
(1− µLR(i, S∗))uikvik′ ≤
∑
i∈[n]
(1− µi(h))uikvik′
(
1 +
µi(h)
1− µi(h)α〈h, ui〉
)
≤
∑
i∈[n]
(1− µi(h))uikvik′
(
1 + αmax
i∈[n]
{
µi(h)
1− µi(h)〈h, ui〉
})
Hence we get for all k, k′ ∈ [K]
H(h)kk′ ≤ UV (S∗)kk′ ≤ H(h)kk′(1 + δ), (10)
where δ := αmaxi∈[n]
{
µi(h)
1−µi(h)〈h, ui〉
}
, and likewise
H(h)kk′(1− δ) ≤ UV (Sh)kk′ ≤ H(h)kk′(1 + 2δ).
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Since δ = O(), we can use the result from Lemma 6.3. We want to prove that RLR(Sh) ≥
(1−O())RLR(S∗). Recall the expression of optimal revenue
RLR(S∗) =
∑
i∈S∗
λiµ
LR(i, S∗)pi +
n∑
i=1
λi(1− µLR(i, S∗))f(i, S∗).
Let us now compare fi(h, S∗) and f(i, S∗) :=
∑n
j=1 pjµ
LR(j, S∗)uTi [I − UV (S∗)]−1vj using
bounds from (9) and the result from Lemma (6.3). We have
fi(h, S
∗)(1− δ2) ≤ f(i, S∗) :=
n∑
j=1
pjµ
LR(j, S∗)uTi [I − UV (S∗)]−1vj ≤ fi(h, S∗)(1 +O()),
where δ2 := αmaxi∈[n] {〈h, ui〉} = O(). Using the bounds for µLR(j, Sh) and f(i, Sh), we also
have
fi(h, Sh)(1−O())(1− 2δ2) ≤ f(i, Sh) ≤ fi(h, Sh)(1 +O()(1 + δ2).
Using these upper and lower bounds for f(i, S∗) (resp. f(i, Sh)) and the corresponding lower and
upper bounds for µLR(j, S∗) (resp. µLR(j, Sh)) from equation (9), we have
RLR(S∗) ≤
∑
i∈S∗
λiµi(h)pi +
n∑
i=1
λi(1− µi(h))(1 + δ)fi(h, S∗) (1 +O())
≤ (1 + δ) (1 +O())RDP (h, S∗),
and
RLR(Sh) ≥
∑
i∈S∗
λi(1− 2δ2)µi(h)pi +
n∑
i=1
λi(1− µi(h))(1− δ)(1−O())(1− 2δ2)fi(h, Sh)
≥ (1− δ)(1−O())(1− 2δ2)RDP (h, Sh).
Next, by the definition of Sh being the assortment that maximizes the dynamic program for the
given guess h, we also have RDP (h, S∗) ≤ RDP (h, Sh). Combining this with the bounds derived
above, we get
RLR(S∗) ≤ (1 + δ)(1 +O())
(1− δ)(1−O())(1− 2δ2)R
LR(Sh). (11)
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Hence we get the following lower bound for the expected revenue obtained by the assortment Sh:
(1− δ)(1−O())(1− 2δ2)
(1 + δ)(1 +O())
RLR(S∗) ≤ RLR(Sh).
Finally, to argue that this gives us (1−O()) solution, to conclude the proof, we need to show that
(1−δ)(1−O())(1−2δ2)
(1+δ)(1+O())
is not too far from 1. This holds since,
δ := O() and δ2 := O().
Thus
(1− δ)(1−O())(1− 2δ2)
(1 + δ)(1 +O())
≥ 1−O(),
We have finally proven that our algorithm returns an assortment Sh that is a (1−O()) optimal
solution to our assortment problem.
RLR(S∗)(1−O()) ≤ RLR(Sh) ≤ RLR(S∗) (12)
Running time We try a total of
∏
k∈[K]O(log(nV
k/vk)/) = O((log(nV/v)/)K) guesses for
h (where V := maxk∈[K] V k and v := mink∈[K] vk). For each guess we formulate a dynamic
programming with O
((
n

)2K
n2K2
)
run-time. Consequently the running time of the algorithm is
O
(
n2(K+1)K2
3K
logK(nV/v)
)
which is polynomial in the input size n and 1

.
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