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Передмова  
Теорія ймовірностей – це математична наука, що вивчає за-
кономірності масових однорідних випадкових (стохастичних) явищ.   
Випадкові відхилення завжди супроводжують будь-яке явище. 
Елемент невизначеності, складності, багатопричинності, що прита-
манний випадковим явищам, обумовлює створення спеціальних ме-
тодів для їх вивчення.  
На практиці спостереження за масовою сукупністю однорід-
них випадкових об’єктів відкривають у них цілком певні, властиві 
саме їм закономірності, свого роду стійкості. Мета ймовірнісних 
(статистичних) методів полягає в тому, щоб, обминаючи надто 
складне і часто практично неможливе дослідження окремих випад-
кових явищ, звернутися безпосередньо до законів, що керують їх 
масовими проявами. Вивчення цих законів дозволяє здійснювати 
прогноз середнього масового результату, цілеспрямовано впливати 
на хід явищ, контролювати їх, обмежувати сферу дії випадковості, 
звужувати її вплив.  
Теорія ймовірностей служить фундаментом, на якому бу-
дуються важливі для практичних застосувань її органічні доповнен-
ня – математична статистика та теорія випадкових процесів.  
Математична статистика – це розділ математики, в якому 
вивчаються методи збору, обробки й аналізу великих масивів стоха-
стичних дослідних даних з метою виявлення закономірностей. Ко-
ристуючись апаратом теорії ймовірностей, математична статистика 
дозволяє оцінювати ступінь точності та надійності висновків, що 
одержуються при обробці дослідних даних. Вона застосовується 
при плануванні й організації виробництва, аналізі технологічних 
процесів, контролі якості продукції, вивченні закономірностей ево-
люції систем прикладного характеру, що розвиваються в умовах 
стохастичної невизначеності, та в багатьох інших сферах.  
Практично немає галузі науки, техніки чи суспільного життя, 
де б не використовувалися статистичні методи. Ознайомлення з ни-
ми необхідне сьогодні кожному освіченому фахівцю, оскільки його 
не можна вважати професійно грамотним, якщо він не може дати 
кількісної оцінки правильності вибору дій в умовах стохастичної 
невизначеності, здатних привести до виграшу чи втрат, статистично 
обґрунтувати вибір прийнятого рішення з оперативного керування 
виробництвом.  
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Змістовий модуль 1.  
ТЕОРІЯ ЙМОВІРНОСТЕЙ  
 
1.1. Випадкові події  
 
1.1.1. Емпіричні та логічні основи теорії ймовірностей.  
Основні означення  
Масовим явищем називається таке, що властиве великій кіль-
кості рівноправних об’єктів. Під рівноправними об’єктами розу-
міють результати досліджень у різних галузях, що повторюються 
при однакових основних умовах.  
Дослідом (експериментом,  спостереженням) називається 
відтворення якого-небудь певного комплексу основних умов, що 
може бути повторений скільки завгодно разів.   
Випадковим (стохастичним) називається дослід, результат 
якого передбачити завчасно неможливо внаслідок наявності значної 
кількості неврахованих сторонніх факторів (перешкод, збурень, шу-
мів).  
Кожна реалізація випадкового експерименту при одних і тих 
же врахованих основних умовах називається випробуванням.  
Основні умови, що зберігаються незмінними, в загальних ри-
сах визначають результат довільного випробування в межах даного 
експерименту, а другорядні – змінюються від випробування до ви-
пробування і вносять випадкові відмінності в конкретний результат.  
Подією називається довільне явище, про яке можна сказати, 
що воно здійснюється чи не здійснюється в результаті випробуван-
ня. Події позначаються великими буквами латинського алфавіту:  
A , B , C , ….  
Приклад 1. Зі скриньки, в якій знаходяться ретельно перемі-
шані кульки різного кольору, навмання виймається одна кулька – це 
випадковий експеримент. Окрема його реалізація – це випробуван-
ня. Поява (чи не поява) білої (чорної, жовтої, …) кульки – це подія.  
Усі події діляться на достовірні, неможливі і власне випадкові. 
Достовірною називається подія, що у результаті випробуван-
ня неодмінно повинна відбутися (позначається U ).  
Неможливою називається подія, що у результаті випробуван-
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ня нізащо не може відбутися (позначається ∅ ).  
Випадковою (стохастичною) називається подія, що при ба-
гаторазовому повторенні експерименту в одних випробуваннях від-
бувається, а в інших – ні. 
Приклад 2. Розглянемо експеримент – однократне кидання си-
метричного грального кубика з шести гранями, які відмічені циф-
рами від одиниці до шести, і фіксація числа, що випадає на його 
верхній грані. Результатом такого експерименту буде випадіння од-
нієї з цифр (очок)  1, 2, 3, 4, 5 або 6. Тоді достовірна подія – випа-
діння числа в межах від 1 до 6. Неможлива подія – випадіння числа 
12. Випадкова подія – випадіння непарного числа, тобто 1, 3, 5.  
Декілька подій називаються сумісними, якщо поява однієї з 
них не виключає можливості появи інших у тому ж випробуванні.  
Декілька подій називаються несумісними, якщо ніякі дві з них 
не можуть відбутися одночасно в одному випробуванні.  
Приклад 3. В експерименті – однократне кидання грального 
кубика – сумісними подіями є випадіння цифри 3 і випадіння не-
парного числа очок, а несумісними подіями є випадіння цифри 3 і 
випадіння парного числа очок.  
Декілька попарно несумісних подій утворюють повну групу 
(сукупність єдино можливих подій), якщо в результаті випробу-
вання одна і тільки одна з них неодмінно повинна відбутися.   
Приклад 4. Розглянемо експеримент – однократне кидання 
грального кубика. Повну групу },,{ CBA  складають такі події:  
A ={випадіння цифри 1 чи 2}, B ={випадіння цифри 3 чи 4}, 
C ={випадіння цифри 5 чи 6}. Повною групою також є },{ ED , де 
D ={випадіння парного числа}, E ={випадіння непарного числа}.  
Декілька подій в експерименті називаються рівноможливими, 
якщо об’єктивно поява будь-якої з них у результаті випробування 
не більш можлива, ніж поява іншої. Рівноможливі події мають рів-
ний ступінь об'єктивної можливості (рівні “шанси”) відбутися в ре-
зультаті випробування.  
Приклад 5. Розглянемо експеримент – однократне кидання 
грального кубика. Шість подій – випадіння цифри відповідно 1, 2, 3, 
4, 5, 6 – є рівноможливими. Рівноможливими також є дві події – ви-
падіння парного числа і випадіння непарного числа. Випадіння ци-
фри 3 і випадіння парного числа є нерівноможливими подіями.   
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Протилежними називаються дві несумісні події, що утво-
рюють повну групу (є єдино можливими). Їх позначають через A  і 
A . Протилежна до A  подія A  полягає в тому, що подія A  не від-
бувається. Протилежною для достовірної U  є неможлива подія ∅  і 
навпаки:  ∅=U   і  U=∅ . 
Приклад 6. В експерименті – однократне кидання грального 
кубика – протилежними подіями є  A ={випадіння цифри, що не 
більша 4}  і  A ={випадіння цифри 5 чи 6}.  
Появу випадкової події у конкретному випробуванні не можна 
завчасно спрогнозувати, оскільки випробування протікають по-різ-
ному і передбачити точний хід кожного з них неможливо. Проте 
зрозуміло, що достатньо великі серії однорідних випробувань під-
коряються цілком певним закономірностям, оскільки в цьому випа-
дку невраховані сторонні фактори зрівноважують (гасять) один од-
ного.  
Для характеристики,  як часто подія може відбутися чи не від-
бутися в результаті випробувань, вводиться поняття ймовірність 
випадкової події – числова міра ступеню об'єктивної можливості 
появи даної події в результаті випробувань. Імовірність події A  по-
значається )(AP .  
За одиницю виміру ймовірності прийнято ймовірність досто-
вірної події U : 1)( =UP . Імовірність неможливої події ∅  прийня-
та за нуль:  0)( =∅P .  Відповідно ймовірність будь-якої випадко-
вої події A  лежить між нулем і одиницею: 1)(0 ≤≤ AP . Це спів-
відношення задає шкалу ймовірностей.  
 
1.1.2. Класичний і статистичний методи  
визначення ймовірності випадкової події  
Імовірність випадкової події можна визначити класичним ме-
тодом тільки тоді, коли результати експерименту утворюють повну 
групу несумісних рівноможливих подій. Такі події традиційно на-
зивають випадками, а відповідний експеримент – класичною теоре-
тико–ймовірнісною схемою випадків. У рамках цієї схеми можна 
точно підрахувати ймовірність події, не проводячи фактично ви-
пробувань.  
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 Випадок називається сприятливим до події A , якщо його 
поява тягне за собою появу цієї події.  
Якщо дослід зводиться до схеми випадків, то ймовірність по-
дії A  дорівнює відношенню числа сприятливих випадків m  до їх 
загального числа n :  nmAP /)( =   (класичне визначення ймовір-
ності).    
Зауваження 1. Імовірність події A  можна знайти різними спо-
собами у залежності від того, яку повну групу рівноможливих подій 
відповідного експерименту вважати випадками.  
Приклад 1. В експерименті – однократне кидання грального 
кубика – визначити ймовірність )(AP  події A ={випадіння парного 
числа очок}.  
□  Розв’яжемо задачу двома способами.  
Перший спосіб. За випадки приймемо повну групу подій: ви-
падіння 1, 2, 3, 4, 5 і 6 очок. Тоді загальна кількість випадків 6=n , 
а число сприятливих випадків до події A  3=m  (випадіння  2, 4 чи 
6 очок). Шукана ймовірність 5,06/3/)( === nmAP . 
Другий спосіб. За випадки приймемо повну групу з двох про-
тилежних подій: A ={випадіння парного числа очок} і B ={випадін-
ня непарного числа очок}. Тоді загальна кількість випадків 2=n , а 
число сприятливих випадків до події A  1=m  (випадіння парного 
числа очок). Шукана ймовірність 5,02/1/)( === nmAP .   ■   
Приклад 2. Зі скриньки, в якій знаходяться ретельно перемі-
шані 8 зелених, 5 жовтих і 7 червоних кульок, навмання виймається 
одна кулька. Знайти ймовірність )(AP  події A ={вийнята кулька 
зеленого кольору}.  
□  Загальна кількість кульок 20758 =++=n . Число сприят-
ливих випадків 8=m . Тоді шукана ймовірність   
4,020/8/)( === nmAP .   ■   
Імовірність достовірної події дорівнює 1, оскільки такій події 
сприяють всі можливі випадки. Імовірність неможливої події дорів-
нює 0, оскільки їй не сприяє ні один з можливих випадків.  
Імовірність протилежної події )(1)( APAP −= . Дійсно, якщо 
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події A  зі всіх n  випадків сприяють m , то їй не сприяють mn −  
випадків (вони сприяють протилежній події A ). Тому  
)(1/1/)()( APnmnmnAP −=−=−= .  
Звідси  сума ймовірностей протилежних подій дорівнює одиниці.  
Якщо події в досліді не зводяться до схеми випадків, то оцінку 
ймовірності події A  можна зробити тільки статистично, проводячи 
відповідні випробування.  
Нехай у межах деякого експерименту проведена серія з n  ви-
пробувань, у кожному з яких могла з'явитися чи не з'явитися подія 
A . Відносною частотою )(AWn  події A  називають відношення 
числа випробувань m , де ця подія відбулася, до загального числа 
проведених випробувань n :  nmAWn /)( = .  
Очевидно, що      
1)(0 ≤≤ AWn ,  1)( =UWn ,  0)( =∅nW .  
При незначній кількості випробувань n  відносна частота 
)(AWn  носить випадковий характер. Дослідження показують, що зі 
збільшенням числа випробувань відносна частота )(AWn  появи по-
дії A  проявляє властивість статистичної стійкості: вона все 
менше відхиляється від деякого сталого числа, що й приймається за 
значення ймовірності )(AP :  )(lim)( AWAP n
n ∞→
=
  (статистичне 
визначення ймовірності). Відповідно за наближене значення ймо-
вірності )(AP  беруть відносну частоту )(AWn  при достатньо вели-
кій кількості випробувань n :  )()( AWAP n≈ .  
Зазначена властивість є одним з проявів закону великих чисел  
і більш строго буде сформульована далі.   
Наприклад, при багатократному киданні симетричної монети 
відносна частота появи герба мало відрізняється від числа 0,5 – 
ймовірності цієї події.  
Зауваження 2. З того, що ймовірність деякої події A  дорівнює 
одиниці, ще не випливає достовірність цієї події A . Аналогічно, 
якщо ймовірність деякої події A  дорівнює нулю, це ще не означає 
що подія A  – неможлива.   
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1.1.3. Елементи комбінаторики  
Для підрахунку кількості всіх можливих випадків n  і числа 
сприятливих випадків m  часто використовують різні комбінаторні 
співвідношення. 
Комбінаторика – це розділ математики, що займається підра-
хунком числа різного типу комбінацій (вибірок), складених з еле-
ментів скінченної множини за певними правилами.  
При розв’язуванні комбінаторних задач використовують на-
ступні два аксіоматичні правила.  
Правило суми. Якщо об’єкт a  можна вибрати k  способами, 
а об’єкт b  – іншими m  способами (незалежно від вибору a ), то 
вибір об’єкта “ a  або b ” може бути здійснений mk +  способами.  
Тут зв’язка або вживається в розділовому сенсі.  
Приклад 1. У місті N  знаходяться 7=k  технічних ВНЗ, 
2=m  медичних і 3=n  гуманітарних. Скількома способами S  
можна отримати вищу освіту за державним набором у цьому місті?  
□  Оскільки державний набір передбачає безоплатну освіту 
тільки в одному ВНЗ, то можна застосувати правило суми. Згідно з 
цим правилом число способів 12327 =++=++= nmkS .   ■  
Правило добутку. Якщо об’єкт a  можна вибрати k  спосо-
бами, а після кожного з цих виборів об’єкт b  – іншими m  спосо-
бами (незалежно від вибору a ), то вибір упорядкованої пари ),( ba  
може бути здійснений mk ×  способами.  
Приклад 2. На групу з 24=k  студентів видається 30=m  тем 
рефератів і 25=n  тем курсових робіт по одному завданню кожного 
виду на одного студента. Скількома способами S  це можна зроби-
ти?  
□  Оскільки кожний студент повинен підготувати тільки один 
реферат і виконати тільки одну курсову роботу, то можна застосу-
вати правило добутку. За цим правилом  
18000253024 =××=××= nmkS .   ■  
Нехай { }naaaM ...,,, 21=  – деяка скінченна множина з n  
елементів. Розглянемо основні типи комбінацій – перестановки,  
розміщення та сполучення.  
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Комбінації з n  елементів, які відрізняються одна від одної 
тільки порядком елементів, називаються перестановками. 
Кількість таких перестановок позначають символом nP , де n  
– число елементів, що входять у кожну перестановку. 
Приклад 3. Нехай множина M  містить три букви A , B  і C . 
Скласти всі можливі упорядковані комбінації з цих букв по три в 
кожній без повторення.  
□  Одержимо:  A B C , C A B , B A C , B C A , C B A , 
A C B   (6 комбінацій). Видно, що вони відрізняються одна від од-
ної тільки порядком розташування букв. Дійсно, на перше місце в 
комбінації (перестановці) можна поставити три букви. На друге мі-
сце вже можна поставити тільки дві букви із трьох (одна посіла пе-
рше місце), а на третьому виявиться тільки одна (та, що зали-
шилася). Виходить, 61233 =⋅⋅=P , але !3123 =⋅⋅ . Прийшли до 
поняття факторіала.   ■  
Добуток усіх натуральних чисел від 1 до n  включно на-
зивають n -факторіалом і пишуть:  nnn ⋅−⋅⋅⋅⋅= )1(...321! .  
Вважають, що  1!0 =  і 1!1 = . Основна властивість факторіала: 
!)1()!1( nnn ⋅+=+ .  
Число перестановок обчислюють за формулою  !nPn = .  
Комбінації з n  елементів по m  елементів, які відрізняються 
одна від одної самими елементами або порядком елементів, нази-
ваються розміщеннями. Тут зв’язка або вживається в об’єдную-
чому сенсі.  
Кількість таких розміщень позначаються символом mnА , де n  
– число всіх наявних елементів, m  – число елементів у кожній ком-
бінації. Число розміщень обчислюють за формулою  
)1(...)2)(1( +−−−= mnnnnАmn ,    
де  0≥≥ mn ;  }0{, ∪∈ Nnm . Вважають, що 10 =nА .  
Приклад 4. Нехай множина M  містить п’ять букв A , B , C , 
D  і E . Скласти всі комбінації тільки з двох букв без повторення і з 
врахуванням порядку.  
□  Одержимо:  A B , A C , A D , A E , B A , B C , B D , 
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B E , C A , C B , C D , C E , D A , D B , D C , D E , E A , 
E B , E C , E D . Видно, що всі отримані комбінації (їх 20) відріз-
няються або буквами, або їхнім порядком (комбінації A B  і B A  
вважають різними).  
За наведеною формулою 204525 =⋅=А , що збігається з одер-
жаним результатом. При утворенні розміщень перший елемент мо-
же бути обраний 5=n  способами, оскільки існує можливість неза-
лежного вибору з усіх наявних 5=n  елементів; а другий – 
41 =−n  способами, оскільки тепер вибір проводиться з решти 
41 =−n  елементів, що залишилися. За правилом добутку маємо 
всього  2045 =⋅  різних комбінацій.   ■  
Формулу для числа розміщень  mnА   можна подати у факто-
ріальному вигляді  )!(! mnnАmn −= . Основні властивості розмі-
щень:  )(1 mnAА mnmn −⋅=+ ;  !nPА nnn == .  
Розміщення й перестановки обов’язково враховують порядок 
елементів.  
Сполученнями називаються комбінації з n  елементів по m , 
які відрізняються одна від одної принаймні одним елементом 
( 0≥≥ mn   і  }0{, ∪∈ Nnm ), при цьому порядок елементів не 
враховується.  
З кожного сполучення з m  елементами можна утворити mP  
упорядкованих розміщень. Тому кількість сполучень із n  елемен-
тів по m   mnС  дорівнює числу розміщень з n  елементів по m , по-
діленому на число перестановок з m  елементів:  m
m
n
m
n PAС = .  
Вважають, що  10 =nС .  
Використовуючи для кількості розміщень і перестановок фак-
торіальні співвідношення  )!(! mnnАmn −=  і !nPn = , дістанемо 
формулу числа сполучень у вигляді  ( ))!(!! mnmnCmn −= .  
 
 
Основна властивість сполучень:  
( ) ( )!)!(! mmnnPPPC mmnnmnn −=⋅= −− ;   mnnmn CC −= .  
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Приклад 5.  Множина M  утворена з п’яти букв A , B , C , D  
і E . Скласти невпорядковані комбінації з двох букв без повторен-
ня, що відрізняються одна від одної хоча б одним елементом.  
□  Маємо:  A B , A C , A D , A E , B C , B D , B E , C D , 
C E , D E . Виходить, що число сполучень з 5=n  елементів по 
2=m  дорівнює 10. Це число можна обчислити так:  
( ) 10)!25(!2!525 =−=С .   ■  
Приклад 6. Зі скриньки, в якій знаходяться ретельно перемі-
шані 81 =n  білих і 42 =n  чорних кульок, навмання виймаються 
2=em  кульки. Знайти ймовірності наступних подій:   
а) A ={вийняті кульки білі};      б) B ={вийняті кульки чорні};   
в) C ={вийняті кульки різнокольорові};  г) D ={обидві кульки  
білі або обидві чорні}.  
□  За класичною формулою ймовірності nmAP /)( = , де  n  – 
загальна кількість випадків у досліді,  m  – число сприятливих ви-
падків, яке для кожної з подій A , B , C  і D  позначимо відповідно  
)(Am , )(Bm , )(Cm  і )(Dm . Загальна кількість випадків у досліді 
– це число сполучень з 124821 =+=+= nnne  кульок по 2=em , 
тобто  ( ) 66)!212(!2!12212 =−=== ССn eemn .  
а) Для події A  кількість сприятливих випадків )(Am  – це чи-
сло сполучень з 81 =n  білих куль по 2=em , тобто  
( ) 28)!28(!2!8)( 281 =−=== ССAm emn .  
Таким чином,  33/1466/28)()( === nAmAP .  
б) Для події  B   кількість сприятливих випадків  )(Bm  – це 
кількість сполучень з 42 =n  чорних куль по 2=em , тобто  
( ) 6)!24(!2!4)( 242 =−=== ССBm emn .  
Отже,     11/166/6)()( === nBmBP .  
в) Для події C  кількість сприятливих випадків  )(Cm  визна-
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чається за правилом множення   3248)( 21 =⋅== nnCm .  
Таким чином,  33/1666/32)()( === nCmCP .  
г) За результатами пунктів а) і б) даного прикладу дві білі кулі 
можна одержати 28)( =Am  способами, а дві чорні – 6)( =Bm  
способами. Тоді за правилом додавання    
34628)()()( =+=+= BmAmDm .  
Отже,     33/1766/34)()( === nDmDP .   ■  
Приклад 7. У туристичній групі, в яку входять Андрій, Борис, 
Сергій, Денис, Едуард, Федір і Геннадій, навмання вибирають ко-
мандира, його заступника і замикаючого. Знайти ймовірність події  
A ={Андрій – командир, Борис – його заступник}.  
□  Загальна кількість випадків у досліді – це число розміщень з 
7=en  туристів по 3=em , тобто  210)!37(!737 =−=== AAn ee
m
n
.  
Якщо командира і його заступника вибрано (Андрія і Бориса), 
то вибрати замикаючого можна 5272)( =−=−= enAm  способа-
ми (число сприятливих  випадків для події A ).  
Тоді за класичною формулою ймовірності  
42/1210/5)()( === nAmAP .   ■  
 
1.1.4. Простір подій. Операції над подіями   
Подія, якій відповідає один і тільки один результат експери-
менту, називається елементарною подією.  
Множина U  всіх елементарних подій, що складають повну 
групу несумісних подій, називається простором подій.  
Приклад 1. В експерименті – однократне кидання грального 
кубика – за простір подій можна взяти },...,,{ 6211 ωωω=U , де еле-
ментарна подія  kω  означає випадіння k  очок. Також можна по-
класти },{2 npU ωω= , де елементарна подія pω  означає випадіння 
парної цифри, а nω  – випадіння непарної цифри.  
Зауваження 1. Вибір того чи іншого простору елементарних 
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подій визначається метою досліду.  
Приклад 2. Кидається симетрична монета. Звичайно вважають, 
що простір подій складається з двох елементів },{ 21 ωω=U ,  де 
елементарна подія 1ω  означає випадіння герба, а 2ω  – випадіння 
цифри. Якщо в реальному експерименті монета стане на ребро, то 
треба або вважати, що відповідне випробування не здійснилося, або 
розглядати простір подій з трьох елементів },,{ 321 ωωω=U , де 3ω  
означає падіння на ребро.  
Довільна підмножина  A   простору подій  U   називається  
випадковою подією в просторі U .  
Вважатимемо, що подія UA ⊂  відбувається тоді і тільки тоді, 
коли випробування, якому відповідає простір U , супроводжується 
появою однієї з елементарних подій, що складають подію A . 
Приклад 3. В експерименті – однократне кидання грального 
кубика  – за простір подій візьмемо },...,,{ 621 ωωω=U , де елемен-
тарна подія  kω  означає випадіння k  очок. Тоді  UA ⊂ω= }{ 5  – 
подія, що полягає у випадінні п’яти очок;  },{ 63 ωω=B  – подія 
“випадіння числа очок, кратного трьом”;  },,{ 642 ωωω=C  – подія 
“випадіння парного числа очок”; },,{ 531 ωωω=D  – подія “випа-
діння непарного числа очок”.    
Подія UA =  (події A  відповідають всі елементи з простору 
U ) є достовірною, а подія ∅=A  (події A  не відповідає жодний 
елемент з простору U ) – неможливою.  
Якщо A  – довільна подія, то подія A , складена з елементар-
них подій, що не входять у A , є протилежною до A .  
Очевидно,  ∅=U   і  U=∅ .  
Зауваження 2. Надалі у цьому пункті слово “подія” означає 
“подія в просторі U ”.  
Елементарні події, що відповідають елементам з підмножини 
випадкової події A , є сприятливими до цієї події.  
Нехай всі елементарні події, що складають подію A , також 
входять і в подію B , тобто BA ⊂ . Тоді кажуть, що подія A  тягне 
за собою подію B .  
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Так, у просторі U  з прикладу 3 маємо DA ⊂ , тобто випадін-
ня п’яти очок тягне за собою випадіння їх непарного числа.  
З випадкових подій можна утворювати більш складні події за 
допомогою різних операцій. Розглянемо основні з них.  
Сумою двох подій A  і B  називають подію ( A  або B ), що 
полягає у появі хоча б однієї з них в одному випробуванні. Позна-
чають  BA + .  
У прикладі 3 подія },,,{ 6531 ωωωω=E , що полягає у випа-
дінні непарного числа очок або числа очок, кратного трьом, є су-
мою подій B  і D :  DBE += .  
Добутком двох подій A  і B  називають подію ( A  і B ), що 
полягає в їх спільній появі в одному випробуванні. Позначають  
BA ⋅  чи AB .  
У прикладі 3 подія }{ 6ω=F , що полягає у випадінні шести 
очок, є добутком подій B  і С :  BCF = .  
Суму і добуток більше двох подій визначають за математич-
ною індукцією.  
Сумою декількох подій є подія, що полягає в появі в одному 
випробуванні принаймні однієї з подій-доданків.  
Добутком декількох подій є подія, що полягає в спільній появі 
в одному випробуванні всіх подій-співмножників. 
Події та дії над ними можна наоч-
но ілюструвати за допомогою діаграм 
Ейлера – Венна, на яких достовірна 
подія U  зображується прямокутником, 
елементарні події – його точками, а до-
вільна подія – деякою областю в межах 
прямокутника (рис. 1 – 4).  
Операції додавання і множення 
мають наступні властивості:  
1. ABBA +=+ ,     
    BAAB =                  (комутативність); 
2. )()( CBACBA ++=++ ,   
    )()( BCACAB =      (асоціативність); 
3. BCACCBA +=+ )(  (дистрибутив-
A  
U  
B  
Рис. 2.  BA ⊂     
A  
U  
Рис. 1.  A    
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ність); 
4. AAA =+ ,   AAA = ,     UUA =+ ,    
    AAU = ,      AA =∅+ ,   ∅=∅A ;  
5. UAA =+ ,   ∅=AA ,   ∅=U ,    
    U=∅ ,         AA = ;  
6. BABA =+ ,   BAAB +=  (закони 
де Моргана). 
У справедливості цих властивос-
тей легко переконатися за допомогою 
діаграм Ейлера – Венна.  
Приклад 4. Довести рівність, ко-
ристуючись діаграмами Ейлера – Вен-
на:      BAABA +=+ .  
□  Маємо (рис. 5).      ■ 
 
 
 
1.2. Основні теореми теорії ймовірностей  
Оскільки на практиці багаторазове відтворення досліду досить 
затратне, то для визначення ймовірностей складних подій викорис-
товують співвідношення, що зв’язують їх з імовірностями відповід-
них компонент. Основні теореми теорії ймовірностей дозволяють за 
відомими ймовірностями простих подій визначати ймовірності 
більш складних подій.  
 
B  A  
U  
Рис. 3.  BA +   
Рис. 4.  AB    
B  
U  
A  
Рис. 5.  BAABA +=+   
BA +  
B  A  
U  
BAA +  
B  
U  
A  A  
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1.2.1. Імовірність суми подій  
Теорема. Імовірність суми двох подій A  і B  дорівнює сумі їх 
імовірностей без імовірності їх добутку:  
)()()()( ABPBPAPBAP −+=+ .    
□  Нехай результати досліду утворюють повну групу n  несу-
місних рівноможливих подій (рис. 6). При цьому m  з них сприят-
ливі події A ;  k  з них сприятливі події B ;  l  з них сприятливі до-
бутку AB  подій A  і B . Події BA +  сприяють lkm −+  випадків.  
 
 
Тоді за класичною формулою визначення ймовірності діста-
немо:  
nmAP /)( = ;   nkBP /)( = ;   nlABP /)( = ;  
 nlkmBAP /)()( −+=+ .   
В останній рівності чисельник почленно розділимо на знамен-
ник і одержимо:  
)()()()( ABPBPAP
n
l
n
k
n
mBAP −+=−+=+ .   ■  
Наслідок 1. Імовірність суми двох несумісних подій A  і B  до-
рівнює сумі їх імовірностей:   )()()( BPAPBAP +=+ .   
Це очевидно, оскільки добуток несумісних подій є неможли-
вою подією, а ймовірність неможливої події дорівнює нулю: 
∅=AB  і .0)( =∅P  
n
Am →
Bk →
ABl →
Рис. 6    
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Наслідок 2. Імовірність суми n  попарно несумісних подій  1A , 
2A , ... , nA  дорівнює сумі їх імовірностей:    
( ) ∑∑
==
=
n
i i
n
i i APAP 11 )( .  
Наслідок 3. Сума ймовірностей n  несумісних подій 1A , 2A , 
... , nA , що складають повну групу, дорівнює одиниці:  
1)(1 =∑ =
n
i iAP .   
Наслідок 4. Сума ймовірностей протилежних подій дорівнює 
одиниці:   1)()( =+ APAP .   
Приклад 1. У скриньці знаходяться 24=n  ретельно перемі-
шаних кульок:  81 =n  білих, 62 =n  зелених і 103 =n  червоних. Зі 
скриньки навмання виймається одна кулька. Знайти ймовірності 
того, що вийнята кулька  – не біла.    
□  Нехай подія A ={вийнята зелена кулька}; B ={вийнята чер-
вона кулька}. Тоді подія  BAC += ={вийнята не біла кулька}.  
Перший спосіб.  За класичною формулою ймовірності  
4/124/6)( ==AP ;  12/524/10)( ==BP .   
Оскільки події A  і B  несумісні, то  
3/212/812/54/1)()()()( ==+=+=+= BPAPBAPCP .  
Другий спосіб.  Нехай подія D ={вийнята біла кулька}. За 
класичною формулою ймовірності  3/124/8)( ==DP .  
Оскільки DC = , то  
3/23/11)(1)()( =−=−== DPDPCP .  ■  
Приклад 2. Імовірність того, що піде сніг (подія A ), дорівнює 
0,7, а ймовірність того, що піде дощ (подія B ), дорівнює 0,4. Знай-
ти ймовірність поганої погоди (подія BAC += ), якщо ймовірність 
дощу зі снігом (подія AB ) дорівнює 0,2.  
□  Події A  і B  сумісні, тому  
9,02,04,07,0)()()()()( =−+=−+=+= ABPBPAPBAPCP . ■  
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1.2.2. Імовірність добутку подій  
Дві події A  і B  називаються незалежними, якщо ймовірність 
появи однієї з них не залежить від того, відбулася чи не відбулася 
інша.  
Для подій A  і B  ймовірність події A , обчислена за умови, 
що подія B  вже відбулася, називається умовною ймовірністю і по-
значається  )(APB  або )/( BAP .  
Для незалежних подій A  і B  умовні ймовірності збігаються з 
безумовними:  )()/( APBAP =   і  )()/( BPABP = .  
Для залежних подій A  і B  умовні ймовірності відрізняються 
від безумовних:  )()/( APBAP ≠   і  )()/( BPABP ≠ .  
Приклад 1. Симетричну монету кидають двічі. Розглянемо по-
дії:  A ={першого разу випав герб},  B ={другого разу випав герб} і 
C ={за два рази випав принаймні один герб}. Треба визначити, які з 
пар подій A  і B , A і C , B  і C  є незалежними.  
□  За простір подій візьмемо },,,{ ЦЦЦГГЦГГU = , де Г  
означає випадіння герба,  а Ц  – випадіння цифри. Тоді  
},{ ГЦГГA = ;  },{ ЦГГГB =  і  },,{ ЦГГЦГГC = . 
Користуючись класичною формулою, обчислимо безумовні та 
умовні ймовірності:  
2/14/2)( ==AP ;   2/14/2)( ==BP ;      4/3)( =CP ;   
2/1)/( =ABP ;    12/2)/( ==ACP ;    3/2)/( =CBP .   
Таким чином, події A  і B  незалежні, оскільки 
)(2/1)/( BPABP == ;  події A  і C  залежні, тому що 
)(4/31)/( CPACP =≠= ;  B  і C  залежні, оскільки  
)(2/13/2)/( BPCBP =≠= .   ■   
Теорема. Імовірність добутку двох подій A  і B  дорівнює до-
бутку ймовірності однієї з них на умовну ймовірність іншої, обчис-
лену за умови, що перша вже відбулася:    
)/()()( ABPAPABP ⋅=
  і  )/()()( BAPBPABP ⋅= .    
□  Нехай результати досліду утворюють повну групу n  несу-
місних рівноможливих подій (рис. 6). З цих випадків  m  сприятливі 
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події A ;  k  – події B ;  l  – добутку AB . Тоді за класичною фор-
мулою:  
nmAP /)( = ;   mlABP /)/( = ;   nlABP /)( = .  
Останню рівність можна перетворити так:  
)/()()( ABPAP
m
l
n
m
m
m
n
lABP ⋅=⋅=⋅= .   ■  
Ця теорема узагальнюється на добуток будь-якої кількості по-
дій:  
=)...( 321 nAAAAP   
).../(...)/()/()( 121213121 −⋅⋅⋅⋅= nn AAAAPAAAPAAPAP .    
Наслідок 1. Імовірність добутку двох незалежних подій A  і 
B  дорівнює добутку їх імовірностей:   )()()( BPAPABP ⋅= .   
Це пояснюється тим, що для незалежних подій умовні ймовір-
ності збігаються з безумовними.  
Події 1A , 2A , ... , nA  )2( ≥n  називаються взаємно незалеж-
ними (незалежними у сукупності), якщо при 2=n  вони незалеж-
ні, а при  3≥n  кожна з них не залежить від добутку будь-яких з 
решти подій.  
Наслідок 2. Імовірність добутку n  взаємно незалежних подій  
1A , 2A , ... , nA  дорівнює добутку  їх імовірностей:    
( ) ∏∏
==
=
n
i i
n
i i APAP 11 )( .  
Зауваження 1. З попарної незалежності подій 1A , 2A , ... , nA  
( 3≥n ) не випливає їх незалежність у сукупності.  
Приклад 2. Нехай всі чотири грані тетраедра пофарбовані так:  
перша –  у зелений колір, друга – у синій, третя – у червоний, чет-
верта – у всі ці три кольори. При киданні тетраедр падає на одну з 
граней, на якій є зелений (подія A ), синій (подія B ), червоний (по-
дія C ) чи всі три кольори (подія ABCD = ). Чи є взаємно незалеж-
ними події A , B  і C ?  
□  Обчислимо відповідні ймовірності:  
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2/14/2)()()( ==== CPBPAP ;  == )/()/( CAPBAP   
2/1)/()/()/()/( ===== BCPACPCBPABP .  
Оскільки значення знайдених умовних та безумовних ймовір-
ностей співпадають, то події A , B  і C  попарно незалежні. Але, 
наприклад,  1)/( =BCAP , тому )()/( APBCAP ≠ . Це означає, що 
події A , B  і C  не є  взаємно незалежними.   ■  
Зауваження 2. Якщо події 1A , 2A , ... , nA  )2( ≥n  взаємно не-
залежні, то протилежні ім. події 1A , 2A , ... , nA  також взаємно не-
залежні.   
Приклад 3. У комп’ютерну тестову систему введено 40 запи-
тань. Студенту випадковим чином пропонується 5 запитань і виста-
вляється за тест оцінка “відмінно”, якщо на всі запитання він дає 
правильну відповідь. Знайти ймовірність одержати таку оцінку, як-
що з усіх введених в систему запитань студент підготував тільки 30.  
□  Розглянемо події  A ={одержана оцінка “відмінно”} та  
iA ={дана правильна відповідь на i -е запитання},  5,1=i . Тоді 
54321 AAAAAA = . Події iA , 5,1=i  залежні, тому  
×⋅⋅== )/()/()()()( 21312154321 AAAPAAPAPAAAAAPAP    
22,0
36
26
37
27
38
28
39
29
40
30)/()/( 432153214 ≈⋅⋅⋅⋅=⋅× AAAAAPAAAAP . ■   
Приклад 4. Два мисливця роблять по одному пострілу в ціль. 
Імовірність влучення в ціль для першого мисливця дорівнює 0,75, а 
для другого  – 0,9. Знайти ймовірність того, що:  
а) обидва мисливця влучили в ціль;   
б) принаймні один мисливець влучив у ціль.  
□  Розглянемо події A ={перший мисливець влучив у ціль};  
B ={другий мисливець влучив у ціль};  ABC = ={обидва мисливця 
влучили в ціль}  і  BAD += ={принаймні один мисливець влучив 
у ціль}. За умовою  75,0)( =AP   і  9,0)( =BP .  
а) Події A  і B  незалежні, тому  
675,09,075,0)()()()( =⋅=⋅== BPAPABPCP .     
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б) Події A  і B  сумісні. Імовірність їх суми BAD +=  знай-
демо трьома способами. Попередньо розглянемо протилежні події 
A , B  і знайдемо їх імовірності:   
25,075,01)(1)( =−=−= APAP ;  1,09,01)(1)( =−=−= BPBP .  
Перший спосіб.  Подамо подію BAD +=  як суму несумісних 
подій  ABBABAD ++= . Тоді  
=++=++= )()()()()( ABPBAPBAPABBABAPDP   
=⋅+⋅+⋅= )()()()()()( BPAPBPAPBPAP   
975,09,075,09,025,01,075,0 =⋅+⋅+⋅= .   
Другий спосіб.  Розглянемо протилежну подію D ={обидва 
мисливця не влучили в ціль}. Тоді BAD = ,  де події A  і B  неза-
лежні. Дістанемо:   
025,01,025,0)()()()( =⋅=⋅== BPAPBAPDP ;  
975,025,01)(1)( =−=−= DPDP .  
Третій спосіб.  Знайдемо ймовірність події BAD +=  безпо-
середньо як суму сумісних подій:   
=−+=+= )()()()()( ABPBPAPBAPDP   
975,09,075,09,075,0 =⋅−+= .   ■  
Приклад 5. Імовірності влучення в ціль при пострілах з трьох 
гармат відповідно дорівнюють 8,01 =p , 7,02 =p  і 85,03 =p . 
Знайти ймовірність хоча б одного влучення (подія A ) при одному 
залпі з усіх цих гармат.  
□  Імовірність влучення в ціль кожної з гармат не залежить від 
результатів стрільби з інших гармат. Тому події  iA ={ i -а гармата 
влучила в ціль}, 3,2,1=i   незалежні в сукупності.  
Імовірності iq , 3,2,1=i  протилежних подій iA , 3,2,1=i  
(промахів) відповідно дорівнюють:  
2,08,011 11 =−=−= pq ;       3,07,011 22 =−=−= pq ;   
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15,085,011 33 =−=−= pq .  
Тоді ймовірність події iii AAAA = ={жодна з трьох гармат не 
влучила в ціль} визначається так:  
009,015,03,02,0)()()()( 321321 =⋅⋅=== qqqAPAPAPAP .  
Таким чином, шукана ймовірність  
991,0009,01)(1)( =−=−= APAP .   ■  
 
1.2.3. Формули повної ймовірності та Байєса  
Нехай передбачається проведення досліду, щодо умов вико-
нання якого можна зробити n  взаємовиключних припущень (гіпо-
тез) 1H , 2H , ... , nH . Гіпотези про умови протікання експеримен-
ту утворюють повну групу несумісних подій }...,,,{ 21 nHHHU = , 
апріорні (додослідні) ймовірності кожної з яких )( iHP , ni ,1=   
відомі. Деяка випадкова подія A  може відбутися при будь-якій з 
наведених умов виконання досліду, що визначаються гіпотезами 
iH , ni ,1= ,  з відомими відповідними умовними ймовірностями  
)/( iHAP , ni ,1= . Формула повної ймовірності )(AP  використо-
вується для визначення повної (середньої) ймовірності події A , що 
може відбутися тільки з однією з повної групи несумісних подій 
iH , ni ,1= .  
Події iH , ni ,1=  прийнято називати гіпотезами, оскільки 
повна ймовірність )(AP  події A  визначається в момент, коли неві-
домо, яка з подій iH , ni ,1=  відбудеться і спричинить  настання 
події A .  
Складну подію A  можна подати як суму несумісних подій 
(рис. 7, де події A  відповідають точки, обмежені овалом, а гіпоте-
зам iH , ni ,1=  – точки відповідних трикутників, 5=n ):   
∑
=
=+++=
n
i in AHAHAHAHA 121 ... .  
 24 
 
Застосовуючи теореми додавання й множення, дістанемо:  
=+++= )...()( 21 AHAHAHPAP n   
+⋅=+++= )/()()(...)()( 1121 HAPHPAHPAHPAHP n    
)/()(...)/()( 22 nn HAPHPHAPHP ⋅++⋅+ .    
Таким чином, маємо формулу повної ймовірності  
∑
=
⋅=
n
i ii HAPHPAP 1 )/()()( .    
Повна безумовна ймовірність події A  з урахуванням випадковості 
умов виконання експерименту дорівнює сумі добутків імовірностей 
кожної з гіпотез на умовну ймовірність події A  при кожній з гіпо-
тез.  
Приклад 1. У продаж надходять телевізори трьох заводів:  30% 
з першого, 50% з другого і 20% з третього. Продукція першого за-
воду містить 10% телевізорів з прихованими дефектами, другого – 
5%  і третього – 4%. Знайти ймовірність придбати справний телеві-
зор.  
□  Розглянемо подію A ={придбано справний телевізор} і гі-
потези  iH ={телевізор надійшов у продаж з i -го заводу}, 3,1=i .  
З умови задачі маємо:  
3,0%30)( 1 ==HP ;  5,0%50)( 2 ==HP ;  2,0%20)( 3 ==HP ;  
9,0%90%10%100)/( 1 ==−=HAP ;  =−= %5%100)/( 2HAP   
U1H
3H
4H
5H
Рис. 7      
A
2H
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95,0%95 == ;   96,0%96%4%100)/( 3 ==−=HAP .    
Тоді за формулою повної ймовірності дістаємо:  
+⋅+⋅= )/()()/()()( 2211 HAPHPHAPHPAP   
94,095,02,096,05,09,03,0)/()( 33 =⋅+⋅+⋅=⋅+ HAPHP .   ■  
Формула Байєса використовується при тих же передумовах, 
що і формула повної ймовірності, за єдиної відмінності, що подія A  
вже відбулася. Вона дозволяє визначати апостеріорні (післядослід-
ні) ймовірності гіпотез )/( AHP i , ni ,1= , тобто  умовні ймовірнос-
ті гіпотез за умови, що подія A  відбулася. 
За теоремою про ймовірність добутку двох подій для кожного 
ni ,1=  визначимо у двох формах ймовірність спільної появи подій 
iH  і A  в одному випробуванні:   
)/()()( iii HAPHPAHP ⋅=   або  )/()()( AHPAPAHP ii ⋅= .  
Звідси дістанемо  
)/()()/()( AHPAPHAPHP iii ⋅=⋅ ;  
)()/()()/( APHAPHPAHP iii ⋅= .  
У знаменник останнього співвідношення замість повної ймо-
вірності )(AP  підставимо її вираз за формулою повної ймовірності 
й отримаємо формулу Байєса (формулу гіпотез)   
∑
=
⋅⋅=
n
i iiiii HAPHPHAPHPAHP 1 )/()()/()()/( , ni ,1= .  
Таким чином, формула Байєса дозволяє переоцінити ймовір-
ності гіпотез після того,  як стає відомим, що в результаті випробу-
вання відбулася подія A . Використовуючи інформацію про факт 
появи події, ця формула забезпечує корекцію апріорних імовірнос-
тей гіпотез, що дозволяє більш обґрунтовано судити про умови, що 
передували цій події.  
Приклад 2. Статистика  запитів кредитів в деякому банку така:  
20% – бюджетні організації,  36% – юридичні особи, а решта –  фі-
зичні особи. Імовірності неповернення взятого кредиту відповідно 
дорівнюють  0,01,  0,05  і  0,2. Знайти ймовірність неповернення 
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чергового кредиту. Начальнику кредитного відділу надійшло пові-
домлення факсом про неповернення кредиту, але в ньому ім’я кліє-
нта погано надруковано. Яка ймовірність, що цей кредит не повер-
нула юридична особа?  
□  Розглянемо подію A ={неповернення кредиту} і гіпотези  
1H ={запит на кредит від бюджетної організації},  2H ={запит на 
кредит від юридичної особи},  3H ={запит на кредит від фізичної 
особи}. З умови задачі маємо:  
2,0%20)( 1 ==HP ;        36,0%36)( 2 ==HP ;    
44,0%44%36%20%100)( 3 ==−−=HP ;   
01,0)/( 1 =HAP ;   05,0)/( 2 =HAP ;   2,0)/( 3 =HAP .    
Імовірність неповернення кредиту знайдемо за формулою пов-
ної ймовірності:  
+⋅+⋅= )/()()/()()( 2211 HAPHPHAPHPAP   
108,02,044,005,036,001,02,0)/()( 33 =⋅+⋅+⋅=⋅+ HAPHP .   
Імовірність, що кредит не повернула юридична особа, обчис-
лимо за формулою Байєса:  
167,0
108,0
05,036,0
)(
)/()()/( 222 ≈
⋅
=
⋅
=
AP
HAPHPAHP .   ■  
 
1.3. Схема незалежних випробувань  
На практиці часто доводиться стикатися з задачами, де потріб-
но обчислювати ймовірності складних подій при фіксованому числі 
незалежних випробувань і відомою ймовірністю настання деякої 
більш простої події A  в кожному випробуванні.  
Якщо проводиться n  випробувань, причому ймовірність поя-
ви події A  в кожному випробуванні не залежить від результатів 
інших випробувань, то такі випробування називаються незалежни-
ми відносно події A .  
Усі задачі, пов’язані з повторенням незалежних експеримен-
тів, можуть бути розв’язані безпосередньо за допомогою основних 
теорем теорії ймовірностей. Проте при великому числі випробувань 
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це призводить до складних і громіздких обчислень. Тому для типо-
вих задач –  
• визначення ймовірності )(mPn  настання події A  рівно m  разів 
у n  незалежних випробуваннях;   
• визначення ймовірності ),( 21 mmPn  настання події A  не менше 
1m  і не більше 2m  разів у n  незалежних випробуваннях;   
• визначення найімовірнішого числа 0m  настання події A  в n  
незалежних випробуваннях  
– розроблені спеціальні співвідношення, що наведені далі.  
 
1.3.1. Біноміальний експеримент. Формула Бернуллі  
Біноміальний експеримент є серією незалежних випробу-
вань, у кожному з яких можливий тільки один з двох протилежних 
результатів – подія A  відбулася (успіх) чи не відбулася (невдача) 
A .  
Приклад 1. Біноміальними є такі експерименти:  1) постріли в 
ціль –влучення чи не влучення у ціль;  2) контроль якості деталей  –
деталь бракована чи стандартна.  
Біноміальний експеримент відповідає схемі Бернуллі, якщо 
виконуються наступні умови:  1) число незалежних випробувань n  
фіксоване;  2) ймовірність успіху p  (невдачі pq −= 1 ) однакова у 
кожному випробуванні.   
Зауваження 1. Далі обмежимося розглядом біноміального екс-
перименту за схемою Бернуллі.  
Нехай складна подія S  полягає у тому, що при n  випробу-
ваннях у певних m  з них подія A  відбулася, а в решті nm −  – не 
відбулася. За теоремою множення ймовірностей, враховуючи неза-
лежність настання чи ненастання події A  при кожному випробу-
ванні, дістанемо   
mnm
mnm
qpqqqppppSP −
−
=⋅⋅⋅⋅⋅⋅⋅⋅=
434214434421
......)( .  
Такого роду подій S  є стільки, скільки можна скласти сполу-
чень з n  елементів по m  у кожному. Враховуючи, що всі ці складні 
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події несумісні та мають однакову ймовірність mnmqpSP −=)( , за 
теоремою додавання ймовірностей одержимо:  
ймовірність )(mPn  події, що при n  випробуваннях у m  з них, 
не враховуючи порядку, подія A  відбулася, а в решті nm −  – не 
відбулася, визначається за формулою   
)()( SPCmP mnn =   або  mnmmnn qpCmP −=)( .  
Останнє співвідношення називається формулою Бернуллі.  
Зауваження 2. Права частина формули Бернуллі служить за-
гальним членом розвинення бінома Ньютона:  
∑
=
−
=+
n
m
mnmm
n
n qpCqp 0)( .  
Зауваження 3. Імовірності )(mPn  для ...,2,1,0=m  можна об-
числювати послідовно за рекурентним співвідношенням:  
)()1(
)()1( mP
qm
pmn
mP nn +
−
=+ .  
Приклад 2. На контроль надійшла партія телевізорів. Імовір-
ність непридатності кожного з них 1,0=p . Скільки телевізорів n  
треба перевірити, щоб з імовірністю 95,0=P  виявити принаймні 
один бракований телевізор?  
□  За умовою 1,0=p . Тоді ймовірність придатності кожного 
телевізору 9,01,011 =−=−= pq , а ймовірність придатності всіх 
телевізорів nnnnn qqpCP 9,0)0( 000 === − . Звідси ймовірність про-
тилежної події – принаймні один телевізор виявиться бракованим, 
(серед n  перевірених телевізорів не менше 11 =m  і не більше 
nm =2  виявляться непридатними) – визначається рівністю  
n
nn PnP 9,01)0(1),1( −=−= .  
За умовою ця ймовірність ),1( nPn  повинна бути не менше 
95,0=P . Звідси  
95,09,01 ≥− n ;   05,09,0 ≤n ;   05,0lg9,0lg ≤n ;  
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4,289,0lg05,0lg ≈≥n .  
Оскільки шукане число n  – натуральне, то можна покласти 
29=n .   ■   
Виходячи з формули Бернуллі, за теоремою додавання ймовір-
ностей дістанемо співвідношення для визначення ймовірності 
),( 21 mmPn  настання події A  не менше 1m  і не більше 2m  разів у 
n  незалежних випробуваннях:   
∑∑
=
−
=
==
2
1
2
1
)(),( 21 m mm mnmmn
m
mm nn
qpCmPmmP .  
Приклад 3. Контрольна робота у тестовій формі складається з 
5=n  запитань, на кожне з яких пропонується 4=k  варіантів від-
повіді. Студент не підготувався і відповідає навмання. Яка ймовір-
ність, що студент дасть правильні відповіді принаймні на три запи-
тання?  
□  Розглянемо подію A ={надання правильної відповіді}. Імо-
вірність її настання 4/1/1 == kp  і ненастання −=−= 11 pq  
4/34/1 =− . Тоді ймовірність )(BP  події B ={надання правильної 
відповіді принаймні на три запитання з 5=n  запитань} обчислю-
ється як ймовірність ),( 21 mmPn  настання події A  не менше 31 =m  
і не більше 52 =m  разів у 5=n  незалежних випробуваннях у ви-
гляді суми ймовірностей )(mPn , 5,4,3=m  трьох несумісних подій 
mB ={надання правильної відповіді рівно на m  запитань з 5=n }, 
5,4,3=m :   
++=++== )4()3()()()()5,3()( 55543 PPBPBPBPPBP n   
++=+ −− 45445
3533
55 )4/3()4/1()4/3()4/1()5( CCP   
10,0001,0015,0088,0)4/3()4/1( 55555 ≈++≈+ −C .   ■  
Найімовірнішим числом появи події A  в n  незалежних ви-
пробуваннях називається таке ціле невід’ємне число 0mm = , для 
якого ймовірність mnmmnn qpCmP
−
=)(  досягає свого найбільшого 
значення.  
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Оскільки  )(max)(
00
mPmP n
nm
n
≤≤
= , то   
1) )1()11(
))1(()()1( 0
0
0
00 −+−
−−
=≤− mP
qm
pmn
mPmP nnn , звідки  
)1(
)1(1
0
0
pm
pmn
−
+−≤ ;  pmnpm )1()1( 00 +−≤− ; )1(0 +≤ npm ;     
2) )()1(
)()1()( 0
0
0
00 mPqm
pmn
mPmP nnn +
−
=+≥ , звідки  
)1()1(
)(1
0
0
pm
pmn
−+
−≥ ; pmnpm )()1()1( 00 −≥−+ ; 1)1(0 −+≥ npm .   
Отже, для визначення найімовірнішого числа 0m  одержуємо 
подвійну нерівність   )1(1)1( 0 +≤≤−+ npmnp .  
Зауваження 4. Оскільки відрізок )]1(;1)1([ +−+ npnp  має 
одиничну довжину, то на ньому може знаходитися або тільки одне 
ціле число 0m  всередині, або два цілих числа 01m  і 10102 += mm  
на його кінцях.  
Приклад 4. У відділ комплектації від кожної з 12=n  бригад 
електромонтажників щодня з імовірністю 6,0=p  надходить заявка 
на витратні матеріали. Знайти найімовірніше число 0m  заявок за 
день та ймовірність )( 0mPn  надходження цього числа заявок.  
□  Найімовірніше число 0m  заявок знайдемо з подвійної нерів-
ності  )1(1)1( 0 +≤≤−+ npmnp :   
)112(6,01)112(6,0 0 +⋅≤≤−+⋅ m ;  2,72,6 0 ≤≤ m ;  70 =m .   
З умови задачі маємо 4,06,011 =−=−= pq . Обчислимо 
ймовірність )( 0mPn  надходження 70 =m  заявок:   
23,04,06,0)7( 712771212 ≈⋅⋅= −CP .   ■    
Приклад 5. Контролер розглядає 49=n  зразків деякого това-
ру, призначеного для продажу. Для кожного зразка ймовірність p  
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того, що він буде допущений до продажу, однакова і дорівнює 8,0 .  
Знайти найімовірніше число 0m  зразків цього товару, що будуть 
допущені до продажу.  
□  Найімовірніше число 0m  заявок знайдемо з подвійної нерів-
ності  )1(1)1( 0 +≤≤−+ npmnp :   
)149(8,01)149(8,0 0 +⋅≤≤−+⋅ m ;      4039 0 ≤≤ m ;   
3901 =m ;       4002 =m .    ■   
 
1.3.2. Локальна й інтегральна формули Лапласа  
Не зважаючи на простий вигляд формули Бернуллі, знаходити 
за нею біноміальні ймовірності )(mPn  при великих значеннях n  
дуже складно через наявність у формулі числа сполучень, що вима-
гає трудомістких обчислень факторіалів. Формулу Бернуллі та одер-
жане на її основі співвідношення для ),( 21 mmPn  рекомендується 
використовувати при числі випробувань 100<n . При 100≥n  
краще уникнути зазначених обчислень, замінюючи ймовірності 
)(mPn  і ),( 21 mmPn  їх наближеними оцінками.  
Нехай кількість випробувань  n  велика  ( 100≥n ), а ймовір-
ності p  і q  не малі ( 15≥npq ), так що виконуються умови:  
03 >− npqnp ;        nnpqnp <+ 3 .    
Тоді справедливі наступні наближені співвідношення:  
1) локальна формула Лапласа       )(1)( x
npq
mPn ϕ≈ ;   
2) інтегральна формула Лапласа   )()(),( 1221 ххmmPn Φ−Φ≈ .  
У наведених формулах  
22
2
1)( xex −
pi
=ϕ
 – функція Гаусса;   ∫
−
pi
=Φ
x
u duex
0
22
2
1)(
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– функція Лапласа;  
npq
npm
x
−
= ;  
npq
npm
x
−
=
1
1 ;  
npq
npm
x
−
=
2
2 .  
Зауваження 1. Відносні похибки формул Лапласа швидко пря-
мують до нуля з необмеженим зростанням n . При фіксованому n  
ці формули забезпечують тим точніші результати, чим ближче чис-
ло p  до 2/1 .  
Для функцій )(xϕ  і )(xΦ  наявні готові довідкові таблиці зна-
чень і обчислювальні комп’ютерні процедури. Графіки цих функцій 
зображені відповідно на рис. 8 і рис. 9.  
Зауваження 2. Зазначимо, що ∫ϕ=Φ
x
duux
0
)()( ; )()(' xx ϕ=Φ .  
Зауваження 3. Користуючись довідковими таблицями значень 
функцій )(xϕ  і )(xΦ , треба враховувати, що:   
а) функція )(xϕ  – парна, тобто  )()( xx ϕ=−ϕ ;   
б) функція )(xΦ  – непарна, тобто  )()( xx Φ−=−Φ ;    
в) при 4−≤x  можна вважати, що  0)( =ϕ x   і  5,0)( −=Φ x ;   
г) при 4≥x  можна вважати, що  0)( =ϕ x   і  5,0)( =Φ x .   
Приклад 1. Для кожної з деталей, що надходять у складальний 
цех, імовірність виявитися бракованою p  стала й дорівнює 01,0 . 
Яка ймовірність )(mPn , що в партії з 2000=n  деталей бракованих 
буде рівно 12=m .  
□  За умовою  01,0=p ,  1002000 ≥=n . Тоді  
99,01 =−= pq ; 20=np ;  158,19 ≥=npq ;  450,4≈npq ;   
0650,63 >≈− npqnp ;  2000350,333 =<≈+ nnpqnp .     
Одержані нерівності показують, що для обчислення ймовір-
ності )(mPn  можна застосувати локальну формулу Лапласа:    
798,1450,4)2012()( −≈−≈−= npqnpmx ;   
0792,0)798,1()798,1( ≈ϕ=−ϕ ;   
 33 
018,0450,4/0792,0)()( ≈≈ϕ≈ npqxmPn .   ■   
 
 
 
Приклад 2. Імовірність p  події A , що навмання взята зі скла-
ду деталь не пройшла перевірку відділом технічного контролю 
(ВТК), стала й дорівнює 03,0 . Знайти ймовірність ),( 21 mmPn , що 
серед 600=n  випадково відібраних зі складу деталей виявляться 
неперевіреними ВТК від 151 =m  до 302 =m  штук.  
□  За умовою  03,0=p ,  100600 ≥=n . Тоді  
97,01 =−= pq ; 18=np ;  1546,17 ≥=npq ;  179,4≈npq ;   
0463,53 >≈− npqnp ;  600537,303 =<≈+ nnpqnp .     
y  
Рис. 8    
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Оскільки необхідні передумови справджуються, то для обчис-
лення ймовірності )(mPn  можна застосувати інтегральну формулу 
Лапласа:   
718,0179,4)1815()( 11 −≈−≈−= npqnpmx ;   
872,2179,4)1830()( 22 ≈−≈−= npqnpmx ;   
2636,0)718,0()718,0()( 1 −≈Φ−=−Φ=Φ x ;  
4980,0)872,2()( 2 ≈Φ=Φ x ;   
762,02636,04980,0)()(),( 1221 ≈+≈Φ−Φ≈ xxmmPn .   ■  
Зауваження 4. Нехай за серією з n  незалежних випробувань за 
схемою Бернуллі подія A , ймовірність появи якої p , характери-
зується відносною частотою )(AWn . Для ймовірності того, що від-
хилення відносної частоти )(AWn  від ймовірності p  за модулем не 
перевищує заданого додатного числа ε , справджується наближена 
оцінка    
( ) ( ))/(2|)( pqnpAW|P n εΦ≈ε≤− ,  де pq −= 1 .  
Приклад 3. Імовірність p  події A , що навмання взята деталь 
бракована, дорівнює 1,0 .  Знайти ймовірність того, що для випадко-
во відібраних 256=n  деталей відносна частота )(AWn  появи серед 
них бракованих відхиляється від ймовірності p  за абсолютною ве-
личиною не більш, ніж на 03,0=ε .   
□  За умовою  1,0=p , 256=n , 03,0=ε , 9,01,01 =−=q .  
Тоді   ( ) ( )=⋅Φ≈≤− )9,01,0/(25603,0203,0|1,0)(AW|P n    
                                                          89,044520,02)6,1(2 ≈⋅=Φ= .  
Одержаний результат можна тлумачити так:  якщо взяти дос-
татньо велику кількість проб по 256=n  деталей у кожній, то приб-
лизно в 89% цих проб відхилення відносної частоти )(AWn  від 
ймовірності 1,0=p  за модулем не перевищить заданого числа 
03,0=ε .   ■  
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1.3.3. Формула Пуассона  
Якщо ймовірність p  настання події A  в кожному з n  випро-
бувань близька до нуля (тобто, у випадку рідкісних подій), то навіть 
при великому n , але при малому значенні добутку np , застосуван-
ня наближених формул Лапласа призводить до суттєвих похибок.  
Для обчислення ймовірності )(mPn , коли кількість випробу-
вань n  досить велика ( 1000≥n ), а ймовірність p  мала ( 1,0<p ), 
так що виконуються умови:  
np 1<< ;      10≤= npa ;      10|| ≤− am ,    
застосовується наближена формула Пуассона    !)( meamP amn −≈ ,  
де  npa = .   
Для функції Пуассона !),( meamaP am −=  наявні готові до-
відкові таблиці значень і обчислювальні комп’ютерні процедури.  
При тих же припущеннях, що й для формули Пуассона, і малій 
різниці  12 mm −  для обчислення ймовірності  ),( 21 mmPn  застосо-
вується наближена формула    ∑
=
−
≈
2
1
!),( 21 m mm man maemmP .  
Зауваження. Підкреслимо, що наведені співвідношення вико-
ристовуються у випадку масових ( n  досить велике) і рідкісних ( p  
мале) подій, коли добуток npa =  зберігає приблизно стале значен-
ня для різних серій випробувань (тобто середнє число npa =  появ 
події A  у різних серіях випробувань залишається майже незмін-
ним). Формула Пуассона широко застосовуються в теорії масового 
обслуговування та в теорії надійності, де a  – інтенсивність відмов.  
Приклад 1. Імовірність p  допустити помилку при наборі на 
клавіатурі деякого тексту, що містить 1200=n  знаків, дорівнює 
005,0 . Знайти найімовірніше число 0m  зроблених помилок і його 
ймовірність )( 0mPn .  
□  Спочатку знайдемо найімовірніше число 0m  помилок:   
)1(1)1( 0 +≤≤−+ npmnp ;  ≤≤−+⋅ 01)11200(005,0 m    
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)11200(005,0 +⋅≤ ;  005,6005,5 0 ≤≤ m ;  60 =m .   
За умовою  1,0005,0 <=p ,  10001200 ≥=n . Тоді  
03,01005,0 ≈<<= np ;  106 ≤== npa ;  100|| 0 ≤=− am .   
Оскільки необхідні припущення для застосування формули 
Пуассона справджуються, то для ймовірності )( 0mPn  одержимо 
наближену оцінку:   
161,0!66!)( 6600 0 ≈≈≈ −− emeamP amn .   ■  
Приклад 2. З підприємства на базу відправлено 8000=n  
справних виробів. Для кожного виробу ймовірність p  його по-
шкодження при транспортуванні до бази дорівнює 0003,0 . Знайти 
ймовірність ),4( nPn , що на базу надійде більше трьох пошкодже-
них виробів.  
□  Спочатку знайдемо ймовірність )3,0(nP  протилежної події, 
що на базу надійде не більше трьох пошкоджених виробів.  
За умовою   
1,00003,0 <=p ,  10008000 ≥=n , 01 =m , 32 =m .  
Тоді  
01,010003,0 ≈<<= np ;  104,2 ≤== npa ;   
10|4,20||| 1 ≤−=− am ;  10|4,23||| 2 ≤−=− am .   
Таким чином, необхідні передумови справджуються, тому для 
обчислення ймовірності )3,0(nP  можна застосувати співвідношен-
ня  ∑
=
−
≈
2
1
!),( 21 m mm man maemmP , що випливає з формули Пуассо-
на. Дістанемо:   
( ) 7787,0!34,2!24,2!14,2!04,2)3,0( 32104,2 ≈+++≈ −ePn .  
Тоді   221,07787,01)3,0(1),4( ≈−≈−= nn PnP .   ■  
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1.4. Випадкові величини та їх закони розподілу  
 
1.4.1. Основні поняття про випадкові величини  
Випадковою називають величину, що в результаті випробу-
вання може прийняти те або інше наперед невідоме значення.  
Випадкову величину позначають прописною літерою латинсь-
кого алфавіту ZYXVU ,,,,..., , а будь-яке її значення – відповідною 
малою літерою zyxvu ,,,,..., . Множину всіх можливих значень ви-
падкової величини називають її спектром.  
Приклад 1. Випадкова величина X  – порядковий номер дня 
народження (у відповідному році народження) навмання вибраного 
працівника деякого підприємства. Ця величина X  приймає зазда-
легідь невідомі натуральні значення x  з діапазону ]366;1[ , який є її 
спектром.  
Приклад 2. Припустимо, що автобуси за маршрутом курсують 
строго за графіком з інтервалом руху ∆ . Нехай випадкова величина 
X  – час очікування автобусу навмання взятим пасажиром на зу-
пинці. Ця величина X  приймає наперед невідомі дійсні невід’ємні 
значення x .  Її спектром служить відрізок ];0[ ∆ .  
З кожною випадковою подією A  можна зв’язати деяку випад-
кову величину X . Припустимо, що в результаті випробування мо-
же відбутися чи не відбутися подія A . Тоді можна розглядати ви-
падкову величину X , яка дорівнює 1, коли настає подія A , і дорів-
нює 0, коли подія A  не відбувається. Така випадкова величина X  
приймає два значення: 0=x  і 1=x . Її називають характеристич-
ною випадковою величиною події A . На практиці часто замість 
подій розглядають їх характеристичні випадкові величини.  
Розрізняють дискретні й неперервні випадкові величини. 
Дискретною називають випадкову величину, всі можливі зна-
чення якої можна пронумерувати. Тобто, множина значень дискрет-
ної величини або скінченна, або нескінченна зліченна. 
Неперервною називають випадкову величину, значення якої 
цілком заповнюють деякий числовий проміжок. Тобто, множина 
значень неперервної величини нескінченна незліченна. 
Для повної характеристики випадкової величини необхідно 
знати всі можливі її значення, а також імовірність появи кожного з 
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них у результаті випробування.  
Законом розподілу випадкової величини називають будь-яке 
правило, що встановлює зв'язок між можливими значеннями випад-
кової величини і відповідними ймовірностями.  
   
1.4.2. Форми задання закону розподілу  
дискретної випадкової величини. Найважливіші розподіли  
Існують різні форми задання закону розподілу дискретної ви-
падкової величини. Найчастіше використовуються дві наступні: 
1) ряд розподілу;  2) інтегральна функція розподілу. 
Рядом розподілу дискретної випадкової величини називають 
перелік у порядку зростання всіх можливих її значень, для кожного 
з яких указана відповідна ймовірність його появи.    
Звичайно його оформлюють у вигляді таблиці:   
 
ix  1x  2x  … nx  … 
ip  1p  2p  … np  … 
 
де  )( ii xXPp == , 1=i , 2 , ... , n , ... .  Очевидно, що 
1......21 =++++ nppp  (умова нормування), оскільки події 
}{ ixX = , 1=i , 2 , ... , n , ...  несумісні й утворюють повну групу.  
Ряд розподілу можна подати графічно. Для цього на осі абсцис 
Ox  відкладають можливі значення випадкової величини, на осі ор-
динат Oy  – їх відповідні ймовірності, а потім сполучають сусідні 
точки ),( ii px , 1=i , 2 , ... , n , ...) відрізками прямих. Одержану ла-
ману називають многокутником (полігоном) розподілу (рис. 10).  
Ряд розподілу можна задати аналітично:  )( ii xpp = , 1=i , 2 , 
... , де  )( ixp  – відома функція. Такий спосіб особливо важливий у 
випадку нескінченної множини значень ix , ...,2,1=i .   
Біноміальний розподіл. Розглянемо випадкову величину X  – 
число появ ixi = , ni ,0=  події A  при n  випробуваннях у межах 
біноміального експерименту за схемою Бернуллі. Її ряд розподілу 
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визначають за формулою Бернуллі  
inii
nni qpCiPp
−
== )( . Такий 
розподіл дискретної випадкової величини X  називають біноміаль-
ним.  
 
 
Пуассонівський розподіл. Розглянемо дискретну випадкову ве-
личину X , що приймає тільки цілі невід’ємні значення 0 , 1, 2 , …, 
n ,…, послідовність яких нескінченна. Таку випадкову величину X  
називають розподіленою за законом Пуассона, якщо ймовірність 
того, що вона прийме значення ixi = , ...,2,1,0=i  визначається за 
формулою  !ieap aii
−
= , де 0>a  – деяке додатне число, яке нази-
вають параметром закону Пуассона. 
Зауваження 1. Розглянемо типову задачу, що приводить до  
розподілу Пуассона. На осі Ox  випадковим чином розподіляються 
точки так, що виконуються наступні умови:  1)  ймовірність попа-
дання деякого числа точок на відрізок довжиною l  залежить тільки 
від його довжини і не залежить від розміщення відрізка на осі Ox  
(точки розміщуються з однаковою середньою щільністю – власти-
вість стаціонарності);  2) точки розподіляються незалежно одна 
від одної (ймовірність попадання якої-небудь кількості точок на да-
ний відрізок не залежить від числа точок, що потрапили на будь-
який інший відрізок – властивість відсутності післядії);  3) прак-
тично неможливо, щоб дві точки чи більше співпали (ймовірність 
того, що на достатньо малий відрізок довжиною x∆  попадає одна 
nx  3x  2x  1x  
Рис. 10 
),( 11 px
),( 22 px ),( 33 px
),( nn px
x
y
0
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точка, є нескінченно малою величиною першого порядку відносно 
x∆ ,  а ймовірність того, що на цей відрізок влучає більше однієї 
точки, є нескінченно малою величиною вищого порядку, ніж x∆  – 
властивість ординарності). Тоді випадкова величина X  – число 
точок ixi = , ...,2,1,0=i , які попадають на відрізок довжиною l  – 
розподілена за законом Пуассона !ieap aii
−
= , де a  – середнє чис-
ло точок, що припадає на довільний відрізок довжиною l .   
Приклад 1. На виробничій дільниці 3=n  верстатів. При нор-
мальному ході виробництва коефіцієнт використання кожного з них 
складає 7,0=p . Скласти ряд розподілу випадкової величини X  – 
числа ixi = , ni ,0=  працюючих верстатів. Побудувати відповід-
ний многокутник розподілу.  
□  Випадкова величина X  розподілена за біноміальним зако-
ном  iniinii qpCxXPp
−
=== )( , ni ,0= , де  3,01 =−= pq . Тоді  
027,03,07,0 030030 =⋅⋅=
−Cp ;   
189,03,07,0 131131 =⋅⋅=
−Cp ;    
441,03,07,0 232232 =⋅⋅=
−Cp ;  
343,03,07,0 333333 =⋅⋅=
−Cp .   
Таким чином, ряд розподілу 
має вигляд:   
 
Відповідний многокутник роз-
поділу зображений на рис. 11.   ■  
Для характеристики як неперервних, так і дискретних випад-
кових величин часто зручніше користуватися ймовірністю події 
}{ ixX < .   
Інтегральною функцією розподілу випадкової величини X  
ix  0 1 2 3 
ip  0,027 0,189 0,441 0,343 
Рис. 11 
x
y
1,0
2,0
3,0
O 1 2 3
4,0
)027,0;0(
)189,0;1(
)343,0;3(
)441,0;2(
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називають функцію )(xF , що при кожному значенні свого аргумен-
ту x  дорівнює ймовірності того, що випадкова величина X  прийме 
значення, менше x :  )()( xXPxF <= .   
Графіком інтегральної функції розподілу )(xF  дискретної ви-
падкової величини X  служить розривна ступінчата лінія, що має 
розриви типу скінченного стрибка в точках ixi = , ...,2,1=i , які 
відповідають можливим значенням випадкової величини X .  
З означення випливають наступні властивості інтегральної 
функції розподілу )(xF  дискретної випадкової величини X :    
1. ∑
<
=
xxi
i
i
pxF
,
)(
 при довільному x .   
2. 1)(0 ≤≤ xF  при довільному x .   
3. 0)(lim)( =≡−∞
−∞→
xFF
x
;  1)(lim)( =≡+∞
+∞→
xFF
x
.  
4. Функція )(xF  – неспадна кусково-стала, що зберігає своє зна-
чення в кожному i -му діапазоні ],( 1 ii xx −  зміни аргументу x  і 
стрибкоподібно збільшується в точках ixx = , які відповідають мо-
жливим значенням випадкової величини X  і розділяють указані 
діапазони, при цьому в кожній точці розриву ix , ...,2,1=i  функція 
)(xF  неперервна зліва:  )()(lim
0 ixx
xFxF
i
=
−→
,   ...,2,1=i .   
5. Для довільних  α  і β , β<α :   
)()()()()( α−β=α<−β<=β<≤α FFXPXPXP .  
Зауваження 2. За допомогою ступінчатої одиничної функції 
)(tη , що визначається формулою  



≤
>
=η
,0,0
;0,1)(
t
t
t   інтегральну 
функцію розподілу )(xF  можна подати одним виразом  
...)()(...)()()()()( 2211 +−η++−η+−η= nn xxxpxxxpxxxpxF .  
Приклад 2. Проводяться послідовні незалежні випробування 
приладів на надійність. Кожний наступний прилад досліджується 
тільки в тому випадку, коли попередній виявився надійним. Знайти 
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інтегральну функцію розподілу )(xF  випадкової величини X  – 
число ixi = ,  1=i , 2 , ... , n , ...  досліджених приладів, якщо ймовір-
ність витримати випробування для кожного з приладів 75,0=p . 
Побудувати графік )(xF . Обчислити ймовірність )8,35,1( <≤ XP  
попадання випадкової величини X  в діапазон )8,3;5,1[ .  
□  Маємо серію випробувань за схемою Бернуллі. Для кожно-
го приладу 75,0=p . Тоді 25,01 =−= pq . Імовірність, що при 
першому випробуванні 11 =x  прилад виявиться ненадійним, після 
чого дослідження припиняються, визначається так:  25,01 == qp . 
Якщо ж у цьому випадку прилад виявився надійним, то проводиться 
друге випробування. Імовірність, що при другому випробуванні 
22 =x  прилад виявиться ненадійним, після чого дослідження при-
пиняються, визначається рівністю:  188,025,075,02 ≈⋅== pqp . 
Далі:  
141,025,075,0 223 ≈⋅== qpp ; …; 25,075,0 11 ⋅== −− nnn qpp ; ….   
Тоді ряд розподілу має вигляд:   
ix  1 2 3 … nx  … 
ip  0,25 0,188 0,141 … 25,075,0 1 ⋅−n  … 
За формулою ∑
<
=
xxi
i
i
pxF
,
)(  знайдемо значення інтегральної 
функції розподілу )(xF  на кожному інтервалі ]1;(−∞ , ]2;1( , .., 
];1( nn − , … між сусідніми можливими значеннями  ixi = , 1=i , 
2 , ... , n , ...  випадкової величини X :  
0)( =xF , ]1;(−∞∈x ;  25,0)( 1 === qpxF , ]2;1(∈x ;   
438,0)( 21 ≈+=+= pqqppxF , ]3;2(∈x ;   
578,01)1()1()( 33321 ≈−=−−=++= pppqpppxF , ]4;3(∈x ;   
…;  =−=−−=+++= −−
−
11
121 1)1()1(...)( nnn pppqpppxF   
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175,01 −−= n , ];1( nnx −∈ ;  ….  
Приходимо до такої інтегральної функції розподілу )(xF :  











−∈−
∈
∈
∈
−∞∈
=
−
,...
;];1(,75,01
;...
;]4;3(,578,0
;]3;2(,438,0
;]2;1(,25,0
;]1;(,0
)(
1 nnx
x
x
x
x
xF
n
  
графік якої зображений на рис. 12.  
Тоді ймовірність попадання ви-
падкової величини X  в діапазон 
)8,3;5,1[ :  
328,025,0578,0)5,1()8,3()8,35,1( ≈−≈−=<≤ FFXP .   ■  
 
1.4.3. Форми задання закону розподілу  
неперервної випадкової величини. Найважливіші розподіли  
Говорити про розподіл ймовірностей між окремими значення-
ми неперервної випадкової величини X  немає сенсу, оскільки їх 
число нескінченне, а ймовірність, що така випадкова величина 
прийме будь-яке одне своє значення x  дорівнює нулю (це не супе-
речить тому, що вказане значення x  можливе). Визначаючи ймовір-
ність неперервної випадкової величини, мають на увазі попадання її 
значень у той чи інший інтервал.  
Інтегральна функція розподілу )(xF  неперервної випадкової 
величини X  вводиться так само, як і для дискретної випадкової 
величини:  )()( xXPxF <= . Ця форма задання закону розподілу є 
універсальною, оскільки застосовується як для дискретних, так і не-
перервних випадкових величин.  
Інтегральна функція розподілу )(xF  неперервної випадкової 
величини X  характеризується наступними властивостями:    
Рис. 12 
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1) 1)(0 ≤≤ xF  при довільному x ;    2) 0)(lim)( =≡−∞
−∞→
xFF
x
;   
1)(lim)( =≡+∞
+∞→
xFF
x
;               3) Функція )(xF  – неспадна;    
4) для довільних α  і β , β<α :  )()()( α−β=β<<α FFXP .  
Графіком інтегральної 
функції розподілу )(xF  не-
перервної випадкової величи-
ни X  служить деяка непе-
рервна лінія. На рис. 13 дана 
графічна інтерпретація проце-
су визначення ймовірності  
)()()( α−β=β<<α FFXP    
влучення в інтервал );( βα .  
Приклад 1. Нехай   





>
≤≤
<
=
2,1
;20,4/
;0,0
)( 2
x
xx
x
xF  
 – інтегральна функція розподілу деякої неперервної випадкової ве-
личини X .  Знайти ймовірність того, що в результаті п’яти випро-
бувань випадкова величина X  тричі прийме значення з інтервалу 
)8,1;5,0(− . 
□  Маємо серію 5=n  випробувань за схемою Бернуллі, де по-
дія A  полягає у влученні величини X  в інтервал )8,1;5,0(− . Тоді 
81,0048,1)5,0()8,1( 2 =−=−−= FFp ;  19,01 =−= pq . Знайдемо ймо-
вірність 3=m  появ події A  в 5=n  випробуваннях:  
192,019,081,0)3( 353355 ≈⋅⋅= −CP .    ■  
Інтегральна функція розподілу )(xF  не дозволяє порівнювати 
окремі значення неперервної випадкової величини X  з точки зору 
ймовірнісних уявлень. Для цього використовується інша форма за-
дання закону розподілу  – щільність розподілу.  
Рис. 13 
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Нехай неперервна випадкова величина X  характеризується 
неперервно диференційовною інтегральною функцією розподілу 
)(xF . Відношення xxxXxP ∆∆+<< )(  ймовірності влучення 
випадкової величини X  в малий діапазон );( xxx ∆+  до довжини 
цього діапазону x∆  можна розглядати як середню щільність ймо-
вірності випадкової величини X  на проміжку );( xxx ∆+ . Границя 
цього відношення при 0→∆x   
)(')()(lim)(lim)(
00
xF
x
xFxxF
x
xxXxP
xf
xx
=
∆
−∆+
=
∆
∆+<<
=
→∆→∆
  
характеризує щільність ймовірності випадкової величини X  у точ-
ці x .   
Щільністю (диференціальною функцією) розподілу )(xf  не-
перервної випадкової величини X  називають похідну інтегральної 
функції розподілу )(xF :  )(')( xFxf = .  
Властивості щільності розподілу )(xf : 
1. Щільність розподілу невід’ємна 0)( ≥xf   як похідна неспадної 
функції.  
2. Невласний інтеграл з нескінченними межами інтегрування від 
щільності розподілу )(xf  дорівнює одиниці:   1)( =∫
∞+
∞-
dxxf .   
3. Імовірність )( β<<α XP  влучення неперервної випадкової ве-
личини X  в інтервал );( βα , β<α  знаходиться за формулою  
∫
β
α
=β<<α dxxfXP )()(
  і чисельно дорівнює площі  S  відпо-
відної криволінійної трапеції (рис. 14).  
4. Інтегральна функція розподілу 
)(xF  визначається за формулою:  
∫
∞
=
x
-
dxxfxF )()( .  
Приклад 2. Неперервна випадко-
ва величина X  задана своєю щільніс-
тю розподілу )(xf :  Рис. 14 
x
y
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S
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


pi>
pi≤≤pi−
=
.4/||,0
;4/4/,2cos)(
x
xxC
xf   
Знайти значення сталого коефіцієнта C , інтегральну функцію роз-
поділу )(xF , ймовірність )412/( <<pi XP  влучення неперервної 
випадкової величини X  в інтервал )4;12/(pi . Побудувати графіки 
диференціальної )(xf  та інтегральної )(xF  функцій розподілу.  
□  Оскільки  1)( =∫
∞+
∞-
dxxf , то     += ∫∫
pi−
∞−
+∞
∞−
4/
0)( dxdxxf   
CxCdxxdxC ==++ pi
pi−
+∞
pi
pi
pi−
∫∫
4/
4/
4/
4/
4/
2sin
2
02cos ;   1=C .   
Знайдемо інтегральну функцію розподілу )(xF : 
1) На ділянці 4/pi−<x :    00)()( === ∫∫
∞−∞−
xx
dxdxxfxF ;  
2) На ділянці 4/4/ pi≤≤pi− x :    
2
1
2
2sin2sin
2
12cos0)( 4/
4/
4/
+==+=
pi−
pi−
pi−
∞−
∫∫
x
xxdxdxxF x
x
;  
3) На ділянці 4/pi>x :   
12sin
2
102cos0)( 4/ 4/
4/
4/
4/
4/
==++=
pi
pi−
pi
pi
pi−
pi−
∞−
∫∫∫ xdxxdxdxxF
x
.  
Таким чином:   ;
.4/,1
4/4/),12)(sin2/1(
;4/,0
)(





pi>
pi≤≤pi−+
pi−<
=
x
xx
x
xF  
Обчислимо ймовірність )412/( <<pi XP  влучення непе-
рервної випадкової величини X  в інтервал )4;12/(pi :  
Перший спосіб:     +==





<<
pi
∫∫
pi
pipi
4/
12/
4
12/
2cos)(4
12
xdxdxxfxP   
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4
12sin
2
10 4/12/
4
4/
==+
pi
pi
pi
∫ xdx .  
Другий спосіб:   
4/1)1)6/)(sin(2/1(1)12/()4()412/( =+pi−=pi−=<<pi FFxP .  
(Графіки диференціальної )(xf  та інтегральної )(xF  функ-
цій розподілу побудуйте самостійно).    ■   
Рівномірний розподіл. Неперервна випадкова величина X  має 
рівномірний розподіл на відрізку ];[ βα , якщо її щільність розподі-
лу )(xf  на цьому проміжку стала, при цьому    





β>
β≤≤αα−β
α<
=
.,0
;,)(1
;,0
)(
x
x
x
xf
   
Інтегральна функція )(xF  рівномірно розподіленої випадко-
вої величини визначається за формулою    





β>
β≤≤αα−βα−
α<
=
.,0
;,)()(
;,0
)(
x
xx
x
xF
 
Графіки інтегральної )(xF  та диференціальної )(xf  функцій 
рівномірного розподілу зображені відповідно на рис. 15 і рис. 16.  
 
 
)(xF  
0 α  β  x  
1
 
α−β
1
  
)(xf  
x  β  α  0 
Рис. 15 Рис. 16 
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Показниковий розподіл. Неперервна випадкова величина X  
розподілена за показниковим (експоненціальним) законом, якщо її 
щільність розподілу має вигляд:  



≥λ
<
= λ−
,0,
;0,0)(
xe
x
xf
x
 
де 0>λ  – додатний параметр розподілу.  
Знайдемо інтегральну функцію експоненціального розподілу 
)(xF :  
x
x
xx xx eedxedxdxxfxF λ−λ−λ−
∞−∞−
−=−=λ+== ∫∫∫ 10)()( 00
0
.  
Таким чином,    



≥−
<
= λ−
.0,1
;0,0)(
xe
x
xF
x
  
Графіки інтегральної )(xF  та диференціальної )(xf  функцій 
експоненціального розподілу зображені відповідно на рис. 17 і 
рис. 18.  
 
Знайдемо ймовірність влучення випадкової величини X , що 
має експоненціальний розподіл, в інтервал );( βα , β<α≤0 :   
λβ−λα−
−=α−β=β<<α eeFFXP )()()( .  
Зауваження 1. Експоненціальний розподіл часто зустрічається 
в задачах теорії масового обслуговування та в теорії надійності.  
Припустимо, що деякий прилад починає працювати в момент 
часу 0=t  і в деякий момент часу 0>t  відмовляє. Позначимо че-
x  
1
)(xF  
0 x  0  
λ  
)(xf  
Рис. 17 Рис. 18 
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рез T  випадкову величину – тривалість безвідмовної роботи прила-
ду.  Інтегральна функція розподілу )()( tTPxF <=  визначає ймо-
вірність відмови за проміжок часу );0( t . Імовірність )(tR  проти-
лежної події – безвідмовна робота приладу на протязі часу );0( t  – 
називають функцією надійності )()( tTPtR >= .  При експонен-
ціальному законі розподілу маємо  tetFtTPtR λ−=−=>= )(1)()( . 
Таким чином, безвідмовна робота приладу залежить тільки від ін-
тенсивності відмов λ  і пройденого часу t , але не залежить від його 
попередньої роботи.  
Нормальний розподіл. Неперервна випадкова величина X  ро-
зподілена за нормальним законом, якщо її щільність розподілу має 
вигляд:  
)2()( 22
2
1)( σ−−
piσ
=
axexf ,  
де a  і σ  – параметри розподілу, тлумачення яких наведено далі.  
Цей закон носить ім’я Гаусcа, оскільки вперше був запропо-
нований ним при дослідженні випадкових похибок вимірювань, ви-
ходячи з двох припущень:  1) похибки різного знака, але однакові за 
величиною, мають однакову ймовірність;  2) малі похибки більш 
ймовірні, ніж великі (промахи).  
Графіком щільності нормально-
го розподілу )(xf  служить горбопо-
дібна крива, зображена на рис. 19. 
Пряма  ax =   є її віссю симетрії.  
Інтегральна функція нормаль-
ного розподілу )(xF  визначається 
так: 
∫
∞−
σ−−
piσ
=
x
au duexF )2()(
22
2
1)( .  
Графік інтегральної функції )(xF  поданий на рис. 20. Він 
центрально симетричний відносно точки  )5,0;(aS .  
Оскільки останній інтеграл не виражається через елементарні 
функції, то для обчислення )(xF  використовують співвідношення  
x  
0  a  
)(xf  
Рис. 19 
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( )σ−= /)()( * axFxF ,  
де   ∫
∞−
−
pi
=
x
u duexF 2*
2
2
1)(
  
– інтегральна функція стан-
дартного нормального розподі-
лу з параметрами 0=a  і 1=σ .  
Її можна подати через функцію 
Лапласа )(xΦ :  
)(
2
1
2
1
2
1
2
1)(
0
2
0
22* 222 xduedueduexF
x
uu
x
u Φ+=
pi
+
pi
=
pi
= ∫∫∫
−
∞−
−
∞−
−
.  
Знайдемо ймовірність влучення нормально розподіленої ви-
падкової величини X  в діапазон  );( βα , β<α :   
( ) ( ) =σ−α−σ−β=α−β=β<<α /)(/)()()()( ** aFaFFFXP   
( ) ( ) =σ−αΦ−−σ−βΦ+= /)(5,0/)(5,0 aa   
( ) ( )σ−αΦ−σ−βΦ= /)(/)( aa .  
Отже,   ( ) ( )σ−αΦ−σ−βΦ=β<<α /)(/)()( aaXP .   
Приклад 3. Неперервна випадкова величина X  розподілена за 
нормальним законом з параметрами 20=a  і 10=σ . Знайти ймо-
вірність того, що значення випадкової величини X  потраплять в 
інтервал )40;15( .  
□  Тут 15=α  і 40=β . Тоді  
( ) ( ) −Φ=−Φ−−Φ=<< )2(10/)2015(10/)2040()4015( XP   
669,019146,047725,0)5,0()2()5,0( ≈+=Φ+Φ=−Φ− .   ■   
Зауваження 2. Часто треба обчислити )|(| δ<− aXP  – ймо-
вірність того, що відхилення нормально розподіленої випадкової 
величини X  від її значення ax =  за модулем менше заданого до-
датного числа δ , тобто ймовірність  )( δ+<<δ− aXaP . Покла-
даючи δ−=α a  і δ+=β a  у формулі для )( β<<α XP , дістане-
мо  
1 
5,0  
)(xF  
x  
0  a  
)5,0;(aS  
Рис. 20 
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)/(2)|(| σδΦ=δ<− aXP .   
Приклад 4. Неперервна випадкова величина X  розподілена за 
нормальним законом з параметрами 20=a  і 5=σ . Знайти ймо-
вірність того, що відхилення випадкової величини X  від її значен-
ня ax =  за модулем менше заданого додатного числа 3=δ .  
□  452,022575,02)5/3(2)3|20(| ≈⋅=Φ=<−XP .   ■   
 
1.4.4. Числові характеристики випадкових величин  
Закон розподілу випадкової величини з імовірнісної точки зо-
ру є її вичерпною характеристикою. Проте в багатьох практичних 
задачах не має потреби у такому повному описі. Досить указати 
тільки окремі числові параметри, що у стислій формі характери-
зують суттєві риси розподілу. Такі числа називають числовими ха-
рактеристиками випадкової величини. Часто знання числових ха-
рактеристик відкриває можливість розв’язувати задачі з випадкови-
ми величинами, не знаючи законів розподілу.  
Числові характеристики випадкових величин не є випадкови-
ми величинами. Для заданої випадкової величини будь-яка з цих ха-
рактеристик має тільки одне певне значення, що не залежить від 
кількості проведених випробувань і конкретного результату кожно-
го з них.  
Далі розглядаються основні числові характеристики, що відо-
бражають форму розподілу та його положення.  
Математичним сподіванням )(XM  називають середнє 
зважене за ймовірностями значення випадкової величини X , що 
визначається за формулами:   
1) ∑=
i
ii pxXM )(  – для дискретної випадкової величини X  
(сума добутків всіх можливих значень ix , 1=i , 2 , ... , n , ...  випадко-
вої величини X  на відповідні ймовірності  ip , 1=i , 2 , ... , n , ...);   
2) ∫
∞+
∞−
= dxxfxXM )()(
 – для неперервної випадкової вели-
чини X  (невласний інтеграл з нескінченними межами інтегрування 
від добутку значення x  випадкової величини X  на відповідне зна-
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чення щільності розподілу )(xf ).  
Математичне сподівання – найважливіша числова характерис-
тика, що відображає зміщення значень випадкової величини на чис-
ловій осі Ox  відносно початку координат.  
Математичне сподівання )(XM  також називають центром 
розподілу, оскільки воно служить середнім (зваженим за ймовірнос-
тями) значенням випадкової величини X , навколо якого групують-
ся всі її можливі значення. У наближених розрахунках замість самої 
випадкової величини звичайно використовують її математичне спо-
дівання.  
Зауваження 1. Математичне сподівання )(XM  випадкової ве-
личини X  може не співпадати ні з одним з її можливих значень.  
Модою )(XMo  називають локально найбільш імовірне зна-
чення випадкової величини X , тобто те можливе значення x , для 
якого ймовірність ip  (у дискретному випадку) чи щільність розпо-
ділу )(xf  (у неперервному випадку) досягає локального максиму-
му.  
Розподіл з однією модою називають унімодальним (рис. 21). 
Також виділяють полімодальні (рис. 22), антимодальні (рис. 23) і 
безмодальні (рис. 24) розподіли.  
Неперервні випадкові величини мають ще одну характерис-
тику положення на осі Ox  – медіану.  
Медіаною )(XMe  називають значення неперервної випадко-
вої величини X , для якого справджується рівність   
( ) ( ))()( XMeXPXMeXP >=< .  
 
 
0  )(XMo  
x  
)(xf  
Рис. 22  
)(XMo  0  )(XMo  
)(xf  
Рис. 21  
x  
 53 
 
Пряма )(XMex = , що проходить через медіану перпендику-
лярно до осі Ox , ділить площу фігури, обмеженої графіком щіль-
ності розподілу )(xf  і віссю Ox , на дві рівні частини (рис. 25).  
 
 
Зауваження 2. Для симетричного унімодального розподілу ви-
падкової величини значення математичного сподівання, моди і ме-
діани збігаються. Обернене твердження, в загальному випадку, не 
справджується.   
Нехай )(XMa = . Дисперсією )(XD  випадкової величини 
X  називають математичне сподівання квадрата її відхилення 
aX −  від математичного сподівання:  ( )2)()( aXMXD −= . Дис-
персія )(XD  характеризує розсіювання цієї величини навколо ма-
тематичного сподівання і визначається за формулами:   
     1) ∑ −=
i
ii paxXD
2)()(
 – для дискретної величини X ;   
     2) ∫
∞+
∞−
−= dxxfaxXD )()()( 2
 – для неперервної величини X .  
Дисперсія має розмірність квадрата випадкової величини, що 
не завжди зручно. Тому для характеристики розсіювання випадко-
0  
)(xf  
Рис. 24  
x  
o o
0  
)(xf  
Рис. 23  
x  
o o
0  )(XMe  
)(xf  
Рис. 25  
x  
( ) 5,0)( => XMeXP( ) 5,0)( =< XMeXP
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вої величини X  часто застосовують середнє квадратичне відхи-
лення )(Xσ  – квадратний корінь із дисперсії:  )()( XDX =σ .  
На рис. 26 подані графіки щільності розподілу )(1 xfy =  і 
)(2 xfy =  двох неперервних випадкових величин 1X  і 2X  з одна-
ковими математичними сподіваннями aXMXM == )()( 21  і різ-
ними дисперсіями )()( 21 XDXD < . Розподіл з більшою дисперсією 
(відповідно з більшим середнім квадратичним відхиленням) має ви-
щий ступінь розсіювання (сильніше “розмазаний” вздовж осі Ox ).  
 
 
Зауваження 3. Для нормально розподіленої випадкової величи-
ни X  зі щільністю розподілу )2()(
22
2
1)( σ−−
piσ
=
axexf  парамет-
ри a  і σ  відповідно дорівнюють її математичному сподіванню 
)(XM  і середньому квадратичному відхиленню )(Xσ :   
)(XMa = ;       )(Xσ=σ .  
У цьому полягає статистичний зміст параметрів a  і σ  нормального 
закону розподілу. У додатку 1 наведено формули для обчислення 
математичного сподівання та дисперсії найважливіших розподілів.  
Розглянемо унімодальний розподіл )(xfy = . Позначимо 
)(XMa = . Для характеристики ступеня асиметрії (“зкошеності”) 
графіка функції щільності розподілу )(xfy =  використовують без-
розмірний коефіцієнт асиметрії S , що визначається за формулою    
)()( 33 XXS σµ= ,   де  ( )33 )()( aXMX −=µ .  
Рис. 26  
x
y
aO
)(1 xfy =
)(2 xfy =
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У випадку симетричності графіка )(xfy =  відносно прямої 
ax =  (зокрема, для нормального розподілу) коефіцієнт асиметрії 
дорівнює нулю:  0=S .  Якщо 0>S , то крива щільності розподілу 
більш полога справа від моди )(XMo  (рис. 27). При 0<S  вона 
більш полога зліва від моди )(XMo  (рис. 28).  
Для характеристики ступеня “гостровершинності” графіка 
щільності унімодального розподілу )(xfy =  використовують без-
розмірний коефіцієнт ексцесу E , що визначається за формулою  
3)()( 44 −σµ= XXE ,   де  ( )44 )()( aXMX −=µ .  
 
 
У випадку нормального закону розподілу випадкової величи-
ни коефіцієнт ексцесу дорівнює нулю:  0=E .  Усі інші розподіли 
порівнюються з нормальним: ті, для яких 0>E , є більш “гостро-
вершинними”, а ті, для яких 0<E , – менш “гостровершинними” 
(рис. 29).  
 
 
Розглянемо деяку випадкову величину  X  з інтегральною  
функцією розподілу )(xF . Нехай p  – деяке дійсне число таке, що 
0  )(XMo  
x  
)(xf  
Рис. 28  
0  )(XMo  
)(xf  
Рис. 27  
0>S  0<S  
0  x  
)(xf  
Рис. 29  
0<E  
0>E  
0=E  
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10 << p .  Корінь рівняння pxF =)(  називають квантилем по-
рядку p  випадкової величини X  і позначають px .   
Медіана є квантилем порядку 5,0=p :  5,0)( xXMe = . При 
цьому квантилі  25,0x ,  5,0x   і  75,0x  ділять вісь Ox  на такі чотири 
частини, що ймовірності попадання в них випадкової величини X  
однакові й дорівнюють 25,0  (рис. 30).  
 
Властивості математичного сподівання та дисперсії:   
1. Математичне сподівання сталої величини C  дорівнює їй 
самій:  CCM =)( .  
□  Дійсно, сталу C  можна розглядати як дискретну випадкову 
величину, що приймає лише одне значення C  з імовірністю 1. Тому  
CCCM =⋅= 1)( .    ■  
2. Сталий множник можна виносити за знак математичного 
сподівання:  )()( XMCCXM = .  
□  Дійсно, математичне сподівання – це або скінченна сума, 
або ряд, або інтеграл. Сталу можна виносити і за знак суми, і за знак 
ряду, і за знак інтеграла.  ■ 
3. Дисперсія сталої величини C  дорівнює нулю:  0)( =CD .  
Рис. 30  
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Для багатьох важливих розподілів складені таблиці значень 
квантилей найбільш уживаних порядків.  
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□  Дійсно, ( ) 0)0()()( 2 =Μ=−= CCMCD .   ■ 
4. Дисперсія добутку сталої величини C  на випадкову величи-
ну X  дорівнює добутку квадрата цієї сталої на дисперсію випад-
кової величини X :  )()( 2 XDCCXD = .  
□ Дійсно, ( ) ( )=−=−= 22 ))(())(()( XCMCXMCXMCXMCXD   
( ) ( ) )())(())(( 22222 XDCXMXMCXMXCM =−=−= .   ■ 
5. ( )22 )()()( XMXMXD −= .  
□  Дійсно,   
( ) ( ( ) )=++−=−= 222 )()(2))(()( XMXMXXMXMXMXD   
( ) ( ) ( ) ( )2222 )()()()(2 XMXMXMXMXMXM −=+⋅−= .   ■   
Приклад 1. На підприємстві ймовірність виготовлення брако-
ваної деталі %15=p . У відділ технічного контролю (ВТК) одна за 
одною надходять 6=n  деталей. Скласти ряд розподілу випадкової 
величини X  – числа ixi = , ni ,0=  бракованих деталей серед пе-
ревірених. Знайти математичне сподівання )(XM , моду )(XMo , 
дисперсію )(XD  і середнє квадратичне відхилення  )(Xσ .  
□  Випадкова величина X  розподілена за біноміальним зако-
ном  iniinii qpCxXPp
−
=== )( , ni ,0= , де  15,0%15 ==p , 
85,01 =−= pq . Тоді ряд розподілу має вигляд:   
 
ix  0 1 2 3 4 5 6 
ip  0,3771 0,3993 0,1762 0,0415 0,0055 0,0004 0,0000 
 
З аналізу ряду розподілу знайдемо моду:  1)( =XMo .  
Далі обчислимо математичне сподівання, дисперсію і середнє 
квадратичне відхилення:   
+⋅+⋅+⋅=== ∑ 31762,023993,013771,00)( i ii pxXMa   
9000,00000,060004,050055,040415,03 ≈⋅+⋅+⋅+⋅+ ;  
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×−+⋅−=−= ∑ 222 )9000,01(3771,0)9000,00()()( i ii paxXD   
+⋅−+⋅−+× 0415,0)9000,03(31762,0)9000,02(3993,0 22   
×−+⋅−+⋅−+ 222 )9000,06(0004,0)9000,05(0055,0)9000,04(   
2045,40000,0 ≈× ;   0505,22045,4)()( ===σ XDX .    ■   
Приклад 2. Неперервна випадкова величина X  задана інтег-
ральною функцією розподілу )(xF :  





>
≤≤−+
−<
=
.1,1
;11,8)1(
;1,0
)( 3
x
xx
x
xF   
Знайти щільність розподілу )(xf , математичне сподівання )(XM , 
дисперсію )(XD , середнє квадратичне відхилення  )(Xσ  і медіану 
)(XMe .  
□  Знайдемо щільність розподілу  )(')( xFxf = :  
1) На ділянці  1−<x :   0'0)( ==xf ;  
2) На ділянці  11 ≤≤− x :  ( ) 23 )1(
8
38/)1()( +=+= xx
dx
d
xf ;  
3) На ділянці  1>x :   0'1)( ==xf .  
Таким чином:   





>
≤≤−+
−<
=
.1,0
;11,)1)(8/3(
;1,0
)( 2
x
xx
x
xf  
Далі обчислимо математичне сподівання, дисперсію і середнє 
квадратичне відхилення:   
=⋅+
+
+⋅=== ∫∫∫∫
+∞
−
−
∞−
+∞
∞− 1
1
1
21
0
8
)1(30)()( dxxdxxxdxxdxxfxXMa    
++=++++= ∫
−
3/24/)(8/3(0)2()8/3(0 341
1
23 xxdxxxx   
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5,0)2/ 1
1
2
=+
−
x ;             =−= ∫
∞+
∞−
dxxfaxXD )()()( 2   
=⋅−+
+
−+⋅−= ∫∫∫
+∞
−
−
∞− 1
2
1
1
2
2
1
2 0)5,0(
8
)1(3)5,0(0)5,0( dxxdxxxdxx   
( ) ( −+=+−−+= ∫
−
451
1
234 )5/4()32/3(12344)32/3( xxdxxxxx   
) 15,01
1
23
=+−−
−
xxx ;   3873,015,0)()( ≈==σ XDX .   
Медіану )(XMe  як квантиль порядку 5,0=p  знайдемо з рів-
няння  5,0)( =xF :    
5,08)1( 3 =+x ;   4)1( 3 =+x ;   5874,014)( 3 ≈−== xXMe .  ■  
Зауваження 4. Для опису властивостей випадкової величини 
X , крім розглянутих вище характеристик, також використовуються 
й інші. До них належать початкові та центральні моменти.  
Початковим моментом k -го порядку )(Xkα  випадкової 
величини X  називають математичне сподівання її k –го степеня: 
)()( kk XMX =α .  Зокрема, математичне сподівання )(XM  є 
першим початковим моментом )(1 Xα :  )()(1 XMX =α .   
Центральним моментом k -го порядку )(Xkµ  випадкової 
величини X  називають математичне сподівання k -го степеня її 
відхилення aX −  від математичного сподівання )(XMa = :  
( )kk aXMX )()( −=µ . Зокрема, дисперсія )(XD  є другим цен-
тральним моментом  )(2 Xµ :  )()(2 XDX =µ .  
Приклад 3. Знайти математичне сподівання )(XMa =  і се-
реднє квадратичне відхилення )(Xσ , центральні моменти )(3 Xµ  і 
)(4 Xµ , коефіцієнт асиметрії S  і коефіцієнт ексцесу E  випадкової 
величини X , що розподілена за показниковим законом:  



≥λ
<
= λ−
.0,
;0,0)(
xe
x
xf
x
    (Розв’язати самостійно).  
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1.4.5. Багатовимірні випадкові величини  
При вивченні масових випадкових явищ часто необхідно де-
кілька випадкових величин, що їх характеризують, розглядати су-
місно, враховуючи зв'язки між ними.  
Систему n  випадкових величин 1X , 2X , …, nX , кожна з 
яких набуває те чи інше своє значення у результаті одного й того ж 
випробування, позначають )...,,,( 21 nXXXX =  і називають n -
вимірною випадковою величиною або n -вимірним випадковим 
вектором.  
Приклад 1. Підприємство виготовляє керамічну плитку. Якщо 
для кожного виробу контролюються його довжина 1X  і ширина 
2X , то маємо двовимірну випадкову величину ),( 21 XXX = . Як-
що ж, крім зазначених параметрів, для кожного виробу контро-
люється також його товщина 3X , то маємо тривимірну випадкову 
величину ),,( 321 XXXX = .  
Як і для одновимірної випадкової величини, для випадкового 
вектора вводять поняття закону розподілу і числові характеристики. 
Зауваження 1. Надалі, для простоти, розглядаються тільки дво-
вимірні випадкові величини ),( YXZ = . Узагальнюючи наведені 
положення, їх можна перенести за аналогією на випадкові вектори 
більшої розмірності.  
Двовимірна випадкова величина ),( YXZ =  характеризується 
множинами значень XU  і YU  своїх компонент X  і Y , а також су-
місним двовимірним законом розподілу. У відповідності з типом 
компонент X  і Y  розрізняють дискретні, неперервні та змішані 
двовимірні випадкові величини ),( YXZ = .   
Двовимірну випадкову величину  ),( YXZ =  геометрично 
можна подати як випадкову точку ),( YXM  на координатній пло-
щині Oxy  або як відповідний випадковий радіус-вектор OM .  
Закон розподілу дискретної випадкової величини  ),( YXZ =  
можна задати у формі матриці розподілу – прямокутної таблиці, 
що містить усі можливі значення компонент  ix , 1=i , 2 , ... , k , ...   
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і jy , 1=j , 2 , ... , l , ... , та для кожної з можливих пар ),( ji yx  – її 
ймовірність ),( jiij yYxXPp === :  
 
),( YX  1x  2x  … kx  … 
1y  11p  21p  … 1kp  … 
2y  12p  22p  … 2kp  … 
… … … … … … 
ly  lp1  lp2  … klp  … 
… … … … … … 
 
Властивості матриці розподілу:  
1. 1
,
=∑ ji ijp   (умова нормування).  
2. ∑= j iji pp   (перехід до ряду розподілу компоненти X ). 
3. ∑= i ijj pp   (перехід до ряду розподілу компоненти Y ). 
Найбільш універсальною формою задання закону розподілу як 
дискретних, так і неперервних та змішаних багатовимірних випад-
кових величин є інтегральна функція розподілу.  
Інтегральною функцією розподілу двовимірної випадкової 
величини ),( YXZ =  (функцією сумісного розподілу двох випадко-
вих величин X  і Y ) називають функцію ),( yxF , яка для кожної 
пари ),( yx  значень своїх аргументів дорівнює ймовірності того, що 
випадкові компоненти X  і Y  виявляться меншими за відповідні 
значення аргументів:   
),(),( yYxXPyxF <<= .  
Геометрично інтегральна функ-
ція ),( yxF  двовимірного випадково-
го вектора ),( YXZ =  – це ймовір-
ність влучення випадкової точки 
),( YXM  у заштриховану на рис. 31 
область координатної площини Oxy  
x  
y  
Рис. 31 
),( YX
 
O  
),( yx  
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(нескінченний прямий кут з вершиною в точці ),( yx ).   
З означення випливають наступні властивості інтегральної 
функції розподілу ),( yxF :  
1.°Усі значення функції ),( yxF  задовольняють подвійній нерівнос-
ті  1),(0 ≤≤ yxF .  
2.° ),( yxF  –  неспадна функція за кожним аргументом, тобто  
),(),( 2121 yxFyxFxx ≤⇒< ;   ),(),( 2121 yxFyxFyy ≤⇒< .  
3.°Справедливі граничні співвідношення:   
0),( =∞−−∞F ; 0),( =−∞ yF ; 0),( =∞−xF ; 1),( =∞++∞F .  
4.°При +∞→y  двовимірна інтегральна функція розподілу ),( yxF  
визначає інтегральну функцію розподілу )(xFX  компоненти X :  
),()( ∞+= xFxFX . Аналогічно, при +∞→x  двовимірна інтег-
ральна функція розподілу ),( yxF  визначає інтегральну функцію 
розподілу )(yFY  компоненти Y :  ),()( yFyFY +∞= .   
Графіком інтегральної функції розподілу неперервної двови-
мірної випадкової величини ),( YX  служить деяка поверхня 
),( yxFz = , розміщена між площинами 0=z  і 1=z  (рис. 32). По-
верхня ),( yxFz =  асимптотично наближається до площини 0=z , 
коли або −∞→x , або −∞→y , або одночасно  −∞→x  і 
−∞→y . При одночасному виконанні умов +∞→x  і +∞→y  
поверхня ),( yxFz =  асимптотично наближається до площини 
1=z .  
Дві випадкові величини X  і Y  називають незалежними, як-
що закон розподілу однієї з них не залежить від того, яке значення 
набула інша.  
Для двох незалежних випадкових величин X  і Y  справедливе 
співвідношення  )()(),( yFxFyxF YX= , що служить критерієм 
незалежності.  
Якщо критерій не виконується хоча б в одній точці, то вели-
чини X  і Y  є залежними.  
Таким чином, у випадку залежності між випадковими величи-
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нами X  і Y  перехід від двох одновимірних законів )(xFX  і )(yFY  
до двовимірного закону розподілу ),( yxF  здійснити неможливо. 
Для цього необхідно знати умовні закони розподілу.  
 
 
Умовний закон розподілу у формі інтегральної функції  
)/( yxF  – це закон розподілу випадкової величини X  при умові, 
що інша випадкова величин Y  прийняла певне конкретне значення.  
Якщо величини X  і Y  – незалежні, то  
)()/( xFyxF X= ;         )()/( yFxyF Y= .  
Зауваження 2. Необхідно розрізняти функціональну (“жорст-
ку”) і статистичну (“у тенденції”) залежності. Якщо випадкові 
величини X  і Y  зв’язані функціональною залежністю )(xy ϕ= , то 
за відомим значенням X  можна однозначно визначити відповідне 
значення Y . У випадку статистичної залежності між випадковими 
величинами X  і Y  за відомим значенням однієї з них можна вста-
новити тільки умовний закон розподілу іншої, тобто визначити 
ймовірність появи довільно взятого значення іншої величини.  
Наприклад, між масою Y  зібраного врожаю і масою X  вне-
сених при вирощуванні добрив існує статистична (ймовірнісна) за-
лежність.  
Рис. 32  
x
yz
O
0=z
1=z
),( yxFz =
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Розглянемо найважливіші числові характеристики двовимір-
них випадкових величин.  
Математичним сподіванням двовимірної випадкової вели-
чини ),( YXZ =  називають невипадковий вектор ),( yx aa , компо-
нентами якого є математичні сподівання відповідних компонент 
випадкового вектора ),( YXZ = :  )(XMax =  і )(YMay = . Точка 
),( yx aa  визначає центр двовимірного розподілу.  
Дисперсією двовимірної випадкової величини  ),( YXZ =  на-
зивають невипадковий вектор ),( 22 yx σσ , компонентами якого є дис-
персії відповідних компонент випадкового вектора ),( YXZ = :  
)(2 XDx =σ  і )(2 YDy =σ .  
Особливу роль, як характеристика двомірного випадкового 
вектора ),( YXZ = , відіграє другий змішаний центральний момент  
( )))(( yxxy aYaXMk −−= ,   
який називають кореляційним моментом або коваріацією.  
Для дискретних випадкових величин X  і Y  кореляційний 
момент xyk  визначається за формулою  
∑∑
= =
−−=
n
i
m
j
ijyixixy payaxk
1 1
))(( ,   
де  ),( jiij yYxXPp === ;  n  – кількість можливих значень ком-
поненти X ;  m  – кількість можливих значень компоненти Y .   
Кореляційний момент xyk  характеризує ступінь розсіювання 
випадкових величин X  і Y  навколо їх математичного сподівання 
),( yx aa , а також ступінь лінійної залежності між ними. Для харак-
теристики тільки ступеня лінійної залежності між випадковими ве-
личинами X  і Y  використовується коефіцієнт кореляції  
yx
xy
xy
k
r
σσ
= ,   
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де  )(XDx =σ  і )(YDy =σ  – середні квадратичні відхилення 
випадкових величин відповідно  X   і  Y .  
Якщо  0≠xyr , то випадкові величини  X   і  Y  називають ко-
рельованими.  
Значення коефіцієнта кореляції xyr  знаходиться в діапазоні від 
–1 до +1. Якщо X  і Y  незалежні між собою, то 0=xyr , тобто X  і 
Y  – некорельовані. Якщо X  і Y  зв'язані лінійною функціональною 
залежністю baXY += , то  1−=xyr  при 0<a   і  1=xyr  при 
0>a . Чим більша абсолютна величина коефіцієнта кореляції xyr , 
тим ближче статистична залежність величин  X  і Y  до лінійної 
функціональної.  
Зауваження 3. Поняття залежності ширше поняття корельова-
ності. Дві незалежні випадкові величини завжди некорельовані. Дві 
корельовані випадкові величини обов'язково залежні. Проте дві за-
лежні випадкові величини можуть бути як корельованими, так і ні, 
оскільки залежність може мати нелінійний характер.  
Серед числових характеристик умовних розподілів залежних 
випадкових величин X  і Y  найбільше практичне значення має 
умовні математичні сподівання.  
Умовним математичним сподіванням )/(/ yXMa yx =  ви-
падкової величини X  називають її математичне сподівання, обчис-
лене при умові, що інша випадкова величина Y  набула певного 
конкретного значення yY = .  
Для дискретних випадкових величин X  і Y  умовні матема-
тичні сподівання визначаються за формулами  
∑
=
=
n
i jiiyx pxa j 1 // ;  ∑ ==
m
j ijjxy pya i 1 // ,   
де               )()/(/ jijjiji yYPpyYxXPp ===== ;   
                  )()/(/ iijijij xXPpxXyYPp ===== .   
Умовне математичне сподівання yxa / , що є деякою функцією 
від y :  )(/ yha yx = , називають регресією X  на Y . Аналогічно, 
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умовне математичне сподівання xya / , що є деякою функцією від x :  
)(/ xga xy = , називають регресією Y  на X .  
Аналітичні вирази )(/ yha yx =  і )(/ xga xy =  називають рів-
няннями регресії.  Графіки функцій  )(/ yha yx =  і )(/ xga xy =  на-
зивають лініями регресії.  
Регресійний аналіз дозволяє вияви-
ти характер залежності між величинами 
X  і Y . На рис. 33 лінія регресії 1 пока-
зує, що між X  і Y  існує додатна кореля-
ційна залежність, при цьому 0>xyr . Лінія 
регресії 2 показує, що між X  і Y  існує 
від’ємна кореляційна залежність, при 
цьому 0<xyr . А лінія регресії 3 показує, 
що величини X  і Y  лінійно незалежні, при цьому 0=xyr .  
Якщо лінії регресії є прямими, то їх рівняння мають вигляд:   
BAxa xy +=/ ;   DCya yx +=/ ,   
де  xyxyrA σσ= ; xy aAaB −= ; yxxyrC σσ= ; yx aCaD −= .  
Прямі регресії проходять через центр ),( yx aa  сумісного роз-
поділу величин X  і Y .  
 
1.5. Закон великих чисел. Граничні теореми  
Нехай у ході статистичного експерименту визначаються зна-
чення деякої випадкової величини X . При однократному випробу-
ванні не можна заздалегідь передбачити, яке з можливих значень 
прийме величина X . Проте при багатократному повторенні досліду 
середнє арифметичне величини X  майже втрачає випадковий ха-
рактер і наближається до деякого сталого значення.  
Закон великих чисел – це сукупність теорем, що визначають 
умови прямування середніх арифметичних значень випадкових ве-
личин до відповідних констант при проведенні великого числа n  
( 1000...100>n ) дослідів. Самими відомими серед них є теореми 
Рис. 33 
O  
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xya /
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x
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Чебишова і Бернуллі.   
Нерівність Чебишова. Для довільної випадкової величини X  з 
математичним сподіванням  )(XM  і дисперсією )(XD  справед-
лива нерівність  
( ) 2 )(|)(| ε≤ε≥−
XDXMXP ,   
де ε  – довільне додатне число.  Іншими словами, абсолютне від-
хилення випадкової величини від її математичного сподівання не 
менше ε  з імовірністю, що не перевищує відношення дисперсії цієї 
випадкової величини до квадрата ε .  
Приклад 1. Оцінити ймовірність, що випадкова величина X  
прийме значення за межами інтервалу ),( ε+ε− xx aa , де  xσ=ε 3 .  
□  Оскільки )(2 XDx =σ , з нерівності Чебишова при xσ=ε 3  
маємо  
( )
9
1
9
3|| 2
2
=
σ
σ≤σ≥−
x
x
xxaXP .    ■  
Зауваження 1. Нерівність Чебишова дає тільки верхню оцінку, 
що не залежить від закону розподілу, для ймовірності абсолютного 
відхилення || xaX − .  
Послідовність випадкових величин nX , ...,2,1=n  збігається 
за ймовірністю до випадкової величини X , якщо ймовірність того, 
що nX  відрізняється від X  на довільне скінченне число прямує до 
нуля при ∞→n :   
XX
P
n
n
∞→
→ , якщо ( ) 0||lim =ε>−
∞→
XXP n
n
 для довільного 0>ε .   
Теорема Чебишова. Нехай проведено n  однакових незалежних 
випробувань, у яких випадкова величина X  прийняла відповідно зна-
чення 1x , 2x , …, nx . При необмеженому збільшенні числа n  випро-
бувань середнє арифметичне ∑
=
=
n
i ixnx 1)/1(  значень випадкової 
величини X  збігається за ймовірністю до її математичного споді-
вання  
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)(1
1
XMx
n
x
P
n
n
i
i
∞→
=
→= ∑ , 
тобто для довільного додатного ε  справджується рівність 
( ) 1||lim =ε<−
∞→
x
n
axP .   
Зауваження 2. Хоча співвідношення ε<− || xax  не є досто-
вірним, проте за теоремою Чебишова якщо число випробувань n  
досить велике, то ймовірність його виконання близька до 1, напри-
клад, 0,99 чи 0,999, що означає його практичну вірогідність. Тоб-
то, невідоме математичне сподівання випадкової величини X  
практично можна замінити середнім арифметичним значенням  
∑
=
=≈
n
i
ix x
n
xa
1
1
, отриманим за результатами досить великої кіль-
кості випробувань. При цьому, чим більше n , тим з більшою ймо-
вірністю, що наближається до 1, можна очікувати, що абсолютна 
похибка || xax −  такої заміни не перевищить задану величину ε .  
Наприклад, нехай проводиться серія з n  вимірювань деякого 
показника x , причому:  а) результат кожного вимірювання не зале-
жить від результатів інших, тобто всі результати 1X , 2X , …, nX  є 
попарно незалежними випадковими величинами;  б) вимірювання 
проводяться без систематичних похибок (їх математичні сподівання 
рівні між собою і дорівнюють істинному значенню a  вимірюваної 
величини x );  в) забезпечена певна точність вимірювань, тобто ди-
сперсії випадкових величин  1X , 2X , …, nX  рівномірно обмежені. 
Тоді при достатньо великій кількості n  вимірювань їх середнє ари-
фметичне виявиться скільки завгодно близьким до істинного зна-
чення a  величини x .  
Теорема Бернуллі. Нехай проведено n  однакових незалежних 
випробувань, у кожному з яких можлива поява події A  з імовірніс-
тю )(AP , і в результаті подія A  відбулася m  раз. Тоді при необ-
меженому зростанні числа випробувань n  ( ∞→n ) відносна час-
тота nmAWn /)( =  появи події A  збігається за ймовірністю до її 
ймовірності )(AP :  
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)P()( AAW
P
n
n
∞→
→ .  
Іншими словами, при ∞→n  відносна частота випадкової події A  
з імовірністю, що прямує до 1, необмежено зближується з імовір-
ністю цієї події A :  
( ) 1)P()(Plim =ε<−
∞→
AAWn
n
,   
де ε  – довільне (як завгодно мале) фіксоване додатне число.  
Відомо, що на практиці дуже поширеним є нормальний розпо-
діл. Пояснення цього феномену дає  
центральна гранична теорема (у формі Ляпунова). Нехай 1X , 
2X , …, nX  – незалежні випадкові величини з приблизно однакови-
ми дисперсіями DXD i ≈)( , ni ...,,2,1= . Тоді при необмеженому 
зростанні n  ( ∞→n ) закон розподілу їх суми ∑
=
=
n
i iXY 1   необ-
межено наближається до нормального закону  
∫
∞−
σ−−
piσ
=
y
au
y
dueyF yy )2()(
22
2
1)(   
з параметрами   ∑
=
=
n
i iy XMa 1 )(    і   ∑ ==σ
n
i iy XD1 )( .  
Зауваження 3. Вимога DXD i ≈)( , ni ...,,2,1=  означає, що ні 
один з доданків не носить домінуючого характеру (вплив всіх iX , 
ni ...,,2,1=  на суму Y  приблизно однаковий). Таким чином, нор-
мальний розподіл виникає тоді, коли підсумовується багато незале-
жних (чи слабо залежних) випадкових величин, рівень впливу кож-
ної з яких на розсіювання суми має однаковий (рівномірно малий) 
порядок. На практиці така ситуація спостерігається досить часто, 
оскільки у випадку більш суттєвого впливу деякої величини iX  на 
суму Y  звичайно приймаються спеціальні заходи для усунення від-
повідної головної причини розсіювання Y .  
Зауваження 4. У реальних обставинах при підсумовуванні ве-
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личин iX , ni ...,,2,1=  з однаковим законом розподілу, що харак-
теризується математичним сподіванням  xi aXM =)( , ni ...,,2,1=  і 
дисперсією  2)( xiXD σ= iX , ni ...,,2,1= , закон розподілу їх суми 
∑
=
=
n
i iXY 1  можна вважати приблизно нормальним за умови 
50...20>n . При цьому  xy ana =   і  nxy σ=σ , .  
Приклад 2. Незалежні випадкові величини iX , , ni ...,,2,1=  
100=n  розподілені рівномірно на відрізку ]1;0[ :   





>
≤≤
<
=
.1,1
;10,
;0,0
)(
x
xx
x
xF   
Знайти наближено інтегральну функцію розподілу )(yF  їх суми 
∑
=
=
n
i iXY 1 , а також ймовірність того, що  7045 << Y . 
□  Оскільки 50100 >=n , то випадкова величина Y  має при-
близно нормальний розподіл ∫
∞−
σ−−
piσ
=
y
au
y
dueyF yy )2()(
22
2
1)(   з 
параметрами  xy ana =   і  nxy σ=σ .  
Для рівномірного розподілу дістанемо:   





>
≤≤
<
==
;1,0
;10,1
;0,0
)(')(
x
x
x
xFxf   === ∫
+∞
∞−
dxxfxXMmx )()(   
2/1)2/1 1
0
2
1
0
==⋅= ∫ xdxx ;  =−==σ ∫
+∞
∞−
dxxfmxXD xx )()()( 22   
12/13/)2/1(1)2/1( 1
0
3
1
0
2
=−=⋅−= ∫ xdxx .  
Тоді  
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502/1100 =⋅== xy ana ;  33510012/1 =⋅=σ=σ nxy .    
Отже,  ∫
∞−
−−
pi
=
y
u dueyF 50)50(3
2
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3)( .  
Далі за формулою  
( ) ( )xxxx aaXP σ−αΦ−σ−βΦ=β<<α /)(/)()(   
знайдемо ймовірність влучення випадкової величини Y  в заданий 
діапазон  )70;45();( =βα , β<α :   
−Φ=





−Φ−





−Φ≈<< )34(
335
5045
335
5070)7045( YP   
≈Φ+Φ≈Φ+Φ=−Φ− )732,1()928,6()3()34()3(   
958,0458,05,0 ≈+≈ .   ■   
 
 
1.6. Контрольні запитання до змістового модулю  
“Теорія ймовірностей”  
1. Дайте визначення випадкової (стохастичної) події.  
2. Які події називаються:  неможливими? достовірними? рівно-
можливими? несумісними? протилежними? Наведіть приклади.  
3. Чи є протилежні події несумісними?  
4. Чи є несумісні події протилежними?  
5. Дайте визначення ймовірності випадкової події.  
6. Як визначити ймовірність події класичним методом?  
7. Що розуміють під повною групою подій? Наведіть приклади.  
8. Як пов'язані між собою ймовірність і відносна частота появи 
події?  
9. Як визначити ймовірність суми сумісних подій?  
10. Наведіть приклади залежних і незалежних подій.  
11. Що розуміють під умовною ймовірністю події?  
12. Як визначається ймовірність добутку двох подій?  
13. Наведіть формулу повної ймовірності.  
14. Яке призначення формули Байєса?  
15. Запишіть формулу Байєса. У чому її прикладне значення?  
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16. Який зв'язок між формулою Байєса і формулою повної ймовір-
ності? 
17. Які комбінаторні з'єднання розрізнюють у комбінаториці?   
18. Дайте означення комбінаторного поняття “перестановка з n  
елементів”.  
19. Яким способом обчислюється загальна кількість перестановок з 
n  елементів?  
20. Дайте означення комбінаторного поняття “розміщення з n  
елементів по m ”.  
21. Яким способом обчислюється загальна кількість розміщень з n  
елементів по m ? 
22. Дайте визначення комбінаторного поняття “сполучення з n  
елементів по m ”.  
23. Яким способом обчислюється загальна кількість сполучень з n  
елементів по m ? 
24. В яких випадках для визначення ймовірності застосовується 
формула Бернуллі?  
25. Дайте визначення найімовірнішого числа появ події. Як його 
обчислити у випадку серії експериментів за схемою Бернуллі?  
26. Наведіть локальну та інтегральну формули Лапласа. 
27. В яких випадках замість формули Бернуллі застосовуються ло-
кальна й інтегральна формули Лапласа?  
28. В яких випадках замість формули Бернуллі використовується 
формула Пуассона?  
29. У випадку серії експериментів за схемою  Бернуллі за якою  
формулою можна наближено оцінити ймовірність того, що від-
хилення відносної частоти )(AWn  від ймовірності p  за моду-
лем не перевищує заданого додатного числа ε ?  
30. Чи можна стверджувати, що функція Гаусса є симетричною 
відносно осі ординат? 
31. Чи можна стверджувати, що функція Лапласа є центрально си-
метричною відносно початку системи координат? 
32. Дайте означення випадкової величини.  
33. Яка випадкова величина називається дискретною? Наведіть 
приклади.  
34. Яка випадкова величина називається неперервною? Наведіть 
приклади.  
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35. В яких формах може бути поданий закон розподілу випадкової 
величини?  
36. Чи може функція розподілу бути:  більшою одиниці?  Від’єм-
ною?  Спадною?  
37. Чому дорівнює ймовірність конкретного значення неперервної 
випадкової величини? 
38. Що розуміють під щільністю розподілу неперервної випадкової 
величини?  
39. Перелічіть властивості щільності розподілу.  
40. Як, виходячи з ряду розподілу, знайти значення функції розпо-
ділу дискретної випадкової величини?  
41. Як знайти ймовірність влучення випадкової величини в зада-
ний діапазон, якщо відома функція розподілу? Щільність роз-
поділу?  
42. Дайте геометричну інтерпретацію ймовірності влучення непе-
рервної випадкової величини на заданий проміжок. 
43. Назвіть основні числові характеристики випадкових величин.  
44. За якою формулою знаходиться математичне сподівання дис-
кретної випадкової величини? Неперервної випадкової величи-
ни?  
45. Чи є математичне сподівання випадковою величиною?  
46. Чи є дисперсія випадковою величиною?  
47. Як математичне сподівання і дисперсія характеризують випад-
кову величину?  
48. Чим зручніше застосування середнього квадратичного відхи-
лення  для характеристики розсіювання замість дисперсії?  
49. У чому полягає статистичний зміст параметрів a  і σ  нормаль-
ного закону розподілу?  
50. Як змінюється графік нормального закону зі зміною середнього 
квадратичного відхилення?  
51. Дайте означення моди і медіани випадкової величини. Як мода 
і медіана характеризують випадкову величину?  
52. Для симетричного унімодального закону розподілу випадкової 
величини значення математичного сподівання, моди і медіани 
збігаються. Чи справедливе обернене твердження? 
53. Що характеризує та як визначається коефіцієнт асиметрії? 
54. Чому дорівнює коефіцієнт асиметрії нормально розподіленої 
випадкової величини? 
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55. Як визначається ексцес (коефіцієнт гостровершинності) і що 
він характеризує? 
56. Чому дорівнює ексцес нормально розподіленої випадкової ве-
личини? 
57. За якими формулами знаходять математичне сподівання і дис-
персію випадкової величини, що має біноміальний розподіл?  
58. За якими формулами знаходять математичне сподівання і дис-
персію випадкової величини, що має розподіл Пуассона?  
59. Наведіть формули для обчислення математичного сподівання і 
дисперсії рівномірно розподіленої випадкової величини. 
60. За якими формулами знаходять математичне сподівання і дис-
персію випадкової величини, що має експоненціальний (показ-
никовий) розподіл?  
61. Чому дорівнює щільність розподілу випадкової величини, що 
описується нормальним законом?  
62. Як визначити ймовірність влучення нормально розподіленої 
випадкової величини в заданий діапазон?  
63. Як знайти ймовірність того, що відхилення нормально розподі-
леної випадкової величини X  від її математичного сподівання 
ax =  за модулем менше заданого додатного числа δ ?  
64. Що таке багатомірна випадкова величина?  
65. Що таке функція сумісного розподілу двох випадкових вели-
чин? Перелічіть її властивості.  
66. Як визначаються математичне сподівання і дисперсія системи 
двох випадкових величин?  
67. Як визначаються умовні математичні сподівання у випадку си-
стеми двох випадкових величин X  і Y ?  
68. Що характеризує кореляційний момент системи двох випадко-
вих величин?  
69. Для чого використовується коефіцієнт кореляції?  
70. Поясніть значення термінів:  регресія, рівняння регресії, лінія 
регресії.  
71. Що розуміють під законом великих чисел? Яка його роль у тео-
рії ймовірностей?  
72. Наведіть нерівність Чебишова і поясніть її зміст. 
73. Сформулюйте теорему Чебишова і поясніть її практичний 
зміст.  
74. Сформулюйте теорему Бернуллі і поясніть її практичний зміст.  
75. Що стверджує центральна гранична теорема?   
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Змістовий модуль 2.  
МАТЕМАТИЧНА СТАТИСТИКА  
 
2.1. Основні задачі математичної статистики. Генеральна  
та вибіркова статистичні сукупності. Варіаційний ряд   
Математична статистика, спираючись на методи теорії 
ймовірностей, займається встановленням закономірностей, яким 
підкоряються масові однорідні випадкові явища, на основі збору, 
систематизації і обробки статистичних даних, одержаних у резуль-
таті спостережень, з метою формування обґрунтованих наукових і 
практичних висновків в умовах стохастичної невизначеності.   
Предмет математичної статистики складають методи реєст-
рації, опису й аналізу статистичних експериментальних даних, які 
можна подати як сукупність значень одно- чи багатовимірної ви-
падкової величини, що дозволяє застосовувати апарат теорії ймовір-
ностей. У свою чергу, математична статистика служить основою 
для створення методів обробки й аналізу статистичного матеріалу в 
різних конкретних сферах людської діяльності.  
Основні задачі математичної статистики:  
1) визначення способів збору, групування й опису статистич-
них даних; 
2) розробка методів аналізу одержаних даних у залежності від 
мети дослідження:  
а) оцінка невідомої ймовірності події; оцінка невідомої функ-
ції розподілу; оцінка параметрів розподілу відомого вигляду; оцінка 
залежності між випадковими величинами і т.п.;  
б) перевірка правдоподібності статистичних гіпотез про ви-
гляд невідомого розподілу чи про значення параметрів відомого 
розподілу. 
Множину всіх статистично однорідних об’єктів, що дослід-
жується відносно деякого якісного чи кількісного показника – ви-
падкової величини X , називають генеральною сукупністю. Число 
N  всіх об’єктів, що утворюють генеральну сукупність, називають її 
об’ємом.  
Зауваження 1. Об’єм генеральної сукупності може бути не-
скінченним.  
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Часто суцільне дослідження всіх об’єктів генеральної сукуп-
ності неприйнятне, оскільки фізично складне, економічно затратне 
чи викликає їх пошкодження. У таких випадках з генеральної су-
купності відбирають для дослідження лише деяку частину об’єктів, 
а одержані висновки поширюють на всю генеральну сукупність.   
Вибірковою сукупністю або просто вибіркою називають під-
множину об’єктів генеральної сукупності. Число n  всіх об’єктів, 
що утворюють вибірку, називають її об’ємом.  
Метод статистичного дослідження, за яким на базі вивчення 
вибірки робиться висновок про всю генеральну сукупність, нази-
вають вибірковим методом. Він служить одним з основних підхо-
дів до вивчення випадкових явищ у математичній статистиці.  
Для достовірності суджень за даними вибірки про всю генера-
льну сукупність необхідно, щоб вибірка правильно відображала 
властивості генеральної сукупності, тобто була репрезентативною 
(представницькою). Виходячи з закону великих чисел, для цього 
вибірка повинна бути випадковою, тобто складатися з випадково 
відібраних об’єктів генеральної сукупності.  
Випадковий відбір передбачає, що кожний об’єкт генеральної 
сукупності має однакову ймовірність потрапити у вибірку.  
Вибірка може бути повторною, коли відібраний об’єкт (перед 
відбором наступного) повертається в генеральну сукупність, і без-
повторною, коли відібраний об’єкт не повертається в генеральну 
сукупність. 
Застосовують різні способи відбору:  
1) простий відбір – випадкове вилучення об’єктів генеральної 
сукупності з поверненням чи ні;   
2) типовий відбір, коли об’єкти вилучаються не з усієї гене-
ральної сукупності, а лише з її “типової” частини;   
3) серійний відбір – об’єкти вибирають з генеральної сукуп-
ності не по одному, а серіями;  
4) механічний відбір – генеральна сукупність “механічно” ді-
литься на стільки частин, скільки об’єктів повинно ввійти до вибір-
ки, і з кожної частини вилучається один об’єкт.  
Зауваження 2. Якщо об’єм генеральної сукупності досить ве-
ликий, то відмінність між повторною і безповторною вибіркою зни-
кає. 
Одержані за вибіркою статистичні дані звичайно утворюють 
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неупорядковану множину чисел ix , ni ,1=  – значень випадкової 
величини X , яку називають первинною статистичною сукуп-
ністю. Цей безлад ускладнює виявлення закономірностей зміню-
вання (варіювання) статистичних даних. Тому застосовують опера-
цію ранжування, при якій отримані значення випадкової величини 
X  розміщують у порядку зростання.  
Після ранжування наявні значення випадкової величини X  
групують так, щоб у кожній окремій групі значення випадкової ве-
личини було однаковим і відрізнялося від значень в усіх інших гру-
пах. Кожне таке значення називають варіантою. Варіанта позна-
чається малою літерою латинського алфавіту з індексом, що відпо-
відає порядковому номеру групи:  ix , ki ,1= ,  де k  – загальне чис-
ло всіх варіант,  nk ≤ .  
Змінювання значень варіант називають варіюванням. При 
дискретному варіюванні окремі значення варіант відрізняються од-
не від іншого на ту чи іншу скінченну величину. При неперервному 
варіюванні окремі значення варіант можуть відрізнятися одне від 
іншого на як завгодно малу величину.  
Послідовність варіант, розміщених у зростаючому порядку, 
називають варіаційним рядом:  1x , 2x , …, ix ,  …, kx ,  де 1+< ii xx , 
1...,,2,1 −= ki .   
Різницю minmax xxRВ −= ,  де  1min xx =  – найменша з ва-
ріант, а  kxx =max  – найбільша з варіант, називають розмахом ва-
ріаційного ряду. Відповідний відрізок ];[ maxmin xx  називають діапа-
зоном значень ряду.  
Приклад. Дана вибірка }7,3,7,3,2,3,9,1,1,9,3,7,4,2{ . 
Проранжувати її в порядку зростання. Знайти розмах. Записати від-
повідний дискретний варіаційний ряд.  
□  Проведемо ранжування:  }9,9,7,7,7,4,3,3,3,3,2,2,1,1{ .  
Визначимо розмах  819minmax =−=−= xxRВ .  
Далі запишемо варіаційний ряд:  9,7,4,3,2,1 ,  6=k .  ■   
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2.2. Статистичний ряд. Оцінка закону розподілу  
Число in , що показує, скільки разів зустрічається в сукупності 
статистичних даних відповідна варіанта ix  (тобто об’єм i -ї групи), 
називають частотою цієї варіанти. Сума всіх відносних частот до-
рівнює об’єму вибірки:  nn
k
i i =∑ =1 .  
Відношення nnW ii =  частоти in  даної варіанти ix  до за-
гальної суми nn
k
i i =∑ =1  частот всіх варіант (об’єму вибірки) нази-
вають відносною частотою i -ї варіанти. Сума всіх відносних час-
тот дорівнює одиниці:  11 =∑ =
k
i iW .  
Дискретним статистичним рядом називають проранжова-
ну в порядку зростання послідовність усіх варіант 1x , 2x , …, ix , 
…, kx  з відповідно вказаними частотами 1n , 2n , …, in , …, kn  або 
відносними частотами 1W , 2W  …, iW , …, kW . Дискретний статис-
тичний ряд зручно записувати у вигляді наступної таблиці.  
 
i  1 2 … k   
ix  1x  2x  … kx  ∑ =
k
i 1  
in  1n  2n  … kn  n  
iW  1W  2W  … kW  1 
 
Приклад. Для варіаційного ряду, одержаного в прикладі з по-
переднього пункту, скласти дискретний статистичний ряд.  
□  Проведемо обчислення частот і відносних частот. Дістанемо 
статистичний ряд:  
 
i  1 2 3 4 5 6  
ix  1 2 3 4 7 9 ∑ =
6
1i  
in  2 2 4 1 3 2 14 
iW  1/7 1/7 2/7 1/14 3/14 1/7 1 
                                                                                                       ■   
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Якщо випадкова величина X  є неперервною (чи дискретною з 
великим числом різних значень), то замість дискретного часто 
складають інтервальний статистичний ряд. Для його побудови 
необхідно:  
1) Увесь діапазон ];[];[ 1maxmin kxxxx =  значень варіант розді-
лити на m  елементарних проміжків );[ 10 aa , );[ 21 aa , …, 
);[ 12 −− mm aa , ];[ 1 mm aa −  з довжинами 1−−= iii aah , mi ,1=  так, що 
кінець попереднього служить початком наступного, причому 
10 xa =  і km xa = .  
2) Знайти частоти in  і відносні частоти nnW ii =  попадання 
значень випадкової величини X  в i -й частинний інтервал з кінця-
ми 1−ia  і ia , mi ,1= .  
3) Обчислити значення емпіричної щільності розподілу 
ii hWxf =∗ )( , );[ 1 ii aax −∈  – щільності відносної частоти iW , 
mi ,1= .  
4) Скласти відповідну таблицю  
 
i  1 2 … 1−m  m  – 
ix  );[ 10 aa  );[ 21 aa  … );[ 12 −− mm aa  ];[ 1 mm aa −  ∑ =
m
i 1  
in  1n  2n  … 1−mn  mn  n  
iW  1W  2W  … 1−mW  mW  1 
ii hW  11 hW  22 hW  … 11 −− mm hW  mm hW  – 
 
Зауваження 1. Надалі обмежимося розглядом тільки розбиття 
на елементарні проміжки однакової довжини  mxxhh ki )( 1−== , 
mi ,1= .  Тоді  10 xa =   і  ihxhaa ii +=+= − 11 , mi ,1= .  
Зауваження 2. При групуванні даних з метою побудови інтер-
вального статистичного ряду виникає питання раціонального вибо-
ру числа m  елементарних інтервалів. Для цього рекомендується 
наближені співвідношення:  
100,)(int 2/1 ≤≈ nnm
  або  100,)lg322,31(int >+≈ nnm ,  
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де  )(int x  – ціла частина дійсного числа x . Бажано вибрати m  так, 
щоб n  націло ділилось на m .  
Для дискретної випадкової величини X  відносна частота iW  
служить статистичною оцінкою за вибіркою ймовірності появи від-
повідної варіанти ix . Тому дискретний статистичний ряд з наведе-
ними значеннями відносної частоти iW  служить наближеним по-
данням  ряду розподілу величини X .  
У прямокутній систе-
мі координат Oxy  ламану з 
вершинами );( ii Wx , ki ,1=  
називають полігоном від-
носних частот (рис. 34). 
Він є статистичним емпі-
ричним аналогом многокут-
ника розподілу.  
Аналогічно, для непе-
рервної випадкової величини X  інтервальний статистичний ряд з 
наведеними значеннями емпіричної щільності ii hWxf =∗ )( , 
);[ 1 ii aax −∈ , mi ,1=  служить наближеним поданням щільності 
розподілу )(xf  величини X . У прямокутній системі координат 
Oxy  східчасту фігуру, складену з m  елементарних прямокутників, 
у кожного з яких основою служить відповідний частинний інтервал 
з кінцями 1−ia  і ia , а висота дорівнює відповідному значенню 
hWxf i=∗ )(  щільності відносної частоти iW , mi ,1= , називають 
гістограмою відносних частот (рис. 35). Вона є статистичним ем-
піричним аналогом графіка щільності розподілу.  
Наближеною оцінкою інтегральної функції розподілу служить 
емпірична функція розподілу )(xF ∗ , що за вибіркою для кожного 
значення x  визначає відносну частоту події xX < . Щоб знайти 
)(xF ∗ , треба підрахувати число варіант )(xn , у яких випадкова 
величина X  прийняла значення, менші x . Тоді  nxnxF )()( =∗ .  
0  x  
W  
Рис. 34  
);( 11 Wx
);( 22 Wx
);( 33 Wx
);( 44 Wx );( kk Wx
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За теоремою Бернуллі зі збільшенням об’єму вибірки n  при 
будь-якому x  відносна частота події xX <  збігається за ймовірніс-
тю до ймовірності цієї події. Отже, при необмеженому зростанні n  
( ∞→n ) емпірична функція розподілу  )(xF ∗  збігається за ймовір-
ністю до істинної функції розподілу )(xF  випадкової величини X . 
У прямокутній системі координат  Oxy   графік емпіричної 
функції розподілу )(xF ∗  називають кумулятивною кривою (куму-
лятою).  
У випадку дискретного статистичного ряду величина )( ixF∗  
для варіанти ix  є накопиченою відносною частотою, що утворюєть-
ся підсумовуванням відносних частот всіх варіант, що передують 
даній:  ∑
−
=
∗
=
1
1)(
i
j ji WxF . Кумулятою служить кусково-стала схід-
часта лінія, що задається співвідношенням:  





∞+∈
=∈
−∞∈
=
−
−
=
∗ ∑
).;(,1
;,2],;(,
];;(,0
)( 111
1
k
ii
i
j j
xx
kixxxW
xx
xF
  
Для будь-якої випадкової величини X  – дискретної чи непе-
рервної – кумулята є розривною кусково-сталою східчастою лінією, 
скінченні стрибки якої відповідають значенням варіант і за величи-
Рис. 35  
x
)(xf ∗
0a 1a 2a 3a ma1−ma
hW1
hW2
hW3
hWm
O
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ною дорівнюють їх відносним частотам. Якщо X  – неперервна ве-
личина, то при збільшенні об’єму вибірки n  число стрибків збіль-
шується, а їх висоти зменшуються. При цьому графік емпіричної 
функції розподілу )(xF ∗  необмежено наближається до неперервної 
кривої, що відповідає істинній функції розподілу )(xF .  
 
2.3. Точкові статистичні оцінки числових характеристик  
випадкових величин  
Кожній числовій характеристиці (параметру) θ  розподілу ви-
падкової величини X  відповідає її статистична оцінка Вθ  – на-
ближене значення, одержане за результатами спостережень ix , 
ni ,1=  за вибіркою об’єму n , тобто відповідна вибіркова характе-
ристика.   
Розрізняють точкові та інтервальні статистичні оцінки.  
Точкова оцінка Вθ  задається одним числом як деяка функція 
від n  одержаних за вибіркою випадкових величин ix , ni ,1= . Зна-
чення Вθ  змінюються випадковим чином при переході від однієї 
вибірки до іншої. Тобто, значення вибіркових характеристик міс-
тять, на відміну від самих числових характеристик, елемент випад-
ковості.  
Інтервальна оцінка визначається двома числами 1Вθ  і 2Вθ  – 
кінцями довірчого інтервалу );( 21 ВВ θθ , що з заданою надійністю 
γ  накриває істинне значення θ . Надійністю (довірчою ймовірніс-
тю) інтервальної оцінки називають близьку до 1 ймовірність γ  
(наприклад, 9,0=γ , 95,0=γ  або 99,0=γ ), з якою ця оцінка від-
повідає істинному значенню θ , тобто ймовірність події 
);( 21 ВВ θθ∈θ . Значення γ  вибирають таким, що подію з імовір-
ністю γ  можна вважати практично достовірною. Ймовірність α  
протилежної події );( 21 ВВ θθ∉θ  називають рівнем значущості 
інтервальної оцінки. При цьому  γ−=α 1 .  
Для якісної заміни істинного значення числової характеристи-
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ки θ  його наближеною точковою оцінкою Вθ  остання повинна від-
повідати певним критеріям – спроможності, незміщеності та ефек-
тивності.  
Оцінка Вθ  називається спроможною, якщо при необмежено-
му зростанні n  ( ∞→n ) вона збігається за ймовірністю до істин-
ного значення θ :  θ→θ
∞→
P
n
В .  
Спроможність – це мінімальна вимога до оцінки. Неспромож-
ні оцінки не використовуються. Вимога спроможності оцінки стра-
хує від появи грубих похибок при досить великих об’ємах вибірки.  
Оцінка Вθ  називається незміщеною, якщо її математичне 
сподівання )( ВM θ  дорівнює істинному значенню θ  при довільно-
му об’ємі вибірки:  θ=θ )( ВM , n∀ . Тобто, незміщена оцінка Вθ  
не містить систематичної похибки.  
Незміщена оцінка Вθ  є спроможною, якщо її дисперсія 
)( ВD θ  задовольняє умові  0)(lim =θ
∞→
В
n
D .  
Інколи оцінка Вθ  є асимптотично незміщеною, тобто 
θ→θ
∞→
P
n
ВM )( .  
Вимога незміщеності особливо суттєва при малому об’ємі ви-
бірки, оскільки усуває можливі систематичні похибки.  
Оцінка Вθ  називається ефективною, якщо при заданому 
об'ємі вибірки вона має найменшу дисперсію  )( ВD θ  серед всіх 
можливих оцінок.  
Вимога ефективності використовується для вибору оцінки з 
найменшим розсіюванням.  
Оцінка математичного сподівання. Незміщеною спроможною 
оцінкою математичного сподівання )(XM  випадкової величини 
X  служить вибіркове середнє x  – середнє арифметичне всіх вибі-
ркових значень  ix , ni ,1= :   xXM ≈)( .  
Якщо всі значення ix , ni ,1=  різні, то  ∑ ==
n
i ixnx 1)/1( .  
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Якщо кожне значення ix  має відповідну частоту in , ki ,1= , 
причому  nn
k
i i =∑ =1 , то  ∑ ==
k
i ii xnnx 1)/1( .  
Зауваження 1. Вибіркове середнє x  є ефективною оцінкою 
для )(XM , якщо випадкова величина X  розподілена за нормаль-
ним законом.  
Оцінка дисперсії та середнього квадратичного відхилення. 
Спроможною оцінкою дисперсії )(XD  випадкової величини X  
служить вибіркова дисперсія )(XDВ  – середнє арифметичне всіх 
квадратів відхилень вибіркових значень  ix , ni ,1=  від їх вибірко-
вого середнього x :   )()( XDXD В≈ .  
Якщо всі значення ix , ni ,1=  різні, то   
∑
=
−=
k
i iВ xxnXD 1
2)()/1()( .  
Якщо кожне значення ix  має відповідну частоту in , ki ,1= , 
причому  nn
k
i i =∑ =1 , то   ∑ = −=
k
i iiВ xxnnXD 1
2)()/1()( .  
Вибірковим середнім квадратичним відхиленням )(XВσ  
називають квадратний корінь з вибіркової дисперсії )(XDВ :  
ВВ D=σ . )(XВσ  служить спроможною оцінкою середнього 
квадратичного відхилення )(Xσ :   )()( XX Вσ≈σ .  
Зауваження 2. Вибіркова дисперсія )(XDВ  є зміщеною оцін-
кою для )(XD . Незміщеною спроможною оцінкою дисперсії 
)(XD  служить виправлена дисперсія )(2 XS , яка обчислюється 
за формулою ( ) )()1/()(2 XDnnXS В−= . При достатньо великих 
n  виправлена і вибіркова дисперсії мало відрізняються. Відповідно 
незміщеною спроможною оцінкою середнього квадратичного відхи-
лення )(Xσ  служить виправлене середнє квадратичне відхилен-
ня )(XS :  )()( 2 XSXS = .  
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Зауваження 3. Наведемо ще дві характеристики дискретного 
статистичного ряду з k  варіантами  1x , 2x , …, kx , що служать ста-
тистичними оцінками відповідних числових характеристик випад-
кової величини X :   
1) Мода ВMo  – варіанта, що має найбільшу частоту.   
2) Медіана ВMe  – значення випадкової величини X , що від-
повідає середині ряду. При цьому:  а) 2/)1( += kВ xMe , якщо k  – не-
парне число;  б) 2)( 12/2/ ++= kkВ xxMe , якщо k  – парне число.  
Приклад. Вибірка задана дискретним статистичним рядом  
 
i  1 2 3 4 5 6 7  
ix  -4 -2 2 5 7 8 10 ∑ =
6
1i  
in  10 30 20 10 2 2 6 80 
 
Знайти:  вибіркове середнє x ,  вибіркову дисперсію )(XDВ ,  
вибіркове середнє квадратичне відхилення )(XВσ ,  виправлену 
дисперсію )(2 XS ,  виправлене середнє квадратичне відхилення 
)(XS ,  моду ВMo ,  медіану ВMe .   
□  Число варіант 7=k , об’єм вибірки 80=n . Знайдемо   
2−=ВMo ;     542/)17(2/)1( ==== ++ xxxMe kВ .   
Проведемо обчислення інших характеристик:  
+⋅+⋅+−⋅+−⋅== ∑
=
510220)2(30)4(10()/1( 1
k
i ii xnnx    
180/)1068272 =⋅+⋅+⋅+ ;  =−= ∑
=
k
i
iiВ xxn
n
XD
1
2)(1)(   
+−⋅+−⋅+−−⋅+−−⋅= 2222 )15(10)12(20)12(30)14(10(   
95,1680/))110(6)18(2)17(2 222 =−⋅+−⋅+−⋅+ ;    
117,495,16)()( ===σ XDX ВВ ;  =
−
= )(
1
)(2 XD
n
nXS В     
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( ) 165,179,16)180/(80 =⋅−= ;    143,4165,17)( ==XS .  ■   
 
2.4. Інтервальні статистичні оцінки числових характеристик  
випадкових величин  
Нехай для числової характеристики (параметра) θ  розподілу 
випадкової величини X  за результатами спостережень ix , ni ,1=  
за вибіркою об’єму n  одержана незміщена точкова оцінка Вθ . Оці-
нимо можливу абсолютну похибку || θ−θ=∆ В , що виникає при 
наближеній заміні істинного значення θ  вибірковим Вθ .  
Задамо достатній рівень довірчої ймовірності γ  і знайдемо та-
ке значення 0>ε , для якого виконується рівність γ=ε<∆ )(P . 
Тоді великі абсолютні похибки ε>∆  будуть з'являтися тільки з 
малою ймовірністю γ−=α 1 . Враховуючи, що  || θ−θ=∆ В , і роз-
криваючи модуль, рівність  γ=ε<∆ )(P   можна подати у вигляді  
γ=ε+θ<θ<ε−θ )( ВВP .  Це означає, що з імовірністю γ  істинне 
значення θ  потрапляє в довірчий інтервал  );( ε+θε−θ ВВ . Оскі-
льки цей інтервал визначається за вибіркою і є випадковим, даний 
факт краще сформулювати так:  довірчий інтервал  );( ε+θε−θ ВВ  
з імовірністю γ  накриває істинне значення θ .  
Зауваження 1. Для побудови довірчого інтервалу необхідно 
розв’язати відносно ε  рівняння γ=ε<∆ )(P . А це потребує знання 
закону розподілу випадкової величини Вθ , який, в свою чергу, за-
лежить від невідомого закону розподілу величини X , отже від його 
оцінюваних параметрів, у тому числі істинного значення θ . Прак-
тичне розв’язання цієї проблеми базується на використанні власти-
востей відповідної оцінки і певних припущень про характер розпо-
ділу величини X , що приводить до спеціальних розподілів (статис-
тик), що відповідають тим чи іншим оцінкам.    
Зауваження 2. Довірча ймовірність γ  характеризує надійність 
інтервальної оцінки:  чим більше значення γ , тим рідше довірчий 
інтервал не накриватиме істинне значення параметра. Довжина до-
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вірчого інтервалу ε2  характеризує якість цієї оцінки. Об’єм n  ви-
користаних для одержання оцінки статистичних даних характеризує 
її вартість. При фіксованій вартості підвищення якості інтервальної 
оцінки призводить до зниження її надійності. Підвищення надійно-
сті оцінки при збереженні якості вимагає збільшення вартості.  
Зауваження 3. Інколи застосовують односторонні довірчі ін-
тервали, межі яких визначаються з умови  γ=θ<ε−θ )( ВP   або  
γ=ε+θ<θ )( ВP .   
Довірчий інтервал для математичного сподівання та дисперсії.  
1) Нехай закон розподілу випадкової величини X  невідомий. 
Відповідно до центральної граничної теореми, закон розподілу ви-
біркової середньої x  – точкової оцінки математичного сподівання 
)(XMa =  – близький до нормального з параметрами aaВ =  і 
nXВ )(σ=σ . Довірчі інтервали з надійністю γ  для математич-
ного сподівання )(XMa =  і дисперсії 2)( σ=XD  мають вигляд:   
nzXSxanzXSx кркр )()( +<<− ;   
( ) ( ))1/(21)()()1/(21)( 22 −+<<−− nzXSXDnzXS кркр ,  
де  крz  – відповідне значення аргументу функції Лапласа, що ви-
значається зі співвідношення  2/)( γ=Φ крz . (Величина крz  є кван-
тилем порядку 2/)1( γ+  стандартного нормального розподілу 
)(2/1)(* xxF Φ+=  з параметрами 0=a  і 1=σ ).   
2) Нехай випадкова величина X  розподілена за нормальним 
законом з невідомими параметрами a  і σ . Довірчий інтервал з на-
дійністю γ  для математичного сподівання )(XMa =  має вигляд:   
ntXSxantXSx кркр )()( +<<− ,  
де  kкр tt ,α=  – відповідне значення, взяте з таблиці критичних то-
чок розподілу Стьюдента з 1−= nk  ступенями свободи для ви-
падку двосторонньої критичної області;  γ−=α 1  – рівень значу-
щості.   
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Довірчий інтервал з надійністю γ  для дисперсії 2)( σ=XD  
має вигляд:   
2
1
22
2
2 )()1()()()1( кркр XSnXDXSn χ−<<χ− ,  
де  2
,2/)1(
2
1 kкр γ+χ=χ   і  2 ,2/)1(2 2 kкр γ−χ=χ  – відповідні значення, взяті 
з таблиці критичних точок 2χ -розподілу з 1−= nk  ступенями сво-
боди.   
Приклад 1. Випадкова величина X  розподілена за нормаль-
ним законом з невідомими параметрами a  і σ .  За вибіркою об’єму 
25=n  знайдено її вибіркове середнє 74,1−=x  і виправлене серед-
нє квадратичне відхилення 83,0)( =XS . Визначити довірчі інтер-
вали з надійністю 95,0=γ  для математичного сподівання 
)(XMa =  і дисперсії  )(XD .   
□  Маємо:  241251 =−=−= nk  – число ступенів свободи;  
05,095,011 =−=γ−=α  – рівень значущості.   
Користуючись таблицею критичних точок розподілу Стью-
дента з k  ступенями свободи для випадку двосторонньої критичної 
області, знаходимо:  06,224;05,0, === α ttt kкр .  Далі проводимо об-
числення довірчого інтервалу для математичного сподівання:  
2506,283,074,12506,283,074,1 ⋅+−<<⋅−− a ;   
40,108,2 −<<− a .    
Користуючись таблицею критичних точок 2χ -розподілу з k  
ступенями свободи знаходимо:   
4,122 24;975,0
2
24,2/)95,01(
2
,2/)1(
2
1 =χ=χ=χ=χ +γ+ kкр ;  
4,392 24;025,0
2
24,2/)95,01(
2
,2/)1(
2
2 =χ=χ=χ=χ −γ− kкр .  
Далі проводимо обчислення довірчого інтервалу для дисперсії:  
4,1283,0)125()(4,3983,0)125( 22 ⋅−<<⋅− XD ;   
33,1)(42,0 << XD .      ■  
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Зауваження 4. Відомо, що 2χ -розподіл при ∞→n  необме-
жено наближається до нормального. Тому при достатньо великому 
об’ємі вибірки )50( ≥n  довірчий інтервал для дисперсії можна 
знайти так:  
( ) ( )2222 21)()(21)( nzXSXDnzXS кркр −<<+ .  
3) Нехай випадкова величина X  розподілена за нормальним 
законом з відомим параметром σ  (середнім квадратичним відхи-
ленням). Тоді довірчий інтервал з надійністю γ  для математичного 
сподівання )(XMa =  має вигляд:   
nzxanzx кркр σ+<<σ− .  
Приклад 2. Випадкова величина X  розподілена за нормаль-
ним законом з відомим середнім квадратичним відхиленням 
37,1=σ . За вибіркою об’єму 64=n  знайдено її вибіркове середнє 
82,5=x . Визначити довірчий інтервал з надійністю 99,0=γ  для 
математичного сподівання )(XMa = .   
□  Зі співвідношення  495,02/99,02/)( ==γ=Φ крz  за таб-
лицею функції Лапласа знаходимо  58,2=крz . Далі проводимо об-
числення довірчого інтервалу:  
6458,237,182,56458,237,182,5 ⋅+<<⋅− a ;   
26,638,5 << a .   ■    
 
2.5. Статистичне дослідження залежностей   
Нехай у результаті спостережень над вибіркою об’єму n  одер-
жана неупорядкована первинна статистична сукупність значень 
),( ii yx , ni ,1=  двовимірної випадкової величини ),( YX . При 
цьому одне й те ж значення ix  або jy , чи пара ),( ji yx  можуть зу-
стрічатися декілька разів. Тому первинні статистичні дані звичайно 
упорядковують, групують і формують так звану кореляційну таб-
лицю:  
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         X      
    Y  1x  2x  K  ix  K  kx  
)( yn  
1y  11q  21q  K  1iq  K  1kq  1n  
2y  12q  22q  K  2iq  K  2kq  2n  
K  K  K  K  K  K  K  K  
jy  jq1  jq2  K  ijq  K  kjq  jn  
K  K  K  K  K  K  K  K  
ly  lq1  lq2  K  ilq  K  klq  ln  
)(xm  1m  2m  K  im  K  km  n  
 
Тут  1x , 2x , …, ix , …, kx  – розміщені  в порядку зростання 
різні між собою значення випадкової величини X ;  k  – кількість 
різних значень X ;  1y , 2y , …, jy , …, ly  – розміщені в порядку 
зростання різні між собою значення випадкової величини Y ;  l  – 
кількість різних значень Y ;  im  – частота появи значення ix ;  jn  – 
частота появи значення jy ;  ijq  – частота появи пари ),( ji yx . При 
цьому  nm
k
i i =∑ =1 ;     nn
l
j j =∑ =1 ;     nqji ij =∑ , .    
Кореляційна таблиця є вибірковим аналогом матриці розподі-
лу, що відображає теоретичний закон розподілу дискретної двови-
мірної випадкової величини ),( YX .  
Статистична обробка наведених у кореляційній таблиці вибір-
кових даних про двовимірну випадкову величину ),( YX  включає 
стандартні процедури оцінки й аналізу параметрів окремих складо-
вих X  і Y  як одновимірних величин (відповідні підходи розгляну-
ті вище), а також відповідні розрахунки оцінок й аналіз параметрів, 
притаманних тільки двовимірним випадковим величинам. Звичайно 
визначаються наступні оцінки числових характеристик двовимірної 
випадкової величини ),( YX .  
Оцінки математичних сподівань:   
∑
=
=≈
k
i ii xmnxXM 1)/1()( ;  ∑ ==≈
l
j jj ynnyYM 1)/1()( .  
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Оцінки дисперсій:   
∑
=
−=≈
k
i
iiВ xxm
n
XDXD
1
2)(1)()( ; )(
1
)()( 2 XD
n
nXSXD В
−
=≈ ;    
∑
=
−=≈
l
j
jjВ yyn
n
YDYD
1
2)(1)()( ;  )(
1
)()( 2 YD
n
nYSYD В
−
=≈ .  
Оцінки умовних математичних сподівань:   
)()/(/ jjyx yxyXMa j ≈= ,  lj ,1= ;   
)()/(/ iixy xyxYMa i ≈= ,  ki ,1= ,  
де  )( jyx   і  )( ixy  – умовні вибіркові середні:  
∑=
i
iji
j
j qx
n
yx 1)( ;       ∑=
j
ijj
i
i qy
m
xy 1)( .  
Оцінка коефіцієнта кореляції:  Вxy rr ≈ ,   
де  Вr  – вибірковий коефіцієнт кореляції:  )()( YX
yxxy
r
ВВ
В σ⋅σ
⋅−
= .   
Тут  xy  – вибіркове змішане середнє:  ∑= ji ijji qyxnxy ,)/1( .   
Сумісне дослідження випадкових величин X  і Y  є предметом 
кореляційного аналізу. Його мета – визначення форми залежності 
між величинами X  і Y  та тісноти зв'язку між ними, тобто одер-
жання емпіричної оцінки )(xy  умовного математичного сподіван-
ня xya /  як деякої функції від x :  )...,,,,()( 21 mxxy θθθϕ=  –  вибір-
кової оцінки регресії Y  на X  (або, навпаки, регресії X  на Y ). Тут  
mθθθ ...,,, 21  – невідомі параметри.  
Для цього необхідно,  по-перше, провести структурну іден-
тифікацію залежності )...,,,,()( 21 mxxy θθθϕ=  – встановити 
клас, з якого вибирається функція )...,,,,( 21 mx θθθϕ , тобто виясни-
ти, чи є вона лінійною, квадратичною, логарифмічною, показнико-
вою і т.д.;  по-друге, провести параметричну ідентифікацію за-
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лежності )...,,,,()( 21 mxxy θθθϕ=  – визначити значення невідо-
мих коефіцієнтів mθθθ ...,,, 21  функції )...,,,,( 21 mx θθθϕ  з вибра-
ного класу.  
Для визначення типу залежності )...,,,,()( 21 mxxy θθθϕ=  ча-
сто використовуються геометричні міркування:  за кореляційною 
таблицею в прямокутній системі координат будується діаграма роз-
сіювання (кореляційне поле) – множина точок ),( ii yx , ki ,1= , 
lj ,1=  (рис. 36). Аналізуючи вигляд діаграми розсіювання, виби-
рають тип емпіричної (вибіркової) лінії регресії 
)...,,,()( 1 mxxy θθϕ= , що повинна проходити через множину ви-
біркових точок так, щоб її графік 
найкращим чином відповідав неві-
домій істинній лінії регресії, тобто 
її значення повинні приблизно до-
рівнювати середнім арифметичним 
)(xy  значень випадкової величини 
Y  для кожного значення xX = .  
Замість діаграми розсіювання 
можна будувати емпіричну (вибір-
кову) ламану регресії Y  на X . 
Треба обчислити вибіркові середні 
)( ixy , ki ,1= , потім зобразити 
точки ))(,( ii xyx , ki ,1=  на коор-
динатній площині Oxy  і сполучи-
ти їх послідовно відрізками прямих 
(рис. 37).  
Зауваження 1. У багатьох ви-
падках тип апроксимуючої функції )...,,,,( 21 mx θθθϕ  вибирається, 
виходячи з теоретичних міркувань, на основі аналізу предметної об-
ласті, в рамках якої будується рівняння регресії.  
Для визначення оцінок невідомих параметрів mθθθ ...,,, 21 , які 
забезпечують найкраще узгодження кривої )...,,,()( 1 mxxy θθϕ=  з 
експериментальними точками, найчастіше використовується метод 
Рис. 37  
y
x
O
)...,,,()( 1 mxxy θθϕ=
Рис. 36  
y
x
O
)...,,,()( 1 mxxy θθϕ=
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найменших квадратів (МНК).   
Суть МНК:  оптимальні оцінки коефіцієнтів mθθθ ...,,, 21  ви-
бираються з умови, щоб зважена сума квадратів ∑
=
=
k
i ii mss 1
2
 
нев’язок (відхилень) )()...,,,( 1 imii xyxs −θθϕ=  між одержаним за 
вибіркою умовним середнім  )( ixy  випадкової величини Y  та його 
наближеним значенням )...,,,( 1 mix θθϕ , обчисленим за вибраною 
регресійною моделлю, досягала найменшого з можливих значень:   
( ) min)()...,,,(
...,,
1
2
1
1
 →−θθϕ θθ
=
∑
m
k
i
iimi mxyx .  
Зауваження 2. Якщо похибками значень величини X  можна 
знехтувати й усі спостереження величини Y  здійснюються з одна-
ковою точністю та їх похибки розподілені за нормальним законом, а 
вибраний клас апроксимуючої функції збігається з істинним, то 
знайдена за МНК оптимальна залежність є найімовірнішою з усіх 
можливих функцій.  
Нехай розміщення точок на діаграмі розсіювання нагадує пря-
му. Тоді природно шукану регресійну залежність вважати лінійною 
функцією:  BAxy += . При цьому зважена сума квадратів усіх від-
хилень   
( )∑∑
==
−+==
k
i iiii
k
i i mxyBAxmss 1
2
1
2 )(    
є квадратичною функцією параметрів моделі  ),( BAss = . Тому 
вона має єдиний мінімум, для знаходження якого досить скориста-
тися необхідними умовами екстремуму:  



=∂∂
=∂∂
;0
;0
Bs
As
                  




=−+
=−+
∑
∑
=
=
;0))((2
;0))((2
1
1
k
i iii
k
i iiii
xyBAxm
xyBAxxm
  
( ) ( )
( )



=+
=+
∑∑
∑∑∑
==
===
.)(
;)(
11
111
2
k
i ii
k
i ii
k
i iii
k
i ii
k
i ii
mxynBAmx
mxyxBmxAmx
        
Остання система називається нормальною системою методу 
найменших квадратів. Розв’язуючи цю систему, знаходимо шукані 
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оптимальні значення параметрів A  і B  вибіркової регресії:   
( )211 2
111 )()(
∑∑
∑∑∑
==
===
−
⋅−
=
k
i ii
k
i ii
k
i ii
k
i ii
k
i iii
mxmxn
mxymxmxyxn
A ;  
( )211 2
1111
2 )()(
∑∑
∑∑∑∑
==
====
−
⋅−⋅
=
k
i ii
k
i ii
k
i iii
k
i ii
k
i ii
k
i ii
mxmxn
mxyxmxmxymx
B .  
Розділивши почленно чисельник і знаменник кожної з одер-
жаних оцінок на 2n , дістанемо їх вирази через вибіркові оцінки чи-
слових характеристик системи випадкових величин ),( YX :  
)()( XYrA ВВВ σσ⋅= ;        xAyB −= .  
Приклад. Дана кореляційна таблиця:  
 
         X      
    Y  -4 -3 1 1,5 2 
)( yn  
-1 0 0 2 5 3 10 
2 0 3 6 3 2 14 
7 0 8 1 0 0 9 
9 6 1 0 0 0 7 
)(xm  6 12 9 8 5 40 
 
Обчислити:  вибіркові середні x  і y ,  вибіркові дисперсії 
)(XDВ  і )(YDВ ,  вибіркові середні квадратичні відхилення 
)(XВσ  і )(YВσ ,  умовні вибіркові середні )( jyx   і  )( ixy ,  вибір-
кове змішане середнє xy ,  вибірковий коефіцієнт кореляції Вr ,  оп-
тимальні значення параметрів A  і B  лінійної вибіркової регресії 
BAxy += . Записати рівняння лінійної регресії. В одній системі 
координат Oxy  побудувати емпіричну ламану регресії Y  на X  і 
знайдену пряму регресії.  
Вказівка. Значення шуканих величин подати з точністю до од-
ного десяткового знака після коми.  
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□  Тут  40=n ,  5=k ,  4=l . Проведемо обчислення:  
+⋅+⋅+⋅−+⋅−== ∑
=
85,19112)3(64)(40/1()/1( 1
k
i ii xmnx   
7,0725,0)52 −=−=⋅+ ;   +⋅−== ∑
=
101)(40/1()/1( 1
l
j jj ynny   
6,3)7997142 =⋅+⋅+⋅+ ;   ×=−= ∑
=
)40/1()(1)(
1
2
k
i
iiВ xxm
n
XD   
+⋅++⋅+−+⋅+−× 9)725,01(12)725,03(6)725,04(( 222   
++=⋅++⋅++ 108,62354,64)(40/1()5)725,02(8)725,05,1( 22    
8,5750,5)128,37605,39781,26 ==+++ ;   
×−+⋅−−=−= ∑
=
22
1
2 )6,32(10)6,31)((40/1()(1)(
l
j
jjВ yyn
n
YD    
++=⋅−+⋅−+× 84,356,211)(40/1()7)6,39(9)6,37(14 22    
9,1389,13)12,20404,104 ==++ ;   ===σ 750,5)()( XDX ВВ   
4,2398,2 == ;   7,3727,389,13)()( ====σ YDY ВВ ;   
∑=
i
iji
j
j qx
n
yx 1)( ;  ==⋅+⋅+⋅= 55,1)3255,121)(10/1()( 1yx    
6,1= ;  4,0393,0)2235,16133)(14/1()( 2 ==⋅+⋅+⋅+⋅−=yx ;  
6,2556,2)1183)(9/1()( 3 −=−=⋅+⋅−=yx ;   
9,3857,3)1)3(64)(7/1()( 4 −=−=⋅−+⋅−=yx ;   
∑=
j
ijj
i
i qy
m
xy 1)( ;  9)69)(6/1()( 1 =⋅=xy ;  ×= )12/1()( 2xy  
9,5917,5)198732( ==⋅+⋅+⋅× ;  +⋅+⋅−= 6221)(9/1()( 3xy   
9,1889,1)17 ==⋅+ ;  1,0125,0)3251)(8/1()( 4 ==⋅+⋅−=xy ;  
2,0)2231)(5/1()( 5 =⋅+⋅−=xy ;  ∑= ji ijji qyxnxy ,)/1( ;    
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+⋅⋅−+⋅⋅−+⋅⋅−+⋅⋅−= 19)3(87)3(32)3(694)(40/1(xy   
+⋅−⋅+⋅⋅+⋅⋅+⋅−⋅+ 5)1(5,11716212)1(1   
−−−−=⋅⋅+⋅−⋅+⋅⋅+ 16818216)(40/1()2223)1(2325,1   
2,10213,10)8695,7712227 −=−=+−+−++−− ;   
9,0851,0
727,3398,2
6,3)725,0(213,10
)()( −=−=⋅
⋅−−−
=
σ⋅σ
⋅−
=
YX
yxxy
r
ВВ
В ;   
3,1323,1398,2/727,3851,0)()( −=−=⋅−=σσ⋅= XYrA ВВВ ;   
6,2641,2)725,0()323,1(6,3 ==−⋅−−=−= xAyB ;   
641,2323,1 +−= xy ;      
0,09,7
24
y
x −
  
Складаємо таблицю координат вер-
шин емпіричної ламаної регресії Y  на X :  
 
ix  -4 -3 1 1,5 2 
)( ixy  9 5,9 1,9 0,1 0,2 
 
На координатній площині Oxy  бу-
дуємо емпіричну ламану регресії Y  на X  і 
емпіричну пряму регресії (рис. 38).   ■   
Зауваження 3. Вибірковий коефіцієнт кореляції Вr , що відо-
бражає тісноту лінійного зв’язку між вибірковими значеннями ве-
личин X  і Y , за абсолютною величиною не перевищує одиниці:  
1|| ≤Вr . Якщо він дорівнює нулю, то ці значення X  і Y  не зв’язані 
лінійною кореляційною залежністю, при цьому вибіркова пряма 
регресії Y  на X  паралельна осі Ox . (Проте може спостерігатися 
нелінійна кореляційна чи функціональна залежність). При зростанні 
абсолютної величини Вr  лінійна кореляційна залежність стає все 
більш тісною і при 1|| =Вr  переходить у функціональну. Якщо ви-
бірка репрезентативна (тобто, має достатній об’єм і добре відобра-
жає генеральну сукупність), то висновок про тісноту лінійного 
Рис. 38  
y
x
O
5
10
24−
∆
∆
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зв’язку між величинами X  і Y , одержаний за даними вибірки, в 
певній мірі можна поширити і на генеральну сукупність.   
 
2.6. Перевірка статистичних гіпотез   
 
2.6.1. Статистична гіпотеза. Статистичний критерій. Помилки  
першого та другого роду. Критична область. Критичні точки  
Будь-який висновок, отриманий на основі обробки статистич-
них даних, носить імовірнісний характер і служить лише обґрунто-
ваним науковим припущенням, оскільки не є повністю достовірним.  
Нехай вибірковим методом досліджується генеральна сукуп-
ність, пов’язана з деякою випадковою величиною X . Довільне ви-
словлення (припущення) про генеральну сукупність (випадкову ве-
личину X ), що перевіряють за вибіркою (тобто за результатами 
спостережень), називають статистичною гіпотезою H  (або про-
сто гіпотезою).  Гіпотези можуть бути параметричними – припу-
щення про параметри відомого закону розподілу, і непараметрич-
ними – припущення про вигляд невідомого закону розподілу. Роз-
різняють прості гіпотези, що включають лише одне припущення, і 
складні, що містять більше одного припущення. Основну гіпотезу, 
висунуту за результатами обробки статистичного матеріалу, нази-
вають нульовою і позначають 0H . На противагу їй звичайно роз-
глядають одну або декілька альтернативних (конкуруючих) гіпо-
тез, які позначають 1H , 2H , …. Процедуру зіставлення гіпотези з 
вибірковими даними (чи не суперечить висунута гіпотеза 0H  ви-
бірці) називають перевіркою гіпотези. Якщо висунута гіпотеза 0H  
відкидається, то її місце займає одна з альтернативних.  
Зауваження 1. Вибір альтернативних гіпотез визначається кон-
кретним формулюванням задачі. Надалі обмежимося випадком ли-
ше однієї конкуруючої гіпотези 1H .   
Довільне правило, за яким приймається чи відхиляється вису-
нута гіпотеза 0H , називають статистичним критерієм (чи прос-
то критерієм) K  перевірки гіпотези 0H . Розробка таких правил та 
їх обґрунтування з точки зору вимог оптимальності служить пред-
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метом теорії перевірки статистичних гіпотез.  
Перевірка статистичних гіпотез ґрунтується на принципі 
практичної впевненості, згідно з яким малоймовірні події вва-
жають неможливими, а події з близькою до одиниці ймовірністю – 
достовірними.  
Статистичними методами гіпотезу можна лише обґрунтовано 
відхилити чи прийняти, але не довести як безсумнівний факт. Тоб-
то, результат перевірки гіпотези може виявитися помилковим. При-
йнято розрізняти помилки наступних двох видів.  
Помилка першого роду – відкинута нульова гіпотеза 0H , у 
той час як вона вірна (“пропуск цілі”). Ймовірність помилки першо-
го роду позначають α  і називають рівнем значущості:  
)/( 01 HHP=α . На практиці прийнятний рівень значущості α  за-
дають наперед (звичайно з діапазону ]1,0;01,0[ ).  
Помилка другого роду – прийнята нульова гіпотеза 0H , у той 
час як вона невірна, тобто насправді справджується альтернативна 
гіпотеза 1H  (“хибне спрацювання”). Ймовірність такої помилки по-
значають β :  )/( 10 HHP=β . Ймовірність β−1  не допустити по-
милку другого роду називають потужністю критерію. Чим вона 
більша, тим кращий критерій, тим вище надійність перевірки.  
Наступна таблиця наочно ілюструє можливі помилки.  
 
Гіпотеза 0H  Відхиляється Приймається 
Вірна Помилка 1 – го роду Правильне рішення 
Невірна Правильне рішення  Помилка 2 – го роду  
 
Зауваження 2. При вибраному критерії та заданому рівні зна-
чущості α  ймовірність β  помилки другого роду можна зменшити 
лише за рахунок збільшення об’єму вибірки.  
Загальний підхід до побудови критеріїв полягає в наступному. 
Розглядають вибірку nxxx ...,,, 21  об’єму n  як спостережені значен-
ня сукупності незалежних випадкових величин nXXX ...,,, 21 , кож-
на з яких має такий же розподіл, що й випадкова величина X . Фор-
мують яку-небудь випадкову величину )...,,,( 21 nXXXUU =  – 
статистику критерію, що характеризує відхилення емпіричних 
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даних nxxx ...,,, 21  від відповідних (згідно гіпотези 0H ) гіпотетич-
них значень і розподіл якої у випадку справедливості 0H  можна 
визначити.  
Виходячи з припущення, що дійсно вірна гіпотеза 0H , за-
дають прийнятний рівень значущості α  і розбивають всю область 
значень статистики критерію U  на дві підмножини αS  и α−1S , що 
не мають спільних елементів. Першу з них αS  називають критич-
ною областю, при потраплянні в яку гіпотезу 0H  відхиляють, а 
другу α−1S  – областю прийняття гіпотези 0H . Значення статис-
тики критерію, що відокремлюють ці області одну від одної, нази-
вають критичними точками. Якщо фактичне значення u  статис-
тики критерію U , обчислене за вибіркою, потрапляє в критичну об-
ласть αS :  α∈ Su , то основну гіпотезу 0H  відхиляють і приймають 
альтернативну гіпотезу 1H . Якщо ж α−∈ 1Su , то навпаки, основну 
гіпотезу 0H  приймають і відкидають конкуруючу гіпотезу 1H .  
Можливі три випадки розміщення критичної області αS , в за-
лежності від вигляду нульової та конкуруючої гіпотез і закону роз-
поділу статистики критерію U .  
Правостороння критична область (рис. 39) – це інтервал 
);(
,2 ∞+αкрu ,  де α,2крu  – правостороння критична точка, що 
відповідає рівню значущості α  і визначається з умови   
α=> α )( ,2крuUP .  
Лівостороння критична область (рис. 40) – це інтервал 
);(
,1 α−∞ крu ,  де α,1крu  – лівостороння критична точка, що від-
повідає рівню значущості α  і визначається з умови  
α=< α )( ,1крuUP .  
Двостороння критична область (рис. 41) складається з двох 
інтервалів  );( 2/,1 α−∞ крu  і );( 2/,2 ∞+αкрu ,  де 2/,1 αкрu   і  2/,2 αкрu  – 
ліва та права критичні точки, що відповідають рівню значущості 
α  і визначаються з умов  
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2/)( 2/,1 α=< αкрuUP    і   2/)( 2/,2 α=> αкрuUP .  
 
 
Зауваження 3. Статистику крите-
рію )...,,,( 21 nXXXUU =  звичайно 
підбирають так, щоб ця випадкова ве-
личина U  мала один з наступних стан-
дартних розподілів:  стандартний нор-
мальний розподіл,  розподіл Пірсона 
( 2χ -розподіл),  розподіл Стьюдента ( t -
розподіл),  розподіл Фішера – Снедеко-
ра ( F -розподіл). Який з них варто використовувати, залежить від 
характеру задачі.  
Для практичного застосування критерій перевірки гіпотез мо-
жна конкретизувати і подати у вигляді наступної схеми:  
1) Сформулювати основну 0H  й альтернативну 1H   гіпотези.  
2) Задати прийнятний рівень значущості α .  
3) Вибрати статистику критерію )...,,,( 21 nXXXUU =  для перевір-
ки нульової гіпотези 0H , керуючись специфікою генеральної су-
купності (випадкової величини X ).  
4) Визначити вибірковий розподіл статистики критерію 
)...,,,( 21 nXXXUU =  при умові, що вірна гіпотеза 0H .  
5) Визначити відповідну критичну область αS . Для цього досить 
знайти критичні точки, що визначають її межу. Для кожної стан-
дартної статистики існують довідкові таблиці та комп’ютерні про-
цедури, за якими знаходять ці точки.  
6) Одержати вибірку nxxx ...,,, 21  спостережень і обчислити за нею 
Рис. 41 
)(uf
uO
2/,2 αкрu2/,1 αкрu
2/α 2/α
Рис. 39  
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uO
α,2крu
α
Рис. 40 
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α
 101 
фактичне значення u  статистики критерію U .  
7) Прийняти статистичне рішення:  якщо α∈ Su , то гіпотеза 0H  
відхиляється, оскільки вона не узгоджується з результатами спосте-
режень;  якщо α∉ Su , то гіпотеза 0H  приймається, оскільки вона 
не суперечить результатам спостережень.  
Далі розглянемо ряд типових задач перевірки гіпотез.  
 
2.6.2. Перевірка гіпотези про математичне сподівання  
нормально розподіленої випадкової величини  
Нехай випадкова величина X , що визначена на множині 
об’єктів деякої генеральної сукупності, розподілена нормально з 
відомою дисперсією 2)( σ=XD , а її математичне сподівання 
)(XM  невідоме.  
Припустимо, що є деякі підстави вважати, що aXM =)( , де 
a  – деяке число. Такими підставами можуть служити:  накопиче-
ний досвід дослідження подібних випадкових величин,  певні відо-
мості про об’єкти генеральної сукупності, зокрема, одержані за ре-
зультатами вибіркових досліджень і т.п. Тоді висуваємо нульову 
гіпотезу 0H : aXM =)(  при конкуруючій гіпотезі 1H : aXM ≠)( .  
Здійснюємо вибірку nxxx ...,,, 21  об’єму n . Враховуючи, що 
вибіркове середнє x  як випадкова величина розподілене за нор-
мальним законом з дисперсією nnXDxD //)()( 2σ==  і матема-
тичним сподіванням )()( XMxM = , можна записати нульову гіпо-
тезу 0H  так:  axM =)( . Для її перевірки можна вибрати статисти-
ку σ−=σ−= naxxaxZ )()()(  як міру розбіжності між вибір-
ковим x  і генеральним a  середніми. Ця випадкова величина також 
має нормальний розподіл, причому, якщо нульова гіпотеза 0H  вір-
на, то  0)( =ZM   і  1)( =σ Z . Подамо відповідну альтернативну 
гіпотезу 1H : axM ≠)( . При такому формулюванні конкуруючої 
гіпотези значні відхилення величини Z  в обидва боки від нуля по-
винні приводити до висновку про хибність нульової гіпотези 0H . 
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Тому необхідно побудувати двосторонню критичну область αS , що 
відповідає прийнятому рівню значущості α . При цьому найбільша 
потужність критерію досягається, якщо ймовірність влучення ста-
тистики критерію Z  у кожний з двох інтервалів області αS  дорів-
нює 2/α . Оскільки розподіл Z  симетричний відносно нуля, кри-
тичні точки також розташовані симетрично відносно нуля, тобто 
);( 2/,2/, αα− кркр zz  – область прийняття гіпотези 0H , де 2/,αкрz  – 
критична точка, що визначається з умови 2/)|(| 2/, α=> αкрzZP .  
Користуючись функцією Лапласа )(xΦ , критичну точку 
2/,αкрz  можна знайти як корінь рівняння 2/)1()( 2/, α−=Φ αкрz .  
Нехай σ−= naxz )(  – фактичне значення статистики кри-
терію Z , одержане за вибіркою. Тоді при 2/,|| α< крzz  нульова гі-
потеза 0H  приймається, а при 2/,|| α> крzz  ця гіпотеза відхи-
ляється.   
Коли генеральна дисперсія )(XD  невідома, за статистику 
критерію приймають випадкову величину SnaxT )( −= , де S  
– виправлене вибіркове середнє квадратичне відхилення. Випадкова 
величина T  має t -розподіл (розподіл Стьюдента) з 1−= nk  сту-
пенями свободи. При цьому також розглядають симетричну двосто-
ронню критичну область αS : kдвостtt ,,|| α> , де  kдвостt ,,α  – критич-
на точка розподілу Стьюдента, що відповідає прийнятому рівню 
значущості α .  
Нехай Snaxt )( −=  – емпіричне значення статистики кри-
терію T , обчислене за вибіркою. Тоді при kдвостtt ,,|| α<  нульова 
гіпотеза 0H  приймається, а при kдвостtt ,,|| α>  ця гіпотеза відки-
дається.  
Приклад. Нехай випадкова величина X  розподілена за нор-
мальним законом з невідомими дисперсією )(XD  і математичним 
сподіванням )(XM . Попередні дослідження дають підстави вважа-
ти, що 6)( == aXM . За вибіркою nxxx ...,,, 21  об’єму 49=n  
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знайдені вибіркове середнє 8,5=x  і виправлене вибіркове середнє 
квадратичне відхилення 8,0=S . Необхідно при рівні значущості 
05,0=α  перевірити нульову гіпотезу 0H : 6)( =XM  при альтер-
нативній гіпотезі 1H : 6)( ≠XM .   
□  Обчислимо фактичне значення статистики критерію T :   
75,18,049)68,5()( −=−=−= Snaxt .  
За таблицею розподілу Стьюдента з 481491 =−=−= nk  
ступенями свободи при 05,0=α  знайдемо двосторонню критичну 
точку:  01,248;05,0,,, ==α двостkдвост tt .  Оскільки  
01,275,1|| 48;05,0, =<= двостtt ,  
то нульова гіпотеза 0H : 6)( =XM  приймається. Тобто, можна 
вважати, що відхилення вибіркового середнього 8,5=x  від очіку-
ваного значення 6=a  математичного сподівання )(XM  незако-
номірне і зумовлене випадковими факторами.  ■  
 
2.6.3. Перевірка гіпотези про рівність математичних сподівань 
двох нормально розподілених випадкових величин  
У практиці статистичних досліджень часто виникають ситуа-
ції, коли середній результат для однієї серії випробувань відріз-
няється від аналогічного для іншої. Це породжує питання, чи можна 
виявлену розбіжність пояснити неминучими випадковими похибка-
ми експерименту, чи вона обумовлена деякими невиявленими зако-
номірностями. Зокрема, подібні випадки спостерігаються при про-
веденні вибіркового контролю якості виробів, що виготовляються 
або різними працівниками, або на різному обладнанні чи при різних  
технологічних режимах.  
Нехай випадкові величини X  і Y  розподілені нормально з ві-
домими дисперсіями )(XD  і )(YD , проте з невідомими матема-
тичними сподіваннями )(XM  і )(YM . З обох генеральних сукуп-
ностей X  і Y  витягнуті незалежні вибірки об’єму відповідно m  і 
n , за якими обчислені вибіркові середні x  і y . Необхідно за емпі-
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ричними середніми x  і y  при заданому рівні значущості α  переві-
рити нульову гіпотезу 0H : )()( YMXM =  про рівність математич-
них сподівань при конкуруючій гіпотезі 1H : )()( YMXM ≠ .  
Статистикою критерію служить нормально розподілена випад-
кова величина )()/1()()/1( YDnXDm
yxZ
+
−
= , причому, якщо ну-
льова гіпотеза 0H  вірна, то 0)( =ZM  і 1)( =σ Z . Критична об-
ласть αS  є двосторонньою симетричною і задається нерівністю 
2/,|| α> крzZ , де 2/,αкрz  – критична точка, що визначається як ко-
рінь рівняння 2/)1()( 2/, α−=Φ αкрz .  
Нехай )()/1()()/1( YDnXDm
yx
z
+
−
=  – фактичне значення 
статистики критерію Z , одержане за вибірками з X  і Y . Тоді при 
2/,|| α< крzz  нульова гіпотеза 0H  приймається, а при 2/,|| α> крzz  
ця гіпотеза відхиляється.   
Зауваження 1. Якщо вибірки mxxx ...,,, 21  і nyyy ...,,, 21  неза-
лежні й обидві мають значний об’єм ( 30>m  і 30>n ), то наведене 
правило можна застосовувати навіть тоді, коли генеральні сукупно-
сті X  і Y  не мають нормального розподілу та їх дисперсії )(XD  і 
)(YD  невідомі. При цьому можна вважати, що вибіркові середні x  
і y  як випадкові величини розподілені приблизно нормально, а ви-
біркові дисперсії )(XDВ  і )(YDВ  служать досить добрими оцін-
ками генеральних дисперсій )(XD  і )(YD . За статистику критерію 
Z  можна наближено прийняти  )()/1()()/1( YDnXDm
yxZ
ВВ +
−
= .  
Зауваження 2. Нехай випадкові величини X  і Y  розподілені 
нормально, причому їх дисперсії )(XD  і )(YD  невідомі, а неза-
лежні вибірки mxxx ...,,, 21  і nyyy ...,,, 21  мають малий об’єм, що не 
дозволяє одержати хороші вибіркові оцінки )(XDВ  і )(YDВ  гене-
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ральних дисперсій )(XD  і )(YD . Якщо припустити рівність між 
собою невідомих генеральних дисперсій )()( YDXD = , то за ста-
тистику критерію можна прийняти випадкову величину  
nm
nmnm
YSnXSm
yxT
+
−+
−+−
−
=
)2(
)()1()()1( 22
,  
яка при справедливості нульової гіпотези 0H  має розподіл Стью-
дента з 2−+= nmk  ступенями свободи. Тут )(2 XS  і )(2 YS  – 
виправлені вибіркові дисперсії. При цьому розглядають симетричну 
двосторонню критичну область αS : kдвостtt ,,|| α> , де  kдвостt ,,α  – 
критична точка розподілу Стьюдента, що відповідає прийнятому 
рівню значущості α . Якщо емпіричне значення t  статистики кри-
терію T , обчислене за вказаними вибірками, задовольняє нерівність 
kдвостtt ,,|| α< , то нульова гіпотеза 0H  приймається, а у випадку 
kдвостtt ,,|| α>  ця гіпотеза відхиляється і приймається конкуруюча 
гіпотеза 1H .  
Зауваження 3. Останній критерій слабо чутливий до припу-
щення про нормальність розподілів випадкових величин X  і Y . 
Його можна застосовувати, коли ці розподіли є одномодальними і 
не дуже асиметричними. Припущення )()( YDXD =  у багатьох ви-
падках може бути обґрунтоване на предметному рівні (наприклад, 
дисперсії обох генеральних сукупностей визначаються похибками 
вимірювального приладу). Коли ж немає вагомих підстав вважати 
дисперсії однаковими, то треба перевірити гіпотезу )()( YDXD = , 
застосовуючи відповідний критерій (див. п. 2.6.4).  
Приклад. Нехай випадкові величини X  і Y  розподілені нор-
мально і мають однакові, хоча й невідомі, дисперсії )()( YDXD = .  
За незалежними вибірками mxxx ...,,, 21  і nyyy ...,,, 21  об’єму відпо-
відно 25=m  і 15=n  знайдені вибіркові середні 2,3=x  і 7,2=y  
та виправлені вибіркові дисперсії 1,2)(2 =XS  і 9,1)(2 =YS , Необ-
хідно при рівні значущості 01,0=α  перевірити нульову гіпотезу 
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0H : )()( YMXM =  про рівність математичних сподівань при аль-
тернативній гіпотезі 1H : )()( YMXM ≠ .   
□  Обчислимо фактичне значення  t  статистики критерію T :   
08,1
1525
)21525(1525
9,1)115(1,2)125(
7,22,3
=
+
−+⋅⋅
⋅−+⋅−
−
=t .  
За таблицею розподілу Стьюдента з −+=−+= 15252nmk  
382 =−  ступенями свободи при 01,0=α  знайдемо двосторонню 
критичну точку:  70,238;01,0,,, ==α двостkдвост tt .  Оскільки  
70,208,1|| 38;01,0, =<= двостtt ,  
то нульова гіпотеза 0H : )()( YMXM =  приймається. Тобто, при 
рівні значущості 01,0=α  можна вважати, що математичні споді-
вання випадкових величин X  і Y  рівні між собою.    ■  
 
 
2.6.4. Перевірка гіпотези про рівність дисперсій  
двох нормально розподілених випадкових величин  
Гіпотези про дисперсію відіграють дуже важливу роль, оскіль-
ки величина розсіювання, що характеризується дисперсією, емпі-
ричних вибіркових даних відносно обчислених значень відповідних 
параметрів дозволяє судити про придатність (адекватність) теоре-
тичних положень, на яких ґрунтуються ці розрахунки.  
На практиці необхідність порівняння дисперсій виникає при 
дослідженні якості налагодження обладнання, стійкості технологіч-
них процесів, точності приладів та інструментів і т.п.  
Нехай з нормально розподілених генеральних сукупностей X  
і Y  здійснені незалежні вибірки mxxx ...,,, 21  і nyyy ...,,, 21  об’єму 
відповідно m  і n , за якими обчислені виправлені вибіркові диспер-
сії )(2 XS  і )(2 YS , що звичайно є різними. Припустимо, для ви-
значеності, )()( 22 YSXS ≥ . Нехай варто встановити, чи взяті розг-
лянуті вибірки з нормальних генеральних сукупностей X  і Y  з од-
наковою дисперсією )()( YDXD = .  
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Необхідно при заданому рівні значущості α  за емпіричними 
оцінками )(2 XS  і )(2 YS  генеральних дисперсій )(XD  і )(YD  
перевірити нульову гіпотезу 0H : )()( YDXD =  про рівність остан-
ніх при альтернативній гіпотезі  1H : )()( YDXD > , яка полягає в 
тому, що генеральна дисперсія більша у тієї випадкової величини 
X , в якої більша виправлена вибіркова дисперсія.  
Статистикою критерію служить випадкова величина F , що є 
відношенням більшої виправленої вибіркової дисперсії )(2 XS  до 
меншої )(2 YS :  )()( 22 YSXSF = , яка при справедливості нульо-
вої гіпотези 0H  має F -розподіл (розподіл Фішера – Снедекора) з 
11 −= mk  і 12 −= nk  ступенями свободи.  
У цій задачі природно розглядати правосторонню критичну 
область αS , що задається нерівністю 21 ,,, kkкрFF α> , де 21 ,,, kkкрF α  – 
правостороння критична точка розподілу Фішера – Снедекора, що 
відповідає прийнятому рівню значущості α .  
Якщо емпіричне значення )()( 22 YSXSf =  статистики кри-
терію F , обчислене за вказаними вибірками, задовольняє нерів-
ність 
21 ,,, kkкрFf α< , то нульова гіпотеза 0H  приймається, а у ви-
падку 
21 ,,, kkкрFf α>  ця гіпотеза відкидається і приймається конку-
руюча гіпотеза 1H .  
Приклад. Нехай відносно певної спільної кількісної ознаки 
проводиться вибірковий контроль двох множин – генеральних су-
купностей X  і Y  – деяких деталей, що виготовлені відповідно на 
першому та другому верстатах. Відомо, що генеральні сукупності 
X  і Y  розподілені за нормальним законом. За результатами дослід-
жень сформовані дві незалежні вибірки mxxx ...,,, 21  і nyyy ...,,, 21  
об’єму відповідно 9=m  і 11=n , за якими обчислені виправлені 
вибіркові дисперсії 55,1)(2 =XS  і 45,0)(2 =YS . Необхідно при 
рівні значущості 05,0=α  перевірити нульову гіпотезу 0H  про рів-
ність генеральних дисперсій )()( YDXD =  при конкуруючій гіпо-
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тезі 1H : )()( YDXD > .   
□  Обчислимо фактичне значення  f  статистики критерію F :   
44,345,055,1)()( 22 === YSXSf .  
За таблицею F -розподілу з 81911 =−=−= mk  і 
1011112 =−=−= nk   ступенями свободи при 05,0=α  знайдемо 
критичну точку:  07,310;8;05,0;,,, 21 ==α крkkкр FF .  Оскільки  
07,344,3 10;8;05,0; =>= крFf ,  
то нульова гіпотеза 0H  про рівність генеральних дисперсій )(XD  і 
)(YD  відхиляється. Тобто, при рівні значущості 05,0=α  можна 
вважати, що справджується альтернативна гіпотеза 1H :  дисперсія 
)(XD  випадкової величини X  значущо перевищує дисперсію 
)(YD  випадкової величини Y .    ■  
 
2.6.5. Перевірка гіпотези про нормальний закон  
розподілу випадкової величини  
У багатьох практичних задачах при дослідженні випадкової 
величини X  навіть вигляд її закону розподілу наперед невідомий. 
Якщо закон розподілу генеральної сукупності визначається за ви-
біркою, то виникає необхідність оцінити, якою є розбіжність між 
емпіричним і прийнятим теоретичним розподілами – випадковою 
чи значущою. Критерій перевірки гіпотези про гаданий закон неві-
домого розподілу називають критерієм згоди.  
Найпоширеніший критерій згоди – це критерій 2χ  (критерій 
Пірсона), який може використовуватися для перевірки гіпотези про 
довільний закон розподілу. Розглянемо його застосовування для 
перевірки гіпотези про нормальний закон розподілу випадкової ве-
личини X .  
Нехай з генеральної сукупності X  з невідомою функцією роз-
поділу )(xF  здійснено вибірку nxxx ...,,, 21  досить великого об’єму 
n  ( 50≥n ) зі значним числом різних варіант, за якою сформовано 
інтервальний статистичний ряд  
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i  1 2 … 1−m  m  – 
ix  );[ 10 aa  );[ 21 aa  … );[ 12 −− mm aa  ];[ 1 mm aa −  ∑ =
m
i 1  
in  1n  2n  … 1−mn  mn  n  
 
так, що  5≥in , mi ,1= ,  де m  – число елементарних інтервалів (у 
загальному випадку, нерівномірних).   
Виходячи з рівня значущості α , висувається нульова гіпотеза 
0H : X  має нормальний закон розподілу  при альтернативній гіпо-
тезі  1H : X  має відмінний від нормального закон розподілу .  
Зауваження. Якщо виявиться, що для деякого i -го частинного 
проміжку умова 5≥in  не виконується, то його треба об’єднати з 
сусіднім інтервалом.  
Статистикою критерію служить випадкова величина 
∑
=
−=χ mi iTiTi nnn1
22 )( ,  де in  і iTn  – відповідно емпірична 
(спостережена) і теоретична частота попадання вибіркових значень 
випадкової величини X  в i -й частинний інтервал з кінцями 1−ia  і 
ia , mi ,1= .  Теоретична частота  iTn  обчислюється як кількість 
вибіркових значень, які повинні потрапити в i -й інтервал при умо-
ві, що випадкова величина X  розподілена за прийнятим нормаль-
ним законом, параметри якого співпадають з їх точковими оцінками 
за цією ж вибіркою:  xa =  і Вσ=σ . Нехай  
( ) ( )ВiВiiii xaxaaXaPp σ−Φ−σ−Φ=<<= −− /)(/)()( 11     
– теоретична ймовірність попадання випадкової величини X , що за 
припущенням має вибраний нормальний розподіл, в i -й частинний 
інтервал. Тоді дістанемо  iiT pnn = . Тут )(xΦ  – функція Лапласа.  
Статистика критерію 2χ  характеризує близькість емпіричного 
й теоретичного розподілів:  чим краще узгоджені ці розподіли, тим 
менше розрізняються емпіричні й теоретичні частоти і, відповідно, 
менше значення статистики критерію.  
Необхідно знати розподіл статистики критерію 2χ  як випад-
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кової величини у припущенні, що нульова гіпотеза 0H  справд-
жується. Точний розподіл випадкової величини 2χ  незручний для 
обчислень. Проте у випадку вибірки великого об’єму n  ( 50≥n ), 
для якої 5≥in  ( mi ,1= ), статистика критерію 2χ  при вірності гі-
потези 0H  наближено має досить простий 
2χ -розподіл. Пірсон до-
вів, що незалежно від того, який розподіл реально має випадкова 
величина X , закон розподілу статистики критерію 2χ  при 
∞→п  прямує до 2χ - розподілу з smk −−= 1  ступенями свободи, 
де s  – число параметрів прийнятого за припущенням теоретично-
го закону розподілу, що оцінюються за даними вибірки.  
Оскільки нормальний закон характеризується двома парамет-
рами a  і σ , то для нього  3−= mk .  
Для вибраної статистики критерію 2χ  розглядається правосто-
роння критична область αS , що задається нерівністю 
2
,,
2
kкр αχ>χ , 
де 2
,, kкр αχ  – правостороння критична точка 2χ - розподілу, що від-
повідає прийнятому рівню значущості α .  
Якщо емпіричне значення ∑
=
−=χ mi iTiTiВ nnn1
22 )(  статис-
тики критерію 2χ , обчислене за вибіркою, задовольняє нерівність 
2
,,
2
kкрВ αχ<χ , то нульова гіпотеза 0H  приймається, тобто за даними 
спостережень випадкова величина X  має нормальний закон розпо-
ділу, розбіжність між емпіричними і теоретичними частотами но-
сить випадковий характер і є незначущою. У випадку 2
,,
2
kкрВ αχ>χ  
гіпотеза 0H  відхиляється і приймається конкуруюча гіпотеза 1H , 
тобто випадкова величина X  має відмінний від нормального закон 
розподілу, розбіжність між емпіричними і теоретичними частотами 
суттєва.  
Приклад.  Для вибірки nxxx ...,,, 21  з генеральної сукупності 
X , інтервальний статистичний ряд якої подано наступною табли-
цею, необхідно при рівні значущості 05,0=α  перевірити нульову 
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гіпотезу 0H : X  має нормальний закон розподілу при альтернатив-
ній гіпотезі 1H : X  має відмінний від нормального закон розподілу  
за допомогою критерію Пірсона.   
 
Номер  
інтервалу i   
Ліва межа  
інтервалу 1−ia  
Права межа  
інтервалу ia  
Емпірична 
частота in  
1 -3  1 5 
2 1  5 6 
3 5  8 9 
4  8  10 18   
5 10  12 22 
6 12  15 19 
7 15  17 14 
8 17 20 5 
9 20 22 2 
 
□  Оскільки 529 <=n , то дев’ятий інтервал об’єднаємо з су-
сіднім. Тоді статистичний ряд набуде вигляду:  
 
Номер  
інтервалу i   
Ліва межа  
інтервалу 1−ia  
Права межа  
інтервалу ia  
Емпірична 
частота in  
1 -3  1 5 
2 1  5 6 
3 5  8 9 
4  8  10 18   
5 10  12 22 
6 12  15 19 
7 15  17 14 
8 17 22 7 
 
Число частинних інтервалів 8=m ,  число ступенів свободи  
5383 =−=−= mk ,  об’єм вибірки  
1007141922189651 =+++++++== ∑ =
m
i inn .  
Будемо вважати варіантами mxxx ...,,, 21  середини елементар-
них інтервалів  2/)( 1 iii aax += − :  
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12/)13(1 −=+−=x ;  32/)51(2 =+=x ;  5,62/)85(3 =+=x ;   
92/)108(4 =+=x ; 112/)1210(5 =+=x ; 5,132/)1512(6 =+=x ;  
162/)1715(7 =+=x ;          5,192/)2217(8 =+=x .  
За одержаними варіантами знайдемо вибіркові оцінки пара-
метрів гаданого нормального закону розподілу  xa =  і Вσ=σ :  
×+⋅+⋅+⋅+⋅+−⋅== ∑
=
1911229185,6936)1(5()/1( 1
m
i ii xnnx    
9,10100/)5,19716145,13 =⋅+⋅+× ;  9,10== xa ;    
+−⋅+−−⋅=−= ∑
=
22
1
2 )9,103(6)9,101(5()()/1( mi iiВ xxnnD   
−⋅+−⋅+−⋅+−⋅+ 5,13(19)9,1011(22)9,109(18)9,105,6(9 222   
19,24100/))9,105,19(7)9,1016(14)9,10 222 =−⋅+−⋅+− ;      
92,419,24 ===σ ВВ D ;   92,4=σ=σ В .   
Обчислимо теоретичні ймовірності iTn  і відповідні теоретичні 
частоти iiT pnn =  попадання випадкової величини X , в i -й час-
тинний інтервал ( mi ,1= ) у припущенні про нормальний закон роз-
поділу зі знайденими параметрами  9,10== xa  і 92,4=σ=σ В :  
( ) ( )ВiВii xaxap σ−Φ−σ−Φ= − /)(/)( 1 ;   
( ) ( ) −−Φ=−−Φ−−Φ= )01,2(92,4/)9,103(92,4/)9,101(1p   
0191,049683,047778,0)83,2()01,2()83,2( =+−=Φ+Φ−=−Φ− ;  
91,10191,01001 =⋅=Tn ;     ( ) ( −Φ−−Φ= 1(92,4/)9,105(2p   
) =Φ+Φ−=−Φ−−−Φ=− )01,2()20,1()01,2()20,1(92,4/)9,10   
0929,047778,038493,0 =+−= ;     29,90929,01002 =⋅=Tn ;    
( ) ( ) −−Φ=−Φ−−Φ= )59,0(92,4/)9,105(92,4/)9,108(3p   
1625,038493,022240,0)20,1()59,0()20,1( =+−=Φ+Φ−=−Φ− ;  
25,161625,01003 =⋅=Tn ;     ( ) ( −Φ−−Φ= 8(92,4/)9,1010(4p   
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) =Φ+Φ−=−Φ−−Φ=− )59,0()18,0()59,0()18,0(92,4/)9,10   
1510,022240,007142,0 =+−= ;    10,151510,01004 =⋅=Tn ;  
( ) ( ) −Φ=−Φ−−Φ= )22,0(92,4/)9,1010(92,4/)9,1012(5p   
1585,007142,008706,0)18,0()22,0()18,0( =+=Φ+Φ=−Φ− ;  
85,151585,01005 =⋅=Tn ;    ( ) ( −Φ−−Φ= 12(92,4/)9,1015(6p   
) 2097,008706,029673,0)22,0()83,0(92,4/)9,10 =−=Φ−Φ=− ;  
97,202097,01006 =⋅=Tn ;    ( ) ( −Φ−−Φ= 15(92,4/)9,1017(7p    
) 0958,029673,039251,0)83,0()24,1(92,4/)9,10 =−=Φ−Φ=− ;  
58,90958,01007 =⋅=Tn ;   ( ) ( −Φ−−Φ= 17(92,4/)9,1022(8p   
) 0956,039251,048809,0)83,0()26,2(92,4/)9,10 =−=Φ−Φ=− ;  
56,90956,01008 =⋅=Tn .   
Обчислимо за вибіркою фактичне значення 2Вχ  статистики 
критерію 2χ :   
+−+−=−=χ ∑
=
29,9/)29,96(91,1/)91,15()( 221 22
m
i iTiTiВ nnn   
+−+−+−+ 85,15/)85,1522(10,15/)10,1518(25,16/)25,169( 222   
=−+−+−+ 56,9/)56,97(58,9/)58,914(97,20/)97,2019( 222   
=−+−+−+ 56,9/)56,97(58,9/)58,914(97,20/)97,2019( 222   
=+++++++= 686,0039,2185,0386,2557,0235,3165,1999,4   
                                                                                                     25,15= .  
За таблицею 2χ -розподілу з 5=k  ступенями свободи при 
05,0=α  знайдемо критичну точку:  1,112 5;05,0;
2
,,
=χ=χ α крkкр .  
Оскільки  1,1125,15 2 5;05,0;2 =χ>=χ крВ , то гіпотеза 0H  про 
нормальний розподіл генеральної сукупності X  відхиляється, роз-
біжність між емпіричними і теоретичними частотами значуща.   ■  
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2.6.6. Перевірка гіпотези про значущість коефіцієнта кореляції  
Нехай з нормально розподіленої двовимірної генеральної су-
купності ),( YX  здійснено вибірку ),(...,),,(),,( 2211 nn yxyxyx  об’є-
му n , за якою обчислено вибірковий коефіцієнт кореляції Вr , що 
служить статистичною оцінкою коефіцієнта кореляції r  генераль-
ної сукупності. Якщо емпіричне значення Вr  виявилося відмінним 
від нуля, то це ще не означає відмінність від нуля генерального кое-
фіцієнта кореляції r . Тому перед тим, як робити висновок про наяв-
ність і ступінь корельованості випадкових величин X  і Y , треба за 
вибіркою при заданому рівні значущості α  перевірити нульову гі-
потезу 0H : 0=r  при конкуруючій гіпотезі 1H : 0≠r .  
Статистикою критерію служить випадкова величина  
)1()2( 2BB rnrT −−= ,  
яка при справедливості нульової гіпотези 0H  має розподіл Стью-
дента з 2−= nk  ступенями свободи.  
Оскільки Вr  приймає значення з проміжку ]1;1[− , то відносно 
великим відхиленням в обидва боки від нуля значенням вибіркового 
коефіцієнта кореляції Вr  відповідають близькі до одиниці значення 
його модуля || Вr . Тому природно розглядати симетричну двосто-
ронню критичну область αS , що задається нерівністю 
kдвостtt ,,|| α> , де  kдвостt ,,α  – критична точка розподілу Стьюдента, 
що відповідає прийнятому рівню значущості α .  
Якщо емпіричне значення )1()2( 2BB rnrt −−=  статистики 
критерію T , обчислене за даною вибіркою, задовольняє нерівність 
kдвостtt ,,|| α< , то нульова гіпотеза 0H  приймається, вибірковий 
коефіцієнт кореляції Вr  вважається статистично незначущим, вели-
чини X  і Y  некорельовані. У випадку kдвостtt ,,|| α>  ця гіпотеза 
відхиляється і приймається конкуруюча гіпотеза 1H , вибірковий 
коефіцієнт кореляції Вr  вважається статистично значущим, величи-
ни X  і Y  корельовані.  
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Приклад 1. За вибіркою об’єму 30=n  з двовимірної гене-
ральної сукупності ),( YX , що має нормальний розподіл, обчислено 
емпіричне значення 68,0−=Вr  коефіцієнта кореляції r  між X  і 
Y . Необхідно при рівні значущості 02,0=α  перевірити нульову 
гіпотезу 0H : 0=r  при альтернативній гіпотезі 1H : 0≠r .  
□  Обчислимо фактичне значення  t  статистики критерію T :   
91,4))68,0(1()230(68,0)1()2( 22 −=−−−⋅−=−−= BB rnrt .  
За таблицею розподілу Стьюдента з 282302 =−=−= nk   
ступенями свободи при 02,0=α  знайдемо двосторонню критичну 
точку:  47,228;02,0,,, ==α двостkдвост tt .  Оскільки  
47,291,4|| 28;02,0, =>= двостtt ,  
то нульова гіпотеза 0H : 0=r  відхиляється. Тобто, при рівні зна-
чущості  02,0=α  можна вважати, що емпіричний коефіцієнт коре-
ляції Вr  значущо відмінний від нуля, випадкові величини X  і Y  
корельовані.    ■  
Зауваження. Якщо об’єм вибірки n  малий, а емпіричне зна-
чення Вr  коефіцієнта кореляції за модулем близьке до одиниці, то 
за статистику критерію необхідно прийняти випадкову величину  
B
B
r
rnT
−
+−
=
1
1ln
2
3
, що при вірності нульової гіпотези 0H  також 
має розподіл Стьюдента з 2−= nk  ступенями свободи.   
Приклад 2. За вибіркою об’єму 7=n  з двовимірної нормаль-
ної генеральної сукупності ),( YX  обчислено емпіричне значення 
96,0=Вr  коефіцієнта кореляції r  між X  і Y . Необхідно при рівні 
значущості 01,0=α  перевірити нульову гіпотезу 0H : 0=r  при 
альтернативній гіпотезі 1H : 0≠r .  
(Розв’язати самостійно. За статистику критерію прийняти ( ) ( ))1()1(ln23 BB rrnT −+−= . Відповідь: гіпотеза 0H  прий-
мається.)   
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2.7. Контрольні запитання до змістового модулю  
“Математична статистика”  
1. Що таке математична статистика?  
2. У чому полягає предмет математичної статистики?  
3. Які основні задачі математичної статистики?  
4. Що таке генеральна сукупність і вибіркова сукупність (вибір-
ка)? У чому різниця між ними?  
5. Яким умовам повинна задовольняти вибірка?  
6. Опишіть способи відбору при формуванні вибірки.  
7. Поясніть зміст вибіркового методу.  
8. Що таке варіанта і варіаційний ряд?  
9. Що таке частота і відносна частота варіанти? Емпірична щіль-
ність розподілу?  
10. Що таке дискретний статистичний ряд? Інтервальний статис-
тичний ряд?  
11. Що таке полігон відносних частот і гістограма відносних час-
тот?  
12. Що таке емпірична функція розподілу і кумулятивна крива 
(кумулята)? 
13. Що таке статистична оцінка параметра розподілу?  
14. Чим відрізняються точкова й інтервальна оцінки параметра роз-
поділу?  
15. Що таке надійність (довірча ймовірність) і рівень значущості  
інтервальної оцінки?   
16. Що служить незміщеною спроможною вибірковою оцінкою 
математичного сподівання?  
17. Що служить спроможною вибірковою оцінкою дисперсії? У 
чому різниця між вибірковою дисперсією і виправленою вибір-
ковою дисперсією?  
18. Що таке вибіркове середнє квадратичне відхилення і виправле-
не вибіркове середнє квадратичне відхилення?  
19. Дайте означення моди і медіани вибірки.  
20. Як знаходять довірчі інтервали для математичного сподівання 
та дисперсії при різних припущеннях?  
21. Що таке кореляційна таблиця?  
22. Як для двовимірної випадкової величини ),( YX  визначають 
вибіркові оцінки: математичних сподівань і дисперсій, умовних 
математичних сподівань і дисперсій, коефіцієнта кореляції?  
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23. У чому полягає предмет і мета кореляційного аналізу?  
24. В якому діапазоні лежать значення коефіцієнта кореляції?  
25. З яких міркувань визначають тип кореляційної залежності 
)()( xxy ϕ= ?  
26. Що таке діаграма розсіювання (кореляційне поле) і емпірична 
(вибіркова) ламана регресії?  
27. У чому суть методу найменших квадратів оцінки параметрів 
рівняння регресії?  
28. Як одержують нормальну систему методу найменших квадра-
тів?  
29. Що таке статистична гіпотеза? Нульова й альтернативна (кон-
куруюча) гіпотези?  
30. Що таке статистичний критерій перевірки гіпотез?  
31. У чому полягає принцип практичної впевненості?  
32. Поясніть значення термінів:  статистика критерію, критична 
область, область прийняття гіпотези, критична точка.  
33. В яких випадках вибирають лівосторонню, правосторонню чи 
двосторонню критичну область?  
34. Які результати перевірки гіпотези відносять до помилок пер-
шого і другого роду?  
35. Наведіть загальну схему критерію перевірки гіпотез.   
36. Опишіть критерій перевірки гіпотези про математичне споді-
вання нормально розподіленої випадкової величини.  
37. Коли на практиці виникає необхідність порівняння математич-
них сподівань? Як реалізується критерій перевірки гіпотези про 
рівність математичних сподівань двох нормально розподілених 
випадкових величин?  
38. Коли на практиці виникає необхідність порівняння дисперсій? 
Опишіть критерій перевірки гіпотези про рівність дисперсій 
двох нормально розподілених випадкових величин 
39. Що таке критерій згоди? Як здійснюється перевірка гіпотези 
про нормальний закон розподілу випадкової величини за кри-
терієм Пірсона?  
40. Як перевіряється гіпотеза про значущість коефіцієнта кореля-
ції?  
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ДОДАТКИ   
Додаток 1 
 
Найважливіші дискретні розподіли  
Назва  
розподілу 
Ряд розпо-
ділу ip  
Параметри та 
їх можливі 
значення  
Матема-
тичне 
сподіван-
ня  M  
Дис-
персія 
D  
Біноміаль-
ний  
inii
n qpC
−
, 
ni ,,1,0 K=  
)1( pq −=  
),2,1( Kn ; 
)10( ≤≤ pp  np  npq  
Пуассо-
нівський  
!iea ai − ,  
ni ,,1,0 K=  
)0( >aa  a  a  
 
Найважливіші неперервні розподіли  
Назва  
розпо-
ділу 
Щільність роз-
поділу  )(xf   
Схема гра-
фіка  )(xf  
Матема-
тичне 
сподіван-
ня  M  
Диспер-
сія  D  
Рівно-
мір-
ний 
)(1 α−β , 
β≤≤α x   і 0  
в інших випад-
ках  
 
 
2
β+α
 
12
)( 2α−β
  
Показ-
нико-
вий  
xe λ−λ , 0>x   і 
0  в інших ви-
падках  
 
λ
1
 2
1
λ
 
Нор-
маль-
ний 
piσ
σ−−
2
)2()( 22axe
, 
+∞<<∞− x  
 
a  2σ  
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Додаток 2 
Значення  функції Гаусса  2
2
2
1)( xex −
pi
=ϕ   
 
x  0 1 2 3 4 5 6 7 8 9 
0,0 0,3989 3989 3989 3988 3986 3984 3982 3980 3977 3973 
0,1 3970 3965 3961 3956 3951 3945 3939 3932 3925 3918 
0,2 3910 3902 3894 3885 3876 3867 3857 3847 3836 3825 
0,3 3814 3802 3790 3778 3765 3752 3739 3726 3712 3697 
0,4 3683 3668 3653 3637 3621 3605 3589 3572 3555 3538 
0,5 3521 3503 3485 3467 3448 3429 3410 3391 3372 3352 
0,6 3332 3312 3292 3271 3251 3230 3209 3187 3166 3144 
0,7 3123 3101 3079 3056 3034 3011 2989 2966 2943 2920 
0,8 2897 2874 2850 2827 2803 2780 2756 2732 2709 2685 
0,9 2661 2637 2613 2589 2565 2541 2516 2492 2468 2444 
1,0 0,2420 2396 2371 2347 2323 2299 2275 2251 2227 2203 
1,1 2179 2155 2131 2107 2083 2059 2036 2012 1989 1965 
1,2 1942 1919 1895 1872 1849 1826 1804 1781 1758 1736 
1,3 1714 1691 1669 1647 1626 1604 1582 1561 1539 1518 
1,4 1497 1476 1456 1435 1415 1394 1374 1354 1334 1315 
1,5 1295 1276 1257 1238 1219 1200 1182 1163 1145 1127 
1,6 1109 1092 1074 1057 1040 1023 1006 0989 0973 0957 
1,7 0940 0925 0909 0893 0878 0863 0848 0833 0818 0804 
1,8 0790 0775 0761 0748 0734 0721 0707 0694 0681 0669 
1,9 0656 0644 0632 0620 0608 0596 0584 0573 0562 0551 
2,0 0,0540 0529 0519 0508 0498 0488 0478 0468 0459 0449 
2,1 0440 0431 0422 0413 0404 0396 0387 0379 0371 0363 
2,2 0355 0347 0339 0332 0325 0317 0310 0303 0297 0290 
2,3 0283 0277 0270 0264 0258 0252 0246 0241 0235 0229 
2,4 0224 0219 0213 0208 0203 0198 0194 0189 0184 0180 
2,5 0175 0171 0167 0163 0158 0154 0151 0147 0143 0139 
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2,6 0136 0132 0129 0126 0122 0119 0116 0113 0110 0107 
2,7 0104 0101 0099 0096 0093 0091 0088 0086 0084 0081 
2,8 0079 0077 0075 0073 0071 0069 0067 0065 0063 0061 
2,9 0060 0058 0056 0055 0053 0051 0050 0048 0047 0046 
3,0 0,0044 0043 0042 0040 0039 0038 0037 0036 0035 0034 
3,1 0033 0032 0031 0030 0029 0028 0027 0026 0025 0025 
3,2 0024 0023 0022 0022 0021 0020 0020 0019 0018 0018 
3,3 0017 0017 0016 0016 0015 0015 0014 0014 0013 0013 
3,4 0012 0012 0012 0011 0011 0010 0010 0010 0009 0009 
3,5 0009 0008 0008 0008 0008 0007 0007 0007 0007 0006 
3,6 0006 0006 0006 0005 0005 0005 0005 0005 0005 0004 
3,7 0004 0004 0004 0004 0004 0004 0003 0003 0003 0003 
3,8 0003 0003 0003 0003 0003 0002 0002 0002 0002 0002 
3,9 0002 0002 0002 0002 0002 0002 0002 0002 0001 0001 
 
Додаток 3 
Значення  функції Лапласа   ∫
−
pi
=Φ
x
u duex
0
22
2
1)(  
 
x  0 1 2 3 4 5 6 7 8 9 
0,0 0,00000 00399 00798 01197 01595 01994 02392 02790 03188 03586 
0,1 03983 04380 04776 05172 05567 05962 06356 06749 07142 07535 
0,2 07926 08317 08706 09095 09483 09871 10257 10642 11026 11409 
0,3 11791 12172 12552 12930 13307 13683 14058 14431 14803 15173 
0,4 15542 15910 16276 16640 17003 17364 17724 18082 18439 18793 
0,5 19146 19497 19847 20194 20540 20884 21226 21566 21904 22240 
0,6 22575 22907 23237 23565 23891 24215 24537 24857 25175 25490 
0,7 25804 26115 26424 26730 27035 27337 27637 27935 28230 28524 
0,8 28814 29103 29389 29673 29955 30234 30511 30785 31057 31327 
0,9 31594 31859 32121 32381 32639 32894 33147 33398 33646 33891 
1,0 0,34134 34375 34614 34850 35083 35314 35543 35769 35993 36214 
1,1 36433 36650 36864 37076 37286 37493 37698 37900 38100 38298 
1,2 38493 38686 38877 39065 39251 39435 39617 39796 39973 40147 
1,3 40320 40490 40658 40824 40988 41149 41309 41466 41621 41774 
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1,4 41924 42073 42220 42364 42507 42647 42786 42922 43056 43189 
1,5 43319 43448 43574 43699 43822 43943 44062 44179 44295 44408 
1,6 44520 44630 44738 44845 44950 45053 45154 45254 45352 45449 
1,7 45543 45637 45728 45818 45907 45994 46080 46164 46246 46327 
1,8 46407 46485 46562 46638 46712 46784 46856 46926 46995 47062 
1,9 47128 47193 47257 47320 47381 47441 47500 47558 47615 47670 
2,0 0,47725 47778 47831 47882 47932 47982 48030 48077 48124 48169 
2,1 48214 48257 48300 48341 48382 48422 48461 48500 48537 48574 
2,2 48610 48645 48679 48713 48745 48778 48809 48840 48870 48899 
2,3 48928 48956 48983 49010 49036 49061 49086 49111 49134 49158 
2,4 49180 49202 49224 49245 49266 49286 49305 49324 49343 49361 
2,5 49379 49396 49413 49430 49446 49461 49477 49492 49506 49520 
2,6 49534 49547 49560 49573 49585 49598 49609 49621 49632 49643 
2.7 49653 49664 49674 49683 49693 49702 49711 49720 49728 49736 
2,8 49744 49752 49760 49767 49774 49781 49788 49795 49801 49807 
2,9 49813 49819 49825 49831 49836 49841 49846 49851 49856 49861 
 
x  3,0 3,1 3,2 3,3 3,4 3,5 3,6 
)(xΦ  0,49865 0,49903 0,49931 0,49952 0,49966 0,49977 0,49984 
x  3,7 3,8 3,9 4,0 4,5 5,0 
)(xΦ  0,49989 0,49993 0,49995 0,499968 0,499997 0,49999997 
 
 
 
Додаток 4 
Критичні точки kt ,α   t -розподілу  (розподілу Стьюдента)  
 
Рівень значущості α    
(двостороння критична область  ( ) α=> α kдвостttP ,,|| ) Число ступенів 
свободи 
k  0,10 0,05 0,02 0,01 0,002 0,001 
1 6,31 12,71 31,82 63,66 318,29 636,6 
2 2,92 4,3 6,96 9,92 22,33 31,6 
3 2,35 3,18 4,54 5,84 10,21 12,92 
4 2,13 2,78 3,75 4,6 7,17 8,61 
5 2,02 2,57 3,36 4,03 5,89 6,87 
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6 1,94 2,45 3,14 3,71 5,21 5,96 
7 1,89 2,36 3 3,5 4,79 5,41 
8 1,86 2,31 2,9 3,36 4,5 5,04 
9 1,83 2,26 2,82 3,25 4,3 4,78 
10 1,81 2,23 2,76 3,17 4,14 4,59 
11 1,8 2,2 2,72 3,11 4,02 4,44 
12 1,78 2,18 2,68 3,05 3,93 4,32 
13 1,77 2,16 2,65 3,01 3,85 4,22 
14 1,76 2,14 2,62 2,98 3,79 4,14 
15 1,75 2,13 2,6 2,95 3,73 4,07 
16 1,75 2,12 2,58 2,92 3,69 4,01 
17 1,74 2,11 2,57 2,9 3,65 3,97 
18 1,73 2,1 2,55 2,88 3,61 3,92 
19 1,73 2,09 2,54 2,86 3,58 3,88 
20 1,72 2,09 2,53 2,85 3,55 3,85 
21 1,72 2,08 2,52 2,83 3,53 3,82 
22 1,72 2,07 2,51 2,82 3,5 3,79 
23 1,71 2,07 2,5 2,81 3,48 3,77 
24 1,71 2,06 2,49 2,8 3,47 3,75 
25 1,71 2,06 2,49 2,79 3,45 3,73 
26 1,71 2,06 2,48 2,78 3,43 3,71 
27 1,7 2,05 2,47 2,77 3,42 3,69 
28 1,7 2,05 2,47 2,76 3,41 3,67 
29 1,7 2,05 2,46 2,76 3,4 3,66 
30 1,7 2,04 2,46 2,75 3,39 3,65 
40 1,68 2,02 2,42 2,7 3,31 3,55 
60 1,67 2 2,39 2,66 3,23 3,46 
120 1,66 1,98 2,36 2,62 3,16 3,37 
∞  1,64 1,96 2,33 2,58 3,09 3,29 
0,05 0,025 0,010 0,005 0,001 0,0005 
 
Рівень значущості α   
(одностороння критична область  ( ) α=> α kодностttP ,,| ) 
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Додаток 5 
Критичні точки 
21 ,,, kkкрF α    F -розподілу  
(розподілу  Фішера – Снедекора)  ( ) α=> α 21 ,,, kkкрFFP  
 
05,0=α  
      1k  
 2k  
2 3 4 5 6 8 12 24 
2 19,00 19,16 19,25 19,30 19,33 19,37 19,41 19,45 
3 9,55 9,28 9,12 9,01 8,94 8,84 8,74 8,64 
5 5,79 5,41 5,19 5,05 4,95 4,82 4,68 4,53 
6 5,14 4,76 4,53 4,39 4,28 4,15 4,00 3,84 
8 4,46 4,07 3,84 3,69 3,58 3,44 3,28 3,12 
10 4,10 3,71 3,48 3,33 3,22 3,07 2,91 2,74 
12 3,88 3,49 3,26 3,11 3,00 2,85 2,69 2,50 
15 3,68 3,29 3,06 2,90 2,79 2,64 2,48 2,29 
17 3,59 3,20 2,96 2,81 2,70 2,55 2,38 2,19 
20 3,49 3,10 2,87 2,71 2,60 2,45 2,28 2,08 
25 3,38 2,99 2,76 2,60 2,49 2,34 2,16 1,96 
30 3,32 2,92 2,69 2,53 2,42 2,27 2,09 1,89 
40 3,23 2,84 2,62 2,45 2,34 2,18 2,00 1,79 
60 3,15 2,76 2,52 2,37 2,25 2,10 1,92 1,70 
120 3,07 2,68 2,45 2,29 2,17 2,02 1,83 1,61 
01,0=α  
2 99,00 99,17 99,25 99,30 99,33 99,36 99,42 99,46 
3 30,81 29,46 28,71 28,24 27,91 27,49 27,05 26,60 
5 13,27 12,06 11,39 10,97 10,67 10,29 9,98 9,47 
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6 10,92 9,78 9,15 8,75 8,47 8,10 7,72 7,31 
8 8,65 7,59 7,01 6,63 6,37 6,03 5,67 5,28 
10 7,56 6,55 5,99 5,64 5,39 5,06 4,71 4,33 
12 6,93 5,95 5,41 5,06 4,82 4,50 4,16 3,78 
15 6,36 5,42 4,89 4,56 4,32 4,00 3,67 3,29 
17 6,11 5,18 4,67 4,34 4,10 3,79 3,45 3,08 
20 5,85 4,94 4,43 4,10 3,87 3,56 3,23 2,86 
25 5,57 4,68 4,18 3,86 3,63 3,32 2,99 2,62 
30 5,39 4,51 4,02 3,70 3,47 3,17 2,84 2,47 
40 5,18 4,31 3,83 3,51 3,29 2,99 2,66 2,29 
60 4,98 4,13 3,65 3,34 3,12 2,82 2,50 2,12 
120 4,79 3,95 3,48 3,17 2,96 2,66 2,34 1,95 
 
 
 
 
 
Додаток 6 
Критичні точки 2
,, kкр αχ   2χ -розподілу   
(розподілу Пірсона)    ( ) α=χ>χ α2 ,,2 kкрP  
 
Рівень значущості α  
Число 
ступенів 
свободи 
k  0,01 0,025 0,05 0,95 0,975 0,99 
1 6,6 5,0 3,8 0,0039 0,00098 0,00016 
2 9,2 7,4 6,0 0,103 0,051 0,020 
3 11,3 9,3 7,8 0,352 0,216 0,115 
4 13,3 11,1 9,5 0,711 0,484 0,297 
5 15,1 12,8 11,1 1,15 0,831 0,554 
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6 16,8 14,4 12,6 1,64 1,24 0,872 
7 18,5 16,0 14,1 2,17 1,69 1,24 
8 20,1 17,5 15,5 2,73 2,18 1,65 
9 21,7 19,0 16,9 3,33 2,70 2,09 
10 23,2 20,5 18,3 3,94 3,25 2,56 
11 24,7 21,9 19,7 4,57 3,82 3,05 
12 26,2 23,3 21,0 5,23 4,40 3,57 
13 27,7 24,7 22,4 5,89 5,01 4,11 
14 29,1 26,1 23,7 6,57 5,63 4,66 
15 30,6 27,5 25,0 7,26 6,26 5,23 
16 32,0 28,8 26,3 7,96 6,91 5,81 
17 33,4 30,2 27,6 8,67 7,56 6,41 
18 34,8 31,5 28,9 9,39 8,23 7,01 
19 36,2 32,9 30,1 10,1 8,91 7,63 
20 37,6 34,2 31,4 10,9 9,59 8,26 
21 38,9 35,5 32,7 11,6 10,3 8,90 
22 40,3 36,8 33,9 12,3 11,0 9,54 
23 41,6 38,1 35,2 13,1 11,7 10,2 
24 43,0 39,4 36,4 13,8 12,4 10,9 
25 44,3 40,6 37,7 14,6 13,1 11,5 
26 45,6 41,9 38,9 15,4 13,8 12,2 
27 47,0 43,2 40,1 16,2 14,6 12,9 
28 48,3 44,5 41,3 16,9 15,3 13,6 
29 49,6 45,7 42,6 17,7 16,0 14,3 
30 50,9 47,0 43,8 18,5 16,8 15,0 
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