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We propose a method to continually monitor the energy of a quantum system. We show that
by having some previous knowledge of the system’s dynamics, but not all of it, one can use the
measured energy to determine many other quantities, such as the work performed on the system, the
heat exchanged between the system and a thermal reservoir, the time dependence of the Hamiltonian
of the system as well as the total entropy produced by its dynamics. We have also analyzed how this
method is dependent on the quality factor of the measurements employed.
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I. INTRODUCTION
The field of thermodynamics is one of the most inter-
esting and peculiar of all physics. It has given us the
knowledge to build thermal engines and thus to reach
the level of development that is seen in today’s world.
Its study has allowed us to understand the notion of
irreversible processes and the arrow of time[1]. While
thermodynamical properties of macroscopic systems are
widely understood, the focus on microscopic systems is
relatively new.
On the realm of stochastic thermodynamics, one iconic
paper by Allicki has defined the form of the Laws of
Thermodynamics for microscopic systems [2]. In this
regime, the concept of thermodynamics is extended to
a single stochastic trajectory of a microscopic system
in phase space. In each realization of the same ther-
modynamical process, the system may undergo different
trajectories and quantities such as work, heat and entropy
production are no longer perfectly defined: they become
trajectory dependent, and, therefore, also stochastic [3–
5]. In such cases, the Second Law of Thermodynamics
is associated to the central Fluctuation Theorem (CT)
[6], 〈exp (−∆Stot)〉 = 1, where 〈〉 is to be understood as
the average over many trajectories. Note that apparent
violations of the second law may happen in any given
trajectory [7–9], although, on average, it still holds, as ex-
pected. Also note that, just as the thermodynamical law
itself, the Central Fluctuation Theorem also has many
formulations. An interesting example is the Jarzinski
Equality [10] (JE) 〈exp (−W/kBT )〉 = exp (−∆F/kBT ),
which has been experimentally verified various times in
recent years [11–14].
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Turning to the First Law of Thermodynamics, the
definition of work, and how to measure it are no trivial
tasks for microscopic quantum systems. The main reasons
are the intrinsic exchange of energy between system and
measurement apparatus and the also intrinsic random
nature of the results of quantum measurements. Over the
past decade, many such definitions were made [15–21],
each better suited for a different situation. That said,
whenever the dynamics and measurements do not involve
coherences in the energy eigenbasis, thermodynamical
quantities such as the exchange of work and heat as well
as the entropy production are well defined and computable.
That is the case here analysed.
The goal of this paper is to propose a method to con-
tinually monitor the energy of a quantum system and
to relate the monitored energy to its thermodynamics.
In particular, we show that, by having some previous
knowledge of the system’s dynamics, one can use the
measured energy to determine quantities such as the work
performed on the system, the heat exchanged between
the system and a thermal reservoir, the time dependence
of the system’s full Hamiltonian and the total entropy
produced by its dynamics.
The paper is organized as follows: First, in section II
we review the protocol for measuring work in quantum
systems proposed in [18, 19]. Second, in section III, we
transform it into a protocol to continually monitor the
energy of a quantum system. In section IV, we analyse
the effects of imperfect measures and define a quality
factor for them. In Section V, we study this quality
factor in detail. In Section VI we apply our results to
a two-level system subjected to a time dependent σz-
type Hamiltonian. In Section VII we display and analyse
simulations of quantum trajectories for the system. In
section VIII, we show how to combine the results of section
VI in order to compute the total entropy produced by the
dynamics, connecting the previous results to the Second
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2Law of Thermodynamics. We also show that the measured
value for the entropy production obeys an equation similar
to the Jarzynski Equality with a correction term that
tends to zero as the quality factor increases. Finally,
section IX concludes the manuscript.
II. THE RONCAGLIA-CERISOLA-PAZ
PROTOCOL
One task in thermodynamics is to evaluate the variation
of internal energy of a system due to the exchange of
work and heat with external agents, from which derives
the first law of thermodynamics. In particular, let us
consider the following problem: one wants to measure
the variation of internal energy ∆U of a system that is
driven from an initial Hamiltonian H, with eigenvalues
equation H |φn〉 = En |φn〉 at t0, to a final Hamiltonian
H˜, with eigenvalues equation H˜ |φ˜n〉 = E˜n |φ˜n〉 at tf , via
an unitary evolution VE . If the initial state of the system
is ρ0, the probability distribution P (∆U) of obtaining
∆U , through the measurement of its energy before and
after the evolution, is given by
P (∆U) =
∑
m,n
pnpm,nδ(∆U − Em,n), (1)
where pn = 〈φn| ρ0 |φn〉 is the probability to mea-
sure the system in |φn〉 before the evolution, pm,n =∣∣∣〈φ˜m|VE |φn〉∣∣∣2 is the probability to measure |φ˜m〉 at the
end of the evolution, given that |φn〉 was measured at the
beginning, and Em,n = E˜m − En.
The protocol proposed in Ref. [18] shows how to obtain
the same probability distribution by making a single mea-
sure on an enlarged system. Before the system of interest
S evolves, it interacts with an ancilla A that is initially
in the vacuum state |0〉. The evolution of the composed
system follows an interaction Hamiltonian HI given by
HI =
λ
~
H ⊗ PA, (2)
where H is the original Hamiltonian of the system S,
PA is the (adimensional) generator of displacements of
the ancilla A, and λ is a constant that parametrizes the
S −A interaction. If the system is originally in the state
|ψ0〉 and the total time of the interaction is equal to δtI ,
this interaction produces the generally entangled system-
ancilla state:
VI |ψ0〉 ⊗ |0〉 =
∑
n
〈φn|ψ0〉 |φn〉 ⊗ |λtIEn〉 . (3)
Now, if the composed system S +A evolves via the
following sequence of unitaries VIEI = V˜IVEV
†
I , its final
state |ΨF 〉 = VIEI |ψ0〉 ⊗ |0〉 is given by
|ΨF 〉 =
∑
m,n
〈φ˜m|VE |φn〉 〈φn|ψ0〉 |φ˜m〉 ⊗ |λtIEm,n〉 . (4)
In this case, a measurement on the position of the an-
cilla results in the value ∆U with the same probability
distribution of (1), as long as the states of the ancilla are
orthogonal.
If the evolution of the system is purely Hamiltonian,
∆U can be associated to the work W performed on it.
The protocol, however, is general and, when used on a
system in contact with a thermal bath, it still provides
the overall variation of internal energy. Since, in this case,
the system can exchange heat with the bath, it can no
longer be said that this variation was due solely to work
performed on the system and the separation between heat
and work may not be easily addressable. Nonetheless,
as we show throughout the rest of the paper, there are
particular cases where the continuous monitoring of ∆U
can be used to differentiate between them and the full
thermodynamics of the time evolution of the system is
obtainable.
III. CONTINUOUS MONITORING
For simplicity, let us first consider the case where
the system of interest is isolated, evolving by the usual
Schro¨dinger equation:
ρ˙ = − i
~
[ρ,H]. (5)
In this scenario, the most important condition in order to
continuously monitor the energy exchanged by the system
is that the total time of the measure dt, composed by the
two interaction times tI plus the evolution time tE must
be small enough so that H(t) may be considered linear
in dt. Also, the interaction time must be much smaller
than the evolution time, so that H(t) remains practically
unchanged during the two interactions of the main system
with the ancilla. In other words:
tI  tE ≈ dt. (6)
In first order perturbation theory, equation (4) becomes
|Ψf 〉 =
∑
m,n
〈φ˜m|VE |φn〉 〈φn|ψ0〉 |φ˜m〉 ⊗ |λδtIEm,n〉
=
∑
n
〈φn|ψ0〉 |φ˜n〉 ⊗ |λδtIE˙ndt〉−
−dt
∑
m,n
〈φm| H˙ |φn〉
Em − En 〈φn|ψ0〉 |φ˜m〉⊗|λδtI(Em,n + E˙mdt)〉 .
(7)
By analyzing equation (7), one can see that the prob-
ability of measuring the ancilla in a position that im-
plies a quantum jump (one of the positions given by
|λδtI(Em,n + E˙mdt)〉) is proportional to dt2 and can,
therefore, be disregarded.
3A. Open System
If the system of interest is in contact with a thermal
bath, the measures of the variation of energy still must
be made in a time interval dt such that H(t) may be
considered linear. However, if one wishes not to disrupt
the dynamics of the system, this interval must be much
larger than the correlation time τ of the bath. If such
an interval exists, during that interval, the system will
evolve following a Lindblad master equation
ρ˙ = − i
~
[ρ,H] +
∑
n
γnL(σn)ρ, (8)
where the Lindblad operators L(σn)ρ are given by
L(σn)ρ = σnρσ†n −
1
2
{ρ, σ†nσn}. (9)
In order to understand the effect of this non-unitary
evolution on the results of the proposed measurement,
let us consider the simple case of a two-level system
with constant Hamiltonian H(t) = H(t0) = E+ |e〉 〈e| +
E− |g〉 〈g| in contact with a thermal bath. The system
evolves following the master equation
ρ˙ = − i
~
[ρ,H] + γ+L(σ+)ρ+ γ−L(σ−)ρ, (10)
where σ+ = |e〉 〈g| and σ− = σ†+. If initialised in its
ground state ρ0 = |g〉 〈g|, the state of the system after
the evolution time dt, is given by
ρf = (1− γ+dt) |g〉 〈g|+ γ+dt |e〉 〈e| (11)
If a measurement on the energy basis {|e〉 , |g〉} is made
after the evolution, the probability to measure the system
in state |e〉 is now proportional to dt and must not be dis-
regarded. A quantum jump occurs whenever the system
absorbs a photon from, or emits a photon to the reservoir,
meaning that there is an exchange of heat between the
system and the bath. Similarly, when no jump occurs,
the energy variation of the system is due solely to the
action of an external force, resulting, therefore, from work
performed on the system. This definition becomes more
precise as the probability of more than one jump in each
energy monitoring step becomes negligible. This imposes
limitations on the monitoring time interval that should
be much smaller than the decay time, dt 1γ .
IV. IMPERFECT MEASURES
If the states prepared in the ancilla through the inter-
action with the system are completely distinguishable, i.e.
orthogonal among themselves, then the measurements
explained above provide the exact internal energy vari-
ation of the system in each time interval dt. However,
in many situations, the measurement apparatus that in-
cludes the ancilla will be a continuous variable system
and full distinguishability will only be achievable as a
limit.
Take, for example, a harmonic oscillator as the ancilla,
initially prepared in its vacuum state. In this case, the
measurement protocol drives the apparatus to energy de-
pendent coherent states |α = λtIEm,n〉, which are never
orthogonal among each other. That means that, in prin-
ciple, there will always be some error associated to each
measurement. The goal is to obtain the value of Em,n
by performing a measurement on |α〉. Assuming λ real
with no loss of generality, note that by measuring the
(adimensional) position Xˆ of the harmonic oscillator, one
has the probability P (x)
P (x) = |〈x|α〉|2 = 1√
2piσ2
e
−
1
σ2
(x−α)2
. (12)
of finding the ancilla at the position x. For convenience,
the standard deviation σ will be considered to be equal to
1. It is important to remember that, from equation (4), to
measure the ancilla at the position x0 means to measure
a variation of internal energy ∆E equals to Λx0 where
Λ = λδtI depends on the S −A interaction time and the
strength of their coupling. The probability distribution
P (E) of measuring E for a coherent state |ΛE0〉 is given
by
P (E) =
Λ√
2pi
e−Λ
2(E−E0)2 . (13)
It can be seen from equation (13) that the standard devia-
tion for the energy measurement is equal to Λ−1. Since the
value of Λ determines the precision of the measurements,
we will call it the Quality Factor.
V. QUALITY FACTOR
In order to better understand the effect of the quality
factor Λ on the measures here proposed, let us rewrite
equation (12) with the coherent state |α〉 = |Λ∆E0〉, and
σ = 1:
P (x) =
1√
2pi
e−(x−Λ∆E0)
2
. (14)
In this form, it becomes clear that the Quality Factor
Λ defines the capacity to capture the differential energy
variation ∆E0 of the system. In Figure 1, we show the
displacement of the state of the Ancilla for growing values
of Λ. ∆E0 is the distance between the peaks of the two
curves, the unchanged one (pictured in blue) and the
one shifted by the S − A interaction (in orange). For
small Λ’s, the overlap between both curves is large and
the energy shift is practically indistinguishable. As Λ
increases, it becomes easier to observe ∆E0. For exam-
ple, for Λ ∼ ∆E−10 both peaks are clearly separated but
position measurements on the Ancilla still have a reason-
able probability of indicating no shift (there is still some
4(a) Λ =
0.1
∆E0
(b) Λ =
1
∆E0
(c) Λ =
10
∆E0
Figure 1: Probability to find the ancilla at the position x for various quality factors Λ. The blue curve corresponds to the case
in which the energy does not change during the measure the orange curve to an energy variation of ∆E0.
overlap between them), whereas for a ten times larger Λ,
not only are the peaks clearly distinguishable but also the
probability of reading a wrong result becomes virtually
zero.
Note that in order to increase Λ, one could either in-
crease the S −A interaction time δI or λ. As previously
explained, any increase in δI is limited by the requirement
that the system’s Hamiltonian does not change signifi-
cantly during the measurement procedure. On the other
hand, λ could, in principle, be increased freely without
disrupting the dynamics of the system, given the form of
the S −A interaction, but in practice it will depend on
the particular experimental setup which will, ultimately,
define the quality factor of the protocol.
VI. TWO-LEVEL SYSTEM
From this point onward, we focus on the study of a
particular two-level system in contact with a thermal
reservoir, that is being monitored by imperfect measure-
ments of energy as previously explained. The system of
interest is one whose Hamiltonian H(t) is always propor-
tional to the Pauli matrix σz, but whose energy levels
may vary in time t. In other words, H(t) is equal to
H(t) =
~ω(t)
2
σz, (15)
where ω(t) is an unknown function of time and the Pauli
matrix σz is equal to
σz = |e〉 〈e| − |g〉 〈g| . (16)
The system is in contact with a thermal reservoir at
inverse temperature β. Thus, its evolution follows the
master equation
ρ˙ = − i
~
[ρ,H] + γ+L(σ+)ρ+ γ−L(σ−)ρ, (17)
with σ+ = |e〉 〈g| and σ− = |g〉 〈e| and with γ+ = Γn(t)
and γ− = Γ(n(t) + 1), where Γ is the coupling strength
between the system and the reservoir and n(t) is the
average number of photons of the reservoir with frequency
ω(t).
We will only analyse functions ω(t) that are well be-
haved and smooth enough to vary linearly at each mea-
surement interval dt and for which the levels |g〉 and |e〉
never cross and are always clearly split. This requires
ω(t) to be always greater than an undermost value  > 0
(0 <  ≤ ω(t)), and the absolute variation of ω(t) in each
measurement, |dω(t)|, to be always much smaller than .
Beyond that, it is assumed that the state of the system
at the beginning of the monitoring is known and equal
either to |e〉 or |g〉. These conditions will make it possible
to unravel a trajectory followed by the system, as it will
be explained bellow.
A. Detecting Effective Quantum Jumps
In each measuring step, there are two possible outcomes:
either the system stays at the same state or the reservoir
induces a jump that changes the state of the system to the
opposite one. Let’s say the system is initially prepared
in state |e〉 (|g〉) and detected at the same level after
the first few measuring steps. Due to the assumption
that ω(t) varies linearly in dt, the exact value of the
system’s internal energy change in each step tn will be
worth ∆Ue→e(tn) =
~dω(tn)
2
(∆Ug→g(tn) = −~dω(tn)
2
).
On the other hand, if the reservoir induces a jump on the
system at time tn, then its exact energy variation will be
worth ∆Ue→g(tn) = −~ω(tn) − ~dω(tn)
2
(∆Ug→e(tn) =
~ω(tn) +
~dω(tn)
2
).
Since ω(t) |dω(t)| at all times, if the measurement’s
quality factor Λ is large enough so that the average error
1
Λ
is much lower than ~ω(t), an effective quantum jump
can easily be discerned by the measurements. In that
case, a perfectly executed protocol clearly allows for the
5(a) Λ =
1
~ω0
(b) Λ =
20
~ω0
(c) Λ =
100
~ω0
Figure 2: Graphics of 〈σz〉 (t) (on the top) and Em(t) (on the bottom) for different values of quality factor. On the graphics
for Em(t), the blue line corresponds to the measured value for E(t) and the orange line corresponds to the exact
energy for the excited state |e〉.
reconstruction of ω(t) from the collection of its small
variations {dω(tn)}.
Note that the protocol to monitor the system’s energy
can only distinguish between even and odd number of
jumps in each interval, i.e. if the measurement interval
dt is not small enough to neglect the probability of two
or more jumps, the protocol will bunch even number of
jumps as ‘no-jump’ and odd numbers as a single effective
jump. However, as we show bellow, this will not affect
our goal of determining H(t).
The exact value for each measurement is obtained when
the state of the ancilla is found to be at the center of
the probability distribution. The deviation between the
measured value and the center of the distribution is the
error of that measurement. The exact value of the change
in internal energy dE in each measurement relates to the
exact value of the change in ω(t) in a different way for each
of the cases stated previously. And so, by calling dEm
the measured value for the variation of internal energy
and ωm the measured value for ω(t) at the beginning of
the measurement, the measured variation of frequency
dωm will be given by
dωm =
(−1)f+1 2dEm
~
− 2ωm(1− δi,f ). (18)
Here the initial state of the system is associated to the
variable i such that, if the system starts the measurement
at the ground state |g〉, we have i = 0; if it starts at the
excited state |e〉, i = 1. The final state is associated to
the variable f in the exact same manner.
B. Determining Heat and Work
As in the classical case, the possible means of varying
the internal energy of the system are denoted Heat and
Work. Also as in the classical case, the energy exchanged
between the system and the thermal reservoir will be
called Heat. That energy exchange comes in the form of
absorption or emission of photons by the system, and is
detected by a change in its state during the measurement.
Analogously, the variation of internal energy forced
upon the system by the action of an external force will
be called Work. This is represented by the continuous
change in the system’s Hamiltonian. Therefore, whenever
the system’s state is unchanged during the measurement,
it is said that its energy variation is entirely due to Work
performed on it.
Those definitions become exactly the same as the ones
usually employed (dQ = Tr{ρ˙H}dt and dW = Tr{ρH˙}dt,
where ρ is the system’s density matrix) if our measure-
ments are performed on time intervals sufficiently small
so that the probability of the system jumping twice is
negligible.
VII. RESULTS
The results shown in this section were obtained from
a program that simulates measurements as explained
previously on a two-level system that follows a randomly
6(a) Λ =
20
~ω0
(b) Λ =
100
~ω0
(c) Λ =
1000
~ω0
Figure 3: Graphics of Em(t) (on top) and correspondent graphics of ωm(t) (on the bottom) for various quality factors Λ. On
the energy graphics, the blue curve corresponds to the measured value and the orange curve to the exact energy of
level |e〉. On the frequency graphics, the blue line is the measured value and the orange line the exact value.
generated quantum trajectory.
Figure 4: Graphic of ω(t) with quality factor Λ =
50
~ω0
. The
blue line corresponds to a single realization; the
orange line corresponds to the mean value between
10 realizations; the green line, the mean of 100
realizations and the red line, 1000 realizations.
The program simulates a system with Hamiltonian H(t)
given by
H(t) =
~ω0
2
(
1 +
1
2
sin(Ωt)
)
σz, (19)
throughout one cycle.
Fig. 2 shows 〈σz〉 (t) and the measured value for E(t) for
various values of Λ. We can see here how the quality factor
influences the measured energy. For low quality factor
Λ, depicted in Fig. 2 (a), the measured energy displays a
significant discrepancy with the exact one. As Λ increases,
the jumps that occur in the system are properly detected
by the protocol as seen in Fig. 2 (b) and (c), as well as the
variation of H(t). In Fig. 3 we show the reconstruction
of ω(t) as a function of the quality factor. It becomes
clear that for sufficiently large values of Λ, the protocol
captures with great precision the time dependence of the
Hamiltonian.
It is important to notice that, although measured values
for ω(t) may differ vastly from the exact one for low quality
factors, as can be seen in Fig. 3 (a) and (b), the average
of ω(t) over many trajectories do tend to the exact one.
This result is shown in Fig. 4, where we compare a single
trajectory (in blue) with the mean value of ω(t) for 10, 100
and 1000 trajectories, all made with a same low quality
factor.
Another interesting property that can be obtained from
the graphics shown in Fig. 3 is that, due to the particular
symmetry of our Hamiltonian, there is an extra correction
that can be done to improve the results. In order to
understand this, one needs to note that whenever the
system jumps during a measurement, the value of ωm(t)
also jumps but somehow partially compensating for the
errors accumulated from previous measurements. In each
7(a) Λ =
50
~ω0
(b) Λ =
100
~ω0
(c) Λ =
1000
~ω0
Figure 5: Graphs of ω(t) made using eqs. (18) on the top and (20) on the bottom. Each pair corresponds to a single
simulation. In all the graphics, the blue line corresponds to the measured value and the orange line to the exact value.
time step, m, the computed value of ωm(t) relates to the
value of Em(t) as ωm(t) =
2Em(t)
~
if the system is in
state |e〉, and ωm(t) = −2Em(t)~ if the system is in state|g〉.
If the measured value for the energy immediately before
a jump from |e〉 to |g〉 is equal to Em(tj−) = E(tj−)+∆E,
where E(tj−) is exact and ∆E is the total error accumu-
lated by all the previous measurements, the computed
value for ω(tj−) will be ωm(tj−) = ω(tj−) + ∆ω. Right
after the jump, Em(tj+) = E(tj−) + dE + ∆E + δE,
where dE is the exact energy difference between tj−
and tj+ and δE is the small error from a single mea-
surement, while the computed value for ω will be given
by ωm(tj+) = ω(tj−) + dω − ∆ω + δω. This means
that, by considering the actual value of ω(tj+) to be
ωm(tj−) + ωm(tj+)
2
, the accumulated error is effectively
changed to
dω
2
. This means that, instead of using Eq. (18)
one should use
dωm =
(−1)f+1 2dEm
~
δi,j+
(
(−1)fdEm
~
− ωm(t)
)
(1− δi,j)
(20)
It is important to note, however that this method only
works because our system’s Hamiltonian is always pro-
portional to σz. In other systems, it may not be possible
to obtain such a method to reduce the error.
The next result shown in Fig. 5 is the comparison
between Eqs. (18), and (20) in order to obtain ωm(t). It
can be clearly seen that, in all the cases shown here, this
method lowers the error, by making the measured (blue)
curve much closer to the exact (orange) one.
VIII. ENTROPY PRODUCTION
So far, the measurements here proposed have been used
to obtain quantities related to the First Law of Thermo-
dynamics, such as the work performed on the system, the
heat it exchanges with an external reservoir, the variation
of its internal energy as well as to reconstruct the time de-
pendence of its Hamiltonian. We proceed now to calculate
the entropy produced in the trajectories and to connect
our results with the Second Law of Thermodynamics.
By definition, the entropy produced during a trajectory−→
Σ is given by
∆S =
P (
−→
Σ )
P˜ (
←−
Σ )
(21)
where P (
−→
Σ) is the probability that the trajectory
−→
Σ
takes place, and P˜ (
←−
Σ) is the probability for the reverse
trajectory
←−
Σ to take place.
Determining both those probabilities is a simple task
whenever one knows H(t) and the exact trajectory fol-
lowed by the system, i.e. the specific jump and no-jump
sequence of
−→
Σ .
8(a) Λ =
102
~ω0
(b) Λ =
103
~ω0
(c) Λ =
104
~ω0
(d) Λ =
105
~ω0
(e) Λ =
106
~ω0
Figure 6: Measured (yellow) and exact (blue) values of entropy produced as a function of time for simulations with various
quality factors Λ.
When comparing the results for the determination of
the time variation of H(t) in Figure 5 versus the recon-
struction of the entropy production, depicted in Figure
6, one can see that the entropy production is much more
sensible to the quality factor. This means that, in order
to obtain a good measurement for the production of en-
tropy, the quality factor needs to be about two orders
of magnitude higher than to obtain a precise measure
of the energy, and, consequently, the time dependence
of ω(t). This is a direct result of the fact that loss of
information due to imperfect measurements is actually
another form of entropy production, classical for sure,
but still adding to the one inherent to the thermodynam-
ical process. Improving the quality factor minimizes this
effect.
This can be seen if one plots the verification of
the central Fluctuation Theorem which states that
〈exp (−∆S)〉 = 1. In Figure 7, one can see that for
low quality factors, the Theorem applied to individual
trajectories, depicted in green, seems to be violated, only
converging to the proper value when Λ → ∞. On the
other hand, when the average over trajectories is taken be-
fore the entropy production is calculated, depicted in blue,
then the convergence to the proper value is much faster.
This behaviour results from the random and symmetric
nature of the errors induced by imperfect measurements.
They can affect the readout of each trajectory signifi-
cantly therefore inducing a very wrong calculation of the
entropy produced in it, whereas the convex sum of the
trajectories tend to average out these errors, at least for
the values of Λ for which the states of the Ancilla are
clearly distinguishable (Λ 1~ω ) and for a large enough
number of trajectories.
Another way to approach this is to add a correction
term to the measured entropy production that takes into
account the information loss, much in the same way as
it was carried out in [22]. In this case, the fluctuations
of the measured entropy ∆Sm will obey the following
relation 〈exp (− (∆Sm + σΛ))〉 = 1, where the trajectory-
dependent correction term σΛ tends to zero as Λ tends
to infinity. As shown in [22], since σΛ refers to lost
classical information, it can be obtained, in general, by
generating correction intermediate trajectories as long as
one knows the basic nature of the randomness brought by
the imperfect measurements. Also note that, the apparent
violation of the Central Fluctuation Theorem provides an
useful strategy to infer the quality factor Λ if this quantity
is unknown.
IX. CONCLUSION
We presented a method to continually monitor the en-
ergy of a quantum system and we connected our results to
9Figure 7: Mean value for 〈exp (−∆S)〉. The green triangles
represent the mean for 1000 measured values, the
blue squares represent the exact mean value for
the same 1000 trajectories. For each value of Λ
there were randomized 1000 different trajectories.
the thermodynamics of closed and open quantum system
dynamics. We also presented a particular case in which
we show that the time-dependence of the Hamiltonian
and the entropy produced during the dynamics can be ob-
tained from analyzing the energy of the system, even with
imperfect measurements. Some of the results obtained
were clearly dependent on the assumption that the Hamil-
tonian of the system of interest was always proportional
to the Pauli matrix σz, however, the scheme developed
here can also be used for other types of evolutions. Also
note that the tool used in our scheme is experimentally
feasible and was already implemented in an ensemble of
cold atoms controlled by an atom chip [18].
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