Abstract. We study a simple model of phase relaxation which consists of a parabolic PDE for temperature and an ODE with a small parameter " and double obstacles for phase variable . The model replaces sharp by di use interfaces and gives rise to superheating e ects. A semi-explicit time discretization with uniform time-step is combined with continuous piecewise linear nite elements for both and , over a xed quasi-uniform mesh of size h. At each time step, an inexpensive nodewise algebraic correction is performed to update , followed by the solution of a linear positive de nite symmetric system for by a preconditioned conjugate gradient method. A priori estimates for both and are derived in L 2 -based Sobolev spaces provided the stability constraint " is enforced. Asymptotic behavior of the fully discrete model is examined as "; ; h # 0 independently, which leads to a rate of convergence of order O(( + h)" ?1=2 ), provided a natural compatibility condition on the initial data is satis ed. Numerical experiments illustrate the performance of the proposed method for the natural choice h ".
1. Introduction. We study the following simple model of phase relaxation @ t + @ t ? = f;
(1.1) "@ t + ( ) 3 ;
(1.2) proposed by Visintin 23, 24] , with Neumann boundary condition @ @ = g, where is the unit outer normal vector. Hereafter is the temperature of a substance that occupies a domain R d (d 1) and undergoes solidi cation, is the phase variable (or order parameter), u = + is the enthalpy (or energy density), " > 0 is a small relaxation parameter, and is the inverse of the sign function, namely, the following maximal monotone graph The constitutive relation 2 ( ), typical of the Stefan problem, is thus replaced by the dynamic condition (1.2) but the double obstacle constraint j j 1 is still enforced. Sharp interfaces are di used into transition layers of thickness O( p ") and superheating e ects, without surface tension, take place; note that Intf = 1g f > 0g and Intf = ?1g f < 0g, but equalities may not hold. Existence and uniqueness are discussed in 24], along with modi cations relevant in polymer crystallization; this connection is further explored in 10, 12] . In 22] the Stefan problem is shown to be the singular limit of (1.1) and (1.2) as " # 0, and a suboptimal rate of convergence of order O(" 1=4 ) is derived; an optimal order O(" 1=2 ) is obtained in 14] . Therefore, the above model is intermediate between the Stefan problem and the phase eld model for which (1.2) is replaced by the singularly perturbed parabolic PDE (1. Our interest in (1.1)-(1.2) is twofold: rst its connection with classical solidi cation, including polymers, and second its relative simple structure that allows a precise design and analysis of adaptive procedures. These techniques are indispensable for the e cient solution of (1.1) and (1.3) because of their sti character. Fast interpolation is essential to transfer information between consecutive meshes and dictates the success of adaptivity for evolution problems, most notably for incompatible meshes 15, 16, 17] . Bearing this in mind, we consider a nite element method that can be applied to the models in 2,3] and handles fast interpolation, and we investigate its stability and convergence over a xed quasi-uniform mesh. We extend this analysis in 9] to adaptively graded meshes that are highly re ned near the transition layers and are totally regenerated from time to time in accordance with certain admissibility tests. Our fully discrete method combines the semi-explicit time discretization of (1.2) due to Verdi and Visintin 21, 22] (1.4) " (X n ? X n?1 ) + (X n ) 3 n?1 ; and the implicit time discretization of (1.1) (1.5) 1 ( n ? n?1 ) + 1 (X n ? X n?1 ) ? n = f n?1 ; with continuous piecewise linear nite elements for space discretization of both n and X n . Each time step consists of an inexpensive nodewise algebraic correction for X n , which arises from (1.4), followed by the solution of a linear positive de nite symmetric system for n , which results from (1.5), by a preconditioned conjugate gradient method. A similar method over a xed mesh is proposed in 4] but no error analysis is given.
In this paper we continue our stability and convergence analyses of 8], but just for a fully discrete version of (1.4) and (1.5) ). The study of semidiscrete traveling waves of 18] reveals that violation of 2 ( ) may take place only within the transition region fj ( ; t)j < 1g, which is a thin layer of thickness O( p ") where jr ( ; t)j C" ?1=2 and j ( ; t)j C" 1=2 . Hereafter C denotes a positive constant which may vary at the various occurrences but will always be independent of the relevant parameters involved, namely "; h and . It is thus quite reasonable to assume We remark that (2.2) is stronger than the compatibility condition of 8], namely k 0 ? z 0 k L 2 ( ) A" 1=2 ; and that z 0 may be discontinuous.
We now formulate the semi-explicit method (1.4)-(1.5) in weak form. Let := T=N > 0 be the time step, N be a positive integer, t n := n , and I n := (t n?1 ; t n ] for 1 n N. For any given sequence fz n g N n=0 , we set @z n := (z n ? z n?1 )= . Given 0 = 0 and X 0 = 0 , for any 1 n N, we seek n 2 H 1 ( ); jX n j 1 and Z n 2 (X n ) a.e. in such that h@ n ; i+h@X n ; i+hr n ; r i = 0 8 2 H 1 ( ); (2.4) "h@X n ; 'i + hZ n ; 'i = h n?1 ; 'i 8 ' 2 L 2 ( ):
We note that (2.4) corresponds to a vanishing Neumann boundary condition, and that f = 0 for simplicity. Our results are valid also for Dirichlet boundary conditions, provided the phase transition fj j < 1g occurs in the interior of , as well as f n?1 = f( n?1 ). The following strong stability estimate holds provided " 8]
Upon adding (2.4) on n, and invoking elliptic regularity theory, we easily derive
because is convex. In addition, there exists C > 0, depending on kr 0 k L 2 ( ) and
A but independent of m N, such that the following optimal error estimate is valid
provided U n = n + X n and " 8]. Proofs of (2.6) and (2.8) are given in 8] for zero Dirichlet boundary condition, but they easily extend to Neumann boundary condition. These results will play a prominent role below.
3. Fully Discrete Problem. We now introduce continuous piecewise linear nite elements to discretize n , X n , U n and Z n . Let fM h g h be a family of regular and quasi-uniform partitions of into simplices and h > 0 stand for the meshsize 5]. The nite element subspace V 1 h H 1 ( ) satis es V 1 h j S = P 1 (S) for all S 2 M h , where P 1 (S) indicates the space of polynomials of degree not greater than 1 restricted to S. Let fx j g J j=1 be the set of nodes of M h and f j g J j=1 be the canonical basis of V 1 h . We introduce the Ritz projection operator R h : H 1 ( ) ! V 1 h de ned by (3.1) hr(R h ? ); r i + hR h ? ; i = 0 8 2 V 1 h :
The following approximation properties are valid because is convex 5]:
We suppose that f j g J j=1 satisfy They can be evaluated easily by means of the vertex quadrature rule, which is exact for piecewise linear functions 5]. It is well known that h ; i h satis es
and the following estimate holds:
For 0 h := 1 h 0 , X 0 h := 1 h 0 and Z 0 h := 1 h z 0 , the fully discrete problem reads: for 1 n N, we seek n h ; X n h ; Z n h 2 V 1 h such that h@ n h ; 'i h + h@X n h ; 'i h + hr n h ; r'i = 0; 8' 2 V 1 h ;
h (x j )) j = 1; ; J: (3.8) Sometimes it will be more suggestive to write 1 h (X n h )] instead of Z n h . Even though z 0 2 ( 0 ) is discontinuous, it makes sense to evaluate it at every node x j and so Z 0 h is well de ned with Z 0 h (x j ) 2 (X 0 h (x j )) for 1 j J. Note that (3.8) is a simple and inexpensive nodewise algebraic correction which computes X n h in terms of n?1 h and X n?1 h . In fact (3.8) can be rewritten explicitly as This is a linear positive de nite symmetric system in the unknown n h , which can be solved e ciently with an iterative solver. We resort to the conjugate gradient method preconditioned with an incomplete Cholesky factorization, as in 17]. We now discuss properties of the discrete initial data. In view of (2. 
The global relation (3.16) is inconvenient because of the bad behavior of rZ n h . We thus resort to an idea stemming from co-volume methods that leads to yet another equivalent form of (3.8). We decompose the reference simplexŜ, with verticesx i and barycentric coordinates^ i , into d + 1 polyhedraŜ i as follows: and note that kṼ k 2 L 2 ( ) = kV k 2 h . We then extend (3.16) by the global relation (3.19) "@X n h +Z n h =~ n?1 h ;Z n h 2 (X n h ) 8 n 0:
We nish this section by stating three elementary identities to be used below, which are valid for all a n ; b n 2 R k (k 1):
a n (a n ? a n?1 ) = ja m j 2 ? ja 0 j 2 + m X n=1 ja n ? a n?1 j 2 ; (a n ? a n?1 )b n?1 :
Identity (3.21) is a consequence of (3.20) applied to A n = P n i=1 a i . Identity (3.22) is usually called the discrete integration (or summation) by parts formula. 4 . Stability. We derive several a priori estimates for the fully discrete scheme (3.7)-(3.8), which will play a major role later on in the error analysis of x5. We rst state a new strong a priori estimate | the fully discrete analogue of (2.6). Its proof is identical to that of (2.6) given in 8], and is thus omitted. To account for the de nition of 0 h = P 1 h 0 , which entails direct nodal evaluation of 0 without averaging, kr 0 h k L 2 ( ) has been replaced by kr 0 k L 1 ( ) . The second and fourth terms represent the (discrete) intermediate Sobolev norms of H 1=2 (H 1 ) and H 3=2 (L 2 ) respectively. In contrast to next result, Lemma 4.1 does not rely on (3.4) and hence is valid for general regular and quasi-uniform meshes. We point out that it is here where we need a Neumann condition. because the nodal values X n i and Z n i satisfy Z n i 2 (X n i ), is monotone, and 0 2 (0).
Combining the above estimates with (3.11) we obtain
Invoking the discrete Gronwall inequality, the above inequality implies (4.1).
5. Error Analysis. We derive linear energy error estimates for the three variables ; and u = + . We will only compare the fully discrete and semidiscrete solutions and use (2.8) to bridge the gap. For v = ; ; u we will use the symbol e n v := V n ? V n h to indicate the error between the semidiscrete and fully discrete approximations of v. he n ; e n i + he n ; e n i + he n + e n ; R h n ? n i :
From (2.6) and (3. 
Similarly, but this time using (3.11) and Lemma 4.2, we obtain
For V, we exploit Young's inequality, together with (2.6), (2.7) and (3.14), to get
Term VII 1 coincides with P m n=1 he n ; e n i in (5.6). The rest of the seven terms are estimated as follows via Young's inequality, (2.6), (2.7) Lemma 4.1 and (5.7):
ke n k 2 L 2 ( ) ;
ke n k 2 L 2 ( ) ; The discrete Gronwall inequality nally yields the asserted estimate. Table 6 .1 for = h=5. We have employed the following notation:
N := number of (uniform) time steps, J := degrees of freedom (dimension of linear system), I := average number of PCG iterations, t := total CPU time in seconds (without graphics), E p;q v := ke v k L p (0;T;L q ( )) and E 1;2 ;" := p "ke k L 1 (0;T;L 2 ( )) .
Note that we have also included the errors ke u k L 2 (Q) and k k L 1 (Q) which are not studied in the theory. Numerical results con rm the linear rate of x5 and also show that the total CPU time increases drastically as h decreases. Figure 6 .1 shows four transition regions f0 < X n h < 1g for " = 0:003, N = 100 and h = 0:05. Figure 6 .2 illustrates the rapid variation of X n h and @ x n h within such regions, which in the limit h # 0 become annuli of thickness x " = 0:09526. To obtain better resolved discrete transition regions, we have to reduce h and at the expense of larger CPU time and static space memory allocations. We will show in 9] how to cope with this di culty via locally re ned meshes.
Example 6.2: Cusp Formation. This is Example III of 16], whose exact solution is unknown but exhibits a cusp singularity in the x-axis. We have taken = (?2; 4) (0; 5), T = 1, N = 480, h = 0:02, = 0:0208 and " = 0:0021. We supply zero Neumann boundary conditon along x-axis and Dirichlet boundary condition along other sides. Figure 6 .3 contains the transition regions for n = 17; 140; 200; 228; 315 and 414. They shrink until disappearance at n = 415. We stress that the number of interior and Neumann nodes is 61103, and so the CPU time is very high. We shall show in Part II how to reduce the computational work for a desired accuracy via adaptivity.
