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Abstract
Given a planar point set, we consider three classes of optimal triangulations: (1) the minimum weight
triangulation with angular constraints (constraints on the minimum angle and the maximum angle in a
triangulation), (2) the angular balanced triangulation which minimizes the sum of the ratios of the maximum angle
to the minimum angle for each triangle, and (3) the area balanced triangulation which minimizes the variance of the
areas of triangles in the triangulation. With appropriate definition of local optimality for each class, a simple unified
method is established for the computation of the subgraphs of optimal triangulations. Computational experiments
demonstrate that the method successfully identifies large portion of edges of the optimal triangulations of each
class for all problem instances tested, and hence optimal triangulations for each class can be obtained from them
by applying dynamic programming. Ó 2000 Elsevier Science B.V. All rights reserved.
Keywords: Minimum weight triangulation; Optimal triangulation; Local optimality; Dynamic programming;
LMT-skeleton
1. Introduction
Given a planar point set S, a triangulation of S is a maximal set of non-intersecting edges connecting
points in S. Triangulation of a point set has many applications in computational geometry and other
related fields. Specifically, in numerical methods for scientific and engineering applications, poorly
shaped triangles can cause serious difficulty. For example, if angles of triangles become too large, the
discretization error in the finite element solution is increased and, if the angles become too small, the
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condition number of the element matrix is increased [1,15]. Traditionally, triangulations which minimize
the maximum angle, maximize the minimum angle, minimize the maximum edge length, and maximize
the minimum height are considered to be good. Polynomial time algorithms have been developed
for determining those triangulations [5,12,13,22]. In computational geometry computing the minimum
weight triangulation is another important research topic. The weight of a triangulation is defined to be
the sum of the Euclidean lengths of the edges in the triangulation. Despite the intensive study made
during the lass two decades, it remains unknown whether the minimum weight triangulation problem is
NP-complete or polynomially solvable [16].
In this paper we consider problems of computing the following three new classes of optimal
triangulations.
Problem 1. The minimum weight triangulation with angular constraints: computing the minimum
weight triangulation with the minimum angle in the triangulation at least a given value α, and with
the maximum angle at most a given value γ , if such triangulations exist.
Problem 2. The angular balanced triangulation problem: computing the triangulation which minimizes
the sum of ratios of maximum angle to minimum angle over all triangles.
Problem 3. The area balanced triangulation problem: computing the triangulation which minimizes the
variance of areas of triangles under the angular constraints given as in Problem 1. Given a triangulation,
let A(t) denote the area of a triangle t ∈ T . Then the variance of areas of triangles is formally defined as
1
|T |
∑
t∈T
(
A(t)− 1|T |
∑
t∈T
A(t)
)2
,
where the notation T is abused to denote the set of triangles in T . Since the sum of areas of triangles
(i.e., ∑t∈T A(t)) and the number of triangles in any triangulation (i.e., |T |) are invariant, the objective
function of the problem reduces to minimizing the sum of the squared areas, i.e.,
minimize
∑
t∈T
A(t)2
under the angular constraints. Therefore, we consider the latter formulation instead of the one that
minimizes the variance.
If α = 0◦ and γ = 180◦, then Problem 1 is reduced to the conventional minimum weight triangulation
problem. If α is defined as the maximum value of the minimum angles among all possible triangulations,
the solution of Problem 1 may give the Delaunay triangulation, although this case is not equivalent to the
Delaunay triangulation problem. Therefore, Problem 1 contains the minimum weight triangulation as a
special instance. In Problem 1 we propose a somewhat more general criterion than that of the minimum
weight triangulation and in Problem 2 a new criterion which is different from the min–max angle
criterion. Problem 3 has not been studied in the field of computational geometry. However, it has potential
use in structural optimization. In designing structures such as plane trusses, we need to determine its
shape from aesthetic point of view under the constraints concerning stress and nodal displacements.
The plane truss can be viewed as a triangulation of points in the plane by regarding truss members and
nodes as edges and points, respectively. When focusing on the shape, triangle areas and angles should
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be as equal as possible from the viewpoint of design and mechanics (see [20,21]). Minimizing total edge
lengths is also considered as a good measure for structural optimization. Therefore, it is quite natural to
consider the above Problems 1–3. The angular constraints for the triangulation allow one to control the
quality of the triangulation more carefully, and the sum of the ratios over all triangles in the triangulation
contains more information than a bottleneck criterion (e.g., the min–max angle criterion) does.
The main purpose of this paper is to provide heuristic methods for computing optimal triangulations
for the above three problems. To treat the problems in a general setting we introduce some notations and
definitions. For a triangle t in a triangulation T , let w(t) denote the weight of t , θlarge(t) the largest and
θsmall(t) the smallest angle in t , and A(t) the area of t .
In order to give a unified description, we impose inessential angular constraints of α = 0◦ and γ = 180◦
on Problem 2. A function f (t) is defined by f (t) = w(t) for Problem 1; f (t) = θlarge(t)/θsmall(t) for
Problem 2; and f (t)=A2(t) for Problem 3. We assume throughout this paper that for a given triangle t ,
f (t) can be computed in constant time.
Notice that for Problem 1 the function
∑
t∈T f (t)=
∑
t∈T w(t) counts twice weights of edges that are
not on the convex hull of the point set S, while it counts exactly once weights of edges on the convex
hull. Therefore the sum is not the weight of a triangulation. However, the edges of the convex hull are
used in every triangulation, and thus their weights can be considered as a constant. Hence, the optimal
solution obtained will be a minimum weight triangulation satisfying the angular constraints.
Then the three problems given above can be formulated as
OPT(S): min
T
{∑
t∈T
f (t)
∣∣ θsmall(t)> α and θlarge(t)6 γ}.
The difficulty of determining an optimal triangulation depends on the position of the points in the
given set. If the points are vertices of a simple polygon then the problems become much easier. Actually
the dynamic programming approach can serve for this case and provides polynomial time algorithms for
all of the three problems.
For general point sets, the apparent difficulty of the minimum weight triangulation problem implies
that it is unlikely that we can design a polynomial time algorithm for the min-sum type problems treated
in this paper. Since it is known that the edge-flipping method gets stuck in a local optimum even for the
minimum weight triangulation problem without angular constraints, we cannot expect the method to work
well for the new classes of problems. Moreover, the greedy algorithm, which selects the shortest edge in
hand every time, may fail to provide a feasible triangulation for problems with angular constraints even
if the additional care has been taken for the constraints. For example, the point set given in Fig. 1 satisfies
|ab| = |ac| = |bc|, |bd| = |cd|, 6 ebc= 6 bcf = 30◦ and |ef | = 12 |bc|. We are seeking a minimum weight
triangulation with the minimum angle not smaller than 20◦. The greedy algorithm will choose edges
(e, f ) and (b, c) in this order. The reason for skipping the shorter edge (b, f ) (or edge (e, c)) is that it
produces an infeasible triangle 1bef . However, the choices of (e, f ) and (b, c) will inevitably generate
an infeasible triangulation shown by the solid lines.
On the other hand, new progress has been made recently to determine large subgraphs, namely, the
β-skeleton [17,18] and the LMT-skeleton [2,3,7,8,10,11] of minimum weight triangulations. In particular,
experimental results have shown that the LMT-skeleton forms a connected subgraph for most of the point
sets of sizes up to 10,000 that are generated from uniform random distributions. Although Bose et al. [6]
proved that the expected number of components in a subgraph obtained by the LMT-skeleton heuristic
is greater than one when n is larger than approximately 1051 for a random point set, the β-skeleton
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Fig. 1. The greedy algorithm generates the triangulation represented by solid lines. The dotted lines give a minimum
weight triangulation satisfying the angular constraints.
and the LMT-skeleton seem to be effective in computing exact minimum weight triangulations [2,7,8,
10,11]. When the number of connected components of the subgraph is one, the exact minimum weight
triangulation can be completed by using the O(n3) dynamic programming algorithm [19] for each non-
triangular face (usually a simple polygon) in the subgraph, where n is the number of edges of the face.
Unfortunately, it seems difficult to apply the β-skeleton approach to Problem 1 since the angular
constraints are not easy to be taken into account in the definition of the β-skeleton. However, the
main idea of the LMT-skeleton [10,11] for the minimum weight triangulation can be adapted to the
problem OPT(S) since the LMT-skeleton determines the edges that are used in every locally minimal
triangulation.
Such a local optimality can also be defined for all of the three problems. Therefore, there is room left to
generalize the concept to the new classes of optimal triangulations through an appropriate definition of the
local optimality. This motivates us to design a unified heuristic for computing subgraphs of new classes
of optimal triangulations. Preliminary research [9] has shown that algorithms based on the generalized
definitions of the local optimality effectively produced large portions of edges for Problems 1 and 2.
In this paper we devise the idea to be suitable to more general classes of problems. The proposed
algorithm is regarded as a generalization of the algorithms by [7,10,11]. Our new theoretical results
are as follows.
A1. An O(n3) time and O(n2) space dynamic programming algorithm for the problem OPT(S) with the
point set being a vertex set of a simple polygon.
A2. An O(n4) time and O(n2) space algorithm for computing the subgraphs of the optimal triangulation
for the problem OPT(S) with the points in general position.
We can iterate algorithm A2, until no new edges are determined. The algorithm will then take a total
O(Kn4) time and O(n2) space, where K is the number of such iterations.
The computational results demonstrated that our algorithm generates large subgraphs (more than 70%
of edges identified in optimal triangulations for all cases tested) for each class of the problems after
iterated at most K = 7 times and the subgraphs are all connected except one case. In a connected
subgraph each non-triangular face forms a simple polygon. Therefore, the remaining task is to complete
the triangulation for those polygons, which can be triangulated by applying the algorithm A1. Our
implementation suggests that for the types of input data tested, our approach produces desired optimal
triangulations in reasonable amount of time for problems with size of less than 1000 points.
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It should be noted that the success of the approach depends on the quality of subgraphs one can find
by the algorithm A2. If the subgraph is disconnected and contains many components, then completing
the remaining untriangulated parts will take much more time, which is exponential in the number
of connected components. Alternatively, some other techniques, such as branch-and-bound, should be
employed.
Two important issues need to be discussed.
(1) Given arbitrarily α, γ can we know if there is any feasible triangulation in polynomial time?
(2) If there is a feasible triangulation can we always find one by our approach?
The maximum value α0 of the smallest angles among all triangulations for a given point set is known
when the Delaunay triangulation is constructed. No feasible triangulation exists if α is larger than α0.
The minimum value γ0 of the largest angles among all triangulations can be computed by the algorithm
of Edelsbrunner et al. [13] in O(n logn) time. Any triangulation is infeasible if β is smaller than γ0.
However, even if α 6 α0 and γ > γ0 are satisfied, there is no guarantee of the existence of a feasible
triangulation. To our best knowledge, there is no polynomial time algorithm to answer (1). For (2) it is
not clear that after we obtain the connected subgraph a non-triangular face always contains a feasible
triangulation. However, in our experiment (details are given in Section 4), we did not encounter with
cases resulting in infeasible triangulation for non-triangular faces while running the algorithm A1.
The organization of the paper is as follows. Section 2 gives polynomial time algorithms based on
dynamic programming for computing optimal triangulations of a simple polygon. Section 3 presents the
definition of local optimality and algorithms for computing the subgraphs of the optimal triangulations
for each class of the problems with the general point set. Section 4 gives computational results of the
proposed algorithms and Section 5 states conclusions.
2. Polynomial time algorithms for a simple polygon
In this section we confine ourselves to the point set which is a vertex set of a simple polygon. We give
polynomial time algorithms based on dynamic programming for optimally triangulating the inside of a
simple polygon under each of optimality criteria of Problems 1–3.
Bern and Eppstein [4] discussed a class of optimal triangulation problems which admit efficient
solutions by using the dynamic programming approach attributed to Klincsek [19]. It is not difficult to see
that Problems 1–3 belong to this class. Although our algorithm is an adaptation of the one proposed by [4]
specialized to the problem OPT(S), we give the details here for the completeness of the description.
Denote the optimal triangulation of a point set S with respect to α and γ by OPT(S,α, γ ). A triangle
is defined to be admissible if it satisfies the angular constraints, otherwise it is inadmissible. Label the
vertices p1,p2, . . . , pn of the simple polygon in the clockwise order. The polygon defined by the point
set S is called P . An edge pipj (j > i + 1) is said to be interior to P if the line segment connecting
pi and pj entirely lies in the interior of P except two endpoints, and it splits P into two polygons
whose union is P . An interior edge of P is called diagonal. Consider a polygon P(i, j) formed by
points pi,pi+1, . . . , pj , such that the edge pipj is interior to P . Let F(i, j) be the minimum value of
f (T ) over all triangulations of P(i, j). The optimal triangulation can be obtained through computing
F(1, n). Before describing our algorithm, we discuss the definition of f (t) when t is degenerate. In such
case define f (t) to be the edge length for Problem 1, and define f (t)= 0 for other two problems. The
algorithm is given as follows.
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Algorithm OPT(S,α, γ ).
Input: the point set S, angle values α and γ .
Output: edge set of an optimal triangulation.
Step 1. Let k = 1. For i = 1,2, . . . , n− 1 and j = i + k, let F(i, j)= f (pipj ) for each edge pipj .
Step 2. Let k = k + 1. For i = 1,2, . . . , n − k and j = i + k, if the edge pipj is not diagonal let
F(i, j)=+∞. Otherwise, let
M = {m | i < m< j, 1pipmpj is admissible, the edges pipm and pmpj are diagonal}. (1)
Compute
F(i, j)=
{
minm∈M{f (1pipmpj)+ F(i,m)+ F(m, j)} for M 6= ∅,
+∞ otherwise. (2)
For each pair (i, j) such that F(i, j) <∞, let m∗(i, j) be the index where F(i, j) in (2) is achieved.
Step 3. If k < n− 1, go to Step 2.
Step 4. If F(1, n) <∞, then backtrack along the pointers m∗ to determine the edges of the optimal
triangulation. Otherwise, conclude that no triangulation satisfying the angular constraints exists.
As was shown by [4], the algorithm runs in O(n3) time and O(n2) space.
3. Local optimality and skeletons
In this section we discuss the local optimality and describe the unified algorithm for identifying a
subset of the edges in an optimal triangulation for each class of Problems 1–3. Most of the results given
in this section are obtained by adapting those of Cheng et al. [7] to Problems 1–3.
Suppose that a general point set is given. Designate the set of all possible edges connecting two
points in S by E(S). For the sake of explanation we assume that the values of α and γ are given
so that there always exist triangulations satisfying the angular constraints. In order to determine the
optimal triangulation, we only need to consider triangulations which contain no inadmissible triangles.
In the remainder of the paper, the term triangulation will mean a triangulation which consists solely of
admissible triangles.
For any two triangles t and t ′ having a common edge e, we define function g(t, t ′) for each class of
Problems 1–3 as follows:
g
(
t, t ′
)= f (t)+ f (t ′).
Recall that f (t)=w(t), θlarge(t)/θsmall(t) and A2(t) for Problems 1, 2 and 3, respectively.
Let e be an edge in an arbitrary triangulation. If e is not on the boundary of the convex hull of the
set S, then there exist two triangles t1 and t2 such that t1 ∩ t2 = e. If the quadrilateral t1 ∪ t2 is convex,
then it contains another diagonal edge, say e′. Denote by t ′1 and t ′2 as two triangles formed by connecting
the edge e′. The edge e is defined to be locally optimal if either one of the following two cases holds.
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Case 1. t1 ∪ t2 is not convex.
Case 2. t1 ∪ t2 is convex and either
(i) g(t1, t2)6 g(t ′1, t ′2), or
(ii) at least one of the triangles t ′1 and t ′2 is inadmissible.
Note that (i) simply means |e|6 |e′| for Problem 1. Additionally, we also define edges in the convex hull
of S as locally optimal.
A triangulation is called locally optimal if each edge e in the triangulation is locally optimal with
respect to two triangles containing e. From the definition, it follows that any optimal triangulation for
Problems 1–3 is locally optimal. For a specific class of the problems the intersection of all locally optimal
triangulations must be a subgraph of any optimal triangulation. Our algorithm intends to find a subset of
the intersection. The algorithm examines every edge in E(S) to see if it is locally optimal and identifies
it as an edge in the optimal triangulation if it does not intersect with any other locally optimal edges. All
boundary edges, which can be found by a convex hull algorithm, are in any triangulation, and therefore
they can be removed from the set E(S) before testing local optimality of other edges.
A triangle is said to be empty if it contains no points of S in its interior. An edge or an empty triangle is
called dead if it is not contained in any locally optimal triangulation. Therefore, all inadmissible triangles
are dead from the beginning. When each edge is examined, its status will be determined as active, inactive
or dead as follows. Let T be the set of pairs {1axb,1ayb} of empty active triangles, one from each side
of a non-boundary edge ab ∈ E(S) such that 1axb ∩1ayb = ab. The edge ab is labeled active if there
exists {1axb,1ayb} ∈ T such that ab ∩ xy 6= ∅ and
(i) g(1axb,1ayb) 6 g(1xay,1xby), or
(ii) at least one of the triangles 1xay and 1xby is inadmissible.
Suppose that ab is not labeled active. Then, if T = ∅, or ab ∩ xy 6= ∅ for all {1axb,1ayb} ∈ T , we
label ab dead. Otherwise, we label ab inactive. When ab becomes dead, it implies that ab cannot be an
edge of any optimal triangulation. On the other hand, when ab becomes inactive, it means that there are
neighboring triangles t1 and t2 bordering ab such that t1 ∪ t2 is non-convex, and that for any other pairs
of empty triangles such that t1 ∪ t2 is convex, either of the conditions of Case 2 in the definition of locally
optimality is not satisfied.
Notice that from the definition an inactive edge is locally optimal, but is not labeled active. The reason
for this is as follows. When Case 1 in the definition of the local optimality is encountered, i.e., there
are neighboring triangles t1 and t2 bordering ab such that t1 ∪ t2 is non-convex, we perhaps should not
label ab active immediately based on t1 and t2. Since should there exist any optimal triangulation without
using the edge ab, the other optimal edges would have intersected it. Labeling ab active may block other
active edges to be included in the skeleton.
If an edge ab becomes inactive or dead, we label some of the empty triangles as dead. More precisely,
define a set as the collection of the empty admissible active triangles 1axb, each of which has a
counterpart of an empty admissible active triangle 1ayb satisfying 1axb ∩1ayb = ab, ab ∩ xy 6= ∅
and x, y lying on the different sides of ab. We label all triangles in the set dead, since they cannot be
used in any optimal triangulation. Notice that the proposed algorithm does not explicitly do this labeling
task. The only role of dead labels on triangles lies in the correctness proof of the algorithm.
We present below our algorithm. Given an optimal criterion of a triangulation, the algorithm produces
a set of edges when it terminates. We name this set the skeleton of the optimal triangulation.
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As we mentioned before, all edges on the convex hull are in every triangulation. Therefore they are
not considered in our algorithm. We use three edges sets; candEdges, inEdges and deadEdges. Initially
all edges in E(S) are active while inEdges and deadEdges are empty.
Algorithm Skeleton
Input: the point set S, angle values α and γ .
Output: edge set inEdges.
Step 0. Set all edges of candEdges unexamined.
Step 1. If there are no unexamined edges, go to Step 3. Otherwise choose an unexamined edge e ∈
candEdges, check all empty triangles on both sides of e. If they are all inadmissible then delete e from
candEdges and move it to deadEdges.
Step 2. Find all combinations of empty admissible triangles ti and tj on the two sides of e such that ti
and tj are not bordered by any edge in deadEdges. For each combination of ti and tj , test if e is locally
optimal with respect to ti and tj . If e is not locally optimal to any such pair {ti, tj }, then move e to
deadEdges. Otherwise, mark e active or inactive according to the definitions. Go to Step 1.
Step 3. For each edge marked active or inactive, if it intersects no other active edges then move it to
inEdges.
The following two lemmas, which are the generalizations of Lemmas 1 and 2 in [7], respectively,
guarantee the correctness of the algorithm.
Lemma 1. If an empty admissible triangle t is labeled dead, then t is not in any optimal triangulation.
Proof. We prove the lemma by contradiction. Let 1axb be the triangle in an optimal triangulation, say
OPT(S,α, γ ), that is labeled dead because ab becomes either inactive or dead. Since ab is not an edge
of the convex hull, there exists a triangle 1ayb ∈ OPT(S,α, γ ) such that 1axb ∩1ayb = ab. In order
to label 1axb dead, ab∩ xy 6= ∅ should be satisfied, which implies that the quadrilateral axby is convex
and the edge xy is not in OPT(S,α, γ ). Moreover, the reason for ab labeled inactive or dead is that
g(1axb,1ayb) > g(1xay,1xby) and that neither of the triangles 1xay and 1xby is inadmissible.
Therefore, for the convex quadrilateral axby in OPT(S,α, γ ), we can replace the diagonal ab by xy
to decrease the objective function value without destroying the angular constraints. This leads to a firm
contradiction. 2
Lemma 2. If an edge ab is not in any optimal triangulation, then ab intersects some active edge.
Proof. Let ab be an edge not in any optimal triangulation OPT(S,α, γ ). Then ab must intersect some
edge in OPT(S,α, γ ). Let xy be such an edge that ab∩xy is the closest point to a and the triangle 1xay
of OPT(S,α, γ ). Since a and b lie on opposite sides of xy, xy is not on the convex hull. Therefore, there
is another triangle 1xzy in OPT(S,α, γ ) adjacent to 1xay. Let C be the cone bounded by the two rays
originating from a through x and y, respectively. By construction, b ∈C. Note that both triangles 1xay
and 1xzy are admissible (see Fig. 2).
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Fig. 2. Illustration used for the proof of Lemma 2.
Assume, to the contrary, that ab does not intersect any active edge. By Lemma 1, 1xay and 1xzy are
not labeled dead, even if xy is labeled inactive. This means that az∩ xy = ∅. Therefore, z /∈C and z 6= b.
Suppose z lies on the left side of ab. By construction, we discover a new edge zy in OPT(S,α, γ ) that
intersects ab and b lies inside of the cone C bounded by the two rays from x through z and y. Thus, by
the application of the previous argument to 1zxy and zy, we obtain new edges x′z and x′y one of which
intersects ab and the triangle 1x′zy conserves satisfaction of the angular constraints. Infinite iteration
of this argument gives an infinite sequence of edges that intersect ab. This contradicts the finiteness of
OPT(S,α, γ ). 2
Computing empty triangles for each edge requires O(n logn) time by using the method of [7], so
totally O(n3 logn) for all the edges. We can also preprocess the data in O(n2) time and O(n2) space by
the algorithm in [14] so that all empty triangles sharing an edge can be computed in linear time. Since
test of admissibility for each empty triangle can be done in O(1) time, the local optimality of an edge
can be tested in O(1) time. An edge might have O(n) triangles on each side, therefore we may test O(n2)
combinations of adjacent triangles for each edge. The loop in Steps 1–2 iterates O(n2) times, once for
each candidate edge. This leads to a total O(n4) time for these two steps. In Step 3 we test an edge
against at most O(n2) other edges. Therefore, Algorithm Skeleton can be run in O(n4) time and O(n2)
space.
By running Algorithm Skeleton we obtain (1) the skeleton, i.e., the set inEdges of edges identified
to be in any optimal triangulation, and (2) the set deadEdges of edges excluded from any optimal
triangulation. With the two sets inEdges and deadEdges at hand, we can restart Algorithm Skeleton
by setting candEdges = E(S) − (inEedges ∪ deadEdges) in order to find more edges in an optimal
triangulation. This process can be performed repeatedly until no new edges are identified to be in inEdges.
Thus the total complexity would be O(Kn4) time and O(n2) space, where K is the number of iterations
of the process. By using the edge scanning and stacking approach of Belleville et al. [3] and Beirouti and
Snoeyink [2], the algorithm would take O(n4) time and O(n2) space without the need of repetition.
When implementing Algorithm Skeleton, the following property helps to resolve a tie that may occur
with respect to the local optimality, hoping that more edges can be included in the skeleton.
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Fig. 3. A degenerate case.
Property 3. Let an edge pq be locally optimal with respect to a pair of triangles 1pqa and 1pqb, and
the quadrilateral paqb convex. Suppose that the edge pq is not locally optimal with respect to any other
pairs of triangles which border the edge pq and lie on each side of pq. If
g(1abp,1abq)= g(1pqa,1pqb), (3)
then no locally optimal triangulation uses the edge pq.
Proof. Assume that there is an optimal triangulation containing the edge pq. Then the edge is locally
optimal with respect to two triangles bordering pq. By the assumption of the property, these two triangles
must be 1pqa and 1pqb. The convexity of paqb implies that ab is another diagonal edge. Therefore,
by (3) we can replace the edge pq with the edge ab while keeping the optimal value unchanged. 2
From the original definition of the local optimality, the edge pq satisfying the above property is locally
optimal. However, the above property implies that pq can be determined to be dead in our algorithms
without affecting the optimal value of the triangulation.
When applying Algorithm Skeleton to Problem 3, the situation considered in the above property
happens quite often for integral point sets (see Fig. 3). For such case if we label the edge pq active,
then it will block other edges in the optimal triangulation to be moved into inEdges.
4. Computational experiments
We implemented Algorithm Skeleton and the dynamic programming algorithm for each of Prob-
lems 1–3 on a Pentium (300 MHz) PC Machine. Two types of data sets are used:
(1) uniformly distributed random point sets with sizes ranging from 100 points to 1000 points,
(2) sets of perturbed grid points with sizes of 100, 196, 324 and 484 points.
The sets of type (2) are generated as follows. First we generate grid points and then perturb each inner
point within a circle with certain radius, a parameter r . By changing the value of r , different types of sets
are generated. The radius r is chosen as r = 0.17s, r = 0.33s, r = 0.5s and r = 0.67s, respectively, where
s is the grid size. In our experiments s is fixed at 1. When the radius gets bigger the set usually results
in optimal triangulations containing triangles with smaller angles. As discussed in Section 1, there is no
polynomial procedure for detecting the existence of feasible triangulations in a point set for arbitrarily
given values of α and γ . Therefore, we have to set α and γ to special values. In our experiment, we
computed the value of the minimum angle in Delaunay triangulation for each point set by a package
VORONOI2 [23], and set α to at most this value, say αD. The value of γ is fixed to 180◦. By doing that,
we are always guaranteed to have feasible triangulations.
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Table 1
Summary of results for the minimum weight triangulation with angular constraints for sets with 196 points
% skeleton #iterations Time (s)
r α #comp min. ave. max. min. ave. max. min. ave. max.
0.17s α1 1 0.976 0.982 0.994 2 2.9 3 18.0 19.7 20.0
α2 1 0.936 0.954 0.974 3 3 3 20.0 20.8 21.0
α3 1 0.953 0.958 0.981 3 3 3 21.0 21.7 22.0
α4 1 0.983 0.990 1.000 2 3.2 4 23.0 24.1 26.0
0.33s α1 1 0.961 0.977 0.991 3 3.4 4 19.0 20.9 23.0
α2 1 0.959 0.975 0.994 3 3.4 4 21.0 21.7 23.0
α3 1 0.968 0.978 0.991 3 3.5 4 21.0 21.8 23.0
α4 1 0.962 0.982 0.992 3 3.7 4 23.0 24.2 26.0
0.50s α1 1 0.869 0.914 0.953 3 4.1 5 25.0 28.9 33.0
α2 1 0.860 0.911 0.947 3 4.1 5 25.0 29.4 35.0
α3 1 0.867 0.905 0.947 4 4.1 5 25.0 30.0 35.0
α4 1 0.856 0.893 0.940 4 4.1 5 27.0 32.7 38.0
0.67s α1 1 0.850 0.892 0.927 4 4.5 5 27.0 32.3 38.0
α2 1 0.846 0.892 0.925 4 4.6 6 28.0 32.6 37.0
α3 1 0.848 0.887 0.921 4 4.6 6 29.0 33.6 39.0
α4 1 0.827 0.875 0.910 4 4.4 5 31.0 35.5 43.0
For each set of parameters such as type, size and radius, we generated ten data sets. All the results of
the experiments shown below are averages of these ten sets. We repeatedly run Algorithm Skeleton until
no new edge can be identified as the optimal edge.
Finally, it should be noticed that for every class of problems and for all cases we have tested, the
skeletons become connected, and optimal triangulations can be completed by applying the dynamic
programming algorithm described in Section 2. Moreover, the skeletons seem to be always uniquely
determined regardless of the order of examining edges. The similar phenomenon was also observed by
Dickerson et al. [10], though no theoretical result is known yet for the uniqueness. Computation time
spent by the dynamic programming was negligibly small compared with that by Algorithm Skeleton.
Therefore, in the following we shall focus on the performance of Algorithm Skeleton by reporting
computational results such as CPU time and the percentage of edges in an optimal triangulation found
by Algorithm Skeleton. The following legends are used in Tables 1–6:
n: the size of the point set,
#comp: the number of connected components in the skeleton generated by Algorithm Skeleton,
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Table 2
Summary of results for the minimum weight triangulation with angular constraints for sets with 484 points
% skeleton #iterations Time (s)
r α #comp min. ave. max. min. ave. max. min. ave. max.
0.17s α1 1.1 0.978 0.985 0.997 3 3.4 4 386.0 396.3 409.0
α2 1.1 0.978 0.985 0.997 3 3.4 4 387.0 397.4 410.0
α3 1.1 0.977 0.985 0.997 3 3.4 4 388.0 398.9 411.0
α4 1.1 0.977 0.985 0.997 3 3.4 4 395.0 409.2 417.0
0.33s α1 1 0.965 0.977 0.985 4 4 4 386.0 394.9 408.0
α2 1 0.965 0.977 0.985 4 4 4 386.0 395.6 412.0
α3 1 0.965 0.976 0.985 4 4 4 387.0 397.0 413.0
α4 1 0.962 0.975 0.984 4 4.1 5 398.0 408.6 423.0
0.50s α1 1 0.873 0.888 0.911 4 4.8 6 511.0 556.3 607.0
α2 1 0.871 0.888 0.911 4 4.8 6 514.0 559.4 606.0
α3 1 0.867 0.885 0.908 4 4.9 6 520.0 570.2 614.0
α4 1 0.860 0.878 0.898 4 5.3 8 543.0 605.4 737.0
0.67s α1 1 0.832 0.870 0.882 4 5.1 6 580.0 614.5 695.0
α2 1 0.827 0.868 0.880 4 5.1 6 573.0 619.2 704.0
α3 1 0.826 0.865 0.883 4 5.1 6 578.0 625.7 709.0
α4 1 0.822 0.858 0.871 4 5.2 6 603.0 653.7 732.0
% skeleton: the percentage of edges of the optimal triangulation found by Algorithm Skeleton,
#iterations: the number of times that Algorithm Skeleton is applied to get the final skeleton,
Time (s): CPU time in seconds.
The minimum weight triangulation with angular constraints. Since for a uniformly distributed random
point set there almost always exists a triangle with a very small angle as well as a very large angle in
an optimal triangulation, it has very little meaning to consider the minimum weight triangulation with
angular constraints in this type of data set. Therefore data sets of type (2) are used. The results for 196
points and 484 points are reported in Tables 1 and 2, respectively (the results for 100 and 324 points
are omitted since they exhibit similar performance). In our experiments, values of α are chosen from the
range between 0 and αD. More precisely, we take α1 = αD, α2 = 2αD/3, α3 = αD/3 and α4 = 0.
We observed that for this type of point sets the percentages of optimal edges found by the algorithm
are mainly influenced by the values of the perturbation parameter r . The smaller the value r is, the larger
the size of skeleton found becomes. The angular constraints have minor influence on the effectiveness
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Table 3
Summary of results of the angular balanced triangulation for data sets of type (1)
% skeleton #iterations Time (s)
n #comp min. ave. max. min. ave. max. min. ave. max.
100 1 0.943 0.973 0.993 4 4.3 5 3.0 3.2 4.0
200 1 0.948 0.972 0.993 4 4.6 5 31.0 33.0 36.0
300 1 0.960 0.974 0.992 4 5.1 7 112.0 118.3 134.0
400 1 0.957 0.976 0.988 4 5.3 6 278.0 289.7 310.0
500 1 0.961 0.973 0.982 5 5.6 6 544.0 562.4 573.0
1000 1 0.963 0.973 0.984 5 5.6 6 4321.0 4592.5 5123.0
Table 4
Summary of results of the area balanced triangulation for data sets of type (1)
% skeleton #iterations Time (s)
n #comp min. ave. max. min. ave. max. min. ave. max.
100 1 0.742 0.785 0.810 3 3.4 4 4.0 4.0 4.0
200 1 0.722 0.765 0.795 3 3.6 4 32.0 33.9 38.0
300 1 0.726 0.753 0.767 3 3.5 4 111.0 118.3 126.0
400 1 0.726 0.748 0.764 4 4 4 278.0 287.2 294.0
500 1 0.725 0.746 0.772 4 4 4 523.0 553.0 583.0
of the algorithm. Larger value of α slightly raises the percentage of the edges found. The reason might
be that larger α decreases the number of edges to be labeled as active or inactive so that the chance of
intersecting with each other becomes less. Therefore, more edges can be included in the set inEdges by
the algorithm.
Angular balanced triangulation. We tested the algorithm for the data sets of type (1). From the results
shown in Table 3, we conclude that the algorithm performed very well for this criterion.
The area balanced triangulation. For this problem we computed the skeletons of area balanced
triangulations without angular constraints for data sets of type (1) and the skeletons of area balanced
triangulations with angular constraints for data sets of type (2). For type (2) data we only tested for sets
of 196 points with different radii r and α = 2/3αD. Property 3 is tested for data sets of type (1), since
points in the sets have integral coordinates. It is observed that the property helped to generate in average
about 4–5% of edges in the skeletons. Details are shown in Tables 4–6.
As a comparison we give Figs. 4–13 to show examples of skeletons and optimal triangulations for
different criteria of a point set with 196 points (r = 0.33s).
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Table 5
Summary of results of the area balanced triangulation without angular constraints for data sets of type (2) of 196
points
% skeleton #iterations Time (s)
r #comp min. ave. max. min. ave. max. min. ave. max.
0.17s 1 0.850 0.873 0.895 3 3 3 24.0 24.4 25.0
0.33s 1 0.803 0.832 0.863 3 3.1 4 24.0 25.2 26.0
0.50s 1 0.775 0.802 0.831 3 3.1 4 36.0 28.2 31.0
0.67s 1 0.754 0.776 0.799 3 3.3 4 27.0 29.89 33.0
Table 6
Summary of results of the area balanced triangulation with angular constraints α 6 2/3αD for data sets of type (2)
of 196 points
% skeleton #iterations Time (s)
r #comp min. ave. max. min. ave. max. min. ave. max.
0.17s 1 0.848 0.866 0.887 3 3 3 19.0 19.0 19.0
0.33s 1 0.814 0.837 0.861 3 3 3 19.0 19.9 21.0
0.50s 1 0.773 0.804 0.835 3 3.1 4 23.0 24.6 27.0
0.67s 1 0.750 0.778 0.805 3 3.3 4 24.0 26.4 29.0
Fig. 4. Skeleton of minimum weight tri-
angulation (without angular constraints).
Fig. 5. Minimum weight triangulation
(without angular constraints).
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Fig. 6. Skeleton of minimum weight tri-
angulation (with angular constraints).
Fig. 7. Minimum weight triangulation
(with angular constraints).
Fig. 8. Skeleton of angular balanced tri-
angulation.
Fig. 9. Angular balanced triangulation.
5. Conclusions
We have introduced three classes of problems that seek to find an optimal triangulation under new
optimal criteria: (1) the minimum weight triangulation with angular constraints, (2) the angular balanced
triangulation, and (3) the area balanced triangulation. The contribution of this paper is as follows.
(i) We have proposed new heuristics for solving broad classes of optimal triangulation problems based
on the LMT-skeleton approach.
(ii) We have confirmed through computational experiments that the proposed method is quite powerful
for such classes of problems.
As we mentioned before, the key to the success of computing optimal triangulations for these three
problems is that connected subgraphs can be generated for almost all cases. Although there is no
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Fig. 10. Skeleton of area balanced trian-
gulation (without angular constraints).
Fig. 11. Area balanced triangulation
(without angular constraints).
Fig. 12. Skeleton of area balanced trian-
gulation (with angular constraints).
Fig. 13. Area balanced triangulation
(with angular constraints).
theoretical guarantee of the proposed approach to always find connected subgraphs, our experiments
have demonstrated that it is useful for practically solving Problems 1–3 that have important applications
in structural design of plane trusses.
The results in this paper indicates the further applicability of LMT-skeleton based heuristics to other
class of optimal triangulation problems that have min-sum type measure. For example, if the measure
function f for each triangle is defined as the ratio of the length of the longest edge to that of the shortest
edge, the triangulation with the minimum value is the one that balances the lengths of the edges. We
are currently planning to apply the proposed method to this problem in order to see whether the LMT-
skeleton based heuristic also works for the problem.
In spite of the success of the proposed method, the theoretical issues concerning the method as well as
the computational complexity of the problems dealt with in this paper have not been resolved yet. Among
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them, it is important to clarify (a) why the proposed method practically works well, and (b) whether
Problems 1–3 are NP-hard or not. Such problems are open for future investigation.
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