ABSTRACT The purpose of this study was to address the question of whether the use of nonlinear mixed-effect models has an impact on the detection and characterization of nonlinear processes (pharmacokinetic and pharmacodynamic) in rich data obtained from a few subjects. Simulations were used to assess the difference between applying population analysis, ie, nonlinear mixed-effects models as implemented in NONMEM, and the standard 2-stage (STS) method as the data analysis method for detection and characterization of nonlinearities. Three situations were considered, 2 pharmacokinetic and 1 pharmacodynamic. Both the first-order (FO) and FO conditional estimation (FOCE) algorithms were used for the population analyses. Within each situation, rich data were simulated for 8 subjects at multiple dose levels. The true nonlinear model and a simpler linear model were fit to each data set using each of the STS, FO, and FOCE methods. Criteria were prespecified to determine when each data analysis method detected the true nonlinear model. For all 3 simulated situations, the application of population analysis with the FOCE algorithm enabled the detection and characterization of the true nonlinear models in at least a 4-fold lower dose level than the STS approach. For both of the pharmacokinetic settings, population analysis with the FO algorithm performed much more poorly than the STS approach.
INTRODUCTION
The presence of nonlinear (ie, dose dependent) pharmacokinetics, whether attributable to saturation in absorption, first-pass metabolism, binding, or excretion, can have significant clinical consequences (1) . Thus, the detection and characterization of any nonlinear processes, when they exist, is extremely important for the safe and rational use of a drug. The same is also true for characterization of pharmacodynamic processes. That dose-response relationships are often nonlinear is not questioned, but frequently the range of doses studied does not permit characterization of the entire dose-response relationship (2) , and simpler models, linear or log linear, are commonly used in practice. The problem arises if these simpler models are used to predict the response to doses beyond the range of those used to characterize the model. These predictions may result in the false belief that increasing the dose will result in a greater effect when, in actual fact, increasing the dose will result in a smaller than expected increase in beneficial effect and may also cause a disproportionate increase in observable side effects. Spigset (3) showed that nonlinearity is already present at subtherapeutic doses of fluvoxamine and that this is important both in overdose situations as well as at therapeutic dose levels because a small increase in dose may result in disproportionally higher levels and increased risk of adverse drug reactions. The case where no dose-limiting toxicity prevents characterization of nonlinear pharmacokinetics must be rare, but has been reported (4) .
Given that nonlinear processes occur, then the next step is their detection. In new drug development, the occurrence of nonlinear processes may first be evident during toxicology studies, where much higher doses than those used in the clinic are studied. This kind of knowledge may provide the drug developer with an awareness that the possibility of the presence of nonlinear processes exists, and possibly, some idea of the cause. Another route to nonlinearity detection is during Phase I/II studies, where single-dose pharmacokinetic data may not predict what is observed at steady state, or may not detect dose-disproportional changes in parameters. Once the nonlinearity is detected, then its characterization (and subsequent determination of the consequences) should be the goal.
Detection and characterization of nonlinearities may come from fitting nonlinear models or models with nonlinear components to the data. In broad terms, pharmacokinetic/pharmacodynamic models can be constructed either for data from a single individual or for data from the whole study population. The most commonly used individual approach is the socalled standard two-stage (STS) method, which involves fitting a model to each separate individual's data and then obtaining average (population) parameter estimates in a second step based on the individual results from the first step. Taking an individual approach to modeling the data can result in the use of simpler models because a single subject's data may not contain sufficient information to characterize the true model and can certainly result in different models being used for different individual subjects. This approach will, at best, make the interpretation of the results difficult, and, at worst, result in erroneous parameter estimates for the nonlinear model components (5) . With respect to characterizing a known or suspected nonlinear system, the design of a study in which the intended data analysis method is STS usually involves more than 1 dose level. In contrast, the situation envisioned here is the study in which nonlinearity is first detected, ie, typically a singledose study.
Population analysis through nonlinear mixed-effects modeling was originally proposed for the analysis of sparse data of the type routinely collected in a clinical setting (6) , but it has also been shown to be useful in analyzing rich data collected in an experimental setting (7, 8, 9) . In a population analysis, the data from all subjects are pooled and the estimates of the population parameters are obtained in a single data analytical step. The results from the application of nonlinear mixed-effects models to the analysis of rich experimental data show that, at the very least, the same amount of information can be obtained as with the STS approach, and sometimes more. However, it is not known if nonlinear mixed-effect modeling would have an impact on the detection and characterization of nonlinear processes in rich data obtained from a few subjects who all received the same dose, ie, the kind of data that is usually present from early-phase traditional pharmacokinetic experiments. It is this issue that we sought to address. Simulations have been used to assess the difference between applying population analysis and the STS method for detection and characterization of nonlinearities in 3 settings, 2 pharmacokinetic and 1 pharmacodynamic in origin.
MATERIALS AND METHODS

Data Simulation
Three different nonlinear models were simulated. The first 2 were pharmacokinetic models with different nonlinear elimination processes and the third was a pharmacodynamic dose-response model with a baseline component.
Structural Models
The first pharmacokinetic model comprised a 1-compartment model with a single saturable elimination pathway. Drug administration was a 1-time unit (see below) with long intravenous infusion (at a rate of R o ). The drug amount in the body for individual j at time i (A I j ) was simulated through integration of the following equation: is the sigmoidicity factor (ie, the shape factor). The drug concentrations in the pharmacodynamic model were generated by a linear 1-compartment model where drug was administered by a 1-time unit (see below) with a long infusion.
The values employed in the simulations for each of the parameters in each of the 3 models are given in Table 1 . 
Statistical Models
All individual parameter values (except , which was the same for all individuals) were simulated according to log-normal distributions, according to the same general equation:
(Eq. 4) where is the parameter value for the typical individual in the population, j is the j th subject's value of the parameter, and ,j is a normally distributed random value with mean zero and standard deviation . Intersubject variability was 30% for all parameters. Residual variability was added to each of the simulated concentration/effects, as shown in the following equations for the pharmacokinetic models and pharmacodynamic model, respectively: (Eq. 5) (Eq. 6) where C i j and E i j are the j th subject's i th pharmacokinetic and pharmacodynamic observation, respectively, and _ i j and i j are the corresponding true values of these observations. The i j are random variables with mean zero and standard deviations of 0.1 and 5, respectively.
Study Design
Data were generated for the same 8 subjects at each of 7 dose levels for both of the 2 pharmacokinetic models. The 7 dose levels were as follows: Thirty data sets were generated for each model and dose level. The typical individual concentration time curves per each dose level for the 2 pharmacokinetic models and the typical individual concentration effect curves per dose level for the pharmacodynamic model are shown in Figure 1 . 
Analysis of the Simulated Data
Models Fit to Data
For each data set (either each individual in the case of the STS analysis or all individuals for a given model and dose level in the case of the population analyses), the true model used to simulate the various data sets and a competing simpler linear model were fit to the data.
Thus, in the case of the pharmacokinetic models, the true models described in Equations 1 and 2 and a 1-compartment model with first-order elimination (Eq. 7 plus scaling by V i j as described for Eq. 1 and 2) were fit to the data.
(Eq. 7)
k j is the j th subjects linear elimination constant and the other parameters are as defined previously.
For data sets generated from the pharmacodynamic model, the true model described in Eq. 3 and a power model for response, shown below, were fit to the data as follows:
where A j is the j th subjects estimated slope and the other parameters are as defined previously.
Data Analysis
In the case of the pharmacokinetic data, simulated concentrations below 0.01 were assumed undetectable and were deleted from the simulated data sets. The resulting pharmacokinetic data sets were log-transformed prior to the analysis so that the same error structure used during the simulation could be employed in the analysis (it is not possible to use a log-normal distribution of the residual errors directly in NONMEM).
All data analysis, both the STS and the population analyses, was performed using NONMEM (10), Version 5. In the case of the population analysis, 4 algorithms were used, the first-order approximation method (FO), the FO conditional estimation method without and with centering of the conditional estimates (FOCE and FOCE CENTER, respectively) and the laplacian estimation method (LAPLACIAN). Thus, for each of the 2 pharmacokinetic and single pharmacodynamic models, results were obtained for fitting competing models by the STS method and 4 different population methods (FO, FOCE, FOCE CENTER, and LAPLACIAN).
For the STS analysis, the 2 competing models were fit to each separate individual's data. The resulting estimated parameter values were averaged and the interindividual variability was obtained by calculating the variability of the individual estimates.
For the population analysis, the 2 competing models were fit to data from all individuals for each dose level simultaneously and the typical parameter values, together with the interindividual variability associated with each parameter, were estimated directly. In addition, although was fixed to be the same for all individuals during simulation, the typical value was estimated during analysis.
Model Selection Criteria
For both the STS and population analyses, if both the nonlinear and linear (or power) models terminated successfully, selection between the competing models was based on the difference in the minimum objective function value (OFV) (the value of the function that NONMEM seeks to minimize). For the population analyses, the difference in OFV between hierarchical models is approximately 2 -distributed; for the STS analyses, when the amount of data per analysis object is limited, it is F-distributed. Because the models compared were not strictly hierarchical, a p-value (P < .01) was used.
For the STS to successfully identify the nonlinear model at each dose level, the following criteria had to be satisfied:
• Within each data set per dose level, 5 or more individuals had to be better described by the nonlinear model.
• More than 15 of the 30 data sets per dose level and 120 or more of the individuals per dose level (of which there are a total of 240, 8 per each of the 30 data sets) had to be better described by the nonlinear model. For the population analysis to successfully identify the nonlinear model at each dose level, the following criterion had to be satisfied:
• More than 15 of the 30 data sets per dose level had to be better described by the nonlinear model. For both the STS and population analyses, if one model did not terminate successfully, then the other model was judged best for that particular data set. If neither model terminated successfully, then no model was judged appropriate.
RESULTS
Because the 3 conditional population methods (FOCE, FOCE CENTER, and LAPLACIAN) gave similar results, only the results obtained using the FOCE method will be reported and discussed. The number of the 30 data sets best described by each of the linear and nonlinear models is also shown. The FO method failed to detect the true nonlinear model at all dose levels; thus, no results are presented for this method. *No results for Km and Clint are presented when the nonlinear model did not best describe the 30 data sets overall (as described in Materials and Methods).
Pharmacokinetic Model I
The number of data sets per dose level best described by the each of the 2 competing models (linear and nonlinear ) for the STS and FOCE estimation methods is shown in Table 2 . The FO method is not included in the table because it failed to identify the nonlinear model at all dose levels. The population FOCE method is able to detect the nonlinearity in the data at more than a 4-fold lower dose level than the STS method (given the dependence of the 4-fold figure on the dose levels included in the simulations). 
Pharmacokinetic Model II
The number of data sets per dose level best described by the each of the 2 competing models (linear and nonlinear) for the 2 estimation methods is shown in Table 3 . It is again obvious that the population FOCE method is able to detect the nonlinearity in the data at a much lower dose level than the STS method (a 12-fold lower dose but, once more, given the dependence on the dose levels included in the simulations). The corresponding median and range for the resulting parameter estimates are also given in Table 3 . Again, the values presented show that the results obtained when the population FOCE method is used are more accurate and are associated with greater precision.
Pharmacodynamic Model
The number of data sets per dose level best described by the each of the 2 competing models (power and nonlinear) for the 3 estimation methods is shown in Table 4 . In this case, the STS method was unable to detect the true model over the competing power model at the original dose range studied. Thus, a higher dose level was also assessed (60 arbitrary units), but not even then was the STS method able to characterize the nonlinearity. In contrast to the pharmacokinetic models, both the FO and FOCE population methods were able to detect the true model at the same dose level. Additionally, for the FO and FOCE methods, there was a tendency for both to perform less well at the highest dose level. The reason for this may be that if the majority of the data are close to E max , then the nonlinear process is harder to detect.
DISCUSSION
The advantages of nonlinear mixed-effects modeling in the analysis of rich data have been expounded by Schoemaker et al (11) , who showed that the gain goes far beyond obtaining simple averages. There is also a growing body of evidence that the use of nonlinear mixed-effects modeling is useful when analyzing nonlinear data (12, 13, 14) . Using simulations, we sought to address whether application of nonlinear mixed-effects models for the analysis of rich data obtained from a few subjects can affect the detection and characterization of nonlinear processes. The number of the 30 data sets best described by each of the linear and nonlinear model is also shown. *No results for EC50, Emax and are presented when the nonlinear model did not best describe the thirty data sets overall (as described in Materials and Methods). †At the highest dose level and FOCE, there were 4 instances when neither of the power or nonlinear model terminated successfully, which is why the totals in the 2 rightmost columns do not add up to 30.
We sought to classify each of the simulated studies with respect to the detection of the nonlinear model. With this aim, given the simulated replications of each study and the replication of individuals within each study, it was necessary to devise a classification criteria to judge when the estimation procedure succeeded in this task. The first level in this classification is to decide whether each unit of analysis (individual and study, for STS and nonlinear mixed-effects modeling, respectively) detected the nonlinearity. For this, we chose a p-value of .01 because the models are not strictly hierarchical. An alternative could have been Akaike's information criterion, but this leads to a less strict selection because Akaike's information criterion corresponds to a difference in OFV of 2 at 1 degree of freedom (instead of 6.6 at 1 degree of freedom, as was used herein for the population analyses). The second level of the classification is to decide on the fraction of the replications that had to identify the nonlinearity for the whole study to be classified as having detected the nonlinearity. We choose to take the liberal view that the fraction should be greater than 0.5. For the simulation replications, this is a logical choice, but for the individual level replications with the STS approach, it might be deemed too liberal. In a real situation, the required fraction of individuals supporting the nonlinear model over the linear would probably be required to be higher.
For all 3 situations studied (2 pharmacokinetic, 1 pharmacodynamic), the application of nonlinear mixed-effects models to the data analysis enabled the detection of the nonlinearity at a 4-fold lower dose level at least. The calculation of the 4-fold difference is obviously highly dependent on the dose levels selected for use in the present study. The ability of the drug developer to capitalize on the detection of nonlinearity at lower dose levels depends on when the data from the different dose levels are quantified and analyzed. In practice, it is not unusual that all data from one dose level are analyzed prior to proceeding to the clinical phase of the next (higher) dose level. The application of nonlinear mixedeffects models and detection and characterization of nonlinearities (if they are present) should enable the drug developer to proceed cautiously and perhaps to use a different dose increment than originally intended.
This paper focuses on the risk of Type II error, ie, failing to identify a true nonlinear model. The other side of the coin is to falsely detect a nonlinear model when, in fact, the data arise from a linear model --the Type I error. In our results, this risk can be assessed by the outcome at the lowest dose levels for each of the 3 models (because the data, for all practical purposes, are linear at that point). What can be seen is that the risk for an incorrect identification of a nonlinear model is almost identical between the nonlinear mixed-effects models and STS. The only difference was with the FOCE method in the pharmacodynamic model. STS incorrectly classified one of the data sets as coming from a nonlinear model, whereas the nonlinear mixed-effects model did not.
It is of interest that the population FO method performed much more poorly than both the STS and FOCE analyses when analyzing the data from the 2 pharmacokinetic models, and it was unable to detect the nonlinearity at any of the dose levels studied. The FO method uses a first-order approximation, setting the random inter-individual variability to its expected value of 0 during computation of the population parameters. The FOCE method uses conditional estimates of the random inter-individual variability while estimating the population parameters. The dramatically poorer performance of the FO method relative to the FOCE method was not unexpected, given that the FOCE method is more appropriate in nonlinear situations and as the amount of data per subject increases (15) , as is the case in the present study. Although unexpected, the poorer performance of the FO method relative to the STS method has been reported previously and was also true for the case of intensively sampled data (albeit no nonlinearity was present in the data) (16) .
The problem of detection and characterization of nonlinearity in either pharmacokinetics and/or pharmacodynamics is not new and has been discussed in the literature (14, 17, 18, 19, 20) . The 2 central points of these discussions are that the design of the study in question and the choice of method of analysis are important factors in detecting and characterizing nonlinearities. None of the previous discussions has examined the potential interaction between these 2 factors. The present results clearly demonstrate that the choice of method of analysis can affect the range of doses that need to be studied before a nonlinearity becomes detectable. The result is, perhaps, not qualitatively surprising. One of the disadvantages of the STS approach is the problem of which model to fit to the data. For example, a 1-compartment model better describes some subjects and a 2-compartment model better describes others. Nonlinear mixed-effects modeling overcomes this problem because a single model is fit to all subjects' data, and each individual subject contributes some information toward the estimation of the model parameters. The present situation is somewhat similar. The subjects with the lower clearances will exhibit the nonlinearity at lower dose levels (in our simulated cases), and nonlinear mixed-effects modeling enables the nonlinearity to be characterized across all the subjects. What is quantitatively more interesting is that the use of nonlinear mixed-effects modeling during a dose titration study could result in a more efficient and possibly less problematic trial for the investigator, because the study of doses that are inappropriately high because of the presence of nonlinearities could be avoided.
In conclusion, the use of nonlinear mixed-effects modeling for the analysis of data more usually analyzed by a STS approach (ie, rich data typically collected from few subjects) can provide the data analyst with a greater power to detect any nonlinearities in the data. The superior detection and characterization of nonlinearities using nonlinear mixed-effects modeling should allow drug developers and regulators to define how a drug should be used in clinical practice in these situations.
