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Existence of a unique solution for a class of regular singular two point boundary
value problems
y p x y9 9 s p x f x , y , 0 - x F b , lim y9 x s 0, y b s B , .  .  .  .  . .
xª0q
 .  .  .  .  .  . 1 .has been established where p x satisfies i p x ) 0 on 0, b , ii p x g C 0, r ,
 .  .  .  < < 4and for some r ) b, iii xp9 x rp x is analytic in z : z - r with Taylor expan-
sion
xp9 x rp x s b q b x q . . . , b G 1 .  . 0 1 0
 .  .and with quite general conditions on f x, y . These conditions on f x, y are
sharp, which is seen through one example. Regions for multiple solutions have also
been determined. Q 1997 Academic Press
INTRODUCTION
Consider a class of singular two point boundary value problems
y p x y9 9 s p x f x , y , 0 - x F b 1 .  .  .  . .
lim y9 x s 0, y b s B , 2 .  .  .
xª0q
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where B is a finite constant. Such boundary value problems arise very
w xfrequently in science and engineering 2, 13, 20 . Numerical methods for
wthese types of problems have been given by several authors 3]6, 8]12,
x w x14, 17]19 . Recently Asaithambi and Garner 1 have studied numerically
 .  xthe differential equation 1 on 0, 1 with the more general boundary
conditions
y9 0 s 0, ay9 1 q by 1 s c, a, c G 0, b ) 0. .  .  .
 .  .  . aExistence and uniqueness of the problem 1 ] 2 for p x s x , a G 1 has
w xbeen established by Chawla and Shivkumar 7 while for a s 1, 2 the
w xproblem was studied by Russell and Shampine 16 .
w xIn this work, we generalize the work of 7, 16 . An existence theorem
 .  .  .Theorem 4 has been established for the boundary value problem 1 ] 2
in a region
D s x , y : 0 F x F b , ¨ F y F u 4 . 0 0
 .using a monotone iterative method. The function u x satisfies Mu G0 0
 .  . X  .  .p x f x, u , u 0 s 0, u b G B, where the operator M is defined by0 0 0
  . .  .My s y p x y9 9 and the function ¨ x satisfies the reverse differential0
 .  .inequalities. It is assumed that the function xp9 x rp x is analytic at
 .  .  .x s 0 and there is a constant L such that L y y w F f x, y y f x, w1 1
 4in the region D. The proof is accomplished by use of a sequence u forn
which
Mu y kp x u s F x , u , uX 0 s 0, u b s B , .  .  .  .nq1 nq1 n nq1 nq1
 .  .  .  .  .where F x, y s p x f x, y y kp x y. Under certain conditions on f x, y
  .4  .and the constant k, the sequence u x with initial iterate u x is an 0
monotone non-increasing sequence which converges uniformly to a solu-
 .  .  .   .4tion u x of 1 ] 2 in D. The analogous sequence ¨ x with initialn
 .iterate ¨ x is a monotone non-decreasing sequence converging to a0
 .  .  .  .solution ¨ x of 1 ] 2 in the region D. Any other solution z x satisfies
 .  .  .¨ x F z x F u x . Under an additional condition on the constant L , the1
 .solution is unique Theorem 5 .
1. EXISTENCE AND UNIQUENESS OF THE
CORRESPONDING LINEAR BOUNDARY
VALUE PROBLEM
In this section we discuss existence and uniqueness of the linear bound-
 .  .  .  .ary value problem My y kp x y s f x , 0 - x F b, y9 0 s 0, y b s B,
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 .where p x satisfies
 .  .  .i p x ) 0 on 0, b
 .  . 1 .  .ii p x g C 0, b , and for some r ) b A-1
 .  .  .  < < 4iii xp9 x rp x is analytic in z : z - r
with Taylor expansion
xp9 x rp x s b q b x q . . . , b G 1. .  . 0 1 0
Under certain conditions on k, we have established that the Green's
function for the boundary value problem exists and is unique Lemma 3
.and Corollary 2 . Non-negativity of the Green's function is also shown
 .Corollary 1 . This property of the Green's function works as a basic tool
for establishing existence and uniqueness of the nonlinear problem in
Section 2.
Preliminaries
w x  .  .  .  .Following the notations of 21 , let f x s f x, l and u x s u x, l
be the solutions of
y0 q l y q x y s 0, 0 - x F b , 3 .  . .
 .  xq x is a continuous function on 0, b , such that
f b s 0, f9 b s y1; u b s 1, u 9 b s 0 .  .  .  .
 .  .  .and a solution u x q lf x of 3 which satisfies a real boundary condi-
tion at x s a, 0 - a - b, as
u a q lf a cos b q u 9 a q lf9 a sin b s 0, 4 4  4 .  .  .  .  .
 .  .where b is real. Let m l be the limit of l l as a approaches zero and we
 .assume that the complex valued function m l is a single valued analytic
 4`function whose singularities are simple poles l on the real axis andn ns0
 4`corresponding residues are r . Then the results similar to Theoremn ns0
 .  . w x w x2.7 i , ii and Theorem 2.17 of 21 can be obtained as stated in 21, p. 23 .
They are as follows:
 .THEOREM 1. Let f x be the integral of an absolutely continuous function
and let
q x f x y f 0 x g L 0, b , f b s 0, .  .  .  .  .2
and
lim W w x , l , f x s 0, .  . .
xª0
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 .  .  .  .where w x, l is an L 0, b solution of 3 for e¨ery non-real l and W w, f2
wronskian of w and f. Then
`
f x s c w x , 0 F x F b , .  . n n
ns0
w xthe series being absolutely and uniformly con¨ergent on 0, b .
 .  .THEOREM 2. Let f x g L 0, b . Then2
`
b 2 2f x dx s c . . . H n
0 ns0
 .  .  .THEOREM 3. Let f x be in L 0, b and F x, l be the solution of2
  ..  .  .y0 q l y q x y s f x , 0 - x F b, satisfying y b s 0. Then for l is not
equal to any of the ln
`
F x , l s c w x r l y l , .  .  . n n n
ns0
where the series is absolutely con¨ergent.
In order to use these results to establish existence-uniqueness of the
 .linear boundary value problems we have to verify that the function m l
 w x.as defined in 21 corresponding to the differential equation
Mz s l p x z , 0 - x F b , 5 .  .
 .satisfying z b s 0 is a single valued analytic function having singularities
on the real axis.
It is easy to see that all the eigenvalues of the Sturm]Liouville problem
 .  .  .5 with z9 0 s 0, z b s 0 are real, positive, and simple and correspond-
ing eigenfunctions are orthogonal with respect to the inner product
b :f , g s p x f x g x dx. .  .  .H
0
 .  .  .’By taking y x s p x z x , the differential equation 5 can be .
 .  . 2  .  .  .  .reduced to 3 for q x s b r4 q b9r2, b x s p9 x rp x , p x g
2 .  .  xC 0, b , and p x ) 0 on 0, b . Hence using the Frobenius series method
 .  .the two linearly independent solutions y x and y x are given by1 2
2’y x s p x a q a x q . . . , a G 0 .  .  .1 0 2 0
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and for b ) 10
`
1yb m0’y x s p x x c x , c / 0, .  . 2 m 0 /
ms0
or,
`
1yb m0’y x s y x ln x q p x x c x , c / 0, .  .  .  . 2 1 m 0
ms0
and for b s 10
`
1yb m0’y x s y x ln x q p x x c x , c / 0, .  .  .  . 2 1 m 0
ms1
where the coefficients a 's and c 's depend on the integral power of l.n n
 .  .Now define the functions f x, l and u x, l as
f x , l s d y x y b y y x y b , .  .  .  .  .1 2 2 1
X Xu x , l s d y x y b y y x y b , .  .  .  .  .1 2 2 1
 .  .  .where d s 1rW y , y and let u x q lf x be a general solution satisfy-1 2
 .ing the boundary condition 4 at x s a. Then
u a cot b q u 9 a .  .
l l s y . 6 .  .
f a cot b q f9 a .  .
 .  .Now we will show that as a ª 0, the limit m l of l l is a single valued
analytic function having simple poles on the real axis. Here we consider
the following two cases separately:
 .  .i when y x has no logarithmic term2
 .  .ii when y x consists of a logarithmic term.2
 . w xCase i . This case has been discussed in more detail in 15 . We will
state it in brief.
As x ª 0 we can approximate y and y as1 2
2qb r2.0’y x s a p x q O x , .  .  .1 0
1yb . 2yb r2.0 0’y x s c x p x q O x , .  .  .2 0
X 1qb r2.0’y x s p9 x r2 p x a q O x , .  .  .  . /1 0
X 1yb .0’y x s p9 x r2 p x c x .  .  . /2 0
yb 1yb r2.0 0’q p x 1 y b c x q O x . .  .  .0 0
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 .  .  .The numerator u a cot a q u 9 a in 6 can be written as
u a cot a q u 9 a .  .
X X X Xs d y a cot a q y a y b y y a cot a q y a y b 4  4 .  .  .  .  .  .1 1 2 2 2 1
X’ ’s d a p a cot a q p9 a r2 p a a y b .  .  .  . 5 /0 0 2
1yb . 1yb .0 0’ ’y c a p a cot a q p9 a r2 p a c a .  .  .  /0 0
Xyb0’q p a 1 y b c a y b .  .  .50 0 1
2yb r2. 2yb r2.0 0< <qO a cot a q O a . . .
Let
1yb . 1yb .0 0’ ’c a p a cota q p9 a r2 p a c a .  .  .  /0 0
yb 0’q p a 1 y b c a .  . 50 0
’ ’s c a p a cot a q p9 a r2 p a a , .  .  . 5 /0 0
where c is a constant, then
yb 1yb0 0cot a s 1 y b a c q p9 a r2 p a a c .  .  . . 0 0 0
1yb0yc p9 a r2 p a a r a c y c a . .  . . .  .0 0 0
Now for c s `, b ) 1, and as a ª 00
cot a s y p9 a r2 p a s O 1ra .  .  . .
and
1yb . 1yb .0 0’ ’c a p a cot a q p9 a r2 p a c a .  .  . /0 0
yb 0’q p a 1 y b c a .  .0 0
yb 1yb0 0’s c p a 2 1 y b a q p9 a rp a a .  .  .  . .0 0
y p9 a rp a a1yb0 r2 .  . . .
f ayb 0 r2 .
 .  .  .Case ii . This is divided into two parts: I when b ) 1, and II when0
b s 1.0
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 . XCase I . As x ª 0, we can approximate y and y as2 2
1yb 2yb r20 0’ ’y x s p x a ln x q p x c x q O x .  .  .  .  .2 0 0
X 1yb yb0 0’ ’y x s p9 x r2 p x c x q p x c 1 y b x .  .  .  .  . /2 0 0 0
q O x1yb0 r2 . .
 .  .  .The numerator u a cot a q u 9 a in 6 can be written as
u a cot a q u 9 a .  .
X Xs d y a cot a q y a y b 4 .  .  .1 1 2
X Xy y a cot a q y a y b 4 .  .  .2 2 1
X’ ’s d a p a cot a q p9 a r2 p a a y b .  .  .  . 5 /0 0 2
1yb .0’ ’y p a a ln a cot a q p a c a cot a .  .  . 0 0
Xyb 1yb .0 0’ ’q p a c 1 y b a q p9 a r2 p a c a y b .  .  .  .  .5 /0 0 0 1
2yb r2 1yb r20 0< <qO a cot a q O a . . .
Let
1yb .0’ ’p a a ln a cot a q p a c a cot a .  .  .0 0
yb 1yb .0 0’ ’q p a c 1 y b a q p9 a r2 p a c a .  .  .  . /0 0 0
’ ’s c a p a cot a q p9 a r2 p a a , .  .  . 5 /0 0
where c is a constant, then
cot a s c p9 a r2 p a ab0y1a y p9 a r2 p a c .  .  .  . .  . 0 0
y 1 y b ra r ab0y1a ln a q c y cab0y1a . .  . . .  .0 0 0 0
 .  .  .Now for c s ` and as a ª 0, cot a s p9 a rp a s O 1ra and
1yb .0’ ’p a a ln a cot a q p a c a cot a .  .  .0 0
yb 1yb .0 0’ ’q p a c 1 y b a q p9 a r2 p a c a .  .  .  . /0 0 0
yb 0’s p a p9 a r2 p a a ln a y 1 y b c a .  .  .  .  . . .0 0 0
s O ayb 0 r2 . .
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 .Case II . For b s 1 and as x ª 00
3r2’y x s p x a ln x q O x .  .  .  .2 0
X 1r2’ ’y x s p9 x r2 p x a ln x q p x a rx q O x . .  .  .  .  .  .  . /2 0 0
 .  .  .The numerator u a cot a q u 9 a in 6 can be written as
u a cot a q u 9 a .  .
X Xs d y a cot a q y a y b 4 .  .  .1 1 2
X Xy y a cot a q y a y b 4 .  .  .2 2 1
X’ ’s d a p a cot a q p9 a r2 p a a y b .  .  .  . 5 /0 0 2
’ ’y p a a ln a cot a q p9 a r2 p a a ln a .  .  .  .  .  /0 0
X 3r2 1r2< <’q p a a ra y b q O a cot a q O a . .  .  . .50 1
Let
’ ’ ’p a a ln a cot a q p9 a r2 p a a ln a q p a a ra .  .  .  .  .  . /0 0 0
’ ’s c a p a cot a q p9 a r2 p a a , .  .  . 5 /0 0
where c is a constant. Then
cot a s c p9 a r2 p a 1rln a y p9 a r2 p a .  .  .  .  . .  .  .
y 1r a ln a r 1 y crln a . .  . .  . .  ..
Now for c s ` and as a ª 0
cot a s y p9 a r2 p a s O 1ra . .  .  . .
Now if c s `, then
’ ’ ’p a a ln a cot a q p9 a r2 p a a ln a q p a a ra .  .  .  .  .  . /0 0 0
y1r2’s a p a ra r 1 y ln a rc s O a , as a ª 0. .  .  . . /0
 .  .Thus the O-term in the expression u a cot a q u 9 a is negligible if
b G 1 and a ª 0.0
 .Treating the denominator of 6 in a similar fashion, we get that when
 .a ª 0 the limit m l is given by
m l s yX b ry b . .  .  .1 1
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 .The function m l is a single valued analytic function of l having
 .singularities as poles at l 's on the real axis and they are zeros of y b; l .n 1
Hence the normalized eigenfunctions corresponding to the l 's are givenn
by
< <1r2w x s r dy x y b , .  .  .n n 1 2
 .  .where r are the residues of m l at the points l and the solutions y x ,n n 1
 .  .y x depend on l . The normalized eigenfunctions satisfy w b s 0.2 n
Now with the help of Theorem 1, Theorem 2, and Theorem 3, we
establish the results of this section.
 .  .LEMMA 1. If y satisfies My y kp x y G 0 for 0 - x F b and y9 0 s 0,
 .  .  .  .y b s B G 0, where p x satisfies A-1 , then y x G 0 pro¨ided k F 0.
Proof.
 .  .  .Case i k - 0. Let there be a point c g 0, b such that y c - 0. As
w x  .y g C 0, b there exists a point d g 0, b such that
y d - 0, y9 d s 0, y0 d G 0 .  .  .
and hence the differential inequality will be violated at the point d. Thus
 .y x G 0.
 .  .Case ii k s 0. Integrating My s f x , first from 0 to x and then from
 .  .x to b and using y9 0 s 0, y b s B G 0 we get
xb
y x s y b q 1rp x f t dt dx . .  .  .  .H H /x 0
 .  .  .Since f x G 0 and p x ) 0 we get y x G 0. This completes the proof.
LEMMA 2. The boundary ¨alue problem
My y kp x y s 0, 0 - x F b , 7 .  .
y9 0 s 0, y b s B 8 .  .  .
 .  .where p x satisfying A-1 , has a unique solution gi¨ en by
`
ny x s Bu x ru b , u x ; k s u x s a x , a G 0, .  .  .  .  .  n 0
ns0, n/1
where the a 's are certain coefficients depending on the integral power of k,n
pro¨ided k is none of the eigen¨alues of
My s l p x y , y9 0 s 0, y b s 0. 9 .  .  .  .
 .Moreo¨er y x G 0 if B G 0 and 0 - k - k , where k is the first positi¨ e1 1
 .eigen¨alue of 9 .
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Proof. Using the Frobenius series method the two linearly independent
 .solutions of 7 are written as
u x s a q a x 2 q . . . , a G 0 .  .0 2 0
and
`
1yb m0¨ x s x c x , c / 0. .  m 0
ms0
< <These series are valid up to x F b - r. Thus the boundary value problem
 .  .  .  .  .  .7 ] 8 has a unique solution y x s Bu x; k ru b; k provided u b; k /
 .  .0, i.e., k is none of the eigenvalues of 9 . Since u b; k is an analytic
function of k, so its zeros are isolated and they all will be positive. Let
them be as
0 - k - k - . . . ,1 2
 .where k is the first positive zero of u b; k , or in other words, the first1
 .  .positive eigenvalue of 9 . Since u x; k will not change sign for 0 - k - k1
 .  .and u 0 G 0, we get that y x G 0 for 0 - k - k provided B G 0.1
LEMMA 3. For the linear differential operator M associated with
My y kp x y s f x , 0 - x F b 10 .  .  .
y9 0 s 0, y b s B , 11 .  .  .
 . w xf x g L 0, b , the generalized Green's function for the corresponding ho-1
mogenous boundary ¨alue problem is gi¨ en by
` U x , k U t , k .  .n n
G x , t ; k s , .  k y k .nns0
 .  . <  . <where U x; k s u x; k r u b, k is the normalized eigenfunction corre-i i i
sponding to the eigen¨alue k . G satisfies the homogeneous boundary condi-i
tions pro¨ided k / k , k . . . , and the solution of the boundary ¨alue problem1 2
 .  .10 ] 11 is gi¨ en by
b
y x s B q G x , t ; k F t dt , 12 .  .  .  .H
0
 .  .  .where F x s f x q kp x B. The series on the right-hand side is absolutely
 .con¨ergent in 0, b .
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Proof. Define
¡u t u b ¨ x y ¨ b u x .  .  .  .  .
, 0 - t F x ,
p x W u , ¨ u b .  .  .~G x , t , k s .
u x u b ¨ t y ¨ b u t .  .  .  .  .
, x F t F b ,¢ p x W u , ¨ u b .  .  .
 .  .  .where u x and ¨ x are two linearly independent solutions of 7 and
 .  .  .p x W u, ¨ is a non-zero constant. G x, t, k is a Green's function for the
 .linear differential operator 7 satisfying homogenous boundary conditions
 .provided k / k , k , . . . Now with the help of the transformation u x s1 2
 .  .  .y x y B the boundary value problem 10 ] 11 reduces to
Mu y kp x u s f x q kp x B , for 0 - x F b and u9 0 s 0, u b s 0 .  .  .  .  .
 .  .and thus the solution of 10 ] 11 can be written as
b
y x s B q G x , t ; k F t dt , .  .  .H
0
 .  .  . w xwhere F x s f x q kp x B. Now using the analysis of 21, p. 38]39 it is
 .easy to see that the generalized Green's function G x, t, k will be given by
` U x , k U t , k .  .n n
G x , t ; k s 13 .  . k y k .nns0
 .and absolute convergence of the series on the right-hand side of 13
w xfollows from analysis of 21, p. 38 and Theorem 3.
w x  .LEMMA 4. If f g L 0, b , B G 0, and f G 0, then the solution y x of1
 .  .10 ] 11 is non-negati¨ e pro¨ided 0 - k - k .1
 .Proof. We first show that G x, t is non-negative for all 0 - x, t F b if
 .0 - k - k . Fixing t, G x, t satisfies1
y p x G9 x , t 9 y kp x G x , t s 0, 0 - x - t .  .  .  . .
 .  .where 9 ' ­r­ x. Since G9 0, t s 0, G t, t G 0 for 0 - k - k from1
 .Lemma 2, G x, t G 0 for 0 F x F t provided 0 - k - k . Now by symme-1
 .  .try and continuity of G x, t it follows that G x, t G 0 for 0 F x, t F b
 .provided 0 - k - k . Hence the result follows from 14 .1
 .  .COROLLARY 1. If y x satisfies My y kp x y G 0 for 0 - x F b and
 .  .  .y9 0 s 0, y b s B G 0, then y x G 0 pro¨ided k F k .1
TWO POINT BOUNDARY VALUE PROBLEMS 399
Proof. This follows from Lemma 1 and Lemma 4.
 .  .COROLLARY 2. The solution of the boundary ¨alue problem 10 ] 11 in
Lemma 3 is unique.
Proof. This follows from Corollary 1.
2. THE NON-LINEAR BOUNDARY VALUE PROBLEM
 .In this section we establish existence Theorem 4 and uniqueness
 .Theorem 5 of non-linear boundary value problem
My s p x f x , y , 0 - x F b 14 .  .  .
y9 0 s 0, y b s B , 15 .  .  .
 .  .  .where p x satisfies A-1 , under certain conditions on f x, y .
 .  . 2 xTHEOREM 4. Let there exist functions ¨ x , u x in C 0, b such that0 0
¨ F u and satisfy0 0
Mu G p x f x , u , 0 - x F b , uX 0 s 0, u b G B 16 .  .  .  .  .0 0 0 0
and
M¨ F p x f x , ¨ , 0 - x F b , ¨ X 0 s 0, ¨ b F B. 17 .  .  .  .  .0 0 0 0
 .  .If f x, u is continuous and if there exists a constant L ' L D such that1 1
L y y w F f x , y y f x , w for y G w .  .  .1
 . .in the region D s x, y : 0 F x F b, ¨ F y F u , then the boundary ¨alue0 0
 .  .problem 14 ] 15 has at least one solution in the region D. If a constant
 4k F L is chosen such that k - k , then the sequence u generated by1 1 n
Mu y kp x u s F x , u , uX 0 s 0, u b s B , 18 .  .  .  .  .nq1 nq1 n nq1 nq1
 .  .  .  .where F x, y s p x f x, y y kp x y, with initial iterate u con¨erges0
 .  .  .monotonically and uniformly towards a solution u x of 15 ] 16 . Similarly
 4using ¨ as an initial iterate leads to a non-decreasing sequence ¨ con¨erg-0 n
 .  .ing to a solution ¨ x . Any solution z x in D must satisfy
¨ x F z x F u x . .  .  .
 .  .Proof. From 16 and 17 for n s 0, we get
M u y u y kp x u y u G 0, 0 - x F b .  .  .0 1 0 1
u y u 9 0 s 0, u y u b G 0. .  .  .  .0 1 0 1
Since k - k , from Corollary 1 we have u G u .1 0 1
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 .In view of k F L , from 18 we get1
Mu G p x f x , u q p x L y k u y u .  .  .  .  .nq1 nq1 1 n nq1
and if u G u , thenn nq1
Mu G p x f x , u . 19 .  .  .nq1 nq1
 .  .  .  .Since u G u , then from 19 for n s 0 and 18 for n s 1 we get0 1
M u y u y kp x u y u G 0, 0 - x F b .  .  .1 2 1 2
u y u 9 0 s 0, u y u b G 0, .  .  .  .1 2 1 2
u G u follows from Corollary 1.1 2
 .  .  .Now from 17 and 18 for n s 0
M u y ¨ G p x f x , u y f x , ¨ y kp x u y u .  .  .  .  .  .1 0 0 0 0 1
G p x L u y ¨ y kp x u y u .  .  .  .1 0 0 0 1
G p x k u y ¨ y kp x u y u .  .  .  .0 0 0 1
s p x k u y ¨ . .  .1 0
Thus u G ¨ follows from Corollary 1.1 0
Now assuming u G u , u G ¨ , we show that u G u andn nq1 nq1 0 nq1 nq2
u G ¨ for all n.nq2 0
 .  .  .From 18 for n q 1 and 19 we get
M u y u y kp x u y u G 0, 0 - x F b .  .  .nq1 nq2 nq1 nq2
u y u 9 0 s 0, u y u b G 0, .  .  .  .nq1 nq2 nq1 nq2
and hence from Corollary 1, u G u .nq1 nq2
 .  .  .Next considering 18 for n q 1 and 17 we get
M u y ¨ G p x f x , u y f x , ¨ y kp x u y u .  .  .  .  .  .nq2 0 nq1 0 nq1 nq2
G p x L u y ¨ y kp x u y u .  .  .  .1 nq1 0 nq1 nq2
G p x k u y ¨ y kp x u y u .  .  .  .nq1 0 nq1 nq2
s p x k u y ¨ . .  .nq2 0
Then from Corollary 1, u G ¨ and hence we havenq2 0
u G u G . . . G u G u G . . . G ¨1 2 n nq1 0
and starting with ¨ it is easy to get0
¨ F ¨ F . . . F ¨ F ¨ F . . . F u .1 2 n nq1 0
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Finally we show that u G ¨ for all n; for this assuming u G ¨ , we shown n n n
 .that u G ¨ . From 18 it is easy to getnq1 nq1
M u y ¨ y kp x u y ¨ G 0, 0 - x F b .  .  .nq1 nq1 nq1 nq1
u y ¨ 9 0 s 0, u y ¨ b G 0, .  .  .  .nq1 nq1 nq1 nq1
and hence u G ¨ follows from Corollary 1. Thus we havenq1 nq1
u G u G . . . G u G u G . . . G ¨ G ¨ G . . . G ¨ G ¨ ,0 1 n nq1 nq1 n 1 0
 4  4and so the sequences u and ¨ are monotonically non-increasing andn n
non-decreasing, respectively, and are bounded by u and ¨ . Hence by0 0
 .  .Dini's Theorem they converge uniformly. Let u x s lim u x andnª` n
 .  .¨ x s lim ¨ x .nª` n
 .  .Using Lemma 3, the solution u x of 18 is given byn
b
u x s B q G x , t F t , u t q kp t B dt. 4 .  .  .  . .Hn ny1
0
Then by Lebesgue's dominated convergence theorem, taking the limit as n
approaches `, we get
b
u x s B q G x , t F t , u t q kp t B dt , 4 .  .  .  . .H
0
 .  .which is a solution of the boundary value problem 14 ] 15 .
 .  .  .  .Any solution z x in D can play the role of u x , hence z x G ¨ x0
 .  .and similarly one concludes that z x F u x .
COROLLARY 3. Suppose in addition to the hypothesis of Theorem 4,
<  . <f x, u F N for all u. If one defines ¨ , u as the solutions of0 0
M¨ q Np x ¨ s 0, 0 - x F b .0 0
¨ X 0 s 0, ¨ b s B .  .0 0
Mu y Np x u s 0, 0 - x F b .0 0
uX 0 s 0, u b s B .  .0 0
then the conclusion of Theorem 4 follows.
 .  .THEOREM 5. Suppose f x, u is continuous and there is a constant L D1
such that
L u y ¨ F f x , u y f x , ¨ .  .  .1
 .  .such that L - k . Then the boundary ¨alue problem 14 ] 15 has a unique1 1
solution.
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 .  .  .  .Proof. Let y x and y x be any two solutions of 14 ] 15 . Then1 2
y s y y y satisfies1 2
My s p x f x , y y f x , ¨ , 0 - x F b , 4 .  .  .
or,
My y L p x y G 0, for 0 - x F b .1
 .  .and y9 0 s 0, y b s 0. Thus from Corollary 1, y G 0 provided L - k ,1 1
and similarly one can have y F 0. Thus y ' y .1 2
Remark 1. The bound k for L is sharp, i.e., if k s k , then the1 1 1
 .  .boundary value problem 14 ] 15 may not have a unique solution. This
can be easily seen as a solution of the boundary value problem My s
 .  .  .k p x y, 0 - x F b, where the boundary conditions y9 0 s y b s 0 are1
not unique, being an eigenfunction corresponding to k .1
 . u  .Remark 2. A function f x, u s e on D s x, u : 0 F x F 1, 0 F
4u - ` satisfies the Lipschitz condition in Theorem 4 with L s 1 while it1
 .does not satisfy the condition in Theorem 5. But the function f x, u s
yeyu on D satisfies the Lipschitz condition in Theorem 5 with L s 1.1
Some examples of singular two point boundary value problems with the
Lipschitz constants are given below:
 w x.EXAMPLE 1. Chandrasekhar 20 .
5u0 x q 2rx u9 q u x s 0, 0 - x F 1, .  .  .
’u9 0 s 0, u 1 s 3r4 . .  .  .
2 . ’The unique solution is u x s 1r 1 q x r3 and the Lipschitz condi- .
 .  .tions in Theorem 4 with L s 0 and in Theorem 5 with L s 5 are1 1
satisfied.
EXAMPLE 2.
u0 x q 1rx u9 q eu s 0, 0 - x F 1, .  .
u9 0 s 0, u 1 s 0. .  .
2 ’ .  .  ..The solutions are u x s 2 ln B q 1 r Bx q 1 , B s 3 " 2 2 , and on
D s x , u : 0 F x F 1, 0 F u - smaller solution , 4 .
 . uf x, u s e satisfies the Lipschitz constant L s 1 in Theorem 4 and1
 .2L s B q 1 in Theorem 5.1
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