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INFERENCE FOR VOLATILITY FUNCTIONALS OF ITOˆ
SEMIMARTINGALES OBSERVED WITH NOISE
By Richard Y. Chen∗
University of Chicago
This paper presents the nonparametric inference for nonlinear
volatility functionals of general multivariate Itoˆ semimartingales, in
high-frequency and noisy setting. The estimator achieves the optimal
convergence rate after explicit bias correction. A stable central limit
theorem is attained with estimable asymptotic covariance matrix.
1. Introduction. This paper concerns the inference of integrated volatil-
ity functionals of the form
(1.1) V (g)t =
∫ t
0
g(cs) ds
from high-frequency data modeled by Itoˆ semimartingale observed with
noise. Here t is positive finite, g belongs to the functional space (3.5), each
cs is a positive-definite matrix which is the instantaneous covariance of the
continuous part of the Itoˆ semimartingale.
Inferential frameworks of volatility functional estimation, in absence of noise,
was established by [1, 2]. Subsequently, specialized methodologies for vari-
ous applications with novel empirical results blossomed in recent years, for
example, [3, 4, 5].
To cope with noise, this paper embeds the pre-averaging method of [6, 7] in
the general framework of [1]. In this sense, this work extends the inferential
framework to accommodate noisy data, and generalizes the pre-averaging
method to nonlinear transformations in the multivariate setting. On the
road to a rate-optimal central limit theorem (CLT) with such generality,
there are the following technicalities:
• Stochastic volatility : nonparametric model is used for robustness, yet,
it becomes crucial to simultaneously control statistical error (due to
noise) and discretization error (attributable to evolving parameters);
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2 CHEN, R. Y.
• Jump & Noise: there is an interplay between noise and jump, which
necessitates truncating jumps on top of local moving averages, in order
to recover volatility from noisy and jumpy observations;
• Dependence: because of overlapping windows in pre-averaging, the lo-
cal moving averages are highly correlated to which standard CLTs does
not apply, the “big block - small block” technique of [6] is used instead;
• Bias: generally there is an asymptotic bias due to nonlinearity of g in
(1.1), in this paper, the bias is explicitly calculated and removed;
• Exploding derivative: some important applications, e.g., precision ma-
trix estimation and linear regression, correspond to a g with a singular-
ity in derivatives around the origin, a spatial localization argument by
[5]1 is called upon in conjunction with an uniform convergence result.
It is the author’s sincere hope, by solving these technicalities above, this
paper will be able to offer a share of contribution to push the inferential
framework to an new frontier of potentials and possibilities, and lend the ef-
fort to extend the corresponding applications to adopt noisy high-frequency
data where exciting new stories await.
2. Setting.
2.1. Model. This paper assumes the data is generated from a process Y ,
and for any t > 0 there is a probability transition kernel Qt linking another
process X to Y where X is a solution to the stochastic differential equation
(2.1) Xt = X0 +
∫ t
0
bs ds+
∫ t
0
σs dWs + Jt
bs ∈ Rd, σs ∈ Rd×d′ with d ≤ d′ and the volatility cs = σsσTs ∈M+d , W is a
d′-dimensional standard Brownian motion, J is purely discontinuous process
described by (A.1).
In this model, the noisy observations are samples from Y , and the underlying
process before noise contamination is assumed as an Itoˆ semimartingale.
Itoˆ Semimartingale X Noisy Process Y Noisy Data
(Qt) sample
An example of this model is
(2.2) Y = X + ε
1Remark 3.5 in [1] also gives a discussion.
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where ε is a white noise process. Generally, the noise model induced by (Qt)
incorporates additive white noise, rounding error, the combination thereof as
special cases. Besides the probabilistic structure, the inferential framework
also requires additional assumptions:
• the drift b is smooth in certain sense;
• the volatility c is a locally spatially restricted Itoˆ semimartingale, e.g.,
both c and c−1 is locally bounded;
• J may exhibit infinite activities but has finite variation (or finite-length
trajectory);
• the noise variance is an Itoˆ semimartingale; conditioning on all the
information on X, there is no autocorrelation in noise.
These assumptions are necessary for CLT and applicability over functions
of statistical interest. For readers interested in the precise description of the
model specification and assumptions, please refer to appendix A.
2.2. Observations. This work treats regularly sampled observations and
considers in-fill asymptotics2. Specifically, the samples are observed every
∆n time unit on a finite time interval [0, t], n = bt/∆nc is the sample size.
Throughout this paper, Uni is written for Ui∆n where U can be a process or
filtration, for example, cni denotes the value of volatility c at time i∆n; ∆
n
i U
represents the increment Uni − Uni−1 where U is a process.
2.3. Notations. For r ∈ N+, Cr(S) denotes the space of r-time continuously
differentiable functions over the domain S; M+d denotes the space of d × d
positive-definite matrices; ‖·‖ denotes a norm on vectors, matrices or tensors,
depending on the context; an  bn means both an/bn and bn/an are bounded
for large n; for a multidimensional array, the entry index is written in the
superscript, e.g., Ajk denotes the (j, k) entry in the matrix A;
L−s(f)−→ (resp.
L−s−→) denotes stable convergence of processes (resp. variables) in law3; u.c.p.−→
denotes uniform convergence on compact sets; MN (·, ·) denotes a mixed
Gaussian distribution.
3. Estimation Methodology. The estimation methodology consists of
5 components:
(i) local moving averages of noisy data by a smoothing kernel ϕ, which
act as proxies for Xni ’s;
(ii) jump truncation operated on local moving averages;
2aka high-frequency asymptotics, fixed-domain asymptotics
3See section 2.2.1, 2.2.2 in [8].
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(iii) spot volatility estimator ĉni ’s for estimating ĉ
n
i ’s;
(iv) Riemann sum of g(ĉni )’s for approximating
∫
g(cs) ds;
(v) bias correction due to the nonlinearity, e.g., in case of d = 1 and
constant volatility, by Taylor expansion, the estimation error of the
plug-in estimator g(ĉ) can be decomposed as
g(ĉ)− g(c) = ∂g(c)(ĉ− c)︸ ︷︷ ︸
variance
+
1
2
∂2g(c)(ĉ− c)2︸ ︷︷ ︸
bias
+Op(|ĉ− c|3)︸ ︷︷ ︸
negligible
the bias arises from the quadratic form of estimation error of ĉ, pro-
vided g has a non-zero Hessian. This bias term does not affect the
consistency, but one needs to explicitly correct the bias to get a CLT.
The moving-average idea is due to [6, 7]; the truncation is modified from
(16.4.4) in [8]; the plug-in and bias correction are inspired by [1]. The specific
recipe is given next.
3.1. Building blocks. For the local moving averages, we choose a smoothing
kernel ϕ such that
(3.1)
supp(ϕ) ⊂ (0, 1), ∫ 10 ϕ2(s) ds > 0
ϕ ∈ C((0, 1)) is piecewise C1; ϕ′ is piecewise Lipschitz
Choose an integer ln as the number of observations in each smoothing win-
dow, define ϕnh ≡ ϕ(h/ln) and ψn ≡
∑ln−1
h=1 (ϕ
n
h)
2. Associate the following
quantities with a generic process U :
(3.2)
Uni = (ψn)
−1/2∑ln−1
h=1 ϕ
n
h∆
n
i+hU
Ûni = (2ψn)
−1∑ln−1
h=0 (ϕ
n
h+1 − ϕnh)2∆ni+hU ·∆ni+hUT
Y ni is a local moving average of the noisy data Y
n
i ’s and is a proxy for ∆
n
i X,
Ŷ ni serves as noise correction to Y
n
i . Based on these 2 ingredients, choose
kn > ln, define the spot volatility estimator as
(3.3) ĉni ≡
1
(kn − ln)∆n
kn−ln+1∑
h=1
(
Y ni+h · Y n,Ti+h 1{‖Y ni+h‖≤νn} − Ŷ
n
i+h
)
where νn  ∆ρn is a truncation threshold for jumps. The choice of ρ is stated
in (3.6). A spot noise variance estimator is also needed:
(3.4) γ̂ni ≡
1
2mn
mn∑
h=1
∆ni+hY ·∆ni+hY T
where mn = bθ′∆−1/2n c, θ′ positive finite.
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3.2. The estimator.
Definition 1. Let Nnt = bt/(kn∆n)c, the estimator of (1.1) is defined as
V̂ (g)nt ≡ kn∆n
Nnt −1∑
i=0
[
g(ĉnikn)−B(g)nikn
]× ant
where B(g)ni is a de-biasing term of the form
B(g)ni =
1
2kn∆
1/2
n
d∑
j,k,l,m=1
∂2jk,lmg(ĉ
n
i )× Ξ
(
ĉni , γ̂
n
i
)jk,lm
ĉni is defined in (3.3), γ̂
n
i is defined in (3.4), Ξ is defined in (4.3), and a
n
t =
bt/∆nc/(Nnt kn) is for finite-sample adjustment.
As it is shown in appendix B, with some proper choice of ln, kn, νn in (3.3),
this estimator is applicable to any function g :M+d 7→ Rr satisfies
(3.5) g ∈ C3(S)
where S ⊃ ∪mSm for some  > 0, Sm =
{
A ∈M+d : infM∈Sm ‖A−M‖ ≤ 
}
and Sm is identified in assumption 1.
3.3. Tunning parameters. Besides ϕ, there are 3 tuning parameters.
a∆bn scale a rate b description
ln θ −1/2 length of overlapping window for local moving averages
kn % −κ length of disjoint window for estimating spot volatility
νn α ρ truncation level for jumps
The choice of these tunning parameters is crucial for achieving consistency,
CLT, and optimal convergence rate. For these objectives, one needs
(3.6)

ln∆
1/2
n  θ
kn∆
κ
n  %, where κ ∈
(
2
3 ∨ 2+ν4 , 34
)
νn = α∆
ρ
n, where ρ ∈
[
1
4 +
1−κ
2−ν ,
1
2
)
θ, %, α > 0 are positive finite, and ν ∈ [0, 1) is introduced in assumption 1.
The rest of this section offers an intuition for (3.6). The reader can skip this
part without affecting understanding of the main result in section 4.
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1. ln influences the convergence rate
In the example (2.2), according to (3.2),
Y ni = X
n
i + ε
n
i
and we can write εni = −ψ−1/2n
∑ln−1
h=0 (ϕ
n
h+1−ϕnh)εni+h. Under the condi-
tional independence of εni ’s, ε
n
i = Op(l
−1
n ); X
n
i = Op(∆
−1/2
n ) by (B.12).
By taking ln  ∆−1/2n the orders of Xni and εni are equal, this choice of
local smoothing window will deliver the optimal rate of convergence.
2. kn dictates bias-correction and the CLT form
Here let’s focus on the case d = 1, X is continuous, then
ĉni − cni = dni + sni
• dni = 1(kn−ln)∆n
∫ (i+kn−ln+1)∆n
i∆n
(cs − cni ) ds is the “discretization
error”, dni = Op((kn∆n)
1/2) by (B.2);
• sni ≈ 1(kn−ln)∆n∆
1/4
n (χni+kn−ln+1 − χni ) is the “statistical error”,
where χ is a continuous Itoˆ semimartingale, this result is due to
(3.8) in [6], so sni = Op((kn∆
1/2
n )−1/2).
κ for kn
1/2 2/3 3/4 1
order of log(|ĉni − cni |)
dni
dominated by
discretication
error
sni
dominated by
statistical error
error
minimizing
κ
Balancing the orders of dni and s
n
i by setting κ = 3/4 will result in
the minimum order of total estimation error. However, in the case
κ ≥ 3/4 the bias involves volatility of volatility and volatility jump,
which are difficult to estimate and subsequently de-bias in applica-
tions. Therefore, it is advisable to choose κ < 3/4, in which case the
statistical error dominates in the bias, thereby the thorny terms are
circumvented. Besides, to achieve successful de-biasing of statistical er-
ror and negligibility of higher-order Taylor-expansion terms, we need
κ > 2/3. Section 3.1, 3.2 of [1] give a similar discussion in absence of
noise.
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3. νn disentangles volatility from jump variation
‖Y ni ‖ = Op(∆1/2n ) if there is no jump in the sample path over [i∆n, (i+
ln)∆n], according to (B.6). By choosing ρ < 1/2, the truncation level,
which is νn > ∆
1/2
n , keeps the diffusion movements and discards jumps
in a certain sense. To effectively filter out the jumps, the truncation
level should be bounded above and the upper bounds depends on the
jump activity index ν.
Remark. If the reader is interested to estimate (1.1) with g satisfying
‖∂hg(x)‖ ≤ Kh(1 + ‖x‖r−h), h = 0, 1, 2, 3, r ≥ 3
the requirements on kn and νn can be loosened and become
kn∆
κ
n  %, where κ ∈
(
2
3 ,
3
4
)
νn = α∆
ρ
n, where ρ ∈
[
1
4 +
1
4(2−ν) ,
1
2
)
For wider applicability, we choose to accommodate the functional space (3.5)
and retain the requirement (3.6).
4. Asymptotics.
4.1. Elements. Before stating the asymptotic result, some elements appear
in the limit need to be defined. Associate the following quantities with the
smoothing kernel ϕ for l,m = 0, 1:
(4.1)
φ0(s) ≡
∫ 1
s ϕ(u)ϕ(u− s) du, φ1(s) ≡
∫ 1
s ϕ
′(u)ϕ′(u− s) du
Φlm ≡
∫ 1
0 φl(s)φm(s) ds, Ψlm ≡
∫ 1
0 s φl(s)φm(s) ds
Define Σ, Θ, Υ as Rd×d×d×d-valued functions, such that for x, z ∈ Rd×d,
j, k, l,m = 1, · · · , d,
(4.2)
Σ(x)jk,lm = xjlxkm + xjmxkl
Θ(x, z)jk,lm = xjlzkm + xjmzkl + xkmzjl + xklzjm
and Ξ also as a tensor-valued function
(4.3) Ξ(x, z) =
2θ
φ0(0)2
[
Φ00Σ(x) +
Φ01
θ2
Θ(x, z) +
Φ11
θ4
Σ(z)
]
where θ is introduced in (3.6).
Now we are ready to describe the limit process.
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Definition 2. Given g satisfying (3.5), Z(g) is a process defined on an
extension of the probability space (Ω,F , (Ft),P) specified in (A.4), such
that conditioning on F Z(g) is a mean-0 continuous Itoˆ semimartingale
with conditional variance
E˜[Z(g)Z(g)T|F ] = S(g)
where E˜ is the conditional expectation operator on the extended probability
space and
(4.4) S(g)t =
∫ t
0
d∑
j,k,l,m=1
∂jkg(cs) ∂lmg(cs)
T Ξ(cs, γs)
jk,lm ds
with γs defined in (A.3).
4.2. The formal result.
Proposition. Assume assumptions 1, 2. Given g satisfying (3.5), we con-
trol the tunning parameters ln, kn, νn according to (3.6), then we have the
following stale convergence in law of discretized process to a conditional con-
tinuous Itoˆ semimartingale on compact subset of R+:
(4.5) ∆−1/4n
[
V̂ (g)n − V (g)
] L−s(f)−→ Z(g)
where V (g) is defined in (1.1), V̂ (g)n is from definition 1, Z(g) is identified
in definition 2.
The asymptotic result is stated with a probabilistic flavor, which is necessary
to express the strongest convergence4 by appendix B. There is an alternative
formulation which is more relevant for statistical applications:
(4.6) n1/4
[
V̂ (g)nt − V (g)t
] L−s−→MN (0,√tS(g)t)
under the same conditions and t is a finite constant.
5. Discussions.
4It is functional stable convergence (or stable convergence of processes) in law.
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5.1. Computing confidence intervals. The asymptotic variance in (4.6) can
be estimated by plugging in spot estimates (3.3), (3.4):
(5.1) Ŝ(g)nt ≡ kn∆n
Nnt −1∑
i=0
d∑
j,k,l,m=1
∂jkg(ĉ
n
ikn) ∂lmg(ĉ
n
ikn)
T Ξ(ĉnikn , γ̂
n
ikn)
jk,lm
Under (3.6) where κ ≥ 2/3, for all finite t,∥∥Ŝ(g)nt − S(g)t∥∥ = Op(∆κ−1/2n )
5.2. Semi-efficiency. Asymptotic variance reduction is discussed here in
restricted settings where d = 1 and g is R-valued. It is conjectured that the
efficiency bound is S(g)∗t = 8
∫ t
0
(
∂g(cs)
)2
c
3/2
s γ
1/2
s ds based on [9], [10]. In the
parametric model where ct = c, γt = γ, J = 0, by choosing θ = (γ̂/ĉ)
1/2α(ϕ)
in (3.6) where ĉ and γ̂ are preliminary estimates of c and γ, α is a functional
of smoothing kernel and ϕ(x) = x∧ (1− x), we have S(g)t/S(g)∗t ≤ 1.07. In
the nonparametric model where J = 0, apply the adaptive enhancement of
[10] to spot volatility estimates, S(g)t/S(g)
∗
t ≤ 1.07 is also feasible.
5.3. Positive-definiteness. The spot volatility estimator (3.3) is not guar-
anteed to be positive definite in finite sample, because of the noise-correction
term Ŷ ni . Suggested by [11], one can increase ln to attenuate noise in Y
n
i
and dispense with Ŷ ni :
ĉ′ni ≡
1
(kn − ln)∆n
kn−ln+1∑
h=1
Y ni+h · Y n,Ti+h 1{‖Y ni+h‖≤νn}
where ln  ∆−1/2−δn , δ ∈ (0, 1/2). Doing so sacrifices the convergence rate,
which drops from n1/4 down to n1/4−δ/2. This general inferential framework
requires δ > 1/8 for ĉ′ni , hence the convergence rate is less than n
3/16.
5.4. Examples. As a proof of concept, estimators corresponding to g(c) =
c−1, g(c) = log(c) when d = 1 are calculated based on simulation of the
model 
Y ni = X
n
i + ε
n
i
dXt = .03 dt+
√
ct dWt + J
X
t dN
X
t
dct = 6(.16− ct) dt+ .5√ct dBt +√ct−Jct dN ct
where εni
i.i.d.∼ N(0, .0052), E[(Wt+∆ − Wt)(Bt+∆ − Bt)] = −.6∆, JXt ∼
N(−.01, .022), NXt+∆ − NXt ∼ Poisson(36∆), log(Jct ) ∼ N(−5, .8), N ct+∆ −
N ct ∼ Poisson(12∆). The results are shown in figure 1.
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Fig 1. Simulation of functional estimators
−3 −2 −1 0 1 2 3 4
normlized error
0.0
0.1
0.2
0.3
0.4
empirical density g(c) = c−1
N(0,1)
AFTER bias correction
BEFORE bias correction
−3 −2 −1 0 1 2 3
normlized error
0.0
0.1
0.2
0.3
0.4
empirical density g(c) = log(c)
N(0,1)
AFTER bias correction
BEFORE bias correction
APPENDIX A: ASSUMPTIONS
This section presents details of model specification and assumptions. First
is specification of the purely discontinuous process
(A.1) Jt =
∫
(0,t]×E
δ(s, x) p(ds, dx)
where δ is a Rd-valued predictable function on R+×E, E is a Polish space,
p is a Poisson random measure with compensator q( du, dx) = du⊗ λ( dx),
λ is a σ-finite measure on E and has no atom. The volatility process is
assumed to be an Itoˆ semimartingale5
(A.2) ct = c0 +
∫ t
0
b(c)s ds+
∫ t
0
σ(c)s dWs +
∫
(0,t]×E
δ(c)(s, x) (p− q)(ds, dx)
where b(c) is Rd×d-valued, optional, ca`dla`g; σ(c) is Rd×d×d′-valued, adapted,
ca`dla`g; δ(c) is a Rd×d-valued predictable function on R+ × E.
Let a filtered probability space
(
Ω(0),F (0), (F (0)t ),P(0)
)
in which X, c are
(F (0)t )-adapted; let
(
Ω(1),F (1), (F (1)t ),P(1)
)
be another filtered probability
space accommodating Y ; ∀t ≥ 0, ∀A ∈ F (0), let Qt(A, ·) be a conditional
probability measure on
(
Ω(1),F (1)), in particular, ∫Ω(1) Qt (A,dω) = 1. The
conditional noise variance process is defined as
(A.3) γt =
∫
Ω(1)
Yt(ω)Yt(ω)
TQt(·,dω)−XtXTt
All the stochastic dynamics above can be described on the filtered extension
5It is important to accommodate long-memory volatility models, however general
volatility functional estimation in long-memory and noisy setting is an open question.
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(Ω,F , (Ft),P), where
(A.4)

Ω = Ω(0) × Ω(1)
F = F (0) ⊗F (1)
Ft =
⋂
s>t
(F (0)s ⊗F (1)s ), F˜t = ⋂s>t (F (0) ⊗F (1)s )
P (A× dω) = P(0)(A) · ⊗t≥0Qt(A, dω), ∀A ∈ F (0)
In the sequel, E(·) denotes the expectation operator on (Ω(0),F (0)) or (Ω,F);
E(·|H) denotes the conditional expectation operator, with H being F (0)t ,
F (1)t , Ft, F˜t.
Necessary assumptions are collected below.
Assumption 1 (regularity). b has 12 -Ho¨lder sample path, i.e., ∀t, s ≥ 0,
E
(
sup
u∈[0,s]
‖bt+u − bt‖|F (0)t
)
≤ Ks1/2, a.s.;
c is of the form (A.2), there is a sequence of triples (τm,Sm,Γm), where τm
is a stopping time and τm ↗∞; Sm ⊂M+d is convex, compact such that
t ∈ [0, τm]⇒ ct ∈ Sm;
Γm is a sequence of bounded λ-integrable functions on E, such that
t ∈ [0, τm] =⇒
 ‖bt‖+ ‖σt‖+ ‖b
(c)
t ‖+ ‖σ(c)t ‖ ≤ m
‖δ(t, x)‖ν ∧ 1 ≤ Γm(x), ν ∈ [0, 1)
‖δ(c)(t, x)‖2 ∧ 1 ≤ Γm(x)
Assumption 2 (noise). ∀t ∈ R+,∫
Ω(1)
Yt(ω)Qt(·, dω) = Xt
∀t 6= s, ∀A ∈ F (0)s∧t∫
Ω(1)×Ω(1)
(Yt(ω)−Xt)(Ys(ω)−Xs)TQt(A, dω)Qs(A, dω) = 0
furthermore,
γt = γ0 +
∫ t
0
b(r)s ds+
∫ t
0
σ(r)s dWs +
∫
(0,t]×E
δ(r)(s, x) p(ds, dx)
for the same τm, Γm in assumption 1,
t ∈ [0, τm] =⇒
{
‖b(r)t ‖+ ‖σ(r)t ‖ ≤ m
‖δ(r)(t, x)‖2 ∧ 1 ≤ Γm(x)
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APPENDIX B: DERIVATION
B.1. Preliminaries. 6 useful results will be stated. The constantK changes
across lines but remains finite, and Kq is a constant depending on q.
I. By a localization argument from section 4.4.1 in [8], without loss of gen-
erality we can assume ∃ a constant K, a bounded λ-integrable function Γ
on E, a convex compact subspace S ∈ M+d and  > 0, g ∈ C3(S) where S
denotes the -enlargement of S (see (3.5)), such that
(B.1)

‖b‖+ ‖σ‖+ ‖b(c)‖+ ‖σ(c)‖ ≤ K
‖δ(t, x)‖ν ∧ 1 ≤ Γ(x), ν ∈ [0, 1)
‖δ(c)(t, x)‖2 ∧ 1 ≤ Γ(x)
c ∈ S
II. Define a continuous Itoˆ semimartingale with corresponding parameters
being the same as those in (2.1),
X ′t = X0 +
∫ t
0
bs ds+
∫ t
0
σs dWs
Let Y ∗ = Y −X +X ′. Based on (3.2), define
ĉ∗ni =
1
(kn − ln)∆n
kn−ln+1∑
h=1
(
Y ∗ni+h · Y ∗n,Ti+h − Ŷ ∗ni+h
)
The spot volatility estimator calculated on continuous sample paths is more
tractable. In the upcoming derivation, ‖ĉni − ĉ∗ni ‖ is tightly bounded with a
proper choice of νn, the focus then will be shifted from ĉ
n
i to ĉ
∗n
i .
III. By estimates of Itoˆ semimartingale increments, for any finite stopping
time τ
(B.2)

∥∥E(X ′τ+s −X ′τ |F (0)τ )∥∥+ ∥∥E(cτ+s − cτ |F (0)τ )∥∥
+
∥∥E(γτ+s − γτ |F (0)τ )∥∥ ≤ Ks
E
(
supu∈[0,s]
∥∥X ′τ+u −X ′τ∥∥q |F (0)τ ) ≤ Ksq/2
E
(
supu∈[0,s] ‖cτ+u − cτ‖q + ‖γτ+u − γτ‖q |F (0)τ
)
≤ Ks(q/2)∧1
by Lemma 2.1.7, Corollary 2.1.9 in [8]
(B.3)
 E
(
supu∈[0,s] ‖Jτ+u − Jτ‖q|F (0)τ
)
≤ Kq sE
[
δ̂(q)τ,s|F (0)τ
]
E
[
supu∈[0,s∧1]
(‖Jτ+u−Jτ‖
sw ∧ 1
)q |F (0)τ ] ≤ K s(1−wν)(q/ν∧1)a(s)
where δ̂(q)t,s ≡ s−1
∫ t+s
t
∫
E ‖δ(u, x)‖q λ(dx) du and a(s)→ 0 as s→ 0.
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IV. Let ϕn(t) =
∑ln−1
h=1 ϕ
n
h1((h−1)∆n,h∆n](t). For a generic process U , define
(B.4) Unt,s =
∫ t+s
t
ϕn(u− t) dUu
this quantity is useful in analyzing Uni .
V. For p ∈ N+, l,m = 0, 1, by (4.1) and Riemann summation,
(B.5)
i+pln−2∑
h=i
i+pln−1∑
h′=h+1
φl
(h′ − h
ln
)
φm
(h′ − h
ln
)
= l2n (pΦlm −Ψlm) +O(pln)
VI. By Jensen’s inequality and Doob’s maximal inequality, we have the
following lemma:
Lemma 1. Let Zi, i = 1, · · · ,M be random variables, Hi = σ(Z1, · · · , Zi)
be the σ-algebra generated by Z1, · · · , Zi, then
E
(
sup
m=1,··· ,M
∥∥∥∥ m∑
i=1
[Zi − E (Zi|Hi)]
∥∥∥∥
)
≤ K
(
M∑
i=1
E
(‖Zi‖2))1/2
B.2. Properties of spot estimator I. jumps. By assumption 1, 2,
(3.6), (B.1), (B.2), (B.3), and Jni = ψ
−1/2
n Jni∆n,(ln−1)∆n from (B.4),
(B.6)

E
(∥∥Y ∗ni ∥∥q|Fni ) ≤ Kq∆q/2n
E
(∥∥Y ni ∥∥q|Fni ) ≤ Kq∆(q/2)∧(q/4+1/2)n
E
(∥∥Ŷ ∗ni ∥∥q ∨ ∥∥Ŷ ni ∥∥q|Fni ) ≤ Kq∆qn
E
[(
‖Jni ‖
∆wn
∧ 1
)q
|Fni
]
≤ Kq∆[1/2−(w−1/4)ν]×[1∧(q/ν)]n an
for some an → 0. We can write∥∥∥(Y ni · Y n,Ti 1{‖Y ni ‖≤νn} − Ŷ ni )− (Y ∗ni · Y ∗n,Ti − Ŷ ∗ni )∥∥∥ ≤
3∑
r=1
ηni (r)
where
ηni (1) =
∥∥Y ni · Y n,Ti 1{‖Y ni ‖≤νn} − Y ∗ni · Y ∗n,Ti 1{‖Y ∗ni ‖≤νn}∥∥
ηni (2) =
∥∥Ŷ ni − Ŷ ∗ni ∥∥
ηni (3) =
∥∥Y ∗ni ∥∥21{‖Y ∗ni ‖>νn}
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Let un = νn/∆
1/2
n , Zni = ‖Y ∗ni ‖/∆1/2n , Qni = (‖Jni ‖/∆1/2n ) ∧ 1, V ni =
(‖Jni ‖/∆ρn) ∧ 1, we have
∆nη
n
i (1) ≤ u−2/(1−2ρ)n (Zni )2+2/(1−2ρ) + (1 + Zni )
[
Qni + u
2
n(V
n
i )
2
]
By successive conditioning and (B.3), there is a sequence an → 0 such that
E
[
(ηni (1))
q|Fni
] ≤ Kq∆2ρq+1/2−(ρ−1/4)νn an
Analyzing ηni (2) with (B.2), (B.3), analyzing η
n
i (3) with Cauchy-Schwarz
inequality, Markov’s inequality, (B.6), we can get the following lemma:
Lemma 2. Assume (3.6), (B.1), assumption 1, 2, then ∃ an → 0 such that
E (‖ĉni − ĉ∗ni ‖q|Fni ) ≤ Kq
(
an∆
1/2−(ρ−1/4)ν−(1−2ρ)q
n + ∆
1/2
n
)
B.3. Properties of spot estimator II. continuous part.
B.3.1. variables. “If there is a rifle handing on the wall in act one, it must
be fired in the next act. Otherwise it has no business being there”, said the
Russian playwright Anton Chekhov. Define
Cni =
1
ψn
ln−1∑
h=1
(ϕnh)
2∆ni+hC, Ct =
∫ t
0
cs ds
Dni = C
n
i − cni ∆n
Γnh = Γ
n
h,h, Γ
n
h,h′ =
1
ψn
h∧h′+ln−1∑
v=h∨h′
(ϕnv−h+1 − ϕnn−h)(ϕnv−h′+1 − ϕnv−h′)γnv
Rni = Ŷ
∗n
i − Γni
ζni = Y
∗n
i · Y ∗n,Ti − Cni − Γni
given p ∈ N+, define
ζ(W,p)ni =
i+pln−1∑
h=i
[
(σni W
n
h ) · (σni Wnh )T − Cnh
]
ζ(X, p)ni =
i+pln−1∑
h=i
(
Xnh ·Xn,Th − Cnh
)
ζ(X, p)′ni =
i+pln−2∑
h=i
i+pln−1∑
h′=h+1
Xnh ·Xn,Th′ φ1
(h′ − h
ln
)
ζ(p)ni =
i+pln−1∑
h=i
ζnh
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let m(n, p) =
⌊
kn
(p+1)ln
⌋
, a(n, p, h) = 1+h(p+1)ln, b(n, p, h) = a(n, p, h)+pln,
then the estimation error of ĉ∗ni can be decomposed as
(B.7) βni ≡ ĉ∗ni − cni = ξn,0i + ξn,1i + ξn,2i +N(p)ni +M(p)ni
where
ξn,0i =
1
kn − ln
kn−ln+1∑
h=1
cni+h − cni
ξn,1i =
1
(kn − ln)∆n
kn−ln+1∑
h=1
Dni+h
ξn,2i =
−1
(kn − ln)∆n
kn−ln+1∑
h=1
Rni+h
N(p)ni =
1
(kn − ln)∆n
(m(n,p)−1∑
h=0
ζ(1)ni+b(n,p,h) +
kn−ln∑
h=m(n,p)(p+1)ln
ζni+1+h
)
M(p)ni =
1
(kn − ln)∆n
m(n,p)−1∑
h=0
ζ(p)ni+a(n,p,h)
B.3.2. bounds on ‖ξn,ri ‖. By assumption 1, (B.1), (B.2)
(B.8)

∥∥∥E (ξn,0i |F (0),ni )∥∥∥ ≤ Kkn∆n
E
(
‖ξn,0i ‖q|F (0),ni
)
≤ Kq(kn∆n)(q/2)∧1, q ≥ 0
combined with (3.6),
(B.9)

∥∥∥E (ξn,1i |F (0),ni )∥∥∥ ≤ K∆1/2n
E
(
‖ξn,1i ‖q|F (0),ni
)
≤ Kq∆[(q/2)∧1]/2n , q ∈ N+
By assumption 2,
(B.10)
∥∥∥E (ξn,2i |Fni )∥∥∥ ≤ K∆−1n
E
(
‖ξn,2i ‖q|Fni
)
≤
{
K k
−1/2
n , q = 1;
Kq
(
k−q+1n + k−qn ∆
−q/2+1
n
)
, q ∈ N+/{1}.
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B.3.3. estimates of ζ(W,p)ni & ζ(W,p)
′n
i . C
n
i = (ψ
n)−1Cni∆n,(ln−1)∆n in
view of (B.4), hence by (B.1)
(B.11) ‖Cni ‖ ≤ K∆n
According to (3.1) we have Xni = −ψ−1/2n
∑ln−1
h=0 (ϕ
n
h+1 − ϕnh)(Xni+h − Xni ),
then by (B.2)
(B.12) E
(
‖Xni ‖q|F (0),ni
)
≤ Kq∆q/2n
Adopt the argument for (5.21) in [6] in the multivariate setting, we have
(B.13)
E
(
WnhW
n,T
h′ |F (0),ni
)
= ln∆nψn φ0
( |h′−h|
ln
)
Id +Op(l
−1/2
n ∆n)
E
(‖Wnh ‖2m|F (0),ni ) = ∆mn (2m− 1)!! +Op(l−1n ∆mn ), m ∈ N+
Let Uni (p) =
∑i+pln−1
h=i (σ
n
i W
n
h )(σ
n
i W
n
h )
T, Sni (p) =
∑i+pln−1
h=i C
n
h , then
(B.14) ζ(W,p)n,jki ζ(W,p)
n,lm
i = U
n
i (p)
jkUni (p)
lm + Sni (p)
jkSni (p)
lm
− Uni (p)jkSni (p)lm − Uni (p)lmSni (p)jk
By (B.5), (B.11), (B.13), (B.14), and through similar arguments in section
5.3 of [6] with a modification for multi-dimension, and exploit the connection
between ζ(W,p)ni and ζ(X, p)
n
i , in view of (4.2), we have the following lemma:
Lemma 3. Assume assumption 1, (B.1), ln satisfies (3.6), then
E
(
‖ζ(X, p)ni ‖4|F (0),ni
)
≤ Kp4∆2n∥∥∥E [ζ(X, p)ni |F (0),ni ]∥∥∥ ≤ Kp∆n
E
[
ζ(X, p)′ni |F (0),ni
]
=
θ2ln
ψn
(pΦ01 −Ψ01) cni + p2Op(∆1/4n )
E
[
ζ(X, p)n,jki ζ(X, p)
n,lm
i |F (0),ni
]
=
2θ4
ψ2n
(pΦ00 −Ψ00) Σ(cni )jk,lm
+p2Op(∆
5/4
n )
B.3.4. estimates of ζ(p)ni . For i ≤ h, h′ ≤ i+ pln − 1, by (B.5)
Γnh,h′ =
1
ψnln
φ1
( |h′ − h|
ln
)
γi +Op(∆
5/4
n )(B.15)
i+pln−2∑
h=i
i+pln−1∑
h′=h+1
Γn,jkh,h′ Γ
n,lm
h,h′ =
1
ψ2n
(pΦ11 −Ψ11) γn,jki γn,lmi + p2Op(∆5/4n )
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Let ξ
n,j1···jq
h1···hq =
∏q
v=1
(
Y n,jvhv −X
n,jv
hv
)
. By assumption 2,
(B.16) E
[(
Y n,jh −Xn,jh
)q(
Y n,kh′ −Xn,kh′
)r|F˜nh∧h′−1] =
0 q + r = 1
Γn,jkh,h′ q = r = 1
Op
(
l
−7/2
n
)
1{|h−h′|≤ln} q + r = 3
Op(l
−8
n ) q + r = 8
E
[
ξn,jklmhhh′h′ |F˜nh∧h′
]
= Γn,jkh Γ
n,lm
h′ + Γ
n,jl
h,h′Γ
n,km
h,h′ + Γ
n,jm
h,h′ Γ
n,kl
h,h′ +Op
(
l−5n
)
then by (B.12), (B.16)
E(ζnh |F˜nh ) = XnhXnh
T−Cnh , ‖E (ζnh |Fnh ) ‖ ≤ K∆3/2n , E
(‖ζnh‖4|Fnh ) ≤ K∆4n
E
(
ζn,jkh ζ
n,lm
h′ |F˜nh∧h′
)
=
3∑
r=1
ϑ(r)n,jk,lmh,h′
+
(
Xn,jh X
n,k
h − Cn,jkh
)(
Xn,lh′ X
n,m
h′ − Cn,lmh′
)
where
ϑ(1)n,jk,lmh,h′ = X
n,j
h X
n,l
h′ ξ
n,km
hh′ +X
n,j
h X
n,m
h′ ξ
n,kl
hh′
+Xn,kh X
n,l
h′ ξ
n,jm
hh′ +X
n,k
h X
n,m
h′ ξ
n,jl
hh′
ϑ(2)n,jk,lmh,h′ = ξ
n,jklm
hhh′h′ − ξn,jkhh Γn,lmh′ − ξn,lmh′h′ Γn,jkh + Γn,jkh Γn,lmh′
ϑ(3)n,jk,lmh,h′ = X
n,j
h ξ
n,klm
hh′h′ +X
n,k
h ξ
n,jlm
hh′h′ +X
n,l
h′ ξ
n,jkm
hhh′ +X
n,m
h′ ξ
n,jkl
hhh′
Let Υn,jk,lmh,h′ = Θ(X
n
hX
n,T
h′ ,Γ
n
h,h′)
jk,lm in light of (4.2), then
E
(
ζn,jkh ζ
n,lm
h′ |F˜nh∧h′
)
=
(
Xn,jh X
n,k
h − Cn,jkh
)(
Xn,lh′ X
n,m
h′ − Cn,lmh′
)
+ Υn,jk,lmh,h′ + Σ(Γ
n
h,h′)
jk,lm +Op
(
l−5n + (‖Xnh‖+ ‖Xnh′‖)l−7/2n
)
hence
ζ(p)n,jki ζ(p)
n,lm
i = ζ(X, p)
n,jk
i ζ(X, p)
n,lm
i
+
i+pln−2∑
h=i
i+pln−1∑
h′=h+1
[
Υn,jk,lmh,h′ + Υ
n,lm,jk
h,h′ + Σ(Γ
n
h,h′)
jk,lm + Σ(Γnh,h′)
lm,jk
]
+
i+pln−1∑
h=i
[
Υn,jk,lmh,h′ + Σ(Γ
n
h,h′)
jk,lm
]
+ p2Op(∆
5/4
n )
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then by (B.12), (B.15)
E
[
ζ(p)n,jki ζ(p)
n,lm
i |F˜ni
]
= ζ(X, p)n,jki ζ(X, p)
n,lm
i +
2
ψnln
Θ(ζ(X, p)′ni , γ
n
i )
jk,lm +
2
ψ2n
(pΦ11 −Ψ11) Σ(γni )jk,lm + p2Op(∆5/4n )
According to these results and lemma 3, one can get the following lemma
Lemma 4. Assume assumption 1, 2, (B.1), ln satisfies (3.6), then
E[ζ(p)ni |F˜ni ] = ζ(X, p)ni
‖E[ζ(p)ni |Fni ]‖ ≤ Kp∆n
E(‖ζ(p)ni ‖q|Fni ) ≤ Kq pbq/2c∨1∆q/2n , q = 1, 2, 3, 4
moreover∣∣∣E [ζ(p)n,jki ζ(p)n,lmi |Fni ]− (p+ 1)θ∆n Ξ(cni , γni ; p)jk,lm∣∣∣ ≤ K∆5/4n
where
(B.17) Ξ(x, z; p) =
2θ
φ0(0)2
[
pΦ00 −Ψ00
p+ 1
Σ(x)
+
pΦ01 −Ψ01
θ2(p+ 1)
Θ(x, z) +
pΦ11 −Ψ11
θ4(p+ 1)
Σ(z)
]
Let p  ∆−1/12n , based on lemma 4,
‖E (M(p)ni |Fni )‖ ≤ K∆1/2n
‖E (N(p)ni |Fni )‖ ≤ Kp−1∆1/2n
E (‖M(p)ni ‖q|Fni ) ≤
{
Kq
(
kn∆
1/2
n
)−q/2
, q = 1, 2, 4
K
(
kn∆
1/2
n
)−2
, q = 3
(B.18)
E (‖N(p)ni ‖q|Fni ) ≤

Kp(kn∆
1/2
n )−1 q = 1
Kqp
−q/2(kn∆
1/2
n )−q/2 q = 2, 4
Kp−1(kn∆
1/2
n
)−2
q = 3
B.3.5. estimates of βni . We need to define more variables:
ζ(p)ni,h = ζ(p)
n
i+a(n,p,h) A(p)
n
i+v =
∑v+pln−1
h=v (c
n
i+h − cni )∆n
D(p)ni+v =
∑v+pln−1
h=v D
n
i+h R(p)
n
i+v =
∑v+pln−1
h=v R
n
i+h
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we have
Table 1
Estimates of ingredients
scaling properties E(‖ · ‖2|Fni ) ‖E(·|Fni )‖
R(p)nh p∆
3/2
n p∆
3/2
n
D(p)nh p∆
3/2
n p∆n
A(p)ni+v p
2∆2n
(
p∆
−1/2
n + v
)
p∆
3/2
n
(
p∆
−1/2
n + v
)
ζ(p)ni,h p∆n p∆n
Define
α(p)ni,h = −R(p+ 1)ni+a(n,p,h) +D(p+ 1)ni+a(n,p,h)
+A(p+ 1)ni+a(n,p,h) + ζ(p+ 1)
n
i,h
By table 1 and Cauchy-Schwarz inequality,
(B.19) E
(∣∣∣α(p)n,jki,h α(p)n,lmi,h − ζ(p+ 1)n,jki,h ζ(p+ 1)n,lmi,h ∣∣∣ |Fni )
≤ K(p2∆5/4n + p3/2∆3/2n v1/2)
Given j, k, l,m = 1, · · · , d, by table 1 we have
∣∣∣E(βn,jki βn,lmi |Fni )− (kn∆1/2n )−1Ξ(cni , γi)jk,lm∣∣∣ = 5∑
r=1
µn,ri + pOp((k
2
n∆n)
−1)
where
µn,1i =
1
k2n∆
2
n
m(n,p)−1∑
h=0
E
(∣∣∣α(p)n,jki,h α(p)n,lmi,h
−ζ(p+ 1)n,jki,h ζ(p+ 1)n,lmi,h
∣∣∣ |Fni )
µn,2i =
1
k2n∆
2
n
m(n,p)−2∑
h=0
m(n,p)−1∑
h′=h+1
∣∣∣E [α(p)n,jki,h α(p)n,lmi,h′
+α(p)n,lmi,h α(p)
n,jk
i,h′ |Fni
]∣∣∣
µn,3i =
1
k2n∆
2
n
m(n,p)−1∑
h=0
E
(∣∣∣ζ(p+ 1)n,jki,h ζ(p+ 1)n,lmi,h
−(p+ 2)θ∆n Ξ
(
cni+a(n,p,h), γ
n
i+a(n,p,h); p+ 1
)jk,lm∣∣∣ |Fni )
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µn,4i =
(p+ 2)θ
k2n∆n
m(n,p)−1∑
h=0
∣∣∣E [Ξ(cni+a(n,p,h), γni+a(n,p,h); p+ 1)jk,lm
−Ξ(cni , γni ; p+ 1)jk,lm|Fni
]∣∣∣
µn,5i =
1
kn∆
1/2
n
∣∣∣∣∣(p+ 2)θkn∆1/2n
⌊
kn
(p+ 1)ln
⌋
− 1
∣∣∣∣∣ ∣∣∣Ξ(cni , γni ; p+ 1)jk,lm∣∣∣
+
1
kn∆
1/2
n
∣∣∣Ξ(cni , γni ; p+ 1)jk,lm − Ξ(cni , γni )jk,lm∣∣∣
Use table 1 and (B.19) to get bounds on µn,ri , r = 1, 2, 3, 4, 5; combine (B.7),
(B.8), (B.9), (B.10), (B.18), we get the following lemma:
Lemma 5. Assume (3.6), (B.1) and assumption 1, 2, given p ∈ N+,
‖E(βni |Fni )‖ ≤ Kkn∆n
E(‖βni ‖q|Fni ) ≤
{
Kq
[
(kn∆n)
(q/2)∧1 + (kn∆
1/2
n )−q/2
]
, q = 1, 2, 4
Kkn∆n, q = 3
additionally∣∣∣E(βn,jki βn,lmi |Fni )− (kn∆n)−1/2Ξ(cni , γni )jk,lm∣∣∣
≤ K[kn∆n + p−1(kn∆1/2n )−1]
B.4. Structure. Define
ξ(x, z) =
∑d
j,k,l,m=1 ∂
2
jk,lmg(x)× Ξ(x, z)jk,lm
ηni = ξ(ĉ
n
i , γ̂
n
i )− ξ(ĉ∗ni , γ̂ni )
Since ∆
−1/4
n |ant − 1| < kn∆3/4n → 0, letting ant = 1 doesn’t not affect
the asymptotic analysis. By Crame´r-Wold theorem, we can suppose g is
R-valued. Then we have
(B.20) ∆−1/4n
[
V̂ (g)n − V (g)] = V n,0 + V n,1 + V (p)n,2 + V n,3 + V (p)n,4
where
V n,0t = ∆
−1/4
n
[Nnt −1∑
i=0
∫ (i+1)kn∆n
ikn∆n
g(cnikn)− g(cs) ds−
∫ t
Nnt kn∆n
g(cs) ds
]
V n,1t = kn∆
3/4
n
Nnt −1∑
i=0
[
g(ĉnikn)− g(ĉ∗nikn)− (2kn∆1/2n )−1ηnikn
]
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V (p)n,2t = kn∆
3/4
n
Nnt −1∑
i=0
d∑
j,k=1
∂jkg(c
n
ikn)
[
2∑
r=0
ξ(r)n,jkikn +N(p)
n,jk
ikn
]
V n,3t = kn∆
3/4
n
Nnt −1∑
i=0
[
g(ĉnikn)− g(cnikn)−
d∑
j,k=1
∂jkg(c
n
ikn)β
n,jk
ikn
−(2kn∆1/2n )−1ξ(ĉ∗ni , γ̂ni )
]
V (p)n,4t = kn∆
3/4
n
Nnt −1∑
i=0
d∑
j,k=1
∂jkg(c
n
ikn)×M(p)n,jkikn
B.5. Asymptotic negligibility. First of all, we need to get bounds on
∂hg(ĉ
n
i ), h ≤ 3. Let cni = (kn − ln)−1
∑kn−ln+1
h=1 c
n
i and I
n
t = {0, 1, · · · , Nnt −
1}, note that |Int |  (kn∆n)−1, according to lemma 2, there is a sequence
an → 0 such that
E
(
sup
i∈In
‖ĉni − ĉ∗ni ‖|Fni
)
≤ K
(
an∆
κ−1/2−(ρ−1/4)ν−(1−2ρ)
n + ∆
κ−1/2
n
)
Note ĉ∗ni − cni = ξn,1i + ξn,2i +N(p)ni +M(p)ni , by (B.9), (B.10), (B.18) and
κ < 3/4, E
(‖ĉ∗ni − cni ‖4‖Fni ) ≤ K∆2κ−1n , so
E
(
sup
i∈In
‖ĉ∗ni − cni ‖|Fni
)
≤ K∆3κ−2n
hence by (3.6)
(B.21) sup
i∈In
‖ĉni − cni ‖ = op(1)
According to (B.1), cni ∈ S. By (B.21) ĉni ∈ S if n is sufficiently large.
Therefore by (B.1), in asymptotic analysis we can assume
(B.22) ‖∂hg(ĉni )‖ ≤ K, ∀h = 0, 1, 2, 3, ∀i ∈ Int
Through an almost identical argument for lemma 4.4 in [1],
(B.23) V n,0
u.c.p.−→ 0
Define function gn on M+d ×M+d as gn(x, z) = g(x) − (kn∆1/2n )−1ξ(x, z)
according to (B.1),
‖gn(x, z)− gn(y, z)‖ ≤ K‖x− y‖
+K(kn∆
1/2
n )
−1‖x− y‖ (‖x‖2 + ‖z‖2 + ‖x− y‖2 + ‖z‖‖x− y‖)
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so ‖gn(x, z)− gn(y, z)‖ ≤ K‖x− y‖ when n is sufficiently large. By lemma 2
E
(
sup
s∈[0,t]
∥∥V n,1s ∥∥
)
≤ kn∆3/4n
Nnt −1∑
i=0
∥∥gn(ĉnikn , γ̂nikn)− gn(ĉ∗nikn , γ̂nikn)∥∥
≤ Kt
(
an∆
1/4−(ρ−1/4)ν−(1−2ρ)
n + ∆
1/4
n
)
Since ρ > 3−ν4(2−ν) , 1/4 − (ρ − 1/4)ν − (1 − 2ρ) > 0, we have the following
lemma:
Lemma 6. Assume assumption 1, 2, (B.22), (3.6) then
V n,1
u.c.p.−→ 0
Given eni ∈ Rd×d, consider the process
V˜ nt = kn∆
3/4
n
Nnt −1∑
i=0
d∑
j,k=1
∂jkg(c
n
ikn)× en,jkikn
suppose eni satisfies
(B.24)
{
‖E (eni |Fni )‖ ≤ K∆1/4n an
E
(‖eni ‖2|Fni ) ≤ K(kn∆1/2n )−1bn
where an, bn → 0. Since ∂g is bounded by (B.1),
E
(
sup
s∈[0,t]
∥∥V˜ ns ∥∥
)
≤ Kkn∆3/4n
Nnt −1∑
i=0
E
(∥∥E (enikn |Fnikn)∥∥)
+Kkn∆
3/4
n E
 sup
s∈[0,t]
∥∥∥∥∥∥
Nns −1∑
i=1
[
enikn − E
(
enikn |Fnikn
)]∥∥∥∥∥∥

by lemma 1,
E
 sup
s∈[0,t]
∥∥∥∥∥∥
Nns −1∑
i=1
[
enikn − E
(
enikn |Fnikn
)]∥∥∥∥∥∥
 ≤ K
Nnt −1∑
i=1
E
(‖enikn‖2)
1/2
note that kn∆nN
n
t  t, we have
E
(
sup
s∈[0,t]
∥∥V˜ ns ∥∥
)
≤ K
(
tan +
√
tbn
)
→ 0
To show the asymptotic negligibility of V n,2, we need to show ξi satisfies
(B.24) in each of the following 4 cases:
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(i) when eni = ξ
n,0
i , by (B.8), an = kn∆
3/4
n , bn = (kn∆
3/4
n )2;
(ii) when eni = ξ
n,1
i , by (B.9), an = ∆
1/4
n , bn = kn∆n;
(iii) when eni = ξ
n,2
i , by (B.10), an = ∆
3/4
n , bn = ∆
1/2
n ;
(iv) when eni = N(p)
n
i , by (B.18), an = p
−1∆1/4n , bn = p−1.
Hence we have the following lemma:
Lemma 7. Assume assumption 1, 2, (B.22), (3.6), and let p  ∆−1/12n ,
then
V (p)n,2
u.c.p.−→ 0
Let χni = γ̂
n
i − γni , by (B.2), the choice of mn and Jensen’s inequality
(B.25) E(‖χni ‖q|Fni ) ≤ Kq∆q/4n , q = 1, 2
Let η′ni = ξ(ĉ
∗n
i , γ̂
n
i )− ξ(cni , γni ), then by (4.2), (4.3)
‖η′ni ‖ ≤ K
(‖βni ‖+ ‖χni ‖+ ‖βni ‖2 + ‖βni ‖‖χni ‖+ ‖χni ‖2)
hence by lemma 5, (B.25), (3.6)
(B.26) E(‖η′ni ‖q|Fni ) ≤ Kq(kn∆1/2n )−q/2, q = 1, 2
We can rewrite V n,3 as
V n,3 = Gn +Hn
where
Gnt = kn∆
3/4
n
Nnt −1∑
i=0
[
snikn + u
n
ikn + E
(
vnikn |Fni
)]
Hnt = kn∆
3/4
n
Nnt −1∑
i=0
[
vnikn − E
(
vnikn |Fnikn
)]
sni = g(c
n
i + β
n
i )− g(cni )−
d∑
j,k=1
∂jkg(c
n
i )β
n,jk
i
−1
2
d∑
j,k,l,m=1
∂2jk,lmg(c
n
i )β
n,jk
i β
n,lm
i
uni =
1
2kn∆
1/2
n
[ξ(cni , γ
n
i )− ξ(ĉ∗ni , γ̂ni )]
vni =
1
2
d∑
j,k,l,m=1
∂2jk,lmg(c
n
i )
[
βn,jki β
n,lm
i − (kn∆1/2n )−1Ξ(cni , γni )jk,lm
]
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By lemma 5, (B.22), (B.26), if we let p  ∆−12n ,
(B.27) E
(
sup
s∈[0,t]
‖Gns ‖
)
≤ Kt
[
kn∆
3/4
n + (kn∆
2/3
n )
−1
]
and
E(‖vni ‖2|Fni ) ≤ K
d∑
j,k,l,m=1
E
∣∣∣∣∣βn,jki βn,lmi − 1kn∆1/2n Ξn,jk,lmi
∣∣∣∣∣
2
|Fni

≤ K
[
kn∆n + (kn∆
1/2
n )
−2
]
then lemma 1 implies
(B.28) E
(
sup
s∈[0,t]
‖Hns ‖
)
≤ Kkn∆3/4n
Nnt −1∑
i=0
E(‖vnikn‖2)
1/2
≤ K√t
[
kn∆
3/4
n + (kn∆
1/2
n )
−1/2
]
According to (3.6), (B.27), (B.28), we have the following lemma:
Lemma 8. Assume assumption 1, 2, (B.22), (3.6) then
V n,3
u.c.p.−→ 0
B.6. Stable convergence in law to a continuous Itoˆ semimartingale.
We can write
V (p)n,4t =
kn
kn − ln
d∑
j,k=1
∆−1/4n
Nnt −1∑
i=0
m(n,p)−1∑
h=0
ζ(p)n,jkikn,h × ∂jkg(cnikn)
Let H(p)ni,h = Fnikn+a(n,p,h), by lemma 4,
∆−1/2n
Nnt −1∑
i=0
m(n,p)−1∑
h=0
∥∥E[ζ(p)nikn,h|H(p)ni,h]∥∥2 ≤ Kp∆n
Let Λ(p)ni,h = ∂g(c
n
ikn
)ζ(p)nikn,h, N is a bounded martingale orthogonal to
W or N = W l for some l = 1, · · · , d′, and ∆N(p)ni,h = Nnikn+b(n,p,h) −
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Nnikn+a(n,p,h). The following 4 statements about convergence in probability
for any indices j, k, l,m can verify the conditions of theorem IX.7.28 in [12]:
∆−1/4n
Nnt −1∑
i=0
m(n,p)−1∑
h=0
∥∥E [Λ(p)ni,h|H(p)ni,h]∥∥ P−→ 0(B.29)
∆−1n
Nnt −1∑
i=0
m(n,p)−1∑
h=0
E
[∥∥Λ(p)ni,h∥∥4 |H(p)ni,h] P−→ 0(B.30)
∆−1/4n
Nnt −1∑
i=0
m(n,p)−1∑
h=0
∥∥E[Λ(p)ni,h∆N(p)ni,h|H(p)ni,h]∥∥ P−→ 0(B.31)
(B.32)
∆−1/2n
Nnt −1∑
i=0
m(n,p)−1∑
h=0
∂jkg(c
n
ikn)∂lmg(c
n
ikn)E
[
ζ(p)n,jkikn,hζ(p)
n,lm
ikn,h
|H(p)ni,h
]
P−→
∫ t
0
∂jkg(cs)∂lmg(cs) Ξ(cs, γs; p)
jk,lm ds
Under (B.22), one can verify (B.29), (B.30) by the second and third claims
of lemma 4, respectively. The same argument as that for (5.58) in [6] leads
to (B.31). By the last claim of lemma 4, the left-hand side of (B.32) equals
Nnt −1∑
i=0
m(n,p)−1∑
h=0
∂jkg(c
n
ikn)∂lmg(c
n
ikn)×
Ξ
(
cnikn+a(n,p,h), γ
n
ikn+a(n,p,h)
; p
)jk,lm
(p+ 1)ln∆n + tpOp(∆
1/4
n )
then (B.31) is verified by Riemann summation. By theorem IX.7.28 in [12]
we have the following lemma:
Lemma 9. Assume assumption 1, 2, (B.22), (3.6), then for ∀p ∈ N+,
V (p)n,4
L−s(f)−→ Z(p)
where Z(p) is a process defined on an extension of the space (Ω,F , (Ft),P),
such that conditioning on F it is a mean-0 continuous Itoˆ martingale with
variance
E˜[Z(p)Z(p)T|F ] =
∫ t
0
d∑
j,k,l,m=1
∂jkg(cs)∂lmg(cs)
T Ξ(cs, γs; p)
jk,lm ds
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where E˜ is the conditional expectation operator on the extended probability
space and Ξ(x, z; p) is defined in (B.17).
By (B.23), lemma 6, 7, 8, 9, and Ξ(x, z; p) → Ξ(x, z) as p → ∞, we arrive
at the asymptotic result in section 4.
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