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Abstract. We consider, for each exchange matrix B, a category of geomet-
ric cluster algebras over B and coefficient specializations between the cluster
algebras. The category also depends on an underlying ring R, usually Z, Q,
or R. We broaden the definition of geometric cluster algebras slightly over the
usual definition and adjust the definition of coefficient specializations accord-
ingly. If the broader category admits a universal object, the universal object is
called the cluster algebra over B with universal geometric coefficients, or the
universal geometric cluster algebra over B. Constructing universal geomet-
ric coefficients is equivalent to finding an R-basis for B (a “mutation-linear”
analog of the usual linear-algebraic notion of a basis). Polyhedral geometry
plays a key role, through the mutation fan FB , which we suspect to be an im-
portant object beyond its role in constructing universal geometric coefficients.
We make the connection between FB and g-vectors. We construct universal
geometric coefficients in rank 2 and in finite type and discuss the construction
in affine type.
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1. Introduction
In this paper, we consider the problem of constructing universal geometric cluster
algebras: cluster algebras that are universal (in the sense of coefficient specializa-
tion) among cluster algebras of geometric type with a fixed exchange matrix B. In
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2 NATHAN READING
order to accommodate universal geometric cluster algebras beyond the case of finite
type, we broaden the definition of geometric type by allowing extended exchange
matrices to have infinitely many coefficient rows. We have also chosen to broaden
the definition in another direction, by allowing the coefficient rows to have entries
in some underlying ring (usually Z, Q, or R). We then narrow the definition of
coefficient specialization to rule out pathological coefficient specializations.
There are at least two good reasons to allow the underlying ring R to be some-
thing other than Z. First, when R is a field, a universal geometric cluster algebra
over R exists for any B (Corollary 4.7). Second, the polyhedral geometry of muta-
tion fans, defined below, strongly suggests the use of underlying rings larger than Q.
(See in particular Section 9.)
On the other hand, there are good reasons to focus on the case where R = Z.
In this case, the broadening of the definition of geometric type (allowing infinitely
many coefficient rows) is mild: Essentially, we pass from polynomial coefficients to
formal power series coefficients. The only modification of the definition of coefficient
specializations is to require that they respect the formal power series topology. The
case R = Z is the most natural in the context of the usual definition of geometric
type. We have no proof, for general B, that universal geometric cluster algebras
exist over Z, but we also have no counterexamples. In this paper and [21, 22]
we show that universal geometric cluster algebras over Z exist for many exchange
matrices.
Given an underlying ring R and an exchange matrix B, the construction of a
universal geometric cluster algebra for B over R is equivalent to finding an R-basis
for B (Theorem 4.4). The notion of an R-basis for B is a “mutation-linear” analog
of the usual linear-algebraic notion of a basis. The construction of a basis is in
turn closely related to the mutation fan FB , a (usually infinite) fan of convex cones
that are essentially the domains of linearity of the action of matrix mutation on
coefficients. In many cases, a basis is obtained by taking one nonzero vector in each
ray of FB , or more precisely in each ray of the R-part of FB . (See Definition 6.9.)
Indeed, we show (Corollary 6.12) that a basis with the nicest possible properties
only arises in this way.
The fan FB appears to be a fundamental object. For example, conditioned
on a well-known conjecture of Fomin and Zelevinsky (sign-coherence of principal
coefficients), we show (Theorem 8.7) that there is a subfan of FB containing all cones
spanned by g-vectors of clusters of cluster variables for the transposed exchange
matrix BT . In particular, for B of finite type, the fan FB coincides with the g-
vector fan for BT , and as a result, universal coefficients for B are obtained by
making an extended exchange matrix whose coefficient rows are exactly the g-
vectors of cluster variables for BT (Theorem 10.12). This is a new interpretation of
the universal coefficients in finite type, first constructed in [12, Theorem 12.4]. We
conjecture that a similar statement holds for B of affine type as well, except that
one must adjoin one additional coefficient row beyond those given by the g-vectors
for BT (Conjecture 10.15). We intend to prove this conjecture in general in a future
paper using results of [26, 27]. We will also describe the additional coefficient row
in terms of the action of the Coxeter element. Here, we work out the rank-2 case
and one rank-3 case of the conjecture. The cases of the conjecture where B arises
from a marked surface are proved in [21]. (See [21, Remark 7.15]). Further, but
more speculatively, we suspect that FB should play a role in the problem of finding
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nice additive bases for cluster algebras associated to B. In finite type, the cluster
monomials are an additive basis. Each cluster variable indexes a ray in the g-
vector fan (i.e. in FB), and cluster monomials are obtained as combinations of
cluster variables whose rays are in the same cone of FB . Beyond finite type, the
rays of FB may in some cases play a similar role to provide basic building blocks
for constructing additive bases.
When B arises from a marked surface in the sense of [7, 8], the rational part
of the mutation fan FB can in most cases be constructed by means of a slight
modification of the notion of laminations. This leads to the construction, in [21],
of universal geometric coefficients for a family of surfaces including but not lim-
ited to the surfaces of finite or affine type. (The family happens to coincide with
the surfaces of polynomial growth identified in [7, Proposition 11.2].) In [22], we
explicitly construct universal geometric coefficients for an additional surface: the
once-punctured torus. A comparison of [6] and [22] suggests a connection between
universal geometric coefficients and the cluster X -varieties of Fock and Goncharov
[5, 6], but the precise nature of this connection has not been worked out.
The definitions and results given here are inspired by the juxtaposition of several
results on cluster algebras of finite type from [12, 19, 23, 30]. Details on this
connection are given in Remark 10.13.
Throughout this paper, [n] stands for {1, 2, . . . , n}. The notation [a]+ stands for
max(a, 0), and sgn(a) is 0 if a = 0 or a/|a| if a 6= 0. Given a vector a = (a1, . . . , an)
in Rn, the notation min(a,0) stands for (min(a1, 0), . . . ,min(an, 0)). Similarly,
sgn(a) denotes the vector (sgn(a1), . . . , sgn(an)).
Notation such as (ui : i ∈ I) stands for a list of objects indexed by a set I of
arbitrary cardinality, generalizing the notation (u1, . . . , un) for an n-tuple. We use
the Axiom of Choice throughout the paper without comment.
2. Cluster algebras of geometric type
In this section we define cluster algebras of geometric type. We define geometric
type more broadly than the definition given in [12, Section 2]. The exposition here
is deliberately patterned after [12, Section 2] to allow easy comparison.
Definition 2.1 (The underlying ring). All of the definitions in this section depend
on a choice of an underlying ring R, which is required be either the integers Z
or some field containing the rationals Q as a subfield and contained as a subfield of
the reals R. At present, we see little need for the full range of possibilities for R.
Rather, allowing R to vary lets us deal with a few interesting cases simultaneously.
Namely, the case R = Z allows us to see the usual definitions as a special case of
the definitions presented here, while examples in Section 9 suggest taking R to be
the field of algebraic real numbers, or some finite-degree extension of Q. The case
R = R also seems quite natural given the connection that arises with the discrete
(real) geometry of the mutation fan. (See Definition 5.12.)
Definition 2.2 (Tropical semifield over R). Let I be an indexing set. Let (ui : i ∈
I) be a collection of formal symbols called tropical variables. Define TropR(ui :
i ∈ I) to be the abelian group whose elements are formal products of the form∏
i∈I u
ai
i with each ai ∈ R and multiplication given by∏
i∈I
uaii ·
∏
i∈I
ubii =
∏
i∈I
uai+bii .
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Thus, as a group, TropR(ui : i ∈ I) is isomorphic to the direct product, over the
indexing set I, of copies of R. The multiplicative identity
∏
i∈I u
0
i is abbreviated
as 1.
We define an auxiliary addition ⊕ in TropR(ui : i ∈ I) by∏
i∈I
uaii ⊕
∏
i∈I
ubii =
∏
i∈I
u
min(ai,bi)
i .
The triple (TropR(ui : i ∈ I) ,⊕ , · ) is a semifield : an abelian multiplicative
group equipped with a commutative, associative addition ⊕, with multiplication
distributing over ⊕. Specifically, this triple is called a tropical semifield over R.
We endow R with the discrete topology and endow TropR(ui : i ∈ I) with
the product topology as a product of copies of the discrete set R. The product
topology is sometimes called the Tychonoff topology or the topology of point-
wise convergence . Details on the product topology are given later in Section 3.
The reason we impose this topology is seen in Proposition 3.7. When I is finite,
the product topology on TropR(ui : i ∈ I) is the discrete topology, and when I
is countable, the product topology on TropR(ui : i ∈ I) is the usual topology of
formal power series (written multiplicatively).
As a product of copies of R, the semifield TropR(ui : i ∈ I) is a module over R.
Since the group operation in TropR(ui : i ∈ I) is written multiplicatively, the
scalar multiplication corresponds to exponentiation. That is, c ∈ R acts by sending∏
i∈I u
ai
i to
∏
i∈I u
cai
i .
One recovers [12, Definition 2.2] by requiring I to be finite and taking the un-
derlying ring R to be Z. One may then ignore the topological considerations.
The role of the tropical semifield P in this paper is to provide a coefficient ring
ZP for cluster algebras. The notation ZP denotes the group ring, over Z, of the
multiplicative group P, ignoring the addition ⊕. The larger group ring QP also
makes a brief appearance in Definition 2.3.
Definition 2.3 (Labeled geometric seed of rank n). Let P = TropR(ui : i ∈ I) be a
tropical semifield. Let K be a field isomorphic to the field of rational functions in
n independent variables with coefficients in QP. A (labeled) geometric seed of
rank n is a pair (x, B˜) described as follows:
• B˜ is a function from ([n] ∪ I) × [n] to R. For convenience, the function B˜
is referred to as a matrix over R.
• The first rows of B˜ indexed by [n] have integer entries and form a skew-
symmetrizable matrix B. (That is, there exist positive integers d1, . . . , dn
such that dibij = −djbji for all i, j ∈ [n]. If the integers di can be taken to
all be 1, then B is skew-symmetric.)
• x = (x1, . . . , xn) is an n-tuple of algebraically independent elements of K
which generate K (i.e. K = QP(x1, . . . , xn)).
The n-tuple x is the cluster in the seed and the entries of x are called the cluster
variables. The square matrix B is the exchange matrix or the principal part
of B˜ and the full matrix B˜ is the extended exchange matrix . The rows of
B˜ indexed by I are called coefficient rows; the coefficient row indexed by i is
written bi = (bi1, . . . , bin). The semifield P is called the coefficient semifield
and is determined up to isomorphism by the number of coefficient rows of B˜ (i.e.
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by the cardinality of I). The elements yj =
∏
i∈I u
bij
i of P are the coefficients
associated to the seed.
Definition 2.4 (Mutation of geometric seeds). Fix I, P = TropR(ui : i ∈ I), and
K as in Definitions 2.2 and 2.3. For each k ∈ [n] we define an involution µk on the
set of labeled geometric seeds of rank n. Let (x, B˜) be a labeled geometric seed.
We define a new seed µk(x, B˜) = (x
′, B˜′) as follows. The new cluster x′ is
(x′1, . . . , x
′
n) with x
′
j = xj whenever j 6= k and
(2.1) x′k =
yk
∏n
i=1 x
[bik]+
i +
∏n
i=1 x
[−bik]+
i
xk(yk ⊕ 1) ,
where, as above, yk is the coefficient
∏
i∈I u
bik
i and 1 is the multiplicative identity∏
i∈I u
0
i . Thus x
′
k is a rational function in x with coefficients in ZP, or in other
words, x′k ∈ K.
The new extended exchange matrix B˜′ has entries
(2.2) b′ij =
{−bij if i = k or j = k;
bij + sgn(bkj) [bikbkj ]+ otherwise.
The top part of µk(B˜) is skew-symmetrizable with the same skew-symmetrizing
constants di as the top part of B˜. The map µk is an involution.
The notation µk also denotes the mutation µk(B˜) = B˜
′ of extended exchange
matrices, which does not depend on the cluster x. Given a finite sequence k =
kq, . . . , k1 of indices in [n], the notation µk stands for µkq ◦ µkq−1 ◦ · · · ◦ µk1 . We
have indexed the sequence k so that the first entry in the sequence is on the right.
Definition 2.5 (Mutation equivalence of matrices). Two exchange matrices (or ex-
tended exchange matrices) are called mutation equivalent if there is a sequence k
such that one matrix is obtained from the other by applying µk. The set of all ma-
trices mutation equivalent to B is the mutation class of B.
Definition 2.6 (Regular n-ary tree). Let Tn denote the n-regular tree with edges
labeled by the integers 1 through n such that each vertex is incident to exactly one
edge with each label. The notation t
k
—— t′ indicates that vertices t and t′ are
connected by an edge labeled k.
Definition 2.7 (Cluster pattern and Y -pattern of geometric type). Fix a vertex
t0 in Tn. Given a seed (x, B˜), the assignment t0 7→ (x, B˜) extends to a unique
map t 7→ (xt, B˜t) from the vertices of Tn by requiring that (xt′ , B˜t′) = µk(xt, B˜t)
whenever t
k
—— t′. This map is called a cluster pattern (of geometric type).
The map t 7→ B˜t is called a Y -pattern (of geometric type). The cluster variables
and matrix entries of (xt, B˜t) are written (x1;t, . . . , xn;t) and (b
t
ij). For each j ∈ [n],
the coefficient
∏
i∈I u
btij
i is represented by the symbol yj;t.
Definition 2.8 (Cluster algebra of geometric type). The cluster algebra A asso-
ciated to a cluster pattern t 7→ (xt, B˜t) is the ZP-subalgebra of K generated by all
cluster variables occurring in the cluster pattern. That is, setting
X = {xi;t : t ∈ Tn, i ∈ [n]},
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we define A = ZP[X ]. Since the seed (x, B˜) = (xt0 , B˜t0) uniquely determines the
cluster pattern, we write A = AR(x, B˜). Up to isomorphism, the cluster algebra is
determined entirely by B˜, so we can safely write AR(B˜) for AR(x, B˜).
Remark 2.9. Definitions 2.3, 2.4, 2.7, and 2.8 are comparable to [12, Definition 2.3],
[12, Definition 2.4], [12, Definition 2.9], and [12, Definition 2.11] restricted to the
special case described in [12, Definition 2.12]. Essentially, the only difference is the
broader definition of the notion of a tropical semifield, which forces us to allow B˜
to have infinitely many rows, and to allow non-integer entries in the coefficient rows
of B˜. Definition 2.6 is identical to [12, Definition 2.8].
3. Universal geometric coefficients
In this section, we define and discuss a notion of coefficient specialization of clus-
ter algebras of geometric type and define cluster algebras with universal geometric
coefficients. These definitions are comparable, but not identical, to the correspond-
ing definitions in [12, Section 12], which apply to arbitrary cluster algebras.
Definition 3.1 (Coefficient specialization). Let (x, B˜) and (x′, B˜′) be seeds of
rank n, and let P and P′ be the corresponding tropical semifields over the same un-
derlying ring R. A ring homomorphism ϕ : AR(x, B˜)→ AR(x′, B˜′) is a coefficient
specialization if
(i) the exchange matrices B and B′ coincide;
(ii) ϕ(xj) = x
′
j for all j ∈ [n];
(iii) the restriction of ϕ to P is a continuous R-linear map to P′ with ϕ(yj;t) = y′j;t
and ϕ(yj;t ⊕ 1) = y′j;t ⊕ 1 for all j ∈ [n] and t ∈ Tn.
Continuity in (iii) refers to the product topology described in Definition 2.2.
Definition 3.2 (Cluster algebra with universal geometric coefficients). A cluster
algebra A = AR(B˜) of geometric type with underlying ring R is universal over R
if for every cluster algebra A′ = AR(B˜′) of geometric type with underlying ring R
sharing the same initial exchange matrix B, there exists a unique coefficient spe-
cialization from A to A′. In this case, we also say B˜ is universal over R and call
the coefficient rows of B˜ universal geometric coefficients for B over R.
The local conditions of Definition 3.1 imply some global conditions, as recorded
in the following proposition, whose proof follows immediately from (2.1) and (2.2).
Proposition 3.3. Continuing the notation of Definition 3.1, if ϕ is a coefficient
specialization, then
(i′) the exchange matrices Bt and B′t coincide for any t.
(ii′) ϕ(xj;t) = x′j;t for all j ∈ [n] and t ∈ Tn.
Remark 3.4. A converse to Proposition 3.3 is true for certain B. Specifically,
suppose the exchange matrix B has no column composed entirely of zeros. If the
restriction of ϕ to P is a continuous R-linear map and conditions (i′) and (ii′) of
Proposition 3.3 both hold, then ϕ is a coefficient specialization. This fact is argued
in the proof of [12, Proposition 12.2], with no restrictions on B. (Naturally, the
argument there makes no reference to continuity and R-linearity, which are not
part of [12, Definition 12.1].) The argument given there is valid in the context of
Definition 3.1, over any R, as long as B has no zero column.
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The reason [12, Proposition 12.2] can fail when B has a zero column is that it
may be impossible to distinguish p+j;t from p
−
j;t in [12, (12.2)]. Rather than defining
p+j;t and p
−
j;t here, we consider a simple case in the notation of this paper. Take
R = Z and let B˜ have a 1 × 1 exchange matrix [0] and a single coefficient row 1,
so that in particular P = TropZ(u1). The cluster pattern associated with (x1, B˜)
has two seeds: One with cluster variable x1 and coefficient u1, and the other with
cluster variable x−11 (u1+1) and coefficient u
−1
1 . On the other hand, let B˜
′ also have
exchange matrix [0] but let its single coefficient row be −1. Let P′ = TropZ(u′1).
The cluster pattern associated with (x′1, B˜
′) has a seed with cluster variable x′1 and
coefficient (u′1)
−1 and a seed with cluster variable (x′1)
−1(1 + u′1) and coefficient
u′1. The map ϕ sending x1 to x
′
1 and u1 to u
′
1 extends to a ring homomorphism
satisfying condition (ii′). However, condition (iii) fails.
The characterization in [12, Theorem 12.4] of universal coefficients in finite type
is valid except when B has a zero column, or in other words when A(B) has a
irreducible component of type A1. It can be fixed by separating A1 as an exceptional
case or by taking [12, Proposition 12.2] as the definition of coefficient specialization.
Remark 3.5. Here we discuss the requirement in Definition 3.1 that the restriction
of ϕ be R-linear. This is strictly stronger than the requirement that the restriction
be a group homomorphism, which is all that is required in [12, Definition 12.1].
The additional requirement in Definition 3.1 is that the restriction of ϕ commutes
with scaling (i.e. exponentiation) by elements of R. This requirement is forced by
the fact that Definitions 2.1 and 2.2 allow the underlying ring R to be larger than
Q. When R is Z or Q, the requirement of commutation with scaling is implied by
the requirement of a group homomorphism.
In general, however, consider again the example of a cluster algebra A of rank 1,
given by the 2× 1 matrix with rows 0 and 1 and the initial cluster x with a single
entry x1. The coefficient semifield is TropR(u1). The cluster variables are x1 and
x−11 (u1+1). Suppose the underlying ring R is a field. Then R is a vector space over
Q, and homomorphisms of additive groups from R to itself correspond to Q-linear
maps of vector spaces. If R strictly contains Q, then there are infinitely many
such maps fixing 1. Thus, if we didn’t require commutation with scaling, there
would be infinitely many coefficient specializations from A to itself fixing 1, x1 and
x−11 (u1 + 1). The requirement of linearity ensures that the identity map is the only
coefficient specialization fixing 1, x1 and x
−1
1 (u1 + 1).
Remark 3.6. Here we discuss the requirement in Definition 3.1 that the restriction
of ϕ be continuous. This requirement is forced, once we allow the set of tropical
variables to be infinite. Take I to be infinite, let P = TropR(ui : i ∈ I) and consider
a cluster algebra A of rank 1 given by the exchange matrix [0] and each coefficient
row equal to 1. Consider the set of R-linear maps ϕ : P→ P with ϕ(ui) = ui for all
i ∈ I. Linearity plus the requirement that ui 7→ ui only determine ϕ on elements
of P with finite support (elements
∏
i∈I u
ai
i with only finitely many nonzero ai).
This leaves infinitely many R-linear maps from P to itself that send every tropical
variable ui to itself. Dropping the requirement of continuity in Definition 3.1, each
of these maps would be a coordinate specialization.
The following proposition shows that the requirements of R-linearity and conti-
nuity resolve the issues illustrated in Remarks 3.5 and 3.6.
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Proposition 3.7. Let TropR(ui : i ∈ I) and TropR(vk : k ∈ K) be tropical semi-
fields over R and fix a family (pik : i ∈ I, k ∈ K) of elements of R. Then the
following are equivalent.
(i) There exists a continuous R-linear map ϕ : TropR(ui : i ∈ I) → TropR(vk :
k ∈ K) with ϕ(ui) =
∏
k∈K v
pik
k for all i ∈ I.
(ii) For all k ∈ K, there are only finitely many indices i ∈ I such that pik is
nonzero.
When these conditions hold, the unique map ϕ is
ϕ
(∏
i∈I
uaii
)
=
∏
k∈K
v
∑
i∈I pikai
k .
We conclude this section by giving the details of the definition of the product
topology and proving Proposition 3.7. We assume familiarity with the most basic
ideas of point-set topology. Details and proofs regarding the product topology are
found, for example, in [14, Chapter 3]. Let (Xi : i ∈ I) be a family of topological
spaces, where I is an arbitrary indexing set. Let X be the direct product
∏
i∈I Xi,
and write the elements of X as (ai : i ∈ I) with each ai ∈ Xi. Let Pj : X → Xj
be the jth projection map, sending (ai : i ∈ I) to aj . The product topology on X
is the coarsest topology on X such that each Pj is continuous. Open sets in X are
arbitrary unions of sets of the form
∏
i∈I Oi where each Oi is an open set in Xi and
the identity Oi = Xi holds for all but finitely many i ∈ I.
We are interested in the case where each Xi is R with the discrete topology
(meaning that every subset of R is open). We write XI for
∏
i∈I Xi in this case.
For each i ∈ I, let ei ∈ XI be the element whose entry is 1 in the position indexed
by i, with entries 0 in every other position. Later in the paper, we use the bold
symbol ei for a standard unit basis vector in Rn. Here, we intend the non-bold
symbol ei to suggest a similar idea, even though a basis for XI may have many
more elements than I. The open sets in XI are arbitrary unions of sets of the form∏
i∈I Oi where each Oi is a subset of R and the identity Oi = R holds for all but
finitely many i ∈ I. The following is a rephrasing of Proposition 3.7.
Proposition 3.8. Let XI and XK be as above for indexing sets I and K. Fix a
family (pik : i ∈ I, k ∈ K) of elements of R. Then the following are equivalent.
(i) There exists a continuous R-linear map ϕ : XI → XK with ϕ(ei) = (pik : k ∈
K) for all i ∈ I.
(ii) For all k ∈ K, there are only finitely many indices i ∈ I such that pik is
nonzero.
When these conditions hold, the unique map ϕ is
ϕ(ai : i ∈ I) =
(∑
i∈I
pikai : k ∈ K
)
.
To simplify the proof of Proposition 3.8, we appeal to the following lemma.
Lemma 3.9. A map ϕ : XI → XK is continuous and R-linear if and only if the
map Pk ◦ ϕ : XI → R is continuous and R-linear for each k ∈ K.
The assertions of the lemma for continuity and linearity are independent of each
other. A direct proof for continuity is found in [14, Chapter 3]. The assertion for
linearity is immediate because the linearity of each Pk ◦ ϕ is the linearity of ϕ in
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each entry, which is equivalent to the linearity of ϕ. Lemma 3.9 reduces the proof
of Proposition 3.8 to the following proposition:
Proposition 3.10. Let XI be as above and endow R with the discrete topology.
Fix a family (pi : i ∈ I) of elements of R. Then the following are equivalent.
(i) There exists a continuous R-linear map ϕ : XI → R with ϕ(ei) = pi for all
i ∈ I.
(ii) There are only finitely many indices i ∈ I such that pi is nonzero.
When these conditions hold, the unique map ϕ is ϕ(ai : i ∈ I) =
∑
i∈I piai.
Proof. Suppose ϕ : XI → R is a continuous R-linear map with ϕ(ei) = pi for all
i ∈ I. The continuity of ϕ implies in particular that ϕ−1({0}) is some open set O in
XI . The set O is the union, indexed by some set M , of sets (Om : m ∈M), where
each Om is a Cartesian product
∏
i∈I Omi with Omi ⊆ R for all i ∈ I and with the
identity Omi = R holding for all but finitely many i ∈ I. The set M is nonempty
because R-linearity implies that φ(0 · ei) = 0 for any i ∈ I. We choose M and the
sets Om to be maximally inclusive, in the following sense: If O contains some set
U =
∏
i∈I Ui with Ui ⊆ R for all i ∈ I and with the identity Ui = R holding for all
but finitely many i ∈ I, then there exists m ∈M such that U = Om.
For each m ∈ M , let Sm be the finite set of indices i ∈ I such that Omi 6= R
and choose µ ∈M to minimize the set Sµ under containment. A priori, there may
not be a unique minimum set, but some minimal set exists because M is nonempty
and the sets Sm are finite. We now show that pi = 0 if and only if i 6∈ Sµ.
If pi = 0 for some i ∈ Sµ, then for any element z of Oµ, the element z + cei is
in O. In particular, the set obtained from Oµ =
∏
j∈I Oµj by replacing Oµi with R
is contained in O, and so equals Oµ′ for some µ
′ ∈M . This contradicts our choice of
µ to minimize Sµ, and we conclude that pi 6= 0 for all i ∈ Sµ. Now suppose i 6∈ Sµ.
Let x ∈ Oµ and let y be obtained from x by subtracting 1 in the entry indexed by i.
Since Oµi = R, we have y ∈ Oµ as well. Thus pi = ϕ(ei) = ϕ(x− y) = 0− 0 = 0.
Given (i), we have established (ii), and now we show that the map ϕ is given by
ϕ(ai : i ∈ I) =
∑
i∈I piai, which is a finite sum by (ii). Let a = (ai : i ∈ I) ∈ XI .
Let b = (bi : i ∈ I) ∈ XI have bi = 0 whenever i ∈ I \ Sµ and bi = ai whenever
i ∈ Sµ. Then a and b differ by an element of Oµ, so ϕ(a− b) = 0 by linearity, and
thus ϕ(a) = ϕ(b). But b is a finite linear combination
∑
i∈Sµ biei, so ϕ(a) = ϕ(b) =∑
i∈Sµ pibi =
∑
i∈Sµ piai. Since pi = 0 for i 6∈ Sµ, we have ϕ(a) =
∑
i∈I piai.
Finally, suppose (ii) holds, let S be the finite set {i ∈ I : pi 6= 0}, and define
ϕ : XI → R by ϕ(ai : i ∈ I) =
∑
i∈I piai. It is immediate that this map is R-linear.
The map is also continuous: Given any subset U of R, let O = ϕ−1(U). Then, for
every a = (ai : i ∈ I) ∈ O, let Oa be the product
∏
i∈I Oai where Oai = {ai} if
i ∈ S or Oai = R if i 6∈ S. The map ϕ is constant on Oa, so {a} ⊆ Oa ⊆ O for each
a ∈ O. Thus O = ⋃a∈AOa, and this is an open set in XI . 
4. Bases for B
In this section, we define the notion of an R-basis for an exchange matrix B and
show that an extended exchange matrix is universal for B over R if and only if its
coefficient rows constitute an R-basis for B. This amounts to a simple rephrasing
of the definition combined with a reduction to single components.
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Definition 4.1 (Mutation maps). The exchange matrix B defines a family of
piecewise linear maps (ηBk : Rn → Rn : k ∈ [n]) as follows. (The use of the real
numbers R here rather than the more general R is deliberate.) Given a vector
a = (a1, . . . , an) ∈ Rn, let B˜ be an extended exchange matrix having exchange
matrix B and having a single coefficient row a = (a1, . . . , an). Let η
B
k (a) be the
coefficient row of µk(B˜). By (2.2), η
B
k (a) = (a
′
1, . . . , a
′
n), where, for each j ∈ [n]:
(4.1) a′j =

−ak if j = k;
aj + akbkj if j 6= k, ak ≥ 0 and bkj ≥ 0;
aj − akbkj if j 6= k, ak ≤ 0 and bkj ≤ 0;
aj otherwise.
The map ηBk is a continuous, piecewise linear, invertible map with inverse η
µk(B)
k ,
so in particular it is a homeomorphism from Rn to itself.
For any finite sequence k = kq, kq−1, . . . , k1 of indices in [n], let B1 = B and
define Bi+1 = µki(Bi) for i ∈ [q]. Equivalently, Bi+1 = µki,...,k1(B) for i ∈ [q]. As
before, we index the sequence k so that the first entry in the sequence is on the
right. Define
(4.2) ηBk = η
B
kq,kq−1...,k1 = η
Bq
kq
◦ ηBq−1kq−1 ◦ · · · ◦ ηB1k1
This is again a piecewise linear homeomorphism from Rn to itself, with inverse
η
Bq+1
k1,...,kq
. When k is the empty sequence, ηBk is the identity map. The maps η
B
k are
collectively referred to as the mutation maps associated to B.
Definition 4.2 (B-coherent linear relations). Let B be an n×n exchange matrix.
Let S be a finite set, let (vi : i ∈ S) be vectors in Rn and let (ci : i ∈ S) be elements
of R. Then the formal expression
∑
i∈S civi is a B-coherent linear relation with
coefficients in R if the equalities∑
i∈S
ciη
B
k (vi) = 0, and(4.3) ∑
i∈S
cimin(η
B
k (vi),0) = 0(4.4)
hold for every finite sequence k = kq, . . . , k1 of indices in [n]. The requirement that
(4.3) holds when k is the empty sequence ensures that a B-coherent linear relation
is in particular a linear relation in the usual sense. A B-coherent linear relation∑
i∈S civi is trivial if ci = 0 for all i ∈ S.
The definition of an R-basis for B is parallel to the definition of a linear-algebraic
basis, with B-coherent linear relations replacing ordinary linear relations.
Definition 4.3 (R-Basis for B). Let I be some indexing set and let (bi : i ∈ I)
be a collection of vectors in Rn. Then (bi : i ∈ I) is an R-basis for B if and only
if the following two conditions hold.
(i) If a ∈ Rn, then there exists a finite subset S ⊆ I and elements (ci : i ∈ S) of
R such that a−∑i∈S cibi is a B-coherent linear relation.
(ii) If S is a finite subset of I and
∑
i∈S cibi is a B-coherent linear relation with
coefficients in R, then ci = 0 for all i ∈ S.
If condition (i) holds, then (bi : i ∈ I) is called an R-spanning set for B, and if
condition (ii) holds, then (bi : i ∈ I) is called an R-independent set for B.
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Theorem 4.4. Let B˜ be an extended exchange matrix with exchange matrix B and
whose coefficient rows have entries in R. Then B˜ is universal over R if and only
if the coefficient rows of B˜ are an R-basis for B.
Proof. Let (bi : i ∈ I) be the coefficient rows of B˜. We show that the following
conditions are equivalent.
(a) B˜ is universal over R.
(b) For every extended exchange matrix B˜′ with exactly one coefficient row, sharing
the exchange matrix B with B˜ and having entries in R, there exists a unique
coefficient specialization from AR(B˜) to AR(B˜′).
(c) For every extended exchange matrix B˜′ with exactly one coefficient row a =
(a1, . . . , an) ∈ Rn, sharing the exchange matrix B with B˜, there exists a unique
choice (pi : i ∈ I) of elements of R, finitely many nonzero, such that both of
the following conditions hold:
(i)
∑
i∈I
pib
t
i = a
t for every t ∈ Tn.
(ii)
∑
i∈I
pimin(b
t
i,0) = min(a
t,0) for every t ∈ Tn.
Here bti is the coefficient row of B˜t indexed by i ∈ I in the Y -pattern t 7→ B˜t
with B˜t0 = B˜ and at is the coefficient row of B˜
′
t in the Y -pattern t 7→ B˜′t with
B˜′t0 = B˜
′.
If (a) holds, then (b) holds by definition. Condition (b) is the assertion that there
exists a unique map satisfying Definition 3.1(iii). By Proposition 3.7, choosing a
continuous R-linear map is equivalent to choosing elements (pi : i ∈ I) of R with
finitely many nonzero. The remainder of Definition 3.1(iii) is rephrased in (c) as
conditions (i) and (ii). We see that Condition (c) is a rephrasing of condition (b).
Now suppose (c) holds and let B˜′′ be an extended exchange matrix with coefficient
rows indexed by an arbitrary set K. For each k ∈ K, condition (c) implies that
there is a unique choice of elements pik of R satisfying, in the k
th component, the
conditions of Proposition 3.7 and of Definition 3.1. The elements pik, taken together
for all k ∈ K, satisfy the conditions of Propositions 3.7 and 3.1, and thus define the
unique coordinate specialization from AR(B˜) to AR(B˜′′). We have verified that (c)
implies (a), so that the three conditions are equivalent.
But (c) is equivalent to the assertion that, for each a ∈ Rn, there exists a unique
finite subset S ⊆ I and unique nonzero elements (ci : i ∈ S) of R such that
a −∑i∈S cibi is a B-coherent linear relation. This is equivalent to the assertion
that (bi : i ∈ I) is an R-basis for B. 
Remark 4.5. Given a universal extended exchange matrix B˜ over R and an extended
exchange matrix B˜′ sharing the exchange matrix B with B˜ and having entries in R,
the proof of Theorem 4.4 provides an explicit description of the unique coefficient
specialization from AR(x, B˜) to AR(x′, B˜′). It is the map sending each xj to x′j
and acting on coefficient semifields as follows: Let (bi : i ∈ I) be the coefficient
rows of B˜ and let (ak : k ∈ K) be the coefficient rows of B˜′. For each k, there
is a unique choice (pik : i ∈ I) of elements of R, finitely many nonzero, such
that ak −
∑
i∈S pikbi is a B-coherent linear relation. Then the restriction of ϕ to
coefficient semifields is the map described in Proposition 3.7.
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Proposition 4.6. Suppose the underlying ring R is a field. For any exchange
matrix B, there exists an R-basis for B. Given an R-spanning set U for B, there
exists an R-basis for B contained in U .
Proof. Let U be an R-spanning set for B. Given any chain U1 ⊆ U2 ⊆ · · · of R-
independent sets for B contained in U , the union of the chain is an R-independent
set for B. Thus Zorn’s Lemma says that among the R-independent subsets of U ,
there exists a maximal set M . We show that if R is a field, then M is an R-spanning
set for B. If not, then there exists a vector a ∈ Rn such that no B-coherent linear
relation a −∑i∈S cibi over R exists with each bi in M . In particular, a 6∈ M , so
M ∪ {a} strictly contains M . If M ∪ {a} is not an R-independent set for B, then
since M is an R-independent set for B, there exists a B-coherent linear relation
ca−∑i∈S cibi over R with c 6= 0 and each bi in M . Since R is a field, a−∑i∈S cic bi
is a B-coherent linear relation over R, and this contradiction shows that M ∪ {a}
is an R-independent set for B. That contradicts the maximality of M , and we
conclude that M is an R-spanning set for B. We have proved the second statement
of the proposition. The first statement follows because Rn is an R-spanning set
for B. 
Theorem 4.4 and Proposition 4.6 combine to prove the following corollary.
Corollary 4.7. Suppose the underlying ring R is a field. For any exchange matrix
B, there exists an extended exchange matrix B˜ with exchange matrix B that is
universal over R. The cluster algebra AR(B˜) has universal geometric coefficients
over R.
Remark 4.8. The proof of Proposition 4.6 echoes the standard argument showing
that a vector space has a (Hamel) basis. As in the linear algebraic case, this proof
provides no general way of constructing a basis, and thus Corollary 4.7 provides no
general way of constructing a universal extended exchange matrix.
Remark 4.9. The definitions in Section 2 are closest to the original definitions
in [12] when R = Z, and arguably it is most important to find Z-bases for exchange
matrices (and thus universal geometric coefficients over Z). Unfortunately, the
second assertion of Proposition 4.6 can fail when R = Z, as shown in Example 4.10
below. We have no proof of the assertion that every B admits a Z-basis, but also
no counterexample.
In Section 9, we construct R-bases for any B of rank 2 and any R. In Section 10
we construct R-bases for any B of finite type and any R. We also conjecture a form
for R-bases for B of affine type and any R. In [21] and [22], we use laminations to
construct an R-basis (with R = Z or Q) for certain exchange matrices arising from
marked surfaces.
Example 4.10. Suppose B = [0]. If R is a field, then {x, y} is an R-basis for B
if and only if x and y are elements of R with strictly opposite signs. The set {±1}
is the unique Z-basis for B. In particular, the extended exchange matrix
[
0
1−1
]
is
universal over any R. The set {−1, 2, 3} is a Z-spanning set for B, but contains
no Z-basis for B. In particular, the second assertion of Proposition 4.7 may fail
without the hypothesis that R is a field.
The remainder of this section is devoted to further details on B-coherent linear
relations and bases. First, in the most important cases, condition (4.4) can be
ignored when verifying that a linear relation is B-coherent.
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Proposition 4.11. Suppose B has no column consisting entirely of zeros. Then
the formal expression
∑
i∈S civi is a B-coherent linear relation if and only if con-
dition (4.3) holds for all sequences k.
Proof. Suppose condition (4.3) holds for all k for the formal expression
∑
i∈S civi.
We need to show that condition (4.4) holds as well. Given any sequence k of
indices in [n] and any additional integer k ∈ [n], we show that (4.4) holds in the kth
component. Write wi = η
B
k (vi) for each i ∈ S, let S>0 be the subset of S consisting
of indices i such that the kth coordinate of wi is positive, and let S≤0 = S \ S>0.
Consider condition (4.3) for the sequences k and kk. These conditions are∑
i∈S>0 ciwi = −
∑
i∈S≤0 ciwi and
∑
i∈S>0 ciη
µk(B)
k (wi) = −
∑
i∈S≤0 ciη
µk(B)
k (wi).
Let
∑
i∈S>0 ciwi = (a1, . . . , an), so that
∑
i∈S≤0 ciwi = (−a1, . . . ,−an). Since
all of the vectors wi for i ∈ S>0 have positive kth coordinate, (4.1) says that∑
i∈S>0 ciη
µk(B)
k (wi) is (a
′
1, . . . , a
′
n) given by:
a′j =
 −ak if j = k;aj + akbkj if j 6= k and bkj ≥ 0;
aj otherwise,
where bkj is the kj-entry of µk(B). Similarly,
∑
i∈S≤0 ciη
µk(B)
k (wi) is (a
′′
1 , . . . , a
′′
n),
given by:
a′′j =
 ak if j = k;−aj + akbkj if j 6= k and bkj ≤ 0;−aj otherwise.
The requirement that
∑
i∈S>0 ciη
µk(B)
k (wi) = −
∑
i∈S≤0 ciη
µk(B)
k (wi) means that
(a′1, . . . , a
′
n) = −(a′′1 , . . . , a′′n). Therefore akbkj = 0 for all j. The property of having
a column consisting entirely of zeros is preserved under mutation, so µk(B) has no
column of zeros. Since µk(B) is skew-symmetrizable, it also has no row consisting
entirely of zeros. We conclude that ak = 0. In particular, we have showed that the
kth coordinate of
∑
i∈S≤0 ciwi is zero. This is the k
th component of (4.4). 
We record a simple but useful observation about B-coherent linear relations.
Proposition 4.12. Let
∑
i∈S civi be a B-coherent linear relation. Suppose, for
some i ∈ S, for some j ∈ [n], and for some sequence k of indices in [n], that the jth
entry of ηBk (vi) is strictly positive (resp. strictly negative) and that the j
th entry
of every vector ηBk (vi′) with i
′ ∈ S \ {i} is nonpositive (resp. nonnegative). Then
ci = 0.
Proof. Suppose the jth entry of ηBk (vi) is strictly positive and the j
th entries of
the other vectors ηBk (vi′) are nonpositive. Consider the j
th coordinate of (4.3)
and (4.4), for the chosen sequence k. The difference between the two left-hand
sides is the jth coordinate of ciη
B
k (vi), which is therefore zero. But η
B
k (vi) has a
positive entry in its jth position, so ci = 0.
If the jth entry of ηBk (vi) is strictly negative and the j
th entries of the other
vectors are nonnegative, then the jth entry of ηBjk(vi) is strictly positive and the
jth entries of the other vectors ηBjk(vi′) are nonpositive, and we conclude that
ci = 0. 
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To further simplify the task of finding universal geometric coefficients, we con-
clude this section with a brief discussion of reducibility of exchange matrices.
Definition 4.13 (Reducible (extended) exchange matrices). Call an exchange ma-
trix B reducible if there is some permutation pi of [n] such that simultaneously
permuting the rows and columns of B results in a block-diagonal matrix. Otherwise
call B irreducible .
The following proposition is immediate, and means that we need only construct
bases for irreducible exchange matrices.
Proposition 4.14. Suppose B is a p×p exchange matrix and B′ is a q×q exchange
matrix. If (bi : i ∈ I) is an R-basis for B1 and (b′j : j ∈ J) is an R-basis for B2,
then (bi × 0q : i ∈ I) ∪ (0p × b′j : j ∈ J) is an R-basis for
[
B1 0
0 B2
]
.
Here bi × 0q represents the vector bi ∈ Rp included into Rn by adding q zeros
at the end, and 0p × b′j is interpreted similarly.
Proposition 4.14 also allows us to stay in the case where B has no column of
zeros, so that the definition of B-coherent linear relations simplifies as explained
in Proposition 4.11. This is because an exchange matrix with a column of zeros is
reducible and has the 1 × 1 exchange matrix [0] as a reducible component. This
component is easily dealt with as explained in Example 4.10.
5. B-cones and the mutation fan
In this section, we use the mutation maps associated to an exchange matrix B
to define a collection of closed convex real cones called B-cones. These define a fan
called the mutation fan for B.
Definition 5.1 (Cones). A convex cone is a subset of Rn that is closed under
positive scaling and under addition. A convex cone, by this definition, is also convex
in the usual sense. A polyhedral cone is a cone defined by finitely many weak
linear inequalities, or equivalently it is the nonnegative R-linear span of finitely
many vectors. A rational cone is a cone defined by finitely many weak linear
inequalities with integer coefficients, or equivalently it is the nonnegative R-linear
span of finitely many integer vectors. A simplicial cone is the nonnegative span
of a set of linearly independent vectors.
Definition 5.2 (B-classes and B-cones). Let B be an n × n exchange matrix.
Define an equivalence relation ≡B on Rn by setting a1 ≡B a2 if and only if
sgn(ηBk (a1)) = sgn(η
B
k (a2)) for every finite sequence k of indices in [n]. Recall
that sgn(a) denotes the vector of signs of the entries of a. Thus a1 ≡B a2 means
that ηBk (a1) ∈ H if and only if ηBk (a2) ∈ H for every open coordinate halfspace H
of Rn and every sequence k. The equivalence classes of ≡B are called B-classes.
The closures of B-classes are called B-cones. The latter term is justified in Propo-
sition 5.4, below.
Proposition 5.3. Every mutation map ηBk is linear on every B-cone.
Proof. Let C be a B-class and let k = kq, . . . , k1. We show by induction on q
that the map ηBk is linear on C. The base case q = 0 is trivial. If q > 0 then let
k′ = kq−1, . . . , k1. By induction, the map ηBk′ is linear on C. Since C is a B-class,
ηBk′ takes C to a set C
′ on which the function sgn is constant. In particular, C ′
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is contained in one of the domains of linearity of η
µk′ (B)
kq
, so ηBk = η
µk′ (B)
kq
◦ ηBk′ is
linear on C. Since ηBk is also a continuous map, it is linear on the closure of C. 
Proposition 5.4. Each B-class is a convex cone containing no line and each B-
cone is a closed, convex cone containing no line.
Proof. First, notice that each B-class is closed under positive scaling because each
map ηBk commutes with positive scaling, and because the function sgn is unaffected
by positive scaling. Furthermore, if a1 ≡B a2 then sgn(ηBk (a1)) = sgn(ηBk (a2)), for
any finite sequence k of indices in [n]. Thus by Proposition 5.3, sgn(ηBk (a1+a2)) =
sgn(ηBk (a1) + η
B
k (a2)) = sgn(η
B
k (a1)), so a1 ≡B a1 + a2. Since B-classes are
closed under positive scaling and addition, they are convex cones. The requirement
that sgn(ηBk ( · )) is constant within B-classes implies in particular (taking k to be
the empty sequence) that each B-class is contained in a coordinate orthant. In
particular, no B-class contains a line. We have verified the assertion for B-classes,
and the assertion for B-cones follows. 
Proposition 5.5. Let k be a finite sequence of indices in [n]. Then a set C is a
B-class if and only if ηBk (C) is a µk(B)-class. A set C is a B-cone if and only if
ηBk (C) is a µk(B)-cone.
Proof. Let C be a B-class and let k′ = k′q′ , . . . , k
′
1 be another finite sequence of
indices in [n]. Then since C is a B-class, the function sgn is constant on ηBk′k(C),
where k′k is the concatenation of k′ and k. Letting k′ vary over all possible
sequences, we see that ηBk (C) is contained in some µk(B)-class C
′. Symmetrically,
if k′′ is the reverse sequence of k, ηµk(B)k′′ (C
′) is contained in some B-class C ′′. But
η
µk(B)
k′′ = (η
B
k )
−1, so C ⊆ C ′′. By definition, distinct B-classes are disjoint, so
C ′′ = C, and thus C ′ = ηBk (C). The assertion for B-cones follows because η
B
k is a
homeomorphism. 
The following is [12, Definition 6.12].
Definition 5.6 (Sign-coherent vectors). A collection X of vectors in Rn is sign-
coherent if for any k ∈ [n], the kth coordinates of the vectors in X are either all
nonnegative or all nonpositive.
As pointed out in the proof of Proposition 5.4, each B-cone is contained in some
coordinate orthant. In other words:
Proposition 5.7. Every B-cone is a sign-coherent set.
Our understanding of B-cones allows us to mention the simplest kind of B-
coherent linear relation.
Definition 5.8 (B-local linear relations). Let B be an n × n exchange matrix.
Let S be a finite set, let (vi : i ∈ S) be vectors in Rn and let (ci : i ∈ S) be real
numbers. Then the formal expression
∑
i∈S civi is a B-local linear relation if
the equality
∑
i∈S civi = 0 holds and if {vi : i ∈ S} is contained in some B-cone.
Proposition 5.9. A B-local linear relation is B-coherent.
Proof. Let
∑
i∈S civi be a B-local linear relation. Then by definition, (4.3) holds
for k empty. Now Proposition 5.3 implies that (4.3) holds for all k. Propositions 5.5
and 5.7 imply that, for any k, each coordinate of (4.4) is either the tautology 0 = 0
or agrees with some coordinate of (4.3). 
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In order to study the collection of all B-cones, we first recall some basic defini-
tions from convex geometry.
Definition 5.10 (Face). A subset F of a convex set C is a face if F is convex and
if any line segment L ⊆ C whose interior intersects F has L ⊆ F . In particular, the
empty set is a face of C and C is a face of itself. Also, if H is any hyperplane such
that C is contained in one of the two closed halfspaces defined by H, then H ∩ C
is a face of C. The intersection of an arbitrary set of faces of C is another face of
C. A face of a closed convex set is closed.
Definition 5.11 (Fan). A fan is a collection F of closed convex cones such that if
C ∈ F and F is a face of C, then F ∈ F , and such that the intersection of any two
cones in F is a face of each of the two. In some contexts, a fan is required to have
finitely many cones, but here we allow infinitely many cones. A fan is complete if
the union of its cones is the entire ambient space. A simplicial fan is a fan all of
whose cones are simplicial. A subfan of a fan F is a subset of F that is itself a
fan. If F1 and F2 are complete fans such that every cone in F2 is a union of cones
in F1, then we say that F1 refines F2 or equivalently that F2 coarsens F1.
Definition 5.12 (The mutation fan for B). Let FB be the collection consisting
of all B-cones, together with all faces of B-cones. This collection is called the
mutation fan for B. The name is justified by the following theorem.
Theorem 5.13. The collection FB is a complete fan.
To prove Theorem 5.13, we introduce some additional background on convex
sets and prove several preliminary results.
Definition 5.14 (Relative interior). The affine hull of a convex set C is the union
of all lines defined by two distinct points of C. The relative interior of C, written
relint(C), is its interior as a subset of its affine hull, and C is relatively open if it
equals its relative interior. The relative interior of a convex set is nonempty. (See
e.g. [29, Theorem 2.3.1].)
We need several basic facts about convex sets. Proofs of the first four are found,
for example, in [29, Theorem 2.3.4], [29, Theorem 2.3.8], and [29, Corollary 2.4.11].
Lemma 5.15. Let C be a convex set in Rn. Let x be in the closure of C, let y be
in the relative interior of C and let ε ∈ [0, 1). Then εx + (1− ε)y is in the relative
interior of C.
Lemma 5.16. The relative interior of a convex set C in Rn equals the relative
interior of the closure of C.
Lemma 5.17. A closed convex set in Rn is the closure of its relative interior.
Lemma 5.18. If C and D are nonempty convex sets in Rn with disjoint relative
interiors, then there exists a hyperplane H, defining halfspaces H+ and H− such
that C ⊆ H+, D ⊆ H− and C ∪D 6⊆ H.
Lemma 5.19. Let F , G, M , and N be convex sets in Rn such that F is a face
of M and G is a face of N . Suppose M ∩N is a face of M and of N . Then F ∩G
is a face of F and of G.
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Proof. If F ∩G is empty, then we are done. Otherwise, let L be any line segment
contained in F whose relative interior intersects F ∩ G. Then L is in particular a
line segment in M whose relative interior intersects M ∩N . By hypothesis, M ∩N
is a face of M , so L is contained in M ∩ N . Since G is a face of N , since L is
contained in N , and since the relative interior of L intersects G, we see that L is
contained in G. Thus L is contained in F ∩G. We have shown that F ∩G is a face
of F , and the symmetric argument shows that F ∩G is a face of G. 
Lemma 5.20. If C is a sign-coherent convex set then sgn is constant on relint(C).
Proof. Let x,y ∈ relint(C) and suppose sgn(xi) 6= sgn(yi) for some index i ∈ [n].
Since x and y are in relint(C), the relative interior of C contains an open interval
about x in the line containing x and y. If sgn(xi) = 0, then sgn(yi) 6= 0, and thus
this interval about x contains points whose ith coordinate have all possible signs.
Arguing similarly if sgn(yi) = 0, we see that in any case, relint(C) contains points
whose ith coordinates have opposite signs. This contradicts the sign-coherence
of C. 
We now prove some preliminary results about B-cones.
Proposition 5.21. Every B-cone C is the closure of a unique B-class, and this
B-class contains relint(C).
Proof. The B-cone C is the closure of some B-class C ′. In light of Proposition 5.4,
Lemma 5.16 says that relint(C ′) = relint(C). In particular, relint(C) ⊆ C ′. If C
is the closure of some other B-class C ′′, then also C ′′ contains relint(C). Since
relint(C) is nonempty and since distinct B-classes are disjoint, C ′ = C ′′. 
To further describe B-cones, we will use a partial order on sign vectors that
appears in the description of the (“big”) face lattice of an oriented matroid. (See
[1, Section 4.1].)
Definition 5.22 (A partial order on sign vectors). A sign vector is an n-tuple
whose entries are in {−1, 0, 1}, or in other words, a vector that arises by applying
the operator sgn to a vector in Rn. For sign vectors x and y, say x  y if x
agrees with y, except possibly that some entries 1 or −1 in y become 0 in x. The
point of this definition is to capture a notion of limits of sign vectors: If v is the
limit of a sequence or continuum of vectors all having the same sign vector y, then
sgn(v)  y.
Proposition 5.23. Let C ′ be a B-class whose closure is the B-cone C. Let y be
any point in C ′. Then C is the set of points x such that sgn(ηBk (x))  sgn(ηBk (y))
for all sequences k of indices in [n].
Proof. Let y′ be any point in relint(C). Proposition 5.21 says that C ′ contains
relint(C), so the vectors sgn(ηBk (y
′)) and sgn(ηBk (y)) agree for any sequence k.
Suppose x ∈ C and let k be a sequence of indices. By Propositions 5.3 and 5.5,
the point ηBk (y
′) is in the relative interior of ηBk (C) and the point η
B
k (x) is in η
B
k (C),
which is the closure of ηBk (C
′). By Lemma 5.15, the entire line segment from ηBk (y
′)
to ηBk (x), except possibly the point η
B
k (x), is in the relative interior of η
B
k (C), and
thus in the µk(B)-class η
B
k (C
′) by Proposition 5.21. Therefore sgn( · ) is constant
on the line segment, except possibly at ηBk (x), so sgn(η
B
k (x))  sgn(ηBk (y′)) =
sgn(ηBk (y)).
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On the other hand, suppose sgn(ηBk (x))  sgn(ηBk (y)) for all sequences k of
indices in [n]. Then the function sgn is constant on the relative interior of line seg-
ment defined by ηBk (x) and η
B
k (y
′), and this constant sign vector equals sgn(ηBk (y)).
Let L be the line segment defined by x and y′. We show by induction that ηBk is
linear on L, so that ηBk (L) is the line segment defined by η
B
k (x) and η
B
k (y
′). The
base case where k is the empty sequence is easy because ηBk is the identity map. If k
is not the empty sequence, then write k = jk′ for some index j and some sequence
k′. By induction on the length of the sequence k, the map ηBk′ is linear on L, so
ηBk′(L) is the line segment defined by η
B
k′(x) and η
B
k′(y
′). Since sgn is constant on
the relative interior of ηBk′(L), the map η
B
k is also linear on L and thus η
B
k (L) is the
line segment defined by ηBk′(x) and η
B
k′(y
′).
We have shown that sgn(ηBk ( · )) is constant and equals sgn(ηBk (y)) on relint(L)
for all k. Thus relint(L) is in C ′. All of L, including x, is therefore in the closure
of C ′, which is the B-cone C. 
Proposition 5.24. Every B-cone is a union of B-classes.
Proof. For any B-class C, Proposition 5.23 implies that a B-class D is either com-
pletely contained in C or disjoint from C. 
The following proposition generalizes Proposition 5.21.
Proposition 5.25. Let C be a B-cone and let F be a nonempty convex set con-
tained in C. Then the relative interior of F is contained in a B-class D with
D ⊆ C.
Proof. Let k be some sequence of indices in [n]. By Proposition 5.5, ηBk (C) is
a µk(B)-cone. By Proposition 5.3, η
B
k (C) is the image of C under a linear map.
Thus ηBk (F ) is a nonempty convex set contained in η
B
k (C), and η
B
k maps the relative
interior of F to the relative interior of ηBk (F ).
Proposition 5.7 says that ηBk (F ) is sign-coherent, so Lemma 5.20 says that sgn
is constant on the relative interior of ηBk (F ). Equivalently, sgn ◦ ηBk is constant
on the relative interior of F . Since this was true for any k, the relative interior
of F is contained in some B-class D. Since D is a B-class which intersects C,
Proposition 5.24 says that D is contained in C. 
Proposition 5.26. An arbitrary intersection of B-cones is a B-cone.
Proof. Let I be an arbitrary indexing set and, for each i ∈ I, let Ci be a B-cone.
Then C =
⋂
i∈I Ci is non-empty because it contains the origin. Furthermore, it is
a closed convex cone because it is an intersection of closed convex cones. Let i ∈ I.
Then Proposition 5.25 says that the relative interior of C is contained in a B-class
D with D ⊆ Ci. Since distinct B-classes are disjoint, applying Proposition 5.25
to each i, we obtain the same D, and we conclude that D is contained in C. By
Lemma 5.17, C is the closure of relint(C). Since relint(C) ⊆ D ⊆ C and C is
closed, we conclude that C is the closure of D. Thus C is a B-cone. 
Lemma 5.27. If C and D are B-cones with C ⊆ D, then C is a face of D.
Proof. Let F be the intersection of all faces of D which contain C. Since D is itself
a face of D, this intersection is well-defined. Then F is a face of D, and we claim
that the relative interior of C intersects the relative interior of F .
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Suppose to the contrary that the relative interior of C does not intersect the
relative interior of F . Then Lemma 5.18 says that there exists a hyperplane H,
defining halfspaces H+ and H− such that C ⊆ H+, F ⊆ H− and C ∪F 6⊆ H. Since
F contains C, we have C ⊆ H−, so C ⊆ H+ ∩H− = H. Therefore F 6⊆ H. Now
H ∩ F is a proper face of F containing C, contradicting our choice of F as the
intersection of all faces of D which contain C. This contradiction proves the claim.
By Proposition 5.25, there is some B-class F ′ containing relint(F ). By Propo-
sition 5.21, C is the closure of a B-class C ′ containing relint(C). By the claim,
relint(C) ∩ relint(F ) is nonempty, so F ′ ∩ C ′ is nonempty. Since distinct B-classes
are disjoint, we conclude that F ′ = C ′. Thus relint(F ) ⊆ C ′. Proposition 5.17 says
that F is the closure of relint(F ), so applying closures to the relation relint(F ) ⊆ C ′,
we see that F ⊆ C. By construction C ⊆ F , so C = F , and thus C is a face ofD. 
Remark 5.28. One can phrase a converse to Lemma 5.27: If D is a B-cone and C is
a face of D, then C is a B-cone. This statement is false; a counterexample appears
in the proof of Proposition 9.9.
We are now prepared to prove the main theorem of this section.
Proof of Theorem 5.13. By Proposition 5.4, each element of FB is a convex cone.
By the definition of FB , if C ∈ FB then all faces of C are also in FB . Thus, to show
that FB is a fan, it remains to show that the intersection of any two cones in FB is
a face of each. Since every cone in FB is a face of some B-cone, Lemma 5.19 says
that it is enough to consider the case where both cones are B-cones. If C and D are
distinct B-cones, then Proposition 5.26 says that C ∩D is a B-cone. Lemma 5.27
says that C ∩D is a face of C and that C ∩D is a face of D.
Since the union of all B-classes is all of Rn, the union of the B-cones is also all
of Rn. Thus FB is complete. 
We conclude the section with two more useful facts about B-cones.
Proposition 5.29. For any a ∈ Rn, there is a unique smallest B-cone contain-
ing a. This B-cone is the closure of the B-class of a.
Proof. By Proposition 5.26, the intersection of all B-cones containing a is a B-
cone C. Proposition 5.24 says that any B-cone containing a contains the entire
B-class of a, so C is the closure of the B-class of a. 
Proposition 5.30. A set C ⊆ Rn is contained in some B-cone if and only if the
set ηBk (C) is sign-coherent for every sequence k of indices in [n].
Proof. The “only if” direction follows immediately from Proposition 5.23. Suppose
the set ηBk (C) is sign-coherent for every sequence k of indices in [n]. Then the set
of finite nonnegative linear combinations of vectors in ηBk (C) is sign-coherent for
every k. Let D be the set of finite nonnegative linear combinations of vectors in C.
Arguing by induction as in the second half of the proof of Proposition 5.23, we see
that every map ηBk is linear on D, so that η
B
k (D) is the set of finite nonnegative
linear combinations of vectors in ηBk (C). Therefore, for all k, the set η
B
k (D) is sign-
coherent, so sgn(ηBk ( · )) is constant on relint(D) by Lemma 5.20. Thus relint(D)
is contained in some B-class and D is contained in the closure of that B-class. 
Proposition 5.30 suggests a method for computing approximations to the muta-
tion fan FB . The proposition implies that vectors x and y are not contained in a
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common B-cone if and only if, for some k and j, they are strictly separated by the
image, under (ηBk )
−1, of the jth coordinate hyperplane. Thus we approximate FB
by computing these inverse images for all sequences k of length up to some m. The
inverse images define a decomposition of Rn that may be coarser than FB but that
approaches FB as m→∞.
Example 5.31. The approximation to FB , for B =
[
0 −3 0
2 0 2
0 −3 0
]
and m = 9, is shown
in Figure 1. The picture is interpreted as follows: Intersecting each inverse image
e1
e2
e3
Figure 1. The mutation fan FB for B =
[
0 −3 0
2 0 2
0 −3 0
]
of a coordinate plane with a unit sphere about the origin, we obtain a collection of
arcs of great circles. These are depicted in the plane by stereographic projection.
The projections of the unit vectors e1, e2, and e3 are labeled. We suspect that the
differences between this approximation and FB are unnoticeable at this resolution.
6. Positive bases and cone bases
In this section, we discuss two special properties that an R-basis for B may have.
One of these properties is a notion of positivity. It is not clear what consequences
positivity has for cluster algebras, but it is a very natural notion for R-bases and for
coefficient specializations. Many of the bases that have been constructed, here and
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in [21, 22], are positive. The second special property, a condition on the interaction
of the basis with the mutation fan, follows from the positivity property.
Definition 6.1 (Positive basis and positive universal extended exchange matrix ).
An R-basis (bi : i ∈ I) for B is positive if, for every a ∈ Rn, there exists a finite
subset S ⊆ I and positive elements (ci : i ∈ S) of R such that a −
∑
i∈S cibi
is a B-coherent linear relation. The corresponding universal extended exchange
matrix for B is also called positive in this case. Looking back at Remark 4.5, we
see that a positive universal extended exchange matrix B˜ has a special property
with respect to coefficient specializations: Suppose B˜′ is another extended exchange
matrix sharing the same exchange matrix with B˜. When we describe the unique
coefficient specialization ϕ from AR(B˜) to AR(B˜′) as in Proposition 3.7, all of the
pik are nonnegative.
Proposition 6.2. For any fixed R, there is at most one positive R-basis for B, up
to scaling each basis element by a positive unit in R.
Proof. Suppose (ai : i ∈ I) and (bj : j ∈ J) are positive R-bases for B. Given
an index i ∈ I, there is a B-coherent linear relation ai −
∑
j∈S cjbj with positive
coefficients cj ∈ R. For each j ∈ S, there is a B-coherent linear relation bj −∑
k∈Sj djkak with positive coefficients djk ∈ R. Combining these, we obtain a B-
coherent relation ai −
∑
j∈S
∑
k∈Sj cjdjkak. Since (ai : i ∈ I) is an R-basis for B,
this B-coherent relation is trivial. Thus the summation over j ∈ S and k ∈ Sj has
only one term ai. In particular, the set S has exactly one element j, the set Sj has
only one element i, and cjdji = 1. We see that ai = cjbj for some j ∈ J , where cj
is a positive unit with inverse dji. Thus every basis element ai is obtained from a
basis element bj by scaling by a positive unit. 
Definition 6.3 (Cone basis for B). Let I be some indexing set and let (bi : i ∈ I)
be a collection of vectors in Rn. Then (bi : i ∈ I) is a cone R-basis for B if and
only if the following two conditions hold.
(i) If C is a B-cone, then the R-linear span of {bi : i ∈ I} ∩ C contains Rn ∩ C.
(ii) (bi : i ∈ I) is an R-independent set for B.
Proposition 6.4. If (bi : i ∈ I) is a cone R-basis for B, then (bi : i ∈ I) is an
R-basis for B. An R-basis is a cone R-basis if and only if its restriction to each
B-cone C is a basis (in the usual sense) for the R-linear span of the vectors in
Rn ∩ C.
Proof. Condition (ii) of Definition 4.3 is identical to condition (ii) of Definition 6.3.
Suppose (bi : i ∈ I) is a cone R-basis for B. Let a ∈ Rn and let C be the B-
cone that is the closure of the B-class of a. By condition (i) of Definition 6.3,
a is an R-linear combination
∑
i∈S cibi of vectors in {bi : i ∈ I} ∩ C. The linear
relation a−∑i∈S cibi is B-local and thus B-coherent by Proposition 5.9. We have
established condition (i) of Definition 4.3, thus proving the first assertion of the
proposition.
Still supposing (bi : i ∈ I) to be a cone R-basis for B, let C now be any B-cone.
If there is some non-trivial linear relation among the vectors in {bi : i ∈ I} ∩ C,
then that relation is B-local and thus B-coherent. This contradicts condition (ii)
of Definition 6.3, so {bi : i ∈ I} ∩ C is linearly independent. Thus {bi : i ∈ I} ∩ C
is a basis for its R-linear span, which equals the R-linear span of C by condition
(i) in Definition 6.3.
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On the other hand, suppose (bi : i ∈ I) is an R-basis for B whose restriction
to each B-cone is a basis (in the usual sense) for the span of that B-cone. Then
condition (i) of Definition 6.3 holds. 
Remark 6.5. Suppose B˜ is a universal extended exchange matrix over R whose
coefficient rows constitute a cone R-basis. Then coefficient specializations from B˜
can be found more directly than in the case where we don’t necessarily have a cone
basis. (See Remark 4.5.) Each ak is in some B-cone C. Knowing that we have a
cone basis, we can choose the elements (pik : i ∈ I) by taking pik = 0 for bi 6∈ C and
choosing the remaining pik (uniquely) so that ak −
∑
i∈S pikbi is a linear relation
in the usual sense.
For every exchange matrix B for which the author has constructed an R-basis,
the R-basis is in fact a cone R-basis. The following question thus arises.
Question 6.6. If (bi : i ∈ I) is an R-basis for B is it necessarily a cone R-basis?
We now relate the notion of a cone R-basis to the notion of a positive R-basis.
Proposition 6.7. Given a collection (bi : i ∈ I) of vectors in Rn, the following
conditions are equivalent.
(i) (bi : i ∈ I) is a positive R-basis for B.
(ii) (bi : i ∈ I) is a positive cone R-basis for B.
(iii) (bi : i ∈ I) is an R-independent set for B with the following property: If C
is a B-cone, then the nonnegative R-linear span of {bi : i ∈ I} ∩ C contains
Rn ∩ C.
Proof. Condition (ii) implies condition (i) trivially. Conversely, suppose (i) holds,
let C be a B-cone and let a ∈ Rn ∩ C. To show that (ii) holds, we need to show
that the R-linear span of {bi : i ∈ I} ∩ C contains a.
Since (bi : i ∈ I) is a positive R-basis for B, there is a B-coherent linear
relation −a +∑i∈S cibi with the ci positive. Proposition 5.29 says that there is
a unique smallest B-cone D containing a, and that D is the closure of the B-
class of a. We claim that {bi : i ∈ S} is contained in D. Otherwise, for some
i ∈ S, Proposition 5.23 says that there is a sequence k such that sgn(ηBk (bi)) 6
sgn(ηBk (a)). That is, there is some index j ∈ [n] such that the jth coordinate
of sgn(ηBk (bi)) is nonzero and different from the j
th coordinate of sgn(ηBk (a)).
Possibly replacing k by jk, we can assume that the jth coordinate of sgn(ηBk (bi))
is negative and the jth coordinate of sgn(ηBk (a)) is nonnegative. Thus we write S
as a disjoint union S1 ∪ S2, with S1 nonempty, such that ηBk (bi) has negative jth
coordinate for i ∈ S1, such that ηBk (bi) has nonnegative jth coordinate for i ∈ S2,
and such that a has nonnegative jth coordinate. Since−a+∑i∈S cibi is B-coherent,
we appeal to (4.4) to conclude that the jth coordinate of
∑
i∈S1 ciη
B
k (bi) is zero.
But since the ci are all positive, we have reached a contradiction, thus proving
the claim. The claim shows that the B-coherent linear relation −a +∑i∈S cibi in
particular writes a as a positive linear combination of elements of D. Since D ⊆ C,
we have established (ii). Since the relation is positive, we have also shown that (i)
implies (iii).
If (iii) holds, then for any a in Rn, there exists a finite subset S ⊆ I and positive
elements (ci : i ∈ S) of R such that a −
∑
i∈S cibi is a B-local linear relation.
Proposition 5.9 implies that (bi : i ∈ I) is a positive R-basis for B, so (i) holds. 
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Remark 6.8. A positive basis is necessarily a cone basis, by Proposition 6.7, so ex-
plicit coefficient specializations from the corresponding universal extended exchange
matrix are found as described in Remark 6.5. In Section 9, there are examples of
exchange matrices B having a cone R-basis but not a positive R-basis for R = Z
or R = Q.
The existence of a positive R-basis has implications for the structure of the
mutation fan. We describe these implications by constructing another fan closely
related to FB .
Definition 6.9 (R-part of a fan). Suppose F is a fan and R is an underlying ring.
Suppose F ′ is a fan satisfying the following conditions:
(i) Each cone in F ′ is the nonnegative R-linear span of finitely many vectors
in Rn. (For example, if R = Z or Q, then these are rational cones.)
(ii) Each cone in F ′ is contained in a cone of F .
(iii) For each cone C of F , there is a unique largest cone (under containment)
among cones of F ′ contained in C. This largest cone contains Rn ∩ C.
Then F ′ is called the R-part of F . The R-part of F might not exist. For example,
the fans discussed later in Proposition 9.9 have no Q-part. However, if the R-part
of F exists, then it is unique: For each cone C of F , condition (iii) implies that
the largest cone of F ′ contained in C is the nonnegative R-linear span of Rn ∩ C.
Condition (iii) implies that every cone in F ′ is a face of one of these largest cones.
Proposition 6.10. Suppose F is a fan, R is an underlying ring, and F ′ is the
R-part of F . Every cone of F spanned by vectors in Rn is a cone in F ′. The
full-dimensional cones in F are exactly the full-dimensional cones in F ′.
Proof. Suppose C is a cone of F spanned by vectors in Rn. Condition (iii) of
Definition 6.9 says that there is a cone D of F ′ contained in C and containing
Rn ∩ C. But then D contains the vectors spanning C, so C = D.
Suppose C is a full-dimensional cone of F . Since Qn is dense in Rn, if C is strictly
larger than the largest cone D of F ′ contained in C, then there are rational vectors
(and thus integer vectors and thus vectors in Rn) in C \D. This is a contradiction
to condition (iii) of Definition 6.9. Thus C equals the cone D of F ′.
Conversely, suppose D is a full-dimensional cone of F ′. Then condition (ii) of
Definition 6.9 says that D is contained in some full-dimensional cone C of F . Since
F ′ is a fan and D is full dimensional, D is the largest cone of F ′ contained in C,
and as argued above, D = C. Thus D is a cone of F . 
Now suppose a positive R-basis (bi : i ∈ I) exists for B. Let FRB be the collection
of all cones spanned by sets {bi : i ∈ I} ∩ C, where C ranges over all B-cones,
together with all faces of such cones. In light of Proposition 6.2, the collection FRB
does not depend on the choice of positive R-basis.
Proposition 6.11. If a positive R-basis (bi : i ∈ I) exists for B, then FRB is a
simplicial fan and is the R-part of FB.
Proof. If some cone C in FRB is not simplicial, then C is generated by a set U of
vectors in Rn that is linearly dependent over R. We conclude that U is also linearly
dependent over R. (Suppose U is a set of vectors in Rn that is linearly independent
over R. Write a matrix whose rows are U . Use row operations over R to put the
matrix into echelon form. Since there are no nontrivial R-linear relations on the
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rows, the echelon form has full rank, so U is linearly independent over R.) The
relation expressing this linear dependence is B-local by the definition of FRB , so by
Proposition 5.9 it is a B-coherent linear relation over R among the basis vectors.
Now suppose C1 and C2 are maximal cones in FRB , spanned respectively by
subsets U1 and U2 of the positive basis. Since C1 and C2 are spanned by vectors in
Rn, if R is a field, then C1 and C2 are each intersections of halfspaces with normal
vectors in Rn. Thus C1 ∩ C2 is an intersection of halfspaces with normal vectors
in Rn, and thus is spanned by vectors in Rn. In particular, there exists a vector
x ∈ Rn contained in the relative interior of C1∩C2. The vector x can be expressed
both as a nonnegative R-linear combination of U1 and as a nonnegative R-linear
combination of U2. Both of these expressions are B-local and thus B-coherent by
Proposition 5.9, so their difference is a B-coherent R-linear relation. But since
U1 and U2 are part of an R-basis (and in particular an R-independent set) for B,
the two expressions must coincide, so that each writes x as a nonnegative R-linear
combination of U1∩U2. We conclude that C1∩C2 is contained in the cone spanned
by U1 ∩U2, and the opposite containment is immediate. Thus, since C1 and C2 are
simplicial, C1 ∩ C2 is a face of both. If instead R = Z, then the usual arguments
by clearing denominators show that (bi : i ∈ I) is also a positive Q-basis for B, so
that FQB = FZB and thus FZB is a simplicial fan.
We now verify the conditions of Definition 6.9. Conditions (i) and (ii) hold by
construction. The first part of condition (iii) holds by construction and the second
part follows from the implication (i) =⇒ (iii) in Proposition 6.7. 
The following corollary is immediate by Propositions 6.7 and 6.11.
Corollary 6.12. If a positive Z-basis exists for B, then the unique positive Z-basis
for B consists of the smallest nonzero integer vector in each ray of the Z-part of
FB. If R is a field and a positive R-basis exists for B, then a collection of vectors
is a positive R-basis for B if and only if it consists of exactly one nonzero vector
in each ray of the R-part of FB.
Propositions 6.10 and 6.11 imply that FRB = FB . Thus we have the following
corollary, which we emphasize is specific to the case R = R.
Corollary 6.13. If a positive R-basis for B exists, then FB is simplicial. The basis
consists of exactly one vector in each ray of FB.
For any exchange matrix B, Proposition 5.9 implies that a collection consisting
of exactly one nonzero vector in each ray of FB is an R-spanning set for B and
thus contains an R-basis for B by Proposition 4.6. In particular, the following
proposition holds.
Proposition 6.14. A collection consisting of exactly one nonzero vector in each
ray of FB is a positive R-basis for B if and only if it is an R-independent set for B.
In this case, FB is simplicial by Corollary 6.13. On the other hand, if FB is
simplicial, then a collection consisting of exactly one nonzero vector in each ray
of FB could conceivably fail to be an R-independent set for B, in which case no
positive R-basis exists for B. However, we know of no exchange matrix B for which
this happens.
Example 6.15. In Sections 9 and 10 and in [21, 22], we encounter examples of
mutation fans that are simplicial. There also appear to exist exchange matrices B
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such that FB is not simplicial, and one such example appears to be B =
[
0 −3 0
2 0 2
0 −3 0
]
.
This “appearance” is based on computing approximations to FB as explained in
the paragraph after Proposition 5.30. See Figure 1. It appears that as m → ∞,
the quadrilateral region at the middle of the picture near the top will decrease
in size but neither disappear nor lose its quadrilateral shape. (Compare with the
example B =
[
0 2−3 0
]
, depicted in Figure 4.) If FB is indeed not simplicial, then
Corollary 6.13 says that no positive R-basis exists for B.
7. Properties of the mutation fan
In this section, we prove some properties of mutation fans that are useful in
constructing FB is some cases. We begin by pointing out several symmetries.
It is apparent from Definition 4.1 that
(7.1) ηBk (a) = −η−Bk (−a) for any sequence k.
Since also the antipodal map a 7→ −a commutes with the map sgn, we see that
a1 ≡B a2 if and only if (−a1) ≡−B (−a2). Thus we have the following proposition,
in which −FB denotes the collection of cones −C = {−a : a ∈ C} such that C is a
cone in FB .
Proposition 7.1. F−B = −FB.
Given any permutation pi of [n], let pi(B) be the exchange matrix whose ij-entry
is bpi(i)pi(j), where the entries of B are bij . Then µpi(k)(piB) = pi(µk(B)). Let pi
also denote the linear map sending epi(i) to ei. Then η
piB
pi(k) ◦ pi = pi ◦ ηBk . Thus
we have the following proposition, in which piFB denotes the collection of cones
piC = {pia : a ∈ C} such that C is a cone in FB .
Proposition 7.2. FpiB = piFB.
Proposition 5.5 implies the following proposition, in which ηBk FB denotes the
collection of cones ηBk C =
{
ηBk (a) : a ∈ C
}
such that C is a cone in FB .
Proposition 7.3. Fµk(B) = ηBk FB.
A less obvious symmetry is a relationship called rescaling.
Definition 7.4 (Rescaling of exchange matrices). Let B and B′ be exchange matri-
ces. Then B′ is a rescaling of B if there exists a diagonal matrix Σ with positive
entries such that B′ = Σ−1BΣ. In this case, if Σ = diag(σ1, . . . , σn), then the
ij-entry of B′ is σjσi times the ij-entry of B.
Every matrix is a rescaling of itself, taking Σ = cI for some positive c. If
B′ = Σ−1BΣ for some Σ not of the form cI, then B′ is a nontrivial rescaling
of B. A given exchange matrix may or may not admit any nontrivial rescalings.
Proposition 7.5. If B and B′ are exchange matrices, then B′ is a rescaling of B
if and only if sgn(bij) = sgn(b
′
ij) and bijbji = b
′
ijb
′
ji for all i, j ∈ [n].
Proof. If Σ is a diagonal matrix such that B′ = Σ−1BΣ, then b′ijb
′
ji =
σj
σi
bij
σi
σj
bji =
bijbji. Conversely, suppose sgn(bij) = sgn(b
′
ij) and bijbji = b
′
ijb
′
ji for all i, j ∈ [n].
Let d1, . . . dn be the skew-symmetrizing constants for B, so that dibij = −djbji. Let
D be the diagonal matrix diag(
√
d−1, . . . ,
√
d−1n ), and define sB = D−1BD. The
ij-entry of sB is √ didj bij . Since the di are skew-symmetrizing constants, we calculate
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di
dj
bij =
√
1
didj
dibij =
√
1
didj
djbji =
√
dj
di
djbji. Since
√
di
dj
bij
√
dj
di
bji = bijbji, the
ij-entry of sB is sgn(bij)√−bijbji. Define matrices D′ and ĎB′ similarly in terms of
the skew-symmetrizing constants for B′. Arguing similarly, we see that the ij-entry
of sB is sgn(b′ij)√−b′ijb′ji. Thus ĎB′ = sB, so B′ = D′D−1BD(D′)−1. 
Proposition 7.5 relies on the assumption that B and B′ are exchange matrices in
the sense of Definition 2.3. That is, they are skew-symmetrizable integer matrices.
Proposition 7.6. If B and B′ are exchange matrices such that B′ is a rescaling
of B, then the diagonal matrix Σ with B′ = Σ−1BΣ can be taken to have integer
entries.
Proof. Fixing B and B′, the matrix Σ = diag(σ1, . . . , σn) satisfies B′ = Σ−1BΣ if
and only if σib
′
ij = bijσj for all i and j. If these equations can be solved for the σi,
then there is a rational solution and therefore an integer solution. 
Remark 7.7. The definition of rescaling is motivated by root system considera-
tions. The Cartan companion A of B (see Definition 10.2) defines a root system,
and in particular simple roots and simple co-roots, as well as a symmetric bilin-
ear form K. The matrix A expresses K in terms of the simple co-root basis (on
the left) and the simple root basis (on the right). If Σ = diag(σ1, . . . , σn), then
Σ−1AΣ is the matrix expressing K in the basis
{
σ−1i α
∨
i : i ∈ [n]
}
(on the left) and
{σiαi : i ∈ [n]} (on the right). In other words, Σ−1AΣ is a Cartan matrix with
simple roots
{
σ−1i α
∨
i : i ∈ [n]
}
and simple co-roots {σiαi : i ∈ [n]}. In this situa-
tion, every root in the root system for the Cartan matrix Σ−1AΣ is a scaling of a
corresponding root for A, and vice versa.
Proposition 7.8. Suppose B′ is a rescaling of B, specifically with B′ = Σ−1BΣ.
(1) µk(B
′) is a rescaling of µk(B) for any sequence k of indices in [n]. Specif-
ically, µk(B
′) = Σ−1µk(B)Σ.
(2) If a ∈ Rn is a row vector, then ηB′k (aΣ) = ηBk (a)Σ for any sequence k of
indices in [n].
(3) The mutation fan FB′ is the collection of all cones CΣ = {aΣ : a ∈ C},
where C ranges over cones in FB.
(4) The expression
∑
i∈S civi is a B-coherent linear relation if and only if∑
i∈S ci(viΣ) is a B
′-coherent linear relation.
(5) If (bi : i ∈ I) is a Z-independent set for B and Σ is taken to have integer
entries, then (biΣ : i ∈ I) is a Z-independent set for B′.
(6) Suppose the underlying ring R is a field. Then (bi : i ∈ I) is an R-
independent set, R-spanning set, R-basis, cone R-basis and/or positive R-
basis for B if and only if (biΣ : i ∈ I) is the same for B′.
Proof. For (1) and (2), it is enough to replace the sequence k with a single index
k ∈ [n]. For (1), we use (2.2) to verify that the ij-entry of µk(B′) is σjσi times the
ij-entry of µk(B). For (2), we use (4.1) to verify that the j
th entry of ηB
′
k (aΣ) is
σj times the j
th entry of ηBk (a). To prove (3), we show that the map a 7→ aΣ takes
B-classes to B′ classes. Indeed, by (2), we have sgn(ηB
′
k (a1Σ)) = sgn(η
B′
k (a2Σ)) if
and only if sgn(ηBk (a1)Σ) = sgn(η
B
k (a2)Σ), but since multiplication by Σ preserves
sgn, this is if and only if sgn(ηBk (a1)) = sgn(η
B
k (a2)).
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For any k, (2) says that the sum
∑
i∈S ciη
B′
k (viΣ) equals
(∑
i∈S ciη
B
k (vi)
)
Σ
and that the sum
∑
i∈S cimin(η
B′
k (viΣ),0) equals
(∑
i∈S cimin(η
B
k (vi),0)
)
Σ. We
conclude that (4) holds. Now (5) and (6) follow. 
Remark 7.9. If R is not a field (that is, if R = Z), then the conclusion of Propo-
sition 7.8(6) can fail. For an example, we look ahead to Section 9. Let B˜ be the
third matrix in (9.1), with exchange matrix B =
[
0 1−2 0
]
. Then B′ =
[
0 2−1 0
]
is
a rescaling of B for Σ any matrix of the form [ a 00 2a ] for positive integer a. The
coefficient rows bi of B˜ are a positive Z-basis for B, but there is no choice of a such
that the vectors biΣ are a Z-basis for B′. There is, however, a positive Z-basis for
B′ whose elements are positive rational multiples of the vectors biΣ.
The final proposition of this section concerns limits of B-cones.
Definition 7.10 (Limits of rays and of cones). Given a sequence (ρm : m =
1, 2, . . .) of rays in Rn, we say that the sequence converges if the sequence (vm :
m = 1, 2, . . .) consisting of a unit vector vm in each ray ρm converges in the usual
topology on Rn. The limit of the sequence is the ray spanned by the limit of the
vectors vm. A sequence (Cm : m = 1, 2, . . .) of closed cones in Rn converges
if, for some fixed p, each cone Cm is the nonnegative linear span of some rays
{ρm;i : i = 1, 2, . . . , p} and the sequence (ρm;i : m = 1, 2, . . .) converges for each
i ∈ [p]. The limit of the sequence is the nonnegative linear span of the limit rays.
Proposition 7.11. Given a sequence of B-cones that converges in the sense of
Definition 7.10, the limit of the sequence is contained in a B-cone.
Proof. Suppose (Cm : m = 1, 2, . . .) is a sequence of cones, each the nonnegative
linear span of rays {ρm;i : i = 1, 2, . . . , p} such that (ρm;i : m = 1, 2, . . .) converges
for each i ∈ [p]. Write C for the limiting cone. For each m ≥ 1 and i ∈ [p],
let vm;i be the unit vector in ρm;i, and write vi for the limit of the sequence
(vm;i : m = 1, 2, . . .) for each i.
If ηBk (vi) and η
B
k (vj) have strictly opposite signs in some coordinate, for some
sequence k, then by the continuity of ηBk , for large enough m, the vectors η
B
k (vm;i)
and ηBk (vm;j) have strictly opposite signs in that coordinate. This contradicts
Proposition 5.30 because vm;i an vm;j are both in Cm, so
{
ηBk (vi) : i = 1, 2, . . . , p
}
is sign-coherent for each k. Proposition 5.30 says that the set {vi : i = 1, 2, . . . , p}
is contained in some B-cone. Now Proposition 5.4 implies that the set C of nonneg-
ative linear combinations of {vi : i = 1, 2, . . . , p} is contained in that B-cone. 
8. g-Vectors and the mutation fan
In this section, we show that the mutation fan FB contains an embedded copy
of a fan defined by g-vectors for BT . The result is conditional on the following con-
jecture, which shown in Proposition 8.9 to be equivalent to a conjecture from [12].
Conjecture 8.1. The nonnegative orthant (R≥0)n is a B-cone.
At the time of writing, the conjecture is known for some exchange matrices B
and not for others (Remark 8.14), so we need to be precise about what we require.
Definition 8.2 (Standard Hypotheses on B). The Standard Hypotheses on B
are that Conjecture 8.1 holds for every exchange matrix in the mutation class of B
and for every exchange matrix in the mutation class of −B. We use the symbol O
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for the nonnegative orthant (R≥0)n. In light of Proposition 7.1, we restate the
Standard Hypotheses as the requirement that both O and the nonpositive orthant
−O are B′-cones for every exchange matrix B′ in the mutation class of B.
The Standard Hypotheses allow us to relate the mutation fan for B to the g-
vectors associated to cluster variables in a cluster algebra with principal coefficients.
Definition 8.3 (Principal coefficients). Given an exchange matrix B, consider the
2n × n extended exchange matrix B˜ whose top n rows are B and whose bottom
n rows are the n × n identity matrix. A cluster pattern or Y -pattern with B˜ in
its initial seed is said to have principal coefficients at the initial seed. We write
xB;t0t for the cluster indexed by t in the cluster pattern with exchange matrix B
and principal coefficients at the vertex t0 of Tn. The notation xB;t0i;t denotes the ith
cluster variable in the cluster xB;t0t .
The g-vectors are most naturally defined as a Zn-grading on the cluster algebra.
(See [12, Section 6].) For convenience, however, we take as the definition a recursion
(in fact two recursions) on g-vectors established in [12, Proposition 6.6].
Definition 8.4 (g-Vectors). We define a g-vector gB;t0i;t for each cluster variable
xB;t0i;t . The g-vector associated to the cluster variable x
B;t0
`,t0
in the initial seed is the
standard unit basis vector e` ∈ Rn. The remaining g-vectors are defined by the
following recurrence relation, in which we have suppressed the superscripts B; t0.
(8.1) g`,t′ =
{
g`,t if ` 6= k,
−gk,t +
∑n
i=1[b
t
ik]+gi;t −
∑n
i=1[b
t
n+i,k]+col(i, B) if ` = k.
for each edge t
k
—— t′ in Tn. The entries bt refer to the Y -pattern of geometric
type with exchange matrix B at t0 and principal coefficients. The notation col(j, B)
refers to the jth column of the initial exchange matrix B.
The g-vectors are also defined by the recurrence relation
(8.2) g`,t′ =
{
g`,t if ` 6= k,
−gk,t +
∑n
i=1[−btik]+gi;t −
∑n
i=1[−btn+i,k]+col(i, B) if ` = k.
The equivalence of (8.1) and (8.2) is not obvious in this context, but the non-
recursive definition given in [12, Section 6] validates the equivalence and the well-
definition of the recursive definitions. See the discussion in the proof of [12, Propo-
sition 6.6].
Definition 8.5 (g-Vector cone). For each cluster xB;t0t , the associated g-vector
cone is the nonnegative linear span of the vectors
{
gB;t0i;t : i ∈ [n]
}
. We write
ConeB;t0t for the g-vector cone associated to x
B;t0
t .
Definition 8.6 (Transitive adjacency and the subfan F◦B). Two full-dimensional
cones are adjacent if they have disjoint interiors but share a face of codimension 1.
Two full-dimensional cones C and D in a fan F are transitively adjacent in F
if there is a sequence C = C0, C1, . . . , Ck = D (possibly with k = 0) of full-
dimensional cones in F such that Ci−1 and Ci are adjacent for each i ∈ [k]. If the
nonnegative orthant O is a B-cone, then the full-dimensional cones in FB that are
transitively adjacent to O in FB are the maximal cones of a subfan F◦B of FB .
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The following is the main result of this section.
Theorem 8.7. Assume the Standard Hypotheses on B. Then the subfan F◦B of
FB is the set of g-vector cones
{
ConeB
T ;t0
t : t ∈ Tn
}
, together with their faces.
Before proving the theorem, we discuss the Standard Hypotheses further. The
following assertion appears in the proof of [12, Proposition 5.6] as condition (ii’),
which is shown there to be equivalent to [12, Conjecture 5.4].
Conjecture 8.8. For each extended exchange matrix in a Y -pattern with initial
exchange matrix B and principal coefficients, rows n + 1 through 2n are a set of
sign-coherent vectors.
Many cases of Conjecture 8.8 are known. See Remark 8.14.
Proposition 8.9. Conjecture 8.8 holds for a given B if and only if Conjecture 8.1
holds for B.
Proof. Conjecture 8.8 is equivalent to the following assertion: For each sequence k,
the set {ηk(ei) : i ∈ [n]} is sign-coherent. Proposition 5.30 says that the latter
assertion is equivalent to the assertion that {ei : i ∈ [n]} is contained in some B-
cone. Any set O′ strictly larger than O contains a vector with a strictly negative
entry and also a vector with all entries positive. Thus Proposition 5.30 (with k
the empty sequence) implies that O′ is not a B-cone. Since a B-cone containing
{ei : i ∈ [n]} is no larger than O, the set {ei : i ∈ [n]} is contained in some B-cone
if and only if O is a B-cone. 
A crucial consequence of the Standard Hypotheses is another conjecture, [12,
Conjecture 7.12]. We quote the following weak version.
Conjecture 8.10. Let t0
k
—— t1 be an edge in Tn and let B0 and B1 be exchange
matrices such that B1 = µk(B0). Then, for any t ∈ Tn and i ∈ [n], the g-vectors
gB0;t0i;t = (g1, . . . , gn) and g
B1;t1
i;t = (g
′
1, . . . , g
′
n) are related by
(8.3) g′j =
{
−gk if j = k;
gj + [bjk]+gk − bjk min(gk, 0) if j 6= k,
where the quantities bjk are the entries of the matrix B0.
More to the point is a restatement of Conjecture 8.10 in the language of mutation
maps. First, we rewrite (8.3) as
(8.4) g′j =

−gk if j = k;
gj + bjkgk if j 6= k, gk ≥ 0 and bjk ≥ 0;
gj − bjkgk if j 6= k, gk ≤ 0 and bjk ≤ 0;
gj otherwise.
Then, comparing with (4.1), we see that the following conjecture is equivalent to
Conjecture 8.10. (See [12, Remark 7.15] for a related restatement of [12, Conjec-
ture 7.12].)
Conjecture 8.11. Let t0
k
—— t1 be an edge in Tn and let B0 and B1 be exchange
matrices such that B1 = µk(B0). Then, for any t ∈ Tn and i ∈ [n], the g-vectors
gB0;t0i;t and g
B1;t1
i;t are related by g
B1;t1
i;t = η
BT0
k (g
B0;t0
i;t ), where B
T
0 is the transpose
of B0.
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Nakanishi and Zelevinsky proved [17, Proposition 4.2(v)] that if Conjecture 8.8 is
true for all B, then [12, Conjecture 7.12] (the strong form of Conjecture 8.10) is true
for all B. Their argument also proves the following statement, with weaker hypothe-
ses and weaker conclusions, and with Conjecture 8.10 replaced by the equivalent
Conjecture 8.11.
Theorem 8.12. If the Standard Hypotheses hold for B, then Conjecture 8.11 holds
for all exchange matrices B0 and B1 mutation equivalent to B.
The recursive definition of g-vectors implies that if t and t′ are connected by an
edge in Tn, then ConeB
T ;t0
t and Cone
BT ;t0
t′ are adjacent. Thus Theorem 8.7 is an
immediate corollary to the following proposition.
Proposition 8.13. Assume the Standard Hypotheses on B. If t0, t1, . . . , tq is a
path in Tn, with the edge from ti−1 to ti labeled ki, then ConeB
T ;t0
tq is the full-
dimensional B-cone η
µkq,...,k1 (B)
k1,...,kq
(O), where O is the nonnegative orthant (R≥0)n.
Proof. We argue by induction on q. In the course of the induction, we freely
replace B by elements of its mutation class. If q = 0 then the proposition follows
by the base of the inductive definition of g-vectors and by Conjecture 8.1 for B. If
q > 0, then take B0 = B
T and B1 = µk1(B
T ). Matrix mutation commutes with
matrix transpose, so B1 = (µk1(B))
T . By Theorem 8.12, Conjecture 8.11 holds
for B0 and B1, so η
B
k1
takes the extreme rays of ConeB
T ;t0
tq to the extreme rays of
Cone
µk1(B
T );t1
tq . Recalling that η
µk1 (B)
k1
is the inverse of ηBk1 , we see that η
µk1 (B)
k1
takes
the extreme rays of Cone
µk1(B
T );t1
tq to the extreme rays of Cone
BT ;t0
tq . By induction
(because the path from t1 to tq has length q − 1), the g-vector cone Coneµk1(B
T );t1
tq
equals η
µkq,...,k2 (µk1 (B))
k2,...,kq
(O), and this cone is a µk1(B)-cone. Since Cone
µk1(B
T );t1
tq is
a µk1(B)-cone, the map η
µk1 (B)
k1
is linear on it by Proposition 5.3, so this map takes
the entire cone Cone
µk1(B
T );t1
tq to the cone Cone
BT ;t0
tq (rather than only mapping
extreme rays to extreme rays). Thus
ConeB
T ;t0
tq = η
µk1 (B)
k1
η
µkq,...,k2 (µk1 (B))
k2,...,kq
(O).
Referring to (4.2), we see that
η
µkq,...,k2 (µk1 (B))
k2,...,kq
(O) = η
µk2k1 (B))
k2
◦ ηµk3k2k1 (B))k3 ◦ · · · ◦ η
µkqkq−1···k1 (B))
kq
(O),
so that
ConeB
T ;t0
tq = η
µk1 (B)
k1
◦ ηµk2k1 (B))k2 ◦ · · · ◦ η
µkqkq−1···k1 (B))
kq
(O) = η
µkq,...,k1 (B)
k1,...,kq
(O).
Since η
µkq,...,k2 (µk1 (B))
k2,...,kq
(O) is a µk1(B)-cone, Proposition 5.5 says that Cone
BT ;t0
tq is
a µk1(µk1(B))-cone, or in other words, a B-cone. 
Remark 8.14. Conjecture 8.8 (and thus Conjecture 8.1) is known in many cases, but
currently not in full generality. In particular, it was proved in [4] for skew-symmetric
exchange matrices. (See also [16, 18].) (In particular, since skew-symmetry is
preserved under matrix mutation, Conjecture 8.11 is true whenever B0 and B1
are skew-symmetric.) Conjecture 8.8 is not specifically mentioned in [4], but [4,
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Theorem 1.7] establishes [12, Conjecture 5.4], which is shown in the proof of [12,
Proposition 5.6] to be equivalent to Conjecture 8.8. In [2], the construction of [4] is
extended to some non-skew-symmetric exchange matrices. In particular, [2, Propo-
sition 11.1] establishes Conjecture 8.8 for a class of exchange matrices including
all matrices of the form DS, where D is an integer diagonal matrix and S is an
integer skew-symmetric matrix. (This is a strictly smaller class than the class of
all skew-symmetrizable matrices, which are the integer matrices of the form D−1S
where D is an integer diagonal matrix and S is a skew-symmetric matrix.) In a
personal communication to the author [3], Demonet indicates that his results can be
extended to prove Conjecture 8.8 for all exchange matrices that are mutation equiv-
alent to an acyclic exchange matrix. See also [2, Remark 7.2] and the beginning of
[2, Section 11].
As a corollary to Theorem 8.7, we see that any positive R-basis for B must
involve the g-vectors for BT .
Corollary 8.15. Assuming the Standard Hypotheses on B, if a positive R-basis
exists for B, then the positive basis includes a positive scaling of the g-vector as-
sociated to each cluster variable for BT . If R = Z, then the positive basis includes
the g-vector associated to each cluster variable for BT .
To prove Corollary 8.15 (in particular the second statement), we consider the
following conjecture, which is [12, Conjecture 7.10(2)].
Conjecture 8.16. For each t ∈ Tn, the vectors (gB;t0i;t : i ∈ [n]) are a Z-basis
for Zn.
In [17, Proposition 4.2(iv)], it is shown that if Conjecture 8.8 is true for all B,
then Conjecture 8.16 is true for all B. Again, the argument from [17] also proves a
statement with weaker hypothesis and weaker conclusion:
Theorem 8.17. If Conjecture 8.8 is true for some B, then Conjecture 8.16 is also
true for B.
Proof of Corollary 8.15. Corollary 6.12 says that the positive basis consists of one
nonzero vector in each ray in the R-part of FB . Thus by Proposition 6.10, the
positive basis contains one nonzero vector in each ray of F◦B . Theorem 8.7 implies
that the basis contains a positive scalar multiple of the g-vector of each cluster
variable for BT . If R = Z, then in particular each vector in the positive basis is
the shortest integer vector in the ray it spans. By Theorem 8.17, the same is true
of each g-vector for BT . 
We now present some results about rescalings of exchange matrices as they relate
to the Standard Hypotheses and to g-vectors. The first result is immediate from
Proposition 7.8(1) and (3).
Proposition 8.18. Suppose B′ is a rescaling of B. The Standard Hypotheses hold
for B′ if and only if they hold for B.
Proposition 8.19. The Standard Hypotheses for B, for −B, for BT , and for −BT
are all equivalent.
Proof. The Standard Hypotheses for B and−B are syntactically equivalent. Propo-
sition 7.5 implies that −BT is a rescaling of B. Proposition 8.18 completes the
argument. 
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Proposition 8.20. Suppose B′ is a rescaling of B, specifically with B′ = Σ−1BΣ.
If the Standard Hypotheses hold for B, then gB
′;t0
i;t is the smallest nonzero integer
vector in the ray spanned by gB;t0i,t Σ.
Proof. Using Propositions 8.18 and 8.19 to obtain the Standard Hypotheses for
all the relevant matrices, we appeal to Propositions 8.13 and 7.8(3) to conclude
that gB
′;t0
i;t and g
B;t0
i,t Σ span the same ray. Theorem 8.17 implies that g
B′;t0
i;t is the
smallest nonzero integer vector in that ray. 
We next discuss two conjectures suggested by Corollary 8.15. The first is a
separation property for cluster variables.
Conjecture 8.21. Suppose xB;t0i;t′ and x
B;t0
j;t′′ are cluster variables in the cluster
algebra with principal coefficients. Then the following are equivalent.
(i) xB;t0i;t′ and x
B;t0
j;t′′ are not contained in any common cluster.
(ii) There exists t ∈ Tn and k ∈ [n] such that gBt;ti;t′ and gBt;tj,t′′ have strictly opposite
signs in their kth entry.
Proposition 8.22. Assuming the Standard Hypotheses on B, condition (ii) of
Conjecture 8.21 implies condition (i).
Proof. By Proposition 5.30 and Theorem 8.12, condition (ii) implies that gB;t0i;t′
and gB;t0j;t′′ are not contained in any common B
T -cone. By Proposition 8.19, the
Standard Hypotheses hold for BT , so all of the g-vector cones for B are BT -cones
by Theorem 8.7. Thus gBt;ti;t′ and g
Bt;t
j,t′′ are not contained in any common g-vector
cone, and condition (i) follows. 
We cannot reverse the argument for Proposition 8.22 because conceivably the
two g-vectors are contained in some B-cone that is not in F◦B .
The second conjecture suggested by Theorem 8.7 is an independence property
of g-vectors.
Conjecture 8.23. Suppose t1, . . . , tm are vertices of Tn, suppose ii, . . . , im are
indices in [n], and suppose c1, . . . , cm are integers. If
∑m
i=1 cmg
Bt;t
im;tm
= 0 for all
vertices t of Tn, then cj = 0 for all j = 1, . . . ,m.
Proposition 8.24. Assuming the Standard Hypotheses on B, if there exists an
underlying ring R such that a positive R-basis exists for BT , then Conjecture 8.23
holds for B.
Proof. Given the Standard Hypotheses on B, Proposition 8.19 and Theorem 8.12
allow us to restate Conjecture 8.23: There is no nontrivial BT -coherent linear
relation over Z among the g-vectors for cluster variables associated to B.
Suppose there exists an underlying ring R such that a positive R-basis exists
for BT . In light of Proposition 8.19, Corollary 8.15 says that the positive basis
contains a positive scalar multiple of the g-vector of each cluster variable for B.
In particular, a BT -coherent linear relation over Z among these g-vectors can be
rewritten as a BT -coherent linear relation among basis elements. Thus any BT -
coherent linear relation over Z among these g-vectors is trivial. 
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9. The rank-2 case
In this section, we construct R-bases for exchange matrices of rank 2. We prove
the following theorem and give explicit descriptions of the additional vectors men-
tioned. The details are given in Propositions 9.4, 9.8 and 9.9.
Theorem 9.1. Let B be an exchange matrix of rank 2. Then an R-basis for B can
be constructed by taking the g-vectors associated to BT and possibly adding one or
two additional vectors.
The exchange matrices of rank 2 are the matrices B of the form [ 0 ab 0 ] where
a and b are integers with sgn(b) = − sgn(a). (This is skew-symmetrizable with
d1 = |b| and d2 = |a|.) We label the vertices of the infinite 2-regular tree T2 as
. . . , t−1, t0, t1, . . . with ti adjacent to ti−1 by an edge labeled k ∈ {1, 2} with k ≡ i
mod 2. The Standard Hypotheses (Definition 8.2) are known to hold for exchange
matrices of rank 2. (For example, one may apply [2, Proposition 11.1] as explained
in Remark 8.14.) Since B is of rank 2, the fan FB is a fan in R2, and since no
B-cone contains a line, FB is therefore simplicial.
The following proposition accomplishes most of the work towards proving The-
orem 9.1. We again write R(B) for the set of rays of the mutation fan FB . We
write R◦(B) for the subset of R(B) consisting of rays of F◦B . (For the definition of
F◦B , see the paragraph before Theorem 8.7.)
Proposition 9.2. Suppose B is of rank 2 and, for each ray ρ ∈ R(B), choose a
nonzero vector vρ contained in ρ. Then any B-coherent linear relation supported
on the set {vρ : ρ ∈ R(B)} is in fact supported on {vρ : ρ ∈ R(B) \ R◦(B)}.
Proof. Suppose ρ is in R◦(B), so that ρ is an extreme ray of a g-vector cone for BT
by Theorem 8.7. In fact, ρ is an extreme ray of exactly two g-vector cones for BT ,
and these cones are ConeB
T ;t0
tq and Cone
BT ;t0
tq−1 for some q ∈ Z. We argue the case
q ≥ 0; the other case is the same except for notation. Proposition 8.13 says that
ConeB
T ;t0
tq−1 = η
µkq−1,...,k1 (B)
k1,...,kq−1 (O) and that Cone
BT ;t0
tq = η
µkq,...,k1 (B)
k1,...,kq
(O). Inverting
the maps η in these two expressions, we see that the nonnegative orthant O equals
ηBkq−1,...,k1
(
ConeB
T ;t0
tq−1
)
and also equals
ηBkq,...,k1
(
ConeB
T ;t0
tq
)
= η
µkq−1,...,k1 (B)
kq
ηBkq−1,...,k1
(
ConeB
T ;t0
tq
)
.
By Proposition 7.3, the cones ηBkq−1,...,k1
(
ConeB
T ;t0
tq−1
)
and ηBkq−1,...,k1
(
ConeB
T ;t0
tq
)
intersect in a ray of Fµkq−1,...,k1 (B), namely the ray ηBkq−1,...,k1(ρ) = ηBkq,...,k1(ρ).
But the map η
µkq−1,...,k1 (B)
kq
fixes one extreme ray of O and sends the other outside
of O. We conclude that ηBkq−1,...,k1(ρ) and η
B
kq,...,k1
(ρ) both equal R≥0ej , where j
is the unique element of {1, 2} \ {kq}. In rank 2, every single mutation operation
µk is simply negation of the matrix. Thus, either µkq−1,...,k1(B) or µkq,...,k1(B)
has a nonnegative ij-entry. If µkq−1,...,k1(B) has a nonnegative ij-entry, then write
k = kq−1, . . . , k1 and t = tq−1 and t′ = tq. Otherwise, write k = kq, . . . , k1 and
t = tq and t
′ = tq−1. Write i = kq. The edge connecting t to t′ is labeled t
i
—— t′.
The g-vectors g
µk(B
T );t
i;t = ei and g
µk(B
T );t
j;t = ej span the cone O = Cone
µk(B
T );t
t .
The matrix µk(B
T ) has a nonnegative ji-entry, so the recursion (8.2) says that
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g
µk(B
T );t
i;t′ = −ei and gµk(B
T );t
j;t′ = ej . Thus the cones Cone
µk(B
T );t
t and Cone
µk(B
T );t
t′
cover the closed halfspace consisting of vectors with non-negative jth entry. These
are cones in the fan Fµk(B) by Theorem 8.7, so their common ray ηBk (ρ) is the
unique ray of Fµk(B) that intersects the open halfspace consisting of vectors with
positive jth entry.
Now suppose
∑
i∈S civi is a B-coherent linear relation with S a finite subset of
R(B). By Proposition 7.3, for each ρ ∈ S, the vector ηk(vρ) spans a ray of Fµk(B).
By the argument above, if ρ ∈ S ∩ R◦(B), then the jth entry of ηBk (vρ) is strictly
positive and every vector vρ′ with ρ
′ 6= ρ has non-positive jth entry. We conclude
from Proposition 4.12 that cρ = 0. 
To complete the proof of Theorem 9.1, we explicitly construct the mutation fan
for B and to prove that the remaining vectors {vρ : ρ ∈ R(B)} beyond the rays
in g-vector cones must also appear with coefficient zero in any B-coherent linear
relation. We consider several cases separately.
Definition 9.3 (Cluster algebra/exchange matrix of finite type). A cluster algebra
is of finite type if and only if its associate cluster pattern contains only finitely
many distinct seeds. Otherwise it is of infinite type .
The classification [9, 11] of cluster algebras of finite type says in particular that
B = [ 0 ab 0 ] is of finite type if and only if ab ≥ −3. The possibilities for (a, b) are
(0, 0), (±1,∓1), (±1,∓2), (±2,∓1), (±1,∓3), and (±3,∓1).
Proposition 9.4. If B is a rank-2 exchange matrix of finite type, then for any R,
the g-vectors for BT constitute a positive R-basis for B.
Proof. In the case where B is of finite type, it is known that the g-vector cones are
the maximal cones of a complete fan. For example, in Section 10, we explain how
this fact (Theorem 10.6), for arbitrary rank and finite type, follows from results of
[23, 26, 30]. (See Remark 10.13.) This can also be verified directly in all rank-2
finite-type cases. In particular, FB consists of the g-vector cones associated to
BT , and their faces. The collection of all g-vectors is a positive R-basis for B by
Theorem 8.17 and Proposition 9.2. 
One can calculate these bases explicitly in all cases. Some of the resulting uni-
versal extended exchange matrices are shown below in (9.1).
(9.1)
 0 00 01 0
0 1−1 0
0 −1


0 1−1 0
1 0
0 1−1 0
0 −1
1 −1


0 1−2 0
1 0
0 1−1 0
0 −1
1 −1
2 −1


0 1−3 0
1 0
0 1−1 0
0 −1
1 −1
3 −2
2 −1
3 −1

In light of Propositions 7.1 and 7.2, the remaining cases are obtained from the
cases shown by applying one or both of the following operations: (a) negating all
entries and/or (b) swapping the columns and then swapping the first two rows.
The mutation fans corresponding to the four cases in (9.1) are shown in Figure 2.
The standard unit basis vector e1 points to the right in the pictures and e2 points
upwards. Black lines indicate the rays.
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B = [ 0 00 0 ] B =
[
0 1−1 0
]
B =
[
0 1−2 0
]
B =
[
0 1−3 0
]
Figure 2. Mutation fans FB for the finite examples in (9.1)
Example 9.5. We now consider a detailed example based on the universal extended
exchange matrix B˜ in (9.1) whose underlying exchange matrix is B =
[
0 1−2 0
]
. We
write the indexing set I as {a, b, c, d, e, f}, so that the matrix is indexed as
(9.2)
1 2
1
2
a
b
c
d
e
f

0 1−2 0
1 0
0 1−1 0
0 −1
1 −1
2 −1

We continue to label the vertices of T2 as . . . , t−1, t0, t1, . . . with ti adjacent to ti−1
by an edge labeled k ∈ {1, 2} such that k ≡ i mod 2. In this case, the labeled seed
at ti depends only on i mod 6. The extended exchange matrices, coefficients, and
cluster variables in this cluster algebra are shown in Tables 1 and 2.
Now consider another extended exchange matrix B˜′ with the same underlying
exchange matrix B =
[
0 1−2 0
]
. This time, the indexing set I ′ is {α, β, γ}, so that B˜′
is indexed as
(9.3)
1 2
1
2
α
β
γ
[
0 1−2 0
3 −2
1 2−1 1
]
The extended exchange matrices, coefficients, and cluster variables in this cluster
algebra are shown in Tables 3 and 4.
The coefficient rows of B˜, indexed by a, b, c, d, e, f , are vectors contained in the
rays of FB . We name these vectors va, vb, etc. Let vα, vβ , and vγ similarly
name the coefficient rows of B˜′. We find the unique coefficient specialization from
AR(x, B˜) to AR(x′, B˜′) as described in Remarks 6.5 and 6.8. First, vα is in the
B-cone spanned by ve and vf , with vα = ve + vf . Similarly, vβ is in the B-cone
spanned by va and vb, with vβ = va + 2vb, and vγ is in the B-cone spanned by
vb and vc, with vγ = vb + vc. Accordingly, we obtain a coefficient specialization
mapping
(9.4)
x1 7→ x′1 ua 7→ uβ uc 7→ uγ ue 7→ uα
x2 7→ x′2 ub 7→ u2βuγ ud 7→ 1 uf 7→ uα.
We have dealt with the rank-2 exchange matrices of finite type. It remains to
consider the cases with ab ≤ −4. For m = 0, 1, 2, . . ., define
(9.5) Pm = (−1)bm/2c
∑
i≥0
(
m− i
i
)
(ab)bm/2c−i.
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t t0 t1 t2 t3 t4 t5
B˜t

0 1−2 0
1 0
0 1−1 0
0 −1
1 −1
2 −1


0 −1
2 0−1 1
0 1
1 0
0 −1
−1 0
−2 1


0 1−2 0
1 −1
2 −1
1 0
0 1−1 0
0 −1


0 −1
2 0−1 0
−2 1
−1 1
0 1
1 0
0 −1


0 1−2 0
−1 0
0 −1
1 −1
2 −1
1 0
0 1


0 −1
2 0
1 0
0 −1
−1 0
−2 1
−1 1
0 1

y1,t
uaueu
2
f
uc
uc
u1ueu2f
uau
2
buc
ue
ue
uau2buc
ucu
2
due
ua
ua
ucu2due
y2,t
ub
udueuf
uaubuf
ud
ud
uaubuf
ubucud
uf
uf
ubucud
udueuf
ub
Table 1. Extended exchange matrices and coefficients for Example 9.5 (universal)
t x1;t x2;t
t0 x1 x2
t1
x22uc+uaueu
2
f
x1
x2
t2
x22uc+uaueu
2
f
x1
x1uaubuf+x
2
2ucud+uaudueu
2
f
x1x2
t3
x21uau
2
b+2x1uaubudueuf+x
2
2ucu
2
due+uau
2
du
2
eu
2
f
x1x22
x1uaubuf+x
2
2ucud+uaudueu
2
f
x1x2
t4
x21uau
2
b+2x1uaubudueuf+x
2
2ucu
2
due+uau
2
du
2
eu
2
f
x1x22
x1ub+udueuf
x2
t5 x1
x1ub+udueuf
x2
Table 2. Cluster variables for Example 9.5 (universal)
t t0 t1 t2 t3 t4 t5
B˜′t
[
0 1−2 0
3 −2
1 2−1 1
] [
0 −1
2 0−3 1
−1 3
1 1
] [ 0 1−2 0
−1 −1
5 −3
3 −1
] [ 0 −1
2 0
1 −1
−5 2
−3 2
] [
0 1−2 0
1 1−1 −2
1 −2
] [ 0 −1
2 0−1 2
1 −2
−1 −1
]
y1,t
u3αuβ
uγ
uγ
u3αuβ
u5βu
3
γ
uα
uα
u5βu
3
γ
uαuγ
uβ
uβ
uαuγ
y2,t
u2βuγ
u2α
uαu
3
βuγ
1
uαu3βuγ
u2βu
2
γ
uα
uα
u2βu
2
γ
u2α
u2βuγ
Table 3. Extended exchange matrices and coefficients for Example 9.5
t x1;t x2;t
t0 x
′
1 x
′
2
t1
(x′2)
2uγ+u
3
αuβ
x′1
x′2
t2
(x′2)
2uγ+u
3
αuβ
x′1
x′1uαu
3
βuγ+(x
′
2)
2uγ+u
3
αuβ
x′1x
′
2
t3
(x′1)
2u5βu
2
γ+2x
′
1u
2
αu
3
βuγ+(x
′
2)
2uαuγ+u
4
αuβ
x′1(x
′
2)
2
x′1uαu
3
βuγ+(x
′
2)
2uγ+u
3
αuβ
x′1x
′
2
t4
(x′1)
2u5βu
2
γ+2x
′
1u
2
αu
3
βuγ+(x
′
2)
2uαuγ+u
4
αuβ
x′1(x
′
2)
2
x′1u
2
βuγ+u
2
α
x′2
t5 x
′
1
x′1u
2
βuγ+u
2
α
x′2
Table 4. Cluster variables for Example 9.5
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This is a polynomial in −ab. The first several polynomials Pm are shown in Table 5.
m Pm
0 1
1 1
2 −ab− 1
3 −ab− 2
4 a2b2 + 3ab+ 1
5 a2b2 + 4ab+ 3
Table 5. The polynomials Pm
Proposition 9.6. Suppose a and b are integers with ab ≤ −4 and write B = [ 0 ab 0 ].
Then the g-vectors associated to BT are
[±1
0
]
,
[
0±1
]
, and[
sgn(a)Pm
−aPm+1
]
for m even and m ≥ 0,(9.6) [
−bPm
sgn(b)Pm+1
]
for m odd and m ≥ 1,(9.7) [ −bPm+1
sgn(b)Pm
]
for m even and m ≥ 0, and(9.8) [
sgn(a)Pm+1
−aPm
]
for m odd and m ≥ 1.(9.9)
The rays of F◦B are spanned by the g-vectors given above.
To prove Proposition 9.6, one matches (9.5) with a well-known formula for Um(x),
the Chebyshev polynomials of the second kind, to see that
(9.10) Pm =
{
Um(
√−ab
2 ) if m is even,
1√−ab Um(
√−ab
2 ) if m is odd.
Using known formulas for the roots of Um(x), one shows that Pm is positive for
all m ≥ 0. One then computes g-vectors using Conjecture 8.11, which holds in
this case by Theorem 8.12. The second assertion follows by Theorem 8.7. We omit
further details. (The calculation of g-vectors draws on notes shared with the author
by Speyer [28] in connection with joint work on [26].)
The rays described in (9.6) and (9.7) interlace and approach a limit. Using (9.10)
and a well-known formula for Um(x), we see that the limiting ray is spanned by
(9.11) v∞(a, b) =
[
2 sgn(a)
√−ab
−a(√−ab+√−ab−4)
]
.
Similarly, the rays described in (9.8) and (9.9) interlace and approach the limit
(9.12) v−∞(a, b) =
[
−b(√−ab+√−ab−4)
2 sgn(b)
√−ab
]
.
Let C∞(a, b) be the closed cone whose extreme rays are v∞(a, b) and v−∞(a, b).
Then C∞(a, b)\{0} is the set of all points in R2 not contained in any 2-dimensional
cone transitively adjacent to O in FB . For k ∈ {1, 2}, the mutation map ηBk takes
C∞(a, b) to C∞(−a,−b). Similarly, η−B takes C∞(−a,−b) to C∞(a, b). (Recall
that µk(B) = −B for k = 1 or k = 2.) Both of these cones are contained in an
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open coordinate orthant, and we conclude that C∞(a, b) \ {0} is contained in a B-
class. That B-class cannot be any larger than C∞(a, b) \ {0} without overlapping
a B-cone that is transitively adjacent to O. Thus C∞(a, b) \ {0} is a B-class and
C∞(a, b) is a B-cone. We have proven the following proposition.
Proposition 9.7. Suppose a and b are integers with ab ≤ −4 and write B = [ 0 ab 0 ].
Then the mutation fan FB consists of F◦B and the cone C∞(a, b).
For each ray ρ in R◦(B), choose vρ to be the corresponding vector in Proposi-
tion 9.6. Each other ray ρ in R(B) is spanned by v∞(a, b) or v−∞(a, b) or both,
and we thus choose vρ to be v∞(a, b) or v−∞(a, b). Now, Proposition 9.2 tells
us that in any B-coherent linear relation supported on {vρ : ρ ∈ R(B)}, all of the
vectors appearing in Proposition 9.6 appear with coefficient zero. The one or two
remaining vectors form a linearly independent set, so they also appear with coeffi-
cient zero. We conclude that there exists no nontrivial B-coherent linear relation
supported on a finite subset of {vρ : ρ ∈ R(B)}. Theorem 8.17 implies that each
pair of vectors vρ and vρ′ spanning a g-vector cone for B
T are a Z-basis for Z2.
When v∞(a, b) and v−∞(a, b) are related by a positive scaling, the cone C∞
degenerates to a limiting ray spanned by v∞(a, b) =
[
2 sgn(a)
−a
]
. This happens if and
only if ab = −4, so that (a, b) is (±1,∓4), (±2,∓2), or (±4,∓1). These are exactly
the rank-2 cases where B is of affine type, as we define later in Definition 10.14. In
these cases, the mutation fan FB consists of the g-vector cones for BT , together
with the limiting ray ρ∞. We have proved the following.
Proposition 9.8. Suppose a and b are integers with ab = −4 and write B = [ 0 ab 0 ].
Then for any R, the g-vectors for BT , together with the shortest integer vector that
is a positive rational scaling of
[
2 sgn(a)
−a
]
, constitute a positive R-basis for B.
Some of the rank-2 universal extended exchange matrices of affine type are given
below in (9.13).
(9.13)

0 1−4 0
−1 0
1 −1
3 −2· ·· ·· ·
0 −1
4 −3
8 −5· ·· ·· ·
0 1
4 −1
8 −3· ·· ·· ·
1 0
3 −1
5 −2· ·· ·· ·
2 −1


0 2−2 0
−1 0
0 −1
1 −2
2 −3
3 −4
4 −5· ·· ·· ·
0 1
1 0
2 −1
3 −2
4 −3
5 −4· ·· ·· ·
1 −1

Each matrix contains several infinite sequences of coefficient rows, separated by
horizontal lines for the sake of clarity. The calculations are easy when −ab = 4,
because it is known that Um(1) = m + 1, so that Pm = m + 1 for m even and
Pm =
1
2 (m + 1) for m odd. As before, Propositions 7.1 and 7.2 ensure that the
remaining cases are obtained from the cases shown by negating all entries and/or
swapping the columns and then swapping the first two rows. The mutation fans
for the two cases in (9.13) are shown in Figure 3.
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B =
[
0 1−4 0
]
B =
[
0 2−2 0
]
Figure 3. Mutation fans FB for the affine examples in (9.13)
When ab ≤ −5, the set C∞(a, b) is a 2-dimensional cone whose extreme rays
are algebraic, but not rational. (Consider (9.11) and (9.12) and note that the only
pair of perfect squares differing by 4 is {0, 4}.) Two of these cases are shown in
Figure 4, with C∞(a, b) shaded gray. The additional points drawn in the figure are
explained in the proof of Proposition 9.9.
B =
[
0 1−5 0
]
B =
[
0 2−3 0
]
Figure 4. Mutation fans FB in two infinite non-affine rank-2 cases
Proposition 9.9. Suppose a and b are integers with ab ≤ −5 and write B = [ 0 ab 0 ].
(1) If R is a field containing Q[
√−ab,√−ab− 4], then the g-vectors for BT ,
together with v∞(a, b) and v−∞(a, b), constitute a positive R-basis for B.
(2) No positive Z-basis or Q-basis exists for B.
(3) If R is a field, then the g-vectors for BT , together with any two linearly
independent vectors in C∞(a, b) ∩R2, constitute a cone R-basis for B.
(4) There exist integer vectors in C∞(a, b) that, together with the g-vectors for
BT , constitute a cone Z-basis for B.
Proof. Assertion (1) is immediate from the discussion above. Assertion (2) also
follows in light of Corollary 8.15. To establish Assertions (3) and (4), we point
out that the extreme rays of C∞(a, b) are not themselves B-cones. (If an extreme
ray of C∞(a, b) were a B-cone, then the nonzero points on that ray would be a
B-class, by Proposition 5.21. But C∞(a, b) \ {0} is already a B-class.) To satisfy
Definition 6.3, we therefore don’t need vectors in the extreme rays of C∞(a, b). We
40 NATHAN READING
only need two vectors in C∞(a, b) that span R2. If R is a field, these can be any
linearly independent vectors in C∞(a, b).
If R = Z, then we need to find an Z-basis for Z2 in C∞(a, b). If a′ ≥ a ≥ 0 and
0 ≥ b ≥ b′, then C∞(a, b) ⊆ C∞(a′, b′). Thus, by symmetry, it is enough to check
the minimal cases (a, b) = (1,−5) and (a, b) = (2,−3). In both cases, C∞(a, b)
contains a Z-basis for Zn, shown by the white dots in Figure 4. (The black and
white dots in the pictures are the points Z2.) 
10. Rays in the Tits cone
In this section, we define a subset R±Tits(B) of the rays R(B) of FB . These
are the rays spanned by g-vectors for BT that are contained in the Tits cone or in
its antipodal cone, in a sense that we make precise below. We prove the following
proposition.
Proposition 10.1. Suppose B is acyclic and satisfies the Standard Hypotheses.
Suppose also that every submatrix B〈j〉 of B is of finite Cartan type. Choose a
nonzero vector vρ in each ray ρ ∈ R(B). Then any B-coherent linear relation
supported on {vρ : ρ ∈ R(B)} is in fact supported on
{
vρ : ρ ∈ R(B) \ R±Tits(B)
}
.
Proposition 10.1 will allow us to construct positive bases for exchange matrices of
finite type, generalizing Proposition 9.4. To illustrate the usefulness of the propo-
sition beyond finite type, we also construct positive bases for a rank-3 exchange
matrix of affine type. A similar construction can be carried out for any rank-3
exchange matrix of affine type. Based on these constructions and on insight from
[27], we make a general conjecture about bases for exchange matrices of affine type.
We now proceed to fully explain and then prove Proposition 10.1. For Standard
Hypotheses, see Definition 8.2. An exchange matrix B is acyclic if, possibly after
reindexing by a permutation of [n], it has the following property: If bij > 0 then
i < j. Define B〈j〉 to be the matrix obtained from B by deleting row j and column j.
Definition 10.2 (Cartan companion of B). Recall from Definition 2.3 that B is an
n × n skew-symmetrizable integer matrix, and specifically that δ(i)bij = −δ(j)bji
for all i, j ∈ [n]. The Cartan companion of B is the n × n matrix A with
diagonal entries 2 and off-diagonal entries aij = −|bij |. Then δ(i)aij = δ(j)aji for
all i, j ∈ [n], and accordingly A is symmetrizable . In fact, A is a Cartan matrix
in the usual sense. (See [13], or for a treatment specific to the present purposes,
see [24, Section 2.2].)
Definition 10.3 (Tits cone and R±Tits(B)). Let V be a real vector space of di-
mension n with a basis Π = {αi : i ∈ [n]} and write V ∗ for its dual vector space.
The basis vectors αi are called the simple roots. The simple co-roots associated
to A are α∨i = δ(i)
−1αi. These are the simple roots associated to the transpose
AT . Let 〈·, ·〉 : V ∗ × V → R denote the canonical pairing. We identify V ∗ with
Rn by identifying dual basis to Π (called the fundamental co-weights) with the
standard unit basis. Specifically, we identify the dual basis vector dual to αi with ei.
Associated to the Cartan matrix A is a Coxeter group W , defined as a group
generated by reflections on V . For each i ∈ [n], we define a reflection si by spec-
ifying its action on the simple roots: si(αj) = αj − aijαi. The group W is the
group generated by all of these reflections, and it is a Coxeter group. We define a
symmetric bilinear form K on V by setting K(α∨i , αj) = aij . The element si is a
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reflection with respect to the form K, and thus W acts by isometries on V with
respect to the form K. The action of W on V induces a dual action on V ∗ in the
usual way. The action of si on V
∗ is a reflection fixing the hyperplane α⊥i . More
specifically, the action of si fixes ej for j 6= i, and sends ei to −ei +
∑
j 6=i aijej ,
Define D =
⋂
i∈[n] {x ∈ V ∗ : 〈x, αi〉 ≥ 0} ⊂ V ∗. Under the identification of V ∗
with Rn, the cone D is the nonnegative orthant O. The cones wD are distinct,
for distinct w ∈ W . The union of these cones is called the Tits cone Tits(A).
As the name suggests, the Tits cone is a cone. By definition, it is preserved under
the action of W on V ∗. We write −Tits(A) for the image of Tits(A) under the
antipodal map.
Continuing to identify V ∗ with Rn as above, we define R±Tits(B) to be the set
of rays in R(B) that are contained in Tits(A) ∪ (−Tits(A)). (Since Tits(A) is a
cone and contains 0, any ray is either completely contained in Tits(A)∪(−Tits(A))
or intersects Tits(A) ∪ (−Tits(A)) only at 0.)
Definition 10.4 (Cartan type of B). A Cartan matrix A is of finite type if the
associated Coxeter group W is finite. When A is of finite type, then Tits(A) is
all of V ∗. Cartan matrices of finite type are classified (e.g. as “type Dn,” etc.).
We define Cartan matrices of affine type in Definition 10.14. If A is the Cartan
companion of B, then we use the phrase Cartan type of B to refer to the type
of A.
The following result [11, Theorem 1.4] links Definition 10.4 to Definition 9.3.
Theorem 10.5. An exchange matrix B is of finite type if and only if it is mutation
equivalent to an exchange matrix of finite Cartan type.
Having explained Proposition 10.1, we now prepare to prove it. We begin with
a known result on the g-vector cones in finite type.
Theorem 10.6. If B is of finite type, then the g-vector cones associated to B are
the maximal cones of a complete simplicial fan.
One way to obtain Theorem 10.6 from the literature is the following: If B is
of finite Cartan type, then the g-vector cones coincide with the maximal cones
of the Cambrian fan of [23], which is complete by definition and simplicial by [23,
Theorem 1.1]. This was conjectured (and proved in a special case) in [23, Section 10]
and proved (for all B of finite Cartan type) in [30]. To obtain the theorem for B of
finite type but not of finite Cartan type, one applies Theorems 8.12 and 10.5 and
appeals to the case of finite Cartan type.
Next, we need a known result on g-vectors.
Proposition 10.7. Suppose the entries in column n of B are nonpositive and
suppose t is a vertex of Tn connected to t0 by a path with no edges labeled n. Then
the g-vector cone ConeB;t0t is the nonnegative linear span of en and Cone
B〈n〉;t0
t .
Here, we realize Tn−1 by deleting all edges labeled n from Tn and taking the
connected component of t0. The cone Cone
B〈n〉;t0
t ⊂ Rn−1 is embedded into Rn by
appending an nth entry 0 to all vectors in the cone.
The fact that ConeB;t0t has en as an extreme ray is obvious from Definition 8.4.
The rest of Proposition 10.7 is not obvious from Definition 8.4. We sketch how the
rest of the proposition can be obtained from [26].
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By [26, Theorem 3.27] we associate a framework to any exchange matrix B;
this is an assignment of n vectors to each vertex of Tn satisfying certain conditions.
By [26, Theorem 3.24(3)], the vectors assigned to t ∈ Tn are inward-facing normals
to the facets of the cone ConeB;t0t . A framework in particular satisfies the Transition
condition and the Sign condition. The Sign condition says that each inward-facing
normal β has a sign sgn(β) ∈ {±1} such that every entry of β weakly agrees in sign
with sgn(β). If t and t′ are adjacent vertices of Tn then the cones ConeB;t0t and
ConeB;t0t′ share a facet. Say β is normal to that facet, facing inward with respect
to ConeB;t0t , and suppose γ is some other inward-facing normal to Cone
B;t0
t . The
Transition condition is assertion that γ + [sgn(β)ω(β∨, γ)]+ β is an inward facing
normal to ConeB;t0t′ . Here β
∨ is a certain nonzero scaling of β and ω is bilinear
form whose matrix is essentially B.
Now ConeB;t0t0 has en as an inward-facing normal. Taking β to be some other
inward-facing normal of ConeB;t0t0 , the assumption that the entries in column n of B
are nonpositive translates to the assertion that sgn(β)ω(β∨, en) is nonpositive, so
the Transition condition implies that the g-vector cones adjacent to ConeB;t0t0 also
have en as an inward-facing normal. Repeating the argument, we see that en is an
inward-facing normal to any cone ConeB;t0t with t connected to t0 by a path with
no labels n. Restricting the Transition condition for cones ConeB;t0t to the facets
defined by en, we obtain exactly the Transition condition for cones Cone
B〈n〉;t0
t ,
and we conclude by induction that the facet of ConeB;t0t defined by en is exactly
Cone
B〈n〉;t0
t .
Theorem 10.6 and Proposition 10.7 allow us to prove the following Lemma which
is the key step in the proof of Proposition 10.1.
Lemma 10.8. Let B be an exchange matrix satisfying the Standard Hypotheses.
Suppose the entries in column n of B are nonnegative and suppose B〈n〉 is of finite
type. Then the unique ray of FB intersecting {x ∈ Rn : xn > 0} is R≥0en.
Proof. Theorem 10.6 (applied to BT ) says that Rn−1 is covered by cones Cone
BT〈n〉;t0
t
for t ∈ Tn−1. Thus Proposition 10.7 implies that the closed halfspace of Rn con-
sisting of vectors with nonnegative nth entry is covered by cones ConeB
T ;t0
t with t
connected to t0 by paths with no labels n. By Theorem 8.7, each of these cones is
in FB . Each of these cones contains the ray R≥0en, which is therefore the unique
ray of FB intersecting {x ∈ Rn : xn > 0}. 
Definition 10.9 (Length of a ray in Tits(A)). The length of an element w ∈ W
is the number of letters in a shortest expression for w as a product of generators
si. We write `(w) for this length. Given an element w and a generator si, it is
well-known that `(siw) < `(w) if and only if wD is contained in the halfspace
{x ∈ V ∗ : 〈x, αi〉 ≤ 0}. This is identified with the set of points in Rn with non-
positive ith coordinate. We define the length `(ρ) of a ray ρ contained in Tits(A)
to be the minimum length of w such that ρ ⊂ wD. If siρ is the image of ρ under
the reflection si, then we have `(siρ) < `(ρ) if and only if the i
th coordinate of
nonzero vectors in ρ is negative.
We now prove Proposition 10.1.
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Proof of Proposition 10.1. Since B is acyclic, we may as well assume that B is
indexed so that if bij > 0 then i < j. The skew-symmetrizability of B means that if
bji < 0 then i < j. In particular, the entries in column n of B are all nonnegative.
Consider a B-coherent linear relation
∑
ρ∈S cρvρ with S a finite subset of R(B).
Let ρ be a ray in S contained in Tits(A). (Rays in −Tits(A) are dealt with later.)
We argue by induction on `(ρ), letting B vary, that cρ = 0.
First, suppose the nth coordinate of vρ is positive. Then Lemma 10.8 implies
that vρ is the unique vector in {vρ′ : ρ′ ∈ S} whose nth entry is positive. Now
Proposition 4.12 implies that cρ = 0.
Next suppose the nth coordinate of vρ is negative. Write vρ =
∑
i∈[n] viei.
The entries bnj are all nonpositive, so η
B
n (vρ) = vρ − 2vnen −
∑
j∈[n−1] vnbnjej .
Since the bnj are nonpositive, they equal the entries anj of the Cartan companion
of B, and we observe that ηBn (vρ) = sn(vρ). Proposition 7.3 implies that the
rays R(µn(B)) of Fµn(B) are obtained by applying ηBn to each ray in R(B). Thus∑
ρ∈R(B) cρη
B
n (vρ) is a µn(B)-coherent linear relation. Since all entries in column
n are nonnegative, all entries in row n are nonpositive. It is thus apparent that
the operation µn does nothing to B other than reverse signs in row n and column
n. In particular, µn(B) is acyclic and the Cartan type of submatrices of µn(B)
is the same as the Cartan type of submatrices of B. We see that µn(B) satisfies
the hypotheses of the proposition. Since the ith coordinate of vρ is negative, we
have `(ηBn (ρ)) = `(siρ) < `(ρ), so by induction on `(ρ), we conclude that cρ = 0 as
desired.
Finally, suppose the nth coordinate of vρ is zero. As before,
∑
ρ∈R(B) cρη
B
n (vρ)
is a µn(B)-coherent linear relation, and as before, µn(B) is obtained from B by
reversing signs in row n and column n. We observe that ηBn (ρ) = ρ. The matrix
µn(B) has nonnegative entries in column n − 1. Now we consider the sign of the
(n− 1)st coordinate of vρ. If it is positive or negative, then we conclude as above
that cρ = 0. If it is zero, the we replace µn(B) with µ(n−1)n(B) and consider the
sign of the (n − 2)nd coordinate of vρ. Continuing in this manner, we eventually
find a positive or negative coefficient, since vρ is nonzero, and when we do, we
conclude that cρ = 0.
The base case `(ρ) = 0 is handled as part of the above argument: If `(ρ) = 0
then all coordinates of vρ are nonnegative and we eventually complete the argument
without induction.
This completes the proof that cρ = 0 for a ray ρ in R(B) contained in Tits(A).
If ρ is in −Tits(A), then (7.1) implies that ∑ρ∈R(B) cρ(−vρ) is a (−B)-coherent
linear relation. Proposition 7.1 implies that the vectors −vρ span the rays of F−B .
The argument above shows that cρ = 0. 
Remark 10.10. Proposition 10.1 can also be proved using the Cambrian frameworks
of [19, Section 5]. Readers familiar with Cambrian lattices and sortable elements
will recognize that the proof given here is patterned after the usual induction on
length and rank common to proofs involving sortable elements.
Remark 10.11. It is natural to ask whether Proposition 10.1 can be proved with
weaker hypotheses. Indeed, it was stated without assuming the Standard Hypothe-
ses and without the hypotheses on submatrices in an earlier version of this paper,
but an error was later found in the proof.
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We now use Proposition 10.1 to prove the following theorem.
Theorem 10.12. Let B be a skew-symmetrizable exchange matrix of finite type
satisfying the Standard Hypotheses and let R be any underlying ring. Then the
g-vectors associated to BT constitute a positive R-basis for B.
We expect that every skew-symmetrizable exchange matrix of finite type satisfies
the Standard Hypotheses. (Indeed, as indicated in Remark 8.14, since every such
matrix is mutation equivalent to an acyclic matrix, the result may soon appear in
print.)
Proof. Theorem 8.7 says that the g-vector cones associated to BT are the maximal
cones in a subfan of FB . Theorem 10.6 says that this subfan is complete, and
therefore it must coincide with the entire fan FB . When B is of finite Cartan type
with Cartan companion A, the Tits cone Tits(A) is all of Rn. Thus Proposition 10.1
says that there is no non-trivial B-coherent linear relation supported on the g-
vectors. By Theorem 8.17 and Proposition 6.7, we conclude that the g-vectors are
a positive R-basis for B, for any R. The case where B is of finite type but not of
finite Cartan type now follows by Theorems 8.12 and 10.5 and by the observation
that a mutation map ηBk takes an R-basis for B to an R basis for µk(B). 
The g-vectors for B of finite Cartan type can be found explicitly in various ways,
including using sortable elements and Cambrian lattices as described in [26], or by
the methods of [30].
Remark 10.13. Theorems 4.4 and 10.12 say that the g-vectors for BT are the coeffi-
cient rows of a positive universal extended exchange matrix. Another construction
of universal coefficients, not conditioned on any conjectures, was already given in
[12, Theorem 12.4]. Furthermore, the construction from [12] yields cluster algebras
with completely universal coefficients, rather than only universal geometric coef-
ficients. That is, an arbitrary cluster algebra (not necessarily of geometric type)
with initial exchange matrix B admits a unique coefficient specialization from the
universal cluster algebra. (The relevant definition of coefficient specialization is [12,
Definition 12.1].) We conclude the section by explaining the connection between
Theorem 10.12 and [12, Theorem 12.4]. This connection provided the original mo-
tivation for this research.
A more detailed description of [12, Theorem 12.4], in the language of this paper,
is the following: Let B be a bipartite exchange matrix of finite Cartan type with
Cartan companion A. (An exchange matrix B is bipartite if there is a function
ε : [n] → {±1} such that bij > 0 implies that ε(i) = 1 and that ε(j) = −1.) The
co-roots associated to A are the vectors in the W -orbits of the simple co-roots.
Since A is of finite type, there are finitely many co-roots. A co-root is positive if it
is in the nonnegative linear span of the simple co-roots, and almost positive if it is
positive or if it is the negative of a simple co-root. We construct an integer extended
exchange matrix extending B whose coefficient rows are indexed by almost positive
co-roots. The coefficient row indexed by a co-root β∨ has entries ε(i)[β∨ : α∨i ] for
i = 1, . . . , n, where [β∨ : α∨i ] stands for the coefficient of α
∨
i in the expansion of
β∨ in the basis of simple co-roots. The assertion of [12, Theorem 12.4] is that this
extended exchange matrix defines a universal cluster algebra for B.
Let L be the linear map taking a positive root αi to −ε(i)ei. (Recall that we
have identified ei with an element in the basis for V
∗ dual to the basis of simple
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roots in V .) One can define almost positive roots by analogy to the definitions in
the previous paragraph, so that the almost positive co-roots for A are the almost
positive roots for AT . As conjectured in [19, Conjecture 1.4] and proved in [23, The-
orem 9.1], the map L takes almost positive roots into rays in the Cambrian fan for
B and induces a bijection between almost positive roots and rays of the Cambrian
fan. (The difference in signs between [19, Conjecture 1.4] and [23, Theorem 9.1] is
the result of a difference in sign conventions. See the end of [25, Section 1].)
It now becomes possible to relate [12, Theorem 12.4] to Theorem 10.12. To
apply [12, Theorem 12.4] to BT , we pass from co-roots to roots (thus exchanging A
with AT ) and we introduce a global sign change to the function ε. Thus we write
a universal extended exchange matrix for BT by taking, for each almost positive
root of A, a coefficient row with entries −ε(i)[β : αi] for i = 1, . . . , n, where [β : αi]
stands for the coefficient of αi in the expansion of β in the basis of simple roots. In
other words, the coefficient row indexed by an almost positive root β is L(β). This
means we have chosen a nonnegative vector in each ray of the Cambrian fan for BT .
But as mentioned above, the Cambrian fan for BT is the fan whose maximal cones
are the g-vector cones for BT , and thus we have essentially recovered Theorem 10.12
for the case of bipartite B.
We conclude by sketching the construction of an R-basis for the rank-3 exchange
matrix B =
[
0 2 0−1 0 1
0 −2 0
]
. This exchange matrix is of affine Cartan type in the sense
of the following definition.
Definition 10.14 (Affine type). A Cartan matrix is of affine type if the associ-
ated symmetric bilinear form is positive semidefinite and every proper principal
submatrix is of finite type. For our purposes, the key property of a Cartan matrix
A of affine type is that the closure of Tits(A) is a half-space. More specifically, A
has a 0-eigenvector t = (t1, . . . , tn) with nonnegative entries. We think of t as the
simple roots coordinates of a vector β =
∑
i∈[n] tiαi in V . The closure of Tits(A)
is then {x ∈ V ∗ : 〈x, β〉 ≥ 0}, where, under our identification of Rn with V ∗, we
interpret 〈x, β〉 as the usual pairing of x with t. The Tits cone is the union of the
open halfspace {x ∈ V ∗ : 〈x, β〉 > 0} with the singleton {0}. The Cartan matrices
of affine type are classified, for example, in [15].
As in Definition 10.4, an exchange matrix B is of affine Cartan type if its Cartan
companion is of affine type. By analogy with Theorem 10.5, we say that an exchange
matrix B is of affine type if it is mutation equivalent to an acyclic exchange matrix
of affine Cartan type. (The classification of Cartan matrices of finite type implies
that an exchange matrix of finite Cartan type is acyclic. A non-acyclic exchange
matrix of affine Cartan type is of finite type.)
Examples including Proposition 9.8 and the example worked out below, together
with insights from [27], suggest the following conjecture. More partial results to-
wards the conjecture are described in the introduction.
Conjecture 10.15. Suppose B is an exchange matrix of affine type. There is a
unique integer vector v∞ such that the g-vectors associated to BT , together with
v∞, constitute a positive R-basis for B for every R.
For the rest of the section, we take B to be the exchange matrix
[
0 2 0−1 0 1
0 −2 0
]
.
This is of affine Cartan type with Cartan companion A =
[
2 −2 0
−1 2 −1
0 −2 2
]
. The matrix
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B has a special property not shared by all exchange matrices of affine Cartan type.
It is of the form DS, where D is an integer diagonal matrix and S is an integer
skew-symmetric matrix. Specifically, B =
[
2 0 0
0 1 0
0 0 2
][
0 1 0−1 0 1
0 −1 0
]
. The mutation class
of B is
(10.1)
{
±B, ±
[
0 −2 0
1 0 1
0 −2 0
]
, ±
[
0 −2 2
1 0 −1
−2 2 0
]}
,
and each of these exchange matrices shares the same special property for the
same D. By results of [2], as explained in Remark 8.14, we conclude that the
Standard Hypotheses hold for B.
The vector t = [ 1 1 1 ] is a 0-eigenvector of A. The closure of the Tits cone
Tits(A) is the set of vectors in Rn whose scalar product with t is nonnegative. In
light of Theorem 8.12, one can use Conjecture 8.11 and induction to calculate the
g-vectors for cluster variables associated to BT . One finds that there are exactly
two g-vectors
(10.2) v+ = [ 0 1 −1 ] and v− = [ 1 −1 0 ]
in the boundary of Tits(A). The remaining g-vectors consist of six infinite families,
with the g-vector rays in each family limiting to the same ray in the boundary of
Tits(A). The vector
(10.3) v∞ = [ 1 0 −1 ]
is the smallest nonzero integer vector in this limiting ray. The infinite families of
g-vectors are {vi + nv∞ : n ∈ Z≥0} with (vi : i = 1 . . . 6) being the vectors
(10.4) [ 0 1 0 ] [ 0 0 1 ] [ 0 2 −1 ] [−1 0 0 ] [ 0 −1 0 ] [ 1 −2 0 ]
The g-vector cones for BT are the maximal cones of a simplicial fan occupying
almost all of R3. This fan is depicted in Figure 5. The picture is interpreted as
follows: Intersecting each nonzero cone with a unit sphere about the origin, we
obtain a collection of points, arcs and spherical triangles. These are depicted in
the plane by stereographic projection, with the ray spanned by t projecting to the
origin. The rays spanned by v+ and v− are indicated by blue (or dark gray) dots,
the rays spanned by vi+nv∞ are indicated by red (or medium gray) dots, and the
limiting ray spanned by v∞ is indicated by a green (or light gray) dot. The dotted
circle indicates the boundary of Tits(A).
Theorem 8.7 says that the g-vector cones determine a subfan of FB . The points
not contained in this subfan form an open cone consisting of positive linear com-
binations of v+ and v−. This open cone is covered by the nonnegative span C+
of v+ and v∞ and the nonnegative span C− of v− and v∞. Since C+ is a limit
of B-cones, it is contained in a B-cone by Proposition 7.11, and similarly C− is
contained in a B-cone. These two cones cover the set of points not contained in
g-vector cones, so either C+ and C− are each B-cones or C+∪C− is a single B-cone.
The latter possibility is ruled out by Proposition 5.30, taking k to be the empty
sequence. Thus the maximal cones of FB are the g-vector cones and C+ and C−.
Having determined the fan FB , we now prove Conjecture 10.15 for this B. The
rays of FB are spanned by the g-vectors for BT and the vector v∞. We choose
the vectors (vρ : ρ ∈ R(B)) to be these g-vectors and v∞. Proposition 10.1
says that any B-coherent linear relation supported on {vρ : ρ ∈ R(B)} is in fact
supported on {v+,v∞,v−}. Taking k to be the empty sequence and j = 2 in
Proposition 4.12 (twice), we see that the relation is supported on {v∞}, and thus
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v1
v2
v3
v4
v5
v6
v+
v−
Figure 5. The mutation fan FB for B =
[
0 2 0−1 0 1
0 −2 0
]
is trivial. Appealing to Theorem 8.17 and Proposition 6.7, we have established the
following proposition.
Proposition 10.16. For B =
[
0 2 0−1 0 1
0 −2 0
]
and any underlying ring R, the set
(10.5) {v+,v∞,v−} ∪
6⋃
i=1
{vi + nv∞ : n ∈ Zn≥0}
is a positive R-basis for B, where v+, v∞, v− and the vi are as in (10.2), (10.3),
and (10.4).
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