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Abstract— Differential distributed space-time coding (D-
DSTC) technique has been considered for relay networks to
provide both diversity gain and high throughput in the absence
of channel state information. Conventional differential detection
(CDD) or two-symbol non-coherent detection over slow-fading
channels has been examined and shown to suffer 3-4 dB loss
when compared to coherent detections. Moreover, it has also
been shown that the performance of CDD severely degrades
in fast-fading channels and an irreducible error floor exists at
high signal-to-noise ratio region. To overcome the error floor
experienced with fast-fading, a nearly optimal “multiple-symbol”
differential detection (MSDD) is developed in this paper. The
MSDD algorithm jointly processes a larger window of received
signals for detection and significantly improves the performance
of D-DSTC in fast-fading channels. The error performance of
the MSDD algorithm is illustrated with simulation results under
different fading scenarios.
Index Terms—Distributed space-time code, differential mod-
ulation, time-varying channels, two-symbol detection, multiple-
symbol differential detection.
I. INTRODUCTION
In distributed space-time coding (DSTC) networks [1],
relays cooperate to combine the received symbols, multiply
the results by fixed or variable factors and forward new signals
to the destination so that a space-time code can be constructed
at the destination. When no channel state information (CSI) is
available at the relays and destination, differential DSTC (D-
DSTC) scheme has been studied in [2] which only needs the
second-order statistics of the channels at the relays. Also, the
constructed unitary space-time code at the destination provides
the opportunity to apply conventional differential detection
(CDD) using two received symbols without any CSI. It also
has been shown that the performance of the CDD is around
3-4 dB worse than the performance of its coherent version in
D-DSTC networks [2].
In practice, the high speed of mobile users leads to time-
selective channels. Thus, the common assumption used in dif-
ferential detection, namely approximate equality of two con-
secutive channel uses, is violated. Examining the performance
of a D-DSTC system shows that the two-symbol differential
detection suffers from a severe performance degradation and
a high error floor in fast-fading channels.
To overcome the limitations of two-symbol detection in fast-
fading channels, in this paper, a near optimal multiple-symbol
differential detection for the D-DSTC system is developed.
Multiple-symbol differential detection (MSDD), first proposed
for point-to-point communications in [3], jointly processes
a larger window of the received symbols for detection. As
the complexity of MSDD increases exponentially with the
window size, the authors in [4] developed a multiple-symbol
differential sphere detection (MSDSD) algorithm to reduce
the complexity of multiple-symbol detection. Later, reference
[5] extended the algorithm to unitary space-time codes for
MIMO systems. In the context of relay networks, due to the
complex form of the distribution of the received signals at
the destination, the optimal decision rule of MSDD cannot be
easily obtained for the D-DSTC system under consideration.
Instead, an alternative decision rule is proposed and the
MSDSD algorithm of [5] is adapted for the D-DSTC system to
provide a detection algorithm with lower complexity. The near
optimal performance of the proposed algorithm is illustrated
with simulation results in different fading scenarios. It is
seen that the proposed MSDD technique, using a window
of N = 10 symbols, is able to significantly improve the
performance of the D-DSTC system in fast-fading channels.
The outline of the paper is as follows. Section II describes
the system model. In Section III, two-symbol differential
detection of the D-DSTC system and its performance behavior
over time-varying channels are discussed. Section IV develops
the multiple-symbol differential detection algorithm. Simula-
tion results are given in Section V. Section VI concludes the
paper.
Notations: (·)t, (·)∗, (·)H , | · | and ℜ{·} denote transpose,
complex conjugate, transpose conjugate, absolute value and
real part of a complex vector or matrix, respectively. IR and
0R are R × R identity matrix and zero matrix, respectively.
CN (0, σ2IR) stands for circularly symmetric Gaussian ran-
dom vector with zero mean and covariance σ2IR, whereas χ22R
is a chi-squared distribution with 2R degrees of freedom. E{·},
Var{·} denote expectation and variance operations, respec-
tively. Both e(·) and exp(·) show the exponential function. ‖·‖
denotes the Euclidean norm of a vector. diag{x1, · · · , xR} is
the diagonal matrix with x1, · · · , xR as its diagonal entries and
diag{X1, · · · ,XN} is RN ×RN block diagonal matrix with
the R×R matrices Xl on its main diagonal. ⊗ is Kronecker
product.978-1-4799-2903-0/14/$31.00 c© 2014 IEEE Crown
II. SYSTEM MODEL
The wireless relay network under consideration, shown in
Fig. 1, is the same model as in [2]. It has one source, R relays
and one destination. Source communicates with Destination
via the relays. Each node has a single antenna, and the
communication between nodes is half duplex (i.e., each node
is able to only send or receive in any given time). Individual
channels from Source to the ith relay (SRi) and from the
ith relay to Destination (RiD) are Rayleigh flat-fading and
spatially uncorrelated. It is assumed that the variance of all
the channels are equal, i.e., channels are symmetric.
Information bits are converted to symbols using a modula-
tion technique such as PSK or QAM at Source. Depending on
the number of relays and the type of constellation, appropriate
R × R unitary matrices V = {Vl|VHl Vl = VlVHl =
IR, l = 1, · · · , L} are used, where L is the total number
of codewords. We refer the reader to [2] for more details on
selecting these matrices. The transmission process is divided
into two phases and sending a codeword (or matrix) from
Source to Destination in two phases is referred to as one
transmission block indexed by k. Information symbols are
encoded into codeword V[k] ∈ V . Before transmission, the
codeword is differentially encoded as
s[k] = V[k]s[k − 1], s[0] = [1 0 · · · 0]t. (1)
Obviously, the length of vector s[k] is R.
In phase I, vector
√
P0Rs[k] is transmitted by Source to
all the relays, where P0 is the average source power per
transmission. The transmitted vector is affected by SRi, i =
1, · · · , R, channel coefficients which are assumed to be quasi-
static during each block but change continuously from block to
block. The coefficients of SRi, i = 1, · · · , R, channels during
the k-th block are represented by qi[k] ∼ CN (0, 1). Also, the
auto-correlation value between two channel coefficients, which
are n blocks apart, follows the Jakes’ fading model [6]:
ϕsr(n) = E{qi[k]q∗j [k + n]} =
{
J0(4pifsrnR) i = j
0 i 6= j (2)
where J0(·) is the zeroth-order Bessel function of the first
kind, fsr is the maximum normalized Doppler frequency of
Source-Relay (SR) channels. Also, it is assumed that the
carrier frequency is the same for all links.
The received vector at the ith relay is ri[k] =√
P0R qi[k]s[k] + ui[k] where ui[k] ∼ CN (0, N0IR) is the
noise vector at the ith relay.
The received vector at the ith relay is linearly combined
with its conjugate as
xi[k] = ci (Airi[k] +Bir
∗
i [k]) (3)
where Ai and Bi are the combining matrices and determined
based on the space-time code that is used for the network.
Usually, one matrix is chosen as a unitary matrix and the
other one is set to zero. Again, we refer to [1], [2] for
more details on determining the combining matrices. Also,
ci is the amplification factor at the relay that can be either
fixed or varying. A variable ci needs the instantaneous CSI.
For D-DSTC, in the absence of CSI, the variance of SRi
channels (here normalized to one) is utilized to define a fixed
amplification factor as ci =
√
Pi/(P0 +N0), where Pi is
the average power per symbol of the ith relay. It was shown
in [1], [2] that for a given total power in the network, P ,
for symmetric Source-Relay (SR) and Relay-Destination (RD)
channels, P0 = P/2 and Pi = P/(2R) form the optimum
power allocation between Source and the relays to minimize
the pairwise-error probability (PEP). Hence, the amplification
factor c = ci =
√
P/R(P + 2N0), i = 1, · · · , R, is chosen
for all the relays.
Then, in phase II, the relays send their data simultaneously
to Destination. Again, using the quasi-static assumption, the
coefficients of RiD, i = 1, · · · , R, channel during the k-th
block are represented by gi[k] ∼ CN (0, 1). Similarly, the auto-
correlation value between two channel coefficients, n blocks
apart, is expressed as
ϕrd(n) = E{gi[k]g∗j [k + n]} =
{
J0(4pifrdnR) i = j
0 i 6= j (4)
where frd is the maximum normalized Doppler frequency of
RD links.
The corresponding received vector at Destination is
y[k] =
R∑
i=1
gi[k]xi[k] + zi[k] (5)
where zi[k] ∼ CN (0, N0IR) is the noise vector at Destination.
Substituting (3) into (5) yields [2]
y[k] = c
√
P0RS[k]h[k] +w[k], (6)
where S[k],h[k] and w[k] are the distributed space-time code,
the equivalent cascaded channel vector and the equivalent
noise vector, respectively, defined as
S[k] = [Aˆ1sˆ1 · · · AˆRsˆR] = V[k]S[k − 1]
h[k] = [ h1[k] · · · hR[k] ]t
w[k] = c
R∑
i=1
gi[k]Aˆiuˆi[k] + zi[k]
(7)
Aˆi = Ai, hi[k] = qi[k]gi[k],
uˆi[k] = ui[k], sˆi[k] = s[k]
}
if Bi = 0
Aˆi = Bi, hi[k] = q
∗
i [k]gi[k],
uˆi[k] = u
∗
i [k], sˆi[k] = s
∗[k]
}
if Ai = 0
It should be noted that for given {gi[k]}Ri=1, w[k] is
CN (0, σ2
w[k]IR) where σ
2
w[k] = N0
(
1 + c2
R∑
i=1
|gi[k]|2
)
. It
follows that, conditioned on S[k] and {gi[k]}Ri=1, y[k] is a
circularly symmetric complex Gaussian random vector.
In the following sections, the two-symbol and multiple-
symbol differential detections of the received signals at Des-
tination are considered.
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Fig. 1. The wireless relay network under consideration.
III. TWO-SYMBOL DIFFERENTIAL DETECTION
Coherent detection of transmitted codeword is possible with
the knowledge of both SR and RD channels based on the
model in (6). In the absence of channel information, in the
conventional D-DSTC system that was considered in [2], it is
assumed that the channels are fixed for two consecutive block
uses. In this case h[k] ≈ h[k − 1] and then from (1) and (6),
one has
y[k] = V[k]y[k − 1] +w[k]−V[k]w[k − 1]. (8)
Given y[k] and y[k − 1], differential non-coherent detection
is applied to detect the transmitted codeword as [2]
Vˆ[k] = arg min
V[k]∈V
‖y[k]−V[k]y[k − 1]‖ (9)
Comparing (6) and (8) reveals that the equivalent noise power
is enhanced by a factor of two, which explains why the
differential non-coherent detection performs approximately
10 log10 2 ≈ 3 dB worse than coherent detection in slow-
fading channels.
However, slow-fading assumption requires a coherence in-
terval of 3R for both SR and RD channels [2] which would
be violated for fast-fading channels. Instead, consider that the
channel vector h[k] change by ∆h during two consecutive
block uses, i.e., h[k] = h[k − 1] + ∆h. Therefore, one has
y[k] = V[k]y[k − 1] + w˜[k], (10)
w˜[k] = w[k]−V[k]w[k − 1] + c
√
P0R S[k]∆h. (11)
As it can be seen, the equivalent noise power is enhanced
by an additional factor which is related to the transmitted
power and also the amount of channel variation. This means
that a higher degradation in the performance of two-symbol
deferential detection would be seen in fast-fading channels.
Specially, in fast-fading channels, the equivalent noise is
dominated by the last term of (11), and as will be seen in
Section V, an error floor appears at high signal-to-noise ratio.
IV. MULTIPLE-SYMBOL DETECTION
As discussed in the previous section, two-symbol differen-
tial detection suffers from a large performance degradation in
fast-fading channels. To overcome such a limitation, this sec-
tion develops a multiple-symbol differential detection scheme
that takes a window of the received symbols at the destination
for detecting the transmitted signals.
Rewrite (6) as
y[k] = c
√
P0RS[k]h[k] +w[k]
= c
√
P0RS[k]G[k]q[k] +w[k]
(12)
where G[k] = diag{g1[k], · · · , gR[k]} and q[k] =
[ q1[k], · · · , qR[k] ]t.
Let the N received symbols be collected in vector
y =
[
yt[1],yt[2], . . . ,yt[N ]
]t
, (13)
which can be written as
y = c
√
P0R S h + w = c
√
P0R S Gq + w (14)
S = diag { S[1], · · · ,S[N ] } ,
h =
[
ht[1], · · · ,ht[N ] ]t ,
G = diag { G[1], · · · ,G[N ] } ,
q =
[
qt[1], · · · ,qt[N ] ]t ,
w =
[
wt[1], · · · ,wt[N ] ]t .
It should be mentioned that N transmitted symbols collected
in unitary block diagonal matrix S correspond to N − 1 data
symbols collected in V = diag{V[1], · · · ,V[N − 1]} such
that
S[n+ 1] = V[n]S[n], n = 1, · · · , N − 1 (15)
and S[N ] = IR is set as the reference symbol1.
Therefore, conditioned on both V (or S) and G, y is
a circularly symmetric complex Gaussian vector with the
following pdf:
P (y|V,G) = 1
piNdet{Σy} exp
(
−yHΣ−1y y
)
. (16)
In (16), matrix Σy is the conditional covariance matrix of y,
defined as
Σy = E
{
y yH |V,G} = c2P0RS GΣqGHSH +Σw (17)
with Σq and Σw as the covariance matrices of q and w,
respectively. They are given as follows:
Σq = E{q qH} = Cq ⊗ IR, (18)
Cq = toeplitz{1, ϕsr(1), . . . , ϕsr(N − 1)}
and
Σw = E{w wH} = Cw ⊗ IR (19)
Cw = diag
{
σ2w[1], · · · , σ2w[N ]
}
.
1Note that SHS = S SH = IRN .
Based on (16), the maximum likelihood (ML) detection of
N transmitted symbols collected in S or the corresponding
N − 1 data symbols collected in V would be given as
V̂ = arg max
V∈VN−1
{
E
G
{
1
piNdet{Σy} exp
(
−yHΣ−1y y
)}}
.
(20)
where V̂ = diag
{
V̂[1], · · · , V̂[N ]
}
. As it can be seen,
the ML metric needs the expectation over the distribution
of G, which does not yield a closed-form expression. As
an alternative, it is proposed to use the following modified
decision metric:
V̂ = arg max
V∈VN−1
{
1
piNdet{Σ̂y}
exp
(
−yHΣ̂−1y y
)}
(21)
Σ̂y =E
G
{Σy}
=c2P0RS(Ch ⊗ IR)S
H
+ (1 + c2R)N0(IN ⊗ IR)
=S (C⊗ IR) SH
(22)
C = c2P0RCh +N0(1 + c
2R)IN (23)
Ch = toeplitz{1, ϕsr(1)ϕrd(1), . . . , ϕsr(N − 1)ϕrd(N − 1)}.
(24)
Although, the alternative decision metric is not optimal in
the ML sense, it will be shown by simulation results that nearly
identical performance to that obtained with the optimal metric
can be achieved.
Using the rule det{AB} = det{BA}, the determinant in
(21) is no longer dependent on S and the modified decision
metric can be further simplified as
V̂ =arg min
V∈VN−1
{
yHΣ̂−1y y
}
=arg min
V∈VN−1
{yHS(C−1 ⊗ IR)SHy}
=arg min
V∈VN−1
{yHS(UH ⊗ IR)(U ⊗ IR)SHy}
=arg min
V∈VN−1
{
‖b‖2
}
(25)
where U is an upper triangular matrix obtained by the
Cholesky decomposition of C−1 = UHU and
b = (U ⊗ IR)SHy =

N∑
j=1
u1,jS
H [j]y[j]
N∑
j=2
u2,jS
H [j]y[j]
.
.
.
uN,NS
H [N ]y[N ]

(26)
and ui,j is the element of U in row i and column j.
Since S[N ] = IR, the last term of vector b does not have
any effect on the minimization and it can be ignored. Then
by substituting SH [n] = SH [n+ 1]V[n] (obtained from (15))
into (26), it follows that
V̂ = arg min
V∈VN−1
{
N−1∑
n=1
‖un,nV[n]y[n]
+S[n+ 1]
N∑
j=n+1
un,jS
H [j]y[j]‖2
 (27)
The simplified alternative minimization in (27) is a sum of N−
1 non-negative scalar terms and similar to the decision metric
of multiple-symbol detection of unitary space-time coding for
MIMO systems given in [5, eq.5]. Therefore, this minimization
can be solved using the sphere decoding algorithm described
in [5] to obtain N − 1 data symbols with low complexity.
V. NUMERICAL RESULTS
In this section a relay network with one source, R = 2
relays and one destination is simulated in different fading sce-
narios while both two-symbol and multiple-symbol detection
schemes are applied. The Alamouti space-time code is chosen
for the network. The combining matrices at the relays are
designed as [2]
A1 =
[
1 0
0 1
]
, B1 = 0, A2 = 0, B2 =
[
0 −1
1 0
]
.
Also, the set of unitary codewords are designed as [2]
U =
{
1√
2
[
u1 −u∗2
u2 u
∗
1
]
|ui ∈M − PSK, i = 1, 2
}
. (28)
The amplification factor at the relays is fixed to c =√
Pi/(P0 +N0) to normalize the average relay power to Pi.
The power allocation between Source and the relays is such
that P0 = P/2 and Pi = P/4, i = 1, 2, where P is the total
power in the network.
In all simulations, channel coefficients {qi[k]}Ri=1 and
{gi[k]}Ri=1 are generated independently according to the sim-
ulation method of [7]. This simulation method has been
developed to generate time-correlated fix-to-mobile channel
coefficients. The amount of time correlation between the co-
efficients is determined by the normalized Doppler frequency
which is actually a function of the velocity of the mobile
user. It is assumed that relays are fixed and then based on
the mobility of Source and Destination different cases can be
considered. In Case I, it is assumed that the mobility of Source
and Destination is low such that all the channels are slow-
fading or approximately static and the normalized Doppler
frequencies of SR and RD channels are set to .001 in the
simulation method of [7]. In Case II, Source and Destination
are moving and Source has a slightly higher mobility than
Destination such that the normalized Doppler frequency of SR
and RD channels are fsr = .006, frd = .004. In Case III, it
is assumed that Source and Destination are moving faster and
Destination has a slightly higher mobility than Source such
that fsr = .009, frd = .01.
To evaluate the BER of the system, in each case, binary data
is converted to BPSK/QPSK constellation and then to unitary
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Fig. 2. BER of CDD and MSDSD techniques for D-DSTC relaying with
two relays in different fading scenarios using Alamouti code and BPSK.
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Fig. 3. BER of CDD and MSDSD techniques for D-DSTC relaying with
two relays in different fading scenarios using Alamouti code and QPSK.
codewords based on (28). Next, the codewords are encoded
differentially according to (1). At Destination, two consecutive
received codewords are used to estimate the transmitted sym-
bols using the two-symbol differential detection given in (9).
The simulation is run for various values of the total power in
the network. The practical values of the BER are computed for
all cases and plotted versus P/N0 in Figs. 2-3. For comparison
purpose, perfromance of coherent detection of the received
symbols for slow-fading channels (Case I) is also evaluated
and plotted in these figures.
As can be seen in Figs. 2-3, for CDD in Case I, with
slow-fading channels, the error probability is monotonically
decreasing with P/N0 and the desired cooperative diversity
is achieved for the D-DSTC system. Approximately 3-4 dB
performance degradation can be seen between coherent and
non-coherent detections in this case. However, in CDD Case
II, with fairly fast-fading channels, the BER plot gradually
deviates from the results in Case I, around P/N0 = 20 dB, and
reaches the error floor after P/N0 = 35 dB. This phenomenon
starts earlier, around P/N0 = 15 dB, for CDD Case III. The
performance degradation is much more severe and error floors
of 3 × 10−3 (BPSK) and 10−2 (QPSK) can be seen after
P/N0 = 30 dB.
Given the poor performance of the CDD in Case II and III,
MSDSD-DSTC algorithm with N = 10 is applied to Case
II and Case III. Because of the orthogonality of Alamouti
space-time code, the decision rule (27) can be divided into
two separate decision rules, one for each ui, i = 1, 2, symbol,
and solved separately with low complexity using MSDSD
algorithm of point-to-point systems given in [4]. The BER
results of MSDSD-DSTC algorithm are also plotted in Figs. 2
and 3. Since the best performance is achieved in the slow-
fading environment, the BER plot of Case I can be used
as a benchmark to see the effectiveness of MSDSD-DSTC
algorithm. As can be seen, the MSDSD-DSTC algorithm is
able to bring the performance of the system in Case II and
Case III very close to that of Case I.
VI. CONCLUSION
This paper has shown that using two-symbol detection for
differential distributed space-time coding in relay networks
fails to provide a satisfactory performance in fast-fading
channels. A near optimal multiple-symbol differential detec-
tion algorithm was then developed that can be implemented
using sphere decoding with low complexity. Simulation results
illustrated that the multiple-symbol detection significantly im-
proves performance of the differential distributed space-time
coding systems in fast-fading channels.
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