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ON THE USE OF SPECTRAL DISCRETIZATIONS
WITH TIME STRONG STABILITY PRESERVING
PROPERTIES TO DIRICHLET PSEUDO-PARABOLIC
PROBLEMS
E. ABREU AND A. DURA´N
Abstract. This paper is concerned with the approximation of
linear and nonlinear initial-boundary-value problems of pseudo-
parabolic equations with Dirichlet boundary conditions. They are
discretized in space by spectral Galerkin and collocation methods
based on Legendre and Chebyshev polynomials. The time integra-
tion is carried out suitably with robust schemes attending to quali-
tative features such as stiffness and preservation of strong stability
to simulate nonregular problems more correctly. The correspond-
ing semidiscrete and fully discrete schemes are described and the
performance of the methods is analyzed computationally.
1. Introduction
In this work, we present numerical methods for accurate approxima-
tion to pseudo-parabolic (or Sobolev) type problems of the form
cvt − (avxt)x = −(αvx)x + βvx + γ, x ∈ Ω, t > 0, (1.1)
v(x, 0) = v0(x), x ∈ Ω, (1.2)
v(−1, t) = v(1, t) = 0, t > 0, (1.3)
where Ω = (−1, 1). In (1.1) the coefficients a and c depend on x and are
initially assumed to be C1(Ω) and bounded above and below by positive
constants. The coefficients α = α(x, t, v), β = β(x, t, v), γ = γ(x, t, v)
are assumed to be C1 functions of x, t and v. The equation (1.1) is
said of pseudo-parabolic (or Sobolev) type because of the combined
presence of a parabolic term and the time derivative in the highest
order term.
The numerical approach is based on the use of spectral methods
for the approximation in space and of time integrators with additional
qualitative properties to improve the performance in cases of stifness
and simulation of nonsmooth data. In the present paper the semidis-
crete and fully discrete schemes are introduced, described and analyzed
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computationally. A companion paper [3] is devoted to the proof of er-
ror estimates of the spectral semidiscretization, aiming to improve and
add numerical analysis tools for solving numerically pseudo-parabolic
type differential models.
In recent years, pseudo-parabolic equations in bounded domain or
in the whole space have been studied extensively covering many dis-
tinct aspects, namely, modelling, numerics, theory and real world ap-
plications. Linear and nonlinear versions (including local and nonlocal
terms) of these pseudo-parabolic equations, with (1.3) or other types of
boundary conditions, appear in the modelling of many research areas,
see, e.g., [51, 8, 55, 23, 48, 50, 37, 21, 54, 20, 67, 61, 60, 65, 25, 27,
83, 10, 69, 22, 53, 62, 46, 47, 11, 70, 64, 43, 28, 31, 32, 26] and refer-
ences cited therein. More specifically, they model imprisoned radiation
through a gas, [62, 46, 47], fluid flow in fissured rock, [11], heat con-
duction in heterogeneous media, [70, 22], out-of-equilibrium viscoelastic
relaxation effect, [64], and porous media applications, [43, 36, 49, 79]
– see also [23, 48, 83, 44, 45] for a good survey. Several combined
numerical-analytical studies about pseudo-parabolic equations linked
to fluid flow problems might be found in [27, 28, 31, 32, 26, 11]. Lo-
cal pseudo-parabolic equations also appears in the study of two-phase
flow models with dynamic capillary pressure and hysteresis [83]. On
the other hand, nonlocal pseudo-parabolic equations, [10, 69, 22, 53],
describes a variety of physical phenomena, such as the seepage of homo-
geneous fluids through a fissured rock, the unidirectional propagation of
nonlinear, dispersive, long waves, heat conduction problems with ther-
modynamic temperature and conduction temperature, and the analysis
of nonstationary processes in semiconductors in the presence of sources.
Several points conform the aim of the present paper. The general
motivation is the search for alternatives for the spatial and temporal
discretizations of problems of the form (1.1)-(1.3), starting in this pa-
per with a computational study and leaving the numerical analysis of
the problem to [3]. Some results on the mathematical theory of pseudo-
parabolic equations can be seen in e. g. [57, 58, 75, 76, 31, 15, 20, 24,
72]. They include the BBM-Burgers equation, a modification of the
Benjamin-Bona-Mahony equation, [12], which includes a dissipative
term. On the other hand, most of the work presented in the litera-
ture about the numerical approximation of pseudo-parabolic equations
seems to be focused on the use of finite differences, [5, 6, 80, 7, 26, 32, 8],
as well as finite elements, [9, 56], and finite volumes of different type
for the discretization in space, sometimes combined with a domain
decomposition method for a more accurate approximation of convec-
tive and diffusive effects, [4, 82]. This different numerical treatment
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of the advective and diffusive fluxes, mentioned above, also makes in-
fluence in some choices of time integrators for pseudo-parabolic prob-
lems. In this case the literature focuses on the use of finite differences,
[34, 35, 29, 30], and, more recently, on operator splitting schemes, [81].
These methods, used successfully in other approaches, [2, 1] and ref-
erences therein, consist of splitting the pseudo-parabolic model in two
problems, say advective and diffusive, which are numerically solved se-
quentially. However, as shown in [4], standard operator splitting may
fail to capture the correct behavior of the solutions for pseudo-parabolic
type differential models. In [4], the authors presented a non-splitting
numerical method which is based on a fully coupled space-time mixed
hybrid finite element/volume discretization approach to account for the
delicate nonlinear balance between the hyperbolic flux and the pseudo-
parabolic term linked to the full pseudo-parabolic differential model.
Concerning the spectral approach, the analysis of Fourier-Galerkin and
Fourier-collocation methods, for the periodic problem, made by Quar-
teroni, [68], is the main reference for the spatial discretization presented
in the present paper. Moreover, our proposal is based on a non-splitting
semidiscrete numerical method (cf. [4]).
In the Dirichlet case (1.1)-(1.3), the companion paper [3] analyzes
the convergence of spectral Galerkin and collocation methods based
on a family of Jacobi polynomials which includes, as particular cases,
those of Legendre and Chebyshev ones. Error estimates in suitable
Sobolev spaces, depending on the regularity of the problem, are proved.
Specifically, for data in Cm(Ω) and if N is the degree of the polyno-
mial approximation, then spectral Galerkin error is shown to decrease
as O(N−m) or O(N1−m), while spectral collocation error behaves like
O(N2−m).
For illustrative purposes and since these Legendre and Chebyshev
families are mostly used in other applications, the description and com-
putational study conforming the present paper will be focused on two
semidiscretizations: a Legendre Galerkin method and a Chebyshev col-
location scheme. We believe they cover most of the numerical aspects
of our whole proposal for this spectral approach. Specific remarks for
other polynomial approximations (within the Jacobi family) will be
given if required.
On the other hand, temporal discretization also contributes to this
search for alternatives of approximation to (1.1)-(1.3) with the intro-
duction of additional properties in the requirements for the time in-
tegrator to improve the quality of the simulation. More specifically,
besides the classical quantitative features concerning convergence, our
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attention is focused on two aspects of the problem. One is the pos-
sible midly stiff character (which depends on the equilibrium in the
higher-derivative terms); this point may recommend the use of fully
or diagonally implicit methods. A second aspect to be taken into ac-
count concerns the use of strong stability preserving (SSP) methods,
[41, 38, 39], as time integrators. Construction and analysis of SSP
methods for hyperbolic partial differential equations have the aim at
preserving the nonlinear stability (in some norm or, more generally,
convex functional) of spatial discretizations with respect to the for-
ward Euler method. This SSP property makes influence in a better
simulation of discontinuous solutions, avoiding the presence of spu-
rious oscillations and reducing the computational cost. We are here
interested in studying the performance of these methods in problems
(1.1)-(1.3) with non regular data.
All this will be made in a representative numerical study with exper-
iments involving linear and nonlinear equations. The experiments will
serve us to analyze the order of convergence of the spectral discretiza-
tions as well as to address the behaviour of the schemes with respect
to the regularity of the data. Some of these numerical results will be
theoretically justified by the results proved in [3].
The structure of the paper is as follows. Section 2 consists of a
description of the semidiscrete systems corresponding to the Legendre
Galerkin and Chebyshev collocation spectral methods. The description
includes details on formulation and practical implementation. Section 3
is devoted to the full discretization. According to the pseudo-parabolic
character of the equation and possible stiffness of the semidiscretiza-
tions, two SSP methods of a family of singly diagonally implicit Runge-
Kutta (SDIRK) schemes are taken. The full discretizations will be
then ready for performing the computational study in Section 4. Fi-
nally, Section 5 summarizes the results and outlines the contents of the
future research.
2. Spatial discretization
2.1. Preliminaries. In order to describe the spectral approximations
considered in the paper, some preliminary results are required. The
first one is the weak formulation of (1.1)-(1.3). Given a weight function
w(x) on Ω (w(x) = 1 in the Legendre case and w(x) = (1− x2)−1/2 for
the Chebyshev case) let L2w = L
2
w(Ω) be the space of squared integrable
functions associated to the weighted inner product determined by w
(φ, ψ)w =
∫ 1
−1
φ(x)ψ(x)w(x)dx, φ, ψ ∈ L2w,
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with ||φ||0,w = (φ, φ)1/2w standing for the associated norm. Let H1w =
H1w(Ω) be the Sobolev space of functions φ on Ω such that
||φ||1,w =
(
|||φ||20,w + ||
d
dx
φ||20,j
)1/2
,
is finite. We will also consider the subspace H1w,0 of functions φ ∈ H1w
such that φ(−1) = φ(1) = 0.
For φ, ψ ∈ H1w,0 and d = d(x) smooth we define
Ld(φ, ψ) =
∫ 1
−1
dφx(ψw)xdx. (2.1)
The bilinear form (2.1) takes part of the following weak formulation of
(1.1)-(1.3): given v0 ∈ H1w,0, find v : (0, T )→ H1w,0 with v(0) = v0 and
A(vt, ψ) = B(v, ψ), ψ ∈ H1w,0 (2.2)
where
A(φ, ψ) = (cφ, ψ)w + La(φ, ψ), (2.3)
B(φ, ψ) = Lα(φ, ψ) + (β(φ)φx, ψ)w + (γ(φ), ψ)w, φ, ψ ∈ H1w,0.
It can be seen, [13, 17, 14], that the bilinear form A in (2.3) is contin-
uous in H1w × H1w,0 and elliptic in H1w,0 × H1w,0, cf. [3]. On the other
hand, we will assume that (1.1)-(1.3) is well-posed, in the sense that if
v0 ∈ H1w,0, then there is a unique solution v ∈ C1(0, T,H1w,0) of (2.2),
(2.3) with v(0) = v0.
The spectral collocation approach and the practical formulation of
the spectral Galerkin method (based on numerical integration, the so-
called G-NI formulation, [19]) involve some properties of the discrete
norm associated to the Gauss-Lobatto quadrature that are now dis-
cussed. For the given weight function w, the Gauss-Lobatto quadra-
ture formula is obtained as follows, [59, 19, 18, 40]. Let N > 0 be an
integer and PN be the space of polynomials of degree at most N on
Ω = [−1, 1], with pN the N -th degree polynomial of the orthogonal
Legendre or Chebyshev family. Let
q(x) = pN+1(x) + a˜pN(x) + b˜pN−1(x), (2.4)
with a˜, b˜ chosen such that q(−1) = q(1) = 0. If −1 = x0 < x1 < · · · <
xN = 1 are the roots of (2.4), then there are weights w0, . . . , wN such
that ∫ 1
−1
p(x)w(x)dx =
N∑
j=0
p(xj)wj, p ∈ P2N−1. (2.5)
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In the case of Legendre polynomials (pN = LN ), the xj , j = 1, . . . , N−1
are shown to be the zeros of L′N and
wj =
2
N(N + 1)
1
LN (xj)2
, j = 0, . . . , N,
while for the Chebyshev case (pN = TN )
xj = cos
jpi
N
, wj =
{
pi
2N
j = 0, N,
pi
N
j = 1, . . . , N.
The Gauss-Lobatto quadrature is related to a discrete inner product
(φ, ψ)N,w =
N∑
j=0
φ(xj)ψ(xj)wj, (2.6)
with associated norm ||φ||N,w = (φ, φ)1/2N,w. From (2.5) we observe that
(φ, ψ)N,w = (φ, ψ)w , (2.7)
if φψ ∈ P2N−1.
Finally, some cases of (1.1) are here emphasized and will be used in
the numerical experiments. They are relevant in the applications.
• The following linear pseudo-parabolic problem will be consid-
ered as a first model example
vt − avxxt = bvxx, x ∈ Ω = (−1, 1), t > 0, (2.8)
v(x, 0) = v0(x), x ∈ Ω, (2.9)
v(−1, t) = v(1, t) = 0, t > 0, (2.10)
where a and b are positive constants and v0 : (−1, 1) → R.
Equation (2.8) is a linearized version of the BBM-Burgers equa-
tion. It can be solved, for general enough initial conditions v0,
by using the technique of separation of variables. From the
basis of the corresponding eigenvalue problem
Xn(x) = sin
npi
2
(x+ 1), n = 1, 2, . . . ,
with eigenvalues λn = −(npi/2)2, n = 1, 2, . . . , the solution of
(2.8)-(2.10) can be formally written in the form
v(x, t) =
∞∑
n=1
Cne
αntXn(x), (2.11)
where
αn =
bλn
1− aλn , (2.12)
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and Cn is the n-th coefficient of v0 in the corresponding sine
Fourier expansion
v0(x) =
∞∑
n=1
CnXn(x), (2.13)
assuming that this does exist. In order to check the conver-
gence when dealing with problems (2.8)-(2.10), the representa-
tion (2.11)-(2.13) will be used in Section 4 as follows. For differ-
ent initial data v0, the corresponding numerical approximation
will be compared with the associated solution of (2.8)-(2.10),
computed exactly or in an accurate enough, approximated way,
via the sine Fourier expansion (2.11). In this last case, acceler-
ation techniques, [77, 78], will be used when necessary. For an
alternative way to estimate the numerical order of convergence,
see e. g. [16].
• A second case study will be the Dirichlet problem of pseudo-
parabolic equations of the form
vt − avxxt + αvx + βvxx + γ∂xf(v) = F, (2.14)
with a > 0, α, β ∈ R, f = f(v) some nonlinear function of v and
F = F (x, t) a source term. Two particular important examples
of f will be used in the numerical experiments:
– The case of the BBM-Burgers equation, for which
f(v) = v2. (2.15)
– The function
f(v) =

0 if v < 0
v2
v2+2(1−v)2 if 0 ≤ v ≤ 1
1 if v > 1
. (2.16)
The nonlinear term (2.16) appears in modelling two-phase
flow porous media, see e. g. [4] and references therein.
2.2. Legendre spectral Galerkin approximation. Let N ≥ 2 be
an integer, T > 0. We define the semidiscrete Galerkin approximation
as the function vN : (0, T )→ P0N satisfying
A(vNt , ψ) = B(v
N , ψ), ψ ∈ P0N , (2.17)
A(vN(0), ψ) = A(v0, ψ), ψ ∈ P0N . (2.18)
The existence of vN(t), t ∈ (0, T ) is analyzed in [3]. Here we are in-
terested in the representation of vN to implement (2.17), (2.18) in the
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Legendre case. Due to the presence of nonlinear terms, this is based
on the use of nodal basis functions, [19]
ψj(x) =
1
N(N + 1)
(1− x2)
(xj − x)
L′N (x)
LN(xj)
, j = 0, . . . , N, (2.19)
where xj , j = 0, . . . , N , denotes the nodes associated to the Legendre-
Gauss-Lobatto quadrature, LN is the N -th Legendre polynomial. The
basis (2.19) satisfies
ψj(xk) = δjk, j, k = 0, . . . , N. (2.20)
A Galerkin with numerical integration (GN-I) formulation will be also
adopted. This means that, [19], from the expansion of the numerical
approximation
vN(x, t) =
N∑
k=0
Vk(t)ψk(x), Vk(t) = v
N(xk, t), (2.21)
the integrals in the weak formulation are approximated by the Legendre-
Gauss-Lobatto quadrature. The resulting system for
V (t) = (V0(t), . . . , VN(t))
T
will have the form(
K
(0)
N (c) +K
(2)
N (a)
) d
dt
V =K
(2)
N (α)(V ) +K
(1)
N (β)(V ) + ΓN(V ), (2.22)
where, for 0 ≤ j, k ≤ N(
K
(0)
N (c)
)
jk
= c(xj)wjδjk, (2.23)(
K
(2)
N (a)
)
jk
=
N∑
h=0
a(xh)
dψj
dx
(xh)
dψk
dx
(xh)wh, (2.24)
(
K
(2)
N (α)(V )
)
jk
=
N∑
h=0
α(Vh)
dψj
dx
(xh)
dψk
dx
(xh)wh, (2.25)
(
K
(1)
N (β)(V )
)
jk
=
N∑
h=0
β(Vh)
dψj
dx
(xh)ψk(xh)wh
= β(Vk)
dψj
dx
(xh)wk, (2.26)
(ΓN(V ))j =
N∑
h=0
γ(Vh)ψj(xh)wh = γ(Vj)wj. (2.27)
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In general, matrices (2.24)-(2.26) are full and require O(N3) operations,
with the grid values of the derivatives computed from the Legendre dif-
ferentiation matrix, [19]. The coefficients in (2.25)-(2.27) are obtained
from the use of the nodal basis and (2.20). Thus if F = α, β or γ,
then the computation of F(V N)(xh), h = 0, . . . , N is understood as
mathbbF (vN (xh, t)), that is mathbbF (vh(t)).
The general formulation (2.22) can be simplified in the case of par-
ticular cases of (1.1). For the pseudo-parabolic problem (2.14), the
description is made with F = 0 on Ω = (−1, 1) and homogeneous
boundary conditions. In the numerical experiments, though, problems
on other intervals, with inhomogeneous terms in (2.14) and/or nonho-
mogeneous boundary data may be considered. This means that the
implementation is adapted from the homogeneous problem in Ω to the
corresponding case at hand via suitable change of variables and sub-
straction of functions to homogenize the boundary data. The details
will be given when necessary. The formulation simplifies to
(MN + aK
(2)
N )
d
dt
V (t)+αCNV (t)−βK(2)N V (t)+γCNf(V (t))=0, (2.28)
where now
MN = K
(0)
N = diag(w0, . . . , wN), (2.29)
CN = −K(1)N , (K(1)N )ij = (ψi,
d
dx
ψj)N,w, (2.30)
(K
(2)
N )ij = (
d
dx
ψi,
d
dx
ψj)N,w, (2.31)
and the computation of f(V ) must be understood component wise.
(For example, if f(v) = v2, then f(V ) = V · V , where the dot denotes
the Hadamard product of the vectors.) Note that this formulation
makes the Galerkin method be essentially equivalent to the collocation
approach. The reason is that in this case, [19]
K
(1)
N = −MNDN , K(2)N = −MND2N ,
where DN and D
2
N denote here the first-and second-derivative matrix
at the Legendre-Gauss-Lobatto nodes respectively. This is used, along
with the boundary conditions, to write (2.28) in the form
(IN−1 − aD˜(2)N )
d
dt
V˜ (t) + αD˜N V˜ (t) + βD˜
(2)
N V˜ (t) + γD˜N f˜(V (t)) = 0,
where IN−1 is the (N−1)×(N−1) identity matrix and the tilde means
that the first and last rows and columns (for matrices) and the first
and last components (in column vectors) are removed from (2.28).
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For the linear problem (2.8)-(2.10), the general formulation (2.22)
can be also simplified. To this end, the implementation of the Legendre
Galerkin method for (2.8)-(2.10) will follow the compact representation
described in [73] for linear elliptic problems (see also [19, 74]). The main
idea is choosing a suitable basis for P0N such that the linear system
obtained from (2.17) is as simple as possible. (In the experiments and
for simplicity, vN(0) will be taken as v0(x), so that the second equation
(2.18) is satisfied.) In Lemma 2.1 of [73] this is given by φ0, . . . , φN−2
where
φk(x) = ck(Lk(x)− Lk+2(x)), ck = 1√
4k + 6
, k = 0, . . . , N − 2,
where Lk denotes the Legendre polynomial of degree k. By using the
representation
vN(x, t) =
N−2∑
k=0
vNk (t)φk(x), (2.32)
and evaluating (2.17) for ψ = φj , j = 0, . . . , N−2, we obtain the system
for V (t) = (vN0 (t), . . . , v
N
N−2(t))
T
KNV
′(t) + SNV (t) = 0, (2.33)
with KN , SN matrices with entries
(KN)jk = (φk, φj)w︸ ︷︷ ︸
bjk
+a (φ′k, φ
′
j)w︸ ︷︷ ︸
ajk
,
(SN)jk = b(φ
′
k, φ
′
j)w = bajk, (2.34)
where, [73]
ajk =
{
1 k = j
0 k 6= j , bkj = bjk =

ckcj
(
2
2j+1
+ 2
2j+5
)
k = j
−ckcj 22k+1 k = j + 2
0 otherwise
Then (2.34) is of the form
KN = aIN−1 + BN , SN = bIN−1, (2.35)
where BN = (bjk)
N−2
j,k=0. Note that this matrix is pentadiagonal with
only three nonzero diagonals.
2.3. Spectral collocation approximation. LetN ≥ 2 be an integer,
P
0
N be the subspace of polynomials p ∈ PN with p(−1) = p(1) = 0. We
denote by INv ∈ PN the interpolant polynomial of v based on the
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Gauss-Lobatto nodes xj , j = 0, . . . , N . The semidiscrete collocation
approximation is defined as a mapping vN : (0, T )→ P0N such that
cvNt − (IN(avNxt))x = −(IN (αvNx ))x + βvNx + γ(vN), (2.36)
at x = xj , j = 1, . . . , N − 1, with
vN(0)
∣∣
x=xj
= v0(xj), j = 0, . . . , N. (2.37)
A first task here will be to derive a weak formulation equivalent to
(2.36), (2.37) and involving the inner product (2.6) for the Chebyshev
case. Note that if ψ ∈ P 0N then w−1(ψw)x ∈ PN−1, where w(x) =
(1− x2)−1/2. Therefore, using (2.7) we have, for φ, ψ ∈ P0N
−
N∑
j=0
(IN(aφx)x(xj)ψ(xj)wj = −
∫ 1
−1
(IN(aφx))xψwdx
=
∫ 1
−1
IN(aφx)(ψw)xdx
= (aφx, w
−1(ψw)x)N,w.
This leads to the following weak formulation of (2.36), (2.37):
AN(v
N
t , ψ) = BN (v
N , ψ), ψ ∈ P0N
vN(0) = INv0,
where, for φ, ψ ∈ P0N
AN(φ, ψ) = (cφ, ψ)N,w + (aφx, w
−1(ψw)x)N,w,
BN(φ, ψ) = (α(φ)φx, w
−1(ψw)x)N,w + (β(φ)φx, ψ)N,w
+(γ(φ), ψ)N,w.
We observe that AN is equivalent to the bilinear form
aN (φ, ψ) = (φ, ψ)N,w + (φx, w
−1(ψw)x)N,w,
which is continuous in PN × P 0N and coercive in P 0N , in the sense that,
[14]
|aN(φ, ψ)| ≤ C||φ||1,w||ψ||1,w, φ ∈ PN , ψ ∈ P 0N ,
aN(ψ, ψ) ≥ C||ψ||21,w, ψ ∈ P 0N .
In the case of the Chebyshev collocation approach, the solution
vN(x, t) =
N∑
k=0
vNk (t)Tk(x), (2.38)
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with Tk(x) standing for the Chebyshev polynomial of degree k, is usu-
ally represented by the nodal values
V (t) = V N(t) = (vN(x0, t), . . . , v
N(xN , t))
T , (2.39)
at the Gauss-Lobatto nodes xj , j = 0, . . . , N . The vector (2.39) is
related to (2.38) by the formula, [19, 66]
vk(t) =
N∑
j=0
CkjV
N
j (t), V
N
j (t) = v
N(xj , t),
Ckj =
2
ckcj
cos
jkpi
N
, cj =
{
2 j = 0, N
1 j = 1, . . . , N − 1.
The general formulation of the semidiscrete system for (2.39) can be
derived by using a representation of V in the nodal basis (2.19). Thus,
a full-matrix system, similar to that of the G-NI approach (2.22), can
be obtained (but indeed with different nodes and weights). For prac-
tical purposes, it may be more interesting to describe the simplified
formulations for the special cases (2.8) and (2.14). In the first one, we
have
ZN
(
(IN − aD2N )
d
dt
V N(t)− bD2NV N(t)
)
= 0,
where
• DN is now the N × N Chebyshev interpolation differentiation
matrix, [19], and D2N = DNDN .
• ZN is the N × N matrix that represents setting the first and
the last components of a vector equals zero, enforcing in this
way the boundary conditions (2.10) directly.
Similarly, for (2.14), the semidiscrete system is
(IN − aD2N)
d
dt
V (t) + αDNV (t) + βD
2
NV (t) +DNf(V (t)) = 0,(2.40)
3. Full discretization
As mentioned in the introduction, our proposal for a numerical treat-
ment of (1.1)-(1.3) includes a choice of time discretization that attends
to two main additional qualitative aspects. The first one concerns the
possible midly stiff character of (1.1) or the corresponding spectral
semidiscrete systems. This point suggests to use implicit integration
and in order to minimize the computational effort, we consider singly
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diagonally implicit Runge-Kutta (SDIRK) methods of Butcher tableau
γ γ 0
1− γ 1− 2γ γ
1
2
1
2
(3.1)
with γ = 1/2 (implicit midpoint rule, order two) and γ = 3+
√
3
6
(order
three). See e. g. [42] for properties and alternatives for choosing higher-
order SDIRK methods.
A second aspect in the time integration that may be worth to study
in these problems is the strong stability preserving (SSP) property and
the use of the so-called SSP methods. These time integration schemes
preserve the strong stability properties of spatial discretizations under
the forward Euler time integration. Their formulation relies on the
following SSP property (see [41] for details). For a system of ordinary
differential equations
u′(t) = F (u), (3.2)
obtained from a semidiscretization in space of some partial differential
equations, assume that the forward Euler method applied to (3.2)
un+1FE = u
n
FE +∆tF (u
n
FE),
satisfies, in some convex functional || · ||
||un+1FE || ≤ ||unFE||,
when ∆t ≤ ∆tFE for some ∆tFE . Given a s-stage Runge-Kutta (RK)
method for (3.2), written in the form
yi = u
n +∆t
s∑
j=1
aijF (yj), 1 ≤ i ≤ s+ 1,
un+1 = ys+1, (3.3)
the SSP coefficient of (3.3) is defined as the largest constant c ≥ 0 such
that
||yi|| ≤ ||un||, 1 ≤ i ≤ s+ 1,
(which in particular implies ||un+1|| ≤ ||un||) whenever
∆t ≤ c∆tFE. (3.4)
If c > 0, the method (3.3) is said to be strong stability preserving under
(3.4).
Our motivation for the use of SSP methods in (1.1)-(1.3) can be
found in the search for a way to ensure the stabilization of the dis-
cretization when dealing with discontinuous data. Several examples,
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see e. g. [41, 38], reveal the advantages of SSP methods in hyperbolic
problems like Burgers or Euler equations. In our case, the presence of
the third order derivative ∂xxt typically tends to regularize the evolu-
tion (and, as mentioned before, the stiff character) but the presence of
oscillations, from discontinuous data, during the numerical simulation
is not discarded if the hyperbolic terms in (1.1) are dominant. This
may happen, for example, in the BBM-Burgers case (2.14), (2.15) if
γ >> a.
The use of SSP methods in our case would also require a previ-
ous analysis on the behaviour of the spectral semidiscretizations with
respect to the Euler method. Our confidence here is based on the sta-
bility results of the Euler method in other related approaches, [9, 68].
By way of illustration, we may analize the approximation to the Le-
gendre semidiscrete system (2.33) by the forward Euler scheme. For
tn = n∆t, n = 0, 1, . . . let V
n
FE ∈ RN−1 be an approximation to V (tn)
such that
KN
(
V n+1FE − V NEF
∆t
)
+ SNV
n
FE = 0, n = 0, 1, . . . ,
that is
V n+1FE = (IN−1 − b∆tK−1N )V nFE, n = 0, 1, . . . (3.5)
Note that since BN is symmetric, all its eigenvalues are real. Further-
more, it is not hard to check that
bjjbj+2,j+2 − b2j,j+2 > 0,
which implies that BN is also positive definite. Therefore all the eigen-
values λ are positive. Therefore, from (3.5) we have
||V n+1FE || ≤ ||V nFE||, (3.6)
(where ||·|| denotes the usual Euclidean norm in RN−1) when ∆t < µ/b,
for all µ = a+λ eigenvalue of KN . Then, taking ∆tFE = µmin/b, where
µmin = min{µ, µ eigenvalue of KN} we obtain that the semidiscretiza-
tion (2.33) satisfies the monotonicity property (3.6) with respect to
the Euler method. It is experimentally observed (see Table 1) that as
N → ∞ the smallest eigenvalue λ = λN of BN tends to zero. This
means that asymptotically ∆tFE behaves like a/b and in practice the
choice ∆tFE = a/b would imply (3.6) for ∆t ≤ ∆tFE .
We finally observe that the SDIRK methods (3.1) are SSP meth-
ods and both were shown optimal (within the corresponding SDIRK
schemes with the same stages and order) in the sense that the value c
in property (3.4) is maximal, [33, 52]. They will be denoted by SSP12
(γ = 1/2, 1 stage, order 1) and SSP23 (γ = 3+
√
3
6
, 2 stages, order 3).
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N = 16 N = 32 N = 64
3.8483E-03 3.0081E-04 2.0239E-05
3.1038E-03 2.6739E-04 1.9040E-05
1.9343E-03 1.3810E-04 9.0673E-06
1.5451E-03 1.2251E-04 8.5278E-06
5.2100E-04 3.5183E-05 2.2777E-06
4.1274E-04 3.1177E-05 2.1418E-06
Table 1. Six smallest eigenvalues λ of BN for several N .
It is indeed possible the use of higher-order methods and of different
type (other Runge-Kutta families or multisteps methods), [38, 39].
4. A numerical study
In this section we will make a computational study to check the
performance of the numerical methods described above, considering
(2.8) and (2.14) as model problems.
The implementation of the fully discrete schemes is performed in the
usual way. For the experiments with nonlinear problems below, the
corresponding implicit systems at each stage are numerically solved by
the classical fixed point iteration. In the case of the discretization of
(2.28), the matrices (2.29)-(2.31) are computed directly, and this is also
used in the resolution of the systems of the iterative process. Other
alternatives, based on differentiation in frequency space, [74], may be
somehow adapted to the representation (2.21). (To our knowledge, the
approach in [74] would be the closest idea to what might be called
fast transform in this Legendre case.) On the other hand, the full
discretization of (2.40) takes advantage of the computation of DNV
with FFT techniques, [19, 66]. The resolution of the systems of the
iteration is carried out with Krylov methods, [71]. In the linear case,
iteration is not necessary.
In the Legendre Galerkin method, the numerical solution at a final
time T =M∆t is evaluated at a grid of Chebyshev points in (−1, 1)
xj = cos
jpi
P
, j = 0, . . . , P,
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and compared with the solution at the grid using the L2, H1 and L∞
norms
||E(h)||2 =
(
h
P∑
j=1
(vM(xj)− v(xj, T ))2
)1/2
,
||E(h)||H1 =
(
h
P∑
j=1
((vM)′(xj)− v′(xj , T ))2 + ||E(h)||2L2
)1/2
,
||E(h)||∞ = max
1≤j≤P
|vM(xj)− v(xj, T )|,
where h = 2/N . For the Chebyshev collocation scheme, the compar-
isons are made in the corresponding weighted, discrete norms, com-
puting the derivative with the matrix DN . Note that in this case, we
take into account that the formulation of the scheme gives the role of
representation of the numerical solution to the vector of approximation
at the quadrature nodes. In most of the computations the L2 and L∞
norms give similar conclusions. For that reason, the L∞ norm of the
error will be shown only in those experiments for which it provides new
features.
4.1. Problem 1. Spectral convergence for Legendre Galerkin
approximation. In order to check the spectral convergence for regu-
lar data, we first consider the BBM-Burgers problem (2.14), (2.15) in
Ω = (−1, 1) with homogeneous boundary conditions, a = α = 1, β =
−1, γ = 1/2 and
u(x, 0) = sin(pix),
F (x, t) = e−t
(− sin(pix) + pi cos(pix)(1 + e−t sin(pix))) . (4.1)
The exact solution is u(x, t) = e−t sin(pix), [63]. The problem is ap-
proximated by the Legendre GN-I method and the two SSP time inte-
grators. L2 and H1 errors at T = 1 with N = 256 and several values of
the time stepsize ∆t are shown in Table 2. The results show the cor-
responding order of convergence of the time integrators. (We checked
that larger values of N did not give any change in this behaviour.)
The form of the numerical solution at several times is shown in Figure
1.
4.2. Problem 2. Spectral convergence for Chebyshev collo-
cation approximation. The Chebyshev collocation scheme is now
used to approximate the BBM-Burgers problem (2.14), (2.15) in Ω =
(−20, 30) with homogeneous boundary conditions, a = α = β = 1, γ =
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γ = 1/2 γ = 3+
√
3
6
∆t L2 Error H1 Error L2 Error H1 Error
0.1 2.8114E-04 1.0382E-03 2.6531E-05 9.6292E-05
0.05 7.0232E-05 2.5936E-04 3.4773E-06 1.2570E-05
0.0025 1.7555E-05 6.4830E-05 4.4547E-07 1.6069E-06
0.00125 4.3885E-06 1.6207E-05 5.6383E-08 2.0316E-07
Table 2. Numerical approximation of (2.14), (2.15),
(4.1): L2 and H1 norms of the error at T = 1 with
Legendre Galerkin method and N = 256.
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Figure 1. Numerical solution with Legendre Galerkin
and SSP23 for the problem (2.14), (2.15), (4.1) at t =
0, 0.3, 0.6, 1.
−1/2 and, [56]
v(x, 0) = sech(x),
F (x, t) = sech(x− t) (1− 6 tanh3(x− t)− 2 tanh2(x− t)
+ tanh(x− t)(5 + sech(x− t))) . (4.2)
The function v(x, t) = sech(x − t) is the solution of the correspond-
ing initial-value problem. Strictly speaking, it does not satisfy the
homogeneous boundary conditions. But its values at the boundaries
x = −20, 30 are, for each t > 0, small enough to take it for compari-
son with the numerical solutions given by Chebyshev collocation and
SSP12, SSP23 methods. The L2 and H1 errors at T = 10 are shown
in Table 3, while the traveling wave form for the numerical profile is
illustrated in Figure 2. The errors show again the order of conver-
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γ = 1/2 γ = 3+
√
3
6
∆t L2 Error H1 Error L2 Error H1 Error
0.1 5.2981E-04 9.8639E-04 2.2235E-05 3.8118E-05
0.05 1.3237E-04 2.4636E-04 32.9139E-06 4.9823E-06
0.0025 3.3087E-05 6.1631E-05 3.7482E-07 6.3747E-07
0.00125 8.2715E-06 1.5638E-05 4.7773E-08 8.1216E-08
Table 3. Numerical approximation of (2.14), (2.15),
(4.2): L2 and H1 norms of the error at T = 1 with
Chebyshev collocation method and N = 1024.
gence in time of the fully discrete methods. Here a larger value of N
is required. This is probably related with the approximation at the
maximum height of the wave and the fact that the Chebyshev points
are not equally distributed.
4.3. Problem 3. Nonsmooth data. We are now interested in study-
ing the performance of the methods when the initial data has low reg-
ularity. To this end we perform numerical experiments to compute
the numerical rates of convergence of the spatial discretization in the
corresponding norms. In all cases, we checked with several ranges of
time stepsize ∆t that errors and orders do not change with smaller
values than those that were finally taken. Unless otherwise stated, we
fix ∆t = h/2. We first consider (2.8)-(2.10) with
v0(x) =
{
1 |x| ≤ 2
0 otherwise
. (4.3)
In this case, the expansion (2.13) has coefficients
Cn =
2
npi
(
cos
npi
4
− cos 3npi
4
)
.
The corresponding solution (2.11) is represented by a truncated series
whose accuracy is checked by using acceleration techniques, [78]. Table
4 shows the errors and convergence rates at T = 1 of the Legendre
Galerkin approximation for the two fully discrete methods using h =
2/N . In both, the lack of regularity makes the H1 norm unable to
control the error, but in the case of the other two norms, the error in
space seems to be dominant and, according to the rates, like O(N−1).
The form of the numerical solution at different times is illustrated in
Figure 3.
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Figure 2. Numerical solution with Chebyshev colloca-
tion and SSP23 for the problem (2.14), (2.15), (4.2) at
t = 0, 3, 6, 10.
γ = 1/2 γ = 3+
√
3
6
N ||E(h)||2 ||E(h)||∞ ||E(h)||2 ||E(h)||∞
32 6.0479E-04 6.2190E-04 6.2133E-04 6.4695E-04
64 3.0184E-04 3.1317E-04 2.9785E-04 3.0665E-04
128 1.5098E-04 1.5723E-04 1.5201E-04 1.5887E-04
256 7.5451E-05 8.1659E-05 7.5194E-05 8.1246E-05
Table 4. Numerical approximation from (4.3): L2 and
L∞ norms at T = 1 of the error with Legendre Galerkin
method and ∆t = 0.5h, h = 2/N .
As the regularity of the initial condition is increasing, an increment
in the spatial order of convergence is expected. Thus, taking
v0(x) = 1− |x|, (4.4)
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Figure 3. Numerical solution with Legendre Galerkin
and SSP23 from the initial condition (4.3) at t =
0, 0.3, 0.6, 1.
(see Figure 4) the behaviour of the errors in L2 norm corresponding to
SSP23 (which is third-order), observed in Table 5, suggests an error in
space of O(N−2), while in the case of the H1 norm this seems to be
O(N−1/2). In the case of SSP12, since ∆t = O(h), the order of the
spatial error in L2 norm would coincide with the second order in time.
A final experiment concerns the initial condition
v0(x) =
{
1 + 2x+ x2 −1 ≤ x ≤ 0
1 + 2x− 3x2 0 ≤ x ≤ 1 , (4.5)
whose second derivative has a discontinuity at x = 0. The correspond-
ing results, displayed in Table 6, show that the dominant error in time
is recovered. (See Figure 5 to illustrate the form of the approximation
at several times.) In order to determine the order in space, Table 7
shows the errors given by SSP23 with ∆t = O(h2). The rates for the
L2 error norm suggest an spatial error of O(N−4), while the H1 norm of
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γ = 1/2 γ = 3+
√
3
6
N ||E(h)||2 ||E(h)||H1 ||E(h)||2 ||E(h)||H1
32 3.0806E-05 7.1528E-02 4.6914E-05 7.1537E-02
64 7.6988E-06 5.0138E-02 1.1779E-05 5.0140E-02
128 1.9260E-06 3.5374E-02 2.9535E-06 3.5374E-02
256 4.8245E-07 2.5000E-02 7.4021E-07 2.5001E-02
Table 5. Numerical approximation from (4.4): L2 and
H1 norms at T = 1 of the error with Legendre Galerkin
method and ∆t = 0.5h, h = 2/N .
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Figure 4. Numerical solution with Legendre Galerkin
and SSP23 from the initial condition (4.4) at t =
0, 0.3, 0.6, 1.
the error is similar to that of Table 6, and this behaves like O(N−3/2).
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γ = 1/2 γ = 3+
√
3
6
N ||E(h)||2 ||E(h)||H1 ||E(h)||2 ||E(h)||H1
32 2.5019E-05 9.6161E-03 8.0169E-07 9.6074E-03
64 6.2468E-06 3.3927E-03 9.8674E-08 3.3911E-03
128 1.5612E-06 1.1987E-03 1.2254E-08 1.1984E-03
256 3.9028E-07 4.2369E-04 1.5272E-09 4.2364E-04
Table 6. Numerical approximation from (4.5): L2 and
H1 norms at T = 1 of the error with Legendre Galerkin
method and ∆t = 0.5h, h = 2/N .
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Figure 5. Numerical solution with Legendre Galerkin
and SSP23 from the initial condition (4.5) at t =
0, 0.3, 0.6, 1.
According to the experiments with (4.3)-(4.5) and at least for the
case of the (2.8)-(2.10), the numerical results suggest that, for v0 ∈
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N ||E(h)||2 ||E(h)||H1
32 9.3545E-08 9.6074E-03
64 5.8890E-09 3.3911E-03
128 6.5649E-10 1.1984E-03
256 4.1507E-11 4.2364E-04
Table 7. Numerical approximation from (4.5): L2 and
H1 norms at T = 1 of the error with Legendre Galerkin
method, γ = 3+
√
3
6
and ∆t = 0.25h2, h = 2/N .
Hmw , m ≥ 1
max
0≤t≤T
||vN(t)− v(t)||1,w ≤ CN1/2−m,
max 0 ≤ t ≤ T ||vN(t)− v(t)||0,w ≤ CN−2m.
The experiments with (4.3) also suggest to conjecture that if v0 ∈ L2w
then
max 0 ≤ t ≤ T ||vN(t)− v(t)||0,w ≤ CN−1.
The results corresponding to the Chebyshev collocation method do
not show any qualitative change with respect to those given by the Le-
gendre Galerkin discretization. Thus previous experiments suggest a
similar error behaviour for Galerkin and collocation methods. (Recall
that the implementation makes the schemes have a related formula-
tion.) In the nonlinear case, the performance of the methods with less
regular conditions is illustrated by the following experiment. We ap-
proximate (2.14), (2.16) on Ω = (−60, 210) with α = 0, a = 5, β =
−1, γ = 1, F = 0, nonhomogeneous boundary conditions
v(−60, t) = SL, v(210, t) = SR,
and Riemann type initial data
η(x) =
{
SL if x < 0
SR if x ≥ 0 (4.6)
Two cases are considered: SL = 0.9, SR = 0 and SL = 0.55, SR =
0. (For the relevance of the models in the context of porous media,
see [4] and references therein.) For a final time of simulation T =
150, the numerical solution given by the Legendre GN-I method with
SSP23 is shown in Figure 2. The profiles do not seem to develop
disturbances from the discontinuous initial data and the final structure
of the solution is in accordance with that reported in the literature,
[32, 27].
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Figure 6. Numerical solution with Legendre GNI and
SSP23 for the problem (2.14), (2.16), (4.6) at t = 150.
(a) SL = 0.9, SR = 0; (b) SL = 0.55, SR = 0.
5. Concluding remarks
This paper attempts to contribute to the approximation to the initial-
boundary-value problem, with Dirichlet boundary conditions, of pseudo-
parabolic equations with a computational study of spectral discretiza-
tions in space, combined with SDIRK-SSP schemes for the time inte-
gration and without operator splitting strategies. The paper is the first
of a series of two concerning spectral approximation for Sobolev-type
problems. A second paper, [3], is devoted to error estimates of the
spectral Galerkin and collocation semidiscretizations with a family of
Jacobi polynomials which includes those of Legendre and Chebyshev
type. By way of illustration and because of their wide use in the ap-
plications, the present paper focuses on these two families. We first
make a detailed description of the Legendre Galerkin and Chebyshev
collocation schemes. Then our choice for the full discretization is de-
termined (beyond classical aspects of quantitative accuracy) by two
qualitative aspects: the possibility that the semidiscretizations are af-
fected by stiffness and the behaviour with respect to the integration
with nonregular data. In order to avoid the first point without a great
computational effort, we consider SDIRK methods. For controlling the
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numerical solution from nonsmooth data, we propose to study the ben-
efits of the SSP property in this case and the corresponding use of SSP
methods. Our suggestion is based on the performance of these methods
to approximate discontinuous solutions of hyperbolic partial differen-
tial equations. All this finally takes us to consider two SDIRK-SSP
methods of orders two or three whose SSP coefficients, within the cor-
responding number of stages and order, are optimal. The alternative
use of higher-order and/or explicit SSP methods (for example, if the
problem is known to be nonstiff) is also possible.
The paper introduces then a complete computational study, with
linear and nonlinear problems, of the performance of the methods. For
smooth initial data, the numerical experiments suggest the spectral or-
der of convergence in space (and confirmed by the theoretical results in
[3]). We additionally study numerically the behaviour of the approxi-
mation from initial conditions with low regularity. The computations
enable us to suggest some estimates on the behaviour of the error with
respect to the smoothness of the initial condition. The use of SSP
methods seems to avoid, as in the hyperbolic case, spurious oscillations
in the numerical approximation when simulating not regular solutions.
As mentioned before, the behavour of the errors in the spectral
semidiscretizations with more general Jacobi polynomials is analyzed
in the companion paper [3] and constitutes the immediate continua-
tion of our research. Other several lines can be followed then. The first
one is the theoretical confirmation of some conjectures, experimentally
suggested in the present paper and not covered by the results in [3], on
the error behaviour for nonsmooth data. On the other hand, the good
performance observed by the inclusion of the SSP property in the time
discretization may deserve a deeper study, in order to analyze its ex-
tent and influence on the time behaviour of the simulation. Finally, the
extension of these results to two-dimensional problems may complete
the research lines for the future.
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