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Abstract
Let M be a d-dimensional connected compact Riemannian manifold with boundary
∂M , let V ∈ C2(M) such that µ(dx) := eV (x)dx is a probability measure, and let Xt
be the diffusion process generated by L := ∆ +∇V with τ := inf{t ≥ 0 : Xt ∈ ∂M}.
Consider the conditional empirical measure µνt := E
ν
(
1
t
∫ t
0 δXsds
∣∣t < τ) for the diffusion
process with initial distribution ν such that ν(∂M) < 1. Then
lim
t→∞
{
tW2(µ
ν
t , µ0)
}2
=
1
{µ(φ0)ν(φ0)}2
∞∑
m=1
{ν(φ0)µ(φm) + µ(φ0)ν(φm)}2
(λm − λ0)3 ,
where ν(f) :=
∫
M fdν for a measure ν and f ∈ L1(ν), µ0 := φ20µ, {φm}m≥0 is the
eigenbasis of −L in L2(µ) with the Dirichlet boundary, {λm}m≥0 are the corresponding
Dirichlet eigenvalues, and W2 is the L
2-Wasserstein distance induced by the Rieman-
nian metric.
AMS subject Classification: 60D05, 58J65.
Keywords: Conditional empirical measure, Dirichlet diffusion process, Wasserstein distance,
eigenvalues, eigenfunctions.
1 Introduction
LetM be a d-dimensional connected complete Riemannian manifold with a smooth boundary
∂M . Let V ∈ C2(M) such that µ(dx) = eV (x)dx is a probability measure on M , where dx is
∗Supported in part by NNSFC (11771326, 11831014, 11921001).
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the Riemannian volume measure. Let Xt be the diffusion process generated by L := ∆+∇V
with hitting time
τ := inf{t ≥ 0 : Xt ∈ ∂M}.
Denote by P the set of all probability measures on M , and let Eν be the expectation taken
for the diffusion process with initial distribution ν ∈ P. Consider the conditional empirical
measure
µνt := E
ν
(
1
t
∫ t
0
δXsds
∣∣∣∣t < τ
)
, t > 0, ν ∈ P.
Since τ = 0 when X0 ∈ ∂M , to ensure Pν(τ > t) > 0 we only consider
ν ∈ P0 :=
{
ν ∈ P : ν(M◦) > 0}, M◦ :=M \ ∂M.
Let {φm}m≥0 be the eigenbasis in L2(µ) of −L with the Dirichlet boundary such that
φ0 > 0 in M
◦, and let {λm}m≥0 be the associated eigenvalues listed in the increasing order
counting multiplicities. Then µ0 := φ
2
0µ is a probability measure on M . It is easy to see
from [5, Theorem 2.1] that for any probability measure ν supported on M◦, we have
lim
t→∞
‖µνt − µ0‖var = 0,
where ‖ · ‖var is the total variational norm.
In this paper, we investigate the convergence of µνt to µ0 under the Wasserstein distance
W2:
W2(µ1, µ2) := inf
pi∈C (µ1,µ2)
(∫
M×M
ρ(x, y)2pi(dx, dy)
) 1
2
, µ1, µ2 ∈ P,
where C (µ1, µ2) is the set of all probability measures on M ×M with marginal distributions
µ1 and µ2, and ρ(x, y) is the Riemannian distance between x and y, i.e. the length of the
shortest curve on M linking x and y.
Recently, the convergence rate under W2 has been characterized in [15] for the empirical
measures of the L-diffusion processes without boundary (i.e. ∂M = ∅) or with a reflecting
boundary. Since in the present setting the diffusion process is killed at time τ , it is reasonable
to consider the conditional empirical measure µνt given t < τ . This is a counterpart to
the quasi-ergodicity for the convergence of the conditional distribution µ˜t of Xt given t <
τ . Unlike in the case without boundary or with a reflecting boundary where both the
distribution and the empirical measure of Xt converge to the unique invariant probability
measure, in the present case the conditional distribution µ˜t of Xt given t < τ converges to
µ˜0 :=
φ0
µ(φ0)
µ rather than µ0 := φ
2
0µ, and this convergence is called the quasi-ergodicity in
the literature, see for instance [6] and references within.
Let ν(f) :=
∫
M
fdν for ν ∈ P and f ∈ L1(ν). The main result of this paper is the
following.
Theorem 1.1. For any ν ∈ P0,
lim
t→∞
{
t2W2(µ
ν
t , µ0)
2
}
= I :=
1
{µ(φ0)ν(φ0)}2
∞∑
m=1
{ν(φ0)µ(φm) + µ(φ0)ν(φm)}2
(λm − λ0)3 > 0.
2
If either d ≤ 5 or d ≥ 6 but ν = hµ with µ(hp) ∧ µ0(|hφ−10 |q) < ∞ for some p > 2dd+6 and
q > 2(d+2)
d+6
, then I <∞.
Remark 1.1. (1) Let Xt be the (reflecting) diffusion process generated by L on M where
∂M may be empty. We consider the mean empirical measure µˆνt := E(
1
t
∫ t
0
δXsds), where ν
is the initial distribution of Xt. Then
(1.1) lim
t→∞
{
t2W2(µˆ
ν
t , µ0)
2
}
=
∞∑
m=1
{ν(φm)}2
λ3m
<∞,
where {φm}m≥1 is the eigenbasis of −L in L2(µ) with the Neumann boundary condition
if ∂M exists, {λm}m≥1 are the corresponding non-trivial (Neumann) eigenvalues, and the
limit is zero if and only if ν = µ. This can be confirmed by the proof of Theorem 1.1 with
φ0 = 1, λ0 = 0 and µ(φm) = 0 for m ≥ 1. In this case, µ is the unique invariant probability
measure of Xt, so that µˆ
µ
t = µ for t ≥ 0 and hence the limit in (1.1) is zero for ν = µ.
However, in the Dirichlet diffusion case, the conditional distribution of (Xs)0≤s≤t given t < τ
is no longer stationary, so that even starting from the limit distribution µ0 we do not have
µµ0t = µ0 for t > 0. This leads to a non-zero limit in Theorem 1.1 even for ν = µ0.
(2) It is also interesting to investigate the convergence of Eν(W2(µt, µ0)
2|t < τ) for
µt :=
1
t
∫ t
0
δXsds, which is the counterpart to the study of [15] where the case without
boundary or with a reflecting boundary is considered. According to [15], the convergence rate
of Eν(W2(µt, µ0)
2|t < τ) will be at most t−1, which is slower than the rate t−2 forW2(µνt , µ0)2
as shown in Theorem 1.1. As the study of this convergence has essential difference from the
present one, we leave it to a forthcoming paper.
In Section 2, we first recall some well known facts on the Dirichlet semigroup, then
present an upper bound estimate on ‖∇(φmφ−10 )‖∞. The latter is non-trivial when ∂M is
non-convex, and should be interesting by itself. With these preparations, we prove upper
and lower bound estimates in Sections 3 and 4 respectively.
2 Some preparations
We first recall some well known facts on the Dirichlet semigroup, see for instances [4, 7, 8, 13].
Let {φm}m≥0 be the eigenbasis of the Dirichlet operator L in L2(µ), with Dirichlet eigenvalues
{λm}m≥0 of −L listed in the increasing order counting multiplicities. Then λ0 > 0 and
(2.1) ‖φm‖∞ ≤ α0
√
m, α−10 m
2
d ≤ λm − λ0 ≤ α0m 2d , m ≥ 1
holds for some constant α0 > 1. Let ρ∂ be the Riemannian distance function to the boundary
∂M . Then φ−10 ρ∂ is bounded such that
(2.2) ‖φ−10 ‖Lp(µ0) <∞, p ∈ [1, 3).
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The Dirichlet heat kernel has the representation
pDt (x, y) =
∞∑
m=0
e−λmtφm(x)φm(y), t > 0, x, y ∈ M.
Let Ex denote the expectation for the L-diffusion process starting at point x. Then Dirichlet
diffusion semigroup generated by L is given by
PDt f(x) := E
x[f(Xt)1{t<τ}] =
∫
M
pDt (x, y)f(y)µ(dy)
=
∞∑
m=0
e−λmtµ(φmf)φm(x), t > 0, f ∈ L2(µ).
(2.3)
There exists a constant c > 0 such that
(2.4) ‖PDt ‖Lp(µ)→Lq(µ) := sup
µ(|f |p)≤1
‖PDt ‖Lq(µ) ≤ ce−λ0t(1 ∧ t)−
d(q−p)
2pq , t > 0, q ≥ p ≥ 1.
Next, let L0 = L+2∇ log φ0. Then L0 is a self-adjoint operator in L2(µ0) with semigroup
P 0t := e
tL0 satisfying
(2.5) P 0t f = e
λ0tφ−10 P
D
t (fφ0), f ∈ L2(µ0), t ≥ 0.
So, {φ−10 φm}m≥0 is an eigenbasis of L0 in L2(µ0) with
(2.6) L0(φmφ
−1
0 ) = −(λm − λ0)φmφ−10 , P 0t (φmφ−10 ) = e−(λm−λ0)tφmφ−10 , m ≥ 0, t ≥ 0.
Consequently,
(2.7) P 0t f =
∞∑
m=0
µ0(fφmφ
−1
0 )e
−(λm−λ0)tφmφ
−1
0 , f ∈ L2(µ0),
and the heat kernel of P 0t with respect to µ0 is given by
(2.8) p0t (x, y) =
∞∑
m=0
(φmφ
−1
0 )(x)(φmφ
−1
0 )(y)e
−(λm−λ0)t, x, y ∈M, t > 0.
By the intrinsic ultracontractivity, see for instance [9], there exists a constant α1 ≥ 1 such
that
(2.9) ‖P 0t − µ0‖L1(µ0)→L∞(µ0) := sup
µ0(|f |)≤1
‖P 0t f − µ0(f)‖∞ ≤
α1e
−(λ1−λ0)t
(1 ∧ t) d+22
, t > 0.
Combining this with the semigroup property and the contraction of P 0t in L
p(µ) for any
p ≥ 1, we find a constant α2 ≥ 1 such that
(2.10) ‖P 0t − µ0‖Lp(µ0) := sup
µ0(|f |p)≤1
‖P 0t f − µ0(f)‖Lp(µ0) ≤ α2e−(λ1−λ0)t, t ≥ 0, p ≥ 1.
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By the interpolation theorem, (2.9) and (2.10) yield
(2.11) ‖P 0t − µ0‖Lp(µ0)→Lq(µ0) ≤ α3e−(λ1−λ0)t{1 ∧ t}−
(d+2)(q−p)
2pq , t > 0,∞ ≥ q > p ≥ 1.
Since µ0(φ
2
mφ
−2
0 ) = 1, (2.11) for p = 2 implies
‖φmφ−10 ‖∞ = e(λm−λ0)t‖P 0t (φmφ−10 )‖∞ ≤
ce(λm−λ0)t
(1 ∧ t) d+24
, t > 0.
Taking t = (λm − λ0)−1 and applying (2.1), we find a constant α2 > 0 such that
(2.12) ‖φmφ−10 ‖∞ ≤ α2m
d+2
2d , m ≥ 1.
In the remainder of this section, we investigate gradient estimates on P 0t and φmφ
−1
0 ,
which will be used in Section 4 for the study of the lower bound estimate on W2(µ
ν
t , µ0). To
this end, we need to estimate the Hessian tensor of log φ0.
Let N be the inward unit normal vector field of ∂M . We call M (or ∂M) convex if
(2.13) 〈∇uN, u〉 = Hessρ∂(u, u) ≤ 0, u ∈ T∂M,
where ρ∂ is the distance function to the boundary ∂M , and T∂M is the tangent bundle of
the (d− 2)-dimensional manifold ∂M . When d = 1, the boundary ∂M degenerates to a set
of two end points, such that ∂M = ∅ and the condition (2.13) trivially holds; that is, M is
convex for d = 1. Recall that M◦ :=M \ ∂M is the interior of M .
Lemma 2.1. If ∂M is convex, then there exists a constant K0 ≥ 0 such that
Hesslog φ0(u, u) ≤ K0|u|2, u ∈ TM◦.
Proof. Since M is compact with smooth boundary, there exists a constant r0 > 0 such that
ρ∂ is smooth on the set
∂0M := {x ∈M : ρ∂(x) ≤ r0}.
Since φ0 is smooth and satisfies φ0 ≥ cρ∂ for some constant c > 0, we have log(φ0ρ−1∂ ) ∈
C2b (∂0M). So, it suffices to find a constant c > 0 such that
(2.14) Hesslog ρ∂(u, u) ≤ c|u|2, u ∈ TM◦.
To this end, we fisrt estimate Hessρ∂ on the boundary ∂M . For any x ∈ ∂M and u ∈ TxM,
consider the orthogonal decomposition u = u1 + u2, where
u1 = 〈N, u〉N, u2 := u− u1 ∈ T∂M.
Since |∇ρ∂| = 1 on ∂0M , we have
(2.15) Hessρ∂ (X,N) = Hessρ∂(X,∇ρ∂) =
1
2
〈X,∇|∇ρ∂|2〉 = 0, X ∈ TxM.
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On the other hand, since u2 ∈ T∂M and ∇ρ∂ = N on ∂M , (2.13) implies
Hessρ∂(u2, u2) = 〈∇u2N, u2〉 ≤ 0.
Combining this with (2.15) we obtain
Hessρ∂(u, u) = 〈N, u〉2Hessρ∂(N,N) + 2〈N, u〉Hessρ∂(u2, N) + Hessρ∂(u2, u2) ≤ 0
for u ∈ ∪x∈∂MTxM . Since Hessρ∂ is smooth on the compact set ∂0M , this implies
Hessρ∂(u, u) ≤ c|u|2ρ∂(x), x ∈M,u ∈ TxM
for some constant c > 0. Then the desired estimate (2.14) follows from
Hesslog ρ∂ (u, u) = ρ
−1
∂ Hessρ∂ (u, u)− ρ−2∂ 〈∇ρ∂, u〉2 ≤ c|u|2, u ∈ TM◦.
By Lemma 2.1, when ∂M is convex, there exists a constant K ≥ 0 such that
(2.16) Ric− HessV+2 log φ0 ≥ −K.
Since the diffusion process generated by L0 := ∆+∇(V +2 logφ0) is non-explosive inM◦, by
(2.16) and Bakry-Emery’s semigroup calculus, (see for instance [3] or [13, Theorem 2.3.3]),
we have
(2.17) |∇P 0t g| ≤ eKtP 0t |∇g|, t ≥ 0, g ∈ C1b (M)
and for any p > 1, there exists a constant c(p) > 0 such that
|∇P 0t g|2 ≤
2K{(P 0t |g|p∧2)(P 0t |g|)(2−p)+ − (P 0t |g|)2}
(p ∧ 2)(p ∧ 2− 1)(1− e−2Kt)
≤ c(p)
1 ∧ t(P
0
t |g|p)
2
p , t > 0, g ∈ Bb(M).
(2.18)
When ∂M is non-convex, we take as in [12] a conformal change of metric to make it
convex under the new metric. More precisely, we have the following result.
Lemma 2.2. There exists a function 1 ≤ φ ∈ C∞b (M) such that ∂M is convex under the
metric 〈·, ·〉φ := φ−2〈·, ·〉. Moreover, there exists a smooth vector field Zφ on M such that
(2.19) L0 = φ
−2∆φ + Zφ + 2φ
−1∇φ log φ0,
where ∇φ and ∆φ are the gradient and Lapalce-Beltrami operators induced by 〈·, ·〉φ respec-
tively.
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Proof. let δ > 0 such that the second fundamental form of ∂M is bounded below by −δ.
Take 1 ≤ φ ∈ C∞b (M) such that φ = 1+ δρ∂ in a neighborhood of ∂M in which the distance
function ρ∂ to ∂M is smooth. By [14, Lemma 2.1](see also [12]), ∂M is convex under the
metric 〈·, ·〉φ := φ−2〈·, ·〉. Next, according to the proof of [14, Lemma 2.2], there exists a
smooth vector field Zφ on M such that (2.19) holds.
Let 1 ≤ φ ∈ C∞b (M) be in Lemma 2.2, and let P φt be the diffusion semigroup generated
by
Lφ := φL0 = φ
−1∆φ + φZφ + 2∇φ logφ0.
We have the following result.
Lemma 2.3. Let 1 ≤ φ ∈ C∞b (M) be in Lemma 2.2.
(1) For any p ∈ (1,∞], there exists a constant c > 0 such that
(2.20) |∇φP φt f |φ ≤
c(q)√
t
(P φt |f |q)
1
q , t > 0, f ∈ C1b (M).
Moreover, there exists a constant K > 0 such that
(2.21) |∇φP φt f |φ ≤ eKtP φt |∇φf |φ, t > 0, f ∈ C1b (M).
(2) There exists a constant c > 0 such that
(2.22) ‖P φt ‖Lp(µ0)→L∞(µ0) ≤ κ′(1 ∧ t)−
d+2
2p , t > 0, p ∈ [1,∞].
Proof. (1) Since ∂M is convex under the metric 〈·, ·〉φ, by Lemma 2.1, we find a constant
Kφ0 > 0 such that
(2.23) 2Hessφlog φ0(u, u) ≤ Kφ0 |u|2, u ∈ TM◦,
where Hessφ is the Hessian tensor induced by the metric 〈·, ·〉φ. Since the operator Aφ :=
φ−1∆φ+φZφ is a C
2-smooth strictly elliptic second order differential operator on the compact
manifold M , it has bounded below Bakry-Emery curvature; that is, there exists a constant
Kφ1 > 0 such that
Aφ|∇φf |2φ − 2〈∇φAφf,∇φf〉φ ≥ −Kφ1 |∇φf |2φ, f ∈ C∞(M), |u|2φ := 〈u, u〉φ.
Combining this with (2.23) we obtain
Lφ|∇φf |2φ − 2〈∇φLφf,∇φf〉φ ≥ −(Kφ0 +Kφ1 )|∇φf |2φ =: −Kφ|∇φf |2φ, f ∈ C∞(M◦),
which means that the Bakry-Emery curvature of Lφ is bounded below by −Kφ. By the same
reason leading to (2.17) and (2.18), this implies (2.20) and (2.21).
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(2) To estimate ‖P φt ‖Lp(µ0)→L∞(µ0), we make use of [10, Theorem 4.5(b)] or [11, Theorem
3.3.15(2)], which says that (2.9) implies the super Poincare´ inequality
µ0(f
2) ≤ rµ0(|∇f |2) + β(1 + r− d+22 )µ0(|f |)2, f ∈ C1b (M)
for some constant β > 0. Let µφ = φµ0
µ0(φ)
. By Lφ = φL0 we obtain
E
φ(f, g) := −
∫
M
fLφgdµφ = − 1
µ0(φ)
∫
M
fL0gdµ0 =
1
µ(φ)
µ0(〈∇f,∇g〉), f, g ∈ C2b (M).
Then the above super Poincare´ inequality implies
µφ(f 2) ≤ rE φ(f, f) + β ′(1 + r− d+22 )µφ(|f |)2, f ∈ C1b (M)
for some constant β ′ > 0. Using [10, Theorem 4.5(b)] or [11, Theorem 3.3.15(2)] again, this
implies
‖P φt ‖Lp(µφ)→L∞(µφ) ≤ κ(1 ∧ t)−
d+2
2p , t > 0, p ∈ [1,∞]
for some constant κ > 0. Noting that
‖φ‖−1∞ µ0 ≤ µφ ≤ ‖φ‖∞µ0,
we find a constant c > 0 such that (2.22) holds.
Lemma 2.4. For any p ∈ (1,∞], there exists a constant c > 0 such that for any f ∈ D(L0),
(2.24) ‖∇P 0t f‖∞ ≤ ce−λ0t
{
(1 ∧ t)− 12− d+22p ‖f‖Lp(µ0) + (1 ∧ t)
1
2
− d+2
2p ‖L0f‖Lp(µ0)
}
, t > 0.
Consequently, there exists a constant c > 0 such that
(2.25) ‖∇(φmφ−10 )‖∞ ≤ cm
d+4
2d , m ≥ 1.
Proof. (a) By the semigroup property and the Lp(µ0) contraction of P
0
t , for the proof of
(2.24) it suffices to consider t ∈ (0, 1]. Since 1 ≤ φ ∈ C∞b (M), we have D(L0) = D(Lφ) and
(2.26) P 0t f = P
φ
t f −
∫ t
0
P φs {(φ− 1)P 0t−sL0f}ds, t ≥ 0, f ∈ D(L0).
Next, by (2.20) and (2.22), we find constants c1, c2 > 0 such that
‖∇P φt f‖∞ = ‖∇P φt/2(P φt/2f)‖∞
≤ c1t− 12‖P φt/2f‖∞ ≤ c2t−
1
2
− d+2
2p ‖f‖Lp(µ0), t ∈ (0, 1].
(2.27)
Combining this with (2.11) and (2.20), we find constants c3, c4 > 0 such that
∫ t
0
‖∇P φs {(φ− 1)P 0t−sL0f}‖∞ds ≤ c3
∫ t
0
s−
1
2
∥∥{P φs |P 0t−sL0f |p} 1p∥∥∞ds
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≤ c3
∫ t
2
0
s−
1
2‖P 0t−sL0f‖∞ds+ c3
∫ t
t
2
s−
1
2
∥∥{P φs |P 0t−sL0f |p} 1p∥∥∞ds
≤ c3
∫ t
2
0
s−
1
2‖P 0t−s‖Lp(µ0)→L∞(µ0)‖L0f‖Lp(µ0)ds + c3
∫ t
t
2
s−
1
2‖P φs ‖Lp(µ0)→L∞(µ0)‖L0f‖Lp(µ0)
≤ c4t
1
2
− d+2
2p ‖L0f‖Lp(µ0).
Substituting this and (2.27) into (2.26), we prove (2.24).
(b) Applying (2.24) to p =∞, f = φmφ−10 , t = (λm − λ0)−1 and using (2.6), we obtain
e−1‖∇(φmφ−10 )‖∞ ≤ c1(λm − λ0)
1
2‖φmφ−10 ‖∞, m ≥ 1
for some constant c1 > 0. This together with (2.1) and (2.12) implies (2.25) for some constant
c > 0.
3 Upper bound estimate
According to [15, Lemma 2.3], we have
(3.1) W2(µ
ν
t , µ0)
2 ≤
∫
M
|∇L−10 (hνt − 1)|2
M (hνt , 1)
dµ,
where
hνt :=
dµνt
dµ0
, M (a, b) := 1{a∧b>0}
a− b
log a− log b .
So, to investigate the upper bound estimate, we first calculate hνt .
By (2.8), we have
(3.2) ψνs :=
∫
M
φ0(x)p
0
s(x, ·)ν(dx) = ν(φ0) +
∞∑
m=1
ν(φm)e
−(λm−λ0)sφmφ
−1
0 , s > 0.
Next, (2.5) and (2.8) imply
(3.3) ν(PDs f) = e
−λ0sν(φ0P
0
s (fφ
−1
0 )) = e
−λ0s
∫
M
ψνsφ
−1
0 fdµ0, f ∈ B+(M),
where B+(M) is the class of nonnegative measurable functions on M . Moreover, for any
t ≥ s > 0, by the Markov property, (2.3), (2.5) and (3.3), we obtain
∫
M
fdEν [δXs1{t<τ}] = E
ν
[
f(Xs)1{s<τ}(P
D
t−s1)(Xs)
]
= ν
(
PDs {fPDt−s1}
)
= e−λ0t
∫
M
(ψvsP
0
t−sφ
−1
0 )fdµ0, f ∈ B+(M).
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Then
dEν [δXs1{t<τ}]
dµ0
= e−λ0tψvsP
0
t−sφ
−1
0 .
Noting that (3.3) implies
E
ν [1{t<τ}] = ν(P
D
t 1) = e
−λ0tµ0(ψ
ν
t φ
−1
0 ) = e
−λ0tν(φ0P
0
t φ
−1
0 ),
we arrive at
hνt :=
dµνt
dµ0
=
1
tEν1{t<τ}
∫ t
0
dEν [δXs1{t<τ}]
dµ0
ds = 1 + ρνt ,
ρνt :=
1
tν(φ0P 0t φ
−1
0 )
∫ t
0
{
ψνsP
0
t−sφ
−1
0 − ν(φ0P 0t φ−10 )
}
ds.
(3.4)
By (2.11), ‖φ0‖∞ <∞ and ‖φ−10 ‖L2(µ0) = 1, we find a constant c > 0 such that
|ν(φ0P 0t φ−10 )− ν(φ0)µ(φ0)| ≤ ν(φ0)‖P 0t φ−10 − µ0(φ−10 )‖∞
≤ ce−(λ1−λ0)t, t ≥ 1, ν ∈ P0.
(3.5)
Due to the lack of simple representation of the product ψνsP
0
t−sφ
−1
0 in terms of the eigen-
basis {φmφ−10 }m≥0, it is inconvenient to estimate the upper bound in (3.1). To this end,
below we reduce this product to a linear combination of ψνs and P
0
t−sφ
−1
0 , for which the
spectral representation works. Write
ψνsP
0
t−sφ
−1
0 − ν(φ0P 0t φ−10 ) = I1(s) + I2(s),
I1(s) := {ψνs − ν(φ0)} · {P 0t−sφ−10 − µ(φ0)}+ ν(φ0{µ(φ0)− P 0t φ−10 }),
I2(s) := µ(φ0){ψνs − ν(φ0)}+ ν(φ0){P 0t−sφ−10 − µ(φ0)}.
(3.6)
By (2.7), (2.8) and (3.2), we have
P 0t−sφ
−1
0 − µ(φ0) =
∞∑
m=1
µ(φm)e
−(λm−λ0)(t−s)φmφ
−1
0 ,
ψνs − ν(φ0) =
∞∑
m=1
ν(φm)e
−(λm−λ0)sφmφ
−1
0 , t > s > 0.
(3.7)
Then
ρνt = ρ˜
ν
t +
1
tν(φ0P 0t φ
−1
0 )
∫ t
0
I1(s)ds− At,
ρ˜νt :=
1
tν(φ0P 0t φ
−1
0 )
∞∑
m=1
µ(φ0)ν(φm) + ν(φ0)µ(φm)
λm − λ0 φmφ
−1
0
At :=
1
tν(φ0P 0t φ
−1
0 )
∞∑
m=1
{µ(φ0)ν(φm) + ν(φ0)µ(φm)}e−(λm−λ0)t
λm − λ0 φmφ
−1
0 .
(3.8)
Since ρνt ∈ L1(µ0), the following lemma implies ρ˜νt ∈ L1(µ0) for t > 0.
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Lemma 3.1. There exists a constant c > 0 such that
(3.9) µ0(|ρνt − ρ˜νt |) ≤ c‖h‖L2(µ)e−(λ1−λ0)t, t > 0, ν = hµ ∈ P0.
Proof. By (2.1) and (2.12), for any t0 > 0 we find a constant c0 > 0 such that
(3.10)
∞∑
m=1
‖φm‖∞e−(λm−λ0)t ≤ c0e−(λ1−λ0)t, t ≥ t0.
Combining this with (3.8) and (3.5), and noting that ‖hφ−10 ‖L2(µ0) = ‖h‖L2(µ), it suffices to
find a constant c1 > 0 such that
(3.11) B :=
1
t
∫ t
0
∥∥{ψνs −ν(φ0)}·{P 0t−sφ−10 −µ(φ0)}∥∥L1(µ0)ds ≤ c1‖h‖L2(µ)e−(λ1−λ0)t, t ≥ t0.
Since ‖φ−10 ‖L2(µ0) = 1 and ψνs = P s0 (hφ−10 ) for ν = hµ, by (2.10), we find a constant c1 > 0
such that
B ≤ 1
t
∫ t
0
‖P 0t−sφ−10 − µ0(φ−10 )‖L2(µ0)‖P 0s (hφ−10 )− µ0(hφ−10 )‖L2(µ0)ds
≤ 1
t
∫ t
0
‖P 0t−s − µ0‖L2(µ0)‖P 0s − µ0‖L2(µ0)‖h‖L2(µ)ds
≤ c1‖h‖L2(µ)e−(λ1−λ0)t, t > 0.
Lemma 3.2. For any α > 0, there exist constants c0, t0 > 0 such that
(3.12) ρ˜νt ≥ −
c0
ν(φ0)t
, t ≥ t0, ν ∈ P0, ν ∈ P0.
Consequently, if ν = hµ with h ∈ L2(µ), then µ˜νt := (1 + ρ˜νt )µ0 is a probability measure for
t > t0(1 + c0).
Proof. By Lemma 3.1, if ν = hµ with h ∈ L2(µ), we have ρ˜νt ∈ L1(µ0) for t > 0, and it
is easy to see that µ0(ρ˜
ν
t ) = 0. Since (3.12) implies 1 + ρ˜
ν
t > 0 for t > t0(1 + c0), µ˜
ν
t is a
probability measure. It remains to prove (3.12).
By (3.5) and (3.8), it suffices to find a constant c1 > 0 such that
(3.13) g :=
∞∑
m=1
µ(φ0)ν(φm) + ν(φ0)µ(φm)
λm − λ0 φmφ
−1
0 ≥ −c1.
By (2.1) and (2.12), we have
(3.14) ‖P 01 g‖∞ ≤ c2 :=
∞∑
m=1
2‖φ0‖∞‖φm‖∞‖φmφ−10 ‖∞
(λm − λ0)eλm−λ0 <∞.
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Next, by (3.7) and the same formula for µ = ν, we obtain
(3.15) P 0s g = (−L0)−1
{
µ(φ0)(ψ
ν
s − ν(φ0)) + ν(φ0)(ψµs − µ(φ0))
}
= (−L0)−1gs, s > 0,
where by φ0, ψ
ν
s , ψ
µ
s ≥ 0,
gs := µ(φ0)(ψ
ν
s − ν(φ0)) + ν(φ0)(ψµs − µ(φ0)) ≥ −2µ(φ0)ν(φ0) ≥ −2ν(φ0), s > 0.
This together with (3.15) yields
−L0P 0s g ≥ −2ν(φ0), s > 0.
Therefore, it follows from (3.14) that
g = P 01 g −
∫ 1
0
L0P
0
r gdr ≥ −c2 − 2ν(φ0) ≥ −c2 − 2‖φ0‖∞.
So, (3.13) holds for c1 = c2 + 2‖φ0‖∞.
Lemma 3.3. There exist constants c, t0 > 0 such that for any t ≥ t0, and any ν ∈ P0 with
ν = hµ such that h ∈ L2(µ), we have µ˜νt ∈ P0 and
(3.16) t2W2(µ˜
ν
t , µ0)
2 ≤ 1 + ct
−1
{µ(φ0)ν(φ0)}2
∞∑
m=1
{ν(φ0)µ0(φm) + µ(φ0)ν(φm)}2
(λm − λ0)3 .
Proof. By Lemma 3.2, there exist constants c, t0 > 0 such that µ˜
ν
t ∈ P0 for t ≥ t0, and
M (1 + ρ˜νt , 1) ≥ 1 ∧ (1 + ρ˜νt ) ≥
1
1 + ct−1
, t ≥ t0.
So, [15, Lemma 2.3] implies
W2(µ˜
ν
t , µ0)
2 ≤
∫
M
|∇L−10 ρ˜νt |2
M (1 + ρ˜νt , 1)
dµ0 ≤ (1 + ct−1)µ0(|∇L−10 ρ˜νt |2), t ≥ t0.(3.17)
Next, (2.6) and (3.8) yield
t2µ0(|∇L−10 ρ˜νt |2) =
1
{ν(φ0P 0t φ−10 )}2
∞∑
m=1
{µ(φ0)ν(φm) + ν(φ0)µ(φm)}2
(λm − λ0)3 .
Combining this with (3.5) and (3.17), we finish the proof.
We are now ready to prove the following result.
Proposition 3.4. For any ν ∈ P0,
(3.18) lim sup
t→∞
{
t2W2(µ
ν
t , µ0)
2
} ≤ I.
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Proof. (1) We first consider ν = hµ with h ∈ L2(µ). Let D be the diameter of M . By
Lemma 3.1, there exist constants c1, t0 > 0 such that µ˜
ν
t is probability measure for t ≥ t0
and
(3.19) W2(µ
ν
t , µ˜
ν
t )
2 ≤ D2‖µνt − µ˜νt ‖var = D2µ0(|ρνt − ρ˜νt |) ≤ c1‖h‖L2(µ)e−(λ1−λ0)t, t ≥ t0.
Combining this with Lemma 3.3 and the triangle inequality of W2, we obtain
(3.20) t2W2(µ
ν
t , µ0)
2 ≤ (1 + δ−1)c1t2e−(λ1−λ0)t‖h‖L2(µ) + (1 + δ)(1 + ct−1)I, δ > 0.
(2) In general, we may go back to the first situation by shifting a small time ε > 0.
More precisely, by the Markov property, (2.3), (2.5) and (3.2), for any f ∈ Bb(M) and
t ≥ s ≥ ε > 0, we have
E
ν [f(Xs)1{t<τ}] = E
ν
[
1{ε<τ}E
Xε(f(Xs−ε)1{t−ε<τ})
]
=
∫
M
pDε (x, y)E
y[f(Xs−ε)1{t−ε<τ}]ν(dx)µ(dy)
= e−λ0ε
∫
M
(ψνεφ0)(y)E
y[f(Xs−ε)1{t−ε<τ}]ν(dx)µ(dy).
With f = 1 this implies
P
ν(t < τ) = e−λ0ε
∫
M
(ψνεφ0)(y)P
y(t− ε < τ)µ(dy)µ(dy).
So, letting
νε =
ψνεφ0
µ(ψνεφ0)
=: hεµ,
we arrive at
E
ν [f(Xs)|t < τ ] = E
ν [f(Xs)1{t<τ}]
Pν(t < τ)
=
E
νε [f(Xs−ε)1{t−ε<τ}]
Pνε(t− ε < τ) = E
νε [f(Xs−ε)|t− ε < τ ].
Therefore,
(3.21) µνt,ε :=
1
t− ε
∫ t
ε
E
ν(δXs |t < τ)ds = µνεt−ε, t > ε.
Since
µ(ψνεφ0) =
∫
M
p0ε(x, y)φ0(x)φ0(y)ν(dx)µ(dy) = ν(φ0P
0
ε φ
−1
0 ) ≥ ν(φ0)‖φ0‖−1∞ =: α > 0,
by (2.9) we find a constant c2 > 0 such that
(3.22) ‖hεφ−10 ‖L2(µ0) ≤ α−1‖ψνε‖L2(µ0) ≤ α−1‖φ0‖∞‖p0ε‖L∞(µ0) ≤ c2ε−
d+2
2 , ε ∈ (0, 1).
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Then (3.20) and (3.21) yield
t2W2(µ
ν
t,ε, µ0)
2
≤ (1 + δ−1)c1c2α−1t2e−(λ1−λ0)tε− d+22 + (1 + δ)(1 + ct−1)Iε, δ > 0, ε ∈ (0, 1),
(3.23)
where
Iε :=
1
{µ(φ0)νε(φ0)}2
∞∑
m=1
{νε(φ0)µ(φm) + µ(φ0)νε(φm)}2
(λm − λ0)3 .
By (2.5), (2.6) and (3.2), we have
µ(ψνεφ0) = ν(φ0P
−1
ε φ
−1
0 ) = e
λ0εν(PDε 1),
µ(ψνφ0) = ν(φ0P
0
ε (φmφ
−1
0 )) = e
−(λm−λ0)εν(φm),
so that
νε(φm) =
e−λmεν(φm)
ν(PDε 1)
, m ≥ 0.
Thus, limε→0 νε(φ0) = ν(φ0) and there exists a constant C > 1 such that
(3.24) C−1e−λmε|ν(φm)| ≤ |νε(φm)| ≤ C|ν(φm)|, m ≥ 1, ε ∈ (0, 1).
Therefore, if I <∞, by this and
(3.25)
∞∑
m=1
µ(φm)
2 ≤ µ(1) = 1,
we may apply the dominated convergence theorem to derive limε→0 Iε = I. On the other
hand, if I =∞, which is equivalent to
∞∑
m=1
ν(φm)
2
(λm − λ0)3 =∞,
then by (3.24) and the monotone convergence theorem we get
lim inf
ε→0
∞∑
m=1
νε(φm)
2
(λm − λ0)3 ≥ C
−2 lim inf
ε→0
∞∑
m=1
e−2λmεν(φm)
2
(λm − λ0)3 =∞,
which together with (3.25) and νε(φ0)→ ν(φ0) implies
lim inf
ε→0
Iε =
1
{µ(φ0)ν(φ0)}2 lim infε→0
∞∑
m=1
{νε(φ0)µ(φm) + µ(φ0)νε(φm)}2
(λm − λ0)3
≥ 1{µ(φ0)ν(φ0)}2 lim infε→0
1
2
{µ(φ0)νε(φm)}2 − ‖φ0‖2∞µ(φm)2
(λm − λ0)3 =∞.
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In conclusion, we have
(3.26) lim
ε→0
Iε = I.
This together with (3.23) for ε = t−2 gives
(3.27) lim sup
t→∞
{
t2W2(µ
ν
t,t−2 , µ0)
2
} ≤ I.
On the other hand, it is easy to see that
‖µνt,ε − µνt ‖var ≤
2ε
t
, 0 < ε < t,
so that
(3.28) W2(µ
ν
t , µ
ν
t,t−2)
2 ≤ D2‖µνt,t−2 − µνt ‖var ≤ 2D2t−3, t > 1.
Combining this with (3.27), we prove (3.18).
4 Lower bound estimate and the finiteness of the limit
We will follow the idea of [1, 15], for which we need to modify µ˜νt as follows. For any β > 0,
consider
µ˜νt,β := (1 + ρ˜
ν
t,β)µ0, ρ˜
ν
t,β := P
0
t−β ρ˜
ν
t , t > 0.
According to Lemma 3.2, there exists t0 > 0 such that
(4.1) h˜νt := 1 + ρ˜
ν
t ≥
1
2
, h˜νt,β := 1 + ρ˜
ν
t,β ≥
1
2
, β > 0, t ≥ t0.
Consequently, µ˜νt,β and µ˜
ν
t are probability measures for any β > 0, t ≥ t0.
Lemma 4.1. For any β > 0, there exists a constant c > 0 such that ft,β := L
−1
0 ρ˜
ν
t,β satisfies
‖ft,β‖∞ + ‖L0ft,β‖∞ + ‖∇ft,β‖∞ ≤ ct
5βd
4
−1, t ≥ 1.
Proof. By (2.6) and (3.8), we have
ft,β = −
∞∑
m=1
{µ(φ0)ν(φm) + ν(φ0)µ(φm)}e−(λm−λ0)t−β
t(λm − λ0)2ν(φ0P 0t φ−10 )
(
φmφ
−1
0
)
,
L0ft,β =
∞∑
m=1
{µ(φ0)ν(φm) + ν(φ0)µ(φm)}e−(λm−λ0)t−β
t(λm − λ0)ν(φ0P 0t φ−10 )
(
φmφ
−1
0
)
.
Combining these with (2.1), (2.12), (3.5), and
|µ(φ0)ν(φm) + ν(φ0)µ(φm)| ≤ ‖φ0‖∞ + ‖φm‖∞ ≤ c0m, m ≥ 1
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for some constant c0 > 0, we find constants c1, c2, c3, c4, c5 > 0 such that
t{‖ft,β‖∞ + ‖L0ft,β‖∞} ≤ c1
∞∑
m=1
e−(λm−λ0)t
−β
m
3d+2
2d
λm − λ0
≤ c2
∞∑
m=1
e−c3m
2
d t−βm
3d−2
2d ≤ c4
∫ ∞
0
e−c3s
2
d t−βs
3d−2
2d ds ≤ c5t
β(5d−2)
4 , t ≥ 1.
Similarly, by (2.25) we find constants c′1, c
′
2, c
′
3 > 0 such that
t‖∇ft,β‖∞ ≤ c′1
∞∑
m=1
e−(λm−λ0)t
−β
m
3d+4
2d
(λm − λ0)2
≤ c′2
∞∑
m=1
e−c3m
2
d t−βm
3d−4
2d ≤ c′3t
β(5d−4)
4 , t ≥ 1.
Then the proof is finished.
Lemma 4.2. For any β ∈ (0, 1
20d
], there exits a constant c > 0 such that
t2W2(µ˜
ν
t,β, µ0)
2 ≥ 1− ct
−1
{µ(φ0)ν(φ0)}2
∞∑
m=1
{µ(hφ0)µ0(φm) + µ(φ0)ν(φm)}2
(λm − λ0)3 − ct
− 1
4 .
Proof. To estimate W2(µ˜
ν
t,β, µ0) from below by using the argument in [1, 15], we take
ϕεθ := −ε logP 0εθ
2
e−ε
−1ft,β , θ ∈ [0, 1], ε > 0.
We have ϕε0 = ft,β , ‖ϕεθ‖∞ ≤ ‖ft,β‖∞, and by [15, Lemma 2.9], there exists a constant c1 > 0
such that for any ε ∈ (0, 1),
ϕε1(y)− ϕε0(x) ≤
1
2
{
ρ(x, y)2 + ε‖(L0ft,β)+‖∞ + c1
√
ε‖∇ft,β‖2∞
}
, x, y ∈M,∫
M
(ϕε0 − ϕε1)dµ0 ≤
1
2
∫
M
|∇ft,β|2dµ0 + cε−1‖∇ft,β‖4∞.
Therefore, by the Kantorovich dual formula, φε0 = ft,β and the integration by parts formula∫
M
ft,β ρ˜
ν
t,βdµ0 =
∫
M
ft,βL0ft,βdµ0 = −
∫
M
|∇ft,β|2dµ0,
we find a constant c > 0 such that
c
(
ε‖L0ft,β‖∞ + ε 12‖∇ft,β‖2∞
)
+
1
2
W2(µ˜
ν
t,β, µ0)
2 ≥
∫
M
ϕε1dµ0 −
∫
M
ϕε0dµ˜
ν
t,β
=
∫
M
(ϕε1 − ϕε0)dµ0 −
∫
M
ft,βρ˜
ν
t,βdµ0 =
∫
M
(ϕε1 − ϕε0)dµ0 −
∫
M
ft,βL0ft,βdµ0
≥ 1
2
∫
M
|∇ft,β|2dµ0 − cε−1‖∇ft,β‖4∞.
(4.2)
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Taking ε = t−
3
2 and applying Lemma 4.1, when β ≤ 1
20d
we find a constant c′ > 0 such that
(4.3) t2W2(µ˜
ν
t,β, µ0)
2 ≥ t2µ0(|∇ft,β|2)− c′t− 14 , t ≥ t0.
Combining this with (3.5) and (4.3), we complete the proof.
Lemma 4.3. There exist constants c, t0 > 0 such that for any ν = hµ ∈ P0 with h ∈ L2(µ),
µ˜νt,β, µ˜
ν
t ∈ P0 for t ≥ t0 and
tW2(µ˜
ν
t,β, µ˜
ν
t ) ≤ c‖h‖L2(µ)t−β , t ≥ t0.
Proof. µ˜νt,β, µ˜
ν
t ∈ P0 for large t is implied by Lemma 3.2. Next, by (4.1), we have
M (h˜νt , h˜
ν
t,β) ≥
1
2
,
so that [15, Lemma 2.3] implies
(4.4) W2(µ˜
ν
t,β, µ˜
ν
t )
2 ≤
∫
M
|∇L−10 (h˜νt − h˜νt,β)|2
M (h˜νt , h˜
ν
t,β)
dµ0 ≤ 2µ0(|∇L−10 (ρ˜νt − ρ˜νt,β)|2).
To estimate the upper bound in this inequality, we first observe that by (3.7) and (3.8),
when ν = hµ we have
L−10 (ρ˜
ν
t,β − ρ˜νt ) = L−10 (P 0t−β ρ˜νt − ρ˜νt ) =
∫ t−β
0
P 0r ρ˜
ν
t dr
=
1
tν(φ0P 0t φ
−1
0 )
∫ t−β
0
(−L0)−1(P 0r − µ0)g dr,
(4.5)
where
g := µ(φ0)hφ
−1
0 + ν(φ0)φ
−1
0 .
Since ‖h‖L2(µ) ≥ µ(h) = 1,
(4.6) ‖g‖L2(µ0) ≤ ‖φ0‖∞(1 + ‖h‖L2(µ)) ≤ 2‖φ0‖∞‖h‖L2(µ).
By (2.10), (4.6) and the fact that (−L0)− 12 = c
∫∞
0
P 0s2ds for some constant c > 0, we find a
constants c1, c2 > 0 such that
∥∥∇L−10 (P 0r − µ0)g‖L2(µ0) = ∥∥L− 120 (P 0r − µ0)g‖L2(µ0) ≤
∫ ∞
0
‖(P 0r+s2 − µ0)g‖L2(µ0)ds
≤ c1‖h‖L2(µ)
∫ ∞
1
e−(λ1−λ0)(s
2+r)ds ≤ c2‖h‖L2(µ), r ∈ [0, 1].
Therefore, by (3.5) and (4.5), we find constants c > 0 such that
‖∇L−10 (ρ˜νt,β − ρ˜νt )‖L2(µ0) ≤
c′
t
∫ t−β
0
∥∥∇L−10 (P 0r − µ0)g‖L2(µ0)dr ≤ ct−(1+β)‖h‖L2(µ), t ≥ t0.
Combining this with (4.4) we finish the proof.
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We are now ready to prove the following result.
Proposition 4.4. For any ν ∈ P0,
(4.7) lim inf
t→∞
{
t2W2(µ
ν
t , µ0)
2
} ≥ I > 0,
and I < ∞ provided either d ≤ 5, or d ≥ 6 but ν = hµ with µ(hp) ∧ µ0(|hφ−10 |q) < ∞ for
some p > 2d
d+6
and q > 2(d+2)
d+6
.
Proof. Let β ∈ (0, 1
20d
]. By (3.19), Lemma 4.2 and Lemma 4.3, there exist constants c, t0 > 0
such that for ν = hµ ∈ P0 and t ≥ t0,
tW2(µ
ν
t , µ˜
ν
t ) ≤ c‖h‖L2(µ)t−βt,
tW2(µ˜
ν
t,β, µ0) ≥
({(1− ct−1)I − ct− 14 )+} 12 ,
tW2(µ
ν
t , µ˜
ν
t ) ≤ cte−(λ1−λ0)t/2‖h‖
1
2
L2(µ).
Then
(4.8) tW2(µ
ν
t , µ0) ≥
({(1−ct−1)I−ct− 14 )+} 12−c‖h‖L2(µ)t−βt−cte−(λ1−λ0)t/2‖h‖ 12L2(µ), t ≥ t0.
In general, let µνt,ε = µ
νε
t−ε be in the proof of Proposition 3.4. Applying (4.8) to µ
ν
t,t−2 replacing
µνy and using (3.22), (3.26), we obtain
lim inf
t→∞
{
tW2(µ
ν
t,t−2, µ0)
} ≥ √I,
which together with (3.28) proves (4.7).
It remains to prove I > 0 and I < ∞ the under given conditions, where due to (3.25),
I <∞ is equivalent to
I ′ :=
∞∑
m=1
ν(φm)
2
(λm − λ0)3 <∞.(4.9)
Below we first prove I > 0 then shown I ′ <∞ under the given conditions.
(a) I > 0. If this is not true, then
µ(hφ0)µ(φm) = −µ(φ0)µ(hφm), m ≥ 1.
Combining this with the representation in L2(µ)
f =
∞∑
m=0
µ(fφm)φm, f ∈ L2(µ),
where the equation holds point-wisely if f ∈ Cb(M) by the continuity, we obtain
µ(φ0)ν(f) =
∞∑
m=0
µ(fφm)µ(φ0)ν(φm) = 2µ(fφ0)ν(φ0)µ(φ0)−
∞∑
m=0
µ(fφm)µ(φm)ν(φ0)
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= 2µ(fφ0)ν(φ0)µ(φ0)− ν(φ0)µ(f), f ∈ Cb(M).
Consequently,
0 ≤ µ(φ0)dν
dµ
= 2φ0ν(φ0)µ(φ0)− ν(φ0),
which is however impossible since the upper bound is negative in a neighborhood of ∂M ,
because ν(M◦) > 0 implies ν(φ0) > 0 for φ0 > 0 inM
◦, and φ0 is continuous with φ0|∂M = 0.
Therefore, we must have I > 0.
(b) I ′ < ∞ for d ≤ 5. By (2.6), (3.2), and (−L0)− 12 = c
∫∞
0
P 0s2ds for some constant
c > 0, we obtain
√
I ′ =
∥∥∥∥
∫ ∞
0
(−L0)− 12
{
ψνr − ν(φ0)
}
dr
∥∥∥∥
L2(µ0)
≤ c
∫ ∞
0
dr
∫ ∞
0
‖(P 0s2+r/2 − µ0)ψνr/2‖L2(µ0)ds.
(4.10)
Noting that (3.2) and (2.8) imply ‖ψνr/2‖L1(µ0) = ν(φ0) <∞ and
µ(ψνr/2φ0) = e
λ0r/2
∫
M×M
pDr/2(x, y)ν(dx)µ(dy) ≤ eλ0r/2,
by (2.4) and (2.5), we find a constant c1 > 0 such that
‖(P 0s2+r/2 − µ0)ψνr/2‖L2(µ0) ≤ ‖ψνr/2‖L1(µ0) + e(s
2+r)λ0‖PDs2+r/2‖L1(µ)→L2(µ)
≤ c1(s2 + r)− d4 ≤ c1(s2 + r)− 54 , s2 + r/2 ≤ 1, d ≤ 5,
and due to (2.11)
‖(P 0s2+r/2 − µ0)ψνr/2‖L2(µ0) ≤ ‖P 0s2+r/2 − µ0‖L1(µ0)→L2(µ0)‖ψνr/2‖L1(µ0)
≤ c2e−(λ1−λ2)(s2+r/2), s2 + r ≥ 1
holds for some constant c2 > 0. Combining these with (4.10), we prove I
′ <∞.
(c) I ′ <∞ for d ≥ 6 and ν = hµ with h ∈ Lp(µ) for some p > 2d
d+6
. Since {φmφ−10 }m≥0 is
an orthonormal basis of L2(µ0) and µ0(hφ
−1
0 − µ(hφ0)) = 0, we have
hφ−10 − µ(hφ0) =
∞∑
m=1
µ0
({hφ−10 − µ(hφ0)}φmφ−10 )φmφ−10 ,
so that (2.6) and µ0(φmφ
−1
0 ) = 0 for m ≥ 1 yield
(−L0)− 32 (hφ−10 − µ(hφ0)) =
∞∑
m=1
µ0
({hφ−10 − µ(hφ0)}φmφ−10 )
(λm − λ0) 32
φmφ
−1
0
=
∞∑
m=1
µ(hφm)
(λm − λ0) 32
φmφ
−1
0 .
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Thus,
(4.11) I ′ =
∥∥(−L0)− 32 (hφ−10 − µ(hφ0))∥∥2L2(µ0).
Noting that µ0((hφ
−1
0 − µ(hφ0)) = 0 and (−L0)−
3
2 = c
∫∞
0
P 0
t
2
3
dt for some constant c > 0,
combining this with (2.4), (2.5), (2.11), ‖hφ−10 ‖L1(µ0) < ∞, and ‖h‖Lp(µ0) < ∞ for some
p ∈ (2(d+2)
d+8
, 2) as we have assumed, we find constants c1, c2 > 0 such that
‖(−L0)− 32 (hφ−10 − µ(hφ0))‖L2(µ0) ≤
∫ ∞
0
‖(P 0
t
2
3
− µ0){hφ−10 }‖L2(µ0)dt
≤ ‖hφ−10 ‖L1(µ0)
∫ ∞
1
‖P 0
t
2
3
− µ0‖L1(µ0)→L2(µ0)dt+
∫ 1
0
eλ0t
3
2 ‖φ−10 PDt 32 {h− ν(φ0)φ0}‖L2(µ0)dt
= ‖hφ−10 ‖L1(µ0)
∫ ∞
1
‖P 0
t
2
3
− µ0‖L1(µ0)→L2(µ0)dt +
∫ 1
0
eλ0t
3
2 ‖PD
t
3
2
{h− ν(φ0)φ0}‖L2(µ)dt
≤ c1
∫ ∞
1
e−(λ1−λ0)tdt+ c1
∫ 1
0
‖PD
t
3
2
‖Lp(µ)→L2(µ)dt ≤ c1
λ1 − λ0 + c2
∫ 1
0
t−
d(2−p)
6p dt <∞,
since p > 2d
d+6
implies d(2−p)
6p
< 1. Combining this with (4.11) we prove (4.9).
(d) I ′ < ∞ for d ≥ 6 and ν = hµ with hφ−10 ∈ Lq(µ0) for some q > 2(d+2)d+8 . By (2.11) we
find constants c1, c2 > 0 such that
‖(−L0)− 32 (hφ−10 − µ(hφ0))‖L2(µ0) ≤
∫ ∞
0
‖(P 0
t
2
3
− µ0){hφ−10 }‖L2(µ0)dt
≤
∫ ∞
0
‖P 0
t
2
3
− µ0‖Lq(µ0)→L2(µ0)‖hφ−10 ‖Lq(µ0)dt
≤ c1
∫ ∞
0
{1 ∧ t}− (d+2)(2−q)6q e−(λ1−λ0)t
2
3 dt <∞
since q > 2(d+2)
d+8
implies (d+2)(2−q)
6q
< 1.
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