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Abstract—In the tile-based 360-degree video streaming, pre-
dicting user’s future viewpoints and developing adaptive bitrate
(ABR) algorithms are essential for optimizing user’s quality
of experience (QoE). Traditional single-user based viewpoint
prediction methods fail to achieve good performance in long-term
prediction, and the recently proposed reinforcement learning
(RL) based ABR schemes applied in traditional video streaming
can not be directly applied in the tile-based 360-degree video
streaming due to the exponential action space. Therefore, we
propose a sequential reinforced 360-degree video streaming
scheme with cross-user attentive network. Firstly, considering
different users may have the similar viewing preference on the
same video, we propose a cross-user attentive network (CUAN),
boosting the performance of long-term viewpoint prediction by
selectively utilizing cross-user information. Secondly, we propose
a sequential RL-based (360SRL) ABR approach, transforming
action space size of each decision step from exponential to linear
via introducing a sequential decision structure. We evaluate the
proposed CUAN and 360SRL using trace-driven experiments
and experimental results demonstrate that CUAN and 360SRL
outperform existing viewpoint prediction and ABR approaches
with a noticeable margin.
Index Terms—viewpoint prediction, cross-user, sequential de-
cision structure
I. INTRODUCTION
AFTER years of development, Virtual Reality (VR) hasreached a new level of technological maturity, and has
been increasingly penetrating diverse application areas includ-
ing entertainment, retail, real-estate, education, healthcare, etc.
360-degree video or panoramic video is a key component
of these emerging VR applications. Particularly, 360-degree
video allows a user to freely navigate through the captured
video scene in a panoramic manner by changing his/her
desired viewpoints, offering immersive experience thus signifi-
cantly enhances presence to users. However, the huge data size
of 360-degree video is imposing unprecedented challenges in
both storage and transmission. For instance, a premium quality
360-degree video with 120 frames-per-second and 24K reso-
lution can easily consume a bandwidth of multiple Gigabits-
per-second (Gbps) [1]. Also, for smooth rendering, the 360-
degree video has to be streamed consistently and reliably at a
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Fig. 1. Framework of tile-based 360-degree video streaming.
high rate [1]. Thus, it is critically significant and imperative to
develop effective and efficient methods for 360-degree video
transmission. In fact, in 360-degree video, at any given time
a user can only watch a portion of the video scene within
a field of vision (FoV) centered at a certain direction and
with limited horizontal and vertical spans. However, the video
service providers, including Youtube [2], currently deploy 360-
degree video streaming in a straightforward manner that the
entire high-quality 360-degree videos are delivered to users.
This inevitably leads to a waste of bandwidth.
To reduce the transmission bandwidth, many viewpoint-
aware panoramic video streaming schemes are proposed based
on dynamic adaptive streaming over HTTP (DASH) [3], such
as asymmetric panoramic streaming [4], [5], multi-tier based
methods [6], [7], and tile-based panoramic streaming frame-
work [8]–[13]. Among them, tile-based panoramic streaming
becomes the prevalent approach to transmit 360-degree videos
on the internet due to its higher efficiency in storage and trans-
mission. In tile-based streaming, as illustrated in Fig. 1, at the
server the 360-degree video is spatially split into several tiles
that are independently encoded at various quality levels, while
the client conducts viewpoint prediction and rate adaptation to
prefetch video segments from the server. However, it is still
technically challenging for such a framework to provide users
with high quality of experience (QoE) due to the fluctuated
network condition and users’ irregular head movement.
Therefore, to deal with the above issues, in this paper
we focus on two related research problems, i.e., intelligent
viewpoint prediction and reinforcement learning based rate
adaptation.
For the first research problem, the existing schemes can be
mainly categorized into three categories: 1) Single-user based
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algorithms [5], [8], [9], [14], 2) Content-based algorithms
[15], [16], and 3) Cross-user based algorithms [10], [12].
These schemes, however, suffer from some key limitations:
1) Single-user based algorithms exploit linear regression (LR)
model to forecast user’s future viewpoints based on user’s
historical viewpoints, which fails to perform well in long-
term prediction due to ignoring the nonlinear characteristics
of user’s head movement; 2) Content-based approaches utilize
motion and saliency maps of 360-degree videos to improve the
performance of viewpoint prediction, since user’s viewpoints
are largely related to the video content. However, it is time-
consuming to extract the motion and saliency maps from
high-definition 360-degree videos. Moreover, the obtained the
motion and saliency map are not reliable enough [12]. 3) The
competitive cross-user based algorithm, KNN [10], amends the
long-term prediction bias by means of exploiting K nearest
viewpoints of other users around the predicted result by the
LR model. However, the LR model is easily biased, which
inevitably impairs the performance of KNN.
In order to boost the performance of KNN, we aim to
design a better viewpoint prediction scheme. Considering users
with similar viewing pattern may have similar preference on
the future video frames, we propose a cross-user attentive
network called CUAN to predict user’s future viewing tra-
jectory. Specifically, we firstly encode user’s and cross-user
historical viewpoints into hidden vectors via a shared recurrent
neural network (RNN), and then conduct viewpoint prediction
based on the cross-user information extracted by an attention
mechanism.
For the second research problem, the existing methods
can be divided into two branches: 1) Combinatorial opti-
mization based schemes [8], [9], [12] and 2) Reinforcement
learning (RL) based schemes [17], [18]. However, there are
also several key limitations with these schemes: 1) Com-
binatorial optimization based methods heavily rely on the
accurate estimation of bandwidth budget, e.g., overestimating
the bandwidth budget will endanger the playback or even result
in rebuffering. Moreover, these methods typically do not take
the cascading effect of birtate decision into consideration; 2)
Reinforcement learning (RL) based approaches have shown
its promising potential in tackling with fluctuated network
condition and various QoE objectives. However, these schemes
can not be directly applied in tile-based 360-degree video
streaming owing to the exponential action space (e.g., given N
tiles and each tile has M bitrate level, the dimension of action
space is MN ).
Therefore, we propose a sequential RL-based method, called
360SRL. Specifically, we introduce a sequential decision struc-
ture, i.e., selecting bitrate for each tile in sequence instead
of determining the bitrate of all tiles in one step, which
transforms the action space size of each decision step from
exponential to linear. Then, 360SRL learns to make ABR
decisions solely through thousands of interactions with the de-
ployment environment, instead of relying on pre-programmed
models or assumptions about the deployment environment. As
a result, 360SRL is able to learn ABR algorithms that adapt
to a wide range of environments and QoE objectives.
The main contributions of this paper can be summarized as
follows:
• We propose a cross-user attentive network for viewpoint
prediction, named CUAN, which boosts the performance
of viewpoint prediction through exploiting cross-user
information extracted by an attention mechanism.
• We propose a sequential RL-based method for rate adap-
tation, called 360SRL, which successfully applies RL in
the tile-based 360-degree video streaming via introducing
a sequential decision structure.
• We integrate CUAN and 360SRL into a 360-degree video
adaptive streaming framework. The experimental results
show that our prototype outperforms existing methods
with a noticeable margin.
This journal paper is an extension of our published short
conference paper [19], the key differences lie in three aspects.
First, this journal version sets up a complete panoramic
video streaming framework with more theoretical analysis,
and solves another challenging problem in panoramic video
streaming, i.e., viewpoint prediction with a novel cross-user
attentive network. Second, this journal version introduces a
simple but efficient cross-user attention mechanism to mitigate
error in viewpoint prediction, which is validated with detailed
experimental analysis. Third, more thoroughly experiment
results and ablation studies are provided in this paper to verify
effectiveness of the proposed framework.
The remainder of this paper is organized as follows. Section
2 discusses the related work concerning tile-based 360-degree
video streaming. Section 3 details the proposed approach
for viewpoint prediction and rate adaptation in sequence.
Then, performance evaluation and comparison are presented in
Section 4. Finally, Section 5 concludes the paper and discusses
some future research directions.
II. RELATED WORK
A. Viewpoint Prediction
For viewpoint prediction, the existing algorithms can be
categorized into three classes: single-user based ones, content
based ones and cross-user based ones. In single-user based
category, Qian et al. [14] and Stefano et al. [20] employ
a Linear Regression (LR) model to forecast user’s future
viewpoints. To boost the performance of the LR model,
Lan et al. [9] and Xu et al. [5] put forward a probabilistic
model estimating the distribution of LR’s prediction errors.
However, the long-term prediction bias is still large, since
the assumption of linear head movement is easily violated.
In content-based category, Fan et al. [16] and Xu et al. [15]
leverage saliency and motion maps of 360-degree videos and
RNN to conduct viewpoint prediction. However, extracting
saliency and motion maps from high-definition 360-degree
videos is high-computation. Besides, the generated saliency
and motion maps are not reliable enough [12]. In cross-
user based category, CLS [12] groups others’ viewpoints into
clusters via a density-based clustering algorithm [21], and then
uses SVM [22] to predict the cluster to which the current user
belongs according to his/her past viewing trajectory. KNN [10]
amends the prediction bias of the LR model through utilizing
K nearest viewpoints of other users around the predicted
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result. However, the long-term prediction bias still exists in
KNN, since KNN is based on LR. Thus, in this paper, we aim
to develop a better viewpoint prediction algorithm to improve
the performance of KNN.
B. Rate Adaptation
The existing rate adaptation approaches could be divided
into two branches: combinatorial optimization based methods
and reinforcement learning (RL) based methods. In combi-
natorial optimization based category, these schemes typically
formulate rate adaptation as a variant of multiple-choice
knapsack (MCKP) problem [23], which aim to maximize the
defined QoE objective given a bandwidth budget. The available
bandwidth estimation methods include rate-based ones [24],
[25], buffer-based ones [26], [27], and target-buffer based
ones [9]. Since the rate adaptation is a NP-hard optimization
problem, brute-forced search seems infeasible. As a result,
360ProDash [9], CLS [12], and Hosseini et al. [8] present
a greedy algorithm, dynamic programming algorithm, and
divide-and-conquer approach to solve the MCKP problem at
a relatively low-complexity manner, respectively. However,
these schemes fail to achieve optimal performance across
a wide variety of network conditions since the bandwidth
budget is estimated via fixed rules on simplified or inaccurate
models of the deployment environment [17]. Besides, these
methods do not take the cascading effect of bitrate decision
into consideration, e.g., CLS [12] aims to maximize the quality
of user’s FoV regardless of the change of bitrate between two
consecutive FoVs. In RL-based category, Pensieve [17] and
D-Dash [18] have shown their promising potential of dealing
with various network condition and QoE metrics in traditional
video streaming. However, these methods can not be directly
applied in tile-based streaming system due to the exponential
action space. To reduce action space size, the recent method,
DRL360 [28], allocates the same bitrate for tiles within users’
FoV regardless of their different importance, which inevitably
limits user’s perceived video quality.
III. PROPOSED METHOD
A. Viewpoint Prediction
1) Problem Formulation: We formulate the viewpoint pre-
diction in the tile-based 360-degree video streaming as fol-
lows: Given historical viewpoints of the pth user Lp1:t =
{lp1, lp2 , ..., lpt } where lpt = (xt, yt), xt ∈ [−180, 180] and
yt ∈ [−90, 90] correspond to the longitude and latitude of
the viewpoint on a 3D sphere, and other users’ viewpoints on
the same video L1:M1:t+T where M denotes the number of other
users, then viewpoint prediction aims to forecast the future T
viewpoints: Lpi where i = t+1, ..., t+T . Mathematically, the
objective of viewpoint tracking can be expressed as follows:
min
F
t+T∑
k=t+1
‖lpk − lˆpk‖1, (1)
where F denotes the viewpoint prediction model and lˆpk
represents the predicted result by the F .
The existing competitive cross-user based approach, KNN
[10], chooses the LR model to model F and reduces the long-
term prediction bias via exploiting K nearest viewpoints of
other users around the predicted result. However, the LR model
is easily biased, which inevitably impairs the performance of
KNN. As a result, to boost the performance of KNN, we
propose a cross-user attentive network to model F , which
takes user’s historical viewing trajectory and cross-user view-
points into consideration. The motivation of this design is two-
fold. On the one hand, user’s historical viewpoints provide
key clues for viewpoint prediction, since they reveal user’s
unique viewing pattern in exploring a video scene. On the
other hand, considering users with similar viewing pattern may
have similar preference on the future video frames, we propose
an attention mechanism to automatically extract useful cross-
user information from viewpoints of other users. Although
the attention mechanism has been proven to be effective in
various tasks, such a technique needs to be carefully designed
to accommodate specific problems. In the task of viewpoint
prediction, it is intuitive to pay more attention to the view-
points of other users who have similar preference on the same
video as the current user when generating representations of
cross-user information. In this paper, the similarity between
other users and the current user is calculated based on the
past viewing trajectories of other users and the current user,
rather than the single-timestamp viewpoints of other users and
the current user [29]. Intuitively, such a method of calculating
similarity is more reasonable than the previous method [29],
which is verified by the experimental results.
2) Cross-user Attentive Network: As shown in Fig. 2, our
proposed method consists of a trajectory encoder module, an
attention module, and a viewpoint prediction module. Next,
we will detail these modules in sequence.
The trajectory encoder module aims to extract temporal
features from users’ historical viewpoints. Inspired by the
good performance of Recurrent Neural Network (RNN) [30]
for capturing the sequential information [15], we employ the
Long Short-Term Memory (LSTM) [31], a variant of RNN, to
encode the viewing path of a user. Specifically, for predicting
the viewpoint at the (t + 1)th frame, we firstly feed the
historical viewpoints of the pth user into the LSTM as follows:
fpt+1 = h(l
p
1 , l
p
2, ..., l
p
t ), (2)
where the function h(·) denotes the input-output function of
the LSTM. Then, we use the same LSTM to encode others’
viewing trajectories as follows:
f it+1 = h(l
i
1, l
i
2, ..., l
i
t+1), i ∈ {1, ..,M}. (3)
The attention module is designed to extract information
related to the pth user from others’ viewpoints. Firstly, we
derive the correlation coefficient of the pth user and others as
follows:
spit+1 = z(f
i
t+1, l
p
t+1), i ∈ {1, ..,M} ∪ {p}, (4)
where spit+1 represents the similarity of the p
th user and the
ith user, and the function z is modeled by inner product. It is
worth noting that z can be modeled by other ways, such as
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Fig. 2. The illustration of the proposed cross-user attentive network, comprised of a trajectory encoder module, an attention module, and a viewpoint prediction
module. As shown, the trajectory encoder module is made up of two stacked Long Short-Term Memory (LSTM) layers, the attention module adopts the
self-attention mechanism, and the viewpoint prediction module consists of one fully-connected (FC) layer and an activation function (Tanh).
multiple fully-connected (FC) layers. Then, we normalize the
correlation coefficient as follows:
αpit+1 =
es
pi
t+1∑
i∈{1,...,M}∪{p}
es
pi
t+1
, (5)
Finally, we obtain the fused feature as follows:
gpt+1 =
∑
i∈{1,...,M}∪{p}
αpit+1 · f it+1. (6)
The viewpoint prediction module aims to forecast the future
viewpoints according to the fused feature generated by the
attention module. Specifically, the viewpoint at (t+1)th frames
can be estimated as follows:
lˆpt+1 = r(g
p
t+1), (7)
where the function r(·) is modeled by one FC layer. It is worth
noting that viewpoints corresponding to future T frames are
predicted in a rolling fashion.
3) Loss function: The loss function is defined as the sum of
the all the absolute differences between the predict viewpoints
and the ground truth, which can be formulated as follows:
L =
t+T∑
i=t
||lˆpi − lpi ||1. (8)
4) Implement Details: We implement the proposed CUAN
on the popular deep-learning framework, PyTorch [32]. The
function h(·) is made up of two stacked LSTM layers, both
with 32 neurons. The function r(·) consists of one FC layer
with 32 neurons, followed by a Tanh function. The length of
historical viewpoints and future viewpoints are set to 1 second
and 5 seconds. During training, 2048 samples are randomly
generated from the dataset per iteration. All trainable variables
of the proposed CUAN are optimized by Adam [33], where
β1, β2 and  are set to 0.9, 0.999, and 10−8, respectively. The
learning rate and the number of training epoch are set to 10−3
and 50.
B. Rate Adaptation
1) Problem Formulation: In the tile-based 360-degree
video streaming, a 360-degree video is cut to m T -second
video segments, and each video segment is spatially split into
N tiles that are independently encoded at M bitrate levels.
Hence, there are N ×M optional encoded chunks for each
segment. Rate adaptation aims to find the optimal bitrate set
X = {xi,j} ∈ ZN×M (where xi,j = 1 means choosing jth
bitrate level for ith tile and xi,j = 0 otherwise) for each
segment to maximize user’s QoE objective. Mathematically,
this problem can be formulated as follows:
max
X
m∑
t=1
Qt, (9)
where Qt denotes the QoE score of the tth segment.
In this paper, referring to existing QoE models [10], [28],
[34]–[37], the QoE score of a certain segment is related to the
following aspects:
• Viewport Quality [Mbps]: As only the video content
within user’s FoV is rendered, the video quality merely
depends on the viewport quality, which can be calculated
as follows:
Q1t =
N∑
i=1
M∑
j=1
xi,j · pi · ri,j , (10)
where pi denotes the normalized viewing probability of
the ith tile and ri,j records the bitrate of chunk (i, j). It is
worth noting that we suppress the segment index in xi,j ,
pi, and ri,j for compactness and clarity.
• Viewport Temporal Variation [Mbps]: Since drastic
change of rate between two consecutive viewports may
cause users dizziness and headache [28], viewport tem-
poral variation is also taken into consideration, which can
be measured via:
Q2t = |Q1t −Q1t−1|. (11)
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Fig. 3. Illustration of Sequential Decision Structure.
• Viewport Spatial Variation [Mbps]: We also take the
viewport spatial variation into account because rate
changes among tiles within user’s FoV may introduce
blocking artifacts. The specific expression of the viewport
spatial variation is written as follows:
Q3t =
1
2
N∑
i=1
∑
u∈Ui
pi · pu
M∑
j=1
|xi,j · ri,j −xu,j · ru,j |, (12)
where Ui denotes the index of tiles in the 1-hop neighbor
of the ith tile [10].
• Rebuffering [s]: Rebuffering typically occurs when the
downloading time of a segment is greater than the buffer
occupancy of the client player, which is the most an-
noying to video-streaming users [38]. Thus, rebuffering
is also a key aspect of user’s QoE [39], which can be
derived by:
Q4t = max(
∑N
i=1
∑M
j=1 xi,j · ri,j · T
ξt
− bt−1, 0), (13)
where ξt and bt−1 denote the network throughput and the
buffer occupancy of the video player.
Based on the aforementioned analysis, the QoE objective is
defined as follows:
Qt = Q
1
t − η1 ·Q2t − η2 ·Q3t − η3 ·Q4t , (14)
where η∗ are adjustable parameters and different η∗ means
different user’s preference.
2) Sequential RL-based ABR Scheme: Similar to ordinary
video streaming [17], [18], we assume that the ABR decision
process in tile-based 360-degree video streaming can be also
regarded as a Markov Decision Process (MDP) illustrated by
the “Top MDP” in Fig. 3. The “Top MDP” shows that, at
a specific time, e.g. t, an agent performs a N -dim action
at ∈ ZN (the bitrate set of the tth segment) derived from the
observed state st to the deployment environment, and then
receives a feedback signal rt that reflects user’s QoE. It can
be observed that the Top MDP has MN possible actions at
each decision step, which hinders the application of the RL-
based ABR algorithms [17], [18] due to the exponential action
space. To resolve this problem, we propose a novel sequential
decision structure to reduce the action space of one step from
MN to M . Specifically, we stretch out one transition with a
N -dim action in the “Top MDP” into N cascading transitions
with a 1-dim action in the “Bottom MDP”, which are tied
together with Bellman Equation [40]. As illustrated in the
“Bottom MDP”, the agent derives a 1-dim action ait from
the state sit composed of the original state st and the set of
previous selected actions {a1t , ..., ai−1t }, then gets the feedback
signal rit recording the value of a
i
t. At last, the agent receives
an reward rt indicating the value of the action at. It is worth
noting that, according to our experimental results, the decision
order of tiles in the “Bottom MDP” is set as follows: the agent
firstly picks up the lowest bitrate for tiles out of user’s FoV,
and then makes bitrate decision for tiles within user’s FoV in
the order of viewing probabilities from high to low. Next, we
will introduce the design of the agent in detail.
The state, action and reward representation of our agent are
constructed as follows:
• State. The state describes the situation when we prefetch a
new segment, typically including the network bandwidth,
the buffer size of the player, and the file size of the
upcoming segment. Specifically, for the ith tile in the tth
segment, the state is defined as follows:
sit = {~τt,i, ~Pt,i, ~qt,i, ξˆt, Q1t−1, pit, bit−1}, (15)
where ~τt,i is a M -dim vector recording the file size of ith
tile at different bitrate levels; ~Pt,i and ~qt,i are the viewing
probabilities and chosen bitrate of tiles within 1-hop
neighbor of the ith tile; ξˆt is network throughput estimated
by the harmonic mean of the experienced throughput
for the past five segment downloads; Q1k−1 records the
viewport quality of the last segment; pit denotes the
predicted viewing probability of the ith tile; bit is the
estimated buffer occupancy of the video player calculated
by the following equation: bit = bt−1 −
∑i−1
h=1 rh,aht
T
ξˆt
.
• Action. The output of our agent is an M -dim vector,
where each entry corresponds to the probability of choos-
ing a certain bitrate based on the current state sit. The
entry with the highest probability is chosen as ait.
• Reward. Reward assesses the value of chosen action being
in a certain state, which guides the agent to learn ABR
algorithm. In this paper, the reward rt in the “Top MDP”
is measured by the Eq. 14. However, in the “Bottom
MDP”, the reward of single transition rit is not available
because the original environment does not make changes
until a decision is made for the last transition. Hence, we
modify the Eq. 14 to estimate rit as follows:
rit = Q
1
t,i − η1 ·Q2t,i − η2 ·Q3t,i − η3 ·Q4t,i, (16)
Q1t,i = p
i
t · ri,ait , (17)
Q2t,i = p
i
t · |ri,ait −Q1t−1|, (18)
Q3t,i =
1
2
·
∑
u∈Ui
δut · pit · put
M∑
j=1
|ri,ait − xu,j · ru,j |, (19)
Q4t,i = max(
ri,ait ∗ T
ξˆt
− bit, 0), (20)
where δut = 0 means the birate of the u
th tile is not
determined and δut = 1 otherwise.
3) Training Methodology: In this paper, we use the state-of-
the-art actor-critic RL technique A3C [41] as the fundamental
training algorithm of our agent. In the framework of A3C,
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Algorithm 1 Training Methodology of 360SRL
Input: discounting factor in the “Top MDP”, γ1; discounting
factor in the “Bottom MDP”, γ2; global shared parameter
vectors, θ, θv; global shared counter C; thread-specific
parameter vectors, θ′, θ′v; maximum number of iterations,
Cmax.
Output: global shared parameter vectors, θ, θv .
1: repeat
2: Initialize the thread step counter t← 1
3: Reset gradients: dθ ← 0 and dθv ← 0
4: Synchronize thread-specific parameter vectors: dθ ← θ′
and dθv ← θ′v
5: Reset the deployment environment and get state st
6: repeat
7: for i ∈ {1, ..., N} do
8: Obtain ait according to the policy pi(at|sit; θ′v)
9: Calculate the single-step reward rit
10: end for
11: Perform at ∈ ZN to the deployment environment
12: Receive reward rt and new state st+1
13: C ← C + 1
14: t← t+ 1
15: until download all segments of a 360-degree video
16: R← 0
17: for j ∈ {t− 1, ..., 1} do
18: R← rj + γ1R
19: R′ ← 0
20: for i ∈ {N, ..., 1} do
21: R′ ← rij + γ2R′
22: r ← R+R′
23: Accumulate gradients w.r.t θ′:
dθ ← dθ + ∇θ′ logpiθ′(sij , aij)(r − V (sij ; θ′v)) +
β∇θ′H(pi(sij ; θ′))
24: Accumulate gradients w.r.t θ′v:
dθv ← dθv + ∂(r − V (sij ; θ′v))2/∂θ′v
25: end for
26: end for
27: Perform asynchronous update of θ using dθ and of θv
using dθv
28: until C > Cmax
multiple agents are training asynchronously and each agent
consists of a policy network and a value network. The policy
network aims at adjusting its parameters in the direction of
increasing the accumulated discounted reward. The gradient
of the cumulative discounted reward with respect to the policy
parameters, θ, can be written as:
∇θEpiθ [
∞∑
t=0
γtrt] = Epiθ [∇θlogpiθ(s, a)Apiθ (s, a)], (21)
where Apiθ (s, a) is called the advantage function, which in-
dicates how much better a specific action is compared to
the average action taken according to the policy. In practice,
the unbiased estimate of Apiθ (st, at) is replaced with the
empirically computed advantage A(st, at) [42]. Therefore, the
Fig. 4. The diagram of the proposed 360SRL, comprised of a policy network
and a value network. As shown, the two networks extract features from
the input state via 1D convolutional neural networks (1D-CNNs) and fully-
connected (FC) layers, then concatenate the resulting features via the merge
block, finally generate a distribution over available bitrate levels and a scalar
through multi-layer perceptron (MLP).
gradient of policy network can be rewritten as:
θ ← θ + α
∑
t
∇θlogpiθ(st, at)A(st, at), (22)
where α is the learning rate. The advantage A(st, at) satisfies
the following equality: A(st, at) = Q(st, at) − V piθ (st),
where V piθ (st) represents the value of the current state st
and Q(at, st) is the value of the state-action pair (st, at). To
calculate the advantage A(st, at), we use the value network
to learn the value function of state V piθ (st) from empirically
observed rewards rt. Following the standard Temporal Differ-
ence method [42], we update parameters of the value network,
θv , as follow:
θv ← θv − αv
∑
t∇θv (rt + γV piθ (st+1; θv)− V piθ (st; θv))2, (23)
where αv is the learning rate of the value network and γ is the
discounted factor. Finally, to ensure that the agent discovers
good policies, we add an entropy regularization term to Eq.
22 as follows:
θ ← θ + α∑t∇θlogpiθ(s, a)Apiθ (s, a) + β∇θH(piθ(·|st)), (24)
where H(·) is the entropy of the policy at each time step and
β represents the strength of the entropy regularization term.
The detail of training methodology is presented in Algorithm.
1.
4) Implement details: We use PyTorch [32] to implement
our agent, too. As demonstrated in Fig. 4, our agent feeds
the chunk size of the ith tile, the viewing probabilities and
chosen bitrate of tiles within the 1-hop neighbor of the ith
tile into 1D convolutional network (1D-CNN) layers with
64 filters, each of size 3 with stride 1. Results from these
layers are then aggregated with other inputs in a multi-layer
perceptron (MLP) comprised of one FC layer with 64 neurons
to apply the softmax function. The value network uses the
same network architecture, but its final output is a single
neuron without activation function. During training, we set the
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discount factor of “Top MDP” and “Bottom MDP” to 0.99 and
1, use 16 parallel asynchronous agents for exploration, and set
the number of iterations to 107. The parameters of each agent
is optimized by Adam [33], where β1, β2 and  are set to
0.9, 0.999, and 10−8, respectively. The learning rates for the
policy and value network is set to 10−4 and 10−3. Besides,
we initialize the discounted factor β as 1, and use a step decay
schedule to drop β by 0.1 every 106 steps.
IV. EXPERIMENT
A. Viewpoint Prediction
1) Setup: We conduct viewpoint prediction on a widely
used public dataset, i.e., the Shanghai dataset [15]. The
Shanghai dataset consists of 208 360-degree videos, where
the duration of these 360-degree videos varies from 20 to 60
seconds and each video has at most 45 viewing trajectories.
In this paper, we firstly normalize the longitude and latitude
to be zero-centered and have range [-1, 1]. Then, we split the
Shanghai dataset into training and testing sets in the same
manner as [15]. Besides, following the common setting in
viewpoint prediction [15], we sample one frame from every
five frames for model training and performance evaluation. In
addition, we randomly choose 20 viewing paths as cross-user
information for each video.
2) Evaluation Metrics: To evaluate the performance of
the proposed method, we take the following metrics into
consideration:
• Longitude/Latitude Error: Longitude/Latitude Error mea-
sures the manhattan distance between the predicted lon-
gitude/latitude and its ground truth. Typically, the smaller
the longitude/latitude error, the better the viewpoint pre-
diction ability.
• Hit rate: In the tile-based 360-degree video streaming, it is
necessary to correctly predict the viewing probabilities of
tiles. As a result, Xie et al. [12] proposes Hit rate to mea-
sure the prediction precision of viewing probabilities of
tiles. Typically, the higher hit rate corresponds to smaller
Longitude and Latitude Error. The specific calculation of
Hit rate can be found in [12].
3) Methods for Comparison: We compare our method with
the following competitive baselines:
• Static: This method adopts a naive strategy to forecast
user’ future viewpoints, i.e., assuming user’ viewpoint
remains still all the time.
• LR [9]: This approach firstly estimates the trend of head
movement from user’s historical viewpoints by Least
Square Method, and then employs a linear regression
model to predict user’ future viewpoints.
• KNN [10]: This scheme use the same strategy as LR to
predict user’ future viewpoints. To amend the prediction
bias of the LR model, this method utilizes five nearest
viewpoints of other users around the predicted result to
calculate the viewing probabilities of tiles.
• AME [12]: This approach estimates user’ future view-
points via a sequence-to-sequence learning-based model.
To reduce the long-term prediction error, this method
proposes an attention mechanism to exploit cross-user
TABLE I
THE AVERAGE RUNTIME OF CUAN AT DIFFERENT LENGTH OF VIEWPOINT
PREDICTION.
Length of viewpoint prediction (s) Average Runtime (ms)
CPU GPU
1 8.9 7.7
3 20.1 19.7
5 32.9 32.4
information. It is worth noting that AME directly fuses
the predicted viewpoints with others’ viewpoints, and the
contribution of others’ viewpoints merely depends on the
similarity between user’s and others’ single-timestamp
viewpoint.
4) Main Results: Fig. 5 summarizes the performance of
each scheme in terms of Latitude error, Longitude error, and
Hit rate in various prediction horizon time. As seen, in terms of
Hit rate at the fifth second, CUAN outperforms AME, KNN,
LR, and Static by 3%, 2%, 14%, and 17%, and shows its
superior capability in decreasing longitude error and latitude
error compared to existing methods. The similar phenomenon
can be also observed at the first and third second. As a
result, we can conclude that, CUAN is able to better exploit
cross-user information than AME, and boost the performance
of KNN. In addition, we present two predicted 5-second
trajectories of each approach in Fig. 6. As we can see, CUAN
adapts better to user’s head movement compared to AME,
while LR is easily biased since the assumption of linear head
movement is easily violated.
5) Ablation Study: Firstly, we vary the hidden size of
LSTMs from 4 to 64. Results from this sweep are presented in
Fig. 7. As shown, the performance of CUAN is increasingly
improved with the increase of hidden size, and begins to
plateau once the hidden size exceeds 32. Hence, we set the
hidden size of LSTMs as 32, and keep the same configuration
in the following experiments. Then, we investigate the impact
of cross-user information, self-attention mechanism (LSTM-
based or MLP-based), and the approach of fusing users’
embeddings (addition or concatenation) on the performance
of viewpoint prediction. As seen in Fig.8, compared to CUAN
without cross-user information, methods equipped with cross-
user information show their superior capability in forecasting
users’ future viewpoints (especially in the long-term predic-
tion). Meantime, we can observe that MLP-based self-attention
is inferior to LSTM-based CUAN in terms of Latitude er-
ror, Longitude error, and Hit rate, which is mainly because
LSTM is more suitable to capture sequential information than
MLP. Also, we can find adding users’ embeddings performs
slightly better than concatenating users’ embeddings in the
task of viewpoint prediction. Therefore, we choose to merge
users’ embeddings through addition instead of concatenation
in CUAN. Finally, we evaluate the average runtime of CUAN
at different length of viewpoint prediction. As shown in
Table I, CUAN meets the real-time requirements of practical
applications.
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Fig. 5. Comparing CUAN with existing viewpoint prediction algorithms in terms of Latitude error, Longitude error, and Hit rate at the first, third, and fifth
second.
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Fig. 6. The visualized results of 5-second viewpoint prediction. (a) Example 1, (b) Example 2.
B. Rate Adaptation
1) Setup: We evaluate the performance of the proposed
360SRL in the following setting:
• Video Content: We randomly select 30 and 18 360-degree
videos from the Shanghai dataset [15] as our training and
testing data. To achieve adaptive streaming, we split each
360-degree video in the 3×3 (rows×columns) tiling pat-
tern, and encode each tile with a quantization parameter
(QP) of 22 to 42 in steps of 5 via the open-source encoder
x264 [43], and then encapsulate the encoded bit-streams
into chunks recording 1-second video content.
• Network Traces: We randomly select 50 traces from the
HSDPA dataset [44] as training data, and the remaining
28 traces as testing. Noticing that the network capacity
is often unaffordable to pick up the minimum bitrate, we
enlarge the network capacity by 3 Mbps. Meanwhile, in
order to avoid the situation where the network capacity
can always afford to pick up the maximum bitrate, we
set the upper bound of the network capacity to 8 Mbps.
• Viewpoint Traces: Since the Shanghai dataset [15] has
collected multiple viewing trajectories for each video, we
directly reuse those data.
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Fig. 7. Studying the influence of the number of hidden size in terms of Latitude error, Longitude error, and Hit rate at the first, third, and fifth second.
Fig. 8. Investigating the impact of cross-user information, self-attention mechanism, and the approach of fusing users’ embeddings in terms of Latitude
error, Longitude error, and Hit rate at the first, third, and fifth second. CUAN w/o attention module denotes viewpoint prediction merely based on user’s
historical information, MLP denotes applying self-attention mechanism based on features extracted by multi-layer perceptron, and Concat means merging
users’ embeddings via concatenatation instead of addition in attention module.
All experiment is conducted on a NVIDIA TITAN X GPU
platform with an Intel(R) Core(TM) i7-6850K 3.60GHz CPU.
2) Methods for Comparison: We compare our method with
the following methods which collectively represent the state-
of-the-art in rate adaptation:
• MONO: This approach regards the panoramic video
streaming as ordinary video streaming, and employs the
RL-based ABR algorithm proposed by Mao et al. [17] to
pick up the bitrate for the upcoming segments.
• Buffer-based (BB): This scheme selects the same bitrate
for tiles within user’s FoV via the buffer-based algorithm
proposed by Huang et al. [45], which uses a reservoir
of 1 seconds and a cushion of 5 seconds i.e., it chooses
bitrates with the goal of maintaining the buffer occupancy
above 1 seconds, and automatically picks up the highest
available bitrate if the buffer occupancy is larger than 5
seconds. It is worth noting that tiles out of user’s FoV
are delivered at the lowest bitrate.
• CLS [12]: This method firstly utilizes the target-buffer
based algorithm predict the bandwidth budget, and then
conducts rate allocation according to the viewing prob-
abilities of tiles. It is worth noting that this method
aims to maximize the viewpoint quality regardless of the
viewpoint temporal and spatial variation.
• DRL360 [28]: This approach employs a RL-based algo-
rithm to select the same bitrate for tiles within user’s FoV,
and picks up the lowest bitrate for the remaining tiles.
To keep fair comparison, all ABR schemes use the proposed
CUAN to predict user’s future viewpoints.
3) Main Results: As illustrated in Fig.9, 360SRL achieves
the state-of-the-art performance under different QoE objec-
tives, which validates the advantage of 360SRL. Specifically,
in the setting of η1 = 1, η2 = 1, η3 = 4.3, 360SRL outper-
forms MONO, CLS, BB, and DRL360 by 15%, 16%, 21%,
and 6% in terms of normalized average QoE, respectively.
When users prefer to small veiwport temporal variation and
viewport spatial variation, 360SRL is also superior to the
existing algorithms. To figure out the improvement in the
average QoE obtained by 360SRL, we analyze the perfor-
mance of each scheme on the individual terms of the definition
of QoE score (Eq. 14). As seen in Fig. 10, in the case
of η1 = 1, η2 = 1, η3 = 4.3, 360SRL is comparable to
CLS in terms of viewpoint quality and rebuffering, while
shows superior capability in suppressing viewpoint temporal
and spatial variation. The similar phenomena also occurs
on the other two QoE objectives. Hence, we can conclude
that the advanced capability in reconciling each individual
item of Eq. 14 helps 360SRL beat the existing competitive
ABR algorithms. In addition, compared with DRL360, we can
observe that a large portion of the gain obtained by 360SRL
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(a) (b) (c)
Fig. 9. Comparing 360SRL with existing ABR algorithms on three different QoE objectives: a) η1 = 1, η2 = 1, η3 = 4.3, 2) η1 = 1, η2 = 2, η3 = 4.3, c)
η1 = 2, η2 = 1, η3 = 4.3.
360SRL CLS BB DRL360 MONO
0.0
0.5
1.0
1.5
2.0
2.5
3.0
Vi
ew
po
rt 
Qu
al
ity
 (M
bp
s)
360SRL CLS BB DRL360 MONO
0.0
0.5
1.0
1.5
2.0
2.5
Vi
ew
po
rt 
Te
m
po
ra
l V
ar
ia
tio
n 
(M
bp
s)
360SRL CLS BB DRL360 MONO
0.0
0.1
0.2
0.3
0.4
0.5
0.6
Vi
ew
po
rt 
Sp
at
ia
l V
ar
ia
tio
n 
(M
bp
s)
360SRL CLS BB DRL360 MONO
0
1
2
3
4
Re
bu
ffe
rin
g 
(s
ec
on
d)
Fig. 10. Comparing 360SRL with existing ABR algorithms in terms of viewport quality, viewport temporal quality variance, viewport spatial quality variance,
and rebuffering when the configuration of the QoE objective is η1 = 1, η2 = 1, η3 = 4.3.
comes from its higher viewport quality. This is mainly because
360SRL automatically chooses bitrate for tiles within user’s
FoV according to their viewing probabilities, instead of simply
selecting the same bitrate for them.
4) Ablation Study: Firstly, to investigate the impact of
parametric size of 360SRL on the average QoE, we vary the
number of filters in the 1D-CNN and the number of neurons
in the FC from 4 to 128. As shown in Table II, the average
QoE begins to plateau once the number of filters and neurons
reaches 64. Thus, we set the number of filters and neurons
as 64 and keep it unchanged in the following experiments. In
addition, we can notice that the performance of 360SRL is rel-
atively insensitive to the parametric size: the average QoE with
4 filters and neurons is within 1.9% of that when the number
of filters and neurons is 64. Secondly, we study the impact of
training algorithm of 360SRL on the average QoE. As shown
in Table. III, A3C achieves better performance than DQN
[19] at three different configurations of QoE objective. As a
result, in this paper, we switch the implement of 360SRL from
DQN to A3C without introducing extra challenges. Thirdly, we
investigate the impact of maximum buffer occupancy of the
video player on the average QoE. As seen in Table. IV, the
maximum buffer occupancy of the video player has negligible
impact on the average QoE. the average QoE with a 2-second
maximum buffer occupancy is within 0.1% of that when the
maximum buffer occupancy is 10 seconds. Fourthly, we study
the effect of decision order on the average QoE. Table. VI
summaries the performance of Z-scan order, random order, the
order of viewing probability from low to high, and the order
of viewing probability from high to low. As seen, 360SRL
is sensitive to the decision order. This may be because it is
hard for 360SRL to react when a single dimension of the
input is changed. Hence, we adopt a greedy strategy, i.e.,
the order of viewing probability from high to low, as our
decision order. Fifthly, we probe the impact of viewpoint
prediction on the average QoE. As illustrated in Table. V,
CUAN achieves a significant improvement in average QoE,
compared with existing ABR algorithms, which validates the
effectiveness of CUAN. Finally, we also evaluate the average
runtime of 360SRL on CPU and GPU platform. As seen in
Table VII, 360SRL achieves the real-time requirements of real-
world applications.
TABLE II
THE IMPACT OF NUMBER OF FILTERS AND NEURONS ON THE AVERAGE
QOE WHEN THE CONFIGURATION OF THE QOE OBJECTIVE IS
η1 = 1, η2 = 1, η3 = 4.3.
Number of filters and neurons (each) Average QoE
4 12.17
8 12.25
16 12.16
32 12.26
64 12.40
128 12.34
V. CONCLUSION
In this paper, we focus on optimizing two indispensable
components in tile-based panoramic video adaptive streaming,
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TABLE III
THE IMPACT OF TRAINING ALGORITHM ON THE AVERAGE QOE.
QoE objective Method
DQN A3C
η1 = 1, η2 = 1, η3 = 4.3 11.83 12.40
η1 = 1, η2 = 2, η3 = 4.3 10.37 11.00
η1 = 2, η2 = 1, η3 = 4.3 9.71 10.23
TABLE IV
THE IMPACT OF MAXIMUM BUFFER OCCUPANCY OF THE VIDEO PLAYER
ON THE AVERAGE QOE WHEN THE CONFIGURATION OF THE QOE
OBJECTIVE IS η1 = 1, η2 = 1, η3 = 4.3.
Maximum Buffer Occupancy (second) Average QoE
2 12.302
4 12.395
6 12.397
8 12.397
10 12.398
i.e., viewpoint prediction and rate adaptation. For the first op-
timization problem, we design a cross-user attentive network,
named CUAN, where we enhance the performance of view-
point prediction through cross-user information extracted by
an attention mechanism. For the second optimization problem,
we propose a sequential RL-based approach, called 360SRL,
which transforms the dimension of action space from expo-
nential to linear by introducing a sequential decision structure.
Experimental results demonstrate that proposed CUAN and
360SRL achieve the state-of-the-art performance.
We also acknowledge the limitations of our current approach
and would like to point out several important future directions
to make the method more applicable to real world. First,
since the current scheme individually optimizes the viewpoint
prediction and rate adaptation lacking consideration of the
cascading influence of these two modules, a joint optimization
framework could further improve user’s QoE. Second, our
TABLE V
THE IMPACT OF VIEWPOINT PREDICTION ON THE AVERAGE QOE WHEN
THE CONFIGURATION OF THE QOE OBJECTIVE IS
η1 = 1, η2 = 1, η3 = 4.3.
Method Average QoE
Static 11.30
LR 9.62
KNN 11.64
AME 11.79
CUAN 12.40
TABLE VI
THE IMPACT OF DECISION ORDER ON THE AVERAGE QOE WHEN THE
CONFIGURATION OF THE QOE OBJECTIVE IS η1 = 1, η2 = 1, η3 = 4.3.
Order Average QoE
Z-scan 11.78
Low → High 10.92
Random 11.37
High → Low 12.40
TABLE VII
THE AVERAGE RUNTIME OF 360SRL ON CPU AND GPU PLATFORM.
Average Runtime (ms) 360SRL
CPU 22
GPU 10
proposed rate adaptation scheme adopts a simple QoE metric,
whereas the real world QoE metric is much more complicated
than this. Although some end-to-end learning-based methods
[46] have tried to find more efficient metrics reflecting hu-
man visual experience in 2D video streaming, these schemes
have not been investigated in the tile-based 360-degree video
streaming yet.
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