Many sectors of the military are interested in Self-Organized (SO) systems because of their flexibility, versatility and economics. The military is researching and employing autonomous and swarming ground robots, Unmanned Aerial Vehicles (UAVs) and Water Vehicles, medical agents, and 'Cybercraft' security agents. The processes for effectively developing these systems are still in their infancy. Currently, little effort is focused on building simple agent rules with low-level SO systems communication in order to facilitate emergent behaviors. Note that only with the use of effective control structures can the full potential of these systems realized. Presented is an innovative new paradigm for developing SO-based autonomous vehicles. Using a formal design model, the Interactive Partially Observable Markov Decision Process, a full understanding of this SO domain is possible. With this design model and a focused effort on the minimization of computational and informational complexity, emergent entangled control hierarchies allow the SO rules to operate efficiently and effectively. This work extends the formal model decomposition technique, and in doing so ties in the information theoretic optimization to develop emergent structures. Preliminary computational results reflect limited success.
INTRODUCTION
State of the art autonomous control systems use SO! (SO) based techniques [1] . These systems are "popping up" in a large spectrum of industrial applications, from network and data storage, to medical systems, to engineering applications, and of course the military. Although arguments exist over the particulars of SO, shown in figure 1, fundamentally these type autonomous systems use "simple" agents synergistically with localized knowledge, neighborhood effect operators and stigmergy, to develop complex behaviors or structures. In the natural/bio-inspired world examples such as mold, ants, and birds inspire techniques applied in a myriad of engineering disciplines [2] .
Currently, developing these systems focuses on simple rules and interaction sets. However, effective engineering SO systems requires the establishment of a process and toolbox set that look at the system as a whole. However, this toolbox should include three key pieces:
• Proper decomposition of the problem domain into implementable pieces.
• Exacting approach to development of simple low-level operators. (Biologically and Naturally Inspired)
• A construct in which the operators cannot only develop external behaviors but also allows internal control structures to emerge.
This effort outlines the initial steps for thrusting SO development into common practice and the establishes the processes in which development of these types of SO systems is possible.
This paper provides a structured approach to organizing a SO! (SO) development technique that can be crossed utilized in multiple disciplines. First, in Section II, the background of human investigation into nature's SO! (SO) system forms the foundation of what makes a system an SO system. This includes discussions on emergent behaviors and structure and informational complexity. In Section III, a new twist to an familiar decomposition approach defines the way that the development of SO solutions take shape. Third, in Section IV, a discussion on facilitating emergent control structures is presented. A small scope implementation, in Section V, with UAV! (UAV) swarms, using these techniques gives an example of how these techniques are structured. Finally a vector for the future of SO engineering is presented. 
OTHER WORKS
Initially, a discussion of SO literature is presented. It provides the background on autonomous control, Emergent Structure, Information Complexity and a swarm problem domain math model called Interactive Partially Observable Markov Decision Process (I-POMDP). The desired goal is the articulation of an SO system development process. All of these pieces set the stage for designing an SO system in an efficient and effective manner.
There are three foundational works on SO: Camazine's book on Biological SO systems [2] , Bonabeau's book on Swarm Intelligence [5] and Heylighen's work on Cybernetics [4, 6] . Camazine's work provides a survey of biological investigations in SO developed operators and the describes them using mathematical models. (Some of these and other operators are described in 10.) Bonabeau dealt more heavily with the integration of the benefits of the natural systems, especially swarms, into computational implementations. Heylighen sets out with a different goal in mind. Using the knowledge gained through cybernetics, he describes the way the world developed and works through SO principles. All of these works outline the ideas of Self Organization and an attempt to the them together in order to explain the structure and order that exists in the world.
Through these works several levels of SO emergent systems have been described. Although naturally occurring SO system are not constrained to these categories, the chart in Figure 2 helps in outlining the variability and capability of SO systems. Studies of Self Organization show natural examples happen internal to single species, throughout an entire population, and subsets there in. 
Autonomous control
Translating Inspired SO operators into a usable system requires an understanding of the controls world. Figure 3 shows the commonly accepted levels of automation. Although SO techniques could be applied in almost any system a true SO implementation focuses on the 10th level of this hierarchy, complete autonomous control. Braitenburg, a psychologist, produced any interesting research into this type of control. In [8] utilizing only simple sensors and actuators he produced reactive automaton. The classification hierarchy purposed in his work focused primarily on the 10th layer, but broke into to complexity of tasks accomplished.
In [9] , Brooks took control from a linear process to a hierarchal process. This allowed the system to work multiple levels of action at once. From this new style many TLA! (TLA)s spawned. The most notable of which is Gat's TLA! (TLA) [10] , shown in Figure 4 , but also include [11] [12] [13] . From this framework [14] defined a three layer architecture for SO. Through further research this was shown to constrain the capabilities of the SO operators and emergent structure.
Emergent Structures
Synergy is the defined by the coalescing of effects in a system to create a greater result, structure, behavior or effect. Haken defined Synergetics in the early sixties. In [15] pulled these ideas into the movement, structure and control of information. Holland furthered the argument through [16] , noting that complexity and structure of system effectively develop from within.
In SO systems emergence happens throughout the system. Most commonly thought of is the emergence of behaviors external to a system of agents, bird swarms, and ants Figure 5 : Levels of SO Systems [14] trails. Emergent structures external to the system are also well-known, such as termite mounds and bee hives. Less commonly thought of are structures internal to the system or agents, such as SO agent hierarchies, Zebra strips and slime molds. This third aspect provides a leaping off point for internal control structures.
If the agent can be broken into independent sub-sections, each of those sub sections can be treated as an agent itself. Application of the SO principles now refocus the usually outward emergence to and inward development of structure in relation to the over arching agent. Object-oriented (OO) programming already lends itself to this effect. Different pieces are independent developed, utilized and reutilized through decoupling techniques. The emergent structure stems from the optimal interaction of the individual OO objects. This requires definition of optimal interaction which is interpreted many different ways to include through information theoretics.
Information complexity
Understanding complexity in system with emergent properties requires proper definition of complexity and emergence in relation to information. In [17] , Prokopenko tries to untangle the complexity. Eight rules scope the complex system used for the analysis: 1) Complex systems are open; 2) Component interaction; 3) Non-Trivial interactions result in internal constraints; 4) Thereby creating more organization (Self-Organization); 5) The organization gives rise to emergent behaviors; 6) This response shows adaptation; 7) Temporal adaption is evolution; 8) And the resulting forms responses more effective than the single agent. Equation 1 shows Shannon's information theoretic. This gives the amount of information need to define a state as a relation to its probability.
From this the mutual information between two agents derives to the information need to assure the agents are in the same state, shown in Equation 2, known as information entropy.
This information description boils down to mutual information = receiver's state diversity -state understanding of the receiver about the source. A SO systems is defined by information transfer I, where the information received from the outside the system is less than the change in information internal to the system, I
external < ∆I system . Define the complexity by the amount of information and its transfer, the system complexity change is also greater then the external complexity forces, C external < ∆C system . Using this a complex or SO system defines it complexity through Equation 3.
Equation 7 efficiency of state prediction e is defined by total system entropy E and the complexity change Ci.
Simply put the efficiency of the system is determined by the total space over the ability to represent it accurately. In order to optimize a SO system in terms of complexity the minimization of the information complexity in order to maintain effective state prediction must be accomplished. This, however is dependent on the model.
I-POMDP
A constrained problem model provides the framework for describing the state information and allowing the system to minimize the resulting computation complexity. Markov models are used for swarm systems in complex domains. The Partially Observable Markov Model is commonly used because it allows for uncertainty in the global state and in the transition between states. In [18] Doshi outlines the extension of a Partially Observable Markov Decision Process to include independent agent modeling. The POMDP provides a global model for autonomous agents, utilizable in complexity analysis, but the I-POMDP! (I-POMDP) focus on the agents and allows for optimization on the interaction information complexity. Through this the system uses beliefs about neighboring agent states and interactive probabilities to define the state transition. Equation 5 shows the basic tuple where ISi defines the state through known state and interaction probability of the other agents.
Again, ISi is the interactive state distribution, A is the action set, Ti is the transition set based on the agent, Ωi is the individual agent observation set and Ri is the agent reward. The minimization of the interaction and state predictions from the I-POMDP provides the direct link to the efficiency calculation in Equation 7. The interactive state ISi depends on the state S and the belief that other agents interact with that state, θj, using ISi = S × θj . In this the belief state of other agents Θj effecting the state derives from Equation 6. Θj = bj, A, Ωj , Tj, Oj , Rj , OCj
Most of the pieces of this belief state derive from the POMDP but focus on the agent j. The OCj outlines the optimum criterion for the agents. This representation mirrors the actuality of the simulation and the stochastic nature of interaction and transitions. Further description of the I-POMDP and the proof of its mapping is seen in works by Doshi [18] . Through the POMDP the totality of the domain is represented and the I-POMDP pulls out the domain model of the individual agent and ties the two together.
The understanding of the state for any individual j is based on the belief bj . This belief is a function of the observation, action and knowledge of the transition set. The information passed between the rules inside an agent work on this belief state. The assumptions of the optimum criterion are uniform over the agents helps constrain the state possibilities. However, the size is still the magnitude of the actions to the cardinality of agents O(a n ). Abstraction of the belief state minimizes the information needed to hold the state.
Tying the I-POMDP to the information theoretic provides entrance point for use of an optimizer. In Equation 7, efficiency of the information representation can be applied to the belief state bj. The entropy in Equation 7 is defined by the amount of state information known and the complexity is applied as the amount of information need to represent that state [17] . Applying this to the I-POMDP the state information is tied to the ISi and the amount need to represent that state is defined by the complexity of the belief state θj . Equation 7 shows efficiency is therefore a representation of total state over the belief state complexity. This means minimizing the belief complexity maximizes that efficiency.
SO DECOMPOSITION TECHNIQUE
In order to effectively develop SO system a new twist on a combination of the conventional development models is needed. Inclusion of the mathematical model (I-POMDP) leads to definition of the state and the overall entropy of the domain or sub-domain. Decomposition from this point provides a iterative approach to addressing each sub-domain using independent rules (or operators) for independent objectives. If each rule is treated like an agent then they too utilize Prokopenko's complexity definition to minimize interaction. Minimization of the resulting interaction complexity internal to the state of the greater agent results in a streamlined, efficient, and emergent control architecture. The coalesced system is evolved providing feed back to the lowest operates. And with change the information complexity and efficiency is effected and the structure is modified.
Example Decomposition
To provide basic example to illustrate the how this process works, let's look at flocking (already solved). The basic intent is to group agents together through movement. Decomposing the process there are three states inside a flock: to close, to far, collision eminent. If the agent is to close to its neighbors it moves aware. Implementation for this is a separation function based on neighbor proximity. The second aspect, to far, requires the agents to move closer to its neighbors if outside a threshold. Once again this uses an operator based on the proximity of the neighbors, but his time pulls the agent towards. Finally, collision avoidance requires that if agents are on a path to colloid action to avoid must be taken. The agents must correct their vectors to cooperate, this operator is borrowed from fish lateral lines which detect neighbor heading. The result of this action matches the two agents vectors.
Building the control structure forms from these three operators. The common state information between the separation and attraction combined them in order to minimize the information needed to determine the state. The vector match (collision avoidance) is some what independent of that because of its uses of independent state information. From this point an optimizer provides the proper threshold and strength weightings for these operators, providing feedback from testing the resultant behavior. The final product gives an swarm capability to the agent. To reiterate the impetus for this approach stems from the need to allow internal structure of the agents to emerge and not force an architecture, such as the TLAs in Section 2.1.
Emergent Entangled Control Hierarchies
As a result of this decomposition technique entangled control hierarchies are formed. Figure 7 illustrates the possibility of intertwined hierarchal and operator dependencies. It is possible that an operator could join with another hierarchy of operators because the information difference is minimized in that configuration.
EXAMPLE APPLICATION, RESULTS, AND ANALYSIS
The work in [1] provides an effective example in a simple case. A UAV swarm was developed using this decomposition process. Specifically it was applied to the target engagement aspects of the autonomous swarm problem. Through the 'U'-Decomposition process the system took its shape with an emergent hierarchy shown in Figure 8 . From the high level objective of effective target engagement, several steps of derivation are needed to find operators. First separating the problem into two sub-objective, getting to the target and attack target refocused the decomposition. A simple migration operator that pulled the individual agents to the target areas through waypoints was used. Then target engagement consisted of three separate stages: local reconnaissance, target decision, and threshold based attack. In all Figure 7 : Generalized Emergent Entangled Control Hierarchies [1] cases the target list was known and emergent behaviors happened through the aggregated effect of each agents decision process. From this the control relations and state dependencies formed. Notice the state dependencies between the different layers of the operator tree, creating an entangled control structure. 
Experiment
To test the new attack control architecture and behavior set requires integration into the existing SO Swarm control structure originally defined in [11] . To the test the new system a GA is used. Inside the GA a 6 scenario schedule allowed iterative growth of the control structures over epochs. At the end of each epoch a Pareto front defined the optimized values and an associated fitness. comparison between the old and new architectures utilizes the Pareto Fronts and full populations. Figure 9 , shows the resulting Pareto Fronts known of the MOEA! (MOEA) run on the testing set. Notice in all cases the fronts of the Emergent Entangled Attack Hierarchy pushes further forward than the original control structure.
Results

Analysis
Hypervolume indicators are used in MOEA comparisons where the true front is not known. The value is the area Figure 9 : Comparison of Pareto fronts. [1] encompassed by the curve to a given origin point, in this case 0 (no damage) and 200 (total casualties). Table 1 shows the hypervolume of those fronts. The difference in the control structures are emphasized in the later epochs where the new control structure out performs the old. Finally the Kruskal-Wallis P-values show the independence of populations. This test is used when it is not know if the distribution is normal. Here the populations are show to be independent in almost every case, always favoring the new control structure.
CONCLUSION & FUTURE WORK
This investigation developed a new paradigm for development of self organizing systems with military and industrial applications. The new formal decomposition technique is articulated for the system designer. It suggested that the approach is a quantifiable way to model and decompose the problem. Further the I-POMDP provides a model in which the information-theoretic framework can be "optimized." The ideas of emergent structure based on these building blocks are outlined. Finally a small but effective implementation shows the feasibility of the approach. Note that the referenced theories are built on firm mathematical models and sound reasoning. The interlinking of the information-theoretic analysis and optimization to I-POMDP provides a point in which the model can be optimized. Though this approach does need maturation, it serves as a beginning of a paradigm shift in autonomous swarms design.
Given this is a novel approach there are multiple areas in which further research can extend. Investigation into the decomposition technique would provide better understanding of the technique's capabilities. A full mathematical analysis and integration of the information-theoretic and I-POMDP aspects could provide mathematical proofs of optimization in the environment. Also further articulation of the math model would prove helpful, but would likely be problem specific. In order to truly prove the viability of the emergent control structure problems with domains of much larger magnitudes than those currently being addressed must be studied. Most current autonomous control does not truly test the capability and complexity of the emergent control structures. Finally, these techniques can be used in various agent applications such Cybercraft security swarm research. Some ideas are outlined in [19] . Abstract Model Types (AMT) Figure 10 : Abstract Model Types -Biologically inspired low-level operators [1] 
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