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Abstract
Estimating depth from images has become a very popular task in computer vision
which aims to restore the 3D scene from 2D images and identify important geometric
knowledge of the scene. Its performance has been significantly improved by convolutional neural networks in recent years, which surpass the traditional methods by a
large margin. However, the natural scenes are usually complicated, and hard to build
the correspondence between pixels across frames, such as the region containing moving objects, illumination changes, occlusions, and reflections. This research explores
rich and comprehensive spatial correspondence across images and designs three new
network architectures for depth estimation whose inputs can be a single image, stereo
pairs, or monocular video.
First, we propose a novel semantic stereo network named SSPCV-Net, which
includes newly designed pyramid cost volumes for describing semantic and spatial
correspondence on multiple levels. The semantic features are inferred from a semantic
segmentation subnetwork while the spatial features are constructed by hierarchical
spatial pooling. In the end, we design a 3D multi-cost aggregation module to integrate
the extracted multilevel correspondence and perform regression for accurate disparity
maps. We conduct comprehensive experiments and comparisons with some recent
stereo matching networks on Scene Flow, KITTI 2015 and 2012, and Cityscapes
benchmark datasets, and the results show that the proposed SSPCV-Net significantly
promotes the state-of-the-art stereo-matching performance.
Second, we present a novel SC-GAN network with end-to-end adversarial training
for depth estimation from monocular videos without estimating the camera pose and
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pose change over time. To exploit cross-frame relations, SC-GAN includes a spatial
correspondence module that uses Smolyak sparse grids to efficiently match the features across adjacent frames and an attention mechanism to learn the importance
of features in different directions. Furthermore, the generator in SC-GAN learns to
estimate depth from the input frames, while the discriminator learns to distinguish
between the ground-truth and estimated depth map for the reference frame. Experiments on the KITTI and Cityscapes datasets show that the proposed SC-GAN can
achieve much more accurate depth maps than many existing state-of-the-art methods
on monocular videos.
Finally, we propose a new method for single image depth estimation which utilize
the spatial correspondence from stereo matching. To achieve the goal, we incorporate a pre-trained stereo network as a teacher to provide depth cues for the features
and output generated by the student network which is a monocular depth estimation network. To further leverage the depth cues, we developed a new depth-aware
convolution operation that can adaptively choose subsets of relevant features for convolutions at each location. Specifically, we compute hierarchical depth features as
the guidance, and then estimate the depth map using such depth-aware convolution
which can leverage the guidance to adapt the filters. Experimental results on the
KITTI online benchmark and Eigen split datasets show that the proposed method
achieves the state-of-the-art performance for single-image depth estimation.
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Chapter 1
Introduction

1

1.1

Background

Scene depth plays an important role in computer vision, which is a basic pattern to
understand geometric information within a scene. It can provide the 3D relationship
between the objects and their environment, thus it has a wide range of applications
such as robotic navigation [7], 3D reconstruction [154], autonomous driving [15], and
virtual reality [18]. Taking robotic navigation and autonomous driving as an example,
scene depth can help the robotics and cars with object detection, collision avoidance,
and high-solution map creation.
The activate approaches to obtain the depth in the real world are utilizing the
LiDAR and structured light as shown in Figure 1.1. LiDAR is the abbreviation of
light detection and ranging. Generally, the LiDAR sensor emits light waves into the
scene and measures the time for the reflected light to calculate the distance it traveled.
Differently, The structured light scanner projects some light patterns on the target
object and captures the light using a camera, and uses the information to recover the
3D geometry.

Figure 1.1 The devices for obtaining 3D depth: a LiDAR sensor (left) and a
structured light 3d scanner (right).

However, LiDAR is unable to work in bad weather conditions, such as heavy rain,
snow, and fog. The structured light can only work well on a very narrow depth
range (0.1m to 2m), and the environment light and moving objects have a negative
2

impact on accurate depth capturing. Most importantly, these devices are usually
very expensive, and obtaining the dense depth map from them also requires numerous
computation resources and human power. Compared with the LiDAR sensors and
structured light scanners, the cameras are usually much cheaper and more friendly
to use. Therefore, estimating depth from images has become one of the mainstream
computer vision research. Figure 1.2 shows some samples of depth map corresponding
to the RGB image.

Figure 1.2 The images with the corresponding depth maps from NYU Depth
Dataset V2 [115].

In the early period, the depth estimation from the images depends on the depth
cues, such as vanishing points [132, 3], and focus-defocus [102]. However, those
methods can only be applied in constraint scenes and work for some specific cameras. With the development of computer vision, many hand-made features have been
proposed, such as scale-invariant feature transform (SIFT) [69], Conditional Random
Field (CRF) [84], and Markov Random Field (MRF) [126], which were adopted to
predict depth maps with the machine learning process. However, the results are not

3

satisfactory.
In the 2010s, Convolutional neural networks [116, 51] have been very successful in
many computer vision tasks, e.g., image classification, semantic segmentation, action
recognition, and object tracking. For depth estimation tasks, most of the works
leverage the large dataset [37, 115, 26] and propose data-driven approaches, such
as [33, 151, 71, 14]. Specifically, the depth estimation networks take the RGB images
as input and output depth maps. During training, the objective functions are used to
penalize the errors between the output depth and the ground truth. Compared with
the traditional methods, the deep learning approaches optimized by using numerous
data can learn sufficient features and perform better on real-world images. From the
perspective of the input types, we usually group the depth estimation as the single
image depth estimation, stereo images depth estimation (i.e., stereo matching), and
monocular video depth estimation.
Similar to judging the size and distance of any object like a human, we can estimate
depth from a single image and use it to reflect the three-dimensional world. The
single image depth estimation takes only one RGB image as the input and produces
the depth value for all pixels of the input image. The traditional methods [111,
57, 69] estimate single image depth from the predefined depth cues such as line
angles and perspective, atmospheric effect, shading, occlusion, object size, real-world
environment, and view angle. Recently, the CNN-based approaches [32, 139, 33] build
the regression model to calculate the per-pixel depth map after supervised training.
Learning depth from stereo images simulates the way of human eyes by two cameras, and it is also known as stereo matching. The key point of stereo matching is
finding corresponding pixels on the two rectified images along the horizontal line. In
the stereo system, the two cameras with the same focal length f are parallel. Given
the distance between the two cameras b, and the shift (disparity) for corresponding
points between the images (x1−x2). The depth value d of this point can be calculated

4

by:
d=

fb
,
x2 − x1

(1.1)

as shown in the Figure 1.3.

f

x1

b

x2

d

Figure 1.3 An illustration of the depth d calculation from stereo images. b is the
distance between the two cameras, and f is the focal length. x2 − x1 denotes the
disparity.

Note that the disparity in the human visual system is the angle between two lines
of projection. However, in the computer vision area, the disparity is always usually
measured in pixels and represents the coordinate differences of the point between the
right and left images instead of a visual angle.
Traditional stereo matching approaches consist of matching cost computation,
cost aggregation, disparity optimization, and post-processing. The most important
step is the matching cost computation which usually uses the low-level hand-crafted
5

feature to measure the similarity between the patches from the left image and right
image [10, 107]. Recently, as in many other computer vision tasks, convolutional
neural networks have been applied to stereo matching with significant success. Most
of them [71, 14] formed a 4D cost volume with the concatenated deep features from
the image pairs along the horizontal line. After matching cost computation, they use
the 3D convolution networks for cost aggregation and estimate the final depth map.
Compared with stereo matching approaches which require at least two fixed cameras, monocular video depth estimation uses only one camera. And it obtains depth
from the captured video sequence instead of the paired left-right image. The idea
of monocular video depth estimation comes from that humans can know the threedimensional structure of an object by moving around it, which is known as structure
from motion (SfM) as shown in Figure 1.4. So monocular video depth estimation is
easy to apply to most the scenarios, while the accuracy relies heavily on high-quality
image sequences.
Learning depth from multiple viewpoints presents a similar problem as stereo
matching, while the correspondence of the former is more complicated due to the
movement of the camera. To find correspondence between images from the different
viewpoints, features such as SIFT [69] and SURF [5] can be used for pixel matching.
Recently, most existing approaches[122, 161] use high-quality ground truth depth
data to train a neural network for precise depth estimation for each image in the
video.

1.2

Challenges

A variety of advanced deep neural networks have been developed for depth estimation
from different source using different network architectures [14, 73, 45], different objective function[145, 136] and different physics constraint[148, 91]. However, it remains
a very challenging task since images may have repeated patterns, object occlusions,
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Image 1

Image 3
Image 2

Camera movement

Figure 1.4 An illustration of the structure from motions. With the movement of
the human eye or a camera, we can estimate the 3D structure of a scene from a set
of 2-D viewpoints.

and textureless regions, which makes the deep learning approaches hard to train.
Moreover, the accuracy of depth estimation is extremely important. For instance,
when the models are applied in the system of autonomous driving, safety is always
the top consideration for this community.
For the stereo matching task, the current approaches always construct the cost
volume using the deep features extracted by the respective networks [71, 97, 118, 14].
For these prior works, the cost volume is constructed at a single level without considering multiscale spatial information separately underlying the stereo image pairs.
For cost aggregation, a single-scale cost volume may not be sufficient to capture the
spatial relationship between stereo images. Since the two images are captured by
two cameras from different viewpoints, they will have the occlusion regions, i.e., the
objects in the first image may not appear in the second image (as shown in the yellow
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box of the Figure 1.5), which makes the matching processing harder. Besides, for the
reflective surfaces (as shown in the red box of the Figure 1.5), the pixels from two images might have different appearances, so it is difficult to find accurate corresponding
points when applying the intensity-consistency matching.

Left Image

Right Image

Figure 1.5 An illustration of the occlusion and reflection in the stereo vision. The
regions in yellow boxes are occluded in another image, and the regions in red boxes
have a reflective surface which has different appearances on the left and right
images.

Different from the stereo matching task where the input pair of stereo images
are taken by two cameras with a fixed relative pose, the camera pose change between
adjacent frames in videos is time-varying, which makes depth estimation from monocular videos a very challenging problem. Most of the available methods address this
problem by first estimating the camera pose and pose change over time, usually by
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training respective CNNs [108, 130, 162]. For these methods, errors in camera-pose
estimation can significantly affect the accuracy of final depth estimation [131].
The most difficult setting is the single image depth estimation since it is an illposed problem. As shown in Figure 1.6, the infinite number of 3D scenes can project
to the same 2D plane, so the single-image depth estimation still shows a very large
performance gap from the depth estimation using a pair of stereo images and video.
This is not strange because the former lacks the crucial multi-view geometric information, even if the deep learning techniques can help infer geometric information
with data-driven approaches [95, 93].

Figure 1.6 An illustration of the ill-pose problem for single-image depth
estimation. The infinite number of 3D scenes can project to the same 2D plane.

1.3

Scope of the Proposed Research

To address these three depth estimation tasks (depth from stereo images, video, and
single image), this dissertation explores and studies the spatial correspondence between the images for a deep network. Specifically, for the stereo matching task,
the spatial correspondence is built between the left and right image, the cross-frame
spatial correspondence is constructed for monocular depth estimation, and correspondence knowledge transferring is studied for single image depth estimation.
9

1.3.1

spatial correspondence for the stereo matching

To accurately find pixel-level correspondence of the stereo pair, this dissertation studies the pyramid cost volumes for capturing semantic and multiscale spatial information simultaneously.
The use of semantic information aims to capture context cues in a simple manner
and learn the similarity of objects’ pixels from the left and right semantic segmentation features. As shown in Figure 1.7, the semantic segmentation captures different
objects and their boundaries in images and shows much spatial and intensity correlation with the disparity map. In particular, an accurate semantic segmentation can
help rectify the disparity values along the object boundaries, which are usually more
prone to error in stereo matching

Figure 1.7 (a)&(b) the input stereo pairs (left and right images) from the KITTI
dataset; (c) the semantic segmentation; (d) the predicted disparity; (e) the
ground-truth of the disparity estimation; (f) the error map of the prediction.
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Different from the previous work PSMNet[14], where only a single cost volume is
generated from the deep features, this dissertation instead uses multilevel spatial features to build spatial pyramid cost volumes. Besides, we achieve the cost aggregation
in a hierarchical way, which enables it to learn both coarse and fine-grained spatial
correspondence for stereo matching.

1.3.2

spatial correspondence across the frames

This dissertation exploits latent information – spatial correspondence between adjacent frames of a monocular video and estimates the depth by supervised training as
shown in Figure 1.8.

Figure 1.8 An illustration of the spatial relations between adjacent frames and
depth estimation. (a) The reference frame; (b) the corresponding features between
two adjacent frames; (c) the estimated depth map.
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One key issue in building the feature relations between two frames lies in the
computational and memory complexity. With large camera-pose change between
frames and high image resolution, both of which are common in autonomous driving
and virtual reality, the search space of corresponding features between two frames is
very large. To address this issue, this dissertation considers down-sample patches of
interest in adjacent frames using the Smolyak sparse grid method [117], which brings
us both efficiency and accuracy in building cross-frame spatial relations.

1.3.3

transferring the spatial correspondence knowledge for single image
depth estimation

For the single image depth estimation, this dissertation makes use of the feature
extracted from the stereo pair to rectify the ill-posed features extracted from a single
image by using the knowledge-distillation technique [52], which was initially proposed
for model compression (Figure 1.9).

Figure 1.9 An illustration of knowledge-distillation for model compression [44].

Moreover, all existing methods treat the features in different depths equally using
traditional convolution operations and these convolution operations may mix the

12

features from different objects, which might cause inaccurate prediction of depth and
abrupt depth change near the border of two adjacent objects in the image. Inspired
by the work of [50] which proposes a segmentation-aware CNN by adapting its filters
at each pixel based on segmentation cues, we focus on designing a novel depth-aware
convolution operation for single-view depth estimation based on depth cues during
the knowledge transferring.

1.4

Proposed Approaches

This dissertation proposes three approaches to estimating depth from the images.
The first work takes a stereo pair as input and explores the spatial correspondence
between left and right images. The second work focuses on estimating the depth
from the monocular video using the cross-frame spatial correspondence. The last
work studied correspondence knowledge transfer for single image depth estimation.

1.4.1

Semantic Stereo Matching with Pyramid Cost Volumes

In the first work, we propose a new semantic stereo network of SSPCV-Net. One
of our major ideas in this work is to develop a new CNN network with multilevel
cost volumes, which we call pyramid cost volumes, for better capturing the disparity
details in stereo matching. Our work is also partly inspired by the recent work of
SegStereo [141] that integrates semantic information to stereo matching through joint
learning. The semantic segmentation captures different objects and their boundaries
in images and shows much spatial and intensity correlation with the disparity map.
In particular, an accurate semantic segmentation can help rectify the disparity values
along the object boundaries, which are usually more prone to error in stereo matching [8, 46]. Thus, our network will also integrate both the semantic and the spatial
information in multiple levels for constructing pyramid cost volumes, and we find
that such an approach can improve the stereo-matching accuracy significantly.
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Besides, we propose a 3D multi-cost aggregation module in SSPCV-Net to integrate the extracted multilevel features and perform regression for accurate disparitymap prediction. From the comprehensive experiments and comparisons with some
recent stereo matching networks, SSPCV-Net significantly promotes the state-of-theart performance of stereo matching on the benchmark datasets of Scene Flow, KITTI
2015 and 2012, and Cityscapes.

1.4.2

Spatial Correspondence with Generative Adversarial Network:
Learning Depth from Monocular Videos

In the second work, we present a novel SC-GAN network with end-to-end training
for depth estimation from monocular videos without estimating the camera pose and
pose change over time. To exploit cross-frame relations, SC-GAN includes a newly
designed spatial correspondence module and an attention mechanism to learn the
importance of features in different directions. We make use of Smolyak sparse grids
to greatly reduce the complexity of correlation calculations for the spatial correspondence of adjacent frames. As far as we know, this is the first time to use this method
for solving computer vision problems.
Furthermore, we use the generator in SC-GAN learns to estimate depth from the
input frames, while a discriminator is applied to distinguish between the ground-truth
and estimated depth map for the reference frame. The proposed SC-GAN significantly
promotes the state-of-the-art performance of the monocular depth estimation on the
KITTI and Cityscapes datasets.

1.4.3

Learning Depth from Single Image using Depth-Aware Convolution
and Stereo Knowledge

In the last work, we introduce a pre-trained stereo network to provide additional
supervision on both intermediate features and the output of the student through
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knowledge distillation. We also design a novel depth-aware convolution operation in
DACNN to learn the depth with the help of spatial correspondence. Specifically, the
depth-aware convolution operation can adaptively choose subsets of relevant features
for convolutions at each location, and we compute hierarchical depth features as the
guidance, and then estimate the depth map using such depth-aware convolution which
can leverage the guidance to adapt the filters. Experimental results on the KITTI
online benchmark and Eigen split datasets show that the proposed method achieves
the state-of-the-art performance for single-image depth estimation.

1.5

Structure of the Dissertation

The remainder of this dissertation is organized as follows. In Chapter 2, we overview
the relevant knowledge used in this research. In Chapter 3, a literature review for
related works is conducted. Chapter 4 elaborates on the proposed method of using
semantic information for stereo matching. Chapter 5 explores spatial correspondence
for depth estimation from monocular videos. Chapter 6 elaborates a new method
that can estimate depth from a single image with knowledge distillation. Finally,
Chapter 7 concludes the dissertation.
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Chapter 2
Background
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This chapter provides some background to this dissertation, including a brief introduction to CNN networks, the spatial correspondence in optical flow estimation,
some advanced convolutional layers, and the benchmarks for depth estimation tasks.
Specifically, the CNN networks are the fundamental knowledge used in all three proposed methods, the optical flow estimation is associated with the second work – depth
estimation from monocular video, and the introduction of the advanced convolutional
layers is related to the third work – single image depth estimation.

2.1

A brief introduction of CNN networks

With the advances in computation resources and massive datasets, CNNs are the most
successful architectures in the deep learning community, especially for data-driven
computer vision tasks. CNNs mainly consist of convolutional layers, normalization
layers, and activation layers.
In the convolutional layer, the learnable local kernel is involved to extract features
from images. Taking 3 × 3 convolutional layer with dilation rate 1 as an example, the
receptive field R can be defined as
R = {(−1, −1), (−1, 0), . . . , (0, 1), (1, 1)}.

(2.1)

For each location p0 on the output feature map y, we have
y(p0 ) =

X

w(pn ) · x(p0 + pn ),

(2.2)

pn ∈R

where pn enumerates the locations in R. The normalization layers stabilize the data
which can improve the learning speed and avoid overfitting. The activation layers
enable the non-linear functions modeling in CNNs.
Based on those layers, many well-known CNN-based archtecture are proposed in
last ten years, e.g.AlexNet [75], VGGNet [116], GoogLeNet [121], U-Net [110], and
ResNet [51], and the network going deeper and deeper. AlexNet [75] only has five
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convolution layers as shown in Figure 2.1, while VGGNet[116] and GoogLeNet [121]
have 19 and 22 layers, respectively.

Figure 2.1 The architecture of Alexnet. From [75]. It consists of five convolutional
layers, three max-pooling layers, and three fully connected layers.

However, training deep networks will cause the vanishing gradient problem. To
solve this issue, He et al.proposes ResNet [51] in 2016. The residual block can be
defined as:
y = F(x, {Wi }) + x,

(2.3)

where x and y are the input and output, and the function F(x, {Wi }) represents
the residual mapping with the learnable parameters Wi . With this skip connection
operation as shown in Figure 2.2, ResNet makes it possible to train up to hundreds

Figure 2.2 The architecture of ResNet. From [51]. It utilize skip connections
(shortcuts) to jump the feature over the layers.
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of layers and still achieves compelling performance.

The detailed structure of ResNet is shown in Table 2.1. With the remarkable
results, ResNet become the most popular backbone to extract deep features in lots
of computer vision works e.g., image classification, object detection, and human reidentification.
Table 2.1 Architectures for ResNet [51] with different numbers of blocks stacked.

layer name output size
conv1
112×112
conv2_x

56×56

18-layer

"

"

conv3_x

conv4_x

28×28

7×7

#

3×3, 128
×2
3×3, 128

"

#

3×3, 64
×3
3×3, 64
#



3×3, 128
×4
3×3, 128






1×1, 128

3×3, 128 ×4
1×1, 512







1×1, 128

3×3, 128 ×4
1×1, 512

152-layer






























1×1, 64

3×3, 64 ×3
1×1, 256


1×1, 128

3×3, 128 ×8
1×1, 512


"

#
1×1, 256
1×1, 256
1×1, 256
3×3, 256





×6 
 3×3, 256 ×6  3×3, 256 ×23  3×3, 256 ×36
3×3, 256
1×1, 1024
1×1, 1024
1×1, 1024

#

"

#
1×1, 512
1×1, 512
3×3, 512



×3 
 3×3, 512 ×3  3×3, 512 ×3
3×3, 512
1×1, 2048
1×1, 2048
average pool, 1000-d fc, softmax
3.6×109
3.8×109
7.6×109

3×3, 256
×2
3×3, 256

"

3×3, 512
×2
3×3, 512

1×1
FLOPs

"

50-layer
101-layer
7×7, 64, stride 2
3×3 max pool, stride 2




1×1, 64
1×1, 64




 3×3, 64 ×3
 3×3, 64 ×3
1×1, 256
1×1, 256

#

"

14×14

conv5_x

#

3×3, 64
×2
3×3, 64

34-layer

1.8×109






1×1, 512

3×3, 512 ×3
1×1, 2048
11.3×109

For the image segmentation task, Ronneberger et al.propose a new network structure U-Net [110] as illustrated in Figure 2.3. The U-Net consists of a contracting
path and an expansive path, and it has 23 convolutional layers in total. In the contracting path, the image is down-sampled with convolution layers and max-pooling
layers. While in the expansive path, the features go through the up-convolution layer
for upsampling. The U-shape network architecture not only extracts features after
the convolution layer but also restores the predictions to the same size as the original
input images. So it is widely used in many dense prediction tasks (e.g., semantic
segmentation, optical flow estimation, depth estimation) and low-level vision tasks
(e.g., low-light enhancement, shadow removal, image denoising).
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Figure 2.3 The architecture of U-Net for semantic segmentation. From [110].

2.2

Spatial correspondence in optical flow Estimation

The optical flow is a pattern used to describe the pixel’s motion in the image sequence. Recently, it is widely used in many video-based computer vision tasks, e.g.,
action recognition, video semantic segmentation, and tracking. The optical flow estimation needs precise per-pixel displacement, i.e., finding correspondences between
two input images. The traditional approaches [58] for optical flow estimation usually
optimize a complex energy function to find the best matching between the pixels of
two images. However, it is computationally expensive and always falls in a region
that has occlusion, illumination varying, or noise.
In 2015, Dosovitskiy et al. [30] firstly adopt CNNs to learn optical flow and propose
the FlowNet for data-driven optical flow estimation. The architecture of FlowNet is
shown in Figure 2.4.
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Figure 2.4 The architecture of FlowNet. From [30]. The correlation layer is used
to perform the patch-wise comparisons between feature maps from two images.

Firstly, the FlowNet takes two image as input and extract the features separately.
Secondly, it combine the features with a correlation layer. More specifically, let us
define f1 and f2 are two feature from two images. Given a maximum displacement
d, the correlation of two patches x1 in f1 and x1 in f2 can be calculated as
c(x1 , x2 ) =

X

< f1 (x1 ), fx (x2 + o) >

(2.4)

o∈[−d,d]×[−d,d]

in a square patch of size 2d+1. Finally, in order to provide dense per-pixel predictions,
the FlowNet refines the coarse representation and up-sample it to original size of input
image.
Recently, more works are proposed for building the spatial correspondence for optical flow estimation. For instance, RAFT [123] builds the multi-scale 4D correlation
volumes, and then aggregate them in a pre-defined flow field, shown in the Figure
2.5.

2.3

Advanced convolutional layers

With the great success of the classic CNNs in many computer vision tasks, many
researchers have been devoted to modifying the convolutional layers for further performance improvements [27, 50, 65, 87, 119, 128, 165]. Different from the traditional
21

Figure 2.5 The architecture of RAFT. From [123].

convolutional layers where convolutional filters are invariant to input images after
training, Xu et al. [65] introduces a dynamic filter network (DFN), in which one
branch is used to generate filters conditioned on the input while the other branch
uses the predicted filters to compute the final output. Similarly, Dai et al.develop
a deformable convolutional network (DCN) [27] to dynamically change the receptive
field in filtering the current features. As shown in Figure 2.6, the receptive field R
in DCN is augmented with offsets {∆pn |n = 1, ..., N }, where N = |R|. Then the
convolution operation becomes:
y(p0 ) =

X

w(pn ) · x(p0 + pn + ∆pn ).

(2.5)

pn ∈R

Later in [165] the performance of DCN is further improved by learning the weight
at each position. In [119], pixel-adaptive convolution (PAC) is proposed to modify
the original filter weights by using local features computed from a guidance branch
with a fixed parametric kernel function:
y(p0 ) =

X

K(Fp0 , Fp0 +pn ) · w(pn ) · x(p0 + pn ),

(2.6)

pn ∈R

where K is a pre-defined kernel function such as a Gaussian kernel, and F is another
feature map extracted from the image. Based on [119], Wannenwetsch et al. [133]
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Figure 2.6 An illustration of the deformable convolution. From [27]. The receptive
field is changed by using an additional convolutional layer.

propose a probabilistic pixel-adaptive convolution to provide location information
and handle boundary artifacts. More interestingly, Harley et al. [50] integrate segmentation cues into a convolutional neural network by first using the segmentation
labels to supervise the process of feature embedding, and then using the embeddings
to construct masks for the positions on the feature maps.

2.4

Depth Estimation Benchmark

KITTI [36] is the most famous dataset for depth estimation which is collected using
a vehicle equipped with a sparse Velodyne LiDAR scanner and high resolution video
cameras as shown in Figure 2.7. It is captured by driving in rural areas and on
highways in Karlsruhe, and there are up to 15 cars and 30 people in each image.
KITTI dataset is proposed for the tasks of stereo matching, depth estimation,
semantic segmentation, optical flow, visual odometry (SLAM), 3D tracking, and 3D

23

Figure 2.7 A vehicle equipped with a Velodyne LiDAR scanner, a stereo rig and
GPS devices for collecting the KITTI dataset [36].

object detection. Specifically, the stereo 2012 benchmark consists of 194 training
scenes and 195 test scenes, while The stereo 2015 benchmark consists of 200 training
image pairs and 200 test image pairs. The depth prediction part contains over 93,000
depth maps with corresponding RGB images.
Cityscapes [24] is a very large dataset and focuses on semantic understanding of
real urban street scenes. For the depth estimation task, it provided pre-computed
depth maps using SGM [53]. It has 5,000 pairs in total, and they are split into
2,975/500/1,525 for training/validation/testing. Note that the Cityscapes also provides the stereo pairs which can be used for stereo matching.
Compared with the street scenes collected by KITTI [36] and Cityscapes [24],
Make3D [111] provides diverse outdoor scenes in the city of Palo Alto. It includes a
total of 534 pairs of images and depth maps. The resolution of the image and depth
map are 2272 × 1704 and 55 × 305, respectively.
NYU Depth Dataset V2 [115] was introduced for indoor depth estimation. It uses
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a Microsoft Kinect RGBD camera to collect the depth maps. There are 1,449 pairs of
aligned RGB and depth images including commercial and residential buildings from
three different cities in the United States. In total, it has 464 different indoor scenes.
Recently, Vasiljevic et al. [129] proposed new dataset named as DIODE. It contains
thousands of color images with accurate, dense depth maps for both indoor and
outdoor scenes. The data was collected with the FARO S350 laser scanner to record
360° panoramic scans. The resolution of images and depth maps is 1,024 × 768. This
dataset also provides the surface normal map for each image, which can benefit the
3D reconstruction.
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Chapter 3
Literature review
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This chapter provides a literature review of the works related to this dissertation,
including stereo matching, depth estimation from monocular video, and single image
depth estimation.

3.1

Stereo Matching

Almost all recent state-of-the-art performances of stereo matching are achieved by
using CNN-based architecture. For example, in [89, 39], disparity value is discretized
and disparity estimation is reduced to classification with CNNs. In [91], CNN is
used for computing disparity map and optical flow simultaneously. This result can
be refined iteratively based on error maps [97].
In [113], the disparity is estimated by patch matching. In GC-Net [71], cost
volumes are regularized by 3D convolutions before being used for disparity estimation.
Specifically, as shown in 3.1, they first extract features of the left and right images
with a weight-sharing encoder and from the cost volume by concatenating the left and
right feature maps across each disparity level. Then, the cost volumes are aggregated
with 3D convolution layers. Finally, the disparity values are regressed from the 3d
cost volume using a soft argmin operation.
ity
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Figure 3.1 The architecture of GCNet. From [71].

Based on GC-Net [71], more and more end-to-end networks for stereo matching
are proposed. In Stereonet [73], the use of low-resolution cost volumes leads to sub-
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pixel matching accuracy and real-time speed. In [22], a new 3D convolutional module,
as well as a sparse depth map, is used for improving stereo matching. PSMNet [14]
extracts multiscale image information for constructing a single cost volume, which is
then taken for regularization and disparity estimation. The pipeline of PSMNet is
shown in Figure 3.2.
Left image

weight sharing

CNN

conv

weight sharing

weight sharing

SPP module

input

3D CNN

regression

Right image

SPP module

upsampling

CNN

conv
cost volume

final prediction

Figure 3.2 The architecture of PSMNet. From [14]. The multi-scale image
information is constructed by SPP module.

In EdgeStereo [118], edge detection is incorporated to accurately estimate depth
change across object boundaries. GWcNet [47] aggregate the 3d information with two
cost volumes, where the first one is the concatenation of the left and right features, and
the second one is constructed by group-wise correlation. For accurate stereo matching,
HD3 -Stereo [147] estimates the disparity map and the model-inherent uncertainty map
simultaneously. GANet [156] proposes two novel components during 3d cost volume
aggregation, where the first one builds the semi-global matching, and the second one
focuses on the local region.
AANet [140] uses the deformable convolution [27] to learn content-adaptive weights
for each pixels in cost aggregation. CFNet [114] also uses uncertainty learning for
robust stereo matching and fuses multiple low-resolution cost volumes to enlarge
the receptive field. DSMNet[155] adds a normalization layer and a non-local layer
which regulates the feature’s distribution for better domain generalization ability.
By applying the neural architecture search, LEAStereo [23] almost outperforms all
state-of-the-art deep stereo matching approaches.
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3.2

Depth Estimation from Monocular Video

Depth estimation from monocular videos has attracted much interest in recent years.
In [69], handcrafted features were matched between frames for depth estimation and
optical flow is also used to improve the depth estimation accuracy. Zhou et al. [162]
trained a network to estimate the relative camera pose between adjacent frames and
then fed it to another network for depth estimation. As shown in Figure 3.3, two
networks (Pose CNN and Depth CNN) are involved in the joint training framework.

Figure 3.3 An illustration of the monocular depth and camera motion estimation
from unstructured video sequences. From [162].

DeepV2D [122] estimates the relative camera poses between a keyframe and a set
of nearby frames and finally generates a fused depth map on the keyframe. DeepTAM [161] estimates the relative camera pose and uses it to propagate the known
depth map of a keyframe to other frames. Mahjourian et al. [90] combined camerapose estimation and depth estimation in a single network by enforcing the 3D geometry consistency. Yin et al. [148] considered camera pose estimation, depth estimation,
and optical flow in a unified network named GeoNet shown in Figure 3.4. We can see
that all these methods need to estimate camera-pose change between frames.
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Figure 3.4 The architecture of GeoNet. From [148].

Recently, there are many methods [41, 134, 135, 136] focus on self-supervised approaches, however, the performance is still lower than the fully supervised approaches.
Specifically, MonoDepth [41] treats depth estimation as an image reconstruction problem during training, where the left-right consistency of stereo images is used as a
new constraint. Taking monocular video as input during training, MonoDepth2 [42]
proposes a new objective function to handle occlusions across the frames and an automasking approach to ignore the noise and boost training. Watson et al. [134] observes
that the re-projection is reliable for the regions with repeating patterns and texturesless areas, so they proposed to use depth hints obtained from other off-the-shelf stereo
algorithms as labels for supervision. ManyDepth [135] makes use of multiple frames
during testing and propose a multi-frame depth estimation model which combines the
strengths of monocular and multi-view depth estimation. DistDepth [136] proposes
to distill the 3d structure knowledge from a supervised model into a self-supervised
depth estimator.
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3.3

Single Image Depth Estimation

As large-scale datasets (e.g. KITTI [37]) are available, more and more supervised
approaches have been developed for monocular depth estimation. Eigen et al. [32]
propose a multi-scale deep network to learn the depth of a single image by global
coarse prediction and local refinement. Following this paper, several further works
have been developed to extract features using deep learning techniques. Xu et al. [139]
designs a new framework using continuous conditional random fields (CRFs) to fuse
the multi-scale byproducts of the network.
Fu et al.propose DORN [33] by discretizing the depth and converting the regression
problem into a multi-class classification problem, which achieves the state-of-the-art
performance. The detailed structure of DORN is illustrated in the Figure 3.5
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Figure 3.5 The architecture of DORN. From [33].

Jiao et al. [66] propose an attention-driven loss and a synergy network to mutually
improve the depth estimation and semantic labeling tasks. Chen et al. [19] develop
a conditional GAN framework with a novel patch-wise loss function to predict depth
values at the patch level by incorporating more global information. Gan et al. [34]
explicitly model the relationship across different pixels using an additional affinity
layer to model the depth relation of neighboring pixels. Recently, Yin et al. [145]
propose virtual normal directions to incorporate geometric constraints in the 3D
space to improve the depth prediction accuracy.
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In AdaBins [6], Bhat et al.divide the depth range into adaptive bins and the final
depth map comes from a linear combination of the bin centers MiDaS [105] introduces
a new loss function which is invariant to depth range and scale, which enables the
training of the model on diverse training sets from different sources. To address the
unknown depth shift, Wei et al.[146] improve the estimated depth by training models
on synthetic 3D data or data for 3D scene shape priors. BoostingDepth [94] proposes
a new loss function which focuses on boundary accuracy, and it improves the depth
estimation for high-resolution images. DPT [104] applies the self-attention blocks for
depth estimation with more globally coherent predictions.
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Chapter 4
Semantic Stereo Matching with Pyramid Cost
Volumes
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4.1

Motivation

Stereo matching is indispensable for many computer vision applications, such as autonomous driving [15], 3D reconstruction [154], augmented realities [18], and robot
navigation [7]. By finding pixel-level correspondence between two images, stereo algorithms aim to construct a disparity map from a pair of rectified stereo images. In
traditional methods, hand-crafted reliable features are used to identify cross-image
matching pixels or patches for computing the disparity map [10, 107]. Recently, as in
many other computer vision tasks, convolutional neural networks (CNNs) have been
applied to stereo matching with significant success.
When applying CNNs for stereo matching, many of the existing works construct
a cost volume for computing the correspondence cost at each position by traversing
a set of possible disparity values. A regression layer is then used to infer the optimal
disparity map based on the cost volume. While early works calculate the cost in the
original image domain [54, 55, 124], recent works construct the cost volume using the
deep features extracted by the respective networks [71, 97, 118, 14]. For these prior
works, the cost volume is constructed at a single level without considering multiscale
spatial information separately underlying the stereo image pairs. However, for the
considered feature map, a single-scale cost volume may not be sufficient to capture
the spatial relationship between stereo images. One of our major ideas in this work is
to develop a new CNN network with multilevel cost volumes, which we call pyramid
cost volumes, for better capturing the disparity details in stereo matching.
Multiscale information has been used in many CNN-based computer vision applications. For example, PSPNet [160] and DeepLab [17, 16] embed multiscale features
of scenes to improve semantic segmentation. SPyNet [106] calculates optical flow
by warping images in multiple scales. PWC-Net [120] uses multiscale features to
compute optical flow with a single branch. Different from these works, we here introduce the multiscale information into stereo matching, as in PSMNet [14]. But as
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discussed above, PSMNet constructs a single cost volume using multiscale features,
while we construct multilevel cost volumes directly, resulting in much better disparity
estimation.
Our work is also partly inspired by the recent work of SegStereo [141] that integrates semantic information to stereo matching through joint learning. Semantic
information has been found to be useful when integrated to solve many important
computer vision problems. For example, in [21] an integrated SegFlow model is developed to address optical flow and video segmentation together, leading to a win-win
result. In [67, 158, 70], two tasks of monocular depth estimation and semantic segmentation are solved simultaneously by using weight-sharing sub-networks or joint
CNN learning. SegStereo [141] combines semantic and image features into a single
cost volume for disparity estimation.
The semantic segmentation captures different objects and their boundaries in images and shows much spatial and intensity correlation with the disparity map. In
particular, an accurate semantic segmentation can help rectify the disparity values
along the object boundaries, which are usually more prone to error in stereo matching [8, 46]. Thus, our network will also integrate both the semantic and the spatial
information in multiple levels for constructing pyramid cost volumes, and we find
that such an approach can improve the stereo-matching accuracy significantly.
More specifically, we design a new semantic stereo network named SSPCV-Net
for stereo matching. In this network, after several initial convolutional layers, we
take the extracted deep features as input for two separate branches. One of them
performs the traditional spatial pooling, but with hierarchical multilevel processing.
The other branch is a semantic segmentation subnetwork. We then build pyramid
cost volumes by combining the outputs of these two branches from input stereo pairs
such that these new pyramid cost volumes well represent both semantic and spatial
information in multiple levels. Next, we design a 3D multi-cost aggregation module
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to integrate the extracted multilevel features and perform regression for predicting
disparity maps.
We employ a two-step strategy to train the SSPCV-Net: 1) supervised training
of the semantic segmentation subnetwork; and 2) joint training of the whole network with supervision on both semantic segmentation and disparity estimation. We
conduct comprehensive experiments, including a series of ablation studies and comparison tests of SSPCV-Net with existing state-of-the-art methods on Scene Flow,
KITTI 2015 and KITTI 2012 benchmark datasets. It is observed that the proposed
SSPCV-Net clearly outperforms many existing state-of-the-art stereo-matching methods.

4.2

Method

The architecture of the proposed SSPCV-Net is shown in Figure 4.1. We can see
that the main pipeline includes: (a) feature extraction: using ResNet50 [51]; (b)
spatial pooling: using average pooling, the resulted multilevel feature maps are fed
into the semantic segmentation network; (c) multi-cost aggregation: a new pyramid
cost volumes are built to incorporate semantic information and multilevel spatial
context information. In addition, a 3D multi-cost aggregation module is added for
cost-volume aggregation; (d) disparity regression: disparity map is estimated from
the cost volumes using 3D convolution.

4.2.1

Network architecture

We first use ResNet-50 [51] with the dilated network strategy [16, 150] to extract
features from the input pair of images, and then adopt adaptive average pooling to
compress features into three scales, followed by a 1 × 1 convolution layer to change
the dimension of the feature maps. The resulting spatial features are simultaneously
fed into two branches of the network – one branch produces spatial pyramid cost
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Figure 4.1 Architecture of the proposed semantic stereo network for disparity
estimation. It consists of feature extraction, spatial pooling, semantic segmentation
sub-network, multi-cost aggregation, and disparity regression.

volumes directly and the other branch is a semantic segmentation subnetwork, which
generates a semantic cost volume. The obtained semantic cost volume and the spatial
cost volumes make up pyramid cost volumes, as shown in the box of Pyramid Cost
Volumes in Figure 4.1. All these cost volumes are then fed into a 3D multi-cost
aggregation module for aggregation and regularization. At the end, a regression layer
produces the final disparity map. The pyramid cost volumes and the 3D multi-cost
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aggregation module are elaborated in the following sections.

Figure 4.2 The construction process of spatial pyramid cost volumes.

4.2.2

Spatial pyramid cost volumes

We propose to use the idea of pyramid cost volumes to learn the relationship between
an object and its neighbors in space. Different from PSMNet, where only a single
cost volume is generated from the pyramid features by first upsampling them to the
same dimension and then performing concatenation, we instead use multilevel spatial
features to build spatial pyramid cost volumes.
We use hierarchical scales of spatial features after different adaptive average pooling layers in feature extraction to form levels of cost volumes. Following the idea of
GC-Net [71], for each level of the spatial feature maps, we form a cost volume by
concatenating the corresponding unaries from the left and right image features and
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then packing them into a 4D volume, which contains all spatial context information
for inferring disparity from this level.
As shown in Figures 4.1 and 4.2, three hierarchical levels of feature maps are
particularly used in our SSPCV-Net to form spatial pyramid cost volumes to represent
different level of information, and the spatial pyramid cost volumes have sizes of
1
} respectively at each level, where C is number
C × αW × αH × αD with α ∈ { 14 , 18 , 16

of channels, W and H are the width and height of original images respectively, and
D is the maximum disparity.

4.2.3

Semantic cost volume

For the semantic branch, the semantic segmentation sub-network follows PSPNet [160].
With the extracted feature maps, the sub-network upsamples the low-dimensional
feature maps to the same size and concatenates all the feature maps. In the end,
it is followed by a convolution layer to generate the final prediction of the semantic
segmentation map.
To form the single semantic cost volume, we use the features before the classification layer. The use of semantic cost volume aims to capture context cues in a
simple manner and learn the similarity of objects’ pixels from the left and right semantic segmentation features. By concatenating each unary semantic feature with
their corresponding unary from the opposite stereo image across each disparity level,
and packing them into a 4D volume, we obtain a semantic cost volume with the size
of C × 14 W × 41 H × 41 D, which is the same size as the largest spatial cost volume.
4.2.4

3D multi-cost aggregation module

As shown in Figure 4.3, both the spatial pyramid cost volumes and the semantic cost
volume are fed into the 3D multi-cost aggregation module.
We use a “Hourglass" module (Figure 4.4) and a 3D feature fusion module (FFM)
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Figure 4.3 Details of the 3D multi-cost aggregation module with the hourglass and
the 3D feature fusion.
to learn different levels of spatial context information through the encoding/decoding
process.
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Figure 4.4 The structure of “Hourglass" module.

As for the strategy, inspired by the MSCI (multiscale context intertwining) scheme
in [82] and RefineNet [83], we fuse the 4D spatial cost volumes from the lowest level
to the higher ones in a recursive way: we first upsample the lower level volume to
the same size as its immediately higher level one and feed them into FFM, then the
fused cost volume is further fused with the next higher level cost volume after the
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hourglass module. Finally, the last level fused spatial cost volume is fused with the
semantic cost volume and the result is then upsampled to the original image size
1 × W × H × D via the bilinear interpolation.
Instead of concatenating the features as in BiSeNet [149], which includes a 2D
feature fusion module to help the context information fusion, we develop a 3D feature
fusion module specifically for fusing two cost volumes: first the two 3D cost volumes
are summed up following the residual block structure in [51], next the adaptive average
pooling is used to transform the concatenated features to a feature vector and then
a weight vector is computed through a fc-ReLU-fc-sigmoid structure [59], finally, the
upsampled one of the two cost volumes is multiplied by the weight vector and added
with the other cost volume to form the output of the FFM module. The details of

Add

Sigmoid

Linear

ReLU

Linear

3D Global Pooling

Add

FFM are shown in Figure 4.5)

Mul

Figure 4.5 The structure of FFM module.

4.2.5

Disparity regression and loss function

We take the disparity regression proposed in [71, 14] to estimate the continuous
disparity map. The softmax operation σ(·) is first used to normalize the finally fused
cost volume Cd to output a probability P (d) for each disparity d, which is regarded
to as a soft attention mechanism and often more robust than classification-based
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approaches. The predicted disparity dˆ is then calculated as the sum of each disparity
d weighted by its probability as
dˆ =

DX
max

d × P (d)

(4.1)

d=0

where Dmax denotes the maximum disparity.
To train the proposed architecture, we rely on the following multi-task loss function.
L = αLdisp + (1 − α)Lbdry

(4.2)

which consists of the weighted sum (0 ≤ α ≤ 1 is the weight) of two terms, namely
the disparity loss (Ldisp ) and the boundary loss (Lbdry ).
We use the smoothL1 as the basic loss function to train our proposed SSPCV-Net
which has been widely used in many regression tasks [40, 71]. The disparity loss is
defined as
ˆ =
Ldisp (d∗ , d)

1 X
smoothL1 (d∗i,j , dˆi,j )
N (i,j)

(4.3)

where N is the number of all the labeled pixels, d∗ is the disparity ground-truth.
Since the disparity discontinuity point is always on the semantic boundaries [103],
we accordingly deploy the following boundary-loss function as
Lbdry =


1 X
ˆ
ˆ
|φx (semi,j )|e−|φx (di,j )| + |φy (semi,j )|e−|φy (di,j )|
N (i,j)

(4.4)

where sem is the semantic segmentation ground-truth label, and φx and φy are the
intensity gradients between neighboring pixels along the x and y directions, respectively.

4.3
4.3.1

Experiment
Datasets and evaluation metrics

In this section, we use the following stereo datasets for performance evaluation and
comparison of SSPCV-Net with several recent state-of-the-art networks for stereo
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matching:
Scene Flow [91]: This is a synthetic dataset consists of 35,454 training and 4,370
testing image pairs that can be used for evaluating optical flow and stereo matching
performance. This dataset has dense and elaborate disparity maps as ground-truth
for training.
KITTI 2015 & KITTI 2012 [92, 36]: These are two real-world datasets. KITTI
2015 contains 200 training stereo image pairs with sparse ground-truth disparities and
another 200 testing image pairs without ground-truth disparities. The left (reference)
images of the stereo image pairs have semantic labels. KITTI 2012 contains 194 training stereo image pairs with sparse ground-truth disparities and another 195 testing
image pairs without ground-truth disparities. All these images have no semantic
labels.
Cityscapes [24]: This is a large dataset of stereo image pairs focusing on urban
street scenes. It contains 1,525 stereo image pairs for testing with ground-truth
disparities precomputed using SGM.
Some metrics are used to evaluate the stereo matching performance. The measure
of averaged end-point error (EPE) is defined by
ˆ = ||d∗ − d||
ˆ 2.
EP E(d∗ − d)

(4.5)

A pixel is considered to be an erroneous pixel when its disparity error is larger than t
pixels, and the percentages of erroneous pixels in non-occluded and all areas are calculated. The percentages of erroneous pixel averaged over background & foreground
regions and all ground-truth pixels are measured separately. Specifically, t = 3 is
used for Scene Flow, Cityscapes and KITTI 2015, and t ∈ {2, 3, 4, 5} for KITTI 2012.
For all error metrics, the lower the better.
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4.3.2

Model specification

We implemented the proposed SSPCV-Net based on PyTorch, and the training was
done on two Nvidia 1080 GPUs with Adam (momentum parameters β1 = 0.9 and
β2 = 0.999). The stereo image pairs were randomly cropped into two kinds of size
(256 × 512, 256 × 792) before the training stage. The maximum disparity Dmax was
set to 256 for Scene Flow and 192 for KITTI 2015 & 2012.
For Scene Flow dataset, we trained our model from scratch using the training
split with a constant learning rate of 0.001 and a batch size of 2 with α = 0.9. The
semantic segmentation subnetwork within SSPCV-Net was first trained for 40 epochs,
where segmentation labels were transformed from object labels, then we did the joint
training of the whole network for 40 epochs.
For KITTI 2015 & 2012, the model trained with SceneFlow was used (as pretrain)
for further fine-tuning on the KITTI training dataset. The learning rate for both
KITTI dataset trainings began at 0.01 and was reduced at a rate of 50% every 100
epochs. The semantic segmentation subnetwork was first trained with the KITTI
2015 dataset for 300 epochs. Then we did the joint training of the whole network
for 400 epochs with α = 0.9 for KITTI 2015, but with α = 1 (i.e., the boundary
loss term Lbdry was excluded from the loss function) for KITTI 2012 because of no
semantic ground-truth available for use in KITTI 2012 dataset.
The overall training process took about 120 hours for the Scene Flow dataset and
70 hours for each of two KITTI datasets.

4.3.3

Comparisons with some existing networks

We compared the performance of SSPCV-Net with some state-of-the-art networks
for stereo matching, including MC-CNN [151], DispNet v2 [46], iResNet-i2 [81], GCNet [71], CRL [97], PSMNet [14], EdgeStereo [118], and Segstereo [141].
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On Scene Flow – As reported in Table 4.1 for performance evaluation results on
the Scene Flow dataset, SSPCV-Net obtained the best averaged EPE (0.87) and 3pixel error in all pixels (D1-all) for all regions (3.1) and significantly outperformed
all comparison methods in term of accuracy.

Table 4.1 Results of the performance comparison on Scene Flow dataset.
Method

GC-Net iResNet-i2 CRL PSMNet EdgeStereo SegStereo SSPCV-Net

Averaged EPE

1.84

1.40

1.32

1.09

1.11

1.45

0.87

D1-all

9.7

5.0

6.7

4.2

-

3.5

3.1

The predicted disparity maps and corresponding errors of two examples by SSPCVNet are illustrated together with the disparity maps by PSMNet in Figure 4.6, which
visually demonstrates that SSPCV-Net can reach more accurate disparity maps especially at the edge of the objects. We also provide the 3d visualization on the Scene
dataset in Figure 4.7.
On KITTI 2015 – Table 4.2 reports the performance evaluation results on the
KITTI 2015 online leaderboard (by the KITTI evaluation server), in which the 3pixel errors in estimated pixels (D1-est), background (D1-bg), foreground (D1-fg)
and all pixels (D1-all) for all regions (ALL) and non-occluded regions (NOC) are
computed. Clearly, SSPCV-Net achieved the best performance in terms of almost all
error metrics except for the NOC D1-fg metric among all comparison methods. The
leaderboard ranks the overall performance based on the ALL
D1-all metric, and SSPCV-Net obtained 2.11%, which is much better than other
stereo matching networks. Moreover, we evaluated the semantic sub-network on
KITTI 2015 and got an average IoU of 56.43% for each class and 82.21% for each
category. For visual illustration, Figure 4.8 presents three examples of the disparity
maps estimated by SSPCV-Net, PSMNet and GC-Net with the corresponding error
maps. In Figure 4.9, we visualize the 3d reconstruction results of one sample with
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Figure 4.6 Two testing results from Scene Flow dataset. From left to right: the
left input image of stereo image pair, the ground-truth disparity, the predicted
disparity map by SSPCV-Net, and the predicted disparity map by PSMNet.
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Figure 4.7 The 3d visualizations on the Sceneflow dataset. The 3d point clouds are
reconstructed using the original image and the estimated depth.

Table 4.2 Results of the performance comparison on the KITTI 2015 dataset.
Method

ALL

NOC

D1-bg D1-fg D1-all D1-bg D1-fg D1-all
MC-CNN [151]

2.89

8.88

3.89

2.48

7.64

3.33

DispNet v2 [46]

3.00

5.56

3.43

2.73

4.95

3.09

GC-Net [71]

2.21

6.16

2.87

2.02

5.58

2.61

CRL [81]

2.48

3.59

2.67

2.32

3.12

2.45

EdgeStereo [118] 2.27

4.18

2.59

2.12

3.85

2.40

PSMNet [14]

1.86

4.62

2.32

1.71

4.31

2.14

SegStereo [141]

1.88

4.07

2.25

1.76

3.70

2.08

SSPCV-Net

1.75

3.89

2.11

1.61

3.40

1.91

both RGB values and semantic categories.
On KITTI 2012 – Table 4.3 reports the performance evaluation results on the
KITTI 2012 online leaderboard, in which the 2, 3, 4 and 5-pixel errors in all regions
(Out-All) and non-occluded regions (Out-Noc) are evaluated.
Although the boundary loss term was excluded from the loss function for joint
training, in this case, SSPCV-Net still achieved the best performance in five error
metrics out of a total of eight among all comparison methods, and did just very
slightly worse than PSMNet in two and EdgeStereo in one of the remaining three
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Figure 4.8 Two testing results from KITTI 2015 dataset. For each input image
pair, the predicted disparity and corresponding error maps obtained by SSPCV-Net,
PSMNet and GC-Net are presented.

error metrics. Figure 4.10 visually illustrates two examples of the predicted disparity
maps produced by SSPCV-Net, PSMNet and GC-Net, and it again shows SSPCVNet can give more reliable and accurate results, especially in ambiguous regions. The
Figure 4.11 shows the 3d reconstruction results.
On Cityscapes – To evaluate the generalization ability, we used the test split of
Cityscapes to test the models which were all trained on Scene Flow and KITTI 2015
(without any training on the Cityscapes dataset). Note that the channel of cost
volumes for all compared methods was set to be 16 in experiments.
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Figure 4.9 The 3d visualization of one sample on the KITTI 2015 dataset. The 3d
point clouds are reconstructed using the original image, semantic segmentation map
and the estimated depth.

Table 4.3 Results of the performance comparison on KITTI 2012 dataset.
Method

2px

3px

4px

5px

Out-Noc Out-All Out-Noc Out-All Out-Noc Out-All Out-Noc Out-All
MC-CNN [151]

3.90

5.45

2.43

3.63

1.90

2.85

1.64

2.39

GC-Net [71]

2.71

3.46

1.77

2.30

1.36

1.77

1.12

1.46

PSMNet [14]

2.44

3.01

1.49

1.89

1.12

1.42

0.90

1.15

EdgeStereo [118]

2.79

2.43

1.73

2.18

1.30

1.64

1.04

1.32

SegStereo [141]

2.66

3.19

1.68

2.03

1.25

1.52

1.04

1.32

SSPCV-Net

2.47

3.09

1.47

1.90

1.08

1.41

0.87

1.14

Figure 4.12 shows two examples of the disparity maps estimated by SSPCV-Net,
PSMNet, and GC-Net for visual comparison, which show SSPCVT-Net significantly
outperformed PSMNet and GC-Net on the generalization ability. Predictions by
the proposed SSPCV-Net are able to capture the global layout and object details
(shape & edge) quite well. The 3d reconstruction results in Figure 4.13 also verify
the generalization ability of the proposed method.

4.3.4

Ablation studies

We first conducted ablation studies to compare a number of different model variants
for SSPCV-Net on the Scene Flow dataset and the KITTI 2015 dataset (without
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Figure 4.10 Two testing results from KITTI 2012 dataset. For each input image
pair, the disparity maps obtained by SSPCV-Net, PSMNet and GCNet are
presented.

pretraining from Scene Flow), respectively.
For KITTI 2015, we divided the origin training set into a training split (80%)
and a validation split (20%) since the original testing set has no disparity ground
truth provided. The importance of three key ideas in SSPCV-Net was evaluated: 1)
adding a semantic branch, 2) using pyramid cost volumes and 3) dilated convolution
in feature extraction. The results are reported in Table 4.4 and clearly justify our
design choices for SSPCV-Net: pyramid cost volumes and the semantic information
can promote the accuracy of disparity estimation, and the feature extraction has been
improved when the dilated convolution strategy was used in the network.
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Figure 4.11 Two 3d visualizations on the KITTI 2012 dataset. The 3d point
clouds are reconstructed using the original image and the estimated depth.

Table 4.4 Comparison of a number of different model variants for justification of
SSPCV-Net on SceneFlow validation dataset and KITTI 2015 validation datasets.
The percentage of pixels with errors is used for KITTI 2015 evaluation and the
averaged end-point error is used for Scene Flow evaluation.
Semantic

Pyramid

Dilated

Scene Flow KITTI 2015

branch cost volumes convoution validation
Single spatial cost volume

validation

2.12

2.63

+Semantic branch

✓

1.76

2.42

+Semantic branch (Joint-train)

✓

1.78

2.37

✓

1.21

2.11

1.04

1.99

+Spatial pyramid cost volumes
+3D multiple cost volumes

✓

✓

SSPCV-Net (w/o FFM)

✓

✓

✓

1.07

2.10

SSPCV-Net (w/o Lbdry )

✓

✓

✓

1.01

1.93

SSPCV-Net

✓

✓

✓

0.98

1.85

Some disparity maps regressed from SSPCV-Net by excluding certain cost volumes
of different branches or levels are illustrated in the Figure 4.14, (a) Without the
lowest-level spatial cost volume; (b) without the highest-level spatial cost volume; (c)
without the semantic cost volume; (d) from the full-version SSPCV-Net. The lowestlevel spatial cost volume helps improve the accuracy in small objects region and the
highest-level spatial cost volume contains more context information and helps detect
more scenes. The semantic cost volume helps produce better edge and better shape
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Figure 4.12 Two testing results from Cityscapes dataset by SSPCV-Net, PSMNet
and GC-Net on the generalization ability.

cues. Finally, SSPCV-Net possesses all advantages of the semantic cost volume and
spatial pyramid cost volumes.

4.4

Chapter Summary

In this work, we developed a new semantic stereo network of SSPCV-Net, in which
pyramid cost volumes are constructed for describing semantic and spatial information
on multiple levels and a 3D multi-cost aggregation module is proposed to integrate
the extracted multilevel features. Comprehensive experiments on Scene Flow, KITTI
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Figure 4.13 Two 3d visualizations on the Cityscapes dataset. The 3d point clouds
are reconstructed using the original image and the estimated depth.

2015 and 2012 datasets demonstrated that the proposed SSPCV-Net can significantly
improve the accuracy of stereo matching over many existing state-of-the-art neural
networks.
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(a)

(b)

(c)

(d)

Figure 4.14 Disparity maps resulting from SSPCV-Net by excluding certain cost
volume of different branches or levels.
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Chapter 5
Spatial Correspondence with Generative
Adversarial Network: Learning Depth from
Monocular Videos
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5.1

Motivation

Depth estimation from 2D images or videos is critical for many computer-vision applications, including robotics [7], autonomous driving [15, 36], 3D reconstruction [154]
and augmented realities [18].
As in many other computer vision tasks, convolutional neural networks (CNNs)
have been widely applied to depth estimation with significant success in recent years,
such as estimating depth from single images [31, 32, 33, 86, 2, 153], stereo images [14,
71], multi-view images [61, 127, 131, 144] and monocular videos [69, 162, 161, 122,
90, 148]. Among them, depth estimation from monocular videos has drawn more and
more interests in recent years since 1) it only requires one monocular camera as in
many real scenarios, and 2) spatial relations between adjacent frames provide important information for depth estimation. The goal of our work focuses on developing
new CNN models for depth estimation from monocular videos.
Different from stereo matching where the input pair of stereo images are taken
by two cameras with a fixed relative pose, the camera pose change between adjacent
frames in videos are time-varying and unknown priorly, which makes depth estimation
from monocular videos a very challenging problem. Most of the available methods
address this problem by first estimating the camera pose and pose change over time,
usually by training respective CNNs [108, 130, 162].
There are also many works learning depth from multi-view stereo [61, 127, 131,
144]. These methods can be applied to estimate depth maps from monocular videos
if treating multiple adjacent frames as multi-view images. However, many of these
methods require camera poses to be given [62, 64, 144] and others need to estimate
camera poses [127, 61] just like the video-based depth estimation methods mentioned
above. For these methods, errors in camera-pose estimation can significantly affect
the accuracy of final depth estimation [131].
In this work, we develop a novel network of SC-GAN (Spatial Correspondence
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with Generative Adversarial Network) to exploit latent information between adjacent
frames of a monocular video and estimate the depth by supervised training. We
first propose a spatial correspondence (SC) module to match the features between
adjacent frames. Inspired by simple observation that spatial features along different
directions make different amounts of contributions in estimating the depth map, we
introduce a direction-based attention (DBA) mechanism in the SC module to learn the
importance of features along different directions. One key issue in building the feature
relations between two frames lies in the computational and memory complexity. With
large camera-pose change between frames and high image resolution, both of which are
common in autonomous driving and virtual reality, the search space of corresponding
features between two frames is very large. To address this issue, we down-sample
patches of interest in adjacent frames using the Smolyak sparse grid method [117],
which brings us both efficiency and accuracy in building cross-frame spatial relations.
Recently, Generative Adversarial Network (GAN) [43] which has drawn broad
attention in style transfer [29, 68], image-to-image translation [63, 164], image editing [163] and cross-domain image generation [9, 28]. In [101], a GAN network was proposed to refine the estimated disparity map in image-based stereo matching. In [19,
25, 1], the classical GAN was adapted to estimate the depth from a single image.
In [100], the cycled generative networks are deployed to estimate depth from stereo
pair in an unsupervised manner.
In this research, we employ an end-to-end adversarial training for SC-GAN, where
the generator learns to estimate depth from the input frames, while the discriminator
learns to distinguish between the ground-truth and estimated depth maps for the
reference frame. In the experiments, we carry out a series of ablation and comparison
studies on the KITTI and Cityscapes benchmark datasets, and find that the proposed
SC-GAN can achieve significantly better performance than many existing state-ofthe-art monocular depth estimation methods.
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5.2

Method

The proposed SC-GAN network consists of a generator and a discriminator that
compete against each other. Figure 5.1 presents the detailed architecture of SCGAN. The inputs are triple adjacent frames in a video – frames -1, 0, and 1. Among
them, frame 0 is the reference frame from which we seek to estimate the depth map.
While this architecture can be extended to consider more or less adjacent frames, in
this work we focus on triple-frame inputs for simplicity.

Generator
Frame -1

Discriminator
Reference Frame

Reference Frame
Frame 0

Predicted Depth Map

Fake

Spatial
Correspondence
Reference Frame

Frame +1

Depth GroundTruth

Real

Figure 5.1 Architecture of the proposed SC-GAN consisting of a generator and a
discriminator.

5.2.1

Network architecture

The generator network of SC-GAN, as as shown in Figure 5.2 includes a spatial
correspondence module, a direction-based attention mechanism and a depth map
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refinement module, which takes the group of triple adjacent frames as input and
outputs the depth map in an end-to-end manner.

Frame -1

fa

Direction-based
Attention
Mechanism

Initial Depth Map

Predicted

Spatial
Correpondence

Depth Map
V ﬁnal

Reference Frame
Frame 0

fr

V bn
Concat
&
Conv

Spatial
Correpondence

V ﬁnal'

fa'

Reﬁnement

Frame +1

Structure
Direction-based
Attention
Mechanism

ResNet

Initial Depth Map

ASPP

Figure 5.2 Architecture of the generator network of SC-GAN.

Firstly, it begins by using ResNet-50 [51] to extract features from the input frames
(all with the same size W × H) and then for each frame the atrous spatial pyramid
pooling (ASPP) [17] module is employed to extract features from multiple large receptive fields via dilated convolutional operations with dilation rates (6, 12, 18). The
output feature map for each frame is then a

W
4

× H4 × C̃ tensor where C̃ represents the

number of channels. Note that ResNet-50 and the ASPP module are weight sharing
among all three branches. Secondly, the spatial correspondence module combined
with the direction-based attention mechanism is used to form correlation features
for each pair of the reference frame and one of its adjacent frames. Thirdly, the
correlation features and the batch normalized features of the reference frame are fed
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together into the weight-sharing refinement subnetwork to get the respective initial
depth map for each pair. Finally, the concatenation of all initial depth maps from all
pairs is the input of a 3 × 3 convolution layer to predict the final depth map of the
reference frame.
During the training phase, we use the Markovian discriminator (PatchGAN [63])
which consists of 4 × 4 Convolution-InstanceNorm-LeakyReLU layers. The discriminator is used to distinguish the pair of the predicted depth map and the reference
frame with the pair of the ground-truth depth map and the reference frame, and then
to provide feedback to the generator.

5.2.2

Spatial correspondence

Inspired by Flownet [30] which introduces a “correlation layer" that performs multiplicative patch comparisons between two feature maps, we propose a spatial correspondence module to match the features. An illustration of the spatial correspondence
is shown in Figure 5.3.
Adjacent Frame
fa

Reference Frame
fr

C

Figure 5.3 Architecture of the spatial correspondence module. The grey squares
represent the feature maps from the reference frame and one of its adjacent frames,
respectively, and the volume on the right indicates the obtained correlation features
V defined in Eq. (5.1).

Let k be the maximum displacement when corresponding the features between the
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feature map fr of the reference frame and feature map fa of one of its adjacent frames.
For the feature at each position (i, j) of fr , the search space for its corresponding
feature position in fa is a (2k + 1) × (2k + 1) square patch centered at (i, j). One
common way is to define their spatial correlation features as a

W
4

×

H
4

× C tensor V

with C = (2k + 1)2 and each of its entry is given by
V (i, j, c) = C(fr (i, j), fa (i + o1 , j + o2 ))

(5.1)

for o1 , o2 ∈ [−k, k] where c = (o1 + k)(2k + 1) + (o2 + k) and the function C denotes
a 1 × 1 convolution (equivalent to the dot-product operation in this case). Thus the
spatial correlation features V outputs C values for each position (i, j) of the reference
fr , which could be quite large when the maximum displacement k is large, especially
for high-resolution input images.
A typical way to reduce the search space is to down-sample the (2k + 1) × (2k + 1)
square patch and only search for the corresponding features from a sparse set of
positions. Uniform sampling is certainly a choice – as shown in Figure 5.4-(a), for
a given sampling rate r, the third dimension (i.e., the number of channels) of the
correlation feature tensor V can be reduced to C = ⌈ 2k+1
⌉2 by uniform sampling. In
r
this work, we propose to use Smolyak sparse grids [117] for non-uniform sampling.
The sparse grid technique is an effective numerical method with high computational efficiency for representation, interpolation and integration of functions in multidimensional spaces, and was first proposed in [117] by Smolyak based on sparse tensor
products. Since then it has been widely used in approximation theory [4], uncertainty
quantification and high-dimensional integrations [11], global optimization [96], data
compression [38] and etc.
The set of Smolyak sparse grids S in a square domain in two dimensions is defined
as
Sl =

(Θxα1

[
α1 +α2 ⩽l
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O

Θyα2 ),

(5.2)

where l denotes the level of the sparse grids, α1 and α2 are nonnegative integers,
and Θjα is the one-dimensional interpolation abscissas, which can be 2α + 1 uniformly
distributed points (uniform-type) or the roots (need to be accordingly scaled by the
α

−1
)}2n=1
plus two
domain size) of the (2α − 1)-order Chebyshev polynomial {cos( (n−1/2)π
2α −1

end points (Chebyshev-type).
Since the distribution of Smolyak sparse grid points (especially Chebyshev-type)
is highly non-uniform, we project all grid points to their nearest integer-coordinate
points in the frame then remove all duplicated ones in order to avoid extra interpolations cost in practice. Such set of approximate Smolyak sparse grid-points at each
level l is denoted as S̃l . Consequently, the third dimension of the feature tensor V
becomes
C = |S̃l |

(5.3)

with the use of S̃l as the sampling points, which can be much smaller than (2k + 1)2
and significantly reduces the amount of calculations while still maintaining good
approximation accuracies of the correlation information. Sampled points by using
two types of Smolyak sparse grids at different levels on a 49 × 49 square patch are
illustrated in Figure 5.4-(b) and (c), respectively.
In the later experiment, we will conduct ablation studies to compare the performance of using uniform down-sampling, and Smolyak sparse grids of uniform-type
and Smolyak sparse grids of Chebyshev-type for down-sampling.

5.2.3

Direction-based attention mechanism

To enable the spatial correspondence module to selectively leverage the spatial correlation features aggregated along different directions, we propose a direction-based
attention mechanism (DBA), inspired by the DSC method [60] and the Squeeze-andExcitation Blocks [59]. An illustration of the DBA mechanism is shown in Figure 5.5,
which consists of an adaptive average pooling layer, two fully connected (FC) layers,
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Figure 5.4 Sampled points by using different down-sampling methods on a 49 × 49
square patch. (a) Uniform samplings; (b) Smolyak sparse grids of uniform-type; (c)
Smolyak sparse grids of Chebyshev-type.
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and a ReLU layer and generates a direction-wise attention vector for each pair of
feature maps (fr and fa ) of the reference frame and one of its adjacent frames.

Figure 5.5 Architecture of the direction-based attention (DBA) mechanism.

The DBA mechanism starts from computing a vector w ∈ R2C̃ from features of
the reference and adjacent frames:
X W/4
X
16 H/4
w=
⟨fr (i, j), fa (i, j)⟩,
H × W i=1 j=1

(5.4)

where ⟨·, ·⟩ denotes the concatenation. Then the direction-based vector wDBA ∈ RC
is defined as:
wDBA = W 2 · R(W 1 · w),

(5.5)

where R stands for the ReLU function and W 1 ∈ RC×2C̃ and W 2 ∈ RC×C are the
weight matrices for two fully connected layers. The final direction-based correlation
feature tensor Vf inal is then defined by
Vf inal (i, j, c) = V (i, j, c) · wDBA (c),
for c = 0, 1 · · · , C − 1.
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(5.6)

Note that, our DBA mechanism is different from the prior DSC method [60] and
the Squeeze-and-Excitation Blocks [59]. By including the pooling layer, the DBA
mechanism uses global information to learn the weight of all possible directions,
while the DSC method [60]) uses local information only. The Squeeze-and-Excitation
Blocks [59] learns the inter-dependencies between channels from a single image, while
the proposed DBA mechanism learns a vector to represent the weight to reflect the
importance of each of the directions.

5.2.4

Depth map refinement

In order to provide dense depth predictions with high resolution, we build a weightsharing refinement subnetwork to refine the predicted depth map for each group of
input frames. The input of the refinement subnetwork is the concatenation of Vf inal
and Vbn , where Vf inal is the final correlation feature map defined in Eq. (5.6) and Vbn
is the result of batch normalization on fr .
The refinement subnetwork is depicted in Figure 5.6, which includes a series of
deconvolution, concatenation, and convolution operations, as in [152, 30]. Following
these operations, we can leverage both high-level and low-level information from three
parts including the features generated from the ASPP module, features obtained
after Conv0 layer in ResNet, and the original reference frame. The kernel size in
convolution blocks is 3 × 3 and each deconvolution layer doubles the resolution of
the result. And finally, obtain an initial estimate of the depth map with the same
resolution as the original frame.

5.2.5

Loss function

SC-GAN contains a generator G to estimate the depth map G(R) for the reference
frame R as described above, and a discriminator D to distinguish the ground-truth
depth map Md and the predicted depth map G(R) of the reference frame. Follow-
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Feature from
ASPP module
Concat
Conv

Feature from Conv0

Deconv
Concat
Conv

Reference frame
Deconv
Concat
Conv

Figure 5.6 Architecture of the refinement subnetwork.

ing [63, 19], SC-GAN is trained with a per-pixel loss term LL1 and an adversarial loss
term minG maxD LGAN :
L = LL1 + λ min max LGAN ,
G

D

(5.7)

where λ is the balancing factor. Since the ground-truth depth map is usually sparse,
we define φ as the mask operation converting the estimated depth maps to the corresponding sparse ones.
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The per-pixel loss term LL1 is defined as:
LL1 = EMd ,G(R) [∥Md − φ(G(R))∥1 ].

(5.8)

The adversarial loss is expressed as:
min max LGAN (G, D) = ER,Md [log D(R, Md )]+
G

D

(5.9)

ER,G(R) [log(1 − D(R, φ(G(R))))],
where G tries to minimize this loss against an adversarial D that tries to maximize
it. The purpose of using the adversarial loss is to classify the overlapping pairs of the
reference frame and the depth patches as being real or fake.

5.3

Experiment

5.3.1

Datasets and evaluation metrics

The following two datasets are used for performance evaluation and comparisons of
the proposed SC-GAN with many existing state-of-the-art networks on depth estimation from monocular videos.
KITTI [37]: The KITTI dataset is the most commonly used benchmark in prior
works for evaluating the depth, disparity and ego-motion accuracy [35, 162], which
includes a full suite of data sources such as stereo videos and sparse depth maps
from LIDAR. For our experiments, we only use the monocular video streams and the
corresponding sparse depth maps for training and the reference frames in the test
split are the same as the KITTI Raw Eigen test split [32, 162].
Cityscapes [24]: The Cityscapes dataset consists of a large set of stereo video
sequences recorded in streets from 50 different cities with ground-truth disparities.
Due to the focus on monocular videos, we choose the image sequences, each of which
is 30-frame snippet (17Hz) around a left 8-bit image from the train, validation, and
test sets (150,000 images). For each sequence, we take its left 8-bit image as the
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reference frame, together with its adjacent two frames, as input to the network. The
ground-truth depth map for each reference frame is inferred from its disparities.
Our evaluations are based on several metrics from prior work [32] – absolute
relative difference (Abs Rel):
AbsRel =

1 X |y − y ∗ |
|T | y∈T
y∗

(5.10)

where y is the predicted depth map, and y ∗ is the ground truth. squared relative
difference (Sq Rel):
SqRel =

1 X (y − y∗)2
|T | y∈T
y∗

(5.11)

v
u
u
t

(5.12)

root-mean-square error (RMSE)
RMSE =

1 X
(y − y ∗ )2
|T | y∈T

log RMSE (RMSE log)
RMSE log =

v
u
u
t

1 X
(logy − logy ∗ )2 .
|T | y∈T

(5.13)

For these error metrics, the lower the better.
We also use the accuracy metrics: the accuracy within different thresholds δ =
{1.25, 1.252 , 1.253 } .
accuracy = the ratio of pixels i satisfy

y y∗
max( ∗ , ) < δ
y y

!

(5.14)

For the accuracy metrics, the higher the better.

5.3.2

Model specification

The proposed SC-GAN was implemented based on PyTorch, and all trainings were
done on two Nvidia 1080 GPUs with the minibatch SGD and the Adam solver (the
momentum parameters β1 = 0.5, β2 = 0.999). Following the standard approach
from [63], we performed one gradient descent step on discriminator, then one step on
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generator. We trained our model from scratch using the training dataset with the
batch size of 1, and kept the same learning rate (lr = 0.0002) for both generator and
discriminator.
We performed color normalization on the entire dataset for data preprocessing,
and during the training process, all images were randomly cropped to the size of
256×512 and augmented with random (flip and color) transformations as done in [32].
We set the number of channel C̃ = 256 for feature extraction, then each of the
resulting feature maps was a tensor of size 64×128×256. The maximum displacement
k was set to be 24 in the spatial correspondence module and the maximum depth to
be 80 for both datasets. For all experiments, the balance factor λ = 0.1 was used in
Eq. (5.7). We trained SC-GAN on the KITTI dataset with 10 epochs while on the
Cityscapes dataset with 12 epochs.

5.3.3

Comparisons with existing networks

Firstly, we evaluate and compare the performance of SC-GAN with eleven existing
state-of-the-art networks [32, 86, 33, 49, 41, 76, 48, 162, 148, 143, 122] for depth
estimation on the KITTI dataset. All these networks are trained on the KITTI
dataset and Table 5.1 reports the evaluation results. It is easy to see that SC-GAN
achieves the best performance (with significant better results) under all error and
accuracy metrics. Figure 5.7 presents three examples of the depth maps estimated
by SC-GAN and DORN [33].
We also evaluate the generalization ability of SC-GAN. In this case, SC-GAN is
trained only on the Cityscapes dataset and then tested on the KITTI dataset. Table
5.2 reports the corresponding performance evaluation results, from which we see that
SC-GAN again significantly outperforms the three comparison methods [32, 41, 13].
The results of this generalization test for other comparison methods are not available
in literature. We also note that when testing on the KITTI dataset, SC-GAN trained
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Table 5.1 Performance comparison of SC-GAN and some existing state-of-the-art
networks on KITTI. Note that the ⋆ marks the method is in the semi-supervised or
unsupervised manner.
Abs Rel Sq Rel RMSE RMSE log δ < 1.25 δ < 1.252 δ < 1.253

Method
Eigen et al. [32]

0.203

1.548

6.307

0.282

0.702

0.890

0.958

Liu et al. [86]

0.202

1.614

6.523

0.275

0.678

0.895

0.965

DORN [33]

0.072

0.307

2.727

0.120

0.932

0.984

0.994

DfUSMC [49]

0.346

5.984

8.879

0.454

0.617

0.796

0.874

Godard et al. [41]

0.148

1.344

5.927

0.247

0.803

0.922

0.964

Kuznietsov et al. [76]

0.113

0.741

4.621

0.189

0.862

0.960

0.986

Guo et al. [48]

0.097

0.653

4.170

0.170

0.889

0.967

0.986

Zhou et al. [162]

0.208

1.768

6.856

0.283

0.678

0.885

0.957

Yin et al. [148]

0.155

1.296

5.857

0.233

0.793

0.931

0.973

Yang et al. [143]

0.097

0.734

4.442

0.187

0.888

0.958

0.980

Teed et al. [122]

0.091

0.582

3.644

0.154

0.923

0.970

0.987

SC-GAN

0.063

0.178

2.129

0.097

0.961

0.993

0.998

on Cityspaces can even get comparable performance to several supervised and semisupervised models [41, 148, 76] that are trained on KITTI (see Table 5.1 and Table
5.2). Figure 5.8 and 5.9 visually illustrates the estimated depth maps for three
examples produced by SC-GAN that are trained on different datasets. All these
results clearly demonstrate the excellent generalization ability of the proposed SCGAN.
Table 5.2 Performance comparison of SC-GAN and some state-of-the-art networks
on KITTI, when trained on Cityscapes and then tested on KITTI.
Method

Abs Rel Sq Rel RMSE RMSE log δ < 1.25 δ < 1.252 δ < 1.253

Eigen et al. [32]

0.423

4.373

8.487

0.356

0.655

0.871

0.951

Godard et al. [41]

0.233

3.533

7.412

0.292

0.700

0.892

0.953

Caser et al. [13]

0.153

1.109

5.557

0.227

0.796

0.934

0.975

SC-GAN

0.149

0.921

4.812

0.192

0.818

0.954

0.987
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Reference frame

Ground-truth

SC-GAN

DORN

Reference frame

Ground-truth

SC-GAN

DORN

Reference frame

Ground-truth

SC-GAN

DORN

Figure 5.7 Visualization of three testing results from KITTI. From left to right:
the reference frame, the ground-truth depth map, the predicted depth map by
SC-GAN and the predicted depth map by DORN.
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Reference frame

Groundtruth

Trained on Cityscapes

Trained on KITTI

Figure 5.8 One sample result from KITTI in testing the generalization ability of
SC-GAN. It shows the reference frame, the ground-truth depth map, the depth map
predicted by SC-GAN trained on Cityscapes, the depth map predicted by SC-GAN
trained on KITTI.

5.3.4

Ablation studies

We first carry out a study to select the down-sampling method and parameters for
feature correspondence in the proposed SC-GAN. Without down-sampling, we need
search all C = 49 × 49 = 2, 401 points in the patch. The uniform sampling with
different rates (r = 4, 3, 2) and the approximated uniform-type and Chebyshev-type
Smolyak sparse grids S̃l at different levels (l = 5, 6, 7, 8) are tested and compared on
the KITTI dataset.
The results in Table 5.3 show that: 1) compared to uniform sampling, the Smolyak
sparse grids tend to be more efficient and effective for spatial correlation when C
becomes larger since uniform sampling may contain a lot of redundant information;
2) by seeking a compromise between the time efficiency (and memory cost) and the
depth estimation accuracy, we choose the Chebyshev-type Smolyak sparse grid at level
7, which clearly beats the other two down-sampling methods with similar numbers of
sampled points, i.e., the uniform sampling with r = 2 and the uniform-type Smolyak
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Reference frame

Groundtruth

Trained on Cityscapes

Trained on KITTI

Reference frame

Groundtruth

Trained on Cityscapes

Trained on KITTI

Figure 5.9 Two sample results from Cityscapes in testing the generalization ability
of SC-GAN. It shows the reference frame, the ground-truth depth map, the depth
map predicted by SC-GAN trained on Cityscapes, the depth map predicted by
SC-GAN trained on KITTI.
sparse grid at level 7.
In all the remaining experiments, the Chebyshev-type S̃7 (441 points, about
18.37% of the original 2,401 points) is used as the down-sampling method in SC73

Table 5.3 Ablation study for selecting the down-sampling method for feature
correspondence in SC-GAN on KITTI. The rightmost column is the computation
time (measured in seconds) for processing of one group of triple frames in training.

Method
Uniform sampling

Smolyak sparse grids-Uniform

Smolyak sparse grids-Chebyshev

Level C Abs Rel Sq Rel RMSE Time
r = 4 169

0.071

0.227

2.444

0.24

r = 3 289

0.068

0.207

2.263

0.26

r = 2 625

0.064

0.181

2.116

0.39

l = 5 145

0.073

0.228

2.316

0.23

l = 6 289

0.069

0.209

2.312

0.26

l = 7 481

0.066

0.201

2.270

0.32

l = 8 737

0.063

0.181

2.084

0.41

l = 5 129

0.074

0.220

2.319

0.23

l = 6 261

0.069

0.212

2.464

0.26

l = 7 441

0.063

0.178

2.129

0.32

l = 8 669

0.062

0.174

2.082

0.39

GAN. In this case, it took about 50 hours of training for SC-GAN on the KITTI
dataset and 40 hours on the Cityscapes dataset.
Next, we conduct ablation study to justify different modules of SC-GAN on the
KITTI dataset, including 1) the spatial correspondence module; 2) the directionbased attention mechanism; 3) the refinement subnetwork; and 4) the adversarial
loss. The quantitative results are reported in Table 5.4. A sample result of depth
maps are shown in Figure 5.10 (a) the reference frame; (b) the depth map estimated
without the spatial correspondence module; (c) the depth map estimated without the
direction-based attention module; (d) the depth map estimated without the refinement subnetwork; (e) the depth map estimated without the adversarial loss; (f) the
depth map estimated by the full version of SC-GAN. We can see that all these four
modules can help improve the depth estimation.
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Table 5.4 Comparison of a number of different model variants of SC-GAN on
KITTI: (a) the reference frame; (b) the depth map estimated without the spatial
correspondence module; (c) the depth map estimated without the direction-based
attention module; (d) the depth map estimated without the refinement subnetwork;
(e) the depth map estimated without the adversarial loss; (f) the depth map
estimated by the full version of SC-GAN.
Method

Abs Rel Sq Rel RMSE RMSE log δ < 1.25 δ < 1.252 δ < 1.253

w/o Spatial correspondence

0.079

0.222

2.301

0.111

0.949

0.981

0.994

w/o DBA mechanism

0.065

0.174

2.182

0.094

0.956

0.991

0.997

w/o Refinement

0.103

0.409

3.354

0.150

0.895

0.979

0.991

w/o Adversarial loss

0.069

0.234

2.653

0.120

0.934

0.990

0.995

Full version of SC-GAN

0.063

0.178

2.129

0.097

0.961

0.993

0.998

5.4

Chapter Summary

In this work, we developed a novel end-to-end SC-GAN network for depth estimation
from monocular videos. SC-GAN consists of a generator and a discriminator. In the
generator, a spatial correspondence module is designed to match the features between
the reference frame and its adjacent frames. We proposed to use the approximate
Smolyak sparse grids for patch down-sampling that can significantly speed up the
feature correspondence. We further developed a direction-based attention mechanism
to learn the importance of features in different directions, and included a refinement
subnetwork to refine the initially estimated depth maps. Extensive experiments on the
KITTI and Cityscapes datasets demonstrate that the proposed SC-GAN significantly
promotes the state-of-the-art performance of the depth estimation from monocular
videos.
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Figure 5.10 Depth maps resulting from different model variants of SC-GAN
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Chapter 6
Learning Depth from Single Image using
Depth-Aware Convolution and Stereo
Knowledge

77

6.1

Motivation

Learning depth from a single image is an intriguing computer vision problem and has
many important applications. Compared with depth estimation from a stereo pair
of images [72, 14, 137] or video sequences [42], inferring accurate depth from single
image is much more challenging without the help of multiple view information.
In early years, many approaches make use of Markov Random Fields (MRF),
semantic classifiers and superpixels to tackle the single-view depth estimation task.
Later, Eigen et al. [32] first proposed the use of a multi-scale convolutional architecture to learn depth from single image based on deep learning techniques. Following
this innovative work, many more approaches based on convolutional neural networks
(CNNs) [78, 12, 33, 34, 139, 145] have been proposed for monocular depth estimation.
All of these methods treat the features in different depth equally using traditional
convolution operations. However, these convolution operations may mix the features
from different objects, which might cause inaccurate prediction of depth and abrupt
depth change near the border of two adjacent objects in the image. Inspired by the
work of [50] which proposes a segmentation-aware CNN by adapting its filters at
each pixel based on segmentation cues, we design a novel depth-aware convolution
operation for single-view depth estimation based on depth cues.
Moreover, as an ill-posed problem, single-image depth estimation still shows a
very large performance gap from stereo matching. This is no strange because the
former one lacks the crucial multi-view geometric information, even if the use of deep
learning techniques can help infer geometric information with data-driven approaches.
In this work, we also propose to make use of the feature extracted from the
stereo pair to rectify the ill-posed features extracted from a single image by using the
knowledge-distillation technique [52], which was initially proposed for model compression. As shown in Figure 6.1, the main idea is to let student network learn from
the teacher network, i.e., the results of student network mimic the final results of the
78

teacher model.

Teacher
Network

Results
Distillation
Loss

Data
Student
Network

Results

Figure 6.1 An illustration of knowledge distillation.

Knowledge distillation [52] technique is initially proposed for model compression, i.e., transferring knowledge from a cumbersome model to a light-weight model.
Later this approach is also taken for knowledge transfer across different domains [56].
Knowledge used for distillation and transfer can be softened labels [52, 98] or intermediate features [109, 74]. Until now, knowledge distillation has been widely
applied in computer vision applications, such as object detection [79], pedestrian
re-identification [20], and semantic segmentation [138, 88].
Previous works [48, 125, 99] have leveraged the distillation to help depth estimation, e.g., Guo et al. [48] use pre-trained stereo matching network as a proxy to provide
a supervision for the monocular depth estimation. Similarly, Tosi et al. [125] use the
traditional Semi-Global Matching (SGM) approach to calculate accurate proxy labels
for the same purpose. Pilzer et al. [99] propose to use the principle of distillation to
transfer knowledge from their whole network to the student network which is a part of
the teacher network. Different from these existing approaches, the proposed method
enforces not only the output similarity, but also the intermediate-feature similarity
across the pre-trained stereo network and the student network, with an expectation of
further reducing the performance gap between the single-image and the stereo-image
depth estimations.
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The framework of our depth-aware convolutional neural network (DACNN) consists of a pre-trained stereo network as the teacher and a monocular depth estimation
network as a student. Overall the main contributions of our work in this work include:
Firstly, we design a novel depth-aware convolution operation in DACNN to learn the
depth with the help of depth cues. Secondly, we also introduce a pre-trained stereo
network into DACNN to provide additional supervision on both intermediate features and output of the student through knowledge distillation. Thirdly, our method
achieves the state-of-the-art performance for single-image depth estimation on the
KITTI online benchmark [37] and the KITTI Eigen split [32].

6.2

Method

The framework of our method DACNN has been presented in Figure 6.2, which
consists of a pre-trained stereo network (teacher) and a monocular network (student).
In this section, we elaborate on the proposed depth-aware convolution operation and
the specially designed distillation loss function.

6.2.1

Feature extraction

Both the teacher and student networks use ResNest-50 [157] to extract features from
the input, followed by Atrous Spatial Pyramid Pooling (ASPP) [17] with dilation rates
(1, 6, 12, 18) to further extract features from multiple receptive fields. Specifically, the
stereo network (teacher) takes the stereo image pair as the input and the left and right
images share weights during the pre-training. The output of the student network is
denoted as fs and that of the teacher network as fl and fr .

6.2.2

Depth guidance generation

The depth guidance, also referred to as depth cues, is an intermediate depth feature
generated from both the teacher and student networks. For the teacher network, the
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Figure 6.2 Framework of the proposed DACNN. The pre-trained stereo network
(teacher) shown in the top takes the stereo image pair as the input while the
monocular network (student) shown at the bottom takes the single image as the
input. We constrain both the output similarity and the intermediate-feature
similarity across the teacher and the student.

extracted features (fl and fr ) of the stereo pair are passed into a correlation block,
consisting of a correlation layer [30], a 3×3 convolutional layer and a batch normalization layer, to calculate the matching volume. In parallel, the extracted feature from
left image (fl ) is also passed into the convolutional layer and the batch normalization
layer and the result is concatenated with the matching volume to form the output
OC . Here, we consider a maximum displacement of 24 pixels when calculating the
matching volume, which corresponds to 192 pixels in the input image.
For the student network, we employ the Asymmetric Pyramid Non-Local (AP-
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NonLocal) Block [166] on the extracted feature of the input single image fs to obtain
the output OA . Specifically, it first calculates the query Q with an MLP layer:
Q = T (fs )Wq ,

(6.1)

where T is flatten operation which reshapes the feature to C × N , C is the channel
number, N = H × W is the multiplication of spatial width and height, and Wq is the
weight of an MLP layer. Then the Key and Value are obtained using different ways.
For Key,
K = C(T (P1 (fs )), T (P2 (fs )), T (P3 (fs )), T (P4 (fs )))Wk ,

(6.2)

where C is the concatenation operation, P1 , P2 , P3 , and P4 are pooling operation
which has different target resolution, and Wk is the weight of an MLP layer. Similarly,
we can obtain the Value V by
V = C(T (P1 (fs )), T (P2 (fs )), T (P3 (fs )), T (P4 (fs )))Wv ,

(6.3)

where Wv is the weight of an MLP layer. Finally, the output OA can be formulated
with self-attention operation as
OA = sof tmax(QK T )V.

(6.4)

Then, OC and OA are sent to the depth guidance generation branch separately
to obtain the depth guidance of the teacher and student networks. The structure of
the branch is shown in Figure 6.3, which contains several 3 × 3 convolution layers
and upsampling layers. Finally, we get the depth guidance in three scales for both
the teacher and student networks, that are denoted by g1t , g2t , g3t , and g1s , g2s and g3s ,
respectively.

6.2.3

Depth-aware convolution

The depth-aware convolution calculates the value for each of the positions based on
the depth guidance that was obtained in last step of the previous subsection, and
such convolution is employed by both the teacher and student networks.
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Figure 6.3 The architecture of the depth guidance estimation branch and the
depth map estimation branch in the proposed DACNN. Note that the teacher
network and the student network take different input and use different blocks at the
beginning of the depth guidance estimation branch. After that, the architectures of
the teacher network and the student network are the same.
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Let Pd = {−d, 0, d} × {−d, 0, d} represent the receptive field with dilation d, then
a standard 3 × 3 convolutional operation acting on the position p, which takes the
′

single feature f ∈ RC×H×W as an input and outputs another feature f ′ ∈ RC ×H×W ,
can be defined by
fj′ (p)

=

C X
X

wi,j (o)fi (p + o),

j = 1, · · · , C ′ ,

(6.5)

i=1 o∈Pd
′

where (wi,j (o)) ∈ R3×3×C×C is the weight tensor of a filter, and C and C ′ are the
numbers of channels of the input feature f and the output feature f ′ , respectively (
these two features have the same height H and width W ). Following the previous
works [119, 133], we propose the depth-aware convolution across different dilation d’s
based on depth guidance g as follows:
fj′ (p) =

C X
X

wi,j (o)K(g(p), g(p + o))fi (p + o),

j = 1, · · · , C ′ ,

(6.6)

i=1 o∈Pd

where K is a Gaussian operation which makes the convolution to be depth adaptive.
For each scale of depth guidance, we use multiple dilations d (d ∈ {1, 6, 12, 18})
during the convolution and obtain multi-scale depth features f ′ (d). These features
are concatenated and then fed into a 1×1 standard convolution layer. All of the above
steps compose a depth-aware block. Following this way, we construct multiple depthaware blocks and upsampling layers to upscale and refine the depth map as shown in
Figure 6.3. Each upsampling layer doubles the resolution of the results and is followed
by a 3 × 3 standard convolution layer and an ReLU layer. We also concatenate
the features from the first two blocks of the feature extractor with the results of
upsampling layer to combine the high-level and low-level information. Finally, we
obtain the depth map whose resolution is the same as the original image’s resolution.

6.2.4

Loss function

To pre-train the teacher network, the loss function is defined by the per-pixel loss
Lpixel to measure the distance between the ground truth d∗i,j and the final estimated
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depth map di,j , i.e.,
LT = Lpixel =

1 X
|dij − d∗ij |.
N (i,j)

(6.7)

For the proposed student network, we also adopt the per-pixel loss Lpixel . In
addition, we use the smooth loss to encourage the estimated depth map to be locally
smooth, which is defined as:
Lsmooth =

1 X
|φx dij |e−|φx Iij | + φy dij |e−|φy Iij | ,
N (i,j)

(6.8)

where I is the input image, and the function φx and φy calculate the intensity gradients between the neighboring pixels along the x and y directions.
Two more loss functions are proposed for distillation, namely the proxy label
transfer loss Lproxy and the guidance transfer loss Lguidance , respectively. The former
one aims at constraining the output of the student network which uses the estimated
result (dˆi,j ) from the teacher network as a proxy ground truth to coach the student
which is defined by
Lproxy =

1 X
|dij − dˆij |.
N (i,j)

(6.9)

The latter one is to constrain the similarity between the depth guidance from the
teacher and the student network. To achieve this, a softmax operation is firstly
applied to convert the multi-scale guidance maps into distributions, i.e.,

ptk = softmax(gkt ), k = 1, 2, 3,

(6.10)

psk = softmax(gks ), k = 1, 2, 3,

(6.11)

and then the Kullback-Leibler (KL) divergence is adopted to measure the dissimilarity of the distributions. Specifically, it is defined by
Lguidance =

3
X

KL(ptk ∥psk ).

(6.12)

k=1

The loss function for the student network is finally defined as:
LS = Lpixel + αLsmooth + βLproxy + γLguidance ,
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(6.13)

where α, β and γ are weighting factors which are set to 0.01, 0.01 and 1000, respectively.

6.3

Experiment

6.3.1

Datasets and evaluation metrics

We use the following popular datasets in experiments for performance evaluation and
comparison of the proposed method with many existing state-of-the-art approaches
on the monocular depth estimation task.
KITTI online benchmark [37]: The KITTI dataset contains over 93K outdoor
images and depth maps with the resolution of 1, 240×374. All the images are captured
on driving cars by stereo cameras and a Lidar sensor. We use the images from “city”,
“residential”, “road” and “campus” categories to train our model and test on the
official test set including 500 images. The scale invariant logarithmic error (SILog),
the relative squared error (sqErrorRel), the relative absolute error (absErrorRel) and
the root mean squared error of the inverse depth (iRMSE) are used to evaluate the
performance on this dataset.
KITTI Eigen split [32]: Eigen et al.provide a subset of training and testing
split from the KIITI dataset for monocular depth estimation, which is commonly
used in recent works. The training set include 23,488 images from 32 scenarios, and
the testing set includes 697 images from 29 scenarios. Following [32], we use the
absolute relative difference (Abs Rel), the squared relative difference (Sq Rel), the
root-mean-square error (RMSE) and the log RMSE (RMSE log) as the error metrics
and the accuracy with threshold δ = {1.25, 1.252 , 1.253 } as the accuracy metrics. For
all error metrics, the lower the better, while for the accuracy metrics, the higher the
better.

86

6.3.2

Experimental settings

The proposed method, DACNN, is implemented using PyTorch, and we pre-train
the teacher network and perform the knowledge distillation on the student network
using two Nvidia 2080Ti GPUs with the Adam solver (the momentum parameters
β1 = 0.9, β2 = 0.999). The models are trained from scratch with a batch size of 6.
Following [142], we employ the poly learning rate policy from the base learning rate
10−4 with the power p = 0.9. We pre-train the teacher network for 10 epochs and
train the student network (distillation) for 15 epochs.
We also perform color normalization on these two datasets for data preprocessing,
and during training, all images were randomly cropped to the size of 256 × 512.
To avoid the over-fitting problem, we use the data augmentation strategy in [32].
Specifically, the images are augmented with the random contrast, brightness, and
color adjustment in a range of [0.9, 1.1] with 50% of chance.
During the test phase, we split each of the testing image to overlapping windows with the same cropping size as in the training processing, and then obtain the
estimated depth values in overlapped regions by averaging the estimations.

6.3.3

Results on the KITTI datasets

The quantitative results evaluated on the KITTI Eigen split are reported in Table 6.1,
which shows that our DACNN achieves the best or close to the best performance in
each of the error or accuracy metrics among all compared state-of-the-art networks.
To exhibit the visual improvements, we also show some depth estimation results from
the test set of Eigen split in Figure 6.4, from which it is easy to see that the estimated
depth maps by our method are much smoother and possess clearer boundary between
objects than that by DORN.
The quantitative results evaluated from the KITTI online leaderboard are reported
in Table 6.2. For the quantitative comparison, we again present some visualization
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Table 6.1 Performance comparison of DACNN and some existing state-of-the-art
networks on the KITTI Eigen split.
Abs Rel Sq Rel RMSE RMSE log δ < 1.25 δ < 1.252 δ < 1.253

Method
Make3D [112]

0.280

3.012

8.734

0.361

0.601

0.820

0.926

Eigen et al. [32]

0.203

1.548

6.307

0.282

0.702

0.890

0.958

Liu et al. [85]

0.202

1.614

6.523

0.275

0.678

0.895

0.965

Godard et al. [41]

0.114

0.898

4.935

0.206

0.861

0.949

0.976

Kuznietsov et al. [77]

0.113

0.741

4.621

0.189

0.862

0.960

0.986

Gan et al. [34]

0.098

0.666

3.933

0.173

0.890

0.964

0.985

Yin et al. [145]

0.072

-

3.256

0.117

0.938

0.993

0.998

DORN [33]

0.072

0.307 2.727

0.120

0.932

0.984

0.994

Our method (DACNN)

0.073

0.304 2.801

0.116

0.939

0.990

0.997

results results from our method and DORN [33] in Figure 6.5.

Table 6.2 Performance comparison of DACNN and some existing state-of-the-art
networks on the KITTI online benchmark.
Method

6.3.4

SILog sqErrorRel absErrorRel iRMSE

DABC et al. [80]

14.49

4.08

12.72

15.53

Guo et al. [48]

13.41

2.86

10.60

15.06

Zhang et al. [159]

13.08

2.72

10.27

13.95

Yin et al. [145]

12.65

2.46

10.15

13.02

DORN [33]

11.77

2.23

8.78

12.98

Our method (DACNN) 12.95

2.60

10.35

13.95

Ablation study

In this study, in order to demonstrate effectiveness of the proposed depth-aware blocks
in DACNN and the knowledge distillation from the teacher network, we conduct
ablation studies to compare some model variants for DACNN on the Eigen split of
KITTI dataset. The results are reported in Table 6.3, from which we can see that the
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Figure 6.4 Some depth estimation results from the test set of the KITTI Eigen
split.

depth-aware blocks (DAB) are useful for improving the monocular depth estimation,
and the knowledge distillation (KD) from the teacher network can further improve
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Input

DORN

DACNN

Figure 6.5 The depth estimation results from the KITTI online leaderboard. For
each input image, we show the estimated depth maps and the corresponding error
maps from DORN [33] and our DACNN, respectively.
the overall performance.
Table 6.3 Performance comparison of some model variants of DACNN on the
KITTI Eigen split.

Method Abs Rel Sq Rel RMSE RMSE log δ < 1.25 δ < 1.252 δ < 1.253
w/o DAB

0.086

0.563

3.675

0.162

0.916

0.972

0.991

w/o KD

0.079

0.462

3.174

0.126

0.925

0.981

0.993

DACNN

0.073

0.304

2.801

0.116

0.939

0.990

0.997

6.3.5

Visualization of depth guidance

To better illustrate the impact of the depth-aware blocks, we visualize the depth
guidance map of several sample images in the KITTI Eigen split dataset in Figure
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6.6. From these results, we clearly observe that the depth guidance map can provide
high level information, especially the boundary cues for depth-aware blocks.
Input

DACNN

Guidance

Figure 6.6 The visualization of depth guidance. For each row, the first column is
the input image, the second is the estimated depth map from DACNN, and the last
is the guidance map g3s .

6.4

Chapter Summary

In this work, we develope a new depth-aware convolution operation to learn depth
from single image by leveraging depth cues. In addition, we incorporate a pre-trained
stereo network as a teacher to provide additional supervision for the features and output generated by the student network which is a monocular depth estimation network.
Experimental results on the KITTI Eigen split and online benchmark demonstrate
that the proposed method can significantly improve the accuracy of monocular depth
estimation.
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Chapter 7
Conclusion
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7.1

Conclusion

To summarize, this dissertation focus on depth estimation from the RGB images,
including stereo matching, depth estimation from monocular video, and single image
depth estimation. To explore the rich and comprehensive spatial correspondence
across images, three novel methods were proposed in this dissertation based on three
representative inputs.
In the first work, a new deep neural network for stereo matching was developed,
where the pyramid cost volumes are constructed with the semantic and spatial correspondence on multiple levels. We also introduce a multi-cost aggregation module proposed to fuse the extracted multilevel correspondence. Comprehensive experiments
on Scene Flow, KITTI 2015, KITTI 2012, and Cityscapes datasets demonstrated
that the proposed approach with semantic and multi-level spatial correspondence can
improve the accuracy of stereo matching over many existing state-of-the-art neural
networks.
In the second work, we developed a novel end-to-end network for depth estimation
from monocular videos. We carefully designed a spatial correspondence module to
match the features between the reference frame and its adjacent frames. To further
speed up the feature correspondence, We use the Smolyak sparse grids for patch
down-sampling. A direction-based attention mechanism is proposed to learn the
importance of correspondence in different directions, and a refinement subnetwork
is developed to refine the initially estimated depth maps. Extensive experiments on
the KITTI and Cityscapes datasets justify that the proposed SC-GAN promotes the
state-of-the-art performance of the depth estimation from monocular video.
In the last work, we incorporate a pre-trained stereo network as a teacher to
provide additional supervision for the features and output generated by the student
network which is a monocular depth estimation network. By using the stereo network
as a teacher, the student network can learn depth guidance from spatial correspon93

dence. To further leverage the depth guidance map, we developed a new depth-aware
convolution operation to learn depth from a single image. Experimental results on
the KITTI Eigen split and online benchmark demonstrate that the proposed method
can significantly improve the accuracy of monocular depth estimation.

7.2

Future works

Based on the above studies on depth estimation from images, we can highlight the
challenges for future research works.
Firstly, the resolution of the estimated depth map is usually low. Depth estimation
from images is a fundamental task that can be used for many applications, such as
autonomous driving and augmented reality, and these applications require taking
high-accuracy and high-resolution depth maps. However, the current model cannot
generate high-resolution depth maps accurately. There are two solutions to these
issues. The first one is using the image super-resolution method to upscale the input
image, while it will increase the computation cost for depth estimation. The second
one directly upsamples the depth map using the generative adversarial network.
Secondly, most depth estimation datasets focus on only one specific dataset. The
generalization ability and robustness of the deep learning approaches always depend
on the quality of datasets. However, the captured scenes of the existing datasets
are limited. To enhance the generalization ability, it is interesting to work on the
depth estimation domain adaption, i.e.the model trained on one domain is used to
estimate the depth of another domain. Besides, a new dataset including diverse and
complicated scenes will benefit this task.
Thirdly, the analysis of dynamic objects is missing. The moving objects will
change the spatial correspondence between the frames. A possible solution to eliminate the issues caused by dynamic objects can be warping the dynamic objects to
the same 3d position based on the scene flow or a generative adversarial network.
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Lastly, the current work of monocular depth estimation approaches can only obtain the relative depth instead of the absolute depth. In the future, more physics
features (e.g., vanishing points) and prior knowledge of real-world objects can be involved in the depth estimation of the images. Moreover, we can consider using the
off-the-shelf depth value, e.g., sparse LiDAR data to correct the depth obtained by a
neural network.
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