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Abstract
For most applications, sensor nodes rely solely on batteries for their power supply
and hence battery depletion may have a great impact on the overall network
performance. Consequently, most of the current research work in wireless sensor
networks (WSNs) is focusing on improving architectures and protocols with energy
conservation as the main focus. Instead of using a competing approach such as used in
traditional wireless networks, sensor nodes are proposed to cooperate to achieve a
common goal. Multiple sensor nodes can be used to transmit and receive cooperatively
and such a configuration is known as a cooperative Multiple-Input Multiple-Output
(MIMO) system. Cooperative MIMO systems have been proved to reduce both
transmission energy and latency in WSNs. However, most current work in WSNs
considers only the energy cost for the data transmission component and neglects the
energy component responsible for establishing a cooperative mechanism.
When the energy cost of cooperative mechanism establishment is considered, the
total energy consumed as a function of the increasing number of cooperating nodes
becomes of particular interest. In addition, most of the previous work in WSNs focused
only on Space-Time Block Coding (STBC) schemes and ignored other potential MIMO
schemes. In this thesis, both transmission and circuit energies for both components are
included in the performance models. Three major cooperative MIMO systems, namely
Beamforming (BF), Space-Time Block Coding (STBC) and Spatial Multiplexing (SM)
ii

are compared and analysed. WSNs are assumed to operate in quasi-static Rayleigh
fading channels with M cooperating transmit nodes and N cooperating receive nodes.
The cooperative BF scheme outperforms both the cooperative SM and STBC schemes
in terms of energy efficiency and packet latency for both synchronous and asynchronous
scenarios. Synchronous scenarios assume perfect synchronisation between cooperating
nodes. Also, the cooperative BF outperforms cooperative SM with higher diversity gain.
A cooperative BF scheme with two transmit nodes is suggested as the optimal energy
efficient cooperative MIMO system with the lowest packet latency when operating
below 0.4Tb clock jitter difference and below 800mW radiated power in imperfect
synchronisation scenarios. Tb is the bit period which corresponds to the system bit rate.
In previous work all sensor nodes are assumed to be always on which could lead to a
shorter lifetime due to energy wastage caused by idle listening and overhearing. Low
duty cycle MAC protocols have been proposed to tackle this challenge in WSNs.
However, most of the low duty cycle MAC protocols have been proposed for noncooperative systems. In this thesis, a new cooperative low duty cycle MAC protocol
(CMAC) is proposed for two cooperative MIMO schemes: Beamforming (CMACBF)
and Spatial Multiplexing (CMACSM). Performance of the proposed CMAC protocol is
evaluated in terms of total energy consumption and packet latency for both synchronous
and asynchronous scenarios. All the required energy components are taken into
consideration in the system performance modelling and a periodic monitoring
application model is used. The impact of the clock jitter, the check interval and the
number of cooperative nodes on the total energy consumption and latency is
investigated. The CMACBF protocol with two transmit nodes is suggested as the optimal
scheme when operating at the 250 ms check interval with the clock jitter difference
below 0.6Tb.
iii
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Chapter 1

Introduction
1.1

Background

Wireless Sensor Networks (WSNs) have emerged as one of the dominant technology
trends of this decade [1]. Massachusetts Institute of Technology (MIT) Enterprise
Technology Review [2] predicted that wireless sensors would be one out of ten
emerging technologies that will change the world and affect the way we live and work.
Also, an interesting discussion of WSNs as future ambient intelligence is provided in [3].
However before discussing WSNs in more detail, it is essential to review its major
characteristics.
A WSN is a collection of nodes with sensing capability that communicate the sensed
data from the source to the destination wirelessly with low transmission speed and low
transmission power. Each node may have 5 basic components:
a) sensors with/without actuators
b) communication devices (e.g. radios, antennas)
c) controllers for processing tasks (e.g. microprocessors, microcontrollers)
d) memory (e.g. RAM, ROM)
1

e) battery (e.g. zinc-air, lithium, alkaline)
It is important to note that in most applications, sensor nodes depend solely on
batteries for their power supply. As an estimation, a normal AA battery stores about 2.2
to 2.5 Ampere hour (Ah) at 1.5V [3] which provides a limitation on the energy usage of
a sensor node. The sensor node lifetime can be estimated from the ratio of the battery
capacity to the energy usage per second by the sensor node. As a typical example, take a
sensor node that consumes about 0.5 milliJoules per second and AA battery capacity as
3.75 Watts hour (Wh). From these values, the lifetime of the battery can be estimated to
be about 1 year. Therefore, in order to prolong the sensor node lifetime beyond that
period, we have to reduce the total energy consumed by a sensor node per second.
A source is defined as any entity in the network that can acquire and provide
information to a destination where the information is required. Generally we can
categorise the destination into 3 options:
a) The destination is inside the network (e.g. the sensor node itself)
b) The destination is outside the network and communicates directly with the source
inside the network (e.g. personal digital assistant (PDA) communicating with the
source node)
c) The destination is outside the network and communicates indirectly with the
source inside the network (e.g. laptop or personal computer communicates with
the source node through a gateway or through the internet)
There are various interaction patterns between the source and destination. Generally
the interaction patterns describe the types of applications in WSNs [3]. We can classify
them into 3 major interaction patterns:

2

a)

Event Detection – source node(s) should report to the destination node(s) once
an occurrence of a specified event is detected.

b)

Periodic Measurement – The sensed information is periodically reported to the
destination node(s). The reporting or sample period depends on the applications.
In Chapter 5, we use this type of interaction pattern for performance analysis.

c)

Tracking – The current location and position of source node(s) and/or the event
of the source node(s) is reported to the destination. The source may be fixed or
mobile.

The interactions between source and destination can be discussed further in terms of
networking terminology: single-hop and multi-hop communications. Single-hop
communication occurs when a source node communicates directly with the destination
node, whereas multi-hop communication uses the concept of relay nodes in WSNs
where relay nodes are used to forward the information to the destination node.
Multi-hop communication has been claimed to improve energy efficiency of wireless
networks. The intuition behind this claim is that, as the attenuation of radio signals with
distance is at least quadratic in most environments (and usually larger), it takes less
energy to use relays instead of using direct communication. So, shortening the distance
between the nodes can significantly reduce the transmission energy required. However,
as described in [4], the fact that multi-hop communication necessarily saves energy in
WSNs is a misconception. The total energy consumption in the network should be
considered including the energy consumed by the electronic circuitry in source, relay
and destination nodes, and not only the radiated energy since the electronics circuits'
energy consumption is comparable to or even dominates the transmission energy in
short range communications [5].

3

To reduce total energy consumption, spatial diversity characteristics between nodes
can be exploited to cooperatively transmit and receive information. Such transmission
and reception strategies, known as cooperative Multiple-Input Multiple-Output (MIMO)
communications, have been proposed to provide higher reliability and reduction in
transmission energy in WSNs. As suggested in [5], energy savings and delay reduction
can be achieved for transmission distances larger than a certain distance threshold and
with the use of a suitable modulation scheme. Authors in [6] investigated the optimal
cooperative MIMO schemes with Space-Time Block Coding (STBC) techniques where
also both transmission and circuit energies were considered. Similar investigations have
been done with different cooperative MIMO schemes such as the spatial multiplexing
(SM) scheme in [7]. Performance of cooperative MIMO schemes has been found to
depend on the operating distances and the number of cooperative nodes. In addition,
some researchers considered the impact of imperfect synchronisation due to clock jitter
on the performance of cooperative MIMO systems [8-11] and performance of
cooperative MIMO schemes has also been found to depend on the clock jitter difference
between cooperating nodes in addition to the operating distances and the number of
cooperative nodes. Hence to achieve energy efficient operation, cooperative MIMO
schemes must operate below a certain clock jitter threshold and above a certain distance
threshold.
Previous work did not consider the energy cost in establishing cooperative
mechanisms (cooperative nodes selection and local information exchanges) which could
be significant for the total energy consumption in WSNs. Subsequent investigations in
[12] have taken into consideration the energy cost for establishing a cooperative
mechanism. The most important observation is that the cooperative MIMO system with
the spatial multiplexing scheme is more energy efficient at a lower transmission power
4

region than the non-cooperative Single-Input Single-Output (SISO) scheme. This
counter-intuitive finding is due to the fact that the energy cost of cooperative
mechanism establishment becomes dominant as the transmission energy becomes
higher. However, this work excluded the circuit energy consumption as it made the
assumption that the energy consumed by the sensor nodes in the non-cooperative SISO
system that are not transmitting is the same as that of the nodes transmitting in the
cooperative MIMO system. This assumption is valid if the circuit energy for
transmitting, receiving and idle listening is the same [13] and the transceiver is always
on. However, always on sensor nodes may suffer a shorter lifetime due to energy
wastage due to idle listening and overhearing.
Currently the idle listening and overhearing problems are tackled by equipping
Medium Access Control (MAC) protocols with periodic wake-up mechanisms. Another
approach is to use a wake-up radio mechanism [14, 15]. However, the latter is more
difficult to implement due to hardware complexity and tight synchronisation
requirements.
It is important to note that the design requirements of WSN MAC protocols are
completely different from the MAC protocols for traditional wireless networks. WSN
MAC protocols trade off throughput, latency and fairness for energy efficient operation.
Low duty cycle MAC protocols have been designed to provide energy efficient
operation by combating the idle listening and overhearing problems that exist in systems
with always on transceivers. A MAC employs a periodic wake-up mechanism where a
sensor node enters into the sleep mode whenever there is no transmit or receive
activities. In this way, the energy consumed for idle listening and overhearing can be
reduced.

5

Most of the low duty cycle MAC protocols have been proposed for non-cooperative
SISO systems. However, a low duty cycle MAC protocol may be also very useful for
cooperative MIMO systems to avoid the idle listening and overhearing problems. All
the energy costs associated with transmission, reception, idle listening, establishing a
cooperative mechanism, sleep, etc must be included in performance modelling of
cooperative MIMO systems in order to find the optimal MIMO scheme.

1.2

Design Requirements and Scope

In WSNs, the main and foremost concern is to prolong the lifetime of the network by
reducing the energy consumption of every sensor node. As we have discussed before,
the sensor node in most applications depends solely on the battery for its energy. If we
expect the battery to last for many years without replacement (as it may be difficult to
replace a battery for each node in difficult environments or in large and dense WSNs),
we need to investigate the most efficient approach to conserve the energy. Moreover, a
reliable wireless link must be provided to combat the deep fading phenomenon
encountered in harsh environments. In addition, the network must be scalable and must
be able to cope with nodes mobility.
Most of the current research into WSNs focuses on providing energy efficient
operation and various approaches and techniques have been proposed to tackle this
requirement. Therefore it is essential to investigate the sources of energy wastage in
WSNs in order to satisfy this requirement. As suggested in [13, 16-19], there are three
major sources of energy wastage: transmission and reception power, idle listening and
higher retransmission rate. Power consumed during transmission and reception (radiated
energy, reception energy and circuit energy) is suggested as the major source of the total
energy consumption in WSNs. The idle listening is a condition where the receiver is
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waiting and listening for an incoming packet. This problem occurs when the receiver is
always on. The cost of just listening and waiting can be high. Generally the cost of
transmission is higher than idle listening, however the cost of idle listening can be the
same as the cost of transmission [3] in low power devices and accounts for almost 50
percent of the total energy consumption [13].
Authors in [20] discovered that WSNs experience 20 percent to 30 percent frame loss
rates. The figure reflects the importance of the reliability requirement for WSNs. This
high figure leads to high retransmission rates and consequently higher transmission and
reception power. Retransmissions can be attributed to packets collisions due to hiddenand exposed-node problems [21] and to deep fading [22, 23] over a single link which
leads to packet errors (if a portion of the packet is affected) or packet loss (if the whole
packet is lost [3, 24]).
Based on the major design requirements and challenges in WSNs, we continue the
efforts in previous work to provide energy efficient cooperative MIMO communications
in WSNs. In this thesis, the first phase provides a comparison study of various
cooperative MIMO systems where all the required energy consumption components are
captured and modelled. The objective is to find the optimal cooperative MIMO system
in terms of energy efficient operation and its trade-off with packet latency.
The second phase covers the design of a cooperative MAC protocol equipped with a
low duty cycle mechanism. The MAC protocol aims to avoid the idle listening and
overhearing problems and thus contributes to reducing the total energy consumption of
a sensor node. The MAC protocol exploits cooperative MIMO transmission to increase
the link reliability and further reduce the transmission energy. The suggested optimal
cooperative MIMO schemes of the first phase are used with the MAC. We take into
consideration all the required energy costs (transmission, reception, idle listening,
7

establishing a cooperative mechanism, sleep, etc.) in the system performance modelling.
We apply the models for periodic monitoring applications. Performance analysis
provides a better understanding of the energy-latency trade-off relationship for
cooperative MIMO communications with a low duty cycle MAC in WSNs.

1.3

Thesis Overview

This thesis examines the use and performance of cooperative MIMO communication
mechanisms in WSNs with energy conservation as the main focus. Chapter 2 examines
existing traditional MIMO communications systems and discusses their practical
implementations in WSNs. We then analyse performance of the major cooperative
MIMO schemes in terms of Bit Error Rate (BER) and Packet Error Rate (PER). Chapter
3 studies existing low duty cycle MAC protocols in WSNs for both non-cooperative and
cooperative communications. The basic idea of a low duty cycle to tackle the idle
listening and overhearing problems is explained in detail. Chapter 4 uses the outcomes
from Chapter 2 as the basis to analyse performance of three major cooperative MIMO
schemes in terms of total energy consumption and packet latency. Chapter 5 proposes a
new MAC protocol for cooperative transmission which is based on the low duty cycle
concept. The outcomes from both Chapters 2 and 4 assist in the performance evaluation
of the new MAC protocol in terms of total energy consumption and packet latency.
Chapter 6 concludes the thesis. The remainder of this section contains a more detailed
summary of each chapter.
Chapter 2 opens the discussion with an introduction of the concept of diversity
techniques and explores various types of diversity techniques proposed in the literature.
The state-of-the-art of multiple antennas systems based on spatial utilisation or also
known as MIMO systems, is presented. Furthermore, the concept of multi node systems
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or cooperative MIMO systems in WSNs is discussed. The practicality and suitability of
using existing MIMO systems in WSN implementations are explored and discussed
with examples from current literature. Finally the chapter proposes the most practical
and suitable cooperative MIMO systems for use in WSNs and their performance
evaluation is conducted in terms of BER for both perfect and imperfect transmitting
nodes synchronisation scenarios.
Chapter 3 introduces the concept of the low duty cycle in the design of MAC
protocols for WSNs. Duty cycle MAC protocols are classified into synchronous and
asynchronous schemes. Note that the synchronisation term here is different from the
transmitting nodes bit synchronisation mentioned in the pervious paragraph and
described in Chapter 2. Synchronisation discussion in Chapter 3 is applied to MAC
protocols while that in Chapter 2 is related to clock jitter effects on cooperative
transmitting nodes. Major synchronous and asynchronous MAC protocols are explored
and discussed in Chapter 3. Then the chapter explores existing MAC protocols designed
specifically for cooperative MIMO transmissions.
Chapter 4 uses the outcomes of Chapter 2 as the basis for further performance
evaluation of cooperative MIMO systems. Three major cooperative MIMO schemes are
compared in terms of total energy consumption and packet latency for both perfect and
imperfect transmitting nodes synchronisation scenarios. Comparison is made with the
SISO system. Finally the chapter proposes the best or optimal cooperative MIMO
scheme to be implemented in WSNs.
Chapter 5 proposes a new MAC protocol specifically designed for cooperative
MIMO systems. The proposed MAC protocol utilise the concepts of the low duty cycle
and is designed for periodic measurement applications with various sample periods.
Performance of the MAC protocol for cooperative MIMO transmissions is evaluated in
9

terms of total energy consumption and packet latency for both perfect and imperfect
transmitting nodes synchronisation scenarios. Comparison is made with noncooperative MAC protocols with and without duty cycle mechanisms.
Chapter 6 concludes the thesis with a summary of the major results obtained and
identifies open research issues for future work.

1.4

Contributions

The contributions contained in this thesis are listed below. The section where this work
is first discussed is also indicated.
1. We have examined the state-of-the-art of MIMO systems and their
implementation as cooperative MIMO systems in WSNs. We have developed
analytical models to evaluate the BER and PER of three major cooperative
MIMO systems, namely, Beamforming, STBC and Spatial Multiplexing for both
synchronous and asynchronous scenarios. (Chapter 2)
2. We have developed analytical models to evaluate the total energy consumption
(which includes all the significant energy components) and packet latency of
three major cooperative MIMO systems equipped with a baseline cooperative
MAC as explained in detail in Section 3.5. We have recommended the optimal
cooperative MIMO system with both the lowest energy and latency to be used in
WSNs. (Chapter 4)
3. We have examined the state-of-the-art of duty cycle MAC protocols for both
synchronous and asynchronous schemes in WSNs. We have designed and
proposed a new MAC protocol equipped with a duty cycle mechanism for
cooperative MIMO systems. (Chapter 3 and 5)
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4. We have developed analytical models to evaluate the total energy consumption
(which includes all the significant energy components) and packet latency of the
proposed MAC protocol for cooperative MIMO systems. We have
recommended the optimal joint design of the proposed MAC protocol and
cooperative MIMO system to achieve efficient energy consumption and low
latency for use in WSNs. (Chapter 5)
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2. Mohd Riduan Ahmad, Eryk Dutkiewicz, and Xiaojing Huang, "Performance
Analysis of MAC Protocol for Cooperative MIMO Transmissions in WSN," in
Proceedings of 19th IEEE International Symposium on Personal, Indoor and
Mobile Radio Communications (PIMRC2008), Cannes, France, 15-18
September 2008.
3. Mohd Riduan Ahmad, Eryk Dutkiewicz, and Xiaojing Huang, "MAC Protocol
for Cooperative MIMO Transmissions in Asynchronous Wireless Sensor
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Chapter 2

Cooperative MIMO Systems
2.1

Introduction

The objectives of this chapter are to introduce the concepts of diversity techniques
and their relationship with cooperative Multiple-Input Multiple-Output (MIMO)
systems and to discuss their practicality for implementation in Wireless Sensor
Networks (WSNs). The approaches that we are going to use in this chapter are the
comparative study and performance evaluation of major diversity techniques and their
implementations in cooperative MIMO systems. The outcomes will be used as the basis
for further investigation and discussion in Chapters 4 and 5 in order to find the most
suitable cooperative MIMO scheme to be implemented in the WSN environment.
Section 2.2 introduces the concept of cooperative MIMO and Section 2.3 explains
various types of diversity techniques proposed in the current literature. A comparative
study between the major diversity techniques is presented in Section 2.4 and this is
followed by performance evaluation in Section 2.5. Finally the chapter is concluded in
Section 2.6.
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2.2

Cooperative MIMO System Concepts

The MIMO term originally describes the use of the multiple antennas concept or
exploitation of spatial diversity techniques. In early research work, the MIMO concept
was proposed to fulfil the demand for providing reliable high-speed wireless
communication links in harsh environments. Subsequently, MIMO technology has been
proposed to be used in wireless local area networks and cellular networks [22],
particularly at the base station and access point sides to tackle the challenges of low
transmission rates and low reliability with no constraints on energy efficiency. In
contrast, WSNs have to deal with energy constraints due to the fact that each sensor
node depends on its battery for its operation. In harsh environments, sensor nodes must
be provided with reliable communication links. However, current WSN design
requirements do not require high transmission rates. The concept of cooperative MIMO
was introduced in WSNs by utilising the collaborative nature of dense sensor nodes
with the broadcast wireless medium to provide reliable communication links in order to
reduce the total energy consumption for each sensor node. Therefore, instead of using
multiple antennas attached to one node or device such in the traditional MIMO concept,
cooperative MIMO presents the concept of multiple sensor nodes cooperating to
transmit and/or receive signals. Multiple sensor nodes are physically grouped together
to cooperatively transmit and/or receive. Within a group, sensor nodes can communicate
with relatively low power as compared to inter-group communication [25-27].
Furthermore, by using this cooperative MIMO concept, we can provide the advantages
of traditional MIMO systems to WSNs, particularly in terms of energy efficient
operation.
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2.3

Techniques of Diversity

In this section we discuss various diversity techniques to reduce the deep fading
problem in WSNs which requires higher retransmission rates. By tackling this problem,
we are clearly satisfying two design requirements: energy efficient operation and higher
communication link reliability. It is important to observe that deep fading contributes to
packet errors (if a portion of the packet is affected) or packet loss (if the whole packet is
totally lost which can be common as data packets in WSNs are normally small [3, 24]).
The basic concept of diversity is to provide the receiver with copies of independently
faded transmitted packets with the hope that at least one of these copies will be received
correctly. Diversity can be implemented in various ways such as frequency diversity,
spatial diversity, time diversity, modulation diversity and polarisation diversity to suit
different design requirements.
Frequency diversity is achieved when the same signal is transmitted over different
frequency bands. The separation of the frequency bands has to be more than the
coherence bandwidth of the channel [28]. Time diversity is achieved when the same
signal is transmitted with redundancy using different time intervals. The separation of
the time intervals has to be more than the coherence time of the channel [28]. Also, time
diversity can be achieved by means of channel coding. The idea is to transmit the
different parts of the codeword corresponding to a particular symbol using different
time intervals. The most practical channel codes discussed in the literature include block
codes, convolutional codes and trellis-coded modulation [28].
Spatial diversity is achieved by the use of multiple antennas or nodes at either end
or at both ends of the MIMO communication link. The separation between the antennas
or nodes has to be more than half a wavelength in a uniform scattering environment [28].
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Systems with multiple antennas are also referred to as MIMO systems [28]. Therefore
we can refer to systems with multiple nodes as cooperative MIMO systems. Spatial
diversity gains increase channel capacity which leads to higher data throughputs and
significant improvement in data transmission reliability. These advantages are achieved
without any expansion of bandwidth or higher transmit power which makes this
technique very suitable to be implemented in energy constrained WSNs.
Diversity techniques can be combined to achieve greater improvements in reliability
and achievable transmission rates. Perhaps the most popular combination technique is
between space diversity and time diversity by using channel coding. The combination
yields the space-time coding (STC) scheme. The variants of the STC scheme depend on
the channel coding being used. For example, space-time block coding (STBC) schemes
are based on block coding and space-time trellis coding scheme (STTC) schemes are
based on trellis-coded modulation.
Multiple antennas or nodes can be exploited in different ways at both ends of the
MIMO communication link. Early work in this area concerned designs of multiple
antennas at the receiver side to achieve receive spatial diversity in order to boost link
reliability as the number of receiving antennas grows. Among the earliest users of
receive spatial diversity schemes are mobile communications systems to improve uplink
performance by implementing multiple receive antennas at the base station [22]. If only
a single transmit antenna and multiple receive antennas are used, the resulting system is
referred to as a Single-Input Multiple-Output (SIMO) system.
In later work transmit spatial diversity was achieved by exploiting multiple transmit
antennas with proper coding or weighting of the transmitted data signals. It is important
to note that both spatial diversity schemes achieve improved transmission reliability at
the cost of transmission rates comparable to the Single-Input Single-Output (SISO)
16

systems. Clearly the achievement of higher link reliability is a trade-off with
transmission rates. When multiple transmit antennas and single receive antenna are used,
the resulting system is referred to as a Multiple-Input Single-Output (MISO) system.
Further research to achieve higher transmission rates and higher capacity has been
done using multiple antennas at both ends of the communications link. These multiple
transmit antennas and multiple receive antenna systems are referred to as MIMO
systems. One of the common techniques to boost the transmission rates is to provide the
receivers with independent streams of the same data signal from different transmit
antennas. In this way, the transmit antennas are exploited to boost the transmission rates
at the cost of lower link reliability. However, when operating under certain constraints,
the same scheme can achieve full diversity gain leading to higher link reliability.
A comparison between the different spatial diversity schemes discussed above is
shown in Table 2.1 where M and N denote the number of transmit antennas and receive
antennas, respectively.

2.4

Multiple Nodes in Wireless Sensor Networks

A major design requirement of WSNs is to reduce the total energy consumption of
the sensor nodes. The transmission power can be reduced by providing the highest
diversity gain possible which leads to higher link reliability and thus lower the
retransmission rates. Therefore the exploitation of multiple nodes in WSNs (referred to
as cooperative MIMO) is inevitable in order to provide higher reliability communication
link and reduce transmission power.
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TABLE 2.1. COMPARISON OF MAIN SPATIAL DIVERSITY SCHEMES

Scheme

M

N

Example

Benefits

SISO

1

1

No transmit or receive diversity

No diversity gain.

SIMO

1

>1

Receive diversity

Diversity proportional to N.

MISO

>1

1

Transmit diversity

Diversity proportional to M.

MIMO

>1

>1

Use of multiple antennas at both
the transmitter and receiver

Diversity proportional to the product of M
and N.
Array gain (coherent combining assuming
prior channel estimation).

Most of the previous work in the area of cooperative MIMO has assumed that the
cooperating sensor nodes are perfectly synchronised during transmission and reception
[8]. Recently, the impact of imperfect synchronisation effects on the performance of
cooperative MIMO operation in WSNs has gained more attention [9-11]. Imperfect
synchronisation could occur due to the lack of carrier synchronisation or because of
imperfect timing in frame and bit level synchronisation. In this thesis, we consider the
impact of imperfect synchronisation caused by clock jitter alone. Each cooperating
transmit node from a set of M cooperative nodes experiences clock jitter with the jitter
around a reference clock, To denoted as Tjm where 1≤m≤M. The detailed system model
of clock jitter will be explained in Section 2.5.
The following discussion explains in detail the three major MIMO schemes in both
synchronous and asynchronous scenarios and their practicality in WSNs. Synchronous
operation assumes perfect synchronisation between cooperating transmitting nodes and
asynchronous operation refers to scenarios where imperfect synchronisation occurs. The
three MIMO schemes are:
a) SIMO System
b) MISO System
c) Spatial Multiplexing MIMO System
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2.4.1 SIMO System
Perhaps the first technique in diversity particularly related to spatial utilisation is the
receive diversity (SIMO) technique. The transmitter can choose to perform frequency,
time, or polarisation due to the fact that the source of diversity does not affect the
method of combination at the receiver side (with the exception of transmit spatial
diversity [29]). At the receiver side, more than one antenna or node must be used, N ≥ 2,
to gain spatial diversity which leads to higher reliability by increasing the average
signal-to-noise ratio (SNR) and lowering the bit error rate (BER).
There are four popular combining methods that are utilised at the receiver: Maximum
Ratio Combining (MRC), Equal Gain Combining (EGC), Selection Combining (SC)
and Switched Combining [23, 28-30]. MRC achieves diversity gain equal to the number
of the receive antennas, N, with N Radio Frequency (RF) chains as shown in Figure 2.1.
EGC is a special case of MRC with equal weights' amplitudes where all the received
signals are co-phased and then combined together with equal gain. The EGC receiver's
circuit is less complex but at the cost of lower diversity gain than for MRC.
Assume that the receiver receives N replicas of the transmitted signal, s through N
independent paths. The kth received signal is defined by:
rk = hk s + η k

(2.1)

where k = 1, 2, ……, N, ηk is the complex white Gaussian noise sample vector added to
the kth copy of the signal with zero mean and σ2 variance, ηk ~ Nc(0,σ2) and hk is the
complex channel fading gain vector with zero mean and ρ2 variance, hk ~ Nc(0,ρ2). We
assume that the receiver is coherent where the channel information is known and
perfectly estimated at the receiver. If the average power of the transmitted symbol

[ ], the instantaneous SNR of the k

is E s

2

th

receiver is given by [29]:
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[ ].
2

E s

2

γ k = hk ⋅

(2.2)

σ2

The attempt to recover s can be given by the following MRC linear combination:
N

N

N

k =1

k =1

k =1

2
*
*
~
s = ∑ hk rk = ∑ hk s + ∑η k hk

(2.3)

where ~
s is the resulting decision variable with s mean and

σ2
N

∑h

variance which
2

k

k =1



σ2
~

can be represented as s ~ s, N

 ∑ hk
 k =1
N

MRC block is proportional to ∑ hk



 . The resulting effective SNR at the output of the
2 


2

and given as:

k =1

N

γ = ∑ hk ⋅
2

[ ] = ∑γ

E s

2

N

σ2

k =1

k

.

(2.4)

k =1

From (2.4), the effective SNR of the system with a receive diversity scheme is
equivalent to the sum of the instantaneous receive SNRs for N different paths. If we
assume that all the different paths have the same average SNR, then the average of the
effective SNR at the output of the MRC block is:

[ ] = ∑ E[γ
γ = ∑ E [h ]⋅
σ
N

2

k

k =1

E s

2

2

N

k

] = N ⋅γ k .

(2.5)

k =1

By increasing the number of receiving antennas N, the receive average SNR can be
increased by N-fold which leads to the lowest possible BER for the system such that at
the high SNRs regime, the error probability decays as SNRa-N [22]. On the other hand,
when N increases, the receiver becomes more complex and larger in size. It seems that
we have to trade off the cost, size and complexity of the devices or nodes for higher link
reliability.
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Figure 2.1. A system with one transmit antenna and N receive antennas with MRC.

Selection combining was introduced to reduce the Nth RF chains complexity with
only one RF chain used where the receiver performs signal selection with the highest
SNR for decoding as shown in Figure 2.2. Also, channel state information is not needed
which means that selection combining can be used for both coherent and non-coherent
receivers [30]. The average SNR at the output of the selection combiner is given as:
N

1
k =1 k

γ =γk∑ .

(2.6)
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2
RF
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hN

N

Figure 2.2. A system with one transmit antenna and N receive antennas with SC.
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Figure 2.3. A cooperative receive diversity system with one transmit node and N receive nodes.

As can be seen from (2.6), selection combining does not achieve the full N diversity
gain which clearly trades off the diversity gain for lower complexity. Later, a hybrid
selection/MRC technique was proposed to balance the requirements between higher
diversity gain and lower complexity [29].
Switched combining employs scanning and selection operation where the receiver
scans all the diversity branches and selects a particular branch with the SNR above a
certain predetermined threshold [29]. The signals from the selected branch are selected
as the output until its SNR drops below the threshold. Then the receiver starts to scan
again and switches to another branch. This scheme is simpler since it does not require
any channel knowledge but at the cost of lower achievable diversity gain.
In the context of practicality in WSNs, a SIMO with MRC scheme is more practical
and promising for implementation as shown in Figure 2.3. This is due to the fact that
each node in the network represents a single path processing including the RF chain
processing. It seems that the complexity issue in the traditional SIMO approach can
been reduced with the cooperative SIMO implementation while providing the highest
SNR possible. Moreover, the transmission by the transmit node can be done without the
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need for time synchronisation, thus the cooperative SIMO system is not affected by
clock jitter.
On the other hand, there are other issues that we have to consider such as the fact that
data signals received by all the receiving nodes must be forwarded to a common
destination node in order to combine and decode them successfully. Moreover, the
diversity gain does not contribute to the reduction of the total transmission power and
the use of N receiving nodes can contribute to the higher circuit power in the network.

2.4.2 MISO System
The main motivation for using of multiple antennas at the transmitter is to reduce the
required processing power and complexity at the receiver which leads to lower power
consumption, lower size and lower cost. However, the MISO concept is not easy to
exploit and to implement [31]. Additional signal processing is required at both the
transmitters and receiver in order to correctly decode the received signals. Also, another
challenge is that the transmitter does not know the channel conditions unless channel
information is fed back by the receiver to the transmitter [32].
A number of MISO schemes have been proposed in the literature and can be
categorised into two major classes:
a) Closed-loop MISO schemes with feedback
b) Open-loop MISO schemes without feedback
The difference between the two types of schemes is that the former relies on channel
state information which has to be fed back to the transmitter and the latter eliminate the
need for channel state information at the transmitter.
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2.4.2.1 Closed-loop MISO System
The modulated signals are weighted with different weighting factors and transmitted
with multiple antennas M at the transmitter. The weighting factors are chosen with the
assistance of the channel state information so that the received SNR can be maximised
at the receiver. The weighting factors must be optimised in order to achieve full
diversity gain. One of the drawbacks of this system is that when the weighting factors
are not optimised due to imperfect channel estimation, the received SNR is decreased.
Two of the most popular closed-loop MISO schemes are switched diversity [33] and
digital beamforming [34]. Among the two schemes, the best solution, if the transmitter
has perfect knowledge of the channel, is the MISO beamforming scheme. The MISO
beamforming scheme is less complex and easier to deploy which makes it more
practical to implement in WSNs.
Let us consider a digital MISO beamforming system with M antennas at the
transmitter and one antenna at the receiver as shown in Figure 2.4. The transmitter
transmits M weighted transmitted signals, wk.s through M independent paths.
w1

TX

h1

1
w2

Transmitted
signal

RF
Chain

2

wM

RX

h2

.
.
.

ML

hM

M
feedback channel

Figure 2.4. A beamforming transmit diversity system with M transmit antennas and 1 receive antenna.
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The received signal is then given as:
M

r = ∑ hk w k s + η

(2.7)

k =1

where k = 1, 2, ……, M, η is the complex white Gaussian noise sample added to the
received signal with zero mean and σ2 variance, η ~ Nc(0,σ2) and hk is the complex
channel fading gain vector with zero mean and ρ2 variance, hk ~ Nc(0,ρ2). We assume
that the receiver is coherent where the channel information is known and perfectly
estimated at the receiver. The decision variable ~
s for the Maximum Likelihood (ML)
detector has s mean and

σ2
M

∑h w
k

variance. If the average power of the transmitted

k

k =1

[ ], the instantaneous effective SNR is then given as:

symbol is E s

2

M

γ = ∑ hk wk ⋅
k =1

[ ].

E s

2

(2.8)

σ2

Given the transmitter knows the channel perfectly through feedback from the receiver,
the weights are scaled and optimised proportionally to hk* so as to maximise the SNR
M

in ŝ . The resulting instantaneous SNR is proportional to ∑ hk

2

and given as:

k =1

M

γ = ∑ hk ⋅
2

k =1

2

Let γ k = hk ⋅

M

k =1

2

(2.9)

σ2

[ ] , then the effective receive SNR can be written as:
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2
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2
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σ2

2
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.

(2.10)

k =1
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From (2.10), the effective SNR of the system with the transmit MISO beamforming
diversity scheme is equivalent to the sum of the instantaneous receive SNRs for M
different paths. If we assume that all the different paths have the same average SNR,
then the average of the effective SNR at the output of the ML block is:

[ ] = ∑ E[γ
γ = ∑ E [h ]⋅
σ
M

2

E s

k

k =1

2

2

M

k

] = M ⋅γ k .

(2.11)

k =1

As M grows, the receive average SNR is increased by M-fold which leads to the lowest
possible BER for the system. Furthermore, the total radiated power for all M antennas is
the same as the total transmission power of one single transmit antenna, as in the receive
diversity cases [35]. It is clear that the transmission power Pt has been reduced down to
Pt/M as the diversity gain increases up to M.
In the context of practicality in WSNs, the main obstacle for MISO beamforming
implementation is the issue of how to provide each transmitting node with the
knowledge of the channel. A multi-channel approach can be used where one channel is
dedicated for the feedback and the other channel for data transmission. The channel is
estimated periodically through training sequences on the feedback channel. However, a
multi-channel approach is not practical for WSNs because such an approach increases
the hardware and processing complexity at both the transmitter and the receiver. Also,
such an approach requires tight frequency synchronisation to maintain the dual channel
utilisation which obviously increases the total energy consumption of the network.
A better and practical alternative approach is to exploit the existing control protocols
in WSNs such as those utilising RTS-CTS packets to provide the channel state
information to the transmitter as shown in Figure 2.5. Both the control and data
communications can be maintained over a single-channel with less complexity and
loose synchronisation.
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Figure 2.5. A cooperative beamforming transmit diversity system with M transmit nodes and 1
destination.

Moreover, the transmission power of each transmitting node is reduced down to Pt/M
which leads to the reduction of the total power consumption in the network. In addition,
the RTS-CTS implementation can also reduce the hidden node problem in such densely
distributed sensor networks.

2.4.2.2 Open-loop MISO System
The modulated signals must be processed at the transmitter first before being
transmitted from multiple antennas M. The main motivation is to reduce the complexity
of the feedback schemes in the closed-loop MISO systems. The transmitter design is
enhanced with more advanced signal processing and/or a combination of various
diversity techniques in order to provide the receiver with the capability to exploit full
diversity gain from the received signals.
One of the early proposed open-loop MISO schemes is the antenna hopping scheme
[36-37]. The modulated signals are transmitted from M antennas with different time
intervals. At the receiver, the delayed signals introduce a multipath-like distortion for
the intended signal. The multipath-like distortion can be resolved at the receiver by
using a ML detector or a Minimum Mean Square Error (MMSE) detector to obtain M
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diversity gain. The antenna hopping scheme has been shown to achieve fully diversity
gain up to M without any bandwidth expansion but at the cost of a lower spatial rate.
In order to gain the full spatial rate, the diversity gain achieved from a multiple
antennas implementation is combined with the coding gain achieved from the error
control and channel coding schemes. The combination schemes of error control coding
and multiple antennas have gained the full spatial rate in addition to the diversity benefit
but at the cost of bandwidth losses due to code redundancy [38]. A better and practical
approach is a joint design of multiple antennas with channel coding schemes. This
approach can be achieved when the multiple antennas and channel coding schemes are
designed as a single signal processing module. Coding techniques for multiple antenna
communications are called space-time coding (STC). STC schemes provide redundant
transmission in both spatial and temporal domains. In addition to the diversity gain, full
spatial rate and no bandwidth expansion advantages, STC schemes can be combined
with multiple receive antennas to achieve capacity gain.
The most popular STC scheme is due to Alamouti [39] who studied the case of two
transmit antennas. The Alamouti space-time encoder picks up two symbols s1 and s2
from an arbitrary constellation and the two symbols are transmitted in two consecutive
time slots as shown in Figure 2.6. In the first time slot, s1 is transmitted from the first
antenna while s2 is transmitted from the second antenna. Consecutively in the second
time slot, -s2* is transmitted from the first antenna while s1* is transmitted from the
second antenna. Since both the symbols are transmitted in two time slots, the overall
rate is given as one symbol per channel use. The key concept of the Alamouti STC
scheme is the orthogonal design of the transmit sequences. The inner product of the
sequences x1 and x2 is given as:
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x1 ⋅ x 2 = s1 s 2 − s1 s 2 = 0 .
*

*

(2.12)

The transmitted code matrix has the following property:
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2

(2.13)

Assume that both the paths experience quasi-static fading where the fading
coefficients are constant across the two consecutive symbol transmission intervals
which can be expressed as:

h1 (t ) = h1 (t + T ) = h1 = h1 e jθ 1
h2 (t ) = h2 (t + T ) = h2 = h2 e jθ 2

.

(2.14)

where hk and θ k , k = 1, 2, are the amplitude gain and phase shift for the path from
transmit antenna k to the receiver antenna and T is the symbol duration. The received
signal in the first time slot is given as:

r (t ) = r1 = h1 s1 + h2 s 2 + η1

(2.15)

and in the second time slot, the received signal is given as:

r (t + T ) = r2 = − h1 s 2 + h2 s1 + η 2
*

*

(2.16)

where η1 and η 2 are the complex white noise with zero mean and variance σ2 for the
first time slot and second time slot, respectively. The received signal vector is defined at
the receiver as:

r 
r =  1* 
r2 

(2.17)

which can be written as:

h
r =  1*
h 2

h 2   s1   η 1 
+
*
* .
− h1   s 2  η 2 

(2.18)
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Figure 2.6. An alamouti STC transmit diversity system with 2 transmit antennas and 1 receive antenna.

Assume that the receiver is coherent and optimal. Then the attempt to recover s1 and s2
can be given by the following linear combination:

h
~
s =  1*
 h2

M
2
*
*
hk s1 + h1 η1 + h2η 2 
h2   r1   ∑
k =1
.
*
* = 
2
− h1  r2   M
*
*
hk s 2 + h2 η1 − h1η 2
∑

k =1
H

(2.19)

The resulting decision variables in (2.19) are equivalent to the one obtained with receive
diversity using the MRC scheme. The only difference is the phase rotations on the noise
components which do not degrade the effective SNR [39]. The decision variable vector

σ2
~
s with s mean and M
variance is sent to the ML detector. If the average power of
∑ hk
k =1

[ ], the receive SNR in each sub-channel is given as:

the transmitted symbols is E s n
M

γ = ∑ hk ⋅
k =1

2

[ ].

E sn

2

(2.20)

2σ 2

We can observe from (2.20) that the linear processing in (2.19) transforms the spacetime channel into two parallel and independent scalar channels. If we assume that the
symbols are Phase Shift Keying (PSK) modulated signals with equal energy
constellations, the total transmission power is effectively doubled as shown in (2.20)
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2

compared to the SIMO MRC and MISO beamforming schemes. Let γ k = hk ⋅

[ ],

E sn

2

2σ 2

then the effective receive SNR can be written as:
M

γ = ∑ hk ⋅
2

[ ] = ∑γ

E sn

2

M

2σ 2

k =1

k

.

(2.21)

k =1

If we assume that all the different paths have the same average SNR, then the average of
the effective SNR at the output of the ML block is:

[ ] = ∑ E[γ
γ = ∑ E [h ]⋅
2σ
M

2

k

k =1

2

E sn

2

M

k

] = M ⋅γ k .

(2.22)

k =1

As we can observe, the MISO Alamouti STC scheme provides the same diversity
gain as the SIMO MRC and MISO beamforming schemes with M equal to two but with
3 dB loss in error performance [35]. In addition, the MISO Alamouti STC scheme can
be applied for a system with 2 transmitting antennas and N receiving antennas to gain
higher capacity. Although such systems are very important for high-speed networks,
careful consideration of circuit and processing energies and decoder complexity at the
receiver in WSNs keeps our discussion to systems with only one receive antenna which
corresponds to one receive node in cooperative MISO transmission.
The Alamouti STC scheme can be generalised from two transmit antennas up to M
transmit antennas by using the same theory of orthogonal design [40]. The generalised
scheme is referred to as Orthogonal Space-Time Block Codes (OSTBC). In general,
OSTBC can be categorised into two types: real and complex, based on the signal
constellation. The basic operation of OSTBC is shown in Figure 2.7 where the scheme
can achieve full transmit diversity up to M order with M transmit antennas while
allowing the use of a very simple ML decoding algorithm and linear combining at the
receiver. However, OSTBC trades off full diversity gain for lower spatial rate when
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M > 2. In order to provide a compromise between full diversity and full rate, a QuasiOrthogonal STBC (Quasi OSTBC) scheme was proposed in [29].
Another class of STCs is the Space-Time Trellis Codes (STTC) [41]. STTC achieves
higher coding gain and is comparable to STBC in terms of achieving full transmit
diversity gain. However, the encoder design based on trellis-coded modulation leads to
a more complex receiver with a Viterbi algorithm decoding implementation. The ML
decoder complexity grows exponentially with the number of bits per symbol, thus
limiting the achievable data rates.
In the context of practicality in WSNs, the main obstacle of MISO STBCs and
STTCs schemes implementation is the issues of how to provide each transmitting node
with the transmit sequences knowledge and how different transmit sequences are
assigned to each node in order to provide an orthogonal or quasi-orthogonal design.
A better and practical approach as suggested in [12] is when the source node
broadcasts the transmit sequences to its particular neighbours in order to provide the
transmit sequences knowledge together with the original data signal. Such an approach
introduces an increasing packet overhead as M increases, prior data packet transmission.
The overhead is a compromise with full diversity gain which achieves higher reliability
and lower transmission energy.
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Figure 2.7. A STBCs transmit diversity system with M transmit antennas and 1 receive antenna.
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Figure 2.8. A cooperative STBC transmit diversity system with M transmit nodes and 1 destination.

As a comparison, MISO STBC is more practical and promising to be implemented in
WSNs due to a simpler decoding algorithm which leads to lower processing energy at
the receiver. On the other hand, the simpler encoding and decoding algorithms of MISO
STBC come at the cost of higher transmission power compared to the MISO
beamforming scheme. The pictorial concept of cooperative MISO STBC is shown in
Figure 2.8.

2.4.3 Spatial Multiplexing MIMO System
The main motivation of spatial multiplexing (SM) scheme is to achieve a higher data
rate while maintaining the same full diversity gain. Thus the main purpose of SM
schemes is basically to complement the lack of spatial rate in MISO STBC and STTC
schemes. Therefore SM schemes are designed purposely for high data rate applications
such as mobile communications systems and wireless local area networks. Though the
current WSNs target only low to medium data rate applications, future generations of
WSNs may require to operate with such high data rate applications which makes the
investigation of cooperative SM in WSNs relevant and useful.
The main concept of SM (also referred as Layered Space-Time Codes – LSTC [42])
is to provide simultaneous transmissions of M information streams in the same
frequency band from M transmit antennas. However, by using such a transmission
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method, a constraint is introduced where the number of receive antennas must be equal
or greater than the number of transmit antennas (N ≥ M) in order to separate and detect
the M transmitted signals. The separation process involves a combination of interference
suppression and cancellation. The achievable spatial rate is given as RcbM where Rc
denotes the rate of the channel code whenever channel coding is employed and 2b is the
signal constellation size. When full channel code is achieved with Rc = 1 and Binary
PSK is used with b = 1, we can show that the spatial rate is increased linearly with M.
Among the simplest SM schemes is Bell Laboratories Layered Space-Time (BLAST)
[43]. There are various versions of the BLAST schemes in the literature such as Vertical
BLAST (VBLAST), Horizontal BLAST (HBLAST) and Diagonal BLAST (DBLAST).
The simplest version is VBLAST due to the simplest encoder architecture compared to
HBLAST and DBLAST [38]. VBLAST is also referred to as an un-coded LST scheme
while HBLAST and DBLAST are classified as coded LST schemes. The simple
encoder architecture makes VBLAST the most practical version of SM schemes for
implementation in WSNs in order to keep the complexity and power consumption as
low as possible. There are other SM schemes such as threaded LSTCs and multilayered
LSTCs, with higher spatial rate but they come at the cost of more complex encoding and
decoding mechanisms. Obviously these schemes are not practical to be implemented in
WSNs and thus are not considered in our work.
A VBLAST encoder is shown in Figure 2.9. As shown in the figure, the bit stream is
de-multiplexed into M sub-streams. Each M sub-stream is then modulated and
transmitted from M transmit antennas. The transmitted signal matrix is given as:

[ ]

X = sk

t

(2.23)
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where k = 1, 2, ….., M and t = 1, 2, ….., L with L is the transmission block length. At a
given time t, the transmitter transmits the tth column from the transmission matrix, one
symbol from each kth antenna. The given transmission mechanism represents vertical
structuring referring to transmission sequences of the matrix columns in the space-time
domains [38]. Given the system constraint of N ≥ M, the achievable spatial rate is bM
and the achievable spatial diversity depends on the detection scheme employed at the
receiver. When a Zero Forcing (ZF) or a Minimum Mean Square Error (MMSE)
decoder is used at the receiver for the separation and detection, the achievable spatial
diversity varies between 1 to N [38]. In order to gain full spatial diversity equal to N, a
ML decoder must be employed at the receiver at the cost of a more complex decoder
compared to ZF and MMSE [38]. The complexity of the ML decoder increases linearly
with bN. Thus the use of a modulation scheme with the smallest constellation size (e.g.

b = 1) is very helpful to reduce the decoder complexity while achieving higher spatial
diversity gain.
In the context of practicality in WSNs, there are three major issues that must be
tackled: how to provide the data packet stream to M-1 transmitting nodes, how to
transmit each M data packet stream simultaneously from M nodes and how to forward
the receive data packets by N-1 receiving nodes to the destination. An example of an
architecture for cooperative SM which is based on the VBLAST scheme was proposed
in [12] and is shown in Figure 2.10. The cooperative SM scheme has the following
operations:
a) Source node broadcasts the original data packet stream to its M-1 neighbour
nodes with very low power and all the M transmitting nodes send the same data
packet streams simultaneously after the sending timer expires.
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Figure 2.10. A cooperative spatial multiplexing system with M transmit nodes and N receive nodes.

b) N receiving nodes receive the data packet streams from M transmitting nodes
and each receiving node employs a ML decoder to decode the data packet and
forward the data packet to the destination node.
In order to gain both spatial diversity and spatial rate, the constraint of the traditional
SM scheme such as N ≥ M also works for the cooperative SM scheme. Consider the
transmission route in Figure 2.10. The error rate in each route is given as:

Pe = Pe M _ 1 + Pe pp ( dst ) − Pe pp ( dst ) Pe M _ 1( recv )

(2.24)

where Pe M _1 is the error rate for M nodes cooperatively sending to one receiving node
which relates to the power summation from multiple paths M, and different fading
characteristics that may occur in different signal transmission paths. Pepp ( dst ) is the error
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rate from one receiving node to the destination. A simple majority decision rule is
employed at the destination node when multiple packets are received from N-1 nodes
[12]. The data packet stream with the lowest BER, which means that the SNR is
maximised, is selected at the destination node. If each receiving node in the receiving
group has the same BER, the BER in the destination node after the reception from the N
nodes forming the reception group is given [12] as:

PeM _ N =

2.5

N k
N −k
  Pe (1 − Pe )
.
k =N / 2  k 
N

∑

(2.25)

Performance Analysis of Cooperative MIMO System

In this section, we study the performance of cooperative MIMO schemes discussed
earlier on, namely cooperative MISO Beamforming (BF), MISO STBC and MIMO SM
schemes. The clock jitter impact is modelled as a timing error function in Section 2.5.1.
The error performance for each cooperative scheme is modelled in Section 2.5.2 while
the results are discussed in Section 2.5.3.

2.5.1 Timing Error Modelling
We consider the impact of imperfect synchronisation which is caused by clock jitter
alone. Each cooperative sending nodes experiences clock jitter with the jitter around a
reference clock, T o denoted as Tj

m

where 1 ≤ m ≤ M . The worst case scenario is

considered here with only 2 cooperative transmitting nodes where the clock jitters are
fixed at the extreme ends, T j 1 = −

∆Tb
∆T
2
, T j = + b where 0 ≤ ∆Tb ≤ Tb and Tb is the bit
2
2

duration. Thus the clock jitters difference is ∆T j = T j 1 − T j 2 = ∆Tb . The effect of imperfect
synchronisation can be modelled as a degrading function of the bit period which
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consequently degrades the received bit energy. Therefore the timing error as a function
of the bit period and clock jitters difference is given as:

Te = Tb − ∆T j .

(2.26)

2.5.2 Error Performance Modelling
We derive the two most important performance parameters to measure the channel
condition and to evaluate the link reliability: BER and PER. Without Forward Error
Correction (FEC), the relationship between Packet Error Rate (PER), Pp and BER, Pb is
given by:

Pp = 1 − (1 − Pb )

N data

(2.27)

where Ndata is the packet length in bits. Consider the case of BPSK modulation under
quasi-static Rayleigh fading with fading gain h, experiencing a square law path loss
without channel codes. In the SISO system, the conditional SNR is given by [22]:
2

γ bSISO =

Pt h Gt Gr
 4πd 
No M l 

 λ 

(2.28)

2

where Pt is the transmission power, d is the distance between the sending and
destination node, Gt and Gr are the transmission and reception antenna gain, λ is the
carrier wave length, Mι is the link margin and No is single-sided thermal noise power
spectral density (PSD) given as -171 dBm/Hertz. The probability density function
(PDF) of

γ bSISO is given by:

p(γ bSISO ) =

1

γ bSISO

−

exp

γ bSISO
γ bSISO

(2.29)
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[ ] = 1 [35], then the value of γ

where γ bSISO is the average SNR. Assume that E h

2

bSISO

is

given by:

[ ]
2

γ bSISO =

Pt E h Gt Gr
 4πd 
No M l 

 λ 

2

=

Pt Gt Gr
 4πd 
NoM l 

 λ 

2

.

(2.30)

The average BER can be expressed as:

[(

)]

Eh [PbSISO ] = Eh Q 2γ bSISO .

(2.31)

The upper bound of the average BER can be derived as [22]:

(

) (

Q 2γ bSISO = p x ≥ 2γ bSISO

[(

)


≤ exp −



( 2γ ) 
2

bSISO

2




)]

E Q 2γ bSISO ≤ E[exp(− γ bSISO )] .

(2.32)

(2.33)

The moment generating function of γ bSISO is given by [22]:
Φ(S ) = E[exp(γ bSISO S )] =

1

(2.34)

Sγ bSISO

Eh [PbSISO ] ≤ E[exp(− γ bSISO )] = Φ(− 1) = (1 + γ bSISO ) −1 .

(2.35)

If there are M nodes in the sending group and we are comparing between optimal
cooperative BF and STBC schemes, the SNRs for both schemes for perfect
synchronisation scenario at the destination node can be given by:
M

γ bBF = ∑ hk
k =1

2

M

Pt Gt Gr
 4πd 
NoM l 

 λ 

2

= ∑ γ BFk
k =1
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(2.36)

M

γ bSTBC = ∑ hk

M

Pt Gt Gr

2

 4πd 
M ⋅ NoM l 

 λ 

k =1

= ∑ γ STBCk

2

k =1

(2.37)

and the SNRs for imperfect synchronisation scenario at the destination node can be
given by:
M

γ bBF = ∑ hk

Pt Gt G r

2

 4πd 
NoM l 

 λ 

k =1

M

γ bSTBC = ∑ hk

2

⋅

M
Te
= ∑ γ BFk
Tb k =1

Pt Gt Gr

2

 4πd 
M ⋅ NoM l 

 λ 

k =1

⋅

2

Te M
= ∑ γ STBCk
Tb k =1

(2.38)

(2.39)

where γ BFk and γ STBCk are the instantaneous SNR on the kth channel. The PDF of γ BFk
and γ STBCk are:

p (γ BFk ) =

−

1

γ BFk

p(γ STBCk ) =

exp

1

γ STBCk

γ BFk
γ BFk

γ STBCk
γ STBCk

−

exp

[ ]= 1

Assume that E hk

(2.40)

.

(2.41)

[35], then the values of γ BFk and γ STBCk for perfect

2

synchronisation scenario become:

γ BFk =

[ ]G G

Pt E hk

γ STBCk =

2

t

 4πd 
NoM l 

 λ 

r
2
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Pt Gt G r
 4πd 
NoM l 

 λ 
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2

t

r

 4πd 
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=

(2.42)
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40

2

(2.43)

and the average SNRs for imperfect synchronisation scenario can be given by:

γ BFk =

[ ]G G

Pt E hk

2

t

 4πd 
NoM l 

 λ 

γ STBCk =

⋅

r
2

Te
=
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2

⋅
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(2.44)

Pt Gt G r
 4πd 
M ⋅ NoM l 

 λ 

2

⋅

Te
.
Tb

(2.45)

The moment generating functions of γ bBF and γ bSTBC are [22]:
M

Φ(S ) = E[exp(γ bBF S )] = ∏
k =1

1

(2.46)

Sγ BFk

E h [PbBF ] ≤ E [exp (− γ bBF )] = Φ (− 1) = (1 + γ BFk ) − M
M

Φ(S ) = E[exp(γ bSTBC S )] = ∏
k =1

1

(2.47)

(2.48)

Sγ STBCk

Eh [PbSTBC ] ≤ E[exp(− γ bSTBC )] = Φ(− 1) = (1 + γ STBCk ) −M .

(2.49)

The average BER for the cooperative SM scheme in [12] is given as:

PbSM =

N k
 Pe (1 − Pe )N −k
∑
k =N / 2  k 
N

(2.50)

Pe = E h [PbMISO ] + E h [PbSISO ] − E h [PbSISO ]E h [PbMISO ]

(2.51)

where Pe is the error rate in each route and N is the number of nodes forming the
reception group. The average SNR of the MISO scheme in (2.51) is the same as the
average SNR of the cooperative MISO BF scheme [12]. Thus we assume that the
average BER is the same for both schemes. Table 2.2 lists the system parameters used
for evaluating BER performance of the three cooperative MIMO schemes.
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TABLE 2.2. SYSTEM PARAMETER FOR BER AND PER MODELING

Symbol

Quantity

fc
GtGr
Mι
d
dm
Rb

2.4 GHz
5 dBi [5]
40 dB [5]
100 meters
10 meters
250 Kbps

2.5.3 Performance Results and Discussions
Figures 2.11, 2.12 and 2.13 show the corresponding results for perfect
synchronisation scenarios. For comparison, those figures also show the BER
performance of the corresponding SISO scheme. As we can see, in general, cooperative
BF outperforms the other schemes except for the special case below the 10mW transmit
power where cooperative SM performs better. However, this special case may not have
a significant impact due to the fact that the operating transmission power for WSNs is in
the range between 25mW to 50mW [24]. Also, we can observe that the diversity gain of
cooperative SM depends on N and not M as shown in Figures 2.12 and 2.13. In addition,
the cooperative SM achieves spatial rate equal to M.
Figures 2.14 and 2.15 show the corresponding results for imperfect synchronisation
scenarios. As we can see, in general SISO outperforms other schemes above 0.8Tb and
cooperative SM outperforms the other schemes when the diversity gain is getting higher.
However, when the diversity gain of all the cooperative schemes is the same,
cooperative BF outperforms the other schemes.
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Figure 2.11. BER vs. transmission power for various cooperative schemes with M = 6 and N = 1
(Cooperative BF and Cooperative STBC) and M = N = 6 (Cooperative SM).
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BER vs. transmission power for various cooperative schemes with M = 6 and N = 1
(Cooperative BF and Cooperative STBC) and various N = 2, 4 and 6 for Cooperative SM with M = 6.
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Figure 2.14.
BER vs. transmission power for various imperfect synchronisation cooperative schemes
with M = 2 and N = 1 (Cooperative BF and Cooperative STBC) and M = N = 2 (Cooperative SM).
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Figure 2.15.
BER vs. transmission power for various imperfect synchronisation cooperative schemes
with M = 2 and N = 1 (Cooperative BF and Cooperative STBC) and N = 4 for Cooperative SM with
M = 2.

2.6

Conclusions

This chapter has examined the major diversity techniques and various cooperative
configurations, including BF, STBC and SM schemes in conjunction with performance
evaluation and comparative literature. Both cooperative BF and STBC schemes utilise
the MISO concept while the SM scheme utilises the MIMO concept. We have shown
that the cooperative MISO BF is the most promising scheme to be implemented in
WSNs due to the lowest error performance among others with the same diversity gain.
Also, cooperative MISO BF outperforms other cooperative schemes in imperfect
synchronisation scenarios. On the other hand, cooperative MIMO SM is more practical
in terms of lower error performance and tolerance to clock jitter error when its diversity
gain is higher than the others. In addition, cooperative MIMO SM provides a higher
spatial rate as M grows.
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The comparative study relates the diversity gain with the reduction in the
transmission power by increasing the communication link reliability. However, in order
to find the best or optimal scheme to be used in WSNs, we have to compare all the three
schemes in terms of total energy consumption which must include both the transmission
power and circuit power for each sensor node in the network. The discussion in this
chapter provides a basis for further study in Chapters 4 and 5 to find the optimal
cooperative MIMO scheme when both transmission power and circuit power are
considered for all required energy components of cooperative communications in WSNs.
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Chapter 3

Low Duty Cycle MAC Protocols
3.1

Introduction

Requirements in Medium Access Control (MAC) design for wireless sensor
networks (WSNs) are different from those for traditional wireless networks. The first
and foremost design requirement in WSNs is the need to conserve energy while in
traditional wireless networks high throughput, low delay and fairness are the most
important requirements. Most of the traditional MACs for wireless networks do not
provide energy efficient operation which makes re-designing of MAC protocols to fit
the new requirement becoming significantly important for WSNs. The concept of a low
duty cycle is introduced in Section 3.2 to provide a basis of energy efficient MAC
operation. We examine state-of-the-art duty cycle MAC protocols in Sections 3.3 and
3.4. These protocols can be classified into synchronous and asynchronous protocols. In
Section 3.5, we explore existing MAC protocols designed specifically for cooperative
Multiple-Input Multiple-Output (MIMO) transmissions. Finally the chapter is concluded
in Section 3.5.
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3.2

Low Duty Cycle Concepts

The basic idea of low duty cycle protocols is to reduce the time a node is idle or
spends overhearing an unnecessary activity by putting the node in the sleep state. The
most ideal condition of low duty cycle protocols is when a node is a sleep most of the
time and wakes up only when to transmit or receive packets. In the literature, the
concept of a low duty cycle is represented as a periodic wake-up scheme. A node wakes
up periodically to transmit or receive packets from other nodes. Usually after a node
wakes up, it listens to the channel for any activity before transmitting or receiving
packets. If no packet is to be transmitted or received, the node returns to the sleep state.
A whole cycle consisting of a sleep period and a listening period is called a sleep/wakeup period and is depicted in Figure 3.1.
Duty cycle is measured as the ratio of the listening period length to the wake-up
period length which gives an indicator of how long a node spends in the listening period.
A small duty cycle means that a node is asleep most of the time in order to avoid idle
listening and overhearing. However, a balanced duty cycle size must be achieved in
order to avoid higher latency and higher transient energy due to start-up costs.
There are various low duty cycle protocols proposed for WSNs which differ in
aspects of synchronisation, the number of channels required, transmitter- or receiverinitiated operation etc [3]. We categorise the low duty cycle protocols into two major
classes:

namely

synchronous

and

asynchronous

schemes.

The

concept

of

synchronisation is related with data exchanges in WSNs [44]. In asynchronous schemes,
there are two basic approaches, namely transmitter-initiated and receiver-initiated.
Using a transmitter-initiated approach, a node sends frequent request packets (preamble,
control or even data packet themselves) until one of them "hits" the listening period of
the destination node. On the other hand, the receiver-initiated approach is applicable
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when a node sends frequent packets (preamble, control, acknowledgment) to inform the
neighbouring nodes about the willingness of the node to receive packets. The former
approach puts the energy cost on the transmitter while the latter moves the cost to the
receiver.
Another variation of low duty cycle protocols is a synchronous scheme where all the
nodes in a group or cluster have the same wake-up phase. Usually each node sends
frequent beacon frames to inform its neighbours about its wake-up cycle schedule and
other information such as pending packets to be transmitted, etc. Thus a node schedules
its transmission and reception time from the information obtained from the beacon
frames. In another approach, a node becomes a group or cluster head and controls the
data communications while maintaining the synchronisation between the nodes in the
group or cluster. The former approach is more applicable for a distributed or flat
topology while the latter is more applicable for a clustered or centralised topology.
However, in both approaches, tight time synchronisation requires frequent
resynchronisation with neighbouring nodes consuming a significant amount of energy
[3, 44].
In the following sections, we examine both synchronous and asynchronous low duty
cycle protocols and compare both types of protocols in terms of four major design
requirements, namely energy efficiency, latency, scalability and reliability.
Listen period
Sleep/Wake-up
period
Sleep period

Figure 3.1. A periodic wake-up scheme.
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3.3

Synchronous Low Duty Cycle MAC Protocols

Synchronised low duty cycle MAC protocols are typically equipped with
predetermined periodic wake-up schedules for data exchanges which consist of a sleep
period Tsleep and an active period, Tactive repeated at Twakeup_period intervals [44]. A typical
operation of synchronised low duty cycle MAC protocols is shown in Figure 3.2 where
the synchronisation is achieved by means of frequent beacon frames transmissions. A
node broadcasts its beacon frames once it enters the active period in order to share its
current schedule and status information with its neighbouring nodes. This way, all the
nodes can learn their neighbour's schedules and use this knowledge for data
communication.
Consider a case when a node has a data packet to be transmitted. The node wakes up
at the time of the active period of the destination node and then transmits its data packet.
Clearly, we can observe that the operation of data transmission can be done in such a
way due to the advanced timing knowledge of the destination node which was obtained
from frequent beacon frames transmissions. Moreover, synchronisation is typically
maintained only within a small group or cluster due to the difficulty of global
synchronisation in a large scale WSN deployment and also to ensure high scalability. In
the following sub-sections, we examine the most important synchronous low duty cycle
MAC protocols proposed in the literature which relate closely with the thesis direction.

3.3.1 Power Aware Clustered TDMA (PACT)
Power Aware Clustered Time Division Multiple Access or PACT protocol [45] was
proposed in 2001 for networks with a clustered multi-hop topology. PACT utilises the
concept of passive clustering [46] where nodes are allowed to take turns as the
communication backbone.
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Figure 3.2. A synchronous periodic wake-up scheme.

Basically there are three types of nodes in a cluster, namely a cluster head, intercluster gateways and ordinary nodes. Gateway nodes are used to exchange traffic
between clusters. A simple selection algorithm is used to select the gateway nodes in a
cluster which is based on a criterion where a node with the highest number of distinct
cluster heads is selected [44].
In order to reduce energy consumption within a cluster, the role between cluster
heads and gateway nodes is rotated. Furthermore, the duty cycle of each node is adapted
to the traffic conditions in the network where the radios are turned off during inactive
periods.

3.3.2 Low-Energy Adaptive Clustering Hierarchy (LEACH)
Low-Energy Adaptive Clustering Hierarchy or LEACH [47] is a Time Division
Multiple Access (TDMA-based) MAC protocol with clustering features. A network is
formed as a star topology in two hierarchical levels as shown in Figure 3.3. A cluster
consists of one cluster head and a number of ordinary nodes. All the ordinary nodes
communicate with the cluster head directly. On the other hand, there is a single base
station which communicates with all the cluster heads. Direct communication with high
transmission power is used in order to ensure the cluster heads can reach the base
station.
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The LEACH protocol is organised in rounds and each round is subdivided into a
setup phase and a steady-state phase. The setup phase begins with the self selection of
nodes to become cluster heads. After a node properly sets up as a cluster head, it
contends for the channel using a Carrier Sense Multiple Access (CSMA) mechanism
and then broadcasts an advertisement packet to its neighbours if the channel is idle.
Whenever an ordinary node receives an advertisement packet and in the case of multiple
advertisement packets, the node selects a cluster head based on the received signal
strength. Next, it contends for the channel using CSMA and sends back an
acknowledgment to the selected cluster head in order to join the cluster. Immediately,
the cluster head broadcasts a TDMA schedule to its cluster's members. The cluster is
formed completely when all the cluster members are synchronised to the TDMA
schedule. The cluster head creates and maintains the TDMA schedule.
The LEACH protocol implements two strategies to ensure energy efficient operation.
The first strategy is to shift the total burden of energy consumption of a single cluster
head by rotating the assignment of the cluster head to the other members in the cluster.
The aim behind this strategy is to distribute evenly the energy usage between the
members of the cluster. The second strategy is to switch the ordinary nodes in a cluster
into the sleep mode whenever they enter inactive TDMA slots. In this way, we actually
create a duty cycle mechanism through the implementation of an active and inactive
TDMA time slots schedule. However, high transmission power during direct
communication between cluster heads and the base station may dominate the total
energy consumption in the network. Furthermore, the fixed clustering structure and the
need for global synchronisation make the network not scalable whenever nodes join or
leave the network. The condition becomes worse when we consider mobile nodes.
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Normal node
Cluster head
Base station

Figure 3.3. Clustered LEACH MAC architecture.

3.3.3 Self-Organising Slot Allocation (SRSA)
The Self-Organising Slot Allocation or SRSA protocol [48] was proposed in 2005 to
improve the LEACH MAC protocol in terms of energy efficiency and network
scalability. The SRSA protocol is a TDMA-based MAC and has a similar network
topology as LEACH. The strategy to increase energy efficiency is by utilising multiple
base stations instead of only one base station as in the LEACH architecture. Thus,
cluster heads can communicate directly with the nearest base station which reduces
transmission energy significantly.
Moreover, in order to increase network scalability, SRSA provides local
synchronisation where each cluster maintains its own local TDMA MAC frame. The
main idea is to initiate communication with a random initial TDMA allocation and then
adaptively change the slot allocation schedule locally based on feedback derived from
collisions experienced by the local nodes within a cluster [44]. Therefore the scalability
that is achieved for large networks depends only on local synchronisation within a
cluster. However, frequent local synchronisation may consume a significant amount of
energy and may dominate the total energy consumption of the network.
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3.3.4 Sensor-MAC (S-MAC)
S-MAC or Sensor MAC [49] was introduced in 2002 and uses periodic sleep with
virtual cluster features as shown in Figure 3.4. Basically a network is formed as a flat
single-hop topology and S-MAC utilises only one frequency channel for communication.
The active period is fixed at 115 ms and the wake-up period can take up to hundreds
of milliseconds. Thus the sleep period is adjustable. Within a cluster, all the nodes are
synchronised such that all the nodes can wake up at the same time. The active period is
divided into three phases, SYNC, RTS and CTS. Each phase is divided into time slots
and each node uses the CSMA mechanism with random back-off to send its SYNC,
RTS and CTS packets to its neighbours and the intended receiver. Also, each node
shares and learns the sleep schedule with/from its neighbours. After the SYNC phase,
any node that wants to transmit a data packet needs to contend for the channel.
A node listens to the channel and receives an RTS or CTS packet and if it is not the
target receiver, it extracts and learns the duration of the data transmission from Network
Allocation Vector (NAV), and then it enters the sleep mode. Moreover a node can
perform both transmission and reception during the RTS and CTS phases.
The duty cycle mechanism in S-MAC leads to higher latency because a transmitter
needs to wait for the next cycle to send its data. In order to reduce the latency, an
improved S-MAC was introduced in 2004 [50] which adopts an adaptive listening
mechanism where nodes with NAV information wake up around the time when data
transmission is expected to be finished and the nodes wait for a short time listening for
any incoming packets. By introducing this method, the latency is cut in half. However, a
significant amount of energy is still wasted when the active part remains idle due to no
activity or due to overhearing an unnecessary activity in the network.
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Figure 3.4. S-MAC synchronous periodic wake-up scheme.

3.3.5 Timeout-MAC (T-MAC)
The T-MAC protocol [51] is a variation of SMAC with an adaptive listening
mechanism and it was introduced in 2003. The main idea is to adjust or shorten the
active period according to the traffic conditions in the network. Thus a node does not
need to remain idle for the remaining duration of the active period after the SYNC
phase, when there is no activity in the network. Basically, the network is formed as a
flat single-hop topology and T-MAC utilises only one frequency channel for
communication.
After the CTS phase and each received frame, a node waits for a short period of time
which defines a timeout window. If no activity is detected, after the timeout the node
enters the sleep mode. As observed in [51], T-MAC uses one-fifth of the power
consumption of S-MAC. However, this method increases the latency, although the
energy is reduced dramatically. Moreover T-MAC is not suitable for high load networks
when we consider a lower latency requirement and also a short active period reduces the
ability of T-MAC to adapt to changing network conditions.

3.3.6 Traffic-Adaptive Medium Access (TRAMA)
The Traffic-Adaptive Medium Access or TRAMA protocol [52] is a TDMA-based
MAC with a flat-based network topology. The basic operation of the TRAMA protocol
is to create and maintain a TDMA schedule for each node with its neighbouring nodes
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within the range of two hops from each node. Basically, sensor nodes share a list of
node identifiers from a two-hop neighbourhood and then they exchange their schedules.
The strategy to provide energy efficient operation is by implementing a duty cycle
mechanism where the node goes to sleep when it enters inactive time slots. The
knowledge of active and inactive timeslots is provided during the exchange of the nodes
schedules. Moreover, the active timeslots can be adjusted according to traffic patterns in
the network thus providing an adaptive duty cycle mechanism. However, the latency
gets higher as the load gets higher in the network.

3.3.7 DMAC
The DMAC protocol [53] was proposed in 2004 with the objective to provide energy
efficient operation with low latency requirements. The network for DMAC is structured
as a tree-based data gathering architecture where each node is equipped with a different
duty cycle schedule according to the level of deepness in the tree structure. Thus nodes
at the same depth in the tree have the same duty cycle schedule. Consequently, the
nodes at the lowest level have the longest sleep period. Channel access is performed
through CSMA and DMAC utilises only one frequency channel for communication.
The DMAC protocol is energy efficient for low load; however it suffers higher latency
when the load gets higher due to congestion at intermediate nodes.

3.3.8` IEEE 802.15.4 MAC
The Institute of Electrical and Electronics Engineers (IEEE) released the 802.15.4
MAC standard [54] for wireless personal area networks (WPANs) equipped with a duty
cycle mechanism where the size of active and inactive parts can be adjustable during the
PAN formation. The IEEE 802.15.4 MAC combines both the schedule-based and
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contention-based protocols and supports two network topologies, star and peer-to-peer
as shown in Figure 3.5.
Basically, there are two special types of peer-to-peer topology [24]. The first type is
known as a cluster-tree network which has been used extensively in ZigBee [70]. The
other type is known as a mesh network which has been used extensively in IEEE 802.15
WPAN Task Group 5 (TG5) [71].
The standard defines two types of nodes namely the Full Function Device (FFD) and
Reduced Function Device (RFD). The FFD node can operate with three different roles
as a PAN coordinator, a coordinator and a device while RFD can operate only as a
device. The devices must be associated with a coordinator in all network conditions.
The multiple coordinators can either operate in a peer-to-peer topology or star topology
with a coordinator becoming the PAN coordinator.
The star topology is more suitable for delay critical applications and small network
coverage while the peer-to-peer topology is more applicable for large networks with
multi-hop requirements at the cost of higher network latency. Furthermore, the standard
defines two modes on how data exchanges should be done, namely, the beacon mode
and the non-beacon mode. The beacon mode provides networks with synchronisation
measures while the non-beacon mode provides the asynchronous features to networks.
The non-beacon mode will be discussed in more detail in Sub-section 3.4.5.
The beacon mode of IEEE 802.15.4 MAC defines a superframe structure to organise
the channel access and data exchanges. The superframe structure is shown in Figure 3.6
with two main periods; the active period and inactive period. The active period is
divided into 16 time slots.
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Figure 3.5. Topology configurations supported by IEEE 802.15.4 standard.
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Figure 3.6. Superframe structure in beaconed mode IEEE 802.15.4 MAC.

Typically the beacon frame is transmitted in the first time slot and it is followed by
two other parts, Contention Access Period (CAP) and Contention-Free Period (CFP)
which utilise the remaining time slots. The CFP part is also known as Guaranteed Time
Slots (GTS) and can utilise up to 7 time slots. The length of the active and inactive
periods as well as the length of a single time slot are configurable and traffic dependant.
Data transmissions can occur either in CAP or GTS. In CAP, data communication is
achieved by using slotted CSMA-CA while in GTS nodes are allocated fixed time slots
for data communication.
The strategy to achieve energy efficient operations in IEEE 802.15.4 MAC is by
putting the nodes to sleep during the inactive period and when there is neither data to be
transmitted nor any data to be fetched from the coordinator. However, the burden of
energy cost is put on the coordinator where the coordinator has to be active during the
entire active period.
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3.3.9 Zebra MAC (Z-MAC)
The Z-MAC [55] protocol introduced in 2005 combines CSMA and TDMA
advantages. The network is formed as a flat multi-hop topology. Nodes must be fixed in
their locations. The setup phase is the most crucial part with neighbour discovery, local
frame exchange of neighbours' lists and slots assignment. All the nodes are
synchronised with a global time synchronisation feature. Each node is assigned a slot
but it is not fixed. Any node can contend for the channel within any slot for data
transmission but the assigned node will get the highest priority.
In a high contention situation, the slots assignment is enforced to reduce collisions.
Any data transmission is preceded with a long preamble to increase the probability of
hitting the receiver’s active period. Z-MAC experiences high latency together with high
transmission power for long preamble transmission. Also, all the nodes need to be fixed
which limits the network scalability. If new nodes join the network, the setup phase
needs to be repeated over and over.

3.4

Asynchronous Low Duty Cycle MAC Protocols

Unlike the synchronous case, asynchronous low duty cycle MAC protocols do not
provide prior knowledge about the global or local timing information and schedules to
the nodes in a network to assist with data communications. Thus the nodes do not need
to remember the schedules of its neighbours which significantly reduce the usage of
memory and energy cost due to schedule sharing between the nodes.
Asynchronous low duty cycle MAC provides a frequent channel sampling
mechanism for detecting possible starting transmissions in the network. In the literature,
the frequent channel sampling at the receiver is also known as a low power listening
(LPL) mechanism. The concept of preamble packet transmission is used in order to hit
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the intended destination node. When the destination receives the preamble packet, it
waits for the data to be transmitted. The transmission of a preamble packet is one of the
examples of transmitter-initiated approach in asynchronous WSNs. However, the long
preamble packet size contributes to higher transmission energy in the network. Other
approaches such as receiver-initiated and redundant transmission of preamble packets
are explored to reduce the burden on the transmitter. Furthermore, the very frequent
channel sampling also can contribute to higher start-up costs where proper measures
must be taken to ensure the optimal wake-up period is implemented.
In the following sub-sections, we examine the most important asynchronous low
duty cycle MAC protocols proposed in the literature which relate closely with the thesis
direction.

3.4.1 RF Wake-up Protocol
One of the earliest proposed preamble sampling protocols is the RF wake-up scheme
[56]. The protocol was introduced in 2002. This protocol samples the channel every 4
seconds to check the channel activity. If it detects any activity, it waits for a short period
of time for any incoming packets. At the sender side, the data is preceded with a long
preamble with CSMA being performed. The size of the preamble packet must be at least
the same as the wake-up period size in order to have a chance of hitting the receiver.
This type of configuration has achieved a very low duty cycle, below 1% in a dense
WSN with 800 nodes [56]. However, this protocol is not suitable for latency-critical
networks because of the overhead of long preamble packet transmission. Clearly, we
can observe that latency is traded off with energy efficiency. Also transmission power
gets higher when the size of the preamble packet gets longer, thus putting a constraint
on the maximum length of the sleep period. Furthermore, the unintended nodes in the
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vicinity of the sender stay on for the remaining duration of the preamble packet
transmission, resulting in the overhearing problem.

3.4.2 ALOHA with Preamble Sampling
Instead of using CSMA, ALOHA is used with preamble sampling in [57]. An ACK
packet is transmitted immediately after the data is received correctly. The protocol
inherits the advantage of the RF wake-up protocol to reduce the idle listening cost and
at the same time provides higher reliability. However, the protocol is not suitable for
high contention networks and inherits the latency and overhearing problems from the
RF wake-up protocol. Later the same authors improved the protocol by replacing the
ALOHA scheme with CSMA and maintaining the ACK mechanism [58]. The collision
probability is reduced with higher reliability but still the latency and overhearing
problems occur.

3.4.3 Wireless Sensor MAC (WiseMAC)
The Wireless Sensor MAC or WiseMAC protocol [59] was proposed to reduce the
burden of long preamble packet transmission at the sender side and to tackle the high
collision probability in previous protocols. WiseMAC defines two types of nodes, the
access point and the ordinary sensor nodes. All the ordinary sensor nodes must
communicate only with the access point which basically forms a network with a star
topology.
WiseMAC utilises the same channel access method as the previous protocol where
the ALOHA protocol is used before a preamble packet is transmitted. Unlike the
previous protocol, only the access point can initiate data transmission which means that
collisions can be avoided. Moreover, the access point learns the wake-up schedule of
each sensor node where by knowing the schedule, the access point can make the
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preamble transmission time shorter. This knowledge is obtained from the ACK packet
sent back by the sensor nodes after the data packet is received correctly. WiseMAC
provides more energy efficient operation than the previous protocols but at the cost of
low scalability due to the fixed star topology operation.

3.4.4 Asynchronous IEEE 802.15.4 MAC
In non-beacon mode, the IEEE 802.15.4 MAC standard defines a wake-up period or
a sleep cycle for devices only and the coordinators are always on. Also no GTS
mechanism is used which means that the asynchronous IEEE 802.15.4 MAC is a pure
contention-based protocol. Data transmission is performed using an un-slotted CSMACA mechanism with a single CCA operation. No preamble sampling mechanism is
deployed. Data is acknowledged immediately after the successful data reception to
ensure reliability. The energy efficient operation is guaranteed for devices through a
sleep cycle mechanism. As a comparison, most of the performance evaluation work on
the IEEE 802.15.4 standard has suggested that the beacon MAC is more energy efficient
than the non-beacon MAC [24].

3.4.5 Berkeley MAC (B-MAC)
Polastre et. al. in 2004 introduced B-MAC or Berkeley MAC [60]. The protocol is a
variant of CSMA with a preamble sampling mechanism. The preamble sampling is
improved with a selective sampling method where only energy above the noise floor is
considered as useful. This selective measure makes sure that the receiver is not wasting
its energy just for an insignificant channel activity. The channel sampling interval is
made adjustable at the receiver side when a significant activity is detected. If the
channel is sensed busy and the energy is above the noise floor, the receiver turns on
until the data packet is received or timeout occurs.
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Figure 3.7. Basic operation of unsynchronised Berkeley MAC.

At the transmitter, CSMA is implemented before data and long preamble packets are
transmitted. In order to ensure high reliability, an ACK mechanism can be used with the
basic B-MAC operation. Furthermore, RTS-CTS can be implemented in high load
networks to reduce the collision problem.
Figure 3.7 illustrates the basic operation of the B-MAC protocol. B-MAC defines the
whole wake-up period of the LPL structure as a check interval, Ti. The check interval
consists of two parts, the listen interval and the sleep interval. Polastre et. al. provides a
framework for analysing the operations of B-MAC in a WSN. An analytical model for
monitoring applications was developed where the B-MAC's parameters were calculated
to optimise the application's overall power consumption. The impact of various
application variables such as the check interval, duty cycle and sample rate were
considered. Moreover, the authors considered a specific periodic monitoring application
for a case of single cell analysis where the sensor data is streamed to a base station.
Although B-MAC is considered for a periodic monitoring application, the authors
claim that the protocol is flexible to be realised efficiently with various kinds of
applications. Furthermore, a Chipcon CC1000 transceiver was used as the hardware
reference due to its low complexity when compared to other transceiver models, such as
CC2420 and its primitive operations are listed in Table 3.1.
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TABLE 3.1. TIME AND CURRENT CONSUMPTION FOR COMPLETING PROMITIVE OPERATIONS OF A
MONITORING APPLICATION USING MICA2 MOTE AND CC1000 TRANSCEIVER.

Operation

Time (s)

Current
(mA)

Initialise radio

350 µ

Trinit

6

crinit

Turn on radio

1.5 m

Tron

1

cron

Switch to Rx/Tx

250 µ

Trx/tx

15

crx/tx

Time to sample radio

350 µ

Tsr

15

csr

Evaluate radio sample

100 µ

Tev

6

cev

Receive 1 byte

416 µ

Trxb

15

crxb

Transmit 1 byte

416 µ

Ttxb

20

ctxb

Sample sensors

1.1

Tsensor

20

csensor

TABLE 3.2. PARAMETERS FOR A MONITORING APPLICATION RUNNING B-MAC.

Notation

Parameter

Default

csleep

Sleep Current (mA)

0.030

Cbatt

Capacity of battery (mAh)

2500

V
Npreamble

Voltage

3

Preamble Length (bytes)

271

Ndata

Data Packet Length (bytes)

36

Ti

Radio Sampling Interval (s)

100 m

n

Neighbourhood Size (nodes)

rs

Sample Rate (packets/s)

10
1/300

The energy model of a sensor node consists of five major consumers: transmitting
energy Etx, receiving energy Erx, listening energy Elisten, sampling sensor data energy
Esensor, and energy of sleeping Esleep. All the modelled energy components are defined in
units of millijoules per second, or milliwatts. The total energy, E is given as:
E = Etx + E rx + Elisten + E sensor + E sleep .

(3.1)

The energy of sampling sensor data is included in the model which is based on an
application deployed by Mainwaring et. al. [61]. The related parameters are listed in
Table 3.2. Each node takes 1100ms (Tsensor) to start its sensor, sample and collect data. If
the data is sampled every Ts minutes, the sample rate can be given as:
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rs =

1
.
(Ts × 60)

(3.2)

The sample rate is chosen based on the application requirements and network conditions.
The energy associated with sample data, Esensor is given as:
Td = Tsensor × rs

(3.3)

E sensor = Td ⋅ csensorV

where Td is the frequency of sample data, csensor is the current consumption during the
sample data and V is the supplied voltage. The energy consumed during transmissions is
simply the length of the preamble packet, Npreamble and data packet, Ndata times the rate
the data packets are generated by the application and it is given as:
Ttx = rs × (N preamble + N data ) ⋅ Ttxb

(3.4)

E tx = Ttx ⋅ ctxbV

where Ttx is the frequency of packet transmission, ctxb is the current consumption when
transmitting 1 byte and Ttxb is the time taken to transmit 1 byte.
The receiving energy of a node is modelled as reception of packets from its n
neighbours regardless of the packets' destinations. Thus the energy consumed during
reception is given as:
Trx ≤ n ⋅ rs × (N preamble + N data ) ⋅ Trxb

(3.5)

E rx = Trx ⋅ c rxbV

where Trx is the frequency of packet transmission, crxb is the current consumption when
receiving 1 byte and Trxb is the time taken to receive 1 byte.
In order to make sure that the intended receiver receives the transmitted packet, a
measure of reliability is implemented with the length of the preamble packet set to be
equal or higher than the length of the check interval. Thus we have the constraint:
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T 
N preamble ≥  i  .
 Trxb 

(3.6)

The power consumption of a single LPL CC100 radio sample was measured by the
authors and the value is given as Esample = 17.3 µJ. Thus the total energy spent listening
to the channel can be defined as the energy of a single channel sample times the channel
sample frequency:
E listen ≤ E sample ×

1
Ti

(3.7)

and the frequency of listening to the channel and the transient time are given as:
Tlisten = (Trinit + Tron + Trx / tx + Tsr ) ×

1
Ti

(3.8)

Ttransient = Trinit + Tron + Trx / tx

(3.9)

where Trinit is the time taken to initialise the radio, Tron is the time taken to turn on the
radio and its oscillator, Trx/tx is the time taken to switch the radio to the receive mode
and Tsr is the time taken to sample the channel. The sleep time is defined as the time
remaining each second that is not consumed by other operations. Thus the total energy
consumed during the sleep time is given as:

Tsleep = 1 − Trx − Ttx − Td − Tlisten

(3.10)

E sleep = Tsleep ⋅ c sleepV

where csleep is the current consumption when a node is sleep B-MAC provides flexibility
to the higher layer by allowing the important parameters to be adjusted, such as the
sample rate and the check interval, based on the changing network conditions. However,
some trade-off relationships must be considered before any changes take place. For
example, increasing the sample rate actually increases the amount of traffic in the
network. As a result, each node overhears more packets which leads to the overhearing
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problem. Moreover, lowering the check interval size can reduce the size of the preamble
packet. On the one hand, the burden of long preamble packet transmission can be
reduced. On the other hand, the radio is sampled more often which contributes to the
increase of transient energy during the start-up period. Clearly, the trade-off relationship
must be considered carefully before any changes to the parameters can be made.

3.4.6 Speck MAC (SpeckMAC)
SpeckMAC [62] was introduced as a variation of the B-MAC protocol with the ideas
of redundant transmission of short packets and an embedded destination address. The
first idea is targeted to reduce the transmission energy and the second idea provides a
measure of reducing the significant overhearing problem in heavy traffic conditions.
Figure 3.8 illustrates the basic operation of the SpeckMAC protocol.
Basically there are 2 variants: SpeckMAC-Back-off (SpeckMAC-B) and
SpeckMAC-Data (SpeckMAC-D). The first variant, SpeckMAC-B, sends a short wakeup frame preceded by carrier sensing with an embedded target destination address and
data transmission timing information. Any receiver that wakes up performs selective
sampling and after that checks the address field of the received wake-up frame. If the
address does not match, it goes to sleep immediately. In the case of matching, it sets its
timer to wake up later in order to receive the data packet before going to sleep. The
sender transmits the short wake-up frame till the moment the data packet is transmitted.
The problem with this scheme is that the sender wastes its transmission power by
still sending the wake-up frames although the receiver has already received this frame.
Although the burden at the transmitter is reduced and overhearing at the receiver is
eliminated, SpeckMAC-B still inherits the excess latency problem.

67

C

Rx
Source
Tx

w

SpeckMAC-B

w

w

w

Ti

Channel sampling

C

Rx

Data frame
Time

C

Carrier sensing

w

Source
Tx

Time

w

Rx
Destination
Tx

w

Wake-up frame

SpeckMAC-D

Rx
Destination

Tx

Ti

Figure 3.8. Basic operation of unsynchronised SpeckMAC.

SpeckMAC-D, on the other hand, sends the data packet many times which is
preceded by carrier sensing until one of the data packet hits the receiver. The method of
retransmission of data packets reduces the energy at the receiver but still suffers from
excess latency.
A comprehensive comparison study has been done [63] between the SpeckMAC
variants which is based on different traffic types in terms of energy efficient operation.
The results demonstrated that SpeckMAC-D is more energy efficient than SpeckMACB when broadcast packets are transmitted. SpeckMAC-B, on the other hand, is more
energy efficient when unicast packets are transmitted.
Later, the SpeckMAC Hybrid or SpeckMAC-H protocol [63] was proposed
combining the advantages of each of the SpeackMAC variants. SpeckMAC-H adopts an
adaptive approach where the sender selects which SpeckMAC variant to be used
depending on the current traffic type. In this way, the energy consumption can be
reduced significantly but the excess latency problem is still not addressed.
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Figure 3.9. Basic operation of unsynchronised X-MAC.

3.4.7 X-MAC
Further work by the X-MAC [64] protocol proposed the use of a series of short
preamble packets with the destination address embedded in the packet. Figure 3.9
illustrates the basic operation of the X-MAC protocol.
The idea of the ACK packet is used here but not after the data packet reception but,
instead after the first preamble packet that hits the target receiver’s active period. By
doing that, the preamble packets transmission can be stopped and the data packet can be
transmitted immediately. Also, the size of the preamble packet now can be made very
short with redundant transmission of the same packet until the sender gets the ACK
packet. Like in the previous protocol, CSMA is performed before the preamble packet is
transmitted. After the data packet is received, the receiver waits for a short period to
give a chance to any nodes that want to send packets.
The X-MAC protocol provides more energy efficient and lower latency operation by
reducing the transmission energy and transmission period burdens, idle listening at the
intended receiver and overhearing by the neighbouring nodes. One concern is that the
gaps between the series of preamble packets transmission can be mistakenly understood
by the other contending nodes as an idle channel and they would start to transmit their
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own preamble packets which can lead to collision. One solution is to ensure that the
length of the gaps must be upper bounded by the length of the listening interval.

3.5

MAC Protocol for Cooperative MIMO Transmission

As already discussed, all the duty cycle MAC protocols were designed mainly to
reduce the total energy consumption by reducing idle listening, overhearing and both
transmission and reception energy consumption over a single link. We can observe that
most of the protocols traded off latency for energy efficient operation. Also, some of
them, such as the IEEE 802.15.4 MAC and the variants of the ALOHA with preamble
sampling MAC protocols including CSMA and WiseMAC, provide certain measures to
increase the reliability of WSNs with the feedback of the ACK packet. Furthermore, we
observed that the asynchronous duty cycle MAC provides higher scalability than the
synchronous duty cycle MAC.
To the best of our knowledge, little attention has been paid in the previous duty cycle
MAC protocols to consider the impact of deep fading on the total energy consumption.
As already discussed in the previous chapters, deep fading contributes to packet errors
(if a portion of the packet is affected) or to packet loss (if the whole packet is totally
lost). The consequences are severe with a higher retransmission rate and thus higher
transmission and reception energy consumption. As discussed in Chapter 2, by utilising
the collaborative nature of sensor nodes, the cooperative MIMO scheme provides a
higher reliability link than the single link which significantly reduces the retransmission
rate. Moreover, the cooperative MIMO scheme exploits the spatial diversity gain and
reduces the transmission energy as the number of the transmitting nodes, M, gets higher.
In the following sub-sections, we examine the most important cooperative MAC
protocols proposed in the literature which relate closely with the thesis direction.
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3.5.1 MIMO-LEACH MAC
Perhaps among the first duty cycle MAC protocols introduced to accommodate
cooperative MIMO transmission is the MIMO-LEACH protocol [65] which is an
improved version of the original LEACH MAC protocol [47]. The cluster-based
MIMO-LEACH protocol is designed with multi-hop routing and incorporates a SpaceTime Block Coding (STBC) scheme for inter-cluster communication. Figure 3.10
shows the architecture of the multi-hop MIMO-LEACH scheme.
In each cluster, a star topology is maintained with the cluster head managing the
TDMA schedules for data transmissions. The selection of cooperative nodes is done by
the cluster head within each cluster during the cluster formation phase. The selection is
based on three major parameters: the remaining energy in the sensor nodes at the
moment of measurement, the distance between the sensor nodes to the targeted cluster
head and the distance between the sensor nodes and the current cluster head. The
selection criterion is defined as the ratio of the remaining energy of a sensor node over
the sum of communication energies for both distances. Thus a node with higher
remaining energy and lower communication energy for both distances has a higher
probability to be selected as one of the cooperative nodes.
When a cluster head has data packet to be transmitted, it broadcasts the data packet
to the selected cooperative nodes. Then the cooperative nodes encode the data packet
according to STBC and transmit the transmission sequence to the intended cluster head
towards the sink. Clearly, in this way, the cost of high transmission power from a
cluster head to the base station in original LEACH MAC can be reduced by using the
multi-hop and cooperative MIMO transmission strategy. However, the excess latency
and scalability issues are not addressed.
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Figure 3.10. Multi-hop clustered MIMO-LEACH MAC architecture.

3.4.2 The Always on Cooperative MAC (CMACON)
In 2007, a MAC with an always on transceiver or CMACON protocol was designed to
accommodate cooperative MIMO transmission [12]. Basically, the MAC is a variant of
CSMA protocols with RTS-CTS signalling features. The RTS-CTS control packets are
used as a measure to avoid collision due to hidden- and exposed-nodes during the
cooperative transmission. Also an ACK packet is sent when the data packet is received
correctly in order to guarantee reliable communication.
Unlike MIMO-LEACH, the CMACON protocol does not provide pre-selection of
cooperative nodes prior to data transmission. When a node has a data packet to be
transmitted, the node starts to transmit an RTS packet to hit the intended destination.
Once received the RTS packet, the destination broadcasts a packet with lower power to
recruit its neighbours in order to cooperatively receive the data packet. The destination
informs its neighbours about the estimated arrival time of the data packet. Following the
broadcast packet, a CTS packet is sent to the source node. When the source node
receives the CTS packet, it broadcasts the original data packet to its neighbours with
lower power.
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Figure 3.11. Basic operation of CMACON with M transmitting and N receiving cooperative nodes.

Any node within the vicinity of the source node which receives correctly the original
data packet with the sending timer information automatically becomes a cooperative
transmitting node. When the sending timer expires, all the M transmitting nodes send
the data packet cooperatively to the N cooperatively receiving nodes. Each node in the
receiving group receives the data packet and forwards it to the destination. To avoid
collision, each receiving group performs CSMA with a random back-off before
forwarding the data. The process of forwarding all the packets from the N-1 receiving
nodes to the destination is denoted as a collection process.
The final decoding is done by the destination with a simple majority decision rule.
The destination chooses the highest SNR among multiple received data packets. In case
of a tie, the destination will take its own reception as the correct one. The basic
operation of the MAC is shown in Figure 3.11. The algorithms of the CMACON protocol
are presented in Algorithm 3.1 to Algorithm 3.5.
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Algorithm 3.1: Cooperative MIMO MAC Protocol
STATE: IDLE node is idle and listens to the channel
if Packet ready to be sent then
go to algorithm 2
end if
if receive RTS packet then
go to algorithm 3
end if
if receive BCASTdata packet then
go to algorithm 4
end if
if receive BCASTrecv packet then
go to algorithm 5
end if

Algorithm 3.2: Node is the source
STATE: RTS node sends RTS packet
if CTS not received then
repeat STATE: RTS
end if
STATE: BCASTdata send data to transmitting group with low power, set sending timer
STATE: Data send MIMO data when the timer expires
if receive ACK packet then
go to STATE: IDLE
else
go to STATE: RTS
end if

Algorithm 3.3: Node is the destination
STATE: BCASTrecv broadcast recruiting packet with low power
STATE: CTS send CTS packet
if MISO data received then
go to STATE: Collection
else if
go to STATE: IDLE
end if
STATE: Collection set timer to wait for receiving group nodes to send packet
if packet not received correctly then
go to STATE: IDLE
end if
STATE: ACK send ACK packet
go to STATE: IDLE

Algorithm 3.4: Cooperative sending node
STATE: Cooperative Sending nodes transmit data packet when sending timer expires
go to STATE: IDLE listens for channel activity

Algorithm 3.5: Cooperative receiving node
STATE: Cooperative Receiving set expiration timer
if MISO data packet received then
go to STATE: Collection
else if
go to STATE: IDLE
end if
STATE: Collection send data to destination after random back-off
go to STATE: IDLE
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Performance evaluation of the CMACON protocol in terms of energy consumption
and packet latency was done in [12]. Performance of the CMACON protocol is compared
to that of a SISO scheme. The SISO scheme employs RTS-CTS signalling prior to data
transmission and feedback ACK to ensure reliability. Also the transceivers of the sensor
nodes are always on. For simple notation, we denote the SISO scheme with such a
MAC protocol as a SISO always on protocol or SISOON protocol.
The energy model of a sensor node consists of two parts: successful and unsuccessful
transmissions. The authors only consider transmission energy and neglect the impact of
circuit energy on the MAC performance. The energy for an unsuccessful transmission
attempt is given as:
E u = E rts + E Br + E cts + E Bs + M ⋅ E data + ( N − 1) ⋅ E col

(3.11)

where Erts, Ects, EBs, EBr, Edata and Ecol are the energy consumption of RTS, CTS,
broadcast packet at the transmitting side (BCASTdata), broadcast packet at the
receiving side (BCASTrecv), DATA and collection energies. The energy for a
successful transmission attempt is given as:
E s = E rts + E Br + E cts + E Bs + M ⋅ E data + (N − 1) ⋅ E col + E ack

(3.12)

where Eack is the energy consumption of ACK packet transmission. We can observe that
the unsuccessful attempt occurs with the absence of the ACK packet. The total energy
consumption is modelled as a function of the retransmission rate and it is given as:

 PER 
E=
 Eu + E s
 1 − PER 

(3.13)

where PER is the packet error rate of the cooperative MIMO system.
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Also the packet latency model consists of two parts: successful and unsuccessful
transmission attempts. The duration of a successful transmission attempt is given as:
Ts = Trts + Tcts + TBr + TBs + Tdata + Tcol + Tack

(3.14)

where Trts, Tcts, TBr, TBs, Tdata, Tcol and Tack are the time required to send RTS, CTS,
broadcast packet at the receiving side, broadcast packet at the transmitting side, DATA
and ACK packets. The duration of an unsuccessful transmission attempt is given as:
Tu = Trts + Tcts + TBr + TBs + Tdata + Tcol + Twfack

(3.15)

where Twfack is the duration during which the sender waits for an ACK. The values used
for the performance evaluation are given as Trts = 0.353 ms, Tcts = 0.305 ms,
Tack = 0.32 ms, Tdata = 6 ms, Twfack = 70 ms, TBr = 0.69 ms, TBs = 7.7 ms and
Tcol = 22.3 ms.
CMACON provides a less complex operation by eliminating the need to pre-select the
cooperative nodes compared to the MIMO-LEACH MAC. CMACON is more scalable
without any need for fixed cluster formation and synchronisation. The cooperative
groups are formed when there is a data packet to be sent. Also, a collision avoidance
mechanism is provided by RTS-CTS signalling. Furthermore, CMACON reduces
transmission energy and increases link reliability by the exploitation of the spatial
diversity gain when compared to the SISOON protocol. However, we note that all the
sensor nodes are always on which makes the issues of idle listening and overhearing
still to be addressed. The CMACON protocol should deploy a duty cycle mechanism to
reduce further the total energy consumption. We address this shortcoming in our work
in Chapter 5.
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3.6

Conclusions

This chapter has examined various important low duty cycle MAC protocols and the
two most important MAC protocols designed specifically for cooperative MIMO
transmission. The most important characteristics of these protocols are summarised in
Table 3.3. In most cases, the low duty cycle MAC protocols trade off latency for energy
efficient operation. Also, we observed that asynchronous MAC protocols are more
scalable than synchronous MAC protocols.
On the one hand, when sensor nodes join or leave a group or a cluster, the MAC
needs to re-synchronise the network over and over in such protocols as LEACH and SMAC. Frequent re-synchronisation can lead to higher energy consumption. The
situation becomes more complex when global synchronisation is required instead of
local synchronisation. Thus a balance must be made between frequent synchronisation
and scalability in synchronous MAC protocol design. On the other hand, in some cases
with asynchronous MAC, the higher scalability comes at the cost of higher transmission
energy due to the implementation of a long preamble and overhearing in such protocols
as RF Wake-up and B-MAC. However, the burden of long preamble transmission is
reduced gradually by the introduction of short packet techniques such in SpeckMAC
and X-MAC. Moreover, it is important to note that little attention has been paid to
increasing the link reliability in SISO systems. The only mechanism used is the ACK
packet feedback in protocols such IEEE 802.15.4 MAC and WiseMAC.
The MIMO-LEACH and CMACON protocols provide measures to increase link
reliability and at the same time reduce transmission power by exploiting spatial
diversity gain. On the one hand, the MIMO-LEACH protocol employs a duty cycle
mechanism through TDMA time slots assignments which reduces the total energy
consumption. Furthermore, multi-hop communication between cluster heads is
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introduced to replace the direct communication which reduces further the total energy
consumption. Also, collisions can be avoided with the distinct time slot assignment to
each sensor node. The benefits come at the cost of higher latency (multi-hop
communication). In addition, the scalability issue is not addressed at all.
CMACON is more scalable and does not require pre-selection of cooperative nodes.
CMACON does not suffer from tight synchronisation and overhead of cluster formation.
Also, collision avoidance is provided through RTS-CTS signalling. Moreover, an ACK
mechanism is used as a double measure of link reliability. However, we note that all the
sensor nodes are always on which makes the issues of idle listening and overhearing
still to be addressed. The CMACON protocol should deploy a duty cycle mechanism to
reduce further the total energy consumption. Also, circuit energy must be included to
get a better picture of the overall energy usage in the network.
The comparative study in this chapter provides a basis for further study in Chapters 4
and 5. The CMACON protocol will be used as a baseline MAC in Chapter 4 in order to
find a more efficient cooperative MIMO scheme from a set of the cooperative MIMO
systems evaluated in Chapter 2. Subsequently, in Chapter 5, we propose an improved
version of the CMACON protocol which employs a low power listening (low duty cycle)
mechanism in cooperative MIMO communication. The improved MAC will be
evaluated with a set of cooperative MIMO systems in terms of energy efficient
operation and its trade-off relationship with packet latency.
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TABLE 3.3. SUMMARY OF IMPORTANT LOW DUTY CYCLE MAC PROTOCOLS IN WIRELESS SENSOR NETWORKS

Protocol

Topology

Channel
Access

Idle Listening
Avoidance

Overhearing
Avoidance

Collision
Avoidance

Reliability

Overhead

PACT (2001)
[45]

Clustered

TDMA

TDMA with
adaptive duty
cycle

TDMA

TDMA

No

Cluster formation

Contribution
•
•

Rotated role between
cluster heads and
gateways
Adaptive duty cycle
based on traffic
conditions

LEACH (2002)
[47]

Clustered

TDMA

TDMA with
fixed duty cycle

TDMA

TDMA

No

Cluster formation

SRSA (2005)
[48]

Clustered

TDMA

TDMA with
adaptive duty
cycle

TDMA

TDMA

No

Cluster formation

•
•
•
•

Rotated cluster head
Multiple base stations
Local synchronisation
Adaptive duty cycle
based on traffic
conditions

S-MAC (2002)
[49]

Flat

CSMA

Low duty cycle
with fixed active
period

NAV

RTS-CTS

No

Virtual cluster
formation
RTS-CTS

•
•

Very low duty cycle
Local synchronisation

Low duty cycle
with adaptive
active period

NAV

Virtual cluster
formation
RTS-CTS

•
•
•

Very low duty cycle
Local synchronisation
Adaptive active period

Adaptive low
duty cycle

NAV

Virtual cluster
formation
RTS-CTS

•
•
•

Very low duty cycle
Local synchronisation
Adaptive duty cycle

S-MAC (2004)
[50]

T-MAC (2003)
[51]

Flat

Flat

CSMA

CSMA

•
•

RTS-CTS

No

•
•

RTS-CTS

No

•
•
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Rotated cluster head

•
•

TRAMA (2003)
[52]

Flat

TDMA

TDMA with
adaptive duty
cycle

TDMA

TDMA

No

Schedule exchange

IEEE 802.15.4
MAC (2003/06)
[54]

Star/Peer-toPeer

CSMA/

Adaptive low
duty cycle

TDMA

Random
back-off

ACK

PAN formation

Adaptive duty cycle

Z-MAC (2005)
[55]

Flat

CSMA/

TDMA with
fixed duty cycle

TDMA

Random
back-off

No

Neighbour discovery
and schedule
assignment

Adaptive in term of traffic
patterns - low load use
CSMA and high load use
TDMA

RF Wake-up
MAC (2002)
[56]

Flat

CSMA

Low duty cycle

No

Random
back-off

No

Long preamble

Very low power listening
mechanism

ALOHA with
Preamble
Sampling
(2004) [57]

Flat

ALOHA

Low duty cycle

No

No

ACK

Long preamble

Very low power listening
mechanism

CSMA with
Preamble
Sampling
(2004) [58]

Flat

CSMA

Low duty cycle

No

Random
back-off

ACK

Long preamble

Very low power listening
mechanism

WiseMAC
(2005) [59]

Star

ALOHA

Adaptive low
duty cycle

No

Star

ACK

Long preamble

TDMA

TDMA

Local synchronisation
Adaptive duty cycle
based on traffic
conditions

•
•
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Very low power
listening
Adaptive duty cycle

B-MAC (2004)
[60]

SpeckMAC
(2006) [62]

Flat

Flat

CSMA

CSMA

Adaptive low
duty cycle

Low duty cycle

NAV (optional)

Embedded
address

Random
back-off and
RTS-CTS
(optional)

ACK
(optional)

Random
back-off

No

Long preamble

•
•

Wake-up Frame and
data retransmission

•
•

X-MAC (2006)
[64]

Flat

CSMA

Low duty cycle

ACK

Random
back-off

No

Short preamble

•
•

SpeckMAC
Hybrid (2007)
[63]

Flat

CSMA

Low duty cycle

Embedded
address

Random
back-off

MIMO-LEACH
(2006) [65]

Clustered

TDMA

TDMA with
fixed duty cycle

TDMA

TDMA

Cooperative
MIMO
transmission

CMACON
(2007) [12]

Flat

CSMA

No

NAV

RTS-CTS

Cooperative
MIMO
transmission
and ACK
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No

Wake-up Frame and
data retransmission

•

Very low power
listening mechanism
Adaptive duty cycle

Very low power
listening mechanism
Shorter packet
overhead
Very low power
listening mechanism
Shorter preamble

•

Very low power
listening mechanism
Adaptive shorter
packet overhead based
on types of traffics

• Cluster formation
• Cooperative
nodes selection
• Broadcast

•
•
•

Rotated cluster head
Multi-hop
Higher reliability

• RTS-CTS
• Broadcast
• Collection

•
Higher reliability
•
No pre-selection of
cooperative nodes
•
Lower transmission
power

Chapter 4

Optimal Cooperative MIMO Scheme
in Wireless Sensor Networks
4.1

Introduction

Cooperative Multiple-Input Multiple Output (MIMO) schemes can reduce both
transmission energy and latency in distributed wireless sensor networks (WSNs). When
both perfect and imperfect transmitting nodes synchronisation scenarios are considered
in such networks, the total energy consumed as the number of cooperating nodes
increases becomes of particular interest. In this chapter we present a comparison study of
three cooperative MIMO schemes: Beamforming (BF), Space-Time Block Coding
(STBC) and Spatial Multiplexing (SM) where both the transmission and circuit energies
are considered. We consider a WSN operating in quasi-static Rayleigh fading channels
with M cooperating transmit nodes and N cooperating receive nodes. The outcomes will
be used as the basis for further investigations and discussions in Chapter 5 where the
proposed low duty cycle Medium Access Control (MAC) protocol for cooperative
transmissions will be facilitated with the optimal cooperative MIMO scheme proposed in
this chapter.
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4.2

Related Work

Cooperative MIMO has been proposed as a transmission strategy to combat the
fading problem in WSNs to reduce the retransmission probability and lower the
transmission energy. Among the earliest work on cooperative MIMO in WSNs is the
analysis of the STBC scheme in [66-67] to achieve lower Bit Error Rate (BER) and
significant energy savings. The work in [66] is continued with the implementation of the
Low-Energy Adaptive Clustering Hierarchy (LEACH) MAC protocol for clusteredbased architectures [9-11]. The combination of STBC and the LEACH scheme resulted
in a significant improvement in transmission energy efficiency compared to the SingleInput Single Output (SISO) scheme.
Further study was conducted in [5] to compare the performance of STBC and various
SM schemes such as Vertical Bell Labs Layered Space-Time (VBLAST) and Diagonal
BLAST. In this work, LEACH MAC was also utilized and lower transmission energy
and latency were achieved against the SISO scheme. However, the centralized
architecture leads to energy wastage and higher latency compared to a distributed
architecture. On the other hand, the implementation of a distributed architecture needs to
consider synchronisation issues. Thus a practical cooperative MIMO scheme for
distributed asynchronous WSNs is needed.
Moreover, a practical MAC that can suit cooperative transmission is required. A
combination of a practical MAC protocol and an efficient MIMO scheme for
asynchronous cooperative transmission leads to a more energy efficient and lower
latency cooperative MIMO system. A combination of a MAC protocol and a cooperative
SM scheme for cooperative MIMO transmission has been proposed in [12] where the
combined scheme achieves significant energy efficiency and lower latency. In Chapter 3,
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we defined this MAC scheme as an always on cooperative MAC protocol and denoted
the protocol as the CMACON protocol.
Furthermore, a transmit Maximum Ratio Combiner (MRC) scheme is suggested to be
more tolerant to the jitter difference than the Alamouti STC scheme in network with
imperfect transmitting nodes synchronisation, as discussed in [8]. We expand these
studies to two other cooperative MIMO schemes, namely BF and STBC for both
network scenarios: perfect and imperfect transmitting nodes synchronisation. The
optimal cooperative MIMO scheme combined with an appropriate MAC protocol should
lead to the lowest energy consumption and lowest packet latency.
The rest of this chapter is organised as follows. Section 4.3 describes the system
model considered in this chapter. Section 4.4 and Section 4.5 model the system
performance and are followed by Section 4.6 presenting the analytical results for the
three cooperative MIMO schemes (BF, SM and STBC) in terms of total energy
consumption and packet latency. In Section 4.7 we conclude this chapter.

4.3

System Model

The baseline system for cooperative MIMO communication is equipped with a
CMACON protocol as proposed and evaluated in [12] and explained in detail in Chapter
3. Sleep cycles are not implemented in order to ensure that the cooperative nodes are
always available to perform cooperative transmission and reception. In order to avoid
collision, we assume that during the cooperative transmission and reception, other nodes
in the vicinity that are not involved in the transmission are put in the silent mode for the
whole transmission duration. The duration to remain silent is obtained from the Network
Allocation Vector (NAV).
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Also in this chapter we consider the impact of imperfect synchronisation caused by
clock jitter alone. Each cooperative transmitting node experiences clock jitter with the
jitter around a reference clock, To denoted as Tj

m

where 1 ≤ m ≤ M . The worst case

scenario is considered here with only 2 cooperative transmitting nodes where the clock
jitters are fixed at the extreme ends, T j 1 = −

∆Tb
∆T
2
, T j = + b where 0 ≤ ∆Tb ≤ Tb and Tb
2
2

is the bit duration. Thus the clock jitters difference is ∆T j = T j − T j = ∆Tb . The effect
1

2

of imperfect synchronisation can be modelled as a degrading function of the bit period
which consequently degrades the received bit energy. Therefore the timing error as a
function of the bit period and clock jitters difference is given as in (2.26).
The baseline network configurations for MISO BF and STBC are shown in Figures
2.5 and 2.8 while for MIMO SM it is shown in Figure 2.10. The network is assumed to
be distributed without any infrastructure and the nodes are fixed once they are deployed.
A new node that wants to join the network should broadcast a packet after powering up
to acknowledge its presence in the neighbourhood. A node checks its remaining energy
regularly and when its total remaining energy is below the threshold, which indicates that
its death is near, it informs the other nodes in the vicinity of the expected death time.
Therefore the neighbouring nodes will exclude this node from any future cooperative
MIMO transmission. The distance between the cooperating nodes either at the
transmitting or receiving side is assumed to be very small compared to the distance
between the source node and the destination node, d. We assume that there are M
cooperative transmitting nodes and one receiving node for the perfect synchronisation
scenario and M = 2 cooperative transmitting nodes and one receiving node for the
imperfect synchronisation scenario. A special case for the spatial multiplexing scheme is
used where the number of the cooperative receivers is assumed to be N.
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In this section, we introduce two kinds of network configurations. The first network
configuration involves data transmission from M cooperating transmitting nodes to one
destination node by utilizing either of the two MIMO schemes: BF or STBC. An RTSCTS handshaking method is performed as described in [12] and the source node
broadcasts the original data packet to its M-1 neighbours. In the case of the BF scheme,
the channel information is estimated and optimized from the CTS packet by all the M
nodes in order to weight the data packet. In the case of the STBC scheme, all the M
nodes encode the original data packet with the information supplied by the source node
in the broadcast packet. Both schemes utilize a Maximum Likelihood (ML) detector and
a coherent receiver is used. The second network configuration is the data transmission
from M cooperating transmitting nodes to N cooperating receiving nodes by utilizing the
concept of SM. The recovered data from N-1 nodes is forwarded to the destination node.

4.4

Energy Consumption Performance Analysis

The energy consumed by a sensor node can be categorized into two major parts [5-6]:
energy expended during running the transceiver circuits, Pc and energy expended during
packet transmission, Pt. Therefore, both energy components must be considered when
comparing the total energy consumption of cooperative MIMO and SISO transmission
schemes. All the nodes in vicinity that are not involved in the transmission and reception
are assumed to be in the sleep mode. Also for simplicity, the energy consumed during the
transient mode from the sleep mode to the active mode and by the digital signal
processing blocks is neglected.
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4.4.1 SISO System
To model transmission energy for the non-cooperative or SISO system, we start with
the power consumed by the power amplifier, Ppa. As given in [5-6], Ppa is dependent on
the transmit power Pt and can be approximated as:

Ppa = (1 + α )Pt
where α =

(4.1)

ξ
− 1 with ξ denoting the drain efficiency of the Radio Frequency (RF)
η

power amplifier and η denoting the Peak-to-Average Ratio (PAR) which depends on the
modulation scheme and the associated constellation size. The total circuit power is given
by:

Pc ≈ (M × Pct ) + ( N × Pcr )

(4.2)

where Pcr = PLNA + Pmix + PIFA + Pfilr + PADC + Psyn and Pct = PDAC + Pmix + Pfilt + Psyn are values for
the power consumption of the Digital-to-Analogue Converter (DAC), mixer, Low Noise
Amplifier (LNA), Intermediate Frequency Amplifier (IFA), active filters at the
transmitter and the receiver, Analogue-to-Digital Converter (ADC) and frequency
synthesizer whose values and a detailed block diagram are given in [5-6].
Therefore, the total energy consumption per bit Ebt for the SISO system can be
obtained as:

Ebt =

(P

pa

+ Pc )

(4.3)

Rb

when M = N = 1. Equations (4.1) and (4.2) can be used to model the cooperative BF,
STBC and SM systems with an arbitrary number of M and N. For the traditional Carrier
Sense Multiple Access with Collision Avoidance (CSMA-CA) protocol, the energy
consumed for an unsuccessful transmission attempt is given as:
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Eu _ siso = Erts + Ects + Edata _ siso

(4.4)

and that for a successful attempt is given as:

E s _ siso = Erts + Ects + Edata _ siso + Eack

(4.5)

where E rts , Ects , E data _ siso , E ack are the energy consumed while sending Ready-to-Send
(RTS), Clear-to-Send (CTS), SISO data and Acknowledgment (ACK). Given the size of
each packet as Nrts, Ncts, Ndata_siso and Nack, (4.4) and (4.5) can be rewritten as:

Eu _ siso = Ebt (N rts + N cts + N data _ siso )

(4.6)

E s _ siso = Ebt (N rts + N cts + N data _ siso + N ack ) .

(4.7)

The expected total energy consumption is given as:

 P

Esiso =  psiso  Eu _ siso + Es _ siso
1 − P 
psiso 


(4.8)

where Ppsiso is the packet error probability of the SISO system which can be obtained
from Chapter 2.

4.4.2 Cooperative MIMO System
In this sub-section, we consider two scenarios where the first scenario involves
transmission from M cooperating transmitting nodes to 1 destination node with a local
exchange of information at the transmitting side. This scenario applies to the cooperative
MISO BF and STBC schemes. The second scenario deals with transmissions from M
cooperating transmitting nodes to N receiving nodes with local exchanges at both the
transmitting and receiving sides. This scenario applies to the cooperative MIMO SM
scheme.
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To model transmission energy for the first scenario, we start with the power
consumed by the power amplifier, PpaBs during a local exchange between the source node
and its cooperating neighbours. PpaBs is dependent on the local exchange transmitted
power Ptm and can be approximated as:

PpaBs = (1 + α )Ptm .

(4.9)

The total circuit power for the local exchange is given by:

PcBs ≈ Pct + (M − 1) × Pcr .

(4.10)

Therefore the total energy consumption per bit E btBs for the local exchange can be
obtained as:

E btBs =

(P

paBs

+ PcBs )

Rb

.

(4.11)

The energy consumed for an unsuccessful BF and STBC transmissions attempt is given
as:

Eu _ M = Erts + Ects + E Bs + M ⋅ Edata _ M

(4.12)

and that for a successful attempt is given as:

Es _ M = Eu _ M + Eack

(4.13)

where E Bs and E data _ M are the amounts of energy consumed during packet broadcasting
from the source node to its neighbours and the energy consumed for Cooperative BF or
STBC data transmission.
Given the size of each packet as Nrts, Ncts, NBs, Ndata_M and Nack, (4.12) and (4.13) can
be rewritten as:

Eu _ M = Ebt (N rts + N cts ) + Ebt Bs N Bs + M ⋅ Ebt data _ M N data _ M
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(4.14)

Es _ M = Eu _ M + Ebt × N ack .

(4.15)

The expected total energy consumption is given as:

 P
EM =  pM
1− P
pM



 Eu _ M + Es _ M



(4.16)

where PpM is the packet error probability for BF or STBC which can be obtained from
Chapter 2.
To model transmission energy for the second scenario, we start with the power
consumed by the power amplifier, PpaBr from the destination node to its cooperating
receiving nodes and PpaCol from N-1 receiving nodes to the destination node. PpaBr and
PpaCol are dependent on the local exchange transmit power Ptm and can be approximated
as:

PpaBr = (1 + α )Ptm

(4.17)

PpaCol = (1 + α )Ptm (N − 1) .

(4.18)

The total circuit power for the former case is given by:

PcBr ≈ Pct + ( N − 1) × Pcr

(4.19)

and the total circuit power for the latter case is given by:

PcCol ≈ (N − 1) × Pct + Pcr .

(4.20)

Therefore the total energy consumption per bit EbtBr and EbtCol for both cases can be
obtained as:

EbtBr =

(P

paBr

+ PcBr )

(4.21)

Rb
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EbtCol =

(P

paCol

+ PcCol )

Rb

.

(4.22)

The energy consumed for an unsuccessful SM transmission attempt is given as:

Eu _ SM = Erts + E Br + Ects + EBs + M ⋅ Edata _ SM + ( N − 1) ⋅ ECol

(4.23)

and that for a successful attempt is given as:

Es _ SM = Eu _ SM + Eack

(4.24)

where E Br , ECol and E data _ SM are the energy consumed during packet broadcasting from
the destination node to its neighbours, the energy consumed by N-1 cooperating
receiving nodes to the destination node and the energy consumed for the cooperative
SM data transmission.
Given the size of each packet as Nrts, Ncts, NBs, Ndata_SM and Nack, (4.23) and (4.24) can
be rewritten as:

Eu _ SM = Ebt ( N rts + N cts ) + Ebt Br N Br + Ebt Bs N Bs +

M ⋅ Ebt data _ SM N data _ SM + ( N − 1)Ebt Col N Col

(4.25)

E s _ SM = Eu _ SM + (Ebt × N ack ) .

(4.26)

The expected total energy consumption is given as:

 P
ESM =  pSM
1− P
pSM



 Eu _ SM + Es _ SM



(4.27)

where PpSM is the packet error probability of cooperative MIMO with spatial
multiplexing which can be obtained from Chapter 2. The values of the system parameters
used in Figures 4.1 to 4.4 are listed in Table 4.1 [5, 12].
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TABLE 4.1. SYSTEM PARAMETER FOR ENERGY CONSUMPTION MODELING

4.5

Symbol

Quantity

Nrts
Ncts
Nack
NBs
NBr
Ndata = NCol
Pmix
Psyn
Pfilt = Pfilr
PADC
PDAC
PLNA
PIFA

65 bits
55 bits
54 bits
1300 bits
120 bits
1024 bits
30.3mW
50mW
2.5mW
9.85mW
15.48mW
20mW
3mW

Packet Latency Performance Analysis

As we noted earlier, each packet transmission in cooperative transmission requires
more steps which introduces more overhead. These steps may increase packet delays.
However, the reduction of PER as the diversity gain increases from the cooperative
MIMO exploitation can reduce the retransmissions rates which in turn can reduce packet
latency. Sub-section 4.4.1 models packet latency performance for the non-cooperative
SISO system. Comparison is then made with the models developed for the cooperative
MIMO systems in Sub-section 4.4.2. The performance results are discussed in Section
4.6.

4.5.1 SISO System
For SISO communication, Trts, Tcts, Tdata and Tack are the transmission periods for the
RTS, CTS, DATA and ACK packets. The period with a successful transmission attempt
is given as:

Ts _ siso = Trts + Tcts + Tdata + Tack

(4.28)

and the period with an unsuccessful transmission attempt is given as:

Tu _ siso = Trts + Tcts + Tdata + Twait

(4.29)
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where Twait is the duration for which the sender waits for an ACK packet. The packet
transmission delay is then given as:

 P

Td _ SISO =  psiso Tu _ siso + Ts _ siso .
1− P 
psiso 


(4.30)

4.5.2 Cooperative MIMO System
In addition to the delay incurred as calculated in the previous section, the broadcast
packet transmission from the source node to its neighbours introduces a broadcast
transmission period, TBs in cooperative BF, STBC and SM transmissions. The
transmission period of cooperative BF, STBC and SM data packets is the same as that
for the SISO system due to the fact that the packet size and the modulation scheme are
the same. The duration of a successful transmission attempt is given as:

Ts _ M = Trts + Tcts + TBs + Tdata + Tack

(4.31)

and the period with an unsuccessful transmission attempt is given as:

Tu _ M = Trts + Tcts + TBs + Tdata + Twait .

(4.32)

The expected packet transmission delay is then given by:

 P
Td _ M =  pM
 1− P
pM



Tu _ M + Ts _ M .



(4.33)

For the case of cooperative MIMO SM, we introduce the delay for the broadcast
transmission time of a recruitment message sent by the destination node, TBr and the
delay for the time required by the cooperating receiving nodes (N-1) to send the data to
the destination, Tcol . The duration of a successful transmission attempt is given as:

Ts _ SM = Ts _ M + TBr + Tcol

(4.34)

93

and the period with an unsuccessful transmission attempt is given as:

Tu _ SM = Ts _ SM + Twait − Tack .

(4.35)

The expected packet transmission delay is then given by:

 P
Td _ SM =  pSM
1− P
pSM



Tu _ SM + Ts _ SM .



(4.36)

The values of the system parameters used in Figures 4.5 to 4.8 are as follows:
Trts = 0.52ms, Tcts = 0.44ms, Tack = 0.432ms, TBs = 10.4ms, TBr = 0.96ms,
Tdata = 8.192ms, Tcol = 22.3ms [6], and Twait = 70ms [12].

4.6

Performance Results and Discussion

As shown in Figure 4.1, SISO is more energy efficient than the cooperative schemes
at transmission powers above 100mW with any number of M and N nodes. The
cooperative SM scheme suffers more in terms of energy efficiency because the total
energy consumption is increasing as the diversity gain and the number of nodes M
increases. The cooperative BF and STBC schemes suffer only with the increasing of the
diversity gain.
As we noted earlier the cooperative schemes are more energy efficient when the
transmission power is below 100mW. We can see in Figure 4.2, that the cooperative BF
and STBC schemes outperform the cooperative SM scheme and that the cooperative BF
scheme is more energy efficient than the cooperative STBC scheme with two
transmitting nodes.
For imperfect synchronisation scenarios, as shown in Figure 4.3, in the case of equal
diversity gain for all the schemes, the cooperative BF scheme is more energy efficient
than the other schemes. However, as the diversity gain of the cooperative SM scheme is
increased, as shown in Figure 4.4, cooperative SM outperforms the other schemes in
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terms of energy efficiency at and above 0.8Tb in the region of operating transmission
power for WSNs (common operating transmission power is between 20mW to 60mW
[24, 44, 60]). These results indicate that if we allow some delays to occur within a
particular range during transmission, the cooperative SM scheme can achieve a
significant energy saving. However, by relaxing the synchronisation algorithm with
0.4Tb jitters tolerance, the cooperative BF scheme can achieve the highest energy saving
among the other schemes.
As shown in Figures 4.5 and 4.6, the SISO scheme outperforms the cooperative
schemes at the transmission power region above 800mW. At the lower transmission
power region, the three cooperative schemes outperform the SISO scheme. The
cooperative SM scheme enjoys a lower transmission delay when the diversity gain is
increasing with any arbitrary number of transmitting nodes with one condition that the
number of cooperative SM receiving N nodes must be greater than the number of M
nodes in cooperative BF and STBC. It also important to note that cooperative BF
outperforms cooperative STBC when M = 2.
For imperfect synchronisation scenarios, as shown in Figures 4.7 and 4.8, at the lower
transmission power region, the three cooperative schemes outperform the SISO scheme.
The cooperative BF scheme enjoys lower packet latency and outperforms the other
schemes even when the diversity gain of the cooperative SM scheme is increased.
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Figure 4.1.
Total energy consumption vs. transmission power for various schemes with M = 2, 4, 6,
7, 8 and N = 1 (Cooperative BF and STBC) and N = 8 (Cooperative SM).
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Figure 4.2.
Total energy consumption vs. transmission power for various schemes with M = 2, 4, 6
and N = 1 (Cooperative BF and STBC) and N = 6 (Cooperative SM).

96

-3

x 10
2

Total Energy C onsum ption, E in Joule

1.8

1.6

2x1 BF, 0Tb
2x1 STBC, 0Tb
2x2 SM, 0Tb
2x1 BF, 0.4Tb
2x1 STBC, 0.4Tb
2x2 SM, 0.4Tb
2x1 BF, 0.8Tb
2x1 STBC, 0.8Tb
2x2 SM, 0.8Tb

1.4

1.2

1

0.8

0.6

0.4

0.2

0
10

20

30

40

50

60

70

80

90

100

Transmitted Power, Pt in mW

Figure 4.3.
Total energy consumption vs. transmission power (lower region) for various imperfect
synchronisation schemes with M = 2 and N = 1 (Cooperative BF and STBC) and N = 2 (Cooperative SM).
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Figure 4.4.
Total energy consumption vs. transmission power (lower region) for various imperfect
synchronisation schemes with M = 2 and N = 1 (Cooperative BF and STBC) and N = 4 (Cooperative SM).
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Packet latency vs. transmission power for various schemes with M = 2 and N = 1
(Cooperative BF and STBC) and N = 2 (Cooperative SM).
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Figure 4.6.
Packet latency vs. transmission power for various schemes with M = 2, 4, and 6 and
= 1 (Cooperative BF and STBC) and N = 6 (Cooperative SM).
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Figure 4.7.
Packet latency vs. transmission power (lower region) for various imperfect
synchronisation schemes with M = 2 and N = 1 (Cooperative BF and STBC) and N = 2 (Cooperative SM).
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Figure 4.8.
Packet latency vs. transmission power (lower region) for various imperfect
synchronisation schemes with M = 2 and N = 1 (Cooperative BF and STBC) and N = 4 (Cooperative SM).
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4.7

Conclusions

This chapter presents a comparison study of three cooperative MIMO schemes in
WSNs. We have developed analytical models for BER and PER to estimate
retransmission rates from PER in Chapter 2 and these are used to evaluate the total
energy consumption and packet latency of the cooperative systems in this chapter. We
show that the SISO scheme is more energy efficient and has lower latency at higher
regions of transmission power while the three cooperative MIMO schemes are more
energy efficient and outperform the SISO scheme at lower regions. Clearly, at the higher
transmission power region, the SISO scheme enjoys lower transceiver circuit energy
consumption and no energy cost at all on establishing a cooperative mechanism
compared to the cooperative MIMO schemes. These results provide a constraint on the
optimal transmission power or equivalently the optimal distance that should be used
when implementing cooperative MIMO transmission in WSNs.
From the analysis we can conclude that at the lower transmission power region, the
cooperative optimal BF scheme outperforms both the cooperative SM and STBC
schemes in terms of energy efficiency and packet latency for both perfect and imperfect
synchronisation scenarios. Also we note that the cooperative BF scheme with M = 2
nodes is an efficient cooperative system. Further work in Chapter 5 will involve
development of MAC protocols optimised for the cooperative transmission schemes and
with the aim of creating an optimal cooperative transmission mechanism for use in
distributed WSNs.
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Chapter 5

Low Duty Cycle MAC Protocol for
Cooperative MIMO System
5.1

Introduction

Low Duty Cycle or Low Power Listening (LPL) Medium Access Control (MAC)
protocols provide energy efficient operation by introducing idle listening and
overhearing avoidance mechanisms through duty cycle implementation. In this chapter
we design a new cooperative LPL MAC protocol or CMAC for two cooperative
Multiple-Input Multiple-Output (MIMO) schemes: optimal Beamforming (BF) and
Spatial Multiplexing (SM). We consider the MAC protocol to operate for single-hop
communication. We develop analytical models for the total energy consumption and
packet latency for both schemes and analyse the proposed CMAC protocol in terms of
total energy consumption and packet latency with two scenarios: perfect and imperfect
synchronisation due to clock jitter in the network. The impact of the clock jitter, the
check interval and the number of cooperative nodes on total energy consumption and
latency are investigated. The outcomes of the chapter facilitate further study on the
CMAC for multi-hop communication.
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5.2

Related Work

A practical MAC that can suit cooperative transmission is required. Also a
combination of a practical MAC protocol and an efficient MIMO scheme for cooperative
transmission leads to a more energy efficient and lower latency cooperative MIMO
system. A combination of a MAC protocol and a virtual SM scheme for cooperative
MIMO transmission has been proposed in [12] where the combined scheme achieves
significant energy efficiency and lower latency. Further study has been done in [69]
evaluating the MAC protocol in [12] using the other two cooperative schemes: BF and
Space-Time Block Coding (STBC). The authors in [69] proposed that the optimal
scheme for the cooperative always on MAC (CMACON) is the BF scheme with M = 2.
However, the MAC protocols for all the schemes considered the transceivers as always
being on and the networks are perfectly synchronised. Although the transmission energy
is reduced and the deep fading threat is reduced, the idle listening problem is not tackled
in previous research work. Also the imperfect synchronisation due to clock jitter is not
considered.
Most of the duty cycle MAC protocols are designed for non-cooperative Single-Out
Single-In (SISO) schemes. Polastre in 2004 introduces B-MAC or Berkeley MAC [60].
The protocol is a variant of Carrier Sense Multiple Access (CSMA) with a preamble
sampling mechanism. The preamble sampling is improved with a selective sampling
method where only energy above the noise floor is considered as useful. However
B-MAC experiences a long preamble problem which leads to higher transmission and
reception powers. In order to reduce the long preamble problem, X-MAC [64] proposed
the use of a series of short preamble packets with the destination address embedded in
the packet. The X-MAC protocol provides more energy efficient and lower latency
operation by reducing the transmission energy and period burdens, idle listening at the
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intended receiver and overhearing by the neighbouring nodes. One concern is that the
gaps between transmissions of a series of preamble packets can be mistakenly
understood by the other contending nodes as an idle channel and they would start to
transmit their own preamble packets which can lead to collision. One solution is to
ensure that the length of the gaps must be upper bounded by the length of the listen
interval.
In the same year, SpeckMAC [62] was introduced as a variation of B-MAC with the
idea of redundant transmission of short packets and an embedded destination address.
There are two variants: SpeckMAC-Back-off (SpeckMAC-B) and SpeckMAC-Data
(SpeckMAC-D). SpeckMAC-B sends short wake-up frames with an embedded target
destination address many times. The problem with this scheme is that the sender wastes
its transmission power by still sending the short frames although the receiver has already
received it. Meanwhile, SpeckMAC-D sends the data packet which is preceded with a
short preamble many times until the packet hits the receiver. The detailed review about
the already discussed low duty cycle protocols is provided in Chapter 3.
In this chapter, we propose redundant transmission of Ready-to-Send (RTS) and
Clear-to-Send (CTS) packets to hit the intended receiver. The cyclic RTS-CTS
transmission scheme is used also for other purposes such as collision avoidance,
cooperative nodes selection and channel state information (CSI) sharing between nodes.
A combination of low power listening MAC with cyclic RTS-CTS transmission scheme
is believed to reduce further the energy consumption in cooperative MIMO transmission.
In addition, an imperfect synchronisation scenario due to clock jitter differences is
investigated.
The major contribution of this chapter is the proposal of CMAC with embedded LPL
mechanism

which

implements

cyclic
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RTS-CTS

transmission

scheme

and

acknowledgement (ACK) reply to ensure higher reliability. The CMAC is suggested to
be used with two cooperative schemes: optimal BF and Spatial Multiplexing. We
compare the performance of both these schemes in terms of energy consumption and
latency. We also include a comparison with CMACON, B-MAC and always on SISO
MAC. The impact of the jitter difference, the check interval and the number of
cooperative nodes on the total energy consumption and latency are investigated.
The rest of the chapter is organised as follows. Section 5.3 describes the system
model considered in this chapter. Section 5.4 explains the protocols that we propose for
cooperative transmission. Section 5.5 models the system performance and Section 5.6
presents the analytical results for the two MIMO schemes (BF and SM) in terms of total
energy consumption and latency. Finally, in Section 5.7 we conclude the chapter.

5.3

System Model

The baseline system for cooperative MIMO communication with the transceivers
being always on is equipped with CMACON protocol as proposed and evaluated in [12]
and explained in Chapter 3. Meanwhile, the baseline system for cooperative MIMO with
a periodic wake-up cycle for the transceiver is equipped with the CMAC protocol as
proposed and explained in this chapter. The baseline MAC for the SISO scheme with the
transceiver being always on is CSMA-CA with RTS-CTS and ACK packets
transmissions. For simplicity of notation, we denote the SISO scheme with this MAC
protocol as the SISO always on protocol or SISOON protocol.
Also in this chapter we consider the impact of imperfect synchronisation which is
caused by clock jitter alone. The detailed modelling of the impact of clock jitter is given
in Chapters 2 and 4. The network configurations for all the schemes considered in this
chapter are as shown in Figures 2.5, 2.8 and 2.10. A new node can join or leave the
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network at any time because the knowledge of neighbours is not important due to the fact
that the selection of cooperative nodes is done during the control packets
communication. We assume that there are M cooperative transmitting nodes and one
receiving node. A special case for the spatial multiplexing scheme is used where the
number of the cooperative receivers is assumed to be N. Both the source and destination
nodes have n neighbours in their vicinity. In the case of the cooperative BF scheme, the
channel information is estimated and optimised from the CTS packet by all the M nodes.
As for the cooperative SM scheme, the recovered data from N-1 nodes is forwarded to
the destination node. Both schemes utilize a Maximum Likelihood (ML) detector and
use a coherent receiver.

5.4

Protocol Description

The proposed CMAC protocol combines the advantages of the cooperative MAC with
always on radios and a low power listening mechanism. The basic structure of the
protocol is given in Algorithm 5.1. A node may respond to three events for the case of
the BF scheme (CMACBF) and to four events for the case of the SM scheme (CMACSM).
In case a node has a data packet to send where the node is acting as the source node, the
basic operations for both schemes are shown in Algorithm 5.2.
A node starts by sending RTS packets followed by an inter-frame spacing (IFS) for a
period of the length of the check interval, Ti after sensing the channel idle. When a CTS
packet is received, the source sets a timer to wake up later (the sleep duration is Ti -Tcts Ttransient) in order to transmit a broadcast packet at source (BS) immediately followed by
the data packet (DATA), to its M-1 neighbours. Transmission of BS and DATA packets
occurs at low transmission power due to the very short distance, dm between the source
and its M-1 neighbours. The BS packet is broadcasted by the source node to recruit its
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neighbours for cooperative transmitting operation and the DATA packet is the original
data packet provided by the sensor device. When the sending timer expires (included in
the BS packet), M nodes cooperatively transmit the data packet to the destination. After
cooperatively transmitting the data, the source waits for an ACK packet. If an ACK is
not received, the whole process is repeated. The number of RTS and CTS packets to be
transmitted is given by:

R=

Ti + Tifs _ rts
Trts + Tifs _ rts

and C =

Ti + Tifs _ cts

(5.1)

Tcts + Tifs _ cts

where Trts, Tcts, Tifs_rts, and Tifs_cts are the duration of one RTS and CTS packet and the IFS
intervals for RTS and CTS, respectively. The latter are given as:

Tifs _ rts = Tifs _ cts ≤ Tlisten

(5.2)

where the value Tlisten is given in Sub-section 3.4.5. The operation of the destination node
is shown in Algorithm 5.3 for both schemes. On receiving the RTS packet, the
destination estimates the time to wake up in order to transmit CTS packets followed by
IFS for a period of the length of the check interval, Ti. The sleep duration is Ti – (SeqNum x
Trts + (SeqNum-1) x Tifs_rts) – Ttransient. After all the CTS packets are transmitted, the
destination sets the timer to wake up at TBs + Tdata – Ttransient to receive the data packet. In
the case of the SM scheme, the destination broadcasts the broadcast packet BR at the
receiver (BR packet is broadcasted by the destination to recruit its neighbours for
cooperative receiving operation.) first and then goes to sleep for the duration of TBs +
Tdata – TBr – Ttransient. After receiving the data packet, the destination sends an ACK
packet immediately. In the case of the SM scheme, the destination waits for its
neighbours to forward the data packets and does the final decoding of the packet based
on all the received copies of the data packet from its neighbours.
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The operations of cooperative sending and receiving nodes are shown in Algorithm
5.4 and 5.5. The selection of cooperative nodes is done during the control packets
transmission where a node which receives RTS is informed to wake up at Ti – (SeqNum x
Trts + (SeqNum-1) x Tifs_rts) – Ttransient to receive CTS. The time waiting for CTS packet is
denoted as Twfcts. If a node receives CTS, it is informed to wake up at Ti –Tcts – Ttransient to
receive BS for both schemes and BR for the SM scheme. The time waiting for the BS
packet is denoted as Twfbsdata. The time waiting for the BR packet is the same as the time
waiting for the BS packet. A node is chosen to be one of the cooperative nodes when it
receives the broadcast packet. By using this mechanism, we can ensure that the network
is scalable and no prior knowledge about neighbours is required for cooperative
transmitting and receiving. Also, any node which does not receive CTS after receiving
RTS or does not receive a broadcast packet after receiving CTS needs to go to sleep.
This mechanism avoids the problems of hidden nodes. The timers' settings are described
in more detail in the timing diagrams in Figure 5.1 and Figure 5.2 for the BF and SM
schemes, respectively.
Algorithm 5.1: Cooperative MIMO MAC Protocol
STATE: LISTEN node listens to the channel after it wakes up
if Packet ready to be sent then
go to Algorithm 2
end if
if receive RTS then
go to Algorithm 3
end if
if receive BSDATA then
go to Algorithm 4
end if
if receive BR then
go to Algorithm 5
end if

Algorithm 5.2: Node is the source
STATE: RTS sends all RTS packets and receives CTS packet
STATE: SLEEP sets timer to wake up and goes to sleep
STATE: BSDATA broadcasts BS followed by DATA packet with low power
STATE: DATA sends data when the sending timer expires
if receive ACK packet then
go to STATE:LISTEN
else
go to STATE:RTS
end if
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Algorithm 5.3: Node is the destination for BF scheme
STATE: LISTEN receives RTS and sets timer to wake up
go to STATE: SLEEP
STATE: CTS sends CTS packet for a period of check interval
STATE: SLEEP the node sets timer to wake up and goes to sleep
if data packet is received then
go to STATE: ACK
else if
go to STATE: LISTEN
STATE: ACK node sends ACK packet
go to STATE: LISTEN

Algorithm 5.3: Node is the destination for SM scheme
STATE: LISTEN receives RTS packet and sets timer to wake up
go to STATE: SLEEP
STATE: CTS sends CTS packet for a period of check interval
STATE: BR sends broadcast packet to neighbours
STATE: SLEEP sets timer to wake up and goes to sleep
if data packet is received then
go to STATE: COLLECTION
else if
go to STATE: LISTEN
STATE: COLLECTION set timer to wait for data packets
if packet not received correctly then
go to STATE: LISTEN
end if
STATE: ACK node sends ACK packet
go to STATE: LISTEN

Algorithm 5.4: Cooperative sending node
STATE: COOPERATIVE_SENDING nodes transmit data packet when sending timer expires
go to STATE: LISTEN listens for channel activity

Algorithm 5.5: Cooperative receiving node
STATE: COOPERATIVE_RECEIVING set expiration timer
if data packet received then
go to STATE: COLLECTION
else if
go to STATE: SLEEP after timeout
end if
STATE: COLLECTION sends data to destination node
go to STATE: SLEEP

5.5

Energy Consumption Performance Analysis

In this section, three analytical models are developed and analysed: SISOON,
CMACON with the optimal BF scheme (as recommended in Chapter 4) and CMAC with
2 variants, CMACBF and CMACSM. The total energy consumption of each model is
analysed and compared. The retransmission rate is modelled as a function of PER where
the detailed models and analysis can be found in [69] and in Chapter 2.
We consider a periodic sampling application with a uniform sampling period, Ts
which has been discussed in detail in Sub-section 3.4.5. In general, the energy consumed
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by a sensor node can be categorized into five major parts [5]: energy expended during
data sampling by sensor, Esensor, energy expended during running the transceiver circuits,
Ec, energy expended during packet transmission, Et, energy expended during packet
reception, Er and energy expended while idle listening, Eidle. For the case of the system
with the CMAC protocol, additional energy must be considered: energy expended during
sleeping, Esleep, listen energy after waking up, Elisten and transient energy, Etransient. The
cooperative mechanism establishment energy cost is included in the transmission and
reception energy models. Therefore, all the energy components must be considered when
comparing the total energy consumption of the cooperative MIMO and SISO
transmission schemes.

5.5.1 SISO System
The total energy consumption in the SISO system, in general, is given as:

E siso = (E rx + E cr ) + (Etx + Ect ) + E sensor + Eidle

(5.3)

where Erx and Etx are the energy spent during reception and transmission, and Ecr and Ect
are the energy spent by the receiver and transmitter circuits. The transmission energy
model for the SISO system which includes both the radiated power and circuit power is
the same as discussed in Sub-section 4.4.1. Consequently, the reception energy model
can be obtained directly from the transmission energy model in Sub-section 4.4.1.
The total time a node spends during successful transmission is given as:

Ttx _ s = rs × ( N rts + N cts + N data + N ack ) × Ttx _ b

(5.4)

and the total time a node spends during unsuccessful transmission is given as:

Ttx _ u = rs × ( N rts + N cts + N data )× Ttx _ b
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(5.5)

where rs is the sampling frequency and can be obtained by the inverse of the sampling
period, Ttx _ b is the transmit period per bit, and N rts , N cts , N data and N ack are the lengths of
the RTS, CTS, DATA and ACK packets.
The total time a node spends during successful reception is given as:
Trx _ s = rs × (n ⋅ N rts + n ⋅ N cts + N data + N ack ) × Trx _ b

(5.6)

and the total time a node spends during unsuccessful reception is given as:

Trx _ u = rs × (n ⋅ N rts + n ⋅ N cts + N data )× Trx _ b

(5.7)

where Trx _ b is the receive period per bit. The total time a node spends idle for successful
communication is given as:

Tidle _ s = 1 − Ttx _ s − Trx _ s − Tsensor

(5.8)

and the idle time for unsuccessful communication is given as:

Tidle _ u = 1 − Ttx _ u − Trx _ u

(5.9)

where Tsensor is the period of a sensor to start, initialise, and collect data as discussed in
Sub-section 3.4.5 and the value is given in [60-61]. Thus, the total energy consumption
for successful SISO system communication can be obtained as:

E siso _ s = (Ppa + Pct ) ⋅ Ttx _ s + (Pr + Pcr ) ⋅ Trx _ s + Pidle ⋅ Tidle _ s

(5.10)

and the total energy consumption for unsuccessful SISO system communication can be
obtained as:

E siso _ u = (Ppa + Pct ) ⋅ Ttx _ u + (Pr + Pcr ) ⋅ Trx _ u + Pidle ⋅ Tidle _ u .

(5.11)

Therefore, the total energy consumption for the SISO system can be modelled as a
function of the retransmission rate:
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 P

Esiso =  pSISO  Esiso _ u + Esiso _ s + Esensor
1− P

pSISO 


(5.12)

where PpSISO is the packet error probability of the SISO system which can be obtained
from [69] and Chapter 2.

5.5.2 Cooperative Always on MIMO System
In this sub-section, we analyse total energy consumption for the optimal cooperative
BF scheme with the CMACON protocol as recommended in Chapter 4. The transmission
energy model for the cooperative always on MIMO system which includes the radiated
power, circuit power and cooperative mechanism power is the same as discussed in Subsection 4.4.2. Consequently, the reception energy model can be obtained directly from
the transmission energy model in Sub-section 4.4.2.
In order to provide better understanding about the energy models for cooperative
MIMO systems in this chapter, we categorise both the transmission and reception total
time into three categories which are based on packet types namely: control, cooperative
mechanism and data categories.
The total time a node spends during successful control packet transmission is given
as:
Ttx _ s _ control = rs × ( N rts + N cts + N ack ) × Ttx _ b

(5.13)

and the total time a node spends during cooperative mechanism transmission for optimal
BF scheme is given as:
Ttx _ Bsdata = rs × ( N Bs + N data ) × Ttx _ b

(5.14)

and the total time a node spends during data packet transmission is given as:
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Ttx _ data = rs × M × ( N data )× Ttx _ b .

(5.15)

Thus, the total time a node spends during successful transmission in cooperative
always on MIMO system with optimal BF scheme can be given as:

Ttx _ s _ BF = Ttx _ s _ control + Ttx _ Bsdata + Ttx _ data

(5.16)

and the total time a node spends during unsuccessful transmission is given as:

Ttx _ u _ BF = Ttx _ s _ BF − (rs × N ack × Ttx _ b )

(5.17)

where N Bs is the length of the broadcast packet at the source node. The total time a node
spends during successful control packet reception is given as:

Trx _ s _ control = rs × (n ⋅ N rts + n ⋅ N cts + N ack )× Trx _ b

(5.18)

and the total time a node spends during cooperative mechanism reception is given as:
Trx _ Bsdata = rs × (M − 1)× ( N Bs + N data )× Trx _ b

(5.19)

and the total time a node spends during data packet reception is given as:
Trx _ data = rs × ( N data ) × Trx _ b .

(5.20)

Thus, the total time a node spends during successful reception in cooperative always
on MIMO system with optimal BF scheme can be given as:

Trx _ s _ BF = Trx _ s _ control + Trx _ Bsdata + Trx _ data

(5.21)

and the total time a node spends during unsuccessful reception is given as:

Trx _ u _ BF = Trx _ s _ BF − rs × (N ack ) × Trx _ b .

(5.22)

The total time a node spends idle for successful communication is given as:

Tidle _ s _ BF = 1 − Ttx _ s _ BF − Trx _ s _ BF − Tsensor
and the idle time for unsuccessful communication is given as:
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(5.23)

Tidle _ u _ BF = 1 − Ttx _ u _ BF − Trx _ u _ BF .

(5.24)

Thus, the total energy consumption for successful cooperative always on MIMO
system communication can be obtained as:

E BF _ s = (Ppa + Pct ) ⋅ Ttx _ s _ control + (PpaBs + Pct ) ⋅ Ttx _ Bsdata + (PpaBF + Pct ) ⋅ Ttx _ data +

(Pr + Pcr ) ⋅ Trx _ s _ control + (PrBs + Pcr ) ⋅ Trx _ Bsdata + (PrBF + Pcr ) ⋅ Trx _ data +

(5.25)

Pidle ⋅ Tidle _ s _ BF
and the total energy consumption for unsuccessful cooperative always on MIMO system
communication can be obtained as:

E BF _ u = (Ppa + Pct ) ⋅ Ttx _ u _ control + (PpaBs + Pct ) ⋅ Ttx _ Bsdata + (PpaBF + Pct ) ⋅ Ttx _ data +

(Pr + Pcr ) ⋅ Trx _ u _ control + (PrBs + Pcr ) ⋅ Trx _ Bsdata + (PrBF + Pcr ) ⋅ Trx _ data +

.(5.26)

Pidle ⋅ Tidle _ u _ BF
Therefore, the total energy consumption for the cooperative always on MIMO system
can be modelled as a function of the retransmission rate:

 P
E BF _ on =  pBF
1− P
pBF



 E BF _ u + E BF _ s + Esensor



(5.27)

where PpBF is the packet error probability of the cooperative BF system which can be
obtained from [69] and Chapter 2.

5.5.3 Cooperative Low Duty Cycle MIMO System
In this sub-section, we analyse the total energy consumption for the cooperative BF
and SM schemes equipped with the proposed cooperative LPL MAC protocol. The only
modifications on the total energy consumption model are the definition of the control
packets intervals which should be depended on the length of the check interval where the
R and C terms are included and the addition of sleep energy. Also, the idle listening cost

still exists when a node is in listening and waiting states. The transient energy is included
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in the total listening energy cost as explained in Sub-section 3.4.5 and the details are
given in [60].
The total time a node spends during successful control packet transmission in
cooperative low duty cycle MIMO system is given as:
Ttx _ s _ control = rs × (R ⋅ N rts + C ⋅ N cts + N ack )× Ttx _ b .

(5.28)

The total time a node spends during cooperative mechanism transmission at the
transmitting side for both BF and SM schemes in a cooperative low duty cycle MIMO
system is the same as given by (5.14). The total time a node spends during cooperative
mechanism transmission at the receiving side by the SM scheme in a cooperative low
duty cycle MIMO system can be given as:
Ttx _ Br = rs × ( N Br ) × Ttx _ b

Ttx _ col


 max BE


 ∑ TBO + TCCA  

= rs × ( N − 1)×  N data ⋅ Ttx _ b +  BE =1



5







(5.29)

where N Br is the length of broadcast packets at the destination node. TBO, TCCA and BE
are the average back-off duration, the clear channel assessment (CCA) analysis duration
and the back-off exponent value with all the values derived in detail in [24, 44].
The total time a node spends during data packet transmission for both BF and SM
schemes in a cooperative low duty cycle MIMO system is the same as given by (5.15).
Thus, the total time a node spends during successful transmission for the BF scheme
is the same as given in (5.16) and the total time a node spends during successful
transmission for the SM scheme in a cooperative low duty cycle MIMO system can be
obtained as:

Ttx _ s _ SM = Ttx _ s _ BF + Ttx _ Br + Ttx _ col

(5.30)
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and the total time a node spends during unsuccessful transmission is the same as in
(5.17) for cooperative BF scheme and is given as:

Ttx _ u _ SM = Ttx _ s _ SM − (rs × N ack × Ttx _ b )

(5.31)

for the cooperative SM scheme. The total time a node spends during successful and
unsuccessful receptions for both cooperative schemes are the same as in (5.18) to (5.22)
with an addition for the total time of cooperative mechanism reception at the receiving
side by the cooperative SM scheme which is given as:

Trx _ Br = rs × (N − 1) × N Br × Ttx _ b
Trx _ col = rs × (N − 1) × N data × Ttx _ b

(5.32)

.

The total time a node spends idle for successful communication for both cooperative
schemes is given as:

Tidle _ s _ BF = Tifs _ rts + Tifs _ cts + Twfcts + Twfbsdata
Tidle _ s _ SM = Tidle _ s _ BF

(5.33)

and the idle time for unsuccessful communication is given as:

Tidle _ u _ BF = Tidle _ s _ BF + Twfack

(5.34)

Tidle _ u _ SM = Tidle _ s _ SM + Twfack

where Twfcts , Twfbsdata and Twfack are the waiting for the CTS packet period, waiting for the
BSDATA packet period and the waiting period for the ACK packet to arrive. The total
time a node spends for sleeping for successful communication for both cooperative
schemes is given as:

Tsleep _ s _ BF = 1 − Ttx _ s _ BF − Trx _ s _ BF − Tidle _ s _ BF − Tlisten − Tsensor
Tsleep _ s _ SM = 1 − Ttx _ s _ SM − Trx _ s _ SM − Tidle _ s _ SM − Tlisten − Tsensor
and the sleep time for unsuccessful communication is given as:
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(5.35)

Tsleep _ u _ BF = 1 − Ttx _ u _ BF − Trx _ u _ BF − Tidle _ u _ BF − Tlisten
Tsleep _ u _ SM = 1 − Ttx _ u _ SM − Trx _ u _ SM − Tidle _ u _ SM − Tlisten

.

(5.36)

Thus, the total energy consumption for successful cooperative low duty cycle MIMO
system communication can be obtained as:

E BF _ s = (Ppa + Pct ) ⋅ Ttx _ s _ control + (PpaBs + Pct ) ⋅ Ttx _ Bsdata + (PpaBF + Pct ) ⋅ Ttx _ data +

(Pr + Pcr ) ⋅ Trx _ s _ control + (PrBs + Pcr ) ⋅ Trx _ Bsdata + (PrBF + Pcr ) ⋅ Trx _ data +

(5.37)

Pidle ⋅ Tidle _ s _ BF + Psleep ⋅ Tsleep _ s _ BF + Elisten
and
E SM _ s = (Ppa + Pct )⋅ Ttx _ s _ control + (PpaBs + Pct )⋅ Ttx _ Bsdata + (PpaBF + Pct )⋅ Ttx _ data +

(P

paBr

+ Pct )⋅ Ttx _ Br + (PpaBr + Pct )⋅ Ttx _ col + (Pr + Pcr ) ⋅ Trx _ s _ control +

(5.38)

(PrBs + Pcr ) ⋅ Trx _ Bsdata + (PrSM + Pcr ) ⋅ Trx _ data + Pidle ⋅ Tidle _ s _ SM +
Psleep ⋅ Tsleep _ s _ SM + Elisten

and the total energy consumption for unsuccessful cooperative low duty cycle MIMO
system communication can be obtained as:

E BF _ u = (Ppa + Pct ) ⋅ Ttx _ u _ control + (PpaBs + Pct ) ⋅ Ttx _ Bsdata + (PpaBF + Pct ) ⋅ Ttx _ data +

(Pr + Pcr ) ⋅ Trx _ u _ control + (PrBs + Pcr ) ⋅ Trx _ Bsdata + (PrBF + Pcr ) ⋅ Trx _ data +

(5.39)

Pidle ⋅ Tidle _ u _ BF + Psleep ⋅ Tsleep _ u _ BF + Elisten
and

E SM _ u = (Ppa + Pct ) ⋅ Ttx _ u _ control + (PpaBs + Pct ) ⋅ Ttx _ Bsdata + (PpaBF + Pct ) ⋅ Ttx _ data +

(P

paBr

+ Pct ) ⋅ Ttx _ Br + (PpaBr + Pct ) ⋅ Ttx _ col + (Pr + Pcr ) ⋅ Trx _ u _ control +

(PrBs + Pcr ) ⋅ Trx _ Bsdata + (PrSM

+ Pcr ) ⋅ Trx _ data + Pidle ⋅ Tidle _ u _ SM +

. (5.40)

Psleep ⋅ Tsleep _ u _ SM + Elisten
Therefore, the total energy consumption for the cooperative low duty cycle MIMO
system can be modelled as a function of the retransmission rate:
 PpBF
EBF = 
1 − P
pBF



 EBF _ u + EBF _ s + Esensor



(5.41)
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 PpSM
E SM = 
1 − P
pSM



 E SM _ u + E SM _ s + E sensor



(5.42)

where PpBF and PpSM are the packet error probability of the cooperative BF and SM
systems respectively which can be obtained from [69] and Chapter 2.

5.6

Packet Latency Performance Model

In addition to the delay incurred as calculated and analysed in Chapter 4 for CMACON
for both BF and SM cooperative schemes, the cyclic RTS-CTS transmission scheme
periods which are calculated in (5.1) are included. Also, the IFS periods for both RTS
and CTS packet transmissions as calculated in (5.2) are included.

5.7

Performance Results and Discussion

All the important parameters for energy consumption modelling are listed in Table 4.1
[5, 12] and Tables 3.1 and 3.2 [60-61] with the times taken to transmit and receive 1 bit,
Trx_b and Ttx_b fixed at 4 µs corresponding to the bit rate of the system. The values of the

system parameters used in Figures 5.12 and 5.13 for latency analysis are as follows: Trts
= 0.52 ms, Tcts = 0.44 ms, Tack = 0.432 ms, TBs = 4.528 ms, TBr = 0.432 ms,

Tdata =

4.096 ms, Tcol = 32.8 ms, and Twfack for SM scheme = 70 ms [12] and Twfack for
BF scheme = 0.864 ms [24].
We can see in Figure 5.3 that both CMAC and CMACON outperform B-MAC and that
the CMACBF is more energy efficient than CMACSM with two transmitting nodes for all
the sampling periods. If we let the sampling period be long enough, the performance
difference between CMAC and B-MAC should be reduced at the same check interval.
Thus, we can deduce that CMAC is more energy efficient than B-MAC at shorter
sampling periods which makes CMAC more practical for applications with frequent
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sampling periods. As shown in Figure 5.4, B-MAC has the optimal check interval at 5
ms for the 5 minutes sampling period. We can expect that the optimal check interval gets
higher when the sampling period gets higher. As measured at 10 minutes sampling
period, the optimal check interval is 7 ms with 2 ms increases. The same observation is
applied for CMAC as shown in Figure 5.5. Furthermore from Figure 5.4, we can observe
that below 3 ms, both B-MAC and CMAC suffer higher transient energy which puts the
lower bound or lower constraint on the operating check interval. Clearly, above 7 ms,
CMAC outperforms both CMACON and B-MAC. B-MAC may suffer from higher
transmission power due to a longer preamble packet as the check interval gets higher.
Interestingly, CMACSM has the same optimal check interval with CMACBF for various
sampling periods as shown in Figure 5.5.
Figure 5.6 shows the impact of M on the energy consumption of CMAC and
CMACON. We can observe that the increase of energy consumption is small as M
increases even when we increase M from 2 to 10 nodes. As long as the nodes are
operating within an optimal range during cooperative communication [6], the small
circuit energy can be tolerated in a cooperative low duty cycle MIMO system. The
impact of N is shown in Figure 5.7. As we observed earlier, increasing M does not have a
significant impact on the total energy consumption for both schemes. Interestingly, we
also observe that N does not have a significant impact on the total energy consumption.
Therefore, as long as we can tolerate a little increase of circuit energy by increasing the
number of M and N, then we can choose to use either the BF or SM scheme in a
cooperative low duty cycle MIMO system. However, the optimal choice is still to use
CMACBF and to set M = 2 and this result agrees with the previous results in [69] and in
Chapter 4. On the other hand, when we consider high-speed WSNs, obviously CMACSM
is the optimal choice.
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Figure 5.3.
Total energy consumption vs. transmission power of various MAC protocols with
M = 2 and N = 1 (Cooperative BF) and M = N = 2 (Cooperative SM) for 5-min and 10-min sample
periods.

Total Energy Consumption, E in mJ/s at Pt=50mW

20

18

BMAC
5-min sample period

16

BMAC
10-min sample period

14

12

CMACBF
5-min sample period

10

CMAC ON
5-min sample period
CMAC ON

8

10-min sample period

6

CMAC BF & CMAC SM
10-min sample period

CMAC SM
5-min sample period

4

2

0
0

10

20

30

40

50

60

70

80

90

100

Check Interval (ms)

Figure 5.4.
Total energy consumption vs. check interval of various MAC protocols with M = 2 and
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Total energy consumption vs. check interval of CMAC protocols for various N
(Cooperative SM) with fixed M = 2 for all cooperative schemes.
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Total energy consumption vs. transmission power for various imperfect synchronisation
cooperative schemes with M = 2 and N = 1 (Cooperative BF) and M = N = 2 (Cooperative SM).
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Figure 5.8 shows the CMACBF outperforms the other schemes below 0.8Tb at
common transmission power above 40mW. Figure 5.9 shows the CMACSM suffers the
timing error effect at above 0.9Tb where SISOON outperforms CMACBF. Also we observe
that B-MAC outperforms both CMACBF and CMACON utilising the BF scheme with
0.9Tb at a lower check interval below 200ms. A closer look at all the cooperative MAC
schemes is shown in Figure 5.10 where the jitter difference is varied from 0Tb to 0.8Tb.
CMACBF experiences 1.3mJ/s increases between 0Tb and 0.8Tb. The increase is still
small when we compare it to CMACSM and CMACON utilising the BF scheme with
4.6mJ/s and 3.5mJ/s increases, respectively.
The impact of the number of cooperative receiving nodes, N, in the cooperative SM
scheme is shown in Figure 5.11. We can reduce the energy cost from 4.6mJ/s increase to
0.2mJ/s increase when N = 6. As N gets higher, the circuit energy gets higher and thus
the total energy consumption also gets higher. However, we can tolerate the small circuit
energy at higher jitter differences as shown since CMACON utilising the BF scheme with
N = 20 at 0.8Tb has lower energy than CMACON utilising the BF scheme with N = 2 at

0.8Tb. From all the observations, we suggest that CMACBF is the optimal choice below
0.9Tb jitter difference.
As shown in Figures 5.12 and 5.13, B-MAC enjoys lower packet latency and
outperforms the other schemes even when the diversity gain of the cooperative SM
scheme is increased. CMACON utilising the BF scheme outperforms B-MAC when the
transmission power is higher than 50mW below 0.4Tb. CMACBF with 0Tb suffers a
slightly higher delay compared to B-MAC when the transmission power is 50mW. In
order to maintain lower latency, as low as 50 ms, CMACBF must operate below 0.6Tb
jitter difference.
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Figure 5.9.
Total energy consumption vs. check interval for various imperfect synchronisation
cooperative schemes with M = 2 and N = 1 (Cooperative BF) and M = N = 2 (Cooperative SM) at clock
jitter = 0.9Tb.
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Figure 5.10.
Total energy consumption vs. check interval for various imperfect synchronisation
schemes with M = 2 and N = 1 (Cooperative BF) and M = N = 2 (Cooperative SM) with clock jitter ≤
0.8Tb.
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Figure 5.11.
Total energy consumption vs. check interval for various imperfect synchronisation
schemes with M = 2 and N = 1 (Cooperative BF) and with M = 2 and various N = 2, 6, 10, and 20
(Cooperative SM) with clock jitter ≤ 0.8Tb.
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Figure 5.12.
Packet latency vs. transmission power of various imperfect synchronisation schemes
with M = 2 and N = 1 (Cooperative BF) and M = N = 2 (Cooperative SM) for 0Tb, 0.3Tb, 0.6Tb and 0.9Tb.
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Figure 5.13.
Packet latency vs. transmission power of various imperfect synchronisation schemes
with M = 2 and N = 1 (Cooperative BF) and with M = 2 and various N = 2, 4, and 10 (Cooperative SM)
for 0Tb, 0.4Tb and 0.8Tb.

5.8

Conclusions

This chapter proposed a new cooperative LPL MAC protocol (CMAC) for two
cooperative MIMO schemes: optimal Beamforming (CMACBF) and Spatial Multiplexing
(CMACSM). We developed analytical models to evaluate total energy consumption and
packet latency for both schemes with perfect and imperfect synchronisation scenarios.
We show that the new cooperative MAC with the optimal Beamforming scheme
(CMACBF) outperforms the other cooperative and SISO schemes in terms of total energy
consumption with the number of cooperating nodes set to M = 2. In order to achieve both
lower energy and lower latency, CMACBF must operate at M = 2 and with the clock jitter
difference below 0.6Tb. These results can be used to assist with the design of CMAC for
multi-hop communication. Moreover, the trade-off relationship between energy efficient
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operation and latency can be utilised to find the optimal number of hops and the optimal
number of cooperative nodes that should be involved in the transmission.
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Chapter 6

Conclusions
6.1

Optimal Cooperative MIMO Scheme in Wireless Sensor
Networks

We have examined the state-of-the-art of traditional MIMO systems and explored
various practical cooperative MIMO systems, namely Beamforming (BF), STBC and
SM schemes in conjunction with error performance evaluation and comparative
literature. Both cooperative BF and STBC schemes utilise the MISO concept while the
SM scheme utilises the MIMO concept. From our research we conclude that the
cooperative MISO BF is the most promising scheme to be implemented in WSNs due to
the lowest error performance among the others with the same diversity gain. Also,
cooperative MISO BF outperforms other cooperative schemes in imperfect
synchronisation scenarios. On the other hand, the cooperative MIMO SM is more
practical in terms of lower error performance and tolerance to clock jitter error when its
diversity gain is higher than the others. We conclude that the cooperative MIMO SM is
the best candidate for future high-speed WSNs where the scheme provides a higher
spatial rate as M grows.
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Furthermore we have compared the major three schemes in terms of total energy
consumption which includes three major energy costs namely: transmission energy,
circuit energy and cooperative mechanism establishment energy for each sensor node in
WSNs. The analytical models of BER and PER are used to estimate retransmission rates
and hence evaluate total energy consumption and packet latency of the cooperative
MIMO systems.
We conclude that the SISO scheme is more energy efficient and has a lower latency
at higher regions of transmission power while the three cooperative MIMO schemes are
more energy efficient and outperform the SISO scheme at lower regions. Clearly, at
higher transmission power regions, the SISO scheme enjoys lower transceiver circuit
energy consumption and no energy cost at all for establishing cooperative mechanism
compared with the cooperative MIMO schemes. Equivalently, we can say that at higher
transmission power regions, the energy cost of cooperative mechanism establishment
becomes dominant. These results provide constraints knowledge on the optimal
transmission power or equivalently the optimal distance that should be used when
implementing cooperative MIMO transmission in WSNs.
In the lower transmission power region, the cooperative optimal BF scheme
outperforms both the cooperative SM and STBC schemes in terms of energy efficiency
and packet latency for both perfect and imperfect transmitting nodes synchronisation
scenarios. The cooperative optimal BF scheme outperforms cooperative SM with higher
diversity gain. We can conclude that the cooperative SM scheme suffers from higher
circuit and cooperative mechanism establishment energies at both the transmitting and
receiving sides. We conclude and suggest that the cooperative BF scheme with M = 2
nodes is the optimal energy efficient cooperative MIMO system with lowest packet
latency when operating below 0.4Tb clock jitter difference.
129

6.2

Low Duty Cycle MAC Protocol for Cooperative MIMO
System

We have examined various important low duty cycle MAC protocols and the two
most important MAC protocols designed specifically for cooperative MIMO
transmission in conjunction with performance modelling and comparative literature. In
most cases, low duty cycle MAC protocols trade off latency for energy efficient
operation. Also, we have discovered that asynchronous MAC protocols are more
scalable than synchronous MAC protocols.
On the one hand, when sensor nodes join or leave a group or cluster, the MAC
protocol needs to re-synchronise the network over and over in protocols such in
LEACH and S-MAC. Frequent re-synchronisation can lead to higher energy
consumption. The situation becomes more complex when global synchronisation is
required instead of local synchronisation. Thus a balanced requirement must be made
between frequent synchronisation and scalability in synchronous MAC protocol design.
On the other hand, in some cases with asynchronous MAC, higher scalability comes at
the cost of higher transmission energy due to the implementation of a long preamble and
overhearing in protocols such as RF Wake-up and B-MAC. However, the burden of
long preamble transmission is reduced gradually by the introduction of short packet
techniques in such protocols as SpeckMAC and X-MAC. Moreover, it is important to
note that little attention has been paid in literature to increasing link reliability in the
SISO system. The only mechanism that was used is the ACK reply packet in protocols
such as IEEE 802.15.4 MAC and WiseMAC protocols.
The MIMO-LEACH and CMACON protocols provide measures to increase link
reliability and at the same time reduce transmission power by exploiting spatial
diversity gain. On the one hand, MIMO-LEACH employs a duty cycle mechanism
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through TDMA time slots assignments which reduces the total energy consumption.
Furthermore, multi-hop communication between cluster heads is introduced to replace
the direct communication which reduces further the total energy consumption. Also,
collision can be avoided with the distinct time slot assignment to each sensor node. The
benefits come at the cost of higher latency (multi-hop communication). In addition,
scalability issue is not addressed at all.
CMACON is more scalable and does not require pre-selection of cooperating nodes.
CMACON does not suffer from tight synchronisation and overhead of cluster formation.
Also, collision avoidance is provided through RTS-CTS signalling. Moreover, an ACK
mechanism is used as a double measure of link reliability. However, we note that all the
sensor nodes are always on which makes the issues of idle listening and overhearing
still to be addressed. The CMACON protocol should deploy a duty cycle mechanism to
reduce further the total energy consumption. Also, circuit energy must be included to
get a better understanding of the overall energy usage in the network.
In order to address the idle listening and overhearing problems, we have proposed a
new Cooperative LPL MAC protocol (CMAC) for two cooperative MIMO schemes:
optimal Beamforming (CMACBF) and Spatial Multiplexing (CMACSM). We have
developed analytical models to evaluate total energy consumption and packet latency
for both schemes. We have considered both perfect and imperfect synchronisation
scenarios. We have taken into consideration all the related energy costs (transmission,
reception, idle listening, establishing cooperative mechanism, sleep, etc.) in the system
performance modelling. We have applied the models for periodic monitoring
applications.
We conclude that the new cooperative MAC with the optimal Beamforming scheme
(CMACBF) outperforms the other cooperative and SISO schemes in terms of total
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energy consumption with the number of cooperating nodes set to M = 2. In order to
achieve both lower energy and lower latency, CMACBF must operate at M = 2 and with
the clock jitter difference below 0.6Tb. These results can be used to assist with the
design of CMAC for multi-hop communication. Moreover, the trade-off relationship
between energy efficient operation and latency can be utilised to find the optimal
number of hops and the optimal number of cooperating nodes that should be involved in
the transmission.
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