Asymptotic properties of a maximum likelihood estimator with data from a Gaussian process  by Ying, Zhiliang
JOURNAL OF MULTIVARIATE ANALYSIS 36, 280-296 (1991) 
Asymptotic Properties of a Maximum Likelihood 
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Communicated by the Editors 
We consider an estimation problem with observations from a Gaussian process. 
The problem arises from a stochastic process modeling of computer experiments 
proposed recently by Sacks, Schiller, and Welch. By establishing various representa- 
tions and approximations to the corresponding log-likelihood function, we show 
that the maximum likelihood estimator of the identifiable parameter @CT’ is strongly 
consistent and converges weakly (when normalized by &) to a normal random 
variable, whose variance does not depend on the selection of sample points. Some 
extensions to regression models are also obtained. 0 1991 Academic Press, Inc. 
1. INTRODUCTION 
Consider a Gaussian process X(t), t E [0, l] with mean 0 and covariance 
function T(s, t) = c* exp{ -6 1 t - s[ }, where a2 and 8 are positive numbers. 
This process is commonly known as the Ornstein-Uhlenbeck process and 
satisfies Langevin’s equation 
dX(t) = - fN(t) dt + fi CJ dW(t), (1.1) 
where V’(t) denotes the standard Brownian motion process, cf. Ikeda and 
Watanabe [4]. The Ornstein-Uhlenbeck process has been widely used to 
model physical, biological, social, and many other phenomena. It also pos- 
sesses many useful mathematical properties that make analysis relatively 
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easy. In particular, it can be derived from (1.1) and It8’s formula that for 
any s< t, 
x(r)=e-e(‘-~,x(s)+~aS:eR”-.‘dW(u). (1.2) 
This integral representation shows that X is a Markov process, i.e., for s < t 
and for any x, P{X(t)<x 1 X(u), u<s}=P{X(t)<x 1 X(s)}. In fact, it 
follows from (1.2) that A’(t) -e- ‘(‘-‘)X(s) is independent of X(U), u <s. 
Another interesting fact for X is that the induced measures corresponding 
to (0, a’) and (e,, a:) are absolutely continuous if and only if do2 = 8,0:, 
cf. Ibragimov and Rozanov [3]. Thus as long as 00~ = 8,crf, (0, a’) and 
(0,, 0:) are not distinguishable with certainty from the sample path X(t), 
tE [O, 11. 
The purpose of this paper is to study large sample properties of maxi- 
mum likelihood estimators of 8 and c?. Our motivation stems from a 
stochastic process modeling procedure of computer experiments discussed 
in Sacks, Schiller, and Welch [S] and Sacks, Welch, Mitchell, and Wynn 
[6], and applied successfully to engineering design and analysis in Welch 
et al. [9] and Yu et al. [lo]. Suppose that S is the set of all possible inputs 
(we shall call them design points) for which experiments may be conducted. 
Let Y(s) represent the computer response if an experiment is run at s E S. 
Suppose n experiments have been conducted at sl, . . . . s, and their responses 
ml), .-., Y(s,) are observed. A main problem is to characterize the 
behavior of Y and to predict the responses Y(s), s E S, based only on the 
observed responses Y(s,), . . . . Y(s,). This consideration also leads to an 
optimal design problem of how should n points be chosen so that the over- 
all prediction error can be kept at minimum. The approach proposed in 
Sacks, Schiller, and Welch [S] and reviewed in Sacks, Welch, Mitchell, 
and Wynn [6] is to model Y as a realization of some Gaussian process Z 
superimposed on a regression model a’f, i.e., 
Y(s) = a’fcs, + Z(s), (1.3) 
where the superscript T denotes transposition and where f = (f, , . . . . f,)' is 
the regression function vector. The Gaussian process Z is assumed to have 
mean zero and a parametric covariance function T&s, t) with unknown 
parameter vector y. A crucial difference between the classical linear regres- 
sion model and the model defined by (1.3) is that the error term Z in the 
latter case’ represents a random deviation not due to sample fluctuation, 
whereas the random errors in the former case are assumed to be due to 
sampling and are therefore independent. For simplicity, let the regression 
function vanish. Let V, = (Ty(Si, Sj))i<i,j<n, U&S)= (Ty(Si, s))I&~<~ and 
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Y=(y~(si~)l<i<n* Then the best unbiased predictor of Y(s) becomes 
Y(s) = Y~V;$,(S) with mean squared prediction error E( Y(s) - Y(s))* = 
ry(s, s)-~,(s)~ V;%,(s). Sacks, Schiller, and Welch [S] and Sacks, Welch, 
Mitchell, and Wynn [6] considered minimization of integrated mean 
squared prediction error IMSPE(s,, ..,, s,,, y) = ls E( Y(s) - Y(s))* &s), 
where the measure 7t was chosen as the uniform probability measure on S. 
The optimal design problem is then to choose the inputs si, . . . . s, so that 
the IMSPE is minimized. Both the prediction and the design problems 
involve y. Since y is unknown, they proposed to replace it in the best linear 
predictor r’ by its maximum likelihood estimator based on the observed 
responses Y(s,), i= 1, . . . . n. The same ideas can be applied if multi-stage 
sequential procedures are used. For example, in a two-stage design, one 
can estimate y using samples from the first stage and then use the resulting 
estimator as the true parameter to optimize the second stage design. In 
general, the maximum likelihood estimator of y is rather difficult to 
analyze, due mainly to the fact that the Y(si) are usually highly correlated. 
However, the Ornstein-Uhlenbeck process X defined by (1.1) is less 
formidable since one can exploit its Markovian structure. 
The maximum likelihood estimation procedure for the Omstein- 
Uhlenbeck process Xcan be described as follows. Suppose n points t,, . . . . t, 
in [0, l] are chosen and responses X(tl), . . . . X(t,) are observed from X 
Without loss of generality, we shall assume 0 6 t, < . . . < t, < 1. The set of 
design points at different stages need not be nested; i.e., we do not assume 
that {t,, . . . . t,} = { tl(n), . . . . t,(n)} c {t,, . . . . t,+ ,}. Let &, and go be the true 
but unknown parameters. Let x = (A’(ti), . . . . X(t,))=. Then V,(& a’) & 
(o*exp{-~ Iti-tjl))l<i,jan is the covariance matrix of x and the 
likelihood function becomes 
L,(O, a*) = (2x)-“I* [det( V,(& a*)] -I/* exp{ -$xT[ V,(e, a*)] -l x}. (1.4) 
Since the induced probability measures with the same t902 are absolutely 
continuous, as we have mentioned earlier, it is not possible to estimate 
both 8, and 0:. To avoid this ambiguity, we shall consider three possible 
solutions: (1) Set g2 = crf in (1.4) with 0: >O being a fixed constant and 
consider the maximum likelihood estimator 0, of 0i = B,,a$a~ that maxi- 
mizes (1.4) with c* = CJ~. (2) Set 8= e2 > 0 and consider the maximum 
likelihood estimator 8: of gt = 0,&/e,. (3) Consider the estimator 8S2 of 
8,o& where 82 and 4 are the maximum likelihood estimators of IJ~ and 8,. 
The usual large sample analysis for the above estimators will be provided 
in this article. In the next section we prove that, with probability one, dl, 
8:, and 8ti2 converge to 8,) a:, and t&a:, respectively. In Section 3 we 
show that & (8,~: - &,a:), & (0,&i - 8&), and & (de2 - 0,&) all 
converge in distribution to N(O,2(0,a~)*), regardless of how the underlying 
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design points {t, , . . . . tn} are chosen. Similar results on models that include 
regression terms are presented in Section 4, where extensions to spatial 
processes are also discussed. 
2. STRONG CONSISTENCY OF THE MAXIMUM LIKELIHOOD ESTIMATORS 
In this section, we establish the strong consistency of the maximum 
likelihood estimators 8,) ai, and &* of tJi , c:, and ai&, as described in 
the previous section. Let L,(0, o*) be defined by (1.4) and define the 
log-likelihood function 
l,(e, 02) = - 2 log L,(8, a*) 
= x*[ V,(6, a*)]-’ x + det( I’,(0, a’)) + n log(27c). (2.1) 
A main obstacle in the analysis of (2.1) is that, as n increases, components 
of the observed sample x = (X(tl), . . . . X(t,))T become highly correlated, 
thus making its covariance matrix V, poorly conditioned. The idea to 
handle this is to use the Markovian property of the Ornstein-Uhlenbeck 
process to obtain an explicit expression for (2.1). Since this explicit form 
will be used repeatedly in this and the next sections, we state it as a lemma. 
LEMMA 1. For the log-likelihood function I, defined by (2.1), we have 
l,(O, ~7’)=-$X*(1~)+ i [X(fk)-e-ecrk-fk-l) 
k=2 
x X(fk- ,)]*/[a*(1 - eC2e(‘k-f~-l))] 
”  . 
+ log 0’ + C log[a*( 1 - e-2B(rk-‘k-‘))] + n log(2n). (2.2) 
k=2 
PrOOf: From (1.2), for k>2, E[x(t,)lx(t,&,)] =e-8(‘k-fk-1)X(fk-l) 
and Var[x(tk)-e- e(‘k-‘k-‘)~(tk-~)I~(tk-~)] =02(1-e-2e(rk-rk-1)). Since 
X is Markovian, the likelihood function can be written as 
(2.3) 
where p(u 1 y) denotes the conditional density function of x( tk) at u, given 
X(tk- r) = y and p(u) denotes the density function of X(t). Since the condi- 
tional mean and variance of p( . I y) have been already calculated, (2.2) 
follows from (2.3) and Anderson [l, p. 361. 
We now state the main result of this section. 
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THFDREM 1. Let 0< a< b < 00 be fixed and let J be either 
(0, 00) x [a, b] or [a, b] x (0, co). Define (0, a2) as a solution of 
Ln(8, 62) = sup Ln(e, a’). (2.4) 
(0,d)~J 
Then, with probability one, (fl, 6’) exists for all large n and 
oe2 + 900; as. (2.5) 
In particular, let a: > 0 and e2 > 0 be predetermined constants and define 8, 
and 8: as solutions of the maximization problems, 
L(&, 0:) = sup L,(R c:, 
e 
and 
~,(e~, a:) = SUP Ln(e2, 2). 
.72 
(2.6) 
Then fi, + e1 & t&,o$o: a.s. and 6: -, ai &$8,o$8, a.s. 
The proof of Theorem 1 hinges on certain approximations to (2.2) at 
(0, c2), which are developed in the following lemmas. 
LEMMA 2. (i) Let B > 0. Then there exist n > 0 and C > 0 such that for 
all 0 < x < B, 
x(l-e-“)P’afj and I(l-e-“)-‘-x-‘-tl~Cx. 
(ii) Let Ai > 0, i = 1, 2, be fixed. Then as x LO, 
l-e-“l” 1 
l-e-bx 2 -T = O(x). 
LEMMA 3. For any constant 6 > 0, there exists an n > 0 such that 
inf 
1x-1~26,x>0 
(x-l-logx)aq. (2.7) 
LEMMA 4. Suppose that for each n, Z, Z,,n, . . . . Z,, are independent and 
identically distributed random variables with mean 0. Suppose also that for 
some t>O andp>O, Eexp(t IZIp) < 00. Then for every a>O, 
SUP Izk,, I = 0W) a.s., (2.8) 
l$k<n 
i zk,, = o(n”2+a) 
k=2 
a.% (2.9) 
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Instead of providing full details, we shall only outline certain key steps 
for the proofs of Lemmas 2-4. Lemma 2 can be proved by first expressing 
each function as a ratio of two analytic functions and then taking Taylor’s 
expansions of the analytic functions at x = 0. Lemma 3 follows immediately 
from the fact that x - 1 -log x is a strictly convex function having a 
unique minimum value 0 at x = 1. The following inequality 
P{ sup IZ,,,I ana} <nexp{ -WE} Eexp{t IZip} 
l<k<n 
(2.10) 
and the Borel-Cantelli lemma imply (2.8) in Lemma 4. Finally, (2.9) can 
be proved by applying an exponential inequality in Lemma 10.2.1 of Chow 
and Teicher [2]. 
Proof of Theorem 1. It suffices to show (2.5) since 8, + 8, and 8: -+ 0: 
are special cases with a = b = cr: and a = b = 8,. To prove (2.5), we shall 
assume J= (0, co) x [a, b]. The proof for J= [a, b] x (0, co) is similar but 
simpler. Moreover, in view of (2.4), (2.5) holds if we can show that there 
exist 0 c d < D < co such that for every E > 0, 
O<e<Ef<02<b Me, Q’)- (~,(~~ z’,> -+ a a.s., (2.11) 
.,. . 
e,Diafg2<b {Z,(& a*)- (L$J, d*)} + ~0 a.s., (2.12) I,. . 
inf 
dCBCD,IBa2-~d21.~,oCo2~b 
(Z,(O, a’) - (Z,(& a’)} + co a.s., (2.13) 
where (&a’) E J can be any nonrandom vector such that &’ = 8,0$ 
To simplify our notation, let A, = tk - tk- , and wk,, = 
[X(tk) - epeodkX(tk- ,)]/[a:( 1 - e2eodk)]1’2, k = 2, . . . . n. By the Markovian 
and Gaussian properties of X, it follows that for each k > 2, Wk..,, is 
independent of {X(tj), j < k - 11. Therefore, { wk.,, 2 < k < n > is an 1.i.d. 
sequence of random variables having the standard normal distribution 
N(0, 1). Since 
= [X(tk)-e-eodkX(tk-,)]2 + [e-eoAk-e-edk]2 X2(tk-,) 
it follows from (2.2) that 
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Zn(tl,u2)= i u t1-e- i 
2Wk 
) w;,,+ i log[a*(l-e-*OAk)] 
k=2 02(1 -e-2SAk) k=2 
+ z, ‘;J;m;‘;e:;;2 Wk- 1) 
n ep@OAk-e-oAk 
+2 c k=2 u*(l -ew2’““) 
X(tk~l)[X(tk)-e~eoAkX(tk-,)] 
+ n log(2rc) + a-2P(t,) + log a*. (2.14) 
We now show (2.11). From Lemma 2(i), uniformly in O< t9 < d and 
a<o*<b, 
X*(tke,)<’ sup X’(t). 
01 rEcO,ll 
(2.15) 
Furthermore, by the Cauchy-Schwarz inequality, 
(2.16) 
By Lemma 2(i) again and similar to (2.15), it can be shown that for some 
M>O, uniformly in O<tl<d and a<ts2<b, 
k=2 
@OAk _ ,+Ak)* &2( 1 _ ,-2eoAk) M n M 
<- c A,..-. (2.17) 4 1 - ,-*eAk)* e2 k=2 e* 
Now Lemma 4 implies that x:=2 ( Wz,, - 1) = o(n112+‘) a.s. for any u > 0. 
Therefore Cz = 2 Wk., * = O(n) a.s., which implies that 
i X2(tk- 1) w:,, = o(n) a-s. (2.18) 
k=2 
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Combining (2.16k(2.18) we have, uniformly in 8 < d and a < c2 < b, 
n e -@oAk-, - @dk 
c k= 2 a2( 1 - eMzBAk) 
X(tk-l)[X(tk)-e-eoAkX(tk-l)] 
as. (2.19) 
In view of (2.15) and (2.19), we also have 
i (e-OoAk - e-aAk)2 X2(tk_ 1) 
k=2 g2(1 -e-‘aAk) 
n e-80Ak _ e-aAk 
+2 c 
k-2 d2(1 -e-28Ak) 
X(tk-l)[X(tk)-e-eoAkX(tk-l)] 
= O(d2) a.s. 
Therefore from (2.14) with 0 and c2 replaced by i7 and d2, 
/Jg, 62)= i 4(1 -e-200Ak)W:, 
k=2 d2(1 -e-28Ak) 
,. 
+ 1 log[d2(1 -e- 2aAk)] + n log(2n) + O(n’/*) 
k=2 
as. (2.20) 
Let R > 0 be any fixed constant. By Lemma 2(ii), uniformly in 6 <R and 
a2 E Ca, bl, 
gi( 1 - ep2’oAk) _ gi( 1 _ e-2eOAk) 
=(n-1) g-1 +e-qrp+y 
( > 
a.s. for every c1 >O, (2.21) 
where the last equality follows from Lemma 4. On the other hand, Lemma 
2(i) implies that for some M> 0, and uniformly in 8 < R and c2 E [a, b], 
i lot3 
o*( 1 - ep20Ak) 
2 i iog(ep4) = (n - 1) i0g(epf). 
d*(l --e-2aAk) k=2 
(2.22) 
k=2 
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In view of (2.15), (2.19k(2.22), and the fact that 0’~ b, we have 
I”(4 a2)- ,,(P;, a’) > (n - 1) [($$-I)-logf]+~O(n’) as. 
(2.23) 
for some y < 1, where the O(nY) term is uniform in 0 <R. Since 
log 6’ =0(0-l) as f3 JO, we can choose p small enough so that for all 
e < p, a&/(2bB) - 1 - log(M/B) 2 q, which implies that with probability 1, 
fn(e,2)-z,(il,a2p~ %+o(n’-1) 
C I 
+m uniformly in 8 < p. 
Thus we get (2.11) by letting d = p. 
Next we prove (2.12). From Lemma 1, 
43, c2) 2 f 10g[a2(1 - e-2edk)] + n 10g(27t) + log 2. (2.24) 
k=2 
From (2.20) and (2.24), for all 0 2 D, 
a2(1-,-2QAk) 
k=2 371 - e--234k) 
-k% z(; -+:;A;; w:, + OW2) 
~ i log a(1 -eP20Ak) 
k=2 571 -e-2y 
a.s. (2.25) 
From Lemma 2(ii), (1 - ePZDdk)/(l - e-284,) = D/g + O(d,) and 
(1 - e-2e0”k)/( 1 - e-28Ak) = f?,,/g + o(&), which together with (2.25) imply 
that 
anlog 
aD 
- - n + O(~Z’/~ + “) 
43, 
a.s., (2.26) 
noting that C2i? = o:O,. Therefore (2.12) holds by choosing D > ai&e/a in 
(2.26). 
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To prove (2.13), we again use (2.20) to get that uniformly in 
(4 d E Cd, 01 x [a, bl, 
+ i log 
g;( 1 - e - 2009 
k=2 571 - @4) + u(n”2) 
6% de0 = -- 
a29 
1 1 W:,, - n log x + U(n112) a.s. 
where the last equality follows by applying Lemma 2(ii). Hence by Lemma 
4, for every o! > 0, with probability 1, 
2 
[ 
4e, inf -- de, 
IO02 - eoc+$ > E a20 
l-log--& n+O(@+a), 1 
which, by Lemma 3, tends to co for every E > 0. From (2.11 k(2.13), (2.5) 
follows. 1 
3. ASYMPTOTIC NORXALITY 
In this section we show that the consistent estimators studied in the pre- 
vious section are in fact asymptotically normal. The results are summarized 
in Theorem 2 below. Note that the asymptotic variances of these limiting 
distributions can be estimated easily. 
THEOREM 2. With the same notation and assumptions as in Theorem 1, 
the estimators are asymptotically normal; in fact, 
Ji (462 - e&j) -5 ~(0, 2(eOa;)2), 
J;; (0, -e,) -5 ~(0,2e:), 
Ji (a; - a:) -5 N(O,24 
(3.1) 
(3.2) 
(3.3) 
Remark. The asymptotic variances of (3.1)-(3.3) do not depend on the 
choice of design points ( t, , . . . . t,}. Therefore, all designs result in the same 
asymptotic accuracy. Asymptotic (1 - a) x 100 % confidence intervals can 
also be constructed. For example, an asymptotic 95 % confidence interval 
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for 9,oi may be taken as 8d2+ 1.96 x&t%‘/& Notice that the ratio 
between the estimator of the product &,a: and the width of its asymptotic 
confidence interval does not depend on the value of &,a~. Thus, for all 
n > 8, t%’ + 1.96 x fi I$?~/$ c (0, co). Confidence intervals for til and cri 
also have this feature. 
Proof of Theorem 2. Since (3.2) and (3.3) are special cases of (3.1), it 
suffices to prove (3.1). As in the proof of Theorem 1, we shall again assume 
that J= (0, co) x [a, 61, since the case of J= [a, b] x (0, co) can be treated 
similarly. Let 
l&e, d) = -$l,(e, a’). (3.4) 
Then (0, a’) satisfies rj(8, d2) = 0. Letting 0 < d< D, we shall approximate 
$(& a*) uniformly in (t9, c*) E Cd, D] x [a, b J. 
From (2.2), recalling that A, = tk - tkel and W,,, = [X(tk)- 
eCeodkX(t,- ,)]/[a:( 1 - e-2804k)] ‘I*, we can write 
where 
km 02) = d(e, 02) + R(e, d), (3.5) 
(3.6) 
_ (e-Wk _ ,-m)* Ake-*@Ak 
(1 -e-2eAk)* 
x2(t 
k 1 
_ ) 
+ f k$2 ,+;‘:t ~(tk-l)[~(tk)-e-eaAk~(tk-l)l 
-- ,“* k$2 (e-eoA;~~~~:~A~~e-2eAk 
x X(tk- l)[X(tk)-e-eoAkX(tk- 1)] 
= R,(e, 02) + R,(e, 02) + R,(e, a*), say. (3.7) 
From Lemma 2(ii) and the finiteness of s~p,,t~,~, IX(t)l, it follows that 
sup IR,(O, n’)I = O(1) a.s. (3.8) 
cede cdm x cd3 
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On the other hand, Lemma 2(i) implies that e-eAk/(l -e-2e4k) = 
(2eLl&1 + O(l), uniformly in 0 E [d, D]. Therefore, 
sup IR2(4 0~11 
(B,02)E Cd,Dl x Co.61 
f: X(tk- ,)[X(fk) - + O,(l)= O,(l), (3.9) 
k=2 
where the last equality follows from 
E f: X(tk--)[X(fk)-e-eadlrX(fk-l)] 
2 
k=2 
Likewise, SU~~~,~Z)~ cd,D, x CO,bl (R,(O, a2)1 = O,(l), which together with 
(3.7~(3.9) implies 
sup IR(R a’)1 = Opt1 ). (3.10) 
(e,o*)E Cd,Dl x Cc&b1 
In view of (3.6), Lemma 2(i) also entails that 
(3.11) 
where G( 8, a2) satisfies sup (e,+[d,Dlx[~,b] lG(~,~2)l=0,(1).Now~2~ Ca,bl 
and by Theorem 1, &Y2 + 8,oz a.s. Therefore, 8 E [&&(2b), 28&/a] for 
all large n. Letting d=O,og(2b) and D=28,o~a, and in view of (3.5), 
(3.10), and (3.11), we obtain 
o=W+(bP)= -e& i w~,,+(~-I)BB~+o,(~) 
k=2 
= -e& k (WE,, - i ) + (n - i )(tW - eoO; j + o,(i 1. 
k=2 
Since WE n 
central limit 
are i.i.d. with mean 1 and variance 2, the classical Lindeberg 
theorem gives 
J;; (W- eoa;) = e,a;n-l'2 n ,c, ( w:,, - 1) + O,(n - 1’2) 
-5 ~(0, 2(eoo;y). 1 
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4. EXTENSIONS TO REGRESSION MODELS AND CONCLUDING REMARKS 
As we mentioned in Section 1, the regression model (1.3) has been used 
in modeling computer experiments by Sacks, Schiller, and Welch [S] and 
Sacks, Welch, Mitchell, and Wynn [6]. There, a weighted least squares 
estimator, which is also the maximum likelihood estimator since Z is a 
Gaussian process, has been used to estimate the p x 1 regression coefficient 
vector /?. The algorithm involves iterations between estimation of j? and 
that of (0, a*), since implementation of one requires the knowledge of 
the other. Moreover, this iterative algorithm computes the maximum 
likelihood estimators. 
Recall that Y(t) = Z(t) + fiTf(t), t E [0, 11. We shall denote y(B) = 
(Y(tl)-BTf(tl), . ..T Y( t,) - /I’fc t,))T. Then the likelihood function becomes 
Ll;‘)(e, CT*, /I) = (2~)~“‘~ [det V,(O, a*)] -‘I2 
xev{-fYTUNU~, ~*)I-‘Y(B)L (4.1) 
where V,,(O, a*)= (u* exp{ -8 Iti- tjl})l,i,j,,, is the covariance matrix, as 
we have defined in Section 1. Let B t RP be the parameter space for p and 
define (8,8*, 8) as a solution that satisfies 
,(Y)((j 82 jf)= ” 9 9 sup Lye 2 p) n 9 3 . (4.2) 
(8,0~,~)E[n.b]x(O,m)xB 
The following theorem provides some asymptotic properties of the 
estimators 0, 8*, and p^, and is an analogue of Theorems 1 and 2. 
THEOREM 3. Suppose that in (1.3), f = (f,, . . . . f,)' in which the fi are 
bounded. Let 8, 6*, and /I? be defined by (4.2). 
(i) Suppose that we choose B to be compact and that 
lim supn _ o. x:=2 Ilf(tk)-f(tk-1)112/4k< o3, where A, again denotes 
tk-tkel. Then, as n+ oo, 
&* + eoag a.s., J;; (&* - eoa;) 5 ~(0, 2(eoa;)*). (4.3) 
(ii) Let G,=Z=2(f(tk)-f(tk-,))(f(tJ-f(t,-l))T/A,. Swpose 
Amin + OD and Ai& = o(l,i”(G,)), where l,,,(A) and &,,,(A) of a 
symmetric matrix A denote its minimum and maximum eigenvalues, respec- 
tively. Suppose B = RP. Then 
Jk @e* - eou;) 3 ~(0,2(e,o;)*), 
G;‘“(@- /q -5 N(o,2e,+,), 
(4.4) 
(4.5) 
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where I, is the p x p identity matrix. Moreover, the left-hand sides of the 
above expressions are asymptotically independent. 
The condition on f in (i) is satisfied if jh 11 f ‘( t)ll’ dt < co. In fact, this 
condition implies that /I cannot be identified in that there exist measures 
which are absolutely continuous with each other but have different fi’s. 
Moreover, the requirement that B be compact is only technical, so as to 
ensure that ljfljl is bounded away from infinity. The boundedness of ll&l 
can be achieved if the matrix G, is better conditioned, as is assumed in (ii). 
In both (i) and (ii), the asymptotic distribution of J&2 remains the same as 
that in Theorem 2. 
Proof of Theorem 3. We shall omit many details in our proof since 
they are similar to the arguments used in the proofs of Theorems 1 
and 2. Denote 1 j;‘)(O, c2, /?) = - 2 log Ll;“(O, cr2, /3) and let I!$( 8, a’) = 
lp’(6, e2, PO), which is the same as /JO, (r2) defined by (2.1) except where 
X(tk) are replaced by Z(t,). Then similar to Lemma 1, we can write 
y(e, 68) = we, 02) + f { i C(B - h)T (f(h) 
k=2 
-e-ekf(tk-,))]2/(1-ee2edk)+f2(tl) 
+2 i (P-h)T (f(tk)-e-ekf(tk-l))(Z(tk) 
k=2 
-e pBkZ(tk-l))/(l -ee-2edk)+2Z(tl) f(tl) 
= lf)(e, a2) + m, 
iT2 
say. (4.6) 
From the assumption lim sup,, _ m %=2 Ilf(tk)-f(tk-l)l12/dk< 03, it can 
then be shown that 
(e ,,SV, B lQ,(ft PII = O,(l). 
* a, x 
(4.7) 
Thus in view of Theorem 1 and its proof we see that &92 + f&o; a.s. From 
(4.6), we also see that 
(4.8) 
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Similar approximations as those in the proof of Theorem 2 can also be 
developed to show that 
Recalling that W,,, are i.i.d. standard normal random variables, it then 
follows from (4.8), (4.9), and the Lindeberg central limit theorem that 
& (W- t!?,o;) -bD N(O,2(8,a32). 
To show (ii), we first obtain from (a/a/I) I !/“(8, e2, 8) = 0 that 
-1 
x [f(tk)-e-Sdkf(tk~1)]T/(1-e-28~k)+f(fl)fT(tl) 
x [z(tk)-e-8dkz(tk_l)]/(l-e+284k)+f(fl)Z(fl) 
=,/m(l +o(l))G,’ 
(4.10) 
where the last equality follows from a similar asymptotic approximation 
argument as in the proof of Theorem 2. Since Gill2 x:=2 (f(tk) - 
f(tk- r)) wk,,/& is N(0, l), it follows from (4.10) that (4.5) holds. From 
(4.6) and (4.5), it can also be shown that 
$ WR d2, a, = aa2 -!- rqe, 62) + O,(l), n (4.11) 
which in conjunction with (4.9) implies (4.4). Finally, we can apply 
orthogonal transformation to { wk,, , k = 2, . . . . n > to get { W;,, k = 2, . . . . n} 
with WL., = G,li2 C[Ic2 
=c;=2 W& 
(f(tk)-f(tk--l)) wk.n/&. Since xi=2 (w$,n-l) 
-l)=c;::(wl,t, - 1) + O,( 1 ), the asymptotic indepen- 
dence between fi and 86’ follows from (4.9) and (4.10). 1 
So far we have only discussed the model with I E [0, 11, in which case 
the Markovian structure of the process was used heavily to study 
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asymptotic properties of the maximum likelihood estimators. This 
Markovian structure is, however, absent in the following two kinds of 
extensions. One is to use Gaussian processes with different covariance 
functions, which may be more appropriate than that being studied. The 
other is the case in which multidimensional inputs have to be considered. 
When inputs are multidimensional, it is clear that spatial processes with 
ZE [0, l]“, q 3 2, should be used to model the responses. For computa- 
tional convenience, a multiplicative covariance function extension has been 
proposed and found to be effective, cf. Sacks, Schiller, and Welch [S] and 
Sacks, Welch, Mitchell, and Wynn [6]. The q-dimensional multiplicative 
covariance function corresponding to the Ornstein-Uhlenbeck process 
(1.1) can be written as 
with 
t= (t1, . ..) t,)T, Sk = (Sl, . ..) Sq)T E [O, l]? 
It is not difficult to show that for q > 2, unlike the one-dimensional case, 
all the parameters o*, Bi, i= 1, . . . . q, are identifiable in the sense that the 
induced measures with different parameter vectors (a*, 8,, . . . . 0,) are 
mutually singular. However, asymptotic analysis for q > 2 is much more 
complicated. Some interesting properties for the maximum likelihood 
estimators have been obtained for certain designs. Research in this direc- 
tion is still underway and the results will be reported elsewhere. 
For smoother response surfaces, it is more appropriate to use a 
quadratic exponential covariance function model with r( t, s) = 
02exp{-8(t-~)2}, or Qt,S)=e*exp{-Cq=, (ti--i)‘}, f=(fi,..., t,), 
s = (Sl) . ..) sq) for q-dimensional case. This is because the corresponding 
process is infinitely differentiable. But also because of this smoothness, the 
covariance matrix of { X(tk), k = 1, . . . . n} becomes more highly correlated 
than that of the Ornstein-Uhlenbeck process. The quadratic exponential 
covariance model and the Ornstein-Uhlenbeck model seem to have very 
different properties. In particular, it is very unlikely that we can have an 
expression like that of Lemma 1 for the log-likelihood function of the 
quadratic exponential model. On the other hand, it can be shown that in 
this case both e2 and 8 are identifiable, although we still do not know 
whether the maximum likelihood estimators are consistent or not. 
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