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Introduction
The aim of this work is to present some recent results on the classification of Artin
Gorenstein by using the inverse system of Macaulay. Furthermore, the study of the inverse
system will alow to introduce the concepts of injective modules, the injective envelope or
the Matlis duality. But a good question would be that why is important to study the
Artinian algebras.
The first example is due to Gauss. Let F(x) ∈ C[x] with degree d. Then the number of
roots of F counted with multiplicity is exactly d. So, if 0 is a root, we have that
F(x) = xrG(x). Then
Mult(0) = r ⇐⇒ G(0) 6= 0 ⇐⇒ r = dimkC[[x]]F(x)
and the last ring is an Artinian ring.
Another example is given by Bezout. Let C1 and C2 be two plane curves of degrees
d1 and d2 and equations F1 and F2 respectively without common components. Then the
number of intersection points is d1d2. Furthermore, if 0 ∈ C1 ∩ C2 then:
I(C1, C2, 0) = dimk
C[[x1, x2]]
(F1, F2)
and again the last ring is an Artinian ring.
Therefore, the classification of Artin algebras is an important problem in mathematics.
To give some historical information, if e is the multiplicity of the ring, we have that it
is known that there are a finite number of isomorphism classes for e ≤ 6. On the other
hand it is proved that if k infinite, there are infinite number of isomorphism classes for
e ≥ 7. Furthermore, the problem of classification is in general very hard. The classification
of Artin algebras with Hilbert function {1, m, n, 1}, even if A is Gorenstein, was an open
problem for a long time.
So, going in detail about the structure of this work, in the first chapter we are going
to study the basic concepts that are needed to begin the study of the Matlis duality. In
addition, we are going to take a look into the structure of Injective modules to give to this
topic an in depth study. In the second chapter it’s time to know all the thing needed about
the Matlis duality to do to the Macaulay’s inverse system a good theoretical basis, as it is
a particular case of this duality.Then, in the third chapter we talk about the inverse system
itself, and we study its properties in detail, especially in the case of the Gorenstein rings
because in the fourth chapter we are going to use this information to finish with the study
of the classification of Artin algebras.
iii

Chapter 1
Preliminaries
1.1 Injective Modules
Let’s begin our work giving the definition of the injective modules and some proper-
ties.
Definition 1.1 (Injective Module). Let R be a unitary commutative ring. A R-module E is
injective if, whenever i is an injection, a dashed arrow exists making the following diagram com-
mutative:
E
0 // A
i
//
f
OO
B
g
__?
?
?
?
Proposition 1.2. Let R be a unitary commutative ring. Then a R-module E is injective if and
only if HomR(·, E) is an exact functor.
Proof. If 0 // A
i // B
p // C // 0 is a short exact sequence, we prove exactness
of 0 // HomR(C, E)
p∗ // HomR(B, E)
i∗ // HomR(A, E) // 0 .
Since HomR(·, E) is a left exact contravariant functor, there’s only left to prove if i∗ is
injective if and only if E is injective. First suppose that i∗ is injective, that is, if
f ∈ HomR(A, E) then there exists g ∈ HomR(B, E) such that f = i∗(g) = gi. In other
words, if the appropriate diagram commutes, which is the one in the definition of injective
module, showing that E is injective.
Conversely, if E is injective, then given f : A → E, there exists g : B → E with
gi = f . Thus, if f ∈ HomR(A, E), then f = gi = i∗(g), so f ∈ Im(i∗), and therefore i∗ is
exhaustive. In conclusion, HomR(·, E) is an exact functor.
Proposition 1.3. If a R-module E is injective, then every short exact sequence splits.
1
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Proof. Take a look at the following diagram:
E
0 // E
i
//
1E
OO
B
q
__?
?
?
?
Since E is injective, there exists q : B → E making the diagram commute, that is, qi = 1E.
Then the splitting lemma gives us the result.
Corollary 1.4. If an injective module E is a submodule of a module M, then E is a direct summand
of M, in other words, there is a complement S with M = S⊕ E.
Proposition 1.5. (i) If (Ek)k∈K is a family of injective R-modules, then ∏k∈K Ek is also a injective
module.
(ii) Every direct summand of an injective R-module is injective.
Proof. (i) Consider the diagram in which E = ∏k∈K Ek.
E
0 // A
i
//
f
OO
B
g
__?
?
?
?
If we write pk : E → Ek the kth projection we have pk ◦ f : A → Ek. Because Ek is
injective, we have that exists a gk : B → Ek with gk ◦ i = pk ◦ f . Now is natural to define
g : B → E by g(b) = (gk(b)). The map g does extend f , because if b = i(a), then we have
that g(i(a)) = (gk(i(a))) = (pk( f (a))) = f (a).
(ii) Assume that E = E1 ⊕ E2 and let i and p the inclusion and the projection into E1.
Consider now the following diagram:
E1
i // E1 ⊕ E2poo
0 // B
j
//
f
OO
C
q
OO


Now, because E1 ⊕ E2 is injective and we have j an inclusion and the map
i ◦ f : B → E1 ⊕ E2, we know that exists a map q : C → E1 ⊕ E2 such that i ◦ f = q ◦ j.
This q will give us the map that we need to see that E1 is injective, because the map will
be p ◦ q : C → E1. Let’s check that this makes the diagram commutative. Let b ∈ B, then
f (b) = p(i( f (b))) = p(q(j(b)) = ((p ◦ q) ◦ j)(b), as we wanted to see, because p ◦ i = 1E1 .
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Corollary 1.6. A finite direct sum of injective R-modules is injective.
Now that we have showed some of the properties of the injective modules, we need to
find an easier way to compute if a module is injective or not in some cases. This criterion
is the following:
Proposition 1.7 (Baer’s criterion). A R-module is injective if and only if every homomorphism
f : I → E, where I is an ideal of R, can be extended to R.
Proof. First, if E is injective, then, as I is a submodule of R, the existence of an extension
g of f is just a particular case. Conversely, consider that we have the following diagram,
where A is a submodule of a R-module B:
E
0 // A
i
//
f
OO
B
For notation convenience, let’s assume that i is the inclusion, so we can write a instead of
i(a) when a ∈ A. To continue with the proof, we’re going to use the Zorn’s Lemma to
X = {(A′, g′)|A ⊂ A′ ⊂ B, g′|A = f }. Note that X 6= ∅ because (A, f ) ∈ X. Now we put
a partial order in X, (A′, g′)  (A′′, g′′), which means that A′ ⊂ A′′ and g′′ extends g′. We
have that the chains in X have an upper bound, because a chain in X yields to a chain of
submodules of B and because of the Noetherianity this will have an upper bound. But if
we have (A′, g′)  (A′, g′′) then the definition of  says that g′ = g′′ in A′ and therefore
we have an upper bound in the whole chain in X.
Now denote the maximal element (A0, g0). If A0 = B we are done, so we can assume
that there is some b ∈ B that is not in A0. Define I = {r ∈ R : rb ∈ A0}, which is clearly
an ideal of R. Now define h : I → E by h(r) = g0(rb). By hypothesis, there is a map h∗
extending h. Finally define A1 = A0+ < b > and g1 : A1 → E by
g1(a0 + br) = g0(a0) + r · h∗(1), where a0 ∈ A0 and r ∈ R.
The problem could be that g1 could not be well define, so let’s show that is not the
case. So let’s take a0 + rb = a′0 + r′b. So (r− r′)b = a′0− a0 ∈ A0, it follows that (r− r′) ∈ I.
Therefore, g0((r− r′)b) and h(r− r′) are defined and we have:
g0(a′0 − a0) = g0((r − r′)b) = h(r − r′) = h∗(r − r′) = (r − r′) · h∗(1). Thus, g0(a′0) −
g0(a0) = r · h∗(1)− r′ · h∗(1) and this shows that g0(a′0) + r′ · h∗(1) = g0(a0) + r · h∗(1), as
desired.
Clearly, g1(a0) = g2(a0) for all a0 ∈ A0, so that the map g1 extends g0. We conclude
that (A0, g0)  (A1, g1), contradicting the maximality of (A0, g0). Therefore, A0 = B, the
map g0 is a lifting of f and then E is injective.
Proposition 1.8. If R is a noetherian ring and (Ek)k∈k is a family of injective R-modules, then⊕
k∈K Ek is an injective R-module.
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Proof. By the Bear criterion, it suffices to complete the diagram
⊕k∈KEk
0 // I
i
//
f
OO
R
q
ccG
G
G
G
G
where I is an ideal of R. If x ∈ ⊕kEk, then x = (ek), where ek ∈ Ek. Define now the
support of x, Supp(x) = {k ∈ K|ek 6= 0}. Since R is noetherian, I is finitely generated,
say I = (a1, . . . , an). As any element in ⊕k∈KEk, each f aj has finite support. Thus, S =⋃n
j=1 Supp( f aj) is a finite set, and so Im f ⊂ ⊕s∈SEs. But we already know that the finite
direct sums are injective. Hence, there is an homomorphism g′ : R → ⊕s∈SEs. Finally,
composing g′ with the inclusion of ⊕s∈SEs into ⊕k∈KEk completes the given diagram.
But until know it’s difficult to compute some examples of injective modules. To do so,
we’re going to recall the concept of divisible modules and with that definition we’re going
to be able to create a way to find injective modules easily.
Definition 1.9 (Divisible Modules). Let M be an R-module over a ring R and let r ∈ R\Z(R)
and m ∈ M. We say that m is divisible by r if there is some m′ ∈ M with m = rm′. In general,
we say that M is a divisible module if for all r ∈ R\Z(R) and for all m ∈ M we have that m is
divisible by r.
Proposition 1.10. Every injective module E is divisible.
Proof. Assume that E is injective. Let e ∈ E and a ∈ R\Z(R), we must find x ∈ E with
e = ax. Define f : (a) → E by f (ra) = rm. Observe that this map is well defined because
a is not a zero divisor. Since E is injective we have the following diagram:
E
0 // (a)
i
//
f
OO
R
f
``@
@
@
@
where f extends f . In particular, m = f (a) = f (a) = a f (1). So, the x that we need is
x = f (1).
Proposition 1.11. Let R be a prinicipal ideal domain and M an R-module. Then we have that M
is divisible if and only if M is injective.
Proof. We are going to use Baer’s criterion. Assume that f : I → E is an homomorphism
where I is a non zero ideal. By hypothesis, I = (a) for some non zero a ∈ I. Since E is
divisible, there is some e ∈ E with f (a) = ae. Define h : R → E by h(s) = se. It is easy to
check that h is an homomorphism, moreover, it extends f . That is, if s = ra ∈ I, we have
that h(s) = h(ra) = rae = r f (a) = f (ra). Therefore, by Baer’s criterion, E is injective.
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1.2 Injective Envelope
To begin with this section, we need first to do some previous results on injective mod-
ules.
Lemma 1.12. Let R be a ring. Then:
(i) For all G abelian groups, HomZ(R, G) is an R-module.
(ii) If G is injective as a Z-module, then HomZ(R, G) is R-injective.
Proof. (i) This statement is clear, because the addition is as usual, and with the multiplica-
tion by elements of R, we define (r f )(x) = f (rx) if r ∈ R and f ∈ HomZ(R, G).
(ii) If we have a monomorphism g : M1 → M2 and a homomorphism f : M1 →
HomZ(R, G), we have to find an extension from M2 to HomZ(R, G). But if we have
that f , we can also define a homomorphism f ′ between M1 and G in the following way,
f ′(m1) = ( f (m1))(1). Is an homomorphism because f is also an homomorphism. So, as
G is injective, we can find an extension of f ′, namely f ′. With this map, we can define
the extension we wanted f (m2) : R → G where f (m2)(r) = f ′(rm2). The way that we
constructed the map assure us that is an homomorphism and that extends f .
This results helps us to prove the following theorem, which will be important in this
section.
Theorem 1.13. Let R be a ring and M an R-module. Then there exists E R-module R-injective
and f : M → E monomorphism. In other words, any module M can be imbedded as a submodule
of an injective module.
Proof. First, as M is a module, we can think it as a abelian group, that is, a Z-module.
So, we know in general that a R-module is a quotient of a free R-module, so in this case
we have that, thought as a Z-module, M ∼= Z(I)/H. But we also know that Z(I) ⊂ Q(I),
so in fact we know that M ⊂ Q(I)/H. But as Q is divisible, we have that also Q(I)/H is
divisible.
In other words, we know that we have M ↪→ G, where G is an injective abelian group.
So, as we saw in the lemma, HomZ(R, G) is an R-injective module. Also, the injection we
saw says that the following sequence is exact: 0 // HomZ(R, M) // HomZ(R, G) .
But if we define the following map, f : M → HomZ(R, M) defined as f (m)(r) =
rm if r ∈ R, we have that this map is an homomorphism an injective. The fact that
is an homomorphism comes by contruction. Also, if f (m)(r) = 0 for all r ∈ R, we
have that f (m)(1) = m = 0 and the injectivity comes from this. So, finally, we have
that 0 // M // HomZ(R, M) // HomZ(R, G) where the last map was already
injective. So, as we knew that HomZ(R, G) is R-injective, we have proves the result.
Definition 1.14 (Proper essential extensions). Let R be a ring and let N ⊂ M be R-modules.
We say that M is an essential extension of N if for any non-zero submodule U of M one has
U ∩ N 6= 0. An essential extension M of N is called proper if N 6= M.
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Proposition 1.15. Let R be a ring. An R-module N is injective if and only if has no proper
essential extensions.
Proof. Let N ⊂ M be an extension. If N is injective, then N is a direct summand of M, as
we saw in corollary 1.4. Let W be the complement of N in M. Then N ∩W = 0 and so, if
the extension is essential, W = 0. It follows that N = M.
Conversely, suppose that N has no proper extensions. As we did in several cases,
to see if N is injective we have to see if given a monomorphism ϕ : U → V and a
homomorphism α : U → N, we can construct β : V → N such that α = β ◦ ϕ. To do so,
consider the pushout diagram:
U
ϕ //
α

V
γ

N
ψ // W
Here ψ is a monomorphism, since ϕ is a monomorphism. Thus we may consider N as a
submodule of W. Using Zorn’s Lemma one shows that there exists a maximal submodule
D ⊂ W such that N ∩ D = 0, and so N may even be considered a submodule of W/D.
Obviously, W/D is an essential extension of N because of the way that we constructed. It
follows that N = W/D, since N has no proper essential extensions, and so W = N ⊕ D.
Let pi : W → N be the projection into the first summand. Then the composition pi ◦ γ :
V → N is an extension of α.
Definition 1.16. Let be R a ring and M an R-module. An injective module E such that M ⊂ E is
an essential extension is called an injective envelope of M. Our notation will be E(M) or ER(M).
The following proposition justifies his name.
Proposition 1.17. Let R be a ring and M an R-module.
(i) M admits an injective hull. Moreover, if M ⊂ I and I is injective, then a maximal essential
extension of M in I is an injective enevelope of M.
(ii) Let E be an injective envelope of M, let I be an injective R-module, and α : M → I a
monomorphism. The there exists a monomorphism ϕ : E → I such that the following diagram is
commutative, where i is the inclusion:
M
i //
α

E
ϕ
~~ ~
~~
~~
~~
I
In other words, the injective envelopes of M are the “minimal” injective modules in which M can
be embedded.
(iii) If E and E′ are injective envelopes of M, then there exists an isomorphism ϕ : E → E′
such that the following diagram commutes:
M
i

i′
  A
AA
AA
AA
E
ϕ // E′
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Proof. (i) We know by theorem 1.13 that we can embed M into an injective module I. Now
consider S to be the set of all essential extensions N with M ⊂ N ⊂ I. Zorn’s Lemma in
this set yields to a maximal essential extension M ⊂ E such that E ⊂ I. We claim that E
has no proper essential extensions and because of proposition 1.15 we can say that E will
be injective and therefore it will be the injective envelope we are looking for.
Indeed, assume that E has a proper essential extension E′. Since I is injective, there
exists ψ : E′ → I extending the inclusion E ⊂ I. Suppose Kerψ = 0; then Imψ ⊂ I is an
essential extension of M (in I) properly containing E, which contradicts the fact that E is
maximal. On the other hand, since ψ extends the inclusion E ⊂ I we have E ∩Kerψ = 0.
But this contradicts with the essentiality of the extension E ⊂ E′. And then we have the
result we were looking for.
(ii) Since I is injective, α can be extended to an homomorphism ψ : E → I. We have
that φ|M = α, and so M ∩ Ker φ = Ker α = 0. Thus, since the extension M ⊂ E is
essential, we even have Ker φ = 0 and therefore φ is a monomorphism. (iii) By (b) there
is a monomorphism φ : E → E′ such that φ|M equals the inclusion M ⊂ E′. Then, as
Imφ ∼= E because of the injectivity, Imφ is also injective and hence a direct summand of
E′. However, since the extension M ⊂ E′ is essential, φ is exhaustive because there can’t
be direct summands different than the total. Therefore, φ is an isomorphism.
Remark 1.18. We can use this proposition to build an injective resolution, E∗(M) of a
module M which for obvious reasons is called the minimal injective resolution of M. To
do it so, we let E0(M) = E(M) and denote the embedding ∂−1. Now suppose that the
injective resolution has been constructed till the i-th step:
0 // E0(M)
∂0 // E1(M)
∂1 // . . . // Ei−1(M) ∂
i−1
// Ei(M)
We define then Ei+1 = E(Coker ∂i−1), and ∂i is defined as the inclusion.
It is clear that any two minimal injective resolutions of M are isomorphic. Moreover, if
I∗ is an injective resolution of M, then, as we have seen, E∗(M) is isomorphic to a direct
summand of I∗.
1.3 Structure of Injective Modules
Now that we have the tools, we will be prove the theorem of structure of injective
modules under the assumption that the ring is Noetherian. In order to do that, let’s do
some results on indecomposable modules.
Definition 1.19 (Indecomposable modules). Let R be a Noetherian ring. We say that an
R-module is decomposable if there exists non-zero modules M1 and M2 of M such that M =
M1 ⊕M2; otherwise, it is indecomposable.
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Lemma 1.20. Let R be a ring, M an R-module and {Mi}i∈I a non-empty family of submodules
of M. Then exists a maximal subfamily such that the sum of its members is direct.
Proof. We have the non-empty set C = {J |J ⊂ I,∑j∈J Mj is direct}, ordered by inclusion.
Then we claim that a chain · · · ⊂ Jk−1 ⊂ Jk ⊂ · · · has as upper bound ∪k Jk. Indeed, if we
have j, j1, . . . , jr all in ∪k Jk and j 6= jl with l ∈ {1, . . . , r} we have that
Mj ∩ (Mj1 ∩ · · · ∩Mjr ) = 0 considering a Jk such that contains j, j1, . . . , jr.
Proposition 1.21. Let R be a Noetherian ring and M an injective R-module. Then M is direct
sum of indecomposable injective R-modules.
Proof. Let {Mi}i∈I be the family of the injective indecomposable submodules of M, which
contains at least 0. Then, by the previous lemma, exists a maximal family {Mj}j∈J such
that its members are in direct sum. Also, as R is Noetherian, we know that the direct
sum of injective modules is injective, so
⊕
j∈J Mj is also injective. Therefore, we have
that it’s a direct summand of M. So, M =
(⊕
j∈J Mj
)
⊕ M′ for some M′ ⊂ M. Our
goal now is to prove that M′ = 0 and to do so we are going to see that if M′ 6= 0 then
M′ contains an indecomposable injective submodule different from 0 that we can add to
{Mj}j∈J . Let’s suppose that M′ 6= 0. Then, we can find a cyclic submodule N ⊂ M′,
N 6= 0. Let C = {M′′ ⊂ M′|M′′ injective, N 6⊂ M′′}. We have that C 6= ∅, because 0 ∈ C.
Now, if · · · ⊂ M′′k−1 ⊂ M′′k ⊂ · · · is a chain of C, then ∪k M′′k is injective and N 6⊂ ∪k M′′k
because N is cyclic. Therefore, we have a maximal element M′′ in C. Then, we have that
M′ = M′′ ⊕ K.
It is left to see that K is indecomposable. If we had K = K′ ⊕ K′′ then
(M′′⊕K′)∩ (M⊕K′′) = M′′ 6⊃ N. So, for example, N 6⊂ M′′⊕K′. But if K′ 6= 0 this would
contradict the maximality of M′′. So, this M′′ is the indecomposable injective submodule
different from 0 that we can add to {Mj}j∈J and therfero the proof is complete.
Now our work is to study which ones are the indecomposable injective modules.
Proposition 1.22. Let be R any ring. The indecomposable injective are the ones of the form
E(R/I) where I is an irreducible ideal of R.
Proof. Let M be an indecomposable injective module. If M = 0 it suffices to take I = R.
So, now if M 6= 0, M contains a cyclic submodule isomorphic to R/I for some ideal I.
Now, as M is indecomposable and injective, M = E(R/I). Let’s check the irreducibility.
If we had I = J1 ∩ J2 and J1/I, J2/I 6= 0, we have that E(J1/I) = E(R/I) and therefore
J1/I ∩ J2/I 6= 0, which is absurd. So I is irreducible.
Conversely, let I an irreducible ideal of R. Then (0) is irreducible of R/I. If we have
E(R/I) = K1 ⊕ K2, K1 ∩ K2 = 0 implies (K1 ∩ R/I) ∩ (K2 ∩ R/I) = 0. But as we said,
(0) is irreducible in R/I, so, for example (K1 ∩ R/I) = 0. If K1 6= 0, this contradicts that
R/I ⊂ E(R/I) is essential. Therefore, E(R/I) is indecomposable.
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Now, if R is Noetherian, every irreducible ideal is a primary ideal. So we have:
Proposition 1.23. Let be R a Noetherian ring. Then:
(i) If I is a irreducible ideal and Rad(I) = p then E(R/I) = E(R/p).
(ii) There exists a bijection between Spec(R) and the classes of isomorphism of indecomposable
injective R-modules given by p←→ E(R/p).
Proof. (i) First, let’s recall that the radical of a primary ideal is prime. We know that having
Rad(I) = p implies that p ∈ AssR(R/I). But this implies that R/p ⊂ R/I ⊂ E(R/I). By
the last proposition, as I is irreducible, we have that E(R/I) is an indecomposable injective
module and therefore E(R/p) = E(R/I).
(ii) Let’s prove first the exhaustivity. If we have an indecomposable injective module,
as we proved in the last proposition, we have that is of the form E(R/I) where I is an
irreducible ideal. So, from the part (i) we have that E(R/I) = E(R/p), where Rad(I) = p,
and then the exhaustivity is proven, as p is the preimage of E(R/I).
Now, if we have p, q ∈ Spec(R) and E(R/p) ∼= E(R/q) given by ϕ, then
ϕ(R/p) ∩ R/q 6= 0. So let’s take x ∈ ϕ(R/p) ∩ R/q such that x 6= 0. As p and q are prime
and ϕ an ismorphism, we have that q = Ann(x) = p and therefore the map is injective.
From the propositions 1.21 and 1.23 we have that all injective module over a noetherian
ring R is a direct sum of injective modules of the form E(R/p) with p ∈ Spec(R). Let’s
study the unicity of this kind of descompositions. To do so we need to recall a theorem:
Theorem 1.24 (Krull-Remak-Schmidt-Azumaya’s Theorem). Let R be a ring. If we have⊕
i∈I Mi ∼=
⊕
j∈J Nj where every Mi and every Nj has its endomorphism ring local, then exists a
bijection σ between I and J such that Mi ∼= Nσ(i) ∀i ∈ I.
Lemma 1.25. Let R be a ring and M 6= 0 a indecomposable injective R-module. Then EndR(M)
is local.
Proof. We have to see that the non bijective endomorphism are an ideal. So, if ϕ ∈
EndR(M) is non bijective, then, for any ψ ∈ EndR(M) ϕψ is non bijective. In addi-
tion, Ker(ϕ) 6= 0 because otherwise ϕ(M) ∼= M and then would be injective. But as M is
indecomposable, we would get ϕ(M) = M and then ϕ would be bijective. So, if we have
ϕ and ψ non bijective, as Ker(ϕ) ⊂ M is essential,we have that
Ker(ϕ+ ψ) ⊃ Ker(ϕ) ∩Ker(ψ) 6= 0., therefore ϕ+ ψ is non bijective.
In conclusion, if we apply propositions 1.21 and 1.23 and use the result of the previous
lemma to apply theorem 1.24 we arrive to the following theorem, that shows the structure
of the injective modules under a Noetherian ring.
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Theorem 1.26 (Injective module’s structure theorem). Let R be a Noetherian ring and I an
injective R-module. Then I is written, up to isomorphism, as:
I =
⊕
p∈Spec(R)
E(R/p)cp
for some cardinals cp, which form a system of invariants of I.
Chapter 2
Matlis Duality
Finally, we want to study what is called the Matlis duality, which says that when R is
a complete Noetherian local ring, there is a categorial antiequivalence between Artinian
and Noetherian R-modules. Let’s begin with the basic definition, the Matlis duality, and
some properties of it:
Definition 2.1. Let (R,m, κ) be a local ring. Given an R-module M we define the Matlis dual
of M as M∨ = HomR(M, E(κ)). With this definition, we can write (−)∨ = HomR(−, E(κ)),
which is a contravariant exact functor from the category of R-modules to itself.
Proposition 2.2. Let (R,m, κ) be a local ring. Then (−)∨ is a faithful functor. Furthermore, if
M is a R-module of finite length, then `(M∨) = `(M). If R is in addition an Artin ring then
`R(ER(k)) = `R(R) < ∞.
Proof. First, observe that (κ)∨ = HomR(κ, E(κ)) ∼= κ. Now, to prove the statement, we
have to show that if M is a nonzero R-module then M∨ is nonzero. So, as M is nonzero,
let’s take a cyclic submodule R/a ↪→ M. Since a ⊂ m as the ring is local, we have the
maps M ←↩ R/a  R/m ∼= κ. But now we can apply the functor (−)∨ to this maps and
we get M∨  (R/a)←↩ κ∨ ∼= κ, implying that M∨ is nonzero.
For M os finite length, we use induction on `(M) to prove `(M) = `(M∨). If `(M) = 1,
then M is a simple R-module and thus M ∼= R/m = κ, because in a local ring the Jacobson
radical and its maximal ideal coincide. Thus `(M∨) ∼= `(κ) = 1. For the general case,
choose a simple submodule S ⊂ M. We apply (−)∨ to the short exact sequence:
0 // S // M // M/S // 0
obtaining
0 // (M/S)∨ // M∨ // S∨ // 0
Since S ∼= κ (as we saw before), we have `(S∨) = 1. Now, by induction, `((M/S)∨) =
`(M/S) = `(M)− 1. We conclude then `(M∨) = `(M).
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Before continuing talking about the Matlis duality, we need some technical results on
the injective envelope that will make some future proofs easier.
Proposition 2.3. Let R be a ring, a an ideal of R and M a R-module annihilated by a. Then, if
E = ER(M):
ER/a(M) = {e ∈ E : ae = 0} = (0 :E a)
Proof. Both M and (0 :E a) are annihilated by a and thus can be thought as R/a-modules.
Clearly M ⊂ (0 :E a) ⊂ E. Since every R/a-submodule of (0 :E a) is also a R-submodule
of E, necessarily (0 :E a is an essential extension on M. So now we need to check if (0 :E a)
is injective. So, we have to check if we can extend the followign diagram of R/a-modules:
(0 :E a)
0 // A
i
//
f
OO
B
g
bbF
F
F
F
F
But as we can think this modules as R-modules, we can replace (0 :E a) by E and, since
E is injective, we can extend the diagram and make the diagram commutative. But this
commutative implies that Im(g) ⊂ (0 :E a) and therefore the original diagram also com-
mutes.
Corollary 2.4. Let (R,m, κ) be a local ring and E = ER(κ). Let a be an ideal of R. Then:
(i) ER/a(κ) = (0 :E a)
(ii) E = ∪tER/mt(κ)
Now it’s time to prove some technical results with the assumtion that we need, the
completeness of the Noetherian local ring.
Lemma 2.5. Let (R,m, κ) be a complete Noetherian local ring and E = ER(κ). Then:
(i) R∨ ∼= E and E∨ ∼= R.
(ii) For every R-module M there is a natural map M→ M∨∨. Under this map, R→ R∨∨ and
E→ E∨∨ are ismorphisms.
Proof. (i) First, it’s clear that R∨ ∼= E, since R∨ = HomR(R, E) and every element ϕ ∈ R∨
can be identified with ϕ(1) ∈ E. Now let’s prove E∨ ∼= R. First, let’s prove it for R
Artinian. Since, in this case, `(E) < ∞, then `(E) = `(R∨) = `(R). So, we have that
`(E) < ∞ and we know that `(E∨) = `(E). We know consider the map θ : R → E∨ =
HomR(E, E) which sends an element r to the morphism “multiplication by r”. Since we’ve
seen `(R) = `(E∨), we only need to see that θ is injective. Suppose then that rE = 0. Then,
as we seen in the previous corollary, ER/(r)(κ) = (0 :E r) = E, and, by the same argument,
`(E) = `(R/(r)). This implies then that `(R) = `(R/(r)), forcing r = 0.
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Now let’s prove the general case, where the R is Noetherian and complete. We consider
the same map θ and we have to prove that is an isomorphism. Let’s write Rt = R/mt
for each t, and let, as we know by the corollary, Et = ERt(κ) = (0 :E m
t). Let ϕ ∈
HomR(E, E) = E∨. It is clear that ϕ(Et) ⊂ Et and thus ϕ ∈ HomRt(Et, Et). If we recall
the definition of nilpotent ideal, which is an ideal I such that exists a number n such that
In = 0, it’s clear that the maximal ideal of Rt is nilpotent by definition of Rt.Then, this fact
plus the fact that Rt is Noetherian says that Rt is Artinian (This fact comes from Artinian
ring theory).
So we’ve proved in this case that ϕ act over Et as multiplication by some (uniquely
determined) element rt ∈ Rt. Also Et ⊂ Et+1 implies that rt = rt+1 +mt/mt+1 for all t. In
consequence, r = (rt)t ∈ Rˆ. But since R is complete, Rˆ = R and we find r ∈ R such that
rt = r+mt. Finally, we claim that ϕ is given my multiplication by r. This follows from the
fact that E = ∪tEt and that ϕ(e) = rte for all e ∈ Et. Moreover, r is niquely determined by
ϕ, and we conclude that θ is bijective.
(ii) First notice that M∨∨ = HomR(HomR(M, E), E) and therefore we can construct a
canonical map γ : M → M∨∨ given by (γ(m))(ϕ) = ϕ(m). What does mean that the
map is natural? This means that if f : M → N is an homomorphism, then the following
diagram is commutative:
M
f //

N

M∨∨
f∨∨
// N∨∨
The commutativity follows from the definitions of γ and f∨∨.
Now it’s turn to prove that γ : R→ R∨∨ is an isomorphism. To do so, we will see that
whis map decomposes as R ∼= E∨ ∼= (R∨)∨, the isomorphisms given in part (i). If r ∈ R,
the map R ∼= E∨ sends r to multiplication by r, mr : E → E. Now the map E∨ ∼= (R∨)∨
sends mr to αr defined by αr(ϕ) = mr(ϕ(1)) = ϕ(r), so αr = γ(r). The case of E is
analogous to this one.
Proposition 2.6. Let (R,m, k) be a complete Noetherian local ring and E = ER(k).
(i) There is a order-reversing bijection ⊥ between the set of R-submodules of E and the set of
ideals of R given by: if M is a submodule of E then (E/M)∨ ∼= M⊥ = (0 :R M), and
(R/I)∨ ∼= I⊥ = (0 :E I) for an ideal I ⊂ R,
(ii) E is an Artinian R-module,
(iii) An R-module is Artinian if and only if it can be embedded in En for some n ∈N.
Proof. (i) Since M ⊂ M⊥⊥ we have to prove that M⊥⊥ ⊂ M. Consider the exact sequence
0 −→ M −→ E pi−→ E/M −→ 0,
dualizing with respect E, we get an injective homomorphism, Lemma 2.5,
0 −→ (E/M)∨ pi∨−→ E∨ θ
−1∼= R.
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Hence every g ∈ (E/M)∨ is mapped to an r ∈ R such that (θ−1 ◦ pi∨)(g) = r, or equiva-
lently g ◦ pi = pi∨(g) = hr = θ(r) where hr : E −→ E is the homothety defined by r. Since
g ◦ pi(M) = g(0) = 0 we get rM = 0, so (E/M)∨ ⊂ M⊥. On the other hand if r ∈ M⊥
then we can consider the map g : E/M −→ E such that g(x) = rx for all x ∈ E. It is
easy to see that (θ−1 ◦ pi∨)(g) = r, so (E/M)∨ θ
−1pi∨∼= M⊥. Let x ∈ E \ M then there is
g ∈ (E/M)∨ such that g(x) 6= 0, Lemma 2.5. From the above isomorphism we deduce
that there is r ∈ M∨ such that rx 6= 0. This shows that M∨∨ ⊂ M and then M = M∨∨.
Let I be an ideal of R. As in the previous case we have I ⊂ I⊥⊥. From the natural
exact sequence
0 −→ I −→ R pi−→ R/I −→ 0,
we get an injective homomorphism, Lemma 2.5,
0 −→ (R/I)∨ pi∨−→ R∨ θ
−1∼= E.
As in the previous case θ−1 ◦pi∨ maps (R/I)∨ to I⊥. Let r ∈ R \ I then there is g ∈ (R/I)∨
such that g(r) 6= 0, Lemma 2.5. Hence x = g(1) ∈ I⊥ and rx 6= 0, i.e. r /∈ (0 :R x). Since
I⊥⊥ =
⋂
x∈I⊥(0 :R x) we get I⊥⊥ ⊂ I and then I = I⊥⊥.
(ii) Since R is Noetherian, by (i) we get that E is Artinian.
(iii) We consider the set X of kernels of all homomorphisms F : M −→ En, for all n ∈ N.
This is a set of submodules of M. Since M is Artin there is a minimal element Ker(F) of X,
where F : M −→ En for some n ∈ N. Assume that Ker(F) 6= 0 and pick 0 6= x ∈ Ker(F).
From Proposition 2.2 there is σ : M −→ E such that σ(x) 6= 0. Let us consider F∗ : M −→
En+1 defined by F∗(y) = (F(y), σ(y)). Since Ker(F∗)  Ker(F) we get a contradiction
with the minimality of Ker(F).
Assume that M is a submodule of En for some integer n. From (ii) we get that M is
an Artin module.
Now we are under the conditions to finally prove the Matlis duality.
Theorem 2.7 (Matlis duality). Let (R,m, κ) be a complete Noetherian local ring, E = ER(κ)
and let M be a R-module. Then:
(i) If M is Noetherian then M∨ is Artinian.
(ii) If M is Artinian then M∨ is Noetherian.
(iii) If M is either Noetherian or Artinian then M∨∨ ∼= M.
Proof. First suppose that M is Noetherian. Choose a presentation of M
Rm // Rn // M // 0
Since (−)∨ is exact, it induces an exact sequence:
0 // M∨ // (Rn)∨ // (Rm)∨
15
Thus M∨ can be seen as a submodule of (Rn)∨ ∼= (R∨)n ∼= En, where the last isomor-
phism is the one we proved in lemma 2.5. Since E is Artinian as we saw in the previous
corollary, so is En and hence also M∨. Applying the functor (−)∨ again we get a commu-
tative diagram:
(Rm)∨∨ // (Rn)∨∨ // M∨∨ // 0 // 0
Rm //
OO
Rn //
OO
M //
OO
0 //
OO
0
OO
whose rows are exact. Since we proved that in this context R → R∨∨ is an isomor-
phism, by the five lemma, M ∼= M∨∨
Now suppose that M is Artinian. We proved that M ↪→ En for some n ∈ N. Since E
is Artinian, so is En/M and thus En/M ↪→ Em for some m ∈N. In consequence, we have
an exact sequence:
0 // M // En // Em
As before, if we apply (−)∨ we have an exact sequence:
(Em)∨ // (En)∨ // M∨ // 0
and M∨ can be seen as a quotient of (En)∨ ∼= (E∨)n ∼= Rn, where the isomorphism
is the one we proved in the lemma 2.5. This implies that M∨ is Noetherian. Finally, we
apply the functor (−)∨ again to obtain another commutative diagram
0 // 0 // M∨∨ // (En)∨∨ // (Em)∨∨
0 //
OO
0 //
OO
M //
OO
En //
OO
Em
OO
And again, we proved that E→ E∨∨ is an isomorphism, so by the five lemma,
M ∼= M∨∨
Let k be an arbitrary field. Let R = k[[x1, . . . xn]] be the ring of the formal series with
maximal ideal max = (x1, · · · , xn) and let S = k[y1, . . . , yn] be a polynomial ring, we l
denote by m = (x1, . . . , xn) the homogeneous maximal ideal of S. We end this section
computing the the injective hull ER(k).
It is well known that R is an S-module with the standard product. On the other
hand, S can be considered as R-module with two linear structures: by derivation and by
contraction.
If char(k) = 0, the R-module structure of S by derivation is defined by
R× S −→ S
(xα, yβ) 7→ xα ◦ yβ =

β!
(β−α)! y
β−α β ≥ α
0, otherwise
where for all α, β ∈Nn, α! = ∏ni=1 αi!
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If char(k) ≥ 0, the R-module structure of S by contraction is defined by:
R× S −→ S
(xα, yβ) 7→ xα ◦ yβ =

yβ−α β ≥ α
0, otherwise
α, β ∈Nn
Proposition 2.8. For any field k there is a R-module homomorphism
σ : (S, der) −→ (S, cont)
yα 7→ α! yα
If char(k) = 0 then σ is an isomorphism of R-modules.
Proof. Enough to prove
σ(xα ◦ yβ) = xασ(yβ)
But this is easy to see:
σ(xα ◦ yβ) = σ
(
β!
(β− α)! y
β−α
)
=
β!
(β− α)! ((β− α)!y
β−α)
= β! yβ−α = xα ◦ σ(yβ)
If char(k) = 0 then the inverse of σ is yα −→ (1/α!)yα
Given a family of polynomials Fj, j ∈ J, we denote by 〈Fj, j ∈ J〉 the submodule of
S generated by Fj, j ∈ J, i.e. the k-vector subspace of S generated by xα ◦ Fj, j ∈ J, and
α ∈Nn.
Example 2.9. If we consider R = k[[x, y]], f = x3 and g = y3, the R-module they generate
is
< x3, y3 >R=< x3, y3, x2, y2, x, y, 1 >k
In the next result we compute the injective hull of the residue field of a power series
ring.
Theorem 2.10. Let R = k[[x1, . . . xn]] be the n-dimensional power series ring over a field k. If k
is of characteristic zero then
ER(k) ∼= (S, der) ∼= (S, cont).
If k is of positive characteristic then
ER(k) ∼= (S, cont).
Proof. We write E = ER(k). From Corollary 2.4 we get
E =
⋃
i≥0
(0 :E maxiR) =
⋃
i≥0
ER/maxiR
(k)
Hence the problem is reduced to the computation of ER/ maxiR
(k) ⊂ E.
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Notice that S≤i−1 := { f ∈ S | deg( f ) ≤ i − 1} ⊂ S is an sub-R-module of S, with
respect to the derivation or contraction structure of S, and that S≤i−1 is annihilated by
maxiR. Hence S≤i−1 is an R/ max
i
R-module. For any characteristic of the ground field k the
extension k ⊂ S≤i−1 := { f ∈ S | deg( f ) ≤ i− 1} is essential. In fact, let 0 6= M ⊂ S≤i−1
be a sub-R/ maxiR-module then it holds 1 ∈ M.
From 1.17 there exists L ∼= ER/ maxiR(k) such that
k ⊂ S≤i−1 ⊂ L ∼= ER/maxiR(k).
Since, Proposition 2.2,
lengthR/ maxiR
(ER/ maxiR
(k)) = lengthR/maxiR
(R/maxiR)
= lengthR/ maxiR
(S≤i−1)
from the last inclusions we get S≤i−1 ∼= ER/ maxiR(k). Hence
ER(k) ∼=
⋃
i≥0
S≤i−1 = S.

Chapter 3
Macaulay Correspondence
From the previous chapters we can recover the classical result of Macaulay, for the
power series ring.
If I ⊂ R is an ideal, then (R/I)∨ is the sub-R-module of S that we already denote by
I⊥, see Proposition 2.6,
I⊥ = {g ∈ S | I ◦ g = 0},
this is the Macaulay’s inverse system of I. Given a sub-R-module M of S then dual M∨ is
an ideal of R that we already denote by (S/M)⊥, see Proposition 2.6,
M⊥ = { f ∈ R | f ◦ g = 0 for all g ∈ M}.
Proposition 3.1. (Macaulay’s duality) Let R = k[[x1, . . . xn]] be the n-dimensional power series
ring over a field k. There is a order-reversing bijection ⊥ between the set of finitely generated
sub-R-submodules of S = k[[y1, . . . yn]] and the set of max-primary ideals of R given by: if M is a
submodule of S then M⊥ = (0 :R M), and I⊥ = (0 :S I) for an ideal I ⊂ R.
Proof. The one-to-one correspondence is a particular case of Proposition 2.6. Theorem 2.7
gives the one-to-one correspondence between finitely generated sub-R-submodules of S
and max-primary ideals of R.
3.1 Gorenstein Rings
In order to understand better the Macaulay correspondence and one of its particular
cases, we need to introduce a new kind of ring, the Gorenstein rings. This part will follow
the work from Iarrovino, see [8] or [9]. So let’s begin with some definitions.
Definition 3.2 (Socle). Let A = R/I be an Artin quotient of R, we denote by n = max /I the
maximal ideal of A.
The socle of A is the colon ideal Soc(A) = 0 :A n, notice that Soc(A) is a k-vector space
subspace of A. We denote by s(A) the socle degree of A, that is the maximum integer j such that
nj 6= 0. Finally, the (Cohen-Macaulay) type of A is t(A) := dimk Soc(A).
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Definition 3.3 (Hilbert Function). The Hilbert function of A = R/I is by definition
HFA(i) = dimk
(
ni
ni+1
)
,
and the multiplicity of A is the integer e(A) := dimk(A) = dimk I⊥. Notice that s(A) is the
last integer such that HFA(i) 6= 0 and that e(A) = ∑si=0 HFA(i).
We denote by S≤i (resp. S<i), i ∈ N, the k-vector space of polynomials of S of degree
less or equal (resp. less) to i, and we consider the following k-vector space
(I⊥)i :=
I⊥ ∩ S≤i + S<i
S<i
.
Proposition 3.4. For all i ≥ 0 it holds
HFA(i) = dimk(I⊥)i.
Proof. Let’s consider the following natural exact sequence of R-modules
0 −→ n
i
ni+1
−→ A
ni+1
−→ A
ni
−→ 0.
Dualizing this sequence we get
0 −→ (I +maxi)⊥ −→ (I +maxi+1)⊥ −→
(
ni
ni+1
)∨
−→ 0
so we get the following sequence of k-vector spaces:(
ni
ni+1
)∨
∼= (I +max
i+1)⊥
(I +maxi)⊥
=
I⊥ ∩ S≤i
I⊥ ∩ S≤i−1
∼= I
⊥ ∩ S≤i + S<i
S<i
.
From Proposition 2.2 we get the claim.
Now that we have some of the background to define the Gorenstein rings, the defini-
tion follows easily:
Definition 3.5. An Artin ring A is Gorenstein if t(A) = 1.
Now let’s make an example in order to illustrate these concepts.
Example 3.6. As always, let’s consider R = k[[x, y]] and S = k[x, y]. We are going to use
◦ =contraction. If we now consider F = y3 + xy + x2, then we can compute the module
generated by this polynomial with respect to ◦. That is < F >=< F, y2 + x, y + x, x, 1 >k.
So, it’s clear that the dimension over k is 5.
Furthermore, we have that AnnR(< F >) = (xy − y3, x2 − xy) = I and then if we
define A = r/I we have that e(A) = 5 and HFA = {1, 2, 1, 1}. Finally, s(A) = 3.
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Proposition 3.7. Let A = R/I be an Artin ring, the following are equivalent:
(i) A is Gorenstein,
(ii) A ∼= EA(k) as R-modules,
(iii) A is injective as A-module.
Proof. Assume (i). Since the extension k = Soc(A) ⊂ A is essential we have the A-module
extensions, Proposition 1.15 (ii),
k = Soc(A) ⊂ A ⊂ EA(k).
so A = EA(k), Proposition 2.2. Since S is an injective R-module, (ii) implies (iii).
Assume that A is injective as A-module. From Proposition 1.17 (ii) we get the A-
module extensions
k ⊂ EA(k) ⊂ A,
from Proposition 2.2 we get (i).
Given an R-module M we denote by µ(M) the minimal number of generators of M.
Proposition 3.8. Let A = R/I be an Artinian local ring. Then
Soc(A)∨ = I
⊥
max ◦I⊥ .
In particular the Cohen-Macaulay type of A is
t(A) = dimk(I⊥/ max ◦I⊥) = µR(I⊥).
Proof. Let’s consider exact sequence of R-modules
0 −→ Soc(A) = (0 :A n) −→ A (x1,··· ,xn)−→ An,
dualizing this sequence we get
(I⊥)n σ−→ I⊥ −→ Soc(A)∨ −→ 0
where σ( f1, · · · , fn) = ∑ni=1 xi ◦ fi. Hence
Soc(A)∨ = I
⊥
(x1, . . . , xn) ◦ I⊥
=
I⊥
max ◦I⊥
Since t(A) = dimk(Soc(A)) = dimk(Soc(A)∨) = µ(I⊥), Proposition 2.2.
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Remark 3.9. To sum up, we began the section talking about the Macaulay correspondence,
that states a bijection between ideals that generate an Artin ring and R-submodules of
S finitely generated. Recall that this correspondence is given by the Macaulay inverse
system, I⊥ = {g ∈ S | I ◦ g = 0}.
Then, with the last result that we have proved, we can study a particular case of this
correspondence, that is the case when µR(I⊥) = 1. The following result will show that
the correspondence sends this cyclic submodules to Artin Gorenstein algebras, showing
the importance of the Gorenstein rings.
Proposition 3.10. Let I be an max-primary ideal of R and given a polynomial F ∈ S of degree
r we denote by >(F) the degree r form of F where r = deg(F). The quotient A = R/I is an
Artin algebra of socle degree s and Cohen-Macaulay type t if and only if I⊥ is generated by t
polynomials F1, · · · , Ft ∈ S such that deg(Fi) = s, i = 1, · · · , t, and >(F1), · · · ,>(Ft) are k-
linear independent forms of degree s. In particular, A = R/I is Gorenstein of socle degree s if and
only if I⊥ is a cyclic R-module generated by a polynomial of degree s.
Proof. Assume that A is an Artin level algebra of socle degree s and Cohen-Macaulay type
t. In particular Soc(A) = ns = maxs +I/I so
Soc(A)∨ = I
⊥
I⊥ ∩ S≤s−1
.
From the last result we get
max ◦I⊥ = I⊥ ∩ S≤s−1.
From this identity we deduce that I∨ is generated by t polynomials F1, · · · , Ft of degree s
and >(F1), · · · ,>(Ft) and k-linear independent.
Assume that I⊥ = 〈F1, · · · , Ft〉 such that deg(Fi) = s, i = 1, · · · , t, and that>(F1), · · · ,>(Ft)
are k-linear independent forms of degree s. Hence F1, · · · , Ft is a minimal system of gen-
erators of I⊥, in particular µR(I⊥) = t and from the last result we have that t is the
Cohen-Macaulay type of A. Furthermore, since deg(Fi) = s, i = 1, · · · , t, we have
max ◦I⊥ = I⊥ ∩ S≤s−1.
From the last result we deduce Soc(A) = ns, i.e. A is Artin level of socle degree s.
Let’s finish this study of the Macaulay correspondence with the definition and some
properties of a quite technical definition, but that will come in handy later on, when we
develop the problem of the classification of Artin Algebras. But first, let’s talk about a well
known construction, the associated graded ring of a ring with respect the maximal ideal.
Definition 3.11 (Associated graded ring). The associated graded ring to A is the standard
graded k-algebra ring
grmA(A) = ⊕i≥0ni/ni+1.
It is well known that if grn(A) is Gorenstein then A is Gorenstein. On the other hand,
if A is Gorenstein then grn(A) is no longer Gorenstein. In order to study the associated
graded ring to A Iarrobino considered the following construction.
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We consider two filtrations on A:
1. mA-adic filtration: {miA}i≥0
2. Löewy: {( 0 :A miA)}i≥0
For a = 0, . . . , s− 1, s = s(A) consider the homogeneous ideals of grmA(A)
C(a) =
⊕
i≥0
C(a)i
where
C(a)i =
(0 A ms+1−a−iA ) ∩miA
(0 A ms+1−a−iA ) ∩mi+1A
⊂ grmA(A)i.
If a ≥ 1 then C(a)i = 0 for all i ≥ s− a+, because s + 1− a− i ≤ 0. So, we can write:
grmA(A) = C(0) ⊃ C(1) ⊃ · · · ⊃ C(s) = 0
Definition 3.12 (Q-decomposition of grmA(A)). For all a = 0, . . . , s − 1 we consider the
grmA(A)-module Q(a) = C(a)/C(a + 1).
Proposition 3.13. If A is Artin Gorenstein then Q(a) is reflexive, that is
Homk(Q(a), k) ≡ Q(a)s−a−i
for i = 0, . . . , s− a. In particular, HFQ(a) is symmetric with respect (s− a)/2.
Proposition 3.14. Let A = R/I Artin Gorenstein with I⊥ =< F >. Then:
(i) Shell decomposition:
HFA =
s−1
∑
a=0
HFQ(a)
(ii) Q(0) = grmA(A)/C(1) is the unique (up to iso) graded Gorenstein quotient of grmA(A)
with socle degree s. Moreover, Q(0) ≡ R/ Ann(Fs).
(iii) grmA(A) is Gorenstein ⇐⇒ HFA is symmetric ⇐⇒ grmA(A) = Q(0)
24 Macaulay Correspondence
Example 3.15. [Shell decomposition] Assume that HF = {1, m, n, 1} is the Hilbert function
of an Artin Gorenstein algebra R/I. The shell decomposition of HF is, s=3:
i 0 1 2 3
HFA 1 m n 1
HFQ(0) 1 n n 1
HFQ(1) 0 m− n 0 0
HFQ(2) 0 0 0 0
Chapter 4
Classification of Artin Algebras
The aim of this chapter is to contribute to the classification of Artin algebras by using
Macaulay’s correspondence.
It is known that there are a finite number of isomorphism classes for e ≤ 6. J. Briançon
(1977) proved this result for n = 2, k = C; G. Mazzola (1980) for k = k¯ and char(k) 6= 2, 3;
finally B. Poonen (2007) proved the finiteness for any k = k¯. On the other hand D. A.
Suprunenko (1956) proved that if k infinite, there are infinite number of isomorphism
classes for e ≥ 7.
The problem of classification is in general very hard. For instance, an open problem
was the classification of Artin algebras with Hilbert function {1, m, n, 1}, even if A is
Gorenstein.
So let’s begin with the basic definitions in order to solve this problem.
Definition 4.1 (Homomorphism of Algebras). Let k be a field and Ai = R/Ii with i = 1, 2 be
two local Artin algebras. Then ϕ : A1 → A2 is an homomorphism of algebras if for all λ ∈ k and
all α, β ∈ A1.
1. ϕ(α+ β) = ϕ(α) + ϕ(β).
2. ϕ(α · β) = ϕ(α) · ϕ(β).
3. ϕ(λ · α) = λ · ϕ(α).
4. ϕ(1) = 1.
Definition 4.2. Autk−alg(R) is the group of local k-algebra isomorphism of R. Given two ideals
I, J ⊂ R, R/I is analytically isomorphic to R/J if and only if there exists ϕ ∈ Autk−alg(R) such
that ϕ(I) = J.
Remark 4.3. Since R is complete ϕ ∈ Autk−alg(R) is determined by
ϕ(xi) ∈ mR
for i = 1, . . . , n, i.e., ϕ acts by substitution of xi by ϕ(xi).
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As we said, we have to have some restrictions over the ring of study to simplify the
problem. But we also have to show the connection between the Macaulay inverse system
and this problem, and that is what we are going to do in the following paragraphs.So,
from now on, we are going to consider k algebraically closed and of characteristic 0.
In this context we have that the derivation induces an exact pairing <,>: R × S −→ k
defined by ( f , g) → ( f ◦ g)(0). Recall that exact means that this map is an epimorphism
and we have also that if < f , g >= 0 ∀g ∈ S⇒ f = 0 and < f , g >= 0 ∀ f ∈ R⇒ g = 0.
Then, since R/I and R⊥ are finitely generated vector spaces, we have that <,> induces
an ismorphism of k-vector spaces, because we already know that it’s epimorphism, and
if we have f1, f2 ∈ R/I with f1 = f2 then f1 − f2 = h ∈ I. So f1 ◦ g− f2 ◦ g = h ◦ g = 0,
as h ∈ I and g ∈ I⊥. In conclusion, this ismorphism gives the ismorphism (R/I)∗ ≡ I⊥
where ()∗ is the dual with respect of the pairing <,>.
Le’ts talk now about some basis. Let’s B = {ei}i=1,...,(n+sn ) be the k-base of R/m
s+1
R
consisting of the standard monomials xα with |α| ≤ s ordered by the deg-lex order with
x1 > · · · > xn.
The dual basis of B with respect to <,> is B∗ = {e∗i }i=1,...,(n+sn ) where
(xα)∗ = 1
α!
xα
Notice that < (xα)∗, xβ >= δα,β.
Let φ an analytic isomorphism of R. We have a commutative diagram of k-vector
spaces
R/ms+1R
φ−→ R/ms+1R
↓ ↓
S≤s
φ∗←− S≤s
where the columns are isomorphisms by <,>. Now, if we consider the basis we have
computed before, B and B∗ we have that M(φ) = M(φ)t are matrices of GLr(k) with
r = dimk(R/ms+1R ).
Let I, J ⊂ R be two ideals of R such that ms+1R ⊂ J, I. Assume that there exists
an analytic isomorphism φ such that φ(I) = J. The the previous commutative diagram
induces the following commutative diagram of k-vector spaces
R/I
φ−→ R/J
↓ ↓
I⊥
φ∗←− J⊥
where the columns are ismorphic again by <,>.
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Then, if we have F ∈ S≤s, we denote as [F]B∗ = (b1, . . . , br) the row vector of F in the
base B∗. We will also denote by AF the Gorenstein Artin algebra associated to F ∈ S≤s,
that is AF = R/ Ann(F).
As R/I and R/J are Gorenstein, we have that we can write R/I = AF and R/J = AG
and we have that φ∗(< G >) =< F >, as I⊥ =< F > and J⊥ =< G >. Therefore, exists
an invertible element u ∈ R such that u ◦ φ∗(G) = F. If we consider u◦ : S≤s → S≤s,
we can write N(u) its associated matrix. Then, all these discussion leads to the following
theorem
Theorem 4.4. Elias-Rossi The Artinian Gorenstein local rings AF and AG of socle degrees s are
isomorphic if and only if there exists φ ∈ Autk−alg(R) and an invertible element u ∈ R such that
[G]B∗M(φ)N(u)t = [F]B∗
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Now with these new theorem we can begin to solve our problem. But we’re going
to introduce a new restriction, we are going to classify the Artin Algebras with HFA =
{1, n, n, 1}. First, we need a auxiliary definition.
Definition 4.5 (Algebra canonically graded). Let A = R/I be an Artin Algebra. We say that
A is canonically graded if and only if grmA(A) ∼= A
Remark 4.6. We consider a homogeneous form F3 ∈ P = K[y1, . . . , yn] of degree three. We
write F3 in the dual basis E∗
F3 = ∑
|i|=3
αi
1
i!
yi.
F3 is non degenerate if and only if the K-vector space generated by all the derivatives of
order two has dimension n, that is
〈∂iF3 : |i| = 2〉K = P1.
This condition can be formulated in terms of the rank of a matrix, say ∆F3 , given by the
coefficients of the linear forms ∂iF3, |i| = 2. The matrix ∆F3 has size n× (n+12 ) with entries
in the α′is ∈ K. We label the rows by j = 1, . . . , n, and the columns by i ∈ Nn, |i| = 2. We
have
(∆F3)j,i = αi+δj
where δj is the n-uple with 0-entries but 1 in position j, hence i+ δj = (i1, . . . , ij + 1, . . . , in).
In fact we have
∂iF3 = ∑
|p|=3
αp yp−i =
n
∑
j=1
αi+δj yj.
Hence F3 is non degenerate if and only if rk(∆F3) = n.
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Theorem 4.7 (Elias-Rossi). Let A be an Artinian Gorenstein local K-algebra with Hilbert func-
tion {1, n, n, 1}. Then A is canonically graded.
Proof. Let A = R/I with R = K[[x1, . . . , xn]] and let F = F0 + F1 + F2 + F3 be a polynomial
of P = K[y1, . . . , yn] of degree three such that I = AnnR(F) (Fi denotes the homogeneous
components of degree i). Since HFA is symmetric, then G = grm(A) is Gorenstein, in
particular G = Q(0) ' R/AnnR(F3) = AF3 and rk(∆F3) = n being F3 non degenerate for
the Hilbert function {1, n, n, 1}. By the admissibility of F3 we deduce that P≤1 ⊆ 〈F2 + F3〉R.
Hence we may assume F = F3 + F2, that is
I⊥ = 〈F〉R = 〈F2 + F3〉R.
So we have to prove that, however we fix F2, there exists an automorphism ϕ of R/M4
which induces
AF3 ' AF2+F3 .
Let ϕ be an automorphism of R/M4 with the identity as Jacobian defined as follows
ϕ(xj) = xj + ∑
|i|=2
aji x
i
for j = 1, . . . , n. We prove that there exists a = (a1i , |i| = 2; · · · ; ani , |i| = 2) ∈ Kn(
n+1
2 ), the
row vector of the coefficients defining ϕ, such that
[F3]E∗M(ϕ) = [F2 + F3]E∗ . (4.1)
The matrix associated to ϕ, say M(ϕ), is an element of Glr(K), r = (n+34 ), with respect to
the basis E of R/M4, hence
M(ϕ) =

1 0 0 0
0 In 0 0
0 D I
(n+12 )
0
0 0 B I
(n+23 )

where for all t ≥ 1, It denotes the t× t identity matrix. The first block column corresponds
to the image ϕ(1) = 1; the second block column corresponds to the image of ϕ(xi),
i = 1, . . . , n; the third block column corresponds to the image of ϕ(xi) such that |i| = 2;
and finally the last block column corresponds to the image of ϕ(xi) such that |i| = 3, i.e.
the identity matrix.
Hence D is the (n+12 )× n matrix defined by the coefficients of the degree two monomi-
als of ϕ(xi), i = 1, . . . , n and B is the (
n+2
3 )× (n+12 ) matrix defined by the coefficients of the
degree three monomials appearing in ϕ(xi), |i| = 2. It is clear that M(ϕ) is determined by
D, and the entries of B are linear forms in the variables aji , with |i| = 2, j = 1, · · · , n. Let
F2 = ∑
|i|=2
βi
1
i!
yi and F3 = ∑
|i|=3
αi
1
i!
yi.
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Hence (4.1) is equivalent to the following equality
[αi]B = [βi].
Then we get a system of (n+12 ) equations which are bi-homogeneous polynomials in the
{αi} and a ∈ K n(
n+1
2 ) of bi-degree (1, 1). Then there exists a matrix MF3 of size (
n+1
2 ) ×
n(n+12 ) and entries in the {αi}′s such that
t([αi]B) = MF3
ta
where ta denotes the transpose of the row-vector a. We have to prove that the following
linear system in (n+12 ) equations and the n(
n+1
2 ) indeterminates a = (a
1
i , · · · ; ani )
MF3
ta = t[βi]
is compatible. The result follows if we show that rk(MF3) is maximal, i.e. rk(MF3) = (
n+1
2 ).
Claim. The matrix MF3 has the following upper-diagonal structure
MF3 =

M1F3 ∗ · · · ∗ ∗
0 M2F3 · · · ∗ ∗
...
...
...
...
...
0 0 0 Mn−1F3 ∗
0 0 0 0 MnF3

where MlF3 is a (n− l + 1)× (
n+1
2 ) matrix, l = 1, · · · , n, such that:
(i) 1-st row of M1F3 = 2 times the 1-st row of ∆F3 ,
t-th row of M1F3 = t-th row of ∆F3 , t = 2, · · · , n.
(ii) 1-st row of MlF3 = 2 times the l-st row of ∆F3 , for l = 2, · · · , n,
t-th row of MlF3 = (l + t− 1)-th row of ∆F3 , for t = 2, · · · , n− l + 1, l = 2, · · · , n,
where ∆F3 is the matrix defined in Remark 4.6 of the coefficients of the second derivatives
of F3.
Proof of the Claim. Let us recall that the entries of the columns of B are the coefficients
of the degree three monomials of the support of ϕ(xi), |i| = 2. Hence the entries of the
ali−th column of MF3 are the coefficients of the terms of degree three in the support of F3
which appear in ϕ(xi) with coefficient ali . Given integers 1 ≤ l ≤ j ≤ n let us compute
ϕ(xl xj). If l 6= j then
ϕ(xl xj) = xl xj + ∑
|i|=2
aji x
ixl + ∑
|i|=2
ali x
ixj + terms of degree 4.
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Since xixj = x
i+δj and j > l we get
(MF3)δl+δj ,ali
= αi+δj
and
(MF3)δl+δj ,aji
= αi+δl .
If j = l then
ϕ(x2l ) = x
2
l + 2 ∑
|i|=2
ali x
ixl + terms of degree 4.
so
(MF3)2δl ,ali
= 2αi+δl .
Hence the row (δl + δj)-th of MF3 , j > l, can be split in two non-zero subsets of entries.
The first subset, with respect to the lex ordering, corresponds to the columns ali , |i| = 2,
with entries αi+δj , the second subset of entries corresponds to the column a
j
i with entries
αi+δl . From these facts we get the upper-diagonal block structure of MF3 . In particular, if
we fix l = 1, . . . , n, the matrices MlF3 , l = 1, . . . , n appearing in the claim are determined
by the columns ali and the rows δl + δj with l ≤ j ≤ n ((n− j + 1)-rows) and
(MlF3)δl+δj ,ali
= αi+δj if l > j ; (M
l
F3)δl+δj ,ali
= 2αi+δj if l = j
By Remark 4.6 (4.6) we get
(MlF3)δl+δj ,ali
= (∆F3)j,i if l > j ; (M
l
F3)δl+δj ,ali
= 2(∆F3)j,i if l = j
as claimed.
Now we prove that
rk(MF3) =
(
n + 1
2
)
.
Since F3 is non degenerate, by Remark 4.6 we have rank(∆F3) = n. Now M
l
F3
for l = 1, . . . , n
is a matrix of size n − l + 1× (n+12 ) obtained by ∆F3 by deleting the first l rows. Hence
rk(MlF3) = n− l + 1 and the result follows.
From the previous result, we easily get the following consequences.
Corollary 4.8. There exists an isomorphism between the Artinian Gorenstein local K-algebras
(A,mA) and (B, nB) with Hilbert function {1, n, n, 1} if and only if grmA(A) ' grnB(B) as
graded K-algebras.
Corollary 4.9. The classification of Artinian Gorenstein local K-algebras with Hilbert function
HFA = {1, n, n, 1} is equivalent to the projective classification of the hypersurfaces V(F) ⊂ Pn−1K
where F is a degree three non degenerate form in n variables.
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So we have found the solution to our problem, that is just know the classification of
the projective classification of the hypersurfaces V(F) ⊂ Pn−1K where F is a degree three
non degenerate form in n variables. We’re going to use this result to classify the Artin
Gorenstein algebras for n = 1, 2, 3.
If n = 1, then it is clear that A ∼= k[[x]]/(x4), so there is only one analytic model.
If n = 2 we have the following proposition:
Proposition 4.10. Let A be an Artinian Gorenstein local K-algebra with Hilbert function HFA =
{1, 2, 2, 1}. Then A is isomorphic to one and only one of the following quotients of R = K[[x1, x2]]:
Model A = R/I Inverse system F Geometry of C = V(F) ⊂ P1K
(x31, x
2
2) y
2
1y2 Double point plus a simple point
(x1x2, x31 − x32) y31 − y32 Three distinct points
Proof. Let us assume n = 2, then grm(A) = K[y1, y2]/Ann(F) where F ∈ K[y1, y2] is
a degree three form on two variables y1, y2. Since K is an algebraic closed field, F can
be decomposed as product of three linear forms L1, L2, L3, i.e. F = L1L2L3. We set
d = dimK〈L1, L2, L3〉, so we only have to consider three cases. If d = 1 then we can assume
F = y31, but this case does not occur because F is degenerated. If d = 2, then we can
assume F = y21y2. It is easy to see that Ann(〈y21y2〉) = (x31, x22). If d = 3, then we can
assume F = y31 − y32. In this case we get Ann(〈y31 − y32〉) = (x1x2, x31 − x32). Since V(y21y2)
(resp. V(y31− y32)) is a degree three subscheme of P1K with two (resp. three) point basis we
deduce that the algebras of the statement are not isomorphic.
Finally, for n = 3 first we have to study with detail the classification of plane curves, in
particular, the elliptic curves. To do so, we are going to follow Silverman’s work in [11].
Here it’s proven that any plane elliptic cubic curve C ⊂ P2K is defined, in a suitable system
of coordinates, by a Weierstrass’ equation
La,b : y2 = x3 + ax + b
with a, b ∈ k. This equation is equipped with the j-invariant
j(a, b) = 1728
4a3
4a3 + 27b2
It is well known that two plane elliptic cubic curves Ci = V(Lai ,bi ) ⊂ P2k, i = 1, 2, are
projectively isomorphic if and only if j(a1, b1) = j(a2, b2).
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Proposition 4.11. Let A be an Artinian Gorenstein local K-algebra with Hilbert function HFA =
{1, 3, 3, 1}. Then A is isomorphic to one and only one of the following quotients of R = K[[x1, x2, x3]]:
Model A = R/I Inverse system F Geometry of C = V(F) ⊂ P2K
(x21, x
2
2, x
2
3) y1y2y3 Three independent lines
(x21, x1x3, x3x
2
2, x
3
2, x
2
3 + x1x2) y2(y1y2 − y23) Conic and a tangent line
(x21, x
2
2, x
2
3 + 6x1x2) x3(x1x2 − x23) Conic and a non-tangent line
(x23, x1x2, x
2
1 + x
2
2 − 3x1x3) y22y3 − y21(y1 + y3) Irreducible nodal cubic
(x23, x1x2, x1x3, x
3
2, x
3
1 + 3x
2
2x3) y
2
2y3 − y31 Irreducible cuspidal cubic
(x33, x
3
1 + 3x
2
2x3, x1x3, x
2
2 − x2x3 + x23, x1x2) x22x1 + x2x23 − x31 Elliptic curve j = 0
(x22 + x1x3, x1x2, x
2
1 − 3x23) x22x3 − x1x23 − x31 Elliptic curve j = 1728
I(a, b) = (x2(x2 − 2x1), H1, H2) La,b, j(a, b) 6= 0 Elliptic curve with j 6= 0, 1728
with H1 = 6jx1x2 − 144(j− 1728)x1x3 + 72(j− 1728)x2x3 − (j− 1728)2x23,
H2 = jx21 − 12(j− 1728)x1x3 + 6(j− 1728)x2x3 + 144(j− 1728)x23,
j = j(a, b) = 1728 4a
3
4a3+27b2
and I(a1, b1) ∼= I(a2, b2) if and only if j(a1, b1) = j(a2, b2).
Proof. Let us assume that F is the product of the linear forms l1, l2, l3. If l1, l2, l3 are
k-linear independent we get the first case. On the contrary, if these linear forms are
k-linear dependent, we deduce that F is degenerate.
Let us assume that F is the product of a linear form l and an irreducible quadric Q.
According to the relative position of V(l) and V(Q) we get the second and the third case.
Let F be a degree three irreducible form. If C = V(F) is singular then we get the
cases fourth and fifth. If C = V(F) is non-singular, then we may assume that F = La,b for
a, b ∈ k, i.e. C is an elliptic cubic curve. If j(a, b) = 0 then C fits in the the sixth case and
if j(a, b) = 1728 then we get the seventh case If j(λ) 6= 0, 1728 then it is easy to compute
the informations with the given j.
Remark 4.12. As before, the classification of Artinian Gorenstein K-algebras with Hilbert
function {1, 4, 4, 1} can be obtained by using results on the classification of the degree
three hypersurfaces of P3.
Conclusions
Now it’s time to sum up and get some conclusions to our work. First of all, we
have given to the Macaulay’s inverse system a theoretical background and introduced the
Matlis duality, that in fact is a generalization of the inverse system. In addition, we have
studied in detail this correspondence given by Macaulay and introduced the Gorenstein
rings, that appear when we look for the correspondence of the cyclics submodules.
But in fact the Gorenstein rings also appear when we are talking about Artin algebras
and we have determined when an Artin Algebra is Gorestein and then used this informa-
tion to classify the Artin algebras. Recall that it is known that there are a finite number of
isomorphism classes for e ≤ 6 but on the other hand it is proven that if k infinite, there
are infinite number of isomorphism classes for e ≥ 7. So, the important thing is that we
have shown that for the hard cases, like the {1, n, n, 1} Artin Gorestein algebras, we have
transformed the difficult problem into a simpler one just because the inverse system is
given by one polynomial.
In conclusion, we have found that a tool as the Macaulay’s inverse system can solve
a problem as big as the classification of Artin algebras. Furthermore, the may be some
other aspects were the Gorenstein rings take a role and we can use this new "dictionary"
to simplify all the problem. So, this tool has still a long way to go and show its potential.
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