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Abstract: In the planar N = 4 supersymmetric Yang-Mills theory, the conformal sym-
metry constrains multi-loop n-edged Wilson loops to be given in terms of the one-loop
n-edged Wilson loop, augmented, for n ≥ 6, by a function of conformally invariant cross
ratios. That function is termed the remainder function. In a recent paper, we have dis-
played the first analytic computation of the two-loop six-edged Wilson loop, and thus of the
corresponding remainder function, in terms of known mathematical functions. Although
the calculation was performed in the quasi-multi-Regge kinematics of a pair along the
ladder, the Regge exactness of the six-edged Wilson loop in those kinematics entails that
the result is the same as in general kinematics. We show in detail how the most difficult
of the integrals is computed, which contribute to the six-edged Wilson loop. Finally, the
remainder function is given as a function of uniform transcendental weight four in terms
of Goncharov polylogarithms. We consider also some asymptotic values of the remainder
function, and the value when all the cross ratios are equal.
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1 Introduction
In the planar N = 4 supersymmetric Yang-Mills (SYM) theory, Anastasiou, Bern, Dixon
and Kosower [1] made an ansatz for the iterative structure of the colour-stripped two-loop
scattering amplitude with an arbitrary number n of external legs in a maximally-helicity
violating (MHV) configuration. Writing at any loop order L, the amplitude M
(L)
n as
the tree-level amplitude, M
(0)
n , which depends on the helicity configuration, times a scalar
function,m
(L)









+ f (2)(ǫ)m(1)n (2ǫ) + C
(2) +O(ǫ) . (1.1)
Thus the two-loop amplitude is determined in terms of the one-loop MHV amplitudem
(1)
n (ǫ)
evaluated through to O(ǫ2) in the dimensional-regularisation parameter ǫ = (4− d)/2, the
constant C(2) = −ζ22/2, and the function f (2)(ǫ) = −ζ2 − ζ3ǫ − ζ4ǫ2, with ζi = ζ(i) and
ζ(z) the Riemann zeta function. In ref. [1], the iteration formula (1.1) was shown to be
correct for the two-loop four-point amplitude, which previously had been evaluated ana-
lytically [2]. Eq. (1.1) was proven to be correct also for the two-loop five-point amplitude
through numerical calculations [3, 4].1
Subsequently, Bern, Dixon and one of the present authors extended the ansatz by
proposing an all-loop resummation formula [9] for the colour-stripped n-point MHV am-
plitude, which implies a tower of iteration formulae, allowing one to determine the n-point
amplitude at a given number of loops in terms of amplitudes with fewer loops, evaluated
to higher orders of ǫ. In ref. [9], the ansatz was shown to be correct for the three-loop
four-point amplitude, by evaluating analytically m
(3)
4 (ǫ) through to finite terms, as well as
m
(2)
4 (ǫ) through to O(ǫ2) and m(1)4 (ǫ) through to O(ǫ4).
However, eq. (1.1) fails for the two-loop six-point amplitude: in ref. [10] it was shown
that the finite pieces of the parity-even part of m
(2)
6 (ǫ) are incorrectly determined by
1The one-loop five-point amplitude to O(ǫ2) has been computed analytically in the multi-Regge kine-
matics [5, 6]. The great computational complexity introduced in the amplitude by the higher orders in ǫ
makes it desirable to devise regularisation schemes for which such higher-order terms are not present. A
step in this direction has been made in refs. [7, 8] where a mass regulator has been introduced, which does






eq. (1.1),2 although the parity-odd part of m
(2)
6 (ǫ) does fulfill eq. (1.1) [16]. In particular,
it was shown numerically that the two-loop remainder function, defined as the difference









− f (2)(ǫ)m(1)n (2ǫ) − C(2) +O(ǫ) , (1.2)
is different from zero for n = 6, where R
(2)
n is a function of the kinematical parameters of
the n-point amplitude, but a constant with respect to ǫ. The analytic computation of R
(2)
6
has been performed recently in ref. [17].
In the strong-coupling limit, Alday and Maldacena [18] showed that planar scattering
amplitudes exponentiate like in the ansatz, and suggested that the vacuum expectation
value of the light-like n-edged Wilson loop could be related to the n-point amplitude in
N = 4 SYM. At weak coupling and at one-loop accuracy, a similar duality was found
between the four-edged Wilson loop and the four-point MHV amplitude [19]. At one loop,
the duality has been extended to Wilson loops and MHV amplitudes with an arbitrary
number of points [20]. At two loops, the duality has been verified for the four-edged
Wilson loop and the planar four-point MHV amplitude [21], and for the five-edged [22] and
six-edged [12, 23] Wilson loops and the parity-even part of the corresponding planar MHV
amplitudes.
Furthermore, it was shown that the L-loop light-like Wilson loop exhibits a conformal
symmetry, and that the solution of the Ward identity for a special conformal boost is given
by the ansatz, augmented, for n ≥ 6, by a function R(L)n,WL of conformally invariant cross
ratios [22]. Because of the duality between Wilson loops and amplitudes at one and two
loops, R
(2)
n,WL can be identified as the remainder function of eq. (1.2).
In refs. [23, 24], the two-loop n-edged Wilson loop has been given in terms of Feynman-
parameter-like integrals. Furthermore, in ref. [24] a numerical algorithm has been set up,
which is valid for the two-loop n-edged Wilson loop and by which the two-loop seven-edged
and eight-edged Wilson loops have been computed,3 although the corresponding planar





8,WL of the Wilson loops are known numerically, and the numerical evidence [24] confirms
that they are functions of conformally invariant cross ratios only. However, their analytic
form is in general unknown.
In ref. [17], we gave a brief account of our analytic computation at weak coupling of the
two-loop six-edged Wilson loop in general kinematics. The computation was performed in
the Euclidean region in D = 4 − 2ǫ dimensions, where the result is real, and it was found
2There were hints of a failure from the strong-coupling limit of an amplitude with a large number
of legs [11], from the two-loop six-edged Wilson loop [12], from the six-point amplitude analysed in the
multi-Regge kinematics in a Minkowski region [13–15].
3In fact, in a particular kinematic setup for which only 2n-edged regular polygons are allowed [25], and
for which the simplest non-trivial remainder function is the one of the two-loop eight-edged Wilson loop,
the remainder function has been computed numerically through the algorithm of ref. [24] for Wilson loops
with up to 30 edges [26].
4The parity-even part of the planar two-loop n-point MHV amplitudes has been given in terms of scalar






in agreement with the numerical evaluation of ref. [24]. For n = 6, R
(2)
6,WL is a function of
the three conformally invariant cross ratios, u1, u2, u3. However, it is sufficient to compute
the two-loop six-edged Wilson loop in any kinematical limit which does not modify the
analytic dependence of R
(2)
6,WL on u1, u2, u3 [28]. Among such limits are the ones which
feature an exact Regge factorisation of the Wilson loop [19]. In ref. [17], we showed that
the exact Regge factorisation is exhibited by the L-loop Wilson loops w
(L)
n in the quasi-
multi-Regge kinematics (QMRK) of a cluster of (n−4) particles along a Regge-limit ladder,5
thus in particular by w
(L)
6 in the QMRK of a pair along the ladder [29, 30], by w
(L)
7 in
the QMRK of three-of-a-kind along the ladder [31], by w
(L)
8 in the QMRK of four-of-a-
kind along the ladder [32]. Then, we illustrated briefly how the Feynman-parameter-like
integrals of the two-loop six-edged Wilson loop have been computed in the QMRK of a pair
along the ladder, and commented on the type of functions which appear in the final result.
Because of the exact Regge factorisation, the ensuing remainder function is valid in general
kinematics. It can be expressed as a linear combination of Goncharov polylogarithms of
uniform transcendental weight four. In ref. [17], the remainder function was presented in an
electronic form at www.arxiv.org where a text file containing the Mathematica expression
was provided. Furthermore, the remainder function for u1 = u2 = u3 = u was computed,
and compared to the numerical values quoted in ref. [24] and to the analytic expression in
the strong coupling proposed in ref. [33].
In this paper, we provide a detailed account of the most difficult integral we had to
evaluate in the analytic computation of the two-loop six-edged Wilson loop, as well as
the explicit expression of the remainder function R
(2)
6,WL as a function of the cross ratios
u1, u2, u3, and for u1 = u2 = u3 = u. Furthermore, we compute the asymptotic values
of R
(2)
6,WL for large or small values of the cross ratios. Finally, we briefly comment on the
exact Regge factorisation of the Wilson loop in the QMRK of a pair along the ladder in
backward scattering, and on the possibility of computing the remainder function in that
kinematic setup.
In section 2, we write the two-loop Wilson loop in terms of the one-loop Wilson loop
plus a remainder function R
(2)
n,WL. Then we write the six-edged Wilson loop in terms of
Feynman-parameter-like integrals [24], and derive Mellin-Barnes representations for all of
them. Finally, we exploit the Regge exactness of the Wilson loop, and extract the leading
behaviour of the integrals in the QMRK of a pair along the ladder. In that fashion,
the Mellin-Barnes integrals are reduced to one threefold integral plus several twofold and
onefold integrals. In section 3 and appendix C, we describe the evaluation of the diagram
which generates the threefold integral. The full expression of the remainder function R
(2)
6,WL
is rather lengthy and is given in appendix H as a function of uniform transcendental weight
four in terms of Goncharov polylogarithms. In section 4, we consider some asymptotic
values of the remainder function when the conformal cross ratios are either large or small
and in section 5, we evaluate the remainder function when all the cross ratios are equal,
u1 = u2 = u3 = u and consider some special values of it. Our conclusions are given in
5Note that the corresponding L-loop amplitudes do not exhibit exact Regge factorisation because the






section 6. Definitions of harmonic sums and Goncharov polylogarithms are recalled in
appendix A and B. The multi-Regge and collinear limits of the remainder function are
discussed in appendix D. Appendices E, F and G collect relations between Goncharov
multiple polylogarithms and (harmonic) polylogarithms for several special values of the
arguments.
2 The two-loop Wilson loop
2.1 Definitions
The Wilson loop is defined through the path-ordered exponential,







computed on a closed contour Cn. In what follows, the closed contour is a light-like n-edged
polygonal contour [18]. The contour is such that labelling the n vertices of the polygon as
x1, . . . , xn, the distance between any two contiguous vertices, i.e., the length of the edge
in between, is given by the momentum of a particle in the corresponding colour-ordered
scattering amplitude,
pi = xi − xi+1 , (2.2)
with i = 1, . . . , n. Because the n momenta add up to zero,
∑n
i=1 pi = 0, the n-edged
contour closes, provided we make the identification x1 = xn+1.
In the weak-coupling limit, the Wilson loop can be computed as an expansion in
the coupling. The expansion of eq. (2.1) is done through the non-abelian exponentiation
theorem [34, 35], which gives the vacuum expectation value of the Wilson loop as an
exponential,
〈W [Cn]〉 = 1 +
∞∑
L=1























The one-loop coefficient w
(1)
n was evaluated in refs. [19, 20], where it was given in terms of





















where p and q are two external momenta corresponding to two opposite massless legs,
while the two remaining legs P and Q are massive. The two-loop coefficient w
(2)
n has been
computed analytically for n = 4 [21], n = 5 [22] and n = 6 [17], and numerically for
n = 6 [23] and n = 7, 8 [24].
In ref. [22] it was established that the Wilson loop fulfils a special conformal Ward
identity, whose solution is the BDS ansatz plus, for n ≥ 6, an arbitrary function of the
conformally invariant cross ratios, defined in eq. (2.11). Thus, the two-loop coefficient w
(2)
n
can be written as








n,WL +O(ǫ) , (2.8)
where the constant is the same as in eq. (1.1), C
(2)
WL = C
(2) = −ζ22/2, and the function
f
(2)
WL(ǫ) is [21, 24, 37],
f
(2)
WL(ǫ) = −ζ2 + 7ζ3ǫ− 5ζ4ǫ2 . (2.9)
With the two-loop coefficient w
(2)
n given by eqs. (2.8) and (2.9) and the planar two-loop
MHV amplitude given by eqs. (1.1) and (1.2), the duality between Wilson loops and am-















for n = 6, they are [22],






















where x2ij = (xi−xj)2, and using eq. (2.2) one sees that x2i,i+2 = si,i+1 and x2i,i+3 = si,i+1,i+2,
where the labels are understood to be modulo 6.
2.2 The two-loop six-edged Wilson loop
The diagrams that enter the computation of the two-loop six-edged Wilson loop have been
spelled out in ref. [24].6 In terms of those diagrams, we write the two-loop six-edged Wilson









6 = C [fH(p1, p2, p3; 0, p4 + p5 + p6, 0) + fH(p1, p2, p4; p3, p5 + p6, 0)
+fH(p1, p2, p5; p3 + p4, p6, 0) + (1/3)fH (p1, p3, p5; p4, p6, p2)
+fC(p1, p2, p3; 0, p4 + p5 + p6, 0) + fC(p1, p2, p4; p3, p5 + p6, 0)
+fC(p1, p2, p5; p3 + p4, p6, 0) + fC(p1, p2, p6; p3 + p4 + p5, 0, 0)
+fC(p1, p3, p4; 0, p5 + p6, p2) + fC(p1, p3, p5; p4, p6, p2)
+fC(p1, p3, p6; p4 + p5, 0, p2) + fC(p1, p4, p5; 0, p6, p2 + p3)
+fC(p1, p4, p6; p5, 0, p2 + p3) + fC(p1, p5, p6; 0, 0, p2 + p3 + p4)
+fX(p1, p2; p3 + p4 + p5 + p6, 0) + fY (p1, p2; p3 + p4 + p5 + p6, 0)
+fY (p2, p1; 0, p3 + p4 + p5 + p6) + fX(p1, p3; p4 + p5 + p6, p2)
+fY (p1, p3; p4 + p5 + p6, p2) + fY (p3, p1; p2, p4 + p5 + p6)
+(1/2)fX(p1, p4; p5 + p6, p2 + p3) + fY (p1, p4; p5 + p6, p2 + p3)
+(−1/2)fP (p1, p3; p4 + p5 + p6, p2) fP (p2, p4; p1 + p5 + p6, p3)
+(−1/2)fP (p1, p3; p4 + p5 + p6, p2) fP (p2, p5; p1 + p6, p3 + p4)
+(−1/4)fP (p1, p4; p5 + p6, p2 + p3) fP (p2, p5; p1 + p6, p3 + p4)
+ cyclic permutations of (p1, p2, p3, p4, p5, p6)] , (2.13)
where, in the terminology of ref. [24], fH stands for a hard diagram, fC for a curtain
diagram, fX for a cross diagram, fY for a Y diagram plus half a self-energy diagram, fP
for a factorised cross diagram. Furthermore,
C = 2a2µ4ǫ [Γ(1 + ǫ)eγǫ]2 , (2.14)
and the scale µ2 is given in terms of the Wilson loop scale, µ2WL = πe
γµ2.
The six-edged Wilson loop is a function of the six external momenta pi, 1 ≤ i ≤
6. Imposing momentum conservation and on-shellness reduces the number of indepen-
dent multi-particle invariants to nine.7 As the basic kinematic invariants, we choose
s12, s23, s34, s45, s56, s61, s123, s342, s345, all the other kinematic invariants being related to
them by the following relations,
s13 = −s12 + s123 − s23, s14 = −s123 + s23 − s234 + s56,
s15 = −s16 + s234 − s56, s24 = −s23 + s234 − s34,
s25 = s16 − s234 + s34 − s345, s26 = −s12 − s16 + s345,
s35 = −s34 + s345 − s45, s36 = s12 − s123 − s345 + s45,
s46 = s123 − s45 − s56 . (2.15)
We use the parametric representations of the Wilson loop diagrams given in ref. [24] and
we derive appropriate Mellin-Barnes (MB) representations for all of them. In multi-loop
7Note that in four dimensions we could also impose the Gram determinant constraint. However, we do






calculations it is sometimes difficult to find an optimal choice for the MB representation.















where the contour is chosen such as to separate the poles in Γ(. . . − z) from the poles in
Γ(. . .+ z). Note that in our case λ is in general an integer plus an off-set corresponding to
the dimensional regulator ǫ. In order to resolve the singularity structures in ǫ, we apply the
strategy based on the MB representation and given in refs. [38–41]. To this effect, we apply
the codes MB [42] and MBresolve [43] and obtain a set of MB integrals which can be safely
expanded in ǫ under the integration sign. After applying these codes, all the integration
contours are straight vertical lines. Then we proceed and simplify the computation by
exploiting the Regge exactness of the Wilson loop [17] and extract the leading quasi-multi-
Regge behaviour by applying MBasymptotics [44]. Finally, we apply barnesroutines [45]
to perform integrations that can be done by corollaries of Barnes lemmas.
To illustrate this procedure, let us consider the hard diagram fH(p1, p3, p5; p4, p6, p2)
of (2.13). A parametric representation of this diagram was given in eqs. (B.1)–(B.5) of
ref. [24]. We consider separately the nine terms originating from the decomposition of the
numerator (B.1). In particular, for the first part of the first line of (B.1), 1/2s13s15α1α2(1−
τ1), we have the following parametric integral:
F =























(1− τ1)α1−ǫ1 α1−ǫ2 α−ǫ3
× [−s12α1α2(1− τ1)(1 − τ2)− s123α1α2(1− τ1)τ2 − s23α1α2τ1τ2 − s16α1α3τ1τ3
−s234α1α3τ1(1− τ3)− s56α1α3(1− τ1)(1− τ3)− s34α2α3(1− τ2)(1 − τ3)
−s345α2α3(1− τ2)τ3 − s45α2α3τ2τ3]2ǫ−2 . (2.17)
Separating different terms of the function in the square brackets using eq. (2.16), we obtain
the following eightfold MB representation:
F =
















×Γ(ǫ− z1 − z2 − z7 − 1)Γ(2ǫ− z2 − z4 − z5 − z6 − z7 − z8 − 1)
×Γ(2ǫ− z1 − z2 − z3 − z5 − z7 − z8 − 1)Γ(−ǫ+ z1 + z2 + z5 + z6 + z7 + z8 + 2)
×Γ(ǫ− z5 − z6 − z8)Γ(−2ǫ+ z1 + z2 + z3 + z4 + z5 + z6 + z7 + z8 + 2)
×Γ(z1 + z5 + z7 + 2)Γ(z2 + z4 + z7 + 1)Γ(z2 + z6 + z8 + 1)Γ(z3 + z5 + z8 + 1)






Then we apply the codes MB [42] and MBresolve [43] to resolve the singularity structure in ǫ.
It might seem that we have made the situation more complicated because, instead
of the fivefold integral in eq. (2.17) (one of the six integrations is performed using the δ
function), we have now the eightfold integral (2.18). However, eq. (2.18) as well as the MB
representations of the other contributions to eq. (2.13) is much more convenient for taking
various limits. In fact, the cornerstone of our approach is to expand eq. (2.8) in some limit
such that for n = 6 the computation of the remainder function is considerably simplified.







6 (ǫ)− f (2)WL(ǫ)w(1)6 (2ǫ)
]∣∣∣
ǫ=0
− C(2)WL , (2.19)
and look for a limit in which (i) the cross ratios the remainder function depends upon take
non-trivial values and (ii) the two-loop hexagon Wilson loop w
(2)
6 (ǫ) is as simple as possible.
The simplest variant of such a limit is the quasi-multi-Regge limit (QMRK) of a pair along
the ladder [29, 30]. In those kinematics, the outgoing gluons are strongly ordered in rapidity,
except for a central pair of gluons along the ladder, while their transverse momenta are
all of the same size. In the physical region, defining 1 and 2 as the incoming gluons, with
momenta p2 = (p
+
2 /2, 0, 0, p
+
2 /2) and p1 = (p
−
1 /2, 0, 0,−p−1 /2), and 3, 4, 5, 6 as the outgoing
gluons, the ordering can be chosen as
y3 ≫ y4 ≃ y5 ≫ y6; |p3⊥| ≃ |p4⊥| ≃ |p5⊥| ≃ |p6⊥| , (2.20)
where the particle momentum p is parametrised in terms of the rapidity y and the azimuthal
angle φ, p = (|p⊥| cosh y, |p⊥| cosφ, |p⊥| sinφ, |p⊥| sinh y). We shall work in the Euclidean
region, where the Wilson loop is real. There the Mandelstam invariants are taken as all
negative, and in the QMRK of a pair along the ladder they are ordered as follows,
− s12 ≫ −s34,−s56,−s345,−s123 ≫ −s23,−s45,−s61,−s234 . (2.21)
Introducing a parameter λ≪ 1, the hierarchy above is equivalent to the rescaling
{s34, s56, s123, s345} = O(λ) , {s23, s45, s61, s234} = O(λ2) . (2.22)
It is easy to see that in this limit the three cross ratios (2.12) do not take trivial limiting
values [28],










u2 → uQMRK2 =
|p3⊥|2p+5 p−6
(|p3⊥ + p4⊥|2 + p+5 p−4 )(p+4 + p+5 )p−6
= O(1) ,






5 )(|p3⊥ + p4⊥|2 + p+5 p−4 )
= O(1) .
(2.23)
Taking this limit on eq. (2.19), its right-hand side simplifies. However, the Regge






but also the five limits obtained from the first one by cyclic permutations of the external
momenta p1, . . . , p6 [17]. For example, the second limit in this series is,
{s45, s61, s234, s123} = O(λ) , {s34, s56, s12, s345} = O(λ2) . (2.24)
While taking these consecutive limits, we keep in each case the leading power asymp-
totics (including all the logarithms), a step which is fully automatized by the code
MBasymptotics [44]. We also apply the code barnesroutines [45] whenever possible to
perform integrations that can be done by corollaries of Barnes lemmas.
Finally, we arrive at a set of multiple MB integrals of a much simpler type than the
original ones. After applying our procedure, all integrals are at most threefold and all
of them are explicitly dependent on the cross ratios only.8 We checked numerically that
the sum of the MB integrals in the QMRK equals the sum of all the original parametric
integrals, the latter being evaluated numerically using FIESTA [46, 47]. In particular,
for the diagram fH(p1, p3, p5; p4, p6, p2), the eightfold integral of eq. (2.18) reduces to a
combination of one threefold integral, 51 twofold integrals and 22 onefold integrals and
a term without any integration left. Note that, after taking the six consecutive limits
described above, this diagram is the only one that involves a threefold integral, all other
contributions to eq. (2.13) involving at most twofold integrals. The threefold contribution






















× Γ (−z1)2 Γ (−z2)2 Γ (−z3)2 Γ (z1 + z2) Γ (z2 + z3) Γ (z3 + z1) ,
(2.25)
where the contours are straight vertical lines such that,
Re(z1) = −1
3
, Re(z2) = −1
4
, Re(z3) = −1
5
. (2.26)
The explicit evaluation of this integral is reviewed in the next section, whereas the full
analytic expression for the remainder function is given in appendix H and is also available
in electronic form at www.arXiv.org.
3 Evaluation of the hard diagram
In this section we review the computation of the MB integrals we derived in the pre-
vious section. Apart from the threefold integral contributing to fH(p1, p3, p5; p4, p6, p2),
eq. (2.25), all the integrals are at most twofold and can be computed by closing the in-
tegration contours at infinity and summing up residues using the standard techniques.
Therefore, in this paper we only concentrate on the case of the hard diagram and present
in detail the analytic computation of the integral in eq. (2.25).
8Note that the coefficients of the integrals do not only depend on the cross ratios, but on logarithms
of Mandelstam invariants as well. This is to be expected since the contribution to w
(2)







We rewrite eq. (2.25) in the form,
− 1
8
(F (u1, u2, u3) + F (u2, u3, u1) + F (u3, u1, u2)) , (3.1)
where we define,




















× Γ (−z1)2 Γ (−z2)2 Γ (−z3)2 Γ (z1+z2+1) Γ (z1+z3) Γ (z2+z3) .
(3.2)
Note that this function is symmetric in its first two arguments,
F (u1, u2, u3) = F (u2, u1, u3) , (3.3)
so that the expression in eq. (3.1) is totally symmetric in the three cross ratios. We
start with the change of variable z3 = z
′
3 + 1. This also shifts the corresponding contour,
Re(z3) = −1/5 → Re(z′3) = −6/5. Shifting the contour back to Re(z′3) = −1/5, we arrive
at the expression,
F (u1, u2, u3) = F˜ (u1, u2, u3) +R−1(u1, u2, u3) +R−1−z1(u1, u2, u3) +R−1−z2(u1, u2, u3) ,
(3.4)
where the threefold integral F˜ is given by




















× Γ (−z1)2 Γ (−z2)2 Γ (−z3)2 Γ (z1 + z2 + 1) Γ (z1 + z3 + 1)Γ (z2 + z3 + 1) ,
(3.5)
and we made the relabelling z′3 → z3. The integration contours are given by eq. (2.26).
The functions Rj(u1, u2, u3) arise from taking the residues of the poles in z
′
3 = j that we
crossed when shifting the contour from Re(z′3) = −6/5 to Re(z′3) = −1/5,











2 Γ (−z1)2 Γ (z1) Γ (−z2)2 Γ (z2)
× Γ (z1 + z2 + 1) ,
















Γ (−z1)2 Γ (z1 + 1)2
× Γ (−z2)2 Γ (z2 − z1) Γ (z1 + z2 + 1) ,
















Γ (−z2)2 Γ (z2 + 1)2
× Γ (−z1)2 Γ (z1 − z2) Γ (z1 + z2 + 1) .
(3.6)
Note that we have the relation,
R−1−z2(u1, u2, u3) = R−1−z1(u2, u1, u3) , (3.7)
where we assumed that the contours on both sides are chosen according to eq. (2.26). The






residues Rj(u1, u2, u3) is discussed in appendix C. We start by writing F˜ (u1, u2, u3) as the
integral of the derivative,






F˜ (u1, u2, u) . (3.8)
The value for u3 = 0 can be easily obtained by expanding around small values of u3 using
MBasymptotics. We find,
F˜ (u1, u2, 0) = 0 . (3.9)
Next, we follow the procedure used in ref. [5] and we replace the MB integrations over z1,




Γ(−z1) Γ(c− z1) Γ(b+ z1) Γ(c+ z1)Xz1
= Γ(a) Γ(b+ c)
∫ 1
0
dv vb−1 (1− v)a+c−1 (1− (1−X)v)−a .
(3.10)
This leaves us with a fourfold Euler integral,

















1− u2 (1− v1)
1− (1− u1) v1
))−1
(1− v3 (1− u v1 v2))−1 .
(3.11)
Some comments are in order: Firstly, eq. (3.10) is only valid if the contour separates
the poles in Γ(. . . − zi) from the poles in Γ(. . . + zi). It is easy to observe that our
contours, eq. (2.26), fulfill this requirement. Secondly, we tacitly exchanged the order
of the integrations in deriving eq. (3.11). We checked numerically that this operation is
allowed in the present case.
The integrals over u and v3 in eq. (3.11) can be done very easily, resulting in the
following twofold integral,














− Li2 (1− v1v2u3)
)
× (−u2v2 + v1 (u1(v2 − 1) + (u2 − 1)v2 + 1) + v2 − 1)−1 .
(3.12)
The remaining twofold integral can be computed in terms of Goncharov multiple polylog-
arithms [48, 49], defined recursively by,




















In particular cases the Goncharov polylogarithms can be expressed in terms of ordinary



















We define the weight of the function G(~w; z) as the number of elements in the vector ~w.
The Goncharov polylogarithms form a shuﬄe algebra, i.e., a product of two G functions
of weight w1 and w2 can be expressed as a linear combination of functions of weight
w = w1 + w2,




where ~w1 ⊎ ~w2 denotes all the mergings of the vectors ~w1 and ~w2, i.e., all possible concate-
nations of ~w1 and ~w2 in which relative orderings of ~w1 and ~w2 are preserved. Furthermore,
if the rightmost element of the weight vector ~w is non zero, the polylogarithms are invariant
under a rescaling of the arguments,
G(k ~w; k z) = G(~w; z) . (3.17)
A more detailed review of Goncharov polylogarithms and of their properties and special
values is presented in appendix B, E, F and G.




−Li2 (1− v1v2u3) = G(1, 0; v1v2u3)

































After partial fractioning the integrand in v2, we arrive at,



























v2 − u1v1 − v1 + 1






We see that the integral over v2 can be reduced to a sum of four terms, each of them
consisting of a Goncharov polylogarithm divided by a linear function of v2. This form
matches precisely the recursive definition (3.13) of the polylogarithms, and we can easily








v2 − u1v1 − v1 + 1




u1v1 − v1 + 1













We now turn to the remaining integral in v1. From eq. (3.20) it is clear that the
integration in v2 has produced an integrand which depends on Goncharov polylogarithms
whose weight vectors are rather complicated functions of v1. In order to perform the
integration over v1 in the same way as we did for v2, we need all polylogarithms to be of
the form G(~w; v1), where ~w is independent of v1. In appendix B we describe an algorithm
that allows us to rewrite all the terms in the required form, e.g.,
G
(
u1v1 − v1 + 1
























































u1 + u2 − 1; v1
)(







u1 + u2 − 1 ,
1






u1 + u2 − 1 ,
u2 − 1





























































u1 + u2 − 1 ,
1





























































u1 + u2 − 1 ,
1















u1 + u2 − 1 ,
u2 − 1





u1 + u2 − 1 ,
u2 − 1
u1 + u2 − 1 ,
1













































u1 + u2 − 1 ,
1













































u1 + u2 − 1 ,
1







1− uj − uk + ul ±
√
(uj + uk − ul − 1)2 − 4 (1− uj) (1− uk) ul
2 (1− uj)ul .
(3.22)
A comment is in order about the square roots in eq. (3.22): It turns out that the square






always come in pairs such that the sum of the two contributions is real. To emphasize this
property, we introduce the following notation,
G(. . . , uijk, . . . ; z) = G
(
. . . , u
(+)




. . . , u
(−)
ijk , . . . ; z
)
. (3.23)
Note that this definition follows the same spirit as the definition of Clausen’s function,



















All the integrations can now be done very easily using eq. (3.13), and we find,








































































u1 + u2 − 1 ,
1







u1 + u2 − 1 ,
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u1 + u2 − 1 ,
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u1 + u2 − 1 ,
1








u1 + u2 − 1 ,
1








u1 + u2 − 1 ,
u2 − 1




















u1 + u2 − 1 , 0,
1













u1 + u2 − 1 ,
1







u1 + u2 − 1 ,
1

















u1 + u2 − 1 ,
u2 − 1






u1 + u2 − 1 ,
u2 − 1
u1 + u2 − 1 ,
1
























u1 + u2 − 1 , 0,
1




















u1 + u2 − 1 ,
1







u1 + u2 − 1 ,
1



















u1 + u2 − 1 ,
u2 − 1








u1 + u2 − 1 ,
u2 − 1
u1 + u2 − 1 ,
1
1− u1 ; 1
)
−G (0;u2)G (0;u3)G (0, u123; 1) +
G (1, 0;u2)G (0, u123; 1)− 1
6
π2G (0, u123; 1) +G (0;u2)G (0;u3)G
(
1














1− u1 , u123; 1
)
−G (0;u2)G (0, u123, 0; 1) −









































1− u1 , u123,
1





1− u1 , u123,
1






1− u1 , u123,
u2 − 1















1− u1 ; 1
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u1 + u2 − 1 ,
1


















1− u1 , u123, 0,
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1− u1 , u123,
1





1− u1 , u123,
1















1− u1 , u123,
u2 − 1






1− u1 , u123,
u2 − 1
u1 + u2 − 1 ,
1











Note that all the terms in this expression are of uniform transcendental weight four, as
expected. Then F (u1, u2, u3) in eq. (3.4) is obtained by combining eq. (3.25) with the
residues Rj(u1, u2, u3) computed in appendix C.
4 Asymptotic values of the remainder function
In this section we study the asymptotic behaviour of the remainder function in various
limits. For the sake of simplicity, we exclusively studied strongly ordered limits, i.e., lim-
its where any ratio of conformal cross ratios is either small or large. Note that since the
remainder function is completely symmetric in its arguments, it is enough to study the
strongly ordered limits for a specific ordering, all other orderings being obtained by sym-






various limits can easily be extended to non-strongly ordered limits. In the next section
we briefly comment on such limits when all cross ratios are equal.
We start with the limit where all cross ratios are small, u1 ≪ u2 ≪ u3 ≪ 1. We can














In exactly the same way, we can find the asymptotic behaviour when some of the cross










6,WL(u1, 1, 1) =
1
2





Note that the limit u1 ≪ u2 ≪ 1, with u3 = 1, corresponds to the multi-Regge limit (D.3).
We now repeat the previous analysis in the limit where the cross ratios are large,































































5 The remainder function for all cross ratios equal
In this section we discuss the form of the remainder function in the special case when
all the cross ratios are equal, u1 = u2 = u3 = u. In ref. [17] several special values were
presented for this case. We start by briefly reviewing how these values were obtained and
present some additional special values. At the end of this section we give the analytic form
of R
(2)
6,WL(u, u, u) for arbitrary u.
In the special case where u = 1, which corresponds to a regular hexagon [26, 33],
most of the integrations are easily done using Barnes lemmas and their corollaries, leaving
us with at most onefold integrals. Note that some of these integrals involve Γ functions
with poles in half integer values which lead to multiple binomial sums [50, 51], but all
these contributions cancel out when combining all the pieces. Applying this strategy to
our integrals, we immediately find the value quoted in ref. [17],
R
(2)
6,WL(1, 1, 1) = −
π4
36






Note that this value agrees with the value conjectured in ref. [24]. The asymptotic be-
haviour of R
(2)
6,WL(u, u, u) for u→ 0 can be obtained in a similar way using MBasymptotics,
which leaves us with at most trivial onefold integrals. The result is
R
(2)







Finally, the asymptotic value for large u is obtained in exactly the same way. We can






6,WL(u, u, u) = −
π4
144
+O(1/u) ≃ −0.67645... , (5.3)
in very good agreement with the numerical value quoted in ref. [24].
For u = 1/2, the denominator in eq. (3.12) drastically simplifies. Repeating the deriva-































≃ −1.26609 . . . .
(5.4)
Let us now turn to the generic case where all three cross ratios are equal but they still
take generic values. In this limit it is easy to see that eqs. (3.22) and (C.16) reduce to
u
(±)





ijk → ν(±) = ±
1√
1− u . (5.5)
We can massage the resulting expression and apply the reduction algorithm of appendix B
to simplify the expression as much as possible. In particular, we can remove all the de-
pendence on ν(±). As regards µ(±), we observe that similar arguments have already been
found in the strong coupling case [33].9 Note that for u = 1/4 the square roots in eq. (5.5)
vanish. This value corresponds to a regular hexagon in a space with a (2, 2) signature [33].







































































ln 3 ln3 2 +
189
8
ln3 3 ln 2− 543
16
ln2 3 ln2 2
− 63
16
π2 ln2 2− 181
64























































≃ 1.08917 . . . .
(5.6)
9We are grateful to Paul Heslop for pointing out that
(1− u)µ(+) = 1 +
µ
xǫ










Finally, let us turn to the expression for generic values of u. Using the notation
introduced in eq. (3.23) as well as the corresponding one for harmonic polylogarithms,









the final answer for the remainder function reads, when all three cross ratios are equal,
R
(2)
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1− u, µ, 0,
1





































































































































































































































1− u, µ; 1
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H(0, 0, 1, 0;u) − 9
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H(1, 0, 1, 0;u) −























































































































In this paper, we have given details on the first analytic calculation of the remainder func-
tion of the two-loop six-edged Wilson loop in the Euclidean space in arbitrary kinematics,
which we recently performed [17]. By displaying in detail how the most difficult of the inte-
grals is computed, we have shown nonetheless how the whole calculation is greatly simplified
by exploiting the Regge exactness of the six-edged Wilson loop in the quasi-multi-Regge
kinematics of a pair along the ladder.
The remainder function is given as a combination of Goncharov polylogarithms of
uniform transcendental weight four. The expression we have obtained is very lengthy.
At present, we do not know whether, and if so to what extent, this expression can be
further simplified by using some other kinematic limit that leaves the conformal cross
ratios unchanged. Such a setup is for example found in backward scattering. Let us
consider the physical region in which two gluons undergo a backward scattering. In a
2→ 2 scattering process, backward scattering may be obtained from forward scattering by
crossing the t and u channels. In a 2→ 4 scattering process, we may choose the kinematics
in which 1 and 2 are the incoming gluons, with momenta p2 = (p
+





1 /2, 0, 0,−p−1 /2), and 3, 4, 5, 6 are the outgoing gluons, with ordering






We may term this the backward quasi-multi-Regge kinematics of a pair along the ladder. In
the Euclidean region, where the Mandelstam invariants are all negative, the ordering (6.1)
entails that
− s12,−s23,−s61,−s234 ≫ −s34,−s56,−s345,−s123 ≫ −s45 . (6.2)
Introducing a parameter λ≫ 1, the hierarchy above is equivalent to the rescaling
{s34, s56, s123, s345} = O(λ) , {s12, s23, s61, s234} = O(λ2) , (6.3)
whereas s45 is O(1). Note that this scaling is equivalent to the scaling of the Mandelstam
invariants in the limit where three of the points of the Wilson loop are at infinity, as
considered in ref. [33]. It is easy to see that in the limit (6.2) with the rescaling (6.3) the
cross ratios (2.12) do not take trivial limiting values, and thus the six-edged Wilson loop is
Regge exact in the backward QMRK of a pair along the ladder. We could hence repeat our
computation in this limit with the hope that the ensuing analytic expression be simpler.
Even though we have not performed the full evaluation of the remainder function in this
limit, we have examined the diagram fH(p1, p3, p5; p4, p6, p2) in eq. (2.13) in the six limits
obtained from eq. (6.2). We observe that, just like in section 2.2, the most complicated
hard diagram reduces to a combination of one threefold integral, plus twofold and onefold
integrals. Since this kinematic limit leads to the same threefold integral as the standard
Regge limit, the result will be expressed in terms of the same functions and thus we expect
it to be of similar complexity.
Even though the analytic form of the remainder function is very lengthy, the expression
greatly simplifies when considering various limits. In section 4 we considered the remainder
function in various strongly-ordered limits, and we presented in each case the leading term
in the limit where the conformal cross ratios are either large or small. In section 5 we also
considered the remainder function where all three conformal ratios take equal values, and
computed explicitly the value of R
(2)
6,WL(u, u, u) for u = 1/4, 1/2, 1 as well as the leading
behaviour in the limit of large and small values of u.
The techniques described throughout the paper are generic, and not restricted to the
case of a hexagon Wilson loop. In principle they can be applied to the computation of
a polygon with an arbitrary number of edges, but in that case the set-up is complicated
by the fact that the number of cross ratios grows with the number of edges, giving rise
to multiple polylogarithms depending a priori on all those cross ratios. However, these
techniques could be useful in the computation of special classes of regular polygons where
the cross ratios take special values [26, 33, 52]. This is currently under investigation.
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A Nested harmonic sums
The nested harmonic sums are defined by [53],





















































= Sij(n) + Sji(n)− Si+j(n).
(A.2)
A similar result can be obtained for the Z sums,10
Zi(n)Zj(n) = Zij(n) + Zji(n) + Zi+j(n). (A.3)
For sums of higher weight, a recursive application of the above procedure leads then to
the reduction of any product of S or Z sums to a linear combination of those sums.







































S1(k) = −S2(n) + S11(n).
(A.4)
For n→∞, the Euler-Zagier sums converge to multiple zeta values,
lim
n→∞
Zm1...mk(n) = ζ(mk, . . . ,m1). (A.5)






In ref. [54] generalisations of the S and Z sums were introduced to make them depen-
dent on some variables,











S~(k;x2, . . . , xn),





Z~(k − 1;x2, . . . , xn).
(A.6)
Those sums naturally share all the properties of the corresponding number sums introduced
in the previous paragraph , e.g., they also form an algebra and the S and Z sums can be
interchanged. In ref. [54] several algorithms were derived that allow one to express certain
classes of nested sums as linear combinations of S and/or Z sums, and those algorithms
are implemented in the FORM code XSummer [55]. Furthermore, for n → ∞, the Z sums
converge to Goncharov multiple polylogarithms,
lim
n→∞
Zm1...mk(n;x1, . . . , xk) = Limk,...,m1(xk, . . . , x1). (A.7)
which are reviewed in the next section.
B Goncharov multiple polylogarithms
B.1 Definition




and iterated integrations by∫ z
0







Ω(w2) ◦ . . . ◦Ω(wn). (B.2)
Goncharov multiple polylogarithms can be defined by the iterated integration,
G(w1, . . . , wn; z) =
∫ z
0
Ω(w1) ◦ . . . ◦ Ω(wn) , (B.3)




lnn z . (B.4)
The vector ~w = (w1, . . . , wn) is called the weight vector of the polylogarithm and the
number of elements in the weight vector is called the weight w of the polylogarithm.
Iterated integrals form a shuﬄe algebra, and hence we can immediately write,









Note that all terms in this equation have the same weight w1 +w2 The algebra properties
of the Goncharov polylogarithms imply that not all the G functions are independent, but
there must be (polynomial) relations among them. In particular, we can choose a basis
where the rightmost index of all the weight vectors is non zero (apart from objects of the
form G(~0n; z)), e.g.,
G(a, 0, 0; z) = G(0, 0; z)G(a; z) −G(0, 0, a; z) −G(0, a, 0; z)
= G(0, 0; z)G(a; z) −G(0, 0, a; z) − (G(0, a; z)G(0; z) − 2G(0, 0, a; z))
= G(0, 0; z)G(a; z) +G(0, 0, a; z) −G(0, a; z)G(0; z) .
(B.6)
If the rightmost index of a G function is non zero, then the function is invariant under a
rescaling of all its arguments,
G(k ~w; k z) = G(~w; z) . (B.7)
From the definition (B.3) it is easy to see that,
lim
wi→∞
G(~w; z) = 0 . (B.8)
Goncharov multiple polylogarithms can also be represented as multiple nested sums,












= Zm1,...,mk(∞;x1, . . . , xk) . (B.9)
Since the Li functions are the values at infinity of the Z sums introduced in the previous
section, they share all the algebra properties of the Z sums. The G and Li functions define
in fact the same class of function and are related by,
Limk,...,m1(xk, . . . , x1) = (−1)k G






































and in the special case where the elements of the weight vector only take values in the
set {−1, 0,+1}, Goncharov polylogarithms can be expressed in terms of the harmonic
polylogarithms introduced by Remiddi and Vermaseren [56],
G(~w; z) = (−1)kH(~w; z) , (B.12)






Furthermore, up to weight two, Goncharov polylogarithms can be completely expressed
in terms of ordinary logarithms and dilogarithms. In particular, if a and b are non zero,
we find,





















More special values of Goncharov multiple polylogarithms are presented in appendix F
and G.
B.3 Reduction of polylogarithms of the form G(~w(z); 1)
In this section we present the algorithm used to express a polylogarithm of the form
G(~w(z); 1), where w is a rational function of z, as a linear combination of polylogarithms
of the form G(~w′; z), where ~w′ is independent of z. This algorithm is a generalisation of
the corresponding algorithms described in refs. [5, 57, 58]. We start by writing G(~w(z); 1)
as the integral of the derivative,






G(~w(t); 1) , (B.14)
where z0 is arbitrary (provided that G(~w(z0); 1) exists). We now carry out the derivative
on the integral representation of G(~w(z); 1),








Ω(w1(t))◦. . .◦ ∂
∂t










The integrals over the ti variables are easily performed using partial fractioning and inte-
gration by parts. At the end of this procedure, we are left with an integral over t whose
integrand is a linear combination (with rational coefficients) of Goncharov polylogarithms
of the form G(~w1(t); 1), with w1 = w−1. At this point we know recursively how to express
these functions in terms of polylogarithms of the form G(~w′1; t) where ~w
′
1 is independent of
t. The last integration is now done using partial fractioning and integration by parts, and
since the upper integration limit is z, we end up with polylogarithms of the form G(~w′; z).
C Evaluation of the additional residues of F (u1, u2, u3)
C.1 Evaluation of R−1(u1, u2, u3)
In this appendix we give the details on the computations of the additional residues defined in
eq. (3.6). For convenience let us start by introducing the definition thatRj(u1, u2, u3; z1, z2)
is the integrand of Rj(u1, u2, u3), i.e., we define,















We now turn to the evaluation of R−1(u1, u2, u3). We close the contours to the right,
and take residues in zi = ni, ni ∈ N. We obtain,












Resz1=n1 Resz2=n2 R−1(u1, u2, u3; z1, z2) .
(C.2)
The first line in eq. (C.2) is trivial,
−Resz1=0 Resz2=0R−1(u1, u2, u3; z1, z2) =
ζ3 lnu1 + ζ3 lnu2 − 1
4
ln2 u2 ln
2 u1 − 1
6
π2 ln2 u1 − 1
6
π2 ln2 u2 − 1
6




The single sum in the second line can be expressed in terms of S-sums and the sum can

























































































































































= ζ3H (1;u1) + ζ3H (1;u2)− 1
6





π2H (0, 1;u1)− 1
6
π2H (0, 1;u2)−H (0, 0;u2)H (1, 0;u1)− 1
3
π2H (1, 0;u1)
−H (0, 0;u1)H (1, 0;u2)− 1
3
π2H (1, 0;u2)− 1
6
π2H (1, 1;u1)− 1
6
π2H (1, 1;u2)
−H (0;u2)H (0, 1, 0;u1)−H (0;u1)H (0, 1, 0;u2)−H (0;u2)H (1, 1, 0;u1)
−H (0;u1)H (1, 1, 0;u2)−H (0, 1, 1, 0;u1)−H (0, 1, 1, 0;u2)−H (1, 1, 1, 0;u1)
−H (1, 1, 1, 0;u2) ,
where H(~w;x) denote the standard harmonic polylogarithms of Remiddi and Ver-
maseren [56]. The double sum in the third line is rewritten as a nested sum by letting






























































































































































































































































All the sums in this expression can be performed using the algorithms C and D of refs. [54].




























































































































































































































































































































































































π2H (0, 1;u2)− 1
3







12H (0, 0, 0, 1;u1) + 12H (0, 0, 0, 1;u2)− 12H (0, 0, 0, 1;u1 + u2)− 2H (0, 0, 1, 1;u1)−
2H (0, 0, 1, 1;u2) + 8H (0, 0, 1, 1;u1 + u2)−H (0, 1, 1, 1;u1)−H (0, 1, 1, 1;u2)−
4H (0, 1, 1, 1;u1 + u2)−H (1, 0, 1, 1;u1)−H (1, 0, 1, 1;u2)−H (1, 1, 0, 1;u1)−






























































































lnu1 − 4H (0, 0, 1;u1) lnu1 −
4H (0, 0, 1;u2) lnu1 + 4H (0, 0, 1;u1 + u2) lnu1 +H (0, 1, 1;u1) lnu1 −H (0, 1, 1;u2) lnu1 −




































































































lnu2 − 4H (0, 0, 1;u1) lnu2 − 4H (0, 0, 1;u2) lnu2 +
4H (0, 0, 1;u1 + u2) lnu2 −H (0, 1, 1;u1) lnu2 +H (0, 1, 1;u2) lnu2 −










lnu1 lnu2 + 2H (0, 1;u1) lnu1 lnu2 + 2H (0, 1;u2) lnu1 lnu2 −
2H (0, 1;u1 + u2) lnu1 lnu2 +H (1, 1;u1) lnu1 lnu2 +H (1, 1;u2) lnu1 lnu2 .
C.2 Evaluation of R−1−z1(u1, u2, u3)
We now turn to the evaluation of the residue, R−1−z1(u1, u2, u3), in z3 = −1 − z1 by
exchanging the MB integrations with the Euler integration, eq. (3.10). Changing the
integration variables from z2 to −z2 and shifting the integration contours, we arrive at the
following representation for R−1−z1(u1, u2, u3),
R−1−z1(u1, u2, u3) = R˜
(1)
−1−z1



















































× Γ (−z1 − 1) Γ (−z1) Γ (z1 − z2 + 1) Γ (−z2)2 Γ (z2)2 Γ (z1 + z2 + 1) .
(C.8)
In each case, the integration contours are straight lines and their position is explicitly
indicated for each integral. The residue appearing in eq. (C.7) arises from shifting the















3 Γ (−z2)3 Γ (z2)3
× (z2 lnu2 + 2γEz2 + z2ψ (−z2) + z2ψ (z2)− 1) ,
(C.9)
where ψ(z) = ddz ln Γ(z) denotes the digamma function and γE is the Euler-Mascheroni
constant, γE = −ψ(1). Closing the integration contour to the right and summing up
12Note that there are in principle two more non-zero residues coming from crossing the poles in z1 = −z2















































































































































































































Let us now turn to the computation of R˜
(1)
−1−z1


























3 (1− v)z2−1 v−z2 (1− (1− u2) v)−z2−1
× Γ (−z2)3 Γ (z2)3 .
(C.11)
We tacitly exchanged again the MB and Euler integrations, having checked numerically
that this operation is allowed. The residue in eq. (C.11) comes from the fact that in






































































vu1 (1− v (1− u2))
)
(2 ln (1− (1− u2) v) + 2 ln u1 − 2 ln u3 − 2 ln(1− v) + 2 ln v)
− (ln2 (1− (1− u2) v)− 2 ln u1 ln(1− v)− 2 ln(1− v) ln (1− (1− u2) v) + 2 ln u3 ln(1− v)
+2 lnu1 ln v + 2 ln v ln (1− (1− u2) v) + 2 ln u1 ln (1− (1− u2) v)− 2 lnu3 ln v
−2 lnu3 ln (1− (1− u2) v) + ln2 u1 + ln2 u3 − 2 lnu1 lnu3 + ln2(1− v) + ln2 v
−2 ln v ln(1− v) + π2) ln(1− u3(v − 1)




The remaining integration over v can be done in a similar algorithmic way as for
F˜ (u1, u2, u3), so we will be brief on its derivation. We start by expressing the polylog-










vu1 (1− v (1− u2))
(v − 1)u3 ; 1
)
. (C.14)
Using the algorithm of appendix B, we can express the Goncharov polylogarithms in the
right-hand side of eq. (C.13) as a linear combination of Goncharov polylogarithms of the




vu1 (1− v (1− u2))


























1− u2 ; 1
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1− u2 , v213; 1
)
lnu2+G(0; v) ln u1 lnu2−G(1; v) ln u1 lnu2+G
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G(0; v) ln u3 lnu2+G(1; v) ln u3 lnu2−G
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1− u2 ; v
)
−
G(0; v)G(0, v213 ; 1)+G(1; v)G(0, v213 ; 1)−G
(
1
1− u2 ; v
)
G(0, v213; 1)−G(0; v)G(v213 , 1; 1)+
G(1; v)G(v213 , 1; 1) −G
(
1
1− u2 ; v
)
G(v213, 1; 1) −G(0; v)G
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1− u2 , v213; 1
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− G(0, 0, v213 ; 1) +
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G(v213, 1, 1; 1) − G
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1− u2 ; v
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lnu3 ,




uk − ul ±
√
−4ujukul + 2ukul + u2k + u2l
2 (1− uj) uk . (C.16)
Finally, the integration over v is done using the recursive definition of Goncharov polylog-
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ln2 u1 − 1
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lnu3 ln
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1
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− G(v213, 0, 0, 1; 1) −
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+ 2G(v213, 1, 1, 0; 1) −
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)




We now turn to the evaluation of R˜
(2)
−1−z1
(u1, u2, u3). The computation follows the same
lines as for R˜
(1)
−1−z1
(u1, u2, u3), with a slight complication coming from the denominator in
the integrand. To get rid of the denominator, we rewrite R˜
(2)
−1−z1
(u1, u2, u3) as the integral




(u1, u2, u3) = R˜
(2)
−1−z1









(u1, u, u3) . (C.18)
Let us start with the first term in eq. (C.18). The value for u2 = 1 is easily obtained by
applying Barnes lemmas, by means of which one of the two integrations can be performed.









































































































































The remaining term is again computed by exchanging one of the MB integrations with an





















































































After inserting an Euler integral for the integral over z1 in the second term of eq. (C.18)
and exchanging the Euler integration and the integration over z2, the MB integral is trivial








(uv − v + 1)−1 (−u1v2 + u1uv2 + u1v − u3v + u3)−1
×
{
ln2 ((u− 1) v + 1)− 2 lnu1 ln(1− v)− 2 ln(1− v) ln ((u− 1) v + 1)
+ 2 ln u3 ln(1− v) + 2 lnu1 ln v + 2 ln v ln ((u− 1) v + 1) + 2 ln u1 ln ((u− 1) v + 1)
− 2 ln u3 ln v − 2 lnu3 ln ((u− 1) v + 1) + ln2 u1 + ln2 u3 − 2 lnu1 lnu3 + ln2(1− v)












ln3 (v (u2 − 1) + 1)− 3 ln(1− v) ln2 (v (u2 − 1) + 1)+
(C.22)
3 ln v ln2 (v (u2 − 1) + 1) + 3 ln u1 ln2 (v (u2 − 1) + 1)− 3 lnu3 ln2 (v (u2 − 1) + 1)−
3 ln
(
−u1 (u2 − 1) v
2 + (u1 − u3) v + u3
(v − 1)u3
)
ln2 (v (u2 − 1) + 1) +
3ln2(1− v) ln (v (u2 − 1) + 1) + 3 ln2 v ln (v (u2 − 1) + 1) + 3 ln2 u1 ln (v (u2 − 1) + 1) +
3 ln2 u3 ln (v (u2 − 1) + 1)− 6 ln(1− v) ln v ln (v (u2 − 1) + 1)−
6ln(1− v) lnu1 ln (v (u2 − 1) + 1) + 6 ln v lnu1 ln (v (u2 − 1) + 1) +
6ln(1− v) lnu3 ln (v (u2 − 1) + 1)− 6 ln v lnu3 ln (v (u2 − 1) + 1)−








−u1 (u2 − 1) v
2 + (u1 − u3) v + u3
(v − 1)u3
)
ln (v (u2 − 1) + 1)−
6 ln v ln
(
−u1 (u2 − 1) v
2 + (u1 − u3) v + u3
(v − 1)u3
)
ln (v (u2 − 1) + 1)−
6 ln u1 ln
(
−u1 (u2 − 1) v
2 + (u1 − u3) v + u3
(v − 1)u3
)
ln (v (u2 − 1) + 1) +
6 ln u3 ln
(
−u1 (u2 − 1) v
2 + (u1 − u3) v + u3
(v − 1)u3
)
ln (v (u2 − 1) + 1)−
6Li2
(
vu1 (v (u2 − 1) + 1)
(v − 1)u3
)
ln (v (u2 − 1) + 1) + 3π2 ln (v (u2 − 1) + 1)−
3ln2(1− v) ln (u1 (u2 − 1) v2 + (u1 − u3) v + u3)−
3 ln2 v ln
(
u1 (u2 − 1) v2 + (u1 − u3) v + u3
)−
3 ln2 u1 ln
(
u1 (u2 − 1) v2 + (u1 − u3) v + u3
)−
3 ln2 u3 ln
(
u1 (u2 − 1) v2 + (u1 − u3) v + u3
)
+
6ln(1− v) ln v ln (u1 (u2 − 1) v2 + (u1 − u3) v + u3)+
6ln(1− v) lnu1 ln
(
u1 (u2 − 1) v2 + (u1 − u3) v + u3
)−
6 ln v lnu1 ln
(
u1 (u2 − 1) v2 + (u1 − u3) v + u3
)−
6ln(1− v) lnu3 ln
(
u1 (u2 − 1) v2 + (u1 − u3) v + u3
)
+
6 ln v lnu3 ln
(
u1 (u2 − 1) v2 + (u1 − u3) v + u3
)
+
6 ln u1 lnu3 ln
(




u1 (u2 − 1) v2 + (u1 − u3) v + u3
)
+ 3 ln2(1− v) ln (vu1 − vu3 + u3) +
3 ln2 v ln (vu1 − vu3 + u3) + 3 ln2 u1 ln (vu1 − vu3 + u3) + 3 ln2 u3 ln (vu1 − vu3 + u3)−
6 ln(1− v) ln v ln (vu1 − vu3 + u3)− 6 ln(1− v) ln u1 ln (vu1 − vu3 + u3) +
6 ln v lnu1 ln (vu1 − vu3 + u3) + 6 ln(1− v) ln u3 ln (vu1 − vu3 + u3)−
6 ln v lnu3 ln (vu1 − vu3 + u3)− 6 ln u1 lnu3 ln (vu1 − vu3 + u3) +





















+ 6 ln(1− v)Li2
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vu1 (v (u2 − 1) + 1)
(v − 1)u3
)
− 6 ln u1Li2
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We are thus left with only the integration over v to be done. We proceed in the by now usual
way by converting all the polylogarithms in eq. (C.22) into Goncharov polylogarithms using
the algorithm of appendix B and then perform the integration over v using the recursive
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π2G(0, v213; 1)− 1
2
π2G(v213, 1; 1) − G(0, v213, 0, 0; 1) +
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lnu3 + G(v213, 0, 1; 1) ln u3 + G(v213, 1, 0; 1) ln u3 −


















D Limits of the remainder function
D.1 Multi-Regge limits
In this section we discuss the behaviour of the remainder function in the multi-Regge
kinematics. These are defined by requiring the final-state gluons to be strongly ordered in
rapidity while having comparable transverse momentum. If we choose the gluons 3 and 4
as incoming, this implies the hierarchy of scales,
− s34 ≫ −s234, −s345 ≫ −s56, −s61, −s12 ≫ −s45, −s456, −s23 . (D.1)
Introducing a parameter λ≪ 1, the above hierarchy is equivalent to a rescaling,
{s234, s345} = O(λ) , {s56, s61, s12} = O(λ2) , {s45, s456, s23} = O(λ3) , (D.2)
whereas s34 is O(1). In this limit all three conformal cross ratios take limiting values [28,
59, 60],
u1 = O(λ), u2 = O(λ), u3 = 1 +O(λ), (D.3)
and it was shown that in the Euclidean region the remainder function must vanish.
As a consistency check of our computation, we computed the leading behaviour of the
remainder function in the multi-Regge limit. Apart from fH(p1, p3, p5; p4, p6, p2), the sums
of all the other terms in eq. (2.13) is expressed in terms of harmonic polylogarithms, thus
we can directly expand the harmonic polylogarithms in the scaling parameter λ and only
keep the leading term. However, fH(p1, p3, p5; p4, p6, p2) is expressed in terms of Goncharov
polylogarithms whose arguments are complicated functions of the conformal cross ratios.
It is therefore easier to compute fH(p1, p3, p5; p4, p6, p2) from scratch in the limit under
consideration. In what follows, this technique is described on the example of the threefold
contribution to fH(p1, p3, p5; p4, p6, p2) presented in eq. (2.25).
Defining a quantity u¯3 by u3 = 1 + u¯3, we can reformulate the problem as finding the















(z1 z2 + z2 z3 + z3 z1)λ
z1+z2 uz11 u
z2
2 (1 + λ u¯3)
z3
× Γ (−z1)2 Γ (−z2)2 Γ (−z3)2 Γ (z1 + z2) Γ (z2 + z3) Γ (z3 + z1) .
(D.4)
The code MBasymptotics allows us to extract the leading behaviour for λ → 0 of MB










λP (zi) f(zi) , (D.5)
where P (zi) is a polynomial in the integration variables, and f(zi) denotes a function
independent of λ. However, the integral in eq. (D.4) violates this form. We can bring






applying eq. (2.16) to the term (1 + λu¯3)































































× Γ (−z1)2 Γ (−z2)2 Γ (z1 + z2) Γ (−z3)2 Γ (z1 + z3) Γ (z2 + z3) ,
(D.6)
where the contours for the integrations over zi, i = 1, 2, 3, are given in eq. (2.26) and the
contour for the integral over z is a straight vertical line with Re(z) = +32 . The three-
fold contributions arise when shifting the z contour from the form required by eq. (2.16)
to a straight line. All the integrals in eq. (D.6) match precisely the form required by








































z3 Γ (−z3)2 Γ (z3)2
(
6 (lnu1 + lnu2 + 2γE)ψ (z3) + 6γE lnu2
+ 6 lnu1 (lnu2 + γE) + 6ψ (z3)




The integral over z3 can be evaluated in terms of harmonic polylogarithms in the usual way
by closing the contour to the right and summing up residues. The integral over z1 is more
special, because it involves poles in half-integer values of the Γ function. Summing up the
tower of residues leads to multiple binomial sums [50, 51]. However, we observe that this
contribution cancels against similar contributions coming from the twofold contributions to
fH(p1, p3, p5; p4, p6, p2), so we do not discuss this issue further. Finally, combining all the






6 (λu1, λ u2, 1 + λ u¯3) = 0 . (D.8)
Note that there are five more ways in which we could have defined the multi-Regge limit,
corresponding to the five cyclic permutations of the indices in eq. (D.1). It is clear that in
terms of conformal cross ratios the six different ways of taking the multi-Regge limit are









6 (λu1, 1 + λ u¯2, λ u3) = 0 , (D.9)







In this section we compute the remainder function in collinear kinematics. If the momenta
of two external particles, say 1 and 2, become collinear, then the conformal cross ratios
take the particular values,
u1 → 0, u2 → (1− z) s56
s234
, u3 → 1− u2 , (D.10)





6 (λu1, u2, 1− u2) = 0, ∀u2 . (D.11)
We proceed in a similar way to the multi-Regge limit, and we again only discuss here
the case of the threefold contribution to fH(p1, p3, p5; p4, p6, p2). Using MBasymptotics we











(1− u2)z3 uz22 Γ (−z2)2 Γ (z2) Γ (−z3)2 Γ (z3) Γ (z2 + z3)
× (z3z2 lnu1 + 2γE z3z2 + z2 + z3 + z3z2 ψ (z2) + z3z2 ψ (z3)) ,
(D.12)
with the integration contours given by eq. (2.26). Closing the integration contours to the
right and taking residues results in binomial nested sums, similar to the ones encountered
in eq. (C.5). All the sums can hence be done using XSummer and result in polylogarithms.
Since the expression is rather lengthy and does not add anything new to the discussion, we
do not show the result explicitly. Finally, combining this result with the contributions com-
ing from the other contributions in eq. (2.13) we see that our expression for the remainder
function satisfies eq. (D.11).
Similarly to the multi-Regge case, we could have defined five additional collinear limits
obtained by cyclic permutations of the external momenta. The six limits one obtains in this
way are again equivalent pairwise at the level of the reminder function (up to redefining,
e.g., u2 → 1 − u3 in eq. (D.11)), and we checked explicitly that our result does not only









6 (u1, 1− u1, λu3) = 0, ∀u1 . (D.13)
E Special values of ordinary and harmonic polylogarithms
In this appendix we present several special values of polylogarithms up to weight four we
encountered throughout our computation. All the identities of this section were obtained
either using the PSLQ algorithm [61, 62] or using the HPL package [63]. The question
whether a given transcendental number can be expressed as a polynomial with rational
coefficients of other transcendental numbers, i.e., the problem of finding a basis in the
space of transcendental numbers, is an open mathematical problem, and we must therefore







• weight one: ln 2, ln 3,
• weight two: π2, Li2(1/3),
• weight three: ζ3, Li3(1/3), Li3(−1/2),
• weight four: Li4(1/2), Li4(−1/2), Li4(1/3), Li4(−1/3), S2,2(−1/2), S2,2(−1/3).
Note that the values of harmonic polylogarithms in 1/2 presented in this appendix are
sufficient to obtain all harmonic polylogarithms in 1/2 up to weight four. Furthermore,
as the space of harmonic polylogarithms is closed under the transformations x → (1 −
x)/(1 + x) and x → −x, these values are at the same time sufficient to construct all
harmonic polylogarithms up to weight four in −1/2 and ±1/3, and we have hence proved
at the same time that all harmonic polylogarithms up to weight four in these values can
be expressed completely in the basis we just defined.
E.1 Polylogarithms of weight two































































































































E.2 Polylogarithms of weight three
Li3(−8) = − 3 ln3 2− 3
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Li3(−3) = − 1
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E.3 Polylogarithms of weight four
Li4(−8) = −4 ln4 2− 1
2






















































































































ln 3 ln3 2 +
1
6
ln3 3 ln 2 +
1
12
π2 ln2 2 +
1
12
π2 ln2 3− 1
6




































ζ3 ln 2 +
19
6









ln 3 ln3 2− 2
3
ln3 3 ln 2 +
1
3
π2 ln2 2− 1
12






































ln 3 + 57ζ3 ln 2− 57
2











ln4 3 + 10 ln3 3 ln 2− 9 ln2 3 ln2 2− 5
6
π2 ln2 2 +
11
6






























































ln4 3 + 6 ln 3 ln3 2
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ln 3 + 57ζ3 ln 2 (E.33)
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F Special values of Goncharov multiple polylogarithms
In this appendix we present special values of Goncharov multiple polylogarithms that we
encountered throughout our computation. The results are expressed in the same transcen-






algorithm of appendix B. Note that we present here only values for polylogarithms of
the form G(~w; 1). It is very easy to extend this list to other types of polylogarithms by
applying eq. (B.7).
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G Goncharov multiple polylogarithm in terms of harmonic polyloga-
rithms
If we consider Goncharov polylogarithms of the form G(~w(a); 1), it is sometimes possible
to reexpress this function in terms of harmonic polylogarithms in a. In the following we
present the identities we encountered throughout our computation.
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G.4 Polylogarithms of weight four
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H The analytic expression of the remainder function
In this appendix we present the full analytic expression of the remainder function. The re-
sult is also available in electronic form from www.arXiv.org. Using the notation introduced
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1− u1 , v123; 1
)






1− u1 , v132; 1
)






1− u2 , v213; 1
)






1− u2 , v231; 1
)
H (0, 0;u3) + 3H (0;u1)H (0;u2)H (0, 0;u3)−
25
4
H (0, 0;u1)H (0, 0;u3)− 25
4



















H (0;u1)H (0;u2)H (0, 1; (u1 + u2)) +
1
12
π2H (0, 1; (u1 + u2)) +
1
12




































































































u1 + u3 − 1; 1
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1− u3 , u312; 1
)
H (1, 0;u1)− 3
4
H (0, 0;u2)H (1, 0;u1)− 3
4






u1 + u3 − 1
u1 − 1
)
H (1, 0;u1)− 1
3



























u1 + u2 − 1; 1
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1− u1 , u123; 1
)
H (1, 0;u2)− 3
4
H (0, 0;u1)H (1, 0;u2)− 3
4






u1 + u2 − 1
u2 − 1
)
H (1, 0;u2)− 1
4









































u2 + u3 − 1; 1
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H (1, 0;u3)− 1
3





























1− u2 , u231; 1
)
H (1, 0;u3) +
3
4
H (0;u1)H (0;u2)H (1, 0;u3)− 3
4
H (0, 0;u1)H (1, 0;u3)− 3
4






u2 + u3 − 1
u3 − 1
)
H (1, 0;u3)− 1
4
H (1, 0;u1)H (1, 0;u3)− 1
4
H (1, 0;u2)H (1, 0;u3) +
1
24
π2H (1, 1;u1) +
1
24
π2H (1, 1;u2) +
1
24
π2H (1, 1;u3) +
1
2
H (0;u2)H (0, 0, 0;u1) +
1
2
H (0;u3)H (0, 0, 0;u2) +
1
2














u1 + u2 − 1
u2 − 1
)
−H (0;u1)H (0, 0, 1; (u1 + u2))−














u1 + u3 − 1
u1 − 1
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u2 + u3 − 1
u3 − 1
)
−H (0;u2)H (0, 0, 1; (u2 + u3))−
H (0;u3)H (0, 0, 1; (u2 + u3))− 1
2
H (0;u2)H (0, 1, 0;u1)− 1
2
H (0;u3)H (0, 1, 0;u2)−
1
2
























































H (0;u2)H (1, 0, 0;u1)− 1
2
H (0;u3)H (1, 0, 0;u1)−
1
2
H (0;u1)H (1, 0, 0;u2) +
1
2
H (0;u3)H (1, 0, 0;u2) +
1
2
H (0;u1)H (1, 0, 0;u3)−
1
2






























0, 0, 0, 1;









0, 0, 0, 1;
u1 + u3 − 1
u1 − 1
)





0, 0, 0, 1;
u2 + u3 − 1
u3 − 1
)
+ 3H (0, 0, 0, 1; (u2 + u3)) +
9
4
H (0, 0, 1, 0;u1) +
9
4
H (0, 0, 1, 0;u2) +
9
4
H (0, 0, 1, 0;u3)− 1
2
H (0, 1, 0, 0;u1)− 1
2
H (0, 1, 0, 0;u2)−
1
2





0, 1, 0, 1;








0, 1, 0, 1;








0, 1, 0, 1;
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u3 − 1
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0, 1, 1, 1;
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1, 0, 0, 1;





1, 0, 0, 1;






1, 0, 0, 1;
u2 + u3 − 1
u3 − 1
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1, 1, 0, 1;








1, 1, 0, 1;








1, 1, 0, 1;






H (1, 1, 1, 0;u1) +
1
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H (1, 1, 1, 0;u2) +
1
2





































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Open Access. This article is distributed under the terms of the Creative Commons
Attribution Noncommercial License which permits any noncommercial use, distribution,
and reproduction in any medium, provided the original author(s) and source are credited.
References
[1] C. Anastasiou, Z. Bern, L.J. Dixon and D.A. Kosower, Planar amplitudes in maximally
supersymmetric Yang-Mills theory, Phys. Rev. Lett. 91 (2003) 251602 [hep-th/0309040]
[SPIRES].
[2] Z. Bern, J.S. Rozowsky and B. Yan, Two-loop four-gluon amplitudes in N = 4 super-Yang-
Mills, Phys. Lett. B 401 (1997) 273 [hep-ph/9702424] [SPIRES].
[3] Z. Bern, M. Czakon, D.A. Kosower, R. Roiban and V.A. Smirnov, Two-loop iteration of
five-point N = 4 super-Yang-Mills amplitudes, Phys. Rev. Lett. 97 (2006) 181601
[hep-th/0604074] [SPIRES].
[4] F. Cachazo, M. Spradlin and A. Volovich, Iterative structure within the five-particle two-loop
amplitude, Phys. Rev. D 74 (2006) 045020 [hep-th/0602228] [SPIRES].
[5] V. Del Duca, C. Duhr, E.W. Nigel Glover and V.A. Smirnov, The one-loop pentagon to
higher orders in epsilon, JHEP 01 (2010) 042 [arXiv:0905.0097] [SPIRES].
[6] V. Del Duca, C. Duhr and E.W. Nigel Glover, The five-gluon amplitude in the high-energy
limit, JHEP 12 (2009) 023 [arXiv:0905.0100] [SPIRES].
[7] L.F. Alday, J.M. Henn, J. Plefka and T. Schuster, Scattering into the fifth dimension of
N = 4 super Yang-Mills, JHEP 01 (2010) 077 [arXiv:0908.0684] [SPIRES].
[8] J.M. Henn, S.G. Naculich, H.J. Schnitzer and M. Spradlin, Higgs-regularized three-loop
four-gluon amplitude in N = 4 SYM: exponentiation andRegge limits, JHEP 04 (2010) 038
[arXiv:1001.1358] [SPIRES].
[9] Z. Bern, L.J. Dixon and V.A. Smirnov, Iteration of planar amplitudes in maximally
supersymmetric Yang-Mills theory at three loops and beyond, Phys. Rev. D 72 (2005) 085001
[hep-th/0505205] [SPIRES].
[10] Z. Bern et al., The Two-Loop Six-Gluon MHV Amplitude in Maximally Supersymmetric
Yang-Mills Theory, Phys. Rev. D 78 (2008) 045007 [arXiv:0803.1465] [SPIRES].
[11] L.F. Alday and J. Maldacena, Comments on gluon scattering amplitudes via AdS/CFT,
JHEP 11 (2007) 068 [arXiv:0710.1060] [SPIRES].
[12] J.M. Drummond, J. Henn, G.P. Korchemsky and E. Sokatchev, The hexagon Wilson loop
and the BDS ansatz for the six-gluon amplitude, Phys. Lett. B 662 (2008) 456
[arXiv:0712.4138] [SPIRES].
[13] J. Bartels, L.N. Lipatov and A. Sabio Vera, BFKL Pomeron, Reggeized gluons and
Bern-Dixon-Smirnov amplitudes, Phys. Rev. D 80 (2009) 045002 [arXiv:0802.2065]
[SPIRES].
[14] J. Bartels, L.N. Lipatov and A. Sabio Vera, N=4 supersymmetric Yang-Mills scattering







[15] R.M. Schabinger, The Imaginary Part of the N = 4 super-Yang-Mills Two-Loop Six-Point
MHV Amplitude in Multi-Regge Kinematics, JHEP 11 (2009) 108 [arXiv:0910.3933]
[SPIRES].
[16] F. Cachazo, M. Spradlin and A. Volovich, Leading Singularities of the Two-Loop Six-Particle
MHV Amplitude, Phys. Rev. D 78 (2008) 105022 [arXiv:0805.4832] [SPIRES].
[17] V. Del Duca, C. Duhr and V.A. Smirnov, An Analytic Result for the Two-Loop Hexagon
Wilson Loop in N = 4 SYM, JHEP 03 (2010) 099 [arXiv:0911.5332] [SPIRES].
[18] L.F. Alday and J.M. Maldacena, Gluon scattering amplitudes at strong coupling,
JHEP 06 (2007) 064 [arXiv:0705.0303] [SPIRES].
[19] J.M. Drummond, G.P. Korchemsky and E. Sokatchev, Conformal properties of four-gluon
planar amplitudes and Wilson loops, Nucl. Phys. B 795 (2008) 385 [arXiv:0707.0243]
[SPIRES].
[20] A. Brandhuber, P. Heslop and G. Travaglini, MHV Amplitudes in N = 4 Super Yang-Mills
and Wilson Loops, Nucl. Phys. B 794 (2008) 231 [arXiv:0707.1153] [SPIRES].
[21] J.M. Drummond, J. Henn, G.P. Korchemsky and E. Sokatchev, On planar gluon
amplitudes/Wilson loops duality, Nucl. Phys. B 795 (2008) 52 [arXiv:0709.2368] [SPIRES].
[22] J.M. Drummond, J. Henn, G.P. Korchemsky and E. Sokatchev, Conformal Ward identities
for Wilson loops and a test of the duality with gluon amplitudes,
Nucl. Phys. B 826 (2010) 337 [arXiv:0712.1223] [SPIRES].
[23] J.M. Drummond, J. Henn, G.P. Korchemsky and E. Sokatchev, Hexagon Wilson loop =
six-gluon MHV amplitude, Nucl. Phys. B 815 (2009) 142 [arXiv:0803.1466] [SPIRES].
[24] C. Anastasiou et al., Two-Loop Polygon Wilson Loops in N = 4 SYM, JHEP 05 (2009) 115
[arXiv:0902.2245] [SPIRES].
[25] L.F. Alday and J. Maldacena, Null polygonal Wilson loops and minimal surfaces in Anti-
de-Sitter space, JHEP 11 (2009) 082 [arXiv:0904.0663] [SPIRES].
[26] A. Brandhuber, P. Heslop, V.V. Khoze and G. Travaglini, Simplicity of Polygon Wilson
Loops in N = 4 SYM, JHEP 01 (2010) 050 [arXiv:0910.4898] [SPIRES].
[27] C. Vergu, The two-loop MHV amplitudes in N = 4 supersymmetric Yang- Mills theory,
arXiv:0908.2394 [SPIRES].
[28] V. Del Duca, C. Duhr and E.W.N. Glover, Iterated amplitudes in the high-energy limit,
JHEP 12 (2008) 097 [arXiv:0809.1822] [SPIRES].
[29] V.S. Fadin and L.N. Lipatov, High-Energy Production of Gluons in a QuasimultiRegge
Kinematics, JETP Lett. 49 (1989) 352 [SPIRES].
[30] V. Del Duca, Real next-to-leading corrections to the multigluon amplitudes in the helicity
formalism, Phys. Rev. D 54 (1996) 989 [hep-ph/9601211] [SPIRES].
[31] V. Del Duca, A. Frizzo and F. Maltoni, Factorization of tree QCD amplitudes in the
high-energy limit and in the collinear limit, Nucl. Phys. B 568 (2000) 211 [hep-ph/9909464]
[SPIRES].
[32] C. Duhr, New techniques in QCD, PhD thesis, Universite´ Catholique de Louvain (2009).







[34] J.G.M. Gatheral, Exponentiation of eikonal cross-sections in nonabelian gauge theories,
Phys. Lett. B 133 (1983) 90 [SPIRES].
[35] J. Frenkel and J.C. Taylor, Nonabelian eikonal exponentiation,
Nucl. Phys. B 246 (1984) 231 [SPIRES].
[36] Z. Bern, L.J. Dixon, D.C. Dunbar and D.A. Kosower, One-Loop n-Point Gauge Theory
Amplitudes, Unitarity and Collinear Limits, Nucl. Phys. B 425 (1994) 217
[hep-ph/9403226] [SPIRES].
[37] I.A. Korchemskaya and G.P. Korchemsky, On lightlike Wilson loops,
Phys. Lett. B 287 (1992) 169 [SPIRES].
[38] V.A. Smirnov, Analytical result for dimensionally regularized massless on-shell double box,
Phys. Lett. B 460 (1999) 397 [hep-ph/9905323] [SPIRES].
[39] J.B. Tausk, Non-planar massless two-loop Feynman diagrams with four on-shell legs,
Phys. Lett. B 469 (1999) 225 [hep-ph/9909506] [SPIRES].
[40] V.A. Smirnov, Evaluating Feynman Integrals, Springer Tracts Mod. Phys. 211 (2004) 1
[SPIRES].
[41] V.A. Smirnov, Feynman integral calculus, Springer, Berlin Germany (2006).
[42] M. Czakon, Automatized analytic continuation of Mellin-Barnes integrals,
Comput. Phys. Commun. 175 (2006) 559 [hep-ph/0511200] [SPIRES].
[43] A.V. Smirnov and V.A. Smirnov, On the Resolution of Singularities of Multiple
Mellin-Barnes Integrals, Eur. Phys. J. C 62 (2009) 445 [arXiv:0901.0386] [SPIRES].
[44] M. Czakon, MBasymptotics, http://projects.hepforge.org/mbtools/.
[45] D.A. Kosower, barnesroutines, http://projects.hepforge.org/mbtools/.
[46] A.V. Smirnov and M.N. Tentyukov, Feynman Integral Evaluation by a Sector decomposiTion
Approach (FIESTA), Comput. Phys. Commun. 180 (2009) 735 [arXiv:0807.4129]
[SPIRES].
[47] A.V. Smirnov, V.A. Smirnov and M. Tentyukov, FIESTA 2: parallelizeable multiloop
numerical calculations, arXiv:0912.0158 [SPIRES].
[48] A.B. Goncharov, Multiple polylogarithms, cyclotomy and modular complexes, Math. Research
Lett. 5 (1998) 497.
[49] A.B. Goncharov, Multiple polylogarithms and mixed Tate motives, math/0103059.
[50] F. Jegerlehner, M.Y. Kalmykov and O. Veretin, MS-bar vs pole masses of gauge bosons. II:
Two-loop electroweak fermion corrections, Nucl. Phys. B 658 (2003) 49 [hep-ph/0212319]
[SPIRES].
[51] M.Y. Kalmykov, B.F.L. Ward and S.A. Yost, Multiple (inverse) binomial sums of arbitrary
weight and depth and the all-order ǫ-expansion of generalized hypergeometric functions with
one half-integer value of parameter, JHEP 10 (2007) 048 [arXiv:0707.3654] [SPIRES].
[52] L.F. Alday, J. Maldacena, A. Sever and P. Vieira, Y-system for Scattering Amplitudes,
arXiv:1002.2459 [SPIRES].
[53] J.A.M. Vermaseren, Harmonic sums, Mellin transforms and integrals,






[54] S. Moch, P. Uwer and S. Weinzierl, Nested sums, expansion of transcendental functions and
multi-scale multi-loop integrals, J. Math. Phys. 43 (2002) 3363 [hep-ph/0110083] [SPIRES].
[55] S. Moch and P. Uwer, XSummer: Transcendental functions and symbolic summation in
Form, Comput. Phys. Commun. 174 (2006) 759 [math-ph/0508008] [SPIRES].
[56] E. Remiddi and J.A.M. Vermaseren, Harmonic polylogarithms,
Int. J. Mod. Phys. A 15 (2000) 725 [hep-ph/9905237] [SPIRES].
[57] T. Gehrmann and E. Remiddi, Numerical evaluation of two-dimensional harmonic
polylogarithms, Comput. Phys. Commun. 144 (2002) 200 [hep-ph/0111255] [SPIRES].
[58] U. Aglietti, V. Del Duca, C. Duhr, G. Somogyi and Z. Tro´csa´nyi, Analytic integration of
real-virtual counterterms in NNLO jet cross sections I, JHEP 09 (2008) 107
[arXiv:0807.0514] [SPIRES].
[59] R.C. Brower, H. Nastase, H.J. Schnitzer and C.-I. Tan, Implications of multi-Regge limits for
the Bern-Dixon-Smirnov conjecture, Nucl. Phys. B 814 (2009) 293 [arXiv:0801.3891]
[SPIRES].
[60] R.C. Brower, H. Nastase, H.J. Schnitzer and C.-I. Tan, Analyticity for Multi-Regge Limits of
the Bern-Dixon-Smirnov Amplitudes, Nucl. Phys. B 822 (2009) 301 [arXiv:0809.1632]
[SPIRES].
[61] H.R.P. Ferguson and D.H. Bailey, A Polynomial Time, Numerically Stable Integer Relation
Algorithm, RNR Technical Report, RNR-91-032.
[62] H.R.P. Ferguson, D.H. Bailey and S. Arno, Analysis of PSLQ, an Integer Relation Finding
Algorithm, NASA Technical Report, NAS-96-005.
[63] D. Maˆıtre, HPL, a Mathematica implementation of the harmonic polylogarithms,
Comput. Phys. Commun. 174 (2006) 222 [hep-ph/0507152] [SPIRES].
– 118 –
