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Santrauka. Šiame darbe nagrinėjamas empirinio Bajeso metodo taikymas kelių mažų daž-
nių įvertinimui. Modeliuojant kelių kiekybinių rodiklių – retų įvykių skaičių tikimybes, yra
laikoma, kad tikimybės pasiskirsčiusios pagal Puasono dėsnį su skirtingais parametrais, kurie
yra atsitiktiniai koreliuoti Gauso dydžiai. Nežinomų parametrų įverčiai gaunami didžiausio
tikėtinumo metodu. Išvestos lygtys, kurias turi tenkinti modelio parametrų didžiausio tikė-
tinumo įverčiai.
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Įvadas
Epidemiologiniuose tyrimuose yra aktuali kelių retų įvykių tikimybių įvertinimo prob-
lema. Tokiais įvykiais gali būti sergamumas arba mirtingumas nuo kokių nors ligų ir
pan. Paprastas santykinis įvertis įvykių tikimybėms vertinti nelabai tinka:
P =
Y
N
,
čia Y – įvykių skaičius, N – populiacijos dydis, nes populiacijų dydžiai gali labai
svyruoti ir gautų įverčių patikimumas gali ženkliai skirtis. Todėl šioms tikimybėms
vertinti yra pasiūlytas empirinis Bajeso metodas. Darbe pasinaudojama logit mode-
liu, kuriame įvedamas pagalbinis kintamasis α, išreiškiamas per nagrinėjamo įvykio
tikimybę, ir apibrėžiamas formule
α = ln
P
1− P
, (1)
čia P yra tikimybė, kad priklausomas kintamasis įgys reikšmę 1, (1 − P ) – tikimy-
bė, kad priklausomas kintamasis įgys reikšmę 0 [6]. Vieno įvykio tikimybės vertini-
mo algoritmas panaudojant empirinį Bajeso metodą buvo sudarytas P.C. Bradley ir
A.L. Thomas (2000), D. Clayton ir J. Kaldor (1987), R.K. Tsutakava ir kt. (1985)
[2, 3, 7]. O šiame darbe empirinis Bajeso metodas pritaikytas kelių retų įvykių tiki-
mybėms.
1 Puasono–Gauso modelis
Tegul turime populiacijų aibę Λ = (A1, A2, . . . , AK), sudarytą iš K populiacijų, čia
kiekviena populiacija Aj turiNj individų, j = 1,K. Tarkime, kad stebint populiacijas
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gali įvyktiM tam tikrų įvykių (susirgimo, mirties, . . .). Tikslas yra įvertinti šių įvykių
tikimybes Pmj , kai Y
m
j yra stebėtas m-to įvykio pasirodymų skaičius, j = 1,K ir
m = 1,M .
Empiriniame Bajeso metode yra priimama, kad įvykių skaičiai Y mj populiacijose
yra pasiskirstę pagal Puasono dėsnį su parametrais λj,m = Nj ·Pmj , 1 6 m 6M , t. y.,
su tankiu [2, 3, 7]:
f
(
Y mj , λj,m
)
= e−λj,m
(λj,m)
Ymj
(Y mj )!
, j = 1, . . . ,K.
Puasono–Gauso modelyje priimama, kad įvykių tikimybių logitai populiacijose yra
pasiskirstę pagal daugiamatį normalųjį skirstinį su parametrais µ, Σ [2], t. y., logit
(1) skirstinio tankis
g(α, µ,Σ) =
exp(−(α− µ)TΣ−1(α− µ))√
|Σ| · (2pi)
M
2
.
Tikimybės Pmj įvertis yra apskaičiuojamas aposterioriniu vidurkiu:
Pmj =
∫ +∞
−∞
1
1+e
−αm
j
∏M
k=1 f
(
Y kj ,
Nj
1+e
−αk
j
)
g(α, µ,Σ) dα
Dj(µ,Σ)
,
čia
Dj(µ,Σ) =
∫ +∞
−∞
M∏
k=1
f
(
Y kj ,
Nj
1 + e−α
k
j
)
g(α, µ,Σ) dα (2)
yra įvykių skaičiaus aposteriorinė tikimybė j-je populiacijoje, j = 1,K. Bajeso me-
todas dažnai taikomas statistikoje minimizuojant tam tikras funkcijas išreikštas per
aposteriorinio tankio integralą. Taigi, nežinomi parametrai µ, Σ yra vertinami di-
džiausio tikėtinumo metodu [2, 7]. Galima parodyti, kad logaritminė tikėtinumo
funkcija yra:
L(µ,Σ) = −
K∑
j=1
ln
(∫ +∞
−∞
M∏
k=1
f
(
Y kj ,
Nj
1 + e−α
k
j
)
g(α, µ,Σ) dα
)
= −
K∑
j=1
ln
(
Dj(µ,Σ)
)
, (3)
kurią minimizavus gaunami parametrų µ, Σ įverčiai.
2 Didžiausio tikėtinumo funkcijos išvestinės
Tikėtinumo funkcija (3) gali būti diferencijuojama daugelį kartų pagal parametrus
µ, Σ. Šios funkcijos pirmos eilės išvestinės yra:
∂L(µ,Σ)
∂µ
=
K∑
j=1
∫ +∞
−∞
Σ−1(α− µ)
∏M
k=1 f
(
Y kj ,
Nj
1+e
−αk
j
)
g(α, µ,Σ) dα
Dj(µ,Σ)
, (4)
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∂L(µ,Σ)
∂Σ
=
K∑
j=1
∫ +∞
−∞
(Σ−1 −Σ−1(α− µ)(α− µ)TΣ−1)
∏M
k=1 f
(
Y kj ,
Nj
1+e
−αk
j
)
g(α, µ,Σ) dα
Dj(µ,Σ)
.
(5)
Gautas išvestines (4), (5) prilyginus nuliui, t. y.,
∂L(µ,Σ)
∂µ
= 0,
∂L(µ,Σ)
∂Σ
= 0,
ir atlikus nesudėtingus veiksmus, galima gauti lygtis, kurias tenkina Puasono–Gauso
modelio parametrų įverčiai
µˆ =
1
K
K∑
j=1
∫ +∞
−∞
α ·
∏M
k=1 f
(
Y kj ,
Nj
1+e
−αk
j
)
g(α, µ,Σ) dα
Dj(µ,Σ)
, (6)
Σˆ =
1
K
K∑
j=1
∫ +∞
−∞
(α− µ)(α− µ)T
∏M
k=1 f
(
Y kj ,
Nj
1+e
−αk
j
)
g(α, µ,Σ) dα
Dj(µ,Σ)
. (7)
Didžiausio tikėtinumo įverčius µˆ, Σˆ galima apskaičiuoti iš lygčių (6), (7) kinta-
mos metrikos metodu [4], išreiškus integralus Ermito–Gauso kvadratūrinėmis formu-
lėmis [1]. Be to, didžiausio tikėtinumo funkcijos minimizavimą ir integravimą galima
atlikti pasinaudojus matematine programine įranga MATHCAD, MAPLE ir pan.
3 Puasono–Gauso modelio parametrų įverčiai
Taip pat, norint rasti parametrų µ, Σ didžiausio tikėtinumo įverčius, (6), (7) lygtis
galima spręsti „fiksuoto taško iteracijų“ metodu [5]:
µˆt+1 =
1
K
K∑
j=1
∫ +∞
−∞
α ·
∏M
k=1 f
(
Y kj ,
Nj
1+e
−αk
j
)
g(α, µt, Σt) dα
Dj(µt, Σt)
, (8)
Σˆt+1 =
1
K
K∑
j=1
∫ +∞
−∞
(α− µt)(α − µt)
T
∏M
k=1 f
(
Y kj ,
Nj
1+e
−αk
j
)
g(α, µt, Σt) dα
Dj(µt, Σt)
, (9)
čia integralus (2), (8), (9) galima apskaičiuoti pasinaudojus Ermito-Gauso kvadratū-
rinėmis formulėmis [1].
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Lygybėse (8)–(9) galima parinkti tokį pradinį tašką (µ0, Σ0):
µ0 =
1
K
K∑
j=1
α0j ,
Σ0 =
1
K
K∑
j=1
(
α0j − µ0
)(
α0j − µ0
)T
,
čia α0j = ln
P 0j
1−P 0
j
, pasinaudojant paprastu santykinės rizikos įverčiu
P 0j =
Y 0j
Nj
, P 0j 6= 0, j = 1, . . . ,K.
4 Išvados
Darbe Bajeso metodas pritaikytas Puasono–Gauso kelių mažų dažnių tikimybių mo-
delio parametrams įvertinti. Sudarytas algoritmas gali būti taikomas socialinių ir
medicininių duomenų analizei.
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SUMMARY
An algorithm for the assessment of several small rates
L. Sakalauskas, I. Vaiciulyte
The present paper describes the empirical Bayesian approach applied in the estimation of several
small rates. Modeling by empirical Bayesian approach the probabilities of several rare events, it is
assumed that the frequencies of events follow to Poisson’s law with different parameters, which are
correlated Gaussian random values. The unknown parameters are estimated by the maximum likeli-
hood method computing the integrals appeared here by Hermite–Gauss quadratures. The equations
derived that are satisfied by maximum likelihood estimates of model parameters.
Keywords: Bayesian approach, likelihood method, Poisson–Gaussian model.
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