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RESEARCHING FRAMEWORK FOR SIMULATING/IMPLEMENTATING P SYSTEMS 
Sandra Gómez, Luis Fernández, Iván García, Fernando Arroyo 
Abstract: Researching simulation/implementation of membranes systems is very recent. Present literature 
gathers new publications frequently about software/hardware, data structures and algorithms for implementing P 
system evolution. 
In this context, this work presents a framework which goal is to make tasks of researchers of this field easier. 
Hence, it establishes the set of cooperating classes that form a reusable and flexible design for the customizable 
evaluation with new data structures and algorithms. Moreover, it includes customizable services for correcting, 
monitoring and logging the evolution and edition, recovering, automatic generating, persistence and visualizing P 
systems. 
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P systems are a new computational model based on the membrane structure of living cells. This model has 
become, during last years, a powerful framework for developing new ideas in theoretical computation. ”P systems 
with simple ingredients (number of membranes, forms and sizes of rules, controls of using the rules) are Turing 
complete” [Păun, 1999]. Moreover, P systems are a class of distributed, massively parallel and non-deterministic 
systems.  
“As there do not exist, up to now, implementations in laboratories (neither in vitro or in vivo nor in any electronical 
medium), it seems natural to look for software tools that can be used as assistants that are able to simulate 
computations of P systems” [Ciobanu, 2006]. “An overview of membrane computing software can be found in 
literature, or tentative for hardware implementations, or even in local networks is enough to understand how 
difficult is to implement membrane systems on digital devices” [Păun, 2005]. Moreover, he says: “we avoid to 
plainly say that we have ‘implementations’ of P systems, because of the inherent non-determinism and the 
massive parallelism of the basic model, features which cannot be implemented, at least in principle, on the usual 
electronic computer -but which can be implemented on a dedicated, reconfigurable, hardware [...] or on a local 
network” [Păun, 2005]. Thereby, there exists many simulators in bibliography but “the next generation of 
simulators may be oriented to solve (at least partially) the problems of storage of information and massive 
parallelism by using parallel language programming or by using multiprocessor computers” [Ciobanu, 2006].  
The goal of this work is to present a framework to make easier the tasks of researchers who develop 
simulators/implementations of P systems. It does not expect to be a new simulator/implementation. It presents a 
set of cooperating classes that form a reusable design for developing simulators/implementations of P systems. 
This framework provides an architectonical guide to divide the design in abstract classes and to define their 
responsibilities and collaborations. Researchers have to adapt the framework to a concrete 
simulator/implementation inheriting and compounding instances of framework classes. 
This paper is structured as follows: next section presents related works then, they are presented the requirements 
and design guidelines for the framework. Finally, conclusions are presented. 
Related Works 
Membrane system implementation is a very recent investigation field. First approaches were simulators [Ciobanu, 
2006] that demonstrated the functionality of the membrane systems. But, they lacked distributed and massively 
character. 
First distributed implementations are presented in [Syropoulos, 2003] and [Ciobanu, 2004]. In their distributed 
implementations of P systems use Java Remote Method Invocation (RMI) and the Message Passing Interface 
(MPI) respectively, on a cluster of PC connected by Ethernet. These last authors do not carry out a detailed 
analysis of the importance of the time used during communication phase in the total time of P system evolution, 
although Ciobanu affirms that “the response time of the program has been acceptable. There are however 
executions that could take a rather long time due to unexpected network congestion” [Ciobanu, 2003]. In 
[Tejedor, 2007a] [Bravo, 2007a] [Bravo, 2007b], it is determined that the problem in implementing P systems is 
the time necessary in the communication of multisets among membranes allocated in different devices (PCs, 
PICs, or chips). This fact, forces to resign parallelism to the maximum to as much reach a parallelism degree 
dependent of the speed of the communications and the application of the evolution rules. Therefore, it is 
necessary to develop faster application algorithms that adapt so much to the sequential technologies as to the 
parallel ones. 
On the other hand, [Fernández, 2007] determines the appropriate software architecture that is executed over a 
given evolution P System hardware architecture. So, it pretends to determine the set of process and their 
relationships that are appropriate to be executed over a set of connected processors. Considered possibilities 
are: evolution rules oriented software architecture, membranes oriented software architecture and processors 
oriented software architecture. 
Works of investigation about sequential and/or parallel algorithms designed for the different phases of the 
evolution of a P system are very varied: for the utility of the evolution rules: [Frutos, 2007]; for the applicability of 
evolution rules: [Fernández, 2006a]; for the application of evolution rules: [Fernández, 2006b] [Fernández, 2006c] 
[Tejedor, 2007b] [Tejedor, 2007c] [Gil, 2007]. 




With respect to the storage of the information of a P System, [Fernández, 2005a] defines a universal vocabulary 
with XML technology and [Gutiérrez, 2007b] presents new data structures that compress multisets of objects 
information without penalizing the basic operations on these. 
Finally, it is possible to indicate the works on different technologies whose objective is to implant the different 
architectures, algorithms and previous data structures. Thus, we found a line about circuits hardware in 
[Petreska, 2003] [Arroyo, 2004a]  [Arroyo, 2004b]  [Arroyo, 2004c]  [Fernández, 2005b] [Martínez, 2006a] 
[Martínez, 2006b], the new opened line about microcontrollers in [Gutiérrez, 2006] [Gutiérrez, 2007a], and the 
traditional line about personal computers in [Syropoulos, 2003] [Ciobanu, 2004]. 
Requirements 
In this context, pursued goals is to develop a highly reusable framework that is flexible enough for any researcher 
to be able of concentrating on developing the algorithm or data structure object of its investigation. 
In this line, the framework provides to the researchers the following reusable modules: 
1.1 Implementation of every standard data structure, agreed to the specification model, in order to equip 
framework with the total functionality of a simulator of membrane system. Hence, it is had the data 
structures for the symbols, multisets, evolution rules and membranes. 
1.2 Implementation of every standard algorithm, agreed to the specification model, in order to equip 
framework with the total functionality of a simulator of membrane system. Hence, it is had the 
algorithms for utility phases, applicability, activity, application, communication and dissolution. 
1.3 Process management and synchronization for the different software architectures: evolution rules 
oriented, membranes oriented and processor oriented. 
1.4 Management of automatic detection of errors of any algorithm for functional tests. 
1.5 Management of automatic monitoring (time, space, number of operations, …) of any algorithm for non 
functional tests. 
1.6 Management of persistence, visualizing and logs for tracking the algorithms. 
1.7 Management of P System for its edition, recovery, automatic generation of parameterized sets of tests 
1.8 Management of configurations for P systems evolution. 
 
Figure 1: Use Case Diagram. 
 




On the other hand, the framework provides to the researchers the following flexibility for a given evolution of the P 
System: 
2.1. Extension by inheritance of new data structures for the symbols, multisets, evolution rules and 
membranes. 
2.2. Extension by inheritance of new algorithms for utility, applicability, activity, application, communication 
and dissolution phases. 
2.3. Extension by inheritance of new functionalities over P systems (analyisis, compilation, …). 
2.4. Architecture process, phases, algorithms and data structures configuration. 
2.5. Evolution, visualization, monitorization, correction and logs configuration. 
Figure 1 shows the use case diagram corresponding to the previous requirements. 
 
Framework 
Figure 2 shows a class diagram of the domain model that has the most important object classes according to P 
System specification. 
 
Figure 2: P system Domain Model Class Diagram. 
 
Figure 3 shows the class diagram that was designed for covering requirements 1.1 and 2.1. This way, concrete 
classes in the third level of the inheritance hierarchy are contributed for every standard data structure. Also, it 
makes easy the incorporation of new data structures inheriting from the abstract classes of the second 
inheritance hierarchy level. 
In particular, class ElementFactory is responsible of the configuration of the data structures for a given evolution 
of requirement 2.4. 
 
 
Figure 3: Data Structures Class Diagram. 





Figure 4 shows the class diagram designed to cover requirements 1.2 and 2.2. This way, concrete classes in the 
fifth level of the inheritance hierarchy are contributed for every algorithm of evolution phases. Also, it makes easy 
the incorporation of new algorithms inheriting from forth level of inheritance hierarchy abstract classes. 
In particular, class PhaseFactory is responsible of the configuration of the phases and algorithms for a concrete 
evolution of requirement 2.4. 
 
 
Figure 4: Algorithms Class Diagram. 
 
Figure 5 shows the class diagram designed to cover the requirement 1.3. This way, concrete classes in the 
second level of the inheritance hierarchy are contributed for every process architectures together with the classes 
for the process synchronization. 
In particular, class ProcessFactory is responsible of the configuration of the process architectures for a concrete 
evolution of requirement 2.4. 
 
Figure 5: Software Architecture Class Diagram. 
 
Figure 6 shows the class diagram designed to cover requirement 1.4, 1.5, 1.6 and 2.3. This way, concrete 
classes in the forth level of inheritance hierarchy are contributed for the detection of errors and automatic 
monitorization of functional and non functional sets of tests respectively, and for the persistence, log and 
visualization of the results of a given evolution. Moreover, new functionalities (P System analysis, compilation, …) 
can be developed inheriting from VisitorElement. 
In particular, class VisitorFactory is responsible of the configuration of a given evolution of the requirement 2.5. 
 





Figure 6: Visitors Class Diagram 
 
Figure 7 shows the general class diagram that relates every class of previous class diagrams. In particular, class 
PSystemFactory is responsible of the edition, recovery and sets of parameterized tests automatic generation of 
requirement 1.7. Moreover, set of factory classes is responsible of managing the configurations for a given 




Figure 7: General Class Diagram. 
Conclusion 
This work contributes a framework that makes investigation of developing new simulators and implementations of 
membrane systems easier. Its goal is to provide enough reusability and flexibility to get the researcher is 
concentrated in the goals of his investigation. This way, it is possible to reuse standard data structures and 
algorithms of the P System model, processes and synchronization management, error detection, monitorization 
and log for tests phase and the edition, recovery, automatic generation, persistence and visualization of P 
systems. On the other hand, the simple inheritance mechanism provides flexibility for the incorporation of new 
data structures and algorithms. 
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