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Die beschleunigte RITZ-Iteration für Polynome und
Polynommatrizen
SIGURD FALK
Echternstraße 46, D-38100 Braunschweig
1. Einleitung
Polynome der Art
            (1.1)
sind die einfachsten Funktionen der Mathematik, sie spielen daher in Technik
und Naturwissenschaften eine wichtige Rolle, siehe dazu die Monographie [1]
von L. Collatz (1910–1990) sowie die Zusammenfassung [2].
Die Abb. 1 zeigt einen Schwinger mit Federzahl c, Dämpfungsziffer d und
Masse m. Das sogenannte charakteristische Polynom
 (1.2)
(wo also a0 = c, a1 = d und a2 = m ist) besitzt die beiden Nullstellen
 (1.3)
Eingegangen 02.05.2008. Vorgelegt von Thomas Hartmann und Heiko Harborth.




Abbildung 2: Freie und erzwungene Schwingungen mit einem Freiheitsgrad.
die als Eigenwerte bezeichnet werden, und allein von diesen hängt das
Schwingungsverhalten, insbesondere die Schwingungsdauer T ab, wie in Abb. 2
umfassend dargestellt.
Betrachten wir als nächstes das Schwingungssystem der Abb. 3. Hier gibt es
n = 3 · 2 = 6 Eigenwerte als Nullstellen des charakteristischen Polynoms; doch
sind die Koeffizienten a0 bis a6 in recht komplizierter Weise von den Feder-
zahlen, Dämpferziffern und Massen des Schwingers abhängig. Diese Abhängig-
keit wird zweckmäßig beschrieben durch Matrizen, das sind quadratische Sche-
mata der Art
 (1.4)
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 (1.6)
und diese Matrix wird als Polynommatrix bezeichnet. Matrizen der Ordnung
n Œ 100 000 sind durchaus nicht ungewöhnlich infolge einer sogenannten
Finitisierung eines schwingungsfähigen elastisches Gebildes, etwa einer
Stahlbetonbrücke oder eines Lastkraftwagens, und die Aufgabe des Numerikers
besteht darin, Rechenabläufe (Algorithmen) zu ersinnen, die es ermöglichen,
einige oder alle Eigenwerte der Polynommatrix (1.6) mit einer vorgegebenen Ge-
nauigkeit von 16 (bei gehobenen Ansprüchen wie etwa in der Raumfahrt auch 32)
Dezimalstellen zu berechnen.
Ein solcher Algorithmus, der sich von den zur Zeit auf dem Softwaremarkt ange-
botenen Algorithmen LR, QR, QZ und anderen wesentlich unterscheidet, wird
auf den folgenden Seiten beschrieben.
Um die dem Verfahren zugrundeliegende Numerik verständlich zu machen, ist
es erforderlich, den Sonderfall der ungedämpften Schwingung zu diskutieren.
Zufolge d = 0 geht die Gleichung (1.2) über in
(1.7)
Abbildung 4: Schwingungssystem bestehend aus masselosen Balken und Einzel(drehmassen).




 mit der Lösung
         
                                                  
                      (1.8)
Die beiden Eigenwerte sind somit
(1.9)
und dies folgt auch aus (1.3), wenn dort d = 0 gesetzt wird.
Für mehrere Freiheitsgrade gilt nach (1.5)
          (1.10)
und es entsteht die Frage, wie der Quotient (1.8) zu ersetzen ist. Die Antwort
gibt J.W. Rayleigh (1842–1919) durch den nach ihm benannten Quotienten
          (1.11)
wo yT und x zwei geeignet zu wählende Näherungsvektoren sind. Demzufolge
liefert der Rayleigh-Quotient auch nur eine Näherung für den gesuchten Wert
λ2, und die Idee von W. Ritz (1878–1909) besteht darin, diese Näherung schritt-
weise (iterativ) solange zu verbessern, bis eine geforderte Genauigkeit erreicht
wurde. Nochmals: das Verfahren von Rayleigh-Ritz ist nur anwendbar für
Abbildung 5: Computerausdruck eines teils gedämpften, teils angefachten Schwingungs-
systems mit n=12 Freiheitsgraden.
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ungedämpfte Systeme, und erst durch einen Kunstgriff von S. Günther (1848–
1923) gelingt es, den Algorithmus auf die Matrix (1.5), allgemeiner auf die Ma-
trix (1.6) zu übertragen. Über den hier kurz umrissenen Fragenkreis existiert eine
umfangreiche Literatur, siehe dazu die Arbeiten [4],  [6], [14], [22], [26], [28].
2. Der Rayleigh-Quotient
Vorgelegt ist die Eigenwertaufgabe
                                        (2.1)
mit der in λ linearen Matrix
                                                                                                       (2.2)
Der nach Rayleigh benannte Quotient
 (2.3)
läßt sich nach der Wahl eines Schiftpunktes Λ auch formulieren als
 (2.4)
wo die Vektoren w und z geeignet zu wählen sind. Insbesondere seien sie
abhängig von Λ, dann wird
 (2.5)
und damit entsteht die Iterationsvorschrift
 (2.6)
Falls Konvergenz eintritt, wird für einen gewissen Index j = ν
      
                
                               (2.7)
wo λµ der dem Startschift Λ1 nächstgelegene Eigenwert ist, und das zugehörige
Eigenvektorpaar ist




3. Nullstellen von Polynomen
vorgelegt ist das Polynom
                                                     (3.1)
mit im allgemeinen komplexwertigen Koeffizienten a0 bis aρ und gesucht sind
einige oder alle Nullstellen  λ1 bis λρ.
Es stehen drei Algorithmen zur Verfügung. Allen ist gemeinsam, dass geeignete
Startwerte bekannt sein müssen, damit Konvergenz eintritt.
3A. Das Tangentenverfahren von Newton mit der Iterationsvorschrift
 (3.2)
3B. Expansion





Dem Poynom (3.1) ist das von Günther [13] kreierte Begleitpaar
            (3.5)
und damit die Matrix
            (3.6)
zugeordnet.
Die Optimalvektoren sind hier
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 (3.7)
mit ihren Bildern (Defekten)
            (3.8)
Damit wird, wie leicht nachzurechnen
            (3.9)
Weniger einfach ist die Bilinearform
          (3.10)
zu ermitteln. Man erhält nach einer langwierigen, aus Platzgründen unter-
drückten Zwischenrechnung das Begleitpolynom (3.3) für λ
 
= Λ.
3C. Der Algorithmus E C P (Expansion des charakteristischen Polynoms), siehe
dazu [1], [2], [3], [4], [10] und [30 S. 410 ff].
Dazu das Programm:
1. Wähle ρ disjunkte (paarweise verschiedene) Stützwerte
                                                                                              (3.11)
2. Berechne die Funktionswerte
                                                                                      (3.12)
3. Die Produkte




4. Daraus die Defekte
          (3.14)
Damit sind definiert die beiden vom Parameter λ abhängigen Summen
          (3.15)
und
          (3.16)
und mit diesen der Rayleigh-Quotient
          (3.17)
Der Algorithmus von Ritz lautet damit
          (3.18)
Gestartet wird mit dem sogenannten Hauptwert
          (3.19)
4. Die Optimalvektoren und das Endpivot
Die Polynommatrix (1.6), genommen für einen geeignet gewählten Schift (Λ)
wird auf die kompakte Form komprimiert
 (4.1)
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transformiert, wo p(Λ) als Endpivot bezeichnet wird.




berechnet. Dessen Bildvektor ist offensichtlich
(4.5)
Parallel dazu führt die Tranponierte Matrix FT(Λ) nach der gleichen Vorgehens-






5. Eigenwerte und Eigenvektoren einer Polynommatrix
5A. Der Sonderfall ρ = 1.
                                                                        (5.1)
oder mit A0 = A und A1 = –B auch so geschrieben






Es konvergiert das Endpivot p(Λ) gegen Null und damit das Paar w(Λ);z(Λ)
gegen das Eigenvektorpaar y;x.
5B. Die Polynommatrix (5.1), wo der Sonderfall (5.2) auszuschließen ist.
Berechne mit den Optimalvektoren w und z die ρ Bilinearformen
 (5.4)






5C. Der Algorithmus E C P




Sonst alles wie dort.
6. Das Newtonsche Tangentenverfahren im E C P
Die Newton-Verbesserung (3.2) geht zufolge
                                                                                           (6.1)
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und
                                                                                                (6.2)
über in die Iterationsvorschrift
 (6.3)
Andererseits war nach (3.18)
 (6.4)
Beide Algorithmen unterscheiden sich demnach um den Faktor S(Λj), der im
Verlauf der Iteration gegen eins strebt.
Der Algorithmus endet mit S(Λν) = 1, dann ist
                                                           
   
                                                  (6.5)
ein Eigenwert. Soll nun ein Stützwert λ∼k iterativ verbessert werden, so wird mit
dem Hauptwert (3.19) der Optimalwert
 (6.6)




berechnet und mit diesem gestartet. Die Abbildung (6) zeigt die Funktion
f(λ) = 1 – S(λ) im Reellen. Die Tangente im Punkt P schneidet die λ-Achse nach
(6.3), dagegen liefert (6.4) einen Schnittpunkt, der auf der anderen Seite des
Nulldurchganges (also des gesuchten Eigenwertes) liegt. Auf diese Weise ge-
winnt man eine iterative Einschließung, die es erlaubt, den Algorithmus zu
beenden, sobald die erreichte Anzahl von gültigen Dezimalstellen für die Be-
lange des Anwenders ausreichend ist.
7. Numerische Beispiele
Erstes Beispiel. Zum Paar
 (7.1)
gehören die Eigenwerte nach [29, S. 360]
 (7.2)
Der Start mit Λ1 = 3,1 führt über die geschiftete Matrix
 (7.3)
auf die obere Dreiecksmatrix (4.2)
 (7.4)
und parallel dazu auf
 (7.5)
wo das Endpivot eingerahmt wurde.
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Die Auflösung der beiden gestaffelten Gleichungssysteme (7.4), (7.5) ergibt die
Vektoren
 (7.6)
und damit den Rayleigh-Quotienten
 (7.7)
Alles weitere zeigt die Tabelle 1.
Es resultiert somit das Ergebnis
                                          (7.8)
mit zwei (etwa zum Zweck der Normierung) geeignet zu wählenden Faktoren
                                                                                            (7.9)
Zweites Beispiel.
Das Polynom
                                                                   (7.10)
besitzt die Nullstellen
                                          (7.11)
Start mit 2,1 (5% Fehler).
                                                (7.12)
ergibt nach Newton den verbesserten Wert
                                                                                     (7.13)
Dagegen wird mit dem Begleitpolynom (3.3)





          (7.15)
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                                                                              (7.17)
mit den Koeffizientenmatrizen
          (7.18)
hat die kompakte Darstellung (4.1)
          (7.19)
Die Eigenwerte sind gut getrennt, was eine zügige Konvergenz erwarten läßt.
          (7.20)
Algorithmus 5 B, Kondensation nach (5.4) bis (5.7).
Die Reduktion (Elimination) erfolgt von unten nach oben; das Endpivot steht
daher in der Position 11.
Der Start mit Λ1 = 3 (50% Fehler!) führt auf
          (7.21)
          (7.22)
Mit den beiden Bilinearformen
                  (7.23)
wird nach






       (7.25)
Den Fortgang der Iteration zeigt die Tabelle 3.
Damit werden die Eigenvektoren zum Eigenwert λ = 2
          (7.26)
Viertes Beispiel. Das Polynom
                                       
                                          (7.27)
hat die Nullstellen
                                                                            (7.28)
Algorithmus E C P (3.11) bis (3.16).
Mit den Stützwerten
                                                                      (7.29)
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wird
                                     (7.30)
und damit werden die Produkte (3.11)
          (7.31)
und mit diesen die Defekte
          (7.32)
Für den Algorithmus 3B (Expansion) benötigen wir das Begleitpolynom (3.3)





Es werden alle drei Stützwerte nach den drei Algorithmen berechnet und in
Tabelle 4 zusammengestellt.
Es ist ersichtlich, dass alle drei Algorithmen nahezu gleichwertig sind.
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