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1. Introduction
In this paper we study a class of abstract λ-dependent boundary value problems
with a local variant of generalized Nevanlinna functions appearing in the boundary
condition. For this let A be a closed symmetric operator or relation with defect one
in a separable Krein space H and let {C,Γ0,Γ1} be a boundary value space for the
adjoint relation A+. We assume that the selfadjoint extension A0 := ker Γ0 of A admits
a spectral decomposition into two relations one of which acts in a Pontryagin space.
A selfadjoint relation with this property is called locally of type π+ (see Definition 3.2).
Let τ be a function which can be written as a sum of a generalized Nevanlinna function
and a locally holomorphic function; a so-called local generalized Nevanlinna function
(see Definition 3.1). In Theorem 4.1 we investigate boundary value problems of the




∈ A+ such that
f ′ − λf = h and τ(λ)Γ0f̂ + Γ1f̂ = 0(1.1)
holds. For a suitable λ ∈ C a solution of this boundary value problem can be obtained
with the help of the compressed resolvent of a selfadjoint extension Ã of A which acts
in a larger Krein space H×K, i.e. f = PH(Ã − λ)
−1|H h, f
′ = λf + h fulfil (1.1). The
relation Ã is called a linearization of (1.1). We construct Ã and investigate its local
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spectral properties, which are closely connected with the solvability of (1.1), with the
help of the coupling method from [7, §5.2] and a perturbation result from [2]. Here we
obtain that Ã is locally of type π+.
We briefly describe the contents of this paper. In Section 2 we recall some basic
facts on boundary value spaces and Weyl functions associated with symmetric relations
in Krein spaces. In Section 3 it is shown that a local generalized Nevanlinna function
can be expressed as the Weyl function corresponding to a symmetric relation and a suit-
able boundary value space {C,Γ′0,Γ
′
1} where the selfadjoint relation ker Γ
′
0 is locally of
type π+. Section 4 contains our main result. Based on the approach in [7] we construct
a linearization of the boundary value problem (1.1) which again is locally of type π+.
Under an additional assumption this linearization fulfils a minimality condition. In this
case the linearization is, roughly speaking, locally uniquely determined up to unitary
equivalence (Remark 4.4).
In a subsequent paper the results obtained in Section 4 will be applied to boundary
value problems for differential operators with an indefinite weight.
2. Boundary Value Spaces and Weyl Functions Associated with a
Symmetric Relation in a Krein Space
Let (K, [·, ·]) be a separable Krein space with a corresponding fundamental sym-
metry J . The linear space of bounded linear operators defined on a Krein space K1
with values in a Krein space K2 is denoted by L(K1,K2). If K := K1 = K2 we simply
write L(K). We study linear relations in K, that is, linear subspaces of K2. The set of
all closed linear relations in K is denoted by C̃(K). Linear operators in K are viewed as
linear relations via their graphs. For the usual definitions of the linear operations with
relations, the inverse etc., we refer to [8]. The sum and the direct sum of subspaces in
K2 is denoted by and
.
. We define an indefinite inner product on K2 by
















∈ L(K2) is a corresponding fun-
damental symmetry. Observe that also in the special case when (K, [·, ·]) is a Hilbert
space, [[·, ·]] is an indefinite metric. In the following we shall use at the same time inner
products [[·, ·]] arising from different Krein and Hilbert spaces as in (2.1). Then we shall
indicate these forms by subscripts, for example, [[·, ·]]K2 , [[·, ·]]G2 .
Let S be a linear relation in K. The adjoint relation S+ is defined as
S[[⊥]] =
{
ĥ ∈ K2 | [[ĥ, f̂ ]] = 0 for all f̂ ∈ S
}
.
S is said to be symmetric (selfadjoint) if S ⊂ S+ (resp. S = S+). The resolvent set
ρ(S) of S ∈ C̃(K) is the set of all λ ∈ C such that (S−λ)−1 ∈ L(K), the spectrum σ(S)
of S is the complement of ρ(S) in C. For the definition of the point spectrum σp(S),
continuous spectrum σc(S) and residual spectrum σr(S) we refer to [8]. The extended
spectrum σ̃(S) of S is defined by σ̃(S) = σ(S) if S ∈ L(K) and σ̃(S) = σ(S) ∪ {∞}
otherwise.
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We say that a closed symmetric relation A has defect m ∈ N ∪ {∞}, if both
deficiency indices
n±(JA) = dimker((JA)
∗ − λ), λ ∈ C±,
of the symmetric relation JA in the Hilbert space (K, [J ·, ·]) are equal to m. With the
help of the von Neumann formulas for a closed symmetric relation in a Hilbert space
(see e.g. [6, §2.3]) one can verify without difficulty that this is equivalent to the fact
that there exists a selfadjoint extension of A in K and that each selfadjoint extension





We shall use the so-called boundary value spaces for the description of the selfad-
joint extensions of closed symmetric relations in Krein spaces. The following definition
is taken from [4].
Definition 2.1. Let A be a closed symmetric relation in the Krein space K. We say
that {G,Γ0,Γ1} is a boundary value space for A
+ if G is a Hilbert space and there
exist mappings Γ0,Γ1 : A
















holds for all f̂ , ĝ ∈ A+.
In the following we recall some basic facts on boundary value spaces which can be
found in e.g. [3] and [4]. For the Hilbert space case we refer to [9], [5] and [6]. Let A,
{G,Γ0,Γ1} and Γ be as in Definition 2.1. It follows that the mappings Γ0 and Γ1 are
continuous. The selfadjoint extensions
A0 := ker Γ0 and A1 := ker Γ1
of A are transversal, that is A0 ∩A1 = A and A0 A1 = A
+. The mapping Γ induces,
via
AΘ := Γ
−1Θ = {f̂ ∈ A+|Γf̂ ∈ Θ}, Θ ∈ C̃(G),(2.2)
a bijective correspondence Θ 7→ AΘ between the set of all closed linear relations C̃(G) in
G and the set of closed extensions AΘ ⊂ A
+ of A. In particular (2.2) gives a one-to-one
correspondence between the symmetric (selfadjoint) extensions of A and the symmetric
(resp. selfadjoint) relations in G. If Θ is a closed operator in G, then the corresponding
extension AΘ of A is determined by
AΘ = ker(Γ1 − ΘΓ0).(2.3)
Let again A be a closed symmetric relation in K, let {G,Γ0,Γ1} be a boundary
value space for A+ and assume that A0 = ker Γ0 has a nonempty resolvent set. Let
Nλ,A+ := ker(A
+ − λ) = ran (A − λ)[⊥]












N̂λ for all λ ∈ ρ(A0)(2.5)
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(see e.g. [4]). By π1 we denote the orthogonal projection onto the first component of
K2. For every λ ∈ ρ(A0) we define the operators
γ(λ) = π1(Γ0|N̂λ)
−1 ∈ L(G,K) and M(λ) = Γ1(Γ0|N̂λ)
−1 ∈ L(G).(2.6)
The functions λ 7→ γ(λ) and λ 7→ M(λ) are called the γ-field and Weyl function
corresponding to A and {G,Γ0,Γ1}. γ and M are holomorphic on ρ(A0) and the
relations
γ(ζ) = (1 + (ζ − λ)(A0 − ζ)
−1)γ(λ)
and
M(λ) − M(ζ)∗ = (λ − ζ)γ(ζ)+γ(λ)
hold for λ, ζ ∈ ρ(A0) (see e.g. [4]). A little calculation yields
M(λ) = ReM(λ0) + γ(λ0)
+
(




for all λ ∈ ρ(A0) and a fixed λ0 ∈ ρ(A0).
The following well-known theorem shows how the spectra of closed extensions of
A can be described with the help of the Weyl function. For a proof see e.g. [4].
Theorem 2.2. Let A be a closed symmetric relation in a Krein space K and let
{G,Γ0,Γ1} be a boundary value space for A
+ where A0 = ker Γ0 has a nonempty resol-
vent set. Denote by γ and M the corresponding γ-field and Weyl function, let Θ ∈ C̃(G)
and let AΘ be the corresponding extension. For λ ∈ ρ(A0) the following assertions are
true.
(i) λ ∈ σi(AΘ) if and only if 0 ∈ σi(Θ − M(λ)), i = p, c, r.
(ii) λ ∈ ρ(AΘ) if and only if 0 ∈ ρ(Θ − M(λ)).
(iii) For all λ ∈ ρ(AΘ) ∩ ρ(A0)
(AΘ − λ)






3. Local Generalized Nevanlinna Functions as Weyl Functions of
Symmetric Relations
Recall that a piecewise meromorphic function τ in C\R which is symmetric with
respect to the real axis (that is τ(λ) = τ(λ) for all points λ where τ is holomorphic) is
a generalized Nevanlinna function if the kernel
Nτ (λ, µ) :=
τ(λ) − τ(µ)
λ − µ
has a finite number of negative squares. Here we consider a local variant of generalized
Nevanlinna functions ([1, Definition 1.5]). We recall the definition of the class of local
generalized Nevanlinna functions, which is a subclass of the class of the so-called locally
definitizable functions (see [13]).
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Let Ω be some domain in C symmetric with respect to the real axis such that
Ω ∩ R 6= ∅ and the intersections of Ω with the upper and lower open half-planes are
simply connected.
Definition 3.1. Let τ be a piecewise meromorphic function in Ω\R which is symmetric
with respect to the real axis. We say that τ is a generalized Nevanlinna function over
Ω, if for every domain Ω′ with the same properties as Ω, Ω′ ⊂ Ω, τ can be written in
the form
τ = τ0 + τ(0),
where τ0 is a generalized Nevanlinna function and τ(0) is a holomorphic function in Ω
′.
The class of generalized Nevanlinna functions over Ω is denoted by N(Ω).
The class N(C) coincides with the class of generalized Nevanlinna functions (see
[13]). Note, that for τ ∈ N(Ω) the nonreal poles of τ in Ω do not accumulate to Ω∩R.
The set of the points of holomorphy of τ in Ω\R and all points λ ∈ Ω ∩ R such τ can
be analytically continued to λ and the continuations from Ω∩C+ and Ω∩C− coincide,
is denoted by h(τ).
In Section 4 below we will make use of the fact that every local generalized Nevan-
linna function coincides with the Weyl function corresponding to some boundary value
space {C,Γ′0,Γ
′
1} for a closed symmetric relation where the selfadjoint relation ker Γ
′
0
has special spectral properties. For this representation we need the following subclass
of locally definitizable selfadjoint relations in a Krein space (see [12]).
Definition 3.2. Let Ω be a domain as in the beginning of this section and let A0 be a
selfadjoint relation in the Krein space (K, [·, ·]). A0 is said to be of type π+ over Ω if
for every domain Ω′ with the same properties as Ω, Ω′ ⊂ Ω, there exists a selfadjoint






A0 ∩ ((1 − E)K)
2
)
and the following holds.




A0 ∩ ((1 − E)K)
2
)
∩ Ω′ = ∅.
Let A0 be a selfadjoint relation of type π+ over Ω in the Krein space K. Then the
set σ̃(A0)∩ (Ω\R) is discrete and the nonreal spectrum of A0 in Ω does not accumulate
to Ω ∩ R. Let Ω′ be a domain with the same properties as Ω, Ω′ ⊂ Ω, and let E be
a selfadjoint projection with the properties as in Definition 3.2. If E′ is the spectral
function of the selfadjoint relation A0 ∩ (EK)
2 in the Pontryagin space EK, then the
mapping
δ 7→ E′(δ)E =: EA0(δ)(3.1)
defined for all finite unions δ of connected subsets of Ω′ ∩ R the endpoints of which
belong to Ω′ ∩ R and are not critical points of A0 ∩ (EK)
2, is the spectral function of
A0 on Ω
′ ∩R (see [12, Section 3.4, Remark 4.9]). EA0(·) does not depend on the choice
of E.
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Let A ⊂ A0 be a closed symmetric relation with defect one and let {C,Γ0,Γ1} be
a boundary value space for A+ with ker Γ0 = A0. We denote the corresponding γ-field
and Weyl function by γ and M , respectively. Here γ(λ) ∈ L(C,K) for λ ∈ ρ(A0), and
M is a scalar function. From (2.7) and the assumption on A0 we conclude that the
Weyl function M can be written as the sum of the generalized Nevanlinna function
M0(λ) := ReM(λ0) + γ(λ0)
+
(












which is holomorphic in Ω′. Therefore, M ∈ N(Ω).
Assume now that a function τ ∈ N(Ω) is given. In [13] it was shown that for every
domain Ω′ with the same properties as Ω, Ω′ ⊂ Ω, there exists a Krein space (K, [·, ·]),
a selfadjoint relation T0 in K of type π+ over Ω
′ and an element e ∈ K such that for a
fixed λ0 ∈ Ω
′ ∩ h(τ) and every λ ∈ Ω′ ∩ h(τ) the relation
τ(λ) = Re τ(λ0) + (λ − Re λ0)[e, e] + (λ − λ0)(λ − λ0)[(T0 − λ)
−1)e, e](3.2)
holds. Moreover, ρ(T0) ∩ Ω
′ = h(τ) ∩ Ω′.
The representation (3.2) is called minimal if
clsp
{
(1 + (λ − λ0)(T0 − λ)




holds for some λ0 ∈ ρ(T0) ∩ Ω
′. Such a minimal representation of τ exists e.g. if,
in addition, τ is the restriction of a generalized Nevanlinna function or a so-called
definitizable function (see [10], [11]) to Ω′ or if, in addition, the boundary of Ω′ is
contained in h(τ).
Making use of the representation (3.2) we construct in the following theorem a
boundary value space such that τ ∈ N(Ω) is its Weyl function. The idea of the proof
is the same as in the proof of [5, Theorem 1].
Theorem 3.3. Let Ω be as in the beginning of this section and let τ ∈ N(Ω) be non-
constant. Let Ω′ be a domain with the same properties as Ω, Ω′ ⊂ Ω, and let τ be
represented with a selfadjoint relation T0 of type π+ over Ω
′ in a Krein space K as
in (3.2). Then there exists a closed symmetric relation T ⊂ T0 with defect one and a
boundary value space {C,Γ′0,Γ
′
1} for T
+ such that τ coincides with the corresponding
Weyl function on Ω′.
In the case Ω = C Theorem 3.3 reads as follows.
Corollary 3.4. Let τ be a nonconstant generalized Nevanlinna function. Then there
exists a closed symmetric relation T in a Pontryagin space K with finite rank of nega-
tivity and a boundary value space {C,Γ′0,Γ
′
1} for T
+ such that τ is the corresponding
Weyl function.
Proof of Theorem 3.3. The assumption that τ is not constant implies that the vector
e ∈ K in the representation (3.2) is not zero. For every λ ∈ Ω′ ∩ h(τ) and a fixed
λ0 ∈ Ω
′ ∩ h(τ) we define
γ′(λ) := (1 + (λ − λ0)(T0 − λ)
−1)e,(3.4)
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which implies γ′(λ0) = e, γ
′(ζ) = (1 + (ζ − λ)(T0 − ζ)
−1)γ′(λ) and γ′(λ) 6= 0 for all











[g − µ′f, γ′(µ′)] = [g − µ′f, (1 + (µ′ − µ)(T0 − µ






∈ T0 and µ
′ ∈ Ω′ ∩ h(τ), the relation T does not depend on the choice of µ.
By (3.5) we have Nµ = ran (T − µ)
[⊥] = sp γ′(µ).
Now we regard γ′(λ), λ ∈ Ω′ ∩ h(τ), as the linear mapping C ∋ c 7→ c γ′(λ) ∈ K
and denote the linear functional c γ′(λ) 7→ c defined on Nλ = sp γ
′(λ) by γ′(λ)(−1).


























′(λ)+(f ′0 − λf0) + τ(λ)γ
′(λ)(−1)fλ.
(3.6)











∈ C2 and set
fλ := γ
′(λ)h1 ∈ Nλ. Since, by the relation {0} = ker γ






∈ T0 such that γ

















Making use of the relation τ(λ)− τ(ζ) = (λ− ζ)γ′(ζ)+γ′(λ), which can be verified
































0 − λg0] − [f
′






































1} is a boundary value space for T
+. Moreover, we have ker Γ′0 = T0





∈ N̂λ we obtain
τ(λ)Γ0h = τ(λ)γ
′(λ)(−1)hλ = Γ1h.
Therefore τ coincides with the Weyl function of T on Ω′ corresponding to the boundary
value space {C,Γ′0,Γ
′
1} defined in (3.6).
4. Boundary Value Problems with Spectral Parameter in the
Boundary Condition
In this section we consider a class of abstract boundary value problems of the
form (1.1) where the spectral parameter appears nonlinearly in the boundary condition.
Theorem 4.1 and Corollary 4.2 extend results obtained with the help of the coupling
method in [7] for a symmetric operator A in a Hilbert space and a Nevanlinna function
τ in the boundary condition. In contrast to [7] we consider only the case where τ is a
scalar function.
Let (H, [·, ·]H) and (K, [·, ·]K) be Krein spaces. The elements of H × K will be
written in the form {h, k}, h ∈ H, k ∈ K. H×K equipped with the inner product [·, ·]
defined by
[{h1, k1}, {h2, k2}] := [h1, h2]H + [k1, k2]K, h1, h2 ∈ H, k1, k2 ∈ K,
is a Krein space. If A is a relation in H and T is a relation in K we shall write A × T
for the direct product of A and T which is a relation in H×K,


































Let, as in Section 3, Ω be some domain in C symmetric with respect to the real
axis such that Ω ∩ R 6= ∅ and the intersections of Ω with the upper and lower open
half-planes are simply connected and let Ω′ be a domain with the same properties as
Ω such that Ω′ ⊂ Ω.
Theorem 4.1. Let A be a closed symmetric relation with defect one in the Krein space
H and assume that there exists a selfadjoint extension A0 of A which is of type π+ over
Ω. Let {C,Γ0,Γ1} be a boundary value space for A
+, A0 = ker Γ0, and denote by γ and
M the corresponding γ-field and the Weyl function, respectively.
Let τ ∈ N(Ω) be nonconstant and assume that M + τ is not identically equal to zero
in Ω\R. Let T be a closed symmetric relation with defect one in a Krein space K and
let {C,Γ′0,Γ
′
1} be a boundary value space for T
+ such that τ coincides with the corre-
sponding Weyl function on Ω′ and T0 = ker Γ
′
0 is of type π+ over Ω




{f̂1, f̂2} ∈ A
+× T+|Γ1f̂1 − Γ
′






is a selfadjoint extension of A in H×K which is of type π+ over Ω
′. For every h ∈ H
and every λ ∈ Ω′\(R ∪ Σ), where Σ is some finite set, a solution of the λ-dependent
boundary value problem







f1 = PH(Ã − λ)






f ′1 = λf1 + h.
(4.4)




(1 + (λ − λ0)(Ã − λ)
−1){h, 0} |h ∈ H, λ ∈ ρ(Ã) ∩ Ω′
}
= H×K(4.5)
for some λ0 ∈ ρ(Ã) ∩ Ω
′.
In the next corollary we consider the special case that H is a Pontryagin space
and τ is a generalized Nevanlinna function.
Corollary 4.2. Let A be a closed symmetric relation with defect one in the Pontryagin
space H with finite rank of negativity and assume that there exists a selfadjoint extension
A0 which has a nonempty resolvent set. Let {C,Γ0,Γ1} be a boundary value space for
A+, A0 = ker Γ0, and denote by γ and M the corresponding γ-field and the Weyl
function, respectively.
Let τ ∈ N(C) be nonconstant and assume that M + τ is not identically equal to zero.
Let T0 be a minimal representing relation for τ in a Pontryagin space K, let T ⊂ T0
be a closed symmetric relation with defect one and let {C,Γ′0,Γ
′
1} be a boundary value




Then the relation (4.2) is a selfadjoint extension of A in the Pontryagin space
H×K, and Ã is minimal, that is (4.5) holds with ρ(Ã)∩Ω′ replaced by ρ(Ã). For every
h ∈ H and every λ ∈ C\(R ∪ Σ), where Σ is a finite set, a solution of the λ-dependent
boundary value problem (4.3) is given by (4.4).
Proof of Theorem 4.1. As was shown below Definition 3.2 the Weyl function M corre-
sponding to the boundary value space {C,Γ0,Γ1} is a generalized Nevanlinna function
in Ω. Since τ and M + τ belong to the class N(Ω) [1, Theorem 2.2] implies that
−τ−1 and −(M + τ)−1 belong also to N(Ω). Therefore their nonreal poles in Ω do not
accumulate to Ω ∩ R and we conclude that the set
Σ :=
{










(Ω′\R) ∩ h0 coincides with Ω
′\(R ∪ Σ).
Let K, T ⊂ T0 ⊂ T
+ and {C,Γ′0,Γ
′
1} be as in the assumptions of the theorem,
T1 := ker Γ
′
1 and let γ
′ be the γ-field corresponding to {C,Γ′0,Γ
′
1}. We define the
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mappings Γ̃0, Γ̃1 : A












It is easy to see that {C2, Γ̃0, Γ̃1} is a boundary value space for A
+× T+. On account
of N̂λ,A+×T+ = N̂λ,A+× N̂λ,T+ (see (2.4)), it follows that the γ-field γ̃ corresponding to






, λ ∈ h(M) ∩ h(τ) ∩ h(τ−1),(4.6)






, λ ∈ h(M) ∩ h(τ) ∩ h(τ−1),
(see (2.6)).





∈ L(C2) via (2.2),
(2.3) is given by
Ã = ker(Γ̃1 − ΘΓ̃0) =
{
{f̂1, f̂2} ∈ A
+× T+ |Γ1f̂1 − Γ
′





























and Theorem 2.2 implies












By our assumptions and the properties of T0 the selfadjoint extension A0 × T0 of
A × T in H×K is of type π+ over Ω
′. Since the defect of A0 and T0 is one
(A0 × T0 − λ)
−1 − (Ã − λ)−1, λ ∈ h0,
is a rank two operator. Making use of [2, Theorem 2.4] we conclude that Ã is of type
π+ over Ω
′.
Let us show that the compressed resolvent of Ã onto H is a solution of (4.3). By
(4.6), (4.8) and (4.9) we obtain
PH(Ã − λ)






for λ ∈ h0. For a given h ∈ H we define
f1 := PH(Ã − λ)




{λf1 + h, λf2}
)
∈ Ã.










∈ N̂λ,T+, (see (2.4)).
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is a solution of (4.3).








and the set ρ(T0) ∩ Ω
′ in (4.10) can be replaced by ρ(Ã) ∩ Ω′. From (4.6), (4.8) and
(4.9) we obtain
PK(Ã − λ)





for h ∈ H and λ ∈ h0. If h 6∈ N
[⊥]
λ,A+





−1{h, 0} |h ∈ H, λ ∈ ρ(Ã) ∩ Ω′
}
= K,
and therefore (4.5) holds. Theorem 4.1 is proved.
Remark 4.3. Let A ⊂ A0 and let {C,Γ0,Γ1}, γ and M be as in the assumptions of
Theorem 4.1. The case that τ ∈ N(Ω) is a real constant is excluded in Theorem 4.1.
In this case the boundary value problem (4.3) has the form






The relation Ã−τ = ker(τΓ0 + Γ1) ∈ C̃(H) (see (2.2), (2.3)) is a selfadjoint extension of
A in H. By Theorem 2.2 we have
(Ã−τ − λ)










. Therefore, making use of the assumption that A0 is of
type π+ over Ω and [2, Theorem 2.4] we conclude that Ã−τ is also of type π+ over Ω.
Setting f1 := (Ã−τ − λ)





∈ Ã−τ is a solution of (4.11).
Remark 4.4. Let the assumptions be as in Theorem 4.1 and assume that Ã fulfils the
minimality condition (4.5). Let B̃ be a selfadjoint extension of A in some Krein space
H×K̃ which is of type π+ over Ω
′ such that the compression of the resolvent of B̃ onto
H yields a solution of (4.3). Assume that B̃ fulfils the minimality condition (4.5) with
ρ(Ã)∩Ω′ replaced by ρ(B̃)∩Ω′. We denote the local spectral functions of Ã and B̃ by
E eA and E eB , respectively (see (3.1)). Let ∆ ⊂ Ω
′∩R be a closed connected set such that
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E eA(∆) is defined. Then also E eB(∆) is defined, the Pontryagin spaces E eA(∆)(H ×K)
and E eB(∆)(H × K̃) have the same finite rank of negativity and the relations








are unitarily equivalent (see [13]), that is, there exists an isometric isomorphism V
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