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The term Industry 4.0 describes the ongoing revolution of manufactur-
ing industry around the world. Large companies in particular have rap-
idly embraced the challenges of Industry 4.0 and are currently working 
intensively on the introduction of the corresponding enabling technol-
ogies. Small- and medium-sized enterprises (SMEs) face the hurdle of 
possessing neither human nor financial resources to systematically inves-
tigate the potential and risks for introducing Industry 4.0. However, in 
most of the countries SMEs form the backbone of the economy, they 
account for the largest share of the gross domestic product and are also 
important employers. In this respect, the challenges, opportunities, and 
requirements of Industry 4.0 have to be examined specifically for SMEs, 
thus paving the way for the digital transformation of traditional SMEs 
into smart factories.
The central question in this book is therefore: Which opportunities 
arise from Industry 4.0, which challenges do SMEs face when introduc-
ing Industry 4.0, and which requirements are necessary for a successful 
and sustainable digital transformation of their company?
With this book the research consortium of the H2020 MSCA 
RISE project “SME 4.0—Industry 4.0 for SMEs” (grant agreement 
No. 734713) encourages other researchers to conduct research in the 
field of Industry 4.0 specifically for SMEs and thus expanding the com-
munity in SME research. Practical methods, instruments, and best prac-
tice case studies are needed to support practitioners from SMEs in the 
introduction of Industry 4.0.
This book summarizes the research results of the first phase of the 
project “SME 4.0—Industry 4.0 for SMEs: Smart Manufacturing 
and Logistics for SMEs in an X-to-order and Mass Customization 
Environment,” which was conducted from 2017 to 2018. The project, 
started in January 2017 with a duration of four years and is funded by 
the European Union’s Horizon 2020 research and innovation program 
under the Marie Skłodowska-Curie grant agreement No. 734713.
In this initial book, that is being published within the framework 
of the above-mentioned research project, the editors and contributors 
focus their research results on possible challenges, opportunities, and 
requirements that arise from the introduction of Industry 4.0. A fur-
ther book publication is planned for the final phase with the focus on 
research of methods for the introduction of Industry 4.0 to SMEs in 
addition to practical applications in SMEs.
A great opportunity for the future lies in the transfer of Industry 4.0 
expertise and technologies in Small- and Medium-sized Enterprises 
(SMEs). This research project aims to close and overcome the gap in 
this transfer through the establishment of an international and inter-
disciplinary research network for this topic. This network has the 
objectives of identifying the requirements, the challenges, and the 
opportunities for a smart and intelligent SME factory, creating adapted 
concepts, instruments, and technical solutions for production and 
 logistics systems in SMEs and developing suitable organisation and 
management models. The practical applicability of the results is guar-
anteed through a close collaboration of the network with small- and 
 medium-sized enterprises from Europe, USA, Thailand, and India.
The book is structured into five parts with a total of 13 chapters:
Part I—Introduction to Industry 4.0 for SMEs
In the first part readers are introduced to the topic by reviewing the cur-
rent state of the art of the transfer of Industry 4.0 in SMEs and the role 
of SMEs in the digital transformation.
viii     Preface
Part II—Industry 4.0 Concepts for Smart Manufacturing in SMEs
In the second part the focus lies on manufacturing in SMEs. The first 
chapter in this part describes the main requirements, constraints, and 
guidelines for the design of smart and highly adaptable manufactur-
ing systems. The second chapter reports how SMEs can implement an 
industrial internet of things and cyber-physical systems for achieving 
distributed and service-oriented control of their manufacturing system. 
The third chapter provides insights about potentials and challenges of 
automation through safe and ergonomic human–robot collaboration.
Part III—Industry 4.0 Concepts for Smart Logistics in SMEs
The third part concentrates on the introduction of Industry 4.0 in SME 
logistics. In the first chapter, requirements for the design of smart logis-
tics in SMEs are summarized, while the second chapter shows how 
SMEs can implement identification and traceability of objects to enable 
automation. The third chapter gives an overview of the state of the art 
of the application and the potential of automation in logistics.
Part IV—Industry 4.0 Managerial, Organizational and Implementation 
Issues
The fourth part deals with organization and management models for 
smart SMEs. In the first chapter in this part, the contributors develop 
and test organizational models for smart SMEs in terms of mass cus-
tomization. In the second chapter, a focus group study shows the main 
barriers that SMEs are facing when implementing Industry 4.0. As 
SMEs need to be guided and supported in the process of implementa-
tion of Industry 4.0, the third chapter provides an SME 4.0 implemen-
tation tool kit.
Part V—Case Studies and Methodical Tools for Implementing Industry 
4.0 in SMEs
In this part, topics previously covered theoretically are described 
by means of practical case studies. The case studies describe both the 
underlying theoretical concepts as well as the practical implementa-
tion and validation in the laboratory environment. In the first chap-
ter, the contributors report about a case study of automatic product 
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identification and inspection by using tools of Industry 4.0. In the sec-
ond chapter, readers can expect a laboratory case study for intuitive col-
laboration between man and machine in SME assembly.
In the third chapter we give an overview on Axiomatic Design as a 
design methodology pertinent to the introduction of Industry 4.0 to 
SMEs as this method can be found within some chapters of this book. 
This chapter explains the basic rules of Axiomatic Design: the differ-
ent domains and levels used in Axiomatic Design, the independence 
axiom and the information axiom. Further, this chapter introduces 
how Axiomatic Design can be used for the design of complex systems 
including both products and manufacturing systems.
We would like to thank the authors for their refreshing ideas and 
interesting contributions to this topic.
Bolzano, Italy  
Košice, Slovakia  
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Part I
Introduction to Industry 4.0 for SMEs
3
1.1  Introduction
In recent years, the industrial environment has been changing radically 
due to the introduction of concepts and technologies based on the 
fourth industrial revolution (Sendler 2013). At the Hanover Fair 2011 
for the first time, a synonym for such a new industrial revolution was 
mentioned, “Industry 4.0”. The focus of Industry 4.0 is to combine 
production, information technology and the internet. Thus, newest 
information and communication technologies are combined in Industry 
4.0 with traditional industrial processes (BMBF 2012).
In recent years, the global economy has become a strong compet-
itor for industry in Europe. It is no longer enough to produce faster, 
cheaper, and with higher quality than the competitors, defending the 
achieved competitive advantage. The industry needs to introduce new 
types of innovative and “digital” production strategies to maintain 
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the current competitive advantage in the long term (Manhart 2013). 
The fourth industrial revolution should extend to the whole production 
and supply chain of components, and not only, as in past revolutions, 
to the mechanical manufacturing process of products and the associated 
process organization. The development of Industry 4.0 should provide 
a contribution to tackle global challenges, like sustainability, resource 
and energy efficiency and strengthen competitiveness (Kagermann et al. 
2013). In the whole production life cycle, the data exchange should be 
improved leading to advantages for all involved parties. More function-
alities and customization options are gained for the client and more 
flexibility, transparency, and globalization for the supply chain (Baum 
2013). In addition, the return to uniqueness should be achieved by the 
fourth revolution (Hartbrich 2014). Therefore, to remain competitive, 
the ability to respond to customer requirements quickly and flexibly 
and to produce high version numbers at low batch sizes, must increase 
(Spath et al. 2013). Industry 4.0 aims to implement highly efficient and 
automated manufacturing processes, usually known from mass pro-
duction, also in an industrial environment, where individual and cus-
tomer-specific products are fabricated according to mass customization 
strategies (Modrak et al. 2014). Mass customization means the produc-
tion of products customized by the customer, at production costs sim-
ilar to those of mass-produced products. A production, based on the 
principle of Industry 4.0, creates the conditions to replace traditional 
structures, which are based on centralized decision-making mechanisms 
and rigid limits of individual value-added steps. These structures are 
replaced by flexible reconfigurable manufacturing and logistics systems, 
offering interactive and collaborative decision-making mechanisms 
(Spath et al. 2013).
In recent years, a growing number of authors have addressed the 
topic of Industry 4.0 for SMEs in their scientific works (Matt et al. 
2016; Bär et al. 2018; Türkeș et al. 2019). In addition, the European 
Commission (EC) actively supports SMEs by providing direct finan-
cial support and indirect support to increase their innovation capacity 
through Horizon 2020. Thus, underpinning the Europe 2020 strategy 
for smart and sustainable growth, the EC supports research, develop-
ment and innovation projects with the aim of creating a favorable 
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ecosystem for SME innovation and development. Due to their flexi-
bility, the entrepreneurial spirit, and the innovation capabilities, SMEs 
have proved to be more robust than large and multi-national enter-
prises, as the previous financial and economic crisis showed (Matt 2007; 
Matt et al. 2016). Typically, SMEs are not only adaptive and innova-
tive in terms of their products, but also in terms of their manufactur-
ing practices. Recognizing the continuing competitive pressures, small 
organizations are becoming increasingly proactive in improving their 
business operations (Boughton and Arokiam 2000), which is a good 
starting point for introducing new concepts like Industry 4.0. The suc-
cessful implementation of Industry 4.0 has to take place not only in 
large enterprises but in particular, in SMEs (Sommer 2015). Various 
studies point out relevant changes and potential for SMEs in the con-
text of Industry 4.0 (Rickmann 2014). Industry 4.0 technologies offer 
great opportunities for the SME sector to enhance its competitive-
ness. SMEs are most likely to be the big winners from the shift; they 
are often able to implement the digital transformation more rapidly 
than large enterprises, because they can develop and implement new IT 
structures from scratch more easily (Deloitte 2015). Many small- and 
medium-sized companies are already focusing on digitized products in 
order to stand out in the market (PWC 2015). The integration of infor-
mation and communication technology (ICT) and modern Industry 
4.0 technologies would transform today’s SME factories into smart 
factories with significant economic potential (Lee and Lapira 2013; 
Gualtieri et al. 2018).
Industry 4.0 represents a special challenge for businesses in general 
and for SMEs in particular. The readiness of SME adapted Industry 4.0 
concepts and the organizational capability of SMEs to meet this chal-
lenge exist only in part. The smaller SMEs are, the higher the risk that 
they will not be able to benefit from this revolution. European SMEs 
are conscious about the knowledge in adaption deficits. This opens 
the need for further research and action plans for preparing SMEs in a 
technical and organizational direction (Sommer 2015). The introduc-
tion of Industry 4.0 often shows difficulties and leads to headlines such 
as “most SME production companies are currently not yet ready for 
Industry 4.0”, “SMEs are missing the trends of the future” or “Industry 
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4.0 has not arrived at SMEs” (Olle and Clauß 2015). Today, most 
SMEs are not prepared to implement Industry 4.0 concepts (Brettel 
et al. 2014; Orzes et al. 2018).
Therefore, special research and investigations are needed for the 
implementation of Industry 4.0 technologies and concepts in SMEs. 
SMEs will only achieve Industry 4.0 by following SME-customized 
implementation strategies and approaches and realizing SME-adapted 
concepts and technological solutions. Otherwise, actual effort for sensi-
tization and awareness building among SMEs for Industry 4.0 will not 
show the expected success and results. According to this identified gap, 
this book considers and investigates the specific requirements of SMEs 
introducing Industry 4.0 and reflects on opportunities and difficulties 
in the digital transformation of manufacturing, logistics and organiza-
tional processes in SMEs.
1.2  Industry 4.0 as the Fourth Industrial 
Revolution
1.2.1  Origin and Characterization of Industry 4.0
In 2011, the German group of scientists Acatech (Deutsche Akademie 
der Technikwissenschaften) presented the term “Industrie 4.0” for the 
first time during the Hannover Fair, symbolizing the beginning of the 
fourth industrial revolution. The fourth industrial revolution can be 
described as the introduction of modern ICT in production. At the end 
of the eighteenth century, the first industrial revolution was initiated 
by inventing the machine and thus replacing muscle force. With the 
development of the industrial nations around the year 1870, the second 
industrial revolution began. The second industrial revolution was deter-
mined by the introduction of the division of labor and mass production 
with the help of electrical energy (Kagermann et al. 2013). The third 
industrial revolution referred to the multiplication of human brain-
power to the same extent as human muscle power had been multiplied 
in the first and second industrial revolutions (Balkhausen 1978). The 
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fourth industrial revolution describes a further step ahead where peo-
ple, machines, and products are directly connected with each other and 
their environment (Plattform Industrie 4.0 2014). Figure 1.1 illustrates 
the fourth industrial revolutions and how each revolution has affected 
manufacturing.
In 2013, the working group “Arbeitskreis Industrie 4.0”, consist-
ing of representatives of industry, research, the “Forschungsunion” and 
associations, presented their report of recommendations for the intro-
duction of Industry 4.0 to the government at the Hannover Fair. In 
addition, in 2013, the German associations BITKOM, VDMA, and 
ZVEI created the “Plattform Industrie 4.0” as a reference platform for 
a further promotion of Industry 4.0 in German politics and indus-
try (Acatech 2013). In the first few years after the presentation and 
introduction of this new term, the characterization and description of 
Industry 4.0 varied greatly and a concrete, generally accepted definition 
of Industry 4.0 did not exist at that time (Bauer et al. 2014).
The main objectives of Industry 4.0 include individualization of 
customer requirements, flexibility, and adaptability of manufactur-
ing and logistics systems, improved decision-making, the integra-
tion of ICT and Cyber-Physical Systems (CPS), the introduction of 
advanced production technologies (additive manufacturing, precise 
manufacturing,…), intelligent automation concepts, adapted business 
1. Industrial Revol. by the
introduction of mechanical 
production plants with the 
help of water and steam
2. Industrial Revolution
by the introduction of mass
production with the help of 
electrical energy
3. Industrial Revolution
by using electronics and IT 
to further automate 
production
Fourth Industrial Revolution
on the basis of cyber-
physical systems







Fig. 1.1 The four industrial revolutions (Adapted from Kagermann et al. 2013)
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and organizational models as well as concepts for more sustainable 
production and logistics processes (Spath et al. 2013).
One of the biggest opportunities of Industry 4.0 is expected in 
capabilities of CPS for self-organization and self-control in so-called 
Cyber-Physical Production Systems (CPPS) (Monostori 2014). CPS are 
systems of collaborating computational entities which are in intensive 
connection with the surrounding physical world and its on-going pro-
cesses, providing and using, at the same time, data-accessing and data 
processing services available on the internet. In other words, CPS can 
be generally characterized as “physical and engineered systems whose 
operations are monitored, controlled, coordinated, and integrated by a 
computing and communicating core” (Rajkumar et al. 2010; Laperrire 
and Reinhart 2014). Here the physical and digital world are com-
bined and interact through the so-called “Internet of things” (Lee and 
Seshia 2016). Production data is provided of a completely new quality 
and with real-time information on production processes. This is possi-
ble through the comprehensive placement of production with sensors 
and the continuous integration of intelligent objects (Spath et al. 2013; 
Zhou et al. 2018). Future data models will work in real time and the 
production will be more transparent (Rauch et al. 2018a). An image of 
the production occurs as essential to new, decentralized and real-time 
production control. Such a production control system can cope in the 
future with uneven workloads in the short term and make complex 
decisions decentralized in a customized production environment (Spath 
et al. 2013; Meissner et al. 2017). With CPS, the pursuit of econo-
mies of scale as a means to reduce costs loses significance because many 
individual process steps can be combined more flexibly by the use of 
computer-based modularization of production runs. This means that 
with networked production technologies, an individualized production 
at low costs will become possible. In a traditional production system, 
the fullfilment of individual customer requirements is possible only by 
frequent change of variants or by individual execution of individual 
production steps, which often means higher costs because of higher 
production costs (BMBF 2012; Lee et al. 2015).
According to a definition of the European Commission (EC 2015), 
Industry 4.0 consists of a number of new and innovative technologies:
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• Information and communication technology (ICT) to digitize 
information and integrate systems at all stages of product creation 
and use (including logistics and supply), both inside companies and 
across company boundaries.
• Cyber-physical systems that use ICTs to monitor and control phys-
ical processes and systems. These may involve embedded sensors, 
intelligent robots that can configure themselves to suit the immedi-
ate product to be created, or additive manufacturing (3D printing) 
devices.
• Network communications including wireless and internet technol-
ogies that serve to link machines, work products, systems, and peo-
ple, both within the manufacturing plant, and with suppliers and 
distributors.
• Simulation, modeling, and virtualization in the design of products 
and the establishment of manufacturing processes.
• Big data analysis and exploitation, either immediately on the factory 
floor, or through cloud computing.
• Digital assistance systems for human workers, including robots, 
augmented reality, and intelligent aid systems.
1.2.2  Industry 4.0—A Challenge for Europe and Beyond
The EU supports industrial change through its industrial policy and 
through research and infrastructure funding. Member States are also 
sponsoring national or trans-national initiatives. The need for invest-
ment, changing business models, data issues, legal questions of liabil-
ity and intellectual property, standards, and skill mismatches are among 
the challenges that must be met if benefits are to be gained from new 
manufacturing and industrial technologies. If these obstacles can be 
overcome, Industry 4.0 may help to reverse the past decline in indus-
trialization and increase total value added from manufacturing to a 
targeted 20%. From 2014 to 2020, the Horizon 2020 research pro-
gramme’s industrial leadership pillar provides almost €80 billion for 
research and innovation, including support for developing key enabling 
technologies. In addition, “Factories of the Future” is a public-private 
10     D. T. Matt and E. Rauch
partnership (PPP), launched initially under the earlier Seventh 
Framework Programme but continuing under Horizon 2020, that 
centers on advanced, smart, digital, collaborative, human-centred, and 
customer-focused manufacturing (EC 2015). The EU is undertaking a 
wide range of additional measures to support and connect national ini-
tiatives that focus on Industry 4.0 and the digitalization of industry. An 
overview of the European Commission shows that there are more than 
30 national and regional initiatives at European level: e.g., Plattform 
Industrie 4.0 in Germany Catapult in UK, Fabbrica Digitale in Italy, 
Made Different in Belgium, Industry du Futur in France, Produktion 
2030 in Sweden, Made in Denmark, Smart Industry in Netherlands, 
Produtech in Portugal, Industria Conectada 4.0 in Spain, Production of 
the Future in Austria, Průmysl 4.0 in Czech Republic, Smart Industry 
SK in Slovakia and many others (Plattform Industrie 4.0 2019). Also, 
in the new EU flagship funding program for Research and Innovation, 
“Horizon Europe”, research for Industry 4.0 technologies, sustaina-
ble production and artificial intelligence (AI) will be addressed in the 
Cluster “Digital and Industry” (€15 billion) of the “Global Challenges 
and Industrial Competiveness pillar” (€52.7 billion) (EC 2018).
Also, in the United States, the National Science Foundation (NSF) 
offers funding programs for topics like Industry 4.0 technologies, in 
the United States better known as “Smart Manufacturing”, “Smart 
Factory” or “Internet of Things”. The Division of Civil, Mechanical 
and Manufacturing Innovation (CMMI) addresses research topics like 
additive manufacturing, CPS, computational engineering (NSF 2019). 
Further, the “Manufacturing USA” program, a PPP of 14 manufactur-
ing institutes, connect member organizations, work on major research, 
and development collaboration projects and train people on advanced 
manufacturing skills (Manufacturing USA 2019).
The trend of Industry 4.0 has also reached and influenced Asian 
nations in their political programs and future strategies. China wants 
to catch up with the strongest economic powers in the world. The gov-
ernment has therefore drawn up the program “Made in China 2025”, 
an ambitious plan to bring the country to the technological forefront. 
Where manual labor currently accounts for the majority of value added, 
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automated production should dominate in the future—and turn the 
country into an “industrial superpower” In the Made in China 2025 
strategy, the government has identified ten industries in which it wants 
to form leading Chinese global companies among which also are high-
end automation, robotics, artificial intelligence, and robotics (FAZ 
2019).
Whilst China has its Made in China 2025 strategy for upgrading its 
manufacturing sector, India has its “Make in India” initiative to boost 
investments and improvements across its various industrial sectors. 
The Indian automotive industry occupies a prominent place within the 
Indian economy and therefore India is trying to remain attractive and 
ready for Industry 4.0 as well as the Internet of Things (Moreira 2017).
In addition, other Asian countries like Thailand are dealing with 
Industry 4.0. “Thailand 4.0” is an economic model that aims to unlock 
the country from several economic challenges resulting from past eco-
nomic development models which place emphasis on agriculture 
(Thailand 1.0), light industry (Thailand 2.0), and advanced indus-
try (Thailand 3.0). The objective of Thailand 4.0 is to become attrac-
tive for innovative and value-based industry. Besides a strong emphasis 
on agriculture, food health and medical technologies, research top-
ics like robotics, mechatronics, artificial intelligence, Internet of 
Things, and smart devices are also a focus of the Thailand 4.0 initiative 
(ThaiEmbDC 2019).
1.3  The Contribution of Small and Medium 
Enterprises to Economic Development
1.3.1  The Role of SMEs in the European Economy
Small- and medium-sized enterprises (SMEs) are a focal point in 
shaping enterprise policy in the European Union. The European 
Commission considers SMEs and entrepreneurship as key to ensuring 
economic growth, innovation, job creation, and social integration in the 
EU (Eurostat 2018).
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SMEs—defined by the European Commission as having fewer 
than 250 employees, an annual turnover of less than €50 million, 
or a balance sheet total of no more than €43 million—are the back-
bone of the European economy (Kraemer-Eis and Passaris). According 
to the SEM statistics published on the Eurostat database in 2015, there 
were 23.4 million SMEs in the European Union’s non-financial busi-
ness economy. Together they employed 91 million people and generated 
€3934 billion of value added. The economic contribution from SMEs 
was particularly apparent in Malta, Cyprus, and Estonia, with SMEs 
providing more than three quarters of the total value-added generated 
in each of their non-financial business economies. Large enterprises 
(0.2% of total enterprises in EU-28) generate 43.5% of value added 
and count for around one third of the number of employees (33.7%). 
Two third of employees in the non-financial sector are employed 
by SMEs, with 29.1% in micro enterprises with less than 10 persons 
employed and 20.2% in small enterprises with less than 49 persons 
employed and 17.1% in medium enterprises with less than 250 employ-
ees. All three sizes of SMEs are contributing nearly equally to value 
added in the EU-28 with 20.3% for micro enterprises, 17.6% for small 
enterprises and 18.5% for medium-sized enterprises (Eurostat 2018). 
Until the next SME statistics report update, planned for May 2019, 
recent statistics confirm that, in 2017, there were 24.6 million SMEs in 
the EU-28 non-financial business sector, of which 22.9 (~93%) million 
were micro SMEs, 1.4 million were small SMEs (~6%) and 0.2 million 
were medium-sized SMEs (~1%). In contrast, there were only 47,000 
large enterprises (EU 2018).
The economic contribution from SMEs was particularly apparent in 
Malta, Cyprus, Estonia, Greece, Latvia, Lithuania, and Italy with SMEs 
providing more than two thirds of the total value added generated in 
each of their non-financial business economies. In the overall EU-28, 
the value-added generated by SMEs is 56.5% (Eurostat 2018).
Furthermore, the number of SMEs in the EU-28 increased by 13.8% 
between 2008 and 2017. SMEs represented 88.3% of all EU-28 enter-
prises exporting goods. The rest of the world accounted for only 30% of 
all SME exports. In 2016, 80% of all exporting SMEs were engaged in 
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intra-EU trade, while less than half of exporting SMEs sold to markets 
outside the EU-28, and slightly more than a quarter of exporting SMEs 
sold to both markets (Brusselsnetwork 2018).
1.3.2  The Role of SMEs in the United States
In the United States, the definition of SMEs is dependent not only 
on the number of employees, annual sales, assets, or any combination 
of these, it also varies from industry to industry, based on the North 
American Industry Classification System (NAICS). In manufac-
turing, for example, an SME is defined as having 500 employees or 
less, whereas in wholesale trades, it is typically 100 employees or less 
(Madani 2018). It has to be stated here that all the following numbers 
refer to SMEs including also financial businesses (different to the EU 
definition) as the US definition makes no distinction. Small to medium 
enterprises also make up the vast majority of businesses in the United 
States. According to the U.S. Census Bureau Data from 2016, of the 
5.6 million employer firms in the United States (Ward 2018):
• 99.7% had fewer than 500 employees
• 98.2% had fewer than 100 employees
• 89.0% had fewer than 20 employees.
SMEs contributed 46% of the private nonfarm GDP in 2008 
(the most recent year for which the source data are available), mak-
ing them hugely important for economic growth, innovation, and 
diversity (Ward 2018). Regarding the employed workforce, small 
businesses in the US employed 58.9 million people, or 47.5% of the 
private workforce, in 2015. SMEs contribute to economic growth in 
the United States as small businesses created 1.9 million net jobs in 
2015. Firms employing fewer than 20 employees experienced the larg-
est gains, adding 1.1 million net jobs. The smallest gains were in firms 
employing 100–499 employees, which added 387,874 net jobs (SBA 
2018).
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1.3.3  The Role of SMEs in Asia
SMEs represent a significant proportion of enterprises, especially in 
developing countries, as many Asian countries are (ADB 2018). SMEs 
are also the backbone of the Asian economy. They make up more than 
96% of all Asian businesses, providing two out of three private-sector 
jobs on the continent. Therefore, it is vital for Asian economies’ eco-
nomic success that they have fully functioning support measures for 
SMEs (Yoshino and Taghizadeh-Hesary 2018).
For the 20 countries in Asia and the Pacific with available data during 
2011–2014, on average, SMEs represented 62% of national employ-
ment, ranging from 4 to 97%, and accounting for 42% of gross domes-
tic product (GDP), ranging from 12 to 60% (ADB 2018). Also, in Asia 
the definition of SMEs is heterogeneous varying from country to coun-
try. For example, SMEs are defined as having up to 1000 employees in 
some sectors in the People’s Republic of China (PRC), but the cutoff 
is up to 200 workers for some sectors in Thailand. Malaysia considers 
manufacturing firms to be SMEs if they have fewer than 200 workers or 
revenue of less than RM50 million (about $12 million) (ADB 2018). In 
Japan, the definition of SMEs depends not only on the sector of activity 
but also on the value of capital and the number of employees (Madani 
2018). Furthermore, very often, government agencies within the same 
country may use different definitions. For example, a ministry may use 
one definition while the national statistics office uses another, and a 
lending policy may adopt yet another (ADB 2018).
In the Association of Southeast Asian Nations (ASEAN) coun-
tries—Singapore, Brunei, Malaysia, Thailand, Philippines, Indonesia, 
Vietnam, Laos, Cambodia, Myanmar—micro, SMEs represent around 
97–99% of the enterprise population. The SME sector tends to be 
dominated by micro enterprises, which typically account for 85–99% 
of enterprises (where data are available). There is a relatively low share 
of medium-sized enterprises across the region as a whole, which may 
be indicative of a “missing middle” in the region’s productive structure. 
In most ASEAN countries, SMEs are predominantly found in labor-in-
tensive and low value-added sectors of the economy, particularly retail, 
trade, and agricultural activities. As such, they continue to account for a 
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high share of employment but a low share of gross value added in most 
countries. In the ASEAN region, SMEs account for around 66.3% of 
employment (based on the median) and 42.2% of gross value added 
(OECD/ERIA 2018).
1.3.4  The Role of SMEs in the World
For statistical purposes, the following numbers refer to the European 
definition of SMEs as the firms employing up to 249 persons, with 
the following breakdown: micro (1–9), small (10–49), and medium 
(50–249).
According to WTO calculations based on World Bank Enterprise 
Surveys covering over 25,000 SMEs in developing countries, direct 
exports represent just 7.6% of total sales of SMEs in the manufacturing 
sector, compared to 14.1% for large manufacturing enterprises. Among 
developing regions, Africa has the lowest export share at 3%, compared 
to 8.7% for developing Asia. Participation by SMEs indirect exports of 
services in developing countries is negligible, representing only 0.9% 
of total services sales compared to 31.9% for large enterprises (WTO 
2016).
In many countries, and in particular Organization for Economic 
Cooperation and Development (OECD) countries, SMEs are key 
players in the economy and the wider eco-systems of firms. In the 
OECD area, SMEs are the predominant form of enterprise, account-
ing for approximately 99% of all firms. They provide the main source 
of employment, accounting for about 70% of jobs on average, and are 
major contributors to value creation, generating between 50 and 60% 
of value added on average. In emerging economies, SMEs contribute 
up to 45% of total employment and 33% of GDP. When taking the 
contribution of informal businesses into account, SMEs contribute to 
more than half of employment and GDP in most countries irrespec-
tive of income levels. In addition, SME development can contribute 
to economic diversification and resilience and therefore to a more sus-
tainable economy. This is especially relevant for resource-rich coun-
tries that are particularly vulnerable to commodity price fluctuations  
(OECD 2017).
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1.4  Current State of the Transition  
of Industry 4.0 to SMEs
1.4.1  State of the Art of Industry 4.0  
for SMEs in Scientific Literature
For an analysis of the state of the art in the field of Industry 4.0 for 
SMEs, the scientific literature with the keywords “Industry 4.0” as well 
as “Smart Manufacturing” in the title, keywords and abstract is linked 
with the occurrence of the keywords “small- and medium-sized enter-
prises” as well as “SME” in the title of the papers. For the analysis, the 
database Scopus is used, which is known as a high-quality and compre-
hensive scientific database in the field of engineering. The results of the 
search are a list of 55 papers, of which 25 are conference contributions, 
23 are journal articles, 5 book chapters, and 2 are reviews. The search 
results show an important increase in scientific papers starting from 
2017 (see Table 1.1). Also, the found literature at the date of the search 
leads to the hypothesis that the topic Industry 4.0 in SMEs is of increas-
ing importance for scholars in engineering and production research.
In the following, we will summarize the main findings in the cur-
rent state analysis based on the identified papers. At the beginning of 
the scientific discussions of “Industry 4.0”, most of the papers describe 
the big challenge that SMEs will face with the new hype of Industry 
4.0 (Färber 2013; Matt et al. 2016). Later Reuter (2015) addresses the 
future importance of Industry 4.0 and IT in business continuity man-
agement of SMEs, but remains very vague about the use of the term 
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“Industry 4.0”. Decker (2017) analyzes the readiness of Danish SMEs 
from the metal processing sector for Industry 4.0 using case study 
research. Up to this point, there was no maturity or readiness model 
available and thus the analysis was conducted basically on a qualita-
tive level. The basic outcome is that SMEs at this time were not sure 
if, when and how they should start to introduce Industry 4.0 in their 
firms. Bollhöfer et al. (2016) describe the potential of service-based 
business models for SMEs although many uncertainties and barriers 
(see also Müller and Voigt 2016) discourage or limit SMEs from start-
ing an implementation process for Industry 4.0. Later Seidenstricker 
et al. (2017), Safar et al. (2018), Müller (2019), and Bolesnikov et al. 
(2019) describe specific frameworks for introducing new and innova-
tive as well as digital business models in SMEs. In 2016, Ganzarain and 
Errasti (2016) are the first to discuss the adoption of maturity models 
in SMEs to support the implementation of Industry 4.0 in SMEs. Later 
also, other authors like Wiesner et al. (2018) and Jones et al. (2018) 
came up with SME-specific maturity and readiness models. Mittal et al. 
(2018a) reviewed different smart manufacturing and Industry 4.0 matu-
rity models and their implications for SMEs. Matt et al. (2016) describe 
a very early first attempt at a methodical approach to how SMEs can 
introduce Industry 4.0. Later in 2018, they refine the approach to a 
five-step methodology for SMEs (Matt et al. 2018a). Jørsfeldt and 
Decker (2017) as well as Jun et al. (2017) promote the concept of dig-
itally enabled platforms generating entrepreneurial opportunities for 
smart SMEs but up to now such platforms do not really exist. Bakkari 
and Khatory (2017) as well as Schlegel et al. (2017) encourage SMEs 
in their works to put a certain emphasis on Industry 4.0 strategies in 
the integration of concepts for a more sustainable and ecological man-
ufacturing environment. At this time, the concepts proposed are still 
on a very rough and abstract level without any clear and tangible rec-
ommendations about how to achieve the proposed goals. Several works 
try also to combine the advantages of Lean and Industry 4.0 or discuss 
why both principles are complementary and do not exclude each other 
(Matt et al. 2016; Müller et al. 2017; Rauch et al. 2017). Other papers 
are presenting competence centers, learning factories, and laboratories 
for Industry 4.0 specific research, training offers or knowledge transfer 
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to smaller firms (Müller and Hopf 2017; Scheidel et al. 2018; Gualtieri 
et al. 2018). Rauch et al. (2018b) used Axiomatic Design in their 
research to develop a methodology for SMEs in order to introduce flex-
ible and agile manufacturing systems. Goerzig and Bauernhansl (2018) 
propose a framework architecture for SMEs adopting Industry 4.0 in 
their firm. Similarly, other researchers are working on the development 
of Industry 4.0 tool kits and roadmaps in order to simplify the intro-
duction of Industry 4.0 in SMEs (Mittal et al. 2018b; Modrak et al. 
2019). Further investigation has also been started on social sustainabil-
ity in SME manufacturing in the context of Industry 4.0 (Matt et al. 
2018b). Moica et al. (2018) address the need of Industry 4.0 also for 
shop floor management and Menezes et al. (2017) the need for adapted 
Manufacturing Execution Systems (MES) for SMEs. Other works dis-
cuss the need for retrofitting old machinery to be prepared for Industry 
4.0 (Pérez et al. 2018). Although the discussion about artificial intelli-
gence had already started, Sezer et al. (2018) address the technologies to 
be used for low-cost predictive maintenance in SMEs. As Industry 4.0 is 
not limited to SMEs working in the manufacturing sector, Nowotarski 
and Paslawski (2017) started also to investigate the use of Industry 
4.0 methods and technologies on-site in the construction industry, 
Weiß et al. (2018) in the textile industry and Zambon et al. (2019) in 
agriculture.
Analyzing the content of the identified scientific papers about 
Industry 4.0 in SMEs, the following hypotheses can be derived:
• Several works are dealing with innovative and digital business mod-
els, also putting SMEs in a position to take advantage of Industry 4.0 
as a business model.
• Researchers propose that digital platforms are interesting opportu-
nities for SMEs to increase their business, but there are no relevant 
implementations of such SME platforms up to now.
• Several researchers are working on readiness, assessment, or maturity 
models to help SMEs understand their actual status.
• There is a rising number of works on frameworks, tool sets as well as 
roadmaps to guide SMEs in the implementation of Industry 4.0.
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• It seems that Industry 4.0 is more and more of interest for other 
industries rather than manufacturing (construction, textile, 
agriculture).
• Although there is still little research about artificial intelligence in 
manufacturing in general, there are first attempts to introduce low 
cost and easy approaches also in SMEs.
• Sustainability (in the sense of ecological as well as social sustainabil-
ity) is gaining attention.
1.4.2  Current EU Research Initiatives  
on Industry 4.0 for SMEs
As identified in the current state of research and scientific literature, 
there is still need to further investigate the transition to Industry 4.0 in 
SME firms. The European Commission is already financing a few pro-
jects related to this important niche topic. A first small H2020 research 
project with around €70,000 of project volume with the title “Industrial 
FW 4.0 – Internet 4.0 based MES for the SME sector” (Grant agree-
ment ID: 710130) was awarded in 2015 and ended in 2016. The first 
important research initiative in this direction started in January 2017 
with the project “SME 4.0 – Industry 4.0 for SMEs” (Grant agreement 
ID: 734713) funded by the EC H2020 program. The details regard-
ing this project will be explained in the following Sect. 1.5. In April 
2017, the H2020 project “IoT4Industry – Towards smarter means of 
production in European manufacturing SMEs through the use of the 
Internet of Things technologies” (Grant Agreement 777455) started. 
Later, in October 2017, the H2020 project “L4MS – Logistics for 
Manufacturing SMEs” (Grant Agreement 767642) was awarded with 
funding of nearly €8 mio to investigate IoT platforms and smartization 
services for logistics in SMEs from manufacturing. Another related pro-
ject is “ENIT – Agent 2.0 – The world’s first edge computing solution 
for SMEs enabling energy efficiency, Industry 4.0 and new business 
models for the energy sector” (Grant agreement ID: 811640) with a 
project volume of €2 mio and EU funding of €1.4 mio which started in 
2018 and focuses on the adoption of Industry 4.0 technologies in SMEs 
20     D. T. Matt and E. Rauch
for energy management. A recently started small scale (project volume 
of around €70,000) H2020 project is “Katana – Bringing Industry 4.0 
to the hands of small manufacturers: Feasibility study for scaling up 
Katana smart workshop software” (Grant agreement ID: 855987) which 
aims to realize smart workshop software for SMEs (Cordis 2019).
1.4.3  Summary of the State-of-the-Art Analysis
Both in the analysis of scientific works and of EU projects to research 
the introduction of Industry 4.0 in SMEs, it can be seen that the topic 
is still relatively “young” and unexplored as it has basically only been 
dealt with seriously since 2017. Therefore, it will require further efforts 
to provide appropriate instruments for SMEs introducing Industry 4.0 
in practice. What is striking is that there are no best practice examples 
of SMEs where a big part of the Industry 4.0 technologies have been 
successfully adopted. For this reason, more attention should be paid to 
this in future work and pilot introductions in SMEs should be accom-
panied and documented by scientists. In addition, the overview of cur-
rent research initiatives in Europe showed that the “SME 4.0” project is 
currently the only initiative that considers the problem holistically and 
from an international point of view and is not limited to partial aspects 
of Industry 4.0 in SMEs.
1.5  SME 4.0—Industry 4.0 for SMEs
1.5.1  “SME 4.0” Project Key Data and Objectives
The research project “SME 4.0” with the full title “Industry 4.0 for 
SMEs—Smart Manufacturing and Logistics for SMEs in an X-to-
order and Mass Customization Environment” and a project volume of 
€954,000 received €783,000 funding from the European Commission 
H2020 MSCA Research and Innovation Staff Exchange (RISE) pro-
gram. The project has a duration of four years starting in 2017 and end-
ing at the end of 2020. The project consortium consists of the following 
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four European beneficiaries, both from academia and industry, as well 
as four academic partner organizations from the USA, Thailand, and 
India (see also Fig. 1.2):
• Free University of Bolzano-Bozen, Italy (project coordinator and EU 
beneficiary)
• Technical University of Kosice, Slovakia (EU beneficiary)
• Montanuniversität Leoben, Austria (EU beneficiary)
• Elcom sro Presov, Slovakia (EU beneficiary)
• MIT Massachusetts Institute of Technology, USA (partner 
organization)
• WPI Worcester Polytechnic Institute, USA (partner organization)
• Chiang Mai University, Thailand (partner organization)
• SACS MAVMM Engineering College, India (partner organization).
Technical University of Košice Košice,
Slovakia
Prof. Vladimír Modrák
Leader “Organisation and Management models”
Free University of Bolzano 
Bolzano, Italy









University Chiang Mai 
Chiang Mai, Thailand
Prof. Korrakot Y. 
Tippayawong
Logistics Engineering and 
Supply Chain Management











Prof. Sudhakara Pandian 






Fig. 1.2 European beneficiaries and international partner organizations in the 
project (Source of the map www.d-maps.com)
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As the first large research initiative in Europe to investigate the intro-
duction of Industry 4.0 in SMEs, the project covers the following spe-
cific research questions:
A. Identification of requirements for Industry 4.0 applications and 
implementation in SME manufacturing and logistics:
 • What are the actual known concepts and technologies of Industry 
4.0?
• What are the main opportunities/risks for the use of these con-
cepts in SMEs?
• How suitable are the different concepts for application in SMEs?
• What are SME-specific requirements for the adaptation of the 
most promising concepts and technologies?
B. Development of SME-specific concepts and strategies for smart and 
intelligent SME manufacturing and logistics:
 • What are possible forms or migration levels for realizing smart and 
intelligent manufacturing systems for x-to-order and mass custom-
ization production?
• How can automation, advanced manufacturing technologies, 
ICT, and CPS improve productivity in SME manufacturing and 
logistics?
• What are suitable models for smart and lean supply chains in SME 
logistics?
C. Development of specific organization and management models for 
smart SMEs:
 • What are innovative and promising new business models for smart 
SMEs?
• What are optimal implementation strategies for the introduction 
of Industry 4.0 in SMEs?
• What are ideal organizational models for smart SMEs or SME 
networks?
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In addition to the above described research questions, the project aims 
to achieve the following general objectives in relation to the European 
Community:
• Ensure the transfer of Industry 4.0 to SMEs through adapted tem-
plate models;
• Maintain and develop the competitive level of European SMEs;
• Accelerate the transition of Industry 4.0 from research to practice;
• Maintain the prosperity of the European population by securing jobs;
• Develop and progress the careers of European experts and qualified 
young scientists in SME research for Industry 4.0.
1.5.2  Project Structure
The project is organized into three research fields (RF) (Fig. 1.3): (i) 
smart manufacturing in SMEs, specific solutions for (ii) smart logistics 
in SMEs and (iii) adapted organization and management models for 
the introduction of Industry 4.0 and the management of smart SMEs. 
These research fields are further decomposed into nine research topics 
(RT) to investigate specific concepts.
RT 2.2 Intelligent SME 
Logistics through ICT and 
CPS
RT 2.3 Smart and 
automated logistics 













• Changeability and 
flexibility
Enablers







RT 1.1 Design of highly 
adaptable Manufacturing 
Systems for SMEs
RT 1.2 Intelligent SME 
Manufacturing through ICT 
and CPS
RT 1.3 Automation and 
man-machine interaction 
for SMEs
RT 2.1 Design of smart 
and lean Supply Chains 
for SMEs
RT 3.1 Business models 
for smart SMEs
RT 3.2 Organization and 
network models for smart 
SMEs
RT 3.3 Implementation 
strategies to   become 
SME 4.0
Research Field RF1 
Smart
Manufacturing







models for smart 
SMEs
Fig. 1.3 Research fields and topics in the SME 4.0 project
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The research project, with a duration of four years, is divided into 
two equal phases each of two years (see Fig. 1.4).
The first phase from 2017 to 2018 was dedicated to analyzing exist-
ing Industry 4.0 concepts and to investigating their suitability for 
SMEs and/or their need to be adapted for the specific requirements 
of SMEs. Therefore, the first phase was used also to collect and ana-
lyze the requirements of SMEs to introduce Industry 4.0 in small- and 
medium-sized firms. In the first operative work package (WP3), the 
research team analyzed the Industry 4.0 requirements in manufacturing 
with a special focus on the need for adaptable manufacturing systems, 
the potential of ICT and CPS in manufacturing and the potential of 
automation in small and medium firms. In WP4, a similar approach is 
used to investigate the requirements and opportunities of Industry 4.0 
in SME logistics. In WP5, the research team analyzed the suitability 
of SMEs strategies for the introduction of Industry 4.0; they collected 
organizational requirements for smart SMEs and analyzed the current 
state of methods and tools for the implementation of Industry 4.0 in 
SMEs. The content of this book is directly related to this first project 
phase and summarizes the scientific findings and results.
Phase 2 - Synthesis and 
recommendation for action/implementation
Phase 1 – Analysis of Industry 4.0 concepts and assessment 
for SME suitability
WP 1 Project Management
WP 3 Analysis of Industry 4.0 concepts for Smart Manufacturing in SMEs
WP 2 Communication and Dissemination Management
WP 6 – Synthesis and solutions for Smart Manufacturing in SMEs
WP 3.2 Suitability analysis of ICT and CPS concepts in SME Manufacturing
WP 3.3 Analysis of the potential of automation in SME Manufacturing
WP 6.2 Intelligent SME Manufacturing through ICT and CPS
WP 6.3 Automation and man-machine interaction for SMEs
WP 3.1 Requirements analysis for SME 4.0 Manufacturing Systems WP 6.1 Design of highly adaptable Manufacturing Systems for SMEs
WP 4 Analysis of Industry 4.0 concepts for Smart Logistics in SMEs WP 7 – Synthesis and solutions for Smart Logistics in SMEs
WP 4.1 Requirements analysis for smart and lean Supply Chains for SMEs
WP 4.2 Suitability analysis of ICT and CPS concepts in SME Logistics
WP 4.3 Analysis of the potential of automation in SME Logistics
WP 7.1 Design of smart and lean Supply Chains for SMEs
WP 7.2 Intelligent SME Logistics through ICT and CPS
WP 7.3 Smart and automated logistics systems and vehicles for SMEs
WP 5 Analysis of Industry 4.0 concepts to the organization of SMEs WP 8 – Organization and Management models for Smart SMEs
WP 8.1 Business models for Smart SMEs
WP 8.2 Organization and network models for smart SMEs
WP 8.3 Implementation strategies to become SME 4.0
WP 5.1 Analysis of the suitability of SME strategies for Industry 4.0
WP 5.2 Analysis of organizational requirements in smart SMEs
WP 5.3 Analysis of actual implementation of Industry 4.0 in SMEs
Fig. 1.4 Work packages, tasks, and project phases
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The second phase from 2019 to 2020 is dedicated to the synthesis of 
the results of the first phase and the elaboration of methods, tools, and 
recommendations for actions to support SMEs introducing Industry 
4.0. Similarly to the first phase, we have three work packages (WP) for 
the derivation of measures for manufacturing, logistics, and organiza-
tional issues. The main expected results of the WP6 are to design guide-
lines and templates for highly adaptable SME manufacturing systems, 
ICT and CPS-based solutions for more intelligent manufacturing as 
well as enabling easy implementation of solutions for automation in 
collaboration with the human on the shop floor. In WP7, related to 
logistics, the main expected results are templates and guidelines for 
smart and lean supply chains, the use of ICT and CPS for a smarter 
supply chain as well as easy and low-cost solutions for automation in 
intralogistics and transport. In WP8, the expected results are the elab-
oration of a generally applicable business model (or business models) 
for smart SMEs, smarter processes and organizational models as well 
as Industry 4.0 implementation strategies, roadmaps and supporting 
assessment models for SMEs. The findings of this second project phase 
will be summarized in a second book project planned to be published 
by the end of the project.
1.5.3  Research Methodology in the First Project Phase
In the first project phase, the research team adopted a dual strategy 
using primary research methods (direct collection of data and infor-
mation from SMEs) as well as secondary research methods (analysis of 
data collected/published from previously undertaken research or other 
sources). This kind of research strategy was chosen, as in the scientific 
literature (especially before 2017) only a few works dealt with Industry 
4.0 and the specific needs of SMEs.
In order to analyze the current state of the art as well as the existing 
Industry 4.0 technologies and concepts, secondary research was used by 
using literature research methods like the Systematic Literature Review 
(SLR) (Booth et al. 2016). For secondary research, the research team 
used explorative field studies with focus groups (Becker et al. 2009; 
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Wölfel et al. 2012) organizing four SME workshops in 2017. In each of 
the four workshops held in Italy, Austria, USA, and Thailand, a num-
ber of around 10 SMEs participated (total number of 37 SMEs in the 
workshop series). The workshops had a standardized structure in order 
to guarantee comparable results. Based on the results of the literature 
search and the SME workshops, the research consortium worked on the 
results of this first project phase.
In addition, the research team also visited different SMEs to get a 
practical understanding of the problems and requirements of SMEs. 
Through the industry partner Elcom sro, the voice of SMEs is also rep-
resented in the research consortium to monitor that research is charac-
terized by a practical approach.
1.6  Conclusion and Structure of the Book
This chapter has shown how important SMEs are in Europe as well as 
in all other economies of the world. Industry 4.0 is also a major chal-
lenge for large enterprises, which in turn, have the necessary financial 
and human resources to introduce industry into their enterprises. For 
SMEs, it is not a question of whether they should introduce Industry 
4.0 or not, but rather how they can do so as quickly as possible in order 
to maintain or achieve a large competitive advantage. As the analysis of 
the research has shown, the research on Industry 4.0 for SMEs is still in 
its infancy.
This book represents a first major step in this direction by analyzing 
and describing the challenges, opportunities, and requirements of SMEs 
in terms of manufacturing, logistics, and organization. Therefore, this 
book is organized into several sections, which summarize the results 
of the research according to the topic. The second section focuses on 
Industry 4.0 concepts for smart manufacturing in SMEs. In addition 
to the detailed analysis of the requirements for a highly adaptable man-
ufacturing system, it also describes how an Industrial IoT and CPS 
can be implemented and what kind of potential and challenges SMEs 
expect to face when they start to implement manufacturing automa-
tion and human-robot collaboration. In the third section, the focus is 
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on Industry 4.0 concepts for smart logistics in SMEs. Here the authors 
provide detailed information about the requirements for designing 
smart supply chains, they analyze the use of ICT and embedded sys-
tems for tracking and tracing in SME logistics and they review the state 
of the art of automation in logistics. In the fourth section, the work is 
focused on the organization of smart SMEs. Innovative organizational 
models for mass customization are developed and tested and the major 
limitations and barriers to SMEs introducing Industry 4.0 are studied. 
Finally, a toolkit for the implementation of Industry 4.0 is proposed in 
order to support SMEs in this challenging initial phase. The fifth sec-
tion is dedicated to practical case studies on how Industry 4.0 has been 
applied in a laboratory environment or in real industrial situations. This 
section is a valuable addition to the previously discussed chapters on 
smart manufacturing, smart logistics, and organization in smart SMEs. 
In the case studies, the authors describe both the underlying theoreti-
cal concepts and their practical implementation and validation. Readers 
can expect practical insights into automatic product identification and 
inspection by means of Industry 4.0 as well as into intuitive collabo-
ration between man and machine in SME assembly. The last chapter 
of this book explains the basics of Axiomatic Design. As several of the 
chapters use Axiomatic Design as a research method, the chapter is 
intended to present the necessary basics and to make it possible to refer 
to these basics in the individual chapters.
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Part II




The industrial environment has undergone a radical change with the 
introduction of new technologies and concepts based on the fourth 
industrial revolution, also known as Industry 4.0 (I4.0) (Sendler 2013), 
the Fourth Industrial Revolution (Kagermann et al. 2013) or Smart 
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Manufacturing (Kang et al. 2016). The concept of I4.0 is building on 
the integration of information and communication technologies and 
advanced industrial technologies in so-called Cyber-Physical Systems 
(CPS) to realize a digital, intelligent, and sustainable factory (Zhou 
et al. 2015). The basic meaning of I4.0 lies in connecting products, 
machines, and people with the environment and combining produc-
tion, information technology, and the internet (Kagermann et al. 2013). 
Industry, especially in high-wage countries, must introduce these types 
of smart production strategies to maintain the current competitive 
advantage in the long-term competing on a global market (Manhart 
2017). To remain competitive, lead times, flexibility, and the ability to 
produce many individual kinds of products in low batch sizes or batch 
sizes of one, must improve (Spath et al. 2013; Matt and Rauch 2013a). 
In a mass customization and “design for x” environment, more func-
tionality and customization options have to be provided to the client 
and more flexibility, transparency, and globalization for the supply chain 
(Baum 2013). On the other hand, this also leads to a more difficult and 
complex situation for manufacturing companies. Quickly responding to 
the expectations and requirements of customers is not easy and requires 
agile and highly adaptable manufacturing systems (Zawadzki and 
Żywicki 2016). The introduction of I4.0 in manufacturing companies 
contributes exactly to tackling these global challenges for strengthening 
competitiveness of high-wage countries (Kagermann et al. 2013).
Manufacturing companies, and especially SMEs, struggle with the 
introduction of I4.0 and to gain from its potential to increase pro-
ductivity on the shop floor (Matt et al. 2014). Very often, they do 
not know how to face the challenge of I4.0 or how to start introduc-
ing and implementing I4.0 concepts (Ganzarain and Errasti 2016). 
A recent 2017 study (Wuest et al. 2018) conducted with manufactur-
ing SMEs in West Virginia, USA, confirmed the struggle for SMEs to 
adopt Smart Manufacturing (Mittal et al. 2018). According to their lit-
erature review, only a few studies specifically focus on supporting SMEs’ 
evolutionary path and paradigm shift toward “Smart Manufacturing 
(SM)” or “Industry 4.0”. SMEs often face complications in such inno-
vative processes due to the continuous development of innovations and 
technologies. Therefore, further research is needed to provide specific 
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instruments and models for SMEs introducing I4.0 in their compa-
nies and production shop floors. In addition, policy makers should 
propose strategies with the aim of supporting SMEs to invest in these 
technologies and make them more competitive in the marketplace 
(Zambon et al. 2019).
The objective of this chapter is to analyze and evaluate the specific 
needs and requirements of SMEs with the aim of defining guidelines 
for the design of highly adaptable and smart manufacturing systems for 
SMEs in a dynamic environment using I4.0. After a brief introduction 
on I4.0 and its impact for SMEs, Sect. 2.2 summarizes the state of the 
art in I4.0 and its transfer to SMEs based on a literature review. The fol-
lowing Sect. 2.3 gives an overview of the problem formulation and the 
system limits of this research. Section 2.4 illustrates the research meth-
odology, which is grounded in Axiomatic Design (AD) theory to trans-
form user needs into functional requirements and finally into design 
guidelines for highly adaptable manufacturing systems. Section 2.5 
describes in detail the analysis of the user needs of SMEs to introduce 
I4.0 in their factories. The collection of these user needs is based on an 
explorative study, while the derivation of functional requirements and 
design parameters is based on AD theory. Results of this main section 
are a final list of SME requirements as well as constraints to introducing 
I4.0 in manufacturing and a set of coarse design parameters for their 
implementation. In Sect. 2.6, there follows a critical discussion of the 
obtained results and in Sect. 2.7, the conclusion and outlook for further 
necessary research are presented.
2.2  Background and Literature Review
2.2.1  Industry 4.0—The Fourth Industrial Revolution
The term I4.0 was introduced in 2011 by a German group of scien-
tists during the Hannover Fair, which symbolized the beginning of the 
fourth industrial revolution (Lee 2013). After mechanization, electrifi-
cation, and computerization, the fourth stage of industrialization aims 
to introduce concepts like CPS, Internet of Things (IoT), Automation, 
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and Human–Machine Interaction (HMI) as well as Advanced 
Manufacturing Technologies in a factory environment (Zhou et al. 
2015). Since then, the term I4.0 has become one of the most popular 
manufacturing topics among industry and academia in the world and 
has been considered the fourth industrial revolution with its impact on 
future manufacturing (Kagermann et al. 2013; Qin et al. 2016). Based 
on the principle of I4.0, traditional structures can be replaced, which 
are based on centralized decision-making mechanisms and rigid limits 
on individual value added steps. These structures are replaced by highly 
adaptable and agile manufacturing systems, offering interactive, collabo-
rative decision-making mechanisms (Spath et al. 2013).
A key element in I4.0 for manufacturing companies is CPS with 
capabilities for self-organization and self-control. CPS are comput-
ers with networks of small sensors and actuators installed as embed-
ded systems in materials, equipment and machine parts and connected 
via the Internet (Kagermann et al. 2013; Broy and Geisberger 2012; 
VDI/VDE 2013). CPSs positively affect manufacturing in the form of 
Cyber-Physical Production Systems (CPPS) in process automation and 
control (Monostori 2014). There is still a need for further research on 
CPS (Wang et al. 2015). In the future, CPS and networks of CPS, bet-
ter known as CPPS, as well as all the technologies behind them, may 
act as enablers for new business models, which have the potential to be 
disruptive (Rauch et al. 2016).
Furthermore, the “Internet of Things” (IoT) is also one key ele-
ment of I4.0, when the physical and the digital world are combined 
(Federal Ministry of Education and Research 2013). In its origins, 
the IoT means an intelligent connectivity of anything, anytime, any-
where (Atzori et al. 2010). IoT has developed into the combination 
and integration of information and physical world addresses to create 
the “4Cs” (Connection, Communication, Computing, and Control) 
(Tao et al. 2014). Production data are provided in a new way with real-
time information on production processes, through sensors, and contin-
uous integration of intelligent objects (Spath et al. 2013; Gneuss 2014). 
With connected production technologies, individualized production 
at low costs will become possible (Kraemer-Eis and Passaris 2015). 
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The potential benefits from the successful implementation of IoT in the 
context of I4.0 are immense and research is still important.
Other key elements of I4.0 are Automation, HMI, and Advanced 
Manufacturing. Automation needs to become more flexible  allowing 
manufacturing processes to be automated with changing products or 
volumes (Rüßmann et al. 2015). To achieve a symbiosis between auto-
mation and operators, HMI plays a major role in providing adequate 
technological assistance as well as intelligent user interfaces (Gorecky 
2014). Advanced manufacturing technologies like high-precision 
machining, reconfigurable manufacturing units, additive manufactur-
ing, and others are changing production strategies, but also processes 
and manufacturing systems (Chen et al. 2018; Frank et al. 2019). 
A prominent example of such advanced technologies in Additive 
Manufacturing (AM), also known as 3D printing (Rauch et al. 2018). 
It is defined by the American Society for Testing and Materials (ASTM) 
as “the process of joining materials to make objects from 3D-model 
data, usually layer upon layer, as opposed to subtractive manufacturing 
methodologies, such as traditional machining” (ASTM 2013).
2.2.2  State of the Art in the Introduction  
of Smart and Highly Adaptable  
Manufacturing Systems in SMEs
However, challenges arise for companies due to the immense finan-
cial resources required to acquire new I4.0 technologies, which makes 
it difficult for SMEs to introduce I4.0 (Erol et al. 2016). Despite these 
difficulties, SMEs will not be able to ignore the trend toward I4.0 and 
therefore, it will be a major challenge for them in the near future (Matt 
et al. 2018). I4.0 is particularly interesting for these companies, as this 
term promises the enabling of intelligent automation toward batch size 
one (Matt et al. 2016). SMEs are the backbone of the EU and many 
other economies (Federal Ministry of Education and Research 2013). 
European SMEs provide around 45% of the value added by manu-
facturing while they provide around 59% of manufacturing employ-
ment (Vidosav 2014). In the United States, SMEs account for nearly 
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two-thirds of net new private sector jobs (USTR 2017). Programs like 
the European Horizon 2020 research and innovation program actively 
support SMEs by providing direct financial support and indirect sup-
port to increase their innovation capacity, although, the number of pub-
lications and research activities related to I4.0 for SMEs is still limited 
(Mittal et al. 2018). New technologies and ideas related to I4.0 need 
to be further researched and adapted to make it possible to use them in 
SMEs (Nowotarski and Paslawski 2017).
According to a survey, many SMEs struggle with increasing prod-
uct variety and individualization in a mass customization environment. 
Price competition, high quality requirements, and short delivery times 
are becoming increasingly important (Spena et al. 2016). Due to their 
flexibility, entrepreneurial spirit, and innovation capabilities, SMEs have 
proved to be more robust than large and multinational enterprises, as 
the previous financial and economic crisis showed (Matt 2007). SMEs 
are not only adaptive and innovative in terms of their products, but also 
in their manufacturing practices. Recognizing rising competitive pres-
sure, small organizations are becoming proactive in improving their 
business operations (Boughton and Arokiam 2000), which is a good 
starting point for introducing new concepts of I4.0 like smart and 
highly adaptable manufacturing systems.
Successful implementation of such intelligent manufacturing sys-
tems must take place not only in large enterprises but also in SMEs 
(Sommer 2015). Various studies point out relevant changes and poten-
tial for SMEs in the context of I4.0 (Rickmann 2017). I4.0 technol-
ogies offer opportunities for SMEs to enhance their competitiveness. 
The integration of ICT and CPS with production, logistics, and services 
in current industrial practices would transform today’s SME factories 
into smarter and more adaptable factories with significant economic 
potential (Lee and Lapira 2013). Previous works have shown a limited 
but positive impact of Industry 4.0 in SME operational performance, 
with little investment and little expertise when it relates to cloud com-
puting (Radziwon et al. 2014).
The introduction of new technologies and practices is always risky 
in SMEs (Moeuf et al. 2017) and represents a big challenge for them. 
SMEs are only partly ready to adapt to I4.0 concepts due to their current 
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organizational capabilities. The smaller the SME, the greater the risk that 
they will not be able to benefit from this revolution. Many SMEs are not 
prepared to implement I4.0 concepts. This opens the need for further 
research and action plans to support SMEs in introducing I4.0 concepts 
(Sommer 2015) like smart and highly adaptable manufacturing systems.
Only a few works address the specific requirements of SMEs for 
introducing such intelligent manufacturing systems and most of them 
do not provide a complete list of them. In the work of Rauch et al. 
(2019) the authors present a study regarding requirements for the 
design of flexible and agile manufacturing systems for SMEs. This work 
does not consider the introduction of I4.0 concepts, but highlights 
the need for research into SME specific I4.0 solutions. The work of 
Mittal et al. (2018) is one of the only works that provides a list of SME 
requirements regarding the design of smart manufacturing systems by 
introducing I4.0. The work is based on literature research as well as a 
survey-based study with US SME companies. According to this work, 
the main SME requirements for I4.0 in manufacturing are (a) the need 
for financial resources, (b) the need for advanced manufacturing tech-
nologies, (c) the need for industrial standards, (d) the need to include 
I4.0 in the organizational culture, (e) the need to develop and include 
employees in I4.0 related changes, (f ) the need for alliances with uni-
versities and research institutions, and (g) the need for collaboration 
with customers and suppliers. Although the results show a good starting 
point for further considerations, they are formulated very generally, they 
do not address the specific requirements for designing an SME manu-
facturing system and most of them are typical requirements of any kind 
of companies introducing I4.0. Therefore, we conclude that there is still 
a need to investigate the specific requirements of SMEs for smart manu-
facturing system design.
2.3  Problem Formulation
As previously identified in the literature review, there is a need for 
research and investigations for the implementation of I4.0 technolo-
gies and concepts in SME manufacturing. The authors compare these 
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challenges with the introduction of Lean Management in small- and 
medium-sized enterprises over the past 20 years. While most large 
companies have introduced or integrated Lean, at least in part, into 
their corporate strategy, most SMEs have gradually addressed this 
topic. Carrying out an analysis in Scopus with the keywords “lean” and 
“SME,” for example, shows research on this topic was carried out from 
2001 onwards. There are several papers recommending specific strate-
gies for the introduction of lean (Medbo et al. 2013) and specific lean 
methods for SMEs (Dombrowski et al. 2010; Matt and Rauch 2013b). 
As a result, Lean has now been implemented in many SMEs in prac-
tice. A similar approach is therefore also expected for SME manufactur-
ing companies introducing I4.0, even as large companies have already 
addressed this goal.
As with the introduction of Lean, the success rate for introducing 
I4.0 in SME manufacturing can be increased by developing SME-
customized implementation strategies, SME-adapted concepts and 
technologically feasible solutions. Otherwise, the current efforts for 
awareness-building of SMEs for I4.0 are at risk of failing to achieve the 
expected results and benefits. As mentioned in the conclusion of the lit-
erature review in Sect. 2.2, we can state that there is still a lack of scien-
tific literature regarding detailed analysis of the needs and requirements 
of smart SME factories for a better understanding of the necessities and 
problems involved in the introduction of I4.0 in SME manufacturing. 
In addition, there are already no clear design guidelines available about 
how SMEs can implement I4.0 in their manufacturing facilities and 
processes. Another important question is what kind of limitations or 
barriers could hinder the successful implementation of I4.0 in manufac-
turing. Knowing these barriers, SMEs can better define the constraints 
for I4.0 implementation strategies and actions.
For this reason, we define the aim of our research with the following 
research questions:
• What are the current needs of SMEs when I4.0 is being introduced 
into manufacturing?
• What are the functional requirements of SMEs based on their 
specific user needs for smart manufacturing?
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• What are coarse design guidelines to facilitate the introduction of 
I4.0 in SME manufacturing systems?
• What are the possible limitations and barriers for SMEs introducing 
I4.0 in manufacturing?
2.4  Research Methodology
In order to obtain direct input from the beneficiaries of smart manu-
facturing systems, we selected a primary research approach to collect 
specific user needs by interviewing SMEs. Another approach to get this 
information could also be to conduct a survey like in the work of Mittal 
et al. (2018). Due to the novelty of I4.0, many SMEs have not yet dealt 
with the topic at all or only to a limited extent, thus a survey might 
not produce any usable results. Therefore, the approach of an explora-
tive field study (see also Becker et al. 2009; Wölfel et al. 2012) based on 
SME workshops was chosen, which allowed direct contact to be made 
with SMEs in order to better understand their real requirements. In the 
exploratory study, the researchers preferred discussion in smaller work-
shop groups. Such workshops allow a common exchange of experiences 
and stimulate discussion among the participants, thus creating a more 
creative atmosphere.
The workshops themselves were structured as follows. A total of 
four SME workshops were held in Europe (Italy and Austria), USA 
(Massachusetts), and Asia (Thailand) to investigate specific require-
ments for SME (see Fig. 2.1). The implementation of SME workshops 
in different countries/continents should also help to identify cultural or 
country-specific differences, thus avoiding local needs having a strong 
influence on the final design guidelines for the introduction of I4.0 in 
SMEs. A limit of 10–12 participating companies (owner, general man-
ager, operations manager) facilitated a productive interaction in the 
workshops. The workshops had a standardized structure starting with an 
initial introduction and overview of I4.0, then presenting some practical 
applications and best practice examples in SMEs. This should help raise 
awareness that I4.0 will be an important topic for SMEs in the future 
and prove that even smaller companies can implement I4.0. Afterward, 
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the participants were asked to express their needs and requirements for 
introducing I4.0 concepts in their companies and share their experi-
ences with the other participants. They were then asked about the main 
barriers and limitations for the implementation of I4.0. The inputs 
were collected in the form of sticky-notes on pinboards and categorized 
by topic. Before starting the evaluation of the collected inputs, several 
company visits were carried out at participating SMEs to gain a better 
practical understanding of the requirements and barriers on site.
For the evaluation of the collected inputs from the SME work-
shops, the research team applied Axiomatic Design (AD) theory (see 
also Fig. 2.2). AD is a method used for the systematic design of com-
plex systems (Suh 2001). In AD so-called Customer Needs (CNs) are 
translated into Functional Requirements (FRs) because not all customer 
“wishes” can be considered as functional. In addition, some of the CNs 
are translated into Constraints (Cs) as some of them limit design space. 
Once the needs and requirements have been determined, the next step 
starts with a decomposition and mapping process selecting appropriate 
solutions or Design Parameters (DPs) for individually fulfilling each FR. 
So-called Process Variables (PVs) are then the real process parameters 
Fig. 2.1 Explorative field study through SME workshops (Map reproduced from 
D-maps.com: https://d-maps.com/carte.php?num_car=3267&lang=en)
2 SME Requirements and Guidelines for the Design of Smart …     49
in the phase of realization of the DPs. Chapter 6 gives a detailed over-
view about the AD methodology used in this chapter and explains the 
application of AD for the design of complex products, processes, and 
systems.
Although people in the workshop were asked about their needs and 
requirements for introducing I4.0, the experience of the authors showed 
that, often, people do not express their thoughts in the form of solu-
tion-neutral CNs or FRs, but rather in the form of physical solutions 
in the sense of DPs or PVs. Thus, the research team categorized the 
inputs from the SME workshops into Cs, CNs, FRs, DPs, and PVs. Cs 
are collected and build a final list of constraints that must be consid-
ered when realizing a smart manufacturing system in SMEs. The other 
inputs had to be further processed and interpreted to create a final list 
of solution-neutral FRs as a basis for the later definition of DPs. CNs 
were translated into FRs by analyzing the expressed needs and deriv-
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Fig. 2.2 Axiomatic Design based methodology for the analysis of SME require-
ments and design guidelines for smart manufacturing
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FRs were added directly to the final list of FRs. DPs and PVs needed 
to be further processed to create “true FRs.” Users had most difficul-
ties expressing solution-neutral CNs or FRs, proposing partial physical 
solutions, rather than basic needs. According to Girgenti et al. (2016), 
such a mixing of CNs and FRs with DPs or PVs can introduce per-
sonal bias, forestall creative thinking, and further complicate and con-
strain the design process. Therefore, we applied a Reverse Engineering 
(RE) approach, which starts from DPs/PVs from the SME workshops 
to derive solution-neutral FRs and CNs. This idea of using reverse engi-
neering to solve this problem is based on previous research (Girgenti 
et al. 2016; Sadeghi et al. 2013). More details on the application of the 
RE approach is shown in Sect. 2.5. To build the final list of FRs, a con-
solidation of the identified FRs was needed as many of the inputs deal 
with the same requirement and could be merged together. In the last 
step, the final list of FRs was used as input for the top-down decompo-
sition and mapping process in AD to derive coarse design guidelines for 
the design of smart manufacturing systems for SMEs.
2.5  Analysis of Requirements for SME 4.0 
Manufacturing Systems and Coarse  
Design Guidelines
2.5.1  Collection of User Needs Through  
an Explorative Study
As explained in the previous section, the research team conducted four 
SME workshops in Italy, Austria, USA, and Thailand in order to collect 
inputs for the analysis of needs and requirements of SMEs regarding the 
introduction of I4.0. To ensure a uniform collection of requirements, a 
standardized procedure, and presentation for the conduct of the work-
shops were defined in advance. Table 2.1 illustrates the standardized 
structure of the workshops, where inputs for smart manufacturing were 
collected in three categories defined previously by the research team: 
(i) adaptable manufacturing system design, (ii) smart manufacturing 
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through ICT and CPS, and (iii) automation and man-machine inter-
action. In each brainstorming round, participants were also asked to 
express the main barriers and difficulties of introducing I4.0 concepts in 
manufacturing, which they had experienced, or foresaw experiencing as 
they planned on implementing I4.0 within their firms.
Table 2.1 Structure of SME workshops
No Agenda point Duration Objective Method
1 Introduce project 
presentation






2 Concept and origin 
of I4.0
30 min Introduction to I4.0 




3 Best practice 
examples





4 Overview AD 15 min Understanding 
of the research 
method and of 













































9 Discussion and 
closure
30 min Summary and 
closure
Open discussion
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Participants of the SME workshops who could speak well to the 
needs of SMEs in the manufacturing sector were invited through con-
tact databases of the research team and professional associations. To 
allow an open discussion, the number of participants was limited to 
around a dozen companies in each workshop. Only owners, general 
managers, and production or logistics managers were invited. A total of 
67 people from 37 SME companies attended and contributed to collect 
163 user needs and 60 inputs regarding barriers/difficulties in the form 
of sticky-notes (see Table 2.2). Participants came from a variety of fab-
rication backgrounds, such as metal fabricators, wood processors, and 
many other industries.
2.5.2  Thematic Clustering and Categorization of Inputs
The workshop results built the basis for the definition of FRs and a sub-
sequent AD decomposition and mapping process to derive DPs for the 
design of smart manufacturing systems for SMEs. The evaluation of 
the workshop results showed that the participants did not always write 
down Cs, CNs, or FRs as desired, but replied partly in the form of DPs 
or PVs. As this is a common behavior of people when they are asked 
to express their basic needs and requirements, the research team catego-
rized all sticky-note responses.
The results were interpreted using the following procedure to define 
the AD domain:
Table 2.2 Categories used in the workshop brainstorming sessions
No Category Brainstorming session Sticky-notes
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• Each category was discussed during the brainstorming session and 
notes were taken to ensure the intent of the inputs when final colla-
tion of data was to be done after the workshop. The open discussion 
of participants’ feedback on post-its ensures a correct interpretation 
of the statements. The moderator needed to check if the respondents 
understood the concepts of I4.0 correctly and used them in a cor-
rect way according to what they intended to express. In addition, this 
confirmed the alignment between their understanding and the inter-
pretation of the research team.
• After the workshop, inputs, and notes were collected in an Excel 
spreadsheet and inputs were categorized into thematic “clusters” (see 
Table 2.3), which were used to identify subjects of interest for several 
categories.
• Each piece of input was then categorized as a C, CN, FR, DP, or PV 
based on AD grammar, notes, and interpreted design space.
Table 2.3 Thematic clustering of workshop inputs
No Cluster Sticky-notes No Cluster Sticky-notes
1 Agility 23 15 Production plan-
ning and control
10




3 Connectivity 12 17 Real-time status 10
4 Culture 14 18 Remote control 3
5 Design for 
manufacturing
4 19 Resource 
management
14
6 Digitization 22 20 Safety 2
7 Ease of use 8 21 Security 4
8 Implementation 12 22 Strategy 2
9 Inspection 5 23 Sustainability 4
10 Lean 8 24 Tracking and 
tracing
5
11 Machine learning 3 25 Transport 1
12 Mass 
customization
9 26 Upgrade 3
13 Network 4 27 Warehouse 
management
1
14 People 16 28 Virtual reality 3
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Table 2.4 summarizes the result of the categorization. 21.08% of the 
inputs were constraints. In particular, the inputs regarding limitations 
and barriers for the introduction of I4.0 were good sources for the col-
lection of constraints. Overall, 29.15% of the inputs were categorized 
as CNs and another 15.25% as FRs. CNs could be translated by the 
research team and companies into real FRs. However, nearly 35% of the 
inputs were categorized as DP and PVs and need a reverse engineering 
interpretation to be used for further AD design studies.
2.5.3  Reverse Engineering of Inputs Categorized  
as DPs and PVs
DPs and PVs were derived to functional requirements (see Table 2.5) 
applying the reverse engineering approach (hereinafter called FRREs). 
Through logical regression, the research team then “walked back” each 
input to make it a functional requirement. For this purpose, these were 
analyzed in detail and discussed together with companies from the 
workshops in order to identify the real needs.
The grammatical rules of AD were applied for this “walk back.” A 
look at the first example will show that “automate a current manual 
loading…” is a physical solution, and that the true FR would be to 
“mitigate highly repetitive tasks.” This gives a larger solution space as the 
design team is no longer constrained to using automation, but whatever 
solution is deemed best by the design team and customer.
Table 2.5 shows an excerpt of the complete list of 43 derived FRREs. 
Due to repetition of similar DPs in the various workshops, many DPs 
have been consolidated into single inputs to make reading the FR list 
easier to digest. This means that the original 77 non-satisfactory inputs 
from sticky-notes have been reduced to 43 FRREs.
Table 2.4 Breakdown of categorization of workshop outputs
Abbreviation AD domain Sticky-notes % Check
C Constraints 47 21.08 ✓
CN Customer Needs 65 29.15 ✓
FR Functional Requirements 34 15.25 ✓
DP Design Parameters 76 34.08 ✗
PV Process Variables 1 0.45 ✗
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A limitation of the reverse engineering approach is a possible misun-
derstanding of the user input by the research team. However, the risk 
of making a misjudgment through the reverse engineering approach is 
lower than the limitation one would accept if one continued to work 
with inputs that are not solution-neutral. Furthermore, as the case study 
in this research confirms, many user inputs can be categorized often as 
Table 2.5 Excerpt from the list of the reverse engineering approach
No Inputs (DPs and PVs) Reverse engineered FR (FRREs)
1 Automate a current manual loading 
process using a robot to load and 
process
Mitigate highly repetitive manual 
tasks
2 Augmented reality in service, 
maintenance and after sales, 
augmented reality for information 
provision at assembly
Allow user-friendly “smart” rep-
resentation of information for 
production, maintenance, design, 
and service
3 Machine driven SPC and adaptive 
tool path generation
Identify and adjust parameter 
deviations in the manufacturing 
process influenced by environ-
mental variance
4 Automation for billing, order man-
agement for correct priorities, and 
workflow optimization
Automate and digitize internal 
workflows and report generation
5 Simulation of components before 
production
Avoid cost and time for physical 
prototyping
6 Data acquisition of machines, 
workstations, warehouses, and 
buildings
Collect real-time data of machines, 
warehouses, and facilities to keep 
production under control
7 Optimal utilization of space thanks 
to flexible working systems, with 
shortened distances through flexi-
ble workstations
Create compact production lines 
and work stations
8 Automated time recording of staff 
presence
Create data-driven resource and 
process capability monitoring sys-
tem for all relevant resources
9 Computational design and engi-
neering as well as simulation for 
products can save cost and test 
process, etc.
Create data-driven system for prod-
uct development, improvement, 
and management
10 Use of sensors on the machine 
for data acquisition, real-time 
data collection, machine reports 
capacity usage, digital feedback of 
work steps
Create a digital feedback system, 
and infrastructure, which moni-
tors real-time status of production
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DPs or PVs (in the described case study nearly 35%). Therefore, sim-
ply ignoring these inputs is not a recommended way forward. Thus, the 
presented reverse engineering approach represented a good possibility to 
transfer “false CNs” into useful requirements for further design studies.
2.5.4  Final List of Functional Requirements 
and Constraints Regarding the Introduction 
of Industry 4.0 in SMEs
FRs (directly collected in the workshops or translated from CNs) and 
FRREs (obtained from DPs and PVs using the previously explained RE 
approach) were consolidated, and redundancies removed by combining 
similar FRs and FRREs and merging them into one. Due to the high 
number of inputs from SME workshops and many similar inputs from 
different workshops, this was necessary and reasonable to make the doc-
ument and the final FR list more workable and useful. The same was 
also done for the identified constraints to achieve a list of the main lim-
itations and barriers that SMEs are facing to introducing I4.0 in their 
companies. This final FR list, together with the final list of Cs is used 
in a next step to derive coarse design guidelines for the design of smart 
manufacturing systems for SMEs (see also Sect. 2.5.5).
Table 2.6 shows the consolidated list of functional requirements for 
SMEs based on the procedure discussed throughout Sect. 2.4 of this chapter.
In addition, Table 2.7 shows the consolidated list of the main limita-
tions and barriers (deduced from the identified Cs) for SMEs introduc-
ing I4.0. This list serves as a starting point for measures to minimize the 
listed barriers or also to set SME specific limits in the design of smart 
manufacturing systems.
2.5.5  Derivation of Coarse Design Guidelines for Smart 
Manufacturing in SMEs
The consolidated final list of FRs builds the basis for the next step to 
derive coarse design guidelines for the design of smart manufacturing 
systems. According to AD, this can be achieved through a top-down 
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Table 2.6 Final list of SME functional requirements for smart manufacturing
Cluster No (Functional) Requirements for the design of smart 
manufacturing systems in SMEs
Agility 1 Build or improve production lines and work stations to 
be more compact
2 Ensure flexible, scalable, customizable production 
systems
3 Minimize set up time for new configurations
4 Enable the ability to produce a wide variety of prod-
ucts and a wide range of volumes without significant 
reconfiguration of costs and time
5 Create self-adjusting processes
6 Enable easy to use and change systems of new manu-
facturing technologies
7 Take advantage of rapid prototyping technologies 
to make product development easier, and reduce 
requirements for stock
Automation 8 Mitigate repetitive tasks with quick payback time
9 Enable on demand customizable packaging
10 Reduce labor and cost of all production and logistics 
processes
11 Implement self-maintaining processes
Connectivity 12 Ensure the ability to easily and efficiently communicate 
on a sufficiently real-time basis with internal and 
external customers
13 Standardize and simplify security and interoperability 
of information and communication technologies
14 Create standardized easy to use systems for connectiv-
ity, communication, and transparency
15 Enable internal and external information connectivity 
to enable better forecasting, inventory management, 
current demand measuring, internal material require-
ments, etc.
Culture 16 Understand the culture of customers to interpret pref-
erences for cost and quality
Design for 
manufacturing
17 Enable the use of advanced manufacturing technolo-
gies in the design phase
Digitization 18 Implement automation and digitization of internal 
workflows and report generation
19 Avoid cost of physical prototyping
20 Implement clear data gathering, management, anal-
ysis, and visualization to both internal and external 
customers
(continued)
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Table 2.6 (continued)
Cluster No (Functional) Requirements for the design of smart 
manufacturing systems in SMEs
21 Collect real-time data of machines, warehouses, and 
facilities to keep production under control
22 Enable data flow to be consistent through the whole 
product life cycle and in the whole supply chain
23 Enable fast measurement on-site and immediate deliv-
ery of data to production facility
24 Provide and visualize information everywhere and 
every time to reduce waiting times and unnecessary 
delays
Ease of use 25 Simplify maintenance of newly adopted manufacturing 
technologies
26 Minimize informational barrier, complexity of entry to 
new manufacturing technologies
27 Enable user-friendly robot programming for “normal” 
workers
Implementation 28 Manage legal and bureaucratic hurdles for introducing 
I4.0 technologies
29 Measure the impact of I4.0 on the company’s sustaina-
ble success
30 Provide an overview of existing I4.0 instruments and 
their suitability for SMEs or industry sectors
31 Gain access to knowledge needed to implement I4.0
Inspection 32 Identify a defect as early as possible with little to no 
worker intervention needed
33 Mitigate the human element in otherwise tedious or 
low information content tasks, such as delicate main-
tenance, equipment calibration, etc.
34 Identify defects through in line inspection of process 
and material to avoid non-quality at the customer 
side
Lean 35 Eliminate non-value adding activities in production and 
logistics
36 Produce on demand and deliver just in time




38 Automatically identify and adjust parameter deviations 
in the manufacturing process influenced by environ-
mental variance
39 Implement fast and automated design-based genera-
tion of tool path, part processing plan, and quotation
Mass 
customization
40 Gain the ability to produce small lot sizes (lot size 1) 
without losing efficiency
(continued)
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Table 2.6 (continued)
Cluster No (Functional) Requirements for the design of smart 
manufacturing systems in SMEs
Network 41 Ensure that SME has a culture which includes the needs 
of the customer and workers through discourse and 
communication to enable full and productive integra-
tion of SME 4.0
42 Gain the ability to communicate and/or share capacity, 
materials, infrastructure, and information with inter-
nal and external customers, and suppliers
People 43 Enable ergonomic support for physically difficult tasks





45 Enable a decentralized and highly reactive production 
planning and control
46 Create system which can forecast demand changes 





47 Ensure maintenance costs are minimized while maxi-
mizing value added time of machines
48 Proactively maintain to ensure availability and decrease 
downtime of machines
49 Predict data-based probability of machine stops or 
machine downtime
Real-time status 50 Create digital feedback system, and infrastructure, 
which monitors status of production, storage, ship-
ping, risk, and crisis management
51 Gather real-time status and visualize these data for 
operators and management




53 Create data-driven material, and process capability 
monitoring system for all relevant resources
54 Ensure machines are capable for prospective jobs, and 
are able to be repurposed for a variety of other jobs
55 Minimize time investment for I4.0 implementation and 
throughout life cycle
Safety 56 Provide workers with ergonomic workplace
57 Provide safe working environment
Sustainability 58 Minimize energy consumption and environmental cost
59 Measure and optimize energy, material, and time 
usage on processes
(continued)
60     E. Rauch et al.
decomposition and mapping approach of FR-DP pairs applied to 
decompose first level FR-DP pairs from an initially abstract level toward 
more tangible design guidelines (see also Fig. 2.3). To conduct such a 
decomposition, the two basic Axioms of AD will be considered (see 
also Chapter 13 in the Appendix). The application of the first Axiom, 
the Independence Axiom, favors DPs which are independent of FRs 
other than the one they were selected to fulfill. The second Axiom, the 
Information Axiom, ensures that in case of alternative solutions (alter-
native DPs), the best DP has the lowest information content, or greatest 
probability of success (Suh 2001):
• Axiom 1—Independence Axiom: the design of a system is consid-
ered ideal if all functional requirements are independent of the others 
to avoid any kind of interaction among them. Each defined design 
parameter is only related to one functional requirement and has no 
influence on other functional requirements.
• Axiom 2—Information Axiom: The Information Axiom helps the 
designer to choose among multiple possible solutions. The design 
parameter should be part of the physical domain with the small-
est information content, to ensure a higher probability to satisfy 
a requirement. The aim is to minimize the information content or 
complexity of the design.
Table 2.6 (continued)
Cluster No (Functional) Requirements for the design of smart 
manufacturing systems in SMEs
Tracking and 
tracing
60 Implement easy tracking of products from origin 
through the value chain
61 Ensure supply chain has capability to digitally trace, 
and allow localization of systems
Transport 62 Create easy to use, worker independent material trans-
port system for inside plant
Upgrade 63 Reuse and upgrade of existing manufacturing 
equipment
Virtual reality 64 Allow user-friendly “smart” representation of systems 
for production, maintenance, design, and service
65 Create data-driven system for product development, 
improvement, management, and security to ensure 
product is more profitable for SME and customer 
through product life
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Table 2.7 Constraints (limitations and barriers) of SMEs introducing smart 
manufacturing
No Cluster Limitations and barriers for the design of smart 
manufacturing systems in SMEs
1 Culture Lack of cooperation, openness, and trust 
between firms
2 Lack of employee acceptance of new opera-
tional processes and technologies
3 Company needs a well-entrenched top-down 
culture which allows continual improvement 
and mitigation of silo syndrome
4 Regulations and culture of the sphere within 
which the SME and parent organization func-
tions must be such that proliferation of I4.0 is 
enabled, rather than disabled
5 Lack of visibility of I4.0 among professionals 
who would otherwise champion the imple-
mentation of I4.0
6 Implementation Lack of experience in project management and 
budgeting for implementation of I4.0
7 People Lack of training and qualification of personnel 
for systems to encourage communication, 
flexibility, education of I4.0, and soft skills
8 SMEs lack access to the financial, informa-
tional, digital, physical, and educational 
resources to ensure I4.0 is fully realized
9 Resource management Lack of easy access to thought leaders and tal-
ent (relative to multinational companies)
10 Buildings are not designed for automating 
internal transports or processes or for new 
manufacturing technologies
11 High financial barrier to new manufacturing 
technologies
12 Security Lack of and need for better, data security for 
operations such that potentially unforeseen 
dangers can be mitigated or blocked entirely
13 Strategy Current lack of knowledge transfer from 
experts to SMEs for the implementation of 
I4.0
14 Lack of risk management tools for investments 
in new processes
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By using the previously explained Axiomatic Design approach and 
examining the final list of FRs in Table 2.6, we identified the follow-
ing top-level (Level 0 and Level 1) and upper-level FRs as well as their 
related design solutions (DPs).
FR0 Create a smart and highly adaptable manufacturing system for 
SMEs
DP0  Design guidelines for a smart and highly adaptable manufacturing 
system for SMEs
The abovementioned highest level FR-DP pair (Level 0) can be fur-
ther decomposed into the following top-level FR-DP pairs.
FR1 Adapt the manufacturing system very quickly in a flexible way
DP1 Changeable and responsive manufacturing system
FR2 Make the manufacturing system smarter
DP2 Industry 4.0 technologies and concepts
The top-level FR-DP pairs, describing the main goals in sense of a 
highly adaptive and a more intelligent manufacturing system, can again 















Next step in the research project
Decomposition and mapping process
Design Guidelines for the design 
of Smart Manufacturing in SMEs
Fig. 2.3 AD approach to deduce design parameters for smart manufacturing in 
SMEs
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For FR1/DP1 (Adaptability of the manufacturing system), the 
decomposition is as follows.
FR1.1 Change and reconfigure the system with low effort
DP1.1 Changeable SME manufacturing system
FR2.1 React immediately to changes
DP2.1 Responsive SME manufacturing system
For FR2/DP2 (Smartness of the manufacturing system), the decom-
position is as follows.
FR2.1 Enable the manufacturing system for Industry 4.0
DP2.1 Digitalization, Smart Sensors, and Cyber-Physical Systems
FR2.2 Connect all elements in the system to get real-time data
DP2.2  Connectivity and Interoperability in SME Cyber-Physical 
Production Systems
FR2.3 Take advantage of available data in the system
DP2.3 SME-adapted Big Data Analytics and Artificial Intelligence
FR2.4 Make automation in SME manufacturing easier
DP2.4 SME Automation and Human–Machine Interaction
FR2.5 Prepare typically low qualified people in SMEs for Industry 4.0
DP2.5 SME specific Industry 4.0 qualification programs
FR2.6 Provide appropriate protection against cyber attacks
DP2.6 Cyber Security systems for SMEs
FR2.7 Reduce ecological impact of manufacturing
DP2.7 Sustainable and Green Manufacturing for SMEs
Once the decomposition and mapping process is finalized, the lowest 
level DPs of every branch in the FR-DP tree build a list of coarse guide-
lines for the design of smart manufacturing systems for SMEs. This final 
list of design guidelines will support researchers to develop specific I4.0 
implementation strategies and solutions for SMEs and should guide 
practitioners from SMEs in their work to design smart manufacturing 
systems.
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2.6  Discussion
The derivation procedure described previously in this chapter and the 
results summarized in Tables 2.6 and 2.7 give a good overall list of 
needs and constraints for SMEs to introduce I4.0. In the following, we 
try to use all these inputs to describe a picture of a smart SME manu-
facturing firm using the concepts of I4.0.
The needs discussed by the SME workshop participants desire a rap-
idly evolving manufacturing facility, where machines are easy to set up, 
and quick to adhere to the steps of ever-changing product configura-
tions. These processes track themselves such that the personnel running 
the facility can concentrate on progressive improvement and upgrades 
to the system rather than acting as firefighters keeping the production 
working from day to day. Furthermore, these processes nondestructively 
inspect themselves. This would give operators the ability to be the first 
line of defense in quality control by giving them the tools to under-
stand what the implications of process variations are, to lower their 
workload and increase the efficiency of the firm. Such an SME facility 
is also highly digitized with the ability for workplace user interfaces to 
be connected vertically and laterally within the organization. This allows 
for the destruction of silo syndrome through meaningful connectivity 
both within and without the organization and interoperability between 
single machines or processes. This allows the SME to better communi-
cate within itself to ensure the manufacturing floor is always pushing 
the edge of productivity and adaptability. In addition, there is also the 
possibility for SMEs to achieve higher efficiency in higher-level sup-
ply chain management by connecting the company with suppliers and 
customers. The management in such a smart SME manufacturing firm 
has real-time numbers on the outputs of different machines, problems 
on the shop floor, potential upcoming costs, through predictive main-
tenance, or tracking the manufacturing environment and resources 
needed to ensure that all the needs of the floor workers are met, ena-
bling increases in profitability. Furthermore, the leaders of these firms 
have access to experts, thought leaders as well as cognitive assistance 
systems that can give guidance on decisions which would otherwise 
have lasting costs. These leaders also engender an empowered workforce 
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which is highly encouraged to bring possible improvements of the pro-
cess to the fore, even when everything is working as expected.
These needs were not found to change much from culture to culture, 
or sector to sector, which lead us to believe that SMEs worldwide and 
from different sectors face similar challenges and problems. The lists in 
Tables 2.6 and 2.7 are general needs and constraints for most small- and 
medium-sized companies. The authors believe that these final list of FRs 
and Cs do give a good initial list of subjects to be pursued for imple-
mentation in SMEs throughout the world, due to the repetition of sim-
ilar needs across these multinational workshops.
Possible limitations of this research include that the derived require-
ments and constraints using the reverse engineering approach are sub-
ject to the interpretation of the authors, as well as the initial company 
leaders, who communicated these needs. The authors attempted to 
hedge against this by taking notes on the intent behind the inputs, as 
well as diversifying the backgrounds, and geographical locations, of the 
participants of the workshops and by intensive discussions with SMEs 
during the phase of evaluation of the workshop results. It is believed by 
the authors that this did mitigate possible misinterpretations of needs, 
as well as incomplete needs for SMEs for implementing I4.0.
A current limitation of the presented decomposition of FRs into 
DPs is the fact that the design guidelines derived describe coarse design 
parameters. Manufacturing engineers receive a good basis for the appro-
priate design of their manufacturing system, but they do not yet find a 
very detailed, so-called “leaf-level” of design guidelines in order to be 
supported in the very detailed levels for machine design or the design 
of single processes. This would need a much more detailed investigation 
regarding the low-level decomposition of FRs and DPs defined in this 
work.
2.7  Conclusions
In this chapter, a comprehensive list of SME specific requirements and 
limitations regarding the introduction and implementation of I4.0 
was proposed using an explorative field study as well as Axiomatic 
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Design theory. These lists are based on multinational workshops, which 
brought together leaders from manufacturing organizations from a 
variety of manufacturing spaces. To better organize the inputs of these 
workshops, they were broken down according to the subject matter of 
the session being discussed, then broken down further by “Clusters.” 
These clusters allowed for an efficient manner for categorizing and fur-
ther refining the requirements and constraints.
Upon initial processing of the content from the international work-
shops, the authors found that almost 35% of the input given was not 
solution-neutral. With the use of AD, this is a requirement to ensure 
the best solution is reached. The authors thus concluded that the inputs 
would need refinement to derive the “true FRs” behind the input from 
the workshops. The FR derivation technique, which was discussed, is a 
good methodology to derive solution-neutral requirements from these 
organizational leaders. These requirements and constraints show the 
basis for further research on the subject matter, giving a starting point 
for researchers to begin investigating, developing, and delivering tools 
for SMEs to fully realize the advantages which I4.0 is believed to offer 
them.
The decomposition and mapping process was used to derive coarse 
design guidelines for manufacturing system designers implementing 
I4.0 in SMEs. Together with the list of requirements and constraints, 
these guidelines form the main result of this research and a useful tool 
set for practitioners to design manufacturing systems for SMEs that are 
not only flexible and reconfigurable, but also smart and innovative as 
described in the picture in the previous section.
Further research will be needed now to investigate lower-level design 
guidelines and to develop techniques, methods, tools, and techniques 
as well as organizational solutions for SMEs to satisfy the functional 
requirements and to apply the defined coarse design guidelines. It is 
believed that this will deliver a suite of instruments for SMEs to take 
full advantage of I4.0 such that they do not lose their competitive 
advantage to large enterprises.
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The trend toward Industry 4.0 intends to populate traditional shop 
floors with digitalized systems that are able to share their process 
parameters, their operative status and express their availability for col-
laboration with other machines or workers. In other words, this new 
industrial philosophy foresees each instance of the value chain of a 
product as a smart one, that is, endowed with decision-making capabil-
ities and the means of communication for valuable information sharing 
between instances (Kagermann et al. 2013). In this sense, the situational 
awareness of the manufacturing environment greatly relies on connec-
tivity solutions, like IoT or Internet of Services (IoS) (Gilchrist 2016).
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Although comparable connectivity solutions are not new, thanks to 
the qualitative change in the processing capacity of modern embedded 
systems (ES) and the introduction of CPS (Lee 2008) a new kind of 
networked control system for factory automation is now possible. When 
integrated in a connected manufacturing environment, CPS replace the 
traditional automation pyramid and, by combining IoT and automa-
tion systems, merge two domains that had been traditionally been sep-
arate in industrial systems (Monostori et al. 2016): the IT domain and 
the operation technology (OT) domain. The former, related to the pro-
cessing of data to obtain valuable information. The latter, related to the 
support of physical value creation in manufacturing processes. This inte-
gration could be achieved through the digital integration of traditional 
software systems as enterprise resource systems (ERP) and manufactur-
ing execution systems (MES) with CPS. Following this idea, CPS will 
become the building blocks of the smart factory, the central CPPS of 
Industry 4.0.
The major challenges of achieving digital integration are related to 
the natural software heterogeneity in industrial systems. The effective-
ness of modern enterprises depends on hundreds if not thousands of 
custom-built digital applications that can be acquired from a third party 
belong to a legacy system or a combination thereof. In fact, program-
ming business applications is a challenging task and creating a single 
application capable of running a complete business is next to impossible 
(Hohpe and Woolf 2004). Although ERP systems are the most popu-
lar integrations points, they only provide a fraction of the functionali-
ties required in an enterprise. Regardless, heterogeneity of components 
in modern industrial systems is a necessary or even favorable condition 
(Lin and Miller 2016). For example, acquiring components produced 
by different vendors may exploit the benefits of each distributor. Also, 
the continuous evolution of technology introduces new components 
that need to be integrated with legacy systems. Moreover, different 
norms and standards may require specific solutions that are not scalable 
or convenient for adoption in every application.
This chapter is devoted to the integration between OT and IT, 
in terms of the commutation network infrastructure necessary to 
define an IoT industrial solution. In particular, we present the design 
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tools of a manufacturing service bus (MSB) to overcome many of the 
aforementioned integration issues, that is, the software infrastructure 
defining a homogeneous information channel among disparate, possibly 
event-driven, platforms.
3.2  Fundamentals of Connectivity
3.2.1  The OSI Model
The open systems interconnection reference model (OSI model) defines 
a seven-layer framework to describe the information flow between 
digital systems (Zimmermann 1980). It was developed to introduce a 
mechanisms abstraction to transfer information between a pair of dig-
ital systems. This model allows the commutation logic to be decoupled 
from the actual implementation, which is subject to the particularities 
of each application.
Figure 3.1 shows how the information flow between a CPS and other 
system travels through the OSI layers to reach both ends. Each block 
represents a digital system. At the bottom of each block, it is possible 
Fig. 3.1 The OSI model
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to observe the physical layer, or layer 1, which describes the underly-
ing mechanical, physical, optical, or electrical platform of the commu-
nication channel. On top of it, the data link layer or layer 2, provides 
the means to link two directly connected nodes, to access the physical 
communication medium and check possible errors induced by it. Next, 
the network layer, or layer 3, resolves the complex paths that may exist 
between the origin and destination nodes, thanks to specified target 
addresses. Layer 4 or the transport layer, sets up an end-to-end connec-
tion providing a means of transferring data sequences from a source to a 
destination host regardless of the routing paths. Layers 5 and 6 are often 
subject to criticism and are not of interest in this chapter. However, they 
are often integrated inside the application layer or layer 7, which is of 
special interest as represents the interface between the software applica-
tions running on the digital system and the communication system.
For this reason, the application layer encloses the major challenges of 
seamless integration between heterogeneous digital systems. On the one 
hand, this is because implementations of layers 1–4 are rapidly converg-
ing to ethernet-based TCP/IP technologies. On the other, it is because 
each digital system provides its own abstract representations of common 
sources of information and data therein. For example, consider a hybrid 
manufacturing station where a collaborative manipulator is integrated 
with a 3D camera to keep track of the human operator’s activities. The 
manipulator receives data directly from the 3D camera to monitor the 
pose of the operator, so to collaborate with him in avoiding collisions. 
Both systems are attached with a direct communication channel based 
on USB or ethernet. As these digital systems are produced by different 
manufacturers, they offer different software abstractions of the informa-
tion of common interest, i.e., the pose of the operator. Such data may 
be defined, for example, in different units or data structures inside each 
system. Although some standards may be implemented in the commu-
nication channel made available by the manufacturer of the 3D camera, 
there is a limit in the level of detail that a standard can offer. Moreover, 
the software inside the robotic application may be designed to represent 
the position of the operator in a way convenient to the programmer 
or follow the company’s internal standards. Therefore, the data of the 
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3D camera shared through the communication channel cannot be used 
without the necessary representation transformation.
3.2.2  CPS Architecture
Heterogeneity is a fundamental characteristic of CPS. In fact, they 
are composed of three fundamental layers (Sztipanovits et al. 2012) 
that provide a division of their heterogeneous components. First, the 
physical layer refers to the material components and their physical 
interactions. The platform layer refers to the hardware electronics sup-
porting the digital systems comprising the communication infrastruc-
ture. Finally, the software layer comprises the operating system and the 
different digital processes which actually control the CPS and provide 
means to implement intelligent or complex tasks. The relation between 
these layers and the OSI model is represented in Fig. 3.2.
Fig. 3.2 Relation between the layered architecture of CPS and the OSI model
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CPS are part of the common trend of pervasive computing, where 
distributed computing systems represent a dominant paradigm 
(Wooldridge and Jennings 1995). This concept has been tackled by the 
idea that intelligent behaviors “emerge” from the interaction of many 
simple entities. Together, the concept of CPS and “emergent” smart 
behaviors resonate with the idea of CPPS: a body of autonomous enti-
ties that smartly interact to achieve global objectives. Two main para-
digms have been proposed to enable smart behaviors of autonomous 
entities in production systems: multi-agent systems (MAS) and holonic 
manufacturing systems (HMS). Agents and holons can be defined as 
self- and ambient-aware entities that can adapt to ambient variations, 
exhibit goal-oriented behaviors and interact with their peers.
MAS were proposed in the field of artificial intelligence (AI) to char-
acterize such distributed computing systems. An agent may be defined 
as a system that is situated in some environment, capable of exerting 
autonomous actions on such an environment to meet its design objec-
tives (Wooldridge and Jennings 1995). For leveraging of such charac-
teristics, authors in Vogel-Heuser et al. (2015), Ji et al. (2016) and 
Monostori et al. (2016) propose the MAS technology as the main 
enabler of smart collective behaviors in CPPS. Beyond the fact that 
agents do not necessarily have a physical part, we desire to underline 
some important features which CPS share with agents in MAS (Weiss 
1999): (i) are self-aware and ambient-aware, (ii) react in a timely way to 
ambient variations, (iii) exhibit goal-oriented behaviors, and (iv) inter-
act with peers. On the other hand, HMS are constituted by autono-
mous entities that interact through a variety of hierarchic or egalitarian 
relations to achieve similar objectives of CPPS. In contrast to MAS, 
rooted in AI methods to achieve smart emergent behaviors, HMS is a 
conceptual paradigm motivated by the need to optimize manufacturing 
systems.
It is worth noticing that both paradigms share the common vision of 
manufacturing systems defined in terms of autonomous and coopera-
tive units. As a consequence, the integration of a heterogeneous digital 
system is, in turn, an enabler of smart behaviors in CPPS. Therefore, 
as depicted in Fig. 3.2, the software layer integration represents a key 
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milestone to enable the “agent behavior” of the CPS regardless of the 
underlying data heterogeneity contained inside the CPPS.
3.2.3  The Concept of Interoperability
In our context, integration implies a set of steps allowing a body of dis-
parate systems to be treated as a whole (Bellman and Landauer 2000). 
As such, this conglomerate unicum of entities can be understood, mon-
itored, reasoned about, configured or controlled without requiring 
explicit knowledge of its enclosed systems. As remarked upon in Gössler 
and Sifakis (2005), achieving integration requires that the system meets 
the following conditions: (i) compositionality, that the behavior of the 
system is predictable from the behavior of its components, (ii) compos-
ability, that the attributes of each component do not depend on other 
components nor on their interactions. Among all concerns that must 
be addressed to integrate heterogeneous systems, in this chapter, we are 
only interested in those related to the information sharing between soft-
ware layers of different CPS. Under this delimitation, by integration of 
CPPS, we refer to the necessary steps to create a coherent and seamless 
information exchange between CPS software layers (Vernadat 2007). In 
other words, we limit our analysis to the interoperability aspects of the 
integration.
Interoperable systems provide understood interfaces for message 
exchange and functionality sharing. Therefore, three levels of interop-
erability can be identified: technical, syntactic, and semantic. Technical 
interoperability represents the capacity to exchange a raw sequence of 
bites. Syntactic interoperability is associated with data formats and 
structures, i.e., the symbols represented by such sequences of bits. 
Finally, semantic interoperability is the capacity to exchange meaning 
between systems. As a consequence, semantic interoperability neces-
sarily depends on syntactic interoperability, which in turn, depends on 
technical interoperability. Unlike the wide concept of integration, inter-
operability is related to the coherence and uniformization of data and 
is a prerequisite to integrability itself. In fact, integration must assure 
composability, compositionality, and flexibility (Lin and Miller 2016).
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3.2.4  Loosely Coupled Systems and SOA
Achieving loose coupling is to reduce the assumptions two software 
applications make about each other when they exchange information. 
The more assumptions they make about each other, the less tolerant is 
the connectivity solution to changes in the system. Common assump-
tions that lead to a tightly coupled system are (i) about the platform 
technology (internal bit representations), (ii) location (hard-coded 
addresses), (iii) time (availability), and (iv) data formats.
Integration of CPPS becomes familiar with a long history of effort 
to integrate disparate digital platforms that begins when computers and 
software applications become pervasive in office and business (Chappell 
2004). In these early days, it was noted that a large number of small 
distributed software procedures allow for flexibility and reuse. Those 
approaches achieved simple remote communications by packaging a 
remote data exchange into the same semantics as a local method call 
(a traditional function of programming languages). This strategy 
resulted in the notion of a remote procedure call (RPC). Common 
implementations of RPC are CORBA, Microsoft DCOM, .NET 
Remoting, Java RMI, XML-RPC and SOAP. This marked the evolution 
from point-to-point integration solutions to the so-called service-ori-
ented architectures (SOA) (Chen et al. 2008). Service is a common 
name for a functionality that is executed in distributed systems and 
SOA is an approach to encapsulate functional components in services. 
However, one of the main challenges to implementing a SOA is that 
remote communication invalidates many of the assumptions that a local 
method call is based on. To achieve a well-designed SOA requires man-
agement, a centralized service directory and effective documentation.
In parallel, communication solutions in industrial automation sys-
tems also began by using point-to-point solutions that were expensive 
and bulky (Felser 2002). In the two “worlds,” business/office and indus-
trial automation, the following metaphor appears as the ideal solution 
to achieve seamless connectivity: a single cable or bus of communica-
tion where a message can transit and every communication transaction 
may appear as a point-to-point exchange of data.
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In the business/office realm, the term ESB was introduced to describe 
the software infrastructure capable of emulating such a bus and, in the 
field of industrial automation, the term “fieldbus” was coined. Unlike 
ESB, fieldbuses were originally developed for ES with reduced resources 
designed to exchange small amounts of data with stringent timing 
requirements. With the introduction of CPS factory shop floor, the 
quality of the exchanged information becomes more similar to office 
systems. Instead of exchange positions of servos, a CPS may receive the 
complete model of a product to be assembled.
3.2.5  The Publish and Subscribe Pattern
“Publish” and “Subscribe” is a king of messaging pattern designed to 
achieve a network of loosely coupled nodes. To reduce the number of 
assumptions made about peers, messages are sent through specialized 
channels often called topics. The middleware infrastructure hides the 
details of complex message routing between nodes and permits access to 
a channel using a semantic identifier instead of complex addresses such 
as IP number and port. To describe the type of messages that a channel 
conveys and which channels are available in the systems, it is possible 
to implement centralized systems to retrieve the desired information. 
Thanks to this middleware, it is possible to send messages only assum-
ing that the receiver is listening at a specific channel. Nodes which send 
messages through a channel are called publishers of that channel. On 
the other hand, nodes which listen to a channel are called subscribers 
of that channel. Generally, channels have only one direction, but sev-
eral implementations are possible. Publishers do not program messages 
to be sent directly to specific subscribers, but instead characterize pub-
lished messages into classes using the available channels without making 
any assumptions about the subscribers’ routing requirements. Similarly, 
subscribers express interest in one or more classes or channels and only 
receive messages that are of interest, without knowledge of which pub-
lishers, if any, there are.
Often publish-subscribe systems are constructed around a cen-
tral entity called a broker that is responsive to managing channels 
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and its publishers and subscriber. Brokers contain the list of the avail-
able channels and the IP addresses of every node in the publish-sub-
scribe network. Each node performs client-server style operations with 
the broker to subscribe to channels or create new channels to publish 
data. Publish-subscribe is a sibling of the message queue paradigm, 
and is typically one part of a larger message-oriented middleware sys-
tem. As publisher can “publish” information without regard for sub-
scribers and a subscriber can “subscribe” to information without regard 
for publishers; the result is a loosely coupled network where each node 
can be replaced independently of one another. This king of messaging 
patterns is well suited to exchanging data updates between compo-
nents and allows the communication paths to be optimized based on 
their requirements. It provides scalability for an evolving number of 
data sources and contributes to IIoT reliability, maintenance, and resil-
ience by the decoupling of publishing and subscribing components in 
both location (location transparency) and time (asynchronous delivery). 
This decreases the likelihood of fault-propagation and simplifies incre-
mental updating and evolution. The concept of channels allows flexi-
bility in the interaction between nodes allowing periodic (time-driven) 
or responsive (event-driven) behaviors depending on the needs of the 
user. Asynchronous data transfers can be implemented in different pub-
lish-subscribe solutions making the IIoT more robust to component 
failures and unexpected delays.
3.2.6  Service Discovery, Zero Configuration,  
and Plug-and-Play/Work Networks
IIoT requires a flexible method for service composition, such that differ-
ent functionalities can be dynamically integrated at run-time. Therefore, 
allowing dynamic networks to address services, without affecting the end 
users, represents a desirable quality. In this regard, the numerical-based 
addressing mechanisms used by IIoT platforms have two principal draw-
backs. First, they are intrinsically not human-friendly. Second, IIoT net-
works require dynamic address assignment on hardware variations or 
software migrations. To overcome such limitations, a stable name can be 
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associated with each service through a uniform resource identifier (URI), 
a string of characters with a predefined set of syntax rules that unam-
biguously identifies a particular resource. A URI does not refer to a par-
ticular piece of hardware or software, but a logical service with which 
any end user can communicate using a specified protocol. In the past, 
human-meaningful names (URI) were bound to computer-meaning-
ful network addresses by manual configuration of the network. Today, 
they are several technologies to automate this procedure allowing each 
network entity to be interrogated about its services and protocols. As a 
result, any device or application can share its virtual representation or 
manifest (Monostori et al. 2016). In the context of desktop computers, 
the ability to automatically add devices to a network without having to 
manually register its services and configuration has been called zero con-
figuration networking (Steinberg and Cheshire 2005). Zero configura-
tion networking is based on the following three elements:
• Automatic IP address selection for networked devices (without 
DHCP server).
• Translation between names and IP addresses without a DNS server 
(Multicast DNS).
• Automatic location of network services through DNS service discov-
ery (which eliminates the need for a directory server).
On the other hand, in the context of manufacturing, the term plug-and-
work appears with the capability of a production system to automati-
cally identify a new or modified component and to correctly integrate 
it into the running production process without manual efforts and 
changes within the design or implementation of the remaining pro-
duction system (Schleipen et al. 2015). Schleipen et al. (2015) identify 
the following requirements for the application of the plug-and-work 
technology:
• Component description: the ability to get a complete description of an 
entity in the system.
• Component selection: the ability to compare all entities capabilities 
and choose the one which is able to perform some task.
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• Component access: the ability to communicate with the entity.
• Component control: the ability to provide a control structure to the 
entity.
Under the perspective of IIoT, we recognize both concepts of zero 
configuration networks and plug-and-work as different names for a 
method of achieving dynamic CPPS composition. This composition 
is characterized by a loose coupling between the SOA and messaging 
model (OSI layers 4–7) and low-level network implementation (OSI 
layers 1–3). In general, the zero configuration infrastructure should be 
agnostic to application protocol design and advertise any kind of appli-
cation protocol. At the lowest level, zero configuration networks or 
plug-and-work IIoT may be achieved through the implementation of 
the following technologies:
• mDNS: Multicasting DNS protocol resolves host names to addresses 
within small networks that do not include a local name server. It uses 
IP multicast user datagram protocol (UDP) packets.
• UPnP: Universal plug-and-play is a set of networking protocols 
on the top the internet protocol (IP), leveraging on HTTP to pro-
vide device/service description, actions, data transfer, and eventing. 
Device search requests and advertisements are supported by run-
ning HTTP on top of UDP (port 1900) using multicast (known as 
HTTPMU).
However, it is worth noticing that application-layer protocols are 
subject to constant evolution and changes.
3.2.7  Ethernet-Based Connectivity Technologies for SME
IT system integration costs may be a factor able to outweigh all other 
technical considerations (Wagner et al. 2015). Such costs include 
materials, software licenses, hardware installation, and other techni-
cal labor. Although there are some efforts of providers to adapt their 
offerings to the needs of small- and medium-sized enterprises (SMEs), 
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usually their primary customers are large organizations able to afford such 
costs (Cruz-Cunha 2009). However, in the case of SMEs, the deployment 
of IIoT requires considering several trade-offs. Among others, we high-
light the trade-offs between outsourcing and in-house software develop-
ment and between open-source software (OSS) and proprietary software 
tools. OSS is a viable alternative in terms of costs and independence to 
vendor-locked applications (Olson et al. 2018). In fact, OSS does not 
require vendor-specialized consultants and tools, and allows the use of 
in-house available hardware and software rather than proprietary ones, 
subject to maintenance contracts. According to Weber (2004), OSS 
enhance software reliability and quality through independent peer review 
and rapid evolution of source code. Following these ideas, together with 
Lin and Miller (2016) and Gilchrist (2016), we suggest that OSS and 
open standards are also key enablers of IIoT in SME. To support this 
statement, we observe that SMEs have a relatively small amount of digital 
systems and processes to be integrated, thus they may be able to afford 
to develop in-house software applications. Moreover, thanks to the source 
code availability, OSS gives SMEs the possibility of developing highly 
customized and lean solutions based on their know-how. As a last remark, 
we emphasize that a growing amount of companies are providing support 
to open source IT solutions (Olson et al. 2018).
The following publish-subscribe and SOA messaging protocols, 
implemented on top of the TCP/IP protocol, are useful OSS for IoT 
applications:
• Java message service (JMS), part of the Java EE, defines a generic and 
standard application programming interface (API) for the implementa-
tion of message-oriented middlewares. It does not provide any concrete 
implementation of a messaging engine.
• The advanced message queuing protocol (AMQP) is an open standard 
application-layer protocol for messaging and publish-subscribe messaging. 
AMQP is often used with RabbitMQ, a free and complete AMQP bro-
ker implementation and API for Java, C# and Erlang.
• RabbitMQ is written in Erlang and it is available in Ubuntu through 
the rabbitmq-server package. It offers a flexible broker implementation 
based on open standards.
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• Message queue telemetry transport (MQTT) is an ISO standard (ISO/
IEC PRF 20922). It is broker-based and designed for networks with 
limited resources.
• Extensible messaging and presence protocol (XMPP) is a communica-
tion protocol for message-oriented middleware based on XML (extensible 
markup language).
3.3  The Integration Drivers
The challenges of CPPS integration span far across operational and 
technical issues. In fact, beyond classical interoperability between dig-
ital systems, IIoT also implies the integration between organizational 
units and IT systems. Such an integration may require a significant shift 
in corporate politics and defining clear separations between inherent 
modules is not an easy task. In Lin et al. (2015) a set of different view-
points are given to achieve such a modularity. Following this idea, we 
distinguish between organizational and technical drivers for the IIoT 
integration effort. On the one hand, organization drivers refer to those 
required for OT, i.e., to create physical value for a global market. On 
the other, technical drivers are those localized at the digital platforms, 
specifically related to the available or required digital systems.
3.3.1  Organizational Drivers
To define the necessary information flows inside a CPPS, it is also nec-
essary to map business/organization processes into data requirements 
(see Fig. 3.3). The business vision, values, practices, key objectives, 
and capabilities are fundamental inputs to clearly define such system 
requirements. As a consequence, it is of fundamental regard to identify 
the OT activities, their inherent tasks and the roles of each comprising 
party on the accomplishment of such activities. Either tasks dependen-
cies, constraints, and workflows need to be mapped into data require-
ments and data flows.
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In Lin et al. (2015), the concept of domains is introduced, to sim-
plify the functional separation between building blocks of business and 
organization processes. Each functional domain lies on a specific gran-
ularity and time scale, and can be hierarchically organized from high-
level intelligence, to low-level control. The control domain directly 
deals with low-level OT. The operations domain contains the func-
tional elements enabling operability of the hardware on the control 
domain (monitoring, register, track, deploy, and retrieve assets). The 
information domain provides the collection of data from all domains 
to high-level analysis. The application domain applies and defines 
coarse-grained logic, rules, and models for workflows. In other words, 
it provides a high-level abstraction of functionalities that could lie in a 
specific domain or be distributed among many of them.
3.3.2  Technical Drivers
The implementation viewpoint of Lin et al. (2015) is concerned with 
the technical representation of the IIoT. This representation takes 
into account the technologies and system components required to 
Fig. 3.3 The drivers of the integration
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implement all activities and functions prescribed by the usage and func-
tional viewpoints. Such viewpoints address all technical issues associated 
with the future use of the system, how to enable those usages through 
specific functions and how these functions interact. It might also be 
observed that the development of integration solutions is constrained to 
the limited or almost nonexistent level of customization that participat-
ing applications may have. In most cases, applications belong to exter-
nal providers or legacy systems and cannot be changed or upgraded. 
This often leaves the integration developers in a situation where they 
need to make up for deficiencies or idiosyncrasies inside the partici-
pating applications. Often, it would be easier to implement part of the 
solution inside the application endpoints, but for political or technical 
reasons that option may not be available.
3.4  Connectivity Architecture
3.4.1  Ethernet-Based Automation System
In the last decade, the ethernet has become increasingly popular and 
pervasive inside the mid-level of the automation pyramid (Sauter 2014). 
Ethernet implements the OSI layers 1 and 2 and it is generally deployed 
with the complete IP protocol stack (OSI layers 3 and 4). Such a com-
bination of ethernet and IP provides important building blocks to 
achieve technical interoperability between disparate digital systems. In 
fact, the ethernet is becoming the de facto standard in office, enterprise 
or business systems and modern CPS. However, the ethernet—as it is 
known in office or business environments—could not meet the require-
ments of industrial automation, since it lacks determinism and it has 
not been designed for real-time applications. Although the introduc-
tion of switched ethernet, megabit and gigabit ethernet has notably 
mitigated such problems, some practical realization of ethernet-based 
networks in industrial environments still needs special care. The IEC 
61784-2 standard introduces terms like “industrial ethernet” or “real-
time ethernet” to define a set of ethernet-based technologies able to 
meet strict industrial and technological requirements.
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To address the requirements of industrial level ethernet systems, we 
follow Kim et al. (2014) by differentiating the types of data transmitted 
in an IIoT system into configuration data and process data. Configuration 
data defines the set of parameters required to configure the system, 
including remote management and operations work-flow. Process data 
identifies the process states, thus, depending on the process nature, this 
type of data may be periodic (when it is constantly generated) or ape-
riodic (when it is generated sporadically). To illustrate those types of 
data we can consider a classical robotic pick and place operation, where 
objects are moved from one place to another and sensors detect the 
availability of those objects to be placed. Both the measured positions 
of the joints and the commands to move them are periodic process data. 
They are generated constantly and describe part of the current state of 
the process. Also, the information generated by sensors falls into the cat-
egory of process data. On the other hand, the program controlling the 
robot during the task execution belongs to a set of configuration data.
Each type of data flow has its own qualitative requirements, update 
rates, and tolerated latency times. In particular, we can distinguish 
between the following latency categories:
1. Human-control systems, where humans are involved in the system 
observation and the characteristic times are of the order of 100 ms.
2. Process control systems, which relate to computer numerical control 
(CNC) and programmable logic controller (PLC) systems and the 
characteristic times are of the order of 10 ms.
3. Motion control system, where the timing requirements are less than 
1 ms. Motion control latency requirements are also called real-time.
Human and process control systems may be designed using slightly cus-
tomized ethernet-based technologies. Among others, technologies like 
Profinet, TCnet, and Powerlink are able to meet process control require-
ments. Real-time networking solutions (of the order of 1 ms) are too 
restrictive to provide the level of flexibility that IIoT requires. In fact, 
CPS internal control mechanism needs to be endowed with enough 
levels of autonomy to avoid streaming control data flows through the 
network (goal-oriented control).
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3.4.2  A Layered Design for Manufacturing Service Bus
Although it has pertinence in describing a communication system, the 
OSI Model is inadequate for representing the features of an IIoT system 
in a convenient way. As we have noticed before, the OSI model consists 
of many layers that, in general, are defined by dominant communica-
tion technologies, as ethernet and derivates. Following Lin et al. (2015), 
we aggregate the functionalities of the OSI layers into two separate lay-
ers. The OSI layers 1 (physical) through 4 (transport) are collected in 
the communication transport layer, to allow the basis for technical inter-
operability to be addressed along with the ability to reach endpoints 
along structured networks. On top of the communication transport 
layer, we define the connectivity framework layer. Such a layer spans the 
functionalities of the OSI layers 5 (session) through 7 (application) and 
provides the software infrastructure where middlewares are placed. The 
syntactic interoperability channel (with common and unambiguous 
data formats) and the ability to create messages without considering the 
particular endpoint implementations are placed inside this layer. The 
connectivity framework layer also provides the service discovery func-
tionalities, the resources access handling, the high-level data exchange 
patterns (peer-to-peer, client-server, publish-subscribe, etc.), the means 
of security and the interoperability model in different programming 
languages.
Such subdivision of the connectivity functionalities is of particular 
benefit for ethernet-based IIoT systems. This comes from the fact that 
such a subdivision reduces the degrees of freedom of the OSI model 
and decouples two realms addressing different functional duties inside 
any ethernet-based systems. We call the collection of the functional 
components, given by the combination of these two layers, the MSB. 
This term was coined as an equivalent to enterprise service bus (ESB) 
(Monostori et al. 2016) in manufacturing systems. However, an MSB 
is differentiated from an ESB in terms of the quality and complexity of 
the operation that it can perform over the transit of data it handles. The 
MSB provides an interface between the low-level fieldbus devices, the 
CPS, and the business systems, generally based on an ESB and relying 
on the ISA-95 standard.
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This solution allows the IT landscape of the factory floor to be inte-
grated with enterprise-level IT systems. Similar solutions have been 
addressed by several authors. In MESA (2008), the concepts of SOA 
are widely explained from the perspective of manufacturing systems and 
an architecture for MSB is presented. The European Innovation Project 
SOCRADES (De Souza et al. 2008) presents an MSB system based on 
web services. The European Innovation project IMC-AESOP (Colombo 
et al. 2014) proposes an integration approach for CPPS based on cloud 
technologies. Minguez et al. (2010) explored the concept of MSB from 
a general perspective. Other proposals may be found in Zhang et al. 
(2018).
3.4.3  Physical and Logical Network Topologies  
of the MSB
To achieve coordination and orchestration of a distributed body of 
CPS, it is mandatory to have a correct structure and organization of 
the communication functions. For this reason, we address the physical 
topology issue of the communication hardware through the introduc-
tion of a three-tier architecture, sketched in Fig. 3.4.
This architecture collects all nodes of the CPPS’s network into three 
tiers in accordance with its functionalities and requirements. Such 
tiers are hierarchically structured and each one contains qualitatively 
different holons or agents. At the lowest tier, almost every agent has a 
physical part, i.e., a CPS that enables the creation of physical value in 
implementing OT. At the upper tiers, most of the agent has only a dig-
ital part implementing IT for data processing, and retrieving valuable 
information for high-level decision-making. At the lowest level, we have 
the edge tier, which implements most of the control-related systems 
necessary to implement the OT directly in the physical world. In this 
tier, a proximity network connects sensors, actuators, CPS, and other 
elements in a bunch of heterogeneous communication technologies 
which are connected to the same baseline. Such a baseline, also called a 
backbone network, should be based on ethernet and represents the gate-
way between the shop floor and the office/enterprise networks.
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The platform tier implements functional capabilities to enable oper-
ability of the hardware and collects information from all instances of 
the CPPS, providing high-level analysis and intelligence about the 
overall system. It implements most of the information and operational 
domains and is composed by digital systems which lie somewhere 
between desktop computers and customized industrial computers.
The enterprise tier implements most of the business domain func-
tionalities, data analytics and high-level decision-making and is com-
pletely composed by desktop-type computers. In our model, the last 
two tiers are connected to the edge tier through the so-called access 
network, which, contrary to the proximity network, does not have the 
same constraints that can be found on the factory floor and connects 
qualitatively different systems.
It is worth noticing that this architecture not only splits functional 
components in accordance with the necessary technologies for com-
munication. Indeed, it also splits the decisional task into different lev-
els. At the enterprise tier, strategic and high-level decisions, which are 
Fig. 3.4 The three-tier architecture
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characteristic of the business functional domain, are taken. At the plat-
form tier, the granularity becomes thinner, and more technical aspects 
are considered to introduce commands into the system. The three-tier 
architecture proposes a specific kind of network for each tier suitable 
for the type of digital system lying on the tier. Every actor in a CPPS is 
represented by a node in some tier and, at the same time, a holon with a 
digital part associated with such a node.
3.5  Case Study
3.5.1  The Smart Mini Factory
The Smart Mini Factory laboratory of the Free University of Bozen-
Bolzano, founded in 2012 and focused on the research area Industrial 
Engineering and Automation (IEA), aims to reflect the principles 
of lean and agile production on a small and realistic scale. Inside the 
Laboratory, three main activities take place: applied research, focused 
on industry-driven use cases; teaching activities, as part of the bachelor’s 
and master’s program for industrial and mechanical engineering; sem-
inars for industry on all aspects of Industry 4.0, to facilitate the trans-
fer of knowledge from research to industry. To support and boost these 
activities, the Laboratory is equipped with different robotic platforms 
and devices:
• Adept Cobra i600: four axis manipulator with a SCARA base and 
one additional wrist joint.
• Adept Quattro s660H: four arm delta robot designed for industrial 
high-speed applications like packaging.
• Adept FlexBowl: rotary feeder for a wide range of loose parts.
• Two Basler scout giga-ethernet camera.
• Robotiq 85 and 140 adaptive grippers controlled via modbus RTU 
using RS-485.
• ABB IRB 120: compact anthropomorphic robot able to handle pay-
load of up to 3 kg with a reach of 580 mm.
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• KUKA KMR iiwa: combines the strengths of the sensitive LBR iiwa 
lightweight robot with those of the KMR mobile and autonomous 
platform.
• Universal Robot UR3: 6-rotating-joint anthropomorphic manipula-
tor suitable for light assembly and high precision tasks.
• Universal Robot UR10: 6-rotating-joint anthropomorphic manipula-
tor suitable for heavier-weight process tasks.
• Ulixes Der Assistent A600: manufacturing assistant system for 
manual assembly station based on a projector and a visual tracking 
system.
Since all robots and devices are equipped with an ethernet interface, a 
proximity network connecting them through a single ethernet baseline 
has been defined. This network defines the support of the communica-
tion transport layer of our MSB (see also Fig. 3.5).
Fig. 3.5 Sketch of the mini-factory network (Reproduced with permission from 
Smart Mini Factory Lab, unibz)
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3.5.2  Design of the Manufacturing Service Bus
Following the layered design guidelines defined in Sect. 3.4.2, we 
decouple this task in the design of two separate layers: the connectiv-
ity framework and transport framework. For the transport network, we 
choose switched ethernet IP with TCP or UDP protocols at the OSI 
layer 4. On the other hand, for the connectivity framework layer, we 
implement the robot operating system (ROS) communication systems. 
Our MSB should provide the following features common for ESB 
(Menge 2007):
1. Invocation: each software layer will be able to call on the services 
available in other platforms.
2. Mediation: capacity to translate between different data formats (syn-
tactic interoperability).
3. Adapters: API wrappers to make each system resource available to the 
network.
4. Management: a logging system for control of process, auditing, etc.
5. Asynchronous Messaging: ability to send and receive messages without 
the need for explicit coordination with the peer.
The invocation and asynchronous messaging features represent the 
interface between the MSB and the agent application of the CPS. Such 
an implementation on the native programming language of the CPS is 
called the MSB API, and should also be available to other end users of 
the CPS’s software layer. To understand the extent to which the MSB 
may be implemented on the CPS’s software layer, it is necessary to 
introduce the concepts of protocol data unit (PDU) and service access 
point (SAP) defined in the OSI model. A PDU is a sequence of bits 
where information is represented using a set of rules to be mutually 
intelligible by two peer layers. The interface that a lower layer provides 
to its upper layer for data encapsulation/decapsulation is called SAP.
Each CPS has a vendor-specific software layer that should provide a 
particular SAP to the programmer. Such an SAP determines the PDU 
with maximum flexibility available in a CPS. Such PDU should grab 
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all the requirements for the abstraction of the CPS as a virtual identity 
that can be addressed from the connectivity framework. To provide a 
connectivity interface, the CPS manufacturer has to implement an SAP 
on the top of a standard OSI layer (as TCP/IP connectivity) or on the 
top of a custom protocol. If the PDU is sufficiently flexible, it would be 
possible to implement the MSB at the CPS as it may be implemented 
on a desktop computer. If not, it will be necessary to implement and 
interface between the CPS and the network.
3.5.3  Connectivity Framework Gateways
Normally, ES have a limited software layer for providing a communi-
cation interface directly implemented on the OSI layer 7. That means 
that commands and configuration functions are directly sent through 
the communication interface. In such cases, it is not possible to imple-
ment an MSB API. On the other hand, several CPS do not provide an 
SAP with such flexibility to allow an MSB API or it is not convenient. 
To solve this issue, it is necessary to add the required computational 
features using the concepts of a connectivity framework gateway and 
administration shield (Adolphs et al. 2015; Ye and Hong 2019).
Unlike a communication transport gateway, a connectivity frame-
work gateway does not convey PDU into wrappers built into other lay-
ers as MODBUS over TCP do. Such gateways provide the architectural 
construct to incorporate connectivity technologies into a device by con-
veying the semantic meaning of data through different representations. 
On the other hand, an administration shield gives an object the means 
to be considered a CPS. Such an administration shield may be imple-
mented using different single board computers available on the market.
3.5.4  The ROS Protocol
The robot operating system is the result of a communized effort to cope 
with the challenges and characteristics of developing distributed robotic 
platforms. It is open-source software (OSS) with a strong community 
of developers and widely available documentation. In spite of this, its 
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name, ROS, is not an operating system but a meta-operative system 
(O’Kane 2014), in the sense that it is a software platform providing 
an API and a series of tools for developing and handling a distributed 
peer-to-peer network of processes called nodes. Nodes are processes at 
the software layer of a CPS as the agent application. ROS provides two 
elements of interest for this work: a multi-platform API for developing 
networking applications and a semantic interoperability protocol. The 
ROS communication system constitutes a connectivity framework layer 
to the top of the ethernet TCP/IP protocol which provides services, a 
publish and subscribe protocol and actions. In this chapter, we will only 
consider publish-subscribe messaging systems and services. The chan-
nels of the ROS publish-subscribe systems are called topics and each 
topic defines the specific data type that it conveys.
Our MSB is a middleware for IIoT where process data is con-
veyed using messages in a publish-subscribe pattern and configuration 
data is conveyed using services. The specific data representations are 
taken from the ROS specification. The ROS network relies on a mas-
ter which acts as the broker in publish-subscribe systems. The master 
is also a node that provides node registration and lookup for services 
and topics to the other nodes. The ROS master is basically an XML-
RPC server maintaining a list of topics and services with their corre-
sponding linked nodes: publishers and subscribers in the case of topics; 
providers and clients in the case of services. As a rule, ROS only allows 
one node to provide one single service. The master node is also respon-
sible for providing a centralized data storage mechanism available to 
all other nodes of the network. Peer-to-peer data connections between 
nodes are also negotiated through XML-RPC. Such data connections 
can be established through TCP/IP or UDP, depending on the particu-
lar applicative context. Inside the ROS implementation, publishers act 
as servers and subscribers as clients. When a node registers a publisher 
to a desired topic, it sends the XML-RPC call with the URL of its own 
XML-RPC server together with the target topic name. After the call is 
received, the ROS master pushes the node’s URL inside the publisher’s 
list for the given topic and returns a binary status code (failure or suc-
cess). In the case of success, the publisher node automatically allocates 
a port to the top of the OSI layer 4 (UDP or TCP) and waits, listening 
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for incoming connections. When a node registers a topic subscriber, it 
sends the XML-RPC call with the name of the topic and the underlying 
message type. In response to this call, the ROS master returns a list of 
all XML-RPC servers already registered as publishers to the given topic. 
To connect to a specific publisher, the subscriber must interrogate the 
publisher node through its XML-RPC interface. The publisher replies 
to this call with the URL of the allocated port and the communication 
protocols (UDP or TCP). At this point, the subscriber allocates a socket 
on top of the OSI layer 4 and, as a client, initiates the connection with 
the publisher. Services are implemented in ROS in a simple client-server 
architecture. Service providers are registered through the ROS mas-
ter’s XML-RPC call specifying its own URI. To access a service, a node 
interrogates the ROS master using an XML-RPC call where the name 
of the service is specified. As an answer, the master communicates to the 
service requester the URI of the service provider. At this point, the cli-
ent initiates a TCP/IP based connection to retrieve the service.
3.6  Conclusions
We presented a framework for the implementation of an ethernet-based 
IIoT for CPPS in SME. The framework is rooted in the concepts of 
CPS connectivity and actor aggregation inside a common MSB as a 
layer for syntactic interoperability of the production system. The main 
concern was how to enable interoperability between software layers of 
different CPS. Thanks to the decomposition of the integration effort 
into drivers and layers, it was possible to restrain the MSB implemen-
tation inside the software layer of the CPS. In the particular case of 
the Smart Mini Factory laboratory, these features where implemented 
through a wired ethernet network with a broker-based publish-subscribe 
system of services.
In spite of its effectiveness, this model has some limitations with 
respect to industrial-scale IIoT systems. For example, the limited num-
ber of devices used in this study does not reflect the characteristic of 
an IIoT system which has thousands of devices. Such a characteris-
tic requires a more detailed analysis of the transport framework and a 
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larger effort in system integration. On the other hand, thanks to our 
mild time-delay constraints we could avoid the design of a near real-
time channel for data streaming. However, as we are focused on SMEs 
such a small number of CPS may represent an accurate model. One 
fundamental limitation of designing an MSB on top of the ROS proto-
col is given by the need of a master node to route services discovery and 
resource sharing between nodes. In terms of reliability and resilience, a 
failure comprising the master node (either in terms of hardware or soft-
ware) could imply the entire network collapses. Therefore, in indus-
trial environments, a distributed and redundant approach to network 
resources management and sharing should be preferred. Also, in con-
trast to broadcast approaches, multicast-based service discovery allows 
one single data packet to be delivered simultaneously to a group of 
nodes. Moreover, when wireless networking comes into play, specialized 
IP mobility solutions are required to handle changes to clients and pos-
sibly host locations. Finally, we underline that we did not address our 
IIoT system from a security perspective (Rehman and Gruhn 2018). 
Security is a transversal issue in modern IT systems. In regard to CPS, 
IT-based aggressions may also become physical, implying a coupling 
between safety and security. Such an important concern requires a dedi-
cated analysis, which is out of the scope of this chapter.
This work presents the first steps for building an IIoT system at the 
Smart Mini Factory Laboratory. The findings of our research should not 
only serve as a basis for a further scientific development of CPPS, but 
also give practitioners an overview of which enabler should be consid-
ered in the implementation of Industry 4.0 and especially CPPS in the 
smart factory of the future.
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This chapter introduces and discusses the main potential and challenges 
of manufacturing automation in small-and medium-sized enterprises 
(SMEs) through safety and ergonomics in human–robot collabora-
tion (HRC). Industrial collaborative robotics is a core technology of 
Industry 4.0 and aims to enhance the operators’ work conditions and 
the efficiency of production systems. It also involves different important 
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challenges from an occupational health and safety (OHS) point of view. 
The methodology chosen for this study is a combination of a literature 
review and state of the art regarding safety and ergonomics for indus-
trial collaborative robotics and a critical discussion of potentials and 
challenges identified in the previous analysis.
The structure of this chapter is the following: Sect. 4.1 deals with 
the introductory concepts of occupational safety regarding industrial 
robotics. Section 4.2 introduces the main related international stand-
ards and deliverables. Section 4.3 explains the ergonomics principles 
and standards for a human-centered design (HCD) of collaborative 
workspaces. Section 4.4 discusses the critical challenges for the imple-
mentation of collaborative systems from a safety and ergonomics point 
of view. Finally, Sect. 4.5 concludes and summarizes the concepts illus-
trated in this chapter. The outcomes of this chapter are not only for the 
interest of researches, but also for practitioners from SMEs as they give 
an overview about the potential and challenges of safety and ergonomics 
in industrial human–robot interaction (HRI).
4.1.1  Introduction to Industrial Collaborative Robotics
A collaborative robot (also known as a cobot or lightweight robot) is a 
particular kind of industrial robot which is able to physically and safely 
interact with humans in a shared and fenceless workspace by intro-
ducing new paradigms from human–machine interaction (HMI). The 
International Federation of Robotics defines collaborative industrial 
robots as those able to perform tasks in collaboration with workers in 
industrial settings (IFR 2019). The concept of collaborative work-
space can be summarized as the “space within the operating space where 
the robot system (including the workpiece) and a human can perform tasks 
concurrently during production operation ” (ISO 2016, p. 8). In general, 
collaborative robotics is a main cyber-physical enabling technology of 
Industry 4.0, and aims to improve production performances and oper-
ators’ work conditions by matching typical machine strengths such as 
repeatability, accuracy, and payload with human skills such as flexibility, 
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adaptability, and decision-making. Since modern SMEs requires smart 
process characterized by a scalable degree of automation, collaborative 
robots can particularly support them in the development of their busi-
ness by introducing human-centered, lean, adaptable, and reconfigur-
able manufacturing systems.
When introducing collaborative robotics, a crucial part will be 
safety. In fact, the main difference between collaborative and tradi-
tional industrial robots is that cobots are designed to allow physical 
HRI in hybrid and fenceless workcells without the necessity of isolat-
ing the robot workspace. Traditional industrial robots were introduced 
to improve production efficiency by replacing human operators in per-
forming heavy, unsafe, and repetitive processes (Huber et al. 2008). 
Due to safety requirements, a traditional high performance manipula-
tor needs safeguards (physical barriers or optical devices) to isolate the 
robot activities and therefore to safeguard operators from unexpected 
and unwanted contacts. Since collaborative applications allow for direct 
HRI and this is even required, traditional safety solutions for robot 
isolation are, in general, no longer possible. As a consequence, other 
systems have to be integrated into the collaborative arm to ensure oper-
ators’ occupational safety and ergonomics. These systems have to be 
selected and implemented depending on the robot performance and the 
level of interaction, and in general, are more demanding and compli-
cated with respect to safety solutions for traditional industrial robotics. 
For these reasons, the design and integration of OHS aspects will be 
more challenging in collaborative applications.
There is no doubt that safety and ergonomics are essential in indus-
trial HRI (see Sects. 4.2 and 4.3). Nevertheless, there is a lack in the 
literature since there are only few scientific documents regarding the 
application of these topics into SMEs (this is easily verifiable by search-
ing the related keywords in a scientific database like Scopus). For this 
reason, the proposed identification and discussion about main potential 
and challenges for safety and ergonomics in industrial HRI aims to sup-
port SMEs in the proper consideration and adoption of collaborative 
systems.
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4.1.2  Main Occupational Health and Safety Concepts
In the following, main concepts of OHS are explained. OHS is a multidis-
ciplinary and integrated discipline which deals with aspects of the health 
and safety of a person during every kind of work. Both health and safety 
are connected to the concept of work-related risk in terms of work activ-
ities and work environments. The concept of risk is strictly related to the 
definition of hazard: a source with potential for causing harmful con-
sequences (Jensen 2012). Considering the presence of electricity in the 
workplace, some examples of hazards are accidental contacts with live parts 
of electric devices or fire, which can originate from electrical malfunctions. 
Risks are the concrete realization of hazards. According to its widespread 
definition, a risk is “the likelihood or possibility that a person may be harmed 
or suffers adverse health effects if exposed to a hazard ” (Health and Safety 
Authority 2019, p. 1). Risk is defined as a combination between the prob-
ability that harm occurs and the severity of that potential harm:
The relationship between hazard, risk, and consequence is summarized 
in Fig. 4.1. Considering the aforementioned example, the relative risk 
family is an electrical risk and could be realized in the form of electric 
shocks or burns.
In general, occupational health has a strong focus on primary preven-
tion of occupational disease or infirmity and aims to guarantee healthy 
work conditions, in terms of mental, physical, and social well-being 
(World Health Organization 2019). On the other hand, occupational 
safety is the science which deals with the safeguarding and protection of 
workers’ lives against injuries and accidents. This means to guarantee a 
condition of physical integrity during work activities and provide a state 
Risk = f (Probability, Severity)
Fig. 4.1 Relationship between hazard, risk, and potential consequence
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where the risk has been reduced to a level that is as low as reasonably 
practicable. Since it is impossible to totally eliminate risks, the remain-
ing risk is generally considered under control and therefore acceptable. 
As a consequence, safety is a relative condition, which is based on the 
judgment of the acceptability of risk (Jensen 2012).
Both occupational health and safety deal with the protection of 
workers by operating on different protection levels. In fact, it is possi-
ble to consider safety as an operational measure which safeguards people 
from unexpected and violent events with potential for causing serious 
direct physical injuries to human body parts (acute process). Health is 
the operational measure, which defends a person from possible future 
occupational diseases caused by long-term exposure to inadequate work 
conditions (chronic process).
4.1.3  Occupational Health and Safety Standards
OHS requirements are usually worldwide legal requirements (and there-
fore mandatory), which are interpreted and adopted by industrialized 
countries in typically similar ways. In order to support technicians in 
the adoption of complex legal obligations, national, and international 
standards are developed by recognized and competent organizations. 
Standards are voluntary reference models, which contain applicable 
guidelines and technical specifications in the form of documents for the 
correct implementation of state-of-the-art systems, processes, or prod-
ucts. A formal definition of a standard is provided by the European 
Committee for Electrotechnical Standardization (CENELEC) as:
a document that sets out requirements for a specific item, material, com-
ponent, system or service, or describes in detail a particular method or 
procedure. Standards facilitate international trade by ensuring compati-
bility and interoperability of components, products, and services. They 
bring benefits to businesses and consumers in terms of reducing costs, 
enhancing performance and improving safety. (CENELEC 2019, p. 1)
In practice, there are standards for diverse fields, i.e., industry, construction, 
services, informatics, agriculture, telecommunication, etc. Considering 
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the European Union, it is possible to have international, European, and 
national standards. International standards are developed by interna-
tional organizations and are used and recognized all over the world. In 
this context, the main organization is the International Organization for 
Standardization (ISO). On the other hand, European Standards (ENs) are 
approved by one of the three European Standardization Organizations, 
which are recognized as competent in the area of voluntary techni-
cal standardization as for the EU Regulations: European Committee 
for Standardization (CEN), European Committee for Electrotechnical 
Standardization (CENELEC), and European Telecommunications 
Standards Institute (ETSI). In addition, recognized European standards 
will be automatically accepted as national standards in each of the 34 coun-
tries which are part of CEN-CENELEC (CENELEC 2019). In general, 
the standard compliance is not mandatory from the legal point of view. 
The compliance of standard demonstrates that the proposed solution fol-
lows a well-structured and cutting-edge approach, which is a very impor-
tant advantage especially in the OHS field.
One of the main areas of interest for the OHS in industrial contexts 
is safety of machinery. This branch aims to adequately reduce the risks 
related to machines without compromising their ability to perform 
the planned functions during their life cycle. According to the stand-
ard definition, it is possible to define a machine as an “assembly, fitted 
with or intended to be fitted with a drive system consisting of linked parts or 
components, at least one of which moves, and which are joined together for 
a specific application ” (ISO 2010a, p. 1).
Guidelines on how to realize machines that are safe for their intended 
use are given in the safety of machinery standards (Jespen 2016). To 
support these standards, there are also other important and recogniza-
ble technical deliverables (such as technical specifications and technical 
reports) introduced to further integrate the information included. Such 
standards are divided into the following three main categories, targeted 
to different levels of details in the design framework for the realization 
of machines (ISO 2010a, p. 1):
• Type-A standards address methodologies and general principles for 
designing and building machines. They are basic safety standards and 
can be applied to all machines.
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• Type-B standards deal with generic safety requirements that are 
common for designing most of the machines.
• Type-C standards deal with detailed safety requirements for a spe-
cific machine or group of them. They are machine safety standards 
providing a presumption of conformity for the essential legal require-
ments covered in the standard.
4.1.4  Introduction to Industrial Robot Safety
Considering the nature of hazards, there are different kinds of occupa-
tional risks related to industrial machines. Recognized hazard categories 








• Work environment-caused hazards
• Combination of hazards
Considering the definition of industrial HRI, collaborative systems 
allow and require sharing of tasks in a fenceless workspace where the 
main hazard category will be of a mechanical nature. In fact, due to the 
combined presence of both humans and robots in a shared workspace, it 
is possible to have potential non-functional physical interaction between 
the operator and the mobile parts of the machine, especially with the 
robot arm and with different types of end- effectors. Unexpected and 
unwanted contacts can generate different kinds of collisions and crushes 
if related mechanical risks are not properly identified, predicted, and 
managed. In particular, a mechanical hazard is a physical hazard which 
can occur when workers directly or indirectly come into contact with 
work process related objects. The effects are usually immediate and 
can cause injuries to human beings. The level of intensity can change 
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according to the physical features of the involved work equipment 
such as speed, mass, and geometry. Typical mechanical hazard is due 
to the possibility of being crushed, smashed, cut, trapped, impacted, 
punctured or stabbed because of machine tools, parts, equipment, or 
machined/treated objects, production waste, and ejected solid or liquid 
materials. Other main basic mechanical hazards are due to high-pres-
sure fluid ejection, as well as slipping, or tripping and falling (Koradecka 
2010). Besides mechanical risks, there are other risks families (e.g., 
electrical risk) that must be considered according to the specific appli-
cations. The main significant mechanical hazards consequences for tra-
ditional and collaborative industrial robots are summarized in Table 4.1.
4.2  Fundamentals of Occupational Safety 
in Industrial Human–Robot Interaction
4.2.1  Mechanical Risk Analysis in Industrial Robotics: 
Traditional Versus Collaborative Robotics
Risk assessment is the procedure which combines the machine (lim-
its) specifications with hazard identification and risk estimation (which 
basically defines risk probability and gravity), in order to judge whether 
the risk reduction targets have been reached (ISO 2010a). Risk assess-
ment for traditional and collaborative industrial robots is different. 
In general, due to the standardization of components and diffusion 
of applications, traditional robotic cells are easier to evaluate from a 
mechanical risk point of view (Vicentini 2017). In this case, the com-
mon main risk features are:
• The robotic cell is isolated (direct physical HRI is usually not allowed).
• The mechanical risk indexes are high and characterized by a high 
level of gravity and a low level of frequency (high mass and velocity 
of robot arm involves high kinetic energy levels).
• The safety protection systems are based on prevention, that means a 
zeroing of mechanical risk probability by using safeguards.
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Table 4.1 Main significant mechanical hazards consequences in traditional and 
collaborative industrial robotics according to ISO 10218-2 and to UR3 robot orig-
inal instructions (ISO 2011a; Universal Robot 2018)
* crushing, shearing, cutting or severing, entanglement, drawing-in or trapping, impact, stabbing 
or puncture, friction, abrasion
Traditional robotics Collaborative robotics
– consequences* due to movements of any part 
of the robot arm (including back),  
end-effector or mobile parts of robot cell
– consequences* due to movements of external 
axis (including end-effector tool at servicing 
position)
– consequences* due to movement or rotation 
of sharp tool on end-effector or on external 
axes, part being handled, and associated 
equipment
– consequences* due to rotational motion of 
any robot axes
– consequences* due to materials and products 
falling or ejection
– consequences* due to end-effector failure 
(separation)
– consequences* due to the interaction with 
loose clothing, long hair
– consequences* due to the entrapment 
between robot arm and any fixed object
– consequences* due to the entrapment 
between end-effector and any fixed object 
(fence, beam, etc.)
– consequences* due to the entrapment 
between fixtures (falling in); between shut-
tles, utilities;
– consequences* due to the impossibility of 
exiting robot cell (via cell door) for a trapped 
operator in automatic mode
– consequences* due to the unintended move-
ment of jigs or gripper
– consequences* due to the unintended release 
of tool
– consequences* due to the unintended move-
ment of machines or robot cell parts during 
handling operations
– consequences* due to the unintended 
motion or activation of an end-effector or 
associated equipment (including external 
axes controlled by the robot, process specific 
for grinding wheels, etc.)
– consequences* due to the unexpected release 
of potential energy from stored sources
– entrapment of fingers between different 
parts of robot arm and workspaces equip-
ment/other robot parts
– penetration of skin by sharp edges and sharp 
points on tool/end-effector, tool/end-effector 
connector and on obstacles near the robot 
track
– bruising due to contact with the robot
– sprain or bone fracture due to strokes 
between a heavy payload and a hard  
surface
– consequences due to loose bolts that hold 
the robot arm or tool/end-effector
– items falling out of tool/end-effector, e.g. 
due to a poor grip or power interruption
– mistakes due to different emergency stop 
buttons for different machines or due to 
unauthorized changes to the safety configu-
ration parameters
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• There is no possibility of mitigating unexpected contacts between 
the operators and the mobile parts of the robot due to specific robot 
design and control.
Therefore, mechanical risk management is more homogeneous and 
standardized, which means it is less dependent on specific robotic cell 
applications. Risk management is simplified due to the absence of 
workers in the robot workspace. On the other hand, in the case of col-
laborative robots, the situation will be very different and more complex. 
The main risk features are:
• The robotic cell is collaborative (physical HRI is allowed).
• The mechanical risk indexes are variable in terms of gravity and fre-
quency, depending on the application and on the potential HRI 
form. In fact, they can vary depending on the single operator tasks 
during the overall application.
• More probable and less severe mechanical risks related to unexpected 
human–robot contacts are allowed, which means that safety systems 
are based on a mixture of risk prevention and attenuation.
Therefore, the risk management is more application-specific, which 
means heterogeneous, complex, and barely standardized.
4.2.2  Main Safety Standards for Industrial Collaborative 
Robotics
Considering the mechanical risks that can occur during unwanted con-
tact, there is a short list of general international deliverables regarding the 
safety of machinery requirements for HRI (see Fig. 4.2). In 2016, a new 
ISO technical report, ISO TS 15066 (ISO 2016), was published in order 
to help production technicians and safety experts in the development of 
safe shared workspaces and in the risk assessment process. This report 
specifies in greater detail the previous safety requirements for industrial 
robots included in ISO 10218 part 1 and 2 (ISO 2011a, b). Other use-
ful documents include the EU Machinery Directive (for the European 
Union) (European Parliament 2006), the standards ISO 12100 (ISO 
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2010a) for risk assessment and ISO 13849 part 1 (ISO 2015a) and IEC 
EN 62061 (IEC 2015) for the functional safety requirements. In addi-
tion, a document which defines main guidelines on safety measures for 
the design and integration of end-effectors used for robot systems was 
recently published (ISO 2018). It also includes requirements and sugges-
tions for collaborative applications.
4.2.3  Technical Specification ISO TS 15066 (2016) 
and Collaborative Operations
The technical specification ISO TS 15066 (ISO 2016) was released 
in 2016 and explains in more detail the requirements regarding col-
laborative robots, which were preliminarily introduced in standards 
Fig. 4.2 Main standards hierarchy related to industrial collaborative robotics 
(*Mandatory for European Union nations)
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ISO 10218-1 (ISO 2011b) and 10218-2 (ISO 2011a) in 2011. At the 
moment, this specification represents one of the most detailed docu-
ment which specifies safety requirements for collaborative industrial 
robot workcells, especially in terms of mechanical risk. According to 
specific applications and types of interaction, collaborative robots should 
be integrated with different kinds of safety devices. The main goal of 
safe collaboration is to minimize the mechanical risk which could arise 
from unexpected contacts in terms of gravity and/or probability. ISO TS 
15066 (ISO 2016) introduces four methods for safe HRC:
a. Safety-rated monitored stop: the robot motion is stopped when 
an operator is entering the collaborative workspace. The robot enters a 
controlled standstill mode while the operator is present in the limited 
workspace. The robotic task can automatically resume when the opera-
tor leaves the zone. If there is not an operator in the collaborative work-
space, the robot can operate non-collaboratively.
b. Hand guiding: the operator can fully control the robot motion 
by direct physical interaction. In this case, the robotic task is man-
ually guided by the operator at a certain safe velocity by moving the 
arm through a direct input device at or near the end-effector. Before the 
operator is allowed to enter the collaborative workspace to conduct the 
hand-guiding operations, the robot has to achieve a safety-rated moni-
tored stop condition.
c. Speed and separation monitoring: the control system of the 
robot is actively monitoring the relative speed and distance between 
robot and operator. When the operator is working in the collabora-
tive space, the robot has to dynamically maintain a safe combination 
of speed and distance in order to stop any hazardous motion before a 
potential unexpected contact. When the separation distance is below 
the set protective distance, the robot system stops. This method is 
designed to prevent unexpected contact between operator and collabo-
rative robot by reducing the probability into safety limits.
d. Power and force limiting: the biomechanical risk of unexpected 
human–robot contacts is sufficiently reduced either through inherently 
safe means in the robot or through a safety-related control system. In 
this case, physical unforeseen collisions are allowed, if the pressure (or 
force) limits for the interaction do not exceed values that are deter-
mined during the risk assessment.
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The safety-rated monitored stop modality does not represent a real 
implementation of HRC since the robot just stops its operation if a 
safety system detects the presence of an object into the limited work-
space. The hand-guiding modality represents a marginal form of col-
laboration since the robot is simply moved by the operator across the 
workspace manually without obstructing the human intention. This 
approach is particularly useful for intuitive programming or for guided 
operation, i.e., the assembly of heavy components by using high-pay-
load robots. Of course, speed and separation monitoring and power 
and force limiting modalities are more innovative and interesting from 
a collaborative point of view. The former needs the integration of 
quite complex and certified vision systems and control algorithms in 
order to dynamically adapt the robot motion to the operator’s behav-
ior. Nevertheless, the level of interaction could be more than satis-
factory according to safety device performances, since the robot can 
continue its works even if there is an operator in the shared workspace. 
The latter will be particularly useful in case of close-proximity activities 
between operators and robots, a mandatory condition for a real physical 
collaboration.
It is important to underline that it could be possible to implement 
the first three collaborative modalities without the necessity of using an 
industrial robot which is specifically designed for collaborative applica-
tions. The possibility of having that collaborative application depends 
on the hardware and software features of the safety devices and control 
systems that will be integrated and regulated in order to properly sup-
port the robot during its applications. The “power and force limiting” 
is the only collaborative operation which requires robot systems specifi-
cally designed for this particular type of operation (ISO 2016).
4.2.4  Nature of Human–Robot Contacts
The analysis of human–robot contacts is particularly relevant for the 
implementation of a “speed and separation” collaborative modal-
ity. In general, a contact between a human body part and the robot 
arm is complex to model, even if there are good approximations. In 
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general, it is assumed that the contact is a partially inelastic collision. 
The dynamic involves a first rapid part where the two moving objects 
collide in a more or less intensive way, proceeded by a slight and short 
physical detachment. After that, depending on the contact conditions, 
the two objects can proceed together along the same direction or sepa-
rate. According to the different dynamic conditions of the collision, the 
kinetic energy exchange can vary. A generic human–robot contact can 
be classified as shown in Fig. 4.4. The two main contact situations are 
“transient” type (impulsive) or “quasi-static” type. The main difference 
refers to the (force or) pressure distribution during the time (Vicentini 
2017), which means a different intensity in terms of impact. Another 
important factor is the presence/absence of constraints in the shared 
workspace, which means physical objects that can block the human 
body part during the contact (e.g., a situation where the operator’s hand 
is constrained between the robot gripper and a work table). The com-
mon human–robot contact variables and conditions are characterized in 
Fig. 4.3.
Fig. 4.3 Common human–robot contact variables and condition (Source 
Adapted from Vicentini 2017)
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Parameter t* (Fig. 4.3) represents the time limit between the first 
phase and the second phase of the contact. The first phase is the impact 
part of the contact, which is a semi-instantaneous phenomenon charac-
terized by the peak of energy transfer between the human body part and 
the robot arm and it is mainly related to their relative velocity. The sec-
ond phase is the retention part of the contact, and represents the energy 
exchange progression after the impact. This part is mainly related to the 
mechanical characteristics of the contact parts (mass and stiffness) and 
to the presence or absence of physical constraints. The parameter Pmax 
represents the upper limit of pressure for transient and quasi-static situ-
ations. This limit divides the unacceptable region for pressure (or force) 
from the acceptable region for pressure (or force) in the first and sec-
ond contact phase. In general, an unacceptable value of pressure means 
that the contact is unsafe because the human pain that is theoretically 
associated with the involved body part is not admissible from a biome-
chanical point of view. The uncertainty zone represents the region in 
which the limit values of pressure (or force) are not exactly defined. It is 
necessary to consider this uncertainty during the risk assessment proce-
dure. In the following Fig. 4.4, the four cases of human–robot contact 
are explained.
According to ISO TS 15066 (ISO 2016), there are different risk 
reduction measures for the management of quasi-static or transient con-
tacts. It is possible to classify these measures into passive or active types. 
The main design measures are summarized in Table 4.2.
4.3  Human-Centric Design and Ergonomics
The fourth industrial revolution has not only introduced new manu-
facturing paradigms, but is also changing the role played by humans. 
Humans play a key role that cannot easily be replaced by advanced 
technologies. Conversely, the introduction of new technologies compli-
cates manufacturing systems and increases the need for highly skilled, 
well-trained workers (Tan et al. 2019). Therefore, the fourth industrial 
revolution renews an anthropocentric approach to conceiving new tech-
nologies, changing the question from how to replace humans to how 
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to better complement and assist humans. A human-centric approach 
to design manufacturing systems is introduced. ISO 9241-210 (ISO 
2010b) describes HCD as “an approach to systems design and devel-
opment that aims to make interactive systems more usable by focusing on 
the use of the system and applying human factors/ergonomics and usability 
knowledge and techniques. ” Therefore, such an approach aims to improve 
human well-being, together with user satisfaction, sustainability, and 
accessibility, while preventing the potential side effects to human health, 
safety, and performance due to the use. ISO 9241 part 210 provides 
guidelines on how to redesign processes to identify and plan effective 
and timely HCD activities, defining six key principles:
Fig. 4.4 Human–robot contact classification (Source Adapted from Vicentini 
2017)
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a. Design based on clear comprehension of users, tasks, and 
environments
b. User involvement throughout design and development
c. User-centerd evaluation to drive/refine design
d. Iterative process
e. Based on the whole user experience
f. Adoption of multidisciplinary skills and perspectives.
The HCD approach can be incorporated into every kind of design 
approach (e.g., object-oriented, waterfall and rapid application develop-
ment). One of the crucial aspects for correct application of the HCD 
is the respect of the ergonomic principles. ISO 26800 (ISO 2011c) 
defines ergonomics as being like a “scientific discipline concerned with 
the understanding of interactions among human and other elements of a 
system, and the profession that applies theory, principles, data and meth-
ods to design in order to optimize human well-being and overall system 
performance. ” Such a discipline studies how to best design a workplace 
and the related equipment or products, in general, in order to optimize 
them for human use. A design based on ergonomic principles takes into 
Table 4.2 Main passive and active risk reduction measures for the management 
of quasi-static or transient contacts according to ISO TS 15066 (ISO 2016)
Passive safety design measures Active safety design measures
Address the mechanical design of the 
robot system
Address the control design of the 
robot system
(a) increasing the contact surface area:
(1) rounded edges and corners;
(2) smooth surfaces;
(3) compliant surfaces.
(1) limiting forces or torques;
(2) limiting velocities of moving parts;
(3)  limiting momentum, mechanical 
power or energy as a function of 
masses, and velocities;
(4)  use of safety-rated soft axis and 
space limiting function;
(5)  use of safety-rated monitored stop 
function;
(6)  use of sensing to anticipate or 
detect contact (e.g., proximity or 
contact detection to reduce qua-
si-static forces
(b)  absorbing energy, extending 




(3) compliant joints or links.
(c) limiting moving masses
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account several human characteristics, e.g., weight, height, age, hearing, 
and sight. Ergonomics is therefore often referred to as human factors 
engineering.
The International Ergonomics Association has identified three 
domains of specialization within this discipline in accordance with 
peculiar characteristics and attributes of human interactions. The three 
main fields of research, briefly described in the following, are physical, 
cognitive, and organizational ergonomics.
a. Physical ergonomics deals with human physical activities and 
therefore, it investigates human characteristics related to anatomy, 
anthropometry, physiology, and biomechanics. The most relevant top-
ics addressed in this field are related to working postures, handling of 
materials, repetition of movements, musculoskeletal disorders caused 
by work, and layout, safety and health of workplaces. The principles of 
physical ergonomics are widely used and useful not only for the design 
of workplaces and industrial products but also for the design of con-
sumer products.
b. Cognitive ergonomics focuses on the mental interactions between 
humans and any elements of a system. It considers several human cog-
nitive abilities and mental processes, among others, motor response, rea-
soning, perception, and memory. Cognitive ergonomics should be taken 
into account mainly in the design of automated, high-tech, or complex 
systems. Indeed, as an example, a non-user-friendly interface of an auto-
mated industrial equipment, not only may decrease production and 
quality, but also may result in a life-threatening accident. The main top-
ics tackled by such a discipline include work stress, mental workload, 
human reliability, decision-making, skilled performance, human–com-
puter interaction.
c. Organizational ergonomics addresses the optimization of 
socio-technical systems in terms of efficiency maximization of their 
structures, policies, and processes. It aims to achieve a totally harmo-
nized work system able to ensure both the job satisfaction and the 
commitment of the employees. To this end, organizational ergonom-
ics deals with teamwork, participatory design, community ergonomics, 
cooperative work, new work paradigms, virtual organizations, telework, 
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and quality management, communication, crew resource management, 
work design, and design of working times.
The next Sects. 4.3.1 and 4.3.2, will focus on physical ergonomics, 
by reviewing the main risk factors and the methods to assess them (Sect. 
4.3.1) as well as the main related standards (Sect. 4.3.2). An overview 
on the state of art of ergonomics for designing hybrid (human–robot) 
workspaces will be provided in Sect. 4.3.3.
4.3.1  Risk Factors and Musculoskeletal Disorders
The risk factors related to physical ergonomics are those related to a job 
or a task that can lead to biomechanical stress on workers, resulting in 
musculoskeletal disorders (MSD). An MSD is a health problem of the 
locomotor apparatus that can affect tendons, muscles, joints, ligaments, 
nerves, blood vessels, and so on. Among the most common MSDs are 
carpal tunnel syndrome, tendinitis, trigger finger, muscle strains, and 
low back injuries. MSD can be aggravated or even induced by work 
and circumstances of its performance. Additionally, an MSD from a 
light, transitory disorder can become an irreversible, disabling injury. 
Therefore, it is very important to identify the risk factors that can cause 
or contribute to an MSD. Among the most likely risk factors for MSD, 
the following ones have been identified through reviews of scientific evi-
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Typically, the hazard is created by a combination of several risk factors 
related to physical ergonomics, even if the exposure to just one of them 
can be enough to contribute to or cause an MSD. Therefore, the poten-
tial risk factors related to physical ergonomics should be analyzed also in 
sight of their combined effect.
The assessment and prevention of the risks are among the main issues 
in physical ergonomics. Several methods, often complementary, have 
been developed in the literature for performing ergonomics risk assess-
ment of different regions of the human body considering specific risk 
factors. The most common assessment methods include the following.
a. Ovako Working Posture Analysis System (OWAS) (Scott and 
Lambe 1996) assesses the risk of the working posture. It describes the 
full-body posture by identifying the most common working postures for 
back, arms, and legs, and the weight of the load handled. Each posture 
is attributed a four-digit code, which is then compared with reference 
values. The 252 postures contemplated by the method are classified into 
four action categories indicating needs for ergonomic changes.
b. Manual handling Assessment Chart (MAC) (Monnington et al. 
2003) assesses the risks related to handling, lifting, and carrying activi-
ties. The high-risk manual handling activities in the workplace are iden-
tified by means of the known related risk factors associated with such 
activities already categorized for risk level. The risk level of manual han-
dling tasks is denoted by both numerical and a color-coding score.
c. Job Strain Index (JSI) (Kuta et al. 2015) provides a quick and sys-
tematic assessment of the hand, wrist, forearm and elbow postural risks 
to a worker. It estimates the risks of injury to the aforementioned parts 
starting from the assessments of the following task variables: force, rep-
etition, speed, posture, and duration. The product of the scores given to 
each task variable is the Strain Index score, which is compared with a 
gradient that identifies level of task risk.
d. Rapid Entire Body Assessment (REBA) (Stanton et al. 2004) 
evaluates the full-body postural risk and MSD associated with job task. 
Overall, six hundred postural examples have been coded taking into 
account static and dynamic postural loading factors as well as the cou-
pling between the human and the load. The data on body postures, 
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forceful exertions, type of movement or action, repetition, and coupling 
are collected into a single page worksheet. After that, a single score is 
generated denoting the level of MSD risk.
e. Occupational Repetitive Actions (OCRA) (Colombini 2002) 
assesses the risk of upper limb repetitive actions. Such an assess-
ment includes time-based exposure variables such as recovery and fre-
quency. It is more comprehensive than most other methods; indeed, it 
is included as a reference method for risk assessment in ISO 11228-3 
(ISO 2007a) and EN 1005-5 (CEN 2007). Moreover, the final risk 
score that predicts the risk of developing MSD is based on epidemiolog-
ical research.
f. Composite Ergonomics Risk Assessment (CERA) (Szabó and 
Németh 2018) is an easy-to-use paper-and-pencil method, which 
gives a simple evaluation after a separate determination of the differ-
ent ergonomic risks. The method is based on the observations of real 
activities through images. According to EN 1005, this method allows 
risks related to posture, manual handling, effort, repetitive movements, 
subjective discomfort, workplace history and improvement ideas to be 
assessed appropriately.
g. Ergonomic Assessment WorkSheet (EAWS) (Schaub et al. 2012) 
assesses every biomechanical risk to which workers can be exposed dur-
ing work. It provides detailed results in the following four sections: 
body postures, action forces, manual materials handling, and upper 
limbs. This method has been developed by an international team of 
experts on ergonomics and it is constantly improved.
h. Rapid Upper Limb Assessment (RULA) (McAtamney and 
Corlett 1993) assesses the biomechanical and postural load on the neck, 
trunk, and upper extremities associated with tasks. The required body 
posture, force, and repetition are evaluated using a one page worksheet. 
After the evaluation, the level of MSD risk is represented by means of a 
single score.
Risk assessment is the preliminary step to guaranteeing safe working 
conditions. After the assessment has been performed and evaluated, if 
necessary, the workplace must be redesigned and reorganized according 
to ergonomic principles. Job activities, tasks, and work environment 
should be designed to limit the exposure to ergonomic risk factors by 
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taking preventative measures. Such preventive measures as well as the 
ergonomic principles are defined in the main standards ruling ergonom-
ics in the next section.
4.3.2  Main Standards on Physical Ergonomics
Physical ergonomics deals with the physical interactions between 
humans and the other elements of a system. However, human beings 
have very different attributes (i.e., gender, age, height, weight, etc.). 
Good equipment design should satisfy healthy work conditions for 
all the operators, according to basic ergonomic principles, regardless 
of their attributes. To this end, ISO 7250-1 (ISO 2017a) provides a 
description of anthropometric measurements, which can be used as a 
basis for the creation of databases for the anthropometry. The basic list 
of the specified measurements can be used as a guide for ergonomists 
for defining population groups, whose specifications are, in turn, used 
for designing the places where people work and live. Anthropometric 
data are included also in EN 547-3 + A1 (CEN 2008a). In particular, 
these data come from an anthropometric survey which includes at least 
three million European men and women. All ranges of human abili-
ties and characteristics are taken into account by EN 614-1 + A1 (CEN 
2009). Based on these, it defines the ergonomic principles to guarantee 
the health, safety, and well-being of humans as well as the overall system 
performance.
According to standards, an ergonomic design is to consider at least 
the 5th–95th percentiles. However, for safety aspects, the 1st to 99th 
percentiles shall be used. The anthropometric data defined in the pre-
vious standards are used by EN 547-1 + A1 (CEN 2008b) and EN 
547-1 + A2 (CEN 2008c) to specify the dimensions of openings for 
full-body access applied to machinery. These standards also show how 
to define suitable allowances for the anthropometric data in order to 
account for factors neglected during their measurements, such as cloth-
ing, body movements, equipment, machinery operating conditions, or 
environmental ones. Body space requirements for equipment for per-
forming normal operations in both sitting and standing positions are 
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defined in ISO 14738 (ISO 2008a), always on the basis of the anthro-
pometric measurements. EN 1005 parts 2–5 deal with manual handling 
of materials (CEN 2008d), recommended force limits (CEN 2008e), 
postures and movements during work (CEN 2008f ), and load rep-
etition of the upper limbs in machinery operation (CEN 2007). ISO 
11226 (ISO 2000) focuses on the evaluation procedure of static work-
ing postures. The same standard also defines recommended limits for 
static working postures on the basis of external force exertion, body 
angles, and time aspects. Manual lifting and carrying are addressed in 
ISO 11228-1 (ISO 2003), where guidance for their assessment is pro-
vided and the recommended limits defined considering the intensity, 
the frequency and the duration of the task. Manual pushing and pulling 
tasks are tackled by ISO 11228-2 (ISO 2007b) which provides a proce-
dure for assessing the risks related to such tasks as well as the full-body 
suggested limits. Finally, ergonomic recommendations for manual han-
dling of low loads at high frequency in repetitive work tasks are given 
in ISO 11228-3 (ISO 2007a). These standards on ergonomics provide 
procedures and design considerations which can be applied in a wide 
range of situations and ensure the safety and health of both consumers 
and workers as well as improved work efficiency.
4.3.3  Ergonomics in Human–Robot Collaboration
The underlying idea of collaborative robotics is to have advanced tech-
nologies able to help and support humans. An example of this interac-
tion is when cobots lift components for a worker. Although cobots can 
improve the physical ergonomics of the workplace and hence reduce the 
worker exposure to MSD, they could also cause workers mental stress 
and psychological discomfort, if cognitive ergonomics principles are 
not considered. Indeed, cobots should behave in accordance with the 
operator’s expectations (Mayer and Schlick 2012); their presence has 
not to be a source of stress for humans or even perceived as a hazard. 
Human acceptability of the cobots can be improved e.g., by implement-
ing anthropomorphic trajectories for the robot (Kuz et al. 2014; Rojas 
et al. 2019). Although we are still far from an industrial implementation 
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of hybrid workspaces based on physical and cognitive ergonomic prin-
ciples that are compliant with standards, some academic results are 
available. In Faber et al. (2015), a hybrid workspace with improved 
ergonomics features and flexibility has been designed. It is based on the 
robot operating system (ROS) and a cognitively automated assembly 
planner. An anthropocentric design for the workspace was presented 
in D’Addona et al. (2018), where the process tasks have been classi-
fied according to their cognitive complexity. In Michalos et al. (2018) 
it is presented as a multi-criteria approach and an algorithm to task 
assignment able to plan the human–robot hybrid cell layout and tasks 
at the same time. In Müller et al. (2016), a skill-based task assignment 
approach is proposed. It is based on an assembly task description model 
and assigns the tasks between human and robot by comparing their 
skills according to the requirements.
Virtual reality can be an aid in the design of an ergonomic work-
place, which allows the simulation of assembly tasks for HCD 
(Peruzzini et al. 2019). In fact, it is possible to improve human posture 
and stress by assessing different setups in digital manufacturing tools 
and adding digital human models and other virtual resource models 
(Caputo et al. 2018). Although such an approach is able to simulate 
assembly tasks in workplaces, taking into account ergonomic aspects 
such as posture, workload, and stress, it neglects higher anthropocen-
tric aspects like human satisfaction (Romero et al. 2015) and emotion. 
Although progress has been made in the design of an ergonomic work-
station, a strategy to design a hybrid workstation which is completely 
human-centered and which satisfies all the physical and cognitive ergo-
nomic principles is not yet possible.
4.4  Discussion About Potential and Challenges 
in Safety and Ergonomics in Human–Robot 
Collaboration
The following section identifies the potential and challenges in safety and 
ergonomics in HRC by introducing the main organizational and techno-
logical future research areas. Figure 4.5 summarizes the overall classification.
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There are two main research areas of interest for safety and ergonom-
ics in HRC: technological and organizational. The former is related to 
the development of techniques for the improvement of the safety of 
HRI, while optimizing robot performances. The latter is related to man-
agement tools for better design and evaluation of safety and ergonomics 
solutions in collaborative systems.
4.4.1  Main Technological Research Areas of Interest
After a preliminary systematic literature review (SLR) about safety 
in modern industrial HRC, it is possible to classify nine dominating 
research areas of interest (see Fig. 4.5). The SLR workflow is summa-
rized in Fig. 4.6. The review was performed using Scopus as a data-
base by applying different filters to identify only English language and 
recent documents (period 2015–2018) related to safety and ergonom-
ics in industrial HRC. In order to obtain highly relevant results, only 
journals, reviews, and articles in press documents related to engineering 
and computer science were selected. The starting number of identified 
papers was 93. After a detailed content check, the number of relevant 
papers was reduced to 42. The selected papers were successively subdi-
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Fig. 4.5 Potential and challenges in safety and ergonomics (S&E) in HRC: 
research areas
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and mitigation. As shown in Fig. 4.7, the contact detection and mitiga-
tion category is less discussed (with a percentage of 35.7% of the total 
number of identified papers) in comparison with the contact avoidance 
category (which represents 64.3% of the total number of identified 
papers). Table 4.3 shows the data classification about the percentage of 
papers which contain a specific topic (note that a generic paper can be 
addressed to more than one topic).
Database:  SCOPUS
Search in:  TITLE, ABSTRACT, 
KEYWORDS
Subject Area:  All kind of subject area
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Fig. 4.6 SLR workflow
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According to the data illustrated in Fig. 4.8, it is clear that some 
research topics and interests are more structured than others. In addi-
tion, not all the leading technological research areas of interest are parts 
of both categories. The reason is that these topics are strictly related to 
specific technologies which depend on the methodology used to ensure 
safety during different levels of interaction between humans and robots. 
For example, artificial intelligence, assistance system and sensor system 
for object tracking are only present in the contact avoidance category. 
On the other hand, robot system design and sensor system for con-
tact management are, of course, present only in the contact detection 
and mitigation category. For both the categories, motion planning and 
control, sensor system and safety management are mature topics and 
found in more than 30% of the works (in exception of safety manage-
ment for contact detection and mitigation wich is equal to 20%). On 
the contrary, simulation and modelling, artificial intelligence, assistance 
systems, and case studies and applications are emerging research topics 
Fig. 4.7 Comparison between contact avoidance and contact detection and 
mitigation categories
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with unknown future developments and a percentage lower than 12%. 
The reason for such limited diffusion could be related to the novelty of 
certain kinds of research topics (especially for artificial intelligence) or 
to a less efficient use with respect to other types of equivalent technolo-
gies (i.e., for assistance systems) (Fig. 4.8).
4.4.2  Main Organizational Research Areas of Interest
In this section, the main organizational research areas of interest are 
proposed in order to comment on and discuss future developments 
and the main possibilities and innovations for safety and ergonom-
ics in industrial collaborative robotics. The following list was devel-
oped according to different research results achieved by the authors 
in the Smart Mini-Factory (SMF) laboratory of the Free University of 
Bolzano-Bozen (Gualtieri et al. 2018).
a. Creation of a clear overview of safety standards for indus-
trial collaborative robotics: in order to correctly implement a col-

































contact detection and mitigation
Percentage of papers addressing a specific leading technological
research areas of interest
Fig. 4.8 Comparison of leading technological research areas of interest accord-
ing to a preliminary SLR
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the standards (and other deliverables) on safety of machinery applied. 
However, the use of standards and other deliverables for the develop-
ment of safe HRCs is usually difficult (Gualtieri et al. 2018), due to 
the unavoidable evolution of technologies increasing the complexity of 
requirements and the importance of risk-related topics. Additionally, 
such indications are often very coupled, i.e., the information content is 
often distributed and linked across different technical documents. This 
condition makes their consultation and their proper implementation 
complex, time-consuming, and demanding in terms of technical skills. 
Table 4.4 shows the mutual relationships between main OHS standards 
and other deliverables related to industrial HRC.
A clear overview of the main industrial standards and other deliver-
ables for collaborative robotics is needed. A structured framework and 
Table 4.4 Relationships between main OHS standards and other deliverables 
related to industrial HRC
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a well-defined set of technical guidelines or reports based on related 
standards will support the designers and safety technicians in an easy 
and rapid fulfillment of safety requirements and as a consequence, 
improve the adoption of safe and efficient solutions for HRC.
b. Development of new methodologies for risk assessment: the 
possibility of direct physical interaction between humans and indus-
trial robots represents a new paradigm in the field of OHS. Of course, 
the introduction of collaborative systems allows new possibilities from 
a manufacturing point of view but also new challenges in terms of 
operator safety and ergonomics. For this reason, new and robust risk 
assessment methods should be developed by including the possibility 
of interaction between humans and robots. There are various method-
ologies for the assessment of occupational risks. At the moment, one 
of the more complete methods for machinery risk assessment is the 
hybrid method (ISO 2012). This method identifies three different risk 
conditions by colors: red meaning safety measures are required, yellow 
meaning safety measures are recommended, green meaning no safety 
measures are required. These risk conditions are calculated by using a 
risk matrix through five qualitative variables: Severity (Se), Frequency 
(Fr), Probability (Pr), Avoidance (Av), and Class (CI, which is the 
sum of the previous indices). These indices were estimated according 
to the guidelines found in (ISO 2012) and (ISO 2016). Considering 
only mechanical risks, in the case of collaborative robotics, the main 
potential harms are mild or moderate in intensity. In general, the 
Probability and Frequency indices are the more relevant values. The 
Avoidance index can be medium since there is a real possibility of 
avoiding unintentional contacts due to the limited robot speed range, 
which is required for collaborative applications. The final goal of the 
risk assessment will be risk reduction through the adoption of protec-
tive measures implemented by the designer and the user in order to 
reach an acceptable value of residual risk. The risk reduction could be 
evaluated through the different values of risk class before (CI ) and after 
(CI* ) the introduction of safety solutions. Due to the complexity of the 
safety requirements related to collaborative applications, the use of an 
extended method like to one described here is suggested for proper risks 
assessment.
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c. Integration of cognitive ergonomics considerations: the sharing 
of workspaces and the physical interaction between humans and indus-
trial robots could affect the cognitive ergonomics of the collaborative 
work (see Sect. 4.3.1). In this context, it will be mandatory to minimize 
the mental stress and psychological discomfort conditions which could 
be established during hybrid operations. Even if safety measures are well 
designed and implemented, the mere presence of the robot should not 
to be perceived as a hazard or as a source of stress for humans. Designers 
should consider these kinds of cognitive ergonomics problems in order 
to develop anthropocentric and human-friendly collaborative worksta-
tions also from a psychological point of view.
d. Integration of safety and ergonomics of collaborative work-
spaces in the early-stage product design by Design for Collaborative 
Assembly (DFCA): the application of concurrent engineering (CE) 
methods for the integration of safety and ergonomics in the early-stage 
design of shared spaces will be crucial for the optimization of collabo-
rative systems. CE is a “comprehensive, systematic approach to the inte-
grated, concurrent design and development of complex products, and their 
related processes ” (i.e., manufacturing, logistics, disposal, etc.) (Verhagen 
2015). The aim is to improve productivity and to reduce production 
costs by decreasing product development and time-to-market. This 
methodology requires the consideration of all the early-stage features 
of the product life cycle, starting from conception and concluding with 
disposal (Verhagen 2015). Due to the nature of risks, which are poten-
tially related to industrial HRI, concurrent design of a collaborative sys-
tem necessarily involves the early consideration of OHS requirements 
for integrated products and process development. In order to develop 
safe and efficient solutions, the general design of an industrial machine 
(and related process) should consider the integration and the optimiza-
tion of safety systems with functional systems in the early design stages. 
Nevertheless, it is a common procedure to design and develop the 
machine without considering the safety requirements and then to add 
them after the fact. This condition makes the design results unavoid-
ably more inefficient and time-consuming, especially for collaborative 
systems.
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From the engineering design point of view, product design is another 
fundamental part of CE. In order to satisfy customer requirements, 
engineering design allows the creation and transformation of ideas 
and concepts into functional products and processes. At the moment, 
large parts of optimized products, which are involved in manual oper-
ations, are designed for manual manufacturing and assembly. This 
means they present technical features and production processes nota-
bly designed for manual picking, handling, assembly, and/or manufac-
turing. Obviously, these components do not have suitable features for 
robotic or automated processing (Boothroyd et al. 2001; Boothroyd 
2005). Considering that the industrial collaborative robot market is 
continually growing (Djuric et al. 2016), it is reasonable to suppose 
that collaborative operations will be an interesting challenge in the near 
future. For this reason, it will be particularly useful to create new prod-
uct design approaches, which consider requirements for human–robot 
physical interaction during collaborative tasks. Therefore, a new research 
field for product design could be to enrich commonly known “Design 
For X” (DFX) techniques by adding a new “Design For Collaborative 
Assembly” (DFCA) method. Some possibilities should include the 
design of product features according to the minimization of mechanical 
risk which could arise during physical HRI.
4.5  Conclusions
Collaborative robotics is a key enabling technology of the fourth indus-
trial revolution. The possibility of having side-by-side and fenceless 
HRI allows the combination of both operators’ and robots’ strengths 
and advantages, but it also involves the necessity to solve challenges in 
regard to OHS requirements. This chapter aims to provide an introduc-
tion about safety and ergonomics in industrial HRI by discussing the 
main potential and challenges in SME manufacturing automation. In 
particular, a brief introduction about main principles and definitions 
of OHS is presented. The core concepts and the classification of inter-
national OHS standards and deliverables regarding the safety of the 
machinery context are explained, also providing a summary about main 
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industrial robotics technical documents. Particular attention is paid to 
mechanical risk, since HRI allows and requires a sharing of tasks and 
a more or less direct physical collaboration in a fenceless workspace. 
The four recognized methodologies for safe HRC according to ISO TS 
15066: 2016 are introduced, and the nature of human–robot non-func-
tional contacts is discussed. In addition, a general overview about main 
ergonomics standards in relation to human-centered workplace design 
is presented in order to have a clear vision about the integration of 
safety requirements with physical ergonomics considerations. Finally, 
a detailed discussion about leading potentials and challenges in safety 
and ergonomics in industrial HRC is discussed. This section introduces 
main future research areas of interest by dividing the results into tech-
nological and organizational types. The data obtained from a prelimi-
nary SLR and from the research results achieved by the authors in the 
SMF laboratory supported the discussion about the identified potential 
and challenges. Of course, the defined issues are demanding for SMEs 
both from a technological and organizational point of view, but also 
concretely achievable if companies are properly supported by invest-
ment and research.
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The fourth industrial revolution, also called “Industry 4.0,” is currently 
transforming the manufacturing and connected supply chain industry. 
After the advent of mechanization, electrification, and computerization, it 
represents the increasing digitization and automation of the manufacturing 
industry, as well as the establishment of digital value chains to enable com-
munication between products, machines, and human operators (Lasi et al. 
2014). The focus of Industry 4.0 is to combine the internet, information, 
and communication technologies (ICT) with classical industrial processes 
(Bundesministerium für Bildung und Forschung 2012).
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An important transformation that comes with Industry 4.0 is the shift 
from centralized to decentralized control to reach a highly flexible produc-
tion of customized products and services. An increased individualization 
and personalization of products leads to customer interaction strategies 
like X-to-order (make-to-order, build-to-order, configure-to-order, and 
engineer-to-order) and ultimately to the concept of “mass customization” 
where products can be configured by the customer at costs similar to those 
of mass production. The increasing fusion of the information technology 
(IT) environment with production and logistics allows flexible and recon-
figurable manufacturing and logistics systems (Spath et al. 2013).
Another important part of Industry 4.0 are cyber-physical systems 
(CPS) that allow self-organization and self-control of manufacturing and 
logistics systems (Rauch et al. 2016a, b). CPS are computers, sensors, 
and actuators that are embedded in materials, equipment, and machine 
parts and connected via the internet, the so-called Internet of Things 
(IoT), allowing the physical and digital worlds to be merged (Spath et al. 
2013). A further big benefit that comes with the introduction of CPS 
is the acquisition of a high amount of data that is available in real time. 
This allows better production planning and control (PPC) and efficient 
counteraction of unforeseen events in manufacturing and logistics pro-
cesses (Dallasega et al. 2015a, b). In summary, it can be stated that the 
potential of a successful implementation of Industry 4.0 is enormous.
So far, Industry 4.0 is mainly brought forward by bigger compa-
nies and SMEs are risking not being able to exploit this huge poten-
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by having not more than 250 employees and an annual turnover of less 
than €50 mio or a balance sheet of no more than €43 mio (Kraemer-
Eis and Passaris 2015). In more detail, micro and SMEs provide around 
45% of the value added by manufacturing and around 59% of man-
ufacturing employment and therefore, they can be considered as the 
backbone of the European economy (Vidosav 2014). As the previous 
economic crisis showed, SMEs proved to be more robust than bigger 
companies because of their flexibility, their entrepreneurial spirit, and 
their innovation capabilities (Matt 2007).
As such, the successful implementation of Industry 4.0 has to take 
place not only in large enterprises but even more important in SMEs. 
Because of often limited financial and human resources, the implemen-
tation of Industry 4.0 represents a special challenge for SMEs. Up to 
now, SMEs are only partially ready to adapt to Industry 4.0 concepts. 
In particular, smaller enterprises face a high risk of not being able to 
benefit from this industrial revolution. As a result, further research and 
action plans are needed to prepare SMEs for the stepwise introduction of 
Industry 4.0 (Sommer 2015). According to the authors, SMEs will only 
benefit from Industry 4.0 by following customized implementation strat-
egies, approaches, concepts, and technological solutions that have been 
appropriately adopted. Otherwise, the current effort for publication and 
sensitization of SMEs for Industry 4.0 will not lead to expected results.
This book chapter presents an explorative set of hypotheses of 
requirements to implement Industry 4.0 concepts in logistics processes 
in SMEs spread over the world. They were identified in the course of 
the research project “SME 4.0 – Industry 4.0 for SMEs” by using expert 
workshops with SMEs from the north-east part of the USA, Central 
Europe, and Northern Thailand.
5.2  Problem Formulation
Requirements of larger companies regarding the successful adoption of 
Industry 4.0 concepts and technologies may not be suitable for SMEs. 
Compared to bigger companies, SMEs have at their disposal fewer 
resources in terms of budget and qualified workforces for doing research 
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and innovation actions. Up to now, there are only a few studies available 
that propose requirements for the adoption of Industry 4.0, especially 
considering companies in specific geographical areas. However, little to 
almost no studies are available that deal with the requirements for SMEs 
to support the logistics part. Therefore, the authors conducted work-
shops with SMEs from South-East Asia, central Europe, and Northern 
USA to identify the first hypothesis of requirements to support logistics 
management with Industry 4.0 concepts.
5.3  Related Work
In order to build a profound theoretical foundation for the explorative 
investigation of the specific requirements of SMEs to use Industry 4.0 
concepts in their logistics management, the authors have conducted a 
systematic literature review. Thereby, the main results will be briefly out-
lined within the next paragraphs (Dallasega et al. 2019).
In summary, Glass et al. (2018) identified barriers for implementing 
Industry 4.0 in SMEs by investigating the literature and using a sur-
vey approach in German companies. They emphasized specific barriers 
to Industry 4.0 implementation such as missing standardization and 
an inappropriate company strategy. Maasouman and Demirli (2015) 
developed a lean maturity model and designed a framework for assess-
ment of concepts like just-in-time in manufacturing cells. Schumacher 
et al. (2016) developed models for assessing the readiness and matu-
rity of Austrian companies regarding Industry 4.0. The model consid-
ers elements like the strategy of the organization, customer, people, and 
technology. Qin et al. (2016) developed a framework to show the gap 
between the state of the art in UK companies and the requirements for 
Industry 4.0 readiness. Similarly, Benešová and Tupa (2017) analyzed 
the Industry 4.0 requirements of Czech Republic companies where the 
digital representation of a factory in real time, the horizontal and verti-
cal data integration, and the self-controlling of manufacturing and logis-
tics processes emerged. Furthermore, the results showed that education 
and qualification of employees is one of the main requirements for the 
implementation of Industry 4.0. Kamble et al. (2018) used interpretive 
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structural modeling (ISM) and fuzzy technology to analyze the barriers 
to implementing Industry 4.0 in Indian companies. Barriers like the lack 
of clear comprehension about IoT benefits, employment disruptions, 
organizational, and process changes (needed to implement Industry 4.0) 
emerged. Luthra and Mangla (2018) evaluated key concepts and chal-
lenges of implementing Industry 4.0 in Indian manufacturing compa-
nies with a special focus on sustainable supply chain management. Here, 
technological as well as an appropriate strategic orientation of the com-
panies emerged as the main challenges to Industry 4.0-implementation.
5.4  Research Design/Methodology
In accordance with the theoretical foundation, the authors have con-
ducted expert workshops, which followed pre-defined methodological 
guidelines to systematically evaluate the requirements of smart logistics 
in SMEs. In total, the research team conducted six workshops with 37 
participating SMEs and 67 participating experts in Italy, Austria, USA, 
and Thailand in the timeframe between 9 June 2017 and 22 March 
2018. The quantitative content analysis resulted in 548 statements for 
further investigation. Moreover, the statements for smart logistics in 
SMEs were divided into the sub-sections “smart and lean x-to-order 
Supply Chains,” “intelligent logistics through ICT and CPS,” “automa-
tion in logistics systems and vehicles,” and “main barriers and difficul-
ties for SMEs.” Thereby, the results are briefly summarized in Table 5.1.
Axiomatic design theory states that the best design solution first, 
maintains the independence of the functional elements (axiom 
one), and second, minimizes the information content (axiom two). 
Table 5.1 Facts and figures of SME workshops
Italy Austria Thailand USA Total
Number of workshops 1 2 1 1 5
Participating SMEs 10 7 10 10 37
Participants 13 13 25 16 67
Total statements 213 97 98 140 548
Logistics-related statements 93 41 36 33 203
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The axiomatic design method applies the theory during top-down, 
parallel decompositions of the functional requirements (FRs), and the 
design solutions, or parameters (DPs) and possibly process variables 
(PVs) which are how the DPs are produced or realized.
The decompositions start with the abstract concepts and develop 
detailed functions, FRs, the design problems, and solutions, DPs the 
design solutions, with more and more detail, level by level for each 
functional branch. At each level of detail, for each functional branch, 
the candidate design solutions are tested against the axioms. The indi-
vidual DPs are finally integrated into a complete physical solution to 
the design problem (Suh 1990).
The value of the design is established by the customer needs (CNs) 
in the customer domain. In the functional domain, the FRs satisfy 
the CNs, and FRs are the next link in the value chain. In the physical 
domain, the next link in the value chain, the DPs, fulfills the FRs. In 
the process domain, PVs produce the DPs. The elements of the decom-
position, FRs and DPs, at each level should be complete, or collec-
tively exhaustive, with respect to the higher levels of abstraction in their 
domain. At each level, they should be mutually exclusive with respect to 
each other in their domains to satisfy axiom one.
Functional metrics can be selected for the FRs. Physical metrics 
should be implicit in the DPs. The relations between the parent and 
children FR, DP, and PVs, adjacent decomposition levels, in each of 
their domains, are described with decomposition equations. The rela-
tions between the FRs and DPs are described with design equations, 
which form the design matrix. The relations between the DPs and the 
PVs are described in the process equations that form the process matrix.
Design thinking demands the development of the functions first. 
The FRs should be stated to foster creativity in the design solution. 
FRs should create a large solution space. The FRs should be developed 
carefully, because no design solution can be better than the FRs. The 
FRs are the independent functions that define criteria for the success 
of the design solution. To maintain independence, each FR needs a 
different DP. Customer needs, like “low cost” or “ease of use,” often 
should be non-FRs, which are represented in selection criteria (SCs), 
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or optimization criteria (OCs), which are used to select between candi-
date DPs (Thompson 2013).
There is a tendency, especially for engineers, to seek and select physi-
cal design solutions before the functions have been adequately defined. 
This is not good design thinking.
If FRs contain physical attributes, this can inappropriately limit the 
solution space and inhibit creativity. Generally, it should be possible to 
generate several candidate DPs for each FR. If this is not possible, then 
perhaps the FR is too limiting and it should be reformulated. The solu-
tion space can be enlarged so it is possible to find more candidate DPs 
to fulfill the FRs by appropriate reformulation of the FRs. This can be 
done by asking why an FR is required. In essence, the FR should be 
moved closer to the CN and further from the DP, which makes a larger 
space for more creative, potential solutions.
5.5  Hypothesis of Requirements  
for Smart Logistics in SMEs
This section presents the identified statements as the hypothesis of 
requirements, which were recorded in the course of the SME workshops 
as an explorative approach based on a systematic literature analysis. 
Consequently, the statements were assigned to nine thematic clusters.
5.5.1  Lean and Agility
This cluster contains the requirements of the usage of advanced plan-
ning techniques that, for example, allow a production on-demand and 
delivery just-in-time. Workshop participants mentioned the require-
ment to ensure flexible supply chains. The identification and avoidance 
of material flow breaks and the timing of orders, to minimize transpor-
tation costs, were recorded. The reduction of buffer stocks, raw material, 
WIP, and finished parts was mentioned.
Strategies to increase the material efficiency in automated logis-
tics systems such as the optimization of material yields at the vendor 
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and the grouping of trucking routes of complimentary suppliers were 
recorded. Additionally, the reduction of buffer stocks at the workplace, 
preventive “rhythms” (delivery, preparation, etc.), efficient storage and 
removal systems for the holding of raw material, WIP, finished parts, 
parts produced and packaged at machines, and moved to shipping were 
mentioned.
5.5.2  Real-Time Status
This cluster includes the requirements for an infrastructure and digital 
feedback system, which monitors the status of production, storage, and 
shipping in real time. In particular, the short-term availability of infor-
mation about the shipment/delivery status of material is very impor-
tant for proper supply chain management. Moreover, the visibility 
of the supplier’s status in real time for quick access to information for 
improved supplier risk management was mentioned. Even further, par-
ticipants mentioned that a system, which enables real-time status infor-
mation, could also assist in the predictive maintenance process.
5.5.3  Digitization, Connectivity, and Network
This cluster entails the necessity for an improved customer–supplier 
connection to gain the ability to communicate and/or share capacity, 
materials, infrastructure, and information with internal and external 
customers and suppliers. Even more, information should be provided 
and visualized everywhere and every time to reduce waiting times and 
unnecessary delays. Thereby, the requirements included the automated 
tracking of prices, the automation of processes (e.g., the generation of 
bill of materials), and the automated communication between multi-
ple systems. The material flow should be visualized from upstream to 
downstream companies. This includes the visualization of tools and 
parts used throughout the supply chain processes. The requirement to 
increase transparency by visualizing stock and delivery times throughout 
the supply chain through the interconnection of suppliers with manu-
facturers and customers over the internet was recorded. Here, aggregator 
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websites to determine the short-term availability of material or capacity 
in the supplier network, following the example of Skyscanner for the 
search of flights, were mentioned.
Moreover, the interconnection of customers with suppliers to avoid 
causes of missing parts/materials and to increase the reliability of sup-
plies was recorded. Here, the following practical example was named 
by the experts: “when an order is received, the system should generate 
the bill of materials and automatically send the purchase order to the 
suppliers.” In more detail, the need for an automatic on-site measure-
ment and electronic submission of order data to the fabrication shop 
was collected. Digitalization should be implemented especially in the 
order receiving and procurement processes. Some of the participating 
experts stated that digitalization should limit the accessibility of related 
stakeholders to obtain optimal data. Moreover, the workshop par-
ticipants mentioned the sharing of transport capacities. As a practical 
example, the geographical visualization of transport routes for the anal-
ysis of losses and inefficiencies in delivery routes was recorded. Another 
mentioned requirement was flexibility regarding the scalability of logis-
tics systems and the predictive maintenance of logistics systems. Systems 
should be synchronized throughout the supply chain to avoid re-work 
and communication interruptions. Data are required to be integrated in 
order to support a uniform database system.
5.5.4  Tracking, PPC, and WMS
This cluster includes the requirements of digitally tracking and local-
izing (tracing) products throughout supply chains. Tracking systems 
should provide better information about the status of inventory, the 
tracking of multiple parts through multiple processes being able to 
monitor the status of production in real time.
Advanced PPC methodologies and tools should forecast demand 
changes quickly by interacting with internal and external systems for 
planning, control, and logistics. As a specific requirement, the automatic 
triggering of orders for tools and materials when processed orders come 
in was recorded. Moreover, the need for automatic “Pull” systems that 
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allow a synchronized workflow across networked machines to minimize 
downtime, tool changes, and predictive maintenance was listed.
Furthermore, a better knowledge of the state of the art in ware-
house management systems (WMS) was listed. Here, as a specific 
requirement, an automatic adjustment of inventory levels through low 
inventory levels that automatically trigger stock runs was collected. 
Furthermore, according to the participants, warehouse management 
systems should be implemented in a way that allows for easy exchange 
and storage of all needed information concerning command control 
and logistics. Moreover, an automated and permanent inventory control 
by comparing planned vs. actual data and the intuitive visualization of 
where the material is stored in the warehouse were mentioned.
Other requirements like automated assistance in order and distribu-
tion processes based on historical assumptions were mentioned. The 
provision of data for inventory decision making, such as inventory turns 
and reorder point arrangements to support economic order quanti-
ties (EOQ), were recorded. WMS should also be able to allocate and 
optimize storage locations and display accurate locations for product 
pick up.
5.5.5  Culture, People, and Implementation
In this cluster, the SME’s needs to access the financial, informational, 
digital, physical, and educational resources to ensure that Industry 4.0 is 
fully implemented rather than passed by are summarized. The require-
ment to increase the visibility of Industry 4.0 among professionals who 
might not have been exposed to it otherwise was collected. Moreover, 
top management should be aware and support Industry 4.0 to avoid 
missing acceptance throughout the company. The need for qualified 
and trained employees to implement and handle Industry 4.0 con-
cepts in daily business was recorded. Here, the participants stated that 
employees should be specifically trained in software and data collection. 
For successful implementation of Industry 4.0 into SMEs, the neces-
sity of having an overview of existing Industry 4.0 concepts and tools 
for logistics and their suitability for SMEs for specific industry sectors 
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was mentioned. Here, the need for a specific distinction of SMEs in 
countries with high-labor cost and countries with low-labor cost was 
specified.
5.5.6  Security and Safety
According to the workshop participants, security and safety issues 
should not be forgotten while implementing smart logistics in SMEs. 
Here, specifically, the internal traffic optimization for safety and effi-
ciency in the workplace and required ICT to monitor and control safety 
in driverless transport systems were mentioned. Moreover, the ensuring 
of data security and intellectual property protection were recorded.
5.5.7  Ease of Use
According to the workshop results, the implementation of smart logis-
tics concepts should be easily understandable and easy to use. The 
requirement for intuitive and role-related user-interfaces for software 
or machine control was mentioned. Different views for different roles 
(e.g., operator, supervisor) should be provided. Digital assistant systems 
should facilitate the work for operators, the communication of needs to 
R&D, and the communication of work metrics to supervisors.
5.5.8  Transportation
This cluster contains the automated material transport by using 
automated guided vehicles (AGVs) including all related activities 
(e.g., loading, transport, unloading, safety issues) aiming at a fast and 
cost-efficient distribution of materials.
5.5.9  Automation
This includes requirements for decreasing the manual workload in logis-
tics systems. Thereby the experts mainly focused on the automated 
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labeling of products, automatic picking and delivery, automated stor-
age systems for materials and transport containers, and the automated 
removal of scrap in the course of the production process. Moreover, the 
participants were interested in cause–effect analyses aimed at the impact 
of automation approaches on business success.
5.6  Creativity and Viability Through Axiomatic 
Design
Industry 4.0 is often defined by the physical solutions, DPs, like a 
vision system and algorithms for managing the supply chain. It is sup-
posed that these are fulfilling FRs, which satisfy CNs, which are com-
mon to many enterprises. The responses to the workshops often reflect 
the desire to use these physical solutions.
These Industry 4.0 solutions generally fit into the segmentation 
somewhere in an intermediate level of abstraction. Higher levels might 
result in maximizing return on investment (ROI), an appropriate upper 
level CN for an enterprise. In a manufacturing enterprise, maximizing 
ROI can be decomposed to add appropriate value and minimize cost.
Rather than starting with the highest level CNs and developing FRs 
first, Industry 4.0, like the previous industrial revolutions, tends to 
begin in the middle of the domains and the decomposition. To discover 
if implementing some aspect of a design solution like this is appropri-
ate for a particular enterprise, and consistent with good design thinking, 
the higher levels of the decomposition and the functional domain need 
to be considered.
5.7  Conclusions and Outlook
Industry 4.0 has been mainly brought forward by bigger companies and 
SMEs are risking not being able to exploit this huge potential. However, 
micro and SMEs provide around 45% of the value added by manufac-
turing and around 59% of manufacturing employment and therefore, 
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they can be considered as the backbone of the European economy 
(Vidosav 2014). Therefore, Industry 4.0 concepts should not only be 
conceived and implemented in bigger companies but even more impor-
tantly, customized implementation strategies, approaches, concepts, and 
technological solutions should be proposed for efficient implementation 
in SMEs.
The book chapter presents an explorative set of hypotheses of require-
ments for the implementation of Industry 4.0 concepts in logistics 
processes for SMEs. The hypotheses were identified by using expert 
workshops with SMEs, conducted by the Free University of Bolzano 
(Italy), the University of Leoben (Austria), the Worcester Polytechnic 
Institute (USA), and the Chiang Mai University (Thailand). Axiomatic 
Design was used as a methodology to structure the identified hypothesis 
of requirements. From the customer needs, functional requirements are 
to be derived. Following the Axiomatic Design approach, we can define 
design parameters, in order to specify the properties of the system to 
implement.
The recorded statements were clustered into nine thematic groups 
and different elements emerged as being important for the definition of 
requirements like “Lean and agility,” “Real-time status,” “Digitization, 
connectivity, and network,” “Tracking, PPC, and WMS,” “Culture, 
people, and implementation,” “Security and safety,” “Ease of use,” 
“Transportation,” and “Automation.”
When applying the axioms and domains of Axiomatic Design, it can 
clearly be seen that a high percentage of the requirements defined by the 
respondents are not solution-neutral. This applies mainly to the cate-
gories “Digitization, connectivity, and network,” “Tracking, PPC, and 
WMS,” “Transportation,” and “Automation” which clearly include not 
FRs but rather DPs or PVs. This, in turn, limits the solution space, and 
it is not possible to ensure the best solution is reached. Again, the inputs 
from the workshops need refinement to derive the “true FRs” behind 
them. The FR derivation technique seems a good methodology to 
derive solution-neutral requirements.
Future research will consist of validating the identified hypotheses 
by using a structured survey. So far, the survey has been launched in 
Austria, Italy, and Slovakia and in the near future, it will be launched in 
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the USA and Thailand. Furthermore, after having validated the hypoth-
eses of requirements, an assessment of the maturity and level of imple-
mentation/application of different Industry 4.0 concepts to satisfy the 
requirements will be undertaken. This will take place during the second 
phase of the research project, “SME4.0 – Industry 4.0 for SMEs.”
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An intelligent product in manufacturing systems is a physical product 
that can itself provide data for its own, virtual image in the manufactur-
ing process (Kagermann et al. 2013). Thus, a basis is provided at all times 
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for reacting to the product-specific parameters during production, to ini-
tiate decentralized decisions and to identify areas for process optimization 
more easily. From the point of view of production plants, it is equally 
advantageous if the digital connection between the products and the 
actual plant enables intelligent automation of the processing steps. This 
requires permanent and real-time traceability of objects and their states.
Traceability is essential to gain knowledge of causes of deviations 
in product attributes, since it makes it possible to trace product devi-
ations back to root causes within the production process. Further 
benefits from traceability include lot uniformity in production, and 
the reduction of the extent to which products are affected by product 
recalls. Traceability supports fact-based decision-making and continuous 
improvement (Kvarnström 2008).
Moreover, the issue of traceability is by no means only for the benefit 
of companies. There are a number of industries where there is a pro-
nounced demand in this regard. In particular, in the aerospace, chemi-
cal, pharmaceutical, food, and automotive industries, the requirements 
are regulated in great detail. From the point of view of the end cus-
tomer, safety must be guaranteed, all demands on quality must be com-
plied with, and there should be a minimum of risk potential. From the 
point of view of the company, it is above all, a question of liability or, 
in the B2B area, the possibility of recourse between companies, i.e., the 
avoidance of economic business risk.
In the current ISO 9001, the international standard that sets out the 
criteria for a quality management system (QMS), the following require-
ments around identification and traceability are defined: “Use suitable 
means to identify outputs when it is necessary to ensure the conformity of 
products and services. Identify the status of outputs with respect to monitor-
ing and measuring requirements throughout production and service provi-
sion. Control the unique identification of the outputs when traceability is 
a requirement, and retain documented information to enable traceability ” 
(ISO 9001, 2015). Thus, these requirements can be broken down into 
three distinct elements: (i) output identification, (ii) process stage, and 
(iii) traceable identification.
Depending on the required level of traceability, various methods 
may be employed, from individual component unique stamping or bar 
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coding to whole lot/batch identification, in combination with docu-
menting information manually or electronically gathered from suppli-
ers and during processing. This can be through part labels, job travelers, 
work orders, production plans, route sheets, process validation work-
sheets, lot/batch control, test certificates, “inspected” labels, or any 
means to identify outputs and their status.
Object identification and traceability provide the information 
required to enable five functional areas which, depending on the exist-
ing basic architecture, will be more or less developed or further devel-
oped in the company (Bischoff 2015).
• Data collection and processing: This includes the collection and 
evaluation of data on processes, quality, products, production facili-
ties, employees, and their environment. For the virtual image of real-
ity, IT-based data collection of customer, product, production, and 
usage data is essential. Data evaluations include the analysis of over-
all equipment effectiveness and big data analyses, with the focus on 
improving process and quality. By capturing and analytically analyz-
ing the data, considerable efficiency gains can be tapped, which have 
not been fully utilized until now.
• Assistance systems: These aim to provide the employee with the 
necessary information as quickly and easily as possible, anytime, any-
where. They summarize all the technologies that support employees 
in carrying out their work so that they can concentrate on their core 
tasks. These are, in particular, technologies for providing informa-
tion (e.g., visualization systems, mobile devices, tablets, data glasses). 
Especially with regard to the ever-increasing individualization of 
products with decreasing quantities, the companies that use them 
have a great opportunity to design value-added processes efficiently.
• Networking and integration: This includes integration between 
divisions and departments within a company (vertical integration) 
and also between different companies (horizontal integration). The 
goal of digital networking is to improve collaboration, coordination, 
and transparency across business units and along the supply chain.
• Decentralization and service orientation: Decentralization neces-
sitates the modularization of products and processes, decentralized 
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control and the change to service orientation. The goal is to make 
increasing complexity manageable, along with coordination, steering, 
ultimately, so that the decision can be decentralized.
• Self-organization and autonomy: Here technologies and processes 
that carry out an automatic data evaluation are summarized. Based 
on these results, the systems in the process, such as products and 
machines, are then to react independently. This should create a closed 
loop, which leads to a self-configuration and self-optimization of 
systems. The most important requirement is data analysis and data 
exchange in real time.
These functional areas provide the informational basis for advanced sys-
tems in the sense of Industry 4.0. We will further investigate approaches 
and technologies which enable identification and traceability in the 
sense described above. In applying these, there are major differences 
with regard to product types, production flow, environmental condi-
tions, and industry.
In process industries, non-discrete products, continuous flow with no 
natural batches, reflux flows, mixing, and intermediate storages make it 
even more difficult to achieve a high level of traceability in continuous 
processes (Kvarnström 2008). We will investigate some of these chal-
lenges and possible solutions in a case study from the steel industry, spe-
cifically focusing on the requirements and restrictions of SMEs. It has 
to be kept in mind that SMEs are usually able to control only minor 
segments of the supply chain, so they are not in a position to make their 
approaches and solutions an obligation for their suppliers and/or cus-
tomers. Thus, they have to go for pragmatic, easy-to-implement solu-
tions which do not require immense investments of time and finance.
6.2  Background and Literature Review 
of Identification and Traceability
Kvarnström (2008) distinguishes the concepts of traceability, traceabil-
ity systems and traceability methods. Traceability is managed by trace-
ability systems (Moe 1998). A traceability system enables traceability 
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in a process by combining process information with data covering the 
product flow throughout the process. The product flow data can be con-
tinuously recorded or modeled with different traceability methods, e.g., 
individual component stamping to whole lot/batch identification.
In this chapter, we will use identification as the wider, more general 
term encompassing these concepts. As the traceability method is very 
often a physical or electronic label or marker, we will refer to this as 
labeling. The labeling method is the process of applying labels of a cer-
tain kind, e.g., by printing, engraving, or laser marking.
6.2.1  Labeling Type and Content
For better understanding, the most widely used types of labeling are 
briefly explained below, even simple manual, non-electronic labels cre-
ate a significant basis for the entire system in terms of the virtual rep-
resentation of reality (Zsifkovits 2013). Normally, the tag contents are 
different and depending on the code type, more or less information 
may be included directly in the code. However, the information on a 
label on the product—no matter what type of code—can be enriched 
with a unique identification digitally with a variety of other informa-
tion that results from the real processes. For example, using a standard 
bar code with limited content, the virtual image of the product could 
be enriched with additional, digital data, up to mapping the entire life 
cycle. In every process that manipulates or uses it, more data are cap-
tured and stored. Several of these types of labels were developed decades 
ago in the 1960s; they are still widely used, though.
Plain Text (OCR code): This is the use of a plain text, which can 
be read by human operators without technical aids. The information 
content is limited to the available area on the product. The OCR code 
(Optical Character Recognition) is meant to be easily readable by both 
machines and humans. There are two types of monospaced (fixed-
width) fonts, OCR-A and OCR-B. The OCR-A uses only the upper-
case letters of the alphabet, numbers from 0 to 9, and some special 
characters. The OCR-B may also contain lowercase letters and other 
special characters (Schulte 2013). With the progress made in character 
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recognition technology and software, virtually any typographic text 
can be converted, so the standard is not required and not widely used 
anymore.
1D Code: The 1D code is the widely known “zebra-striped” bar 
code. This code is the best known and most widely used for goods iden-
tification (e.g., the Global Trade Item Number Code (GTIN)). The 
code is a string of vertical, parallel bars (bars) with different widths and 
spaces (Koether 2014). This code can be read by scanners or industrial 
cameras, but the amount of data are quite limited. There are many dif-
ferent types of 1D codes with different information content. Numeric-
only bar codes store numbers only, while alphanumeric bar codes 
contain a combination of numbers and alphabetic characters (letters). 
The basic architecture of bar codes is shown in Fig. 6.1.
2D Code: According to the defined coding rule, a two-dimensional 
sequence of dark and light areas within a rectangle is printed. Due to 
this arrangement, a 2D code can store much more information on the 
same surface as a 1D code. This code can be read by machine using a 
scanner or industrial cameras. There are several types of codes, such as 
QR Code (Quick Response Code) or Data Matrix Code with different 
information content (Knuchel et al. 2011). These codes can be applied 
to a component by means of labels, lasers, or embossing methods. The 
numbers given for storage capacity in Table 6.1 indicate upper limits. 
As all these codes support variable-length data content, and different 
error correction levels can be defined, the capacity and symbol size may 
vary.
Fig. 6.1 Bar code structure (Source Adapted from Zsifkovits 2013)
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3D Code: There are some reports in the literature on the 
 development of a 3D code (e.g., Microsoft Research 2007), but there 
is still no widespread industrial use. Here, by using the third dimension 
in the form of colors or depth information, the information content 
can be significantly increased. If a two-dimensional representation (e.g., 
QR Code) can encode the URL to a picture on the Internet, a 3D code 
can encode the picture itself. The storage capabilities are approximately 
2000 binary bytes, or 3500 alphabetical characters per square inch in its 
highest density form, using eight colors (Microsoft Research 2007).
RFID: Radio-Frequency Identification tags come in many differ-
ent shapes; depending on the area of application, they can be different 
in size, design, and also storage capacity. The storable amount of data 
depends on the available storage capacity on the RFID tag. RFID sys-
tems utilize radio waves and consist of three components: an RFID 
tag or smart label, an RFID reader, and an antenna. RFID tags con-
tain an integrated circuit and an antenna, which are used to transmit 
data to the RFID reader which converts the radio waves and transfers 
data through a communications interface to a host computer system, 
where the data are stored in a database and analyzed. In contrast to bar 
codes that require that the scanner to maintain a line-of-sight with each 
code, RFID is a “near-field” technology, so the scanner only needs to be 
within the range of the tag to read it. RFID enables “Smart Logistics 
Zones” as a multiple-use concept of technical systems for identifica-
tion, localization, and condition monitoring of different object levels in 
logistics and production processes (Kirch et al. 2017).
6.2.2  Labeling Method
For unique component identification, it is necessary that an identifiable 
code is used and the component itself is marked with a defined method. 
The method of labeling depends on the product, application, and the 
process requirements with regard to the application and environmental 
conditions.
In practical applications, many different labeling methods or specific 
marking methods can be found. In particular, in the marking process, it 
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is important that on the selected surface, a mark of sufficient quality and 
accuracy is applied. This means that the requirements for contrast, dimen-
sional accuracy of the attachment, edge sharpness of the marking, scratch 
resistance, wipe resistance, and other external influences must be met.
A distinction is made between direct and indirect labeling. In the case 
of direct marking, the marking is applied directly to the component, 
while the indirect marking uses another carrier unit for the information 
(e.g., printed label, RFID tag). This unit is in turn, connected to the 
component, usually by an adhesive technique. Often direct labeling is 
slightly worse in terms of quality of readability, especially if various sur-
face treatments occur during production. Nevertheless, there are also a 
number of advantages (ten Hompel et al. 2008):
• Cost reduction is possible, no additional labels are needed.
• Code generation can be automated.
• The code is inextricably linked to the object.
Direct labeling methods include (Reiter 2017):
Mechanical engraving: By means of electric or pneumatic emboss-
ing units (needle embossing or needle scribing), among other things, 
plain text or 2D codes are applied directly to the surface of the compo-
nent. Due to the deformation/depression on the surface, this marking 
method is also applicable to painting processes. However, there are signs 
of wear in the embossing units.
Laser marking: With the laser, many different characters, symbols, 
or codes can be applied to a wide variety of surfaces. It is a non-contact 
marking process in which the material to be inscribed is engraved by the 
impact of the laser (Müller 2008).
Electrolytic marking: An electrochemical etching process is well 
suited for applying clean, high-quality light/dark markings to metallic 
objects. A low-voltage current is passed through a stencil with lettering 
on the metallic object, thereby the lettering of the template is trans-
ferred to the object.
Inkjet printing: This non-contact process uses ink to apply the infor-
mation. Depending on the field of application, different qualities can be 
realized.
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6.3  Problem Formulation
The labeling of a product makes a connection between the physical 
material flow and the associated information flow. The focus is on the 
real processes, the real product flows, and on the improved planning, 
control, and decision-making along the entire supply chain.
The focus of “digital” labeling is on real-time data generation during 
production and the continuous analysis of data with regard to a rele-
vant impact on downstream production steps. Digital identification 
using a unique code and associated data contribute to increase mate-
rial flow and product quality with a reduced effort to manually capture 
the state of products and machine tools. At the same time, a defined 
production sequence can be ensured in order to reduce process costs 
and avoid errors and defects. An error is an inadvertent mistake caused 
by a human/an operator, which can result in a defect. Thus, quality 
is produced the first time and is not “tested” in retrospect (Gerberich 
2011). Moreover, this information provides improved traceability and 
root cause analysis in the event of an internal or external customer 
complaint.
Traceability can be defined from the perspective of the customer 
(upstream traceability) or from the processed product (downstream 
traceability) (Lichtenberger 2016). For upstream traceability, tracing 
starts from the customer who has received a product, either a final or 
intermediate product. In the event of a complaint, the product is used 
to check where the defective component is coming from or where this 
component was potentially installed. Downstream traceability applies a 
different view. A product is traced from a defective component through 
all stages of production. This also includes the customers who were sup-
plied with the final product. The different views are shown in Fig. 6.2.
In most cases, current supply and production processes in industrial 
companies do not allow tracing of the product and process parameters 
at the level of the individual components and products. The parame-
ters are only recorded either in isolated or highly aggregated form and 
are usually only available in batches. In case of serious customer com-
plaints, the violation of security or quality of health standards, often 
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several thousand final products have to be recalled, as the affected pro-
duction batch might contain a few defective or hazardous products. 
This in turn, could lead to high costs for repair, penalties, and compen-
sation for enterprises throughout the entire supply chain.
Ultimately, noncompliance with quality requirements can lead to 
business-critical consequences, such as loss of competitiveness, reduced 
order intake, litigation due to quality problems, negative media cover-
age, and resulting loss in shareholder value.
The identification and the understanding of causal relationships in 
the production process, as well as the future reduction or avoidance of 
sources of error within industrial production processes thus represent 
an increasingly important factor for industrial companies as a basis for 
adaptive quality control.
6.4  Methods/Methodology
6.4.1  Developing a Traceability Model
To achieve digital transparency in a real production system and imple-
ment a generic concept, the following domains of the production sys-
tem have to be taken into account and designed in detail (Reiter 2017):
1. Material flow: An analysis of the manufacturing process from the 
first delivery of the raw materials to the delivery of the finished products 
is required. In this context, it must be precisely defined when and where 
Fig. 6.2 Upstream and downstream traceability (Source Adapted from Yuan 
et al. 2011)
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processes are performed, manually, by humans or fully automated by 
a plant. This applies in particular to transport, conveyance, and goods 
manipulation.
2. Production concept: Within the framework of production, it is 
important to understand whether entire batches or individual products 
“flow” through production. This allows the conditions for the genera-
tion of the digital image to be worked out. The delivery of goods may 
be a batch-oriented manipulation and mapping of the batch properties, 
whereby the properties apply to the entire quantity delivered. The actual 
unit (e.g., piece, liter, kg) is of less importance. In the manufacturing 
steps, there may well be different requirements both on batch produc-
tion and single-part production. Overall, it must be ensured that the 
reality of production with the associated production steps and the trans-
port containers used is displayed digitally. This can be reflected in the 
form of a complete batch, a single container, or individual product.
3. Identification concept: The labeling method and content must be 
defined here. At the same time, the infrastructure must be provided for 
the generation of identification means (e.g., labels, RFID tags), as well 
as for the collection of static or dynamic information. In this context, 
it is very important that, in particular, direct types of marking, such as 
embossed data, are not damaged by the production steps or that their 
quality is not so impaired that automated identification during produc-
tion is no longer possible. This decision must be made very early, as the 
marking should be made on a predefined part of the component. It is 
therefore advisable to consider this topic within the framework of the 
production and plant design.
4. Data model: When creating the data model, the requirements of 
the industry, the specific requirements of the customer, and the asso-
ciated standards must be taken into account. Basically, two levels are 
relevant, static and dynamic information. Some examples for these are 
presented in Fig. 6.3 (based on Lichtenberger 2016):
• Static information: Data that form the general framework for 
 production, such as the material number of a component, quantity, 
unit, parts lists and routings, drawings, inspection plans, measuring 
equipment, and their respective revision levels.
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• Dynamic information: Data that are generated during series produc-
tion or delivery to the customer and that can be assigned directly to 
a batch or a component, both in terms of time and content, such as 
the process data of a plant, results data of an inspection, or delivery 
information to a customer.
5. Identification and data generation: The interaction between static and 
dynamic information, as mentioned above, must be ensured. When gener-
ating data, the existing systems (e.g., ERP—Enterprise Resource Planning, 
MES—Manufacturing Execution Systems, PLM—Product Lifecycle 
Management) must be linked to each other, in accordance with the data 
model. This includes the use of markings on transport containers or indi-
vidual products. Any manipulation of goods, any changes in product 
characteristics, or features must be recorded digitally. Depending on the 
manufacturing step, it can be a manual, partly, or fully automated process.
• Manual data generation: Product identification and data collection is 
done by humans, assisted by technical systems/devices such as scan-
ners, to enable faster and error-free data capture.
• Fully automated data generation: In the case of technical produc-
tion steps in a plant, a large number of process data are generated. 
These must be digitally connected in real time to the component. 
Therefore, an automated component identification has to be realized 
at the plant, and a connection to external systems is required.
Fig. 6.3 Traceability before and within the production process (Lichtenberger 
2016)
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6. Data analysis and real-time control: There are advanced and effi-
cient technologies for data generation and storage, but the presence of 
data without context-oriented evaluation and interpretation does not 
represent any company-related added value. Therefore, it is necessary 
to process a high volume and large variety of data using models for fil-
tering, aggregating, clustering, analyzing, and visualizing the results 
and, above all, providing them in real time at the place where they are 
needed. For this purpose, a traceability database with high availability 
can be used (see Fig. 6.4). Control can either be handled manually or by 
autonomous systems that react accordingly.
• Manual control: Care must be taken that the results for humans are 
presented in a simple, comprehensible, and transparent manner at 
the time of the demand. On this basis, the person either makes deci-
sions or implements the proposed decisions (e.g., the check result is 
NIO/reject—parts are removed from the process, check result is IO/
accept—parts are processed further).
• Automated control: The basic principle is the same as explained 
above; a system must react autonomously, though. In this context, 
it is important that the component is identified before the next val-
ue-adding manufacturing step begins to enable the review of the 
result of the upstream manufacturing step, so the system can react to 
it in real time. An example of the basic logic is shown below.
From the domains described above, a generic, hierarchical model for the 
implementation of digital product labeling is defined. The traceability 
model describes the relations between process steps, labeling type and 
method, information systems, and data. It aims to create a virtual image 
of business-related reality and permanent knowledge of quality-related 
Fig. 6.4 Compressed view on traceability database (Reiter 2017)
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parameters and results per batch or product to increase quality and 
reduce error costs.
6.4.2  Traceability Issues in Process Industries
Research literature on traceability is dominated by descriptions of trace-
ability issues in parts production. In the flow of discrete components 
and products, various kinds of identification markers can be attached to 
a product or batch and followed, so traceability is usually high.
Process industries very often—at least in some stages of their supply 
chain—handle bulk material in continuous processes. In transport, a 
distinction is made between the two classes of goods—unit loads and 
bulk goods. Unit loads do not change shape during the transport pro-
cess and can be handled individually. They are identifiable in terms of 
unit numbers and can be broken down into containers, bales, boxes, 
machine parts, etc., and their characteristics (dimensions, shape, mass, 
etc.). Bulk materials are defined as a variety of granular or dusty individ-
ual goods with relatively small dimensions, which have a low viscosity 
and change shape during the transport process. They cannot be formed 
into a single unit (unitized) without using containers. Bulk density, 
density, angle of repose, grain size, moisture content, etc., are physical 
properties of bulk materials (Martin 2014).
Continuous processes are processes where the products are refined 
gradually and with minimal interruptions through a series of operations 
(Fransoo and Rutten 1994). In industries using continuous processes, 
as are commonly found in the paper, food, mining, and steel industries, 
creating traceability implies major challenges that are rarely addressed in 
the literature (Kvarnström 2008). In some of these industries, such as 
mining, the traceability throughout the process from handling the raw 
materials to the final product is very limited.
Process flows in these industries can be serial, parallel, convergent, 
divergent, and reflux, often mixed with batch flows. The products are 
usually non-discrete; they change state and structure in the process, e.g., 
through chemical treatment or grinding (Fransoo and Rutten 1994).
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With an uninterrupted flow, there are no natural batches. In order 
to achieve a high level of traceability, there has to be a way to divide the 
product flow into traceable units, like lots or batches.
Reflux flows, mixing operations, and intermediate storages make 
traceability based on the order of appearance (first-in-first-out principle) 
often inappropriate.
The methods of material identification commonly used in production 
and transport chains are only applicable to unitized goods and partly 
to discretizable and unambiguously determinable bulk goods (Martin 
1999).
In recent years, attempts have been made in various industries to 
track the inhomogeneous, continuous flow of goods through vari-
ous technological approaches. For example, attempts have been made 
to detect the bulk material by introducing markers which have identi-
cal flow characteristics as the bulk material but at least one easily dis-
tinguishable feature (Hötger 2005). In order to achieve a reliable 
identification of the material, physical properties (color, magnetism, 
radioactivity), chemical parameters (tracers), or also auto-ID methods 
(codes, RFID) can be used.
We will address some of these issues in the following part, using the 
case of an international manufacturer of high-quality steel products.
6.5  A Case—Tracing Continuous Flow 
in Process Industries
The company focuses on the production and machining of steel bar 
products that are in the alloyed quality range, rolled or bright, pre-fabri-
cated, surface-treated, or ready-to-install components. They are the basis 
for high-tech components, camshafts, steering gears, construction and 
agricultural machinery, diesel injection units, piston rods, and chain pins.
The products are used wherever components are subject to high 
levels of strain or it is essential that components function safely. They 
are machined with maximum precision and meet the tight tolerance 
requirements of extremely demanding sectors, like automotive, engine 
and plant construction, and specialist applications.
6 Consistent Identification and Traceability of Objects …     179
6.5.1  Initial Situation and Project Steps
In the steel processing industry, initiatives toward digitalization and 
Industry 4.0 are commonly in quite a premature state. Research is lim-
ited and the potential applications still need to be researched. There is 
an awareness of potential gains in productivity, efficiency, flexibility, and 
competitiveness, though. A lack of competence in these areas, and the 
harsh conditions prevailing in the industrial environment, such as high 
dust and dirt levels, noise, and high temperatures, makes the situation 
more difficult.
In an industrial environment, each individual product or assembly, 
such as a threaded rod in an automobile, is identified by a specific serial 
number. In principle, this makes it easy for the end customer to reorder 
spare parts. However, the serial number is also used in the area of qual-
ity assurance in order to be able to initiate specific recall actions in the 
event of faulty products. Furthermore, by identifying a defective prod-
uct, targeted process improvement initiatives can be launched within 
the company or throughout the supply chain. In most cases, the gen-
eral conditions prevailing in the industry prevent a direct assignment of 
product defects to the associated product and process parameters. Serial 
numbers are only used for batch identification, so that traceability at the 
level of the individual products cannot be carried out.
Improved identification and traceability at the individual product 
level would be the basis for adaptive quality control and thus generate 
considerable potential for product and process improvement. In addi-
tion to significant cost savings within the supply chain, improved qual-
ity can also be achieved.
The project outlined here deals with the development of adaptive 
quality control based on the continuous identification and traceabil-
ity of individual products within industrial production processes. This 
will enable an early detection and avoidance of production errors and 
defects by a continuous analysis of product and production parame-
ters. We will give a brief overview of the basic processes relevant to the 
project.
Continuous casting (also called strand casting) is a process whereby 
molten steel is solidified into a billet (length of metal with a round or 
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square cross section, 30–150 mm square), bloom (produced by a first 
pass of rolling, cross section 150–400 mm square), or slab (rectangu-
lar in cross section) for subsequent rolling in the finishing mills steel 
processing. These semi-finished casting products are first cut into sec-
tions, then are transferred to the rolling mill. Rolling is the process in 
which metal is passed through one or more pairs of rolls to reduce the 
thickness and make the thickness uniform. This results in elongation 
of the workpiece which is consequently cut into rods. These are then 
bundled, according to customer orders, to enable efficient loading and 
transport. The process investigated in the project starts with the receipt 
and storage of billets from various suppliers, before the rolling operation 
is performed.
In the first project phase, an evaluation of the state of the art of 
material identification systems was carried out, analyzing the prevailing 
conditions in the steel processing industry. In a material flow analysis, 
existing production processes and their interfaces were collected, visu-
alized, and evaluated. Then, based on the knowledge gained, the model 
of adaptive quality control was developed. The product and process 
data generated at individual product level will be integrated into a cen-
tralized data management system, which still has to be designed and 
implemented.
The production data transmitted by the suppliers can only be par-
tially used for quality assurance, due to the missing link with the prod-
ucts or with the production process of the processing company. There 
is also a break in the usage of media within the supply chain (customer, 
supplier). Data formats are inhomogeneous and incompatible; some 
information is passed on by paper or fax (see Fig. 6.5).
A synchronized information flow based on data standards would 
make it possible to retrieve product/production process data from 
faulty parts afterwards, e.g., temperature, composition, cycle times. The 
development of an adaptive, learning quality management system (see 
Fig. 6.6), becoming increasingly effective by constantly recording the 
data and feeding it into an analysis database, opens up much potential 
for improvement.
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As a first step in the project, a process survey for rolling mill/heat 
treatment was carried out. The physical separation of the input material 
for the areas of rolling, continuous annealing (conventional heat treat-
ment), and inductive annealing (inductive heat treatment) was docu-
mented in a process diagram.
Next, the process survey of the bright steel division was carried out. 
The analysis concentrated on the areas of peeling, straightening, and 
testing. In the course of this process survey, it became obvious that there 
is a risk of mixing products classified as “accept/IO” and “reject/NIO” 
during separation, sampling, and post-processing (e.g., the hardening 
process). The findings of this survey were also illustrated in a process 
diagram.
All the critical transition points and interfaces in the rolling mill pro-
cess were identified. For full traceability of the manufactured products, 
a continuous identification in the rolling mill process was required. For 
this reason, special attention was paid to these processes during the con-
cept generation. The bright steel, with a more linear sequence of process 
steps, appeared to be less challenging.
Consequently, alternative solutions for identification and traceabil-
ity were conceived (concepts I to III, and eventually concept IV). These 
proposals are the result of the process survey, the restrictions identified 
through this survey, and the discussion with the people involved in the 
process.
Fig. 6.5 Data flow in the supply chain
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6.5.2  Evaluation of Proposed Solutions
Concept I comprises identification at rod level and uses a combination 
of bar code, laser marking, and inkjet print on paper.
One way of identifying individual rods is to mark them with heat-re-
sistant bar codes. Seven codes per section are applied or sprayed lon-
gitudinally during transport of the rolled wire sections. Matching the 
conveyor speed with spray unit operations is required for the precise 
Fig. 6.6 Adaptive quality control
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spacing of the codes, so that after another separation, each rod is pro-
vided with a bar code. The marking by a spray head is done between the 
separation of the rolling strands and the cooling process.
As it is possible, and probable, that several billets will be mixed dur-
ing the formation of a bundle after the separation of the rolling strand 
sections, it is necessary to apply the markings at this stage. The presence 
of a spray head, which can apply bar codes generated by a system using 
heat-resistant paint, is necessary for the implementation of this variant. 
When the rods are combined to form bundles of approx. five tons of 
weight, the rods can come from up to ten different strands and, as a 
result, from up to four different billets. Therefore, it would be possible 
to assign the individual rods of a bundle to the source billets with only 
four different bar codes. However, in order to obtain a unique identifi-
cation at rod level, each rod is marked with a unique code.
Due to the heat-resistant marking, this can be maintained until 
before the peeling process. After the inductive heat treatment, the code 
must be scanned, and converted into a QR code which points to the 
source billet and is applied frontally at both ends of each rod by a laser 
(face marker). As shown in the following graph, this takes place between 
the inductive heat treatment and the peeling process:
Before the next cutting process, in which the ends of the rods are 
removed, the face marker is scanned. All information on the individ-
ual rods can now be stored on a standard bar code which is applied to 
the finished product using an inkjet process. Concept I is illustrated in 
Fig. 6.7.
Concept II comprises identification at billet level and uses a combi-
nation of color coding, laser marking, and inkjet print on paper.
Another option for providing traceability in this process is a combi-
nation of color and laser marking, or a combination of color marking 
and embossing. Color codes are applied after strand separation (“flying 
shears”) and a laser engraving (bar code, QR code) is applied on the 
front side in the material storage area.
From the survey carried out in the area of the flying shears, a color 
coding using two colors came out as a possible solution. This can be jus-
tified by the fact that for the product under consideration five-ton bun-
dles are produced after the hot separation line. Based on the data, these 
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bundles consisted of about 400 rods, which corresponds to an approxi-
mate number of ten strands or four billets. Therefore, a positive identifi-
cation of source billets can be achieved by the use of two colors and the 
permutations possible.
For the further and/or continuous identification in the course of this 
concept, a separation of the bundles at the new interface (material stor-
age location) is planned. The bundles are opened after arrival and fed to 
a separating machine.
This machine is equipped with optical recognition which identifies 
and systemically assigns the respective billets on the basis of the color 
coding. After the identification has been carried out, a laser engraver or 
embossing tool is used to apply a unique identification to the front side 
of the material. In addition to storing relevant data, this allows the sec-
tions to be numbered consecutively, so their traceability is clearly guar-
anteed. The advantage of this procedure is that it ensures identification 
despite any environmental influences (surface scale, heat). In order to 
implement this concept, it is not necessary to make any major changes 
to the existing process, since the frontal marking is retained until the 
last step of the bright steel process, the separation. After this step, the 
finished individual rods can be marked for the end customer using ink-
jet or paper labeling (see Fig. 6.8).
Fig. 6.7 Concept I—bar code and laser marker
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Concept III comprises identification at rod level. This requires a 
structural modification of the cooling bed and uses laser marking.
This solution aims to prevent the mixing of consecutive rolling strand 
sections, and requires a physical modification in the production line, 
between the flying shears and the hot cutting line. A low barrier will 
prevent the mixing of several rolling strands directly after cutting them 
to length with the flying shears.
This structural modification, would prevent the mixing of several 
rolling strand sections. The process-related sequence would ensure a 
clear allocation of the sections up to the area of the hot separation line. 
Another modification has to be made in the cooling bed itself. A part of 
the cooling bed is separated from the rest of the cooling bed by means 
of a movable cut-off plate, thus ensuring an equal supply to the hot sep-
aration line. Hydraulically/pneumatically retractable spacers also ensure 
the distance between the respective rolling strand sections. The precise 
positioning of rods also serves the further process step of frontal mark-
ing. During the cutting process, the products can be marked on the 
front by means of laser markers or embossing. By preventing sequence 
mixing, an unambiguous marking for each individual rod can be guar-
anteed and assigned to the sequence stored in the work plan.
Fig. 6.8 Concept II—color marking
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In order to implement this concept, it is not necessary to make any 
major changes to the existing process, since the frontal marking is 
retained until the last step of the bright steel process, the cutting of the 
rod ends. After this step, the finished individual rods can be marked for 
the end customer using inkjet or paper labeling. Concept III is illus-
trated in Fig. 6.9.
The proposed alternative solutions were further evaluated in terms of 
costs, reliability, and their impact on processes and cycle times. Potential 
problems were considered, due to environmental influences (surface 
scaling, mechanical stress, temperature, etc.). The major advantages and 
disadvantages of the three concepts and some remarks from the discus-
sion are summarized in the following Table 6.2.
The possible problems and barriers to implementation of the pre-
viously described concepts resulted in the development of yet another 
concept, concept IV. The critical interface of the hot separation line 
resulting from the process evaluation formed the starting point of this 
concept.
Fig. 6.9 Concept III—modification of the cooling bed
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This concept is based on the idea of an unambiguous identification 
of the individual rods through the production sequences stored in the 
work plan by means of a laser marking device. A mixing of the bars at 
the cooling bed could only occur in case of a malfunction, so a struc-
tural modification was not considered necessary. The workplace for 
laser marking and bundling has to be redesigned, though. Some of the 
advantages and limitations of the other concepts are avoided, like scal-
ing. There is no negative impact on cycle times. Investment costs for the 
marking and bundling workplace are higher, though.
The project partners agreed to test this identification solution under 
real conditions. This pilot testing was carried out after a market analysis 
and led to positive results, which further underlined the feasibility of 
the project. It became clear that several marking devices or laser mark-
ers had to be purchased for successful implementation. It also became 
obvious that a structural modification of the hot cut-off line outlet in 
the form of a mechanical barrier (stop) was necessary, which, however, 
did not cause any reduction in cycle time. Concept IV is illustrated in 
Fig. 6.10.
Further feasibility checks will be carried out, and it will also be clearly 
established that there is a need for Level II automation for the success-
ful implementation of this project. Level II automation is considered a 
Fig. 6.10 Concept IV—Schematic illustration
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further step toward Industry 4.0, with an increased ability to react on 
product-specific parameters during the manufacturing process, to ena-
ble autonomous, decentralized decisions at the level of machines and 
production lines, and to identify areas for process optimization more 
easily.
6.6  Discussion and Conclusions
The preceding chapter discussed features of intelligent products, 
machines, and facilities in manufacturing and logistics systems, as 
objects that are able to provide data for their own, virtual image. Thus, 
“digital twins” can be established, of products and process flows, to 
be used for planning and control of the plant. The digital connection 
between the products and the actual plant enables intelligent automa-
tion of the processing steps, and smart. This requires permanent and 
real-time traceability of objects and their states.
Traceability makes it possible to better control processes and trace 
product deviations back to root causes within the production process. 
Improved uniformity in production, and the reduction of product 
recalls can be named as further benefits from traceability of lots. In a 
number of industries, such as the aerospace, chemical, pharmaceu-
tical, food, and automotive industries, there is a pronounced demand 
for traceability. The requirements are regulated in legislation, standards, 
guidelines, and common practices, to hold paramount the safety and 
wellbeing of consumers and users of the product, to ensure high levels 
of quality, and to reduce risk.
To ensure traceability, a structured approach should be used, taking 
into regard the systems and processes in material flow, production, and 
identification, and establishing systems and technologies required for 
data storage, identification and data generation, and data analysis and 
real-time control.
For object identification, labels and markers of various types (e.g., bar 
codes, 2D codes) are used, applied with different methods (e.g., print, 
electronic tags). Digital labeling provides real-time data generation 
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during production and the continuous analysis of data, using unique 
codes for unambiguous identification of products and their states.
The methods of identification widely used are mostly only feasible for 
discrete, unitized goods. Many industrial processes, in food processing, 
paper mills, mining, and steel industries, in contrast, handle bulk mate-
rial in continuous processes. These materials cannot be unitized, and 
made identifiable without using containers. Attempts have been made 
in various industries to track the inhomogeneous, continuous flow of 
goods through various technological approaches, e.g., introducing 
markers into the material, or using physical properties, chemical tracers, 
or auto-ID methods (codes, RFID).
We discussed the problems in product identification and traceability 
in these processes, and the potential application of methods and stand-
ards established in discrete processes. The case of a steel processing com-
pany served to illustrate the challenges involved, and how to develop 
alternative solutions.
Further efforts, both in research and application areas, will be needed 
to develop effective identification and traceability in these critical sec-
tors of industry and supply chains. Also, standardization and legislation 
have to keep up with new technologies, their opportunities, and risks. 
Non-discrete products represent a considerable share of all the products 
created, especially in the early stages of their value chain. Being able 
to better control their flow and quality will open up opportunities for 
improved effectiveness and efficiency in the way we produce and handle 
products, and for more sustainable operations and material flows.
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7.1  Introduction—Automation in Production 
Logistics
In general, logistics management can be seen as one of the major 
success factors increasing the competitive advantage of small- and 
medium-sized enterprises (SME) and industrial enterprises. During 
recent years, logistics-related technologies have fundamentally changed. 
They have become more affordable and therefore within reach of 
SMEs. These technologies assist them in improving their efficiency by 
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using transport management systems (TMS), warehouse management 
systems (WMS), enterprise resource planning systems (ERP), product 
lifecycle management solutions, inventory management software, etc. 
(Inboundlogistics 2018). In this context, a multitude of empirical stud-
ies were able to demonstrate significant positive effects of improvement 
initiatives in logistics on various performance measures (e.g., costs, 
delivery times, quality, and/or flexibility).
Significant positive effects were investigated by Agus and Hajinoor 
(2012) on product quality performance and business performance, by 
Birou et al. (2011) on financial performance, by Chen et al. (2007) on 
firm performance, by Danese and Kalchschmidt (2011) on operational 
performance, by Juga et al. (2010) on service quality and loyalty, and by 
Spillan et al. (2013) on firm competitiveness.
Thereby, logistics management research and practical applications 
have isolated a multitude of success factors, which can be used to design 
and improve a logistics system. Besides basic principles, e.g., organiza-
tional measures, improved planning heuristics, flow orientation, process 
alignment, and product design, automation can be identified as one of 
the major opportunities for logistics to improve overall performance 
and competitiveness.
In this context, automation and robotics in logistics systems was 
ranked as one of the most important megatrends for logistics, among 
others, e.g., data analytics and artificial intelligence, autonomous trucks, 
unmanned aerial vehicles, cloud computing, and blockchain technol-
ogy (SCI Verkehr 2018). Moreover, Tractica (2012) has forecast that the 
potential sales of service robots in logistics will rise to US$31,910 bil-
lion in 2020. This will also increase the necessity for a redesign of jobs 
in production and logistics (LivePerson 2018) and a realignment of the 
professional working environment.
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In conclusion, automation in logistics holds considerable poten-
tial and great opportunities for performance-enhancing incentives. 
According to Groover (2008), the reasons for implementing automated 
processes can be summarized as follows:
• Increased labor productivity
• Lower labor costs
• Mitigation of the effects of labor shortage
• Reduction and/or elimination of routine manual and clerical tasks
• Improved workplace safety
• Improved product quality
• Reduced lead time
• The accomplishment of processes that cannot be done manually, and
• The avoidance of high costs in comparison to manual processes.
Thereby, the automation of material flow processes in logistics systems 
depends on the integration of information and communication technol-
ogies, the compatibility of hardware and software, standardized inter-
faces, modular designed systems, consistent storage of information, and 
interoperable hardware and software (Krämer 2002). Moreover, modern 
automation is highly dependent on state-of-the-art identification tech-
nologies and technological concepts, which will be briefly outlined in 
the next section.
7.2  Problem Formulation and Methods/
Methodology
The importance of automation approaches in logistics systems is mostly 
recognized by larger companies, mainly in the industrial environment. 
Unfortunately, small- and medium-sized companies still lack knowledge 
regarding the effects, state-of-the-art technologies, and the implementa-
tion of automation concepts.
Therefore, this chapter systematically discusses studies that investigate 
the effects of automation in logistics systems on various performance 
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measures. The authors present a structured analysis of enablers of auto-
mation in logistics systems by focusing on both, identification technol-
ogies and technological concepts for automation. Moreover, the authors 
present recent developments in automation (e.g., agent-based automa-
tion through enhanced process control, automated guided vehicles and 
robots in logistics systems, conveyor belts and sorting systems, auto-
mation through augmented reality [AR]) and introduce a case study of 
automation by using conveyor belts and sorting systems in an SME in 
Thailand.
7.3  Enablers of Automation in Logistics
The successful implementation of automation in logistics is dependent 
on a variety of organizational, procedural, technological, and socio-eco-
nomic success factors. In this context, recent literature has developed a 
multitude of partial and divergent frameworks, models, and conceptual-
izations which should be used to support the efficient implementation, 
continuous operation, and further development of digitalization strat-
egies of Industry 4.0 initiatives. However, existing conceptualizations 
can still be regarded as unspecific, because of a missing holistic approach 
and/or a missing unambiguous classification (Zsifkovits and Woschank 
2019).
In this context, the authors will further discuss identification tech-
nologies and technological concepts for automation as one of the main 
prerequisites for enhanced material and information flow processes in 
logistics.
7.3.1  Identification Technologies for Automation
The successful implementation of automated logistics processes depends 
on the consistent identification, tracking and tracing of raw materials, 
semi-finished components, and finalized goods.
One prerequisite of automation is that the products in logis-
tics systems constantly contain all necessary information. Therefore, 
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state-of-the-art identification technologies should be used to ensure 
clear identification and constant tracking within the entire supply, pro-
duction, and distribution process.
Moreover, modern enterprises try to implement smarter products 
which are based on product-enabled information devices (PEID), such 
as RFID, sensors, actors which allow the interoperability of systems by 
dynamically exchanging product data and additional in-depth informa-
tion regarding the lifecycle management (Kiritsis 2011) and further pro-
cess-relevant, real-time information.
Another often-recognized trend is the shifting from identification 
on batch level to identification on product level. This is forced by mar-
ket requirements (e.g., product liability laws), efficiency initiatives 
(e.g., lower number of recalls in case of possible product errors), and 
enhanced planning strategies (e.g., lower quality management incentives 
based on a better understanding and control of the production process).
Furthermore, environmental conditions in production facilities (e.g., 
changes in temperature, heat, dust, changes due to surface treatments) 
lead to enhanced requirements for new identification technologies. In 
most cases, the identification on product level will require a combina-
tion of different identification technologies because the surface con-
dition of the products will constantly change during the production 
process.
In the next section, the authors outline the most important identi-
fication technologies as enabling factors for automation in logistics. 
Direct labeling technology identifies the material directly without any 
additional tools. Indirect labeling uses additional code carriers, e.g., var-
ious labeling technologies or RFID tags (ten Hompel et al. 2008).
Direct labeling can be realized by using lasers (McKee 2004), lasers 
on painted ground layers (InfoSight Corporation 2017), direct print-
ing with inkjet technology (ten Hompel and Schmidt 2005), marking 
by needle printing (Seegert 2011), and labeling by stamping devices 
(Henning and Müller 2001).
Indirect labeling is established by using thermal-printed labels 
(Drews 2008; ten Hompel et al. 2008), sheet metal labels (Henning 
and Müller 2001), and/or radio-frequency identification (RFID) devices 
(Finkenzeller 2015).
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It is important to note that research into automation tries to fur-
ther develop both direct and indirect labeling technologies, in order 
to ensure better identification, particularly in harsh industrial environ-
ments. For example, printed labels nowadays are able to resist tempera-
tures up to 1100 °C (Alpine Metal Tech GmbH 2019) and RFID tags 
can now be used on metallic materials without interferences (Feinbier 
et al. 2011).
An RFID tag for metals can be used without interference of the 
RFID signal. Furthermore, research is constantly developing new tech-
nologies for the identification and the continuous tracking and tracing 
of bulk material (Weichbold and Schuster 2017). For further elabora-
tion of identification and traceability, we refer to Sect. 7.3.
7.3.2  Technological Concepts for Automation
Moreover, automation depends on the implementation of new techno-
logical concepts. In this section, the most advanced concepts of CPS, 
IoT, and PI will be briefly outlined and their potential application in 
automation will be discussed (Zsifkovits and Woschank 2019).
Cyber-Physical Systems (CPS) are physical objects or structures, 
such as products, devices, buildings, means of transport, production 
facilities, and/or logistics components, that include embedded sys-
tems in order to ensure interactive communication (Bauernhansl et al. 
2014). The systems are connected through local and global digital net-
works (Broy 2010) by using sensors and actors in closed control loops 
(Lee 2010). CPS detect, analyze, and capture their surrounding envi-
ronment by using sensors combined with available information and 
services. Moreover, actors are used to interact with physical objects. 
CPS act autonomously, in a decentralized way, can easily build up net-
works among themselves, and can independently optimize themselves 
according to the principles of self-similar fractal production systems. 
The Smart Factory interacts with human resources and/or machines and 
is able to organize itself in a decentralized, real-time way (Bauernhansl 
et al. 2014). A virtual image of the real production environment is per-
manently analyzed and updated with real-time information. Therefore, 
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the virtual environment, often entitled the “digital twin” is always syn-
chronized with information from the real environment. This can be 
seen as the starting point in order to connect the Internet of Mankind 
to the IoT and to the Internet of Services (IoS) (Padovano et al. 2018).
Internet of Things (IoT) can be seen as an essential and important 
part of the CPS which is often associated with RFID technologies. 
Thereby, the IoT is used to identify and track objects (e.g., products, 
container, machines, vehicles) in logistics systems and supply chains. 
The objects are constantly processing information from their surround-
ing environment and can be unambiguously allocated, which increases 
the effectiveness and efficiency of all related monitoring and control 
processes (Boyes et al. 2018; Borgmeier 2017).
Physical Internet (PI) is an open, standardized, worldwide freight 
transport system based on physical, digital, and operative intercon-
nectivity by using protocols, interfaces, and modularization. A provid-
er-free, industry-neutral, and border-free standardization is one of the 
basic requirements for the usage of the PI which connects and virtu-
alizes material flows, in analogy to the concept of the digital internet. 
Moreover, standardized containers and carriers are used to ensure maxi-
mum utilization of transport vehicles and a better usage of spare capaci-
ties. These principles can be applied to internal logistics systems, as well 
as transportation networks by using self-controlling, autonomous sys-
tems in transport and storage processes as one of the central elements 
of the PI. The usage of shared transport capacities, storage locations, 
hubs, and delivery points will have a positive effect on both economic 
(e.g., short transportation times, lower costs of human resources) and 
ecological (e.g., reduction of traffic and emissions) effects (Montreuil 
2011; Pan et al. 2017).
7.4  Discussion of Automation Approaches
In general, there is a multitude of opportunities for implementing auto-
mation concepts in logistics systems in order to improve the overall effi-
ciency. In this context, based on a systematic literature review, Granlund 
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(2014) has clustered and summarized the most commonly occurring 
applications and types of mechanized automation as follows:
• Automated loading and unloading systems
• Automated guided vehicles (AGVs)
• Automated storage and retrieval systems (AS/RS)
• Automatic fork-lift trucks for mechanized handling




• Lift and turntables/aids
• Linear actuators
• Mechanized palletizing
• Moving decks and screening and/or sorting systems.
In the next section, we will discuss the most promising developments 
for automation, namely, agent-based automation through enhanced 
process control, automated guided vehicles and robots in logistics sys-
tems, conveyor belts and sorting systems, automation through AR, and 
automation through modularization strategies in SME.
7.4.1  Agent-Based Automation Through Enhanced 
Process Control
In logistics systems, agent-based automation strategies can be used for 
the self-organization of the material flow process. Thereby, agents com-
municate autonomously by constantly transferring information about 
targets, system conditions, and occurring restrictions (Gudehus 2012). 
For example, agent-based-controlled AGVs resulted in 25.5% lower 
processing times, 7.9% reduced traveled distances, and 2.4 2% lower 
empty runs, which leads to a more robust and more flexible logistics 
system (Ullman and Sauer 2013).
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7.4.2  Automated Guided Vehicles (AGVs) and Robots 
in Logistics Systems
In general, AGVs are becoming more and more important for indus-
trial companies and for SME. Thereby, Mehami et al. (2018) have 
identified the ability of reconfiguration, flexibility, and customizability, 
as the main success factors for effective AGV implementation. In addi-
tion, warehousing processes are optimized by the usage of autonomous 
robots, intelligent carriers, and advanced assistance systems for man–
machine interaction (Glock and Grosse 2017).
7.4.3  Conveyor Belts and Sorting Systems
Nowadays, conveyor systems are quite easy to implement. The selection 
of the conveyor system is dependent on the product that needs to be 
moved, on the available space, and the space needed for further opera-
tions. Conveyors can be located on the ground and/or positioned over-
head and can be integrated by using sensors and actors.
Thereby, the machines, devices, systems, and products have the capa-
bility to connect with each other without any human intervention 
(McGuire 2009; Jeschke et al. 2017). Conveyor systems are not as flex-
ible as AGVs, but with frequent transport tasks, the conveyor system 
is a good solution for automation due to their mechanical simplicity, 
reliability, and ability to transfer materials very efficiently and flexibility 
(Greenwood 1988).
7.4.4  Automation Through Augmented Reality (AR)
In the automation of logistics processes, AR is used to enable man–ma-
chine interactions through the integration of real and virtual infor-
mation by using cameras, smartphones, tablets, AR helmets, and data 
glasses (Jost et al. 2017).
AR is often used to support picking operations. In this context, the 
pick-by-vision technology can lead to an enhanced picking efficiency 
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(of up to 25%) by simultaneously eliminating almost all picking errors 
(Deutsche Post AG 2015). This approach was also transferred to pack-
aging operations leading to higher usage of packaging space (up to 19% 
more) and lower costs (−30%) (Mättig et al. 2016).
Figure 7.1 displays pilot implementation of a picking process using 
an AR device (AR helmet) which could also be transferred to the envi-
ronment of SME.
7.4.5  Automation Through Modularization Strategies
The automation of packaging processes will gain enormously in impor-
tance. In this context, researchers are developing modular load carrier 
strategies to support automation in logistics systems.
In this context, packaging processes are becoming more and more 
important. Various researchers are developing modular load carrier strat-
egies in order to support automation in logistics systems. Thereby ineffi-
ciencies in transport, quality control, administration, and maintenance 
should be avoided and sustainability should be increased through new 
pooling and sharing concepts (Zsifkovits and Woschank 2019).
Fig. 7.1 Picking processes by using augmented reality devices (Reproduced with 
permission from University of Leoben, Chair of Industrial Logistics)
7 State-of-the-Art Analysis of the Usage …     203
7.5  A Case—Conveyor Belts and Sorting 
Systems Case Study: Medium-Sized 
Logistics Service Provider in Thailand
The case study company is a local logistics service provider (LSP) in 
Northern Thailand. The company provides port-to-door services for 
customers in Northern Thailand and in the Bangkok metropolitan 
area. The company uses semi-trailer trucks to deliver goods from their 
drop-point distribution center (DC) to the destination DC. Then the 
goods are cross-docked and delivered to the consignees’ door by small 
trucks. Thereby, the range of goods includes construction materials, tex-
tile and garment, paper, automotive parts, food and snacks, vegetables, 
and flowers. Most of the customer’s requirements are lesser than a full 
truckload.
The size, weight, and dimension of goods can vary in a wide range. 
The packaging also comes in different sizes due to the nature of the 
products. For examples, snacks come in light boxes. Fabric rolls are 
often heavy and long. Tyres are individually wrapped up in plastics or 
packing paper (Fig. 7.2).
The investigated logistics operation is cross-docking where the goods 
must be unloaded from trucks to the cross-dock area in DC. Today, 
DC operators manually pick up the goods by hand from the delivery 
truck and put them on the vertical conveyor belt. Then the goods will 
Fig. 7.2 Example of delivered goods (DG) (Reproduced with permission from 
University of Chiang Mai, Department of Industrial Engineering)
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be sorted aligned to their designated destination. The conveyor belts are 
straight and approximately 20 meters long. There are 14 destinations of 
last-mile delivery aligned along the belt (Fig. 7.3).
If the good, which belongs to destination X, arrives at the picking 
area of destination X, the last-mile operator of destination X will pick 
up the good from the belt and transfer to destination X staging area, 
where the last-mile delivery will be arranged.
At this picking area, with 14 possible destinations, the goods are 
identified by the packing label where the picker must recognize the 
address and determine if it belongs to his/her destination. The identi-
fication is manual and requires experiences of picker in order to accu-
rately pick the right goods according to their designated destination.
Today, at this case study DC only, there are more than 30 trucks 
hauling from 6 Bangkok DCs with more than 10,000 pieces of goods 
per normal working day. At present, Barcode is embedded with the 
parcel label. However, it is used only to cross-check the goods with the 
database once staged. It is not used for AutoID sorting.
Fig. 7.3 Cross-docking operation
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The process requires one picker per destination and 2 more DC 
operators to stage and manage the last-mile delivery per destination. 
Therefore, at the conveyor belt, there are 42 workers, excluding the DC 
manager and 3 more unloading workers at the truck. The process is 
labor-intensive and hence expensive.
The company is now suffering with the labor cost and productivity. 
Moreover, operator turnover is high due to the hard work and work-
ing condition. Staffing becomes more difficult. Thus, the concept of 
Industry 4.0 of using conveyor belts and sorting systems is considered.
According to expert consultancy under Industry 4.0 scheme, the 
company was suggested the following potential improvements:
(a) To use inclining conveyor belt to assist truck unloading. This will 
increase the speed of unloading and reduce the labor cost in loading. 
The initial investigation suggests that the Payback Period is less than 
6 months on the equipment investment (Fig. 7.4).
Fig. 7.4 Truck Loading/unloading conveyor systems (Reproduced with permis-
sion from University of Chiang Mai, Department of Industrial Engineering)
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(b) To use closed-loop conveyor. This will help any bottleneck when 
picking and unloading from the belt. Often, there are many items to 
be picked at one destination. Then the conveyor belt must be shut to 
allow picker to pick all items (Fig. 7.5).
(c) To use cross belt auto sorting system and the declined roller belt. 
Where barcode is already embedded with the database, the item 
can be transferred using closed-loop conveyor. They can be auto-
sorted. This will reduce picker load. The (b) and (c) proposals yield 
the Payback Period of 20–24 months. The cross-docking capacity is 
expected to increase by 20–30%. Labor productivity should increase 
by 33%. The accuracy should also increase (Fig. 7.6).
The suggestion is only preliminary. Further investigation must be made 
in terms of item compatibility (extra-large or out-of-shape items), 
equipment maintenance, facility layout, etc. The company now requests 
for quotation from the equipment providers for exact equipment speci-
fication and cost.
Fig. 7.5 Cross belt sorter (Reproduced with permission from University of 
Chiang Mai, Department of Industrial Engineering)
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7.6  Discussion, Suggestions, and Implications
Logistics is among those areas strongly affected by the upcoming tech-
nologies associated with Industry 4.0, both as an opportunity and a 
risk. Above all, logistics is still the imperative for providing a superior 
service level at feasible costs.
Automation and IT are not applied for their own sake, to be con-
sistent with market trends, or to satisfy expectations. Automation can 
help to increase productivity, to lower costs, to gain flexibility, to make 
routine tasks more efficient, to provide workplace safety, to reduce lead 
times and time to market, and to improve product and service quality.
In particular, there is a huge challenge for SME to keep up with this 
development. They often lack the resources, and the competences, to 
make use of opportunities.
The authors investigated numerous literature sources on automation 
and information technology in logistics. The approaches and frame-
works mostly focus on selected, limited aspects and research is frag-
mented and inhomogeneous.
Fig. 7.6 Improved cross-docking operation
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A number of basic concepts can be identified which define smart 
logistics within the framework of Industry 4.0. CPS, IoT, and the PI 
are high-level, sophisticated concepts that cannot be implemented by 
just buying some service or software. A step-by-step approach has to be 
applied, for every enterprise, much more so for SME.
Existing CNC machine tools can be connected and the majority of 
machines support open communication standards, such as MTConnect 
or OPC UA, as standards for communication and information mod-
eling in automation. There are constraints to observe, legacy systems, 
technical, organizational, and financial restrictions.
Further research will be needed, with a focus on SMEs, to further 
investigate lower-level approaches, and technical as well as organiza-
tional solutions to satisfy the functional requirements.
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Production technologies are, these days, mostly affected by dynamic 
development of information technology and automatic identification 
technologies. Obviously, technological changes are driven by many fac-
tors such as increasing requirements of individual customers, safety and 
environmental standards, social demands, the diffusion of disruptive 
innovations, and so on. In general, technology is changing very rapidly 
and the newest technological developments are reshaping the manufac-
turing sector in its original form. For example, additive manufactur-
ing, cloud computing, radio frequency identification, fifth-generation 
wireless systems, and the Internet of Things (IoT) are only a few of the 
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new technologies that are driving a paradigm shift in manufacturing. 
The umbrella term for this new wave of so-called smart manufactur-
ing is Industry 4.0 (Kagermann et al. 2013). The main objectives of 
Industry 4.0 can be characterized, in a simple way, as the introduction 
of intelligent applications and smart sensor device in production, logis-
tics and business models. Moreover, new information and communica-
tion technology (ICT) and web technologies act as enablers of smart, 
autonomous, and self-learning factories. According to some authors 
as Sommer (2015), Rauch et al. (2018), successful implementation 
of Industry 4.0 has to take place not only in large enterprises but in 
small- and medium-sized enterprises (SMEs) as well. Therefore, a great 
challenge for the future lies in the transfer of Industry 4.0 expertise 
and technologies to this size of manufacturing firms that represent the 
backbone of regional economies. Although there is high potential from 
Industry 4.0 in SMEs, the main limit lies in a lack of methodological 
frameworks for its introduction and wide implementation. In addition, 
a growing number of factories are facing the challenges of even more 
individualized and customized products (Modrak 2017). This is also the 
case among SMEs, which are involved in global business and facing a 
demand for increased product variety (Brunoe and Nielsen 2016). In 
this context, this chapter aims to help overcome this gap through pro-
posed approaches and solutions.
The chapter is divided into several sections. After this section, the 
existing approaches to maturity models for the application of Industry 
4.0 (I4.0) concept are presented and analyzed. Next, the problem 
description gives a short explanation of why managerial and organiza-
tional concepts, supporting models, and quantitative indicators can be 
helpful in the introduction of I4.0 in manufacturing companies. The 
methodological steps of the presented research are graphically depicted 
in Sect. 8.4. The development steps of the proposed maturity model 
(MM) are described in detail in the subsequent Sects. 8.5 and 8.6. This 
part of the chapter presents its main contribution to the managerial and 
organizational models for the introduction and implementation of I4.0 
in terms of mass customization (MC). The final section offers future 
directions and summarizes the major results of this chapter.
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8.2  Literature Review
In general, advanced technologies, including those related to I4.0, 
infiltrate permanently into all spheres of human life in developed coun-
tries. On the other hand, Cotteleer and Sniderman (2017) argue that 
“there is little doubt that penetration of Industry 4.0 concept in compa-
nies’ processes and operations will grow.” Moreover, some authors (e.g., 
Hofmann and Rüsch 2017) were skeptical about companies’ efforts in 
this area since according to them the “concept of Industry 4.0 still lacks 
a clear understanding.” This corresponds with a limited occurrence of 
literature that deals with the concept of Industry 4.0 or smart manu-
facturing from methodological viewpoints and clarifies how to suc-
cessfully implement the main components of I4.0 into manufacturing 
practice. Smart factories can be characterized by distinctive features that 
reflect different aspects of the domain of interest. According to Pessl 
et al. (2017) smart factories represents the connection between digital 
and physical production networks known also as cyber-physical systems. 
In particular, the integration of computing, wireless, and Internet tech-
nologies makes this connection possible. IoT is the most critical com-
ponent for connecting devices without wired connection (Avram et al. 
2017; Belforte and Eula 2012; Ahuett-Garza and Kurfess 2018). For 
this reason, some of the biggest challenges for manufacturing companies 
is to increase the level of digitization, to adapt production lines to new 
technologies or to define the role of humans within new processes (Fang 
et al. 2016). Toward these outcomes, different MMs can help to iden-
tify where the company currently operates and what needs to change. 
Moreover, maturity models offer comprehensive guidance and intro-
duce and create a basis for evaluating the progress in the maturity of 
process or a technology. Most maturity models are dedicated to assess-
ing people, culture, processes, structures, and objects or technology, 
respectively (Mettler 2011). Tavana (2012) pointed out that “the most 
important point of critique is the poor theoretical basis of maturity 
models.” Becker et al. (2009) proposed evaluation criteria and a generic 
methodology for the development of maturity models and applied them 
to the maturity model for IT management. Several authors adopted 
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their recommended steps for developing maturity models related to 
I4.0. For instance, Leyh et al. (2017) offered an MM for classifying the 
enterprise-wide IT and software Landscape from the I4.0 perspective, 
and recommended activities, which can enable a company to reach indi-
vidual maturity stages. Similarly, Schumacher et al. (2016), and Sternad 
et al. (2018) have been inspired by their methodology and applied their 
recommendations to the development of Industry 4.0 related readiness 
and maturity models. Kese and Terstegen (2017) categorize four types 
of MM in terms of I4.0. Another classification concept was proposed by 
Barata and da Cunha (2017), who recommend classifying MM into two 
groups, i.e., practical models for specific applications or generic MM for 
I4.0 and its sub-domains. According to Fraser et al. (2002), it is also 
useful to distinguish between so-called maturity grids, capability MM 
models or Likert-like questionnaires MM.
In order to compare and analyze existing readiness maturity mod-
els, roadmaps, and conceptual frameworks related to Industry 4.0, it is 
useful to present them in a structural form by pointing out their rele-
vant attributes. Related works with their characteristics are presented in 
Table 8.1.
Based on this review, the 20 identified and investigated litera-
ture sources were dedicated to one or more of three types of methods 
namely, I4.0 readiness MMs, roadmaps, and conceptual frameworks. It 
is necessary to note that specific capability maturity models can also be 
understood as evolutionary roadmaps for implementing the best prac-
tices or methodologies into company processes (Curtis et al. 2001). 
Here identified systematic roadmaps are presented in explicit form, and 
they might enable companies to answer questions about what technolo-
gies to develop when and how. The quantitative occurrence of each type 
of method was as follows: I4.0 MMs—17 literature sources, the road-
maps—5 literature sources, and the conceptual frameworks—5 papers.
The literature sources used in Table 8.1 can be classified into two 
basic categories: academic literature, and nonacademic literature. In 
general, journal papers and conference proceedings represent scientific 
research, and the latest developments in a specialized field (Wong and 
Monaco 1995). Rigorous academic books can be included in the first 
category, too. Then, the academic literature used in our review consists 
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of 15 references, and the nonacademic literature is represented by 5 lit-
erature sources.
When analyzing levels of the examined I4.0 MMs, they vary from 
3 to 8 stages. Frequency distribution of the levels used in the reviewed 
MMs is depicted in Fig. 8.1. As can be seen, the most commonly occur-
ring number of levels in the MMs is 5. This is in line, e.g., with the rep-
resentative generic capability MM for software process program which 
also uses 5 stages of maturity progress (Paulk et al. 1993).
Our next interest was to learn which domains of MMs dominated in 
the investigated literature. For this purpose, the following diagram in 
Fig. 8.2 is provided.
As shown in Fig. 8.2, the domains of interest can be divided into two 
categories classified as “essential domains” and “recommended domains.” 
Then, the domains with a frequency of 4–6 fall into the first category, 
and the rest of the subjects of interest belong to the second category.
8.3  Problem Description
As mentioned above, a great challenge for SMEs lies in the transfer of 
I4.0 expertise and technologies to their environment. Moreover, this 
challenge also includes transfer toward mass customization. Comparing 
Fig. 8.1 Frequency distribution of the progress levels used in the reviewed MMs
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starting conditions for introduction of the I4.0 concept between large 
companies and SMEs, it can be stated that larger companies can follow 
the higher maturity levels in the technological domain for this concept 
more quickly than SMEs. This is because they can invest more money, 
time, and expertise into this transfer. On the other hand, an advantage 
of SMEs against large companies is lower complexity of their business 
and manufacturing processes. And thus, organizational and cultural 
changes can be implemented into the whole enterprise much more 
easily.
Even though several I4.0 MMs which focused on organizational fac-
ets were identified in the aforementioned section, none of them can 
be considered as standardized or universal. Moreover, the described 
approaches in Table 8.1 were mostly based on self-assessment by using 
questionnaires which offered answers yes or no, and were oriented 
toward the identification of a company’s current state related to the 
maturity requirements. Reflecting on the findings of the review from 
Sect. 8.2, the ambition of our research is to develop a comprehensive 
I4.0 MM focused on organizational and managerial aspects in terms of 
Fig. 8.2 Categorization of subjects of interest based on their appearance in the 
I4.0 MMs
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mass customization. The proposed I4.0 MM is based on a collaborative 
approach using a questionnaire method for self-assessment described 
further in Sects. 8.5.1 and 8.5.2. The outputs of this questionnaire 
maturity model (QMM) are dedicated to identifying status quo and 
mapping gaps which need to be filled in order to reach the planned 
state and are further used as inputs for the creation of the I4.0 readiness 
MM. Moreover, our approach includes the methodological recommen-
dations in form, e.g., how to measure progress in product modularity 
and process modularity using quantitative indicators. In addition, we 
propose a generic organizational model of mass customized manufac-
turing as a condition for reaching an advanced stage (Level 4) of the 
proposed MM.
8.4  Methodology
The aim of this section is to guide you through the process of devel-
oping the managerial and organizational maturity models. This process 
starts with a structural analysis of the existing literature related to I4.0 
MMs (Sect. 8.2). It helped us to identify what methods already exist, to 
understand the relationships between them, to find out which domains 
are essential for I4.0 introduction, and so on. Based on the obtained 
findings, it was easier to specify categories and levels of QMM for map-
ping of requirements of SMEs to meet higher maturity levels in the 
context of the strategy for Industry 4.0. The method used for this pur-
pose is described in detail in Sect. 8.5.1. Subsequently, application of 
the QMM is presented in Sect. 8.5.2. Respondents were represented by 
10 selected SMEs. The next step in our approach was aimed at spec-
ifying differences between current states and required states and iden-
tifying the key requirements of SMEs on the bases of the obtained 
results from the questionnaire. In order to validate the obtained results, 
the overall internal consistency of the questionnaire was measured by 
Cronbach’s alpha coefficient (see Sect. 8.5.3). Development of the I4.0 
readiness MM (I4.0 RMM) that is shown in Sect. 8.6, followed meth-
odological recommendations from the relevant scientific publications 
dealt with in Sect. 8.2. Finally, based on empirical experiences, the 
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generic organizational model of mass customized manufacturing was 
proposed (see Sect. 8.6.1). The whole methodological framework in the 
form of a step-by-step guide is available in Fig. 8.3.
8.5  Proposed Approaches and Solutions
This section will provide readers with substantial research outputs that 
are outlined in Fig. 8.3.
8.5.1  Development of QMM
The QMM method was selected with the aim of applying the collabora-
tive approach by involvement of selected SMEs in order to identify their 
current status and define future targets in the context of I4.0 challenges. In 
order to map the requirements of SMEs to meet planned maturity levels in 
the context of the strategy I4.0, the categories of the QMM for investiga-
tion of the managerial and organizational model, were firstly defined. For 
this purpose, five categories were empirically selected in our previous work, 
which are business strategy, business models related to product, innovation 
culture, organizational production model, and knowledge management 
(Modrak et al. 2019). For each of the categories, five maturity levels were 
specified in descriptive form as shown in Appendix 8.1.
After the SMEs’ self-assessment, obtained questionnaire outputs 
resulted in specification of their key requirement. The questionnaire 
form contained options scaled from the lowest level (L1) to the highest 
level (L5) as shown in Appendix 8.4.
The obtained results from the fulfilled questionnaire forms are pre-
sented in the next section and considered further in Sect. 8.5.3.
8.5.2  Application of the QMM
Results from the mapping of requirements using the QMM method to 
identify the current situation and future targets of the 10 companies are 
graphically depicted in Fig. 8.4.
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Fig. 8.3 Research methodological framework
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Fig. 8.4 Results from mapping of individual requirements
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According to the obtained results shown in Fig. 8.4, it is possible to 
start with their processing in order to identify the key requirement(s) of 
SMEs in line with given research objectives.
8.5.3  Identification of the Key Requirement of SMEs
In this step, questionnaire results were processed in the following way.
For determination of the order of significance of assessed categories, 
the weight coefficient (V ) was used:
where,
Ri—the Rate of the change of i-th SME, while if the current state is 
the same as future target then Ri equals 0, and vice versa, Ri equals 1.
When Ri = 1, then for each gap between current state and future tar-
get a Weighting value (W ) is assigned. The weighting value depends on 
the level of change.
When the extent of the gap equals: 1, then Wi = 1.2
2, then Wi = 1.4
3, then Wi = 1.6
4, then Wi = 1.8
5, then Wi = 2.
The order of categories of significance based on the result values of the 
coefficient V calculated using Eq. (8.1) are as follows: Category No. 5 
(V = 11.6); Category No. 3 (V = 10.2); Category No. 1 (V = 9.4); 
Category No. 2 (V = 7.6) and Category No. 4 (V = 7.6).
Then, identification of the key requirement(s) will be determined as 
follows:
Firstly, the Average level of the current state levels (CL A) for each 
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Secondly, the Average level of the future target levels (RL A) for each cat-
egory is determined analogically:
Finally, the average gap for each category is obtained as the difference 
between RLA and CLA. The obtained average gaps are graphically shown 
in Fig. 8.5.
However, the overall internal consistency of the questionnaire has 
to be measured by Cronbach’s alpha (Cortina 1993) to validate results 
from fulfilled questionnaires from the population sample represented by 
10 SMEs (S1, S2, …, S10). This chapter contains results from a ques-






Fig. 8.5 Spider graph of differences between current states and future targets
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which was a part of the QMM used for the other two domains, i.e., 
smart logistics and smart manufacturing with a total number of 15 
questions (see Appendices 8.2 and 8.3). Due to this fact, overall internal 
consistency of the questionnaire used in the QMM will be tested for all 
three domains. For this purpose, the obtained input data needed to cal-
culate Cronbach’s alpha coefficient were arranged into Table 8.2.
Subsequently, Cronbach’s alpha coefficients were separately calcu-
lated for the current states and the future targets by using the formula 
(Machin et al. 2007):
where,
k = number of items—questions in questionnaire (Q ),
Si = SD of ith item,



















Table 8.2 Input data for calculations of Cronbach’s alpha coefficients
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Then, Cronbach’s alpha coefficient for the current states is 0.92 and 
the future targets equal 0.94. Based on a commonly accepted rule for 
describing internal consistency using Cronbach’s alpha, in both cases, 
the internal consistencies are excellent.
According to the obtained results, the category titled “organizational 
production model” was specified by 10 SMEs as the key requirement 
(see Fig. 8.6) and for this key requirement will be further proposed an 
I4.0 readiness MM with an orientation toward organization capabilities 
for mass customized manufacturing.
8.6  Maturity Model of Organizational 
Capabilities for Mass Customized 
Manufacturing
In this Section, the I4.0 readiness MM is proposed including a recom-
mended specification for SMEs as preconditions for successful imple-
mentation of mass customized manufacturing. Presented I4.0 RMM is 
divided into 5 stages: conventional, starting, moderate, advanced, and 
optimized, as depicted in Fig. 8.6. The structure of its characteristics can 
be divided into two groups.
The first one includes the main features of the stages such as: product 
standardization, product modularity, process modularity, integration of 
product configurator into process planning, and optimization of intelli-
gent technologies and products. The main features of the first group can 
be formally modeled by using the arithmetic recursive formula:
where n are integers 1–5,
a0 = 0,
and d is common difference (in our case “one step up”).
Then, the 1st step up is represented by product standardization, and 
the 5th step up relates to optimization of intelligent technologies and 
products.
(8.5)an = an−1 + d
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The second group consists of additional requirements that are 
described in Sect. 8.6.1. The list of additional requirements is only 
informative, and can be subject to variations.
8.6.1  Additional Requirements of the Maturity Model
The additional requirements of the I4.0 RMM might include at least 
the following characteristics.
At the Conventional stage:
• Traditional approach based on product standardization of particular 
products offered for different markets
• Common operational planning methods, communication with sup-
pliers using basic ICT technology, manual processing of orders and 
logistics, no monitoring of logistics
Fig. 8.6 I4.0 RMM of organizational capabilities for mass customized 
manufacturing
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• Production not connected with ERP system through manufacturing 
execution systems (MES)
• Physical product without digital functions, sporadic combination of 
products and digital services.
At the Starting stage:
• Orientation of product modularization
• Assessment of suppliers coordinated with logistics and production, 
ERP system connected with production through MES
• Internally integrated system-based planning, optimization of logistics 
operations
• Data analysis for mass customized production needs
• Groups of standardized products are shipped to different markets 
according to local needs.
At the Moderate stage:
• Orientation on process modularization
• Integrated customer solutions across supply chain boundaries, collab-
oration with external logistics providers, transfer of product charac-
teristics to the ERP system for marketing purposes
• Individualized customer approach and interaction with supply chain 
partners by using specific ICT technology
• IT integration with suppliers through ERP system
• Partial focus on the development of intelligent technologies and 
products.
At the Advanced stage:
• Using product configurators to enhance communication with clients 
who are ordering customized products
• Adaptation of organizational model of production for mass custom-
ized production
• Transition to one-piece flow production in order to increase effective-
ness of manufacturing processes
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• Application of modern ICT and automatic identification technolo-
gies for monitoring and tracking of parts, components, modules, and 
final products in manufacturing plant and supply chains.
At the Optimized stage:
• Optimization of the organizational model of production for mass 
customized products
• Optimization of product modularity and process modularity by 
using quantitative metrics
• Communication with suppliers is completely digitalized, intensive 
optimization of warehouses, real-time transparency of supply chain
• Application of tools for digital marketing and sales
• Optimization of intelligent technologies and products.
8.6.2  Description of the Main Features of the Maturity 
Model
The first important features of preconditions of organizational capa-
bilities for mass customized manufacturing that are indicated in our 
I4.0 readiness MM, are product standardization, product modular-
ity, and process modularity. As is well-known, standardization of the 
internal components simplifies their assembly into many different 
products according to a customer’s needs (George 2003). It can also 
be stated that modularity-based approaches in manufacturing practice 
such as product modularity and process modularity can improve mass 
customization capability and are strong enablers of this marketing and 
manufacturing strategy (Kotha 1995; Gilmore 1997). Accepting these 
statements is one thing, but when companies want to follow the steps 
shown in our I4.0 readiness MM, they need to manage improvements 
of these features. However, we also have to accept a common rule: if 
you can’t measure it, you can’t manage it. Therefore, it is recommended 
that effective quantitative measurement for this purpose is applied; this 
is described below.
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8.6.2.1  Product Modularity and Process Modularity
There are several approaches to measure product modularity, which are 
available in the literature. A comprehensive overview of them has been 
offered by Ulrich (1994). Hölttä-Otto and De Weck (2007) proposed a 
product modularity metric called the Singular Value Modularity Index 
(SMI) to quantify the degree of modularity of a product on its inter-
nal structure. SMI is theoretically bounded between 0 and 1, while SMI 
closer to 1 indicates a higher degree of modularity and vice versa. For its 
calculation, the following expression is used:
where:
N—is the number of components of the system
σi—represents singular values, i = 1, 2, …, N ordered in decreasing 
magnitude.
The authors of this measurement approach provide in the above men-
tion literature sources useful examples of how the SMI measure can be 
applied.
According to Calcagno (2002), not only is a product modularity 
measurement important, but it is also necessary to measure a degree 
of modularity of manufacturing systems. On the other hand, there is a 
dearth of process modularity measures, which could be simply applied 
for managerial purposes. For this reason, we proposed to adopt the 
SMI to measure the degree of modularity of manufacturing processes 
(Modrak and Soltysova 2018a).
Process modularity issues are important, particularly in the context of 
optional components entering into an assembly station with a human 
presence. As a consequence, such a station might be divided into two or 
more substations to minimize complexity of the operation in order to 
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to applying SMI for process modularity is transformation of real process 
operations into models using graph theory. A methodological procedure 
of how to apply SMI to measure process modularity can be found in the 
mentioned literature.
8.6.2.2  Integration of Product Configurator into Process 
Planning
The proposed generic model of how to organize manufacturing and 
marketing activities in terms of mass customization is depicted in 
Fig. 8.7. The model can be divided into four systems, namely the prod-
uct configuration system, product arrangement and process planning 
system, manufacturing system, and final product assembly system. 
The product life cycle in this segment starts in the configuration sys-
tem, where the product is specified according to customer needs, and 
which consists of a product definition module. Outputs from this sys-
tem are, at a minimum, characterized by article codes (ACs), quantity 
to be assembled (Q), and production due dates (PDD). Moreover, 
functional requirements are also specified in this phase. When the final 
product is defined, component separation is performed according to a 
bill of material (BOM). Firstly, components are divided into stable (S), 
compulsory optional (CO) components, and voluntary optional (VO) 
components. This classification is important, especially at higher levels 
of the maturity model where variety-based complexity is a matter of 
major concern affecting the product and process design (Modrak and 
Soltysova 2018b). Requirements for the CO and VO components fur-
ther face a make or buy decision, where they are divided into their own 
base production or ordered from a supplier. Subsequently, schedules 
for product manufacturing are generated. Then, based on information 
about component consolidation, detailed schedules for multi model 
assembly line(s) are calculated and provided to the product assembly 
system department. Finally, the product assembly process is triggered 
and managed. This phase mostly includes the performance of functional 
requirements.
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8.7  Future Research Work and Conclusions
Analysis of the results obtained from the application of the QMM con-
firms and emphasizes that an effort of SMEs in the context of Industry 








































































































































Fig. 8.7 Model of the relations between orders and manufacturing operations
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aspects. For this purpose, theoretical concepts such as frameworks or 
maturity models can be useful to anticipate relevant directions and fac-
tors affecting the achievement of this strategic goal. Accordingly, and 
in line with this statement, this chapter offers a structured approach 
to carrying out self-assessment for Industry 4.0 implementation, and 
moreover, proposes the generic I4.0 RMM as the roadmap for helping 
companies to navigate them and understand their current state in the 
mass customization environment.
The literature review on existing approaches was mostly based on 
self-assessment by using a questionnaire with yes or no answers, and ori-
ented towards the identification of a company’s current state related to 
the maturity requirements. The proposed maturity models are focused 
on organizational and managerial aspects in terms of mass customiza-
tion. While I4.0 QMM can be used for mapping the three domains: 
smart manufacturing, smart logistics, and organizational and manage-
rial facets, the I4.0 RMM is dedicated to the readiness of organizational 
capabilities for mass customized manufacturing.
The given results will be used in our future work for the development 
of technical solutions and managerial methods that will enable managers 
to make better decisions for the digital transformation of SMEs from the 
current state to the targeted state. In this context, the generic conception 
of mass customized manufacturing based on the integration of a product 
configurator in process planning will be further developed. For example, 
it will be necessary to follow the development of marketing tools based 
on social networks and new communication channels. As is known, the 
connection of a product configurator with a Facebook site can facilitate 
not only social connections between existing and potential customers 
but also help in the codesign of activities (Gownder et al. 2011).
In spite of early skepticism about mass customization, which was 
seen as not very useful and as a contradictory concept, its penetration in 
different industries has become a reality. As was almost predicted, MC 
has become an imperative rather than a choice leading to sustainable 
success across business sectors (Piller 2010). However, wider accept-
ance of this strategy in individual industries will strongly depend on the 
availability of attainable digital manufacturing devices belonging to the 
smart manufacturing concept.
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Appendix 8.1
Maturity levels of QMM in the Organizational and managerial domain
Category title Level Description of maturity level
Business strategy L1 The organization does not have a formal strategy 
I4.0 as a part of the corporate strategy
L2 Managers are convinced of the need to develop a 
strategy for I4.0
L3 Managers work on a strategy for I4.0 focused on 
technological aspects
L4 Business activities for technology change are 
aligned with company strategy
L5 The strategy for I4.0 is more focused on people 
than on production technology
Business mod-
els related to 
product
L1 Earning income from the sale of standardized 
products
L2 Groups of standardized products are shipped to dif-
ferent markets according to local needs
L3 Possibility to customize the product based on 
group(s) of variant modules





L1 Openness for digital technologies
L2 Identification with the building of digital 
enterprise
L3 Orientation in the development of intelligent tech-
nologies and products
L4 Intelligent technologies and/or products are 
introduced





L1 Traditional approach by type of production type
L2 Orientation on product modularization
L3 Orientation on process modularization
L4 Application of the organizational model of produc-
tion for mass customized products
L5 Optimization of the organizational production 
model for mass customization
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Category title Level Description of maturity level
Knowledge 
management
L1 The organization does not have any formal knowl-
edge management strategy (KM)
L2 Managers are aware of the need to develop their 
own strategy KM
L3 Managers develop and implement the KM strategy
L4 Activities for creation and sharing of knowledge 
are in line with the KM strategy focused on tech-
nology and people
L5 Activities for creating and sharing knowledge are 
more people-oriented than on technology. The 
sustainability of the established KM is perma-
nently monitored
Appendix 8.2
Maturity levels of QMM in the Smart logistics domain
Category title Level Description of maturity level
Transport 
logistics
L1 Decentralized managed transport
L2 Centralized managed transport
L3 Predictive centralized transport. Ad hoc managed 
distribution
L4 Predictive centralized transport. Optimized manage-
ment of distribution
L5 Use of autonomous vehicles
Outbound 
logistics
L1 Push management of the delivery process (in 
warehouses)
L2 Order-based delivery process control
L3 Order-based delivery process control with sales 
monitoring
L4 Automatic control of the delivery process
L5 Automatic delivery process management with  
prediction of future order
In-house 
logistics
L1 Use of manual means in inter-operational traffic
L2 Use of manually operated trolleys in inter-operational 
traffic
L3 Use of automatically guided trolleys in inter-operational 
traffic on defined routes
L4 Use of automatically guided trolleys in inter-operational 
traffic on open production area
L5 Management of autonomous trolleys through  
production facilities
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Category title Level Description of maturity level
Inbound 
logistics
L1 Push management of the supply process (in warehouses)
L2 Pull method for managing the supply process (JIT)
L3 Pull method fot managing the supply process (JIT) pro-
vided by the retailer
L4 Autonomous inventory management
L5 Predictive inventory management
Warehouse 
management
L1 Use of manual devices for storage operations
L2 Use of manually guided forklifts
L3 Use of automated guided vehicle systems and auto-
mated storage systems
L4 Use of automatic systems with links to superior enter-
prise management systems
L5 Use of automatic and/or collaborative transport and 
storage trolleys
Appendix 8.3
Maturity levels of QMM in the Smart production domain
Category title Level Description of maturity level
Data processing in the production L1 Conventional data processing 
methods (waybills, etc.)
L2 Use of optical technologies for 
data processing (bar codes, etc.)
L3 Use of radio frequency technolo-
gies for data processing (RFID)
L4 Evaluating and using data for pro-
cess management and planning
L5 Use data (monitored in real-time) 
to automate planning and pro-
cess management
Man to machine communication L1 No exchange of information 
between machine and man
L2 Using local user connections on 
the machine.
L3 Centralized or decentralized mon-
itoring and production control
L4 Using mobile user interfaces
L5 Enhanced virtual reality and 
assisted reality
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Category title Level Description of maturity level
Machine to machine 
communication
L1 No exchange of information 
between machines
L2 Connect devices using a bus
L3 Machines have an industrial 
Ethernet interface (local com-
puter network)
L4 Machines have internet access.
L5 Web interfaces and information 
exchange applications (M2M 
software)
ICT infrastructures in the 
production
L1 Exchange information via email/
phone
L2 Central data servers in production
L3 Internet portals for data sharing
L4 Use of ICT to identify statuses in 
production (e.g., status of order)
L5 Suppliers and/ or customers have 
access to a web-supported IS 
(MES)
Digitalization L1 Basic level of digitization
L2 Uniform digitization (horizontal)
L3 Horizontal and vertical 
digitization
L4 Full digitalization
L5 Optimized full digitalization
Appendix 8.4
The questionnaire structure
No. of category Category title Current state Future target
1 Business strategy L1 ⬜ L1 ⬜
L2 ⬜ L2 ⬜
L3 ⬜ L3 ⬜
L4 ⬜ L4 ⬜
L5 ⬜ L5 ⬜
2 Business models related to 
product
L1 ⬜ L1 ⬜
L2 ⬜ L2 ⬜
L3 ⬜ L3 ⬜
L4 ⬜ L4 ⬜
L5 ⬜ L5 ⬜
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No. of category Category title Current state Future target
3 Innovative culture L1 ⬜ L1 ⬜
L2 ⬜ L2 ⬜
L3 ⬜ L3 ⬜
L4 ⬜ L4 ⬜
L5 ⬜ L5 ⬜
4 Organizational production 
model
L1 ⬜ L1 ⬜
L2 ⬜ L2 ⬜
L3 ⬜ L3 ⬜
L4 ⬜ L4 ⬜
L5 ⬜ L5 ⬜
5 Knowledge management L1 ⬜ L1 ⬜
L2 ⬜ L2 ⬜
L3 ⬜ L3 ⬜
L4 ⬜ L4 ⬜
L5 ⬜ L5 ⬜
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After the first use of the Industry 4.0 label at the Hannover Fair in 
2011, the interest for the topic among managers and policy-makers has 
grown exponentially. Besides Germany, many countries have launched 
their own plans to foster the transition toward this new manufacturing 
9
Implementing Industry 4.0 in SMEs: 
A Focus Group Study on Organizational 
Requirements
Guido Orzes, Robert Poklemba and Walter T. Towner
© The Author(s) 2020 
D. T. Matt et al. (eds.), Industry 4.0 for SMEs, 
https://doi.org/10.1007/978-3-030-25425-4_9
G. Orzes (*) 




Faculty of Manufacturing Technologies, Technical University of Košice, 
Prešov, Slovakia
e-mail: robert.poklemba@tuke.sk
W. T. Towner 
Center for Innovative Manufacturing Solutions, Worcester Polytechnic 
Institute, Worcester, USA
e-mail: fabman@wpi.edu
252     G. Orzes et al.
paradigm: Plattform Industrie 4.0 (Austria), China 2025, Impresa 4.0 
(Italy), Thailand 4.0 just to cite a few examples. Similarly, consultancy 
companies have exploited the trend, publishing a wide set of reports 
on Industry 4.0 (see Rüßmann et al. 2015; McKinsey Digital 2015; 
Geissbauer et al. 2016; among others). While a clear-cut definition of 
the phenomenon is still missing (Culot et al. 2018), authors agree that 
Industry 4.0 is based on the application of cyber-physical systems (CPS) 
and internet technologies in the manufacturing processes, leading to a 
convergence between the physical and the virtual world (Kagermann 
et al. 2013).
Over the last few years, the number of scientific papers on Industry 
4.0 has significantly grown (Liao et al. 2017). The literature has shown 
that Industry 4.0 also offers significant opportunities to small- and 
medium-sized enterprises (SMEs) which can use these technologies to 
increase their flexibility, productivity, and competitiveness (Kagermann 
et al. 2013; Wenking et al. 2016). At the same time, this industrial 
revolution brings some challenges regarding data security, finding the 
needed capital, developing a strategy for implementing it and finding 
qualified employees (Schröder 2016). Extant research has, however, 
mainly focused on technical aspects of Industry 4.0 (Liao et al. 2017). 
Consequently, a detailed analysis of the implementation strategies, bar-
riers faced, as well as on the organizational requirements, is missing 
(Holmström et al. 2016).
This chapter aims, therefore, to address the aforementioned research 
gap by empirically investigating the main organizational issues faced 
by SMEs in Industry 4.0 implementation. We focus on SMEs for vari-
ous reasons: (a) they are the backbone of economies of many European 
countries; (b) they are expected to face more difficulties in adopting 
Industry 4.0 than large firms due to the lack of resources and knowl-
edge (Müller et al. 2017; Sandberg and Aarikka-Stenroos 2014); but (c) 
they can more easily change toward the Industry 4.0 paradigm if a suit-
able roadmap is available (due to their higher flexibility; Mohnen and 
Rosa 2002).
We first analyze the existing Industry 4.0 literature. This allows us to 
highlight a set of potential organizational issues for Industry 4.0 imple-
mentation, such as the lack of skilled employees, the lack of monetary 
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resources, and the lack of a systematic approach for implementation. In 
order to verify whether additional issues should be considered, we also 
analyzed the broader literature on the barriers to innovation. We con-
cluded that while the extant literature provides some interesting results, 
it is still characterized by a significant set of gaps and limitations.
In order to refine and empirically validate the set of organizational 
issues in Industry 4.0 implementation, we then organized some focus 
groups in four different countries within the research project SME 4.0, 
funded by the European Commission (H2020 program). These focus 
groups lasted one full working day each and involved 13–25 CEOs or 
technical managers of 7–10 SMEs each, who were asked, after a small 
introduction about the topic, to write on post-its and discuss several 
issues they faced during Industry 4.0 adoption and implementation.
Our empirical analyses (focus groups) confirmed most of the organiza-
tional requirements identified by previous literature. They also allowed us 
to highlight a set of additional requirements not considered by previous 
studies. Our study has, therefore, significant implications for researchers, 
managers, and policy-makers working in the Industry 4.0 field.
The chapter is organized as follows. In Sect. 9.2, we summarize the 
two relevant streams of study for our work: (a) organizational issues in 
Industry 4.0 implementation and (b) barriers and problem for inno-
vation. In Sect. 9.3, we formulate the problem and in Sect. 9.4, we 
explain the adopted methodological approach. Results are then pre-
sented in Sect. 9.5 and discussed in Sect. 9.6. Finally, we summarize the 
contributions to management theory and practice as well as the main 
limitations in Sect. 9.7.
9.2  Background
In this section, we summarize two main streams of studies that are of 
interest for our research: (1) organizational obstacles and barriers for 
Industry 4.0 implementation and (2) barriers for innovation. Despite 
the second stream of studies not being focused on Industry 4.0, we con-
sidered it to analyze whether general barriers to innovation apply also to 
Industry 4.0 (which is based on a set of innovations).
254     G. Orzes et al.
9.2.1  Organizational Barriers to Industry 4.0 
Implementation
In order to identify all the relevant papers dealing with organizational 
obstacles and barriers for Industry 4.0 implementation, we per-
formed a keyword search in the most important electronic database 
(Elsevier’s Scopus). We used a combination of two sets of keywords:
a. Industry 4.0-related terms (e.g., industry 4.0, industrial internet, 
fourth industrial revolution, 4° industrial revolution, Internet of 
Things, Smart manufacturing, cyber-physical production systems); and
b. Barrier-related terms (barrier*, obstacle*, challenge*, problem*, 
SME*, small and medium enterprise*).
This keyword search led us to identify 6029 contributions. After this 
search, we applied a set of inclusion–exclusion criteria to screen the 
papers based first on the title and abstract and then on the full text. In 
greater detail, we excluded papers that do not provide insights on the 
obstacles and barriers in Industry 4.0 implementation and which were 
written in other languages than English and German (we included 
papers in German as the Industry 4.0 concept was initially conceptual-
ized in this country). The final sample consisted of 17 papers. We added 
to this sample two additional works by consultancy companies and 
international organizations since they provided relevant inputs for our 
study (World Economic Forum 2014; IBM 2015). We finally coded the 
papers based on the obstacles/barriers highlighted.
The results of the literature review are summarized in Table 9.1, in 
which we also highlight the type of finding (i.e., conceptual vs. sup-
ported by empirical data) and the language of the paper (English vs. 
German). We identified a total of 19 obstacles/barriers that were classi-
fied into 6 categories:
• Economic/financial (high investments required, lack of monetary 
resources, lack of clearly defined economic benefits)
• Cultural (lack of support by top management; preferred autonomy)
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• Competencies/resources (lack of skilled employees, lack of technical 
knowledge; complexity of the Industry 4.0 application both technical 
and practical, need to find suitable research partner)
• Legal (data security concerns)
• Technical (lack of standards, uncertainty about the reliability of the 
systems, weak IT infrastructure, difficult interoperability/compatibil-
ity, technology immaturity)
• Implementation process (need for new business models, lack of 
methodical approach for implementation, high coordination effort).
Authors point out that Industry 4.0 has created some opportunities for 
SMEs which can use these technologies to increase their flexibility, pro-
ductivity, and competitiveness (e.g., Kagermann et al. 2013; Wenking 
et al. 2016). They also emphasize, however, that in order to obtain such 
benefits, high investments are often required (Hatler 2012; IBM 2015). 
Sometimes it is therefore not easy, in particular for SMEs, to see the 
potential economic benefits of Industry 4.0 adoption (Koch et al. 2014; 
World Economic Forum 2014). A need therefore exists to assess results 
(such as increase in flexibility, productivity, and market competitiveness) 
in order to then measure the return on the investment (ROI).
Schröder (2016) argues that Industry 4.0 brings many opportunities 
but also some significant requirements: data security, finding the needed 
monetary resources, developing an implementation approach, and finding 
skilled employees. This sentence is confirmed by our literature review, in 
which data security appeared as a significant issue with which compa-
nies must deal in implementing Industry 4.0. To overcome this issue, 
standards in cryptography and security models should be developed 
(Kagermann et al. 2013), since with the extension of the boundaries of 
the company, the traditional security systems are no longer sufficient 
(Chen and Zhao 2012).
The development of standards and legal regulations is also essential 
(Wenking et al. 2016). They should be developed not only to address 
security concerns, but also for the rapid implementation and diffusion 
of Industry 4.0. Companies tend, in fact, to work on their own solu-
tions (Wenking et al. 2016) also because there is often the fear—due 
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to a lack of trust existing—that sharing knowledge with other compa-
nies can reduce profitability (Müller et al. 2017). Such a lack of stand-
ards leads, however, to very complex interoperability and compatibility 
between machines, companies, and infrastructures.
Finally, despite the huge number of articles published on Industry 
4.0, the attention that has been given so far to the development of 
implementation models is not sufficient (Liao et al. 2017). Three arti-
cles in Table 9.1 mention indeed that a methodical approach for imple-
mentation is missing (Geissbauer et al. 2014; Meißner et al. 2017; 
Schröder 2016). To overcome this obstacle, companies need to coop-
erate and work together to develop compatible automation solutions, 
which will result in modular factory structures (Weyer et al. 2015).
9.2.2  Barriers to Innovation
The success of SMEs is strictly related to their capacity to deal with 
innovation. Companies that successfully incorporate innovation in 
their business strategy actually increase productivity and competitive-
ness (Cefis and Marsili 2006). The other side of the medal is that in 
the implementation process of (radical) innovation, companies must 
face several organizational obstacles and challenges, the so-called 
innovation barriers (IB) (e.g., D’Este et al. 2012; Madrid-Guijarro 
et al. 2009).
Considering that the adoption of Industry 4.0 can, to some extent, 
be considered a radical innovation (since it might imply a significant 
modification of processes, relationships with the customers and the sup-
pliers, value proposition, or even of the business model), we believed it 
useful to consider in our literature review not only the papers focusing 
on organizational obstacles and barriers for Industry 4.0 implementa-
tion but also the broader stream of studies on organizational barriers 
to innovation. Considering the wide number of studies on this topic 
and its lower centrality to our analysis, we started from two recent 
reviews (Sandberg and Aarikka-Stenroos 2014; Madrid-Guijarro et al. 
2009) rather than conducting a new keyword search.
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We identified 18 barriers that we brought back to the categories 
already introduced for the organizational barriers and obstacles in 
Industry 4.0 implementation (see Table 9.2).
One of the common problems in technological changes are eco-
nomic/financial issues, especially for SMEs (Sandberg and Aarikka-
Stenroos 2014; Mohnen and Rosa 2002). This has been confirmed 
by the review both on innovation and on Industry 4.0 (see Tables 9.1 
and 9.2). Cultural issues (e.g., unsupportive organizational structure, 
Table 9.2 Organizational barriers to innovation
Category Barrier Exemplary references
Economic/
financial
Lack of monetary resources Kelley (2009)
High investments required Martinez and Briz (2000) and 
Frenkel (2003)
Innovation cost difficult to 
control
Hadjimanolis (1999) and Martinez 
and Briz (2000)
Cultural Lack of support from 
customer/supplier
Hewitt-Dundas (2006) and Mohen 
and Roller (2005)
Unsupportive government Hadjimanolis (1999) and Freel (2000)
Paucity of external finance Minetti (2010)
Excessive risk Hewitt-Dundas (2006) and Galia and 
Legros (2004)
Preferred autonomy Lynn et al. (1996)
Unsupportive organiza-
tional structure
Baldwin and Lin (2002) and 
Martinez and Briz (2000)
Restrictive mindset Wolfe et al. (2006)
Restrictive local culture Riffai et al. (2012)




Lack of discovery 
competencies
O’Connor and DeMartino (2006)
Lack of incubation 
competencies
O’Connor and DeMartino (2006)
Lack of acceleration 
and commercialization 
competencies
O’Connor and DeMartino (2006) 
and Story et al. (2009)
Lack of qualified 
employees
Mohen and Roller (2005) and Galia 
and Legros (2004)
Lack of information about 
technologies




Iyer et al. (2006)
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restrictive mindset, and preferred autonomy ) also play an important 
role in the introduction of new practices. Wolfe et al. (2006) empha-
size that the resistance to change is due to the fact that innovation 
brings changes, which generate in the employees the fear of losing 
their job.
One barrier highlighted for innovation, but not for Industry 
4.0 implementation, is the unsupportive government. This might be 
explained by the fact that many governments have launched signif-
icant investment plans to support the transition toward Industry 4.0. 
We have already mentioned in the introduction section the Italian plan 
Impresa 4.0, the Austrian Plattform Industrie 4.0, China 2025, and 
Thailand 4.0.
9.3  Problem Formulation
Extant Industry 4.0 literature has shed light on a wide set of organi-
zational barriers and problems in Industry 4.0 implementation (see 
Sect. 9.2.1). The literature is, however, characterized by at least two 
significant limitations. First, most papers (58%) are published in con-
ference proceedings or reports (not subject to a rigorous peer-review 
process). Second, if we compare the list of barriers highlighted in 
Industry 4.0 literature (see Table 9.1) with the broader set of barriers 
in innovation adoption highlighted by the innovation management 
literature (see Table 9.2), we notice that various barriers are missing in 
Industry 4.0 literature (such as the unsupportive government and excessive 
risks). The comprehensiveness of the list of barriers to Industry 4.0 iden-
tified by extant literature is therefore called into question.
The aim of this chapter is therefore to identify through a rigorous 
empirical analysis the main organizational barriers and issues faced by 
SMEs in Industry 4.0 implementation, in order to find possible solu-
tions to the identified barriers and to propose some directions for future 
research. This represents a fundamental step toward the diffusion of 
Industry 4.0 among SMEs.
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9.4  Methodology
9.4.1  Focus Group Method
Considering the novelty of the topic and the need for an in-depth explo-
ration (Stewart and Shamdasani 1990), we adopted the focus group 
methodology. This research method, which was developed in medical 
and marketing research, is now frequently used as well in social sciences 
research (Parker and Tritter 2006). It has been argued to be particularly 
suitable for providing trustworthy insights about human behavior based 
on naturalistic data (Grudens-Schuck et al. 2004) and therefore, fits very 
well with the goals of our paper (i.e., to shed light on the organizational 
issues faced by SMEs in Industry 4.0 implementation).
Focus groups are typically composed of small groups of 5–12 people, 
in order to give everyone a chance to express his/her opinion about the 
topic (Krueger and Casey 2000). The participants have similar charac-
teristics, like the knowledge of the topic or the field, so that they can 
provide quality data in a focused discussion. In order to be defined as a 
focus group, the discussion needs to have the following five character-
istics: (1) participants should have similar characteristics (e.g., job role, 
experience, and/or culture); (2) the group should be small; (3) there 
should be the presence of a moderator (often a researcher; Morgan and 
Spanish 1984) to keep the group “focused” and generate a productive 
discussion; (4) the interaction among participants should be allowed; 
and (5) the topic should be presented before asking the questions 
(Krueger and Casey 2000). One of the advantages of this methodol-
ogy is that it can encourage contributions from people who initially feel 
they have nothing to say but then participate in the discussion gener-
ated by other members of the group (Kitzinger 1995).
Four focus groups (lasting one full working day each) were organ-
ized in Italy, Austria, USA, and Thailand under the EU research project 
‘SME 4.0 – Industry 4.0 for SMEs’. These focus groups were scheduled 
on different days but in the same period and the attendees took part in 
them physically (not through video conferences). A standardized proto-
col for the focus groups was defined in order to guarantee comparability 
of the findings (see Sect. 9.4.2).
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9.4.2  Sample Selection and Data Collection
Each focus group was attended by 13–25 CEOs or managers of 7–10 
SMEs belonging to different manufacturing sectors, including electron-
ics, industrial and agricultural equipment, furniture, and metal carpen-
try. Having an overview over different manufacturing sectors allowed us 
to identify the general issues in the implementation of Industry 4.0 in 
SMEs, independently from the specific sector of the company.
The reason why CEOs and technical managers were invited is that 
they have an overall knowledge about the topic and about the prob-
lems their company face when introducing changes in its organizational 
structure.
After a brief introduction by the researchers about Industry 4.0 and 
related concepts, the participants took part in some brainstorming ses-
sions in which they were asked to reflect on various topics related to 
Industry 4.0 implementation: (1) adaptable manufacturing systems 
design; (2) intelligent manufacturing through information and com-
munication technology (ICT) and cyber-physical systems (CPS); (3) 
automation and human–machine interaction; and (4) main barriers and 
difficulties for SMEs. During these sessions, the participants also wrote, 
on some post-its, the most important issues. After these brainstorming 
sessions, the issues which emerged were then discussed in detail among 
the participants.
9.4.3  Data Analysis
The data which emerged from the four focus groups were then coded by 
two researchers among the authorial team. We identified 108 elemen-
tary barriers and problems in Industry 4.0 implementation, which were 
then manually screened to check their validity. Five barriers were elim-
inated at this stage since they were not clear or too general (i.e., SMEs’ 
risk of losing the lead, missing automated measuring systems; solving, 
problems when problems are over; culture → people base; technology 
based; lack of systems to prevent bottlenecks in single point of failure 
production line).
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We then classified the barriers according to the six categories already 
introduced in the literature review section (economic/financial, cul-
tural, competencies/resources, legal, technical, and implementation process) 
and reported all the results of the four countries in a single table (see 
Table 9.3). In such a table, we also specified if the barrier was already 
highlighted by previous studies both on Industry 4.0 (I4.0) and on IB, 
in order to have a clear idea of what is new and what is already present 
in the existing literature. Some barriers were assigned to more than one 
category since they included two or more concepts. For instance, the 
barrier high investments with uncertain  ROI refers both to high invest-
ments required (high investments) and to lack of clearly defined economic 
benefits (uncertain ROI). Similarly, the barrier product characteristics 
was included both in the economic/financial and in the implementation 
process category since in one case, the workshop participants empha-
sized that for low value-added products the investment in Industry 4.0 
is not worthwhile, while in the other case, they highlighted that during 
the implementation, it is sometimes not easy to combine the need for 
high flexibility with higher automated processes.
The final list consisted of 103 organizational barriers and problems 
in Industry 4.0 adoption. These barriers will be analyzed in detail in 
Sect. 9.5.
9.5  Results
The focus groups highlighted several barriers and problems for Industry 
4.0 implementation in SMEs (see Table 9.3). As mentioned above, 
we classified them according to the six categories used in the literature 
review (economic/financial, cultural, competencies/resources, legal, techni-
cal, and implementation process).
Most of the participants in the four countries pointed out that the 
investments required for the implementation of Industry 4.0 are very 
high, both in terms of money and time required. Italian and Thai man-
agers and CEOs emphasized that not only are the required investments 
high, but also that the  ROI is often not very clear. This can be due to 
the unclear potential of the different technologies or to the difficulties 
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faced by SMEs in measuring the results. Another interesting economic/
financial issue reported during the workshops is the value of the product. 
According to some participants, it is not worth adopting Industry 4.0 
if the products produced have a low value. This is particularly true in 
countries characterized by low labor costs, like Thailand.
Cultural issues (such as lack of support by top management, lack of 
trust between partners, unsupportive organizational structure, acceptance 
of employees, and focus on day-to-day operations ) appear to be particu-
larly important for Industry 4.0 implementation. Around one-third of 
the barriers highlighted in the focus groups belong, in fact, to this cate-
gory.1 Among these barriers, we noticed the corporate culture/mentality 
in Austria, Italy, and Thailand (e.g., the lack of cooperation among func-
tions/departments), employee resistance, and missing top management 
vision on Industry 4.0 in all four focus groups (due to their poor knowl-
edge of Industry 4.0 and their fear of losing work), and risk aversion 
in Austria and Thailand. Our focus groups highlighted that the lack of 
support by top management (clear direction of the company is necessary, lack 
of communication and transparency, lack of total vision of Industry 4.0) is 
even more important than the resistance (acceptance) of employees.
As far as competencies/resources barriers are concerned, in all the 
four analyzed countries, SMEs struggle to find qualified employees with 
the required technical competences. This means that the lack of technical 
knowledge is a common factor for SMEs independently of the economic 
and cultural environment. Another significant barrier highlighted by 
the focus group organized in Italy is the high coordination effort. This 
barrier emphasizes the fact that Italian SMEs perceive it to be impor-
tant to cooperate and develop common solutions for Industry 4.0. US 
companies reported that they prefer to work autonomously at their own 
solutions. This could be due to cultural differences between Italy and 
USA as well as to the different resource endowment of SMEs in the 
1The share has been calculated by dividing the number of barriers included in the category “cul-
tural” by the total number of barriers reported in Table 9.3. Barriers which were repeated in more 
than one country have been counted only once.
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two countries. Another important issue concerns the capital/investments 
required.
Moving to the legal barriers, another difference among the analyzed 
countries can be observed. In Austria, Italy, and Thailand bureaucracy 
and restrictive laws and regulations are seen as a hurdle for the imple-
mentation of Industry 4.0 while in the USA, no managers/CEOs 
reported this issue.
SMEs in Thailand, Italy, and USA highlight that they have different 
ICT systems and their data are stored in different silos that often do not 
communicate with each other. Furthermore, they argue that their build-
ings are not designed for automating internal transports. These techni-
cal issues make the implementation of Industry 4.0 more difficult.
Finally, a very important barrier highlighted in the four countries is 
that a methodical approach for implementing industry 4.0 is missing 
(implementation process). This is due in part to the novelty of the 
topic, but also to the fact that each company has its own needs, and 
these kinds of systems need to be adapted to them.
9.6  Discussion
Our empirical analyses (focus groups) confirmed most of the barriers 
identified by previous literature (e.g., Qiao and Wang 2012; Hatler 
2012; Koch et al. 2014; Zawra et al. 2017; Müller et al. 2018) (see 
Table 9.4).
Previous studies (e.g., Müller et al. 2017) highlighted that SMEs 
struggle to obtain the resources and tools needed in order to imple-
ment Industry 4.0. This has been confirmed by our focus groups, in 
which participants cited the difficulty of finding skilled employees and 
the struggle to find the required capital as crucial issues for the imple-
mentation of Industry 4.0. These barriers emerged in all four countries 
(Austria, Italy, Thailand, and USA), meaning that they are independent 
of the cultural and economic environment.
Another barrier which has been confirmed by the focus group is 
the lack of a methodical approach for implementation (Liao et al. 2017). 
CEOs and managers of SMEs located in all four countries reported that 
270     G. Orzes et al.
a model for implementing Industry 4.0 is missing. The words used dur-
ing the workshops were: “There are no methods and approaches for the cor-
rect introduction of Industry 4.0,” “There are limited support resources and 
a lack of formalized, distilled information on how to implement industry 
4.0,” “Few Best-Practice-Examples.”
A wide set of new barriers have also been identified through our 
empirical analysis. After significant work to compare the barriers emerg-
ing from the focus groups to the ones highlighted by previous literature 
(even if the terminology used was different), we concluded that 11 new 
organizational barriers should be considered (see Table 9.5).
Companies report the desire and the need to cooperate with customers 
and suppliers in order to develop common solutions based on Industry 
4.0 (Müller et al. 2017). They also reported that it is very difficult to 
coordinate themselves with other companies and do joint investments. 
This can be due to a lack of innovation mentality, or a very rigid organ-
izational structure. Some focus group participants also mentioned that 
the “real” needs of their customers are sometimes not clear/known and 
this makes cooperation more difficult.
The second result which emerged from the workshop is that SMEs 
have some problems in implementing Industry 4.0, because they have 
to focus on day-to-day operations. This can be also related to the lack of 
Table 9.4 Confirmed organizational barriers and problems for Industry 4.0 
implementation
Category Barrier
Economic/financial High investments required
Lack of clearly defined economic benefit
Cultural Lack of support by top management
Preferred autonomy
Competencies/resources Lack of skilled employees
Lack of technical knowledge
Complexity
Legal Data security concerns
Technical Weak IT infrastructure
Difficult interoperability/compatibility
Implementation process Lack of methodical approach for implementation
High coordination effort
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monetary resources and to the fact that they do not have a specialized 
department dedicated to the topic.
Another significant issue is related to the factory layout. This barrier is 
present only in Italy, especially in South Tyrol, perhaps partly due to the 
low availability of building land and its high costs. As a result, SMEs 
cannot easily enlarge their factories. Most of the SMEs are also located 
in old buildings in which some space constraints are present: small 
spaces and confined space, no space for automation of logistics and internal 
transport.
Furthermore, US participants reported that the current state of the 
machine park is sometimes an obstacle in the introduction of IoT and 
CPS. There are companies which have already seen the opportunity in 
this challenge and established a new successful business model, i.e., to 
modify old machines by equipping them with sensors and connecting 
them to the network (Wenking et al. 2016).
Finally, a set of new barriers was related to the implementation pro-
cess (time required for implementation, changes required, difficulties in 
demand forecasting, and product characteristics ).
Table 9.5 Proposed organizational barriers and problems (not highlighted by 
previous Industry 4.0 literature)
Category Barrier
Cultural Lack of support from customer/supplier
Focus on day-to-day operations
Awareness about the potential of robots
Lack of support from the IT department
Competencies/resources Lack of knowledge of Industry 4.0  
technologies and technical providers
Factory layout constraints
Technical State of machine park
Implementation process Required time for implementation
Changes required for implementing Industry 
4.0
Difficulties in demand forecasting
Product characteristics
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9.7  Conclusions
The interest devoted by managers, policy-makers, and researchers 
to the Industry 4.0 topic has grown exponentially during the last few 
years (Liao et al. 2017). Despite this increasing interest, a methodical 
approach for implementation is still missing.
The main objective of this study was to shed empirical light on the 
main organizational requirements for Industry 4.0 implementation in 
SMEs. We first reviewed the relevant literature. Considering the novelty 
of the topic, we considered not only the studies on organizational obsta-
cles and barriers for Industry 4.0 implementation but also the broader 
literature on barriers to innovation. We then conducted some focus 
groups in four countries (Italy, Austria, Thailand, and USA) in order to 
empirically validate the list of barriers and issues emerging from the liter-
ature review. The focus groups confirmed most of the barriers identified 
by extant literature (see Table 9.4). They also allowed us to highlight a set 
of additional barriers not considered by previous studies (see Table 9.5).
We contributed to the scientific debate in at least three significant ways. 
First, to the best of our knowledge, our study is among the first to empir-
ically highlight a comprehensive set of barriers and problems for Industry 
4.0 implementation. This way we might open a debate on a topic that is 
expected to rise significantly in the next few years. Second, we identified 11 
new barriers not highlighted by previous literature. Third, we showed that 
SMEs perceive a strong need for methodical approaches for Industry 4.0 
implementation, thus calling for future research in this area.
Our findings also have strong implications for managers and poli-
cy-makers. The identified list of barriers and problems in Industry 4.0 
implementation can, for instance, be used by managers to define a set of 
organizational requirements that should be fulfilled for an efficient and 
effective implementation of Industry 4.0. Similarly, policy-makers can 
identify a set of measures—such as incentives, roadmaps, consultancy 
services—to facilitate SMEs in Industry 4.0 adoption.
The results of our study are characterized by two limitations. First, we 
adopted a focus group research methodology. Despite several actions being 
performed to enhance validity and reliability, our findings cannot be gener-
alized to a broader population. Second, our sample consisted of 37 SMEs 
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from four countries (Italy, Austria, Thailand, and USA). Caution is there-
fore needed in extending our results to other contexts. Future research could 
empirically test our findings on a wider and more heterogenous sample.
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The term SMEs is normally used to describe businesses that are small 
or medium in size by which their personnel numbers or investment fall 
below certain limits (EIP 2005; MOBIE 2014; OSMEP 2017). For 
example, the European SMEs are those who employ fewer than 250 
persons and have an annual turnover not exceeding 50 million EUR, 
and/or an annual balance sheet total not exceeding 43 million EUR. In 
Australia, an SME has fewer than 200 employees, while in Thailand, 
SMEs are those having total asset value of not more than 200 million 
THB (less than 5 million EUR) and fewer than 200 employees.
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The definition of an SME may vary from each socioeconomic per-
spective and policy development. However, it is common that SMEs 
are important to the economy in terms of number, employment, and 
export. For example, 99.3% of UK private sector businesses are SMEs. 
SMEs in Poland generate almost 50% of the GDP, while Australian 
SMEs makeup 97% of all Australian businesses, produce one-third 
of total GDP and employ 4.7 million people. SMEs represent 90% 
of all goods exporters and over 60% of services exporters. In the case 
of Thailand, currently, there are more than 3 million SME operators, 
accounting for 42.2% of Thailand’s GDP, expanding 4.8% annually. 
Thai SMEs account for 99% of Thailand’s enterprises and 78% of the 
total employment in the country. More than 90% of Thai exports are 
from SMEs.
SMEs are an important contribution to the creation of new jobs. 
SMEs are often characterized as reactive, resource limitations, infor-
mal strategies, and flexible structures (Hudson et al. 2001; Qian and Li 
2003). SMEs are usually characterized by a high level of environmental 
uncertainty. The OECD report suggests that competitiveness of SMEs 
is dependent on the role of the owner or manager, intelligence man-
agement, technologically suitable equipment, and strategic capability 
(innovation and flexibility). It is noted that, while technology plays an 
increasingly important role in all aspects of competitiveness, manage-
ment methods, the organization of the firm and the training of its staff 
are also very significant (OECD 1993).
The chapter aims at examining the readiness of SMEs toward the 
SME 4.0 concept. The research uses Thai SMEs as case study.
10.2  Background and Literature Review
SME 4.0 is a new, modified version of Industry 4.0 (I4) for SMEs. By 
which the term “Industry 4.0” refers to modern industrial concepts, 
empowering by technological advancement. Industry 4.0 concepts 
encourage the industrial systems to be connected and interacted and, 
thus, make appropriate decisions based on gathered and analyzed data 
across the manufacturing processes. The production can be faster, more 
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flexible, and more efficient (Lee et al. 2015; Rüßmann et al. 2015). The 
concepts of Smart Factory, Cyber-physical Systems, and self-organiza-
tion are among the key drivers (Lasi et al. 2014; Stock and Seliger 2016; 
Pereira and Romero 2017).
In order to assess SMEs with Industry 4.0 concept, the scope of 
SMEs 4.0 is now of interest. The basic idea of SMEs 4.0 is captured per 
Industry 4.0 dimensions and characteristics and modeled as “SMEs 4.0 
assessment modules.”
At first, the keyword “Industry 4.0” is selected to search the pub-
lished papers from 2015 to 2018. The literature review is conducted 
considering by following electronic databases: Google Scholar, Web of 
Science, and Elsevier.
As there are many perspectives related to Industry 4.0; however, 
the chapter chooses to focus on key factors related to Organization 
and Management. Organization Management actions are divided into 
three levels, i.e., Strategic Management, Management Planning, and 
Management Control/Operational Control. The actions include objec-
tive/goal setting, resource determination/allocation, and task assign-
ment/resources utilization, while management functions include, 
planning, organizing/staffing/directing, and controlling.









































Fig. 10.1 Organization management scope
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Hence, the chapter focuses on technological resource and human 
resource managements in relationship to the Industry 4.0 concept. 
Here, areas of interest are divided into four categories, i.e., Information 
Technology, Production and Operations, Automation, and Human 
Resources.
The significance of different factors is described in the following 
subsections.
10.2.1  Information Technology
Information Technology (IT) enables an environment that controls the 
physical operation and allows the collection of data. Advance IT is a 
new factor in the Industry 4.0 concept. It adopts and requires IT infra-
structure for data acquisition, collection, and sharing excellent perfor-
mance in the manufacturing system (Zhong et al. 2017). IT dimension 
comprises of four factors, i.e., equipment infrastructure, IT system, 
information sharing, and cloud based (see Fig. 10.2).
10.2.1.1  Equipment Infrastructure
The primary infrastructure includes IT resource, networking equip-








Fig. 10.2 Information technology factors
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implementing and adopting new technology (Dombrowski et al. 2017). 
The equipment is able to be flexible and changes to adapt to better value 
creation (Stock and Seliger 2016). All machines and devices are already 
being prepared to support Industry 4.0 and future requirements (Agca 
et al. 2015; Lichtblau et al. 2015).
10.2.1.2  IT System
IT systems are fundamental to control the potential and effectiveness 
of Industry 4.0. It supports and integrates all the organization and 
includes the operation, production, and process (Agca et al. 2015; 
Lichtblau et al. 2015). The company has the readiness of IT technology 
to support the business. It will also use the IT security for data protec-
tion (Dombrowski et al. 2017). Modern IT, such as Big Data can pro-
vide optimized decision-making in the production planning, process, 
and management (Schumacher et al. 2016; Qian et al. 2017).
10.2.1.3  Information Sharing
Intelligent manufacturing uses the advantage of information to achieve 
flexible manufacturing processes. This process requires real-time data 
and collection with a collaboration between the production department, 
workers, and information systems (Lichtblau et al. 2015; Leyh et al. 
2016). It can allow the information flows in all processes and, as such, 
delivers in the manufacturing and across the supply chains (Zhong 
et al. 2017). Therefore, the organization shares information and data 
resources more efficiently.
10.2.1.4  Cloud Based
Cloud-based manufacturing is a requirement in the concept of Industry 
4.0 with intelligent management (Schumacher et al. 2016). It ena-
bles data to be generated in multiple locations and can transfer to data 
center stores for analysis (Agca et al. 2015; Leyh et al. 2016); the system 
284     A. Sopadang et al.
covers all the production and resources (Dombrowski et al. 2017; 
Zhong et al. 2017). Cloud system allows for remote use of all devices, 
machines, and production communication. This system provides a 
different service. The company can operate cloud based in the field of 
Industry 4.0 to increase effectiveness and efficiency (Leyh et al. 2016).
10.2.2  Production and Operations
Industry 4.0’s vision is the interconnecting of intelligent systems. It has 
self-control in the processes and manufacturing system. Consequently, 
the operation and production process, based on technology under 
Industry 4.0, will provide an innovative value-added process. As such, 
it provides more flexibility, data reliability, and increases operational 
efficiency (Dombrowski et al. 2017). The Production and Operations 
dimension comprises of four factors, i.e., innovation management, data 
analytics, horizontal/vertical data integration, and expert system (see 
Fig. 10.3).
10.2.2.1  Innovation Management
Industry 4.0 offers the opportunity to develop business models which 










Fig. 10.3 Production and operations factors
10 Smart SME 4.0 Implementation Toolkit     285
10.2.2.2  Data Analytics
Data analytics is a gathering and assessment of data from many different 
sources. The data are enabled to collect and be comprehensive to make 
decisions in the business and operations (Lichtblau et al. 2015).
It includes manufacturing systems and infrastructure, such as infor-
mation systems (Zhong et al. 2017). The systems must be standard for 
supporting real-time decision-making and management (Dombrowski 
et al. 2017).
10.2.2.3  Horizontal/Vertical Data Integration
Companies plan to integrate the system to link processes and traceabil-
ity solutions. Horizontal/vertical data integration can be, for example, 
Enterprise Resource Planning (ERP), a system that has efficiency in 
Industry 4.0. It is a concept of an interconnected and intelligent factory 
in the production system that communicates directly with the overlying 
IT systems and value-adding process (Lichtblau et al. 2015; Leyh et al. 
2016)
10.2.2.4  Expert Systems
Expert systems (ESs) are a knowledge base that involves the knowl-
edge and experience from experts and expressed in specific structured 
formats. Applications are developed to solve complex problems in 
manufacturing. In Industry 4.0, an expert system allows the worker 
to monitor the organization’s activity and control repercussions of the 
manufacturing (Pan et al. 2015).
10.2.3  Automation
In the factory, operations and automation are the main focus of the 
Industry 4.0 vision. It is a vision of autonomous production in self-op-
timization and factory management—an environment in an enterprise 
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in which the physical and cyber are combined as one (Stock and Seliger 
2016). The automation dimension comprises of four factors, i.e., OEE 
equipment effectiveness, man-machine interaction, autonomous pro-
cess, and M2M machine connectivity (see Fig. 10.4).
10.2.3.1  OEE Equipment Effectiveness
Overall Equipment Effectiveness (OEE) is a method for assessing the 
total equipment performance and efficiency. It shows the degree that the 
equipment is doing and what it is supposed to do. In the current envi-
ronment for SMEs, the reliability of tools and OEE are the main com-
ponents for increasing profitability and performance of manufacturing 
systems. OEE is also a suitable analytical performance evaluation tool 
for SMEs (Yazdi et al. 2018).
10.2.3.2  Man-Machine Interaction
Industry 4.0 has become more complex and operates as an automatic 
device. Workers can work together collaboratively with the advanced 
machinery. For the higher complexity and more control structures, a 
better quality of cooperation and communication between human and 
machine is required. The technology and equipment are able to support 







Fig. 10.4 Automation factors
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10.2.3.3  Autonomous Process
The production and operation environment in the manufacturing sys-
tems are self-organized without human intervention (Lichtblau et al. 
2015). The manufacturing equipment and tools can be character-
ized by the application of advanced automatic machines and robotics 
(Stock and Seliger 2016). All machines and operating systems can be 
controlled through smart devices and an automation process (Agca et al. 
2015).
10.2.3.4  M2M Machine Connectivity
Machine-to-machine communication or interoperability is where the 
systems consist of the interaction between intelligent production sys-
tems (Qian et al. 2017). It can link with each other device for easy, 
secure, and fixed data exchange. In other words, controlling, integrat-
ing, and coordinating processes. It provides that data accessing and 
processing of all machines and systems are fully integrated (Agca et al. 
2015; Schumacher et al. 2016).
10.2.4  Human Resource
The requirement in manufacturing jobs will contain more knowledge 
of work. The workers must have potential in both short-term and 
hard-to-plan tasks. They can integrate the knowledge with the intelli-
gent system, such as data analytics, decision-making, and engineer-
ing activities as end-to-end engineering (Stock and Seliger 2016). The 
human resource dimension comprises of two groups, i.e., technical and 
non-technical (see Fig. 10.5).
10.2.4.1  Technical
In intelligent systems which are self-controlled and guide the employees 
in the job task, human skill, and knowledge are required in Industry 
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4.0. These are (1) Data Analytics, (2) Information Technology—in the 
IT system, the human skill set in the personnel resource is required for 
transformation of the organizational management, and (3) Automation 
Technology. The workers will monitor the automated devices and 
equipment, which requires qualification of highly specialized experts 
and knowledge based on automation technology.
10.2.4.2  Non-Technical
The employee is the core element of Industry 4.0. They consider the 
different tasks in the current professional and scientific discussion. 
These are (1) Problem Solving, (2) Teamworking, and (3) Systematic 
Thinking. These skills will create the value in Industry 4.0.
The main factors of Industry 4.0, as reviewed, can be found in 
Table 10.1.
10.3  Problem Formulation
It is obviously difficult to apply all Industry 4.0 concepts to SMEs due 
to the limitation of human resources, technology, and financial poten-
tial. Thus, SMEs should start their implementation of SMEs 4.0 con-
cept with prioritized and appropriate measures. Therefore, the Smart 













Fig. 10.5 Information technology factors


























































































































































































































































































































































290     A. Sopadang et al.
The idea is to suggest appropriate implementation guidelines for 
SMEs, in responding to the SMEs 4.0 concept. The guideline can be 
strategies, projects idea or investment, depending on the level of imple-
mentation readiness. However, the guideline must align benefit and cost 
of the idea with the organizational strategies. In advanced firms, further 
analysis can be applicable, for example, sustainability analysis.
The guideline can be developed using consultancy or expert opin-
ion or, at best, learning from best practice. In the case of future work 
where there are sufficient number of assessed companies in the toolkit 
database, in the primary framework, the assessment can be divided into 
beginner, intermediate, experience, and expert levels (see Fig. 10.6).
10.4  Methodology
The methodology of the research is how to design the Smart SMEs 4.0 
Implementation Toolkit. Firstly, the related literature is reviewed to 
address the scope of Smart SMEs. As discussed, the scope of the toolkit 
is divided into four dimensions, i.e., (1) Information Technology, 
(2) Production and Operations, (3) Automation, and (4) Human 






















Fig. 10.6 SMEs 4.0 toolkit framework
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In addition to the assessment module, the analysis, and implemen-
tation phases are added to the toolkit to assist in the assessment and 
reflect the requirement of the company. The ideal methodology is start-
ing with the company profile study and site visit with audit checklist. 
Then, the gap analysis is made using the assessment module of four 
SMEs 4.0 dimensions. Once complete, the module will be evaluated 
and the implementation guideline as the appropriate decision can be 
made accordingly (see Fig. 10.7).
Thus, the Smart SMEs 4.0 Implementation Toolkit is structured and 
divided into four phases, i.e., organizational analysis, gap analysis, eco-
nomic analysis, and implementation guideline (see Fig. 10.8).
Phase 1 refers to the Organizational Analysis. The aim is to investi-
gate the assessee on the organizational level. The analysis can be subjec-
tive, descriptive or structured into any business assessment. Of interest 
are type, size, product, process, business position, supply chain relation-
ship, as well as the business strategy.
Company 
Profile Study








SME 4.0 Tool 
Kit
Fig. 10.7 Smart SMEs 4.0 implementation toolkit methodology
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Phase 2 refers to the Gap Analysis. This phase starts with need assess-
ment. This can be interview, addressing strategy, target, and limitation 
of the organization. Then, the investigation of trend and future business 
environment will be made. Finally, the assessment of four Industry 4.0 
modules will be made to identify the “gap” for further steps.
Phase 3 refers to Economic Analysis in which the gap is identified 
and appropriate measure should be suggested. Here, budgeting, benefit 
and productivity improvement, benefit and cost analysis, and risk anal-
ysis are among the factors of interest. Then, business decision can be 
made if any measure is suitable and, thus, selected for implementation.
Phase 4 refers to the Implementation guideline. This is the phase to 
respond to the selected measures from Phase 3. It will address the mod-
ule, level, and timing for each measurement.
10.5  Problem Solution
The case study of this developed toolkit is four Thai SMEs in Northern 
Thailand region. The country is part of pilot areas supported by the 
project “Industry 4.0 for SMEs” from the European Union’s Horizon 
Fig. 10.8 Phases of smart SMEs 4.0 implementation toolkit
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2020 research and innovation program under the Marie Skłodowska-
Curie grant agreement. Several researches were conducted to identify 
the potential of the country in terms of Organization and Management, 
at a national level (Ramingwong and Manopiniwes 2019; Ramingwong 
et al. 2019).
The first SME is a medium-sized make-to-order snack factory. The 
second SME belongs to a service industry, a small coffee shop. The third 
SME is a small plastics manufacturing company. And the fourth SME is 
a medium-sized multinational company. The company is a supplier of 
the automotive industry, producing wire mesh and conveyors.
10.5.1  SMEs 4.0 for Make-to-Order Snack Factory
The first case study SME is a make-to-order snack factory. The fac-
tory was founded as a joint venture with a Japanese investor in 1991 
in a Northern Thailand Industrial Estate. The products were ini-
tially exported to Japan as rice crackers using Thai rice. Today, 20% 
of the products are consumed within Thailand through modern trade 
channels.
Although the products come with variety, the production processes 
are quite common due to the raw material preparation and cooking 
method. However, the shape and size can be varied. For all product, the 
first phase of the production process is in a closed automated system, 
including preparing, cutting, and baking. Then, the flavoring is added 
manually depending on flavoring type and can be coating, powdering or 
filling. For example, the filling of the flavoring core is done manually by 
hand. The process is expensive and time-consuming. Finally, the pack-
aging is done by machine.
The company has participated in the study, starting with organ-
izational analysis. It was found that the customers are segmented, the 
company has positioned itself to different customers and the market 
is continuously studied. New product development and R&D are the 
main focus of the company to expand the market and to better respond 
to customer satisfaction. The strategies are directed by top management 
and communicated to all personnel. Supplier relationship and customer 
relationship are the most important key success factors of the company.
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Table 10.2 illustrates the assessment of four Smart SMEs 4.0 dimen-
sions of the case study, make-to-order snack factory.
The case study company has assessed four Smart SMEs 4.0 dimen-
sions in terms of Significance and Readiness, as shown in Table 10.2.
The company shows interest to many Smart SMEs 4.0 factors, espe-
cially automation. IT, production and operations, and human resource 
dimensions are comparatively considered low to medium significance. 
The readiness of the company is also assessed and found to be in the low 
and medium levels in all factors.
Thus, the company should focus on the automation dimension as a 
result of the low readiness but high significance. Further investigation 
should be conducted and the results aligned where the company has 
struggled with labor cost and labor availability. The autonomous process 
and machine connectivity can improve the productivity.
Therefore, the suggestion and priority are on automation of the 
process. The company is surveying on the feasibility of machine 
investment. Thus, the budgeting, expected benefit and productivity 
Table 10.2 SMEs 4.0 assessment of the case study: make-to-order snack factory
Factors Significance Readiness
1. Information technology
Equipment infrastructure Medium Medium
IT system Medium Medium
Information sharing Low Low
Cloud based Low Low
2. Production and operations
Innovation management Medium Low
Data analytics Medium Low
Horizontal/vertical data integration Medium Medium
Expert system Low Low
3. Automation
Overall Equipment Effectiveness (OEE) High Medium
Man-machine interaction Medium Medium
Autonomous process High Low
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improvement, expected benefit and cost analysis, and risk analysis can 
then be done. Moreover, the level of implementation and timing can be 
strategized.
10.5.2  SMEs 4.0 for Service Industry—A Coffee Shop
The second case study SMEs is a coffee shop, a representative of the 
Thai service industry. While promoted as Chiang Mai Coffee City, 
there are more than 4000 coffee shops in Chiang Mai, a capital city 
of Northern Thailand region. The key value chain activities of the 
case study coffee shop are inbound logistics, operations, and service. 
Enjoying good coffee bean as raw material, the procurement and pur-
chasing are critical, yet opportune. There are more than 20,000 rais 
(3200 hectares) of coffee cultivated area in Chiang Mai. The gross pro-
duction of Chiang Mai coffee is more than 20,000 tons per year. Many 
are organic, GAP, and GMP certified.
Moreover, with sophisticated coffee machines and good raw mate-
rial, the coffees are distinctive. The case study coffee shop is rated high 
in social media. There are many loyal favorite customers and onetime 
tourists. The service is also a key success factor of this shop. The owner 
is a trained barista and serves customers himself. Customer behav-
ior is inspected directly by the owner and coffee formula is adjusted 
accordingly.
The case study company has assessed four Smart SMEs 4.0 dimen-
sions in terms of Significance and Readiness, as shown in Table 10.3. 
The company shows interest to many Smart SMEs 4.0 factors, especially 
the IT and non-technical skills of human resource. The readiness of the 
company is mostly low and medium. This is not surprising for SMEs. 
Thus, the interests are in IT as the biggest gap. The investigation was 
conducted in the IT dimension and it was found that the data are col-
lected yet not properly processed to the information level. For example, 
sales are collected but not analyzed, best seller items cannot be identi-
fied, transaction times are not collected and cost of each items are not 
known. Therefore, the case study shop is suggested to have an appropri-
ate IT system such as a Point of Sale (POS) system. Then, the transac-
tion can be analyzed and proper strategies can then be made.
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Figure 10.9 illustrates the developed mobile application for the case. 
The mobile application performs POS and budgeting functions.
10.5.3  SMEs 4.0 for Small Fabrication Company
The third case study company is a plastic shoemaking company. The 
factory is considered small size with 20 employees. The production is 
both make-to-stock and make-to-order. The products are both sold 
domestically and exported to neighboring countries. The processes of 
shoemaking are discontinuous and costly. The production is low-tech-
nology and labor intensive.
Currently, the company is facing a price war and the competition is 
higher due to the ASEAN Economic Community’s single production 
area (ASEAN and ASEAN Secretariat 2008).
The case study company lacks capability in the dimension of 
Production and Operations, and Information Technology, by which 
Table 10.3 SMEs 4.0 assessment of the case study: service industry
Factors Significance Readiness
1. Information technology
Equipment infrastructure Medium Low
IT system High Low
Information sharing Medium Low
Cloud based Low Low
2. Production and operations
Innovation management Medium Low
Data analytics Low Low
Horizontal/vertical data integration Low Low
Expert System Low Low
3. Automation
Overall Equipment Effectiveness (OEE) Low Low
Man-machine interaction Medium Medium
Autonomous process Low Low
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they are important to the company (see Table 10.4). The key concerns 
of the company are the information sharing and communication within 
the company and toward its supply chain members. The company agil-
ity is low as the information are disconnected and offline. Thus, the 
decision-making is ineffective.
The company was suggested to pay attention to an Information 
Technology system. The platform of simple electronic data interchange, 
e.g., Google Docs, where the data can be updated and accessed openly 
and freely, can help sharing necessary information at a required time. 
The template sheets, including inventory and production tracking, 
and the standard procedures for input and analysis of the data are also 
designed.
The company was also suggested to develop an information shar-
ing platform within its supply chain, both customer and supplier 
sides. Thus, the production and other resources can be planned 
responsively.
Fig. 10.9 Developed mobile application for coffee shop (Reproduced with per-
mission from Chiang Mai University, Department of Industrial Engineering)
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10.5.4  SMEs 4.0 for Multinational SMEs
The last case study company is a medium-sized supplier of the automo-
tive industry. The company is a wire mesh and conveyor production site 
of a Japanese mother company. There are also similar production sites in 
Japan, China, Singapore, the United States, and Australia. The factory 
in Thailand is considered a medium-sized and production only. The 
production plan and the Research and Development are done only by 
overseas.
After having assessed the company by the Smart SMEs 4.0 
Implementation Toolkit (see Table 10.5), the company is suggested 
mainly to improve their Expert System and Human Resource areas. 
While the production can be done effectively and efficiently, the knowl-
edge management is limited. The expert system can help improve the 
knowledge sharing and collect the tacit knowledge, present yet limitedly 
transferred. Defect and 7-waste management are suggested to be a pilot 
theme of the project idea. Then, the human resource can be managed 
accordingly.
Table 10.4 SMEs 4.0 assessment of the case study: small fabrication company
Factors Significance Readiness
1. Information technology
Equipment infrastructure Low Low
IT system Medium Low
Information sharing Medium Low
Cloud based Low Low
2. Production and operations
Innovation management Low Low
Data analytics Low Low
Horizontal/vertical data integration High Low
Expert system Low Low
3. Automation
Overall Equipment Effectiveness (OEE) Medium Low
Man-machine interaction Medium Medium
Autonomous process Low Low
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10.6  Discussion
The chapter presents the initial use of the Smart SMEs 4.0 
Implementation Toolkit to four case study SMEs in Thailand. Where 
the requirement differs from company to company, the toolkit can 
reflect the needs by assessing the significance and readiness and iden-
tify the gap of improvement. The implementation guidelines are ini-
tially created, yet, at this stage, only suggestive. Further development is 
needed to concreate the methodology and validate the toolkit.
10.7  Conclusions
Smart SMEs 4.0 Implementation Toolkit is a modified and imple-
mentable version of Industry 4.0 for SMEs. Divided into four phases, 
i.e., organizational analysis, gap analysis, economic analysis, and 
implementation guideline, the company can use the toolkit to reflect 
the gap and the implementation suggestions can be made. With the 
Table 10.5 SMEs 4.0 assessment of the case study: multinational SMEs
Factors Significance Readiness
1. Information technology
Equipment infrastructure High High
IT system High High
Information sharing Medium Medium
Cloud based Medium Medium
2. Production and operations
Innovation management Low Low
Data analytics Low Low
Horizontal/vertical data integration High Medium
Expert system High Low
3. Automation
Overall Equipment Effectiveness (OEE) Medium High
Man-machine interaction Medium Medium
Autonomous process Medium Medium
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scope of assessment identified into four dimensions of interest, i.e., 
(1) Information Technology, (2) Production and Operations, (3) 
Automation, and (4) Human Resource, the significance and readiness 
of each SME can be aligned and the gap can be analyzed. In this man-
uscript, four case study companies, i.e., make-to-order snack factory, 
coffee shop, shoe-making factory, and multinational mesh/conveyor fac-
tory in Northern Thailand, are used as examples of the toolkit usage. 
Implementation guidelines are preliminarily suggested. Further study is 
needed to validate the toolkit.
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Part V
Case Studies and Methodical Tools for 
Implementing Industry 4.0 in SMEs
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11.1  Introduction
The main scope of this chapter is to present experimental results from 
the implementation of selected vision technologies and a UHF RFID 
system for automatic identification and inspection of product parts 
before and after the assembly operations. Digitization of quality con-
trol processes requires a new approach to how data is captured, stored, 
analyzed, and used. The presented approach is based on maximizing 
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data collection from the mentioned technologies integrated into the 
assembly process. For the purpose of data storage and analysis it is 
proposed that Big Data technologies are based on Cloud Platforms. The 
goal of quality control is to prevent components’ faults and to identify 
any defects after the components have been assembled.
The object of quality control is the rapid prototyping feeder mech-
anism with stepper motor, plastic, and mounting parts, including 10 
individual parts positioned on the assembly fixture. The experimental 
inspection and identification system consists of a conveyor belt with 
PLC control system and servomotor to be able to fluently change con-
veyor speed depending on production process status. The problem-solu-
tion starts with a selection of suitable contactless technologies for fast 
data mining and digitization in line with the Industry 4.0 concept. 
These technologies are described in Sect. 11.4.2. The vision inspection 
system consists of 3 separate modules. The first one is aimed at check-
ing shapes of components, the second one serves to measure compo-
nents’ dimensions, and the last one is used for component surface 
“macro” inspection. The RFID system consists of two power adjusta-
ble circular/vertical antennas and different UHF tags (labels and tran-
sponders). Cloud Platforms are used for data analysis and visualization 
(data mining). Some of them are open source and are suitable for Fog 
computing (Thinger.IO). The others are commercial-based platforms 
for Cloud computing (IBM Watson IoT, Microsoft Azure IoT, Siemens 
MindSphere). We chose Cloud Platform Siemens Mindsphere, because 
of compatibility with the control system used.
In order to create a digital twin of the experimental inspection and 
identification system for remote quality control optimization, all of the 
devices on the experimental system including parts of products were 
converted into a 3D model by using Technomatix software. A digi-
tal twin of the experimental inspection and identification system with 
simulation functions by using virtual reality software is described in 
Sect. 11.4.4.
The paper is organized as follows. After this introductory section, 
section two offers a brief theoretical background on technologies used 
for contactless inspection and identification. Then, problem formula-
tion methodology will be explained in detail. Subsequently, a problem 
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solution will be described in Sect. 11.4. In the following section, exist-
ing problems are disguised, and possible solutions are proposed. Finally, 
some conclusion notes and future research directions are outlined.
11.2  Background and Literature Review
Technologies for quality control inspection can be divided into two 
basic groups: contact and contactless. Thanks to contactless technol-
ogies there is no need to stop object(s) during a quality control oper-
ation. Advanced contact technologies are mostly represented by 
coordinate measuring systems (CMS), which work in semiautomatic 
mode. But measuring the time achieved by these technologies is too 
long for checking production batches, and one of the main require-
ments of the Industry 4.0 concept is to minimize times between the 
appearance and the handling of errors (Groggert et al. 2017). Another 
disadvantage of this method is hard implementation into an automated 
conveyor line, because measuring table is a part of a CMS machine.
Suitable technologies for contactless quality control inspection are 
vision systems, and Radio-frequency identification (RFID) systems, and 
not just because these technologies work well together. RFID technol-
ogies can also be employed to track items such as pallets or products 
within a supply chain, and are additionally capable of ensuring full 
component process history for end users (Velandia et al. 2016). Both 
of these technologies can be used for certain tasks such as dimension 
measuring, errors detection, dynamic status identification of the prod-
uct, and presence detection of the correct part for assembly process. 
These technologies can provide digital data acquisition from every part 
of production. The captured data can help to update and extend digi-
tal twins created from 3D models of devices or products. These digital 
data can be accumulated in Programmable Logic Controllers (PLC) or 
Supervisory Control and Data Acquisition (SCADA) system, but they 
can’t be stored in a long-term horizon, because industrial control and 
monitoring systems are quite limited in storage space. The possible solu-
tion is using Cloud Platform combined with the PLC system used as 
an IoT device. The subsequent data can be acquired from other sources 
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such as RFID, etc. Data analyzes or knowledge extraction (data mining) 
is the main task of a cloud system. Cloud Platforms can provide user-
friendly data representation by timelines, day/weeks or months auto-
mated reports, and alarm systems for critical production status usually 
as a message by email or SMS.
Industry 4.0 (commonly referred to as the fourth industrial revolu-
tion) is the current trend of automation, control, monitoring, and data 
exchange in manufacturing technologies. It includes cyber-physical sys-
tems (CPS), the Internet of things (IoT), cloud computing, cognitive 
computing, and other related disciplines (Xu and Duan 2019). There 
are many research papers concerned with to CPS in the Industry 4.0 
concept (Xu and Duan 2019), Big Data processing (Li et al. 2019), 
and combination of CPS with IoT (Sanin et al. 2019). Industry 4.0 
specifies many methods and technologies usable in product custom-
ization, because customer needs are directed toward unique products. 
The next requirement is a low-cost product with maximized customi-
zation. Theory and practical implementation are solved in the area of 
mass customization. Mass customization is a process of delivering 
wide-market goods and services which are modified to satisfy a specific 
customer’s needs in the manufacturing and industry services. It com-
bines the flexibility and personalization of custom-made products with 
the low unit costs. The problem of mass customization is in connection 
to the Industry 4.0 concept, and variety based complexity issues were 
discussed by works Schmidt et al. (2015), Modrak (2017), Rauch et al. 
(2016); research results in complexity metrics problems for mass cus-
tomization were published for example by works Mourtzis et al. (2017, 
2018), Modrak and Soltysova (2018).
Many technologies rapidly developed, especially those which can sig-
nificantly increase the effectivity of massive customization production:
• rapid prototyping technologies for part printing,
• virtual reality devices for training workers in virtual factory 
environments,
• collaborative robots for fast cooperation with workers,
• augmented reality devices for training and optimization of assembly 
process.
11 The Digitization of Quality Control Operations …     309
Rapid prototype part printing technologies now offer very high prod-
uct customization with minimal of cost of production preparation 
(CNC program preparation, semi-product specification, cutting, and 
handling). Currently, there are no limitations in using this technology 
only for the plastic parts, because rapid prototyping devices can create 
parts also from other materials (aluminum, bronze parts, steel, or titan) 
using laser technologies. Material costs are significantly decreasing with 
technology expansion. The future proposal is printing a fully assem-
bled product, not only parts for the next assembly process. The usabil-
ity of rapid prototyping technologies in the concept of Industry 4.0 is 
described for example in Krowicki et al. (2019), Żabiński et al. (2017).
Customized production cannot use standard automation, because 
preparation work costs are higher than the profit. This problem is sig-
nificant in the assembly process, which must usually be manual. A com-
pletely manual assembly process is very ineffective, but there is space for 
implementation of partial automation based on collaborative robots and 
assisted assembly by virtual devices for training workers and augmented 
devices for quality control and inoperative assistance.
Collaborative robots can work in the same workspace as human 
workers and prepare basic manipulations or perform simple monot-
onous assembly tasks. The main advantage is minimal transport delay 
of assembly parts between manual and automated operations which is 
necessary by using standard industrial robots. The next preference is an 
integrated vision system for additional inspection of manual operation. 
Collaborative robots usually provide an interface for digital data col-
lection (force sensors data, vision data, and end effector positions data) 
and communication with external Cloud Platforms. Some research 
results of the mixed assembly process between humans and collaborative 
robots are described in works by Malik and Bilberg (2017), Akkaladevi 
et al. (2018), Realyvásquez-Vargas et al. (2019).
Virtual reality devices are currently available on the market (for 
example Oculus Rift or HTC Vive) combined with power PC provide 
enough performance to virtualize complete production process which 
can be used for employee training. It is possible to explain material 
flows in movement or to simulate critical situation without real pro-
duction stop. Some research in the usability of virtual devices for 
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factory simulation is described in Żywicki et al. (2018), Dong and 
Wang (2018), Gong et al. (2019). Augmented reality devices are usu-
ally named “smart glasses” and can significantly increase the effectiv-
ity of training new workers during their first assembly task (assisted 
assembly). Smart glasses can also be used after basic training for qual-
ity control of the assembly process. An AR-based worker support sys-
tem for human-robot collaboration is described in H. Liu and Wang 
(2017).
A dynamic virtual representation of a physical object or system is a 
very important part of the Industry 4.0 concept. This digital replica of 
physical assets is called a digital twin, which continuously learns and 
updates itself from multiple sources. Case studies on digital twins are 
described in articles about digital twin ergonomic optimization (Caputo 
et al. 2019), digital twin commentary (Tomko and Winter 2019), learn-
ing experiences by digital twins (David et al. 2018), automatic gener-
ation of simulation-based digital twins (Martinez et al. 2018), digital 
twins for legacy systems (Khan et al. 2018), possibilities of digital twins 
technology (Shubenkova et al. 2018), and rapid qualification of product 
by digital twins (Mukherjee and DebRoy 2019).
Industrial vision systems are computer-based systems where software 
performs tasks for acquiring, processing, analyzing, and understand-
ing digital images usually aimed at industrial quality assurance, defect 
detection, part recognition, etc. Research articles concerning indus-
trial vision systems describe, for example, an automatic surface detec-
tion (Zhou et al. 2019), pre-inspection of steel frames (Martinez et al. 
2019), embedded vision systems (Zidek et al. 2016), and stereo vision 
sensing (OrRiordan et al. 2018). Additional related research aspects of 
RFID system were presented in works focused on the security of tags 
(Han et al. 2019), detection of missing tags (Lee et al. 2019), and new 
searching protocol (Liu et al. 2019).
The availability of high-performance computers, high-capacity stor-
age devices, and high-speed networks as well as the widespread adoption 
of hardware virtualization and service-oriented architecture has led in 
recent years to growth in cloud computing solutions (Raihana 2012). 
Related research areas on cloud systems and data mining are described 
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in the papers concerning Clouds and Big Data connection (Lu and Xu 
2019), cloud robotics data (Aissam et al. 2019), clouds in industrial 
automation (Mahmoud 2019), and chaos theory combination with 
clouds systems (Hu et al. 2019).
11.3  Problem Formulation and Methodology
This study proposes a practical approach to full digitization of data 
from the control quality process. The main motivation for this objective 
is based on the fact that commonly in practical applications gathered 
data from the product quality control process are not stored and subse-
quently used for continual quality improvement.
The following three major issues concerning experimental identifi-
cation and inspection of parts of the product will be addressed in this 
study:
• The first problem is transformation of data from vision systems to the 
storage system based on Cloud Platform and RFID technology.
• The next task the bidirectional connection of digital twins (based on 
a 3D model) to an experimental quality control device.
• The last task is data analyses and data knowledge extraction (data 
mining) for usable user-friendly report (timetables or alarms).
The simplified scheme of data transition from the vision systems and 
RFID technology to the control system is shown in Fig. 11.1.
As shown in Fig. 11.1, the quality control process consists of two 
contactless technologies RFID and vision systems. The methodol-
ogy concept of inspection by vision system and identification through 
RFID technology is universally designed for any assembly part or end 
item which can be placed on the fixture or pallet in the conveyor sys-
tem. A scheme of components used in an automated quality control 
system with digital twin and Cloud Platform communication is shown 
in Fig. 11.2.
The quality control process is divided into two phases:
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Fig. 11.1 The scheme of quality control digitization
Fig. 11.2 The block diagram data of digitization with Cloud Platform and 
digital twin
11 The Digitization of Quality Control Operations …     313
1. The first phase includes part inspection by vision system (dimensions, 
surface errors, parts localization verification).
2. The second phase is aimed at assembly identification and personali-
zation by using RFID system. The small assembly parts (nuts, screws, 
washers) can be inspected only by the vision systems.
The digital twin of the system has been developed through the simula-
tion software Tecnomatix Plant simulator. A digital twin of the product 
is stored in the Cloud Platform due to big data volume for data process-
ing. The following two bidirectional data synchronizations between real 
system and events in simulation software are expected:
• simulation software can be modified in the real process,
• modifications made in real plant are transformed into simulation model.
For this purpose, the digital twin was connected to OPC Server for data 
exchange with control system. A description of the digital twin for sim-
ulation of experimental inspection and identification system by using 
virtual reality software is provided in Sect. 11.4.
11.4  Problem Solution
In order to achieve full digitization of the quality control process we 
propose creating digital twin for inspection and identification sys-
tem and personalized a digital twins for every assembled product and 
its parts. Preconditions for creation of digital twins are 3D models of 
real devices and products (parts, and end item). Under the term “end 
item” can be understand final output of assembly process comprising of 
a number of parts or subassemblies put together to perform a specific 
function. Two main approaches will be used to extend the 3D models 
with additional data mining and/or processing:
• based on obtaining data from product parts and end items during 
inspection using the vision system,
• based on data recording to the product during identification using 
RFID tags.
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11.4.1  Quality Control Objects
For experimental purposes a simple subassembly product—extruder fil-
ament guide of rapid prototyping printer was selected and it consists of 
variable parts (see Fig. 11.3), i.e.:
• two plastic parts made from a different material PLA or ABS, and 
each of them can differ by color,
• a one stepper motor which can have a different step/force and varia-
ble spring for filament pressure modification.
3D model object consists of:
• list of the product components (product structure),
• 3D graphical models of each part, and the assembled product 
(end item),
Fig. 11.3 Pictures of subassembly products (top left), 3D digital twin of the 
product (top right), 3D digital model in exploded view (bottom left), the list of 
the subassembly product components (bottom right)
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• 3D model of the fixture,
• RFID tags and fasteners.
The picture and 3D models of the real assembled products are shown in 
Fig. 11.3.
The empty fixture, fixture with the parts, and fixture with the end 
item along with their 3D models are shown in Fig. 11.4.
11.4.2  Data Acquisition During Quality  
Control Process
As mentioned earlier, one of the requirements of Industry 4.0 is full 
digitization of data and its storage for subsequent analyses. Any data 
acquired through using vision system or RFID technology has to be 
stored in suitable type of database. Proposed methods for data mining 
and processing are described in the next two sections.
Fig. 11.4 The pictures of the fixture and quality control objects (left), along 
with their 3D model (right)
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11.4.2.1  Data Extraction from Vision Systems
The acquired data about the objects of the quality control on the con-
veyor line before and after the assembly process was collected by using 
three vision systems for four tasks of the quality control:
1. Surface inspection of the stepper motor (see Fig. 11.5) by using 
Omron (vision system 1).
2. Dimension control (see Fig. 11.6) by using Cognex (vision system 2).
3. Parts presence control in the fixture (see Fig. 11.7) by using Sick 
Inspector I10 (vision system 3).
4. Verification of the end item completeness (see Fig. 11.8) by using 
Sick Inspector I10 (vision system 3).
An example of macro surface inspection of errors through applying 
vision system 1 is shown in Fig. 11.5.
As can be seen in Fig. 11.5, four sectors with simple true/false value 
represented by binary numbers have been defined for surface inspection. 
In Fig. 11.5 (right), there is detected surface error in one sector depicted 
by red box. The principle of error detection is based on a pixel color 
change with a defined range limit.
Fig. 11.5 Vision system Omron (left), calibration of the recognition area 
(middle), detection of surface errors (right)
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Fig. 11.6 Dimension control of assembly elements (top), measured data inter-
pretation from the Cognex vision system 2 (bottom)
Fig. 11.7 Calibration of the recognition area (left), parts presence control in the 
fixture along with graphical indication of missing part (right)
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The next vision task is dimension control of every part of the end 
item. It is intended to measure mainly screw holes and its distances. 
The dimension inspection of the three assembly parts by using Cognex 
vision system is shown in Fig. 11.6.
Distances between thread holes of the stepper motor has to be 
checked on two layers, because this dimension is used for assembly 
other plastic parts made by rapid prototyping technology. Therefore, 
two values are measured. The first plastic part has to be checked for 
three features. There is the need to check two holes, one radius, and 
three dimensions (together six values are checked).
The second plastic part has to be checked for dimension of features 
for extruder filament guide. Therefore, four values have to be checked: 
two holes, one angle, and one dimension.
So, twelve dimensions are required to be checked by three snapshots 
during conveyor movement. It is impossible to stop the fixture because 
the conveyor doesn’t have fixed stops and a motor converter stops the 
belt using time ramps. The same position of the snapshot is secured by 
an optical sensor with a combination of path measured by incremental 
sensors in three places.
The next operation is check of parts presence control in the fixture 
before an assembly operation (see Fig. 11.7). The verification is based 
on the edges detections by using a reference image. There is a need to 
check the eleven product parts.
Fig. 11.8 Verification of the end item completeness by Sick Inspector I10
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After the assembly is completed, it is necessary to verify assembled 
end item status. Control of assembly completeness is provided by vision 
system 3 (see Fig. 11.8).
To prove the end item completeness, a reference image (see Fig. 11.8 
in left) was used to define regions with mounted parts. The reference 
image was developed for screws, nuts, and spring parts. Totally six 
values were checked in order to prove the end item completeness (see 
Fig. 11.8 in right). As it can be seen from Fig. 11.8, no nonconformity 
was found.
In order to encode the all available data from the vision systems to 
one packet, they can be divided into the four groups following the four 
tasks of the quality control described previously:
• Data about the surface distortion of the stepper motor (four true/
false values represented by 4-bit binary number).
• Data from the dimension control (twelve float values of dimensions).
• Data about parts position presence in the fixture (eleven true/false 
values represented by 11-bit binary number).
• Data from the control of the end item completeness (six true/false 
values represented by 6-bit binary number).
The form of data encoding from vision systems to one packet is in 
Table 11.1.
Then, the data from vision systems can be encoded to one binary 
number as follows:
4 + 12*11 + 14 + 11 + 6 = 167 bits
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This data can be saved to the end item through RFID tag and can serve 
as full component process history for end users.
11.4.2.2  Data Extraction from RFID System
In order to employ UHF RFID technology to identify assembled parts 
in the experimental inspection and identification system, one reader 
with two antennas will be used. The first antenna checks the presence 
of the part by RFID tags. The second antenna checks the assembly com-
pleteness and serves for data write to integrated RFID tag labels. RFID 
implementation with two antennas creates identification gate (input/
output) and it writes the personalized data to main assembly RFID 
UHF tag. The used RFID system with two antennas, and RFID tag 
implementation for some assembly of parts and the fixture are shown in 
Fig. 11.9.
RFID tag transponder assigned in Fig. 11.9 as 0 is used for the fix-
ture. Tags 1–3 are RFID labels placed on the three parts.
Fig. 11.9 RFID gate (left), RFID tag implementation into the assembling parts 
and the fixture (right)
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For the purpose of position detection of the fixture and the parts 
before it is captured by SV1, the laser sensor is used. Subsequently, 
the fixture position prior to it coming to RFID gate is detected by the 
optical sensor. The RFID gate serves for checking a presence of selected 
parts of the end item at the fixture. Block schemes of the fixture detec-
tions by optical sensor and laser sensor along with RFID detection are 
shown in Fig. 11.10.
The distance values x, y, z are acquired by the incremental sensor pro-
viding the exact position for snapshot timing by the vision system. The 
picture of RFID antennas used is shown in Fig. 11.11.
The RFID storage consists of four banks:
• bank00 reserved memory (Kill/access passwords),
• bank01 EPC (CRC, PC) writable,
• bank10 TID Tag identification (read-only),
• bank11 user memory.
UHF RFID ETSI standard for Europe with frequency 868 MHz has 
been used for the given purpose. All used tags are RFID-EPC Gen2 
standard with 64 KB (524 288 bits) user memory.
The fixture is identified by an RFID tag in a plastic cover, and other 
three parts are identified by RFID labels. The fixture RFID tags are 
rewritable according to actual product. The class 2—rewritable passive 
tags were chosen for this purpose. The data for the end items can be 
Fig. 11.10 The fixture and parts position detection by laser sensor and incre-
mental encoder for the parts position identification [x, y, z ] (left), the fixture 
position detection by RFID and optical sensor (right)
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written only once. The class 1 for the end item with write once read 
many passive RFID tags were chosen. EPC number contains 96 bits for 
unique product identification. For our end item can be selected GTIN 
trade object or CPI component for part identifier as the data structure 
with 32-bit access password memory lock. All tags after data recording 
must be locked with a 32-bit password to avoid a customer to rewrite 
the data. The proposed data frame storing all information acquired from 
the quality control process is shown in Fig. 11.12.
Data from the control process are transferred to JSON format for 
simple writing in one step to RFID tag as follows:
“ps ” “****” (password)
“sn ” “0178ff0005575b0f” (EPC)
“tid ” “e20034120178ff0005575b0f” (fixed data)
“usr ” “00..00” (167 bit user data)
Fig. 11.11 RFID antenna for the fixture with the end item (left) and RFID 
antenna for fixture with the parts (right)
Fig. 11.12 Modified RFID tag data structure with EPC Gen2 (96 bit)
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SCADA system can read the number of the presented tags along with 
its EPC number, and write encoded binary/float data to RFID tags.
Graphical panel to read and write data from the vision system to 
RFID tags is shown in Fig. 11.13.
11.4.3  Data Storing and Analyzing Using Cloud Platform
The next task after data digitization is data storage and representation. 
The current trend of data storage in industrial applications are Cloud 
Platforms, since basic data visualization and knowledge extraction can 
be achieved by timelines. Advanced interactivity in remote monitoring 
of real manufacturing process can be achieved through its digital twin 
and virtual reality devices. Cloud Platforms are innovative systems com-
paring to standard SQL databases or SCADA data storages and they 
provide extended tools for data knowledge extraction from stored Big 
Data. Some cloud systems provide only graphical representation with 
simple alarm system (email, SMS), other ones serve as tools for data 
transformation and analyses.
In general, the acquired data from quality control operations can 
provide information including possible degradation of precision in real 
manufacturing processes. This degradation can predict maintenance 
time for the production machine(s) and reduce the production of faulty 
Fig. 11.13 An example of RFID tag read value
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parts. Obtained data from vision systems can be stored in MindSphere 
Cloud Platform and create extension data in the digital twin model for 
all produced parts.
With the aim to demonstrate how obtained data from visions systems 
(see Sect. 11.4.2.1) can be transferred and used for monitoring and 
quality control, the following example will be shown.
Commonly, quality control activities are supported by recording 
and analyzing measured dimensions through Shewhart charts. This 
statistical process control tool was applied for analytical purpose in 
the following way. Upper control limits and Lower control limits will 
be used as warning limits for early detection. Acquired data from the 
vision system 2 are transferred through OPC Server (see an example in 
Fig. 11.14 top) into MindSphere Cloud Platform, where this data in 
form of timelines are compared to the warning limit values. Based on 
that automated reports can be generated, and alarm messages sent by 
email or SMS. An example of Cognex OPC Server for data transfer to 
MindSphere Cloud Platform is shown in Fig. 11.14.
If some dimension of the product parts would be out of the setup 
range, this online information is used to substitute a wrong part by a 
new one.
11.4.4  Digital Twin with Simulation and Virtual Reality
As was outlined in introductory section of this chapter a digital twin of 
physical assets can be effectively used for various purposes including for 
remote quality control. In this intention all the devices of the experi-
mental inspection and identification system including parts of product 
were converted into 3D models by using Technomatix software.
The 3D model of presented quality control and identification system 
(see Fig. 11.15) consists of:
• conveyor device,
• Vision systems and RF identification devices,
• PLC control system.
The 3D models were created in Autodesk Inventor.
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The simulation of the systems for quality control purposes and is 
usually executed offline, prior to beginning the production run. In our 
approach, we connect simulation through digital twin of the system to 
the PLC of the physical asset and to synchronize any optimization activ-
ities in very short time. The principle of bidirectional data synchroniza-
tion between real device process and simulation is shown in Figs. 11.16 
and 11.17.
Python OPC UA server is responsible for data transfer from digital 
twin simulation to PLC system, and moreover it creates data communi-
cation bridge between Cloud Platform and the real system.
The simulation of the inspection/identification process is executed 
through Plant Simulator software and allows to modify crucial parame-
ters in order to reach improvements in quality of products and produc-
tivity of manufacturing. The main advantage of the digital twin is very 
fast optimization, because we don’t need neither to change program in 
Fig. 11.14 OPC Server data from vision system (top left), MindSphere value list 
(top right), measurements timeline with alarm message example (bottom)
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the PLC control system nor by the SCADA system. But, it allows to 
change optimized parameters straight from simulation software to man-
ufacturing. Remote monitoring and quality control activities are pos-
sible thanks to smart server integrated in HMI/SCADA touch panel 
KTP400 Basic. One can access and control inspection/identification 
process by Android smartphone or from PC. An example of remote 
monitoring is shown in Fig. 11.18.
Fig. 11.15 3D digital twin (left) and experimental inspection and identification 
system (right)
Fig. 11.16 The scheme of bidirectional data synchronization between quality 
control system and digital twin
Fig. 11.17 An example of 2D and 3D simulation in Tecnomatix plant simulator 
with OPC communication
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The simulation of the quality control operations can be transferred 
into virtual reality devices, e.g., HTC Vive Pro or Oculus Rift. The staff 
responsible for the quality control can monitor the device with synchro-
nized data from real production in a 3D virtual digital twin. An exam-
ple of transfer Technomatix simulation into virtual reality by HTC Vive 
Pro is shown in Fig. 11.19.
11.5  Discussion
The main problem of currently used Clouds Platforms is lack of support 
for linking 3D personalized models (digital twins) represented by Binary 
Large Objects (BLOB) with the clouds. Available commercial clouds 
Fig. 11.18 Remote monitoring of inspection device by mobile phone (left) and 
by PC (right)
Fig. 11.19 HTC Vive Pro (left), 3D model in plant simulator (middle), digital 
twin inspection in VR (right)
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offer only basic variables such as integer, float, bool, data time, and 
string. The clouds are primarily focused on data collection, basic graph-
ical representation to timelines, and data knowledge extraction for basic 
alarm systems with periodical reports (days, week, months, and years). 
Data are structured in simple frames and defined only by numbers and 
strings. It is not possible to define advanced structures with hybrid data, 
for example images, and binary data combined with numerical/string 
variables. In the current status of clouds technology it is very hard to 
store a personalized digital twin of product in one storage system (cloud).
The one possible solution is to create a separate database for a person-
alized digital twin 3D model with a hyperlink to measure data stored in 
the cloud. This solution can only link data one way from 3D model to 
cloud, not back. But the main advantage of this approach is increased 
security for critical data about products and technology, because 3D 
model is stored in local database.
The next solution can be modification of an open-source cloud sys-
tem to store BLOB, image data, and measured values in one place. The 
main advantage can be low operating costs because a whole solution can 
operate on a local server.
It can be also mentioned that all used identification and inspection devices 
have their limitations (IoT, Vision systems, RFID tags). A UHF RFID sys-
tem cannot be used for very small parts, because the tag size is limited by 
antenna length. LF or HF RFID tags are the solutions for tagging smaller 
parts but they are not primarily developed for industrial parts (mainly for 
food industry). An industrial vision system is a closed source system to algo-
rithm modification. The main problems arise in surface errors recognizing 
very geometrically complicated parts. One of the possible ways to solve this 
problem can be exploitation of convolutional neural networks with deep 
learning techniques. This approach is currently tested on experimental 
devices, but there is a perspective of its fast transfer to commercial devices.
11.6  Conclusions
In this study a computer vision system along with RFID system appli-
cations for contactless quality control activities before and after the 
assembly process has been presented. It has been demonstrated through 
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the experimental inspection and identification system by using a subas-
sembly module for a rapid prototyping printer. Presented experiments 
aimed to verify the proposed approach to capture and transport data 
from production process to the extended digital 3D twin model. The 
bridge for transfer data in both directions was performed by OPC tech-
nology, mainly OPC UA Server (OPC DCOM). OPC Server was writ-
ten in the Python programming language customized for data collection 
from many sources. The digital twin of inspection and identification 
system was designed for online connection to synchronize data from a 
quality control process. Extended data from the digital twin was also 
synchronized online with Cloud Platform. The main purpose of using 
the RFID gate was to personalize all products with acquired dimension 
data stored in the main assembly RFID tag label. RFID system has been 
used to localize parts on the conveyor line by RSSI signal from tags.
The ambition of this study was to provide ideas for maximizing uti-
lization of gathered data from the product quality control process, 
because many companies don’t store and use this data, e.g., for an anal-
ysis purpose. It was proved that the data used so far are only for prod-
uct classification into two groups, i.e., a good product or noncompliant 
product, can be utilized much more through the digitization platforms 
used in our study.
Further experimental works will focus on long-term data collection, 
reliability verification with implementation to some existing quality 
check systems in a real production environment.
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“Industry 4.0” is the name given to the ongoing fourth industrial 
revolution, which is actually transforming worldwide factories. This 
concept was initially introduced by a German government strategic 
initiative in 2011 (Kagermann et al. 2013) and represents the current 
12
Implementation of a Laboratory Case 
Study for Intuitive Collaboration Between 
Man and Machine in SME Assembly
Luca Gualtieri, Rafael A. Rojas, Manuel A. Ruiz Garcia, 
Erwin Rauch and Renato Vidoni
© The Author(s) 2020 
D. T. Matt et al. (eds.), Industry 4.0 for SMEs, 
https://doi.org/10.1007/978-3-030-25425-4_12
L. Gualtieri (*) · R. A. Rojas · M. A. Ruiz Garcia · E. Rauch · R. Vidoni 
Faculty of Science and Technology, Free University of Bozen-Bolzano, 
Bolzano, Italy
e-mail: luca.gualtieri@unibz.it
R. A. Rojas 
e-mail: rafael.rojas@unibz.it






336     L. Gualtieri et al.
evolution of modern industry. Production systems are shifting from 
mass production to mass customization logic (Pedersen et al. 2016), by 
adapting their performance to a globalized, interconnected and volatile 
market (Chryssolouris 2013). Actually, in order to be competitive and 
profitable, modern manufacturing companies need further production 
flexibility and efficiency in terms of lot sizes, variants, and time-to-mar-
ket. For these reasons, the key point of Industry 4.0 is the integration 
of adaptable and reconfigurable manufacturing systems and technolo-
gies introducing innovative and advanced elements such as cyber-phys-
ical systems (CPS), Internet of Things (IoT), and cloud computing for 
manufacturing purposes (Zhong et al. 2017). In particular, the role 
of cyber-physical production systems (CPPS) is to connect the phys-
ical and the virtual manufacturing world in order to satisfy agile and 
dynamic production requirements. The goal is the union of conven-
tional production technology and information technology (IT) for the 
mutual communication of machines and products in an IoT environ-
ment (Lu 2017; Penas et al. 2017). Industrial collaborative robots (see 
Fig. 12.1) are particular kinds of enabling CPSs and one essential tech-
nology of Industry 4.0, and allow direct and safe physical human–robot 
interaction (HRI). Collaborative robotics aims to help operators in pro-
duction activities through different levels of coexistence, cooperation, 
and collaboration by supporting humans in less ergonomic, repetitive, 
and alienating tasks, also considering product and process production 
efficiency. The main potential advantages are:
• Improvement of operators’ work conditions
• Better use of production areas (no physical barriers are required)
• Improvement of workspace accessibility
• Enlargement of production capacity
• Improvement of products and process quality
• Better use of skilled labor.
In particular, according to the definition provided by ISO TS 15066, 
physical HRI entails hybrid operations in a shared workspace, which 
is defined as the “space within the operating space where the robot system 
(including the workpiece) and a human can perform tasks concurrently 
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during production operation ” (ISO 2016, p. 1). This involves a fenceless 
production environment where operators and robots can work together 
in a safe, ergonomic, and efficient way. According to this definition, 
conventional protective systems for traditional industrial robotics (such 
as physical barriers for workspace isolation), no longer apply (Matthias 
and Reisinger 2016). In fact, modern human–robot collaboration 
(HRC) requires and allows physical interaction between operators and 
robots. Considering the nature of mechanical risks related to tradi-
tional industrial robotics, possible unexpected and unwanted collisions 
between a non-collaborative robot arm and an operator could be lethal. 
Fortunately, if safety systems are properly implemented, collaborative 
robots exceed this adverse and dangerous condition by allowing safe 
Fig. 12.1 A collaborative robot (UR3 model) in a shared workspace (Source 
Smart Mini Factory, unibz [Reproduced with permission from Smart Mini Factory 
Lab, unibz])
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hand-in-hand HRC. Of course, one of the biggest future challenges in 
the development of collaborative systems is to ensure operators’ psycho-
physical well-being in terms of occupational health and safety (OHS) 
while preserving high robot performance. Due to the novelty of the 
technology, the complexity of the topic and the limited knowledge of 
companies about the design and management of collaborative systems, 
small- and medium-sized enterprises (SMEs) should be supported in 
the proper integration of safe, ergonomic, and efficient HRI. The pro-
posed methodology aims to improve the adoption of collaborative sys-
tems into industrial SMEs by providing an efficient methodology for 
the conversion of manual assembly workstations into collaborative 
workcells.
12.2  Theoretical Background
Considering that the industrial collaborative robot market is contin-
uously growing (Djuric et al. 2016), it is reasonable to suppose that 
collaborative assembly will be a crucial application in the near future. 
A large part of future collaborative systems will arise from existing 
manual workstations. For this reason, it is necessary to study a struc-
tured methodology, which enables production technicians and man-
agers to simply evaluate if it is possible and reasonable to implement 
a collaborative assembly workstation starting from an existing one, by 
considering a set of production criteria. The introduction of collabora-
tive robots aims to support operators’ work conditions and production 
performances by improving physical ergonomics, enlarging production 
capacity and enhancing product and process quality. Since HRC aims 
to combine human abilities like flexibility, creativity, and decision-mak-
ing skills with smart machine strengths like accuracy, repeatability, and 
payload (Siciliano and Khatib 2016), it is advisable to design new col-
laborative systems by considering the abilities and constraints of both 
human and robot resources. As a consequence, the layout and the 
input/output material flows of the new assembly workstation have to be 
changed according to the abovementioned considerations. Furthermore, 
due to the fact that both humans and robots will pick, handle, and 
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assemble different components, the logistics aspects have to be recon-
sidered by evaluating the new hybrid assembly cycle. Of course, the 
selection of an adequate and process-oriented collaborative gripping 
technology will be crucial. In addition, suitable robot sensors for object 
recognition and situation awareness have to be implemented according 
to specific production and safety requirements. In addition, it will be 
fundamental to properly manage the organizational effects of the intro-
duction of collaborative systems by balancing internal (inside the work-
station) and external (outside the workstation) production parameters 
(see Fig. 12.2). In fact, the integration of collaborative systems must not 
create critical points in a well-structured existing workflow and related 
production environment.
Safety and ergonomics have necessarily to be incorporated into the 
preliminary design stage of the collaborative assembly workstation. This 
will be particularly useful to maximize the design effectiveness and to 
avoid future useless and time-consuming iterations for the adjustments 
of the related systems once the development of the workstation is par-
tially completed. In other words, it is necessary to provide all the nec-
essary upgrades to the new assembly workstation in order to facilitate 
an easy and proper integration of the collaborative robot into the exist-
ing production environment. To fill the current gap in terms of design 
knowledge and skills, guidelines and standards for the implementation 
Fig. 12.2 Internal and external effects of the introduction of collaborative 
robots into existing production systems
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of existing and new collaborative systems have to be developed in the 
near future. This will support an intuitive and barrier-free diffusion of 
collaborative assembly technologies especially in SMEs.
12.3  Methodology for the Evaluation 
of Human–Robot Task Allocation
The requirements for the transformation of a manual workstation into 
a collaborative one should include technical, (physical) ergonomics, 
qualitative, and finally economic aspects (Gualtieri et al. 2019). The 
core part of that analysis is to identify which tasks of an existing assem-
bly cycle are more recommended for the robot and which ones for the 
operator by considering the abovementioned transformation criteria. 
Preliminary division criteria are provided in Table 12.1. More details 
about these particular choices and considerations will be discussed in 
this section.
While designing a transformation process, it is firstly necessary to 
consider that only certain assembly tasks can be performed efficiently 
by a robot due to inherent technical limitations (Boothroyd et al. 2010; 
Boothroyd 2005; Crowson 2006). This is a primary and mandatory 
constraint which influences all further evaluations. The second con-
straint will be physical ergonomics. In fact, one of the main purposes 
of Industry 4.0 is to create anthropocentric factories where the human 
Table 12.1 Main guidelines for the preliminary evaluation of human–robot task 
allocation starting from existing manufacturing activities
Collaborative robot Operator
Less ergonomic activities which imply 
physical and/or mental stress for the 
operator
Activities which imply reasoning abil-
ity, interpretation, and responsibility
Activities which imply repetitive tasks 
and/or which require complex move-
ments for the operators
Activities which imply high handling 
ability and dexterity
Non value adding (NVA) activities Value adding (VA) activities
Activities which require standardiza-
tion and/or quality improvements
Activities which imply flexibility and 
ability to adapt
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factors are the core part of production systems. Finally, it is important 
to integrate other organizational and economic factors for the devel-
opment of accurate, flexible, and lean collaborative workstations. The 
general evaluation workflow and related priorities for the workstation 
transformation are summarized in Fig. 12.3.
Actually, the main part of the integration of a collaborative into an 
existing production system will be the division of tasks and activities 
between the operator and the robot. There are different studies relating 
to human–robot coordination and the “dynamic” task division in col-
laborative applications (Chen et al. 2011; Darvish et al. 2018; Liu and 
Wang 2017), which means a real-time sequencing of activities depend-
ing on different operator behaviors and preferences during the assembly 
cycle. In this situation, the operator can freely choose which task will be 
the next one indiscriminately. This positive condition of independence 
could improve cognitive ergonomics conditions, operators’ psychologi-
cal well-being (Gombolay et al. 2015) and production flexibility (Shen 
et al. 2015). On the other hand, every task is considered efficaciously 
executable both by human and robot and as a consequence, there are 
no technical constraints in terms of robot execution feasibility. For these 
reasons, it could be useful to firstly identify which tasks of a sequence 
can be efficiently performed by both humans and robots. This prelimi-
nary evaluation allows the designer to successively integrate the dynamic 
task division approach (variable during the process), by considering 
the real limits of the robot system. That condition permits a real-time 
scheduling of the identified unconditioned tasks and as a consequence, 
allows the operator to freely change the assembly sequence according to 
his needs and preferences. More details will be explained in Sect. 12.5.1. 
Since the dynamic task division is an early-stage research topic, this part 
Fig. 12.3 General evaluation workflow and related priorities for the worksta-
tion transformation
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of the chapter will focus on the preliminary human–robot division of 
tasks. The proposed discussion will support SME designers to adopt a 
structured methodology for the preliminary feasibility analysis of the 
integration of collaborative systems. This involves the evaluation of a 
manual assembly system in order to decide if a process is suitable or not 
for collaborative conversion. The main useful data could be: assembly 
cycle description (including sequences and priorities), task time, task 
variability, labor and components costs, main geometrical and material 
features of components, list of value added/not value added activities 
and physical ergonomics evaluation values. The preliminary task allo-
cation should define if an assembly activity can be performed exclu-
sively by the human (H), exclusively by the robot (R) or equally by the 
human and robot (H or R) by considering all the proposed considera-
tions. In the following section, a detailed analysis of the evaluation cri-
teria for manual workstation transformation is explained.
12.3.1  Technical Evaluation
The analysis of the technical feasibility of the transformation process 
aims to investigate if an activity can actually be performed by a robot 
in an efficient way, by considering its technical limitations of hardware 
and/or software. In general, it is necessary to verify if a certain type of 
industrial collaborative robot (equipped with standard commercial 
devices) is able to perform the feeding, handling and/or assembling 
of the involved components by using a proper amount of production 
resources in a suitable time. In this context, the main complexities 
could arise from product geometry, product dimension, product mate-
rials features, assembly location, and assembly sequence organization 
(Boothroyd et al. 2010; Boothroyd 2005; Crowson 2006). In practice, 
there are many product or process “technical critical issues” which could 
complicate or prevent the use of a collaborative robot for assembly or 
manufacturing activities. Actually, the chance to properly pick and 
manage a component strictly depends on the type of gripper which it 
is intended to add to the robot arm (Monkman et al. 2007). A partially 
completed list of feeding, handling, and assembly critical issues is sum-
marized in Table 12.2.
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Table 12.2 Summary of main feeding, handling and assembly critical issues 
according to the guidelines developed by Boothroyd and Crowson for the 
design of robotic and automatic assembly (Boothroyd et al. 2010; Boothroyd 
2005; Crowson 2006)
Critical issues—Feeding
• The component is magnetic or sticky
• The component is a nest or tangle
Critical issues—Handling
• The component has no symmetry axis
• The component is fragile or delicate
• The component is flexible
• The component is very small or very big (in reference to a human hand)
• The component is light so that air resistance would create conveying 
problems
• The component is slippery
Critical issues—Assembly
• Components do not have a “datum surface” (reference surface) which 
simplifies precise positioning during the assembly
• Components cannot be easily orientated
• Components do not include features which allow self-aligning during the 
assembly
• Components cannot be located before they are released
• Components provide resistance to insertion
• Components do not provide chamfers or tapers that help to guide and 
position the parts in the correct position
• Components do not have a suitable base part on which to build the 
assembly
• Components cannot be assembled in layer fashion from directly above 
(z-axis assembly)
• The assembly is overconstrained
• It is difficult to reach the assembly area/the components access for assem-
bly operations is restricted or not easy to reach
• The component and/or the assembly sequence requires high physical 
dexterity
• The assembly requires high accuracy and/or demanding insertion 
tolerances
• The assembly needs to reposition the partially completed subassembly, 
other components or fixtures
• The assembly requires the partial assembly to be reorientated or previ-
ously assembled parts to be manipulated
• Components must be compressed during the assembly
• The component and/or the assembly sequence requires two hands for 
handling
• The component and/or the assembly sequence requires typical human skills 
(for example touch perception, hearing, ability to interpret situations…)
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In general, it is possible to consider two main categories of activities: 
feeding and handling tasks; assembly tasks. The main reason for the 
proposed division is that if an operator or a robot needs to assemble 
one or more components, it is firstly necessary to pick up and handle 
them. For this motive, a task which requires the assembly also includes 
the critical issues related to feeding and handling. On the other hand, a 
task that requires just the feeding or handling does not have to include 
the assembly critical issues.
A general workflow for the preliminary evaluation of the technical 
possibility to use a collaborative robot for assembly activities is repre-
sented in Fig. 12.4. This guided procedure will help designers to under-
stand if feeding, handling, and/or assembling activities could actually be 
performed by a certain collaborative robot system (robot arm, gripper, 
and sensors) efficaciously. In any case, further detailed analysis is neces-
sary for complete comprehension of the problem.
12.3.2  Physical Ergonomic Evaluation
Ergonomics, or human factors, is the science which aims to study 
the interactions among humans and other elements of a system in 
order to optimize human well-being and overall system performance 
(Salvendy 2012). In this context, one of the main goals of the intro-
duction of collaborative robots into manual production systems is to 
improve an operator’s physical conditions by reducing work-related 
biomechanical stress. A collaborative workstation should be a prac-
tical implementation of the so-called “anthropocentric” or “human 
centered” design, a method which considers the operators’ work con-
ditions the main elements of the production system. According to user 
needs and requirements, the main goals of this design methodology 
are the improvement of effectiveness, efficiency, well-being, user sat-
isfaction, accessibility, and sustainability by counteracting possible 
adverse effects of use on human health, safety and performance at 
the same time (ISO 2010). In this context, the role of the proposed 
physical ergonomic evaluation stage is to identify if the integra-
tion of a collaborative robot could improve operators’ physical work 
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conditions and to quantify the relative benefits. A crucial part of that 
evaluation is the use of a standard approach for the systematic anal-
ysis of the work-related biomechanical stress of the existing worksta-
tion. In fact, it is necessary to identify if the future integration of a 
Fig. 12.4 Workflow for the evaluation of the technical possibility to use a col-
laborative robot for assembly activities
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collaborative robot could really support the operators during manual 
operations in a physical way. According to the nature of work activ-
ities, there are many different recognized methodologies for physical 
ergonomics evaluation: NIOSH for lifting and carrying (ISO 2003), 
Snook and Ciriello for whole-body pushing and pulling (ISO 2007a) 
and Occupational Repetitive Actions (OCRA) for the handling of low 
loads at high frequency (ISO 2007b). A less detailed, faster and sim-
pler evaluation method is Rapid Upper Limb Assessment (RULA), 
which can be a useful tool for a preliminary and approximate anal-
ysis, particularly focusing on postures. Of course, it is possible to 
evaluate the physical ergonomics conditions according to other kinds 
of recognized methodologies or by using the results from different 
approaches.
12.3.3  Product/Process Quality Evaluation
The product or process quality evaluation aims to investigate if a 
task or an activity requires improvements in terms of standardi-
zation and reduction of process instability or variability. Actually, 
the concept of quality is often related to the concept of standardiza-
tion. Standardization improvement means a reduction in related pro-
cess variability levels. From a manufacturing prospective, variability is 
defined as an inherent process deviation from a prespecified require-
ment or nominal value. As a consequence, variability is a negative 
situation which requires a more controlled condition to achieve the 
designed process and product quality values (Sanchez-Salas et al. 2017). 
Obviously, in order to quantify the variability levels, it is necessary to 
identify one or more process variables to measure. A common possi-
bility could be the task process time of the actual assembly cycle. Once 
all tasks are mapped and measured, it is useful to identify a list of tasks 
which present a high level of process variability. Since automation is a 
useful tool to increase process control, it is advisable to use a collabora-
tive robot for uncontrolled tasks in order to improve the related stand-
ardization level.
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12.3.4  Economic Evaluation
The economic evaluation aims to recognize the tasks, which can really 
provide economic value to the final customer according to a cost criteria 
analysis. Due to the fact that it is necessary to promote easy and fast 
procedures, a possibility for the implementation of the economic evalu-
ation could be an investigation based on “value added” (VA)/“not value 
added” (NVA). In industrial management, an NVA task will absorb 
production resources and/or time by generating unnecessary costs with-
out providing perceived value and satisfaction to the final costumer. 
In contrast, a VA task will be able to significantly increase the product 
value and satisfaction to the final customer even if it can generate pro-
duction costs (Swamidass 2000). In general, in order to reduce and con-
trol production costs, it will be advisable to use automation for those 
activities (and the relative components) which do not provide sufficient 
economic value to the final customer. In addition, in this case, it will 
be useful to identify a list of tasks by classifying the related NVA/VA 
nature through main lean management.
12.3.5  Final Evaluation
Finally, it is necessary to hierarchically relate all the abovementioned 
concepts in order to achieve a final and all-embracing evaluation of the 
conversion process. The overall combination of the different evaluation 
analysis for human–robot task allocation is summarized in Fig. 12.5.
12.4  Application of Intuitive Human–Robot 
Interaction in the Smart Mini Factory Lab
12.4.1  Introduction to the Smart Mini Factory
The Smart Mini Factory (SMF) is a laboratory of the Free University of 
Bolzano-Bozen (https://smartminifactory.it/) dedicated to applied research 
and teaching. Inspired by the concept of a learning factory, it aims to study 
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and simulate production systems with a special focus on technologies and 
methods that enable the fourth industrial revolution. A primary goal is to 
develop a meeting platform where research, learning, and industry meet 
to allow common and productive knowledge transfer (Gualtieri et al. 
2018). In fact, to achieve knowledge production, diffusion and application 
through innovation, the laboratory is built to serve three purposes:
• Research: company’s needs are translated into application-oriented 
research projects. In addition, research results and know-how are pro-
vided for the future.
• Teaching: beyond regular lessons and practical sessions, students 
can develop their study projects as well as final theses and thus gain 
Fig. 12.5 Overall combination of various evaluation analysis for human–robot 
task allocation
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valuable experience using state-of-the-art Industry 4.0 systems and 
automation equipment.
• Industry: the SMF is a bridge between industry and research used to 
supports companies during the implementation of Industry 4.0 con-
cepts by common project collaboration. As a consequence, compa-
nies can be involved in the research side as well as in the qualification 
of their employees via customized industry-oriented seminars for the 
challenges of Industry 4.0.
Taking these into account, the main requirements of the SMEs in 
the region and the topics focused on in the SMF lab are the follow-
ing: Industry 4.0 key enabling technologies, Automation & Robotics, 
Mechatronics & Electric Drives, Human-Machine Collaboration, 
Hybrid Assembly Systems, Assistance Systems for Production and 
Virtual/Augmented Reality. To these, two additional topics that bring 
the Industry 4.0 concepts and ideas outside the factory are developed 
or in development: Construction 4.0 and Agro-mechatronics. The top-
ics of human–machine interaction and robotics merge in HRI, which 
entails physical interaction between operators and collaborative robots. 
In addition to the Kuka KMR iiwa robotic system, two models of col-
laborative anthropomorphic robots are available: Universal Robot UR3 
and UR10. The main research activities refer to:
• Identification of human-centered robotized solutions for SME
• Development of new methodologies for the evaluation of industrial 
HRC systems from a safety, economic and technical point of view
• Research on new concepts of collaborative human–robot assembly 
workstations, taking into account requirements for safety, ergonom-
ics, and production efficiency
• Development of virtual reality solutions for simulation and training 
for HRI.
12.4.2  Case Study Description
The proposed case study aims to explain the conversion process between 
an existing manual assembly workstation and a collaborative one. 
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The manual workstation is located in the assembly simulation line of 
the SMF laboratory. It is a flexible working area used for training and 
research in the field of the design of manual and hybrid assembly systems 
for light industrial products, workplace organization, human-centered 
design, and ergonomics (see Fig. 12.6). In particular, it is equipped with 
Fig. 12.6 Manual assembly workstation for assembly of pneumatic cylinders 
(Figs. 12.6–12.11 reproduced with permission from Smart Mini Factory Lab, 
Unibz)
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a mobile workbench, a block-and-tackle for lightweight applications, an 
integrated kanban rack, a working procedures panel, a double lighting 
system, an industrial automatic screwdriver and a knee lever press where 
a single operator can completely assemble a pneumatic cylinder (see 
Fig. 12.7). The main research activities refer to the analysis and optimi-
zation of production system performance and operators’ work conditions 
by simulating different assembly circumstances and applications.
Theoretically, it will be advisable to consider the possibility of adopt-
ing different types of collaborative robots and grippers in order to 
identify the more suitable solution according to task sequence and com-
ponents features. For the proposed simplified case study, a Universal 
Robot model UR3 (see Fig. 12.9) equipped with a 2-finger Robotiq col-
laborative gripper (see Fig. 12.8) is used.
The UR3 is the smallest member of the Universal Robots collabora-
tive series. It is a 6-rotating-joint anthropomorphic manipulator suitable 
Fig. 12.7 Pneumatic cylinder (As for Figs. 12.6–12.11 the Fig. 12.7 is reproduced 
with permission from Smart Mini Factory Lab, Unibz)
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for light assembly and high precision tasks. Flexibility and versatility, 
including an operator-friendly programming device are the main fea-
tures of this multipurpose robot. Its main technical specifications are 
(Universal Robot 2019):
• Degrees of freedom: 6 rotating joint
• Payload: 3 kg
• Reach: 500 mm
• Repeatability: ± 0.1 mm
• Power consumption: min 90 W; typical 125 W; max 250 W
• Ambient temperature range: 0–50 °C—at high continuous joint 
speed, ambient temperature is reduced
Fig. 12.8 Robotiq collaborative gripper
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• Programming: Polyscope graphical user interface on touchscreen 
with mounting
• Collaboration operation: 15 advanced adjustable safety functions; 
TÜV NORD Approved Safety Function; tested in accordance with 
EN ISO 13849:2008 PL d.
12.4.3  Pneumatic Cylinder Collaborative Assembly
The workpiece which will be analyzed during the proposed case study 
is a medium-size pneumatic cylinder. The components (see Fig. 12.10) 
and related subassemblies (see Fig. 12.11) are summarized in Table 12.3.
The current manual assembly cycle is represented in Fig. 12.12.
The actual assembly cycle data are shown in Table 12.4.
Fig. 12.9 Universal robot UR3 model
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12.4.4  Case Study Evaluation
a) Technical evaluation
According to the pneumatic cylinder description shown previously and by 
using the guidelines explained in Table 12.2, a preliminary technical eval-
uation was performed. All the mentioned feeding, handling and assembly 
critical issues were considered through a detailed visual and operational 
analysis. It is important to underline that it is of primary importance to 
really try to perform the tasks in order to understand all the assembly 
critical points in detail. Table 12.5 shows an example of technical critical 
issues examination through three feeding and handling tasks.
A further investigation could be performed in order to estimate the 
importance levels of the identified critical issues. In fact, there might 
be a difference between the impact of one critical issue with respect to 
Fig. 12.10 Pneumatic cylinder components
12 Implementation of a Laboratory Case Study for Intuitive …     355
another in terms of the possibility of using the robot for a certain task. 
Actually, the use of the same importance level for all the critical issues 
could be misleading in many cases. The definition of a scale of values 
could be a good idea for a more detailed technical evaluation. According 
to the main workflow explained in Fig. 12.5, Table 12.6 investigates the 
technical feasibility of the analyzed tasks.
As a result, task O5 is not adequate for robotic implementation 
since it is supposed that the related critical issues make the feeding and 
the handling of components too complex to be done using a proper 
amount of production resources in a suitable time. In fact, the ring is 
magnetic, potentially tangled and also flexible. Those conditions make 
the automatic gripping impossible since it will be necessary to adopt a 
Fig. 12.11 Pneumatic cylinder subassemblies
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very complex solution to properly manage the component (for exam-
ple a dedicated dispenser for single ring separation, placement, and 
supply). Task O8 could be a potential candidate. The main problem is 
that the seal is slightly flexible. In this case, that critical issue does not 
complicate the related feeding and handling since the utilized gripper 
can properly manage the component without the necessity of dedicated 
solutions. Finally, task O27 does not present any critical issues and as 
a result is a perfect candidate for robotic implementation. From the 
assembly point of view, Tables 12.7 and 12.8 investigate the technical 
feasibility of two assembly tasks.




Piston rod 1x WP-2
Piston 1x WP-3
Magnetic ring 1x WP-4
Piston seal 1x WP-5
Screw 1x WP-6
Washer 1x WP-7
Plastic ring 1x WP-8
Cylinder 1x WP-9
Nut 1 (Tie-rod) 4x WP-10
Seal 1 (black) 2x WP-11
Base cover 1x WP-12
Seal 2 (green) 1x WP-13
Head cover 1x WP-14
Tie-rod 4x WP-15
Mesh 1x WP-16
Nut 2 (piston rod) 1x WP-17
TOT PIECES 24
Subassembly name
Piston + Magnetic ring + Piston seal 1x ASS-1
ASS-1 + Piston rod + O-ring + Screw + 
Washer
1x ASS-2
ASS-2 + Plastic ring + Cylinder 1x ASS-3
Base cover + Seal 1 + Nut 1 (4x) 1x ASS-4
Head cover + Seal 2 + Seal 1 1x ASS-5
ASS-3 + ASS-4 + ASS-5 + Tie-rod (4x) 1x ASS-6
TOT SUBASSEMBLIES 6
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O10 could be a potential candidate for robotic implementation if 
certain adjustments were integrated into the robot system. In fact, since 
the insertion tolerances are rather demanding, it is advisable to adapt 
the robotic system for the automatic recognition of the piston—rod 
Fig. 12.12 Pneumatic cylinder—manual assembly cycle
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Table 12.4 Manual assembly cycle main data




O1 1x pick the piston rod 2.54 0.35
O2 1x insert the piston rod in the support 
“A”
0.80 0.19
O3 1x pick the o-ring 2.14 1.02
O4 1x place the o-ring on the piston rod 1.33 0.08
O5 1x pick the magnetic ring 3.15 1.79
O6 1x pick the piston 3.67 1.51
O7 1x insert the magnetic ring in the piston 
position
4.89 0.87
O8 1x pick the piston seal 1.61 0,12
O9 1x insert the piston seal in the piston 
position
10.13 0.24
O10 1x insert the ASS-1 on the piston rod* 2.00 0.00
O11 1x pick the washer 3.31 1.47
O12 1x pick the screw 1.37 0.64
O13 1x insert the washer into the screw 1.57 0.26
O14 1x insert the washer-screw group into 
ASS-1
1.27 0.18
O15 1x pick the screwdriver (/) (/)
O16 1x set the screwdriver head (if it is 
necessary)
(/) (/)
O17 1x screw the screw 3.28 1.12
O18 1x release the screwdriver (/) (/)
O19 1x remove the ASS-2 from support “A” 1.30 0.44
O20 1x pick the plastic ring 2.59 0.30
O21 1x insert the plastic ring into ASS-2 
position
3.00 0.44
O22 1x pick the cylinder 5.45 2.18
O23 1x insert the ASS-2 into the cylinder 5.13 0.60
O24 1x place the ASS-3 on the worktable 17.42 12.90
O25 4x pick the (tie-rod) nut 1 8.21 0.61
O26 4x insert the (tie-rod) nut 1 into the 
support “B”
9.18 12.1
O27 1x pick the base cover 1.85 0.56
O28 1x place the base cover into support “B” 1.62 0.79
O29 1x pick the (black) seal 1 5.61 0.42
O30 1x insert the (black) seal 1 into the base 
cover* place
6.15 2.13
O31 1x pick the head cover 0.51 0.06
O32 1x pick the (black) seal 1 4.44 0.86
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coupling in order to avoid insertion errors. There are two main pos-
sible solutions. The first one is the adoption of a vision system which 
allows the visual recognition of the components and the related inser-
tion direction. That system could also be useful for other feeding and 
assembly applications. Unfortunately, the cost would be quite high and 
a detailed analysis is required in order to estimate the related return on 
investments. Another possibility could be the use of the robot power 
Table 12.4 (continued)




O34 1x pick the (green) seal 2 3.33 2.06
O35 1x insert the (green) seal 2 into the head 
cover* place
4.35 1.67
O36 1x put the head cover* in the manual 
press
2.17 0.84
O37 1x press the (green) seal 2 in the head 
cover* place
2.52 0.91
O38 1x place the ASS-5 on the worktable 3.29 0.93
O39 1x pick the ASS-3 1.56 0.27
O40 1x place the ASS-3 on the ASS-4 (still in 
support “B”)
2.86 1.48
O41 1x pick the ASS-5 2.01 0.58
O42 1x place the ASS-5 on the ASS-3 3.10 1.35
O43 4x pick the tie-rod 5.99 1.23
O44 4x insert the tie-rod into ASS-5 place 5.06 2.15
O45 1x pick the screw driver (/) (/)
O46 1x set the screwdriver head (if it is 
necessary)
(/) (/)
O47 4x screw the tie-rod 7.34 4.27
O48 1x release the screwdriver (/) (/)
O49 1x pick the (piston rod) nut 2 2.85 1.08
O50 1x insert the (piston rod) nut 2 on ASS-6 2.47 1.53
O51 1x screw the (piston rod) nut 2 manually 3.61 1.50
O52 1x pick the mesh 1.96 0.39
O53 1x insert the mesh on ASS-6* 1.95 1.04
O54 1x remove the final product from support 
“B”
2.26 0.99
O55 1x arrange the mesh on the final product 1.97 0.78
O56 1x place the final product into the box 1.96 0.57
* means that the involved parts or subassemblies are partially assembled with 
other components
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and force control system (which is an inherent peculiarity of collabo-
rative robots) to delicately and systematically touch the rod with the 
gripped piston in order to find the suitable insertion direction. This 
solution does not require additional systems and as a consequence it will 
be totally free. On the other hand, it requires medium-high program-
ming skills.
O9 is totally unsuitable for robotic implementation with the selected 
gripper. In fact, there are different critical issues which strongly limit 
an automatic assembly. For example, conditions like the need for high 
physical dexterity, the request for two hands for handling the compo-
nents and the need to compress parts during the assembly operations 
Table 12.5 Examples of technical evaluation of feeding and handling tasks
Table 12.6 Technical evaluation of tasks O5, O8, and O27 according to main 
critical issues analysis and technical evaluation workflow
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Table 12.7 Examples of technical evaluation of assembly tasks
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make the components absolutely impossible to feed, handle, or assem-
ble by using a proper amount of production resources in a suitable time. 
For these reasons, the analyzed task is reasonably performable only by 
an operator. The list of results for all the task technical evaluation is pro-
vided in Table 12.12 at the end of this section.
b) Physical ergonomics evaluation
For a preliminary analysis, the RULA method is selected. Considering 
the static muscle activity and the force caused on the upper limbs, this 
method is appropriate for the analysis of upper body activities and it 
involves body part diagrams integrated with the code for joint angles, 
body postures, load/force, coupling, and muscle activity. It investi-
gates the exposure of individual workers to risk factors associated with 
work-related musculoskeletal disorders (Karwowski and Marras 2003). 
The outputs are risk level scores on a given scale to indicate the risk 
effects, as shown in Table 12.9.
In general, according to the results of the technical evaluation, if the 
RULA analysis of the selected tasks shows a value equal to or higher 
than three, it is necessary to deeply understand the problem’s root-cause 
in order to provide a practical solution. In this case, the use of a collab-
orative robot should be a good option for improving related physical 
Table 12.8 Technical evaluation of task O9 and O10 according to main critical 
issues analysis and technical evaluation workflow
* means that the involved parts or subassemblies are partially assembled with 
other components
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ergonomics. The list of results for all the task physical ergonomics eval-
uation is provided in Table 12.12 at the end of this section. Starting 
from the tasks which could potentially be performed by the robot from 
a technical point of view, it is necessary to identify the ones with the 
highest priority from a physical ergonomic point of view. A first classifi-
cation is provided in Table 12.10.
The tasks which are highlighted in red are the ones with the highest 
impact from a physical ergonomics point of view. In fact, the related 
Table 12.9 RULA action levels and relative task allocation
Table 12.10 List of tasks which present a RULA index value equal to or higher 
than three and which could potentially be performed by the robot from a tech-
nical point of view
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RULA index value is equal to four (O6 and O52) or equal to three 
but presenting a non-negligible number of repetitions per task (O25, 
O43, O44, and O47), a condition which can lead to long-term physi-
cal strain. Of course, a large part of the identified tasks could be solved 
using different kinds of organizational solutions (i.e., by changing the 
manual station layout—a probable valid solution for all the identi-
fied feeding tasks). On the other hand, in particular cases, the use of 
a robot could be very interesting. Task O47 presents a typical example 
of physical stress provided by screw operations. The number of repeti-
tions combined with a medium RULA index makes that task an excel-
lent candidate for automation. In addition, tasks O44 and O45 can be 
easily joined with task O47 in order to create an overall activity (pick, 
insert, and screw the tie-rods) which would be perfect for the use of the 
collaborative robot.
c) Quality evaluation
It is possible to preliminarily analyze process variability through the 
coefficient of variation (CV). CV is a parameter which can be used to 
measure and qualify production systems’ variability starting from a set 
of data which are quite easy to obtain and commonly utilized in man-
ufacturing process analysis and optimization. CV is defined as the ratio 
between the standard deviation (σ ) and the mean value (Xm ) (Nwanya 
et al. 2016):
According to the definition of CV, it is possible to have three different 
process variability categories: low process variability (CV = 0 ÷ 0.75), 
moderate process variability (CV = 0.75 ÷ 1.33) and high process var-
iability (CV > 1.33). The list of results for all the task quality evaluation 
is provided in Table 12.12 at the end of this section. Starting from the 
tasks which could potentially be performed by the robot from a techni-
cal point of view, it is necessary to identify the tasks with high process 
variability. According to the collected data, there is only one high-varia-




12 Implementation of a Laboratory Case Study for Intuitive …     365
of the activities present a value of CV lower than 0.50 (see Fig. 12.13), 
which means that the actual assembly is qualitatively under control 
according to this parameter. Further investigation could be undertaken 
by combining the CV values with the strategic importance of operations 
and/or tasks (i.e., by considering the components’ economic value). 
Nevertheless, after a preliminary quality evaluation, O26 would be per-
fect for the use of the collaborative robot.
d) Economic evaluation
For a preliminary analysis, it is possible to categorize the cycle tasks as 
follows: grasping, handling, moving, positioning as NVA tasks; inser-
tion, fastening, fixing, assembly as VA tasks. It is possible to recog-
nize the tasks’ typology just by a visual inspection. According to that 
classification and starting from the tasks, which could potentially be 
performed by the robot from a technical point of view, Table 12.11 
summarizes the proposed economic division.
According to this classification, all the tasks which are classified as 
NVA are good candidates for the use of the collaborative robot. In fact, 
these activities will absorb production resources and/or time by generat-
ing unnecessary costs without providing perceived value and satisfaction 
to the final customer. That condition justifies the use of automation for 
the execution of these tasks.
e) Final evaluation
Finally, it is necessary to combine all the single evaluation results by 
using the hierarchical approach proposed in Fig. 12.5. This process 
allows the designer to have a preliminary and approximate estimation 
of the human–robot task division. After the validation of the task allo-
cation, it will be possible to start the design of the collaborative work-
station layout by using a set of structured data. Table 12.12 explains the 
overall evaluation results.
Actually, the final task allocation will be defined by the hierarchi-
cal contribution of every single evaluation. According to the proposed 
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framework (see Fig. 12.5), the task allocation logic can be summarized 
in Table 12.13.
A further design stage would be to unify, in terms of use of resources 
(human or robot), different tasks which are related to the same activity. 
For example, task O1 (R) and O2 (H or R) are successive and related to 
the same component. In this case, it is reasonably advisable to perform 
these tasks by using the collaborative robot for both the operations. 
On the other hand, even if tasks O3 (H) and task O4 (R) are in the 
same condition as previous tasks, it is not useful to perform them sep-
arately for an efficiency reason. In fact, the exchange of the component 
Table 12.11 VA/NVA classification of tasks which could potentially be per-
formed by the robot from a technical point of view
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between the human and the robot will be useless and time-consuming. 
For this reason, it would be advisable for the operator to perform both 
tasks. This concept is summarized in Table 12.14.
12.5  Discussion and Hypothesis for Future Work
The following section aims to critically analyze the proposed approach 
in order to identify the main method critical issues for future develop-
ments and to investigate the main possibilities and innovations for col-
laborative assembly.
Fig. 12.13 CV value of tasks which could potentially be performed by the robot 
from a technical point of view
Table 12.13 Final task allocation logic according to the proposed framework 
and related examples
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12.5.1  Task Allocation Methodology: Future 
Developments
a. Inclusion of dynamic task allocation methodologies for tasks 
which are classified as “H or R”
The dynamic task allocation will be a core part of future collaborative 
workstations. In fact, a system where the operator can choose in real 
time and indiscriminately which task will be the next one according 
to his/her needs and wants could significantly improve cognitive ergo-
nomics conditions, operators’ psychological well-being, and produc-
tion flexibility. Of course, this would be the perfect implementation of 
a human-centered design in the Industry 4.0 context. For this reason, 
it would be useful to add this possibility to future workstation devel-
opment. Nevertheless, it is necessary to firstly identify which tasks of a 
sequence can be efficiently performed both by humans and robots by 
consider the real technical limitations of the robot system.
b. Development of a multi-gripper technical evaluation
The ability to properly pick up and manage a component strictly 
depends on the type of gripper which is intended for use for assembly 
activities. For this reason, it will be useful to further develop the pro-
posed methodology by including multi-criteria evaluation of different 
kinds of gripper types in order to identify which one is the best solu-
tion for a certain assembly sequence. In this context, a recommended 
solution will be the development of a technical parameter which quanti-
fies the percentage of success (in terms of robot usage) for a certain task 
according to the selected gripper type.
Table 12.14 Examples of task unification according to the use of resources
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c. Use of a more specific methodology for physical ergonomics eval-
uation (i.e., OCRA)
The methodology for physical ergonomics evaluation proposed in this 
work is RULA. The selected method is simple and quick to use for dif-
ferent kinds of industrial applications. Nevertheless, this methodology 
presents some limitations especially because it does not consider in 
detail the tasks, workloads, and repetitions. For this reason, the RULA 
method is suggested for use for a preliminary postural evaluation; fur-
ther investigation of the situations with dedicated approaches (i.e., 
NIOSH for lifting and carrying, Snook and Ciriello for the whole-body 
pushing and pulling, OCRA for the handling of low loads at high fre-
quency..) is recommended for a proper physical ergonomics analysis.
d. Integration of cognitive ergonomics considerations
The sharing of workspaces and the physical interaction between humans 
and industrial robots could affect the cognitive ergonomics of the col-
laborative work. In this context, it would be mandatory to minimize 
mental stress and psychological discomfort, which could arise during 
hybrid operations. In fact, even if safety measures are well designed and 
implemented, the presence of the robot must not be perceived as a haz-
ard or as a source of stress for humans. Designers should consider these 
kinds of cognitive ergonomics problems in order to develop anthropo-
centric and human-friendly collaborative workstations also from a psy-
chological point of view.
e. Inclusion of a method for the new assembly cycle definition 
according to the calculated task allocation
Finally, the last consideration concerns the development of a quick and 
structured procedure for the new assembly cycle definition according to 
the planned task allocation. In this case, a new sequence should respect 
the defined human–robot task division and provide useful information 
for the design of the layout of the new collaborative workcell. The new 
cycle data should also support the designers in the comparison between 
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the production performance of the actual and future workstation, in 
order to offer a clear overview of the costs and benefits that the intro-
duction of the collaborative robot can provide to the overall production 
system.
12.5.2  Real-Time Allocation for Assembly
One of the most interesting and challenging features of collaborative 
assembly is the real-time allocation of tasks and responsibilities between 
the robot and the human operator. In these situations, the robot may 
behave with its own agency, i.e., goal-oriented initiative. Such agency 
endows the robot with the ability to negotiate the task owner with the 
operator and the order of the tasks. Researchers have shown that pro-
viding a machine or robotic agent with autonomous capabilities yields 
important benefits for human–robot team fluency (Gombolay et al. 
2017). Furthermore, such agency is the basis for the emergence of smart 
interaction patterns with continuously distributed tasks among all con-
tributors. In fact, while there are capabilities unique to both machines 
and humans, there is also a natural overlap. The objective of task allo-
cation is to achieve an optimal sharing of these capabilities. For the 
dynamic task allocation, it is necessary to create a model of the assembly 
process and the sensing capacity to endow the collaborative robot with 
sufficient situational awareness. In fact, correct real-time task allocation 
is only possible with a sufficiently accurate virtual twin of the system. 
Such a virtual twin will be the object of analysis of the task-sharing 
system in conjunction with the feedback from situational awareness. 
Task allocation may be modified online by communication (verbal, 
nonverbal), by operator initiative or by another change in the system 
state. As can be seen, the dynamic task allocation problem is charac-
terized by a degree of unpredictability. Such kinds of environments are 
called unstructured. Even in the simplest environment, the design of 
such interactions is not easy. All the challenges of motion planning in 
a dynamic environment are combined with the task allocation prob-
lem. This results in a combination of geometrically constrained motions 
in the space and ordered sequences of discrete tasks. For this reason, 
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real-time task allocation problems are best modeled as hybrid systems. 
On the one hand, the task is part of a sequence of discrete states best 
modeled as a discrete event system (DES). Such a system evolves from 
the actual state in an undeterministic way due to the action of the oper-
ator. On the other hand, the motions executed by the robot are defined 
by the executed task and the traditional constrains of human–robot 
physical interaction. Such a combination of a DES with a motion plan-
ning system is called a hybrid system. Observe that this topic is char-
acteristic for the fourth industrial revolution. Including the human 
operator as a CPS and making possible the dynamic integration of 
humans and machines, the coordination and orchestration of the smart 
factories become pervasive. This is only possible thanks to the correct 
integration of the required systems. In fact, the integration of hetero-
geneous digital systems is a must. In particular, advanced visual sens-
ing systems must share high-structured information between CPS using 
the correct communication channels. Among these channels, physical 
contact may also be used to create an interaction interface and convey 
information to CPS. Traditionally, such problems have been attacked 
via high-level task planning where a sequencing of task sequences is 
computed to lower-level planning to compute the motions for the arm 
(Pellegrinelli et al. 2017). Initial research in task allocation perceived 
that, while there are capabilities unique to both machines and humans, 
there are also overlapping capabilities that provide the opportunity 
to variably assign tasks in accordance with resource availability (Ranz 
et al. 2017). Other systems based on Artificial Intelligence are based 
on a learning framework to construct an optimal task-sharing sched-
ule. In works like Munzer et al. (2017) and Mitsunaga et al. (2008), the 
authors propose an online learning algorithm which adapts to the oper-
ator behavior during the task-sharing procedure. Given an initial task 
schedule, it is possible to adapt the robot’s actions based on comfort 
and discomfort measurements gathered from the sensing system. Other 
approaches leverage the fact that people act not only as a response to 
external or internal stimuli, but also in order to achieve goals to design 
algorithms capable of predicting the intended actions of the operator in 
order to perform the task allocation (Demiris 2007). This is a feasible 
alternative to communication to understand the intentions in real time.
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12.5.3  Cell Digitalization
We have already discussed how a collaborative robot can be introduced 
inside a manufacturing cell to simultaneously improve the cell’s produc-
tivity and reduce the operator’s strain. To this end, we have identified 
and allocated the optimal set of tasks that a collaborative robot can exe-
cute. Our approach, however, presents two fundamental limitations:
• Manual synchronization between the operator and the robot to con-
clude the assembly sequence
• The robot can only execute its allocated tasks in a predefined 
sequence.
Both limitations result from the fact that our approach only exploits 
static information or knowledge of the assembly process known a pri-
ori. Indeed, to allow higher levels of flexibility like dynamic task alloca-
tion, autonomous reaction, and adaption to unexpected situations, etc., 
it is necessary to enrich the “situational awareness” of the robot and to 
endow it with an autonomous or semi-autonomous decision-making 
mechanism. In other words, full cell digitalization in smart factories not 
only involves delegating known tasks to robots but also endows them 
with proper perceptive, cognitive, and control mechanisms for real-time 
monitoring and adaptation during the execution of the assembly pro-
cess. The rest of the section is devoted to briefly introducing different 
technologies and approaches found in the state of the art to improve the 
situational awareness of the robot, including operator monitoring, and 
different inference mechanisms allowing autonomous adaptation during 
the assembly process.
12.5.4  Situational Awareness
The first step to increase the situational awareness of the robot is to pro-
vide it with some means of perception, not only to perceive the sur-
rounding environment but also to measure its own internal states 
and to monitoring the operator’s activities. Therefore, such means of 
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perception cannot be defined only in terms of raw measurements of the 
physical world (e.g., provided by laser scanners, RGB cameras, RGB-D 
sensors, inertial measurement units, encoders, torque sensor, etc.) but 
also in terms of interactive HMI allowing bidirectional and natural 
information flows between the operator and the robot. This evolution 
from raw measurements to information flows defines the second step: 
understanding of the current situation, which includes the environ-
ment, robot, operator, and manufacturing process states. The third and 
last step consists of the prediction of future situations.
Key HMI interfaces in Industry 4.0 are the automatic speech recog-
nition, the gesture recognition, the enhanced reality (either in terms of 
augmented reality or virtual reality ), physical HRI, and the prediction of 
operator’s intentions (Ruiz Garcia et al. 2019):
• Automatic speech recognition consists of the identification and recog-
nition of patterns bearing the information content inside the speech 
waveform (O’Shaughnessy 2008). Although speech represents the 
most efficient method of human interaction, Lotterbach and Peissner 
(Lotterbach and Peissner 2005) state that voice user interfaces cannot 
represent a replacement for a classical graphic user interface (GUI) 
but can complement to them, so that under certain conditions and 
in certain contexts, they provide the most comfortable and efficient 
method of interaction.
• A gesture is defined by any expressive body motion capable of trans-
mitting meaningful information to other entities in the workspace. 
Nowadays, thanks to the advent of RGB-D sensors, visual gesture 
recognition is one of the most widely used methods in the industry 
(Sansoni et al. 2009). A comprehensive review of applications and 
technologies can be found in Mitra and Acharya (2007).
• Enhanced reality consists of the enrichment of perceptive measure-
ments of the physical world with digital information superimposed 
on top of it (Craig 2013).
• Physical contact detection, isolation, and reaction have been exten-
sively explored in the robotics community, especially in the field of 
collaborative robotics (Haddadin et al. 2012; Ajoudani et al. 2018) 
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where the contact between the robot and the operators is expected to 
be frequent.
• Prediction of operator’s intentions relies on monitoring techniques 
(Pirri et al. 2019; Mauro et al. 2018, 2019) and allows the enhance-
ment of the effectiveness of collaboration between robots and 
humans, especially in industrial scenarios where safety greatly 
depends on the understanding between humans and robots.
12.6  Conclusions
HRC is a primary cyber-physical technology in Industry 4.0. There is 
no doubt that the global market of industrial collaborative robotics is 
extensively and continuously growing. It is reasonably possible to sup-
pose that collaborative assembly will be a crucial application in the 
near future. This chapter aims to explain the main concepts about the 
introduction of industrial collaborative robots into manual assembly 
systems. The contents gave a general overview of the main features and 
requirements of human–robot collaborative assembly in the context 
of Industry 4.0, and discussed the opportunities and problems related 
to its design procedure. The main objectives of the adoption of col-
laborative systems into traditional manual assembly workstations is to 
improve operators’ work conditions and production performances by 
combining inimitable human ability with smart machines’ strengths. 
The main specific outcomes of this chapter based on Industry 4.0 
applied to SMEs are:
• Identification of the main parameters for the possible adoption of 
collaborative systems into the assembly process
• Development of a structured framework for the evaluation of the 
technical possibility to use a collaborative robot for assembly activities
• Implementation of a multi-criteria method for human–robot task 
allocation in assembly activities by considering technical, ergonomic, 
organizational and economic principles
• Creation of the basis for the development of a digital tool for a 
guided self-evaluation.
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In general, the proposed approach is based on hierarchical task alloca-
tion, which is able to define if a task can be performed efficiently by the 
operator (H), by the robot (R), or by both indiscriminately (H or R). 
The core part of that method is the technical evaluation, which analyzes 
if a generic feeding, handling or assembly task can be performed effi-
ciently by a robot by using a proper amount of production resources in 
a suitable time according to product and process critical issues. The pro-
posed methodology enables SMEs to carry out a preliminary feasibil-
ity analysis of the collaborative process. In the future, this methodology 
will be used as a basis for developing a digital tool for supporting SMEs 
technicians to self-evaluate the potential of collaborative systems in 
assembly processes. Such an application will help SMEs to a proper use 
of industrial collaborative robots and as a result, to improve assembly 
performances, operators’ work conditions, and production quality. The 
chapter also introduced the SMF laboratory of the Free University of 
Bolzano-Bozen and explained how to apply intuitive HRI for assembly 
purposes through the description of a laboratory case study in a realis-
tic industrial lab environment. For the proposed case study, a Universal 
Robot model UR3 equipped with a 2-finger Robotiq collaborative grip-
per is used for the collaborative assembly of a medium-size pneumatic 
cylinder. Finally, the current work in progress and future hypotheses for 
improvement are introduced and discussed by investigating the main 
possibilities and innovations for collaborative assembly.
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13.1  The Axioms and Engineering Design  
as a Scientific Discipline
13.1.1  The Axioms
The axioms were developed in the late nineteen seventies by Prof. Nam 
P. Suh and his students at MIT. The project was supported by the US 
National Science Foundation. They studied design processes and the 
quality of design solutions.
They found that the best designs had two things in common. These 
became Suh’s design axioms.
Axiom one: Maintain the independence of the functional elements.
Axiom two: Minimize the information content.
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When these axioms are applied properly, the resulting design solution 
is the best it can be for a given set of functional requirements and can-
didate design parameters (Suh 1990). Beyond the proper application of 
the axioms, the value, quality, and virtue of the design solution, rests on 
the formulation of functional requirements and the generation of candi-
date design parameters, which are discussed below.
These design axioms can apply to all kinds of problem solving. This 
includes a daily agenda and an arrangement of items on a desk, an online 
electric vehicle (Suh and Cho 2017), a mobile harbor (Lee and Park 
2010; Park and Suh 2011) or software, and organizations (Suh 1998).
Note that the word “design” can refer to a representation of an object 
that has been designed, which is also a design solution. “Design” can 
also refer to a process during which the design solution is developed.
Newton’s laws also apply to solving a wide variety of problems, from 
planetary motion to apples falling on earth. Suh’s axioms, like Newton’s 
laws, and any other set of axioms or natural laws, cannot be proven. 
Their validity relies on the lack of observations to the contrary within 
their domains of applicability.
13.1.2  Three Parts and Six Elements
Axiomatic design has three essential parts: axioms, structure, and pro-
cess. Each of these three parts can be decomposed into two elements, as 
shown in Table 13.1.
The axioms are applied during the design process. Design prob-
lems are formulated and design solutions developed, from abstract to 
detailed, down hierarchies of abstraction and across functional, physi-
cal and process domains, during a zigzagging decomposition process, so 
that the design solution is consistent with the axioms.
13.1.3  Axiom One: Maintain Independence
Adherence to the independence axiom assures that design solutions 
avoid unintended consequences, and that it will be adjustable and 
controllable. It does this by developing a design solution that avoids 
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unwanted coupling. When two functions are coupled, they cannot 
be adjusted or changed independently, i.e., a change in one influ-
ences the other, to bring about a change in it too. The result is that 
some non-productive iteration will generally be required to reach the 
desired result, if indeed a convergent adjustment strategy can be found. 
Coupling can occur when one physical component is used to satisfy two 
FRs. This frequently occurs as the result of well-meaning attempts to 
reduce the number of components, believing that this will save cost and 
simplify the design. The result can be just the opposite.
13.1.4  Axiom Two: Minimize the Information Content
Information content is the log of one divided by the probability of suc-
cess I = ln(1/p) Information content in design in this sense is not related 
to knowledge. The first axiom can be seen to be a special case of the 
first, because the independence promotes success. Axiom two is applied 
after the first. It is used to select between candidate solutions, favoring 
those with the greatest possibility of fulfilling the functions and satisfy-
ing the customer needs.
Table 13.1 Parts and elements of design
Parts Elements Notes
1. Axioms 1.1  Maintain the independence 
of the functional elements
Facilitates adjustment, 
controllability, and avoids 
iteration and unintended 
consequences
1.2  Minimize the information 
content
Maximizes probability (p) of 
success. I = ln(1/p)
2. Structures 2.1 Design domains Decomposes laterally by type 
of domains, customer, func-
tional, physical, and process
2.2 Design hierarchies Decomposes vertically by level 
of detail in the domains
3. Processes 3.1 Zigzagging decomposition Developing detail down 
through the hierarchical 
domains
3.2 Physical integration Integrating detailed physical 
components up through the 
physical domain
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13.2  Structures
In order to apply the axioms, the developing design solution should be 
structured so unwanted coupling and information content are obvious and 
can be designed out. The need to apply the axioms to the developing design 
solution, during the design process, drives the design structure. The form 
of the design process is based on the functions required for the process of 
conceptualizing and developing design solutions. The axiomatic design pro-
cess is therefore based on the axioms and is thereby self-consistent.
The completed design solution structure is a verbal description of the 
design solution. Its construction is essential for completing the design 
solution. The design structure is like a free body diagram for the design 
problem, a multidimensional, orthogonal description of the functions, 
and solutions.
The structure consists of design domains laterally, and hierarchies of 
detail within the domains, vertically. The design domains are different 
kinds of descriptions of the design. The functional requirements (FRs), 
items in the functional domain, are formulated to satisfy the Customer 
Needs (CNs), items in the customer domain. FRs are fulfilled by the 
physical solutions, i.e., the design parameters (DPs), which are items in 
the physical domain. The DPs are created with Process Variables (PVs), 
which are items in the process domain.
The design domains are listed in Table 13.2, along with the ele-
ments of which they consist, their abbreviations, and their descriptions. 
The items in the different design domains connect to each other. 
Table 13.2 The design domains









Abbreviations CNs FRs DPs PVs
Grammatical 
form






Notes What is 
needed
What it does How it looks How to pro-
duce it
Other Constraints Cs
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These connections are evaluated by the axioms, particularly axiom one. 
The CNs describe what will be valued in the design. There is a value 
chain that runs from the Customer Domain to the Functional Domain, 
to the Physical Domain, and then on to the Process Domain (Fig. 13.1).
13.2.1  Design Domains and Constraints—Lateral 
Decompositions
The design domains (see Table 13.2) are spaces, or zones, on a field 
where a design game can be played. When the design decomposition 
is complete here is should be one-to-one correspondences between the 
items in the functional, physical, and process domains. Each FR needs 
its own DP, which should have a corresponding PV.
13.2.1.1  Customer Needs (CNs)
The Customer Domain describes what customers want, i.e., what 
they would value. Thompson (2013a) provides an excellent descrip-
tion of the process of identifying the customer and other stakeholders, 
Fig. 13.1 Design domains, customer, functional, physical, and process, and 
the constraints, with their components. Zigzagging decomposition is indicated 
between the functional and physical domains. Upper level DPs constrain lower 
level FRs. The process domain and its connection to the physical domain is not 
elaborated here
388     C. A. Brown
e.g., manufacturing, transport, and salespeople. CNs might also con-
tain constraints (Cs), things that must be avoided, and preferences that 
can become selection criteria (SCs) or optimization criteria (OCs) as 
described by Thompson (2013b).
In practice, CNs could be developed by a marketing group. 
Describing CNs can begin a design process. CNs have no special 
grammatical form. They should describe the fundamental needs, 
preferences, and constraints in a way that opens the solution space 
appropriately.
13.2.1.2  Functional Requirements (FRs)
The FRs should be an organized technical description of what the 
design must do, i.e., the functions it needs to provide. FRs are stated in 
the imperative. They begin with verbs. At the highest levels, FRs can be 
things like “transport people,” or “deliver hot water.”
Most often just the top-level FRs are developed from the CNs, 
because the CNs tend to be more abstract. The initial FRs should be the 
minimum list of functions that satisfy the CNs. The FRs should be col-
lectively exhaustive with respect to the CNs. At any level, FRs should be 
mutually exclusive with respect to each other. Formulating good FRs is 
essential. A design solution cannot be better than its FRs. The top-level 
FRs establish the starting point, indicate the direction, and define when 
the destination is reached.
The FRs should state the design objective directly, for example, 
“transport people.” A common mistake of novices is to make “design 
a bicycle” an FR, intending to design a new kind of bicycle. The oper-
ative verb is “design,” so this suggests designing a system for design-
ing a bicycle. If the intent is to design a new sort of bicycle then the 
FR might rather be “transport people.” It could have constraints to be 
powered by the people being transported. Using a term like “bicycle” 
already suggests a physical solution, thereby limiting the solution space, 
and reducing the potential for a new, creative solution to the transport 
problem.
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13.2.1.3  Design Parameters (DPs)
DPs describe what the design looks like. What eventually appears in a 
CAD file for mechanical parts, or lines of code for software. DPs begin 
with nouns. At the highest levels, DPs are things like “personal trans-
portation device” or “hot water system.” At the lower levels DPs can be 
things like “ball bearings” or “valves,” or the design can start there, if 
you are designing rolling elements or fluid control devices.
The DPs are the physical items that fulfill the FRs. In order to com-
ply with axiom one, the independence axiom, in the completed decom-
position there should be one and only one DP corresponding to each 
FR. Ideally, that DP should only influence the FR that it is intended to 
fulfill.
The term “physical,” referring to the physical domain and physical 
attributes, is not necessarily physical literally. DPs can also be “computer 
code,” “education modules,” or “slots of time in an agenda.” These DPs 
would fulfill FRs like “calculate best fit line,” “teach engineering design,” 
or “meet with clients.”
13.2.1.4  Process Variables (PVs)
PVs describe how the DPs are produced. PVs can be manufacturing 
processes, like machining, injection molding, and assembly. The PVs 
can be developed so that the PVs have a one-to-one relation with the 
DPs. This can be necessary when functional and physical tolerances are 
difficult to achieve (Brown 2018). Often it is not necessary to develop 
this kind of detail in the Process Domain. When it is time to do process 
design, then it can be advisable to begin a new design problem with FRs 
and DPs relating to the process (Brown 2014).
13.2.1.5  Constraints (Cs)
Cs interface with the domains, although they are not in the value chain. 
Cs are limits or restrictions on the items in the other domains. Cs 
sometimes cannot be decoupled from the other items in the domains. 
390     C. A. Brown
They are things that must be avoided rather than fulfilled. Cs differ 
from FRs in that Cs do not have DPs. Another important difference is 
that while each of the FRs should be independent of all other FRs, Cs 
can influence all the FRs and DPs, e.g., weight and cost limitations.
13.2.2  Design Hierarchies—Vertical Decomposition
When more than one level of detail is necessary to describe a design 
solution to the point where the solution is obvious, then the design 
should be decomposed vertically. This decomposition can continue 
increasing in detail, from parent to child, through several generations, 
or levels, until the solution is obvious. The upper level FRs describe 
main branches, subsequent decomposition of the children define 
branches that are more detailed. A decimal notation is used for the 
branches. The top-level FR is FR0. The next level are FR1, FR2, FR3, 
etc. The children of FR1 are FR1.1, FR1.2, FR1.3, etc.
13.3  The Design Process
The design process seeks first to generate items comprising a design 
solution by systematically decomposing abstract design concepts into 
progressively more detailed items until the decomposed solution is obvi-
ous. Then the design decomposition is physically assembled to produce 
a complete, integrated solution. The decomposition and integration are 
both done so as to assure that the resulting design solution complies 
with the axioms. A complete solution should include functional and 
physical metrics with dimensioning and tolerancing. Steps in the design 
process are shown in Table 13.3.
13.3.1  Zigzagging Decomposition
The decomposition is generated by zigzagging between domains at 
one level, then proceeding to the next, more detailed level (Fig. 13.2). 
Generally, this is done from the functional to the physical domain, 
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although it can be extended to the process domain as well. Each parent 
must have at least two children in its domain.
The children contain more detail than the parent does. The children 
should combine to equal the parent, that is, they must be collectively 
exhaustive (CE) with respect to the parent. If not, the decomposition is 
Table 13.3 Steps for zigzagging decompositions to develop FRs and select the 
best DPs
1.  Identify the needs of the customers and stakeholders (CNs) (Thompson 
2013a)
2. Develop FR0 based on CNs
    2.1 Select DP0 candidates
    2.2 Select best DP0 based on minimizing information content (Axiom 2)
3. Develop next level or branch of FRs, based on CNs where appropriate
    3.1  Check for non-FRs, OCs, SCs (Thompson 2013b) and violation of  
constraints
    3.2 Check FRs for CEME decomposition (Axiom 1), and correct if necessary
4.  Select corresponding DP candidates for each FR, and check for violation of 
constraints
5. Select the best DP for each FR from the candidates
    5.1 Select those that maintain independence (Axiom 1—use design matrix)
    5.2 Select best for minimum information content (Axiom 2—use I = log(1/p) )
6.  If the solution is obvious, then leave the decomposition and go to physical 









Fig. 13.2 Zigzagging decomposition symbolic example. The arrows show the 
direction of the flow and the order is indicated by the numbers on the arrows. 
There must be at least two children at each level of the decomposition in each 
branch
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Table 13.4 Uncoupled basic design matrix, diagonal, and therefore fully 
independent
DP1 DP2 DP3
FR1 X 0 0
FR2 0 X 0
FR3 0 0 X
Table 13.5 Decoupled basic design matrix, triangular, and therefore 
quasi-independent
DP1 DP2 DP3
FR1 X 0 0
FR2 X X 0
FR3 X X X
Table 13.6 Coupled basic design matrix, full, and therefore not independent
DP1 DP2 DP3
FR1 X X X
FR2 X X X
FR3 X X X
incomplete. The children at each level in each branch must be mutually 
exclusive (ME) with respect to each other, in order to comply with axiom 
one, independence. An appropriate decomposition is said to be CEME-
min, indicating in addition the minimum number of FRs.
In these hierarchal decompositions upper level DPs constrain lower 
level FRs. If, for example, a pneumatic solution has already been selected 
at a higher level, then all subsequent lower-level solutions should fit with 
the higher-level choice, for example, pneumatic valves and actuators.
13.3.1.1  Checking for Independence (Axiom One)
At each level and on each branch of the decomposition the proposed 
solutions should be checked for compliance with the axioms. This is 
done by examining the design matrix, which, minimally, shows which 
DPs influence which FRs (Tables 13.4, 13.4, 13.5 and 13.6).
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The Xs in the matrices indicate that the DP in the upper row influ-
ences the FR in the left column. The nature of the relation could be 
described in any way. The exact nature of the relation need not be 
known, only that an imaginable change in the DP could be enough to 
take the FR out of tolerance.
An uncoupled design matrix is diagonal. Each DP influences only 
one FR. The DPs can be adjusted in any order to satisfy all FRs without 
any non-productive iterations. This is the best.
A decoupled design matrix has one or more off-diagonal interactions 
on the same side of the diagonal (Table 13.5). There are certain orders 
for adjusting DPs that can fulfill the FRs without non-productive iter-
ations. In the case of a fully triangular matrix there is only one order of 
adjustment of the DPs to fulfill the FRs. In Table 13.5, which is lower 
triangular, the adjustment order is 1, 2, 3. The order of adjustment for 
an upper triangular matrix would be 3, 2, 1. Some matrices, which 
are not triangular, can be rearranged to be triangular using linear alge-
bra. Triangular is acceptable. Favor those solutions with the most off- 
diagonal zeros in their design matrices.
A coupled matrix (Table 13.6) has at least one interaction (X) on 
both sides of the diagonal and no way to rearrange to the matrix to tri-
angular. There is no order of adjustment without iteration. Even with 
iteration, there is no guarantee of convergence on an acceptable solu-
tion. This matrix indicates a failure to be adjustable, controllable, and 
to avoid unintended consequences. Another solution should be sought 
with more independence.
13.3.1.2  Decomposition Themes
Themes can be used to facilitate CEME decompositions. Different 
themes can be used at different levels. Energy, work, and partition, by 
location or by sequences in time, are useful themes in manufacturing. 
In testing for being CE, each form of energy and work, location or 
instance of time can be accounted for to insure the decomposition is 
exhaustive. For example, in response to a CN to improve sustainability 
in manufacturing an FR might be to recover waste in machining. One 
branch might be to recover thermal energy. This can be partitioned into 
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locations that contain excess thermal energy as the result of the work 
during machining, the chips, the tool, and the workpiece (Table 13.7).
Location specific heat recovery systems could be selected as corre-
sponding DPs. Selected themes can influence the process, as well as the 
ability to apply the axioms. Different themes, or themes selected in a 
different sequence at different levels, can result in the same elemental 
items in the decomposition at the lowest levels. An alternative decom-
position could be made by the temperature of the heat, which would 
have had to have been addressed eventually in a decomposition begin-
ning with a location theme, because of the fundamental thermodynam-
ics of heat recovery.
Another theme for decomposition can be directional, e.g., Cartesian. 
For example, limit or control movement could be decomposed into 
controlling or limiting movement in three orthogonal directions. 
Another kind of theme can be provided by terms used in the FRs. The 
FRs are at least a verb-noun pair. Often it is possible to decompose the 
verb and the noun into two or more components each.
13.3.1.3  Metrics and Equations
Metrics and equations can assist with the decomposition process, 
although frequently the decomposition is done qualitatively, at least ini-
tially. The FRs benefit from functional metrics that indicate the extent 
to which the function is satisfying a CN. The DPs need physical met-
rics, which can be measures of physical properties. The PVs need pro-
cess metrics, which are adjustments in the process domain.
Table 13.7 Example of an FR-DP, top-level decomposition in response to a CN 
for sustainability in metal cutting
FR0 recover waste heat in machining DP0 heat recovery system
FR1 Recover heat from the tool DP1 Thermoelectric generator
FR2 Recover heat from the chips DP2 Gaseous heat exchanger in chip 
handler
FR3 Recover from the workpiece DP3 Liquid heat exchanger with cut-
ting fluid
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Two kinds of equations can be useful in the decomposition. 
Equations relating two different domains. The FRs and DPs are related 
by the design equations (13.1). The DPs and the PVs are related by the 
process equations (13.2).
The functions f and g can be described in detailed design and process 
matrices. The FRs, DPs, and PVs can be described as column vectors. 
When written in differential form, which is useful because the interest 
is in how changes in the DPs change the FRs, the design and process 
matrices are the Jacobians, describing these changes.
Equations can be used to relate the parents and the children. These 
could be used to verify that the decomposition is CEME.
They do not have to be related by a summation, although this is the 
simplest relation. Any kind of combination of the children to achieve 
the parent would suffice.
13.3.2  Physical Integration
When the decomposition is complete, all the physical items for the 
design have been selected. Then for a complete solution, the physical 
items need to be physically integrated. This could be a drawing or some 
other representation of the juxtaposition of the physical parts of the 
design solution. Note that physical integration can be in space or time.
The branches and themes in the physical integration can differ from 
those in the decomposition. Some items need to be proximate to pro-
vide the intended function. In a car, for example, the braking system 
could be one branch in the decomposition and be dispersed in the phys-
ical structure of the car after the physical integration.
It is good practice to include the FR-DP numbers in the representa-
tion, so each physical item (DP) can be traced back to an FRs in the 
(13.1)FRi = f(DPj)
(13.2)DPj = g(PVk)
(13.3)FRi = FRi.1 + FRi.2 + FRi.3 . . .
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decomposition and the intent can be identified. In this way, the conse-
quences of modifications can be quickly traced and unintended conse-
quences avoided.
To facilitate the physical integration, a DP-DP matrix or a PV-PV 
matrix can be created. It can show the interactions, or lack of them, 
with Xs and 0s, like the design or process matrices. The diagonal is 
superfluous, because it indicates that an item interacts with itself. The 
off-diagonal Xs indicate physical interactions, in space or time that are 
introduced by the integration. These need to be checked to be sure the 
independence is not compromised (Axiom 1) and that the information 
is not increased unnecessarily beyond some equally functional physical 
configurations (Axiom 2).
13.4  Additional Applications and Industry 4.0
This section and the following subsections discuss some applications 
and aspects of AD that could be of particular interest to people doing 
work related to Industry 4.0 (I4.0).
As we look to integrate Industry 4.0 and AD, we note that the cur-
rent descriptions of Industry 4.0 seem to fit best as items in the physical 
domain, as DPs. Industry 4.0 seems to comprise things like cyber-phys-
ical production systems (CPPS), connectivity for data exchange and 
automated decision-making for routine situations. Industry emphasizes 
solutions in the physical domain, i.e., DPs. The task then is understand-
ing the appropriate functions, FRs, and the CNs that would use these 
DPs. In other words, engineers should decide how these interesting 
tools should be used ethically for the benefit of humanity.
13.4.1  Analyzing Existing Designs
The AD method as described above is intended to be used on new 
design problems. It can be difficult or impossible to fix an existing 
design to make it adjustable, controllable, robust, and avoiding unin-
tended consequences. Nonetheless, there are techniques that can be 
used to study and improve existing designs.
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Design thinking starts with knowing or formulating the intended func-
tions, i.e., the design intent. Often problems result from not adequately 
considering and articulating the functions. The functions must satisfy 
needs defined by the customers and stakeholders. Improving an existing 
design solution or portion of it, by using AD, generally requires doing a 
decomposition, for at least of some part of the design solution.
Problems can also arrive in achieving a solution when a design effort 
has been partitioned too early in the design process. This can result 
from an assumption that independence of branches can be maintained 
during subsequent hierarchal decomposition and integration of these 
branches. The solutions in some branches can be more challenging than 
in others, and these branches might need a higher priority in alloca-
tion of constraints, such as cost, space, and weight. This assumes that 
it will be easier to adapt the less challenging branches to comply with 
system-wide constraints.
Many poor designs can be linked to specific problems (Table 13.8). 
These problems can be related to failing some aspect of the axioms, 
which can be linked to shortcomings in the process. References in 
Table 13.8 suggest some solutions.
In some cases, new CNs are introduced, as with items 1 and 2 in 
Table 13.8. This requires the formulation of new FRs, and maybe nFRs 
(Cs, OCs, and SCs, Thompson 2013a), and returning to procedures in 
Table 13.3.
Items 3, 4, and 5 in Table 13.8 require the selection of new DPs 
and returning to procedures in Table 13.3. Sometimes, if there are 
Table 13.8 Some typical problems in a poor design
1. Poor understanding of the CNs and stakeholder needs (Thompson 2013a)
2. Not developing appropriate FRs and nFRs (Thompson 2013b)
3. Having fewer DPs than the FRs (violates axiom one)
4. Selecting DPs that influence too many FRs (violates Axiom one)
5. Difficulties achieving solutions consistently (low yield, violates Axiom two)
6. Not knowing the correct order of adjustment (imaginary complexity accord-
ing to Suh 2005)
7. Violation of constraints (Axiom two)
8. Poor physical integration introduces coupling (Axiom one), or reduces prob-
abilities of success (Axiom two)
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difficulties finding DPs, then the FRs might need modifications to 
enlarge the solution space as described in Sect. 13.4.2 below.
Imaginary complexity (item 6 in Table 13.8) can be addressed by 
constructing a design matrix and decoupling using linear algebra to 
show the correct order of adjustment (Suh 1990).
There are times when the existing design solutions should be mod-
ified to reduce cost, weight, or volume, a constraint violation (item 7 
Table 13.8). An approach is to develop the decomposition. Starting 
with the CNs, including all the stakeholders, clearly establish what pro-
vides the required value. Look at each item in the solution FRs, DPs, 
and PVs, moving through the value chain and identify those things that 
add cost, weight, or volume and do not add value, and then eliminate 
them. Then examine DPs and PVs that add to the constrained quan-
tities, i.e., Cs, and look for alternative solutions that add less and still 
comply appropriately with the axioms.
Item 8 in Table 13.8 suggests a return to the physical integration 
procedure, and an examination of the physical integration matrices 
(DP-DP, or PV-PV). If the necessary independence or information 
content cannot be achieved, then this indicates a return to the FRs. 
Perhaps some FRs need to be modified to increase the solution space 
(Sect. 13.4.2), while still satisfying the CNs, and new DPs or PVs 
found. Maybe the CNs need to be better understood (see Sect. 13.4.2).
13.4.2  Recognizing Opportunities  
for Creativity and Innovation
Being creative is having good, useful ideas. Innovation is making them 
viable. The decomposition and integration processes are a kind of func-
tional modeling. These can help to make a good idea viable.
Working in the best solution space is important for creativity. FRs 
need to be solution neutral. This starts with understanding the CNs to 
formulate good FRs.
Henry Ford supposedly said that if he had asked people what they 
wanted, they would have said a faster horse. The issue is then to under-
stand that the desire was for faster transportation. There is a tendency 
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to go with known solutions, like a horse for transportation at the begin-
ning of the twentieth century.
The FRs should not limit the DPs unduly. One test for a good FR 
is to see how many candidates DPs can fit with the FR. Be skeptical 
of FRs that do not provide enough solution space for several candidate 
DPs. In these cases check to see if the FR suggests a physical solution. 
Sometimes, when the FR is too close to the DPs, the FR can be moved 
closer to the CN and provide more solution space for the DPs.
Another approach is to ask why that FR is needed. Often in the 
answer to this question is another FR that will also satisfy the same 
CNs, although in a more fundamental way that provides a larger solu-
tion space for selecting candidate DPs.
13.4.3  Application for Industry 4.0
For enterprises, a good CN and FR0 can be a return on investment 
(ROI). This suggests a decomposition for based on return and on 
investment (Suh 2001). It can be tempting to make the next level FRs 
maximize return and minimize investment. Maximizing and minimiz-
ing only make good FRs when there is a system or program for achiev-
ing the maximum or minimum, which could be a DP.
The question for I4.0 might be, do the DP heavy descriptions fit into 
solutions for ROI. The temptation to use a I4.0 type solution without 
looking to see if there is another solution that works and requires less 
investment. The decision to use a I4.0 type solution should be justified 
in terms of ROI, and in terms of satisfying the axioms.
New technologies can also be used to fulfill FRs that could not 
previously be considered. It is in this vein that the best use might be 
made of the I4.0 type solutions. In the pursuit of Industry 4.0 there 
are CNs and resulting FRs that should be considered now, which were 
not previously, because there appeared to be no physical solution. 
Industry 4.0 can enable new design solutions for production systems 
that were previously unattainable. These new design solutions might 
help to reverse climate change, and provide appropriate ROIs, through 
improved productivity.
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13.5  Concluding Remarks
Considering the CNs, for all the stakeholders in Industry 4.0, engineers 
must hold paramount the safety, health, and welfare of the public (first 
fundamental canon of ethics for engineers). Engineers must act accord-
ing to the canons of ethics, otherwise what they are doing is not engi-
neering. Industry 4.0 must consider sustainability because it is essential 
to the safety, health, and welfare of the public.
In 1953, a few years after the invention of the transistor as the first 
digital large computers appeared Kurt Vonnegut published Player Piano 
(Vonnegut 1953). The title appears to a reference to John Parson’s first 
numerical controls for machine tools with punch tapes and pneumatic 
actuators. This novel describes a highly automated, yet highly disturb-
ing, society, which is in the grips of another industrial revolution with 
some similarities to Industry 4.0. It mentions that this later industrial 
revolution devalues human thought, just as the first industrial revolu-
tion devalued human labor.
Axiomatic Design is powerful. It can empower tools that are availa-
ble and being developed for Industry 4.0. AD and Industry 4.0 must 
be used for the benefit of humanity. Sustainability and the preserva-
tion and enhancement of freedom and dignity, must be included in 
the CNs. If Industry 4.0 diminishes these things, and serves mainly to 
enrich further those who are already wealthy, then it has failed.
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