Abstract. We introduce a real-time stereo matching technique based on a reformulation of Yoon and Kweon's adaptive support weights algorithm [1] . Our implementation uses the bilateral grid to achieve a speedup of 200× compared to a straightforward full-kernel GPU implementation, making it the fastest technique on the Middlebury website. We introduce a colour component into our greyscale approach to recover precision and increase discriminability. Using our implementation, we speed up spatialdepth superresolution 100×. We further present a spatiotemporal stereo matching approach based on our technique that incorporates temporal evidence in real time (>14 fps). Our technique visibly reduces flickering and outperforms per-frame approaches in the presence of image noise. We have created five synthetic stereo videos, with ground truth disparity maps, to quantitatively evaluate depth estimation from stereo video. Source code and datasets are available on our project website 3 .
Introduction
In contrast to global stereo matching techniques such as graph cuts [2] or belief propagation [3] , Yoon and Kweon's adaptive support weights [1] only aggregate evidence over a finite window size. The effectiveness of their technique is due to aggregation of support over large window sizes and weights that adapt according to similarity and proximity to the central pixel in the support window. Results are good, but the algorithm is slow, taking about one minute to process the Tsukuba images on a current generation CPU. This has prompted people to resort to a separable implementation [4] to achieve interactive frame-rates.
We take a different approach. We rewrite their technique (section 2) as a dualcross-bilateral filter with Gaussian weights (section 3). Based on the bilateral grid (section 3.1), we present a real-time GPU-based implementation (section 3.2) and improve its performance using a dichromatic approach (section 3.3). We show how spatial-depth super-resolution can be accelerated using our technique (section 3.4) and we extend our technique to stereo video (section 3.5). We conclude with results (section 4) and discussion of future work (section 5). Key literature is referred to in-line where it is most relevant. 
Adaptive Support Weights
We start with a brief summary of Yoon and Kweon's technique. It builds on a winner-take-all stereo pipeline [5] and computes the initial cost space using truncated AD (absolute difference). We write this initial cost space as C(p, d) where p = (x, y) are the coordinates of a pixel in the left image and d is some disparity hypothesis. For convenience, let p = (x − d, y) be the corresponding pixel in the right image.
The key idea is to aggregate costs over a large support window of 35×35 pixels for each pixel, where each pixel in the support window is weighted according to similarity and proximity to the central pixel. This is motivated by the Gestalt theory of perceptual grouping, with the weight between two pixels given by
where ∆E is the Euclidean distance between pixel values in the CIELAB colour space, and the parameters γ c and γ p control grouping by similarity and proximity, respectively. Yoon and Kweon use default values of γ c = 5 and γ p = 17.5. The aggregated cost space C is now calculated using
where k = q∈Np w(p, q) · w(p, q) is the normalisation quotient and N p the set of all pixels in the support window. For the winner-take-all stage, we use Yang et al .'s sub-pixel refinement process [6] . We implemented all techniques in this paper using C for CUDA, an architecture for general purpose computation on NVIDIA GPUs. We measure run times on an NVIDIA Quadro FX 5800 GPU.
Our straightforward GPU implementation is about 25× faster than reported by Yoon and Kweon and produces comparable results to their publicly-available implementation (on the Middlebury website 4 ). However, neither implementation achieves the results reported in the original paper. We believe this to be due to differences in filling in pixels that are invalidated by the left-right consistency check [7] . As we compare different techniques, it is fairest to only compare GPU techniques to other GPU techniques, and also to have all techniques share the same post-processing.
Dual-Cross-Bilateral Aggregation
The bilateral filter [8] is a common edge-preserving smoothing filter. One variant, the cross-or joint-bilateral filter [9] , smoothes an image with respect to edges in a different image. Yoon and Kweon's technique is another variant that smoothes the cost space while preserving edges in both input images. In the bilateral filtering framework, we call this kind of filter a dual-cross-bilateral filter (DCB).
We reformulate their approach using Gaussian weights, the de facto standard in bilateral filtering. This yields
where σ r and σ s are similarity and proximity parameters, and G σ (x) = exp(
2 ) is the unnormalised Gaussian centred on zero, with standard deviation σ. The square root is applied to the second factor, so that w(p, q) · w(p, q) includes the proximity weight exactly once.
The aggregation remains unchanged from equation 2, resulting in
which we compute within a window of 35 × 35 pixels. We use the parameter values σ r = 10 and σ s = 10, which we found to produce the best results. The resulting disparity maps are shown in table 2 and the Middlebury evaluation results in table 3. It is notable that our dual-cross-bilateral aggregation improves on our Yoon and Kweon implementation in the nonocc (non-occluded pixels) and all pixels categories in almost all cases.
Bilateral Grid
Full-kernel implementations of the bilateral filter are very slow, so several speedup approaches have been proposed. A separable implementation [11] is too inaccurate for our purposes. Weiss' technique [12] only supports spatial box-filters rather than the Gaussians we use. And Yang et al .'s constant-time bilateral filtering [13] does not generalise well to higher dimensions, which we require. We therefore use the bilateral grid [10, 14] . It has the interesting property that it runs faster and uses less memory as σ increases.
Consider the example of a greyscale image I(x, y). The bilateral grid embeds it in a 3D space: 2D for spatial coordinates and 1D for pixel values. Each pixel (x, y) is mapped to (x, y, I(x, y)) in the bilateral grid Γ . The 1D example in figure 1 illustrates the use of the bilateral grid in three steps. 1. Grid Creation All grid voxels (x, y, c) are first zeroed using Γ (x, y, c) = (0, 0). Then, for each pixel (x, y),
where [ · ] is the rounding operator, and s s and s r are the spatial and range sampling rates, which are set to σ s and σ r respectively. Note that the pixel values and the number of pixels are accumulated using homogeneous coordinates, which make it easy to compute weighted averages in the grid slicing stage.
Grid Processing
The grid is now convolved with a Gaussian filter, of standard deviation σ s and σ r along the space and range dimensions. As the previous step has already sub-sampled the data accordingly, we only need to convolve each dimension with a 5-tap 1D kernel with σ = 1.
Grid Slicing
The result is now extracted by accessing the grid coordinates (x/s s , y/s s , I(x, y)/s r ) using trilinear interpolation, and dividing the homogeneous vector to access the actual data.
The bilateral grid is amenable to real-time GPU implementation, as demonstrated by Chen et al . [10] .
Dual-Cross-Bilateral Grid
Chen et al . [10] show that the bilateral grid can also be used for cross-bilateral filtering. This is achieved by using an edge image E(x, y) to determine grid coordinates, but storing the pixel values of the image I(x, y) to be filtered:
The grid processing remains the same, and the slicing stage accesses the grid at (x/s s , y/s s , E(x, y)/s r ).
Recall that our dual-cross-bilateral cost aggregation smoothes the cost space while preserving edges in the two input images. To implement it, we extend the bilateral grid to take into account both input images as edge images when calculating grid coordinates, and to accumulate cost space values instead of pixel values. We call our extension the dual-cross-bilateral grid, or DCB grid.
For a pixel p at (x, y) in the left image, and its corresponding pixel p at (x − d, y) in the right image, we create the DCB grid using
Instead of image intensities, as in Chen et al . [10] , we use the lightness component L of the CIELAB colour space, as it is perceptually more uniform and hence more closely models how we perceive greyscale images. However, this also degrades performance compared to the full-kernel DCB, which uses full-colour images. The subscripts L and R indicate the left and right images, respectively.
The result of slicing the DCB grid is the aggregated cost
In our implementation, we tile the 4D bilateral grids for all disparities into one large 2D texture. 
Dichromatic DCB Grid
The dramatic speedup achieved by the DCB grid comes at some loss of quality. This is because the underlying bilateral grid only works on greyscale images and hence does not differentiate colours that have similar greyscale values, as shown in the examples of figure 2b. A solution is to add additional colour axes to the grid, to increase its colour discriminability. Unfortunately, the memory requirements of the bilateral grid are exponential in the number of dimensions. The teddy and cones data sets, for example, each have a total memory footprint of 60 disparities × 450 10 × 375 10 × 100 10
when using the standard parameters σ s = 10 and σ r = 10, k colour dimensions, and two single-precision floating-point numbers per grid cell. For the DCB grid, where k = 2, this amounts to 78 MB. However, the best results, with full CIELAB colours in both images (k = 6), would require a prohibitive 764 GB.
The maximum number of colour dimensions that can be afforded on current generation graphics cards is k = 3 which equates to 783 MB for teddy. This allows one additional colour axis in one of the images, in addition to each image's greyscale component. The result is a dichromatic technique which can differentiate colours along two colour axes. This is an interesting trade-off between the common monochromatic (greyscale) and trichromatic (e.g. RGB) stereo approaches, that has not previously been explored.
We experimented with several colour dimensions (table 4) and found that CIELAB hue h ab provided the highest discriminability.
The results in tables 1 and 3 show that the dichromatic approach improves on the monochromatic DCB grid in all categories (except run time), achieving results comparable (tsukuba, teddy) or superior (venus) to our implementation of Yoon and Kweon, at a 13× speedup. The close-ups in figure 2 also show qualitative improvements. 
Spatial-Depth Super-Resolution
Yoon and Kweon's method is also used in other contexts such as spatial-depth super-resolution. Yang et al . [6] use it as a central component in their system. Starting from a low-resolution depth map, they iteratively upsample it to the full resolution of the input images using Yoon and Kweon's cost aggregation. We use the same algorithm with our DCB grid and achieve a speedup of more than 100×. Figure 3 compares results, run times and errors. 
Temporal DCB Grid
Stereo videos pose different challenges to stereo images: the application of techniques on a per-frame basis is insufficient to achieve flicker-free and temporally coherent disparity maps. Given the success of the DCB grid method, we turned our attention to adding time as an extra dimension, inspired by approaches that aggregate costs over a 3D spatiotemporal support window [18, 19] . Our experiments consider a time window of five frames, which we found to work well. For each frame of the video, the DCB grid is created and processed as described in section 3.2, but the slicing is based on the grids of the last n = 5 frames, each weighted by w i :
where i = 0 indicates the current frame, i = 1 the previous frame and so on.
The original spacetime stereo approaches use constant weights (w i = 1). We use Gaussian weights,
2 t with σ t = 2, which extends the DCB grid into the time dimension. We also tried Paris' adaptive exponential decay [20] , but did not see any improvements compared to our simpler technique.
Note that we cannot use the dichromatic and temporal extensions at the same time, as we have insufficient memory to handle 6 dimensions of data (4 GB of GPU memory). Results of qualitative and quantitative nature are discussed next.
Results
All results in this paper were created using an NVIDIA Quadro FX 5800 GPU with 4 GB video memory, on a 2.4 GHz Intel Quad Core CPU with 4 GB RAM. Disparity maps created using our per-frame techniques are shown in table 2 and compared to other techniques in tables 1 and 3. Like Yoon and Kweon, we include left-right post-processing when reporting performance figures, but exclude it in run time measurements.
Our DCB grid is currently the fastest stereo correspondence approach on the Middlebury stereo evaluation website. A faster technique by Yang et al . [21] is not listed, as it has not been evaluated on the new Middlebury data sets, and we hence cannot compare to it fairly.
We improved the performance of the DCB grid using a dichromatic technique, drawing on a second colour axis to increase colour discriminability. Our results demonstrate that partial-colour solutions can improve stereo results, and we believe that this idea has more general applicability. Tables 1 and 3 also show an interesting trade-off: both 'Real-time GPU' [15] and 'Reliability DP' [16] are slower than the DCB grid, but faster than the dichromatic DCB grid, with performance being inversely related: the dichromatic DCB grid outperforms both 'Real-time GPU' and 'Reliability DP' which in turn outperform the DCB grid. Yang et al .'s plane-fit BP [17] outperforms our dichromatic DCB grid at similar run times, but their technique occupies both CPU and GPU, whereas our techniques leave the CPU available for other tasks. 
Stereo Videos
We evaluated the temporal DCB grid qualitatively using real stereo videos and quantitatively on synthetic stereo videos with ground truth disparities, where we also compared it against per-frame techniques.
Qualitative Evaluation Figure 4 shows frames from the 'skydiving' video 5 . We processed it at a resolution of 480×270 with 40 disparities, without the left-right consistency check. On our machine, the per-frame DCB grid runs at 16 fps and the temporal DCB grid at 14 fps. As can be seen in the supplementary video, the temporal DCB grid visibly reduces flickering compared to the per-frame method.
Stereo Videos with Ground Truth Disparities
The quantitative evaluation of disparity maps from stereo videos is hindered by the general lack of ground truth disparity maps. We created a set of five stereo videos with ground truth disparity maps (see figure 5 ) and make them available on our project website: book -turning a page of an old book (41 frames) street -camera pans across a street view (100 frames) tanks -camera flies along a grid of tanks (100 frames) temple -rotating Mayan temple (100 frames) tunnel -moving through a winding corridor (100 frames) book street tanks temple tunnel Fig. 5 . Selected frames and disparity maps from our synthetic stereo videos.
We generated the sequences using Blender, an open source modeller. Each frame is 400×300 pixels in size with a disparity range of 64 pixels. The 'book', 'tanks' and 'temple' objects were taken from the Official Blender Model Repository 6 , while the tunnel scene was our own design. For the 'street' sequence, we combined models and materials by Andrew Kator and Jennifer Legaz 7 . We added two parallel cameras to each scene with a small lateral offset between them, to provide the left and right views, and used the Blender node system to render disparity maps from the point of view of each camera.
Quantitative Evaluation We compared the temporal DCB grid against perframe techniques using our synthetic ground truth videos. We processed all video frames by all techniques and used the same left-right consistency post-processing as earlier. Our ground truth stereo videos do not contain any noise, but real videos do. For this reason, we investigated the robustness to noise of per-frame techniques and the temporal DCB grid. We simulate thermal imaging noise by adding zero-centred Gaussian noise to all colour channels of the input frames.
The performance and run times of our implementations are shown in table 5. We summarise the level and variability of errors using the mean and standard deviation of the percentage of bad pixels across frames.
The best results are produced by the temporal DCB grid which significantly outperforms the per-frame techniques on all datasets except tunnel, on which it shows the least variation in error. Our per-frame DCB grid techniques come second and third, and our full-kernel implementations are placed last.
We believe that the poor performance of the temporal DCB grid on the tunnel video is because it has a lot of texture, so that simple per-frame approaches work well, while our temporal technique tends to over-smooth. Nevertheless, it reduces flickering visibly in all videos, as can be seen in the supplementary videos. It is also notable that our temporal DCB grid has a run time that is sublinear in the number of frames: it only takes 76% longer than the per-frame DCB grid to process a five frames window instead of a single frame.
Plots of the error levels at standard deviations between 0 and 100 (out of 255) are shown in figure 6 . The graphs show that the temporal DCB grid improves on the per-frame technique at increased noise levels in all cases. In particular, it is superior for all noise levels in the street and temple sequences, and starting from noise levels of 5-45 for the other sequences. We assume that it is the integration of temporal evidence across several frames that makes this improvement possible. . Error versus noise curves for ground truth stereo videos: the temporal DCB grid performs better than the per-frame DCB grid at higher noise levels. Please also refer to the supplementary videos for a visual comparison.
Discussion
Rewriting Yoon and Kweon's adaptive support weights as a dual-cross-bilateral filter with Gaussian weights allows us to use the bilateral grid for acceleration, and to incorporate temporal information into the stereo matching process. Our DCB grid achieves real-time frame-rates through a speedup of more than 200× compared to a full-kernel GPU implementation, at only a small loss of precision. Our DCB grid is currently the fastest method on the Middlebury stereo website. The source code for our techniques, our ground truth stereo videos and further supplementary materials are available from our project website. The speed of the DCB grid makes it versatile. Techniques building on Yoon and Kweon's method automatically benefit from a large speedup. We showed this by applying it to Yang et al .'s spatial-depth super-resolution, achieving a speedup of 100×, with minimal loss of quality.
Future Work
Using our dichromatic DCB grid, we showed that colour is a useful component in achieving high quality disparity maps. However, the enormous memory requirements of the bilateral grid effectively inhibit filtering in full colour. Recent work by Adams et al . [22] proposes a method with linear memory requirements. They agree that the bilateral grid is currently the fastest bilateral filtering technique for 4 dimensions when using a filter standard deviation of 10, as we do. However, full-colour filtering, using a total of 8 dimensions, would be about four times as fast with their technique, with significantly reduced memory requirements.
We hope that our new ground truth stereo videos provide a useful resource for research in depth estimation from stereo videos. There is a need for specialised stereo video correspondence techniques that incorporate temporal evidence to resolve ambiguities. With this in mind, it will be necessary to set up a stereo video evaluation website, perhaps as part of the Middlebury vision website.
In addition, we are interested in investigating suitable evaluation metrics for assessing stereo videos. We used the mean and standard deviation of the bad pixel percentage. However, it might be useful to consider other metrics that objectively quantify flickering and temporal coherence in disparity videos.
