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Abstract
Context: Continuous delivery practices accelerate time to market and improve customer satisfaction. Although
recent related work suggests that organizations employing continuous delivery should promote a collaborative culture
among different IT teams, there is no substantial literature tackling how organizations should organize their teams to
excel in continuous delivery.
Objective: In this study, we investigate how organizations pursuing continuous delivery organize their development
and operations teams.
Method: We collected and analyzed data from interviews with 46 IT professionals, following Grounded Theory
guidelines.
Results: After a careful analysis, we identified four patterns of organizational structures: (1) siloed departments, (2)
classical DevOps, (3) cross-functional teams, and (4) platform teams. The main contribution of this study is a taxonomy
that organizes these structures along with their properties. This taxonomy is our theory for organizing software teams
in the context of continuous delivery.
Keywords: Continuous Delivery, Release Process, DevOps, Software Teams
1. Introduction
To remain competitive in the software industry, many
software organizations are looking for ways to speed up
their release processes and ship their products and new
features faster and more efficiently [1, 2]. In this context,
continuous delivery practices become increasingly impor-
tant, mostly due to their usual benefits, such as accelerated
time to market, improved customer satisfaction, and im-
proved product quality [3]. The automation that contin-
uous delivery brings profoundly impacts various aspects
of the software engineering practice [4]. With an auto-
mated deployment pipeline, one can, for example, question
the role of an engineer responsible solely for new deploy-
ments. Indeed, continuous delivery impacts the organi-
zational structure [3], since release activities involve many
divisions of a company (e.g., development, operations, and
business).
Therefore, organizations moving toward continuous de-
livery have not only to upgrade their software tooling arse-
nal but also to find ways to better integrate their IT teams.
Such integration may lead to different organizational struc-
tures. However, there is no substantial literature tackling
how organizations should structure their teams to excel
in the context of continuous delivery. The existing litera-
ture presents some classifications for organizational struc-
tures [5, 6, 7, 8, 9]. However, most of these studies are
not based on empirical evidence, which limits our under-
standing of how the organizational structures were con-
ceived. This situation leads to unfortunate consequences:
(i) organizations wishing to adopt continuous delivery can
be disoriented regarding how to design their human re-
sources structures toward this goal; (ii) given the choice
of a structure, the organization might be unaware of the
consequences of this choice.
To mitigate this gap, this paper addresses the following
research questions:
RQ1: Which organizational structures are
software-producing organizations adopting for
managing IT technical teams in a continuous de-
livery context? RQ2: What are the properties of
each of these organizational structures?
To answer these questions, we applied Grounded The-
ory [10], a methodology well-suited for generating theories.
The primary outcome of this research approach is a tax-
onomy, which is our emerging theory. A taxonomy is a
classification system that groups similar instances to in-
crease its users’ cognitive efficiency by enabling them to
reason about classes instead of individual instances [11].
We collected preliminary data in brainstorming con-
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versations with seven specialists, who helped us to better
understand the relevance of the problem and to shape the
questions to be asked in follow-up interviews. We then
conducted semi-structured interviews with 39 IT profes-
sionals. Based on the analysis of the material from the
interviews, we discovered four organizational structures:
i) Traditional siloed departments, with high
impedance for cooperation among development
and operations.
ii) Classical DevOps, focusing on communication
and collaboration among development and oper-
ations.
iii) Cross-functional teams, which take responsi-
bility for both software development and infras-
tructure management.
iv) Platform teams, exposing highly-automated
infrastructure services to assist developers.
For each of these organizational structures, we identi-
fied core and supplementary properties. An organization
classified as adopting a given structure will present most of
the core properties associated with that structure. Supple-
mentary properties, in contrast, support the explanation
of more particular structural patterns, and an organization
may (or may not) exhibit them.
This paper contributes to the area by presenting a
systematically-derived taxonomy of organizational struc-
tures, based on recent field observations and employing a
well-accepted methodology. In particular, our taxonomy
brings the following key benefits: (i) it helps practition-
ers to differentiate classical DevOps from cross-functional
teams, which were traditionally blended under the term
DevOps [2, 12], and (ii) it highlights the platform team
as a promising alternative choice for organizations. More-
over, our taxonomy can empower practitioners to discuss
the current situation on their organizations, supporting
decisions on structural changes. It also supports inquiring
about the state of an unknown organization, which can
help, for example, engineers in job interviews to evaluate
the suitability of working for a given company.
Some of the findings we discuss in this paper are related
to delivery performance, a construct composed of quantita-
tive metrics, which we explain in Section 2. We explain our
research approach in Section 3. We present our taxonomy
in detail in Section 4. After this, in Section 5, we discuss
the received feedback from interviewees and our evalua-
tion. Section 6 discusses related work, whereas Section 7
presents the limitations of this work. Finally, we draw our
conclusions and plans for future work in Section 8.
2. Background
Delivery performance is a combination of three metrics:
frequency of deployment, time from commit to production,
and mean time to recovery [13]. It correlates to the orga-
nizational capability of achieving higher-level (commercial
and noncommercial) goals [13]. We used this construct as
an indication of how successful the organization has been
in adopting continuous delivery. We, therefore, asked each
participant in our study about the frequency of deploy-
ment, the time from commit to production, and the mean
time to recovery to define the delivery performance in the
interviewee’s context.
Based on a survey with 27,000 responses in 2017, Fors-
gren et al. [13] applied cluster analysis to these metrics
and discovered three groups: High performers were char-
acterized as having multiple deployments per day, commits
taking less than 1 hour to reach production, and incidents
repaired in less than 1 hour. Medium performers deployed
between once per week and once per month, had a time
from commit to production between one week and one
month, and took less than one day to repair incidents. Low
performers presented the same characteristics of medium
performers for deployment frequency and time from com-
mit to production, but taking between one day and one
week to repair incidents.
In our research, we are not interested in distinguish-
ing medium from lower performers; we are interested only
in identifying high performers and non-high performers.
However, the above clusters are problematic for our pur-
poses because there is a gap in the values used to identify
the high and the medium performers clusters. We cir-
cumvented this problem by considering an organization as
high performer if (i) it is within the boundaries limiting
the cluster of high performers defined above or (ii) it vio-
lates at most one high-performance threshold by only one
point in the scale adopted for the metric. The scales for
each metric are:
• Frequency of deployment: multiple deploys per day;
between once per day and once per week; between
once per week and once per month; between once per
month and once every six months; fewer than once
every six months.
• Time from commit to production: less than one hour;
less than one day; between one day and one week; be-
tween one week and one month; between one month
and six months; more than six months.
• Mean time to recovery: less than one hour; less than
one day; between one day and one week; between
one week and one month; between one month and
six months; more than six months.
3. Study design
This section presents our research approach, including
the process we used to collect and analyze data.
3.1. Grounded Theory
Our research aims at generating a theory in the form
of a taxonomy for organizational structures in the context
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of continuous delivery. Broadly speaking, a theory is a
system of ideas for explaining a phenomenon [11]. Tax-
onomies, on the other hand, are classifications, i.e., collec-
tions of classes, with each class being an abstraction able
to describe a set of properties shared by the instances of
the class [11]. If the taxonomy provides explanation, it
can be considered a theory for understanding, a system of
ideas for making sense of what exists or is happening in a
domain [11].
Grounded Theory (GT) is a well-suited methodology
for generating taxonomies [11] and a widely used research
approach in software engineering [14, 15, 16, 17, 12, 18].
A grounded theory must fit the data, predict, explain, be
relevant to the field, and be modifiable [10]. Its primary
advantage is to encourage deep immersion in the data,
which may protect researchers from missing instances or
oversimplifying and over-rationalizing processes [11]. GT
is also adequate for our purposes since, according to Stol
et al. [14], it is suitable for questions like “what’s going on
here?”. In our case, we want to know what is going on in
software-producing organizations that are taking advan-
tage of continuous delivery. Since there are multiple GT
variants available, it is important to state which variant we
adopt. In this paper, we based our research approach on
the seminal book The Discovery of Grounded Theory from
Glaser and Strauss [10], which describes what is known as
the “classical Grounded Theory” [14]. While a theory it-
self must emerge from data, Glaser and Strauss do not
disallow pre-established research questions1.
The constant comparative method is the core method
to produce a grounded theory. It relies on rigorous anal-
ysis of qualitative data, and it is accomplished with cod-
ing, a process of condensing original data in a few words
with conceptual relevance to give emergence to theoretical
concepts. Glaser and Strauss do not prescribe a precise
coding format [10], sufficing that the researcher annotates
concepts and adheres to the following rules: (i) when not-
ing a concept, compare this occurrence with the previous
occurrences of the same or similar concepts and (ii) while
coding, if conflicts and reflections over theoretical notions
arise, write a memo on the ideas. A memo is a free note
reflecting the researcher’s thoughts at a specific point of
time. More on how we applied coding in our work is in
Section 3.5.
Besides the rigorous analysis of qualitative data, GT
also relies on the researcher’s theoretical sensitivity, i.e.,
the ability to have theoretical insight into a substantive
area. Our theoretical sensitivity comes from direct experi-
ence in the IT industry and our previous works on DevOps
and software engineering [19, 20, 18], especially a survey
on the DevOps literature [21]. It was due to this acquired
theoretical sensitivity that we could, in the first place, pose
the research questions of this paper.
1Examples of questions guiding sociological inquiries in the GT
context: “Does the incest taboo exist in all societies?”, “Are almost
all nurses woman?” [10].
This article also builds upon our recent work [22, 23].
One of them [23] is an extended abstract that briefly presents
the four organizational structures of our taxonomy. The
other one [22] is a short paper presenting the platform
team structure only. In contrast, the current paper de-
scribes in detail all the four organizational structures and
their properties.
In GT, data collection and analysis are interspersed,
so the emerging theory guides which data to sample next,
considering gaps and questions suggested by previous anal-
ysis. This process—called theoretical sampling—does not
consider usual statistical notions of verificational meth-
ods, such as significant sample. Instead, researchers must
establish the theoretical purpose of the sample, defining
multiple comparison groups, maximizing variation among
groups to find out similarities, and minimizing variation to
find out differences. We approached theoretical sampling
mainly by (i) valuing the diversity of people and organi-
zations in our sample, strengthening the transferability of
our theory; and ii) seeking to interview people in contexts
that could potentially explore hypotheses not so strongly
supported by the chain of evidence built so far. We elab-
orate more on the choices of participants in Section 3.3.
Ideally, the researcher carries the analysis until theo-
retical saturation is achieved, which means that new data
does not meaningly impact the theory elaborated until
that moment. In this work, reaching saturation is an ad-
vance over our previous publications [22, 23]. Our criteria
for saturation is described in Section 3.6. At the same
time, a grounded theory is also an ever-developing entity,
not a finished product; new data can always be analyzed
to alter or expand the theory. Accordingly, practitioners
could (and potentially will) adjust the theory when ap-
plying it to their concrete scenarios [10]. Therefore, in
this work, we present an emerging theory, rather than a
fully-validated one. More about this in Section 5.2.
We applied the GT techniques on data retrieved from
interviews with IT professionals. In the next sections, we
present how we chose subjects and also the design and
analysis of these interviews.
3.2. Brainstorming sessions
Just after drafting our research questions, we conducted
“brainstorming sessions” with seven specialists experienced
with DevOps. Some of them have witnessed DevOps trans-
formations in large organizations, while others have ac-
tively shaped such transformations in large and small com-
panies.
The base script for these sessions was asking feedback
on our research questions and discussing some concerns
raised by our survey on the DevOps literature [21]. These
conversations were essential for us to fine-tune our research
questions and approach. These sessions also helped to bet-
ter shape the interview script, targeting concerns learned
from these experts.
We did not apply the GT analysis procedures detailed
in Section 3.5 for these preliminary conversations. Never-
4
theless, we did not dismiss the theoretical insights provided
by them. For example, the notion of a platform team be-
gan to take shape in the brainstorming sessions and, thus,
influenced subsequent analysis. After these brainstorming
sessions, we started the semi-structured interviews.
3.3. Selecting participants
We sent 89 interview invitations using a convenience
approach: the first invitations were contacts close to the
network of our research group. We also contacted other
participants by indication of our interviewees and colleagues.
The only requirement was that the participant should work
in an industrial context with continuous delivery or at least
be implementing efforts toward it. Some invited partici-
pants did not reply; others demonstrated interest in par-
ticipating, but could not make time available for it. In the
end, we interviewed 39 IT professionals (44%). Following
ethical procedures [24], all the interviewees and their or-
ganizations are anonymized in this paper. We recorded
the interviews for later analysis, keeping the audio records
under restricted access. We conducted the interviews from
April 2019 to May 2020. Nine interviews were conducted
in person, five of which at the interviewee’s company, and
30 were held online. The sessions took 50 minutes on av-
erage (minimum of 24 and a maximum of 107 minutes).
We employed several strategies to foster diversity and
to enhance comparison possibilities in our sample, as rec-
ommended by GT guidelines [14]. We tried to choose a
broad range of organization and interviewee profiles. For
instance, we selected organizations of different sizes: small
(28%), medium (31%), and large (41%); of different types:
private (87%), governmental (8%), and others (5%); and
from different sectors and countries. We covered male
(74%) and female (26%) professionals, and also chose in-
terviewees with different roles.
Table 1 shows the description of the participants, pre-
senting only an aggregated profile of participants to hin-
der deanonymization [24, 17]. Location refers to where
the interviewee’s team is located; we had four participants
working remotely for globally distributed teams. When de-
scribing roles, enabler team means a specialized technical
team that supports developers, but without the ownership
of any services. The number of employees for interviews
with consultants refer to the size of the companies which
contracted the consultants (and not the consultant’s em-
ployers). The interviewees worked in the following business
domains: IoT, finances, defense, public administration,
justice, real estate, maps, education, Internet, big data, re-
search, insurance, cloud, games, e-commerce, telecommu-
nication, fashion, international relations, mobility, office
automation, software consulting, inventory management,
vehicular automation, team management, and support to
software development. Five of the interviewed companies
are currently considered unicorn startups, and three of
them are tech giants.
We also selected participants with theoretical purposes
in mind, thus applying theoretical sampling. We inter-
Table 1: Number and description of participants and organizations
Role Team location
19: Developer 22: Brazil
7: Development manager 6: USA
5: External consultant 4: Globally distributed
3: Infrastructure manager 2: Germany
2: Infrastructure engineer 2: Portugal
1: Executive manager 1: France
1: Enabler team member 1: Canada
1: Designer 1: Italy
Gender Number of employees
29: Male in the organization
10: Female 16: More than 1000
Time since graduation 12: From 200 to 1000
16: More than 10 years 11: Less than 200
13: From 5 to 10 years Organization type
10: Less than 5 years 34: Private for profit
Degree 3: Governmental
24: Undergraduate 1: Private nonprofit
13: Masters 1: International organization
2: PhD
viewed participants who worked in scenarios where it is
particularly challenging to achieve continuous delivery (e.g.,
IoT, games, or defense systems) to understand the limits
and eventual corner cases. Especially after the twentieth
interview, we actively sought people in the following con-
texts: in a cross-functional team, in (or interacting with)
a platform team, with no (or few) automated tests, with
monolithic systems, and people labeled as “full-stack en-
gineers”. We took these criteria due to hypotheses not so
well supported by our chain of evidence at that time.
To support our findings, we included excerpts from
these conversations in our chain of evidence (in the accom-
panying supplementary material) and in this article. The
excerpts are formatted in italic, within quotes. Excerpts
and other accounts refer to interviews using tokens in the
format “#IN ”. Thus, “#I2” refers to the second interview,
interviewee, or interviewee’s organization. Brainstorming
sessions are indicated as “#BN ”. Such excerpts and cita-
tions are intended to make readers “feel they were also in
the field,” a GT recommendation [10].
3.4. Conducting the interviews
Since our goal is to discover existing organizational
structures, and not to verify a preconceived set of struc-
tures in the field, it would not be suitable to use only
closed questions; we conducted semi-structured interviews
instead. Semi-structured interviews mix closed and open-
ended questions, often accompanied by “why” and “how”
questions; the interview can deviate from the planned ques-
tions, allowing for discussion of unforeseen issues [25], which
fits the purpose of theory generation. With semi-structured
interviews, we could also focus on different topics in differ-
ent conversations, according to the relevance of each theme
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for each context.
Before starting the interviews, we built an interview
protocol2 to guide the process based on our previous expe-
rience with interviews [20], on other relevant works [16, 25],
and on the guidelines offered by a website for journalists,
called ijnet3.
The interview protocol contains the questions that drove
the interviews, which were derived mainly from the brain-
storming sessions and our survey of the DevOps litera-
ture [21]. We can, thus, consider that the interview ques-
tions themselves were grounded in data4. The themes ad-
dressed by the interview questions include: (1) interviewee
company and role; (2) responsibility for deployment, build-
ing new environments, non-functional requirements, con-
figuring and tracking monitoring, and incident handling,
especially after-hours; (3) delivery performance; (4) fu-
ture improvements in the organization; (5) effectiveness
of inter-team communication; (6) inter-team alignment for
the success of the projects; (7) description of DevOps team
or DevOps role, if existing; and (8) the policy for shar-
ing specialized people (e.g., security and database experts)
among different teams.
The interview protocol is not a static document. As
we conducted interviews, we changed how we asked some
questions, focused more on some questions and less on
others, and created new questions to dialogue with rising
hypotheses. We provide some indications about the evo-
lution of the questions in the interview protocol itself.
3.5. Analyzing the interviews
We followed the core Grounded Theory principles of
constant comparative method and coding, which are in-
tended to discipline the creative generation of theory. Dur-
ing this process, we created two artifacts for each inter-
view: the transcripts and the codes. We also created
two global artifacts: the comparison sheet and the con-
ceptual framework. Finally, by analyzing, comparing,
and using all these artifacts, we elaborated our taxon-
omy, which is the theory itself.
Transcripts. We heard each audio record and transcribed
it. We did not transcribe the full interview. Instead, we
summarized relevant parts of the interviews, excluding mi-
nor details and meaningless noise [26]. For instance, we
transcribed the following part of a conversation:
“If you break the SLA, there are consequences. You have to
improve things; you can’t go back to feature development until
SLA has recovered. Any problem in final service: developer is
paged. If it’s infrastructure-related, developers call the infras-
tructure team. And we solve together. We try to help anyway,
because at the end of the day if users can’t use the system, we
all suffer.”
2http://ccsl.ime.usp.br/devops/2020-06-14/interview-
protocol.html
3http://ijnet.org/en
4GT also considers the library as a source of data.
Codes. After transcribing an interview, we then derived
the coding for such an interview by condensing its tran-
scripts in a few words. Essentially, each interview has its
coding list, representing the particular reality of that inter-
viewee. The above fragment of transcription, for example,
led to the following coding:
Developers → owns the availability of their ser-
vices
Broken SLA → blocks feature development
Broken SLA → page developers
Broken SLA → if needed, call infra
The supplementary material “chain of evidence” presents
more examples of coding we did.
The comparison sheet. To support the constant com-
parison of different interviews and codings, we summarized
the main characteristics of each interview in a spreadsheet.
We filled the cells with concise statements, with lines rep-
resenting interviews and columns including the following
characteristics: interview number, organizational struc-
ture, supplementary properties, delivery performance, ob-
servation, continuous delivery, microservices, cloud, other
teams, non-functional requirements (NFRs), monitoring /
on-call, alignment, communication, bottleneck, responsi-
bility conflicts, database, security, specialists sharing, and
DevOps team/role.
Conceptual framework. From the constant compari-
son of codes of different interviews emerged theoretical
concepts. These theoretical concepts and their relations
form the unified conceptual framework, which constitutes
the agreed understanding among the authors about the
analyzed data [27]. Our conceptual framework is not a
representation of our theory, but rather an intermediary
artifact used to consolidate, in a single place, the concepts
yielded by the coding process, working in this way as the
source of concepts to the shaping of our theory.
We maintained a visual representation of our concep-
tual framework as the research evolved. Its evolution can
be appreciated in the supplementary material, where we
provide all of its versions. Figure 1 provides as example
a fragment of our conceptual framework. In that figure,
rectangles represent concepts abstracted from data, while
rounded boxes represent properties of these concepts (i.e.,
an attribute or a characteristic of a concept).
As we evolved the conceptual framework and filled our
comparison sheet, we developed our theory by classifying
each interview regarding its organizational structure and
its supplementary properties. The classification process
was based on the concepts provided by the framework and
on the analysis of similarities and differences of the inter-
views, summarized in the comparison sheet. As we evolved
our understanding with new interviews, we could revisit
the classification of previous interviews, thus refining our
theory. For example, after the emergence of a supplemen-
tary property, we checked whether we could classify pre-
vious interviews with the new property.
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Product teams
Platform team
Infrastructure services
use
On call for infrastructure services.
Product teams on call for
final services.
demand new features for
self-serviced for /
      provides autonomy for
decoupled from /
not bottleneck for /
can help and 
 collaborate with offers
Figure 1: A fragment of our conceptual framework
After some interviews, one author developed the first
version of the coding, the comparison sheet, the concep-
tual framework, and the taxonomy. Based on the tran-
scriptions, other authors critically reviewed these artifacts,
triggering discussions that affected their evolution. One
example of the enhancement of our taxonomy was con-
ceiving the supplementary properties after twenty inter-
views. More rounds of analysis, discussions, and theory
elaboration were taken until the submission of this article.
We went through this internal review process to reduce
the bias of a single researcher performing analysis with his
preconceived ideas.
3.6. Theoretical saturation
We consider the size of our conceptual framework to
be a proxy for how much we have learned so far regarding
our research topic. We define the size of the conceptual
framework as the number of elements in the diagram rep-
resenting it, which counts the number of concepts, con-
ceptual properties, and links. Consider Figure 2-(a) for a
moment. The x axis represents the number of interviews,
while the y axis represents the number of elements in our
conceptual framework. In this figure, we could notice that
the last 15 interviews (40% of them) increased the size of
our conceptual framework by only 9%. Moreover, the last
three interviews did not increase the size of the concep-
tual framework at all. This suggests a negligible gain in
our framework if we kept conducting more interviews.
In addition to measuring the size of the conceptual
framework, an intermediary artifact, we also measured the
growth of the taxonomy itself, our final product. Figure 2-
(b) shows that in the first five interviews we discovered our
four organizational structures. It also shows that by inter-
view 22, we already had all but one of the supplementary
properties. The last discovered supplementary property is
an exceptional case, and it was applied only for one inter-
view. Therefore, the decreasing growth of the taxonomy
suggests that the last interviews contributed much less to
shape our theory.
By conjoining these two observations of Figure 2, we
claim to have reached enough of theoretical saturation for
the purposes of our theory.
3.7. Feedback
After identifying theoretical saturation, we conducted
yet another two semi-structured interviews with a different
script (#I38 and #I39). The goal was to discuss the inter-
viewee’s environment by openly employing our taxonomy.
The suitability of our taxonomy to support such conver-
sations would be a sign of resonance, which refers to the
degree to which findings make sense to participants [11].
The first interviewee in this round (#I38) is a software
engineer in a tech giant, while the other one (#I39) is a
software developer in a public organization that is strug-
gling to adopt continuous delivery. The received feedback
is presented in Section 5.1.2.
GT aims to formulate a theory that has relevance for
practitioners, so it is crucial to also investigate whether
findings make sense to them [11]. Moreover, practitioners
can help to identify taxonomy errors, such as inclusion and
exclusion errors [11]. Therefore, we collected feedback on
our taxonomy from the study participants. For this, we
sent an online survey to them5. The received feedback is
presented in Section 5.1.1.
4. The Taxonomy of Organizational Structures
In this section, we present our taxonomy regarding the
organization of development and infrastructure teams, in-
cluding the organizational structures we identified, along-
side their core and supplementary properties. Core prop-
erties are expected to be found in organizations with a
given structure. Supplementary properties refine the ex-
planation of a structure, but their association with orga-
nizations is noncompulsory. An organization can also be
transitioning from one structure to another.
Figure 3 presents the discovered organizational struc-
tures, the primary elements of our taxonomy, alongside
the supplementary properties, which qualify the elements
pointed by the arrows. The circles group supplementary
properties that can be equally applied for a given element.
Table 2 shows the classification (organizational structure
and supplementary properties) applied for each interview,
alongside the achieved delivery performance, and the num-
ber of employees in the corresponding organization. If an
organization mixes structural patterns, but not in a tran-
sitioning process, we classify the participant’s context ac-
cording to its more significant characteristics.
5http://ccsl.ime.usp.br/devops/2020-06-14/feedback-
form.html
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Table 2: Classification of each interview. In the “Organizational structure” column, the “to” word indicates that the organization is
transitioning from one structure to another.
Interview Organizational Supplementary Delivery Organization
structure properties performance size
#I1 Cross-functional with dedicated infra professionals High > 200 and < 1,000
#I2 Classical DevOps High > 200 and < 1,000
#I3 Cross-functional without infra background Not-high < 200
#I4 Platform team cloud fac¸ade High > 1,000
with enabler team
#I5 Siloed departments Not-high > 1,000
#I6 Classical DevOps Not-high > 200 and < 1,000
#I7 Siloed departments Not-high > 200 and < 1,000
to Classical DevOps
#I8 Siloed departments with a customized private platform Not-high > 1,000
to Platform team
#I9 Platform team cloud fac¸ade High > 200 and < 1,000
with enabler team
#I10 Siloed departments Not-high < 200
#I11 Classical DevOps with enabler team Not-high > 200 and < 1,000
#I12 Platform team with a customized private platform High > 200 and < 1,000
with enabler team
#I13 Siloed departments Not-high > 1,000
#I14 Classical DevOps cloud fac¸ade Not-high > 200 and < 1,000
to Platform team
#I15 Siloed departments Not-high > 200 and < 1,000
to Classical DevOps
#I16 Cross-functional with dedicated infra professionals Not-high > 1,000
to platform team with a customized private platform
with enabler team
#I17 Classical DevOps with enabler team High > 200 and < 1,000
#I18 Classical DevOps with enabler team Not-high > 1,000
#I19 Siloed departments Not-high < 200
#I20 Siloed departments with an in-house open source platform High > 1,000
to Platform team
#I21 Classical DevOps with developers having infra background High < 200
to Cross-functional
#I22 Classical DevOps with a platform Not-high > 1,000
with a customized private platform
#I23 Siloed departments Not-high < 200
#I24 Siloed departments with dedicated infra professionals High > 200 and < 1,000
to cross-functional
#I25 Cross-functional with developers having infra background Not-high < 200
with a platform
cloud fac¸ade
#I26 Siloed departments Not-high > 1,000
to Classical DevOps
#I27 Cross-functional with dedicated infra professionals Not-high < 200
#I28 Cross-functional with dedicated infra professionals Not-high > 200 and < 1,000
#I29 Classical DevOps High < 200
#I30 Siloed departments with enabler team Not-high > 1,000
with a platform
with an in-house open source platform
#I31 Classical DevOps infra as development collaborator Not-high > 1,000
with enabler team
#I32 Cross-funcional without infra background Not-high < 200
#I33 Platform team cloud fac¸ade High > 1,000
#I34 Classical DevOps Not-high < 200
#I35 Cross-functional with dedicated infra professionals Not-high < 200
#I36 Classical DevOps Not-high > 1,000
#I37 Siloed departments Not-high > 1,000
#I38 Cross-functional teams with developers having infra background High > 1,000
#I39 Siloed departments Not-high > 1,000
to Classical DevOps
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Figure 2: Evidence of theoretical saturation
For judging how much our findings are backed by data
we collected, please refer to our comprehensive chain of
evidence, added as supplementary material. The chain of
evidence links each organizational structure and supple-
mentary property to supporting coding, memos, and ex-
cerpts. Such linkage is crucial for the credibility of works
in qualitative research [28, 11, 29].
We now present each one of the organizational struc-
tures and their core and supplementary properties.
4.1. Siloed departments
With siloed departments, developers and the infras-
tructure staff are segregated from each other, with little
direct communication among these groups. The core prob-
lem of this structure, as vividly portrayed in the novel
“The Phoenix Project” [30] and witnessed by #I19, are
the frictions among silos since developers want to deliver
as much as possible, whereas operations target stability,
blocking deliveries. The DevOps movement was born in
2008 [31] to handle such problems. We found seven orga-
nizations adhering to this structure and other six transi-
tioning out of this structure.
Core properties
We found seven core properties for organizations with
siloed departments. Supplementary properties did not emerge
for this structure.
Well-defined roles. Developers and operators have
well-defined and different roles; as stated by #I20: “the
wall was very clear: after committing, our work [as devel-
opers] was done.” Therefore, there are no conflicts con-
cerning attributions. Well-defined roles and pipelines can
decrease the need for inter-departmental direct collabora-
tion (#I10).
Conflicts among silos. Each department aims at its
own interests, looking for local optimization rather than
global optimization, a problematic pattern exposed by Gol-
dratt and Cox more than 30 years ago [32]. Participant
#I26 told us about conflicts involving many departments:
“there is a big war there... the security, governance, and
audit groups must still be convinced that the tool [Docker
/ Kubernetes] is good... all the world uses it... but they do
not understand... I get sick with this.”
Developers with limited access to production.
Developers have a minimal vision of what happens in pro-
duction (#I26, #I39). So monitoring and handling inci-
dents are mostly done by the infrastructure team (#I5).
Developers neglect NFRs. Developers often ne-
glect non-functional requirements (NFRs), especially se-
curity (#I5). In #I30, there are conflicts among develop-
ers and the security group since they do not agree upon
technical decisions. In other cases, developers have little
contact with the security group (#I26).
Limited DevOps initiatives. DevOps initiatives are
centered on adopting continuous integration tools rather
than improving collaboration among silos. As a conse-
quence, communication and collaboration among teams
are hard. In #I30, communication problems led to a sce-
nario with developers “infiltrated” in infrastructure teams
to skip enterprise workflows. We observed siloed organi-
zations (#I5, #I15) adopting DevOps tools, especially the
deployment pipeline, with developers not fully aware of
automated tests and other agile practices.
As #I15 mentioned: “When this group was established
for working with DevOps, the easy part was the outside guy
[external consultant], who knew Azure and all the tools.
This was not the problem, the problem was cultural, be-
cause all the hierarchies, powers, and necessities were main-
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Figure 3: High-level view of our taxonomy: discovered organizational structures and their supplementary properties
tained.” Interviewee #I30 claimed that “it’s a matter of
silos of power... I have power, I’m important, I can deny
you something... so you must have a network, be friend of
people, friend of the [ruling] party... to the friends every-
thing, to the enemies: the death.”
In #I30, a “DevOps team” maintaining the deploy-
ment pipeline behaves as one more silo, sometimes bottle-
necking the delivery, in this way fulfilling Humble’s fore-
thought about DevOps teams becoming new silos [33].
Limited delivery performance. In large organiza-
tions, the adoption of “DevOps tools” can precede devel-
opers’ understanding of agile culture and practices (#I5,
#I8, #I15). Developers still need to ask the infrastructure
team to perform operations such as deploying applications
and changing the database schema. Considering commu-
nication barriers and change-management by committee
(#I5, #I30), deployment becomes a bottleneck for deliv-
ering new changes and, thus, the organization is less likely
to achieve high-delivery performance. Table 3 shows that
from the 13 found siloed organizations, 12 presented low
delivery performance and that the ones that achieved high
delivery performance were already transitioning to other
structures. This finding resonates with the interviewee
#I5 thought “Will developers have an agile mindset? If
not, it is worthless.”
However, we saw cases where sticking to a siloed struc-
ture with low delivery performance was not a problem. In
#I13, applications are short-lived research experiments,
not requiring frequent updates. In #I10, regular releases
of content (new phases of a game) usually do not require
code changes since i) designers produce content with well-
established support tools and ii) correction patches are
hardly necessary due to comprehensive testing. We also
saw cases (#B1, #I7), including defense systems, where
network isolation policies made frequent deployment diffi-
cult.
Insufficient embracing of automated tests. We
observed some coincidence of a lack of proper test automa-
tion and not-high delivery performance (#I5, #I15, #I23,
#I26). In #I26, developers automate only unit tests, while
organization #I15 was expecting to leave test automation
only for QA people, which is not suitable for TDD or unit
tests. Although not only siloed organizations lack test au-
tomation (#I3, #I32, #I35), in this structure, developers
can even ignore its value (#I5, #I37) and label a peer as
“incompetent” because he is “taking too much time with
tests” (#I23). We notice that some of the observed sce-
narios were more challenging for test automation, such as
games.
Key characteristics of siloed departments:
limited collaboration among departments and
barriers for continuous deployment.
4.2. Classical DevOps
The classical DevOps structure focuses on collabora-
tion among developers and the infrastructure team. This
mindset does not imply the absence of conflicts among
these groups, but “what matters is the quality of conflicts
and how to deal with them” (#I34). We call this struc-
ture as “Classical DevOps” because we understand that
a collaborative culture is the core DevOps concern [18],
concurring to our DevOps definition: “a collaborative and
multidisciplinary effort within an organization to automate
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Table 3: Organizational structures and delivery performance ob-
served in our interviews.
Organizational Delivery Number of
structure performance interviews
Siloed departments Not-high 7
Classical DevOps High 3
Classical DevOps Not-high 7
Cross-functional High 2
Cross-functional Not-high 6
Platform team High 4
Siloed departments Not-high 4
to Classical DevOps
Siloed departments High 1
to Cross-functional
Siloed departments High 1
to Platform team
Siloed departments Not-high 1
to Platform team
Classical DevOps High 1
to Cross-functional
Classical DevOps Not-high 1
to Platform team
Cross-functional Not-high 1
to Platform team
continuous delivery of new software versions, while guar-
anteeing their correctness and reliability” [21]. We clas-
sified ten organizations into this structure. We also ob-
served three organizations transitioning to this structure
and three transitioning out of this structure.
Core properties
Now, we list the eight found core properties for orga-
nizations adopting classical DevOps.
Culture of collaboration and communication. We
observed, in organizations adopting classical DevOps, many
practices fostering a culture of collaboration. For exam-
ple, we saw the sharing of database management: infras-
tructure staff creates and tunes the database, whereas de-
velopers write queries and manage the database schema
(#I17). We also heard about open communication among
developers and the infrastructure team (#I2, #I6, #I17,
#I22, #I31, #I36), even before the product deployment
in some cases. Participant #I6 mentioned that develop-
ers more concerned with architectural and NFR issues,
the “guardians,” have close contact with the infrastruc-
ture team. Participant #I2 highlighted that: “Developers
and the infrastructure team participate in the same chat;
it even looks like everyone is part of the same team.” De-
velopers also support the product in its initial period in
production (#I31). In short, development and infrastruc-
ture teams are “partner teams that are helping each other”
(#I36).
No responsibility conflicts. Roles remain well-defined,
and despite the co-participation on some activities, there
are usually no conflicts regarding who is responsible for
each task.
Higher levels of stress for the infrastructure team.
Developers feel that counting on the infrastructure team is
alleviating since “in the product team you don’t have time
to worry about so many things” (#I17). Participant #I31
worked previously in an organization with cross-functional
teams and claimed that such an environment is much more
stressful than its current development team, in a classi-
cal DevOps environment. On the other hand, stress can
persist at high levels for the infrastructure team (#I34),
especially “if the application is ill-designed and has low
performance” (#I36).
Alignment. In this structure, the success of the project
depends on the alignment of different departments, which
is not trivial to achieve. In #B3, different teams under-
stood the organization’s goals and the consequences of
not solving problems, like wrongly computing amounts in
the order of millions of dollars. Moreover, #I7 described
that alignment emerges from employees being focused on
problem-solving, rather than role attributions.
Sharing NFR concerns. NFR responsibilities are
shared among developers and the infrastructure team (#17).
For example, in #I2, both were very concerned with low
latency, a primary requirement for their application.
Incidents are firstly handled by the infrastruc-
ture team. Usually, the infrastructure staff is still in
the front line of tracking monitoring and incident han-
dling (#I2, #I11, #I29, #I31, #I36). However, if needed,
developers are summoned and collaborate for incident res-
olution (#I17, #I34). In #I34, for example, monitoring
alerts are directed to the infrastructure team but copied
to developers. However, in some scenarios, developers are
never called after-hours (#I2). In #I22, usually, only de-
velopment leaders are called after-hours.
No DevOps team with dedicated members. Hum-
ble expects a culture of collaboration among developers
and the infrastructure staff to prescind from a “DevOps
team” [33]. We understand this criticism applies for De-
vOps teams with dedicated members, such as we saw in
#I30, since they behave as new silos. However, we found
in #I36 a well-running DevOps team working as a com-
mittee for strategical decisions, as a forum where the lead-
ership of different departments could meet. We also found
DevOps groups working as guilds (#I4, #I8), a place for
knowledge exchange among professionals of different de-
partments [34].
No apparent correlation with delivery perfor-
mance. Collaboration and delivery automation, critical
values of the DevOps movement, are not enough for reach-
ing high delivery performance. From 10 organizations ad-
hering to classical DevOps, which are not transitioning
from or to other structures, only three presented high de-
livery performance (Table 3). One of the possible rea-
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sons for that is the lack of proper test automation (#I22,
#I36)[35], which is a hard goal to achieve since nearly all
developers must master it.
Another limitation for achieving high delivery perfor-
mance is the widespread adoption of release windows (#I11,
#I31, #I14, #I36), which restrict software delivery for just
a few slots in a month, a week, or a day. Such practice
aims to lessen the negative impact of any deployment prob-
lem. Release windows are adopted by considering either
the massive number of users (#I31) or the system’s finan-
cial criticality (#I36). Release windows may also result
from fragile architectures (#I37) or the monolith archi-
tectural style (such conjunction occurs in #I11) since any
deployment has an increased risk of affecting the whole
system. Nonetheless, this is a controversial theme: while
some developers dislike release windows because it blocks
deliveries (#I24), others understand it as necessary (#I31,
#I36).
Supplementary properties
For classical DevOps organizations, we found one sup-
plementary property that we describe in the following.
Infra as development collaborator. The infras-
tructure staff contributes to the application code to op-
timize the system regarding performance, reliability, sta-
bility, and availability. Although this aptitude requires
advanced coding skills from infrastructure professionals, it
is a suitable strategy for maintaining large-scale systems,
like the ones owned by #I31.
Key characteristic of classical DevOps: in-
tense collaboration among developers and the in-
frastructure team.
4.3. Cross-functional teams
In our context, a cross-functional team takes respon-
sibility for both software development and infrastructure
management. This structure aligns with the Amazon motto
“You built it, you run it” [36]. This gives more freedom to
the team, along with a great deal of responsibility. This
is also the central idea of “autonomous squads” at Spo-
tify [34]. As interviewee #I1 described: “it’s like each
team is a different mini-company. Each team has the free-
dom to manage its own budget and have its own infras-
tructure.” We found seven organizations in this structure,
two organizations transitioning to this structure, and one
transitioning out of it.
Core properties
Now, we list the four core properties that we found for
cross-functional teams.
Independence among teams may lead to mis-
alignment. The lack of communication and standardiza-
tion among cross-functional teams within a single organi-
zation may lead to duplicated efforts (#I28). However,
sometimes this is not a concern (#I1, #I38). Practitioner
#I38 believes that the diversity of internal solutions, com-
peting among them, is a compelling force driving to excel-
lent solutions.
It is hard to ensure the team has all the neces-
sary skills. A challenge in forming cross-functional teams
is guaranteeing they have members with all the necessary
skills. For instance, we interviewed two cross-functional
teams with no infrastructure expertise (#I3, #I32). Par-
ticipant #I27 recognizes that “there is a lack of knowledge”
on infrastructure, deployment automation, and monitor-
ing. A possible reason for such adversity is that, as #I29
taught us, it is hard to hire infrastructure specialists and
senior developers.
No perceived idleness for specialists. According
to our understanding, we expected cross-functional teams
to provide too much idle time for specialists, different from
centralized pools of specialization. However, we did not
find evidence of that. In #I16, we heard quite the opposite:
the infrastructure specialists were too busy to be shared
with other teams. Another strategy to avoid idleness is to
make the infrastructure specialists code features in spare
times (#I35).
Not prevalent in large organizations. Most of the
cross-functional teams interviewed by us were in small or-
ganizations (Table 4). A reason for such a relation is that
there is usually no sense in creating multiple teams in small
organizations.
Supplementary properties
With dedicated infra professionals. The team has
specialized people dedicated to infrastructure tasks. In
#I1, one employee is specialized in physical infrastructure,
and another is “the DevOps”, taking care of the deploy-
ment pipeline and monitoring. In this circumstance, the
infrastructure specialists become the front-line for tackling
incidents and monitoring (#I28, #I35).
With developers having infra background. The
team has developers knowledgeable in infrastructure man-
agement; these professionals are also called full-stack engi-
neers or even DevOps engineers (#I25). Participant #I25
is a full-stack engineer and claimed to “know all the in-
volved technologies: front-end, back-end, and infrastruc-
ture; so I’m the person able to link all of them and to
firefight when needed.” Participant #I29, a consultant,
is skeptical regarding full-stack engineers, and stated that
“these people are not up to the task.” He complained about
how developers are usually unaware of how to tune the ap-
plication, such as configuring database connections.
Without infra background. The product team man-
ages the infrastructure without the corresponding exper-
tise. We saw this pattern in two organizations. One was
very small and had just released their application, having
only a few users (#I32). In this way, they are uncertain
about having to hire specialized people soon. The intervie-
wee #I3 understands that operations work (e.g., spotting
errors during firmware updates in IoT devices and starting
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Table 4: Organizational structures and organization size observed in
our interviews.
Organizational Organization Number of
structure size interviews
Siloed departments < 200 3
Siloed departments > 1,000 4
Classical DevOps < 200 2
Classical DevOps > 200 and < 1,000 4
Classical DevOps > 1,000 4
Cross-functional < 200 5
Cross-functional > 200 and < 1,000 2
Cross-functional > 1,000 1
Platform team > 200 and < 1,000 2
Platform team > 1,000 2
Siloed departments > 200 and < 1,000 2
to Classical DevOps
Siloed departments > 1,000 2
to Classical DevOps
Siloed departments > 200 and < 1,000 1
to Cross-functional
Siloed departments > 1,000 2
to Platform team
Classical DevOps < 200 1
to Cross-functional
Classical DevOps > 200 and < 1,000 1
to Platform team
Cross-functional > 1,000 1
to Platform team
Amazon VMs for new clients) is too menial for software en-
gineers, taking much of their expensive time. So the orga-
nization was planning the creation of an operations sector
composed of cheaper workforce (considering the complex-
ity of IoT deployment requires dedicated staff).
Interview #I19 is an example of an organization that,
in the past, had product teams taking care of operations.
Interviewee #I19 stated that “as we grew up, we saw we
couldn’t do everything if we wanted our product to be im-
proved quickly... we can’t do all the maintenance, moni-
toring, etc. So we really need an external team to manage
that.”
Key characteristic of cross-functional
teams: self-sufficient teams in charge for both
development and infrastructure management.
4.4. Platform teams
Platform teams are infrastructure teams that provide
highly automated infrastructure services that can be self-
serviced by developers for application deployment. In this
organizational structure, the infrastructure team is no more
a “support team”; it behaves like a product team, having
the “platform” as its product and developers as internal
customers. In this setting, infrastructure specialists need
coding skills; product teams have to operate their busi-
ness services; and the platform handles much of the non-
functional concerns. We found four organizations fully em-
bracing this model and other four in the process of adopt-
ing the platform model. We also perceived the platform
team pattern in three of the brainstorming sessions.
Core properties
Product teams are fully accountable for the non-
functional requirements of their services. The prod-
uct team becomes now the first one to be called when there
is an incident, and the infrastructure people are escalated if
the problem is related to some infrastructure service (#I8,
#I9, #I12, #I33). This situation differs from the Classi-
cal DevOps scenario, in which usually the infrastructure
staff is the first to take care of any incident, summoning
developers only if needed.
Developers are not afraid of NFR concerns. Al-
though the product team becomes fully responsible for
NFRs of its services, it is not a significant burden that
developers try to refuse (#I33). It happens since the plat-
form itself handles many NFR concerns, such as load bal-
ancing, auto-scaling, throttling, and high-speed communi-
cations between data-centers (#I4, #I8, #I16, #I33). As
participant #I33 told us, “you don’t need to worry about
how things work, they just work.” Moreover, we saw in-
frastructure people very supportive in coping with devel-
opers for the sake of services availability, performance, and
security (#I9, #I14).
Product teams become decoupled from the mem-
bers of the platform team. Usually, the communica-
tion among these teams happens when developers and in-
frastructure people are gathered to solve incidents (#I8,
#I9); when infrastructure people provide consulting for
developers for mastering non-functional concerns (#I9); or
when developers demand new capabilities from the plat-
form (#I8, #I12). In this way, the decoupling between the
platform and product teams does not imply the absence
of collaboration among these groups.
The infrastructure team is no more requested
for operational tasks. The operational tasks are au-
tomated by the platform. Therefore, one cannot merely
call platform-team members as “operators” since they also
engineer the infrastructure solution. We remark that, in
other industries, “operator” is a title attributed to menial
workers.
In general, product teams do not need to en-
compass infrastructure specialists. A delivery plat-
form’s existence avoids the need for product teams hav-
ing infrastructure specialists, as it would be the case for
cross-functional teams. Participant #I33 expressed a wish
for knowing better what happens “under the hood” of the
platform, which indicates how well the platform relieves
the team from mastering infrastructure concerns. On the
other hand, since developers are responsible for the de-
ployment, they must have some basic knowledge about
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the infrastructure and mainly the platform itself, differ-
ently from a siloed structure.
The platform may not be enough to deal with
particular requirements. Participant #I16 stated that
“if a lot of people do similar functionality, over time usu-
ally it gets integrated to the platform... but each team will
have something very specialized...” to explain the presence
of infrastructure staff within the team even with the usage
of a platform, considering their massive number of virtual
machines to be managed.
Infrastructure specialists possess coding skills.
If the organization develops a new platform to deal with
its specificities, it will require development skills from the
infrastructure team. Nevertheless, even without develop-
ing a new platform, the infrastructure team must have a
“dev mindset” to produce scripts and use infrastructure-
as-code [37] to automate the delivery path (#I14). One
strategy we observed to cope with this need was to hire
previous developers for the infrastructure team (#I14).
High delivery performance. We observed organi-
zations with platform teams presenting the best outcomes
in terms of delivery performance (Table 3). All the four
organizations that have fully embraced the platform team
structure are high performers, while no other structure
provided such property. An explanation for such a re-
lation is that this structure decouples the infrastructure
and product teams, which prevents the infrastructure team
from bottlenecking the delivery path; simultaneously, the
platform empowers developers to operate their services
without further infrastructure specialization. As stated
by #I20: “Now developers have autonomy for going from
zero to production without having to wait for anyone.”
The platform team structure also contributes to increas-
ing service reliability by placing the product team in the
front-line of handling non-functional requirements and in-
cidents. Therefore, we claim that having a platform team
is a promising way to achieve high delivery performance.
Not for small organizations. Among the found or-
ganizations having platform teams, no one had less than
200 employees (Table 4). Since assembling a platform
team requires dedicated staff with specialized knowledge,
it makes sense that such a structure is not suitable for
small companies.
Supplementary properties
The description of a platform can be refined by apply-
ing one of the following supplementary properties:
Cloud fac¸ade. The platform ultimately deploys ap-
plications on public clouds, such as Amazon WS, Google
Cloud, or Azure. Although these clouds allow easier de-
ployment when compared to managing physical servers,
they still offer dozens of services and a multitude of con-
figurations. The in-house platform standardizes the usage
of public cloud vendors within the organization, so devel-
opers do not need to understand many details about the
cloud (#I4, #I14, #I33); therefore “enhancing the usabil-
ity of the [cloud] infrastructure” (#I16).
With a customized private platform. The plat-
form is built on top of internal physical servers (#B1,
#I1, #I8, #I12, #I20), hiding from developers infrastruc-
ture complexities as the use and even the existence of Ku-
bernetes, an open-source platform used for managing the
lifecycle of Docker containers.
With an in-house open-source platform. The
platform is open-source software deployed on-premises. Or-
ganization #I20 uses Rancher6, a graphical interface for
developers to interact with Kubernetes.
Key characteristic of platform teams: in-
frastructure team provides a platform with
highly-automated infrastructure services to em-
power product teams.
4.5. Shared supplementary properties
This section presents the found supplementary prop-
erties that are not linked to one organizational structure
only. These properties are relevant since they are shared
among multiple organization structures, as depicted in
Figure 3.
Enabler team. An enabler team provides consulting
and tools for product teams but does not own any ser-
vice. Consulting can be on performance (#I18) or security
(#I9, #I16, #I31), for example. Tools provided by enabler
teams include the deployment pipeline (#I4, #I30), high-
availability mechanisms (#I11), monitoring tools (#I12),
and security tools (#I17). We found them in every orga-
nizational structure. We learned the term “enabler team”
when interviewing #I11.
With a platform. The organization possesses a plat-
form that can provide deployment automation, but with-
out following the patterns of human interaction and col-
laboration described by the core properties of platform
teams. Participant #I25 developed an “autonomous IaaC
for integration and deployment with Google Cloud,” which
provides a platform’s capabilities to other developers of
the team. However, since, in this context, there is only a
single cross-functional team, one cannot talk of a “plat-
form team.” We classified organization #I30 as a siloed
structure even with a platform team since developers and
the platform team have a conflicted relationship. The sup-
plementary properties of platform teams can also qualify
any organization with a platform.
4.6. Transitioning
Organizational structures are not static. We identified
nine organizations transitioning from one structure to an-
other. Considering the transition flows in Figure 4, we
perceive that i) no organization is transitioning to siloed
6http://rancher.com
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departments, ii) most of the transitions are from siloed de-
partments, and iii) no organization is transitioning out of
the platform team. These observations agree with our the-
oretical considerations about the problems of siloed struc-
tures and the promises of platform teams.
Cross-functional teamsSiloed departments
Classical DevOps
Platform team
Organizational structure 1
3
2
1
1
1
1
Organizational structure 2
n
n is the number of observed organizations 
transitioning from structure 1 to structure 2
Figure 4: Observed transition flows
Nonetheless, transitioning structures in organizations
is a hard endeavor, as endorsed by some interviewees. Al-
though his organization did an excellent job transitioning
to a platform structure and achieving high-delivery perfor-
mance, interviewee #I20 claims that the “old world” still
coexists with the “new one”. In the same way, as reported
by Nybom et al. [5], there are some responsibility con-
flicts and “dissident forces”: some operations personnel
do not like developers with administrative powers, while
some developers do not want such powers. The interviewee
declared that “it’s not yet everybody together.”
Similarly, interviewee #21 stated that “There are two
worlds... one was born in the cloud, and it’s nice that it
influences the legacy system to become more robust. There
are many worlds we wish to bring together. However, we
need to rewrite even the culture; we must reset everything.”
These examples also show how culture is a crucial factor
for change.
5. Discussion
In this section, we discuss feedback sessions and our
emerging theory in light of the received feedback.
5.1. Feedback
To gather user feedback, we used two techniques: a
survey and a set of interviews.
5.1.1. Survey
We sent to each one of the 37 first interviewees a feed-
back form asking whether the interviewee agreed with the
chosen classification (organizational structure and supple-
mentary properties) for its context using the following Lik-
ert scale: strongly agree, weakly agree, I do not know,
weakly disagree, strongly disagree. In case of disagree-
ment, there were free text fields for explanation. We also
asked the interviewees whether they perceived our taxon-
omy as comprehensive and whether they would add or re-
move elements. Finally, we also left a free field for general
comments. We sent the form in four batches of twenty, five,
five, and seven emails spread along the last five months of
our interviewing period; we used the feedback to refine
our theory incrementally. We also attached to the emails
a digest describing our taxonomy.
We got 11 answers. Nine participants strongly agreed
with the received classification regarding the organizational
structure, while two of them agreed weakly with it. No
one disagreed. Five participants strongly agreed with the
received classification regarding the supplementary prop-
erties, while one of them weakly agreed with it. Regarding
our model’s comprehensiveness, seven participants strongly
agreed with it, three of them weakly agreed with it, and
one of them did not know to opine. This result suggests
resonance of the participants with our theory.
The free-text answers from participants were valuable
in refining the taxonomy. We conceived the supplementary
properties from the analysis of the first round of feedback.
One interviewee’s comments helped us improve our taxon-
omy digest (we refined a figure to better express the idea of
platform team). Moreover, some participants raised con-
cerns about how different parts of the organization can act
under different patterns, and how this evolves. We consid-
ered such concerns since our classification is not for the
whole organization, but for the dominant mode of work in
the interviewee’s context at a point in time.
5.1.2. Interview
After reaching theoretical saturation, we interviewed
two additional practitioners (#I38, #I39) following a dif-
ferent script. For both of them, we started explaining our
taxonomy and followed by discussing the current struc-
ture of their organizations and what structure would be
desirable to achieve in the future. Initially, #I38 con-
sidered the structure of its organization to be platform
teams. After discussion, we agreed that its organization
follows the cross-functional pattern. Given that, we pre-
sented the three supplementary properties related to cross-
functional teams and discussed the development practices
in his company. We agreed that they have developers with
infra background. We also discussed the forces that led the
organization to be like this instead of taking other paths.
With #I39, we could identify its organization as tran-
sitioning from siloed departments to classical DevOps. We
also discussed whether the platform team would be an at-
tractive goal for its organization, but we concluded that
classical DevOps would be more suitable. Considering the
possibility of adopting a platform, we presented the three
supplementary properties related to platforms. We dis-
cussed which of them would better fit his scenario (a cus-
tomized private platform) and why the other ones would
not fit well (especially cloud fac¸ade).
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These final interviews confirm the resonance of our tax-
onomy with our interviewees since we could employ it to
discuss new and concrete scenarios. Moreover, this feed-
back was fruitful for renaming some supplementary prop-
erties based on the communication difficulties raised in
these interviews.
5.2. Evaluating our Emerging Theory
According to Ralph, good taxonomies should increase
cognitive efficiency and assist reasoning by facilitating more
inferences [11]. However, evaluating whether a taxonomy
satisfies such quality criteria demands a different type of
research approach than we employed; e.g., case study [28],
which we plan to employ in the next phase of our re-
search. Grounded Theory (GT) focuses on generating the-
ory rather than validating preconceived hypotheses. Al-
though researchers can be tempted to try to validate their
theory as soon as it is born, Glaser and Strauss alert that
verificational approaches hinder the theory development
too early [10]. Therefore, in this paper, we present only
incipient steps related to theory assessment: hearing feed-
back on our taxonomy (Section 5.1) and comparing it to
other existing taxonomies (Section 6). Nonetheless, such
steps evidence the resonance of our theory.
By following Guba’s framework for naturalistic research
evaluation [29], practitioners and literature resonance also
provide some credibility (how plausible or true the find-
ings are) and confirmability (opportunities for correcting
research bias). The remaining Guba’s criteria are depend-
ability, provided by our chain of evidence, and transfer-
ability, supported by our diverse selection of participants.
Even though it is not adequate to evaluate our emerg-
ing theory as a finished product, we can evaluate our pro-
cess of generating the theory [10, 11]. Such evaluation can
be done by checking adherence to GT prescriptions and
Ralph’s recommendations for taxonomy generation [11].
We described the adherence to GT guidelines (i.e., theo-
retical sampling, coding, theoretical sensitivity, and theo-
retical saturation) in Section 3. In the following, we discuss
our adherence to Ralph’s recommendations.
A first Ralph’s warning is that theory should explain,
not prescribe. In this way, it is essential to note that al-
though our theory is intended to be used by practitioners
in practical settings, as it is the goal of a grounded theory,
the theory itself provides an explanation of the world, not
a guide for action.
A more severe impact on our work comes from Ralph’s
advice for favoring first-hand observations over interviews
due to interviewees’ biases. Although we acknowledge his
concerns, in our case, organizational structures are too ab-
stract to grasp only by observation, even meetings observa-
tion, without further conversations with observed people.
Our context, thus, differs from other software engineering
situations, such as observing a pair-programming session.
Nonetheless, anonymity reduces these biases by favoring
an open attitude from the participants. We took care
not to ask the research questions directly to participants,
which would force our preconceptions onto them [11]. We
carefully crafted second-level questions [28], which are more
objective than the research questions. Our interview pro-
tocol7 presents each interview question, followed by its ra-
tionale.
We acknowledge the importance of triangulating re-
sults with other kinds of data and with other participants
in the same organizations. However, we spare these strate-
gies for the future phase of our research. Moreover, observ-
ing more scenarios is more valuable for this initial phase of
theory elaboration than interviewing more people in each
organization, which would lead to interviews in fewer com-
panies.
Ralph still alerts that researchers need care in selecting
evaluation criteria to assess a theory development. Since
multiple criteria exist and there is no set of criteria univer-
sally accepted, researchers must choose criteria that makes
sense for the emerging theory [11]. Nonetheless, we apply
to our research three crucial criteria suggested by Ralph:
(i) the empirical study is well-executed and clearly de-
scribed, (ii) there is an explicit chain of evidence from
results back to data supporting them (which does not ex-
clude the existence of non-replicable intuitively leaps [11]),
and (iii) it must be clear why the proposed theory is
needed. The present text and the complete chain of ev-
idence, provided as supplementary material, must suffice
to the reader to judge these concerns.
6. Related work
Recent research has discussed the benefits and chal-
lenges of continuous delivery [3, 38, 39, 1, 40]. Among the
challenges, Chen et al. include organizational issues re-
lated to tensions among groups within an organization [3],
which demands studies on teams organization. Some of
these studies have focused more on how developers mi-
grate from teams or companies [41, 17, 42]. Nonetheless,
the literature about the inter-team arrangements for man-
aging IT infrastructure in a continuous delivery context is
still limited. In the following, we discuss this existing lit-
erature [2, 5, 6, 7, 8, 9] by comparing their classifications
of inter-team relations to our taxonomy.
In one of the foundational writings on DevOps [2],
Humble and Molesky start by criticizing the siloed depart-
ment structure and management by project. They then
follow by advocating cross-functional teams and manage-
ment by product. However, they also suggest practices
for strengthening the collaboration among development
and operations, which makes sense in the classical DevOps
structure. Such practices include operators attending agile
ceremonies and developers contributing to incident solv-
ing. Humble and Molesky also envision operation groups
offering support services (e.g., continuous integration) and
7http://ccsl.ime.usp.br/devops/2020-06-14/interview-
protocol.html
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infrastructure as a service to product teams, which relates
to enabler teams and the platform team structure in our
taxonomy.
Nybom et al. present three distinct approaches to De-
vOps adoption [5]: (i) assigning development and opera-
tions responsibilities to all engineers; (ii) composing cross-
functional teams of developers and operators; and (iii) cre-
ating a DevOps team to bridge development and opera-
tions. However, the article is about a case study match-
ing the first approach only; developers undertook opera-
tional tasks, and collaboration was promoted among the
development and operations departments. According to
our taxonomy, such a scenario was an attempt to migrate
from siloed departments to classical DevOps. However,
despite some perceived benefits, new sources for friction
raised among the departments, and several employees dis-
agreed with the taken approach. We associate these sub-
optimal results to the reported lack of automation invest-
ments, which suggests that trying any DevOps adoption
without aiming for continuous delivery is not promising.
The 2018 State of DevOps Report surveys respondents
about the organizational structures used in their DevOps
journeys [6], offering a closed set of alternatives: cross-
functional teams responsible for specific services or appli-
cations, dedicated DevOps team, centralized IT team with
multiple application development teams, site reliability en-
gineering team, and service team providing DevOps ca-
pabilities (e.g., building test environments, monitoring).
However, the text does not further describe such options.
Thus, associating our structures to the options presented
by the survey would be an error-prone activity.
Skelton and Pais present nine “DevOps topologies” and
seven anti-patterns [7], being the most informal of our
comparison sources – a blog post. The presentation of each
topology and anti-pattern is too short, not presenting fur-
ther details about how organizations apply this topology.
We now present the correspondences among the DevOps
topologies / anti-patterns and our taxonomy. Dev and ops
silos corresponds to our siloed departments structure. Dev
don’t need ops corresponds to our cross-functional teams
with no infra background. In some organizations adopting
classical DevOps, we saw the rebranding of the infrastruc-
ture team to SRE or DevOps (#I2, #I6, #I31), but this
situation did not entirely match the rebranded sysadmin
anti-pattern since there were cultural changes in the ob-
served cases. Ops embedded in dev team corresponds to our
cross-functional teams with dedicated infra professionals,
although we saw positive results with this configuration in
#I1. In a siloed organization (#I30), we also observed the
DevOps Team Silo. Dev and ops collaboration corresponds
to our classical DevOps structure. Ops as infrastructure-
as-a-service (platform) corresponds to our platform teams.
We consider SRE team topology to match our classical
DevOps structures with infra as development collabora-
tor, although the topology description does not include
this SRE activity of coding the application to improve its
non-functional requirements [43].
The Team Topologies book [8], from the same authors
of the DevOps topologies blog post, presents four dynamic
patterns of teams for software-producing organizations:
stream-aligned team, delivering software in a business-aligned
constant flow; complicated sub-system team, holding very
specialized people to work in a complicated problem; en-
abler team, providing consulting for stream-aligned teams
in a specific technical or product domain; and platform
team, providing internal services to be self-serviced by
stream-aligned teams, abstracting infrastructure and in-
creasing autonomy for stream-aligned teams.
The stream-aligned team corresponds to what we call
product team or development team in this paper. The
complicated sub-system team is not considered in our tax-
onomy since it is related to splitting work within develop-
ment only. The enabler team proposed by Skelton and Pais
is very close to what we also call enabler team (e.g., inter-
viewee #I18 was in an enabler team providing consulting
on performance for product teams); however, Skelton and
Pais advocate that such consulting must be time-bounded,
which is an aspect absent from our observed enabler teams.
Finally, the platform team proposed by Skelton and Pais
includes our notion of platform team; however, our con-
cept is restricted to the services related to the execution
environment of the applications, i.e., while we considered
teams providing pipeline services as enabler teams, Skelton
and Pais would consider them as platform teams.
Another significant difference from team topologies to
our work is that the book seeks to present things how they
should be, while we try to summarize thing how they are.
In this sense, while we acknowledge the existence of the
classical DevOps structure, it is a pattern not included
in the team topologies since the authors discourage the
handover caused by this structure. We also note that the
terms “platform team” and “enabler team” emerged from
our interviewees, without the Teams Topologies book’s di-
rect influence.
Most of the discussed work so far [5, 2, 6, 7] presents
sets of organizational structures without an empirical elab-
oration of how such sets were conceived. The Team Topolo-
gies book suggests that the proposed topologies emerged
from field observations, but lacking a scientific methodol-
ogy. In this way, Shahin et al. [9] present the closest work
to ours, with a set of structures based on field data and
scientific guidelines.
Shahin et al. [9] conducted semi-structured interviews
in 19 organizations and surveyed 93 practitioners to em-
pirically investigate how development and operation teams
are organized in the software industry for adopting con-
tinuous delivery practices. They found four types of team
structures: i) separate Dev and Ops teams with higher col-
laboration, ii) separate Dev and Ops teams with facilita-
tor(s) in the middle; iii) small Ops team with more respon-
sibilities for Dev team, and iv) no visible Ops team. Struc-
tures i and iii map to classical DevOps in our taxonomy.
Structure ii corresponds to the adoption of a DevOps team
as a bridge between development and operations. One of
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our interviewees reported that such pattern occurred in
the past in his organization (#I4) and we also observed
the DevOps team as a committee bringing together devel-
opment and operations leadership in another organization
(#I36); therefore, probably DevOps team as bridges is a
structure that is no longer common. Finally, structure iv
maps to cross-functional teams. Shahin et al. did not
identify the platform teams structure, the most promising
alternative we found regarding delivery performance.
Shahin et al. [9] also explored the size of the compa-
nies adopting each structure. They found that structure i
is mainly adopted by large organizations, while structure
iv was observed mainly in small ones. These findings are
corroborated by our data in Table 4: classical DevOps was
less observed in small organizations, while cross-functional
teams were not prevalent in large organizations. However,
other factors may be involved in adopting an organiza-
tional structure. Better understanding these factors and
their forces are in our plans for future work.
In a recent paper, Shahin and Babar recommend adding
operation specialists to the teams [35], which is in favor of
cross-functional teams with dedicated infra professionals.
7. Limitations
The reader must take into account the typical limita-
tions of taxonomy theories. The most important limitation
is that they rarely make probabilistic predictions in terms
of dependent and independent variables, as variance theo-
ries, common in Physics, do [11]. Thus, it is not proper to
discuss, for a grounded theory, the number of interviewees
in terms of statistical sampling.
We derived some core properties based on our defini-
tion of high delivery performance. Although we relied on
previous work [13], we needed to adapt the original def-
initions due to the reasons exposed in Section 2. There-
fore, by tweaking the descriptions related to delivery per-
formance, another researcher could reach different con-
clusions based on the same data. We handled this con-
cern mainly by stating our definitions regarding this topic.
Moreover, GT does not guarantee that two researchers
working in parallel with the same data would achieve iden-
tical results [10]. Similarly, according to Glaser and Strauss,
judging theoretical saturation is never precise and depends
on the researchers’ theoretical sensitivity [10]. Also, a the-
ory can always be expanded and refined with new data.
Furthermore, the transcripts were the authors’ inputs
to discuss the generated coding, classification, and concep-
tual framework. One could argue that, instead of using
the transcripts, all researchers should have listened to the
original records. However, this approach turned out to be
too onerous in terms of person-hours. So two co-authors
took part in a few of the initial interviews to standardize
the transcription procedures and to assess the interview
conduction.
Initially, we targeted teams practicing continuous de-
livery. However, during the interviews, we realized that
some participants were not fully practicing continuous de-
livery. Since these interviews were fruitful in contributing
to our conceptual framework, we decided not to discard
them and to enlarge the scope of our invitations for teams
still working to achieve continuous delivery.
We are aware that large companies usually present
groups at different maturity levels, and that they could be
classified differently if we had took different interviewees.
To verify this, we interviewed two persons from the same
company (#I16 and #I18) working in different teams. We
noted that, indeed, the organizational patterns were not
identical. This effect also happens when transitioning from
one structure to another, since transitioning can be a long
process and take different paces at different organization
segments. Therefore, the reader must note that our de-
scriptions do not characterize the whole organizations, but
our respondents’ contexts.
Finally, one particular characteristic of software devel-
opment teams is that they are not static; developers often
move in and out of a team. Therefore, there is no rea-
son to think about the proposed organizational structures
as immutable. Instead, readers should consider our or-
ganizational structures when moving toward a continuous
delivery scenario. After becoming comfortable and started
to excel with continuous delivery, if needed, practitioners
could adapt the organizational structure employed to be-
come effective in other contexts.
8. Conclusion
In this paper, we presented an emerging grounded the-
ory addressing the questions “which organizational struc-
tures are software-producing organizations adopting for man-
aging IT technical teams in a continuous delivery con-
text?” and “What are the properties of each of these or-
ganizational structures?” We found four organizational
structures:
1. Siloed departments (with seven core properties);
2. Classical DevOps (with eight core properties and one
supplementary property);
3. Cross-functional teams (with four core properties and
three supplementary properties);
4. Platform teams (with nine core properties and three
supplementary properties).
We also found two other supplementary properties ap-
plicable to more than one structure. Among the aspects
explored in the core properties are the organizations’ size
and the delivery performance achieved by them.
Our work has implications for practice. Software com-
panies could realize that there are several kinds of organi-
zational structures they could adopt to excel in continuous
delivery and plan which organizational structure they are
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interested in moving to, maximizing their chances to suc-
ceed in the transition. Further, we clarified the roles that
the participants have to play in each organizational struc-
ture. This evidence could help practitioners to cooperate
with less friction toward organizational transformation.
Our work also has implications for research. The ele-
ments of our taxonomy, in Figure 3, provide a common
vocabulary to support the formulation of new research
questions. For example, researchers can investigate the
impact of each property on other perspectives (e.g., soft-
ware architecture, security, database management). An-
other valuable endeavor would be to investigate the re-
lation between our taxonomy’s elements and the internal
organization of development and operation groups, espe-
cially platform teams.
In addition, we observed that test automation is still
not adequately practiced in many software companies, as
also noted by Olsson et al. [39], and that the lack of tests is
a limiting factor for achieving high delivery performance.
This suggests research opportunities for proposing auto-
mated test generation techniques, especially in environ-
ments in which tests are intrinsically difficult, such as
games or IoT. Moreover, we noticed participants practicing
DevOps while maintaining a monolithic application, which
contrasts with the literature that strongly associates De-
vOps with microservices. This suggests researchers should
further investigate the differences in applying DevOps to
monoliths and microservices-based systems. Similarly, since
we also observed some participants maintaining a mono-
lith core with peripheral microservices and achieving high
delivery performance with the microservices, researchers
could propose novel techniques and tools that could (semi-
) automatically extract peripheral services from monolith
applications.
For future work, we plan to better delineate what forces
drive organizations to choose different structures by dis-
cussing our taxonomy with practitioners in industrial case
studies. With this, we hope to better describe the discov-
ered organization structures in a pattern language [44].
Acknowledgments
We thank the support of the Brazilian Federal Data
Processing Service (Serpro), CNPq proc. 465446/2014-0,
CAPES – Finance Code 001, and FAPESP proc. 14/50937-
1 and 15/24485-9.
References
[1] G. Schermann, J. Cito, P. Leitner, H. C. Gall, Towards quality
gates in continuous delivery and deployment, in: 24th IEEE
International Conference on Program Comprehension, ICPC,
2016, pp. 1–4. doi:10.1109/ICPC.2016.7503737.
[2] J. Humble, J. Molesky, Why enterprises must adopt devops to
enable continuous delivery, Cutter IT Journal 24 (8) (2011) 6–
12.
[3] L. Chen, Continuous delivery: Huge benefits, but challenges
too, IEEE Software 32 (2) (2015) 50–54. doi:10.1109/MS.2015.
27.
[4] G. Schermann, J. Cito, P. Leitner, U. Zdun, H. C. Gall, An
empirical study on principles and practices of continuous de-
livery and deployment, PeerJ PrePrints 4 (2016) e1889. doi:
10.7287/peerj.preprints.1889v1.
[5] K. Nybom, J. Smeds, I. Porres, On the impact of mixing re-
sponsibilities between devs and ops, in: International Confer-
ence on Agile Software Development, XP 2016, Springer Inter-
national Publishing, 2016, pp. 131–143. doi:10.1007/978-3-
319-33515-5_11.
[6] A. Mann, M. S. A. Brown, N. Kersten, 2018 State of
DevOps Report, https://puppet.com/resources/whitepaper/
2018-state-of-devops-report, accessed on Jul 2019. (2018).
[7] M. Skelton, M. Pais, Devops topologies, https://web.
devopstopologies.com/, accessed on Jul 2019. (2013).
[8] M. Skelton, M. Pais, Team Topologies: Organizing Business and
Technology Teams for Fast Flow, IT Revolution Press, 2019.
[9] M. Shahin, M. Zahedi, M. A. Babar, L. Zhu, Adopting con-
tinuous delivery and deployment: Impacts on team structures,
collaboration and responsibilities, in: Proceedings of the 21st
International Conference on Evaluation and Assessment in Soft-
ware Engineering, EASE’17, ACM, 2017, pp. 384–393. doi:
10.1145/3084226.3084263.
[10] B. Glaser, A. Strauss, The discovery of grounded theory: strate-
gies for qualitative research, Aldine Transaction, 1999.
[11] P. Ralph, Toward methodological guidelines for process theories
and taxonomies in software engineering, IEEE Transactions on
Software Engineering 45 (7) (2019) 712–735. doi:10.1109/TSE.
2018.2796554.
[12] B. B. N. de Franc¸a, H. Jeronimo, Junior, G. H. Travassos, Char-
acterizing devops by hearing multiple voices, in: Proceedings of
the 30th Brazilian Symposium on Software Engineering, SBES
’16, ACM, 2016, pp. 53–62. doi:10.1145/2973839.2973845.
[13] N. Forsgren, J. Humble, G. Kim, Measuring performance, in:
Accelerate: The Science of Lean Software and DevOps: Build-
ing and Scaling High Performing Technology Organizations, IT
Revolution Press, 2018.
[14] K.-J. Stol, P. Ralph, B. Fitzgerald, Grounded theory in software
engineering research: A critical review and guidelines, in: 2016
IEEE/ACM 38th International Conference on Software Engi-
neering, ICSE ’16, 2016, pp. 120–131. doi:10.1145/2884781.
2884833.
[15] M. Waterman, J. Noble, G. Allan, How much up-front?: A
grounded theory of agile architecture, in: 2015 IEEE/ACM 37th
IEEE International Conference on Software Engineering, ICSE
’15, 2015, pp. 347–357. doi:10.1109/ICSE.2015.54.
[16] R. Hoda, J. Noble, Becoming agile: A grounded theory of agile
transitions in practice, in: 2017 IEEE/ACM 39th International
Conference on Software Engineering, ICSE ’17, 2017, pp. 141–
151. doi:10.1109/ICSE.2017.21.
[17] R. Santos, F. Silva, C. Magalhaes, C. Monteiro, Building a the-
ory of job rotation in software engineering from an instrumen-
tal case study, in: 2016 IEEE/ACM 38th International Con-
ference on Software Engineering, ICSE ’16, 2016, pp. 971–981.
doi:10.1145/2884781.2884837.
[18] W. P. Luz, G. Pinto, R. Bonifa´cio, Adopting devops in the real
world: A theory, a model, and a case study, Journal of Systems
and Software 157 (2019) 110384. doi:10.1016/j.jss.2019.07.
083.
[19] R. Siqueira, D. Camarinha, M. Wen, P. Meirelles, F. Kon,
Continuous delivery: Building trust in a large-scale, complex
government organization, IEEE Software 35 (2) (2018) 38–43.
doi:10.1109/MS.2018.111095426.
[20] D. Cukier, F. Kon, A maturity model for software startup
ecosystems, Journal of Innovation and Entrepreneurship 7
(2018). doi:10.1186/s13731-018-0091-6.
[21] L. Leite, C. Rocha, F. Kon, D. Milojicic, P. Meirelles, A survey
of devops concepts and challenges, ACM Computing Surveys
52 (6) (2019) 127:1–127:35. doi:10.1145/3359981.
[22] L. Leite, F. Kon, G. Pinto, P. Meirelles, Platform teams: An or-
ganizational structure for continuous delivery, in: IEEE/ACM
42nd International Conference on Software Engineering Work-
19
shops, ICSEW’20, 2020, pp. 505–511. doi:10.1145/3387940.
3391455.
[23] L. Leite, F. Kon, G. Pinto, P. Meirelles, Building a theory
of software teams organization in a continuous delivery con-
text, in: 42nd International Conference on Software Engi-
neering Companion, ICSE ’20 Companion, 2020, pp. 294–295.
doi:10.1145/3377812.3390807.
[24] P. E. Strandberg, Ethical interviews in software engineering,
in: International Symposium on Empirical Software Engineer-
ing and Measurement 2019, ESEM ’19, 2019. doi:10.1109/
ESEM.2019.8870192.
[25] W. C. Adams, Conducting semi-structured interviews, in:
Handbook of Practical Program Evaluation, 3rd Edition,
Jossey-Bass, 2010.
[26] S. Georgieva, G. Allan, Best practices in project management
through a grounded theory lens, The Electronic Journal of Busi-
ness Research Methods 6 (1) (2008) 43–52.
[27] M. Miles, M. Huberman, Chapter 2: Focusing and bounding
the collection of data - the substantive start, in: Qualitative
Data Analysis: A Methods Sourcebook, 3rd Edition, Sage Pub-
lications, 2013.
[28] R. K. Yin, Case Study Research, Design and Methods, 4th Edi-
tion, SAGE Publications, 2009.
[29] E. Guba, Criteria for assessing the trustworthiness of natural-
istic inquiries, Educational Technology Research and Develop-
ment (ECTJ) 29 (1981) 75–91. doi:10.1007/BF02766777.
[30] G. Kim, K. Behr, G. Spafford, The Phoenix Project: A Novel
about IT, DevOps, and Helping Your Business Win, 3rd Edi-
tion, IT Revolution Press, 2018.
[31] P. Debois, Just enough documented information, at Agile 2008
Toronto (2008).
[32] E. M. Goldratt, J. Cox, The Goal: A Process of Ongoing Im-
provement, North River Press, 2014, 30th anniversary edition.
[33] J. Humble, There’s no such thing as a “devops team”,
https://continuousdelivery.com/2012/10/theres-no-such-
thing-as-a-devops-team, accessed on August 2018. (2012).
[34] H. Kniberg, Spotify engineering culture (part 1), https:
//labs.spotify.com/2014/03/27/spotify-engineering-
culture-part-1, accessed on August 2019. (2014).
[35] M. Shahin, M. A. Babar, On the role of software architecture
in devops transformation: An industrial case study, accepted in
ICSSP 2020. https://arxiv.org/abs/2003.06108, accessed on
May 2020. (2020).
[36] J. Gray, A conversation with werner vogels, ACM Queue 4 (4)
(2006) 14–22. doi:10.1145/1142055.1142065.
[37] K. Morris, Infrastructure as Code: Managing Servers in the
Cloud, O’Reilly Media, 2016.
[38] M. Leppanen, S. Makinen, M. Pagels, V. Eloranta, J. Itkonen,
M. V. Mantyla, T. Mannisto, The highways and country roads
to continuous deployment, IEEE Software 32 (2) (2015) 64–72.
doi:10.1109/MS.2015.50.
[39] H. H. Olsson, H. Alahyari, J. Bosch, Climbing the “stairway
to heaven” – a mulitiple-case study exploring barriers in the
transition from agile development towards continuous deploy-
ment of software, in: 38th Euromicro Conference on Software
Engineering and Advanced Applications, 2012, pp. 392–399.
doi:10.1109/SEAA.2012.54.
[40] S. Neely, S. Stolt, Continuous delivery? Easy! Just change
everything (well, maybe it is not that easy), in: 2013 Agile
Conference, 2013, pp. 121–128. doi:10.1109/AGILE.2013.17.
[41] A. Mockus, Organizational volatility and its effects on software
defects, in: Proceedings of the Eighteenth ACM SIGSOFT In-
ternational Symposium on Foundations of Software Engineer-
ing, FSE ’10, ACM, 2010, pp. 117–126. doi:10.1145/1882291.
1882311.
[42] M. Hilton, A. Begel, A study of the organizational dynamics
of software teams, in: Proceedings of the 40th International
Conference on Software Engineering: Software Engineering in
Practice, ICSE-SEIP ’18, ACM, 2018, pp. 191–200. doi:10.
1145/3183519.3183527.
[43] B. Beyer, C. Jones, J. Petoff, N. R. Murphy, Site Reliability
Engineering: How Google Runs Production Systems, O’Reilly
Media, 2016.
[44] G. Meszaros, J. Doble, A pattern language for pattern writ-
ing, in: Proceedings of International Conference on Pattern
languages of program design (1997), Vol. 131, 1997, p. 164.
20
