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Решение задач тактического и стратегического управления является частью повсе-
дневной работы органов государственного управления любого уровня. Однако процесс 
принятия решений характеризуется сложностью реальных проблем, необходимостью 
согласовывать интересы различных экономических субъектов, неполнотой и неопреде-
ленностью доступной информации о состоянии объекта управления. Для обеспечения 
информационной поддержки принятия решения на уровне региона разработан прототип 
системы поддержки принятия решений [1], который базируется на интегрированном 
комплексе экономико-математических моделей. 
Рассматриваемый подход к моделированию является гибридным и сочетает в себе 
идеи импульсного моделирования на функциональных графах [2], агентно-
ориентированного подхода к моделированию [3], согласования экономических интересов 
путем формирования системы динамических нормативов [4] с последующим решением 
задач распространения ограничений [5] и построения сети напряженных вариантов[6]. 
В данной работе система моделирования управления социально-экономическим развити-
ем региона рассматривается как мультиагентная. В ней каждый экономический субъект опи-
сывается как агент, преследующий в своей деятельности определенные цели и обладающий 
определенным уровнем интеллекта, достаточным для того, чтобы самостоятельно прини-
мать решения. Взаимодействие агентов происходит путем обмена импульсами. 
Математическая модель агента X имеет вид: 
 
 >=< xxxx ACTRSGX ,,,  (1) 
 
Экономические агенты являются агентами с состоянием >=< xxx CVS , , которое из-
меняется в зависимости от восприятия окружающей среды и других агентов. 
Здесь >=< extx
in
xx VVV ,  – множество параметров, характеризующих состояние агента; 
in
xV  – множество внутренних параметров, недоступных другим агентам; 
ext
xV  – множество параметров состояния, информация о которых доступна другим 
агентам; 
xC  – множество целей агента. 
Множество целей агента xC  представляется в виде множества пар 
kiwc ixix ,1,, ,, =>< , являющихся частью его внутреннего состояния: 
ixc ,  – i-ое ограничение, представляющее собой логическое выражение; 
]1,0[, ∈ixw  – приоритетность данной цели для агента (необходимая, желательная, 
возможная). 
Формирование целей агентов происходит на основе построения динамических норма-
тивов (ДН), характеризующих эталонный режим функционирования, с последующим 
анализом степени близости к эталону и формированием целевых установок корректи-
рующего ДН. При этом целевые установки дополняются ограничениями, позволяющими 
минимизировать диспропорции в системе «цели – ресурсы - структура». 
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Изменение внутреннего состояния происходит в зависимости от восприятия окру-
жающей среды. Для формализации этого процесса вводится функция реакции xR : 
 
 xxxyx SSPR →×≠: , (2) 
 
где xyP ≠  - возмущение (импульс), воздействующее на агента в текущий момент времени; 
xS  - состояние агента. 
Для оценки соответствия внутреннего состояния поставленным целям после его из-
менения вводится функция цели xG : 
 
 ]1,0[: →×× ≠
o
xyxxx VSCG , (3) 
 
где xC  – множество целей агента; 
xS  – текущее состояние агента; 
o
xyV ≠  – состояние других агентов в текущий момент времени. 
Так, например, один из подходов к вычислению функции цели включает расчет для 
каждого ограничения/логического условия показателя совпадения kig ix ,1,, = : 
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Тогда функция цели xG  может быть представлена в виде (5): 
 ==
∑ , ,
1
k
x i x i
i
x
w g
G
k
, (5) 
 
где ]1,0[, ∈ixw  – приоритетность i-ой цели для агента X; 
ixg ,  – показатель совпадения для цели i; 
k  – число целей агента X. 
Важной частью математической модели агента является прогнозирующая функция, 
которая реализует поведение, управляемое целями. В предлагаемом подходе данная 
функция реализована путем совместного решения задачи удовлетворения ограничений 
и задачи построения сети напряженных вариантов с целью выбора оптимальных по Па-
рето решений из найденных. 
Существует несколько подходов к решению задач удовлетворения ограничений [5], но 
только часть из них позволяет учитывать приоритетность ограничений. К таким алгорит-
мам относятся IHCS [7] и Indigo [8]. В СППР имеется возможность перед имитацией вы-
бирать один из алгоритмов. 
Действия агента представляются в виде импульсов, которыми он обменивается с дру-
гими агентами. Функция генерации импульсов xACT  задается следующим образом: 
 
 extxxx PGSACT →×: , (6) 
 
где xS  – текущее состояние агента; 
xG  – текущее значение функции цели; 
extP  - исходящее возмущение (импульс). 
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Расчеты, проводимые с помощью СППР для Брестской области, позволяют сделать 
вывод, что интеграция вышеперечисленных подходов в единую систему позволяет ми-
нимизировать недостатки, присущие каждому подходу в отдельности. Так, например, 
импульсное моделирование позволяет получать в основном качественные результаты и 
не учитывает интеллектуального поведения экономических агентов, которое не всегда 
может быть выражено только функциями реакции или генерации импульсов. В свою 
очередь, в мультиагентных системах агенты строят свое поведение с учетом тактиче-
ских и стратегических целей, но действия планируются в основном на основе накоплен-
ного опыта. Решение задачи распространения ограничений позволяет уточнить возмож-
ные значения параметров состояния в зависимости от состояния окружающей среды и 
других агентов, но не дает ответа на вопрос, какой из вариантов следует предпочесть. В 
то же время набор допустимых альтернатив может быть получен путем построения сети 
напряженных вариантов с последующим отбором вариантов, удовлетворяющих вы-
бранному критерию, например, минимизации издержек.  
Таким образом, предлагаемый гибридный подход к построению подсистемы модели-
рования в региональной СППР позволяет учитывать интересы всех экономических аген-
тов, моделировать их интеллектуальное поведение в соответствии с поставленными 
целями и выбранными приоритетами развития, что дает возможность своевременного 
принятия управленческих решений и анализа их последствий. 
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