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Introduction générale
Depuis les années 70, le groupe de Brauer des variétés algébriques a été utilisé de
deux façons différentes : d’une part comme invariant birationnel des variétés projectives et
lisses sur un corps quelconque, d’autre part, sur un corps de nombres, dans la définition de
l’obstruction de Brauer–Manin à l’existence de points rationnels sur les variétés projectives
et de points entiers sur les variétés ouvertes.
Cette dualité se retrouve dans la présente thèse. Dans une première partie, purement
géométrique, on y étudie des invariants birationnels supérieurs qui généralisent le groupe
de Brauer. Dans la seconde partie, plus arithmétique, on utilise le groupe de Brauer pour
étudier les points entiers des variétés algébriques.
La cohomologie non ramifiée est une généralisation en degré quelconque du groupe de
Brauer (lequel correspond au degré 2). En degré 3, elle a été étudiée pour certaines variétés
(en particulier par CT-Ojanguren, Kahn, Merkurjev, Peyre).
Aux chapitres II et III, je m’intéresse au troisième groupe de cohomologie non ramifiée
des surfaces rationnelles et de leurs torseurs universels. Une description plus détaillée des
résultats de ces deux chapitres est donnée dans l’introduction de la partie géométrique (I).
Sur un corps de nombres k, pour toute variété lisse connexe X, on définit grâce au
groupe de Brauer un sous-ensemble X(Ak)Br ⊂ X(Ak) de l’espace des adèles. Comme l’a
remarqué Manin, la théorie du corps de classes implique que l’adhérence X(k)top de X(k)
dans X(Ak) se factorise par
X(k)top ⊂ X(Ak)Br.
Pour certaines classes (géométriques) de variétés, il est naturel de se demander si cette
inclusion est une égalité. On dit alors que l’obstruction de Brauer–Manin à l’approximation
forte est la seule obstruction. Si X est propre, les notions d’approximation forte et faible
coïncident. Le cas des espaces homogènes Y de groupes linéaires G a été beaucoup étudié,
ainsi que celui des compactifications lisses Yc de tels espaces.
Au chapitre VI, fruit d’un travail avec C. Demarche et F. Xu, j’établis un théorème
très général pour les variétés ouvertes X munies d’une G-action et dont un ouvert est un
espace homogène de G.
D’autres obstructions à l’approximation forte sur une k-variété X lisse quelconque
ont été définies, via les torseurs Z → X sous des k-groupes linéaires G (Colliot-Thélène,
Sansuc, Harari, Skorobogatov). Le lien avec l’obstruction de Brauer-Manin a fait l’objet de
plusieurs travaux. Au chapitre V, j’établis un tel lien sous des hypothèses très générales.
Une description plus détaillée des résultats de ces deux chapitres est donnée dans
l’introduction de la partie arithmétique (IV).
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Chapitre I
Introduction à la partie géométrique
1.1 La cohomologie non ramifiée
Soit k un corps de caractéristique 0. Pour une k-variété lisse X et un faisceau étale F
sur X, on rappelle que la cohomologie non ramifiée de X de degré n est le groupe
Hnnr(X,F ) := H
0
Zariski(X,Hn(X,F )),
où Hn(X,F ) est le faisceau Zariski associé au préfaisceau {U ⊂ X} 7→ Hnét(U,F ).
On considère le cas où F = Q/Z(j) le faisceau des racines de l’unité tordu j fois. On a
les propriétés ci-dessous.
(1) Le résultat de Bloch et Ogus donne canoniquement une résolution flasque de fais-
ceaux de Zariski (la résolution de Gersten, cf. [CTHK] pour une démonstration du cas
général). Ceci induit une suite exacte longue :
0→ Hnnr(X,Q/Z(j))→ ⊕x∈X(0)H
n(k(x),Q/Z(j))→ ⊕x∈X(1)H
n−1(k(x),Q/Z(j−1))→ · · · .
Lorsque X est intègre, de corps des fonctions k(X), ceci donne Hnnr(X,Q/Z(j)) ⊂
Hn(k(X),Q/Z(j)). Pour tout ouvert non vide U ⊂ X, on a alors Hnnr(X,Q/Z(j)) ⊂
Hnnr(U,Q/Z(j)).
(2) La cohomologie non ramifiée à coefficients Q/Z(j) est invariante par homotopie, i.e.
Hnnr(X,Q/Z(j)) ∼= Hnnr(X × A1,Q/Z(j)).
(3) Les groupes Hnnr(X,Q/Z(j)) sont des invariants k-birationnels des k-variétés pro-
jectives lisses géométriquement connexes, réduits à Hn(k,Q/Z(j)) pour X k-rationnelle,
c’est-à-dire k-birationnelle à un espace projectif (cf. [CT95, Théorème 4.1.1 et Proposition
4.1.4]).
(4) Lorsque X est géométriquement intègre, la suite exacte de Kummer et la suite
spectrale
Ep,q2 := H
p
Zariski(X,H
q(X,Q/Z(j)))⇒ Hp+q(X,Q/Z(j))
donnentH0nr(X,Q/Z(j)) = H0(k,Q/Z(j)), H1nr(X,Q/Z(j)) = H1(X,Q/Z(j)) etH2nr(X,Q/Z(1)) =
Br(X).
(5) Lorsque X est intègre, B. Kahn établit la suite exacte ( [Ka12, Prop. 2.9])
0 // CH2(X) // H4(X,Z(2)) // H3nr(X,Q/Z(2)) // 0,
pour le complexe motivique de faisceaux sur les variétés lisses Z(2) au sens de Lichtenbaum
ou de Voevodsky.
Le but de cette partie est de calculer
H3nr(X,Q/Z(2))
H3(k,Q/Z(2))
:= Coker(H3(k,Q/Z(2))→ H3nr(X,Q/Z(2)))
pour certaines k-variétés géométriquement intègres X.
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1.2 Contenu du chapitre II, [1]
Ce chapitre est consacré au calcul du troisième groupe de cohomologie non ramifiée
de certaines variétés géométriquement cellulaires. Rappelons la définition d’une variété
cellulaire [Ka99, Définition 3.2].
Définition 1.2.1. Un k-schéma de type fini X a une décomposition cellulaire (brièvement :
est cellulaire) s’il existe un sous-ensemble fermé propre Z ⊂ X tel que X \Z est isomorphe
à un espace affine et Z a une décomposition cellulaire ou Z est vide.
Un k-schéma de type fini X est dit géométriquement cellulaire si Xk̄ a une dé-
composition cellulaire.
Les exemples de variétés géométriquement cellulaires que j’étudie sont les surfaces pro-
jectives lisses géométriquement rationnelles (par exemple, les surfaces de del Pezzo) et
certaines compactifications lisses d’un torseur universel sur une variété géométriquement
cellulaire (Proposition 2.2.2, [1, Prop. 2.2]).
Voici les deux principaux résultats de ce chapitre.
Théorème 1.2.2. (Théorème 2.1.1, [1, Thm. 1.1]) Soit X une k-surface de del Pezzo de
degré ≥ 5. Alors H
3
nr(X,Q/Z(2))
H3(k,Q/Z(2)) = 0, sauf peut-être si X est de degré 8, l’indice I(X) de X
est égal à 4, et il existe des coniques lisses C1, C2 sur k telles que X
∼→ C1 × C2.
Rappelons que, dans ce cas, CH2(Xk̄) ∼= Z et I(X) := #(CH2(Xk̄)/Im(CH2(X))).
Lorsque X possède un point rationnel, ou même un zéro-cycle de degré 1, ce résultat
est évident, car toute surface de del Pezzo de degré 5 qui possède un point rationnel est
rationnelle sur son corps de base. Toute la difficulté est de considérer le cas général.
Théorème 1.2.3. (Théorème 2.2.7, [1, Thm. 2.7]) Soit X une k-variété projective,
lisse, géométriquement intègre et géométriquement cellulaire. Soit T → X un tor-
seur universel sur X et soit T c une k-compactification lisse de T . Alors le groupe
H3nr(T c,Q/Z(2))/H3(k,Q/Z(2)) est fini.
Ce résultat s’applique en particulier à toute k-surface X projective, lisse, géométrique-
ment rationnelle.
L’idée principale des démonstrations est d’utiliser la suite spectrale de B. Kahn [Ka10,
Thm. 2.5] :
Ep,q2 (X,n) = H
p−q(k,CHq(Xk̄)⊗ Z(n− q)) =⇒ Hp+q(X,Z(n)),
où X est une k-variété lisse, intègre, géométriquement cellulaire, et Z(n) est le complexe
motivique de faisceaux sur les variétés lisses sur k défini par Voevodsky. De plus, l’appli-
cation d’un accouplement canonique de ces suites spectrales :
Ep,qr (m)× Ep
′,q′
r (n)→ Ep+p
′,q+q′
r (m+ n)
donne explicitement les différentielles dans ces suites spectrales.
1.3 Contenu du chapitre III, [2]
Soit X une k-surface projective, lisse, géométriquement rationnelle. Soient T → X un
torseur universel sur X [CTS87b] et T c une compactification lisse de T . C’est une k-variété
géométriquement rationnelle. En 1979, Colliot-Thélène et Sansuc [CTS80, Question Q1, p.
227] ont posé la question : si T c possède un point rationnel, la k-variété T c est-elle une
k-variété k-rationnelle ? Cette question est toujours ouverte.
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Les propriétés des torseurs universels donnent
Hnnr(T ,Q/Z(n− 1))
Hn(k,Q/Z(n− 1))
= 0 =
Hnnr(T c,Q/Z(n− 1))
Hn(k,Q/Z(n− 1))
pour n ≤ 2 [CTS87b]. Dans ce chapitre, je suis intéressé à calculer H3nr(T c,Q/Z(2)) ⊂
H3(T ,Q/Z(2)). Le résultat principal obtenu est :
Théorème 1.3.1. (Théorème 3.4.7, [2, Thm. 4.7]) Soient X une k-surface projective lisse
géométriquement rationnelle et T un torseur universel sur X. Alors
(1) Les groupes H
3
nr(T ,Q/Z(2))
H3(k,Q/Z(2)) et CH
2(T ) sont finis ;
(2) Si H1(k, Sym2Pic(Xk̄)) = 0 et X(k) 6= ∅, alors
H3nr(T ,Q/Z(2))
H3(k,Q/Z(2)) = 0, où Sym
2Pic(Xk̄)
est la deuxième puissance symétrique du réseau galoisien Pic(Xk̄).
Par la classification k-birationnelle des k-surfaces projectives et lisses (cf. [Koll96, Thm.
2.1]), toute k-surface projective, lisse, géométriquement rationnelle est k-birationnellement
équivalente soit à une surface de del Pezzo soit à une surface fibrée en coniques au-dessus
d’une conique. Le théorème 1.3.1 donne :
Corollaire 1.3.2. (Théorème 3.6.7, [2, Thm. 6.7]) Sous les hypothèses du théorème 1.3.1,
supposons X(k) 6= ∅. Soit T un torseur universel sur X et T c une k-compactification lisse
de T . Si la surface X est k-birationnellement équivalente à une surface de del Pezzo de
degré ≥ 2 ou à une surface fibrée en coniques au-dessus d’une conique, alors H
3
nr(T c,Q/Z(2))
H3(k,Q/Z(2))
est purement 2-primaire.
Le cas essentiel est le cas où X est une surface de del Pezzo de degré 3. En utilisant
la correspondance entre Gal(k̄/k)-module Pic(Xk̄) et le système de racines de type E6
muni de l’action du groupe de Weyl W (E6) ([Ma74, Thm. 23.9]), on trouve une base
de permutation de Sym2Pic(Xk̄) ⊗Z Z3 sous l’action de W (E6), et donc sous l’action de
Gal(k̄/k). Ceci donne
H1(k, Sym2Pic(Xk̄))[3] = 0 et
H3nr(T ,Q/Z(2))
H3(k,Q/Z(2))
[3] = 0.
Le cas où X est une surface de del Pezzo de degré 2 se réduit au cas où X est une
surface de del Pezzo de degré 3, car les p-sous-groupes de Sylow de W (E7) et de W (E6)
sont les mêmes pour tout nombre premier impair p.
Voici l’esquisse de la démonstration du théorème 1.3.1.
La partie clé est d’étudier la cohomologie motivique à coefficients Z(2) pour un torseur
sous un tore, où Z(2) est le complexe motivique de faisceaux de cohomologie étale sur les
variétés lisses sur k au sens de Lichtenbaum ([L87] [L90]) pour r = 0, 1, 2. Ceci suit une
méthode développée par A. Merkurjev [Me13] pour étudier les torseurs sous un groupe
semisimple.
Soient T un tore sur k de dimension N , et f : Y → X un torseur sous T sur X, où
X est une k-variété lisse géométriquement intègre. On définit Zf (2) par le triangle dans la
catégorie dérivée de la catégorie des faisceaux étales :
ZX(2)→ Rf∗ZY (2)→ Zf (2)→ ZX(2)[1].
Ceci donne le lien entre H3(Yk̄,Z(2)) et H3(Xk̄,Zf (2)). Le résultat principal sur Zf (2) est
le triangle (Proposition 3.3.4) :
Gm,X ⊗ T ∗[−2]→ τ≤3Zf (2)→ ∧2T ∗[−2]→ Gm,X ⊗ T ∗[−1],
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où ∧2 est la deuxième puissance extérieure. Ceci résulte de l’étude de la K-théorie algé-
brique d’un torseur trivial sous un tore ( [Me03, §5]) et de l’accouplement Z(1)⊗ Z(1)→
Z(2). De plus, la suite exacte de cohomologie induite par ce triangle est compatible avec
des homomorphismes canoniques bien connus (Théorème 3.3.5, [2, Thm. 3.5]).
Dans le cas du théorème 1.3.1 avec Y := T , le calcul ci-dessus donne une suite exacte :
0→ H3(Tk̄,Z(2))→ Sym2Pic(Xk̄)
∪−→ Z→ 0,
où ∪ : Sym2Pic(Xk̄)→ CH2(Xk̄) ∼= Z est l’intersection.
Par ailleurs, puisque T c est géométriquement rationnelle, le calcul explicite de la résolu-
tion de Gersten sur le complémentaire T c
k̄
\Tk̄ donne H3nr(Tk̄,Q/Z(2)) = 0, et l’intersection
Pic(Tk̄)× Pic(Tk̄)→ CH2(Tk̄)
donne CH2(Tk̄) = 0.
Une application de la suite spectrale de Hochschild-Serre de Z(2) ([CT15, §2.2]) donne
le théorème.
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Chapitre II
Cohomologie non ramifiée de degré
3 : variétés cellulaires et surfaces de
del Pezzo de degré au moins 5
Résumé. Dans cet article, où le corps de base est un corps de caractéristique zéro quel-
conque, pour X une variété géométriquement cellulaire, on étudie le quotient du troisième
groupe de cohomologie non ramifiée H3nr(X,Q/Z(2)) par sa partie constante. Pour X une
compactification lisse d’un torseur universel sur une surface géométriquement rationnelle,
on montre que ce quotient est fini. Pour X une surface de del Pezzo de degré ≥ 5, on
montre que ce quotient est trivial, sauf si X est une surface de del Pezzo de degré 8 d’un
type particulier.
Summary. We consider geometrically cellular varieties X over an arbitrary field of
characteristic zero. We study the quotient of the third unramified cohomology group
H3nr(X,Q/Z(2)) by its constant part. For X a smooth compactification of a universal
torsor over a geometrically rational surface, we show that this quotient if finite. For X a
del Pezzo surface of degree ≥ 5, we show that this quotient is zero, unless X is a del Pezzo
surface of degree 8 of a special type.
2.1 Introduction
Soient k un corps de caractéristique 0, k̄ une clôture algébrique et Γk le groupe de
Galois de k̄ sur k. Pour une variété lisse X sur k et un faisceau étale F sur X, on rappelle
que la cohomologie non ramifiée de X de degré n est le groupe
Hnnr(X,F ) := H
0
Zariski(X,Hn(X,F )),
où Hn(X,F ) est le faisceau Zariski associé au préfaisceau {U ⊂ X} 7→ Hnét(U,F ). Soit F =
Q/Z(j) le faisceau des racines de l’unité tordu j fois. Les groupes Hnnr(X,Q/Z(j)) sont des
invariants k-birationnels des k-variétés projectives lisses géométriquement connexes, réduits
àHn(k,Q/Z(j)) pourX k-rationnelle, c’est-à-dire k-birationnelle à un espace projectif. (cf.
[CT95, Théorème 4.1.1 et Proposition 4.1.4]). Le groupe H2nr(X,Q/Z(1)) n’est autre que
le groupe de Brauer de X, il a été fort étudié. On s’est intéressé plus récemment au groupe
H3nr(X,Q/Z(2)). Le cas des coniques fut traité par Suslin. En dimension quelconque, le
quotient H3nr(X,Q/Z(2))/H3(k,Q/Z(2)) est trivial pour toute quadrique lisse qui n’est
pas une quadrique d’Albert (Kahn, Rost, Sujatha, voir [Ka09, Thm 10.2.4 (b)]).
Dans cet article, nous nous intéressons aux surfaces géométriquement rationnelles les
plus simples, les surfaces de del Pezzo de degré au moins 5. Rappelons que l’indice I(X)
d’une k-variété X est le pgcd des degrés sur k des points fermés. Si une surface de del
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Pezzo X de degré au moins 5 a un indice I(X) = 1, alors elle a un k-point et elle est
k-rationnelle (cf. Thm. 2.3.1). On a donc alors H3(k,Q/Z(2)) = H3nr(X,Q/Z(2)).
Nous nous intéressons ici au cas où X(k) est éventuellement vide. Nous montrons
(Théorème 2.5.2) :
Théorème 2.1.1. Soit X une k-surface de del Pezzo de degré ≥ 5. Alors H
3
nr(X,Q/Z(2))
H3(k,Q/Z(2)) = 0,
sauf peut-être si deg(X) = 8, I(X) = 4 et il existe des coniques lisses C1, C2 sur k telles
que X ∼→ C1 × C2.
On construit une surface de del Pezzo X de degré 8 sur le corps k = C(x, y, z) pour
laquelle H
3
nr(X,Q/Z(2))
H3(k,Q/Z(2)) 6= 0 (Exemple 2.5.4).
Pour les surfaces géométriquement rationnelles générales, nous montrons (Théorème
2.2.7) :
Théorème 2.1.2. Soit X une k-surface projective, lisse, géométriquement rationnelle. Soit
T → X un torseur universel sur X et soit T c une k-compactification lisse de T . Alors le
groupe H3nr(T c,Q/Z(2))/H3(k,Q/Z(2)) est fini.
Pour le faisceau Z/n(i) = µ⊗in ou pour le complexe de faisceau Z(i) dont la définition
est rappelée plus bas, on note Hj(−,−) la cohomologie étale. Pour une courbe conique
lisse C sur k, on note [C] ∈ Br(k) sa classe dans le groupe de Brauer de k.
2.2 Sur les variétés cellulaires et leur cohomologie non rami-
fiée
On rappelle la définition d’une variété cellulaire [Ka99, Définition 3.2].
Définition 2.2.1. Un k-schéma de type fini X a une décomposition cellulaire (brièvement :
est cellulaire) s’il existe un sous-ensemble fermé propre Z ⊂ X tel que X \Z est isomorphe
à un espace affine et Z a une décomposition cellulaire.
Un k-schéma de type fini X est dit géométriquement cellulaire si Xk̄ a une dé-
composition cellulaire.
Proposition 2.2.2. Soit k un corps algébriquement clos.
(1) Une surface projective, lisse, k-rationnelle est cellulaire.
(2) Une variété torique, lisse, projective sur k est cellulaire.
(3) Soient T un tore sur k et T c une T -variété torique, lisse, projective. Soient X une
variété cellulaire sur k et Y → X un T -torseur. Alors Y c := Y ×T T c est cellulaire.
Démonstration. Par [Ful, Lemme, p. 103], on a l’énoncé (2).
Pour (3), par récurrence noethérienne, il suffit de montrer que si X ∼→ An avec n ∈ Z≥0,
alors Y c est cellulaire. Dans ce cas, on sait que l’on a H1(An, T ) = 0, Y ∼→ An×T et donc
Y c
∼→ An × T c. Le résultat découle de l’énoncé (2).
Pour (1), on sait (cf. [Koll96, Thm. III.2.3]) que si la surface X est minimale, alors
soit X est isomorphe à P2 soit X est fibrée en P1 au-dessus de P1. De telles surfaces sont
cellulaires. Il suffit donc de montrer que si une surface lisse X est cellulaire, pour tout
x ∈ X(k), la surface éclatée Y := BlxX est cellulaire.
Supposons que X = A2 ∪ Z est une décomposition cellulaire de X. Si x ∈ A2, il suffit
donc de montrer que Y := Bl(0,0)A2 est cellulaire. La variété Y ⊂ A2 × P1 est définie par
l’équation xu = yv, où A2 = Spec k[x, y] et P1 = Proj k[u, v]. Alors Z(v = 0) ∼→ A1 et
D(v 6= 0) = Spec k[x, y, uv ]/(
u
v · x = y) ∼= A
2.
Si x ∈ Z, il existe un ouvert U ⊂ X et un fermé V ⊂ X tels que U , V soient cellulaires,
U ∩ V = ∅, x /∈ U ∪ V et X ait une décomposition cellulaire X = U ∪ A1 ∪ V ou
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X = U ∪A0∪V . Ainsi Y ×X U et Y ×X V sont cellulaires. Dans le premier cas, Y ×X A1 =
P1 ∪A1 avec P1 ∩A1 = {x′}, où P1 est le diviseur exceptionnel. On a donc P1 \ {x′} ∼= A1
et (Y ×X A1) \ (P1 \ {x′}) ∼= A1. Dans le deuxième cas, on a Y ×X A0 ∼= P1 ∼= A1 ∪A0. Le
résultat en découle.
Soit de nouveau k un corps de caractéristique zéro quelconque. On utilise dans cet
article le complexe motivique Z(n) de faisceaux sur les variétés lisses sur k (Voevodsky),
sous la forme donnée par B. Kahn dans [Ka12, §2]). Pour toute k-variété lisse X, dans la
catégorie dérivée, on a Z(n) = 0 pour n < 0, Z(0) = Z, Z(1) ∼→ Gm[−1] et une suite exacte
([Ka12, Prop. 2.9])
(2.2.0.1) 0 // CH2(X) // H4(X,Z(2)) // H3nr(X,Q/Z(2)) // 0.
On rappelle un théorème de Bruno Kahn :
Théorème 2.2.3. ([Ka10, Thm. 2.5]) Soit X une k-variété lisse, intègre, géométriquement
cellulaire. Pour tout entier n ≥ 0, on a une suite spectrale fonctorielle :
(2.2.0.2) Ep,q2 (X,n) = H
p−q(k,CHq(Xk̄)⊗ Z(n− q)) =⇒ Hp+q(X,Z(n))
et on a un accouplement de suites spectrales :
(2.2.0.3) Ep,qr (m)× Ep
′,q′
r (n)→ Ep+p
′,q+q′
r (m+ n),
tel que, pour r = 2, l’accouplement est le cup-produit.
On trouvera dans l’appendice (§2.6) des rappels sur l’accouplement de suites spectrales.
La différentielle E1,12 (X, 1)→ E
3,0
2 (X, 1) définit un homomorphisme :
d(1) : Pic(Xk̄)
Γk → Br(k).
La différentielle E2,22 (X, 2)→ E
4,1
2 (X, 2) définit un homomorphisme :
d(2) : CH2(Xk̄)
Γk → H2(k,Pic(Xk̄)⊗ k̄×).
Lemme 2.2.4. Soit X une k-variété lisse, géométriquement intègre, géométriquement cel-
lulaire. Alors on a Im(CH2(X)→ CH2(Xk̄)Γk) ⊂ Ker(d(2)).
Démonstration. Puisque Z(n) = 0 pour n < 0, dans la suite spectrale (2.2.0.2), on a
Ep,q2 (X, 2) = 0 pour q > 2. Donc on a un morphisme canonique : H
4(X,Z(2)) dX−−→
E2,2∞ (X, 2) et une inclusion E2,2∞ (X, 2) ⊂ E2,22 (X, 2). Alors on a un diagramme commu-
tatif :
CH2(X)
iX //

H4(X,Z(2)) dX //

E2,2∞ (X, 2) //

E2,22 (X, 2) = CH
2(Xk̄)
Γ

CH2(Xk̄)
iXk̄ // H4(Xk̄,Z(2))
dXk̄ // E2,2∞ (Xk̄, 2)
// E2,22 (Xk̄, 2) = CH
2(Xk̄),
où CH2(X) iX−→ H4(X,Z(2)) désigne le morphisme dans la suite exacte (2.2.0.1). Puisque
la suite spectrale (2.2.0.2) dégénère canoniquement lorsque k = k̄, la composition dans
la deuxième ligne est l’identité id : CH2(Xk̄) → CH2(Xk̄). Donc la composition dans la
première ligne est le morphisme naturel CH2(X)→ CH2(Xk̄)Γk et on a
Im(CH2(X)→ CH2(Xk̄)Γk) ⊂ E2,2∞ (X, 2) ⊂ Ker(d(2)).
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Notons désormaisM(X) l’homologie du complexe
(2.2.0.4) CH2(X)→ CH2(Xk̄)Γk
d(2)−−→ H2(k,Pic(Xk̄)⊗ k̄×).
On note
d′(2) : CH2(Xk̄)
Γk/ImCH2(X)
d(2)−−→ H2(k,Pic(Xk̄)⊗ k̄×)
l’application induite par d(2). On aM(X) = ker d′(2).
Le théorème suivant généralise [K96, Cor. 7.1 et 7.2] :
Théorème 2.2.5. Soit X une k-variété lisse, géométriquement intègre, géométriquement
cellulaire. Si H1(k,Pic(Xk̄)⊗ k̄×) = 0, alors les groupesM(X) et
H3nr(X,Q/Z(2))
ImH3(k,Q/Z(2)) sont finis
et on a une suite exacte :
(2.2.0.5) 0 // H
3
nr(X,Q/Z(2))
ImH3(k,Q/Z(2))
//M(X) // H4(k,Q/Z(2)).
Démonstration. Par la suite exacte (2.2.0.1), on a une suite exacte :
CH2(X) // H
4(X,Z(2))
ImH4(k,Z(2))
// H
3
nr(X,Q/Z(2))
ImH3(k,Q/Z(2))
// 0.
Dans la suite spectrale (2.2.0.2), on a Ep,q2 (X, 2) = 0 pour q > 2 ou q < 0 et donc une suite
exacte :
E3,1∞ (X, 2)→
H4(X,Z(2))
ImH4(k,Z(2))
→ Ker(d(2))→ E5,02 (X, 2).
D’après le lemme 2.2.4, on a une suite exacte :
E3,1∞ (X, 2) //
H3nr(X,Q/Z(2))
ImH3(k,Q/Z(2))
//M(X) // H4(k,Q/Z(2)).
Si E3,12 (X, 2) = H
1(k,Pic(Xk̄) ⊗ k̄×) = 0, on a E
3,1
∞ (X, 2) = 0 et donc la suite exacte
(2.2.0.5).
Par [Ka99, Lemme 3.3], Pic(Xk̄) et CH2(Xk̄) sont des Z-modules libres de type fini.
Puisque CH
2(Xk̄)
Γk
ImCH2(X)
est un groupe de torsion, le groupe CH
2(Xk̄)
Γk
ImCH2(X)
est fini et donc M(X)
est fini.
Remarque 2.2.6. Pour une k-variété lisse géométriquement connexe géométriquement cel-
lulaire, le groupe H0(Xk̄,K2) est uniquement divisible. Pour des généralisations du théo-
rème 2.2.5 sous cette simple hypothèse, on consultera [CT15, Prop. 1.3 et Prop. 2.2].
Théorème 2.2.7. Soit X une k-variété projective, lisse, géométriquement intègre et
géométriquement cellulaire. Soit T → X un torseur universel sur X et soit T c une
k-compactification lisse de T . Alors le groupe H3nr(T c,Q/Z(2))/H3(k,Q/Z(2)) est fini.
Démonstration. Soit S le k-tore de groupe des caractères le réseau Pic(Xk̄). D’après
[CTHS, Cor. 1], il existe une k-compactification torique lisse Sc de S. Comme le groupe
H3nr(T c,Q/Z(2)) est un invariant k-birationnel, il suffit d’établir le résultat pour T c =
T ×S Sc. D’après la proposition 2.2.2, T c est alors une variété géométriquement cellulaire.
Par ailleurs, le module galoisien Pic(T c
k̄
) est un module de permutation [CTS87b, Thm.
2.1.2]. On a donc H1(k,Pic(T c
k̄
)⊗ k̄×) = 0. Une application du théorème 2.2.5 donne alors
le résultat.
D’après la proposition 2.2.2, le théorème 2.1.2 est un cas spécial du théorème 2.2.7.
Pour appliquer le théorème 2.2.5 au calcul du groupe H
3
nr(X,Q/Z(2))
ImH3(k,Q/Z(2)) , on a besoin de
contrôler l’application CH2(Xk̄)Γk
d(2)−−→ H2(k,Pic(Xk̄)⊗ k̄×).
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SoitX une k-variété lisse, intègre, géométriquement cellulaire. L’accouplement (2.2.0.3)
pour n = m = 1 donne un diagramme commutatif (cf. §6) :
E1,12 (X, 1)⊗ E
1,1
2 (X, 1)
d⊗ //
∪

(E3,02 (X, 1)⊗ E
1,1
2 (X, 1))⊕ (E
1,1
2 (X, 1)⊗ E
3,0
2 (X, 1))
∪+∪

E2,22 (X, 2)
d(2) // E4,12 (X, 2),
où d⊗ = d(1)⊗ id+ id⊗ d(1). C’est-à-dire que l’on a un diagramme commutatif :
(2.2.0.6) Pic(Xk̄)Γk ⊗ Pic(Xk̄)Γk
∪1

d⊗ // (Br(k)⊗ Pic(Xk̄)Γk)⊕ (Pic(Xk̄)Γk ⊗ Br(k))
∪2+∪2

CH2(Xk̄)
Γk
d(2) // H2(k,Pic(Xk̄)⊗ k̄×),
où ∪1 est l’intersection et ∪2 est le cup-produit
H2(k, k̄×)×H0(k, P ic(Xk̄))
∪2−→ H2(k,Pic(Xk̄)⊗ k̄×).
2.3 Surfaces de del Pezzo de degré au moins 5
Une surface projective, lisse, géométriquement connexe X est appelée surface de del
Pezzo si le faisceau anticanonique −KX est ample. Le degré d’une telle surface X est
deg(X) := (KX ,KX). Par [Koll96, Exercise 3.9], X est alors géométriquement rationnelle,
on a 1 ≤ deg(X) ≤ 9 et Pic(Xk̄)
∼→ Z10−deg(X). Comme pour toute surface X projective,
lisse, géométriquement rationnelle, le degré sur les zéro-cycles définit un isomorphisme
CH2(Xk̄)
∼→ Z, et on a
CH2(Xk̄)
Γ
ImCH2(X)
= Z/I(X),
où I(X) désigne l’indice de X.
Par les travaux de Enriques, Châtelet, Manin, Swinnerton-Dyer (voir [CT99, Section
4] ou [VA, Théorème 2.1]), on a :
Théorème 2.3.1. Soit X une surface de del Pezzo de degré ≥ 5.
(1) Si X(k) 6= ∅, alors X est k-rationnelle ;
(2) Si deg(X) = 5 ou 7, alors X(k) 6= ∅.
Soit X une surface de del Pezzo de degré ≥ 5. Si X(k) 6= ∅, l’énoncé (1) implique
que l’on a H
i
nr(X,Q/Z(j))
ImHi(k,Q/Z(j)) = 0 pour tous entiers i et j. En particulier Br(X)/ImBr(k) =
H2nr(X,Q/Z(1))
ImH2(k,Q/Z(1)) = 0 (voir aussi le lemme 2.3.2) et
H3nr(X,Q/Z(2))
ImH3(k,Q/Z(2)) = 0.
En fait, soit X une surface de del Pezzo de degré au moins 4, alors I(X) = 1 implique
X(k) 6= ∅. La question analogue est ouvere pour les del Pezzo de degré 3, i.e. les surfaces
cubiques. Ceci n’utilise pas dans le présent article.
Lemme 2.3.2. Soit X une k-surface de del Pezzo de degré ≥ 5. Alors Pic(Xk̄) est stable-
mement de permutation, H1(k,Pic(Xk̄)⊗ k̄×) = 0 et Br(X)/ImBr(k) = 0.
Démonstration. Soit C la classe des surfaces X/K, pour K corps extension quelconque de
k, de del Pezzo de degré ≥ 5. Par le théorème 2.3.1, si X(K) 6= ∅, alors X estK-rationnelle,
et donc Pic(XK̄) est stablemement de permutation comme Gal(K̄/K)-module ([CTS87b,
Proposition 2.A.1]). Par [CTS87b, Théorème 2.B.1] pour chaque X/K ∈ C, le Gal(K̄/K)-
module Pic(XK̄) est stablemement de permutation. Alors H1(k,Pic(Xk̄) ⊗ k̄×) = 0 et
H1(k,Pic(Xk̄)) = 0. Puisque Br(Xk̄) = 0, par la suite spectrale de Hochschild-Serre on
obtient Br(X)/ImBr(k) = 0.
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Proposition 2.3.3. Soit X une k-surface de del Pezzo de degré ≥ 5. On a la suite exacte
(2.3.0.1) 0→M(X)→ Z/I(X) d
′(2)−−−→ H2(k,Pic(Xk̄)⊗ k̄×))
et la suite exacte
(2.3.0.2) 0 // H
3
nr(X,Q/Z(2))
ImH3(k,Q/Z(2))
//M(X) // H4(k,Q/Z(2)),
oùM(X) est l’homologie du complexe (2.2.0.4).
Démonstration. Ceci résulte du théorème 2.2.5 et du lemme 2.3.2.
2.4 Formes tordues de P1 × P1
Rappelons (voir par exemple [AB, Exemples 3.1.3 et 3.1.4]) que l’on a :
Proposition 2.4.1. Soit X une surface de del Pezzo de degré 8 sur un corps k. Alors on
a l’une des possibilités suivantes :
(1) X est un éclatement de P2k en un k-point, et dans ce cas, X(k) 6= ∅.
(2) Il existe des coniques lisses C1, C2 sur k telles que X
∼→ C1 × C2.
(3) Il existe une extension de corps K/k de degré 2 et une conique C sur K tels que
X
∼→ RK/kC, où RK/k désigne la restriction à la Weil de K à k.
De plus, Pic(Xk̄) est un Γk-module de permutation.
En fait, dans le cas où X ⊂ P3k est un quadrique lisse, on a l’extension discriminant
K/k de degré 2 (peut-être K = k × k) et, pour toute section plane lisse C ⊂ X, on a
X ' RK/kCK . Ceci n’utilise pas dans le présent article.
Dans le cas (2), on a :
Proposition 2.4.2. Soient C1, C2 deux coniques lisses sur k et X
∼→ C1 × C2. Supposons
X(k) = ∅. L’image de d(2) est Z/2. Si I(X) = 2, alors M(X) = 0 et H
3
nr(X,Q/Z(2))
ImH3(k,Q/Z(2)) = 0.
Si I(X) = 4, alorsM(X) = Z/2.
Démonstration. On a Pic(Ci,k̄)Γk ∼= Pic(Ci,k̄) ∼= Z pour i = 1, 2. On note pi : X → Ci la
projection, et pour p∗i : Z ∼= Pic(Ci,k̄)→ Pic(Xk̄), on note ei := p∗i (1Z). Alors Pic(Xk̄)Γk
∼→
Pic(Xk̄)
∼→ Ze1 ⊕ Ze2 et H2(k,Pic(Xk̄)⊗ k̄×)
∼→ Br(k)e1 ⊕ Br(k)e2.
Pour i = 1, 2, on applique [Ka99, Theorem 4.4 (i)] à E1,12 (−, 1) → E
3,0
2 (−, 1). On
obtient un diagramme commutatif :
Pic(Ci,k̄)
Γk
d(Ci) //
p∗i

Br(k)
=

Pic(Xk̄)
Γk
d(1) // Br(k).
Notons [Ci] := d(Ci)(1Pic(Ci,k̄)). En utilisant le diagramme (2.2.0.6), on obtient :
(2.4.0.1) d(2)(e1∪e2) = (d(2)◦∪1)(e1⊗e2) = ∪2([C1]⊗e2)+∪2([C2]⊗e1) = [C1]e2+[C2]e1.
On vérifie aisément CH2(Xk̄)Γk ∼= CH2(Xk̄)
∼→ Z(e1 ∪ e2). On obtient : Im(d(2)) = 0
si et seulement si [C1] = [C2] = 0 et sinon Im(d(2)) = Z/2. On conclut alors avec la
proposition 2.3.3.
Dans le cas (3), le lemme suivant est dû à Olivier Benoist :
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Lemme 2.4.3. Soient K/k une extension de corps de degré 2, C une conique lisse sur K et
X
∼→ RK/kC avec X(k) = ∅. Supposons que [C] ∈ Im(Br(k)→ Br(K)). Alors I(X) = 2.
Démonstration. Soit α ∈ Br(k) un élément tel que α|K = [C] ∈ Br(K). Puisque [C] est
d’indice 2, l’indice de α est 2 ou 4.
Si α est d’indice 2, il existe une extension k′ de degré 2 de k telle que α|k′ = 0 ∈ Br(k′).
Si α est d’indice 4, on le représente par un k-corps gauche D de degré 4. Ainsi D
est déployé sur une extension L de degré 2 de K. Alors D contient une sous-algèbre
commutative isomorphe à L, donc a fortiori une sous-algèbre commutative isomorphe à K.
Par un théorème d’Albert ([A32, Thm. 5], cf. [Ja, Lem. 2.9.23]), il existe une extension k′ de
degré 2 de k telle que D contient une sous-algèbre commutative isomorphe à K ′ := k′ ·K.
Dans tout cas, il existe une extension k′ de degré 2 de k telle que [C]|K′ = 0 ∈ Br(K ′),
où K ′ = k′ ·K. Donc X(k′) 6= ∅ et I(X) = 2.
Remarque 2.4.4. Soient K/k une extension de corps de degré 2, C une conique lisse sur
K et X ∼→ RK/kC avec X(k) = ∅. Si [C] /∈ Im(Br(k)→ Br(K)), alors I(X) = 4. Ceci sera
montré dans la démonstration de la proposition 2.4.5.
Proposition 2.4.5. Soient K/k une extension de corps de degré 2, C une conique lisse sur
K et X ∼→ RK/kC avec X(k) = ∅. AlorsM(X) = 0 et
H3nr(X,Q/Z(2))
ImH3(k,Q/Z(2)) = 0.
Démonstration. On a XK
∼→ C ×K Cσ, où σ ∈ Gal(K/k), σ 6= id et
Cσ := (C → Spec K σ−→ Spec K).
Donc CH2(Xk̄)
∼→ Z et I(X)|4. Puisque d(2)(CH2(X)) = 0, on a (#Im(d(2)))|4. L’hypo-
thèse X(k) = ∅ équivaut à C(K) = ∅.
Par [Ka99, Theorem 4.4 (i) et (iii)], on a un diagramme commutatif
Z ∼= CH2(Xk̄)ΓK
d(2)K

tr //
(1)
Z ∼= CH2(Xk̄)Γk
d(2)

Res //
(2)
Z ∼= CH2(Xk̄)ΓK
d(2)K

H2(K,Pic(Xk̄)⊗ k̄×)
tr // H2(k,Pic(Xk̄)⊗ k̄×)
Res // H2(K,Pic(Xk̄)⊗ k̄×)
où tr est le transfert et Res est la restriction. Par la proposition 2.4.2, l’image de d(2)K est
Z/2. Par le carré (2), l’image de d(2) est Z/2 ou Z/4. Puisque tr(1CH2(Xk̄)) = 2 ·1CH2(Xk̄),
par le carré (1), l’image de d(2) est Z/2 si et seulement si tr(Im(d(2)K)) = 0.
On considère :
Br(K)⊕ Br(K) ∼→ H2(K,Pic(Xk̄)⊗ k̄×)
tr−→ H2(k,Pic(Xk̄)⊗ k̄×)
∼→ Br(K).
Pour chaque a, b ∈ Br(K), l’action de σ sur Br(K) ⊕ Br(K) est définie par σ(a, b) =
(σ(b), σ(a)) et Res(a) = (a, σ(a)). Alors σ(a, b) + (a, b) = Res(a + σ(b)) et, d’après
[MVW, Exer. 6.5] et [Mi80, V.1.12], on a tr(a, b) = a + σ(b). Par l’équation (2.4.0.1),
d(2)K(1CH2(Xk̄)) = ([C], [C]). Donc tr(Im(d(2)K)) = 0 si et seulement si [C] = σ([C]), i.e.
[C] ∈ Br(K)σ. PuisqueGal(K/k) ∼= Z/2, on aH3(Gal(K/k),K×) ∼= H1(Gal(K/k),K×) =
0, et donc le morphisme Br(k)→ Br(K)σ est surjectif.
On a alors :
(1) si [C] ∈ Im(Br(k) → Br(K)), l’image de d(2) est Z/2 et, par le lemme 2.4.3, on a
I(X) = 2 ;
(2) si [C] /∈ Im(Br(k) → Br(K)), l’image de d(2) est Z/4 et, par le lemme 2.2.4, on a
I(X) = 4.
On conclut alors avec la proposition 2.3.3.
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2.5 Calcul de H
3
nr(X,Q/Z(2))
H3(k,Q/Z(2)) pour une surface de del Pezzo X de
degré ≥ 5
Rappelons un fait bien connu.
Lemme 2.5.1. Soit X une k-surface de del Pezzo de degré 6. On a :
(1) Il existe une extension K1/k de degré divisant 2, une K1-forme X1 de P2 sur K1
et un morphisme f1 : XK1 → X1 birationnel.
(2) Il existe une extension K2/k de degré divisant 3, une surface de del Pezzo X2 de
degré 8 sur K2 et un morphisme f2 : XK2 → X2 tels que XK2 est un éclatement de X2
le long d’un sous-schéma réduit de dimension 0 et de degré 2. Donc l’indice I(X2) de la
K2-surface X2 est 1 ou 2.
Démonstration. Cela provient du fait que la configuration des 6 courbes exceptionnelles
de Xk̄ est celle d’un hexagone ([CT72], ou voir [VA, Section 2.4]).
Théorème 2.5.2. Soit X une k-surface de del Pezzo de degré ≥ 5. AlorsM(X) = Z/2 si
et seulement si I(X) = 4, deg(X) = 8, et il existe des coniques lisses C1, C2 sur k telles
que X ∼→ C1 × C2.
Sinon,M(X) = 0 et donc H
3
nr(X,Q/Z(2))
H3(k,Q/Z(2)) = 0.
Démonstration. La dernière implication résulte de la proposition 2.3.3.
Si X(k) 6= ∅, le morphisme CH2(X) → CH2(Xk̄) = Z est surjectif. DoncM(X) = 0.
Si deg(X) = 5 ou 7, par le théorème 2.3.1, X(k) 6= ∅ et donc alorsM(X) = 0. On suppose
dorénavant X(k) = ∅.
Si deg(X) = 9 avec X(k) = ∅, X est la variété de Severi-Brauer associée à une algèbre
centrale simple A de degré 3 (cf. [VA, Théorème 1.6]). Par un théorème de Bruno Kahn
[Ka99, Théorème 7.1], d(2)(1CH2(Xk̄)) = 2[A] ∈ Br(k) = H
2(k,Pic(Xk̄) ⊗ k̄∗). Puisque
X(k) = ∅, on a [A] 6= 0, 3[A] = 0 et I(X) = 3. Donc d(2)(1CH2(Xk̄)) 6= 0 et d
′(2) est
injectif. AlorsM(X) = 0.
Si deg(X) = 8 avec X(k) = ∅, le résultat en degré 8 est donné par la proposition 2.4.1,
la proposition 2.4.2 et la proposition 2.4.5.
Considérons le cas des surfaces de del Pezzo de degré 6.
S’il existe une surface de del Pezzo Y et un morphisme f : X → Y projectif, birationnel,
alors f∗ induit un morphisme des suites spectrales (2.2.0.2) pour Y et X. De plus, f∗ :
CH2(Yk̄)
Γk ∼→ CH2(Xk̄)Γk est un isomorphisme et f∗ : Pic(Yk̄) → Pic(Xk̄) admet un
inverse à gauche. Donc E4,12 (Y, 2)
f∗−→ E4,12 (X, 2) est injectif et Ker(d(2)Y )
f∗−→ Ker(d(2)X)
est un isomorphisme. DoncM(X) ∼=M(Y ).
Si deg(X) = 6, avec X(k) = ∅, par le lemme 2.5.1 (2), il existe une extension K2/k de
degré divisant 3 et une surface de del Pezzo X2 de degré 8 sur K2 et un K2-morphisme
f2 : XK2 → X2 projectif, birationnel, tels que I(X2) = 1 ou 2. D’après ce que l’on a déjà
établi pour les surfaces de del Pezzo de degré 8, on aM(X2) = 0 et, d’après le paragraphe
ci-dessus,M(XK2) = 0. Par [Ka99, Théorème 4.4 (3)], le transfert est bien défini pour la
suite spectrale (2.2.0.2). Puisque le transfert est bien défini pour la suite exacte (2.2.0.1),
le transfert est bien défini pour le complexe :
CH2(X)→ CH2(Xk̄)Γk
d(2)−−→ H2(k,Pic(Xk̄)⊗ k̄×),
et donc le transfert est bien défini pourM(X). DoncM(X) est annulé par 3.
Par le même argument (Lemme 2.5.1 (1)) et le résultat en degré 9, le groupe M(X)
est annulé par 2. On a doncM(X) = 0.
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Corollaire 2.5.3. Soit X une k-surface de del Pezzo de degré 8 avec M(X) 6= 0. Si
la dimension cohomologique cd(k) de k est ≤ 3, alors M(X) = Z/2, I(X) = 4 et
H3nr(X,Q/Z(2))
H3(k,Q/Z(2)) = Z/2.
Démonstration. Par la proposition 2.3.3, on a H
3
nr(X,Q/Z(2))
H3(k,Q/Z(2)) =M(X). Le résultat découle
du théorème 2.5.2.
Example 2.5.4. Soit k := C(t, x, y). Soient C1 la conique correspondant à l’algèbre (t, x),
C2 la conique correspondant à l’algèbre (t+1, y) etX := C1×C2. Alors H
3
nr(X,Q/Z(2))
H3(k,Q/Z(2)) = Z/2.
Démonstration. Puisque la dimension cohomologique cd(k) de k est 3, par le théorème
2.5.2 et le corollaire 2.5.3, il suffit de montrer que I(X) = 4. On note A = (t, x)⊗ (t+ 1, y)
l’algèbre de biquaternions. Par [A72, Théorème], A est un corps gauche si et seulement
si, pour chaque point x1 ∈ C1 de degré 2 et chaque point x2 ∈ C2 de degré 2, on a
k(x1)  k(x2). Donc I(X) = 4 si et seulement si A est un corps gauche. Par [CT02,
Corollaire 4], A est un corps gauche ssi t et t+ 1 sont indépendantes dans C(t)×/C(t)×2,
ce qui est satisfait.
Corollaire 2.5.5. Soit X une k-surface de del Pezzo de degré ≥ 5. Supposons que toute
forme quadratique en 6 variables sur k est isotrope. Alors H
3
nr(X,Q/Z(2))
H3(k,Q/Z(2)) = 0.
Démonstration. D’après le théorème 2.5.2, il suffit de montrer que, pour toute paire de
coniques lisses C1 et C2 sur k, on a I(C1 × C2) 6= 4. Soient (a, b) l’algèbre de quaternion
correspondant à C1 et (c, d) l’algèbre de quaternion correspondant à C2. Par l’argument de
la démonstration de l’exemple 2.5.4, I(C1×C2) = 4 si et seulement si (a, b)⊗ (c, d) est un
corps gauche. Par un théorème de Albert (cf. [CT02, Prop. 1]), ceci vaut si et seulement si
la forme quadratique diagonale < a, b,−ab,−c,−d, cd > est anisotrope sur k. Ceci donne
immédiatement le résultat annoncé.
Corollaire 2.5.6. Soit X une k-surface de del Pezzo de degré ≥ 5. Supposons que k satisfait
la propriété (C2) (cf. [Se, §II.4.5]). Alors H3nr(X,Q/Z(2)) = 0.
Démonstration. Par le corollaire 2.5.5 et la définition de la propriété (C2), on a
H3nr(X,Q/Z(2))
H3(k,Q/Z(2)) =
0. D’après [Se, §II.4.5 Thm. MS], la dimension cohomologique cd(k) de k est ≤ 2. Alors
H3(k,Q/Z(2)) = 0 et donc H3nr(X,Q/Z(2)) = 0.
Le théorème 2.5.2 donne la conjecture de Hodge entière pour certaines variétés de
dimension 4 (voir [CTV, §1]) :
Proposition 2.5.7. Soit X une C-variété projective et lisse de dimension 4 munie d’un
morphisme dominant X f−→ S de base une C-surface projective lisse S et de fibre générique
Xη une surface de del Pezzo de degré ≥ 5. Alors la conjecture de Hodge entière en degré 4
vaut sur X.
Démonstration. Puisque C(S) satisfait la propriété (C2) (cf. [Se, §II.4.5]), d’après le co-
rollaire 2.5.6, H3nr(X,Q/Z(2)) = 0. D’après Colliot-Thélène et Voisin [CTV, Thm 3.8], il
suffit alors de montrer qu’il existe une variété projective lisse Y de dimension au plus 3 et
un morphisme Y f−→ X tels que l’application induite CH0(Y )
f∗−→ CH0(X) soit surjective.
Comme Xη est une C(S)-surface géométriquement rationnelle, il existe une surface T pro-
jective et lisse sur C et une application génériquement finie T → S, telles queXη×C(S)C(T )
soit rationnelle sur C(T ). Il existe donc une application rationnelle dominante de P2 × T
vers X. Il existe alors une surface projective et lisse T ′ birationnelle à T et un morphisme
T ′ → X tels que l’application induite CH0(T ′)
f∗−→ CH0(X) soit surjective.
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2.6 Appendice : accouplements de suites spectrales
Soient X une variété lisse sur k et Sh(X) la catégorie des faisceaux étales sur X. On
rappelle quelques définitions données dans [Mc, Section 2.3] :
Définition 2.6.1. Un module bigradué différentiel de Sh(X) est une collection d’éléments
Ep,q ∈ Sh(X) pour p, q ∈ Z et de morphismes d : E∗,∗ → E∗,∗ de bidegré (s, 1 − s) pour
certains s ∈ Z, tels que d ◦ d = 0.
Un produit tensoriel de modules bigradués différentiels (E∗,∗(1), d(1)), (E∗,∗(2), d(2))
est un module bigradué différentiel ((E(1)⊗ E(2))∗,∗, d⊗) avec
(E(1)⊗ E(2))p,q =
⊕
r+t=p, s+u=q
Er,s(1)⊗ Et,u(2)
et d⊗(x⊗ y) = d(1)(x)⊗ y + (−1)r+sx⊗ d(2)(y), où x ∈ Er,s(1), y ∈ Et,u(2).
Pour deux complexes A, B, par le théorème de Künneth, on a un morphisme canonique
⊕s+r=nHr(A)⊗Hs(B)
p−→ Hn(A×B).
Définition 2.6.2. Soient E∗,∗r (1), dr(1), E
∗,∗
r (2), dr(2) et E
∗,∗
r (3), dr(3) trois suites spec-
trales dans Sh(X). Un accouplement
ψ : E∗,∗r (1)× E∗,∗r (2)→ E∗,∗r (3)
est une collection de morphismes ψr : E
∗,∗
r (1)⊗ E∗,∗r (2) → E∗,∗r (3) pour chaque r, tel que
ψr+1 est la composition :
E∗,∗r+1(1)⊗E
∗,∗
r+1(2)
∼→ H(E∗,∗r (1))⊗H(E∗,∗r (2))
p−→ H((Er(1)⊗Er(2))∗,∗)
H(ψr)−−−−→ H(E∗,∗r (3))
∼→ E∗,∗r+1(3)
où p est le morphisme dans le théorème de Künneth.
Remerciements. Nous remercions Jean-Louis Colliot-Thélène pour plusieurs discussions.
Je remercie également Olivier Benoist et Bruno Kahn pour leurs commentaires. Projet
soutenu par l’attribution d’une allocation de recherche Région Ile-de-France.
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Chapitre III
Troisième groupe de cohomologie
non ramifiée des torseurs universels
sur les surfaces rationnelles
Résumé. Soit k un corps de caractéristique zéro. Soit X une k-surface projective et
lisse géométriquement rationnelle. Soit T un torseur universel sur X possédant un k-point,
et soit T c une compactification lisse de T . C’est une question ouverte de savoir si T c est
k-birationnel à un espace projectif. On sait que les deux premiers groupes de cohomologie
non ramifiée de T et T c sont réduits à leur partie constante. On donne une condition
suffisante en termes de la structure galoisienne du groupe de Picard géométrique de X
assurant l’énoncé analogue pour les troisièmes groupes de cohomologie non ramifiée de T
et T c. Ceci permet de montrer que H3nr(T c,Q/Z(2))/H3(k,Q/Z(2)) est nul si X est une
surface de Châtelet généralisée, et que ce groupe est réduit à sa partie 2-primaire si X est
une surface de del Pezzo de degré au moins 2.
Summary. Let k a field of characteristic zero. Let X be a smooth, projective, geo-
metrically rational k-surface. Let T be a universal torsor over X with a k-point et T c a
smooth compactification of T . There is an open question : is T c k-birational equivalent to
a projective space ? We know that the unramified cohomology groups of degree 1 and 2 of
T and T c are reduced to their constant part. For the analogue of the third cohomology
groups, we give a sufficient condition using the Galois structure of the geometrical Picard
group of X. This enables us to show that H3nr(T c,Q/Z(2))/H3(k,Q/Z(2)) vanishes if X
is a generalised Châtelet surface and that this group is reduced to its 2-primary part if X
is a del Pezzo surface of degree at least 2.
3.1 Introduction
Soit k un corps de caractéristique 0. Pour une variété X sur k et un faisceau étale F
sur X, la cohomologie non ramifiée de X de degré n est ici par définition le groupe
Hnnr(X,F ) := H
0
Zariski(X,Hn(X,F )),
où Hn(X,F ) est le faisceau Zariski associé au préfaisceau {U ⊂ X} 7→ Hnét(U,F ). Ces
groupes sont des invariants k-birationnels des k-variétés intègres projectives et lisses
([CT95, Thm. 4.1.1]). Si X est projective, lisse et k-rationnelle, par [CT95, Thm. 4.1.1 et
Prop. 4.1.4], on a H i(k,Q/Z(j)) ∼→ H inr(X,Q/Z(j)) pour tous entiers i ∈ N, j ∈ Z.
Soit X une k-surface projective, lisse, géométriquement rationnelle. Soit T → X un
torseur universel sur X [CTS87b]. C’est une k-variété géométriquement rationnelle. En
1979, Colliot-Thélène et Sansuc [CTS80, Question Q1, p. 227] ont posé la question : si
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T possède un point rationnel, la k-variété T est-elle une k-variété k-rationnelle ? Cette
question est toujours ouverte.
Un certain nombre d’invariants k-birationnels sont triviaux sur toute compactification
lisse T c de T . Ainsi les applications de restriction H i(k,Q/Z(i−1))→ H inr(T c,Q/Z(i−1))
sont des isomorphismes pour i = 1 et i = 2. Le cas i = 1 est facile. Dans le cas i = 2,
ceci dit que l’application de restriction Br(k) → Br(T c) sur les groupes de Brauer est
un isomorphisme. Pour ce résultat, voir [CTS77, Thm. 1], [CTS87b, Thm. 2.1.2], [HS03,
Prop. 1.8] et Théorème 3.2.8 ci-dessous. Par ailleurs, pour T possédant un k-point, on
sait (Proposition 3.2.12) que pour tous i ∈ N, j ∈ Z, l’image de H inr(X,Q/Z(j)) dans
H inr(T ,Q/Z(j)) est réduite à H i(k,Q/Z(j)).
Dans le présent article, pour X, T et T c comme ci-dessus, nous étudions les groupes
H3nr(T c,Q/Z(2))/H3(k,Q/Z(2)) ⊂ H3nr(T ,Q/Z(2))/H3(k,Q/Z(2)).
Dans [1], nous avons établi que H3nr(T c,Q/Z(2))/H3(k,Q/Z(2)) est fini.
Les principaux résultats du présent article sont les suivants.
(a) Le quotient H3nr(T ,Q/Z(2))/H3(k,Q/Z(2)) est fini.
(b) Si H1(k, Sym2Pic(Xk̄)) = 0 et X(k) 6= ∅, alors
H3nr(T ,Q/Z(2))
H3(k,Q/Z(2)) = 0 (Théorème
3.4.7). Pour établir ce résultat, nous appliquons aux torseurs sous un tore une technique
développée par A. Merkurjev [Me13] pour étudier les torseurs sous un groupe semisimple.
(c) Si X est une surface de Châtelet généralisée, c’est-à-dire un fibré en coniques sur P1k
possédant une section sur une extension quadratique de k, et X(k) 6= ∅, alors H
3
nr(T c,Q/Z(2))
H3(k,Q/Z(2))
est nul (Théorème 3.5.1).
(d) Si X est une surface projective, lisse, k-birationnellement équivalent à une surface
de del Pezzo de degré ≥ 2 ou à une surface fibrée en coniques au-dessus d’une conique,
alors H
3
nr(T c,Q/Z(2))
H3(k,Q/Z(2)) est purement 2-primaire (Théorème 3.6.7).
Conventions et notations.
Soit k un corps quelconque de caractéristique 0. On note k une clôture algébrique.
Une k-variété X est un k-schéma séparé de type fini. Pour X une telle variété, on
note k[X] son anneau des fonctions globales, k[X]× son groupe des fonctions inversibles, et
Pic(X) := H1ét(X,Gm) son groupe de Picard. Si X est lisse, on note Br(X) := H2ét(X,Gm)
son groupe de Brauer, CH i(X) son groupe de Chow de codimension i et CHi(X) son
groupe de Chow de dimension i. Pour X/k projective lisse, notons A0(X) ⊂ CH0(X) le
groupe de classes des 0-cycles de degré 0. Pour tous i ∈ N, j ∈ Z, on note H
i
nr(X,Q/Z(j))
Hi(k,Q/Z(j)) le
conoyau du morphisme H i(k,Q/Z(j))→ H inr(X,Q/Z(j)).
Tous les groupes de cohomologie ou d’hypercohomologie utilisés dans cet article sont
des groupes de cohomologie étale, sauf les groupes de cohomologie de Zariski H i(X,Kj) à
valeurs dans des faisceaux de K-théorie algébrique. Pour chaque schéma X, notons D+ét(X)
la catégorie dérivée bornée à gauche de la catégorie des faisceaux étales. Pour les propriétés
de catégorie dérivé d’une catégorie abélienne, voir [KS, §13.1]. Pour tout n ∈ Z, on a la sous-
catégorie D≥nét (X) ⊂ D
+
ét(X) (cf. [KS, Notation 13.1.11]) et les foncteurs de la troncature
τ≤n et τ≥n ([KS, Déf. 12.3.1 et Prop. 13.1.5]).
Soit T un k-tore. Notons T ∗ = Homk−gp(Tk,Gm,k) le réseau galoisien défini par le
groupe des caractères géométriques du tore T .
Pour un groupe abélien A et un entier n ∈ Z, on note A[n] := {x ∈ A,nx = 0} et Ators
le sous-groupe de torsion de A. On note Sym2A la deuxième puissance symétrique de A,
i.e. A ⊗Z A/ ∼, où ∼ est engendré par a ⊗ b ∼ b ⊗ a ; et on note ∧iA la i-ième puissance
extérieure de A. Si A ∼= A1 ⊕A2, on a des isomorphismes naturels
(3.1.0.1) Sym2A1⊕(A1⊗A2)⊕Sym2A2
∼→ Sym2A et ∧2A1⊕(A1⊗A2)⊕∧2A2
∼→ ∧2A
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Si A est un réseau, on a la suite exacte naturelle
0→ ∧2A→ A⊗Z A→ Sym2A→ 0
où ∧2A→ A⊗Z A envoie a ∧ b sur a⊗ b− b⊗ a.
3.2 Rappels
Dans cette section, on fait des rappels sur plusieurs sujets : cohomologie motivique,
variétés toriques, variétés cellulaires, torseurs universels et leur cohomologie à coefficients
Gm. Soit k un corps de caractéristique 0.
3.2.1 Cohomologie motivique
Notons Ki(A) le i-ième groupe de K-théorie de Quillen d’un anneau A. Sur tout
schéma X, on note Ki le faisceau pour la topologie de Zariski sur X associé au préfaisceau
U 7→ Ki(H0(U,OX)). On note H i(X,Kj) ses groupes de cohomologie pour la topologie
de Zariski. Par résolution de Gersten (un théorème de Quillen, cf. [CTHK] pour une dé-
monstration du cas général), si X est une k-variété lisse, le groupe H i(X,Kj) est le i-ième
groupe de cohomologie du complexe :
(3.2.1.1) 0→ ⊕x∈X(0)Kj(k(x))→ ⊕x∈X(1)Kj−1(k(x))→ · · · → ⊕x∈X(j)Z→ 0.
On utilise le complexe motivique Z(r) de faisceaux de cohomologie étale sur les variétés
lisses sur k pour r = 0, 1, 2, comme défini par Lichtenbaum ([L87] [L90]). On utilise le
complexe motivique “de Lichtenbaum” pour pouvoir utiliser la méthode de Merkurjev dans
[Me13]. Alors Z(0) = Z, Z(1) ∼→ Gm[−1], et Z(2) est supporté en degré 1 et 2. Si X est un
schéma de type fini sur k, on a un triangle dans D+ét(T ) pour r = 0, 1, 2 :
(3.2.1.2) Z(r) n // Z(r) // Z/n(r) +1 // .
De plus, on sait ([K96], cf. [CT15, §1]) :
Théorème 3.2.1. Soit X une k-variété lisse géométriquement intègre de corps de fonctions
k(X).
(i) On a les égalités : H0(X,Z(2)) = 0, H1(X,Z(2)) = K3,indec(k(X)), H2(X,Z(2)) =
H0(X,K2) et H3(X,Z(2)) = H1(X,K2).
(ii) On a une suite exacte naturelle :
(3.2.1.3) 0 // CH2(X) // H4(X,Z(2)) // H3nr(X,Q/Z(2)) // 0.
3.2.2 Variétés toriques
Par [Su, Cor. 2] et [Oda, Thm. 1.10] on a :
Théorème 3.2.2. Supposons que k est algébriquement clos. Soit X une variété torique
lisse sous le tore Gnm sur k. Alors pour chaque Gnm-orbite Z de codimension i, il existe une
sous-variété torique ouverte U ⊂ X telle que Z ⊂ U et U ∼→ Gn−im × Ai comme variété
torique, où l’action de Gnm sur Gn−im × Ai est la multiplication.
Comme conséquence, on a :
Corollaire 3.2.3. Sous les hypothèses du théorème 3.2.2, soient Z1, Z2 deux Gnm-orbites
de codimension 1 de X. Alors il existe un nombre fini de Gnm-orbites de codimension 2,
notons-les Sj, telles que leurs adhérences schématiques satisfont Z1 ∩ Z2 =
⋃
j Sj.
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3.2.3 Variétés cellulaires
Définition 3.2.4. [Ka99, Définition 3.2] Une variété X sur k a une décomposition cellulaire
(brièvement : est cellulaire) s’il existe un sous-ensemble fermé propre Z ⊂ X tel que X \Z
soit isomorphe à un espace affine et Z ait une décomposition cellulaire.
Proposition 3.2.5. ([1, Prop. 2.2]) Soit k un corps algébriquement clos.
(1) Une surface projective, lisse, k-rationnelle est cellulaire.
(2) ([Ful, Lemme, p. 103]) Une variété torique, projective, lisse sur k est cellulaire.
(3) Soient T un tore sur k et T c une T -variété torique, projective, lisse. Soient X une
variété cellulaire sur k et Y → X un T -torseur. Alors Y c := Y ×T T c est cellulaire.
Par [Fu84, Exemple 19.1.11], on a
Théorème 3.2.6. Supposons que k est algébriquement clos. Soient X une variété lisse
cellulaire sur k et n un entier. Pour tout entier i, le groupe CH i(X) est de type fini et
sans torsion, et le morphisme de cycle CH i(X)⊗Z/n→ H2i(X,Z/n) est un isomorphisme.
Pour tout entier i impair, on a H i(X,Z/n) = 0 et donc H i(X,Zl) = 0 pour tout premier
l.
Proposition 3.2.7. Supposons que k est algébriquement clos. Soit X une variété lisse,
connexe, rationnelle sur k. Si X est soit projective soit cellulaire, alors le morphisme ca-
nonique Pic(X)⊗ k× → H1(X,K2) est un isomorphisme.
Démonstration. Si X est projective, ceci résulte de A. Pirutka [Pi11, Prop. 2.6].
Si X est cellulaire, on fixe une décomposition cellulaire de X. Soient n = dim(X) et
U ⊂ X l’ouvert isomorphe à An dans la décomposition cellulaire. Notons Z := X \ U . On
a H0(U,K2) = K2(k), H1(U,K2) = 0 et Pic(X) ∼= DivZ(X). Par la résolution de Gersten
(3.2.1.1), on a une suite exacte :
0→ H0(X,K2)→ H0(U,K2)→ ker(ψ)→ H1(X,K2)→ H1(U,K2),
où ψ : ⊕x∈Z(0)k(x)×
div−−→ ⊕x∈Z(1)Z. Alors H0(X,K2) ∼= H0(U,K2) et ker(ψ) ∼= H1(X,K2).
Puisque div(k×) = 0, on a ⊕x∈Z(0)k× ⊂ ker(ψ). Pour tout x ∈ Z(0), il existe une unique
sous-variété réduite localement fermée Vx dans la décomposition cellulaire telle que x ∈ Vx,
Vx ∼= An−1 et Vx ∩ Vx′ = ∅ pour x 6= x′ ∈ Z(0). Donc
k× ∼= ker(k(x)× div−−→ ⊕
y∈V (1)x
Z) et ker(ψ) ⊂ ⊕x∈Z(0)k
×.
Alors ker(ψ) ∼= ⊕x∈Z(0)k× ∼= DivZ(X)⊗ k× ∼= Pic(X)⊗ k× et le résultat en découle.
3.2.4 Torseurs universels
Soient X une k-variété lisse, T un k-tore et T → X un T -torseur. La composition
H1(X,T ) → H1(Xk̄, Tk̄) → Hom(T ∗,Pic(Xk̄)) associe à T → X un homomorphisme
galoisien T ∗ type−−→ Pic(Xk̄), appelé le type du torseur. Lorsque le type est un isomorphisme,
on dit [CTS87b] que T → X est un torseur universel sur X.
Théorème 3.2.8. Soit X une k-variété lisse, avec k̄× ∼= k̄[X]× et Pic(Xk̄) de type fini et
sans torsion. Soit T → X un torseur universel. Soit T c une T -variété torique, projective,
lisse. Soit T c = T ×T T c.
On a les propriétés suivantes :
(i) [CTS87b, Thm. 2.1.2] k̄× ∼= k̄[T ]×.
(ii) [CTS87b, Thm. 2.1.2] Pic(Tk̄) ∼= 0.
(iii) [CTS87b, Thm. 2.1.2] On a un isomorphisme de Γk-modules DivT c−T (T ck̄ )
∼=
Pic(T c
k̄
). En particulier Pic(T c
k̄
) est un module de permutation de type fini.
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(iv) [HS03, Thm. 1.6] L’application naturelle Br(Xk̄)→ Br(Tk̄) est un isomorphisme.
(v) [CTS87b, Rem. 2.8.4] pour toute extension K/k de corps, si XK est projective et
K-rationnelle, alors TK est stablement K-rationnelle. Si de plus K = k, alors TK est
rationnelle.
Par la suite spectrale de Hochschild-Serre, on a : k× ∼= k[T ]×, Pic(T ) = 0 et Br(k) ∼=
Br1(T ). De plus, si Xk̄ est k̄-rationnelle, par le corollaire 3.2.9 ci-dessous, on a Br(k) ∼=
Br(T ).
Corollaire 3.2.9. Sous les hypothèses du théorème 3.2.8, supposons que k est algé-
briquement clos et X est projective et rationnelle. Alors Br(T ) = 0, H1(T ,Z/n) = 0,
H2(T ,Z/n) = 0 et le groupe H0(T ,K2) est uniquement divisible.
Démonstration. Par le théorème 3.2.8 (iv), Br(T ) = 0. Par la suite de Kummer, et le
théorème 3.2.8 (i) et (ii), ceci implique H1(T ,Z/n) = 0 et H2(T ,Z/n) = 0. Par le Théo-
rème 3.2.1 et le triangle (3.2.1.2) sur Z(2), on a 0 ∼= H1(T ,Z/n(2))  H0(T ,K2)[n] et
H0(T ,K2)/n ↪→ H2(T ,Z/n(2)) ∼= 0. Ainsi H0(T ,K2) est uniquement divisible.
Comme conséquence, on a k̄[T c]×/k̄× = 0, Br(T c
k̄
) = 0, et H1(T c
k̄
,Z/n) = 0, mais ceci
résulte déjà de la rationalité de la k̄-variété projective et lisse T c
k̄
.
Corollaire 3.2.10. Sous les hypothèses du théorème 3.2.8, supposons qu’il existe une exten-
sion finie K/k de corps de degré d telle que la variété XK soit projective et K-rationnelle.
Alors, pour tous i ∈ N, j ∈ Z, le groupe H
i
nr(T c,Q/Z(j))
Hi(k,Q/Z(j)) est annulé par d.
Démonstration. D’après le théorème 3.2.8 (v), laK-variété TK est stablementK-rationnelle.
Ainsi H
i
nr(T cK ,Q/Z(j))
Hi(K,Q/Z(j)) = 0 pour tous i, j. Puisque le transfert est bien défini pourH
i
nr(−,Q/Z(2))
et H i(−,Q/Z(2)), on peut définir le transfert H
i
nr(T cK ,Q/Z(j))
Hi(K,Q/Z(j))
tr−→ H
i
nr(T c,Q/Z(j))
Hi(k,Q/Z(j)) . Un argu-
ment de restriction-inflation donne le résultat.
En utilisant la proposition 3.2.5(i), dans un précédent article j’ai établi :
Théorème 3.2.11. [1, Thm. 2.7] Soit X une k-surface projective, lisse, géométriquement
rationnelle. Soit T → X un torseur universel sur X et soit T c une k-compactification lisse
de T . Alors le groupe H3nr(T c,Q/Z(2))/H3(k,Q/Z(2)) est fini.
3.2.5 Accouplements avec les 0-cycles
Soit X une variété projective, lisse, géométriquement intègre. Pour toute extension de
corps K/k et tous i ∈ N, j ∈ Z, on a un accouplement naturel :
A0(XK)×H inr(X,Q/Z(j))→ H i(K,Q/Z(j))
(voir [Me08, formule (3)]).
Proposition 3.2.12. Soit X une k-surface projective, lisse, géométriquement rationnelle.
Soit T → X un torseur universel sur X et soit T c une k-compactification lisse de T .
Supposons que T c(k) 6= ∅. Alors l’homomorphisme
H inr(X,Q/Z(j))→
H inr(T c,Q/Z(j))
H i(k,Q/Z(j))
est nul pour tous i ∈ N, j ∈ Z.
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Démonstration. Il existe une T -variété torique lisse T c (cf. [CTHS, Cor. 1]). Puisque le
groupe H inr(•,Q/Z(j)) est un invariant birationnel des variétés projectives et lisses, et que
l’existence d’un k-point est un invariant k-birationnel des k-variétés projectives et lisses
(lemme de Nishimura), on peut supposer que T c ∼= T c ×T T . Il existe alors un morphisme
T c π−→ X étendant T → X.
Soit T un tore tel que T ∗ ∼= Pic(Xk̄). Alors T → X est un T -torseur, i.e. [T ] ∈
H1(X,T ). Par [CTS80, §II.B], pour toute extension K/k de corps, [T ] induit un homo-
morphisme
A0(XK)
θ−→ H1(K,T ) :
∑
i
xi 7→
∑
i
ResK(xi)/Kx
∗
i [T ]
Puisque [T ]|T = 0 ∈ H1(T , T ) et que tout élément de A0(T cK) équivaut à un élément
supporté sur TK (lemme de déplacement facile sur les zéro-cycles sur une variété lisse), la
composition des homomorphismes
A0(T cK)
π∗−→ A0(XK)
θ−→ H1(K,T ) :
∑
i
ti 7→
∑
i
ResK(ti)/Kt
∗
i (π
∗[T ])
est nulle.
D’après [CT83, Prop. 4] et [CTS81, Thm. 3], pour toute extension K/k de corps, le
morphisme A0(XK)
θ−→ H1(K,T ) est injectif. Ainsi le morphisme A0(T cK)
π∗−→ A0(XK) est
nul.
Pour toute extension K/k de corps, on a des accouplements compatibles :
A0(T cK)
π∗

× H inr(T c,Q/Z(j))
(,)T c // H i(K,Q/Z(j))
=

A0(XK) × H
i
nr(X,Q/Z(j))
(,)X //
π∗
OO
H i(K,Q/Z(j)).
Soit t ∈ T c(k), K := k(T ) et η ∈ T le point générique. Alors t− η ∈ A0(T cK) et, pour tout
α ∈ H inr(X,Q/Z(j)), on a
(t, π∗α)T c − (η, π∗α)T c = (t−η, π∗α)T c = (π∗(t−η), α)X = (0, α)X = 0 ∈ H i(K,Q/Z(j)).
Puisque (η,−)T c est l’inclusion canonique H inr(T c,Q/Z(j)) ⊂ H i(k(T c),Q/Z(j)) et
Im(t,−)T c ⊂ Im(H i(k,Q/Z(j))→ H i(K,Q/Z(j))),
on a Im(π∗) ∈ Im(H i(k,Q/Z(j))→ H inr(T c,Q/Z(j))).
3.3 Cohomologie motivique à coefficients Z(2) d’un torseur
sous un tore
Dans [Me13], A. Merkurjev a étudié la cohomologie motivique à coefficients Z(2) pour
un torseur sous un groupe semisimple. Nous reprenons sa méthode pour étudier les torseurs
sous un tore. Soient T un tore sur k de dimension N , et f : Y → X un torseur sous T sur
X, où X est une k-variété lisse géométriquement intègre. On calcule la relation entre la
cohomologie motivique de X et celle de Y à coefficients dans le complexe Z(2) (Théorème
3.3.5).
Dans ce cas, on a deux triangles dans la catégorie dérivée de la catégorie des faisceaux
étales :
(3.3.0.1) ZX(1)→ Rf∗ZY (1)→ Zf (1)→ ZX(1)[1],
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et
(3.3.0.2) ZX(2)→ Rf∗ZY (2)→ Zf (2)→ ZX(2)[1]
qui définissent Zf (1) et Zf (2).
Pour chaque Γk-module M continu discret, on peut voir M comme un faisceau étale
sur le petit site étale (ét/k), et son image inverse sur le grand site étale est noté également
par M . Ainsi
∧∗ T ∗ est un faisceau étale.
Proposition 3.3.1. On a τ≤2Zf (1) ∼= T ∗[−1] et donc τ≤2(ZX(1)⊗LZf (1)) ∼= Gm⊗T ∗[−2]
.
Démonstration. Puisque ZX(1) = Gm[−1]|X et ZY (1) = Gm[−1]|Y , on a : H1(ZX(1)) ∼=
Gm|X , Hi(ZX(1)) = 0 pour tout i 6= 1 et Hi(Rf∗ZY (1)) = Ri−1f∗(Gm|Y ) pour tout i.
Ainsi Hi(Rf∗ZY (1)) = 0 pour i ≤ 0 et le faisceau H2(Rf∗ZY (1)) est le faisceau étale
associé au préfaisceau :
U 7−→ H2(f−1U,Z(1)) = Pic(f−1U).
Localement pour la topologie étale, f−1U ∼→ U ×GNm et U est le spectre d’un anneau local
régulier. Dans ce cas on a 0 ∼= Pic(U) ∼= Pic(f−1U). Donc H2(Rf∗ZY (1)) = 0.
D’après [CTS87b, Prop. 1.4.2], on a une suite exacte :
0→ H1(ZX(1))→ H1(Rf∗ZY (1))→ T ∗ → 0.
D’après (3.3.0.1), on a H1(Zf (1)) ∼= T ∗ et Hi(Zf (1)) = 0 pour i ≤ 0 et i = 2. Ceci donne
le premier énoncé.
Le deuxième énoncé résulte du fait : Gm ⊗L (D≥3ét (X)) ⊂ D
≥2
ét (X) pour les catégories
dérivées de Z-faisceaux.
Ainsi Hi(ZX(1)⊗L Zf (1)) = 0 pour i ≤ 1 et on a un isomorphisme :
(3.3.0.3) Gm ⊗ T ∗ ∼= H2(ZX(1)⊗L Zf (1)).
Si Y ∼= X × T , la projection X × T → T induit une section de (3.3.0.1) :
(3.3.0.4) T ∗[−1] ∼= τ≤2Zf (1)→ Rf∗ZY (1).
Le résultat principal de cette section est la Proposition 3.3.4, qui calcule Zf (2).
Soit T0 := GNm. Puisque H0(T0,K1) = k[T0]×, l’unité de T0 induit un homomorphisme
canonique T ∗0 → H0(Gm,K1). Pour chaque variété lisse intègre U et tout n ∈ N, le cup-
produit
[Hn(U,K2)⊗H0(T0,K0)]⊕ [Hn(U,K1)⊗H0(T0,K1)]
∪−→ Hn(U × T0,K2)
induit un homomorphisme :
(3.3.0.5) Hn(U,K2)⊕ [Hn(U,K1)⊗ T ∗0 ]
∪−→ Hn(U × T0,K2).
Lemme 3.3.2. Soit T0 := GNm et U une variété lisse intègre. Alors, pour tout n ∈ N, on a
une suite exacte canonique (où ∪ est défini dans (3.3.0.5)) :
0→ Hn(U,K2)⊕ [Hn(U,K1)⊗ T ∗0 ]
∪−→ Hn(U × T0,K2)→ Hn(U,K0)⊗ ∧2T ∗0 → 0.
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Démonstration. Notons KMi les groupes de K-théorie algébrique de Milnor. Par [Me03,
§4], pour toute variété lisse X, on a un complexe :
0→ ⊕x∈X(0)K
M
j (k(x))→ ⊕x∈X(1)K
M
j−1(k(x))→ · · · → ⊕x∈X(j)Z→ 0
et on note Ai(X,KMj ) les groupes de cohomologie de ce complexe.
Soit f1, . . . , fN une base de T ∗0 . Ainsi {fi1 , . . . , fiq}1≤i1<···<iq≤N est un élément de
A0(T0,Kq). On affirme que A∗(U × T0,K∗) est un A∗(U,K∗)-module libre avec la base
consistant des éléments {fi1 , . . . , fiq} pour q = 0, 1, · · · , N et tout q-uplet 1 ≤ i1 < i2 <
· · · < iq ≤ N . Pour N = 1, ceci est [Me03, Proposition 5.5]. Le cas général suit par
récurrence (cf. [Me03, Corollaire 5.6]).
Pour KM2 , on a
An(U × T0,KM2 ) ∼= An(U,KM2 )⊕ [⊕iAn(U,KM1 ) ∪ {fi}]⊕ [⊕i<jAn(U,KM0 ) ∪ {fi, fj}].
Alors le cup-produit induit une injection (l’analogue de (3.3.0.5))
An(U,KM2 )⊕ [An(U,KM1 )⊗ T ∗0 ]
∪1,1
↪→ An(U × T ∗0 ,KM2 )
et coker(∪1,1) ∼= ⊕i<jAn(U,KM0 ) ∪ {fi, fj}. Alors le morphisme (cf. [Me03, (5.8)]) :
An(U,KM0 )⊗ ∧2T ∗0 → coker(∪1,1) : a⊗ (fi ∧ fj)→ a ∪ {fi, fj}
est bien défini et c’est un isomorphisme. Ceci donne une suite exacte
0→ An(U,KM2 )⊕ [An(U,KM1 )⊗ T ∗0 ]
∪−→ An(U × T0,KM2 )→ An(U,KM0 )⊗ ∧2T ∗0 → 0.
Pour tout corps F et i = 0, 1, 2, on a KMi (F )
∼→ Ki(F ). D’après (3.2.1.1), pour j =
0, 1, 2, on a donc un isomorphisme canonique Ai(X,KMj )
∼→ H i(X,Kj). Ceci donne le
résultat annoncé.
Lemme 3.3.3. Les faisceaux Hi(Zf (2)) sont nuls pour i ≤ 1 et i = 3.
Démonstration. Puisque ZX(2) et ZY (2) sont supportés en degré 1 et 2, on aHi(Zf (2)) = 0
pour i < 0, Rif∗ZY (2) = 0 pour i ≤ 0, Rif∗ZY (2) ∼= Hi(Zf (2)) pour i ≥ 3 et H3(ZX(2)) =
0. Ainsi on a une suite exacte longue dans la catégorie des faisceaux étales sur X :
0 // H0(Zf (2)) // H1(ZX(2))
s // R1f∗ZY (2) //
H1(Zf (2)) // H2(ZX(2))
s1 // R2f∗ZY (2) // H2(Zf (2)) // 0.
Les faisceaux H1(ZX(2)) et R1f∗ZY (2) sont les faisceaux étales associés aux préfais-
ceaux :
U 7−→ H1(U,Z(2)) = K3,indk(U) et U 7−→ H1(f−1U,Z(2)) = K3,indk(f−1U).
Localement pour la topologie étale, f−1U ∼→ U × GNm, et dans ce cas on a K3,indk(U) ∼=
K3,indk(f
−1U), car K3,indk(U) ∼= K3,indk(U ×GNm) (cf. [EKLV, Lem. 6.2]). Donc s est un
isomorphisme.
Les faisceaux H2(ZX(2)) et R2f∗ZY (2) sont les faisceaux étales associés aux préfais-
ceaux :
U 7−→ H2(U,Z(2)) = H0(U,K2) et U 7−→ H2(f−1U,Z(2)) = H0(f−1U,K2).
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Localement pour la topologie étale, f−1U ∼→ U×GNm, et dans ce cas le morphisme canonique
H0(U,K2) → H0(f−1U,K2) est injectif puisque que f−1U → U admet alors une section.
Donc s1 est injectif.
On a donc établi Hi(Zf (2)) = 0 pour i ≤ 1.
Le faisceau R3f∗ZY (2) est le faisceau étale associé au préfaisceau :
U 7−→ H3(f−1U,Z(2)) = H1(f−1U,K2).
Localement pour la topologie étale, f−1U ∼→ U ×GNm. Notons T0 := GNm. Dans ce cas, par
le lemme 3.3.2, on a une suite exacte
0→ H1(U,K2)⊕ [H1(U,K1)⊗ T ∗0 ]→ H1(f−1U,K2)→ H1(U,K0)⊗ ∧2T ∗0 → 0.
Comme le faisceau associé à {U 7−→ H1(U,K∗)} est 0, le faisceau associé à {U 7−→
H1(f−1U,K2)} est 0. Donc R3f∗ZY (2) est 0, et H3(Zf (2)) = 0.
Notons Zf (⊗) le cône du morphisme ZX(1)⊗L ZX(1)→ Rf∗ZY (1)⊗LRf∗ZY (1). Soit
θ la composition des morphismes
Rf∗ZY (1)⊗LRf∗ZY (1)
θ1−→ Rf∗(ZY (1)⊗Lf∗Rf∗ZY (1))
θ2−→ Rf∗(ZY (1)⊗LZY (1))→ Rf∗ZY (2).
où θ1 est le morphisme canonique induit par ⊗L (cf. [Fu, p. 306]) et θ2 est induit par
le morphisme d’adjonction f∗Rf∗ZY (1) → ZY (1). Le morphisme θ induit un diagramme
commutatif de triangles :
(3.3.0.6)
ZX(1)⊗L ZX(1) //
=

ZX(1)⊗L Rf∗ZY (1) //

ZX(1)⊗L Zf (1) //
∃ h1

(1)
ZX(1)⊗L ZX(1)[1]

ZX(1)⊗L ZX(1) //
∪

Rf∗ZY (1)⊗L Rf∗ZY (1) //
θ

Zf (⊗) //
∃ h⊗

(2)
ZX(1)⊗L ZX(1)[1]
∪[1]

ZX(2) // Rf∗ZY (2) // Zf (2) // ZX(2)[1].
Le morphisme h⊗ ◦ h1 induit un morphisme
h1,1 : Gm,X ⊗ T ∗
(3.3.0.3)∼= H2(ZX(1)⊗L Zf (1))→ H2(Zf (2)).
Si Y ∼→ X × T , d’après (3.3.0.4), le morphisme h1,1 est exactement le cup-produit.
Supposons que Y ∼→ X × T et X est géométriquement connexe sur k. Par le Lemme
3.3.2, il y a une composition de morphismes de groupes
H0(Y,K2)→ H0(Yk̄,K2)Γk → (H0(Xk̄,K0)⊗ ∧2T ∗)Γk ∼= (∧2T ∗)Γk
∼→ (∧2T ∗)(X),
où Γk est le groupe de Galois de k, et (∧2T ∗)(X) est le groupe de sections du faisceau
(∧2T ∗) sur X.
En général, p1 : Y ×X Y → Y est un torseur trivial et p2 : Y ×X Y → Y est T -
équivariant. Il y a un morphisme
h′0,2 : H
0(Y,K2)
p∗2→ H0(Y ×X Y,K2)→ (∧2T ∗)(Y ) ∼= (∧2T ∗)(X).
Si Y ∼= X × T , le morphisme h′0,2 est exactement H0(Y,K2) → (∧2T ∗)(X). Dans ce
cas, h′0,2 induit un morphisme des faisceaux h′0,2 : R2f∗ZY (2) → ∧2T ∗. La composition
H2(ZX(2))→ R2f∗ZY (2)→ ∧2T ∗ est nulle, parce que localement pour la topologie étale,
c’est nul par le lemme 3.3.2. Donc il existe un morphisme
h0,2 : H2(Zf (2))→ ∧2T ∗.
Nous pouvons maintenant établir :
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Proposition 3.3.4. On a τ≤3Zf (2) ∼= H2(Zf (2))[−2] et une suite exacte de faisceaux étales
sur X :
(3.3.0.7) 0 // Gm,X ⊗ T ∗
h1,1 // H2(Zf (2))
h0,2 // ∧2T ∗ // 0.
Démonstration. D’après le lemme 3.3.3, il suffit de montrer que localement pour la topolo-
gie étale la suite est exacte. Localement pour la topologie étale, Y ∼→ X ×GNm, le résultat
découle du lemme 3.3.2.
Explicitons ce que donne la cohomologie de cette suite exacte de faisceaux.
Théorème 3.3.5. Soient X une k-variété lisse géométriquement connexe, T un k-tore et
f : Y → X un T -torseur. Alors on a deux suites exactes longues de Γk-modules :
0→ k̄[X]× ⊗ T ∗ → H2(Xk̄,Zf (2))→ ∧2T ∗
h−→ Pic(Xk̄)⊗ T ∗ → H3(Xk̄,Zf (2))→ 0
et
0 // H0(Xk̄,K2) // H0(Yk̄,K2) // H2(Xk̄,Zf (2)) // H1(Xk̄,K2)
// H1(Yk̄,K2) // H3(Xk̄,Zf (2)) // H4(Xk̄,ZX(2)) // H4(Yk̄,ZY (2)),
où :
(1) le morphisme h est donné par : a∧ b 7→ a⊗ ∂(b)− b⊗ ∂(a) avec ∂ : T ∗ → Pic(Xk̄)
le morphisme associé au torseur Y → X sous le tore T ;
(2) la composition de morphismes
Pic(Xk̄)⊗ T ∗ → H3(Xk̄,Zf (2))→ H4(Xk̄,ZX(2)),
est induite par l’intersection :
Pic(Xk̄)⊗ T ∗
id×∂−−−→ Pic(Xk̄)× Pic(Xk̄)→ CH2(Xk̄)→ H4(Xk̄,ZX(2)).
Démonstration. Sur k̄, on a T ∗ ∼= ZN , donc
H1(Xk̄,∧2T ∗) = 0 et H i(Xk̄,Gm,X ⊗ T ∗) ∼= H i(Xk̄,Gm,X)⊗ T ∗
(le premier énoncé utilisant la lissité de X). D’après la Proposition 3.3.4, Hi(Xk̄,Zf (2)) ∼=
H i−2(Xk̄,H2(Zf (2))) pour chaque i ≤ 3. En appliquant H i(Xk̄,−) aux suites exactes
(3.3.0.2) et (3.3.0.7), on déduit les deux suites exactes longues.
La composition dans l’énoncé (2) est induite par ZX(1)⊗LZf (1)→ Zf (2)→ ZX(2)[1].
D’après le carré (1) et (2) dans le diagramme (3.3.0.6), on a un diagramme commutatif :
Pic(Xk̄)⊗ T ∗
id×∂ //

Pic(Xk̄)⊗ Pic(Xk̄)
∪

H3(Xk̄,Zf (2)) // CH2(Xk̄).
L’énoncé (2) résulte du fait que ∪ est l’intersection.
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Établissons l’énoncé (1). On a un diagramme commutatif de triangles :
ZX(1)⊗L ZX(1) //

ZX(1)⊗L Rf∗ZY (1) //

ZX(1)⊗L Zf (1)
+1 //

Rf∗ZY (1)⊗L ZX(1) //

Rf∗ZY (1)⊗L Rf∗ZY (1) //

Rf∗ZY (1)⊗L Zf (1)
+1 //

Zf (1)⊗L ZX(1) //
+1

Zf (1)⊗L Rf∗ZY (1) //
+1

Zf (1)⊗L Zf (1)
+1 //
+1
 .
Par la définition de Zf (⊗), on a les triangles (cf. la démonstration de [BBD, Prop. 1.1.11]) :
ZX(1)⊗L Zf (1)
h1−→ Zf (⊗)→ Zf (1)⊗L Rf∗ZY (1)
+1−−→,
Zf (1)⊗L ZX(1)
h2−→ Zf (⊗)→ Rf∗ZY (1)⊗L Zf (1)
+1−−→
et donc
[ZX(1)⊗L Zf (1)]⊕ [Zf (1)⊗L ZX(1)]
h1+h2−−−−→ Zf (⊗)→ Zf (1)⊗L Zf (1)
+1−−→ .
Notons Z(∧) le cône de ZX(1)⊗L Zf (1)
h⊗◦h1−−−−→ Zf (2), où Zf (⊗)
h⊗−−→ Zf (2) est le mor-
phisme dans le diagramme (3.3.0.6). Par la proposition 3.3.4, on a τ≤2Z(∧) ∼= ∧2T ∗[−2].
Notons τ : Zf (1) ⊗L ZX(1) → ZX(1) ⊗L Zf (1) l’isomorphisme canonique. Puisque le
produit Z(1)⊗L Z(1)→ Z(2) est symétrique, on a h⊗ ◦ h1 ◦ τ = h⊗ ◦ h2 et un diagramme
commutatif de triangles :
(3.3.0.8)
[ZX(1)⊗L Zf (1)]⊕ [Zf (1)⊗L ZX(1)]
h1+h2 //
id+τ

Zf (⊗) //
h⊗

Zf (1)⊗L Zf (1)
+1 //
h∪

ZX(1)⊗L Zf (1)
h⊗◦h1 // Zf (2) // Z(∧)
+1 // ,
et l’homomorphisme h est induit par le deuxième triangle. Puisque τ≤3[Zf (1)⊗L Zf (1)] ∼=
(T ∗⊗T ∗)[−2], le morphisme h∪ induit un morphisme de faisceaux k̄-constants : T ∗⊗T ∗
h′∪−→
∧2T ∗. Donc on peut calculer h′∪ en se ramenant au cas Y
∼→ X × T , et dans ce cas, h′∪ est
exactement le cup-produit. L’énoncé (1) découle du diagramme (3.3.0.8).
3.4 Cohomologie motivique à coefficients Z(2) des torseurs
universels sur une surface géométriquement rationnelle
Soit k un corps de caractéristique 0. Soient X une surface projective lisse géométrique-
ment rationnelle sur k, et g : T → X un torseur universel de X. Le résultat principal de
cette section est le théorème 3.4.7.
Lemme 3.4.1. Supposons que k est algébriquement clos. Soit X une k-variété projective,
lisse, rationnelle, connexe. Soit T → X un torseur universel sous le tore T . Soit T c une T -
variété torique, projective, lisse. Soit T c = T ×T T c. Soit Z une T -orbite de codimension
l dans T c. Notons Z := Z ×T T ⊂ T c. Alors Z est lisse, k[Z]× = k×, Pic(Z) ∼= Zl,
Br(Z) = 0, H1(Z,Z/n) = 0, H2nr(Z,Q/Z(1)) = 0 et H2(Z,Z/n(1)) ∼= (Z/n)l.
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Démonstration. Notons l′ := dim(T )− l. Puisque Z est une T -orbite de codimension l, par
le Théorème 3.2.2, il y a une sous-variété torique affine U ⊂ T c telle que U ∼= Al × Gl′m
comme variété torique et Z ⊂ U . Alors il y a un homomorphisme Glm → T tel que
Z
∼→ T/Glm. Donc Z est l’image de T par H1(X,T ) → H1(X,T/Glm). Donc Z est lisse.
Par [CTS87b, §2.1] (ou [S, Prop. 6.10]), on a un diagramme commutatif à horizontales
exactes (Pic(T ) = 0) :
0 // k[X]×/k× //
=

k[Z]×/k× //

(T/Glm)∗ _

// Pic(X) //
=

Pic(Z) //

0
0 // k[X]×/k× // k[T ]×/k× // T ∗
∼= // Pic(X) // Pic(T ) // 0
.
Alors k[Z]× = k× et Pic(Z) ∼= Zl. Par [HS03, Théorème 1.6] et le fait queX est rationnelle,
on a Br(Z) = 0. Ainsi H2nr(Z,Q/Z(1)) = 0. Le résultat se déduit de la suite de Kummer.
Lemme 3.4.2. Supposons que k est algébriquement clos. Soient X une k-variété projective,
lisse, rationnelle et T → X un torseur universel. Le morphisme naturel H1(X,K2) →
H1(T ,K2) est nul.
Démonstration. On a un diagramme commutatif :
Pic(X)⊗ k× θ //

H1(X,K2)

0 = Pic(T )⊗ k× // H1(T ,K2).
D’après [Pi11, Prop. 2.6], le morphisme θ est un isomorphisme. On a Pic(T ) = 0 par le
théorème 3.2.8. Donc H1(X,K2)→ H1(T ,K2) est nul.
Théorème 3.4.3. Soit X une k-variété projective, lisse, géométriquement intègre et
géométriquement rationnelle. Soit T → X un torseur universel de X. Alors on a
H3nr(Tk̄,Q/Z(2)) = 0 et une suite exacte naturelle de Γk-modules :
(3.4.0.1) 0→ H1(Tk̄,K2)→ Sym2Pic(Xk̄)
∪−→ CH2(Xk̄)→ CH2(Tk̄)→ 0,
où ∪ est induit par l’intersection Pic(Xk̄)× Pic(Xk̄)→ CH2(Xk̄).
Démonstration. Soient T c une T -variété torique, projective, lisse et T c := T ×T T c. Puisque
Xk̄ est rationnelle, H3nr(Xk̄,Q/Z(2)) = 0 et Tk̄ est rationnelle. Ainsi H3nr(T ck̄ ,Q/Z) = 0.
Par la résolution de Gersten, on a une suite exacte :
0→ H3nr(T ck̄ ,Q/Z(2))→ H
3
nr(Tk̄,Q/Z(2))→ ker(ψ)
où
ψ : ⊕x∈(T c
k̄
\Tk̄)(0)H
2(k̄(x),Q/Z(1))→ ⊕x∈(T c
k̄
\Tk̄)(1)H
1(k̄(x),Q/Z).
Soit S1 l’ensemble des Tk̄-orbites de codimension 1 de T ck̄ . Pour Z ∈ S1, notons Z :=
Z ×T T ⊂ T c. Alors S1 = (T ck̄ \ Tk̄)
(0) et
ker(ψ) ⊂ ⊕Z∈S1H2nr(Z,Q/Z(1)) ⊂ ⊕x∈(T c
k̄
\Tk̄)(0)H
2(k̄(x),Q/Z(1)).
D’après le lemme 3.4.1, ker(ψ) = 0, et donc H3nr(Tk̄,Q/Z(2)) = 0.
Par le théorème 3.2.1, CH2(Xk̄) ∼= H4(Xk̄,Z(2)) et CH2(Tk̄) ∼= H4(Tk̄,Z(2)). En utili-
sant la fibration en tores, on voit que le morphisme de restriction CH2(Xk̄) → CH2(Tk̄)
est surjectif. On conclut alors avec le lemme 3.4.2 et le théorème 3.3.5.
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Corollaire 3.4.4. Sous les hypothèses du théorème 3.4.3, soient U ⊂ X un ouvert et
TU := T ×X U . Supposons que codim(X \ U,X) ≥ 2 et H1(Xk̄,K2) ∼= H1(Uk̄,K2). Alors
on a H3nr(TU,k̄,Q/Z(2)) = 0 et une suite exacte naturelle de Γk-modules :
0→ H1(TU,k̄,K2)→ Sym2Pic(Uk̄)→ CH2(Uk̄)→ CH2(TU,k̄)→ 0.
Démonstration. Puisque la cohomologie non ramifiée ne dépend pas des sous-ensembles de
codimension ≥ 2, on a H3nr(TU,k̄,Q/Z(2)) = 0 et H3nr(Uk̄,Q/Z(2)) = 0. Par le théorème
3.2.1, CH2(Uk̄) ∼= H4(Uk̄,Z(2)) et CH2(TU,k̄) ∼= H4(TU,k̄,Z(2)). D’après le théorème 3.3.5,
on a un diagramme commutatif de suites exactes :
H1(Xk̄,K2)
0 //
∼=

H1(Tk̄,K2) //

Sym2Pic(Xk̄)
//
∼=

CH2(Xk̄)
//

H2(Tk̄) //

0
H1(Uk̄,K2) // H1(TU,k̄,K2) // Sym2Pic(Uk̄) // CH2(Uk̄) // CH2(TU,k̄) .
Le résultat en découle.
Proposition 3.4.5. Supposons que k est algébriquement clos. Soient X une k-surface pro-
jective lisse géométriquement rationnelle et T un torseur universel sur X. Alors CH2(T ) =
0.
Démonstration. On a un diagramme commutatif :
Pic(X)× Pic(X)

// Pic(T )× Pic(T )

CH2(X) // CH2(T ).
D’après le théorème 3.4.3, le morphisme CH2(X) → CH2(T ) est surjectif. Donc le mor-
phisme Pic(T ) × Pic(T ) → CH2(T ) est surjectif. Puisque Pic(T ) = 0, on a CH2(T ) =
0.
Une conséquence immédiate du théorème 3.4.3 et de la proposition 3.4.5 est :
Corollaire 3.4.6. Soient X une k-surface projective lisse géométriquement rationnelle et
T un torseur universel sur X. On a alors une suite exacte naturelle de réseaux galoisiens
0→ H1(Tk̄,K2)→ Sym2Pic(Xk̄)
∪−→ Z→ 0.
Théorème 3.4.7. Soient X une k-surface projective lisse géométriquement rationnelle et
T un torseur universel sur X. Alors
(1) Les groupes H4(T ,Z(2))/H4(k,Z(2)), H
3
nr(T ,Q/Z(2))
H3(k,Q/Z(2)) et CH
2(T ) sont finis ;
(2) On a des suites exactes
0→ H4(T ,Z(2))/H4(k,Z(2))→ H1(k,H1(Tk̄,K2))→ Ker(H5(k,Z(2))→ H5(T ,Z(2)))
et
(Sym2Pic(Xk̄))
Γk ∪−→ Z ∼= CH2(Xk̄)→ H1(k,H1(Tk̄,K2))→ H1(k, Sym2Pic(Xk̄))→ 0;
(3) Si X(k) 6= ∅, alors H
3
nr(T ,Q/Z(2))
H3(k,Q/Z(2)) est un sous-quotient de H
1(k, Sym2Pic(Xk̄)).
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Démonstration. Par la Proposition 3.4.5 et le Théorème 3.4.3, CH2(Tk̄) = 0,H4(Tk̄,Z(2)) =
0 et H1(Tk̄,K2) est de type fini sans torsion. Ainsi H1(k,H1(Tk̄,K2)) est fini. Par [CT15,
§2.2] et le fait que H0(Tk̄,K2) est uniquement divisible (Corollaire 3.2.9), on a une suite
exacte :
H4(k,Z(2))→ H4(T ,Z(2))→ H1(k,H1(Tk̄,K2))→ Ker(H5(k,Z(2))→ H5(T ,Z(2))).
La première suite exacte en découle. Par la suite exacte (3.2.1.3), les groupes H
3
nr(T ,Q/Z(2))
H3(k,Q/Z(2))
et CH2(T ) sont finis.
Puisque H4(Xk̄,Z(2)) ∼= CH2(Xk̄) ∼= Z, on a H1(k,H4(Xk̄,Z(2))) = 0. Une application
du corollaire 3.4.6 donne (2).
Soit F ⊂ T un sous-ensemble fermé de codimension ≥ 2. Alors CH2((T \ F )k̄) = 0,
H3nr((T \ F )k̄,Q/Z(2)) ∼= H3nr(Tk̄,Q/Z(2)) = 0 et donc H4((T \ F )k̄,Z(2)) = 0.
Par résolution de Gersten (3.2.1.1), on a un isomorphisme H0(Tk̄,K2) ∼= H0((T \F )k̄,K2)
et doncH0((T \F )k̄,K2) est uniquement divisible. D’après [CT15, §2.2], on a un morphisme
naturel injectif :
(3.4.0.2) H4(T \ F,Z(2))/H4(k,Z(2)) ↪→ H1(k,H1((T \ F )k̄,K2)),
qui est un isomorphisme si (T \ F )(k) 6= ∅.
Dans le cas (3), soient x ∈ X(k), U := X \ {x} et TU := T ×X U . Alors codim(T \
TU , T ) ≥ 2. Par la résolution de Gersten (3.2.1.1), on a une suite exacte :
0→ H1(Xk̄,K2)→ H1(Uk̄,K2)→ Z · x
φ−→ CH2(Xk̄)→ CH2(Uk̄)→ 0.
Puisque φ est un isomorphisme, on a H1(Xk̄,K2) ∼= H1(Uk̄,K2) et CH2(Uk̄) = 0.
D’après le corollaire 3.4.4, H1(TU,k̄,K2) ∼= Sym2Pic(Xk̄). D’après (3.4.0.2), H4(T \
F,Z(2))/H4(k,Z(2)) = 0. Une application du fait H3nr(T ,Q/Z(2)) ∼= H3nr(TU ,Q/Z(2))
donne (3).
Remarque 3.4.8. Dans le théorème 3.4.7, le critère H1(k, Sym2Pic(Xk̄)) = 0 n’est
pas birationnellement invariant. En fait, soit X une surface projective lisse géomé-
triquement rationnelle avec X(k) 6= ∅ et X ′ un éclatement de X en un k-point. Supposons
H1(k,Pic(Xk̄)) 6= 0. Alors Pic(X ′k̄)
∼→ Pic(Xk̄)⊕ Z et
H1(k, Sym2Pic(X ′k̄))
∼= H1(k, Sym2Pic(Xk̄)⊕ Pic(Xk̄)⊕ Z).
Alors, même si H1(k, Sym2Pic(Xk̄)) = 0, on a H1(k, Sym2Pic(X ′k̄)) 6= 0.
Corollaire 3.4.9. Sous les hypothèses du Théorème 3.4.7, le morphisme canonique
H3(T ,Q/Z(2))→ H3nr(T ,Q/Z(2)) est surjectif.
Démonstration. Par [CT91, Suite 3.10], on a une suite exacte :
0→ NH3(T ,Q/Z(2))→ H3(T ,Q/Z(2))→ H3nr(T ,Q/Z(2))→ CH2(T )⊗Q/Z.
Par le théorème 3.4.7, CH2(T ) est fini, et donc CH2(T )⊗Q/Z = 0. Alors le morphisme
H3(T ,Q/Z(2))→ H3nr(T ,Q/Z(2)) est surjectif.
Le résultat principal du reste de cette section est le théorème 3.4.13, qui donne le
lien entre H3nr(T ,Q/Z) et CH2(T ck̄ )
Γk/CH2(T c) pour un torseur universel T sur une
surface projective lisse géométriquement rationnelle et une certaine compactification T c.
Ce résultat n’est pas utilisé dans la suite de l’article.
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Lemme 3.4.10. Soient X une variété projective lisse géométriquement rationnelle et T →
X un torseur universel de X sous le tore T . Soient T c une T -variété torique projective lisse,
et T c := T c×T T . Soient Z ′ une composante connexe de (T c\T )lisse et Z ′ := T ×TZ ′ ⊂ T c.
Soit k′ la clôture algébrique de k dans k(Z ′). Notons Z ′
k̄
:= Z ′ ×k k̄. Alors Z ′ est une
composante connexe de (T c\T )lisse et on a k[Z ′]× = k′×, Pic(Z ′) ∼= Pic(Z ′k̄)
Γk ∼= Z et
Br(k′) ∼= Br(Z ′). De plus, si T (k) 6= ∅, alors Z ′(k′) 6= ∅.
Démonstration. Notons N := dim(T ) et S1 l’ensemble des Tk̄-orbites de T ck̄ de codimension
1. Puisque la variété torique T c
k̄
est couverte par des Al×GN−lm par le théorème 3.2.2, le lieu
lisse (T c
k̄
\Tk̄)lisse est la réunion des Tk̄-orbites de codimension 1. Les composantes connexes
de (T c\T )lisse correspondent alors aux Γk-orbites de S1. Les composantes connexes de
(T c\T )lisse correspondent aux composantes connexes de (T c\T )lisse.
Supposons que k′ = k. Ainsi Z ′ et Z ′ sont géométriquement intègres sur k, c’est à
dire que Z ′
k̄
est une Tk̄-orbite de codimension 1. Alors T ∪ Z ′ est un ouvert de T c, et
(T ∪ Z ′)k̄
∼→ A1 × GN−1m . Donc (T ∪ Z ′) est affine. D’après [CX1, Prop. 2.5], il existe
une sous-variété torique fermée (Gm ↪→ A1) de (T ↪→ T ∪ Z ′). Ainsi Z ′(k) 6= ∅. On
note T ′ le tore qui correspond à k̄[T ∪ Z ′]×/k̄×. Donc T ′
k̄
∼= GN−1m et on a un morphisme
T ↪→ T ∪Z ′ → T ′ tel que T ′ ∼= T/Gm. Puisque Z ′(k) 6= ∅, on a Z ′
∼→ T ′, et Z ′ ∼→ T ′×T T .
Alors T est un Gm-torseur sur Z ′.
Par la suite exacte de Sansuc ([S, Prop. 6.10]) , l’homomorphisme Br(Z ′)→ Br(T ) est
injectif et on a un diagramme commutatif de suites exactes :
0 // k[Z ′]×/k× //

k[T ]×/k× = 0

// Z //
=

Pic(Z ′) //

Pic(T ) = 0

0 // k̄[Z ′]×/k̄× // k̄[T ]×/k̄× = 0 // Z // Pic(Z ′
k̄
) // Pic(Tk̄) = 0.
Donc k[Z ′]× = k′×, Pic(Z ′) ∼= Pic(Z ′k̄)
Γk ∼= Pic(Z ′k̄), Br(k)
∼= Br(Z ′) et, si T (k) 6= ∅, on a
Z ′(k) 6= ∅.
En général, on a Z ′×k k̄ ∼= Z ′×k′ (k′×k k̄) ∼= t[k′:k]Z ′×k′ k̄. Le résultat en découle.
Sous les hypothèses du lemme 3.4.10, on a un diagramme commutatif :
(3.4.0.3)
⊕
x∈(T c\T )(0) K1(k(x))
ψ //

⊕
x∈(T c\T )(1) K0(k(x))

// Coker(ψ)
θψ
⊕
x∈(T c
k̄
\Tk̄)(0)
K1(k(x))
ψk̄ //
⊕
x∈(T c
k̄
\Tk̄)(1)
K0(k(x)) // Coker(ψk̄),
où ψ, ψk̄ sont définis par div.
Pour un Γk-ensemble M , notons Z⊕M := ⊕m∈MZ un Γk-module de permutation. No-
tons M/Γk l’ensemble des Γk-orbites de M . Alors l’application de Γk-ensembles M 
M/Γk induit une immersion canonique Z⊕M/Γk ⊂ Z⊕M telle que Z⊕M/Γk = (Z⊕M )Γk .
Lemme 3.4.11. Sous les hypothèses du lemme 3.4.10 et les notations ci-dessus, soit Si
le Γk-ensemble des Tk̄-orbites de T
c
k̄
de codimension i. Alors, le morphisme θψ induit des
applications de Γk-modules :
Coker(ψ) ∼= Z⊕S2/Γk ⊕ Z⊕S1/Γk ⊂ Z⊕S2 ⊕ Z⊕S1 ∼= Coker(ψk̄).
De plus, Coker(ψk̄) est un Γk-module de permutation et θψ : Coker(ψ) ∼= Coker(ψk̄)Γk .
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Démonstration. Pour une Tk̄-orbite Z, on note Z := Z ×Tk̄ Tk̄ ⊂ T ck̄ . Alors on a un
diagramme commutatif à horizontales exactes :
0 //

⊕
x∈(T c
k̄
−Tk̄)(0)
K1(k(x))
∼= //
ψ

⊕
Z∈S1, x∈Z(0) K1(k(x))
//

0
⊕
Z∈S2, x∈Z(0) K0(k(x))
  //
⊕
x∈(T c
k̄
−Tk̄)(1)
K0(k(x)) //
⊕
Z∈S1, x∈Z(1) K0(k(x))
// 0.
On a une suite exacte
0 // Ker(ψ) //
⊕
Z∈S1 k̄[Z]
× f1 //
⊕
Z∈S2 Z // Coker(ψk̄) //
⊕
Z∈S1 Pic(Z) // 0.
Par le Lemme 3.4.1, pour Z ∈ S1, on a Pic(Z) = Z et k̄[Z]× ∼= k̄× est divisible. Donc
f1 = 0, ⊕Z∈S1Pic(Z) = Z⊕S1 et on a une suite exacte
(3.4.0.4) 0→ Z⊕S2 → Coker(ψk̄)→ ⊕Z∈S1Pic(Z)→ 0.
Soient Vi ⊂ T c un ouvert tel que Vi,k̄ soit la réunion des Tk̄-orbites de T ck̄ de codimension
≤ i. Alors, pour tout i ≥ 1, Vi \ Vi−1 est lisse et l’ensemble des composantes connexes est
Si/Γk. Par le même argument que ci-dessus, en utilisant le lemme 3.4.10, on a une suite
exacte
0→ Z⊕S2/Γk → Coker(ψ)→ ⊕Z′∈S1/ΓkPic(Z
′)→ 0.
Puisque Pic(Z ′) ∼= Pic(Z ′k̄)
Γk (lemme 3.4.10), on a un diagramme commutatif de suites
exactes :
(3.4.0.5) 0 // Z⊕S2/Γk //
θψ,2

Coker(ψ) //
θψ

Z⊕S1/Γk //
θψ,1

0
0 // Z⊕S2 // Coker(ψk̄) // Z⊕S1 // 0,
où θψ,1, θψ,2 sont induits par les quotients S1 → S1/Γk et S2 → S2/Γk. On applique (−)Γk
et on a θψ : Coker(ψ) ∼= Coker(ψk̄)Γk .
PuisqueExt1Γk(Z
⊕S1 ,Z⊕S2) ∼= H1(k,Z⊕S2⊗(Z⊕S1)∨) = 0, il existe un Γk-homomorphisme
Z⊕S1 φ−→ Coker(ψk̄) qui scinde (3.4.0.4). Ainsi φ(Z⊕S1/Γk) ⊂ Coker(ψ) et φ scinde la pre-
mière suite de (3.4.0.5).
Lemme 3.4.12. Sous les hypothèses du lemme 3.4.11, soient F ⊂ T un sous-schéma fermé
de codimension ≥ 2 et
SF := {x ∈ Fk̄ : trk̄(k(x)) = dim(T )− 2}
un Γk-ensemble fini. Alors on a un diagramme commutatif de suites exactes de Γk-modules :
H1(T \ F,K2) //

Coker(ψ)⊕ Z⊕SF /Γk //

CH2(T c) //

CH2(T \ F )

// 0
0 // H1((T \ F )k̄,K2) // Coker(ψk̄)⊕ Z⊕SF // CH2(T ck̄ ) // CH
2((T \ F )k̄) // 0.
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Démonstration. Notons D := T c \T . On a un diagramme commutatif à colonnes exactes :
0

0

0 //

⊕
x∈D(0)
k̄
K1(k(x))
(ψ,0) //

(⊕
x∈D(1)
k̄
Z)
⊕
(⊕x∈SFZ)

// 0
0 //
⊕
x∈(T c
k̄
)(0) K2(k(x))
//
∼=

⊕
x∈(T c
k̄
)(1) K1(k(x))
//

⊕
x∈(T c
k̄
)(2) Z //

0
0 //
⊕
x∈((T \F )k̄)(0)
K2(k(x)) //

⊕
x∈((T \F )k̄)(1)
K1(k(x)) //

⊕
x∈((T \F )k̄)(2)
Z //

0
0 0 0 .
Par la résolution de Gersten (3.2.1.1), les groupes de cohomologie horizontale de ce dia-
gramme sont les groupes H i(T c
k̄
,K2), resp H i((T \F )k̄,K2). La suite exacte sur k̄ découle
alors du lemme du serpent et du Lemme 3.4.2. La suite exacte sur k découle du même
argument et la compatibilité est claire.
Théorème 3.4.13. Soient X une surface projective lisse géométriquement rationnelle sur
k et g : T → X un torseur universel de X sous le tore T . Soient T c une T -variété torique
projective lisse, et T c := T c ×T T . Alors il existe un homomorphisme injectif de groupes
finis :
H3nr(T ,Q/Z(2))/H3(k,Q/Z(2)) ↪→ CH2(T ck̄ )
Γk/CH2(T c),
qui est un isomorphisme si T (k) 6= ∅.
Démonstration. D’après le théorème 3.4.7 et la proposition 3.4.5, CH2(Tk̄) = 0 et CH2(T )
est fini. Il existe un sous-schéma fermé F ⊂ T de codimension ≥ 2 tel que CH2(T \F ) = 0.
Par le lemme 3.4.12, puisque H1(k,Coker(ψ)⊕Z⊕SF ) = 0, on a un diagramme commutatif
de suites exactes :
Coker(ψ)⊕ Z⊕SF /Γk
∼=

// CH2(T c) //

0

(Coker(ψk̄)⊕ Z⊕SF )Γk // CH2(T ck̄ )
Γk // H1(k,H1((T \ F )k̄,K2)) // 0.
Donc CH2(T c
k̄
)Γk/CH2(T c) ∼→ H1(k,H1((T \ F )k̄,K2)).
Dans le cas où T (k) 6= ∅, on note t ∈ T (k) un point, x ∈ X(k) son l’image et Tx la
fibre. Alors Tx(k) est dense dans Tx. Il existe un sous-schéma fermé F1 ⊂ X et un sous-
schéma fermé F2 ⊂ T de codimension ≥ 2 tels que F1 soit fini, F = g−1(F1)∪ F2 et F2 ne
contient pas de fibre de g. On peut supposer que x /∈ F1 (lemme de déplacement facile sur
les zéro-cycles F1 sur une variété lisse). Alors Tx ∩ F 6= Tx et donc [Tx \ (Tx ∩ F )](k) 6= ∅.
Ainsi on peut supposer plus que (T \ F )(k) 6= ∅.
D’après (3.4.0.2), on a un homomorphisme injectif :
H3nr(T \ F,Q/Z(2))/H3(k,Q/Z(2)) ↪→ H1(k,H1((T \ F )k̄,K2)),
qui est un isomorphisme si (T \ F )(k) 6= ∅. L’énoncé résulte du fait H3nr(T \ F,Q/Z(2)) ∼=
H3nr(T ,Q/Z(2)).
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3.5 Surfaces de Châtelet généralisées
Dans cette section, X est une surface de Châtelet généralisée, c’est-à-dire un fibré en
coniques sur P1k possédant une section sur une extension quadratique k′ de k. Soient T un
torseur universel de X et T c une compactification lisse de T . Alors Xk′ est k′-rationnel et,
par le corollaire 3.2.10, H
3
nr(T c,Q/Z(2))
H3(k,Q/Z(2)) est annulé par 2.
Le résultat principal de ce paragraphe est :
Théorème 3.5.1. Soit X une variété lisse projective contenant un ouvert Spec k[y, z, t]/(y2−
az2 = P (t)), où P (t) est un polynôme séparable. Soient T un torseur universel de X et
T c une compactification lisse de T . Supposons que X(k) 6= ∅. Alors H
3
nr(T c,Q/Z(2))
H3(k,Q/Z(2)) = 0.
Démonstration. Si X et X1 sont birationnellement équivalents, alors X1(k) 6= ∅ et il existe
un torseur universel T c1 de X1 tel que T c et T c1 soient stablement birationnellement équi-
valents par [CTS87b, Prop. 2.9.2]. Donc on a H3nr(T c,Q/Z(2))
∼→ H3nr(T c1 ,Q/Z(2)). C’est-
à dire que l’on peut remplacer X par X1. Ainsi, comme dans [Sko01, p. 135], on peut
supposer que X est une variété qui vérifie les conditions de la proposition 3.5.2. Par la
Proposition 3.5.2 ci-dessous, on a H1(k, Sym2Pic(Xk̄)) = 0. D’après le Théorème 3.4.7, on
a H
3
nr(T c,Q/Z(2))
H3(k,Q/Z(2)) = 0.
Proposition 3.5.2. Soient P (t) ∈ k[t] un polynôme séparable de degré pair, (Pi(t))i∈I ses
facteurs irréductibles, et a ∈ k un élément tel que a n’est un carré de k[t]/Pi(t) pour aucun
i ∈ I (i.e. chaque Pi(t) est irréductible dans k(
√
a)[t]). Soit X1 (resp. X2) une sous-variété
fermée de P2 × (P1 \ ∞) (resp. de P2 × (P1 \ 0)) avec les coordonnées (y : z : u; t) (resp.
(y′ : z′ : u′; t′)) donnée par y2−az2−P (t)u2 = 0 (resp. (y′)2−a(z′)2−P ((t′)−1)(u′)2 = 0).
On recolle X1 et X2 sur P1 \ (0 ∪∞) par t = (t′)−1, y = y′, z = z′ et u = (t′)n/2u′, et on
la note par X. Notons T ∗ := Pic(Xk̄). Alors on a H
1(k, Sym2T ∗) = 0.
Notons k′ := k(
√
a). Soient σ ∈ Gal(k′/k) l’élément non-trivial, (Pi(t))i∈I facteurs irré-
ductibles de P (t), et (eji)ji∈Ji les racines de Pi(t). Soient Oi,i′ l’ensemble des Γk′-orbites
de Ji × Ji′ si i 6= i′, et Oi,i l’ensemble des Γk′-orbites de Ji × Ji/ ∼, où ∼ est donné
par (ji, j′i) ∼ (j′i, ji). Soit ∆i l’orbite diagonale de Oi,i. Pour une orbite S, on note |S| le
nombre des éléments de S. L’action de Γk sur Ji et Ji′ induit une action de σ sur Oi,i′ .
Ainsi σ(∆i) = ∆i.
Lemme 3.5.3. Si |Ji0 | est impair, alors il existe au moins une orbite S ∈ Oi0,i pour chaque
i 6= i0, telle que σ(S) = S.
Démonstration. Puisque l’action de Γk′ sur Ji est transitive, pour chaque orbite S ∈ Oi0,i,
|S| est divisible par |Ji|. Donc si S 6= σ(S), |S ∪ σ(S)| est divisible par 2 · |Ji|. Puisque
|Ji0 × Ji| = |Ji0 | · |Ji| et |Ji0 | est impair, il existe au moins une orbite S ∈ Oi0,i telle que
σ(S) = S.
Lemme 3.5.4. Pour chaque i et chaque orbite S ∈ Oi,i, |S| est divisible par |Ji|/2. De
plus, si |Ji| est pair, alors il existe au moins une orbite S ∈ Oi,i, telle que σ(S) = S et
|S| = s · |Ji|/2, où s est un entier impair.
Démonstration. Soit (ji, j′i) un élément de l’orbite S ∈ Oi,i. Pour l’action de Γk′ , soit Stj
(resp. Stj,j′) le stabilisateur de ji (resp. de (ji, j′i)). Ainsi s’il y a g ∈ Γk′ tel que g(ji) = j′i
et g(j′i) = ji, alors
Stj,j′ = (Stj∩(g·Stj ·g))∪((g·Stj)∩(g·(g·Stj ·g))) = (Stj∩(g·Stj ·g))∪(g·(Stj∩(g·Stj ·g)));
si non, Stj,j′ est un sous-groupe de Stj . Ainsi [Γk′ : Stj,j′ ] est divisible par [Γk′ : Stj ]/2, et
donc |S| est divisible par |Ji|/2.
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Supposons que |Ji| est pair. On a |Ji × Ji/ ∼ | = |Ji||Ji − 1|/2, où ∼ est donné par
(ji, j
′
i) ∼ (j′i, ji). D’après le même argument du Lemme 3.5.3, il existe au moins une orbite
S ∈ Oi,i, telle que σ(S) = S et |S| = s · |Ji|/2, où s est un entier impair.
Démonstration de la Proposition 3.5.2. Soient F le diviseur de Xk̄ défini par t =∞, G le
diviseur de Xk̄ défini par (u, y−
√
az), G′ le diviseur de Xk̄ défini par (u, y+
√
az), Dji le
diviseur deXk̄ défini par (t−eji , y−
√
az) etD′ji le diviseur deXk̄ défini par (t−eji , y+
√
az),
pour chaque i ∈ I et chaque ji ∈ Ji. Pour chaque i ∈ I, on note Di :=
∑
ji∈Ji Dji et
D′i :=
∑
ji∈Ji D
′
ji
. Pour chaque orbite S ∈ Oi,i′ , on note DS :=
∑
(ji,ji′ )∈S
Dji ⊗ Dji′ et
D′S :=
∑
(ji,ji′ )∈S
D′ji ⊗D
′
ji′
.
D’après [CTSSD, Section 7], T ∗ = Pic(Xk̄) est engendré par (Dji)ji∈∪iJi , (D′ji)ji∈∪iJi ,
F , G et G′, et les relations sont : G′ − G = ΣiΣjiDji −
∑
i |Ji|
2 F et Dji + D
′
ji
= F pour
chaque ji. Ainsi Pic(Xk̄) est engendré librement par (Dji)ji∈∪iJi , F et G, et l’action de
Γk′ sur ces générateurs est de permutation. Donc l’action de Γk′ sur Sym2T ∗ est aussi de
permutation. Ainsi H1(k′, Sym2T ∗) = 0. Donc on a une suite exacte :
0→ H1(Gal(k′/k), (Sym2T ∗)Γk′ )→ H1(k, Sym2T ∗)→ H0(Gal(k′/k), H1(k′, Sym2T ∗)) = 0.
Ainsi il suffit de montrer que l’on a H1(Gal(k′/k), (Sym2T ∗)Γk′ ) = 0.
L’idée de la démonstration de H1(Gal(k′/k), (Sym2T ∗)Γk′ ) = 0 est de trouver des
sous-groupes Al ⊂ (Sym2T ∗)Γk′ , l = 1, . . . ,m, tels que (Sym2T ∗)Γk′
∼→
⊕
lAl, le sous-
groupe
⊕l0
l=1Al ⊂ (Sym2T ∗)Γk′ soit Gal(k′/k)-invariant, et H1(k,A′l0) = 0 pour tous les
l0 = 1, . . . ,m, où A′l0 :=
⊕l0
l=1Al/
⊕l0−1
l=1 Al.
Puisque Pic(Xk̄) est engendré librement par (Dji)ji∈∪iJi , F et G, (Sym2T ∗)Γk′ est
engendré librement par F ⊗F , F ⊗G, G⊗G, (F ⊗Di)i∈I , (G⊗Di)i∈I et (DS)S∈∪i,i′∈IOi,i′ .
D’après le Lemme 3.5.4, pour chaque i avec |Ji| pair, on choisit une orbite S0i ∈ Oi,i
telle que σ(S0i ) = S
0
i et |S0i | = si · |Ji|/2, où si est un entier impair. S’il existe au moins
un i0 tel que |Ji0 | est impair, on choisit une orbite S1i ∈ Oi0,i telle que σ(S1i ) = S1i pour
chaque i 6= i0 avec |Ji| impair.
Dans le système des générateurs, on peut remplacer DS1i par Di0 ⊗ Di (si i0 existe),
pour tous les i 6= i0 avec |Ji| impair. On définit (Al)6l=1 :
A1 est engendré librement par F ⊗F , (F ⊗Di)i∈I, |Ji| impair et (Di0⊗Di)i 6=i0, |Ji| impair
(si i0 existe).
A2 est engendré librement par (F ⊗Di)i∈I, |Ji| pair et (DS0i )i∈I, |Ji| pair.
A3 est engendré librement par G⊗ F .
A4 est engendré librement par (DS)S∈O0 , où
O0 :=
⋃
i,i′∈I
Oi,i′ \ {(∆i)i, (S0i )|Ji| pair, (S
1
i )i 6=i0, |Ji| impair}.
A5 est engendré librement par (G⊗Di)i∈I et (D∆i)i∈I .
A6 est engendré librement par G⊗G.
On a (Sym2T ∗)Γk′ ∼→
⊕6
l=1Al. Puisque G
′ − G = ΣiΣjiDji −
∑
i |Ji|
2 F , Dji + D
′
ji
=
F , σ(S0i ) = S
0
i , σ(S
1
i ) = S
1
i , σ(∆i) = ∆i et O0 est σ-invariant, on a que
⊕l0
l=1Al ⊂
(Sym2T ∗)Γk′ est Gal(k′/k)-invariant pour chaque l0 = 1, . . . , 6.
Il suffit de montrer que H1(Gal(k′/k), A′l0) = 0 pour tous les 1 ≤ l ≤ 6, où A
′
l0
:=⊕l0
l=1Al/
⊕l0−1
l=1 Al.
Pour l0 = 1, si i0 n’existe pas, on a A1 = Z · (F ⊗ F ) et H1(Gal(k′/k), A1) = 0.
Supposons que i0 existe. Soit B1 un groupe abélien engendré librement par F ⊗Di0 et
F ⊗D′i0 . Ainsi H
1(Gal(k′/k), B1) = 0. Soit B′1 un sous-groupe de A1 engendré librement
par |Ji0 |F ⊗F , F ⊗Di0 , |Ji0 |F ⊗Di pour tous les i 6= i0 avec |Ji| impair et Di0 ⊗Di pour
tous les i 6= i0 avec |Ji| impair. Ainsi |A1/B′1| = |Ji0 |M , où M est le nombre de i ∈ I avec
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Ji impair. Donc |A1/B′1| est impair. Puisque F ⊗D′i0 = |Ji0 |F ⊗ F − F ⊗Di0 , B1 est un
sous-groupe de B′1.
Notons C1 := B′1/B1. Ainsi C1 est engendré librement par |Ji0 |F ⊗Di et Di0⊗Di pour
tous les i 6= i0 avec |Ji| impair. Puisque
σ(Di0 ⊗Di) = D′i0 ⊗D
′
i = |Ji|F ⊗D′i0 − |Ji0 |F ⊗Di +Di0 ⊗Di.
Ainsi C1 est engendré librement par Di0 ⊗Di et σ(Di0 ⊗Di) pour tous les i 6= i0 avec |Ji|
impair. Donc C1 est Gal(k′/k) invariant, et H1(Gal(k′/k), C1) = 0.
PuisqueH1(Gal(k′/k), B1) = 0, on aB′1 est Gal(k′/k) invariant, etH1(Gal(k′/k), B′1) =
0. Donc A1/B′1 est Gal(k′/k) invariant, et H1(Gal(k′/k), A1/B′1) = 0, parce que |A1/B′1|
est impair. onc A1 est Gal(k′/k) invariant, et H1(Gal(k′/k), A1) = 0.
Pour l0 = 2, soitB2 un groupe abélien engendré librement par l’élément (σ(DS0i ))i∈I, |Ji| pair
et (DS0i )i∈I, |Ji| pair. On a H
1(Gal(k′/k), B2) = 0. Puisque σ(DS0i )−DS0i est Γk′-invariant,
on a
σ(DS0i
)−DS0i = si · F ⊗Di + |S
0
i |2F ⊗ F.
Ainsi B2 est un sous-groupe de A′2, et |A′2/B2| =
∏
i∈I, |Ji| pair si. Ainsi |A
′
2/B2| est impair,
et donc H1(Gal(k′/k), A′2/B2) = 0. Ainsi H1(Gal(k′/k), A′2) = 0.
Pour l0 = 3, σ(F⊗G) = F⊗G′ = F⊗G+
∑
i F⊗Di−
∑
i |Ji|
2 F⊗F . Donc (σ(F⊗G)−F⊗
G) ∈ A1⊕A2. Alors l’action de Gal(k′/k) surA′3 est triviale, et doncH1(Gal(k′/k), A′3) = 0.
Soit (F ⊗ E) ∈ (Sym2T ∗)Γk′ , où E ∈ T ∗. Alors E ∈ (T ∗)Γk′ . Ainsi E est une combi-
naison de G, F et (Di)i∈I , alors (F ⊗ E) ∈ A1 ⊕A2 ⊕A3.
Pour l0 = 4, on a (D′ji ⊗D
′
ji′
) = Dji ⊗Dji′ +F ⊗ (F −Dji −Dji′ ) et donc pour chaque
orbite S, (σ(DS)−Dσ(S)) ∈ A1 ⊕A2 ⊕A3. Ainsi dans (⊕4l=1Al)/(⊕3l=1Al), on a σ(DS) =
Dσ(S). Donc l’action de Gal(k′/k) sur A′4 est une permutation, et H1(Gal(k′/k), A′4) = 0.
Pour l0 = 5, en utilisant G′ −G = ΣiΣjiDji −
∑
i |Ji|
2 F , on trouve
(G′ ⊗Di −D∆i −G⊗Di) ∈ A1 ⊕A2 ⊕A4.
Ainsi A′5 est engendré librement par G′ ⊗Di et G⊗Di pour tous les i ∈ I. On a
σ(G′ ⊗Di) = G⊗D′i = −G⊗Di + |Ji|G⊗ F.
Donc dans A′5, on a σ(G′ ⊗Di) = −G⊗Di. Donc H1(Gal(k′/k), A′5) = 0.
Pour l0 = 6, en utilisant G′ −G = ΣiΣjiDji −
∑
i |Ji|
2 F , on a
(σ(G⊗G)−G⊗G) ∈
5⊕
l=1
Al.
Donc dans A′6, σ(G⊗G) = G⊗G, et H1(Gal(k′/k), A′6) = 0.
3.6 Surfaces de del Pezzo
Dans cette section, soient X une surface de del Pezzo sur k et T un torseur universel
de X. On cherche à conrôler l’exposant de torsion du quotient H
3
nr(T ,Q/Z(2))
H3(k,Q/Z(2)) .
Une surface projective, lisse, géométriquement connexe X est appelée surface de del
Pezzo si le faisceau anticanonique −KX est ample. Le degré d’une telle surface X est
deg(X) := (KX ,KX). Par [Koll96, Exercise 3.9], X est alors géométriquement rationnelle,
on a 1 ≤ deg(X) ≤ 9 et Pic(Xk̄)
∼→ Z10−deg(X).
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Soit X une surface de del Pezzo de degré d ≤ 6. Soit r = 9−d. Rappelons des résultats
dans [Ma74, Chapter 4]. On sait ([Ma74, Prop. 25.1]) qu’il existe une base (li)ri=0 de Pic(Xk̄)
tels que
(3.6.0.1) (l0, l0) = 1, (li, li) = −1 si i 6= 0, (li, lj) = 0 si i 6= j et ω = −3l0 +
r∑
i=1
li,
où ω := [KX ] ∈ Pic(Xk̄). Soit Sr le groupe symétrique d’indice r. L’action de Sr
sur {li}ri=0, qui préserve l0 et permute (li)ri=1, induit une action de permutation de
Sr sur Pic(Xk̄). Pour r = 3, 4, 5, 6, 7, 8, soient Rr le système de racines de type A1 ×
A2, A4, D5, E6, E7, E8 respectivement. Par [Ma74, Thm. 23.9], on a :
(1) le groupe de Weyl W (Rr) agit sur Pic(Xk̄) et cette action préserve ω et l’intersec-
tion ;
(2) l’action de Γk sur Pic(Xk̄), qui préserve ω et l’intersection, se factorise par le groupe
de Weyl W (Rr) ;
(3) l’action de Sr sur Pic(Xk̄) ci-dessus, qui préserve ω et l’intersection aussi, induit
une inclusion canonique Sr ⊂W (Rr) ne dépendant que du choix de la base (li)ri=0.
Proposition 3.6.1. Soient X une surface de del Pezzo de degré ≥ 5 et T un torseur
universel de X. Alors H
3
nr(T ,Q/Z(2))
H3(k,Q/Z(2)) = 0.
Démonstration. Par un résultat classique (cf. [1, Lem. 3.2]), le Γk-module Pic(Xk̄) est sta-
blemement de permutation. D’après (3.1.0.1), on a H1(k, Sym2Pic(Xk̄)) = 0. Par le théo-
rème 3.4.7, il suffit de montrer que l’on a X(k) 6= ∅ ou que le morphisme (Sym2T ∗)Γk ∪−→
CH2(Xk̄)
∼= Z dans le théorème 3.4.7 (2) est surjectif.
Notons d le degré de X.
Si d = 5 ou 7, par les travaux de Enriques, Châtelet, Manin, Swinnerton-Dyer (voir
[CT99, Section 4] ou [VA, Théorème 2.1]), on a X(k) 6= ∅.
Si d = 9, on a Pic(Xk̄)Γk = Pic(Xk̄). Puisque Xk̄ ∼= P2k̄, l’homomorphisme ∪ est
surjectif.
Si d = 8, on a l’une des possibilités suivantes (voir par exemple [AB, Exemples 3.1.3 et
3.1.4]) :
(i) X est un éclatement de P2k en un k-point, et dans ce cas, X(k) 6= ∅.
(ii) Il existe des coniques lisses C1, C2 sur k telles que X
∼→ C1 × C2. Dans ce cas, on
a Pic(Xk̄)Γk = Pic(Xk̄), Xk̄ ∼= P1k̄ × P
1
k̄
et donc l’homomorphisme ∪ est surjectif.
(iii) Il existe une extension de corps K/k de degré 2 et une conique C sur K telles que
X
∼→ RK/kC, où RK/k désigne la restriction à la Weil de K à k. Dans ce cas, il existe
D1, D2 ∈ Pic(Xk̄) tels que Γk permute D1, D2 et l’intersection de D1 et D2 est un point.
Alors D1 ⊗ D2 ∈ (Sym2Pic(Xk̄))Γk , ∪(D1 ⊗ D2) = 1 et donc l’homomorphisme ∪ est
surjectif.
Si d = 6, avec les notations ci-dessus, soit (cf. [Ma74, §25.5.7])
σ : Pic(Xk̄)→ Pic(Xk̄) :
3∑
i=0
aili 7→ (a0 + c)l0 +
3∑
i=1
(ai− c)li avec c := a0 + a1 + a2 + a3.
Puisque #W (R3) = 233, on aW (R3) ∼= S3×Z/2 ·σ. Soit L1 :=
∑
1≤i<j≤3(l0−li)⊗(l0−lj)
et L2 := l0⊗ (ω+ l0). Puisque l’action de Γk se factorise par W (R3). On peut calculer que
L1, L2 ∈ (Sym2Pic(Xk̄))Γk et ∪(L1) = 3, ∪(L2) = −2. Alors ∪ est surjectif.
Lemme 3.6.2. Soient X une surface de del Pezzo de degré d = 1, 2, 3, 4 et T un torseur
universel de X. Alors
H3nr(T ,Q/Z(2))
H3(k,Q/Z(2))
[p] = 0 pour un nombre premier

p 6= 2 si d = 4
p 6= 2, 3 si d = 2, 3
p 6= 2, 3, 5 si d = 1
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Démonstration. Soit r = 9 − d. Avec les notations ci-dessus, d’après [Ma74, §26.6],
#W (Rr) = 2
73 · 5, 27345, 210345 · 7, 21435527 pour d = 4, 3, 2, 1 respectivement. Alors,
pour le premier p dans l’énoncé, tout p-groupe de Sylow de Sr est un p-groupe de Sy-
low de W (Rr). Dans ce cas, l’action de tout p-sous-groupe de W (Rr) sur Pic(Xk̄) est
donc de permutation. C’est donc aussi le cas sur Sym2Pic(Xk̄). Par un argument de
corestriction-restriction, H1(k, Sym2Pic(Xk̄))[p] = 0 pour tout p dans l’énoncé.
On considère le morphisme dans le théorème 3.4.7 (2) : (Sym2T ∗)Γk ∪−→ CH2(Xk̄) ∼= Z.
Par la définition, ∪(ω ⊗ ω) = 4, 3, 2, 1 pour d = 4, 3, 2, 1 respectivement. On conclut alors
avec le théorème 3.4.7 (2).
Remarque 3.6.3. Sous les hypothèses du lemme 3.6.2, par la même méthode, on peut
montrer le résultat ci-dessous (qui est déjà connu) :
Br(X)
Br(k)
[p] = 0 pour un nombre premier

p 6= 2 si d = 4
p 6= 2, 3 si d = 2, 3
p 6= 2, 3, 5 si d = 1
Théorème 3.6.4. Soient X une surface de del Pezzo de degré 3 ou 4 et T un torseur
universel de X. Alors H
3
nr(T ,Q/Z(2))
H3(k,Q/Z(2)) [p] = 0 pour tout p 6= 2.
Démonstration. D’après le lemme 3.6.2, il suffit de montrer que H
3
nr(T ,Q/Z(2))
H3(k,Q/Z(2)) [3] = 0 pour
toute surface de del Pezzo X de degré 3.
On supposer que le degré de X est 3.
Notons que T ∗ := Pic(Xk̄) et Sym2T ∗ la deuxième puissance symétrique de T ∗. Soient
(li)
6
i=0 une base dans (3.6.0.1) et ω le fibré à droite canonique de X. Il y a 27 courbes
exceptionnelles (les 27 droites) sur Xk̄. Le groupe Γk agit par permutation de ces droites.
On les note (Di)27i=1. D’après [Ma74, prop. 26.1], on peut supposer Di = li pour 1 ≤ i ≤ 6,
Di = 2l0 −
∑
j 6=i−6 lj pour 7 ≤ i ≤ 12 et (Di)27i=13 = (l0 − li − lj)1≤i<j≤6.
Dans Sym2T ∗, on note :
L := (l0 ⊗ l0)−
6∑
i=1
(li ⊗ li),
et on peut calculer que 6L = 5(ω ⊗ ω) −
∑27
i=1(Di ⊗ Di). Donc l’action de Γk sur L est
triviale.
On considère le morphisme dans le théorème 3.4.7 (2) : (Sym2T ∗)Γk ∪−→ CH2(Xk̄) ∼= Z.
Puisque ∪(ω⊗ω) = 3 et ∪(L) = 7, le morphisme ∪ est surjectif. Par le théorème 3.4.7 (ii),
il suffit de montrer que H1(k, Sym2T ∗)[3] = 0.
Il existe une matrice A ∈M28×28(Z), telle que dans le réseau Sym2T ∗, de rang 28, on
ait l’égalité de vecteurs :
(3.6.0.2) [−L, (Di ⊗Di)27i=1]t = A · [(li ⊗ li)6i=0, (−l0 ⊗ li)6i=1, (li ⊗ lj)1≤i<j≤6]t.
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Un calcul direct donne : A =
[−1 1 1 1 1 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0
4 0 1 1 1 1 1 0 4 4 4 4 4 0 0 0 0 0 2 2 2 2 2 2 2 2 2 2
4 1 0 1 1 1 1 4 0 4 4 4 4 0 2 2 2 2 0 0 0 0 2 2 2 2 2 2
4 1 1 0 1 1 1 4 4 0 4 4 4 2 0 2 2 2 0 2 2 2 0 0 0 2 2 2
4 1 1 1 0 1 1 4 4 4 0 4 4 2 2 0 2 2 2 0 2 2 0 2 2 0 0 2
4 1 1 1 1 0 1 4 4 4 4 0 4 2 2 2 0 2 2 2 0 2 2 0 2 0 2 0
4 1 1 1 1 1 0 4 4 4 4 4 0 2 2 2 2 0 2 2 2 0 2 2 0 2 0 0
1 1 1 0 0 0 0 2 2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 1 0 0 0 2 0 2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 1 0 0 2 0 0 2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 1 0 2 0 0 0 2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0 0
1 1 0 0 0 0 1 2 0 0 0 0 2 0 0 0 0 2 0 0 0 0 0 0 0 0 0 0
1 0 1 1 0 0 0 0 2 2 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0 0
1 0 1 0 1 0 0 0 2 0 2 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0 0
1 0 1 0 0 1 0 0 2 0 0 2 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0 0
1 0 1 0 0 0 1 0 2 0 0 0 2 0 0 0 0 0 0 0 0 2 0 0 0 0 0 0
1 0 0 1 1 0 0 0 0 2 2 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0 0
1 0 0 1 0 1 0 0 0 2 0 2 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0 0
1 0 0 1 0 0 1 0 0 2 0 0 2 0 0 0 0 0 0 0 0 0 0 0 2 0 0 0
1 0 0 0 1 1 0 0 0 0 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0 0
1 0 0 0 1 0 1 0 0 0 2 0 2 0 0 0 0 0 0 0 0 0 0 0 0 0 2 0
1 0 0 0 0 1 1 0 0 0 0 2 2 0 0 0 0 0 0 0 0 0 0 0 0 0 0 2].
Par calcul direct (et aussi par ordinateur) on établit det(A) = 5 · 227. Puisque dans la
gauche de (3.6.0.2), le groupe Γk agit par permutation des vecteurs −L, (Di ⊗ Di)27i=1, le
module (Sym2T ∗)⊗ Z3 est un Γk-module de permutation. Donc
H1(k, (Sym2T ∗)⊗ Z3) ∼= 0 et H1(k, Sym2T ∗)[3] = 0.
Corollaire 3.6.5. Soient X une surface de del Pezzo de degré 2. T un torseur universel
de X et T c une compactification lisse de T . Alors H
3
nr(T c,Q/Z(2))
H3(k,Q/Z(2)) [p] = 0 pour tout p 6= 2.
Démonstration. D’après le lemme 3.6.2, il suffit de montrer H
3
nr(T c,Q/Z(2))
H3(k,Q/Z(2)) [3] = 0.
Sous les notations ci-dessus, on a l’inclusion canonique W (R6) ⊂W (R7) et les 3-sous-
groupes de Sylow de W (R6) et de W (R7) sont isomorphes pour tout p 6= 2.
Dans le cas d’une surface de del Pezzo de degré 2, l’action de Γk sur Pic(Xk̄) se factorise
par W (R7), et donc, après conjugaison, il existe une extension de corps k ⊂ k′ avec
([k′ : k], p) = 1 telle que l’action de Γk′ sur Pic(Xk̄) se factorise par W (R6) ⊂ W (R7).
Par [Ma74, Cor. 26.7], dans Xk′ , il existe une courbe exceptionnelle définie sur k′, donc il
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existe une surface de del Pezzo de degré 3 X ′ sur k′ et un k′-morphisme propre, surjectif,
birationnel Xk′ → X ′. D’après le théorème 3.6.4 et un argument de restriction-inflation,
on a H
3
nr(T c,Q/Z(2))
H3(k,Q/Z(2)) [3] = 0.
Example 3.6.6. Soit k un corps contenant une racine cubique de l’unité non-triviale. Soit
X une surface cubique diagonale d’équation :
ax3 + by3 + cz3 + dt3 = 0
en les variables x, y, z, t, avec a, b, c, d ∈ k×. Soit K := k( 3
√
b/a, 3
√
ad/bc). Alors XK est
une K-surface K-rationnelle. D’après le corollaire 3.2.10, H
3
nr(T c,Q/Z(2))
H3(k,Q/Z(2)) est annulé par 9.
D’après le théorème 3.6.4, on a H
3
nr(T c,Q/Z(2))
H3(k,Q/Z(2)) = 0.
Théorème 3.6.7. Soit X une k-surface projective, lisse, géométriquement rationnelle. Soit
T → X un torseur universel sur X et soit T c une k-compactification lisse de T . Supposons
que la surface X est k-birationnellement équivalente à une surface de del Pezzo de degré
≥ 2 ou à une surface fibrée en coniques au-dessus d’une conique. Alors H
3
nr(T c,Q/Z(2))
H3(k,Q/Z(2)) [p] = 0
pour tout p 6= 2.
Démonstration. Soit X une surface fibrée en coniques au-dessus d’une conique C. Il existe
une extension K1/k de degré 2 telle que CK1 ∼= P1K1 . Notons η le point générique de C
et Xη sa fibre. Alors Xη est une conique, et donc il définit [Xη] ∈ Br(k(C))[2]. Puisque
Br(k̄(C)) = 0, il existe une extension finie galoisienne k′/k tel que [Xη]|k′(C) = 0. Soient et
k ⊂ K2 ⊂ k′ l’extension correspondant à un p-sous-groupe de Sylow de Gal(k′/k). Alors
p - [K2 : k] et, par un argument de restriction-inflation, [Xη]|K2(C) = 0. Soit K := K1 ·K2.
On a p - [K : k], CK ∼= P1K et Xη ×k K ∼= P1K(C). Donc XK est K-rationnelle. D’après le
corollaire 3.2.10, l’énoncé vaut pour une telle surface X.
En général, soit X1 une surface projective, lisse, géométriquement rationnelle telle que
X etX1 soient birationnellement équivalents. Il existe un torseur universel T c1 deX1 tel que
T c et T c1 soient stablement birationnellement équivalents par [CTS87b, Prop. 2.9.2]. Donc
H3nr(T c,Q/Z(2))
∼→ H3nr(T c1 ,Q/Z(2)) et on peut remplacer X par X1. En rassemblant
la proposition 3.6.1, le théorème 3.6.4, le corollaire 3.6.5 et le résultat ci-dessus pour les
fibrations en coniques au-desssus d’une conique, on obtient le théorème.
Par la classification k-birationnelle des surfaces projectives, lisses (cf. [Koll96, Thm.
2.1]), toute surface projective, lisse, géométriquement rationnelle est k-birationnellement
équivalent à soit une surface de del Pezzo, soit une surface fibrée en coniques au-dessus
d’une conique. Dans le théorème 3.6.7, le seul cas que on ne traite pas est alors le cas où
X est une surface de del Pezzo k-minimale de degré 1.
Remerciements. Nous remercions Jean-Louis Colliot-Thélène pour plusieurs discussions.
Projet soutenu par l’attribution d’une allocation de recherche Région Ile-de-France.
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Partie arithmétique
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Chapitre IV
Introduction à la partie arithmétique
Soit k un corps de nombres. On note Ωk l’ensemble des places de k et∞k l’ensemble des
places archimédiennes de k. On note v < ∞k pour v ∈ Ωk \ ∞k. Notons Ok l’anneau des
entiers de k et OS l’anneau des S-entiers de k pour un sous-ensemble fini S de Ωk contenant
∞k. Pour chaque v ∈ Ωk, on note kv le complété de k en v et Ov ⊂ kv l’anneau des entiers
(Ov = kv pour v ∈ ∞k). Soit Ak l’anneau des adèles de k. Pour un sous-ensemble fini
S ⊂ Ωk, soit ASk l’anneau des adèles hors de S et kS :=
∏
v∈S kv. Par exemple, soit A
∞
k
l’anneau des adèles finis et k∞ :=
∏
v∈∞k kv.
À toute k-variété lisse intègre X, on associe l’espace des points adéliques X(Ak) défini
de la manière suivante : Par passage à la limite, il existe un sous-ensemble fini T ⊂ Ωk
contenant ∞k et un modèle entier X sur OT , i.e. un schéma X séparé, fidèlement plat
et de type fini sur OT tel que X ×OT k ∼= X. L’espace X(Ak) est le produit restreint∏′
v∈Ωk X(kv) par rapport aux ensembles X (Ov), v /∈ T. Ceci ne dépend ni du choix de T ni
du choix de X (voir [Cod, §3]). Pour tout sous-ensemble fini S ⊂ Ωk, soit X(ASk ) l’espace
des points adéliques hors de S. Notons PrS : X(Ak)→ X(ASk ) la projection.
Rappelons la définition de l’accouplement de Brauer-Manin. Tout point xv ∈ X(kv)
induit un morphisme Spec kv → X et donc un homomorphisme x∗v : Br(X) → Br(kv).
La théorie du corps de classes local donne une immersion canonique invv : Br(kv) →
Q/Z. Pour tout élément ξ ∈ Br(X), notons invv(ξ(xv)) := invv(x∗v(ξ)). Ceci induit une
application localement constante invv(ξ(−)) : X(kv) → Q/Z. Pour B sous-ensemble de
Br(X), on définit
X(Ak)
B = {(xv)v∈Ωk ∈ X(Ak) :
∑
v∈Ωk
invv(ξ(xv)) = 0 ∈ Q/Z, ∀ξ ∈ B}.
C’est un sous-espace fermé de X(Ak). Comme l’a remarqué Manin, la théorie du corps de
classes global donne X(k) ⊆ X(Ak)B.
On rappelle les définitions de [CTX09], [CTX13, §2], [BD] et [CX2]. Définissons
(4.0.0.1) X(Ak)• = π0(X(k∞))×X(A∞k )
la projection, où π0(X(k∞)) est l’ensemble des composantes connexes de X(k∞).
Puisque, pour tout v ∈ ∞k, chaque élément de Br(X) prend une valeur constante sur
chaque composante connexe de π0(X(kv)), pour tout sous-ensemble B ⊂ Br(X) on peut
définir :
X(Ak)
B
• = {(xv)v∈Ωk ∈ X(Ak)• :
∑
v∈Ωk
invv(ξ(xv)) = 0 ∈ Q/Z, ∀ξ ∈ B}.
Définition 4.0.1. ([CTX09, CTX13]) Soient k un corps de nombres, X une k-variété et
S ⊂ Ωk un sous-ensemble fini.
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(1) Si X(k) est dense dans PrS(X(Ak)), on dit que X satisfait l’approximation forte
hors de S.
(2) Si X(k) est dense dans PrS(X(Ak)B) pour un sous-ensemble B de Br(X), on dit
que X satisfait l’approximation forte (avec condition de Brauer–Manin) par rapport à B
hors de S.
Si S = ∞k, on peut s’intéresser à une question un peu plus précise tenant compte
des composantes connexes réelles : X(k) est-il dense dans X(Ak)B• pour un sous-groupe
B ⊂ Br(X) ?
Dans le cas où S ⊃ ∞k, l’approximation forte par rapport à B hors de S vaut pour X
ssi l’obstruction associée à B est la seule pour le principe local-global entier de tout modèle
entier X de X sur OS . Pour les espaces homogènes de groupes algébriques connexes, ces
questions ont fait ces dernières années l’objet d’une série de travaux [CTX09, Ha08, BD]
qui prolongent des travaux classiques, et qui sont eux-mêmes utilisés dans la démonstration
des résultats de cette thèse.
On s’est ensuite intéressé aux cas de variétés lisses X dont un ouvert U est un espace
homogène d’un groupe linéaire connexe G. Avec Fei Xu, j’ai déjà étudié le cas où U = G
pour G un tore [CX1] puis pour U = G pour G quelconque [CX2].
4.1 Le chapitre VI
Dans ce chapitre, j’étudie le cas U = G/H avec H connexe. J’établis le résultat suivant,
qui couvre la plupart des résultats de [CX1, CX2] (le cas U = G)
Théorème 4.1.1. (Théorème 6.1.4, [4, Thm. 1.4]) Soit G un groupe linéaire connexe sur un
corps de nombres k, et soit X une G-variété lisse géométriquement intègre sur k. Supposons
qu’il existe un G-ouvert U ⊂ X tel que U ∼= G/G0, où G0 ⊂ G est un sous-groupe fermé
connexe. Soit S ⊂ Ωk un sous-ensemble fini non vide et supposons que G′(kS) est non
compact pour chaque facteur simple G′ du groupe Gsc (cf. (6.1.0.4)).
(1) Si S ⊂ ∞k, alors X(k) est dense dans X(Ak)
Br(X)
• .
(2) Si k̄× = k̄[X]×, alors X satisfait l’approximation forte avec condition de Brauer-
Manin par rapport à Br(X) hors de S.
La méthode géométrique utilisée est de trouver un torseur f : Y → X sous un tore
quasi-trivial T0 avec Pic(Yk̄) = 0, un ouvert dense U ⊂ X, un tore T , une variété torique
T ↪→ S et un morphisme lisse g : V → T à fibres géométriquement intègres, où V :=
U ×X Y , tels que le morphisme induit g∗ : Br1(T )→ Br1(V ) est surjectif et le morphisme
g peut être prolongé en un morphisme lisse surjectif g′ : Y → S à fibres géométriquement
intègres. Alors on a un diagramme commutatif de morphismes :
U _


V
g // _

oo T  _

X Y
T0-torseuroo ∃! g
′
// S.
Ensuite on contrôle les points adéliques de Y via ceux de S, car g′ : Y (Ov)→ S(Ov) est
surjectif pour presque toutes les places v. Ceci donne l’approximation forte avec obstruction
de Brauer-Manin en dehors de ∞ pour Y . Ensuite, on contrôle les points adéliques de X
satisfaisant une condition de Brauer-Manin via ceux de Y par la méthode de descente des
points adéliques que j’explicite ci-dessous.
Par rapport aux articles [CX1, CX2], il y a deux ingrédients nouveaux importants : la
notion de sous-groupe de Brauer invariant d’une part, la méthode de descente des points
adéliques d’autre part.
Voici la définition du sous-groupe de Brauer invariant.
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Définition 4.1.2. (Définition 6.3.1) Soient G un groupe algébrique et (X, ρ) une G-variété
lisse géométriquement intègre. Le sous-groupe de Brauer G-invariant de X est le sous-
groupe
(4.1.0.1) BrG(X) := {b ∈ Br(X) : (ρ∗(b)− p∗2(b)) ∈ p∗1Br(G)}
de Br(X), où G×X p1−→ G, G×X p2−→ X sont les projections.
Soient G un groupe linéaire, X une variété lisse géométriquement intègre et Y p−→ X
un G-torseur. Pour tout σ ∈ H1(k,G), soient Gσ le tordu de G et Yσ
pσ−→ X le tordu de
[Y ] correspondant (en principe on tord par un 1-cocycle).
Dans le cas où G est connexe, on a un isomorphisme canonique BrG(Y )ImBr(k)
∼= BrGσ (Yσ)ImBr(k)
(Lemme 6.5.8). Pour tout sous-groupe B ⊂ BrG(Y ) contenant Im(Br(k)), soit Bσ ⊂
BrGσ(Yσ) le sous-groupe correspondant. Le résultat principal de descente établi dans le
chapitre VI de cette thèse est le théorème suivant :
Théorème 4.1.3. (Théorème 6.5.9, [4, Thm. 5.9]) Soient G un groupe linéaire, X une
variété lisse géométriquement intègre et Y p−→ X un G-torseur. Soit B ⊂ BrG(Y ) un sous-
groupe contenant Im(Br(k)) et soit A ⊂ Br(X) un sous-groupe contenant (p∗)−1B. Avec
les notations ci-dessus, on a :
X(Ak)
A =
⋃
σ∈H1(k,G)
pσ(Yσ(Ak)
Bσ+p∗σA).
Lorsque dans la définition deX(Ak)desc ci-dessous on se limite aux groupes G connexes,
on obtient l’ensemble X(Ak)connexe-desc. Pour toute k-variété quasi-projective lisse, le théo-
rème 4.1.3 donne l’inclusion
X(Ak)
connexe-desc ⊂ X(Ak)Br,
qui avait été établie par Harari ([Ha02, Thm. 2]). Le théorème 4.1.3 généralise [3, Thm.
1.1 et Thm. 1.2], résultats qui eux-mêmes étendaient de nombreux travaux antérieurs. La
démonstration du théorème 4.1.3 utilise des résultats de [3].
4.2 Le chapitre V
Décrivons maintenant l’un des principaux résultats du chapitre V, obtenu en collabo-
ration avec C. Demarche et F. Xu, qui est logiquement indépendant de [4]. On s’intéresse
ici à la descente via tous les torseurs sous tous les groupes linéaires.
L’inclusion X(k) ⊂ X(Ak) se factorise par les inclusions
X(k) ⊂ X(Ak)desc :=
⋂
k-groupes linéaires G
⋂
G−torseurs Y
p−→X
⋃
σ∈H1(k,G)
pσ(Yσ(Ak))
et
X(k) ⊂ X(Ak)ét,Br :=
⋂
k-groupes finis G
⋂
G−torseurs Y
p−→X
⋃
σ∈H1(k,G)
pσ(Yσ(Ak)
Br(Yσ)).
(La notation Yσ a été définie ci-desssus.)
Théorème 4.2.1. (Théorème 5.1.5, [3, Thm. 1.5] ) Soit X une variété lisse quasi-projective
et géométriquement intègre. Alors
X(Ak)
desc = X(Ak)
ét,Br.
Pour les variétés projectives, ceci avait été établi par Harari, Skorobogatov, et Demarche
([Ha02], [Sko09], [D09a]).
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Chapitre V
Comparing descent obstruction and
Brauer-Manin obstruction for open
varieties (avec C. Demarche et F.
Xu)
Abstract We provide a relation between Brauer-Manin obstruction and descent obs-
truction for torsors over open varieties under a connected linear algebraic group or a group
of multiplicative type. Such a relation is further refined for torsors under a torus. As an
application, we prove that the semi-simple part of a connected linear algebraic group G will
satisfy strong approximation with Brauer-Manin obstruction if G itself satisfies strong ap-
proximation with Brauer-Manin obstruction. The equivalence between descent obstruction
and étale Brauer-Manin obstruction for smooth projective varieties is extended to smooth
quasi-projective varieties.
5.1 Introduction
The descent theory for tori was first established by Colliot-Thélène and Sansuc in
[CTS87b] and was extended by Skorobogatov for groups of multiplicative type in [Sko99].
In a series of papers [Ha02], [HS02], [HS05], Harari and Skorobogatov introduced descent
obstruction for a general algebraic group and compared descent obstruction with Brauer-
Manin obstruction. By various efforts of Poonen in [Po10], the second named author in
[D09a], Stoll in [St] and Skorobogatov in [Sko09], it has been proved that the descent
obstruction is equivalent to the étale Brauer-Manin obstruction for geometrically integral
projective smooth varieties. In this paper, we study the relation between descent obs-
truction and Brauer-Manin obstruction for open varieties by using the new arithmetic
tools developed in [BD], [CT08], [CTX09], [D11b], [Ha08] and [HSz05] and extend the
equivalence between descent obstruction and étale Brauer-Manin obstruction to smooth
quasi-projective varieties.
Let k be a number field, Ωk be the set of all primes of k and Ak be the adelic ring of
k. A separated scheme X of finite type over k is called a variety over k. Fix an algebraic
closure k̄ of k, we use Xk̄ to denote X ×k k̄. Let
Br(X) = H2et(X,Gm), Br1(X) = ker(Br(X)→ Br(Xk̄)) and Br0(X) = Im(Br(k)
π∗−→ Br(X))
where X π−→ Spec(k) is the structure morphism and Bra(X) = Br1(X)/Br0(X). For any
subgroup B of Br(X), one can define the Brauer-Manin set
X(Ak)
B = {(xv)v∈Ωk ∈ X(Ak) :
∑
v∈Ωk
invv(ξ(xv)) = 0 for all ξ ∈ B}
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with respect to B. When B = Br(X), we simply write this Brauer-Manin set as X(Ak)Br.
Suppose Y f−→ X is a left torsor under a linear algebraic group G over k. The descent
obstruction (see [Ha02], [HS02] and [HS05]) given by f is defined by the following set
X(Ak)
f = {(xv) ∈ X(Ak) : ([Y ](xv)) ∈ Im(H1(k,G)→
∏
v∈Ωk
H1(kv, G))} =
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak))
where Y σ fσ−→ X is the twist of Y f−→ X by σ ∈ H1(k,G). Moreover, one can define
X(Ak)
desc =
⋂
Y
f−→X
X(Ak)
f
following [Po10], where Y f−→ X runs all torsors under all linear algebraic groups over k.
The main results in this paper are the following theorems.
Théorème 5.1.1. (Theorem 5.3.4) Let k be a number field, G be a connected linear alge-
braic group or a group of multiplicative type over k and X be a smooth and geometrically
integral variety over k. Suppose Y f−→ X is a left torsor under G over k. For any subgroup
ker(f∗) ⊆ A ⊆ Br(X), one has
X(Ak)
A =
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak)
f∗σ(A))
where Y σ fσ−→ X is the twist of Y f−→ X by σ and Br(X) f
∗
σ−→ Br(Y σ) for each σ ∈ H1(k,G).
When G is a torus, this result can be refined as follows.
Théorème 5.1.2. (Theorem 5.4.1) Suppose G is a torus in Theorem 5.1.1. For any sub-
group ker(f∗) ⊆ A ⊆ Br(X) and any subgroups Bσ ⊆ Br1(Y σ) such that
f∗−1
 ∑
σ∈H1(k,G)
ψσ(B̃σ)
 ⊆ A
where B̃σ is the image of Bσ in Bra(Y σ) and Bra(Y σ)
ψσ−−→ Bra(Y ) is a canonical isomor-
phism for each σ ∈ H1(k,G), one has
X(Ak)
A =
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak)
Bσ+f∗σ(A))
where Y σ fσ−→ X is the twist of Y f−→ X by σ and Br(X) f
∗
σ−→ Br(Y σ) for each σ ∈ H1(k,G).
This result is inspired by some of Harpaz’s lectures. It should be pointed out that Da-
sheng Wei in [Wei16] put the algebraic Brauer-Manin obstruction in the argument of Harari
and Skorobogatov in [HS13] by using Sansuc exact sequence in [BD] and obtained the same
result as in Theorem 5.1.2 for the special case A = Br1(X) and Bσ = Br1(Y σ) (see the
first part of Corollary 5.4.2). Such a result can be applied to study strong approximation,
as in [Wei16].
Définition 5.1.3. Let X be a variety over a number field k and B be a subgroup of Br(X).
For a finite subset S of Ωk, we denote the projection map prS : X(Ak) → X(ASk ) where
ASk is the adeles of k without S-components.
We say that X satisfies strong approximation off S if the diagonal image of X(k) is
dense in prS(X(Ak)) 6= ∅.
We say that X satisfies strong approximation with respect to B off S if the diagonal
image of X(k) is dense in prS(X(Ak)B) 6= ∅.
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As an application, we prove the sufficient condition for strong approximation with
Brauer-Manin obstruction for a connected linear algebraic group given in Corollary 3.20
of [D11b] is also necessary.
Théorème 5.1.4. (Corollary 5.5.3) Let G be a connected linear algebraic group over a
number field k and S be a finite subset of Ωk containing ∞k. Then G satisfies strong
approximation with respect to Br1(G) off S if and only if
∏
v∈S G
′(kv) is not compact for
any non-trivial simple factor G′ of the semi-simple part Gss of G.
For any variety X over a number field k, following [Po10], one can define
X(Ak)
et,Br =
⋂
Y
f−→X
⋃
σ∈H1(k,F )
fσ(Y
σ(Ak)
Br)
where Y f−→ X runs over all torsors under all finite group schemes F over k.
Théorème 5.1.5. (Theorem 5.7.5) If X is a smooth quasi-projective and geometrically
integral variety over a number field k, then
X(Ak)
desc = X(Ak)
et,Br.
Terminology and notation are standard if not explained. For any connected linear
algebraic group G over an field k of characteristic zero, the reductive part Gred of G
is defined by
1→ Ru(G)→ G→ Gred → 1
where Ru(G) is the unipotent radical of G. The semi-simple part Gss of G is defined to
be [Gred, Gred] which is isogenous to the product of its simple factors and the maximal
toric quotient Gtor of G is defined to be Gred/[Gred, Gred]. We use Ĝ for the character
group of G. For a topological abelian group A, the topological dual of A is defined as
AD = Homcont(A,Q/Z) with the compact-open topology. For any ring R, R× stands for
all invertible elements of R with respect to multiplication. For a number field k, we use
∞k to denote the set of all archimedean primes of k and OS for S-integers with any finite
subset S containing ∞k. For any v ∈ Ωk, kv is the completion of k with respect to v and
Ov is the integral ring of kv for v ∈ Ωk \∞k.
The paper is organized as follows. In §5.2, we establish some algebraic results over an
arbitrary field of characteristic zero which we need in the next sections. Then we prove
Theorem 5.1.1 in §5.3, Theorem 5.1.2 in §5.4. As an application of such results, we show
Theorem 5.1.4 in §5.5. Theorem 5.1.5 is proved in §5.6 and §5.7.
5.2 Some lemmas
In this section, we assume that k is an arbitrary field of characteristic 0.
Lemme 5.2.1. Let H be a semi-simple simply connected group or a unipotent group over
k. Suppose X is a smooth and geometrically integral variety over k. If Z ρ−→ X is a torsor
under H, then the induced map Br(X) ρ
∗
−→ Br(Z) is an isomorphism.
Démonstration. We first show that Br(X)
∼=−→ Br(X ×k H), where the map is induced by
the natural projection X ×k H → X. By using the spectral sequence
Hp(k,Hq(Xk̄,Gm))⇒ Hp+q(X,Gm),
one only needs to show that
k̄[Xk̄]
×/k̄×
∼=−→ k̄[Xk̄×k̄Hk̄]×/k̄×, Pic(Xk̄)
∼=−→ Pic(Xk̄×k̄Hk̄) and Br(Xk̄)
∼=−→ Br(Xk̄×k̄Hk̄).
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Since k̄[H]× = k̄× and Pic(Hk̄) = Br(Hk̄) = 0, the first two parts are true by Proposition
6.10 in [S]. To prove the last part, Kummer exact sequence ensures that one only needs to
show
(5.2.0.1) H2et(Xk̄,Z/n)
∼=−→ H2et(Xk̄ ×k̄ Hk̄,Z/n)
for all n ≥ 0. Since H1et(Hk̄,Z/n) = H2et(Hk̄,Z/n) = 0, the above (5.2.0.1) follows from
Künneth formula (see P.240, Corollary 1.11 in [SGA41/2]).
In general, since Pic(H) = 0, one has the following short exact sequence
0→ Br(X)→ Br(Z)
m∗−p∗Z−−−−−→ Br(H ×k Z)
by Proposition 2.4 in [BD], wherem∗ and p∗Z are induced by the multiplicationH×kZ
m−→ Z
and the projection H ×k Z
pZ−→ Z respectively. Since m ◦ (1H × id) = pZ ◦ (1H × id) = id,
one concludes m∗ = p∗Z by the above argument. Therefore Br(X)
∼=−→ Br(Z).
Let H be a closed subgroup of an algebraic group G over k and Y f−→ X be a left
torsor under H. Suppose Z ρ−→ X is a left torsor under G which represents the image of [Y ]
under the natural map H1(X,H) → H1(X,G). Then one can assume that Z = G ×H Y
by Example 3 of P.21 in [Sko01]. The projection map G×k Y
prG−−→ G induces the following
commutative diagram
(5.2.0.2) G×k Y //
prG

Z = G×H Y
θ

G
π // G/H
where θ is given via the quotient by H.
Lemme 5.2.2. With the above notations, for any γ ∈ (G/H)(k), the restriction of Z ρ−→ X
to θ−1(γ) ρ−→ X is a left torsor under Hσ obtained by twisting Y f−→ X by the k-torsor
π−1(γ) under H.
Démonstration. It follows from the diagram (5.2.0.2) and Example 2 of P.20 in [Sko01].
Lemme 5.2.3. Let G be a connected linear algebraic group over k and Y be a smooth
variety over k. If P is a (left) torsor under G over k and H3(k, k̄×) = 0, then
h : Bra(G×k Y ) = Bra(G)⊕ Bra(Y ) ∼= Bra(P )⊕ Bra(Y )
(pr∗P ,pr
∗
Y )−−−−−−→ Bra(P ×k Y )
is an isomorphism, where the first identification is defined via the element 1 ∈ G(k) by
Lemma 6.6 in [S], the second one is Lemma 6.8 in [S] and
P ×k Y
prP−−→ P , P ×k Y
prY−−→ Y
are the projection maps.
Démonstration. By the spectral sequence Hp(k,Hqet(Xk̄,Gm)) ⇒ H
p+q
et (X,Gm), using
H3(k, k̄×) = 0, one has the following commutative diagram of short exact sequences
Pic(GY )k̄
//
∼=

H2(k, (G∗Y )k̄)
//
∼=

Bra(GY ) //
h

H1(k,Pic(GY )k̄))
//
∼=

H3(k, (G∗Y )k̄)
∼=

Pic(PY )k̄
// H2(k, (P ∗Y )k̄)
// Bra(PY ) // H
1(k,Pic(PY )k̄))
// H3(k, (P ∗Y )k̄)
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where the vertical morphisms come from Lemma 6.5, Lemma 6.6 and Lemma 6.7 in [S],
with
GY = G×k Y, PY = P ×k Y, (G∗Y )k̄ = k̄[GY ]×/k̄× and (P ∗Y )k̄ = k̄[PY ]×/k̄×.
This implies that h an isomorphism.
Définition 5.2.4. Let G be a connected linear algebraic group over k and X be a smooth
variety over k. Assuming H3(k, k̄×) = 0. Suppose Y f−→ X is a left torsor under G over k
and P is a left torsor under G over k representing σ ∈ H1(k,G). The quotient map
χP : P ×k Y → Y σ = P ′ ×G Y
defines
ψσ : Bra(Y
σ)
χ∗P−−→ Bra(P ×k Y )
h−1−−→ Bra(G×k Y )
(1G×idY )∗−−−−−−−→ Bra(Y )
by Lemma 5.2.3, where P ′ is inverse right torsor of P under G over k and 1G is the unit
element of G(k).
The following lemma can be regarded as an extension Lemma 1.3 in [Wei16] to torsors
under connected linear algebraic groups.
Lemme 5.2.5. The morphism ψσ in Definition 5.2.4 is an isomorphism.
Démonstration. Since P can be viewed a right torsor under Gσ over k, the inverse map of
the twisting bijection
H1(X,G)
tP−→ H1(X,Gσ); [Y ] 7→ [P ′ ×Gk Y ]
is given by
H1(X,Gσ)
t−1P−−→ H1(X,G); [Y ] 7→ [P ×Gσk Y ].
Then one has the quotient map P ×k Y σ
δP−→ P ×Gσk Y σ = Y . Moreover, the following
diagram
P ×k Y
(prP ,χP )//
prP

P ×k Y σ
prP

P
id // P
commutes and (prP , χP ) is an isomorphism with inverse map (prP , δP ). By Lemma 5.2.3,
one has
Bra(Y
σ) = Bra(P ×k Y σ)/pr∗P (Bra(P )) ∼= Bra(P ×k Y )/pr∗P (Bra(P )) = Bra(Y )
induced by (prP , χP ). Since the following diagram
Bra(Y
σ)
χ∗P

Bra(P )
∼=

pr∗P // Bra(P ×k Y )
h−1

Bra(G)rpr
∗
G
 Bra(G×k Y )
(1G×idY )∗// Bra(Y )
commutes with the exact bottom line, one concludes that ψσ is an isomorphism as desired.
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One can interpret Theorem 2.8 in [BD] as the following proposition.
Proposition 5.2.6. Let f : Y → X be a torsor under a connected linear algebraic group
G over a number field k and λ : Br1(Y )→ Bra(G) be the canonical map of Lemma 6.4 in
[S]. Assume X is smooth and geometrically integral. For any x ∈ Y (k) and t ∈ G(k), one
has
b(t · x) = λ(b)(t) + b(x)
for any b ∈ Br1(Y ).
Démonstration. Let aY : G×k Y → Y be the action of G and
pG : G×k Y → G and pY : G×k Y → Y
be the two respective projections, and e : Bra(G) → Br1(G) be a section of Br1(G) →
Bra(G) such that 1∗G ◦ e = 0. Then
a∗Y − p∗Y = p∗G ◦ e ◦ λ : Br1(Y )→ Br1(G× Y )
by the commutative diagram of Theorem 2.8 in [BD]. Therefore
b(t · x) = a∗Y (b)(t, x) = p∗Y (b)(t, x) + p∗G ◦ e ◦ λ(b)(t, x) = b(x) + λ(b)(t)
for any x ∈ Y (k), t ∈ G(k) and b ∈ Br1(Y ).
5.3 Connected linear algebraic groups or groups of multipli-
cative type
In this section, we study the relation between descent obstruction and Brauer-Manin
obstruction for a general connected algebraic group or a group of multiplicative type. First
we need the following fact of topological groups.
Lemme 5.3.1. Let f : M → N be an open homomorphism of topological groups. If K is a
closed subgroup of M containing ker(f), then f(K) is a closed subset of N .
Démonstration. Since K is a closed subgroup containing ker(f), one has
f(K) = f(M) \ f(M \K).
Since f is an open homomorphism, f(M) is an open subgroup of N . This implies f(M) is
closed in N . Since f(M \K) is open in N , one concludes that f(K) is closed in N .
Remarque 5.3.2. The assumption K ⊇ ker(f) in Lemma 5.3.1 can not be removed. For
example, the projection map prS : Ak → ASk is open where ASk is the adeles of k without S-
component. It is clear that k is a discrete subgroup of Ak by the product formula. However
k will be dense in ASk by strong approximation for Ga when S is not empty.
For a short exact sequence of connected linear algebraic groups, one has the following
result.
Proposition 5.3.3. Let
1→ G1
ψ−→ G2
φ−→ G3 → 1
be a short exact sequence of connected linear algebraic groups over a number field k. Then
(1) φ(G2(Ak)Br1(G2)) is a closed subset of G3(Ak).
(2) If G′(k∞) is not compact for each simple factor G′ of semi-simple part of G3, one
has
G3(Ak)
Br1(G3) = G3(k) · φ(G2(Ak)Br1(G2)).
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Démonstration. Galois cohomology gives the following diagram of exact sequences
G1(k)
ψ //

G2(k)
φ //

G3(k)
∂ //

H1(k,G1)

G1(Ak)
(ψv) // G2(Ak)
(φv) // G3(Ak)
(∂v)//
⊕
v∈Ωk H
1(kv, G1).
One further has the following commutative diagram of exact sequences of topological
groups and pointed topological spaces
G1(Ak)
θ1 //
(ψv)

Bra(G1)
D //
(ψ∗)D

X1(k,G1)
1 // ker(θ2) //

G2(Ak)
θ2 //
(φv)

Bra(G2)
D
(φ∗)D

1 // ker(θ3) // G3(Ak)
θ3 //
(∂v)

Bra(G3)
D
⊕
v∈Ωk H
1(kv, G1)
by Theorem 5.1 [D11b] and Corollary 6.11 in [S], where Bra(Gi)D is the topological dual
of discrete group Bra(Gi) for 1 ≤ i ≤ 3. Then θ1(G1(Ak)) is a closed subgroup of Br1(G)D.
Since (ψ∗)D is a closed map, one obtains that (ψ∗)D(θ1(G1(Ak)) is a closed subgroup of
Br1(G2)
D. This implies that
ker(θ2) · ψ(G1(Ak)) = θ−12 [(ψ
∗)D(θ1(G1(Ak))]
is a closed subgroup of G2(Ak) by the above commutative diagram. By Proposition 6.5
in Chapter 6 of [PR], one has that φ : G2(Ak) → G3(Ak) is an open homomorphism of
topological groups. Then φ(ker(θ2)) = φ(G2(Ak)Br1(G2)) is closed by Lemma 5.3.1 and (1)
follows.
For (2), one has
ker(θ3) = G3(Ak)
Br1(G3) = G3(k) ·G3(k∞)0
by Corollary 3.20 in [D11b] (see also the proof of Proposition 4.5 in [CX2]), where G3(k∞)0
is the connected component of identity with respect to the topology of k∞. One only needs
to show
G3(Ak)
Br1(G3) ⊆ G3(k) · φ(G2(Ak)Br1(G2)).
For any (xv) ∈ G3(k) ·G3(k∞)0, there is h ∈ G3(k) and h∞ ∈ G3(k∞) such that
(∂v)(h · h∞) = (∂v)(xv)
because (∂v) is a continuous map with respect to the discrete topology of
⊕
v∈Ωk H
1(kv, G1).
Since φ∞(G2(k∞)0) is open and connected, one concludes
G3(k∞)
0 = φ∞(G2(k∞)
0)
by finiteness of H1(k∞, G1). Therefore
(h · h∞) ∈ G3(k) · φ(G2(Ak)Br1(G2))
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and one can replace (xv) by (h · h∞)−1 · (xv). Without loss of generality, one can assume
(∂v)(xv) is a trivial element in
⊕
v∈Ωk H
1(kv, G1).
Since X1(k,G1) is finite, one can fix ξ1, · · · , ξn in G3(k) such that each element of
X1(k,G1) from ∂(G3(k)) is represented by them. Noting ∂∞(h∞) is trivial for any h∞ ∈
G3(k∞)
0, one concludes that
(xv) ∈
n⋃
i=1
ξiφ(ker(θ2)) =
n⋃
i=1
ξi · φ(ker(θ2)) ⊆ G3(k) · φ(G2(Ak)Br1(G2))
by Corollary 1 in Page 50 of [Se] and (1).
The main result of this section is the following theorem.
Théorème 5.3.4. Let X be a smooth and geometrically integral variety and f : Y → X be
a left torsor under a linear algebraic group G over a number field k. Then one has
X(Ak)
A =
⋃
σ∈H1(k,G)
fσ
(
Y σ(Ak)
f∗σ(A)
)
where Y σ fσ−→ X is the twist of f by σ and Br(X) f
∗
σ−→ Br(Y σ) for each σ ∈ H1(k,G) if one
of the following conditions holds :
(1) G is connected and ker(f∗) ⊆ A ⊆ Br(X).
(2) G is a group of multiplicative type and K ⊆ A ⊆ Br(X) where K is a group generated
by χ ∪ [Y ] for all χ ∈ H1(k, Ĝ).
Démonstration. By the functoriality of Brauer-Manin pairing, one only needs to show that
X(Ak)
A ⊆
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak)
f∗σ(A)) .
It is clear that
(5.3.0.1) (xv) ∈
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak)) ⇔ ([Y ](xv)) ∈ Im[H1(k,G)→
∏
v∈Ωk
H1(kv, G)] .
(1) When G is connected, (5.3.0.1) is equivalent to the fact that ([Y ](xv)) is orthogonal
to Pic(G) by Theorem 3.1 in [CTX09]. Therefore
X(Ak)
ker(f∗) =
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak))
by Proposition 2.9 in [CTX09] and Theorem 2.8 in [BD]. Since ker(f∗) ⊆ A, one has
X(Ak)
A ⊆ X(Ak)ker(f
∗) =
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak)).
Then the functoriality of Brauer-Manin pairing implies that
X(Ak)
A ⊆
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak)
f∗σ(A)).
(2) When G is a group of multiplicative type, (5.3.0.1) is equivalent to∑
v∈Ωk
invv(χ ∪ [Y ])(xv) = 0
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for all χ ∈ H1(k, Ĝ) by Theorem 6.3 in [D11a]. Then
X(Ak)
K =
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak))
by Proposition 3.1 in [HS13]. Since K ⊆ A, one has
X(Ak)
A ⊆ X(Ak)K =
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak)).
Then the functoriality of Brauer-Manin pairing implies that
X(Ak)
A ⊆
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak)
f∗σ(A)).
Remarque 5.3.5. Since Y becomes trivial over Y , one can check that K ⊆ ker(f∗) in case
(2) of Theorem 5.3.4.
5.4 Refinement in the toric case
In this section, we will refine Theorem 5.3.4 for torsors under tori.
Théorème 5.4.1. Let f : Y → X be a torsor under a torus G over a number field k. Assume
that X is smooth and geometrically integral. Let ker(f∗) ⊆ A ⊆ Br(X) be a subgroup and
for all σ ∈ H1(k,G), let Bσ ⊆ Br1(Y σ) be a subgroup such that
f∗−1
 ∑
σ∈H1(k,G)
ψσ(B̃σ)
 ⊆ A
where Bra(Y σ)
ψσ−−→ Bra(Y ) is the morphism of Definition 5.7.2 and B̃σ is the image of Bσ
in Bra(Y σ).
Then one has
X(Ak)
A =
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak)
Bσ+f∗σ(A))
where Y σ fσ−→ X is the twist of Y f−→ X by σ and Br(X) f
∗
σ−→ Br(Y σ) for each σ ∈ H1(k,G).
Démonstration. Since⋃
σ∈H1(k,G)
fσ(Y
σ(Ak)
Bσ+f∗σ(A)) ⊆
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak)
f∗σ(A)) ⊆ X(Ak)A
by the functoriality of Brauer-Manin pairing, one only needs to show the converse inclusion.
Step 1. We first prove the result is true when Ĝ is a permutation Galois module. In this
case, one has H1(K,G) = {1} for any field extension K/k by Shapiro Lemma and Hilbert
90. This implies that
X(Ak)
A = f(Y (Ak)
f∗(A))
by the functoriality of Brauer-Manin pairing. For any (xv) ∈ X(Ak)A, there is (yv) ∈
Y (Ak)
f∗(A) such that (xv) = f((yv)). By Proposition 6.10 (6.10.3) in [S], one obtains the
exact sequence
Br1(X)
f∗−→ Br1(Y )
λ−→ Bra(G)
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which induces the exact sequence
(f∗)−1(B)
f∗−→ B λ−→ Bra(G)
for any subgroup B ⊆ Br1(Y ). Therefore the following sequence
Bra(G)
D λ
D
−−→ BD (f
∗)D−−−−→ ((f∗)−1(B))D
is exact. Assuming (f∗)−1(B̃) ⊆ A, one has (f∗)D((yv)) = 0 by viewing (yv) ∈ BD through
Brauer-Manin pairing. By the aforementioned exactness, there is ξ ∈ Bra(G)D such that
λD(ξ) = (yv). Since X1(k,G) = {1}, Theorem 2 in [Ha08] implies that every element
in Bra(G)D is given by an element in G(Ak) through the Brauer-Manin pairing. Namely,
there is (gv) ∈ G(Ak) such that
b(yv) = λ(b)(gv)
for all b ∈ B. Then (gv)−1 ·(yv) ∈ Y (Ak)B+f
∗(A) by Proposition 5.2.6 and (xv) = f((gv)−1 ·
(yv)).
Step 2. For general G, we have the following short exact sequence of tori
1→ G→ T0
q−→ T1 → 1
such that T̂0 is a permutation Galois module and T̂1 is a coflasque Galois module by using
a flasque resolution of the Galois module HomZ(Ĝ,Z), see Proposition-Definition 3.1 in
[CT08]. Since
H3(k, T̂1) ∼=
∏
v∈∞k
H3(kv, T̂1) ∼=
∏
v∈∞k
H1(kv, T̂1) = {1}
by Proposition 5.9 in [HSz05], one concludes that the map Br1(T0)→ Br1(G) is surjective.
Let Z ρ−→ X be a torsor under T0 which represents the image of [Y ] in H1(T0, X). Then
Z is isomorphic to T0 ×G Y , hence we have the following morphism of torsors under G
Y
e0×idY// T0 ×k Y
χ //
p0

Z = T0 ×G Y
θ

T0
q // T1
where e0 is the unit element in T0(k), p0 is the projection map and θ is given as in diagram
(5.2.0.2). Then one has the following commutative diagram of exact sequences
Br1(T1)
q∗ //
θ∗

Br1(T0) //
p∗0

Bra(G)
id

Br1(Z)
χ∗ // Br1(T0 ×k Y ) // Bra(G)
by Proposition 6.10 (6.10.3) in [S]. Since the following sequence
Br1(T0)
p∗0−→ Br1(T0 ×k Y )
(e0×idY )∗−−−−−−→ Bra(Y )→ 1
is exact by Lemma 6.6 in [S] and the map Br1(T0) → Br1(G) is surjective, one concludes
that the map
(e0 × idY )∗ ◦ χ∗ : Br1(Z)→ Br1(Y )
is surjective by diagram chase.
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For any t ∈ T1(k), the restriction of Z
ρ−→ X to the closed set θ−1(t) is the twist
f∂(t) : Y ∂(t) → X of f : Y → X
by Lemma 5.2.2, where T1(k)
∂−→ H1(k,G) is given by Galois cohomology. Let it : θ−1(t)→
Z be the closed immersion for any t ∈ T1(k). Then f∂(t) = ρ ◦ it for any t ∈ T1(k). Since
one has the following commutative diagram
q−1(t)×k Y
χq−1(t) //
jt×idY

Y ∂(t)
it

T0 ×k Y
χ // Z
where jt : q−1(t)→ T0 is the closed immersion of fiber of q at t and χq−1(t) is the restriction
of χ to q−1(t)×k Y for any t ∈ T1(k), one obtains that
Br1(Z)
χ∗ //
i∗t

Br1(T0 ×k Y )
(jt×idY )∗

Br1(Y
∂(t))
χ∗
q−1(t)// Br1(q
−1(t)×k Y )
and
Br1(Y )
= //
pr∗Y

Br1(Y )
pr∗Y

Br1(T0 ×k Y )
(jt×idY )∗// Br1(q
−1(t)×k Y )
where both pr∗Y are injective by Lemma 5.2.3. By Definition 5.2.4, one has
ψ∂(t) = (e0 × idY )∗ ◦ (jt × idY )∗|pr∗Y (Br1(Y ))
−1 ◦ χ∗q−1(t)
and ψ∂(t) ◦ i∗t = (e0 × idY )∗ ◦ χ∗.
Let
B = [(χ ◦ (e0 × idY ))∗−1(
∑
t∈T1(k)
ψ∂(t)(B̃∂(t)))] ∩ Br1(Z)
where B̃∂(t) is the image of B∂(t) in Bra(Y ∂(t)) and ψ∂(t) is given by Definition 5.2.4 for all
t ∈ T1(k). Since
(χ ◦ (e0 × idY ))∗ ◦ ρ∗ = f∗ implies ρ∗−1(B) = f∗−1(
∑
t∈T1(k)
ψ∂(t)(B̃∂(t))) ⊆ A ,
by our assumption, one has
X(Ak)
A = ρ(Z(Ak)
B+ρ∗(A))
by Step 1 for torsor Z ρ−→ X under T0. For any (xv) ∈ X(Ak)A, there is (zv) ∈ Z(Ak)B+ρ
∗(A)
such that (xv) = ρ((zv)). Since
(χ ◦ (e0 × idY ))∗ ◦ θ∗(Br1(T1)) = (e0 × idY )∗ ◦ p∗0 ◦ q∗(Br1(T1)) = Br0(Y )
and (χ ◦ (e0 × idY ))∗(Br0(Z)) = Br0(Y ), one obtains θ∗(Br1(T1)) ⊆ Br0(Z) + B. This
implies that
θ((zv)) ∈ T1(Ak)Br1(T1)
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by the functoriality of Brauer-Manin pairing. By Proposition 5.3.3, there are
α ∈ T1(k) and (βv) ∈ T0(Ak)Br1(T0)
such that θ((zv)) = α · (βv). Therefore
(βv)
−1 · (zv) ∈ θ−1(α) and (βv)−1 · (zv) ∈ Z(Ak)B+ρ
∗(A).
Since (χ ◦ (e0 × idY ))∗ is surjective, one has
ψ∂(α) ◦ i∗α(B̃) = (χ ◦ (e0 × idY ))∗(B̃) =
∑
t∈T1(k)
ψ∂(t)(B̃∂(t)) ⊇ ψ∂(α)(B̃∂(α))
where B̃ is the image of B in Bra(Z). This implies i∗α(B)+Br0(θ−1(α)) ⊇ B∂(α) by Lemma
5.2.5 and
(βv)
−1 · (zv) ∈ θ−1(α)(Ak)i
∗
α(B)+[(i
∗
α◦ρ∗)(A)] ⊆ θ−1(α)(Ak)B∂(α)+[(i
∗
α◦ρ∗)(A)]
as desired.
The first part of the following result is also proved in Theorem 1.7 of [Wei16].
Corollaire 5.4.2. Let X be a smooth and geometrically integral variety. If f : Y → X is a
torsor under a torus G over a number field k, then
X(Ak)
Br1(X) =
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak)
Br1(Y σ))
and
X(Ak)
Br =
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak)
Br1(Y σ)+f∗σ(Br(X))).
Démonstration. Take A = Br1(X) and Bσ = Br1(Y σ) for each σ ∈ H1(k,G) in Theorem
5.4.1 for the first part. Since Pic(Gk̄) = 0, one has
f∗−1
 ∑
σ∈H1(k,G)
ψσ(B̃σ)
 ⊆ f∗−1(Bra(Y )) ⊆ Br1(X) = A
as required by Proposition 6.10 in [S].
The second part follows from Theorem 5.4.1 by taking A = Br(X) and Bσ = Br1(Y σ)
for each σ ∈ H1(k,G).
5.5 An application
In this section, we apply the previous results to study the necessary conditions for
a connected linear algebraic group satisfying strong approximation with Brauer-Manin
obstruction.
When X is affine, one has X(k) is discrete in X(Ak) by the product formula. Therefore
X satisfying strong approximation off S implies that
∏
v∈S X(kv) is not compact. However
this necessary condition for strong approximation is no longer true for strong approxima-
tion with Brauer-Manin obstruction if Br(X)/Br(k) is not finite. For example, a torus X
always satisfies strong approximation with Brauer-Manin obstruction off ∞k whenever X
is anisotropic over k∞ or not. When X is a semi-simple linear algebraic group, the ne-
cessary and sufficient condition for X satisfying strong approximation with Brauer-Manin
obstruction is given by Proposition 6.1 in [CX2]. In this section, we’ll extend this result to
a general connected linear algebraic group.
The following lemma explains that strong approximation with Brauer-Manin obstruc-
tion for a general connected linear algebraic group can be reduced to the reductive case.
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Lemme 5.5.1. Let G be a connected linear algebraic group over a number field k and
Gred = G/Ru(G) be the reductive part of G where Ru(G) is the unipotent radical of G. If
π : G→ Gred is the quotient map, then Gred(Ak)Br1(G
red) = π(G(Ak)
Br1(G)).
In particular, for any finite subset S of Ωk, G satisfies strong approximation with respect
to Br1(G) off S if and only if Gred satisfies strong approximation with respect to Br1(Gred)
off S.
Démonstration. By applying Lemma 5.2.1 for k and k̄, one obtains that π∗(Br1(Gred)) =
Br1(G). The first part follows from Theorem 5.3.4 and Proposition 6 of §2.1 of Chapter III
in [Se].
Suppose G satisfies strong approximation with respect to Br1(G) off S. For any open
subset
M = [
∏
v∈S
Gred(kv)]×
∏
v 6∈S
Mv
of Gred(Ak) such that M ∩ [Gred(Ak)Br1(G
red)] 6= ∅, one has that
π−1(M) = [
∏
v∈S
G(kv)]×
∏
v 6∈S
π−1(Mv)
with π−1(M)∩G(Ak)Br1(G) 6= ∅ by the first part. Then there is x ∈ G(k)∩π−1(M) by the
assumption. This implies that π(x) ∈M ∩Gred(k) as required.
Conversely, suppose Gred satisfies strong approximation with respect to Br1(Gred) off
S. For any open subset
N = [
∏
v∈S
G(kv)]×
∏
v 6∈S
Nv
of G(Ak) such that N ∩G(Ak)Br1(G) 6= ∅, one has
π(N) = [
∏
v∈S
Gred(kv)]×
∏
v 6∈S
π(Nv)
is an open subset of Gred(Ak) with π(M)∩ [Gred(Ak)Br1(G
red)] 6= ∅ by Proposition 6 of §2.1
of Chapter III in [Se], Proposition 6.5 in Chapter 6 of [PR] and the functoriality of Brauer-
Manin pairing. Then there is y ∈ Gred(k) ∩ π(N) by the assumption. By Proposition 6 of
§2.1 of Chapter III in [Se] again, one concludes that π−1(y) ∼= Ru(G) as algebraic varieties
and satisfies strong approximation off S. Since
π−1(y) ∩N =
∏
v∈S
π−1(y)(kv)×
∏
v 6∈S
(π−1(y)(kv) ∩N) 6= ∅,
there is z ∈ π−1(y)(k) ∩N ⊂ G(k) ∩N as desired.
The main result of this section is the following result.
Théorème 5.5.2. Let G be a connected linear algebraic group over a number field k and
Gqs = G/R(G) where R(G) is the solvable radical of G. If π : G → Gqs is the quotient
map, then
Gqs(Ak)
Br1(Gqs) = π(G(Ak)
Br1(G)) ·Gqs(k).
In particular, if G satisfies strong approximation with respect to Br1(G) off a finite
subset S of Ωk, then Gqs satisfies strong approximation with respect to Br1(Gqs) off S.
Démonstration. For the first part, one only needs to show
Gqs(Ak)
Br1(Gqs) ⊆ π(G(Ak)Br1(G)) ·Gqs(k)
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by functoriality of Brauer-Manin pairing. By Lemma 5.5.1, we can assume G is reductive.
Then R(G) is a torus contained in the center of G by Theorem 2.4 in Chapter 2 of [PR]
and π : G → Gqs is a torsor under R(G). For any (xv) ∈ Gqs(Ak)Br1(G
qs), there are
σ ∈ H1(k,R(G)) and (yv) ∈ Gσ(Ak)Br1(G
σ) such that (xv) = πσ((yv)) by Corollary 5.4.2.
Since Gσ(k) 6= ∅ by Corollary 8.7 in [S] (see also Theorem 5.2.1[Sko99]), there is γ ∈ Gqs(k)
such that ∂(γ) = σ with the following exact sequence
1→ R(G)(k)→ G(k)→ Gqs(k) ∂−→ H1(k,R(G))→ H1(k,G)
by Galois cohomology. Moreover, one has the following isomorphism of left G-torsors
Gσ
∼= //
πσ

G
π

Gqs
· γ−1 // Gqs
by Example 2 of P.20 in [Sko99]. This implies that
πσ(G
σ(Ak)
Br1(Gσ)) = π(G(Ak)
Br1(G)) · γ
as desired.
Suppose G satisfies strong approximation with respect to Br1(G) off S. For any open
subset
M = [
∏
v∈S
Gqs(kv)]×
∏
v 6∈S
Mv
of Gqs(Ak) such that M ∩ [Gqs(Ak)Br1(G
qs)] 6= ∅, there is g ∈ Gqs(k) such that
π−1(M · g) = [
∏
v∈S
G(kv)]×
∏
v 6∈S
π−1(Mv · g)
with π−1(M · g) ∩G(Ak)Br1(G) 6= ∅ by the first part. Then there is x ∈ G(k) ∩ π−1(M · g)
by the assumption. This implies that π(x) · g−1 ∈M ∩Gqs(k) as required.
Corollaire 5.5.3. Let G be a connected linear algebraic group over a number field k and S
be a finite subset of Ωk containing ∞k. Then G satisfies strong approximation with respect
to Br1(G) off S if and only if
∏
v∈S G
′(kv) is not compact for any non-trivial simple factor
G′ of the semi-simple part Gss of G.
Démonstration. By Theorem 2.3 and Theorem 2.4 of Chapter 2 in [PR], the quotient map
Gred → G/R(G) = Gqs
induces an isogeny Gss → Gqs. One side follows from Corollary 3.20 in [D11b]. The other
side follows from Theorem 5.5.2 and Proposition 6.1 in [CX2].
Remarque 5.5.4. All the results in this section with respect to Br1(G) is also true with
respect to Br(G) for a connected linear algebraic group G over a number field k. Indeed,
since there is a sufficiently large subset S of Ωk containing ∞k such that
∏
v∈S G
′(kv) is
not compact for any non-trivial simple factor G′ of Gss, one concludes that
G(Ak)
Br1(G) = G(k) · ρ(
∏
v∈S
Gscu(kv)) ⊆ G(Ak)Br(G) ⊆ G(Ak)Br1(G)
by Corollary 3.20 in [D11b], Proposition 2.6 in [CTX09] and the functoriality of Brauer-
Manin pairing where Gscu = Gsc ×Gred G with the projection map Gscu
ρ−→ G and Gsc is
the simply connected covering of Gss.
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5.6 Comparison I, X(Ak)desc ⊆ X(Ak)et,Br
Let Y f−→ X be a left torsor under a linear algebraic group G over a number field k.
The fundamental problem to define the descent obstruction for strong approximation with
respect to Y f−→ X is to decide if the set
X(Ak)
f = {(xv) ∈ X(Ak) : ([Y ](xv)) ∈ Im(H1(k,G)→
∏
v
H1(kv, G))} =
⋃
σ∈H1(k,G)
fσ(Y
σ(Ak))
is closed or not in X(Ak). Indeed, this is true when G is connected or a group of multipli-
cative type by Theorem 5.3.4. For a general linear algebraic group G, this result is proved
by Skorobogatov in Corollary 2.7 of [Sko09] when X is proper over k. The proof depends
on Proposition 5.3.2 in [Sko01] or Proposition 4.4 in [HS02] which is not true for open
varieties by the following example.
Example 5.6.1. The short exact sequence of linear algebraic groups
1→ µ2 → Gm
f−→ Gm → 1
where f(x) = x2 can be viewed as torsor under µ2. For any σ ∈ H2(k, µ2) = k×/(k×)2, the
twisted morphism fσ : Gσm → Gm is finite etale. This implies that Gσm is affine and k(Gσm)
is a quadratic extension of k(Gm) by f∗σ . Write Gm = Spec(k[t, t−1]). By ramification
consideration, one concludes that
k[Gσm] = k[y, y−1] with y2 = σ · f∗σ(t)
which is the integral closure of k[t, t−1] inside k(Gσm) under f∗σ . Therefore Gσm ∼= Gm as
varieties over k, hence it always contains adelic points.
The following definition is taken from [LX].
Définition 5.6.2. Let X be a variety over a number field k and S be a finite subset of
Ωk containing ∞k. A faithful flat separated scheme XS of finite type over OS is called an
integral model of X if XS ×OS k = X.
The replacement for Proposition 5.3.2 in [Sko01] or Proposition 4.4 in [HS02] is the
following result.
Proposition 5.6.3. Let X be a variety over a number field k and S be a finite subset of Ωk
containing ∞k. Fix an integral model XS of X over OS. If Y
f−→ X is a left torsor under
a linear algebraic group G over k, then the set
{[σ] ∈ H1(k,G) : fσ(Y σ(Ak)) ∩ [
∏
v∈S
X(kv)×
∏
v 6∈S
XS(Ov)] 6= ∅}
is finite.
Démonstration. It follows from the same argument as the proof of Proposition 4.4 in
[HS02].
One can extend Corollary 2.7 in [Sko09] to open varieties by using the above replace-
ment for Proposition 4.4 in [HS02].
Proposition 5.6.4. Let X be a (not necessarily proper) variety over a number field k. If
Y
f−→ X is a left torsor under a linear algebraic group G over k, then the set X(Ak)f is
closed in X(Ak).
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Démonstration. Take an integral model XS0 of X over OS0 where S0 is a finite subset of
Ωk containing ∞k. Then ∏
v∈S
X(kv)×
∏
v∈Ωk\S
XS0(Ov)

S
is an open covering of X(Ak) (see Theorem 3.6 in [Cod]), where S runs all finite subsets
of Ωk containing S0. Since
X(Ak)
f ∩ [
∏
v∈S
X(kv)×
∏
v∈Ωk\S
XS0(Ov)]
is closed in [
∏
v∈S X(kv) ×
∏
v∈Ωk\S XS0(Ov)] by Proposition 5.6.3 and Corollary 2.5 in
[Sko09], one concludes that X(Ak)f is closed in X(Ak).
Applying Proposition 5.6.3, one can also extend Lemma 2.2 and Theorem 1.1 in [Sko09]
to open varieties. For any variety over a number field k, as defined in [Sko09], we write
X(Ak)
desc =
⋂
Y
f−→X
X(Ak)
f
where Y f−→ X runs all torsors under all linear algebraic groups over k.
Lemme 5.6.5. Let X be a (not necessarily proper) variety and Y → X be a torsor over a
number field k. For any (Pv) ∈ X(Ak)desc, there is a twist Y ′ → X of Y → X such that
the following property holds.
For any surjective X-torsor morphism Z → Y ′ (see Definition 2.1 in [Sko09]), there is
a twist Z ′ → Y ′ of Z → Y ′ such that (Pv) lies in the image of Z ′(Ak).
Démonstration. Since there are a finite subset S0 of Ωk containing ∞k and an integral
model XS0 over OS0 such that
(Pv) ∈ [
∏
v∈S0
X(kv)×
∏
v∈Ωk\S0
XS0(Ov)]
by Theorem 3.6 in [Cod], one obtains that there are only finitely many twists of a given
torsor over X such that (Pv) lifts. As pointed out in the proof of Lemma 2.2 in [Sko09],
the finite combinatorics in the first part of the proof of Proposition 5.17 in [St] are still
valid.
Proposition 5.6.6. Let X be a (not necessarily proper) variety over a number field k. If
Y
f−→ X is a left torsor under a finite group scheme F over k, then
X(Ak)
desc =
⋃
σ∈H1(k,F )
fσ(Y
σ(Ak)
desc).
Démonstration. One only needs to modify the proof of Theorem 1.1 in [Sko09] by replacing
Lemma 2.2 in [Sko09] with Lemma 5.6.5, Corollary 2.7 in [Sko09] with Proposition 5.6.4.
Moreover, since f is finite, the induced map Y (Ak)
f−→ X(Ak) is topologically proper by
Proposition 4.4 in [Cod]. This implies that f−1((Pv)) is compact.
For any variety X over a number field k, following [Po10], one can define
X(Ak)
et,Br =
⋂
Y
f−→X
⋃
σ∈H1(k,F )
fσ(Y
σ(Ak)
Br)
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where Y f−→ X runs over all torsors under all finite groups F over k. Since the induced map
Y (Ak)
f−→ X(Ak) is topologically closed for any finite morphism Y
f−→ X by Proposition
4.4 in [Cod], one concludes that X(Ak)et,Br is closed in X(Ak) by the same argument as
Proposition 5.6.4.
Corollaire 5.6.7. If X is a smooth quasi-projective variety over a number field k, then
X(Ak)
desc ⊆ X(Ak)et,Br ⊆ X(Ak)Br.
Démonstration. One only needs to show that X(Ak)desc ⊆ X(Ak)et,Br. Indeed, for any
torsor Y f−→ X under a finite group scheme F , one has
X(Ak)
desc =
⋃
σ∈H1(k,F )
fσ(Y
σ(Ak)
desc)
by Proposition 5.6.6. Since X is quasi-projective, Y σ is quasi-projective as well. By a
theorem of Gabber (see [dJ]), one has
Y σ(Ak)
desc ⊆ Y σ(Ak)Br
(see the proof of Lemma 2.8 in [Sko09]) and the result follows.
5.7 Comparison II, X(Ak)et,Br ⊆ X(Ak)desc
In this section, we prove the other side containment for open varieties which implies
Theorem 5.1.5. The strategy of proof is the same as in [D09a]. The second named author
would like to thank Laurent Moret-Bailly warmly for finding a mistake and for suggesting
the following alternative proof of Lemma 4 in [D09a] (which already appeared in [D09b]).
The statement of this lemma is correct, but the proof in [D09a] uses a result of Stoll (see
[St]) that is not. Note that in contrast with [D09a], all torsors (unless explicitely mentioned)
are assumed to be left torsors.
Lemme 5.7.1. Let X be a smooth geometrically connected k-variety. Let (Pv) ∈ X(Ak)ét,Br
and Z g−→ X a torsor under a finite k-group F . Then there are a cocycle σ ∈ Z1(k, F ) and
a connected component X ′ of Zσ over k such that the restriction of gσ to X ′ gives a torsor
X ′ → X under F ′, where F ′ is the stabilizer of X ′ under the action of F σ, and the point
(Pv) lifts to a point (Q′v) ∈ X ′(Ak)Br.
In particular, X ′ is geometrically integral and the following diagram commutes
X ′ ×k F ′
ψ×p //

Zσ ×k F σ

X ′
ψ //

Zσ

X
= // X
where X ′ ψ−→ Zσ and F ′ p−→ F σ are the natural inclusion maps and the two vertical maps of
the upper square are given by the respective actions of F ′ and F σ on X ′ and Zσ.
Démonstration. By assumption, the point (Pv) lifts to some point (Qv) ∈ Zσ(Ak)Br for
some cocycle σ with values in F . Since Zσ is smooth, Zσ is a disjoint union of connected
components over k. By Proposition 3.3 in [LX], there is a k-connected component X ′ of
Zσ such that (Qv)v 6∈Ξ ∈ PΞ(X ′(Ak)Br), where Ξ is the set of all complex primes of k and
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PΞ is the projection of X ′(Ak) to X ′(AΞk ) and A
Ξ
k is the adeles without Ξ-components.
Since Zσ ×k kv is a trivial torsor under a constant group scheme F σ ×k kv for v ∈ Ξ, one
concludes that gσ(X ′(kv)) = X(kv) for v ∈ Ξ. One can choose Qv ∈ X ′(kv) for v ∈ Ξ and
obtains that (Qv) ∈ X ′(Ak)Br.
Since X ′ is connected and X ′(Ak) 6= ∅, the proof of Lemma 5.5 in [St] implies that
X ′ is geometrically connected. Eventually, X ′ being geometrically connected guarantees
that the variety X ′ is an X-torsor under the stabilizer F ′ of X ′ in F σ, and the required
commutative diagram follows by construction.
For a linear algebraic group G over k, one has the following short exact sequence of
algebraic groups
1→ H → G→ F → 1
over k, where H is the connected component of G and F is finite over k. This induces the
following diagram of short exact sequences
1 // H //

G //

F //

1
1 // T // G′ // F // 1
where T denotes the maximal toric quotient of H and G′ is the quotient of G by the kernel
of H → T .
Let Y → X be a torsor under G and Z → X be the push-forward of Y → X by the
morphism G → F , which is a torsor under F . If σ ∈ Z1(k, F ) is a 1-cocycle given by
Lemma 5.7.1 applied to the torsor Z → X and the point (Pv), we wish to show that the
cocycle σ ∈ Z1(k, F ) lifts to a cocycle τ ∈ Z1(k,G) as in Proposition 5 in [D09a]. The
obstruction to lift σ in Z1(k,G) gives a natural cohomology class ησ ∈ H2(k, κσ) by (5.1)
in [FSS] (see also (7.7) in [B93]), where κσ is a k-kernel on Hk̄. Lemma 6 in [D09a] implies
that there is a canonical map H2(k, κσ) → H2(k, T σ) such that the class ησ is neutral if
and only if its image η′σ ∈ H2(k, T σ) is zero.
We further apply the open descent theory and the extended type developed by Harari
and Skorobogatov in [HS13] to establish analogue of Lemma 7 in [D09a] for open varieties.
As in the proof of [D09a], the torsor Y → Z under H induces a torsor W $−→ Z under
T by the natural map H1(Z,H) → H1(Z, T ). Instead of using the type of the torsor $
that was used in [D09a], we consider the so-called "extended type" of the torsor $ that
was introduced by Harari and Skorobogatov (see Definition 8.2 in [HS13]). For variety Z
over k, the complex of Galois modules [k(Z)∗/k∗ → Div(Zk̄)] in the derived category of
bounded complexes of étale sheaves over Spec(k) is denoted by KD′(Z). One can associate
to the torsor W $−→ Z under T a canonical morphism in this derived category
λW : T̂ → KD′(Z)
called the extended type of $. This induces a morphism in the derived category of bounded
complexes of abelian groups
λσW : T̂
σ → KD′(Zσ)
for the above σ ∈ Z(k, F ).
Lemme 5.7.2. The morphism λσW : T̂
σ → KD′(Zσ) is a morphism in the derived category
of bounded complexes of étale sheaves over Spec(k).
Démonstration. The natural left actions of F on both T and Z induces right actions of F
on T̂ and on KD′(Z).
We first prove that the morphism λW is F -equivariant for those actions. For any f ∈
F (k), we denote by fZ : Zk̄ → Zk̄ the morphism of k̄-varieties defined by z 7→ f · z. This
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morphism induces a natural morphism in the derived category f∗Z : KD
′(Zk̄)→ KD′(Zk̄).
Similarly, the element f defines a natural morphism of k̄-tori fT : Tk̄ → Tk̄ such that
fT (t) := gtg
−1, where g ∈ G′(k) is any point lifting f ∈ F (k). This morphism fT induces
a morphism of abelian groups f̂T : T̂ → T̂ such that f̂T (χ) := χ ◦ fT .
One needs to prove that the following diagram
T̂
λWk̄ //
f̂T

KD′(Zk̄)
f∗Z

T̂
λWk̄
// KD′(Zk̄)
is commutative.
Let fT,∗Wk̄ be the push-forward of the torsor Wk̄ → Zk̄ under Tk̄ by the k̄-morphism
Tk̄
fT−→ Tk̄ and f∗ZWk̄ be the pullback of the torsor Wk̄ → Zk̄ under Tk̄ by the k̄-morphism
fZ : Zk̄ → Zk̄. Then we have
f∗Z ◦ λWk̄ = λf∗ZWk̄ and λfT,∗Wk̄ = λWk̄ ◦ f̂T
by functoriality of the extended type. To prove the required commutativity f∗Z ◦ λWk̄ =
λWk̄ ◦ f̂T , it is enough to show that the torsors f
∗
ZWk̄ → Zk̄ and fT,∗Wk̄ → Zk̄ under Tk̄
are isomorphic. Indeed, we have the following commutative diagram
Tk̄ ×Wk̄
$◦pW

g //Wk̄
$

Zk̄ fZ
// Zk̄ ,
where pW denotes the projection onWk̄ and the morphism g is defined by (t, w) 7→ (tg) ·w.
This diagram induces a natural Zk̄-morphism φ : Tk̄ ×Wk̄ → f∗ZWk̄. Consider now the
right action of Tk̄ on Tk̄ ×Wk̄ defined by (s, w) · t := (sfT (t), t−1 · w) = (sgtg−1, t−1 · w).
Then the morphism φ is Tk̄-invariant under this action, hence it induces a Zk̄-morphism
ψ : fT,∗Wk̄ → f∗ZWk̄. One can check by a simple computation that ψ is Tk̄-equivariant,
i.e. that ψ is a morphism of (left) torsors over Zk̄ under Tk̄. It concludes the required
commutativity, hence the morphism λW is F -equivariant.
By definition of the twists T σ and Zσ, the fact that λW is F -equivariant implies that
the morphism λσW is Galois equivariant, i.e. that λ
σ
W is a morphism in the derived category
of bounded complexes of étale sheaves over Spec(k).
By Proposition 8.1 in [HS13], there is a natural exact sequence of abelian groups
H1(k, T σ)→ H1(X ′, T σ) λ−→ Homk(T̂ σ,KD′(X ′))
∂−→ H2(k, T σ)
where the map λ is the extended type. Let λ′σ = ψ∗ ◦ λσW with KD′(Zσ)
ψ∗−→ KD′(X ′)
by Lemma 5.7.1. The following lemma, which is an analogue of Lemma 8 in [D09a], is a
crucial step for proving the main result of this section. We give here a more conceptual
proof than that in [D09a], where a similar statement was proven by cocycle computations
under the assumption that k̄[X]× = k̄×.
Lemme 5.7.3. With the above notation, one has
∂(λ′σ) = 0 if and only if η
′
σ = 0 .
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Démonstration. In the following proof, we work over the small étale site of Spec(k).
Given the cocycle σ ∈ Z1(k, F ), one can associate a Spec(k)-torsor U under F with
a point u0 ∈ U(k). This torsor U is naturally a homogeneous space of the group G′ with
geometric stabiliser isomorphic to Tk̄. Section IV.5.1 in [Gi] implies that η′σ ∈ H2(k, T σ)
is the class of the Spec(k)-gerbe Eσ banded by T σ such that for all étale schemes S over
Spec(k), the category Eσ(S) is defined as follows : the objects of Eσ(S) are triples (P, p, α)
where P → S is a torsor under G′, p ∈ P (Sk̄) and α : P → US is a G′-equivariant S-
morphism. The morphisms of Eσ(S) between triples (P, p, α) and (P ′, p′, α′) are given by
morphisms of torsors P → P ′ over S under G′ that commute with α and α′.
Similarly, one can associate to the morphism λ′σ a Spec(k)-gerbe banded by T σ that
will be the obstruction for the morphism λ′σ to be the extended type of a torsor over
X ′ under T σ. The morphism λ′σ induces a morphism λ′σ : T̂ σk̄ → KD
′(X ′
k̄
) in Dbét(k̄).
By construction, λ′σ is the extended type of the torsor Y0 := Wk̄ ×Zk̄ X
′
k̄
over X ′
k̄
under
T σ
k̄
= Tk̄.
We now define Lσ to be the fibered category defined as follows : for all étale schemes S
over Spec(k), the objects of the category Lσ(S) are pairs (V, ϕ), where V → X ′S is a torsor
under T σS of extended type λV compatible with λ
′
σ and ϕ : Vk̄ → Y0×k̄Sk̄ is an isomorphism
of torsors over X ′×k Sk̄ under T σSk̄ . Given two such objects (V, ϕ) and (V
′, ϕ′), a morphism
between (V, ϕ) and (V ′, ϕ′) in the category Lσ(S) is a pair (α, t), where α : V → V ′ is a
morphism of torsors over X ′S under T
σ
S and t ∈ T σ(Sk̄) such that the diagram
Vk̄
α //
ϕ

V ′
k̄
ϕ′

Y0 ×k̄ Sk̄ t
// Y0 ×k̄ Sk̄
commutes.
One can check that Lσ is a stack for the étale topology over Spec(k), and the fact that
this is a gerbe is a consequence of the exact sequence of Proposition 8.1 in [HS13]
H1(S, T σ)→ H1(X ′S , T σ)
λ−→ HomS(T̂ σ,KD′(X ′S))
∂−→ H2(S, T σ)
provided that S is integral regular and noetherian.
The band of this gerbe is the abelian band represented by T σ.
In addition, it is clear that Lσ is neutral if and only if Lσ(k) 6= ∅ if and only if there
exists a torsor over X ′ under T σ of type λ′σ if and only if ∂(λ′σ) = 0.
Let us now construct an equivalence of gerbes between Eσ and Lσ.
For all étale Spec(k)-schemes S, consider the functor
mS : Eσ(S)→ Lσ(S)
that maps an object (P, p, α) to the object (V, ϕ), where V is defined to be the contracted
product V := (P ×G′S WS)×ZσS X
′
S and ϕ : Vk̄ → Y0×k̄ Sk̄ = (Wk̄×Zk̄ X
′
k̄
)×k̄ Sk̄ is induced
by the point p ∈ P (Sk̄). Indeed, by construction, we have a natural map P ×G
′
S WS →
US ×FS ZS = ZσS , and a simple computation proves that this map is a torsor under T σ of
extended type compatible with λσW .
By definition, the functor mS sends a morphism ϕ : (P, p, α) → (P ′, p′, α′) to the
morphism (ϕ̃, t0) such that ϕ̃ : (P×G
′
S WS)×ZσSX
′
S → (P ′×G
′
S WS)×ZσSX
′
S is the morphism
induced by the morphism of torsors ϕ : P → P ′, and t0 ∈ T σ(Sk) is the element such that
p′ = t0 · ϕ(p) as Sk-points in (P
′ ×G′S WS)×ZσS X
′
S .
Eventually, one checks that the collection of functors mS defines a morphism of gerbes
m : Eσ → Lσ banded by the identity of T σ, which implies that η′σ := [Eσ] = [Lσ] ∈
H2(k, T σ).
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Therefore, η′σ = 0 if and only if Eσ(k) 6= ∅ if and only if Lσ(k) 6= ∅ if and only if
∂(λ′σ) = 0.
The immediate consequence of Lemma 5.7.3 is the following result which extends Pro-
position 5 in [D09a] to open varieties.
Proposition 5.7.4. Let X be a smooth geometrically integral k-variety. Let (Pv) ∈
X(Ak)
ét, Br and Y → X be a torsor under a linear k-group G. Let
1→ H → G→ F → 1
be an exact sequence of linear k-groups, where H is connected and F finite. Let Z → X
be the push-forward of Y → X by the morphism G → F , which is a torsor under F . Let
σ ∈ Z1(k, F ) be a 1-cocycle given by Lemma 5.7.1 applied to the torsor Z → X and the
point (Pv).
Then the cocycle σ ∈ Z1(k, F ) lifts to a cocycle τ ∈ Z1(k,G).
Démonstration. By construction (5.1) in [FSS] (see also (7.7) in [B93]), there is a class
ησ of H2(k, κσ) such that σ can be lifted to Z1(k,G) if and only if ησ is neutral, where
κσ is a k-kernel on Hk̄. By (6.1.2) of [B93] and Lemma 6 in [D09a], there is a canonical
map H2(k, κσ) → H2(k, T σ) such that the class ησ is neutral if and only if its image
η′σ ∈ H2(k, T σ) is zero. By Lemma 5.7.3, one only needs to show that ∂(λ′σ) = 0 where
λ′σ = ψ
∗ ◦ λσW , with KD′(Zσ)
ψ∗−→ KD′(X ′) given by Lemma 5.7.1 and λσW defined by
Lemma 5.7.2.
By Lemma 5.7.1, we know that X ′(Ak)Br 6= ∅. Therefore the map λ in the exact
sequence (see Proposition 8.1 in [HS13])
H1(X ′, T σ)
λ−→ Homk(T̂ σ,KD′(X ′))
∂−→ H2(k, T σ)
is surjective by Corollary 8.17 in [HS13]. Hence the map ∂ is the zero map and ∂(λ′σ) = 0,
which concludes the proof.
The main result of this section is the following theorem.
Théorème 5.7.5. If X is a smooth quasi-projective and geometrically integral variety over
a number field k, then
X(Ak)
desc = X(Ak)
et,Br.
Démonstration. By Corollary 5.6.7, one only needs to prove that X(Ak)et,Br ⊆ X(Ak)desc.
Since the statement 2 of Theorem 2 in [Ha02] (which we apply to X ′) holds for any
geometrically integral variety without assumption on k̄[X ′]×, the result follows from the
same argument that Proposition 5 implies Theorem 1 (p.244-245) in [D09a].
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Chapitre VI
Approximation forte pour les variétés
avec une action d’un groupe linéaire
Résumé. Soit G un groupe linéaire connexe sur un corps de nombres k. Soit U ↪→ X
une inclusion G-équivariante d’un G-espace homogène U à stabilisateurs connexes dans
une G-variété lisse X. On montre que X satisfait l’approximation forte avec condition de
Brauer-Manin hors d’un ensemble S de places de k dans chacun des cas suivants :
(i) S est l’ensemble des places archimédiennes ;
(ii) S est un ensemble fini non vide quelconque, et k̄× = k̄[X]×.
La démonstration utilise le cas X = U , qui a fait l’objet de divers travaux.
Summary. Let G be a connected linear algebraic group over a number field k. Let
U ↪→ X be a G-equivariant open embedding of a G-homogeneous space U with connected
stabilizers into a smooth G-variety X. We prove that X satisfies strong approximation with
Brauer-Manin condition off a set S of places of k under either of the following hypotheses :
(i) S is the set of archimedean places ;
(ii) S is a nonempty finite set and k̄× = k̄[X]×.
The proof builds upon the case X = U , which has been the object of several works.
6.1 Introduction
Soit k un corps de nombres. On note Ωk l’ensemble des places de k et ∞k l’ensemble
des places archimédiennes de k. Notons Ok l’anneau des entiers de k et OS l’anneau des
S-entiers de k pour un sous-ensemble fini S de Ωk contenant ∞k. Pour chaque v ∈ Ωk, on
note kv le complété de k en v et Ov ⊂ kv l’anneau des entiers (Ov = kv pour v ∈ ∞k).
Soit Ak l’anneau des adèles de k. Pour un sous-ensemble fini S ⊂ Ωk, soit ASk l’anneau
des adèles hors de S et kS :=
∏
v∈S kv. Par exemple, soit A
∞
k l’anneau des adèles finis et
k∞ :=
∏
v∈∞k kv.
On rappelle les définitions de [CTX09], [CTX13, §2], [BD] et [CX2].
Soit X une k-variété algébrique et Br(X) son groupe de Brauer. Pour B sous-ensemble
de Br(X), on définit
X(Ak)
B = {(xv)v∈Ωk ∈ X(Ak) :
∑
v∈Ωk
invv(ξ(xv)) = 0 ∈ Q/Z, ∀ξ ∈ B}.
Comme l’a remarqué Manin, la théorie du corps de classes donne X(k) ⊆ X(Ak)B.
Définissons
(6.1.0.1) X(Ak)• = π0(X(k∞))×X(A∞k )
la projection, où π0(X(k∞)) est l’ensemble des composantes connexes de X(k∞).
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Puisque, pour tout v ∈ ∞k, chaque élément de Br(X) prend une valeur constante sur
chaque composante connexe de π0(X(kv)), pour tout sous-ensemble B ⊂ Br(X) on peut
définir :
X(Ak)
B
• = {(xv)v∈Ωk ∈ X(Ak)• :
∑
v∈Ωk
invv(ξ(xv)) = 0 ∈ Q/Z, ∀ξ ∈ B}.
Définition 6.1.1. ([CTX09, CTX13]) Soient k un corps de nombres, X une k-variété et
S ⊂ Ωk un sous-ensemble fini. Notons PrS : X(Ak)→ X(ASk ) la projection.
(1) Si X(k) est dense dans PrS(X(Ak)), on dit que X satisfait l’approximation forte
hors de S.
(2) Si X(k) est dense dans PrS(X(Ak)B) pour un sous-ensemble B de Br(X), on dit
que X satisfait l’approximation forte par rapport à B hors de S. On dit aussi alors que X
satisfait l’approximation forte de Brauer-Manin par rapport à B hors de S.
Si S = ∞k, on peut s’intéresser à une question un peu plus précise tenant compte
des composantes connexes réelles : X(k) est-il dense dans X(Ak)B• pour un sous-groupe
B ⊂ Br(X) ?
Pour les espaces homogènes de groupes algébriques connexes, ces questions ont fait ces
dernières années l’objet d’une série de travaux [CTX09, Ha08, BD] prolongeant des travaux
classiques.
Lorsqu’on cherche à étendre la classe des variétés satisfaisant les propriétés ci-dessus,
il est naturel de poser les questions 6.1.2 et 6.1.3 suivantes.
Question 6.1.2. Soient X une k-variété lisse géométriquement intègre et U un ouvert de
X. Si U(k) est dense dans U(Ak)
Br(U)
• , sous quelles conditions peut-on établir que X(k)
est dense dans X(Ak)
Br(X)
• ?
Le cas qui nous intéresse est celui où G est un groupe linéaire connexe et U est un
G-espace homogène. En général, l’inclusion k̄× ⊂ k̄[U ]× n’est pas un isomorphisme et,
dans ce cas, il existe des exemples pour lesquels U ne satisfait pas l’approximation forte
par rapport à Br(U) hors d’un sous-ensemble fini S ⊂ Ωk non vide donné (par exemple
U ∼= Gm, k = Q et S = {v0} avec v0 une place non archimédienne).
Question 6.1.3. Soit S ⊂ Ωk un sous-ensemble fini non vide. Soit G un groupe linéaire
connexe. Soient X une G-variété lisse géométriquement intègre et U un G-ouvert de X
équipé d’un G-morphisme X → Z dans un G-espace homogène Z. Si k̄[X]× = k̄× et toute
fibre de U au-dessus d’un k-point de Z satisfait l’approximation forte hors de S, sous
quelles conditions peut-on établir l’approximation forte pour X par rapport à Br(X) hors
de S ?
Le principal résultat de cet article est le :
Théorème 6.1.4. (cf. Théorème 6.7.6) Soit G un groupe linéaire connexe sur un corps de
nombres k, et soit X une G-variété lisse géométriquement intègre sur k. Supposons qu’il
existe un G-ouvert U ⊂ X tel que U ∼= G/G0, où G0 ⊂ G est un sous-groupe fermé connexe.
Soit S ⊂ Ωk un sous-ensemble fini non vide. Supposons que G′(kS) est non compact pour
chaque facteur simple G′ du groupe Gsc (cf. (6.1.0.4)).
(1) Si S ⊂ ∞k, alors X(k) est dense dans X(Ak)
Br(X)
• .
(2) Si k̄× = k̄[X]×, alors X satisfait l’approximation forte de Brauer-Manin par rapport
à Br(X) hors de S.
Ce théorème est un cas spécial d’un résultat plus général mais d’énoncé technique
(Théorème 6.7.6).
Le théorème 6.1.4 (1) avait déjà été établi dans les cas suivants :
(i) X est une variété torique, c’est-à-dire que G est un tore (F. Xu et l’auteur [CX1]).
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(ii) X est une variété groupique, c’est-à-dire que G est un groupe linéaire connexe et
que G0 = 1 (F. Xu et l’auteur [CX2]).
(iii) X est comme dans le théorème, avec G0 résoluble connexe (résultat tout récent de
D. Wei [Wei16]).
Au §6.4, on donne une démonstration totalement nouvelle du théorème 6.1.4 (1), la-
quelle est plus simple que celles des trois travaux ci-dessus.
Le théorème 6.1.4 (2) avait déjà été établi dans les cas suivants :
(iv) X est une variété torique (D. Wei [Wei14]).
(v) X est une variété groupique (F. Xu et l’auteur [CX2]).
Les démonstrations du théorème 6.1.4, comme celle de [CX2], reposent d’une part sur
des constructions géométriques sur un corps quelconque, d’autre part sur les théorèmes
d’approximation forte avec condition de Brauer-Manin pour les espaces homogènes établis
dans [CTX09, Ha08, BD]. Les constructions géométriques du présent article s’inspirent de
celles de [CX2] et la partie arithmétique du présent article utilise une généralisation de [3]
(cf. §6.5).
Dans les quatre articles cités, on a la conclusion plus précise : dans les énoncés, on
peut remplacer Br(X) par le sous-groupe “algébrique” Br1(X) ⊂ Br(X), dont la définition
est rappelée ci-dessous. Dans le cadre général où nous nous plaçons, il faut utiliser tout le
groupe de Brauer Br(X). L’idée clé est la notion de sous-groupe de Brauer invariant (cf.
§3), qui généralise [BD, §1.2].
Soit G un k-groupe linéaire connexe. Le plan de l’article est le suivant :
§ 6.2.3

⊂
$,
§ 6.2 +3 § 6.6
§ 6.4 § 6.3ks +3
.6
§ 6.5 ⊃ § 6.5.1
KS

⇒ § 6.7
La section 6.2 est consacrée à divers préliminaires géométriques, notamment sur les
G-variétés et leurs torseurs sous un tore ou un groupe de type multiplicatif. Au §6.2.3,
on étudie les torseurs sous un groupe de type multiplicatif sur une G-variété. On montre
que tout tel torseur peut être muni canoniquement d’une action d’un groupe linéaire H
qui s’envoie sur G (Théorème 6.2.7). Pour cela, on utilise un théorème de Colliot-Thélène
[CT08, Thm. 5.6] sur les torseurs au-dessus d’un groupe linéaire connexe.
Au §6.3, on définit la notion de sous-groupe de Brauer G-invariant BrG(X) d’une G-
variété lisse (cf. Définition 6.3.1). On donne des caractérisations équivalentes sur les sous-
groupes de BrG(X) (Proposition 6.3.4). Ensuite, on définit la notion d’homomorphisme de
Sansuc (cf. Définition 6.3.8) et on généralise la suite exacte de Sansuc (cf. (6.3.2.3)). On
étudie la propriété de BrG(X) par rapport au passage à la fibre d’un G-morphisme vers
un tore (Proposition 6.3.13). On généralise la notion de G-espace homogène à stabilisateur
géométrique connexe et on définit la notion de pseudo G-espace homogène (Définition
6.3.15) qui sera utilisée aux §4 et §6.
La section 6.4 est consacrée à l’approximation forte hors des places archimédiennes.
On établit le théorème 6.4.2 sur l’approximation d’un point adélique de X satisfaisant une
condition de Brauer-Manin par un tel point situé sur U . Comme conséquence, on répond
à la question 6.1.2 (Corollaire 6.4.5) dans ce cas. Ceci donne le théorème 6.1.4 (1).
Au §6.5, en utilisant la notion de sous-groupe G-invariant du groupe de Brauer, on
combine la suite exacte (6.3.2.3) et la méthode de [3], et on généralise [3, Thm. 1.2]. On
établit un théorème de descente pour un torseur sous un groupe linéaire connexe quelconque
(Théorème 6.5.9). Comme conséquence, on établit une formule sur les points adéliques d’un
certain G-espace homogène satisfaisant une condition de Brauer-Manin (Corollaire 6.5.13).
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Au §6.6, pour une G-variété X munie d’un G-ouvert U équipé d’un G-morphisme
vers une G-variété Z, on considère l’approximation d’un point adélique de X satisfaisant
une condition de Brauer-Manin par un tel point situé dans la fibre au-dessus d’un point
rationnel de Z (Question 6.6.1). Pour répondre à la question 6.6.1, on généralise [CX2,
Prop. 3.6] et on établit au §6.6.1 un théorème plus fin sur l’approximation forte d’un
espace affine (théorème 6.6.2). Ensuite, on combine ce théorème et l’étude du sous-groupe
de Brauer G-invariant (§3) avec la méthode de fibration de Colliot-Thélène et Harari [CTH]
et les constructions géométriques de [CX2], et on répond à la question 6.6.1 dans le cas
où Z est un certain tore (Théorème 6.6.7 et Théorème 6.6.9). Dans le cas où Z est un
pseudo G-espace homogène, on résoud la question 6.6.1 (Théorème 6.6.11) à l’aide de tous
les résultats ci-dessus (sauf ceux du §6.4).
Au §6.7, en utilisant la descente (§6.5), on établit d’abord un résultat (Proposition
6.7.4) sur l’approximation forte pour les G-espaces homogènes à stabilisateur géométrique
connexe, ce qui généralise un résultat de Borovoi et Demarche ([BD, Thm. 1.4]). Ensuite,
on combine ce résultat avec les résultats des §6.4 et §6.6, et on établit le théorème général
(Théorème 6.7.6) sur l’approximation forte d’une G-variété munie d’un G-ouvert fibré sur
un certain G-espace homogène. Le théorème 6.1.4 est un cas particulier du théorème 6.7.6.
Conventions et notations.
Soit k un corps quelconque de caractéristique 0. On note k une clôture algébrique et
Γk := Gal(k̄/k).
Tous les groupes de cohomologie sont des groupes de cohomologie étale. Soit X un
schéma intègre. On note ηX le point générique de X.
Une k-variété X est un k-schéma séparé de type fini. Pour X une telle variété, on
note k[X] son anneau des fonctions globales, k[X]× son groupe des fonctions inversibles,
Pic(X) := H1ét(X,Gm) son groupe de Picard et Br(X) := H2ét(X,Gm) son groupe de
Brauer. Notons
Br1(X) := Ker[Br(X)→ Br(Xk̄)] et Bra(X) := Br1(X)/ImBr(k).
Le groupe Br1(X) est le sous-groupe “algébrique” du groupe de Brauer de X. Si X est
intègre, on note k(X) son corps des fonctions rationnelles.
Pour tout sous-groupe B de Br(X) (ou de Br(X)/Im(Br(k))), notons
(6.1.0.2) BD := Hom(B,Q/Z)
le groupe des homomorphismes. On munit B de la topologie discrète et BD de la topologie
compacte-ouverte.
On note Xsing le lieu singulier de X, et pour un sous-ensemble fermé D ⊂ X, on note
Dsing le lieu singulier de D comme sous-variété fermée réduite.
Un k-groupe algébrique G est une k-variété qui est un k-schéma en groupes. On note
eG l’unité de G et G∗ le groupe des caractères de Gk̄. C’est un module galoisien de type
fini. Si G est connexe, on note
(6.1.0.3) Bre(G) := Ker(Br1(G)
e∗G−→ Br(k)) ∼= Bra(G).
SoitG un k-groupe linéaire connexe. On noteGtor son quotient torique maximal,Gu son
radical unipotent, Gred := G/Gu son quotient réductif maximal, Gssu := Ker(G → Gtor),
Gss := Gssu/Gu et Gsc le revêtement simplement connexe du groupe semi-simple Gss.
Alors on a G∗ = (Gtor)∗ et un diagramme commutatif :
(6.1.0.4) Gu 
 // Gssu 
 //


G

Gsc // // Gss 
 // Gred // // Gtor.
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Soit G un k-groupe algébrique. Une G-variété (X, ρ) (ou X) est une k-variété X munie
d’une action à gauche G×k X
ρ−→ X. Un ouvert U ⊂ X est un G-ouvert si U est invariant
sous l’action de G. Un k-morphisme de G-variétés est appelé G-morphisme s’il est compa-
tible avec l’action de G. Sauf mention explicite du contraire, un G-torseur est un G-torseur
à gauche.
Soit G un k-groupe algébrique connexe et X une G-variété lisse géométriquement in-
tègre. Notons BrG(X) le sous-groupe de Brauer G-invariant (cf : Définition 6.3.1). Dans
le cas où X ∼= G/G0 avec G linéaire et G0 ⊂ G un sous-groupe fermé connexe, Borovoi
et Demarche ont défini Br1(X,G) := Ker(Br(X) → Br(Gk̄)) ([BD, §1.2]) En fait, on a
(Proposition 6.3.9) : BrG(X) ∼= Br1(X,G).
Soit T un tore. Une variété torique (T ↪→ X) est une T -variété lisse intègre X munie
d’une immersion ouverte fixée T ↪→ X de T -variétés. Pour une k-algèbre finie séparable
K, on a une variété torique canonique : (ResK/kGm ↪→ ResK/kA1).
Soit k un corps de nombres. Soit X une k-variété. On note X(Ak) l’ensemble des points
adéliques de X et on note X(Ak)• comme en (6.1.0.1). Soit G un k-groupe algébrique. On
note G(k∞)+ la composante connexe de l’identité de G(k∞) :=
∏
v∈∞k G(kv).
6.2 Préliminaires sur les G-variétés et les torseurs
Dans toute cette section, k est un corps quelconque de caractéristique 0. Sauf mention
explicite du contraire, une variété est une k-variété. Dans [CX2], le résultat de structure
géométrique est [CX2, Prop. 3.12]. On en donne une généralisation (Proposition 6.2.2 et
Proposition 6.2.3). Dans [CTS87b, Lem. 1.6.2], Colliot-Thélène et Sansuc ont étudié la
structure des torseurs Y → X sous un tore et obtenu la suite exacte (6.2.2.1). On précise
ici les morphismes de la suite exacte (6.2.2.1) (Proposition 6.2.5). Colliot-Thélène ([CT08,
Thm. 5.6]) a étudié la structure des torseurs Y → X sous un groupe de type mutiplicatif
lorque la base X est un groupe linéaire connexe. On considère ici le cas plus général des
torseurs sur une variété X munie d’une action d’un groupe G. On établit un théorème
général (Théorème 6.2.7) sur la structure de ces torseurs.
6.2.1 Préliminaires sur les G-variétés
On rappelle un résultat pour les variétés toriques lisses ([CX1, Prop. 2.10]).
Lemme 6.2.1. Soient T un tore et (T ↪→ Z) une variété torique lisse. Soit Z1 := Z \ [(Z \
T )sing]. Alors (T ↪→ Z1) est une variété torique, codim(Z \Z1, Z) ≥ 2 et chaque Tk̄-orbite
de (Z1 \ T )k̄ est de codimension 1 et son stabilisateur géométrique est isomorphe à Gm,k̄.
Démonstration. Puisque (Z \ T )sing est T -invariant et dim((Z \ T )sing) < dim(Z \ T ), la
variété (T ↪→ Z1) est une variété torique et codim(Z \ Z1, Z) ≥ 2.
Supposons que k = k̄. Dans ce cas, toutes les variétés toriques lisses de dimension d
ont un recouvrement par des variétés toriques (Gnm ↪→ Gim × An−i)i (cf. [CX1, Lem. 2.1]),
et donc Z1 admet un recouvrement par des variétés toriques G
dim(Z)−1
m × A1 et Gdim(Z)m .
Le résultat en découle.
Proposition 6.2.2. Soient T ⊂ Z1 ⊂ Z comme dans le lemme 6.2.1. Soit G un groupe
linéaire connexe muni d’un homomorphisme surjectif G ϕ−→ T de noyau connexe. Soit X
une G-variété lisse géométriquement intègre munie d’un G-morphisme dominant X f−→ Z.
Soit U un G-ouvert de X tel que f(U) ⊂ T . On a :
(1) le morphisme f−1(Z1)
f |Z1−−−→ Z1 est plat ;
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(2) si f induit un isomorphisme DivZk̄\Tk̄(Zk̄)
f∗Div−−→ DivXk̄\Uk̄(Xk̄), alors il existe un
G-ouvert X1 de X tel que f(X1) ⊂ Z1, X1 ∩ f−1(T ) = U , codim(X \ X1, X) ≥ 2 et
X1
f |X1−−−→ Z1 soit lisse, surjectif à fibres géométriquement intègres.
Démonstration. Par le lemme 6.2.1, Z1 est T -invariant, codim(Z\Z1, Z) ≥ 2 et (Z1\T )k̄ =∐
i Fi, où Fi est Tk̄-orbite de codimension 1. Donc f
−1(Z1) et f−1(T ) \ U ⊂ X sont G-
invariants.
Pour (1), on peut supposer que X = f−1(Z1) et k = k̄. Puisque Z1 est lisse, X est
intègre et f est dominant, il existe un ouvert V ⊂ Z1 tel que codim(Z1 \ V,Z1) ≥ 2 et
f−1(V )→ V soit plat. Donc pour chaque i, V ∩Fi 6= ∅. En utilisant l’action de G, on voit
que f |Z1 est plat.
Pour (2), puisque f∗Div est un isomorphisme, on a
codim(f−1(T ) \ U,X) ≥ 2 et codim(f−1(Z \ Z1), X) ≥ 2.
On note X2 := f−1(Z1) \ f−1(T ) \ U et X3 := X2 \ (X2 \ U)sing. Alors (X3 \ U) =
D
∐
E avec codim(E,X3) ≥ 2 et toutes les composantes connexes de D sont de dimension
dim(X)−1. On noteX1 := X3\E. AlorsX1 est G-invariant, f(X1) ⊂ Z1,X1∩f−1(T ) = U ,
codim(X \ X1, X) ≥ 2 et chaque composante connexe de (X1 \ U)k̄ est lisse, intègre de
dimension dim(X)− 1.
Puisque f∗Div est un isomorphisme, (X1 \ U)k̄ ∼=
∐
iDi avec Di = f
−1(Fi) ∩X1. Alors
chaque Di est une Gk̄-variété lisse intègre de dimension dim(X) − 1. Puisque Ker(ϕ) est
connexe, le stabilisateur de Fi comme Gk̄-variété est connexe. Par [CX2, Prop. 2.2], les
morphismes U → T et Di → Fi sont lisses surjectifs à fibres géométriquement intègres. Le
résultat en découle.
Proposition 6.2.3. Soient T et T0 deux tores avec T0 quasi-trivial. Soient X une variété
lisse géométriquement intègre et U ⊂ X un ouvert muni d’un morphisme U f−→ T0 × T .
Supposons que la composition
Λ : T ∗0
p∗1−→ T ∗0 × T ∗
f∗−→ k̄[U ]×/k̄× ÷X−−→ DivXk̄\Uk̄(Xk̄)
est un isomorphisme de modules galoisiens.
(1) Alors il existe un homomorphisme T0
φ−→ T et une variété torique (T0 ↪→ Al) tels
que :
(a) il existe une k-algèbre finie séparable K et un isomorphisme de variétés toriques :
(6.2.1.1) (T0 ↪→ Al) ∼= (ResK/kGm ↪→ ResK/kA1K);
(b) si l’on note
T0 × T
φ̃−→ T0 × T : (t0, t) 7→ (t0, t · φ(t0)−1),
alors le morphisme φ̃ ◦ f peut être étendu à un unique morphisme X f
′
−→ Al × T ;
(c) on a un isomorphisme f ′∗ : Div(Al×T )k̄\(T0×T )k̄((A
l × T )k̄)
∼→ DivXk̄\Uk̄(Xk̄).
(2) Soit G un groupe linéaire muni d’un homomorphisme G ϕ−→ T0 × T . Supposons que
X est une G-variété, U ⊂ X est un G-ouvert et f est un G-morphisme. Alors le morphisme
f ′ est un G-morphisme, où l’action de G sur Al × T est induite par φ̃ ◦ ϕ.
Démonstration. Soient {Di}li=1 les composantes irréductibles de (X\U)k̄ dont la dimension
est dim(X) − 1. Alors DivXk̄\Uk̄(Xk̄)
∼= ⊕iZ · [Di]. Puisque Λ est un isomorphisme, il
existe une base {xi} de T ∗0 telle que Λ(xi) = Di. Puisque k̄[T0]× = k̄× ⊕ T ∗0 , on peut
supposer que xi ∈ k̄[T0]× et {xi}li=1 est globalement Gal(k̄/k)-invariant. SoitK la k-algèbre
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finie séparable qui correspond au Gal(k̄/k)-ensemble {xi}li=1. Alors T0 ∼= ResK/kGm,K , et
l’immersion ouverte
T0,k̄
∼= Spec k̄[x1, x−11 , · · · , xl, x
−1
l ] ↪→ Spec k̄[x1, · · · , xl] ∼= A
l
k̄
∼= (ResK/kA1K)k̄
est exactement l’immersion ouverte (ResK/kGm,K ↪→ ResK/kA1K)k̄. Puisque Al ∼= ResK/kA1K ,
on obtient canoniquement une variété torique T0 ↪→ Al.
Notons Tk̄ ∼= Spec k̄[t1, t
−1
1 , · · · , tn, t−1n ] et donc
(Al × T )k̄ ∼= Spec k̄[x1, · · · , xl, t1, t
−1
1 , · · · , tn, t
−1
n ].
Soit T0
φ−→ T l’homomorphisme correspondant à la composition
φ∗ : T ∗
p∗2 // T ∗0 × T ∗
f∗ // k̄[U ]×/k̄×
÷X // DivXk̄\Uk̄(Xk̄)
Λ−1
∼=
// T ∗0 .
Puisque l’homomorphisme T ∗0 ×T ∗
φ̃∗−→ T ∗0 ×T ∗ est défini par (t0, t) 7→ (t0−φ∗(t), t), on a
(÷X ◦ f∗ ◦ φ̃∗)(xi) = (÷X ◦ f∗)(xi) = Λ(xi) = Di
et
(÷X ◦ f∗ ◦ φ̃∗)(ti) = ((÷X ◦ f∗)− (÷X ◦ f∗ ◦ p∗1 ◦ φ∗))(ti) = ((÷X ◦ f∗)− (Λ ◦ φ∗))(ti) = 0.
Puisque X est lisse, et donc normale, on a
(φ̃ ◦ f)∗(k̄[Al × T ]) ⊂ k̄[X] et donc (φ̃ ◦ f)∗(k[Al × T ]) ⊂ k[X].
Alors φ̃ ◦ f s’étend en un morphisme X f
′
−→ Al×T . Un tel morphisme f ′ est unique ([Hart,
II. Exer. 4.2]).
Pour (c), puisque dans le diagramme commutatif
T ∗0
=

p∗1 // T ∗0 × T ∗
= //

k̄[T0 × T ]×/k̄×
(φ̃◦f)∗

÷ // Div(Al×T )k̄\(T0×T )k̄((A
l × T )k̄)
(f ′)∗

T ∗0
p∗1 // T ∗0 × T ∗
(φ̃◦f)∗ // k̄[U ]×/k̄×
÷X // DivXk̄\Uk̄(Xk̄),
les compositions horizontales sont des isomorphismes, (f ′)∗ est un isomorphisme.
Pour (2), puisque le diagramme
G× U 
 // G×X
ρX

(φ̃◦ϕ,f ′)// (T0 × T )× (Al × T )

X
f ′ // Al × T
est commutatif en G× U , ce diagramme est commutatif et f ′ est un G-morphisme.
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6.2.2 Trivialisation d’un torseur
Les torseurs sous un tore ou sous un groupe de type multiplicatif sont étudiés par
Colliot-Thélène et Sansuc [CTS87b]. Soit T un tore. Soient X une variété lisse géométri-
quement intègre et U ⊂ X un ouvert. Par [CTS87b, Lem. 1.6.2], on a une suite exacte
canonique :
(6.2.2.1) H0(U, T ) Φ // Homk(T ∗,DivXk̄\Uk̄(Xk̄))
Ψ // H1(X,T ) // H1(U, T ),
et pour chaque χ ∈ H0(U, T ) = Mor(U, T ), on a Φ(χ) : T ∗ χ
∗
−→ k̄[U ]×/k̄× ÷X−−→
DivXk̄\Uk̄(Xk̄).
Pour un T -torseur Y p−→ X tel que Y |U soit trivial, on note V := Y ×XU et TrivU (V, T )
l’ensemble des trivialisations τ : V ∼→ T × U (un T -isomorphisme au-dessus de U). On a
une application canonique
(6.2.2.2) TrivU (V, T )
Υ−→ Homk(T ∗,DivXk̄\Uk̄(Xk̄))
définie par : pour chaque τ ∈ TrivU (V, T ), le morphisme Υ(τ) est la composition :
T ∗
p∗1−→ k̄[T × U ]×/k̄× τ
∗
−→ k̄[V ]×/k̄× ÷Y−−→ DivYk̄\Vk̄(Yk̄)
(p∗)−1−−−−→ DivXk̄\Uk̄(Xk̄),
où DivXk̄\Uk̄(Xk̄)
p∗−→ DivYk̄\Vk̄(Yk̄) est un isomorphisme par [CT08, Lem. B.1]. On a aussi
une application canonique
(6.2.2.3) H0(U, T )× TrivU (V, T )
Θ−→ TrivU (V, T ) : (χ, τ) 7→ χ̂ ◦ τ
où T × U χ̂−→ T × U : (t, u) 7→ (t+ χ(u), u).
Lemme 6.2.4. L’application Θ induit une action transitive de H0(U, T ) sur TrivU (V, T ),
et pour chaque τ ∈ TrivU (V, T ), χ ∈ H0(U, T ), on a Υ(Θ(χ, τ)) = Φ(χ) + Υ(τ).
Démonstration. Pour χ1, χ2 ∈ H0(U, T ), on a χ̂1 + χ2 = χ̂2 ◦ χ̂1, et donc Θ est une action.
Notons T × U p1−→ T . Pour deux trivialisations τ1, τ2 ∈ TrivU (V, T ), le morphisme
τ2 ◦ τ−11 est un T -morphisme au-dessus de U , i.e. pour chaque t ∈ T et u ∈ U , on a
(τ2 ◦ τ−11 )(t, u) = ((p1 ◦ τ2 ◦ τ
−1
1 )(t, u), u) = (t+ (p1 ◦ τ2 ◦ τ
−1
1 )(eT , u), u).
Notons χ := (p1 ◦ τ2 ◦ τ−11 )(eT ,−) ∈ H0(U, T ), alors τ2 = χ̂ ◦ τ1 et donc Θ est transitive.
Notons T × U p2−→ U . Pour tout τ ∈ TrivU (V, T ) et tout χ ∈ H0(U, T ), on a
p1 ◦Θ(χ, τ) = p1 ◦ χ̂ ◦ τ = (p1 + χ ◦ p2) ◦ τ = p1 ◦ τ + χ ◦ p2 ◦ τ = p1 ◦ τ + χ ◦ p|U
dans Mor(V, T ). Puisque les deux morphismes composés
k̄[U ]×/k̄×
p|∗U−−→ k̄[V ]×/k̄× ÷Y−−→ DivYk̄\Vk̄(Yk̄) et k̄[U ]
×/k̄×
÷X−−→ DivXk̄\Uk̄(Xk̄)
p∗−→ DivYk̄\Vk̄(Yk̄)
coïncident, on a ÷Y ◦ (χ ◦ p|U )∗ = p∗ ◦ ÷X ◦ χ∗ et le résultat en découle.
Proposition 6.2.5. Avec les notations des (6.2.2.1) et (6.2.2.2), pour un φ ∈ Homk(T ∗,DivXk̄\Uk̄(Xk̄)),
soit Y → X un torseur correspondant à Ψ(φ) et soit V := Y ×X U . Alors, après avoir
bien choisi le signe de Ψ, il existe une trivialisation τ ∈ TrivU (V, T ) telle que Υ(τ) = φ et
que, pour chaque τ ′ ∈ TrivU (V, T ), on ait Ψ(Υ(τ ′)) = [Y ].
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Démonstration. D’après le lemme 6.2.4, l’énoncé est équivalent à l’existence d’une trivia-
lisation τ ∈ TrivU (V, T ) telle que Ψ(Υ(τ)) = [Y ].
Étape (1). Supposons que k = k̄ et T = Gm. Dans ce cas, T ∗ ∼= Z. La suite exacte
(6.2.2.1) est obtenue en appliquant H i(X,−) = ExtiXét(Z,−) à la suite exacte de faisceaux
(cf. [CTS87b, Lem. 1.6.2])
0→ Gm,X → j∗Gm,U → DivX\U (X)→ 0
où U j−→ X. Donc, après avoir choisi 1T ∗ ∈ T ∗, le morphisme
DivX\U (X)
∼←− Homk(T ∗,DivX\U (X))
Ψ−→ H1(X,T ) ∼→ Pic(X)
est le morphisme canonique DivX\U (X) → Pic(X). Par [CT08, Lem. B.1], pour chaque
trivialisation τ , on a un diagramme commutatif :
T ∗
τ∗◦ p∗1//
=
$$
k[V ]×/k×
divY //

DivY \V (Y ) DivX\U (X)
∼=oo

T ∗
(−1)· type // Pic(X).
Puisque type(1T ∗) = [Y ], le résultat en découle.
Étape (2). Supposons k = k̄. Notons n = dim(T ). Alors T ∼= Gnm, T ∗ ∼= Zn, H1(X,T ) ∼=
Pic(X)⊕n et Hom(T ∗,DivX\U (X)) ∼= DivX\U (X)⊕n. On se réduit ainsi à l’étape (1).
Étape (3). Supposons que T est quasi-trivial et X est projective. Dans ce cas, le mor-
phisme H1(X,T ) → H1(Xk̄, T ) est injectif (une conséquence de [CTS87b, (2.0.2)]). Par
l’étape (2), pour chaque τ ∈ TrivU (V, T ), on a Ψ(Υ(τ))|k̄ = [Yk̄], et donc Ψ(Υ(τ)) = [Y ].
Étape (4). En général, soit Xc une compactification lisse de X et soit T0 un tore avec
un isomorphisme T ∗0
ι−→ DivXk̄\Uk̄(Xk̄). Notons σ
∗ := ι−1 ◦ φ et T0
σ−→ T le morphisme
correspondant de tores. L’égalité DivXc
k̄
\Uk̄(X
c
k̄
) ∼= DivXc
k̄
\Xk̄(X
c
k̄
) ⊕ DivXk̄\Uk̄(Xk̄) donne
des morphismes
ιc : T
∗
0
ι−→ DivXk̄\Uk̄(Xk̄) ↪→ DivXck̄\Uk̄(X
c
k̄) et π : DivXck̄\Uk̄(X
c
k̄)→ DivXk̄\Uk̄(Xk̄)
tels que π ◦ ιc = ι. Par la suite exacte (6.2.2.1), on a un diagramme commutatif
Homk(T
∗
0 ,DivXc
k̄
\Uk̄(X
c
k̄
))
π◦− //
Ψc

Homk(T
∗
0 ,DivXk̄\Uk̄(Xk̄))
Ψ0

−◦σ∗ // Homk(T
∗,DivXk̄\Uk̄(Xk̄))
Ψ

H1(Xc, T0)
(−)|X // H1(X,T0)
σ∗ // H1(X,T ).
Alors Ψc(ιc) donne un T0-torseur Y c0 sur Xc tel que π ◦ ιc ◦ σ∗ = φ, σ∗[Y c0 |X ] = [Y ] ∈
H1(X,T ) et que V0 := Y c0 |U ∼= T0 × U . Ceci donne un diagramme commutatif :
TrivU (V0, T0)
Υc

= // TrivU (V0, T0)
Υ0

σ∗ // TrivU (V, T )
Υ

Homk(T
∗
0 ,DivXc
k̄
\Uk̄(X
c
k̄
))
π◦− // Homk(T
∗
0 ,DivXk̄\Uk̄(Xk̄))
−◦σ∗ // Homk(T
∗,DivXk̄\Uk̄(Xk̄))
et le résultat découle de l’étape (3).
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6.2.3 L’action d’un groupe sur un torseur
Soit S un groupe de type multiplicatif et soit G un groupe linéaire connexe. Colliot-
Thélène a montré que tout S-torseur H sur G avec H(k) 6= ∅ peut être muni d’une
structure de groupe telle que H → G soit un homomorphisme de groupes, s’il possède un
point rationnel au-dessus de eG (cf. [CT08, Thm. 5.6]). On donne une généralisation de ce
résultat (Théorème 6.2.7).
On commence par une généralisation de [CT08, Lem. 5.5].
Lemme 6.2.6. Soient X1, X2 deux variétés lisses géométriquement intègres. Soit S un
groupe de type multiplicatif. Supposons que X1 est géométriquement rationnelle et X1(k) 6=
∅. Alors pour chaque e ∈ X1(k) et i = 0 ou 1, on a un isomorphisme canonique :
H ie(X1, S)⊕H i(X2, S)
∼→ H i(X1 ×X2, S)
où H ie(X1, S) := Ker(H i(X1, S)
e∗−→ H i(k, S)).
Démonstration. Si S = Gm, l’énoncé découle de [S, Lem. 6.5 et Lem. 6.6]. Si S est quasi-
trivial, i.e. il existe une k-algèbre finie étale K tel que S = ResK/kGm, l’énoncé découle du
fait H i(−, S) ∼= H i((−)K ,Gm).
En général, on note H i1(S) := H ie(X1, S)⊕H i(X2, S) et H i2(S) := H i(X1×X2, S) pour
i = 0 ou 1. Il existe un tore T , un tore quasi-trivial T0 et une suite exacte :
0→ S → T0 → T → 0.
Elle induit un diagramme commutatif de suites exactes :
0 // H01 (S)
//
φ0S

H01 (T0)
//
∼=

H01 (T )
//
φ0T

H11 (S)
//
φ1S

H11 (T0)
//
∼=

H11 (T )
φ1T

0 // H02 (S)
// H02 (T0)
// H02 (T )
// H12 (S)
// H12 (T0)
// H12 (T ).
Alors φ0S est injectif pour tout groupe de type multaplicatif S. Donc φ
0
T est injectif. Par le
lemme des cinq, φ0S est isomorphe pour tout groupe de type multiplicatif S. Par la même
méthode, φ0T et φ
1
S sont isomorphes.
Théorème 6.2.7. Soient G un groupe linéaire connexe et (X, ρ) une G-variété lisse géomé-
triquement intègre. Soient S un groupe de type multiplicatif et Y p−→ X un S-torseur. Alors
il existe un groupe linéaire H et un homomorphisme H ψ−→ G tels que ψ soit surjectif de
noyau S central et que l’action ρS de S sur Y s’étende une action ρH de H sur Y qui fait
de p un H-morphisme.
De plus :
(1) le groupe H est unique, i.e. si H1
ψ1−→ G satisfait les conditions ci-dessus, alors il
existe un isomorphisme de k-groupes ϑ : H1
∼→ H tel que l’on ait un diagramme commuta-
tif :
(6.2.3.1) 1 // S
=

// H1
ψ1 //
ϑ

G
=

// 1
1 // S // H
ψ // G // 1;
(2) si ρ∗[Y ] = p∗2[Y ] dans H
1(G×X,S), alors H ∼= S ×G ;
(3) pour chaque choix d’une action ρH , chaque homomorphisme G
φ−→ S induit une
nouvelle action H × Y
ρH,φ−−−→ Y satisfaisant les conditions ci-dessus, où
ρH,φ(h, y) = (φ ◦ ψ)(h) · ρH(h, y) pour chaque h ∈ H, y ∈ Y,
et toutes les actions satisfaisant les conditions ci-dessus sont obtenues de cette façon.
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Démonstration. On suit la démonstration de Colliot-Thélène [CT08, Thm. 5.6]. D’après
le lemme 6.2.6, pour chaque élément α ∈ H1(X,S), puisque ρ∗(α)|eG×X = α, il existe un
unique β ∈ H1eG(G,S) tel que ρ
∗(α) = p∗2(α) + p
∗
1(β), où p1, p2 sont les projections. Si
α = [Y ], on note β = (H ψ−→ G). Par [CT08, Thm. 5.6 et Cor. 5.7], il existe une structure
unique de k-groupe linéaire sur H (à (6.2.3.1) près) telle que ψ soit un homomorphisme
de noyau S central.
Notons S i−→ H l’immersion. L’égalité ρ∗[Y ] = p∗1[H] + p∗2[Y ] donne un diagramme
commutatif :
(6.2.3.2) S × Y
i×idY
//


H × Y ρ+
//
ψ×p

ρH
))
ρ∗Y ρY
//


Y
p

eG ×X // G×X = // G×X
ρ // X,
tel que ρ+ induise un isomorphisme H ×S Y
∼→ ρ∗Y et ρH := ρY ◦ ρ+ soit un S × S-
morphisme, où l’action S × S y Y : (s1, s2, y) 7→ ρS(s1 · s2, y). Donc ρH |eS×Y ∈
HomX(Y, Y ) est un S-morphisme, et donc un isomorphisme. Remplaçant ρY par (ρH |eS×Y )−1◦
ρY , on peut supposer que ρH |eS×Y est l’identité, et donc ρS = ρH ◦ (i× idY ).
Montrons que ρH est une action. Notons mH la multiplication sur H. Puisque ρ est
une action, les morphismes ρ1 := ρH ◦ (mH × idY ) et ρ2 := ρH ◦ (idH × ρH) induisent un
morphisme
Ψ : H×H×Y (ρ1,ρ2)−−−−→ Y×XY
∼→ Y×S p2−→ S, i.e. ρH(h1·h2, y) = Ψ(h1, h2, y)·ρH(h1, ρH(h2, y))
pour chaque h1, h2 ∈ H et y ∈ Y . Puisque ρH est un S × S-morphisme et S est central
dans H, il existe un morphisme G × G × X Ψ1−−→ S tel que Ψ = Ψ1 ◦ (ψ × ψ × p). Par le
lemme de Rosenlicht (voir [S, Lem. 6.5]), il existe des homomorphismes χ1, χ2 : G→ S et
un morphisme X χ0−→ S tels que
Ψ1(g1, g2, x) = χ1(g1) · χ2(g2) · χ0(x)
pour chaque g1, g2 ∈ G et x ∈ X. Puisque ρH(eH , y) = y pour chaque y ∈ Y , on a
χ1(g) = χ2(g) = χ0(x) = eS
pour tout x ∈ X et tout g ∈ G. Donc ρH est une action.
Pour (1), s’il existe un groupe linéaire H qui satisfait l’énoncé du théorème, alors H et
l’action ρH sur Y induisent le diagramme (6.2.3.2) tel que ρH := ρY ◦ρ+ et H×SY
∼→ ρ∗Y .
Alors dans H1(G×X,S), on a p∗1[H] +p∗2[Y ] = ρ∗[Y ], ce qui détermine uniquement H par
l’argument ci-dessus.
Pour (2), si ρ∗[Y ] = p∗2[Y ], on a [H] = 0 et, d’après (1), on a H ∼= S ×G.
Pour (3), il est clair que ρH,φ|S×Y = ρS et p ◦ ρH,φ = ρ ◦ (ψ × p). Par ailleurs, soit ρ′H
une action satisfaisant les conditions. Alors on a un morphisme
Φ : H × Y
(ρH ,ρ
′
H)−−−−−→ Y ×X Y
∼→ Y × S p2−→ S i.e. ρ′H(h, y) = Φ(y, h) · ρH(h, y)
pour chaque h ∈ H et y ∈ Y . Puisque ρ′H |S×Y = ρS , il existe G × X
Φ1−→ S tel que
Φ = Φ1◦(ψ×p). Par le lemme de Rosenlicht (voir [S, Lem. 6.5]), il existe un homomorphisme
G
φ−→ S et un morphisme X χ−→ S tels que Φ1(g, x) = φ(g) · χ(x) pour chaque g ∈ G et
x ∈ X. Puisque ρ′H(eH , y) = y pour chaque y ∈ Y , on a χ(x) = eS pour tout x ∈ X. Donc
ρ′H = ρH,φ.
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Corollaire 6.2.8. Soient G un k-groupe linéaire connexe et X1, X2 deux G-variétés lisses
géométriquement intègres munies d’un G-morphisme X1 → X2. Soit S un groupe de type
multiplicatif. Pour i = 1, 2, soient Yi → Xi un S-torseur et Hi le groupe linéaire donné
par le théorème 6.2.7. Si Y1 ∼= Y2 ×X2 X1 comme S-torseurs, alors H1 ∼= H2 et, après
avoir changé l’action de H1 sur Y1 ou l’action de H2 sur Y2, on peut imposer que Y1 ∼=
Y2 ×X2 X1 → Y2 soit un H1-morphisme.
Démonstration. L’action de H2 sur Y2 induit canoniquement une action de H2 sur Y2×X2
X1 telle que Y2 ×X2 X1 → X1 soit un H2-morphisme. Par l’unicité dans le théorème
6.2.7, H1 ∼= H2. Le résultat découle du fait que la différence de deux actions est un
homomorphisme G→ S, qui ne dépend pas de Xi.
Corollaire 6.2.9. Sous les hypothèses du théorème 6.2.7, si le S-torseur [Y ] est trivial sur
un G-ouvert U de X, alors H ∼= S ×G.
Démonstration. En appliquant le théorème 6.2.7 (2) à U et le corollaire 6.2.8 à U → X,
on obtient le résultat.
Corollaire 6.2.10. Sous les hypothèses du théorème 6.2.7, supposons que X ∼= G/G0, où
G0 ⊂ G est un sous-groupe fermé connexe. Si Y (k) 6= ∅, alors il existe un sous-groupe
connexe fermé H0 de H tel que Y ∼= H/H0 et H0 ∼= G0.
Démonstration. Soient y ∈ Y (k), x := p(y) et G π−→ X le morphisme induit par x. Alors
YG := Y ×X G a un k-point sur eG. Par [CT08, Thm. 5.6], YG est un groupe satisfaisant
les conditions du théorème 6.2.7. Par le corollaire 6.2.8, YG ∼= H et H
πY−−→ Y est un
H-morphisme. Donc H0 := π−1Y (y) ∼= π−1(x) ∼= G0.
6.3 Groupe de Brauer invariant
Dans toute cette section, k est un corps quelconque de caractéristique 0. Sauf men-
tion explicite, une variété est une k-variété et les morphismes sont les k-morphismes. Soit
G un groupe linéaire et soit X une G-variété lisse. On définit la notion de sous-groupe
G-invariant de Br(X) (Définition 6.3.1). Ensuite on établit “l’algébricité” de BrG(X) (Pro-
position 6.3.7). On définit la notion d’homomorphisme de Sansuc (cf. Définition 6.3.8) et
on obtient un diagramme commutatif canonique de suites exactes de Sansuc (Théorème
6.3.10).
6.3.1 Définitions et propriétés
Définition 6.3.1. Soient G un groupe linéaire connexe et (X, ρ) une G-variété lisse géomé-
triquement intègre. Le sous-groupe de Brauer G-invariant de X est le sous-groupe
(6.3.1.1) BrG(X) := {b ∈ Br(X) : (ρ∗(b)− p∗2(b)) ∈ p∗1Br(G)}
de Br(X), où G×X p1−→ G, G×X p2−→ X sont les projections.
Dans la proposition 6.3.4, pour un sous-groupe B ⊂ Br(X), on montre que B ⊂ BrG(X)
si et seulement si B est “G-invariant".
Proposition 6.3.2. Sous les hypothèses de la Définition 6.3.1, alors :
(1) pour toute extension de corps K/k, l’homomorphisme π∗ : Br(X)→ Br(XK) induit
par π : XK → X vérifie π∗(BrG(X)) ⊂ BrGK (XK) ;
(2) pour tout groupe linéaire connexe H, tout homomorphisme H ψ−→ G, toute H-variété
Y et tout H-morphisme p : Y → X (compatible avec ψ) on a p∗(BrG(X)) ⊂ BrH(Y ) ;
(3) pour tout G-ouvert dense U ⊂ X, on a BrG(X) = BrG(U) ∩ Br(X) ;
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(4) on a Br1(X) ⊂ BrG(X) ;
(5) pour toute G-variété Y munie d’un G-morphisme Y p−→ X, si p est un torseur sous
un groupe linéaire connexe H, on a (p∗)−1BrG(Y ) = BrG(X), où Br(X)
p∗−→ Br(Y ) ;
(6) sous les hypothèses de (4), on a
Br1(X,Y ) := Ker(Br(X)→ Br(Yk̄)) ⊂ BrG(X).
Démonstration. Les énoncés (1), (2) et (3) découlent de la définition.
Pour (4), par [S, Lem. 6.6], Br1(G×X) = Bra(G)⊕ Br1(X) = p∗1Br1(G) + p∗2Br1(X).
Pour tout α ∈ Br1(X), on a (ρ∗(α)−p∗2(α))|eG×X = 0 et donc (ρ∗(α)−p∗2(α)) ⊂ p∗1Br1(G).
Pour (5), puisque G × Y idG×p−−−−→ G ×X est aussi un H-torseur, par la suite exacte de
Sansuc ([S, Prop. 6.10]), on a un diagramme commutatif de suites exactes
Pic(H) //
=

Br(X)
p∗ //
p∗2

Br(Y )
p∗2,Y

Pic(H) // Br(G×X)
(idG×p)∗// Br(G× Y ).
Donc, pour tout α ∈ (p∗)−1BrG(Y ), on a
ρ∗(α)− p∗2(α) ∈ p∗1Br(G) + ImPic(H) ⊂ p∗1Br(G) + p∗2Br(X).
Puisque (ρ∗(α)− p∗2(α))|eG×X = 0, on peut voir que ρ∗(α)− p∗2(α) ∈ p∗1Br(G).
Par (4) et (5), Br1(X,Y ) ⊂ BrG(X).
Le lemme suivant est bien connu.
Lemme 6.3.3. Soient X, Y deux variétés lisses intègres et Y p−→ X un morphisme fidèle-
ment plat à fibres géométriquement intègres. Soit B ⊂ Br(k(X)) (resp. B ⊂ Br(U) avec
U ⊂ X un ouvert) un sous-groupe. Alors
p∗(B ∩ Br(X)) = (p∗B) ∩ Br(Y ).
Démonstration. Pour tout x ∈ X, la fibre Yx est intègre etH1(k(x),Q/Z)→ H1(k(Yx),Q/Z)
est injectif. En appliquant la suite exacte naturelle [CT95, (3.9)] à X et à Y , on obtient le
résultat.
Proposition 6.3.4. Sous les hypothèses de la Définition 6.3.1, pour un sous-groupe B ⊂
Br(X), les énoncés ci-dessous sont équivalents :
(1) B ⊂ BrG(X) ;
(2) ρ∗B + p∗1Br(G) = p
∗
2B + p
∗
1Br(G) ;
(3) pour toute extension de corps K/k et tout g ∈ G(K), l’action ρg : XK
g·(−)−−−→ XK
induit un morphisme Br(XK)
ρ∗g−→ Br(XK) tel que
(6.3.1.2) ρ∗gπ
∗B + ImBr(K) = π∗B + ImBr(K),
où XK
π−→ X ;
(4) pour tout b ∈ B, toute extension de corps K/k et tout g ∈ G(K), on a
(ρ∗gπ
∗(b)− π∗(b)) ∈ ImBr(K),
où π et ρ∗g sont définis dans (3) ;
(5) pour toute extension de corps K/k telle que k soit algébriquement clos dans K, et
tout g ∈ G(K), on a (6.3.1.2), où π et ρ∗g sont définis dans (3).
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Démonstration. Les implications (4)⇒ (3), (3)⇒ (5) sont claires.
Pour (2)⇒ (1), on note ie : X
eG×idX−−−−−→ G×X l’immersion fermée. Pour b ∈ B, il existe
b′ ∈ B et a ∈ Br(G) tels que ρ∗(b) = p∗2(b′) + p∗1(a). Puisque ρ ◦ ie = p2 ◦ ie = idX et que
p1 ◦ ie se factorise par Spec k, on a b− b′ ∈ ImBr(k) et donc
(ρ∗(b)− p∗2(b)) ∈ (p∗1Br(G) + ImBr(k)) = p∗1Br(G).
Pour (1)⇒ (4), on note ig : XK
g×idX−−−−→ G×X le morphisme et A := ImBr(K). Alors
π ◦ ρg = ρ ◦ ig et π = p2 ◦ ig. Puisque i∗g(p∗1Br(G)) ⊂ A, on a
ρ∗gπ
∗(b) +A = i∗g(p
∗
1Br(G) + ρ
∗(b)) +A = i∗g(p
∗
1Br(G) + p
∗
2(b)) +A = π
∗(b) +A.
Pour (5) ⇒ (2), notons XηG
π−→ X la projection et XηG
iη−→ G ×X l’immersion cano-
nique. Alors Br(G×X)→ Br(XηG) est injectif. Par le lemme 6.3.3, p∗1Br(ηG)∩Br(G×X) =
p∗1Br(G). Donc il suffit de montrer que :
(i∗ηρ
∗)B + ImBr(ηG) = (i
∗
ηp
∗
2)B + ImBr(ηG).
Le résultat découle de p2 ◦ iη = π et ρ ◦ iη = π ◦ ρηG .
Soient X une variété lisse géométriquement intègre et U ⊂ X un ouvert non vide.
Supposons que D := (X \U) est lisse de codimension 1. Par le théorème de pureté pour la
cohomologie étale à support dans un fermé lisse (cf. [Mi80, §VI.5]), on a une suite exacte :
H2(X,Q/Z(1))→ H2(U,Q/Z(1))→ H1(D,Q/Z)→ H3(X,Q/Z(1))→ H3(U,Q/Z(1)).
Puisque Pic(X) → Pic(U) est surjectif et Br(X) → Br(U) est injectif, d’après la suite
exacte de Kummer, on a la suite exacte (cf. Grothendieck [Gro])
(6.3.1.3) 0→ Br(X)→ Br(U) ∂−→ H1(D,Q/Z)→ H3(X,Q/Z(1))→ H3(U,Q/Z(1)).
Soit G un groupe linéaire connexe. Si X est munie d’une G-action ρ : G × X → X
respectant U , on a un diagramme de suites exactes :
0 // Br(X) //
θ∗

Br(U)
∂ //
θ∗U

H1(D,Q/Z)
θ∗D

0 // Br(G×X) Res // Br(G× U) // H1(G×D,Q/Z),
où G×X θ−→ X est soit p2 soit ρ. On a :
Lemme 6.3.5. Avec les notations et hypothèses ci-dessus, on a :
(1) p∗2,D|∂(BrG(U)) = ρ
∗
D|∂(BrG(U)) ;
(2) pour tout b ∈ BrG(U), il existe un revêtement fini étale galoisien abélien D′
π−→ D
tel que D′ soit une G-variété, π soit un G-morphisme et que π∗(∂(b)) = 0 ∈ H1(D′,Q/Z).
Démonstration. Puisque p∗1,UBr(G) ⊂ Im(Res), l’énoncé (1) découle de la proposition 6.3.4
(2). Pour b ∈ BrG(U), soit n ∈ Z l’ordre de ∂(b). Alors ∂(b) ∈ H1(D,Z/n). Soit D′
π−→ D
un Z/n-torseur tel que [D′] = ∂(b). Par (1), p∗2,D[D′] = ρ∗D[D′] ∈ H1(G×D,Z/n). D’après
le théorème 6.2.7 (2), D′ est une G-variété.
Lemme 6.3.6. Soient G un groupe linéaire connexe et P un G-torseur. Alors BrG(P ) =
Br1(P ).
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Démonstration. D’après la proposition 6.3.2 (1) et (4), il suffit de montrer que BrG(Pk̄) = 0.
On peut supposer k = k̄ et P ∼= G.
Si G est un tore de dimension n, alors G ∼= Gnm est un ouvert de An canoniquement.
Soit X := An \ [(An \G)sing]. Alors codim(An \X,An) ≥ 2, Br(X) = 0, G est un ouvert de
X et X \G = tni=1Di, chaque Di étant un G-espace homogène de stabilisateur Gm. D’après
[CX2, Prop. 2.2], pour tout revêtement fini étale galoisien D′i
πi−→ Di tel que D′i soit une
G-variété intègre et que πi soit un G-morphisme, le morphisme πi est un isomorphisme.
D’après le lemme 6.3.5 (2) et (6.3.1.3), BrG(G) ⊂ Br(X) = 0.
Si G est réductif, soit T le tore maximal de G. Par la décomposition de Bruhat, il
existe un ouvert U de G tel que U ∼= An × T × An, où 2n = dim(U) − dim(T ) (voir la
démonstration de [CT-Beijing, Prop. 4.2]). Donc Br(G) → Br(T ) est injectif. Le résultat
découle de la proposition 6.3.2 (2).
En général, par [3, Lem. 2.1], le morphisme Br(Gred) → Br(G) est un isomorphisme.
Le résultat découle de la proposition 6.3.2 (2).
Proposition 6.3.7. Soient G un groupe linéaire connexe et (X, ρ) une G-variété lisse
géométriquement intègre. Pour tout b ∈ BrG(X), on a (ρ∗(b)− p∗2(b)) ∈ p∗1Bre(G).
Démonstration. Pour la définition de Bre(G), voir (6.1.0.3). Notons X
eG×idX−−−−−→ G × X.
Puisque p2 ◦ (eG × idX) = ρ ◦ (eG × idX), il suffit de montrer que, pour tout b ∈ BrG(X),
on a (ρ∗(b)− p∗2(b)) ∈ p∗1Br1(G).
On peut supposer k = k̄. Un point x ∈ X(k) induit un morphisme G ix−→ X. Notons m
la multiplication sur G. Alors on a un diagramme commutatif :
Br(X)
p∗2−ρ∗ //
i∗x

Br(G×X)
(idG×ix)∗

Br(G)
=

p∗1oo
Br(G)
p∗2−m∗
// Br(G×G) Br(G).
p∗1
oo
Le résultat découle du lemme 6.3.6, de la proposition 6.3.2 (2) et de l’injectivité de p∗1.
6.3.2 L’homomorphisme de Sansuc
Soient G un groupe algébrique connexe et (X, ρ) une G-variété lisse géométriquement
intègre. Notons G × X p1−→ G, G × X p2−→ X les deux projections. Soit BrG(X) le sous-
groupe de Brauer G-invariant de X (Définition 6.3.1). Pour la définition de Bre(G), voir
(6.1.0.3).
Par [S, Lem. 6.6], on a Bra(G×X) = Bra(G)⊕ Bra(X), et donc p∗1|Bre(G) est injectif.
Par la proposition 6.3.7, il existe un unique homomorphisme BrG(X)
λ−→ Bre(G) tel que
(6.3.2.1) p∗1 ◦ λ = ρ∗ − p∗2 : BrG(X)→ Br(G×X).
Définition 6.3.8. Soient G un groupe linéaire connexe et (X, ρ) une G-variété lisse géomé-
triquement intègre. L’unique homomorphisme BrG(X)
λ−→ Bre(G) satisfaisant (6.3.2.1) est
appelé l’homomorphisme de Sansuc.
Proposition 6.3.9. Sous les hypothèses de la définition 6.3.8, on a :
(1) pour toute extension de corps K/k, et tous x ∈ X(K), g ∈ G(K), α ∈ BrG(X), on
a
(g · x)∗(α) = g∗(λ(α)) + x∗(α) ∈ Br(K);
(2) si X(k) 6= ∅, alors, pour tout x ∈ X(k), on a
(6.3.2.2) λ = ρ∗x − x∗,
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où G ρx−→ X : g 7→ g · x, Spec k x−→ X est le point x et Br(X) x
∗
−→ Br(k) ⊂ Br(G).
(3) si X ∼= G/G0 avec G0 ⊂ G un sous-groupe fermé connexe, alors
BrG(X) ∼= Br1(X,G) := Ker(Br(X)→ Br(Gk̄)).
Démonstration. Pour (1), on a
(g · x)∗(α) = (g, x)∗(ρ∗(α)) = (g, x)∗(p∗2(α) + p∗1(λ(α))) = g∗(λ(α)) + x∗(α) ∈ Br(K).
Dans le cas (2), pour tout α ∈ BrG(X), on obtient (ρ∗ − p∗2)(α)|G×x = (ρ∗x − x∗)(α).
L’énoncé (3) résulte de la proposition 6.3.2 (2) (5) et du lemme 6.3.6.
Si X f−→ Z est un G-torseur, par définition, l’homomorphisme de Sansuc λ|Br1(X)
est exactement le morphisme dans la suite exacte de Sansuc à isomorphisme canonique
Bre(G) ∼= Bra(G) près (cf. [BD, Thm. 2.8]).
Théorème 6.3.10. Soient G un groupe linéaire connexe, Z une variété lisse géométrique-
ment intègre et X f−→ Z un G-torseur. Notons G × X ρ−→ X l’action de G. Alors l’homo-
morphisme de Sansuc λ induit un diagramme commutatif de suites exactes, fonctoriel en
(X,Z, f,G) :
(6.3.2.3) Pic(X) //
=

Pic(G) //
=

Br(Z)
f∗ //
=

BrG(X)
λ //
 _


Bre(G) ∼= Bra(G) _
p∗1

Pic(X) // Pic(G) // Br(Z) // Br(X)
ρ∗−p∗2 // Br(G×X).
Démonstration. D’après Borovoi et Demarche [BD, Thm. 2.8], on a une suite exacte
Pic(G)→ Br(Z) f
∗
−→ Br(X)
ρ∗−p∗2−−−−→ Br(G×X)
telle que (ρ∗ − p∗2)(Br1(X)) ⊂ p∗1Bre(G). Le résultat découle de la proposition 6.3.7.
Corollaire 6.3.11. Soient 1 → N → H ψ−→ G → 1 une suite exacte de groupes linéaires
connexes et (X, ρ) une G-variété lisse géométriquement intègre.
(1) On a BrG(X) = BrH(X).
(2) S’il existe une H-variété Y et un H-morphisme Y p−→ X tels que Y → X soit un
N -torseur, alors Br(X) p
∗
−→ Br(Y ) satisfait (p∗)−1BrH(Y ) = BrG(X) et on a une suite
exacte (où λ est l’homomorphisme de Sansuc), fonctorielle en (X,Y, p,N) :
Pic(Y )→ Pic(N) χ−→ BrG(X)
p∗−→ BrH(Y )
λ−→ Bre(N).
Démonstration. Puisque H ×X ψX−−→ G×X est un N -torseur, par le diagramme (6.3.2.3),
on a un diagramme commutatif de suites exactes :
Pic(N)
=

// Br(G) //
p∗1

BrN (H) //
p∗1

Bre(N)
=

Pic(N) // Br(G×X)
ψ∗X // BrN (H ×X) // Bre(N)
Donc (ψ∗X)
−1(p∗1BrN (H)) = p
∗
1Br(G). Puisque Bre(H) ⊂ Br1(H) ⊂ BrN (H) (Proposition
6.3.2 (4)), la proposition 6.3.7 donne (1).
Appliquons la proposition 6.3.2 (5) au N -torseur Y → X (avec l’action de H). On a
(en utilisant (1))
χ(Pic(N)) ⊂ (p∗)−1(0) ⊂ (p∗)−1(BrH(X)) = BrH(X) = BrG(X).
Une application du diagramme (6.3.2.3) au N -torseur Y → X donne (2).
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Comme conséquence, par le lemme 6.3.6, on a une suite exacte ([S, Cor. 6.11]) :
(6.3.2.4) Pic(N)→ Br1(G)→ Br1(H)→ Bre(N).
Lemme 6.3.12. Soient G, N deux groupes linéaires connexes et X une G-variété lisse
géométriquement intègre. Soient H := N × G et P une H-variété telle que P soit un N -
torseur sur k. Soient Y := P ×X et Y p1−→ P , Y p2−→ X les deux projections. Si P (k) 6= ∅
ou H3(k, k̄×) = 0, on a un isomorphisme :
(p∗1, p
∗
2) : Bra(P )⊕ BrG(X)/ImBr(k)
∼→ BrH(Y )/ImBr(k).
De plus, cet isomorphisme induit un isomorphisme : (p∗1, p
∗
2) : Bra(P ) ⊕ Bra(X)
∼→
Bra(Y ).
Démonstration. Par la proposition 6.3.2 (1) et le lemme 6.3.6, on a BrH(P ) = Br1(P ).
D’après le corollaire 6.3.11 (2) et l’isomorphisme Bre(N) ∼= Bra(N), on a un diagramme
commutatif de suites exactes
Pic(P )
ϑ1 //

Pic(N)
=

// Br(k) //

Br1(P )
p∗1

ϑ2 // Bra(N)
=

Pic(Y ) // Pic(N) // BrG(X)
p∗2 // BrH(Y ) // Bra(N).
Puisque P (k) 6= ∅ ou H3(k, k̄×) = 0, par [S, Lem. 6.7 et 6.8], ϑ1 et ϑ2 sont surjectifs. Alors
on a une suite exacte
(6.3.2.5) 0→ Br(k)→ Br1(P )⊕ BrG(X)
(p∗1,p
∗
2)−−−−→ BrH(Y )→ 0.
Puisque le morphisme Br(Xk̄)→ Br((P×X)k̄) ∼= Br(Yk̄) est injectif, on a une suite exacte :
0→ Br(k)→ Br1(P )⊕ Br1(X)
(p∗1,p
∗
2)−−−−→ Br1(Y )→ 0.
Le résultat en découle.
Proposition 6.3.13. Soient T un tore et 1 → G0 → G
ψ−→ T → 1 une suite exacte de
groupes linéaires connexes. Soient X une G-variété lisse, géométriquement intègre et X f−→
T un G-morphisme. Notons Bra(G)
ϑ−→ Bra(G0) l’homomorphisme induit par G0 ⊂ G.
Alors, pour tout t ∈ T (k), la fibre Xt est G0-invariante et on a un isomorphisme naturel
Pic(Xk̄)
∼= Pic(Xt,k̄) et deux suites exactes naturelles
0→ T ∗ f
∗
−→ k̄[X]×/k̄× → k̄[Xt]×/k̄× → 0 et Bre(T )→ BrG(X)→ BrG0(Xt)→ coker(ϑ).
Démonstration. D’après [CX2, Prop. 2.2], Xt est lisse, géométriquement intègre. Puisque
T est commutatif, Xt est G0-invariant. Notons :
Xt
i−→ G×Xt : x 7→ (eG, x) et G×Xt
ρ−→ X : (g, x) 7→ g · x.
Alors ρ ◦ i est l’immersion Xt ⊂ X. On fixe des actions
G×G0 y G×Xt : (g, g0)×(g′, x) 7→ (gg′g−10 , g0 ·x) et G×G0 y G : (g, g0)×g
′ 7→ gg′g−10 .
Par définition, X ∼= G×G0 Xt et on a un diagramme commutatif de G×G0-morphismes
Xt G×Xtp2
oo
p1
//
ρ

G
t·ψ(−)

X
f // T
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tel que les colonnes soient des G0-torseurs.
D’après [S, Lem. 6.5 et Lem. 6.6], on a
k̄[G×Xt]×/k̄× ∼= k̄[G]×/k̄× ⊕ k̄[Xt]×/k̄× et Pic(Gk̄ ×Xt,k̄) ∼= Pic(Gk̄)⊕ Pic(Xt,k̄).
Par la suite exacte de Sansuc [S, Prop. 6.10 et Cor. 6.11], on a un diagramme commutatif
de suites exactes :
0 // T ∗ //
f∗

k̄[G]×
k̄×
//

k̄[G0]×
k̄×
//
=

Pic(Tk̄)
//

Pic(Gk̄)
//

Pic(G0,k̄)
//
=

0
0 // k̄[X]
×
k̄×
// k̄[G×Xt]
×
k̄×
// k̄[G0]
×
k̄×
// Pic(Xk̄)
// Pic((G×Xt)k̄) // Pic(G0,k̄) .
Puisque Pic(Tk̄) = 0, une application du lemme du serpent donne l’isomorphisme et la
première suite exacte de l’énoncé.
D’après (6.3.2.5), on a un isomorphisme : Bre(G)⊕BrG0(Xt)
(p∗1,p
∗
2)−−−−→ BrG×G0(G×Xt).
Le corollaire 6.3.11 donne un diagramme commutatif de suites exactes :
Pic(G0) //
=

Br1(T ) //

Br1(G)
λG //
p∗1

Bre(G0)
=

Pic(G0) // BrG(X)
ρ∗ // BrG×G0(G×Xt) //
i∗

Bre(G0)
Br(Xt)/Im(Br(k)) .
D’après la proposition 6.3.9 (2), Coker(ϑ) ∼= Coker(λG). Puisque p2 ◦ i = id et i∗ ◦ p∗1 = 0,
on a BrG0(Xt) = Im(i∗) ∼= coker(p∗1). Une chasse au diagramme donne l’énoncé.
Corollaire 6.3.14. Sous les hypothèses de la proposition 6.3.13, soient U ⊂ X un G-ouvert
et B ⊂ BrG(U) un sous-groupe. Alors, pour tout t ∈ T (k), de fibre Ut ⊂ Xt
it
↪→ X, on a :
i∗t (B ∩ Br(X)) = (i∗t (B) ∩ Br(Xt)).
Démonstration. D’après la proposition 6.3.13, on a un diagramme de suites exactes :
Bre(T ) //
=

BrG(X) // _

BrG0(Xt)
//
 _

coker(ϑ)
=

Bre(T ) // BrG(U)
i∗t // BrG0(Ut)
// coker(ϑ).
Une chasse au diagramme donne l’énoncé.
6.3.3 Pseudo espace homogène
Soit G un groupe linéaire connexe. Pour les besoins de cet article, on introduit la notion
de pseudo G-espace homogène. Elle généralise la notion de G-espace homogène avec un
k-point à stabilisateur géométrique connexe (cf. exemple 6.3.16 (1)).
Définition 6.3.15. Soit G un groupe linéaire connexe. Une G-variété Z est appelée pseudo
G-espace homogène si Z est lisse, géométriquement intègre, Pic(Zk̄) est de type fini, Z(k) 6=
∅ et Ker(λ)Br(k) ,BrGk̄(Zk̄) sont finis, où λ : BrG(Z)→ Bre(G) est l’homomorphisme de Sansuc
(cf. Définition 6.3.8).
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Fixons z ∈ Z(k) et notons ρz : G → Z : g 7→ g · z. D’après (6.3.2.2), le groupe Ker(λ)Br(k)
est fini si et seulement si Ker(ρ∗z) ∩ BrG(Z) est fini, où Br(Z)
ρ∗z−→ Br(G).
Example 6.3.16. Soit G un groupe linéaire connexe.
(1) Soit G0 ⊂ G un sous-groupe fermé connexe. Alors G/G0 est un pseudo G-espace
homogène.
(2) Soient W une variété lisse géométriquement intègre et Z → W un G-torseur. Si
Pic(W ) est de type fini, Br(W )/Br(k),Br(Wk̄) sont finis et Z(k) 6= ∅, alors Z est un pseudo
G-espace homogène.
Démonstration. L’énoncé (1) résulte de [BD, Thm. 2.8] et de la proposition 6.3.9 (3).
L’énoncé (2) résulte du corollaire 6.3.11 (2).
Proposition 6.3.17. Soient G un groupe linéaire connexe et Z un pseudo G-espace homo-
gène. Soient T un tore, Z ′ → Z un T -torseur et H le groupe linéaire connexe déterminé
dans le théorème 6.2.7. Si Z ′(k) 6= ∅, alors Z ′ est un pseudo H-espace homogène.
Démonstration. Fixons z′ ∈ Z ′(k) et z ∈ Z(k) l’image de z. Notons ρz′ : H → Z ′ : h 7→ h·z′
et ρz : G→ Z : g 7→ g · z. D’après la suite exacte de Sansuc [S, Prop. 6.10], Pic(Z ′k̄) est de
type fini. Par le corollaire 6.3.11 (2) et (6.3.2.4), on a un diagramme commutatif de suites
exactes :
Pic(T ) //
=

BrG(Z) //
ρ∗z

BrH(Z
′) //
ρ∗
z′

Bre(T )
=

Pic(T ) // Br1(G) // Br1(H) // Bre(T ),
et un isomorphisme BrGk̄(Zk̄) → BrHk̄(Z
′
k̄
). Ainsi BrHk̄(Z
′
k̄
) est fini. Puisque Ker(ρ∗z) est
fini, le groupe Ker(ρ∗z′) est fini et Z
′ est un pseudo H-espace homogène.
Proposition 6.3.18. Soient G un groupe linéaire connexe et Z un pseudo G-espace homo-
gène. Alors BrG(Z)/Br1(Z) est fini.
Démonstration. Ceci vaut car BrG(Z)/Br1(Z) est un sous-groupe de BrGk̄(Zk̄).
Pour un corps de nombres, le lemme suivant est bien connu.
Lemme 6.3.19. Supposons que k est un corps de nombres. Soit M un Γk-module de type
fini avec M 6= 0. On a :
(i) si M est sans torsion, alors H2(k,M) est infini ;
(ii) M est sans torsion ssi H1(k,M) est fini.
Démonstration. Si M est fini, par l’approximation très faible de M (cf. le cas G = 1 de
[Ha07, Thm. 1]), il existe un sous-ensemble fini S0 ⊂ Ω tel que, pour tout sous-ensemble
fini S ⊂ Ωk avec S ∩S0 = ∅, l’homomorphisme H1(k,M)→ ⊕v∈SH1(kv,M) soit surjectif.
Il existe un nombre infini de v ∈ Ωk tel que l’action de Γkv sur M soit triviale. Dans ce
cas, H1(kv,M) 6= 0. Donc H1(k,M) est infini.
En général, la suite exacte 0→Mtor →M →Mfree → 0 induit une suite exacte
MΓkfree
ϑ−→ H1(k,Mtor)→ H1(k,M),
où Mtor ⊂M est le sous-module torsion maximal et Mfree := M/Mtor. Ainsi Mfree est de
type fini et donc Im(ϑ) est fini. Si H1(k,M) est fini, M est donc sans torsion. Par ailleurs,
si M est sans torsion, H1(k,M) est fini. Ceci donne (ii).
Si M est sans torsion, la suite exacte 0→M n·−→M →M/n→ 0 (n ∈ Z≥2) induit une
suite exacte : H1(k,M)→ H1(k,M/n)→ H2(k,M) n·−→ H2(k,M). Alors H1(k,M/n) est
infini et (ii) implique (i).
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Lemme 6.3.20. Supposons que k est un corps de nombres. Soit φ : M → N un homomor-
phisme de Γk-modules de type fini sans torsion. Si Ker(H2(k,M)
φ∗−→ H2(k,N)) est fini,
alors φ est injectif et coker(φ) est sans torsion.
Démonstration. Notons I := Im(φ), K := Ker(φ) et C := coker(φ). Alors I et K sont de
type fini sans torsion et on a deux suites exactes :
H1(k, I)→ H2(k,K)→ H2(k,M) θ1−→ H2(k, I)
et
H1(k,N)→ H1(k,C)→ H2(k, I) θ2−→ H2(k,N).
Ainsi H1(k, I), H1(k,N) et Ker(θ1) sont finis. Alors H2(k,K) est fini et donc K = 0
(Lemme 6.3.19). Ainsi Ker(θ2) est fini. Alors H1(k,C) est fini et donc C est sans torsion
(Lemme 6.3.19).
Lemme 6.3.21. Supposons que k est un corps de nombres. Soient G un groupe linéaire
connexe, T un tore et G ψ−→ T un homomorphisme. Alors les énoncés suivants sont équi-
valents :
(i) le groupe Ker(Br1(T )
ψ∗−→ Br1(G)) est fini ;
(ii) le morphisme ψ est surjectif de noyau connexe ;
(iii) la G-variété T est un pseudo G-espace homogène.
Démonstration. D’après l’exemple 6.3.16 (1), on a (ii)⇒(iii). Par la phrase après la défini-
tion 6.3.15, on a (iii)⇒(i). Pour (i)⇒(ii), puisque ψ se factorise par Gtor, on peut remplacer
G par Gtor et supposer que G est un tore. Dans ce cas, puisque Bra(T ) ∼= H2(k, T ∗), le
noyau de H2(k, T ∗) ψ
∗
−→ H2(k,G∗) est fini. Le lemme 6.3.20 ci-dessus donne (ii).
Soient G un groupe linéaire connexe et Z un pseudo G-espace homogène (cf. Défini-
tion 6.3.15). Soient (Ztor)∗ := k̄[Z]×/k̄× un Γk-module libre de type fini et Ztor le tore
correspondant. Pour tout z ∈ Z(k), on a un morphisme canonique Z πz−→ Ztor tel que
πz(z) = eZtor (Rosenlicht). Soit ψz la composition G→ G · z ↪→ Z
πz−→ Ztor.
Proposition 6.3.22. Le morphisme ψz ne dépend pas du choix de z, et c’est un homomor-
phisme tel que Ztor soit une G-variété et πz soit un G-morphisme.
De plus, si k est un corps de nombres, la G-variété Ztor est un pseudo G-espace homo-
gène.
Démonstration. Notons ρ : G× Z → Z l’action de G. Par le lemme de Rosenlicht, ψz est
un homomorphisme. D’après le lemme 6.2.6, on a un isomorphisme canonique
H0eG(G,Z
tor)⊕H0(Z,Ztor)
p∗1·p∗2 ..
H0(G× Z,Ztor) :
θ
oo (ψz, πz)
 // ψz · πz
tel que θ(πz ◦ ρ) = ((πz ◦ ρ)|G×z, (πz ◦ ρ)|eG×Z) = (ψz, πz). Alors πz ◦ ρ = ψz · πz et πz est
un G-morphisme.
Pour tout z′ ∈ Z(k), on a πz′ = πz(z′)−1 · πz et donc θ(πz′ ◦ ρ) = (ψz, πz(z′)−1 · πz).
Ainsi ψz′ = ψz.
La suite spectrale de Hochschild-Serre donne une suite exacte
Pic(Z)→ Pic(Zk̄)Γk → Br1(Ztor)
π∗z |Br1−−−−→ Br(Z).
Puisque Pic(Zk̄) est de type fini et Br1(Ztor) est de torsion, le groupe Ker(π∗z |Br1) est fini.
Puisque Ker(BrG(Z)
ρ∗z−→ Br(G)) est fini, le groupe Ker(Br1(Ztor)
ψ∗z |Br1−−−−→ Br(G)) est fini.
Si k est un corps de nombres, une application du lemme 6.3.21 donne l’énoncé.
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Définition 6.3.23. Dans la proposition 6.3.22, une fois qu’on a choisi z ∈ Z(k), le mor-
phisme Z π−→ Ztor est appelé le quotient torique maximal. Il ne dépend du choix de z qu’à
translation près. Si k est un corps de nombres, le morphisme G→ Ztor dans la proposition
6.3.22 est surjectif de noyau G0 connexe. Le groupe G0 est appelé le stabilisateur de G sur
Ztor.
6.4 L’approximation forte hors des places archimédiennes et
la question 6.1.2
Dans toute cette section, k est un corps de nombres. Sauf mention explicite, une variété
est une k-variété. Soit G un groupe linéaire connexe. Pour répondre à la question 6.1.2, on
établit le théorème 6.4.2. Comme conséquence, on montre le théorème 6.1.4 (1).
Rappelons la notion de sous-groupe de Brauer invariant (cf. Définition 6.3.1).
Lemme 6.4.1. Soit G un groupe linéaire connexe. Alors l’homomorphisme induit par l’ac-
couplement de Brauer-Manin G(Ak)•
θG−→ Bra(G)D est ouvert, où (−)D := Hom(−,Q/Z)
(cf. (6.1.0.2)).
Démonstration. Dans G(Ak)•, les sous-groupes ouverts compacts forment une base topo-
logique de eG. Pour tout tel sous-groupe C, l’image θG(C) ⊂ Bra(G)D est compacte, et
donc fermée. Il suffit alors de montrer que cette image est d’indice fini. Par la finitude du
nombre de classes de G ([PR, Thm. 5.1]), il existe un tel sous-groupe C0 tel que le double
quotient C0\G(Ak)•/G(k) soit finie. Puisque X1(G) est fini, d’après [D11b, Thm. 5.1],
θG(C0) est d’indice fini. Pour tout tel sous-groupe C, le quotient C0/(C ∩C0) est fini, car
C0 est compact. Donc θG(C) est d’indice fini.
Théorème 6.4.2. Soient G un groupe linéaire connexe, X une G-variété lisse géomé-
triquement intègre et U ⊂ X un G-ouvert. Soient A ⊂ Br(X) un sous-groupe fini et
B ⊂ BrG(U) (cf. (6.3.1.1)) un sous-groupe. Supposons que B∩Ker(λ)B∩ImBr(k) est fini, où BrG(U)
λ−→
Bre(G) est l’homomorphisme de Sansuc (Définition 6.3.8). Alors, pour tout ouvert W ⊂
X(Ak) satisfaisant W (A+B)∩Br(X) 6= ∅, on a W ∩ U(Ak)A+B 6= ∅.
Démonstration. On peut supposer que ImBr(k) ⊂ B. Après avoir rétréci W , on peut
supposer que tout élément de A s’annule sur W et W ∼= W∞ ×Wf avec W∞ ⊂ X(k∞),
Wf ⊂ X(A∞k ) tel que Wf soit compact.
Pour tout w ∈Wf , il existe un ouvertWw ⊂Wf contenant w et un ouvert Cw ⊂ G(A∞)
tel que Cw ·Ww ⊂ Wf . Puisque Wf est compact, il existe un sous-ensemble fini I ⊂ Wf
tel que ∪w∈IWw = Wf . Soit Cf le sous-groupe de G(A∞) engendré par ∩w∈ICw. Alors
Cf · Wf ⊂ Wf et Cf est ouvert dans G(A∞). Soit C := (eG)∞ × Cf ⊂ G(Ak). Alors
C ·W = W et l’image de C dans G(Ak)• est ouvert.
Notons G(Ak)
θG−→ Bra(G)D et U(Ak)
θU−→ BD les applications induites par l’accou-
plement de Brauer-Manin, où (−)D := Hom(−,Q/Z) (cf. (6.1.0.2)). D’après le lemme
6.4.1, θG(C) ⊂ Bra(G)D est un sous-groupe ouvert d’indice fini. Puisque B∩Ker(λ)ImBr(k) est fini,
(λD◦θG)(C) ⊂ (B/ImBr(k))D est un sous-groupe ouvert d’indice fini, où l’homomorphisme
λ : B ⊂ BrG(U)→ Bre(G) = Bra(G) induit λD := Hom(λ,Q/Z) : Bra(G)D → (B/ImBr(k))D.
Donc il existe un sous-groupe fini B1 ⊂ B tel que
(6.4.0.1) Ker((B/ImBr(k))D ϑ−→ (B1)D) ⊂ (λD ◦ θG)(C),
où ϑ est induit par B1 ⊂ B → B/ImBr(k).
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D’après le lemme formel d’Harari ([Ha94, Cor. 2.6.1]), W ∩ U(Ak)B1 6= ∅. On a un
diagramme :
G(Ak)
θG

U(Ak)
θU

Bra(G)
D λ
D
// (B/ImBr(k))D
ϑ // (B1)
D.
Soit u ∈ W ∩ U(Ak)B1 , alors ϑ(θU (u)) = 0 et, d’après (6.4.0.1), il existe g ∈ C tel que
g−1 · u ∈ W et (λD ◦ θG)(g) = θU (u). D’après la proposition 6.3.9 (1), on a θU (g−1 · u) =
0.
Remarque 6.4.3. Dans le théorème 6.4.2, si G = 1, alors ce théorème est équivalent au
lemme formel d’Harari ([Ha94, Cor. 2.6.1]).
Comme conséquence directe, on a :
Corollaire 6.4.4. Avec les hypothèses et notations du théorème 6.4.2, pour tout sous-
ensemble fini S ⊂ Ωk, s’il existe un ouvert X1 de X tel que U ⊂ X1 et X1 satisfasse
l’approximation forte par rapport à Br(X1) ∩ (A + B) hors de S, alors X satisfait l’ap-
proximation forte par rapport à Br(X) ∩ (A+B) hors de S.
Corollaire 6.4.5. Avec les hypothèses et notations du théorème 6.4.2, s’il existe un ouvert
X1 de X tel que U ⊂ X1 et X1(k) soit dense dans X1(Ak)
Br(X1)∩(A+B)
• , alors X(k) est
dense dans X(Ak)
Br(X)∩(A+B)
• .
Soit G un groupe linéaire connexe. Pour la notion de pseudo G-espace homogène, voir
la Définition 6.3.15.
Théorème 6.4.6. Soient G un groupe linéaire connexe et Z un pseudo G-espace homogène.
Soient X une G-variété lisse, géométriquement intègre et U ⊂ X un G-ouvert muni d’un
G-morphisme U f−→ Z. Soient A ⊂ Br(X) et B ⊂ BrG(U) (cf. (6.3.1.1)) deux sous-groupes
finis. Alors, pour tout ouvert W ⊂ X(Ak) satisfaisant WBr(X)∩(A+B+f
∗BrG(Z)) 6= ∅,
(1) on a W ∩ U(Ak)A+B+f
∗BrG(Z) 6= ∅ ;
(2) si G(k∞)+ ·Z(k) est dense dans Z(Ak)BrG(Z), il existe z ∈ Z(k) de fibre Uz tel que
(G(k∞)
+ ·W ) ∩ Uz(Ak)A+B 6= ∅.
Démonstration. Notons BrG(Z)
λZ−−→ Bra(G), BrG(U)
λU−−→ Bra(G) les homomorphismes de
Sansuc (cf. Définition 6.3.8). Puisque Ker(λZ)/ImBr(k) est fini et λZ = λU ◦f∗, le quotient
Ker(λU )∩(B+f∗BrG(Z))
ImBr(k) est fini. Une application du théorème 6.4.2 donne (1).
D’après [Cod, Thm. 4.5], l’application U(Ak) → Z(Ak) est ouverte et on obtient (2).
Démonstration du théorème 6.1.4 (1). D’après un théorème de Kneser et Platonov (cf.
[PR, Thm. 7.12]), Gsc(k) est dense dans Gsc(A∞kk ). Par la proposition 6.3.9 (3) et l’approxi-
mation forte pour les espaces homogènes à stabilisateur géométrique connexe (Borovoi et
Demarche [BD, Thm. 1.4]), U(k) est dense dans U(Ak)
BrG(U)
• . Une application du théorème
6.4.6 (2) au quintuple
(G,U ⊂ X,U f=idU−−−−→ U, 0 ⊂ Br(X), 0 ⊂ BrG(U))
donne l’énoncé.
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6.5 La descente par rapport au groupe de Brauer invariant
Dans toute cette section, k est un corps de nombres. Sauf mention explicite du contraire,
une variété est une k-variété. La méthode de descente des points adéliques est établie par
Colliot-Thélène et Sansuc dans [CTS87b]. Dans [3], C. Demarche, F. Xu et l’auteur étudient
la méthode de descente des points adéliques orthogonaux à certains groupes de Brauer dans
le cas des torseurs sous un tore. On suit leur méthode et considère ici le cas plus général
des torseurs sous un groupe linéaire connexe (Théorème 6.5.9).
Pour la notion de sous-groupe de Brauer invariant, voir la définition 6.3.1.
6.5.1 Un cas spécial (X1(G) = 1)
Soient G un groupe linéaire connexe, X une variété lisse géométriquement intègre et
Y
p−→ X un G-torseur (à gauche). Pour tout σ ∈ Z1(k,G), soient Pσ le G-torseur à droite
correspondant et Gσ le tordu par 1-cocycle σ. Alors Pσ est un Gσ-torseur à gauche. Soit
Yσ
pσ−→ X le tordu de Y , i.e. Yσ = Pσ ×G Y . Alors Yσ est un Gσ-torseur à gauche sur X.
Soit BrGσ(Yσ) le sous-groupe de Brauer Gσ-invariant de Yσ (Définition 6.3.1).
Lemme 6.5.1. Supposons que X1(G) = 1. Alors pour tout sous-groupe B ⊂ BrG(Y ), on
a :
p(Y (Ak)
p∗((p∗)−1B)) = p(Y (Ak)
B),
où Br(X) p
∗
−→ Br(Y ).
Démonstration. Puisque p∗((p∗)−1B) ⊂ B, on a p(Y (Ak)B) ⊂ p(Y (Ak)p
∗((p∗)−1B)).
Par le théorème 6.3.10, on a un diagramme commutatif de suites exactes
(p∗)−1B //

B //

Bra(G)
=

Br(X) // BrG(Y )
λ // Bra(G).
Il induit un diagramme commutatif avec suite exacte :
G(Ak)
aG

Y (Ak)
aY

p // X(Ak)
aX

Bra(G)
D λ
D
// BD
p∗D// ((p∗)−1B)D
où (−)D := Hom(−,Q/Z) (cf. (6.1.0.2)) et aG, aY , aX sont induits par l’accouplement de
Brauer-Manin. Par la proposition 6.3.9, pour tout y ∈ Y (Ak) et tout g ∈ G(Ak), on a
aY (g · y) = (λD ◦ aG)(g) + aY (y).
Puisque X1(G) = 1, par la suite exacte de Poitou-Tate de G (Demarche [D11b, Thm.
5.1]), aG est surjectif. Pour tout y ∈ p(Y (Ak)p
∗((p∗)−1B)), on a x := p(y) ∈ X(Ak)(p
∗)−1B.
Alors (p∗D ◦aY )(y) = aX(x) = 0 et il existe g ∈ G(Ak) tel que (λD ◦aG)(g) = aY (y). Donc
aY (g
−1 · y) = 0 et p(g−1 · y) = x.
Proposition 6.5.2. Soient G un groupe linéaire connexe, X une variété lisse géomé-
triquement intègre et Y p−→ X un G-torseur. Soit A ⊂ Br(X) un sous-groupe et, pour
chaque σ ∈ H1(k,G), soit Bσ ⊂ BrGσ(Yσ) un sous-groupe. Supposons que X1(G) = 1 et
que, pour tout σ ∈ H1(k,G), on a (p∗σ)−1(Bσ) ⊂ A, où Br(X)
p∗σ−→ Br(Yσ). Alors on a :
X(Ak)
A = ∪σ∈H1(k,G)pσ(Yσ(Ak)Bσ+p
∗
σA).
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Démonstration. Le résultat découle de [3, Thm. 1.1] et du lemme 6.5.1.
Corollaire 6.5.3. Soit T un tore quasi-trivial. Soient X une variété lisse, géométriquement
intègre et Y p−→ X un T -torseur. Soient U ⊂ X un ouvert et V = p−1(U). Alors pour tous
sous-groupes A ⊂ Br(U), B ⊂ BrT (V ), si (p∗)−1(B) ⊂ A, où Br(U)
p∗−→ Br(V ), on a
X(Ak)
Br(X)∩A = p(Y (Ak)
Br(Y )∩(B+p∗A)).
Démonstration. Par le lemme 6.3.3, on a (p∗)−1(Br(Y )∩ (p∗A+B)) = Br(X)∩A. D’après
la proposition 6.3.2, on a (Br(Y )∩(p∗A+B)) ⊂ BrT (Y ). L’énoncé résulte de la proposition
6.5.2.
6.5.2 Applications des résolutions coflasques
Par [CTS87a], un Γk-moduleM de type fini est appelé coflasque siM est sans torsion et,
pour tout sous-groupe fermé Γ ⊂ Γk, on a H1(Γ,M) = 0. Un k-tore T est appelé coflasque
si T ∗ est coflasque. Alors H1(k, T ∗) = 0 et, pour tout v ∈ Ωk, on a H1(kv, T ∗) = 0. On
renvoie à [CTS87a, Prop. 1.3] pour les résolutions par tores coflasque et tores quasi-triviaux.
Lemme 6.5.4. Soit T un tore. Alors H3(k, T ∗) ∼=
∏
v∈∞k H
3(kv, T
∗) ∼=
∏
v∈∞k H
1(kv, T
∗).
Démonstration. Pour tout v ∈ ∞k, puisque Γkv ∼= Z/2, on a H3(kv, T ∗) = H1(kv, T ∗). Par
la ligne 3 de la démonstration de [HSz05, Prop. 5.9], on a H3(k, T ∗) =
∏
v∈∞k H
3(kv, T
∗).
Le résultat en découle.
Lemme 6.5.5. Soit
1→ G ψ−→ H φ−→ T → 1
une suite exacte de groupes linéaires connexes avec T un tore.
(1) Si H3(k, T ∗) = 0, alors l’homomorphisme Bra(H)
ψ∗−→ Bra(G) est surjectif.
(2) Si G est réductif, alors l’homomorphisme ∂ : T (k) → H1(k,G) induit par cette
suite exacte vérifie Im(∂) ⊂ Im(H1(k, Z(G))→ H1(k,G)), où Z(G) est le centre de G.
Démonstration. Par la suite exacte de Sansuc [S, Cor. 6.11], on a une suite exacte de
Γk-modules
0→ T ∗ → H∗ → G∗ → 0
et un isomorphisme de Γk-modules Pic(Hk̄)
∼→ Pic(Gk̄). Par [CTX09, Lem. 2.1] (modulo
H2(k, k̄×) ∼= Br(k)), on a un diagramme commutatif de suites exactes :
H2(k,H∗) //
ψ1

Bra(H) //

H1(k,Pic(Hk̄))
∼=

// H3(k, k̄× ⊕H∗)
ψ2

H2(k,G∗) // Bra(G) // H
1(k,Pic(Gk̄))
// H3(k, k̄× ⊕G∗).
Si H3(k, T ∗) = 0, alors ψ1 est surjectif et ψ2 est injectif. Ceci donne (1).
Pour (2), puisque G est réductif, H est réductif et l’homomorphisme Z(H)→ Htor est
surjectif. Donc la composition Z(H)→ H → T est surjective. Soit S := Z(H)∩G ⊂ Z(G).
Ceci induit un diagramme commutatif de suites exactes :
1 // S //

Z(H) //

T //
=

1
1 // G // H // T // 1.
Ainsi Im(∂) ⊂ Im(H1(k, S)→ H1(k,G)) et on a (2).
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Proposition 6.5.6. Soit G un groupe réductif connexe. Alors il existe un groupe réductif
connexe H, un tore T et une suite exacte :
1→ G ψ−→ H φ−→ T → 1
tels que X1(H) = 0, H3(k, T ∗) = 0 et Bra(H)
ψ∗−→ Bra(G) soit surjectif.
De plus, si G est un tore, on peut imposer que H soit un tore quasi-trivial.
Démonstration. Puisque G est réductif, il existe une suite exacte 0→ S → G→ Gad → 0
telle que S soit le centre de G et Gad soit le groupe adjoint de G. Alors S est un groupe
de type multiplicatif. Par [CTS87a, Prop. 1.3], il existe un tore quasi-trivial T0 et un
homomorphisme injectif S χ−→ T0 tels que T := T0/S soit un tore coflasque. Alors, pour
tout v ∈ ∞k, on a H1(kv, T ∗) = 0. Par le lemme 6.5.4, on a H3(k, T ∗) = 0.
Soit H := G×S T0. Alors H est un groupe linéaire et on a deux suites exactes
1→ G ψ−→ H φ−→ T → 1 et 1→ T0 → H → Gad → 1.
Par le lemme 6.5.5 (1), le morphisme Bra(H)
ψ∗−→ Bra(G) est surjectif. Par [S, Cor. 5.4],
on a X1(Gad) = 0. Puisque T0 est quasi-trivial, on a X1(H) = 0.
Proposition 6.5.7. Soit X une variété lisse géométriquement intègre. Supposons que
X(k) 6= ∅ et que Pic(Xk̄) est de type fini. Alors il existe un tore quasi-trivial T et un
T -torseur Y → X tels que Pic(Yk̄) = 0 et H3(k, k̄[Y ]×/k̄×) = 0.
Démonstration. Il existe un ouvert U ⊂ X tel que Pic(Uk̄) = 0. Soient T0 un tore tel que
T ∗0 := DivXk̄\Uk̄(Xk̄) et Y0 → X le T0-torseur induit par l’homomorphisme Ψ de la suite
exacte (6.2.2.1). Par la suite exacte de Sansuc [S, Prop. 6.10], Pic(Y0,k̄) = 0. Soit T1 le tore
tel que T ∗1 ∼= k̄[Y0]×/k̄×. Puisque X(k) 6= ∅ et que T0 est quasi-trivial, on a Y0(k) 6= ∅. À
un point de Y0(k) on associe un morphisme Y0
π−→ T1 (envoyant ce point sur eT1) tel que
T ∗1
π∗−→ k̄[Y0]×/k̄× soit un isomorphisme.
D’après [CTS87a, Prop. 1.3], il existe une suite exacte 0 → T2 → T3 → T1 → 0 telle
que T2 soit quasi-trivial et que T3 soit coflasque. Soit Y := Y0×T1 T3 un T2 torseur sur Y0.
Par la suite exacte de Sansuc [S, Prop. 6.10], Pic(Yk̄) = 0, k̄[Y ]×/k̄× = T ∗3 et, d’après le
lemme 6.5.4, on a H3(k, k̄[Y ]×/k̄×) = 0.
Soit T := T0 × T2. Puisque T0, T2 sont quasi-triviaux, on a H1(T0, T2) = 0 et, d’après
[CT08, Cor. 5.7], toute extension centrale de T0 par T2 est isomorphe à T0 × T2. D’après
le théorème 6.2.7, il existe une action de T sur Y compatible avec les actions T2 sur Y et
T0 sur Y0. Alors Y est un T -torseur sur X.
6.5.3 Le cas général
Soient G un groupe linéaire connexe, X une variété lisse géométriquement intègre et
Y
p−→ X un G-torseur (à gauche). Pour tout σ ∈ Z1(k,G), soient Pσ le G-torseur à droite
correspondant et Gσ le tordu par le 1-cocycle σ. Alors Pσ est un Gσ-torseur à gauche. Soit
Yσ
pσ−→ X le tordu de Y , i.e. Yσ = Pσ ×G Y . Alors Yσ est un Gσ-torseur à gauche sur X.
Soit BrGσ(Yσ) le sous-groupe de Brauer Gσ-invariant de Yσ (Définition 6.3.1).
Notons θσY : Pσ × Y → Yσ. Le lemme 6.3.12 donne un isomorphisme canonique :
(p∗1, p
∗
2) : Bra(Pσ)⊕ BrG(Y )/ImBr(k)
∼→ BrGσ×G(Pσ × Y )/ImBr(k).
Ceci induit un morphisme canonique
ΘσY : BrGσ(Yσ)/ImBr(k)
(θσY )
∗
−−−→ BrGσ×G(Pσ × Y )/ImBr(k)→ BrG(Y )/ImBr(k).
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Soit Qσ−1 le torseur inverse de Pσ (cf. [Sko01, P. 20, Exemple 2]). Alors Qσ−1 est un
Gσ-torseur à droite et aussi un G-torseur à gauche. Notons σ−1 := [Qσ−1 ] ∈ H1(k,Gσ).
Pour tout Gσ-torseur à gauche Y ′ → X, soit Y ′σ−1 := Y
′×Gσ Qσ−1 (un G-torseur à gauche
sur X).
Lemme 6.5.8. On a Y ∼= (Yσ)σ−1 et l’homomorphisme ΘσY est un isomorphisme d’inverse
Θ
(σ−1)
Yσ
.
Démonstration. On a (Yσ)σ−1 = Pσ ×Gσ Pσ ×G Y ∼= G×G Y ∼= Y . On a un isomorphisme
canonique Pσ × Y
p1×θσY−−−−→ Pσ × Yσ d’inverse p1 × θ(σ
−1)
Yσ
. Par le lemme 6.3.12, on a :
Bra(Pσ)⊕ BrG(Y )/ImBr(k) ∼= BrGσ×G(Pσ × Y )/ImBr(k)
et
Bra(Pσ)⊕ BrGσ(Yσ)/ImBr(k) ∼= BrGσ×G(Pσ × Yσ)/ImBr(k).
Le résultat en découle.
Pour un sous-groupe Bσ ⊂ BrGσ(Yσ) contenant ImBr(k), on note Θ̃σY (Bσ) ⊂ BrG(Y )
l’image inverse de ΘσY (Bσ). Alors Θ̃
(σ−1)
Yσ
(Θ̃σY (Bσ)) = Bσ.
Théorème 6.5.9. Soient G un groupe linéaire connexe, X une variété lisse géomé-
triquement intègre et Y p−→ X un G-torseur. Soit A ⊂ Br(X) un sous-groupe et, pour
chaque σ ∈ H1(k,G), soit Bσ ⊂ BrGσ(Yσ) un sous-groupe contenant ImBr(k). Supposons
que, pour tout σ ∈ H1(k,G), on a
(p∗σ)
−1
 ∑
σ′∈X1(Gσ)
Θ̃σ
′
Yσ
(Bσ+σ′)
 ⊂ A
où Br(X)
p∗σ−→ Br(Yσ) et Yσ+σ′ := (Yσ)σ′. Alors on a :
X(Ak)
A = ∪σ∈H1(k,G)pσ(Yσ(Ak)Bσ+p
∗
σA).
Démonstration. La démonstraction ci-dessous suit celle de [3, Thm. 4.1].
Par [3, Thm. 1.1], il suffit de montrer que, pour tout σ ∈ H1(k,G), on a :
pσ(Yσ(Ak)
p∗σA) ⊂ ∪
σ′∈X1(Gσ)pσ+σ′(Yσ+σ′(Ak)
Bσ+σ′+p
∗
σ+σ′A).
On peut supposer que σ = 0. Pour tout v, puisque H1(kv, Gu) = 0, le morphisme Y (kv)→
(Gred ×G Y )(kv) est surjectif. Puisque X1(G) ∼= X1(Gred) ([S, Prop. 4.1]) et que l’on a
Br(Y ) ∼= Br(Gred ×G Y ) ([3, Lem. 2.1]), on peut supposer que G est réductif.
Par la proposition 6.5.6, il existe un groupe linéaire connexe H, un tore T et une suite
exacte :
1→ G ψ−→ H φ−→ T → 1
tels que X1(H) = 0, H3(k, T ∗) = 0 et Bra(H)
ψ∗−→ Bra(G) soit surjectif. Par [Se, Prop. 36
du Chapitre 1], on a une suite exacte d’ensembles pointés :
1→ G(k)→ H(k)→ T (k) ∂−→ H1(k,G)→ H1(k,H),
telle que, pour tout t ∈ T , on ait ∂(t) := [φ−1(t)]. Alors X1(G) ⊂ Im(∂) et, pour tout
t ∈ T (k), on a G∂(t) ∼= G (Lemme 6.5.5 (2)).
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Soient YH := H ×G Y et Y
i−→ YH le morphisme canonique. Alors YH
pH−−→ X est un
H-torseur sur X et T ×H YH ∼= T ×X. Alors on a un morphisme canonique YH
µ−→ T tel
que, pour tout t ∈ T (k), on a µ−1(t) ∼= φ−1(t) ×G Y ∼= Y∂(t). Notons µ−1(t)
it−→ YH . Par
la définition de Θ∂(t)Y , on a : Θ
∂(t)
Y ◦ i∗t = i∗. Par la proposition 6.3.13, le lemme 6.5.8 et la
surjectivité de ψ∗, les morphismes BrH(YH)
i∗−→ BrG(Y ) et BrH(YH)
i∗t−→ BrG(µ−1(t)) sont
surjectifs.
Notons
B := BrH(YH) ∩ (i∗)−1
 ∑
σ∈X1(G)
Θ̃σY (Bσ)
 ⊂ BrH(YH).
Alors (p∗H)
−1(B) ⊂ A et B∂(t) ⊂ i∗tB. Puisque µ◦i se factorise par Spec k, on a µ∗Br1(T ) ⊂
B.
Pour un y ∈ Y (Ak)p
∗A, par le lemme 6.5.1, il existe y1 ∈ YH(Ak)B+p
∗
HA tel que pH(y1) =
p(y). Alors il existe h ∈ H(Ak) tel que y1 = h · y. Donc µ(y1) ∈ φ(H(Ak)) ∩ T (Ak)Br1(T ).
Par [3, Prop. 3.3], on a :
T (Ak)
Br1(T ) = T (k) · φ(H(Ak)Br1(H)).
Donc il existe h1 ∈ H(Ak)Br1(H) tel que
t := µ(h1 · y1) ∈ T (k) ∩ φ(H(Ak)).
Donc ∂(t) ⊂ X1(G). Puisque BrH(H) = Br1(H) (Lemme 6.3.6), par la proposition 6.3.9
(1),
y2 := h1 · y1 ∈ YH(Ak)B+p
∗
HA et donc y2 ∈ µ−1(t)(Ak)
B∂(t)+p
∗
∂(t)
A
.
Le résultat découle de p∂(t)(y2) = pH(y2) = p(y).
Corollaire 6.5.10. Sous les hypothèses du théorème 6.5.9, soit
X(k)
∂−→ H1(k,G) : z 7→ [p−1(z)]
le morphisme canonique. Supposons que pour tout σ ∈ H1(k,G), la variété Yσ satisfait le
principe de Hasse par rapport à Bσ + p∗σA. Alors
X(Ak)
A = ∪σ∈Im(∂)pσ(Yσ(Ak)Bσ+p
∗
σA).
Démonstration. Pour tout σ ∈ H1(k,G), si Yσ(Ak)Bσ+p
∗
σA 6= ∅, alors on a Yσ(k) 6= ∅ et
donc σ ∈ Im(∂). Le résultat en découle.
Corollaire 6.5.11. Soient G un groupe linéaire connexe, X une variété lisse géomé-
triquement intègre et Y p−→ X un G-torseur. Soit Br1(X,Y ) := Ker(Br(X) → Br(Yk̄)).
Alors on a :
X(Ak)
Br1(X,Y ) = ∪σ∈H1(k,G)pσ(Yσ(Ak)Br1(Yσ)).
Démonstration. Pour tout σ ∈ H1(k,G), puisque le morphisme Br(Yk̄) → Br((Pσ × Y )k̄)
est injectif, on a Br1(X,Yσ) ⊂ Br1(X,Y ). Donc Br1(X,Yσ) = Br1(X,Y ) = (p∗)−1Br1(Y ).
Pour tout σ ∈ H1(k,G), par le lemme 6.3.12 et le lemme 6.5.8, le morphisme ΘσY induit
un isomorphisme Bra(Yσ)
∼→ Bra(Y ). Donc Θ̃σY (Br1(Yσ)) = Br1(Y ). Le résultat découle du
théorème 6.5.9.
Remarque 6.5.12. La démonstration du théorème 6.5.9 n’utilise pas l’approximation forte
pour les espaces homogènes à stabilisateur géométrique connexe (Borovoi et Demarche [BD,
Thm. 1.4]), mais elle utilise [BD, Thm. 2.8].
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Corollaire 6.5.13. Soient G un groupe linéaire connexe, G0 ⊂ G un sous groupe fermé
connexe et Z := G0\G. Notons G
π−→ Z la projection. Alors on a
Z(Ak)
BrG(Z) = π(G(Ak)
Br1(G)) · Z(k).
Démonstration. Puisque G π−→ Z est un G0-torseur à gauche, pour tout Pσ ∈ H1(k,G0)
(un G0-torseur à droite), le tordu Pσ ×G0 G est un G torseur à droite. Donc Pσ ×G0 G
satisfait le principe de Hasse par rapport à Br1(Pσ×G0G) (Sansuc, cf. [Sko01, Thm. 5.2.1]).
Le résultat découle du corollaire 6.5.10.
C’est clair que le corollaire 6.5.13 vaut aussi pour Z := G/G0.
6.6 La méthode de fibration et la question 6.1.3
Dans toute cette section, k est un corps de nombres. Sauf mention explicite du contraire,
une variété est une k-variété. Pour traiter la question 6.1.3, on est amené à étudier la
question :
Question 6.6.1. Soit G un groupe linéaire. Soient X et Z deux G-variétés lisses géo-
métriquement intègres. Soient U ⊂ X un G-ouvert et U f−→ Z un G-morphisme. Soient
B ⊂ Br(U) un sous-groupe fini, S ⊂ Ωk un sous-ensemble fini non vide et W ⊂ X(Ak) un
ouvert. Sous quelles conditions peut-on montrer que, si WBr(U)∩(B+f∗BrG(Z)) 6= ∅, alors il
existe z ∈ Z(k) de fibre Uz tel que ((G(kS) ·W ) ∩ Uz(Ak))B 6= ∅ ?
Dans [CTH], Colliot-Thélène et Harari étudient la méthode de fibration au dessus de
A1. On suit leur méthode et répond à la question 6.6.1 d’abord dans le cas où Z est un
tore quasi-trivial et f s’étend à un morphisme de X vers une Z-variété torique standard
(Théorème 6.6.7). Ensuite, en utilisant ce résultat, on résoud cette question dans le cas où
Z est un tore (Théorème 6.6.9). En utilisant la descente (§6.5.1), on établit le théorème
6.6.11 dans le cas plus général où Z est un pseudoG-espace homogène. Ceci sera utilisé dans
la section 6.7 pour traiter le cas d’un G-espace homogène Z à stabilisateur géométrique
connexe.
6.6.1 L’approximation forte raffinée pour l’espace affine
Pour un ouvert U d’un espace affine An satisfaisant codim(An \ U,An) ≥ 2, l’approxi-
mation forte hors d’une place v0 a été établie par Fei Xu et l’auteur dans [CX1, Prop.
3.6], et raffinée lorsque la place v0 est archimédienne dans [CX2, Prop. 4.6 et Cor. 4.7 ], où
l’on montre que U(k)∩T (kv0)+ ⊂ An(kv0) est dense dans U(A
v0
k ) pour une variété torique
(T ↪→ An) comme (6.6.1.1) ci-dessous. On généralise maintenant ce résultat au cas où v0
est une place quelconque.
Théorème 6.6.2. Soient K une k-algèbre finie séparable de degré n et
(6.6.1.1) (T ↪→ An) := (ResK/kGm ↪→ ResK/kA1)
la variété torique correspondante. Soit U ⊂ An un ouvert tel que codim(An \ U,An) ≥ 2.
Soient v0 une place et Dv0 ⊂ T (kv0) un sous-groupe ouvert d’indice fini. Alors, pour tout
ouvert W ⊂ U(Av0) non vide et tout ouvert W0 ⊂ An(kv0) non vide Dv0-invariant, on a
U(k) ∩ (W0 ×W ) 6= ∅.
Démonstration. Étape (0). Par approximation faible pour le tore quasi-trivial T , il existe
un α ∈ T (k) ∩W0. Ainsi on a Dv0 ⊂ α−1 ·W0. En remplaçant U par α−1U et W par
α−1W , on peut supposer que W0 = Dv0 . Si v0 est complexe, on a Dv0 = T (kv0) et l’énoncé
découle de [CX1, Prop. 3.6]. On suppose que v0 n’est pas complexe.
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Étape (1). Supposons que v0 ∈ ∞k et T = Gnm. Puisque Dv0 ⊂ T (kv0) est ouvert et
donc fermé, le sous-groupe Dv0 contient la composante connexe de l’identité de T (kv0).
Ainsi l’énoncé est équivalent à [CX2, Prop. 4.6].
Étape (2). Supposons que v0 /∈ ∞k, n = 1 et T = Gm. On a U = A1. Par définition, Il
existe un sous-ensemble fini S ⊂ Ωk \ {v0} contenant ∞k, un élément av ∈ kv pour chaque
v ∈ S et 0 < ε < 1 tels que∏
v∈S
{x ∈ kv : |x− av| < ε} ×
∏
v/∈S∪{v0}
Ov ⊂W.
On fixe une uniformisante πv0 de kv0 . Pour le sous-groupe d’indice fini Dv0 ⊂ k×v0 , il existe
un entier N > 0 tel que ⋃
i∈Z
(1 + πNv0Ov0) · π
iN
v0 ⊂ Dv0 .
Par approximation forte sur A1, il existe α, β ∈ k× tels que
α ∈ kv0 ×
∏
v∈S
{x ∈ kv : |x− av| <
1
2
ε} ×
∏
v/∈S∪{v0}
Ov
et
β ∈ kv0 ×
∏
v∈S
{x ∈ kv : |x| <
1
2
ε} ×
∏
v/∈S∪{v0}
Ov.
D’après la formule du produit, l := −v0(β) > 0 et donc πlv0β ∈ O
×
v0 . Alors il existe m ∈ Z
assez grand tel que
(βπlv0)
m ∈ (1 + πNv0Ov0) et v0(αβ
−m) > N.
Ainsi
α+ βmN = π−mlNv0 (βπ
l
v0)
mN (1 + αβ−mN ) ∈ (1 + πNv0Ov0)π
−mlN
v0 ⊂ Dv0 .
Ceci implique que α+ βmN ∈ Dv0 ×W .
Étape (3). Supposons que v0 /∈ ∞k, T ∼= Gnm et, sous cet isomorphisme, Dv0 ∼=
∏n
i=1Di
avec Di ⊂ k×v0 un sous-groupe ouvert d’indice fini. On établit le résultat en utilisant la
projection An → A1 sur le premier facteur. L’argument donné pour v0 réel dans [CX2,
Prop. 4.6] vaut pour tout v0 en remplaçant R par D1.
Étape (4). En général, d’après (1) et (3), il reste à montrer qu’il existe des sous-groupes
ouverts {Di}ni=1 de k×v0 d’indice fini et un isomorphisme
ψ : ResK/kA1
∼→ An tels que
n∏
i=1
Di ⊂ ψ(Dv0).
Si v0 est réel, ceci est établi dans la démonstration de [CX2, Cor. 4.7]. On peut alors
supposer que v0 /∈ ∞k et K = k(θ) soit un corps.
Soit {wj}j les places de K au-dessus de v0 et, pour tout j, soient πj une uniformisante
de Kwj et Oj l’anneau des entiers de Kwj Pour πv0 une uniformisante de kv0 et pour chaque
j, soit ej := wj(πv0) ≤ n. Puisque Dv0 est un sous-groupe ouvert de T (kv0) ∼=
∏
jK
×
wj , il
existe un entier N ∈ Z>0 tel que
(6.6.1.2)
∏
j
[
⋃
l∈Z
(1 + πNj Oj)πlNj ] ⊂ Dv0 .
Après avoir remplacé θ par θ + π−cNv0 avec c 0 suffisamment divisible, on peut supposer
que
(6.6.1.3) wj(θ) = −ejcN, θπ
ejcN
j ∈ (1 + π
N
j Oj) et (πv0π
−ej
j )
c ∈ (1 + πNj Oj).
99
Soit M := cn2N . Alors, pour tout j et tous entiers m,m′ avec 0 ≤ m < m′ ≤ n− 1, on a
|m′ −m||wj(θ)| < nejcN ≤M et donc 0 < (wj(θm)− wj(θm
′
)) < M.
Donc, pour tous α, α′ ∈ k×v0 satisfaisant M |v0(α) et M |v0(α
′), on a
(6.6.1.4) wj(αθm) 6= wj(α′θm
′
) et
{
wj(α
′) > wj(α) si wj(αθm) < wj(α′θm
′
)
wj(α) ≥ wj(α′) si wj(αθm) > wj(α′θm
′
)
.
Donc
(6.6.1.5){
wj(α
′θm
′
)− wj(αθm) > M − (m′ −m)(−wj(θ)) si wj(αθm) < wj(α′θm
′
)
wj(αθ
m)− wj(α′θm
′
) > (m′ −m)(−wj(θ)) si wj(αθm) > wj(α′θm
′
)
.
L’élément θ induit un isomorphisme ψ : ResK/kA1 → An, qui est défini par
ResK/kA1(A) =
n−1∑
i=0
Aθi
ψ−→ An(A) = An :
n−1∑
i=0
aiθ
i 7→ (a0, · · · , an−1)
pour toute k-algèbre A. Soit
D :=
⋃
l∈Z
(1 + πNv0Ov0)π
lM
v0 ⊂ k
×
v0
un sous-groupe ouvert d’indice fini. D’après (6.6.1.3), on a D ⊂ ∪l∈Z(1 + πNj Oj)πlNj . Pour
tout j et tout (x0, · · · , xn−1) ∈ Dn, il existe un 0 ≤ ij ≤ n− 1 tel que
wj(xijθ
ij ) = min
0≤i≤n−1
{wj(xiθi)} = wj(
n−1∑
i=0
xiθ
i),
où la deuxième égalité découle par (6.6.1.4). Pour i 6= ij , d’après (6.6.1.5), on a
wj(xiθ
i)− wj(xijθij ) ≥
{
(i− ij)ejcN ≥ N si i > ij
M − (ij − i)ejcN ≥ N si i < ij .
Alors
ψ−1(x0, · · · , xn−1) =
n−1∑
i=0
xiθ
i ∈ xijθij (1 + πNj Oj) ⊂
⋃
l∈Z
(1 + πNj Oj)πlNj .
D’après (6.6.1.2), on a Dn ⊂ ψ(Dv0).
On rappelle la définition des variétés toriques standards ([CX1, Déf. 2.12])
Définition 6.6.3. Soit K une k-algèbre finie séparable. La variété torique standard par
rapport à K/k est la sous-variété torique (ResK/kGm ↪→ Z) de (ResK/kGm ↪→ ResK/kA1)
avec
Z := ResK/kA1 \ [(ResK/kA1 \ ResK/kGm)sing].
Corollaire 6.6.4. Soit (T ↪→ Z) une variété torique standard. Soient v0 une place de k et
Dv0 ⊂ T (kv0) un sous-groupe ouvert d’indice fini. Pour tout fermé F ⊂ Z de codimension
≥ 2 et tout ouvert non vide W ⊂ (Z \ F )(Ak), si (Dv0 ·W ) ∩ (Z \ F )(Ak) = W , alors on
a T (k) ∩W 6= ∅.
Démonstration. Puisque codim(ResK/kA1\Z,ResK/kA1) ≥ 2, une application du théorème
6.6.2 donne le résultat.
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6.6.2 Fibration sur une variété torique standard
On a besoin d’une généralisation du théorème de Tchebotarev “géométrique" (Ekedahl
[E, Lem. 1.2]) :
Lemme 6.6.5. Soient X, Y , Z des schémas intègres de type fini sur Ok, et Y
p−→ X, X f−→ Z
deux Ok-morphismes. Supposons que f et f ◦p sont lisses à fibres géométriquement intègres
et p est fini étale galoisenne de groupe de Galois Γ. Soit C une classe de conjugaison de Γ
et c := |C|/|Γ|. Pour chaque place v ∈ Ωk et chaque z ∈ Z(k(v)), soit NC(z) le nombre de
x ∈ Xz(k(v)) tel que le Frobenius Frx de x soit dans C. Alors
NC(z)
|Xz(k(v))|
− c = O(|k(v)|−1/2)
où la constante dans O(−) ne dépend ni de v ni de z.
Démonstration. Le résultat découle de la démonstration standard de [E, Lem. 1.2] avec la
formule des traces de Lefschetz∑
x∈Xz(k(v))
χ(Frx) =
∑
0≤i≤2dim(Xz)
(−1)iTr(Fr∗, H ic(Xz̄, Vχ)),
où Vχ est défini dans la démonstration de [E, Lem. 1.2]. Puisque Rif!Vχ est constructible
et H ic(Xz̄, Vχ) = (Rif!Vχ)z̄, les dimensions des H ic(Xz̄, Vχ) sont bornées uniformément. De
plus, la valeur absolue de la valeur propre de Fr∗ en H ic(Xz̄, Vχ) est inférieure ou égale à
|k(v)|
i
2 . Le reste de la démonstration est la même que celle de [E, Lem. 1.2].
Lemme 6.6.6. Soient Z un ouvert de An satisfaisant codim(An\Z,An) ≥ 2 et V un ouvert
de Z. Soient {Ci}i∈I les composantes connexes de Z \ V et ki la fermeture intégrale de k
dans k(Ci). Alors la suite exacte (6.3.1.3) induit un isomorphisme
(6.6.2.1) ∂ : Bra(V )
∼→ ⊕iH1(ki,Q/Z).
Démonstration. On peut supposer que Z \ V est lisse. Puisque codim(An \ Z,Z) ≥ 2, on
a Br(Z) ∼= Br(k) et H i(Zk̄,Q/Z(1)) = 0 pour i = 1, 2. Puisque V (k) 6= ∅, le morphisme
H3(Z,Q/Z(1))→ H3(V,Q/Z(1))⊕H3(Zk̄,Q/Z(1))
est donc injectif (suite spectrale de Hochschild-Serre). La suite exacte (6.3.1.3) induit un
diagramme commutatif de suites exactes :
Br(Z) //

Br(V ) //

⊕iH1(Ci,Q/Z) //

H3(Z,Q/Z(1))

// H3(V,Q/Z(1)
Br(Zk̄) = 0
// Br(Vk̄)
// ⊕iH1(Ci,k̄,Q/Z) // H3(Zk̄,Q/Z(1)) ,
d’où le résultat.
Théorème 6.6.7. Soient (T ↪→ Z) une variété torique standard, G un groupe linéaire
connexe et G ϕ−→ T un homomorphisme surjectif de noyau connexe. Soient X une G-
variété lisse, géométriquement intègre et X f−→ Z un G-morphisme lisse surjectif à fibres
géométriquement intègres. Notons U := X ×Z T . Soit B ⊂ BrG(U) (cf. (6.3.1.1)) un
sous-groupe fini. Soient v0 ∈ Ωk une place et G(kv0)0 ⊂ G(kv0) un sous-groupe d’indice
fini. Alors, pour tout fermé F ⊂ X de codimension ≥ 2 et tout ouvert W de (X \ F )(Ak)
satisfaisant WBr(X)∩(B+f |∗UBre(T )) 6= ∅, il existe t ∈ T (k) de fibre Ft ⊂ Xt, tel que
codim(Ft, Xt) ≥ 2 et (Xt \ Ft)(Ak)B ∩ (G(kv0)0 ·W ) 6= ∅.
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Démonstration. Puisque f est lisse, il existe un fermé F1 ⊂ Z tel que f(X \ F ) = Z \ F1.
Soient {Ci}i∈I les composantes connexes de Z \ T et Di := X ×Z Ci les composantes
connexes deX\U . Par hypothèse, les variétés Ci etDi sont lisses intègres. D’après (6.3.1.3),
on a une suite exacte :
0→ Br(X) ∩ (B + f |∗UBre(T ))→ (B + f |∗UBre(T ))
∂−→ ⊕iH1(Di,Q/Z)
Par le lemme 6.3.5, pour tout i, il existe un revêtement fini étale galoisien abélien D′i
πi−→ Di
tel que D′i soit une G-variété intègre, πi soit un G-morphisme et ∂(b) ∈ H1(D′i/Di,Q/Z).
Soient ki la fermeture intégrale de k dans k(Ci) et k′i la fermeture intégrale de k dans
k(D′i). Par hypothèse, la fermeture intégrale k dans k(Di) est ki. D’après [CX2, Prop. 2.2],
le morphisme D′i → Ci ×ki k′i est lisse à fibres géométriquement intègres.
Soit BX := Br(X)∩(B+f |∗UBre(T )). D’après le lemme 6.3.3, (f |∗UBre(T ))∩Br(X) = 0
et donc BX est fini. D’après la proposition 6.3.2 (2) et (3), on a BX ⊂ BrG(X). D’après le
lemme 6.6.6 pour T et la suite exacte (6.3.1.3), on a un diagramme commutatif de suites
exactes :
B
∂B //

⊕iH1(D′i/Di,Q/Z)

0 // BX // (B + f |∗UBre(T ))
∂0 // ⊕iH1(Di,Q/Z)
0
OO
// Bre(T ) ∼= Bra(T )
∼= //
f |∗U
OO
⊕iH1(ki,Q/Z)
?
OO
Alors Im(∂0) ⊂ ⊕iH1((D′i×k′i k̄)/Di,Q/Z). Ceci induit un diagramme commutatif de suites
exactes :
(6.6.2.2)
B
∂ //

⊕iH1(D′i/(Di ×ki k′i),Q/Z)
∼=

0 // (BX + f |∗UBre(T )) // (B + f |∗UBre(T ))
∂̄ // ⊕iH1((D′i ×k′i k̄)/(Di ×ki k̄),Q/Z).
Soit BrG(X)
λ−→ Bre(G) l’homomorphisme de Sansuc (cf. Définition 6.3.8). Après avoir
rétréci le sous-groupe d’indice fini G(kv0)0, on peut supposer que tout élément de λ(BX)
s’annule sur G(kv0)0. Par la proposition 6.3.9, pour tout x ∈ X(Ak), on a que tout élément
de BX est constant sur G(kv0)0 · x.
Soient l := dim(Z), Γi := Gal(D′i/k
′
iDi) et W1 := (G(kv0)
0 ·W ) ∩ (X \ F )(Ak).
Puisque T est quasi-trivial, il existe des extensions de corps Lj/k telles que T ∼=
Res∏
j Lj/k
Gm. En fait,
∏
j Lj
∼=
∏
i ki, mais on ne l’utilise pas. Soit Ω0 l’ensemble des
places v ∈ Ωk totalement décomposées dans la fermeture galoisienne de k′i/k pour tout i
et de Lj/k pour tout j. Alors Ω0 est infini et pour tout v ∈ Ω0, on a Tkv ∼= Glm,kv . Par la
définition 6.6.3, on a
Zkv
∼= Spec kv[t1, · · · , tl] \ ∪n6=mV (tn, tm) et Tkv ∼= Spec kv[t1, t−11 , · · · , tl, t
−1
l ].
Soit S un sous-ensemble fini de Ωk tel que v0∪∞k ⊂ S. On agrandit S de façon à avoir
les propriétés suivantes :
(a) Le k-morphisme f s’étend en un OS-morphisme lisse à fibres géométriquement
intègres X → Z de OS-schémas lisses, tel que pour tout point fermé z ∈ Z \ F1, la fibre
f−1(z) possède un k(z)-point x /∈ F , où F est l’adhérence de F dans X et F1 est l’adhérence
de F1 dans Z. Ceci est possible par les estimées de Lang-Weil [Sko90, Thm. 1, étape 3].
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Par le lemme de Hensel, pour tout v /∈ S, l’application (X \ F)(Ov) → (Z \ F1)(Ov) est
donc surjective.
(b) Les extensions ki/k et k′i/ki induisent des revêtements finis étales Oki,S/OS et
Ok′i,S/Oki,S .
(c) Le sous-schéma Ci := Ci ⊂ Z est lisse à fibres géométriquement intègres sur Oki,S .
Soient Di := Ci ×Z X , T := Z \ ∪iCi et U := T ×Z X .
(d) Les éléments de BX appartiennent à Br(X ) et les éléments de B appartiennent à
Br(U).
(e) Le revêtement D′i
πi−→ Di s’étend en un OS-revêtement fini étale galoisien abélien
D′i → Di tel que D′i soit un schéma sur Ok′i,S , les résidus des éléments de B soient dans
H1(D′i/Di,Q/Z) et D′i → Ci ×Oki,S Ok′i,S soit lisse à fibres géométriquement intègres.
(f) Il existe un ouvert W2 ⊂W1 ⊂ (X \ F )(Ak) tel que
WBX2 = W2 6= ∅, W2 = (G(kv0)
0·W2)∩(X\F )(Ak), et W2 = Wv0×WS\v0×
∏
v/∈S
(X\F)(Ov)
avec WS\v0 ⊂
∏
v∈S\{v0}(X \ F )(kv) un ouvert et Wv0 ⊂ (X \ F )(kv0) un ouvert.
(g) Pour tout v ∈ Ω0 \ (Ω0 ∩ S), on note Ci,v := Ci ×Oki,S Ov, Di,v := Di ×Oki,S Ov et
D′i,v := D′i ×Ok′
i
,S
Ov. On a un diagramme commutatif de schémas intègres :
(6.6.2.3) D′i,v //


Di,v //


Ci,v //


Ov

D′i // Di ×Oki,S Ok′i,S
// Ci ×Oki,S Ok′i,S
// Spec Ok′i,S .
De plus, on a Γi ∼= Gal(D′i/(Di ×Oki,S Ok′i,S))
∼= Gal(D′i,v/Di,v).
(h) Pour tout v ∈ Ω0 \ (Ω0 ∩ S), tout σ ∈ Γi et tout c ∈ Ci,v(k(v)) avec c /∈ F1, la fibre
(Di,v)c possède un k(v)-point d avec d /∈ F dont le Frobenius est σ. Ceci est possible en
appliquant le lemme 6.6.5 à (6.6.2.3).
(i) Pour tout v ∈ Ω0 \ (Ω0 ∩ S), on note (−)Ov := (−)×Ok,S Ov et on a
ZOv ∼= Spec Ov[t1, · · · , tl] \ ∪n6=mV (tn, tm), TOv ∼= Spec Ov[t1, t−11 , · · · , tl, t
−1
l ]
et il existe une partition {1, · · · , l} =
∐
i Ii telle que Ci,Ov = ∪n∈IiV (tn) ⊂ Z et que
V (tn) ∼= Ci,v.
Pour chaque i, on choisit une place vi ∈ Ω0 \ (Ω0 ∩S) et un ni ∈ Ii tels que pour i 6= j,
on ait vi 6= vj . Soient Ci,ni := V (tni) ⊂ Ci,Ovi , Di,ni := Ci,ni ×Z X et
Ei := {(t1, · · · , tl) ∈ Olvi : tni ∈ mvi \m
2
vi et tn ∈ O
×
vi pour n 6= ni}
un ouvert de Z(Ovi). Alors Ci,ni ∼= Ci,vi , Di,ni ∼= Di,vi et D′i ×D Di,ni ∼=
⊔
[k′i:ki]
D′i,vi . Donc
le Frobenius en un point de Di,ni(k(vi)) pour le revêtement D′i/Di est dans Γi.
Pour tout b ∈ B et tout Pi ∈ X (Ovi) avec f(Pi) ∈ Ei, on a P̄i := Pi(k(vi)) ∈
Di,ni(k(vi)). On a la formule [Ha94, Cor. 2.4.3 et p. 244-245] (voir [CTH, Formule (3.6)])
(6.6.2.4) b(Pi) = ∂i(b)(FrP̄i) ∈ Q/Z,
où FrP̄i ∈ Γi ⊂ Gal(D
′
i/Di) est le Frobenius en P̄i pour le revêtement D′i/Di et
∂i : Br(U)
∂−→ H1(D′i/Di,Q/Z)→ H1(D′i,vi/Di,vi ,Q/Z) = Hom(Γi,Q/Z).
Par la fonctorialité du résidu, l’application ∂̄ de (6.6.2.2) satisfait ∂̄ = ⊕i∂i.
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Notons T (kv0)0 := ϕ(G(kv0)0). Puisque H1(kv0 ,Ker(ϕ)) est fini ([PR, Thm. 6.14]), le
sous-groupe T (kv0)0 ⊂ T (kv0) est d’indice fini. D’après [Cod, Thm. 4.5], f(W2) est un
ouvert de (Z \F1)(Ak). Pour tout z ∈ (Z \F1)(kv0), l’ouvert (Xz \Fz)(kv0) est dense dans
Xz(kv0). Donc
(T (kv0)
0 ·f(Wv0))∩ (Z \F1)(kv0) = f(Wv0) et (T (kv0)0 ·f(W2))∩ (Z \F1)(Ak) = f(W2).
Par le corollaire 6.6.4, il existe t ∈ T (k) ∩ f(W2) tel que t|vi ∈ Ei pour tout i et que
codim(Ft, Xt) ≥ 2. Alors il existe (Pv) ∈W2 tel que f(Pv) = t.
Soit ti ∈ Z(k(vi)) la spécialisation de t, alors ti ∈ Ci,ni(k(vi)) et ti /∈ F1. D’après
(6.6.2.2), on a un diagramme avec suite exacte :
⊕i((Di,ni)ti \ Fti)(k(vi))
Fr

(Xt \ Ft)(Ak) ∩W2
aU

⊕iΓi ∂̄
D
// (B + f |∗UBre(T ))D
Res // (BX + f |∗UBre(T ))D,
où aU est l’accouplement de Brauer-Manin, (−)D := Hom(−,Q/Z) (cf. (6.1.0.2)) et, pour
u ∈ f−1(ti), l’élément Fr(u) est son Frobenius. Donc Fr est surjectif par (h). Puisque
Res ◦ aU = 0, il existe {σi}i ∈ ⊕iΓi tel que ∂̄D({σi}) = aU ({Pv}). Alors il existe ui ∈
((Di,ni)ti \ Fti)(k(vi)) tel que Fr(ui) = Fr(P̄vi)− σi. Par le lemme de Hensel, il existe un
point Qvi ∈ (Xt \ Ft)(Ovi) relevant ui. Soit Qv := Pv pour tout v distinct de l’un des vi.
Par (6.6.2.4), {Qv} ∈ (Xt \ Ft)(Ak)B. Donc {Qv} ∈ (Xt \ Ft)(Ak)B ∩ (G(kv0)0 ·W ), d’où
le résultat.
6.6.3 Fibration sur un tore
Lemme 6.6.8. Soient X et Z deux variétés lisses géométriquement intègres, et X f−→ Z un
morphisme lisse surjectif à fibres géométriquement intègres. Soit U ⊂ X un ouvert tel que
f |U soit surjectif. Soient W ⊂ X(Ak) un ouvert et x ∈W . Alors il existe u ∈W ∩ U(Ak)
tel que f(u) = f(x).
Démonstration. Pour chaque z ∈ Z, la fibre Xz est lisse intègre et l’ouvert Uz ⊂ Xz est
donc dense. Soit {zv}v = f(x). Pour chaque v, l’ouvert Uzv(kv) est dense en Xzv(kv).
Puisque f |U est surjectif, le morphisme f |U est lisse à fibres géométriquement intègres.
Après avoir fixé un modèle entier U → Z de f |U , on a que, pour presque toute place v,
le morphisme U(Ov) → Z(Ov) est surjectif (la démonstration de [Cod, Thm. 4.5]). Le
résultat en découle.
Le théorème suivant, d’énoncé un peu technique, joue un rôle clé dans la démonstration
du théorème 6.6.11.
Théorème 6.6.9. Soient T , T0 deux tores avec T0 quasi-trivial, G un groupe linéaire
connexe, G ϕ−→ T0 × T un homomorphisme surjectif de noyau connexe et G0 ⊂ G un sous-
groupe fermé connexe. Soient X une G-variété lisse géométriquement intègre, U ⊂ X un
G-ouvert et U f−→ T0×T un G-morphisme. Soit B ⊂ BrG(U) (cf. (6.3.1.1)) un sous-groupe
fini. Supposons que :
(1) la composition T ∗0
p∗1−→ T ∗0 × T ∗
f∗−→ k̄[U ]×/k̄× ÷X−−→ DivXk̄\Uk̄(Xk̄) est un isomor-
phisme ;
(2) pour l’action de G0 sur X, le morphisme k̄[X]×/k̄× → k̄[G0]×/k̄× défini par Sansuc
([S, (6.4.1)]) est injectif.
Alors, pour tout v0 ∈ Ωk, tout sous-groupe ouvert d’indice fini G(kv0)0 ⊂ G(kv0) et tout
ouvert W ⊂ X(Ak) satisfaisant WBr(X)∩(B+f
∗Br1(T0×T )) 6= ∅, il existe t ∈ (T0 × T )(k) de
fibre Ut, tel que
(G(kv0)
0 ·G0(k∞)+ ·W ) ∩ Ut(Ak)B 6= ∅.
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Démonstration. Par la proposition 6.2.3, après avoir remplacé f par φ̃ ◦ f et ϕ par φ̃ ◦ ϕ
avec φ̃ un automorphisme de T0 × T , on peut supposer que :
(i) il existe une variété torique (T0 ↪→ Al) satisfaisant (6.2.1.1) ;
(ii) le morphisme f s’étend en un G-morphisme X fX−−→ Z où Z := Al × T ⊃ T0 × T ;
(iii) on a fX(U) ⊂ T0 × T et un isomorphisme DivZk̄\(T0×T )k̄(Zk̄)
f∗X−−→ DivXk̄\Uk̄(Xk̄).
Soit Z0 := Al \ [(Al \ T0)sing]. Alors (T0 ↪→ Z0) est une variété torique standard et
Z1 := Z0 × T ∼= Z \ [(Z \ T0 × T )sing].
D’après la proposition 6.2.2, il existe un G-ouvert X1 ⊂ X tel que f(X1) ⊂ Z1, X1 ∩
f−1X (T ) = U , codim(X \X1, X) ≥ 2, Br(X) ∼= Br(X1) et que le morphisme X1
fX |X1−−−−→ Z1
soit lisse surjectif à fibres géométriquement intègres.
Notons φ : X fX−−→ Al × T p2−→ T . Pour chaque t ∈ T (k), notons X1,t := φ−1(t) ∩ X1,
Ut := U ∩X1,t, X1,t
it−→ X1 et X1,t
ft−→ Z0. On a le diagramme :
X1,t
  it //
ft

X1
  //

X
fX

φ

G
ϕ

Z0 × t

  // Z1 ∼= Z0 × T 
 //

Al × T

T0 × T
p2

t 
 // T
= // T T.
On a les propriétés ci-dessous :
(a) le morphisme ft satisfait les hypothèses géométriques du théorème 6.6.7 par rapport
à Ker(G p2◦ϕ−−−→ T )→ T0 ;
(b) l’homomorphisme G0
p2◦ϕ−−−→ T est surjectif et donc (p2 ◦ ϕ)(G0(k∞)+) = T (k∞)+ ;
(c) Soient B1 := B+ f∗Br1(T0× T ) et B2 ⊂ (Br(X)∩B1) un sous-groupe fini tels que
le morphisme B2 → Br(X)∩B1Br(X)∩f∗Br1(T0×T ) soit surjectif, alors i
∗
tB ∩ Br(X1,t) ⊂ i∗tB2.
L’énoncé (a) est clair.
Pour (b), d’après [CX2, Prop. 2.2], φ est lisse surjectif à fibres géométriquement in-
tègres. Donc k̄[T ]×/k̄× φ
∗
−→ k̄[X]×/k̄× est injectif. Notons k̄[X]×/k̄× θX−−→ k̄[G0]×/k̄× et
k̄[T ]×/k̄×
θT−→ k̄[G0]×/k̄× les morphismes définis par Sansuc ([S, (6.4.1)]). Ainsi θT =
θX ◦ φ∗ est injectif. Par l’argument de Sansuc ([S, P. 39]), θT = ((p2 ◦ ϕ)|G0)∗. Alors
G0
p2◦ϕ−−−→ T est surjectif.
Pour (c), d’après le lemme 6.3.3, on a
Br(X1) ∩ f∗Br1(T0 × T ) ∼= f∗XBr1(Z1) ∼= φ∗Br1(T ) et B1 ∩ Br(X1) = B2 + φ∗Br1(T ).
Par le corollaire 6.3.14, on a
i∗tB2 = i
∗
t (B2 + φ
∗Br1(T )) = i
∗
t (B1 ∩ Br(X1)) = i∗tB1 ∩ Br(X1,t) ⊃ i∗tB ∩ Br(X1,t).
Ceci donne (c).
On considère l’ouvert W de l’énoncé. Après avoir rétréci W , on peut supposer que tout
élément de B2 s’annule sur W .
On note W1 := W ∩ X1(Ak). Soit x ∈ W φ
∗Br1(T ). En appliquant le lemme 6.6.8 au
triple (X1 ⊂ X,X
φ−→ T,W ), on voit qu’il existe x1 ∈ W1, tel que φ(x1) = φ(x). Donc
W
φ∗Br1(T )
1 6= ∅ et φ(W1)Br1(T ) 6= ∅.
Soit W2 := G0(k∞)+ · W1. D’après (b), on a φ(W2) = T (k∞)+ · φ(W1). Puisque T
satisfait l’approximation forte par rapport à Br1(T ) hors de ∞k (Harari [Ha08, Thm. 2]),
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il existe t ∈ T (k) ∩ φ(W2). Donc X1,t(Ak) ∩W2 6= ∅. Puisque l’accouplement de Brauer-
Manin est constant sur G0(k∞)+, d’après (c), (X1,t(Ak) ∩W2)i
∗
tB∩Br(X1,t) 6= ∅.
Soit W3 := G(kv0)0 ·W2 ⊃W2. D’après le théorème 6.6.7, il existe u ∈W3 ∩Ut(Ak)i
∗
tB
tel que ft(u) ∈ T0(k).
Corollaire 6.6.10. Avec les hypothèses et notations du théorème 6.6.9, soit F ⊂ X un
sous-schéma fermé G0-invariant de codimension ≥ 2. Alors, pour tout v0 ∈ Ωk et tout
W̃ ⊂ (X \F )(Ak) satisfaisant W̃Br(X)∩(B+f
∗Br1(T0×T )) 6= ∅, il existe un t ∈ (T0×T )(k) tel
que
codim(F ∩ Ut, Ut) ≥ 2 et (G(kv0)0 ·G0(k∞)+ · W̃ ) ∩ (Ut \ (F ∩ Ut))(Ak)B 6= ∅.
Démonstration. Avec les constructions et notations de la démonstration du théorème 6.6.9,
soit
W̃1 := W̃ ∩ (X1 \F )(Ak), W̃2 := G0(k∞)+ ·W̃1 et W̃3 := (G(kv0)0 ·W̃2)∩ (X1 \F )(Ak).
Le résultat découle du même argument que dans la démonstration du théorème 6.6.9, en
remplaçant W1,W2,W3 par W̃1, W̃2, W̃3.
6.6.4 Fibration sur un pseudo espace homogène
Soit G un groupe linéaire connexe. Rappelons la notion de pseudo G-espace homogène
(cf. Définition 6.3.15). Soit Z un pseudo G-espace homogène, on peut définir son quotient
torique maximal Z π−→ Ztor et le stabilisateur de G sur Ztor (cf. Définition 6.3.23).
Théorème 6.6.11. Soient G un groupe linéaire connexe, Z un pseudo G-espace homogène,
Z
π−→ Ztor le quotient torique maximal et G0 le stabilisateur de G sur Ztor. Soit X une
G-variété lisse géométriquement intègre telle que k̄[X]×/k̄× = 0. Soient U ⊂ X un G-
ouvert et U f−→ Z un G-morphisme. Soient A ⊂ Br(X), B ⊂ BrG(U) (cf. (6.3.1.1)) deux
sous-groupes finis. Pour tout ouvert W ⊂ X(Ak) satisfaisant WBr(X)∩(A+B+f
∗BrG(Z)) 6= ∅,
on a :
(1) pour toute place v0 ∈ Ωk et tout sous-groupe ouvert d’indice fini G(kv0)0 ⊂ G(kv0),
il existe un t ∈ Ztor(k) de fibre Ut
ft−→ Zt, tel que
(G(kv0)
0 ·W ) ∩ Ut(Ak)A+B+f
∗
t BrG0 (Zt) 6= ∅;
(2) s’il existe un sous-ensemble fini non vide S ⊂ Ωk tel que, pour tout sous-groupe
ouvert d’indice fini G0(kS)0 ⊂ G0(kS) et tout t ∈ Ztor(k) de fibre Zt, l’adhérence
G0(kS)0 · Zt(k) contient Zt(Ak)BrG0 (Zt), alors, pour tout sous-groupe ouvert d’indice fini
G(kS)
0 ⊂ G(kS), il existe un z ∈ Z(k) de fibre Uz tel que (G(kS)0 ·W ) ∩ Uz(Ak)A+B 6= ∅.
Démonstration. On considère (1).
Soient T0 un tore tel que T ∗0 ∼= DivXk̄\Uk̄(Xk̄) et Y0 → X le T0-torseur induit par
l’homomorphisme Ψ de la suite exacte (6.2.2.1).
D’après la proposition 6.5.7, il existe un tore quasi-trivial T1 et un T1-torseur Z1
p1,Z−−→ Z
tels que Pic(Z1,k̄) = 0 et H3(k, k̄[Z1]×/k̄×) = 0. Par le théorème 6.2.7, il existe un groupe
linéaire connexe H muni d’un homomorphisme surjectif H → G de noyau central T1 tel
que Z1 soit une H-variété et que p1,Z soit un H-morphisme. De plus, Z1(k) 6= ∅ et, d’après
la proposition 6.3.17, Z1 est un pseudo H-espace homogène.
Soient T2 := T0×T1 et V1 := U×Z Z1 un T1-torseur sur U . Puisque T1 est quasi-trivial,
l’homomorphisme H1(X,T1)→ H1(U, T1) est surjectif. Ainsi il existe un T1-torseur Y1 →
X tel que [Y1]U = [V1]. L’isomorphisme canonique H1(X,T0) ⊕ H1(X,T1)
θ−→ H1(X,T2)
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donne un T2-torseur Y → X tel que [Y ] = θ([Y0], [Y1]). Maintenant on obtient des T1-
torseurs Z1 → Z, V1 → U et des T2-torseurs Y → X, V → U tels que f∗[Z1] = [V1],
[Y ]|U = [V ] et [V ] = [T0 × V1].
Par le théorème 6.2.7, le corollaire 6.2.8 et le corollaire 6.2.9, il existe un homomor-
phisme surjectif T0×H
ψ−→ G de noyau central T2 et un diagramme commutatif de T0×H-
variétés et de T0 ×H-morphismes :
(6.6.4.1) Y
p


V? _oo
p

τ
//
fV
,,
T0 × V1
f1
//


T0 × Z1
pZ

id×π1
// T0 × Ztor1
pZtor

X U? _oo
= // U
f // Z
π // Ztor,
où τ est une trivialisation, Z1
π1−→ Ztor1 est le quotient torique maximal, fV := (id×π1)◦f1◦τ
est la composition et pZ := p1,Z ◦ p2.
Montrons :
(a) on peut supposer que la composition
T ∗0
p∗1−→ k̄[T0 × V1]×/k̄×
τ∗−→ k̄[V ]×/k̄× ÷−→ DivYk̄\Vk̄(Yk̄)
est un isomorphisme.
(b) le stabilisateur H0 de H sur Ztor1 est connexe et donc les morphismes fV , π, π1 et
π ◦ f sont lisses à fibres géométriquement intègres ([CX2, Prop. 2.2]).
(c) on a
(6.6.4.2) X(Ak)Br(X)∩(B+f
∗BrG(Z)) = p(Y (Ak)
Br(Y )∩[p∗B+(f1◦τ)∗BrT0×H(T0×Z1)]).
(d) il existe un sous groupe fini B1 ⊂ BrT0×H(V ) tel que
B1 + f
∗
V Br1(T0 × Ztor1 ) = (f1 ◦ τ)∗BrT0×H(T0 × Z1) ⊂ Br(V ).
(e) pour tout (t0, t1) ∈ (T0×Ztor1 )(k), la restriction BrT0×H(T0×Z1)  BrH0(Z1,t1) est
surjective, où V(t0,t1)
f1|(t0,t1)−−−−−→ t0×Z1,t1 → (t0, t1) est la fibre de V
f1◦τ−−−→ T0×Z1 → T0×Ztor1 .
L’énoncé (a) résulte de la proposition 6.2.5. La proposition 6.3.22 et le lemme 6.3.21
donnent (b).
Pour (c), puisque Pic(T2) = 0 (car T2 est quasi-trivial), par le corollaire 6.3.11 et la
suite exacte de Sansuc [S, Prop. 6.10], on a deux diagrammes commutatifs de suites exactes
0 // BrG(Z)
p∗Z |BrG//
f∗|BrG

BrT0×H(T0 × Z1)
(f1◦τ)∗|BrT0×H

// Bra(T2)
=

0 // BrG(U)
p∗|BrG // BrT0×H(V )
// Bra(T2)
et 0 // Br(Z)
p∗Z //
f∗

Br(T0 × Z1)
(f1◦τ)∗

0 // Br(U)
p∗ // Br(V ).
et (p∗)−1BrT0×H(V ) = BrG(U). Donc (p∗)−1((f1 ◦ τ)∗BrT0×H(T0 × Z1)) = f∗BrG(Z).
Une application du corollaire 6.5.3 au torseur Y p−→ X sous le tore quasi-trivial T2 et aux
sous-groupes :
(B + f∗BrG(Z)) ⊂ Br(U) et (f1 ◦ τ)∗BrT0×H(T0 × Z1) ⊂ BrT0×H(V ) ⊂ BrT2(V )
donne (c).
Pour (d), par la construction, on a k̄[Ztor1 ]× ∼= k̄[Z1]×, Pic(Z1,k̄) = 0 et Z1(k) 6= ∅. Par
la suite spectrale de Hochschild-Serre et [S, Lem. 6.6], on a Br1(T0×Ztor1 ) ∼= Br1(T0×Z1).
L’énoncé (d) découle de la proposition 6.3.18.
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Pour (e), puisque H3(k, Ztor,∗1 ) = 0, d’après le lemme 6.5.5, le morphisme Bra(H) →
Bra(H0) est surjectif. La proposition 6.3.13 donne (e).
On considère l’ouvert W de l’énoncé. Après avoir rétréci W , on peut supposer que tout
élément deA s’annule surW . D’après (c) et (d), on a (p−1(W ))Br(Y )∩(p∗B+B1+f∗V Br1(T0×Ztor1 )) 6=
∅.
Par la suite exacte de Sansuc [S, Prop. 6.10] et l’hypothèse k̄[X]×/k̄× = 0, le morphisme
canonique k̄[Y ]×/k̄× → k̄[T2]×/k̄× est injectif. Puisque p∗B + B1 ⊂ BrT0×H(V ) est fini,
une application du théorème 6.6.9 au quintuple
(6.6.4.3) (T0 ×H → T0 × Ztor1 , T2 ⊂ T0 ×H,V ⊂ Y, V
fV−−→ T0 × Ztor1 , p∗B +B1)
montre qu’il existe
v ∈ [(T0×H)(kv0)0·T2(k∞)+·p−1(W )]∩V (Ak)p
∗B+B1 tel que (t0, t1) := fV (v) ∈ (T0×Ztor1 )(k),
où (T0 ×H)(kv0)0 := ψ−1(G(kv0)0).
D’après (d) et (e) on a v ∈ V(t0,t1)(Ak)
p∗B+f1|∗(t0,t1)BrH0 (Z1,t1 )). Donc t := πZtor((t0, t1)) ∈
Ztor(k) et u := p(v) ∈ (G(kv0)0 ·W ) ∩ Ut(Ak)B+f
∗BrG0 (Zt). Ce qui donne (1).
On considère (2).
Fixons v0 ∈ S. On a le plongement canonique de groupes G(kv0) ⊂ G(kS). Puisque
G(kS)
0 ⊂ G(kS) est ouvert d’indice fini, les sous-groupes
G(kv0)
0 := G(kS)
0 ∩G(kv0) ⊂ G(kv0) et G0(kS)0 := G(kS)0 ∩G0(kS) ⊂ G0(kS)
sont ouverts d’indice fini. Pour tout t ∈ Ztor(k), l’ensemble Wt := (G(kv0)0 · W ) ∩
Ut(Ak)
A+B est ouvert dans Ut(Ak). D’après (1), il existe t ∈ Ztor(k) tel queW
f∗BrG0 (Zt)
t 6=
∅ et donc ft(Wt)BrG0 (Zt) 6= ∅. D’après [Cod, Thm. 4.5], ft(Wt) ⊂ Zt(Ak) est ouvert. Par
hypothèse, il existe z ∈ Zt(k) ∩ ft(G0(kS)0 ·Wt) et ceci établit (2).
Remarque 6.6.12. On peut établir le théorème 6.4.6 par la méthode de la démonstration
du théorème 6.6.11. Mais l’argument donné au §6.4 est plus simple.
Corollaire 6.6.13. Avec les hypothèses et notations du théorème 6.6.11, soit F ⊂ X
un sous-schéma fermé de codimension ≥ 2. Alors, pour tout v0 ∈ Ωk, tout sous-groupe
ouvert d’indice fini G(kv0)0 ⊂ G(kv0) et tout ouvert W̃ ⊂ (X \ F )(Ak) satisfaisant
W̃Br(X)∩(A+B+f
∗BrG(Z)) 6= ∅, il existe un t ∈ Ztor(k) tel que
codim(F ∩ Ut, Ut) ≥ 2 et (G(kv0)0 · W̃ ) ∩ (Ut \ (F ∩ Ut))(Ak)B+A+f
∗
t BrG0 (Zt) 6= ∅.
Démonstration. Avec les constructions et notations de la démonstration du théorème
6.6.11, d’après (6.6.4.2), on a
(X \ F )(Ak)Br(X)∩(B+f
∗BrG(Z)) = p((Y \ p−1F )(Ak)Br(Y )∩(p
∗B+B1+f∗V Br1(T0×Z
tor
1 ))).
Une application du corollaire 6.6.10 au quintuple (6.6.4.3) donne le résultat.
6.7 Le résultat principal
Dans toute cette section, k est un corps de nombres. Sauf mention explicite du contraire,
une variété est une k-variété. Dans cette section, on établit le résultat principal : le théorème
6.7.6 (ou le théorème 6.7.5 sur la version de la fibration).
Rappelons la notion de sous-groupe de Brauer invariant (cf. Définition 6.3.1).
Soit G un groupe linéaire connexe. Soit S ⊂ Ωk un sous-ensemble fini. On considère
tout sous-groupe ouvert d’indice fini G(kS)0 de G(kS). Alors G(kS)0 est fermé dans G(kS)
et on a directement :
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Lemme 6.7.1. Si S =∞k, alors G(k∞)+ ⊂ G(k∞) est un sous-groupe ouvert d’indice fini
et tout tel sous-groupe G(kS)0 contient G(k∞)+.
Lemme 6.7.2. Soit G un groupe linéaire connexe et simplement connexe. Soit v ∈ Ωk
une place. Supposons que G est unipotent ou que G est semi-simple et absolument simple
avec G(kv) non compact. Alors G(kv) ne possède pas de sous-groupe ouvert d’indice fini
non-trivial.
Démonstration. Si G ∼= Ga, ceci vaut car G(kv) ∼= kv est uniquement divisible. Dans le cas
où G est unipotent, ceci vaut car il existe une filtration de G de facteurs Ga ([Bo, Cor.
15.5 (ii)]). Ceci vaut aussi pour tout tel G défini sur kv.
Dans le cas où G est semi-simple, simplement connexe et absolument simple avec G(kv)
non compact, si v ∈ ∞k, ceci vaut par E. Cartan (cf. [PR, Prop. 7.6]). Si v /∈ ∞k, ceci
vaut car G(kv) est engendré par les kv-points des sous-groupes unipotents de G sur kv (la
conjecture de Kneser-Tits établie par Platonov, cf. [PR, Thm. 7.6]).
Proposition 6.7.3. Soit G un groupe linéaire connexe et simplement connexe. Soit S ⊂ Ωk
un sous-ensemble fini non vide tel que G′(kS) soit non compact pour chaque facteur simple
G′ du groupe Gsc. Alors, pour tout sous-groupe ouvert d’indice fini G(kS)0 ⊂ G(kS) et tout
G-torseur P sur k, l’ensemble G(kS)0 · P (k) est dense dans P (Ak).
Démonstration. On peut supposer que P (Ak) 6= ∅. Puisque Bra(G) = 0, par le principe de
Hasse pour un G-torseur (Kneser, Harder et Chernousov, cf. [Sko01, Thm. 5.1.1 (e)]), on
a P (k) 6= ∅. Alors on peut supposer que G ∼= P .
Si G est soit unipotent soit semi-simple, simplement connexe et absolument simple, par
hypothèse il existe une place v ∈ S tel que G(kv) soit non compact. D’après le lemme 6.7.2,
G(kv)
0 := G(kS)
0 ∩G(kv) est exactement G(kv). Une application de l’approximation forte
de G (Kneser, Platonov, cf. [PR, Thm. 7.12]) donne l’énoncé.
Si G est semi-simple, simplement connexe et simple, il existe une extension fini K/k
et un K-groupe linéaire semi-simple, simplement connexe et absolument simple G′ tel que
G ∼= ResK/kG′. L’énoncé en découle.
En général, le groupe G possède une filtration de facteurs soit unipotents soit semi-
simples simplement connexes et simples. Une application de la méthode de fibration
([CTX13, Prop. 3.1]) donne l’énoncé.
Proposition 6.7.4. Soient G un groupe linéaire connexe, et Z un G-espace homogène à
stabilisateur géométrique connexe. Soit S ⊂ Ωk un sous-ensemble fini non vide tel que
G′(kS) soit non compact pour chaque facteur simple G′ du groupe Gsc. Supposons que S =
∞k ou que k̄[Z]× = k̄×. Alors, pour tout sous-groupe ouvert d’indice fini G(kS)0 ⊂ G(kS)
et tout ouvert W ⊂ Z(Ak) satisfaisant WBrG(Z) 6= ∅, on a Z(k) ∩ (G(kS)0 ·W ) 6= ∅.
Démonstration. Le cas où S =∞k a été établi par Borovoi et Demarche ([BD, Thm. 1.4]).
Ici, on donne une démonstration unifiée des deux cas considérés.
Puisque l’obstruction de Brauer-Manin au principe de Hasse est la seule pour un espace
homogène à stabilisateur géométrique connexe (Borovoi [B96], cf. [Sko01, Thm. 5.2.1 (a)]),
on a Z(k) 6= ∅. Un k-point de Z permet de définir un G-morphisme π : G → Z tel que
Z ∼= G/G0 avec G0 ⊂ G un sous-groupe fermé connexe.
Par la résolution flasque [CT08, Prop. 5.4], il existe un groupe linéaire connexe H et
un homomorphisme surjectif H ψ−→ G tels que Ker(ψ) soit un tore et H soit quasi-trivial,
i.e. Htor soit quasi-trivial et Hsc = Hss. Alors Z est un H-espace homogène à stabilisateur
géométrique connexe, Hsc ∼= Gsc et, d’après le corollaire 6.3.11 et la proposition 6.3.9,
on a : BrG(Z) = BrH(Z). Le sous-groupe H(kS)0 := ψ−1(G(kS)0) ⊂ H(kS) est ouvert
d’indice fini. Alors on peut remplacer G par H et supposer que G est quasi-trivial.
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Notons G φ−→ Gtor le quotient torique maximal. Alors φ est lisse à fibres géomé-
triquement intègres et donc G(Ak)→ Gtor(Ak) est ouvert ([Cod, Thm. 4.5]). D’après le co-
rollaire 6.5.13, il existe un ouvertW1 ⊂ G(Ak) et un point z ∈ Z(k) tels que π(W1) ·z ⊂W
et WBr1(G)1 6= ∅. Puisque Gtor satisfait l’approximation forte par rapport à Br1(Gtor) hors
de ∞k (Harari [Ha08, Thm. 2]), il existe
t ∈ Gtor(k) ∩ (Gtor(k∞)+ · φ(W1)).
Notons Gt la fibre de φ au-dessus de t et Gssu(kS)0 := G(kS)0 ∩Gssu(kS). Ainsi Gt est
un Gssu-torseur. D’après la proposition 6.7.3, l’ensemble Gssu(kS)0 ·Gt(k) est dense dans
Gt(Ak).
Dans le cas où S =∞k, puisque l’homomorphisme G(k∞)+ → Gtor(k∞)+ est surjectif,
il existe
a ∈ Gt(Ak) ∩ (G(k∞)+ ·W1) et donc g ∈ Gt(k) ∩ (Gssu(kS)0 ·G(k∞)+ ·W1).
Par le lemme 6.7.1, on a Gssu(kS)0 ·G(k∞)+ ⊂ G(kS)0 et donc g · z ∈ Z(k)∩ (G(kS)0 ·W ).
Dans le cas où k̄[Z]× = k̄×, par la suite exacte de Sansuc [S, Prop. 6.10],Gtor0 → Gtor est
surjectif et donc G0 → G → Gtor est surjectif. Ainsi G0(k∞)+ → Gtor(k∞)+ est surjectif.
Alors il existe a ∈ Gt(Ak) ∩ (G0(k∞)+ ·W1) et donc
g ∈ Gt(k) ∩ (Gssu(kS)0 ·G0(k∞)+ ·W1).
Ainsi g · z ∈ Z(k) ∩ (G(kS)0 ·W ).
Théorème 6.7.5. Soient G un groupe linéaire connexe, G0 ⊂ G un sous-groupe fermé
connexe et Z := G/G0. Soient X une G-variété lisse géométriquement intègre, U ⊂ X un
G-ouvert et U f−→ Z un G-morphisme. Soient A ⊂ Br(X) et B ⊂ BrG(U) (cf. (6.3.1.1))
deux sous-groupes finis. Soit S ⊂ Ωk un sous-ensemble fini non vide tel que G′(kS) soit
non compact pour chaque facteur simple G′ du groupe Gsc. Supposons que S =∞k ou que
k̄[X]×/k̄× = 0. Alors, pour tout sous-groupe ouvert d’indice fini G(kS)0 ⊂ G(kS) et tout
ouvert W ⊂ X(Ak) satisfaisant WBr(X)∩(A+B+f
∗BrG(Z)) 6= ∅, il existe un z ∈ Z(k) de fibre
Uz, tel que
(G(kS)
0 ·W ) ∩ Uz(Ak)B+A 6= ∅.
Démonstration. Le cas où S =∞k découle du théorème 6.4.6 (2) et de la proposition 6.7.4.
Soit π : Z π−→ Ztor le quotient torique maximal de Z et G1 ⊂ G le stabilisateur de G sur
Ztor (cf. Définition 6.3.23). Pour tout t ∈ Ztor(k), notons Zt la fibre de π au-dessus de t.
Alors Zt est unG1-espace homogène à stabilisateur géométrique connexe. Par la proposition
6.3.13, on a k̄[Zt]× = k̄×. D’après la proposition 6.7.4, l’adhérence G0(kS)0 · Zt(k) contient
Zt(Ak)
BrG0 (Zt).
Le cas où k̄[X]× = k̄× découle du théorème 6.6.11 (2) (avec les même notations sauf
remplacer G0 par G1).
Théorème 6.7.6. Soient G un groupe linéaire connexe, G0 ⊂ G un sous-groupe fermé
connexe et Z := G/G0. Soient X une G-variété lisse géométriquement intègre, U ⊂ X un
G-ouvert et U f−→ Z un G-morphisme. Soient A ⊂ Br(X) et B ⊂ BrG(U) (cf. (6.3.1.1))
deux sous-groupes finis. Soit S ⊂ Ωk un sous-ensemble fini non vide tel que G′(kS) soit
non compact pour chaque facteur simple G′ du groupe Gsc.
(1) Si S = ∞k et, pour tout z ∈ Z(k) de fibre Uz, l’ensemble Uz(k) est dense dans
Uz(Ak)
A+B
• , alors X(k) est dense dans X(Ak)
Br(X)∩(A+B+f∗BrG(Z))
• .
(2) Si k̄[X]× = k̄× et, pour tout z ∈ Z(k), la fibre Uz satisfait l’approximation forte de
Brauer-Manin par rapport à A + B hors de S, alors X satisfait l’approximation forte de
Brauer-Manin par rapport à Br(X) ∩ (A+B + f∗BrG(Z)) hors de S.
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Démonstration. Ceci suit immédiatement du théorème 6.7.5.
Le cas où U ∼= Z, f = id et A = B = 0 donne le théorème 6.1.4.
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