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Resumen 
Las redes neuronales proponen una estrategia de resolución de problemas basada en la adaptación al 
entorno de información.  
Sus características principales son la capacidad de generalización de la información disponible y la 
tolerancia al ruido. Esto las convierte en una herramienta sumamente útil para la resolución de 
problemas en diferentes áreas como Minería de Datos, Control de procesos industriales, 
Reconocimiento de patrones, Comportamiento complejo, etc. 
Esta línea de investigación  se centra en el estudio y desarrollo de diferentes estrategias de 
adaptación de Redes Neuronales.  
Siguiendo el enfoque convencional, interesa investigar el proceso basado en estrategias de 
entrenamiento. Esto permite obtener soluciones a problemas en áreas tales como Reconocimiento 
de patrones, Clustering, etc. 
Como una segunda línea de investigación, resulta de interés el estudio de la adaptación a través de 
procesos evolutivos, como forma de optimizar la respuesta deseada.  
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Introducción 
Las redes neuronales proponen una estrategia de resolución de problemas basada en la adaptación al 
entorno de información [21].  
Desde este punto de vista, no es necesario conocer ni codificar explícitamente la solución de un 
problema específico sino que basta con estimular a la red para que, a través de un proceso de 
adaptación, modifique su comportamiento, permitiendo obtener la respuesta esperada. 
De esta forma, se dispone de soluciones generales que resuelven tipos de problemas y no, 
problemas específicos. 
La línea de investigación clásica propone la adaptación de las redes neuronales a través de 
diferentes estrategias de entrenamiento. En este caso, el conocimiento adquirido se representa, 
habitualmente, a través de la modificación de las conexiones entre los elementos o neuronas de la 
red.  
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En esta línea, se han realizado varios desarrollos, en el área de Reconocimiento de Patrones [23], 
orientados a la identificación de los elementos de muestras histológicas, dentro del marco del 
convenio existente entre el LIDI y la Facultad de Ciencias Médicas de la UNLP [6] [20][26]. 
En general, estas aplicaciones presentan un alto nivel de complejidad así como un alto tiempo de 
procesamiento. La necesidad de obtener respuestas en tiempos razonables justifican el análisis de la 
paralelización de las arquitecturas utilizadas [18][24]. 
Por otro lado, las Redes Neuronales Evolutivas son un caso particular de las redes neuronales 
convencionales en las cuales la adaptación no sólo se debe al aprendizaje sino también a la 
evolución [1]. La evolución se ha utilizado en diversas formas para conseguir los pesos de 
conexión, el diseño de la arquitectura, el valor de los parámetros iniciales, las reglas de aprendizaje, 
etc. [14].   
En esta dirección, el área de interés es el estudio, investigación y desarrollo de aplicaciones de 
tiempo real basadas en redes neuronales evolutivas, especialmente aplicadas a situaciones cuya 
solución requiere del aprendizaje de estrategias. Esto es lo que se conoce como Comportamiento 
Complejo y se aplica a problemas tales como captura de presa, evasión de obstáculos y diferentes 
juegos de tablero (ajedrez, go,etc) cuya resolución no es directa. 
Algunos autores han planteado distintas formas de resolver un problema utilizando la población 
completa de un proceso evolutivo en lugar de sólo la red neuronal de mayor fitness [11][15]. Los 
Arreglos Neuronales Evolutivos desarrollados en esta investigación constituyen otra forma de 
expresar soluciones por medio de varias redes neuronales. 
En especial, resulta de fundamental interés la transferencia de tecnología al área de la robótica 
permitiendo analizar diferentes  estrategias de movimiento y reconocimiento.  
 
Temas de Investigación y Desarrollo 
Los temas de investigación son los siguientes: 
A) Adaptación a través de procesos de aprendizaje (entrenamiento): 
! Análisis de las arquitecturas existentes: redes feed-fordward, SOM. Aprendizaje 
supervisado y no supervisado. 
! Estudio de las diferentes redes neuronales que permiten resolver el problema de 
“clustering” [9]. 
! Desarrollo de la arquitectura CBE (Clustering basado en el Entorno) [12][2]. 
! Paralelización de CBE sobre una arquitectura paralela basada en procesadores 
homogéneos y memoria distribuida que permite mejorar el speed-up de la solución [19]. 
B) Adaptación utilizando procesos evolutivos 
! Aplicación de redes recurrentes con esquema de conexión libre, término de tendencia y 
evolución de función de transferencia [8]. 
! Análisis de soluciones existentes: SANE [10][16][25],  ESP [4][7][17][22]. 
! Desarrollo de Arreglos neuronales como forma de resolver problemas de aprendizaje 
incremental [3][13] [5]. 
 
Algunos resultados obtenidos en trabajos experimentales 
A) Reconocimiento de patrones 
Se ha desarrollado una nueva red neuronal para clustering y segmentación de los datos o patrones 
de entrada que, a diferencia de los modelos existentes, no requiere la indicación de parámetros de 
aceptación dependientes del problema [12]. Su comparación con las técnicas clásicas de 
reconocimiento de patrones ha dado resultados favorables. 
Esta red fue pensada para la clasificación de pixels de imágenes a 256 colores y forma parte de 
un proceso para el reconocimiento de los elementos de una muestra de tejido . 
Reducir la cantidad de parámetros de entrada implica un costo adicional que está dado por la 
evaluación del entorno de cada patrón. Esta evaluación puede tener un costo computacional alto 
por lo que resulta de interés analizar la paralelización de la red propuesta[19]. 
 
B) Adaptación utilizando procesos evolutivos 
Se ha investigado principalmente sobre la capacidad de adaptación de redes neuronales para 
aprender comportamiento complejo. Se consideran pertenecientes a esta categoría aquellos 
problemas que requieren de cierta estrategia para poder ser resueltos. Tal es el caso de ciertos 
juegos de tablero como el ajedrez o los problemas de captura de presa y  evasión de obstáculos.  
De los estudios realizados se ha comprobado que el uso de redes recurrentes con esquema de 
conexión libre, con término de tendencia y evolución de función de transferencia presentan 
mejor rendimiento que las redes feedforward aplicada a la solución de este tipo de problemas [8]. 
También se ha desarrollado un nuevo mecanismo para implementar evolución incremental 
denominado ANE (Arreglos Neuronales Evolutivos). Las mediciones realizadas muestran la 
superioridad de los arreglos neuronales evolutivos con respecto a los métodos neuroevolutivos 
tradicionales que manejan poblaciones de redes neuronales [3][5][13]. 
 
Líneas de Trabajo Futuras 
Interesan especialmente los resultados obtenidos en el área de la robótica a partir de la aplicación de 
redes neuronales evolutivas utilizadas para comandar agentes móviles. Por tal motivo, se propone 
desarrollar un ambiente de simulación que permita evaluar las soluciones propuestas hasta el 
momento. 
También resulta de interés el estudio de la coevolución de redes neuronales. Hasta ahora, si bien los 
ANE están formados por varias redes neuronales, sólo una de ellas está activa en un momento dado. 
Sin embargo, existen problemas que requieren, no sólo de la estrategia, sino de la participación de 
varios miembros (redes neuronales) para su solución. Ejemplos de esto son los juegos de equipo 
como el fútbol o la captura de una presa por varios predadores. 
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