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L’objectif de ce travail est de proposer et d’étudier des schémas numériques de type volumes finis adaptés à la
simulation de certains problèmes intervenant en mécanique des fluides. Le point commun de tous les problèmes
cités ci-dessous, du point de vue de la résolution par volumes finis, réside dans la nécessité d’approcher toutes
les composantes du gradient de la solution.
Diffusion anisotrope : On s’intéresse tout d’abord à l’écoulement d’un fluide en régime permanent dans un
milieu poreux 2D hétérogène, caractérisé par la perméabilité de ses différentes strates. L’écoulement est régi par
la loi de Darcy qui relie la vitesse de filtration u du fluide au gradient de pression p :
u = −A∇p,
où A est le tenseur de perméabilité. Ce coefficient A est variable et dépend du milieu poreux, il peut donc
présenter des discontinuités dans les milieux hétérogènes. Dans un milieu isotrope, ce coefficient est un scalaire,
tandis que dans un milieu anisotrope, c’est un tenseur symétrique. Ainsi grâce à la conservation de la masse,
on obtient le problème suivant :
−div(A∇p) = f,
où f est une fonction qui modélise les sources de masse (puits,· · · ). On étudie la discrétisation de ce type de
problèmes pour des conditions aux bords mixtes de type Dirichlet/Fourier (Chapitre II), afin de construire
ensuite des algorithmes de Schwarz discret sans recouvrement avec des conditions de transmission de type
Fourier (Chapitre III).
Problème de Stokes : Dans une deuxième partie, on se propose de discrétiser des problèmes de Stokes en
2D de la forme :
div (−2η(x)Du+ pId) = f , et div(u) = 0,
où u ∈ R2 est la vitesse du fluide, Du = 12 (∇u+t∇u) le tenseur des taux de déformation et p la pression du fluide.
L’originalité de ces modèles tient dans le fait que la viscosité η peut dépendre de la variable spatiale x. Noter que
dans les modèles physiques, la viscosité dépend d’autres caractéristiques de l’écoulement comme la densité, la
température, par l’intermédiaire du couplage avec d’autres équations. De plus, dans de nombreuses simulations
numériques, les écoulements diphasiques sont modélisés par un ensemble unique de lois de conservation sur
l’ensemble du domaine de calcul. Une telle approche conduit à des équations de Navier-Stokes avec une densité
et une viscosité variables et éventuellement discontinues. Les équations de Stokes avec une viscosité discontinue
peuvent alors être considérées comme un premier pas dans l’étude d’écoulements diphasiques visqueux. On
commencera par présenter le cas d’une viscosité constante qu’on prendra égale à 1 (Chapitre V), ainsi le
problème se ramène à −∆u + ∇p = f . On abordera ensuite le cas d’une viscosité dépendant de la variable
spatiale de manière régulière (Chapitre VI et Chapitre X en 3D) et pour finir la viscosité sera autorisée à
présenter des discontinuités (Chapitre VII).
Dans la suite de cette introduction, je donne une description rapide des différents chapitres du mémoire,
certaines notations et énoncés seront précisés dans les chapitres concernés. En annexe, je rassemble la plupart
des notations de ce manuscrit. On précise que l’essentiel du manuscrit se place en 2D à l’exception de la Partie
3 qui sera en 3D.
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On commence par rappeler le principe des méthodes volumes finis à deux points pour approcher la solution de
l’équation de Laplace −∆u = f sur un domaine Ω de R2 avec des conditions aux bords de Dirichlet homogène :
on se donne une partition de Ω =
⋃
K∈M
K en fermés polygonaux d’intérieur disjoint appelés volumes de contrôle.
A chacun de ces volumes de contrôle K, on associe un point xK ∈ Ω (xK n’est pas forcément dans K) et on
cherche une approximation uK de la solution du problème au point xK. On obtient alors un schéma numérique
en intégrant sur chaque volume de contrôle l’équation de Laplace −
∫
K
∆u dx =
∫
K
f dx. La formule de Green
nous amène à approcher, sur chaque arête σ ⊂ ∂K du maillage, les flux normaux −
∫
σ
∇u(s) ·~nσK ds où ~nσK est
la normale à σ sortant du volume de contrôle K. Si la solution u est régulière, par un développement de Taylor
(voir [EGH00]), on vérifie que le quotient différentiel mσ
u(xK)− u(xL)
dK,L
est une approximation à l’ordre 1 de
−
∫
σ
∇u·~τK,L ds où σ = K∩L est l’arête entre les volumes de contrôles K et L, ~τK,L est le vecteur unitaire orienté
de xK vers xL et dK,L = d(xK, xL). En particulier le flux normal est bien approché par ce quotient différentiel
à condition que les vecteurs ~nσK et ~τK,L soient colinéaires ou en d’autres termes que la droite (xKxL) soit
orthogonale à l’arête σ = K∩ L. Les approches volumes finis à deux points [EGH00] consistent alors à travailler
avec des maillages respectant cette condition d’orthogonalité, ces maillages sont dits admissibles et le schéma
(appelé VF4) pour le problème de Laplace avec des conditions aux bords de Dirichlet homogène s’écrit alors :
Trouver uM = (uK)K∈M ∈ RM tel que
∀K ∈ M, ∑
σ∈EK
FK,σ(u
M) =
∫
K
f(x) dx,
avec FK,σ(u
M) = −mσuL − uK
dK,L
, si σ = K|L ∈ Eint,
avec FK,σ(u
M) = −mσ−uK
dK,σ
, si σ ∈ Eext.
(VF4)
Cette condition d’orthogonalité permet donc d’obtenir une bonne approximation de la composante du gra-
dient de la solution dans la direction de deux centres voisins sur chaque arête du maillage. Notons que, si
le maillage M est composé de triangles, une famille (xK)K qui rend le maillage admissible n’est autre que la
famille des centres des cercles circonscrits des mailles (si un triangle à un angle obtus alors le centre du cercle
circonscrit est à l’extérieur du triangle) ; pour un maillage cartésien, plusieurs choix sont possibles, par exemple
la famille des barycentres ; on peut également utiliser les maillages de Delaunay-Voronoï, en effet le maillage de
Delaunay donne la triangulation du domaine et les sommets du maillage de Voronoï donnent les points (xK)K.
Malheureusement, dans de nombreuses situations cette condition d’orthogonalité peut ne pas être vérifiée :
– Si on utilise un maillage provenant d’une décomposition de domaines, dont les sous-domaines sont maillés
indépendamment les uns des autres.
– Sur des maillages localement raffinés avec des mailles non-conformes, même avec des volumes de contrôle
rectangulaires.
De plus, dès que l’on souhaite discrétiser une équation de diffusion plus générale −div(A(x)∇u) = f où A est
une matrice 2× 2 symétrique définie positive, la condition géométrique nécessaire à la consistance du schéma à
deux points devient une condition de A-orthogonalité A−1(xKxL) ⊥ σ. Lorsque la matrice d’anisotropie A est
à coefficients constants, il peut exister des maillages qui vérifient ces conditions mais dès que les coefficients A
varient, il est illusoire d’espérer construire un maillage adapté au problème.
Une façon de lever cette condition d’orthogonalité est de trouver une approximation du gradient dans une
direction transverse à ~τK,L, ou ceci est équivalent obtenir une approximation de tout le vecteur ∇u sur chaque
arête du maillage. Différentes méthodes volumes finis de reconstruction de gradient discret ont été proposées
depuis une dizaine d’années. Un grand nombre de ces méthodes ont été comparées dans le benchmark de la
conférence FVCA5 [HH08b], pour des problèmes de diffusion scalaire 2D, voir [ABBM98a, ABBM98b, CVV99,
Her00, AGW04, BM05, DO05, Pot05, DE06, Dro06, EGH06, EGH07, Her07, MP07, ABH07, BLSS07, BH08,
BBL09] pour plus de détails.
On s’intéresse plus particulièrement dans ce manuscrit à l’une des méthodes de reconstruction de gradient, la
méthode appelée DDFV acronyme de “Discrete Duality Finite Volume”. Les méthodes DDFV ont été introduites
et étudiées dans [Her00, DO05] pour approcher les solutions du problème de Laplace sur des classes de maillages
très larges incluant des maillages déformés et localement raffinés, sans supposer la condition d’orthogonalité.
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Pour cela, on considère une partition du domaine de calcul M, formée de polygones. Le maillage primal est
constitué de cette partition M et de l’ensemble des arêtes du bord du domaine. Ces arêtes sont appelées par
la suite les mailles primales dégénérées, et l’ensemble de ces mailles du bord est noté ∂M. L’ensemble ∂M est
introduit pour imposer les conditions aux bords. Le principe de la méthode DDFV consiste alors à ajouter des
inconnues aux sommets des volumes de contrôle. Ces sommets sont alors vus commes des centres de volumes
de contrôle d’un nouveau maillage appelé maillage dual M∗ ∪ ∂M∗, comme le montre la Figure 1.
K
xK xK
xK∗
K∗
Mailles primales K
Mailles duales K∗
Sommets xK∗ sur le bord
Centres xK
Sommets xK∗ intérieurs
Fig. 1 – Un maillage primal M ∪ ∂M (à gauche). Le maillage dual M∗ ∪ ∂M∗ correspondant (à droite).
Les inconnues aux sommets sont considérées comme des inconnues à part entière du schéma pour lesquelles une
équation est obtenue en intégrant le problème de départ sur les mailles duales. Ces inconnues aux centres et
aux sommets du maillage primal sont rassemblées dans la famille :
uT =
(
(uK)K∈(M∪∂M) , (uK∗)K∗∈(M∗∪∂M∗)
)
∈ RT .
Ainsi pour le problème de Laplace avec des conditions de Dirichlet homogène, on intègre l’équation sur les
mailles intérieures du maillage primal et dual :
∀ K ∈ M,
∫
K
f(x)dx = −
∫
K
∆u(x)dx = − ∑
σ∈∂K
∫
σ
∇u(s) · ~nσKds,
∀ K∗ ∈ M∗
∫
K∗
f(x)dx = −
∫
K∗
∆u(x)dx = − ∑
σ∗∈∂K∗
∫
σ∗
∇u(s) · ~nσ∗K∗ds.
Il faut maintenant approcher les deux flux normaux suivants
∫
σ
∇u(s) · ~nσKds et
∫
σ∗
∇u(s) · ~nσ∗K∗ds. Pour
cela on utilise un gradient discret défini sur le quadrangle de diagonales σ et σ∗, appelé diamant Dσ,σ∗ , (voir
la Figure 2). Ceci est possible car on remarque qu’en deux dimensions, les deux directions complémentaires (la
direction de σ∗, c’est-à-dire des centres de deux volumes de contrôle du maillage et la direction de σ, c’est-à-dire
des deux sommets de l’arête) permettent de définir entièrement un gradient discret ∇D : RT → (R2)D (voir
Définition I.7), avec pour D ∈ D :
∇DuT = 1
sin(αD)
(
uL − uK
mσ∗
~nσK +
uL∗ − uK∗
mσ
~nσ∗K∗
)
⇐⇒

∇DuT · ~τK∗,L∗ = uL
∗ − uK∗
mσ
,
∇DuT · ~τK,L = uL − uK
mσ∗
.
On définit également une divergence discrète divT :
(
R2
)D → RT (voir Définition I.9) par :
∀ K ∈ M, divKξD = 1
mK
∑
Dσ,σ∗∈DK
mσξ
D · ~nσK,
∀ K∗ ∈ M∗, divK∗ξD = 1
mK∗
∑
Dσ,σ∗∈DK∗
mσ∗ξ
D · ~nσ∗K∗ ,
∀ K∗ ∈ ∂M∗, divK∗ξD = 1
mK∗
( ∑
Dσ,σ∗∈DK∗
mσ∗ξ
D · ~nσ∗K∗ +
∑
Dσ,σ∗∈DK∗∩Dext
dK∗,Lξ
D · ~nσK
)
.
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Arête duale σ∗ = K∗|L∗
Arête primale σ = K|L
Diamant D
Sommets
Centres
~τK,L
xL
xK
xL∗
xK∗
xD
σ∗
σ
αD
~nσ∗K∗
~nσK
~τK∗,L∗
Fig. 2 – Un diamant D = Dσ,σ∗ .
La formule de Green montre que ces deux opérateurs sont en dualité, ceci a donné le nom à la méthode.
Théorème 1 (Formule de Green)
Pour tout ξD, uT ∈ (R2)D × E0, on a
[divT ξD, uT ]T = −(ξD,∇DuT )D,
où E0 = {vT ∈ RT tel que vK = 0, ∀K ∈ ∂M et vK∗ = 0, ∀K∗ ∈ ∂M∗}, et les produits scalaires sont définis
par (I.11).
Le schéma discret du problème de Laplace avec des conditions de Dirichlet homogène s’écrit alors
Trouver uT ∈ E0 tel que
∀ K ∈ M, −mKdivK(∇DuT ) =
∫
K
f(x)dx,
∀ K∗ ∈ M∗, −mK∗divK∗(∇DuT ) =
∫
K∗
f(x)dx.
Les méthodes DDFV ont été développées avec succès depuis quelques années, en 2D : pour les problèmes
de diffusion scalaire anisotrope [BHK10, DO05, Her00, Her03] ; pour les problèmes de convection-diffusion
[CM10] ; pour les systèmes Div-Rot [DDO07] ; pour les équations elliptiques linéaires et/ou non linéaires de type
Leray-Lions [ABH07, BH08] ; pour le problème de Stokes et de Navier-Stokes [Del07] ; pour des problèmes en
électrocardiologie [CPRT09] ; pour les équations de Maxwell [HLO08] ; en 3D : pour les problèmes de diffusion
scalaire anisotrope [CPT08, ABK08, Her07], pour les équations elliptiques linéaires et/ou non linéaires de type
Leray-Lions [CH09]. Cette approche double essentiellement le nombre d’inconnues en 2D mais a des avantages
multiples, les plus significatifs étant : le peu de contraintes imposées sur les maillages et la conservation de
la structure du problème continu, notamment la symétrie, qui permet une adaptation efficace aux problèmes
non-linéaires. Le benchmark [HH08b] fait ressortir que la méthode DDFV 2D est une méthode d’ordre 1 compé-
titive en ce qui concerne la précision des gradients. On souligne également que l’implémentation des méthodes
DDFV est simple étant donné qu’elle nécessite la même structure (avec quelques informations géométriques
supplémentaires) que celle utilisée classiquement pour implémenter le schéma (VF4). En particulier, il n’est pas
nécessaire de connaître la correspondance entre une maille (primale ou duale) et l’ensemble de ses sommets.
Tous les tests numériques 2D de ce manuscrit ont été réalisés à l’aide d’un code en fortran90. Lors de journée
numériques de Lille 2010 https://rn10vf.lille.inria.fr/, des programmes en scilab, pour les problèmes
anisotropes, ont été réalisés par F. Boyer et moi-même à des fins pédagogiques, ils sont accessibles à l’adresse
http://www.cmi.univ-mrs.fr/~krell/Projet/VF_scilab.tar.gz.
Chapitre I : Description générale des méthodes DDFV
Dans ce chapitre, nous décrivons les grands principes et les principaux résultats connus sur les opérateurs
discrets de la méthode de volumes finis DDFV dans le cadre 2D. On introduit les maillages DDFV et toutes
les notations utiles pour les chapitres ultérieurs. La dernière section du premier chapitre est consacrée aux
principaux résultats concernant les opérateurs discrets DDFV démontrés pour l’essentiel dans [ABH07], comme
par exemple l’inégalité de Poincaré :
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Théorème 2 (Inégalité de Poincaré discrète)
Il existe une constante C > 0, dépendant uniquement du diamètre de Ω et de reg(T ), telle que ∀ uT ∈ E0 :
||uT ||2 ≤ C||∇DuT ||2.
La régularité géométrique d’un maillage donné sera mesurée par un nombre noté reg(T ) (défini par (I.1)) et
qui est utilisé dans tous les théorèmes qui suivent. Ce nombre reg(T ) mesure essentiellement l’applatissement
des diamants et le rapport entre la taille des mailles primales (resp. duales) et la taille des diamants.
Chapitre II : Problèmes de diffusion scalaire anisotrope avec des condi-
tions aux bords mixtes
Le deuxième chapitre est consacré à la discrétisation de problèmes de diffusion scalaire anisotrope et hété-
rogène avec des conditions aux bords mixtes de type Dirichlet/Fourier :
−div(A(x).∇u(x)) = f(x), dans Ω,
u = g, sur ΓD,
−(A(s).∇u(s)) · ~n = λu(s)− h(s), sur ΓF = Γ,
(1)
On distinguera dans ce chapitre les mailles primales (resp. duales) du bord appartenant aux bords de type
Dirichlet, ensemble noté ∂MD (resp. ∂M
∗
D), des mailles primales (resp. duales) du bord appartenant aux bords
de type Fourier, ensemble noté ∂MF (resp. ∂M
∗
F ). Le but de ce chapitre est de construire un schéma pour le
problème (1) et d’établir des estimations d’erreur pour ce schéma. Ce chapitre prépare le chapitre suivant, qui
étudie des algorithmes de Schwarz sans recouvrement pour les méthodes DDFV qui utilisent les conditions de
Fourier pour les communications entre les sous-domaines. Notons qu’on s’attachera à travailler avec des tenseurs
anisotropes pouvant présenter des discontinuités le long des arêtes primales du maillage comme dans [Her03].
On sait que de telles discontinuités peuvent impliquer un défaut de consistance des flux numériques pour les
schémas volumes finis. En effet, ce sont les flux normaux, (A.∇u) · ~n, qui sont continus à travers les interfaces
de discontinuité et non le gradient lui-même. On a ainsi pour σ = D˜1|D˜2 (D˜1 et D˜2 étant deux demi-diamants) :∫
σ
(
A|eD1 .∇u|eD1
)
· ~nσKds =
∫
σ
(
A|eD2 .∇u|eD2
)
· ~nσKds. (2)
Par conséquent, notre schéma numérique doit conserver la continuité de ces flux normaux discrets à travers
les interfaces, sinon on observe une diminution de la vitesse de convergence. Pour imposer cette continuité, on
ajoute une inconnue uσ sur chaque arête du maillage primal, ceci nous permet de définir un gradient discret
modifié ∇eD : uT ∈ RT → (∇eDuT )
D˜∈eD ∈
(
R2
)eD
sur les demi-diamants (voir Définition II.1) avec pour D˜ ∈ D˜,
de sommets xK, xK∗ et xL∗ :
∇eDuT = 1
sin(αD)
(
uσ − uK
mσK
~nσK +
uL∗ − uK∗
mσ
~nσ∗K∗
)
.
On détermine les nouvelles inconnues uσ sur les arêtes du maillage primal, en imposant pour tout D ∈ D
l’équivalent discret de (2), c’est-à-dire :
(AD˜1 .∇eD1uT ) ·~nσK = (AD˜2 .∇eD2uT ) · ~nσK,
où D = D˜1∪ D˜2 et AD˜ est une matrice définie positive qui approche A sur le demi-diamant D˜. On définit alors les
flux sur les diamants par AD(∇eD) : RT → (R2)D, où AD(∇eDuT ) = 1
mD
∑
D˜∈eDD
mD˜AD˜.∇eDuT , pour tout D ∈ D
et uT ∈ RT .
La nouveauté de ce travail se situe dans les conditions aux bord de type mixte. Tout d’abord, on intègre
l’équation de diffusion sur le maillage primal intérieur M et dual intérieur M∗ et la condition de Dirichlet est
imposée sur les mailles primales dégénérées du bord Dirichlet ∂MD et sur les mailles duales du bord Dirichlet
∂M∗D. La prise en compte des conditions de Fourier peut se faire de différentes façons :
– Méthode 1 : On intègre l’équation de diffusion sur le maillage dual du bord Fourier ∂M∗F , puis on impose
la condition de Fourier sur les mailles primales dégénérées du bord Fourier ∂MF .
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– Méthode 2 : On intègre l’équation de diffusion sur le maillage dual du bord Fourier ∂M∗F , en remplaçant
les flux normaux, c’est-à-dire (A.∇u) · ~n, sur les arêtes du bord par la condition de Fourier h− λu. Puis
on impose la condition de Fourier sur les mailles primales dégénérées du bord Fourier ∂MF .
– Méthode 3 : On intègre l’équation de diffusion sur le maillage dual du bord Fourier ∂M∗F , mais cette fois-ci,
on remplace les flux normaux des arêtes du bord Fourier par de nouvelles inconnues de flux, notées ϕT ,
(situées sur les demi-arêtes du bord). Ces nouvelles inconnues doivent alors approcher les flux normaux
sur les mailles primales dégénérées du bord Fourier ∂MF . Finalement, on impose la condition de Fourier
sur chaque demi-arête du bord Fourier. Pour cette méthode, on ajoute exactement deux fois le nombre
d’arêtes de l’interface d’inconnues. Ceci n’augmente pas considérablement le nombre total d’inconnues du
système.
La stratégie proposée par F. Hermeline est la seconde. Il montre dans [Her00, Her03] que le schéma correspondant
à la méthode 2 est bien posé pour des maillages DDFV généraux. Nous montrerons au Chapitre III qu’en utilisant
la méthode 3 l’algorithme de Schwarz DDFV converge vers le schéma DDFV, ceci n’est pas forcément le cas
pour les autres méthodes (voir la Remarque III.7). Le schéma correspondant à la méthode 3 pour un tenseur
anisotrope discontinu s’écrit :
Trouver uT , ϕT ∈ RT × ΦTΓ tels que,
uK = gK, ∀ K ∈ ∂MD,
uK∗ = gK∗ , ∀ K∗ ∈ ∂M∗D,
−divK
(
AD(∇eDuT )
)
= fK, ∀ K ∈ M,
−divK∗
(
AD(∇eDuT )
)
= fK∗ , ∀ K∗ ∈ M∗,
− ∑
Dσ,σ∗∈DK∗
mσ∗
mK∗
AD(∇eDuT ) · ~nσ∗K∗ −
∑
D∈DK∗∩DΓ
dK∗,L
mK∗
ϕK∗,L = fK∗ , ∀ K∗ ∈ ∂M∗F ,
dK∗,L
mσ
ϕK∗,L +
dL∗,L
mσ
ϕL∗,L −AD(∇eDuT ) · ~nσL = 0, ∀ L = [xK∗xL∗ ] ∈ ∂MF ,
ϕK∗,L + λ
uK∗ + uL
2
= hK∗,L, ∀ [xK∗xL] ∈ ∂AF .
(3)
On montre que le schéma (3) est bien posé pour des maillages généraux. Pour simplifier un peu les notations,
on note maintenant le fait que (uT , ϕT ) est solution de (3) de la manière compacte suivante :
LTΩ,Γ(uT , ϕT , fT , gT , hT ) = 0. (4)
On établit l’estimation d’erreur associée.
Théorème 3 (Estimation d’erreur)
On suppose que la solution de (1) u est W 2,∞ par demi-diamants. Soit uT ∈ RT la solution du schéma (4).
Il existe une constante C > 0, dépendant uniquement de A, de u et reg(T ), telle que
||u− uT ||2 + ||∇u−∇eDuT ||2 ≤ Csize(T ).
Pour montrer ce résultat, on s’est servi de l’estimation d’erreur faite dans [BH08], obtenue uniquement pour
des conditions aux bords de Dirichlet. L’adaptation de ce résultat a nécessité l’obtention d’un théorème de trace
(voir Théorème II.15) et d’une nouvelle étude de l’erreur de consistance due au bord Fourier (voir Section II.7).
Dans la Section II.9, les tests numériques illustrent le comportement du schéma (3). On remarque que l’ordre
de convergence n’est pas sensible à la présence de mailles non-conformes. On observe également une super
convergence en norme L2 pour la solution qui est classique en volumes finis. Rappelons que la démonstration de
cette super convergence pour des maillages généraux est toujours un problème ouvert même pour le problème
de Laplace (voir la Section II.11).
Chapitre III : Algorithmes de Schwarz sans recouvrement dans le cadre
DDFV
On étudie dans le Chapitre III une méthode de Schwarz discrète sans recouvrement afin d’approcher les
solutions du problème de diffusion anisotrope en profitant d’une décomposition en sous-domaines. En 1870, H.A.
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Schwarz a proprosé des méthodes itératives qui consistent à transférer la solution ou sa dérivée normale d’un
sous-domaine à l’autre, afin de traiter des domaines complexes. Cette méthode de Schwarz classique converge
uniquement quand les sous-domaines se recouvrent. De plus, cette convergence est d’autant plus lente que le
recouvrement est de petite taille. P.L. Lions montre dans [Lio90] qu’avec des conditions de transmission de
type Fourier l’algorithme de Schwarz pour l’opérateur de Laplace converge même en l’absence de recouvrement.
Cette méthode a été adaptée au cadre discret pour plusieurs problèmes de diffusion isotrope [AJNM02, CHH04,
GJMN05] et pour des problèmes d’advection-diffusion-réaction [GH07, DG09]. Ce chapitre est consacré au
développement de la version DDFV de cette méthode itérative de Schwarz sans recouvrement pour des problèmes
de diffusion anisotrope. L’idée est d’utiliser le schéma (4) (avec la notation LT iΩi,Γ) sur chaque sous-domaine Ωi en
les couplant à travers des conditions de Fourier à l’interface. Plus précisément, on propose l’algorithme suivant :
– Pour i ∈ {1, 2}, on choisit hT i0 ∈ ΦT iΓ .
– Pour tout n ≥ 0, et pour i, j ∈ {1, 2}, j 6= i :
– On obtient (uT in+1, ϕ
T i
n+1) ∈ RT i × ΦT iΓ solution de
LT iΩi,Γ(uT in+1, ϕT in+1, fT i , gT i , hT jn ) = 0. (5)
– On évalue hT in+1 grâce à
∀ [xK∗xL] ∈ ∂AF , hn+1i,K∗,L = −ϕn+1i,K∗,L + λ
un+1i,K∗ + u
n+1
i,L
2
. (6)
On rappelle que la notation LT iΩi,Γ désigne le schéma DDFV correspondant à la méthode 3. Cependant, on a
vu que plusieurs méthodes étaient possibles pour prendre en compte les conditions de Fourier. Chacune de ces
stratégies conduit à un algorithme de Schwarz différent (voir la Remarque III.7). Il faut alors étudier la limite
de l’algorithme de Schwarz, cette limite est la solution du schéma DDFV avec des conditions aux bords de type
Dirichlet sur tout le domaine uniquement pour la méthode 3, c’est-à-dire pour l’algorithme (5)-(6).
Théorème 4 (Lien avec le schéma DDFV)
Soit uT la solution du schéma DDFV avec des conditions aux bords de type Dirichlet (c’est le système (3)
avec Γ = ∅) sur tout le domaine. Pour i ∈ {1, 2}, il existe (uT i , ϕT i , hT i) ∈ RT i × ΦT iΓ × ΦT iΓ tel que
LT iΩi,Γ(uT i , ϕT i , fT i , gT i , hT i) = 0, (7)
pour i = 1, 2 , on a ui,K = uK, pour K ∈ Mi ∪ ∂Mi,D, ui,K∗ = uK∗, pour K∗ ∈ M∗i ∪ ∂M∗i , et∑
[xK∗ ,xL]∈∂AΓ
(ϕi,K∗,L − ϕi,L∗,L) = 0 pour i =1, 2.
On impose la condition de normalisation
∑
[xK∗ ,xL]∈∂AΓ
(ϕi,K∗,L − ϕi,L∗,L) = 0 afin de définir de manière unique
les inconnues de flux ϕi,K∗,L. Dès lors, on peut établir la convergence de l’algorithme (5)-(6) vers la solution du
schéma DDFV sur le domaine complet.
Théorème 5 (Convergence de l’algorithme de Schwarz)
Pour tout hT i0 ∈ ΦT iΓ , i ∈ {1, 2}, la solution (uT in )i=1,2 de l’algorithme itératif (5)-(6) converge vers la
solution uT du schéma DDFV avec des conditions aux bords de type Dirichlet (c’est le système (3) avec
Γ = ∅) sur tout le domaine Ω, quand n −→∞.
De plus, si on suppose que hT i0 est choisi de sorte que∑
[xK∗ ,xL]∈∂AΓ
(
h0i,K∗,L − h0i,L∗,L
)
=
λ
2
(g(x)− g(y)) , i = {1, 2},
où l’intersection de Γ et ∂Ω est réduite aux deux sommets x et y, alors, les inconnues ϕn+1i,K∗,L données par
l’algorithme (5)-(6) convergent aussi vers les inconnues ϕTi,K∗,L du schéma (7) quand n −→∞.
Idée de démonstration : On définit l’erreur sur chaque sous-domaine à l’itération n comme suit eni = u
T
i −
uni et l’erreur sur les flux à l’interface par ψ
n
i,K∗,L = ϕi,K∗,L−ϕni,K∗,L. On calcule −[divT (AD(∇eDen+1i )), en+1i ]Ti−
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[divT (AD(∇eDen+1j )), en+1j ]Tj = 0 directement et en utilisant la formule de Green, afin d’obtenir
0 =
∑
D∈Di
mDAD(∇eDen+1i ) · ∇Den+1i +
∑
D∈Dj
mDAD(∇eDen+1j ) · ∇Den+1j
− ∑
[xK∗ ,xL]∈∂AΓ
mK∗,Lψ
n+1
i,K∗,LγK∗,L(e
n+1
i )−
∑
[xK∗ ,xL]∈∂AΓ
mK∗,Lψ
n+1
j,K∗,LγK∗,L(e
n+1
j ).
On applique la formule−ab = 14λ
(
(a− λb)2 − (a+ λb)2) , à chaque terme ψn+1i,K∗,LγK∗,L(en+1i ) et ψn+1j,K∗,LγK∗,L(en+1j ).
Ensuite en considérant le schéma vérifié par en+1i et e
n+1
j , il vient que
0 =
∑
D∈Di
mDAD(∇eDen+1i ) · ∇Den+1i +
∑
D∈Dj
mDAD(∇eDen+1j ) · ∇Den+1j
+
∑
[xK∗ ,xL]∈∂AΓ
mK∗,L
4λ
[(−ψn+1i,K∗,L + λγK∗,L(en+1i ))2 − (−ψni,K∗,L + λγK∗,L(eni ))2]
+
∑
[xK∗ ,xL]∈∂AΓ
mK∗,L
4λ
[(−ψn+1j,K∗,L + λγK∗,L(en+1j ))2 − (−ψnj,K∗,L + λγK∗,L(enj ))2] .
On somme cette égalité pour n variant de 1 à M . Ceci donne l’existence d’une constante C > 0, indépendante
de M , telle que
M∑
n=1
∑
D∈Di
mDAD(∇eDen+1i ) · ∇Den+1i +
M∑
n=1
∑
D∈Dj
mDAD(∇eDen+1j ) · ∇Den+1j ≤ C.
On en déduit grâce à la définition des flux AD(∇eD) que
M∑
n=1
||∇Dien+1i ||22 +
M∑
n=1
||∇Djen+1j ||22 ≤ CAC.
Par conséquent on a que pour i = 1, 2
||∇Dien+1i ||22 −→n→+∞ 0.
Grâce à l’inégalité de Poincaré discrète, on obtient la convergence de en+1i vers 0 quand n tend vers ∞.
Finalement des tests numériques illustrent le comportement de notre algorithme de Schwarz DDFV sans
recouvrement comme solveur itératif dans la Section III.5 et comme préconditionneur dans la Section III.6. Ce
travail a donné lieu à une publication dans IMA J.N.A. [BHK10] en collaboration avec F. Boyer et F. Hubert.
Chapitre IV : Introduction des méthodes DDFV pour Stokes
La seconde partie est consacrée à l’approximation des solutions du problème de Stokes stationnaire par les
méthodes DDFV. L’approximation des solutions du problème de Stokes par des volumes finis est un sujet de
recherche actuel, on réfère à [EHL06, Del07, DE09, BdVGLM09, BdVL10] pour la description et l’analyse de
certains schémas disponibles jusqu’à présent.
Insistons encore sur le fait que le choix de la méthode DDFV est d’une part dû au large choix de maillages
que l’on peut considérer et d’autre part au fait que la présence d’une viscosité variable (Chapitres VI et VII),
nécessite la reconstruction de tout le gradient de vitesse sur tout le domaine permettant une discrétisation
naturelle du tenseur des taux de déformation.
La méthode DDFV pour le problème de Stokes conduit naturellement à décaler les inconnues en vitesse et en
pression, c’est-à-dire que les inconnues discrètes (les composantes de la vitesse et la pression) sont localisées en
des points différents. Les schémas décalés les plus célébres sont le schéma MAC (Marker and Cell) [HW65] qui est
limité à des maillages rectangulaires, les schémas éléments finis utilisant les éléments de Crouzeix/Raviart [CR73]
pour des triangles ou de Rannacher/Turek [RT92] pour des quadrilatères, par exemple. Une généralisation des
schémas MAC à des maillages triangulaires ou de forme plus générale est donnée par les méthodes dites de
covolumes qui ont été étudiées dans [HN92, Nic92a, Nic92b, NPH95, Cho97, CK97], elles utilisent un couple de
maillages composés de “volumes complémentaires”. Par exemple, on peut utiliser le couple de maillage Delaunay-
Voronoï, formé de volumes triangulaires pour le premier maillage et de volumes polygonaux pour le second
maillage. Ces maillages ont la propriété suivante : les arêtes de chaque maillage sont orthogonales aux arêtes de
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l’autre maillage. Etant donné un maillage du domaine de calcul, les schémas MAC et covolume utilisent comme
inconnues de vitesse les composantes normales du champ de vitesse sur les arêtes des volumes de contrôle
tandis que les inconnues de pression sont situées au centre des cercles circonscrits. Le schéma MAC discrétise la
formulation vitesse-pression du problème de Stokes (8) tandis que le schéma covolume discrétise la formulation
tourbillon-vitesse-pression du problème de Stokes en utilisant le fait que −∆u = ∇ × ∇ × u − ∇divu. Il est
prouvé dans [NPH95] que la discrétisation MAC peut être obtenue par le schéma covolume en utilisant des
maillages triangulaires bien choisis.
On présente une autre manière de généraliser le schéma MAC grâce à la méthode DDFV en gardant la
formulation vitesse-pression du problème de Stokes (8). Pour cela, on va utiliser toutes les composantes de la
vitesse. En effet, le schéma DDFV que nous étudions consiste à associer à chaque maille primale K ∈ M ∪ ∂M
une inconnue uK ∈ R2 en vitesse, à chaque maille duale K∗ ∈ M∗ ∪ ∂M∗ une inconnue uK∗ ∈ R2 en vitesse et à
chaque diamant D ∈ D une inconnue pD ∈ R en pression. L’ensemble de ces inconnues est noté :
uT =
(
(uK)K∈(M∪∂M) , (uK∗)K∗∈(M∗∪∂M∗)
)
∈ (R2)T , pD = ((pD)
D∈D
) ∈ RD.
On montrera dans le Chapitre VI que, sur des maillages rectangulaires avec une viscosité constante, notre
schéma DDFV (13) est équivalent (excepté sur le bord) à des schémas MAC découplés écrits sur deux maillages
différents et décalés (voir la Section VI.5).
Dans le Chapitre IV, on définit les opérateurs discrets et les projections discrètes dans le cadre vectoriel.
On montre que le gradient discret DDFV ∇D : (R2)T → (M2(R))D (voir Définition IV.1) et la divergence
discrète divT : (M2(R))D →
(
R2
)T
(voir Définition IV.4) sont en dualité (voir Théorème IV.9). Grâce au
gradient discret, on peut également définir un tenseur des taux de déformation DDuT =
∇DuT+t(∇DuT )
2 et
une divergence discrète divDuT = Tr(∇DuT ) d’un champ de vecteurs uT ∈ (R2)T . La dernière section de ce
chapitre est consacrée aux principaux résultats sur les opérateurs discrets DDFV dans le cadre vectoriel, qui
sont pour la plupart des généralisations de ceux montrés dans le Chapitre I.
Chapitre V : Le problème de Stokes standard
Dans ce chapitre, on se place dans le cas d’une viscosité constante (qu’on prendra égale à 1) ; le problème
est donc le suivant :
Trouver u : Ω→ R2 une vitesse et p : Ω→ R une pression telles que
−∆u+∇p = f , dans Ω,
div(u) = 0, dans Ω,
u = g, sur ∂Ω,
∫
Ω
p(x)dx = 0,
(8)
où Ω est un domaine ouvert borné polygonal de R2, f appartient à (L2(Ω))2 et g appartient à (H
1
2 (∂Ω))2 qui
vérifie la condition de compatibilité suivante :∫
∂Ω
g(s) ·~nds = 0, (9)
où ~n est le vecteur normal sortant du domaine Ω. Le caractère bien-posé du problème (8) est étudié par exemple
dans [Tem77, BF91]. Il faut noter que l’obtention d’estimation d’erreur, pour n’importe quel schéma, nécessite
des hypothèses de régularité de la solution exacte (u, p) du problème (8). Par soucis de simplicité, on restreindra
notre étude à des termes sources réguliers. Auquel cas si Ω est un polygone convexe et g est nulle, alors dans
[KO76, Tem77] la régularité de la solution est :
u ∈ (H2(Ω))2 et p ∈ H1(Ω).
La stratégie DDFV pour le problème de Stokes est la suivante : la vitesse approchée uT est définie aux centres et
aux sommets du maillage et la pression approchée pD sur les diamants, là où existe le gradient discret de vitesse.
Ensuite, on intègre le bilan de quantité de mouvement du problème (8) sur les mailles primales intérieures M et
sur les mailles duales M∗ ∪ ∂M∗. L’équation du bilan de masse est directement approchée sur les diamants D.
On impose la condition de Dirichlet uniquement sur les mailles primales du bord ∂M, on parlera de conditions
18 Introduction
de Dirichlet faibles car sur les mailles duales du bord ∂M∗, on a intégré le bilan de quantité de mouvement,
on ne peut donc pas imposer la condition de Dirichlet. Finalement l’intégrale de la pression doit être nulle et
on doit également imposer que l’intégrale sur les mailles primales de la vitesse doit être égale à l’intégrale sur
les mailles duales de la vitesse. Ceci vient de la condition de Dirichlet faible qui requiert cette condition de
compatibilité supplémentaire pour la solution approchée. Avec les opérateurs discrets définis dans la Section
IV.2, le schéma correspondant s’écrit
Trouver uT ∈ (R2)T et pD ∈ RD tels que,
divT (−∇DuT + pDId) = fT ,
divD(uT ) = 0,
γT (uT ) = g∂M,∑
K∈M
mKuK −
∑
K∗∈M∗∪∂M∗
mK∗uK∗ = 0,∑
D∈D
mDp
D = 0.
(10)
Malheureusement, ce schéma (10) n’est bien posé que pour des maillages particuliers (voir la thèse [Del07]). Il
faut noter que pour obtenir ce résultat, on a besoin d’intègrer le bilan de quantité de mouvement sur les mailles
primales intérieures M et toutes les mailles duales intérieures et du bord M∗ ∪ ∂M∗. C’est pour cette raison
que l’on utilise dans ce chapitre des conditions de Dirichlet faibles, c’est-à-dire uniquement sur ∂M. En effet, le
résultat d’existence et unicité repose sur une condition inf-sup discrète, qui est à l’heure actuelle un problème
ouvert pour des maillages généraux. Pour surmonter cette difficulté, on propose de stabiliser l’équation du bilan
de masse en y ajoutant un terme de stabilisation proportionnel à la pression et/ou un autre correspondant à une
approximation volume fini non consistante de l’opérateur de Laplace (voir Définition IV.10), noté −λd2
D
∆DpD,
inspiré de la méthode de Brezzi-Pitkäranta bien connue en éléments finis [BP84]. Cette dernière stabilisation
pénalise les oscillations de la pression. D’autres stratégies de stabilisation sont possibles comme par exemple les
méthodes GLS [FF92, FH93], les méthodes de projection locales [BB01, CB97, CB00a, CB00b], les méthodes par
cluster [EHLP07, EHLP09] · · · mais elles ne seront pas considérées dans ce travail. Le schéma DDFV stabilisé
que l’on considérera s’écrit 
Trouver uT ∈ (R2)T et pD ∈ RD tels que,
divT (−∇DuT + pDId) = fT ,
divD(uT ) + µ size(T )pD − λd2D∆DpD = 0,
γT (uT ) = g∂M,∑
K∈M
mKuK −
∑
K∗∈M∗∪∂M∗
mK∗uK∗ = 0,∑
D∈D
mDp
D = 0,
(11)
avec les paramètres de stabilisation µ, λ ≥ 0 donnés. Le schéma DDFV stabilisé (11) est bien posé pour des
maillages généraux si µ + λ > 0 (voir Théorème V.2). Si µ > 0, on obtient une première estimation (voir
Théorème V.4) qui ne donne que de l’ordre 0.5 en norme L2 pour le gradient de vitesse uniquement. Il faut
noter que l’obtention d’une estimation en norme L2 sur la vitesse repose sur une inégalité de Poincaré non vérifiée
pour des conditions aux bords faibles. Pour obtenir de l’ordre 1 pour le gradient de vitesse et la pression, il
suffit d’utiliser la stabilisation de type Brezzi-Pitkäranta (ie λ > 0). En effet, dans la Section V.12, on montre
le résultat suivant.
Théorème 6 (Stabilité du schéma)
On suppose λ > 0. Il existe deux constantes C1, C2 > 0, dépendant uniquement de Ω, λ et reg(T ), telles
que pour chaque couple (uT , pD) ∈ (R2)T × RD avec γT (uT ) = 0 et ∑
D∈D
mDp
D = 0, il existe u˜T ∈ (R2)T
et p˜D ∈ RD avec γT (u˜T ) = 0 vérifiant :
|||∇Du˜T |||2 + ‖p˜D‖2 ≤ C1
(|||∇DuT |||2 + ‖pD‖2) ,
et
|||∇DuT |||22 + ‖pD‖22 ≤ C2B(uT , pD; u˜T , p˜D),
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où B est la forme bilinéaire associée au schéma (11) pour tout (uT , pD), (u˜T , p˜D) ∈ (R2)T × RD
B(uT , pD; u˜T , p˜D) = JdivT (−∇DuT + pDId), u˜T KT + (divD(uT ) + µ size(T )pD − λd2D∆DpD, p˜D)D.
Ainsi on en déduit le résultat important de ce chapitre : l’estimation d’ordre 1 en norme L2 pour le gradient
de vitesse et pour la pression.
Théorème 7 (Estimation d’erreur)
On suppose que la solution (u, p) du problème de Stokes (8) appartient à (H2(Ω))2 × H1(Ω). Soit λ > 0
et (uT , pD) ∈ (R2)T × RD la solution du schéma (11). Alors il existe une constante C > 0 dépendant
uniquement de Ω, reg(T ), λ, ‖u‖H2 et ‖p‖H1 , telle que
|||∇u −∇DuT |||2 ≤ Csize(T ) et ‖p− pD‖2 ≤ Csize(T ).
Notons que l’on n’a pas de résultat sur la norme L2 de la vitesse, toujours à cause des conditions aux bords
imposées faiblement sur ∂M. Cette restriction sera levée au chapitre suivant en modifiant la prise en compte
des conditions aux bords. Dans la Section V.4, les tests numériques illustrent le comportement du schéma (11)
et plus particulièrement les trois cas suivants :
– µ = 0, λ = 0, schéma non stabilisé (US) : c’est le schéma (10), qui semble être le plus naturel pour
approcher le problème.
– µ = 0, λ > 0, schéma (BPS) : c’est un schéma stabilisé de type Brezzi-Pitkäranta.
– µ > 0, λ = 0, schéma (PS) : cela correspond au schéma stabilisé par un terme d’ordre 0 de la pression
comme dans [BEH05].
Il faut remarquer que la programmation du schéma (PS) est plus simple que celle du schéma (BPS), qui nécessite
de connaître les diamants voisins de chaque diamant. On observe une super convergence en norme L2 pour la
vitesse qui est classique en volumes finis. On remarque également que l’ordre de convergence n’est pas sensible
à la présence de mailles non-conformes. On observe que la stabilisation provoque un gain de précision sur la
vitesse pour le schéma (PS), ou sur la pression pour le schéma (BPS). Néanmoins, à cause de la déterioration
de l’approximation de la pression, le schéma (PS) ne semble pas apporter d’importantes améliorations. C’est
pourquoi malgré sa simplicité de programmation, dans la suite du manuscrit, on ne s’intéressera plus à la
stabilisation avec un terme d’ordre 0 en pression mais uniquement à la stabilisation de type Brezzi-Pitkäranta.
Chapitre VI : Le problème de Stokes avec une viscosité variable régu-
lière
Dans ce Chapitre VI, on travaille avec une viscosité qui dépend de x de façon régulière. C’est un travail
publié dans [Kre10b]. On veut approcher la solution du problème suivant :
Trouver u : Ω→ R2 une vitesse et p : Ω→ R une pression telles que
div (−2η(x)Du + pId) = f , dans Ω,
div(u) = 0, dans Ω,
u = g, sur ∂Ω,
∫
Ω
p(x)dx = 0,
(12)
où Du = 12 (∇u + t∇u) est la partie symétrique du gradient de vitesse, la viscosité η appartient à W 1,∞(Ω)
avec Inf
Ω
η > 0. On procède de la manière suivante : on intègre le bilan de quantité de mouvement du problème
(12) sur les mailles primales intérieures M et uniquement sur les mailles duales intérieures M∗. L’équation du
bilan de masse est directement approchée sur les diamants D en ajoutant le terme de stabilisation de type
Brezzi-Pitkäranta. Pour lever les soucis liés à l’inégalité de Poincaré vus dans le chapitre précédent, on impose
dorénavant la condition de Dirichlet sur les mailles primales et duales du bord ∂M ∪ ∂M∗, on parlera de
conditions aux bord de Dirichlet fortes. Finalement, l’intégrale de la pression doit être nulle. Le schéma DDFV
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correspondant s’écrit alors 
Trouver uT ∈ Eg et pD ∈ RD tels que,
divM(−2ηDDDuT + pDId) = fM,
divM
∗
(−2ηDDDuT + pDId) = fM∗ ,
divD(uT )− λd2D∆DpD = 0.∑
D∈D
mDp
D = 0,
(13)
avec λ > 0 et ηD =
(∫
D
η(s)dµD(s)
)
D∈D
où µD est une mesure de probabilité sur D, qui permet d’inclure dans
l’analyse les cas ηD = η(xD), ηD =
1
mD
∫
D
η(x)dx ou toute autre formule de quadrature utilisée pour approcher
la viscosité sur le diamant. Ce schéma (13) est bien posé pour des maillages généraux (voir Théorème VI.9). Le
coeur de la démonstration est l’obtention d’une inégalité de Korn discrète.
Théorème 8 (Inégalité de Korn discrète)
Pour tout uT ∈ E0, on a
|||∇DuT |||2 ≤
√
2|||DDuT |||2.
Grâce au terme de stabilisation −λd2
D
∆DpD, on peut montrer comme dans le Théorème 6 la stabilité du
schéma en introduisant la forme bilinéaire associée définie pour tout (uT , pD), (u˜T , p˜D) ∈ (R2)T × RD par
B(uT , pD; u˜T , p˜D) = JdivT (−2ηDDDuT + pDId), u˜T KT + (divD(uT )− λd2D∆DpD, p˜D)D.
Ce résultat de stabilité nous permet d’établir le résultat important de ce chapitre : l’estimation d’erreur d’ordre
1 en norme L2 pour la vitesse, pour le gradient de vitesse et pour la pression.
Théorème 9 (Estimation d’erreur du schéma DDFV)
On suppose que la solution (u, p) du problème (V.1) appartient à (H2(Ω))2 × H1(Ω). Soit (uT , pD) ∈(
R2
)T ×RD la solution du schéma (13). Il existe une constante C > 0 dépendant uniquement de Ω, reg(T ),
λ, η, ‖u‖H2 et ‖p‖H1 , telle que :
‖u− uT ‖2 + |||∇u−∇DuT |||2 ≤ Csize(T ) et ‖p− pD‖2 ≤ Csize(T ).
Dans les tests numériques de la Section VI.6, on observe le comportement du schéma (13) avec une viscosité
variable. Le premier test est réalisé avec une viscosité régulière polynomiale. Les ordres obtenus pour la vitesse,
son gradient et la pression, sont même plus grands que ceux donnés par le Théorème 9. Ceci est lié à une certaine
uniformité des mailles primales considérées. Ensuite, on s’est intéressé au cas d’une viscosité discontinue à travers
l’interface {y = 0.5} dans le cas test 3. Dans ce test, les hypothèses du Théorème 9 ne sont plus satisfaites et
Du est discontinu à travers l’interface {y = 0.5}. On observe que le schéma converge encore mais qu’il n’est plus
d’ordre 1, comme attendu. Dans ce cas, la discontinuité de la viscosité doit être prise en compte par le schéma
pour surmonter la perte de consistance des contraintes à l’interface. C’est ce que l’on propose de faire dans le
chapitre suivant.
Chapitre VII : Le problème de Stokes avec une viscosité discontinue
Dans ce chapitre, on travaille avec une viscosité discontinue. Une hypothèse importante de notre analyse est
que T le maillage DDFV respecte les discontinuités de la viscosité. On travaille alors avec une viscosité qui peut
présenter des discontinuités le long des arêtes primales et duales du maillage. On a ainsi que la viscosité est
régulière par quart de diamant Q ∈ Q et on note ηQ = 1
mQ
∫
Q
η(s)ds la moyenne de η sur un quart de diamant
Q ∈ Q.
Sous ces hypothèses, on observe numériquement une perte de précision du schéma (13). En effet, même
pour les problèmes de diffusion scalaire de la Partie 1, on sait que les discontinuités de coefficients de diffusion
induisent un défaut de consistance des flux numériques construits pour des coefficients réguliers. Le but de ce
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chapitre est d’expliciter la construction d’un schéma modifié qui prend en compte les sauts des coefficients du
problème et d’en faire son étude. Ce travail est soumis pour publication [Kre10a].
Construction de nouveaux opérateurs discrets
On suppose que la viscosité η peut présenter des sauts à travers les arêtes primales et duales du maillage.
Au niveau continu, ce sont les composantes normales du tenseur des contraintes ϕ(u, p) = 2ηDu− pId qui sont
continues à travers les arêtes primales et duales du maillage. Par exemple, on a∫
σK∗
ϕ|QK,K∗ (u, p)~nσKds =
∫
σK∗
ϕ|QL,K∗ (u, p)~nσKds. (14)
On a besoin d’imposer l’équivalent de cette propriété dans le cadre discret. Ainsi on exprime un tenseur des
contraintes discret ϕQ comme ϕQ = 2ηQD
N
Qu
T − pQId par quart de diamant, (voir Définition VII.6) grâce à des
inconnues en pression en plus pQD = (pQ)Q∈QD et un tenseur des taux de déformation modifié D
N
Q
. Pour cela,
on commence par définir un gradient discret modifié sur les quarts de diamants (voir Définition VII.2) comme
suit
∇NQuT = ∇DuT + tδDtBQ, pour tout D ∈ D et pour tout Q ∈ QD,
avec δD ∈ M4,2(R) un ensemble d’inconnues artificielles en vitesse et BQ des matrices dansM2,4(R) connues ex-
plicitement. Le tenseur des taux de déformation modifié DN
Q
est alors donné par DNQu
T = 12
(
∇NQuT + t(∇NQuT )
)
,
pour tout Q ∈ Q, (voir Définition VII.3). Avec cette définition du tenseur des taux de déformation, le tenseur
des contraintes peut s’écrire :
ϕQ(D
DuT , δD, pQD ) = 2ηQD
DuT + ηQ(BQδ
D +
t
δDtBQ)− pQId.
Pour chaque diamant D, on a 12 inconnues scalaires (δD, pQD ) à déterminer en fonction des inconnues
principales (uT , pD) du schéma. On commence par imposer la version discrète de (14) sur D = QK,K∗ ∪ QK,L∗ ∪
QL,K∗ ∪ QL,L∗ : 
ϕQK,K∗ (D
DuT , δD, pQD )~nσK = ϕQL,K∗ (D
DuT , δD, pQD )~nσK,
ϕQK,L∗ (D
DuT , δD, pQD )~nσK = ϕQL,L∗ (D
DuT , δD, pQD )~nσK,
ϕQK,K∗ (D
DuT , δD, pQD )~nσKK∗ = ϕQK,L∗ (D
DuT , δD, pQD )~nσKK∗ ,
ϕQL,K∗ (D
DuT , δD, pQD )~nσLK∗ = ϕQL,L∗ (D
DuT , δD, pQD )~nσLK∗ .
(15)
Ceci donne 8 équations. Pour déterminer les autres équations, il faut se rappeler que l’on considère des fluides
incompressibles, c’est-à-dire que la vitesse vérifie div u = 0. Au niveau discret, on a ajouté un terme de
stabilisation ainsi on n’a pas divDuT égal à zéro. Néanmoins, on souhaite imposer Tr(∇NQuT ) = divDuT pour
tout Q ∈ QD et pour tout D ∈ D. Pour cela on impose que
Tr(
t
δDtBQ) = 0, ∀Q ∈ QD. (16)
Comme les matrices BQ vérifient
∑
Q∈QD mQBQ = 0, ces équations ne sont pas indépendantes, on ajoute donc
la condition ∑
Q∈QD
mQp
Q = mDp
D. (17)
Les 13 équations (15)-(16)-(17) forment un système linéaire rectangle dont le noyau n’est pas forcément trivial.
On ajoute donc une condition d’orthogonalité sur le noyau qui est (δD : δ0) = 0 avec δ0 définie dans la Proposition
VII.7, c’est le vecteur qui engendre l’espace des solutions de tδDtBQ+BQδ
D = 0, pour tout Q ∈ QD. On montre
que les conditions (15)-(16)-(17) et (δD : δ0) = 0 sont équivalentes, au système linéaire
∑
Q∈QD
mQϕQ(D
DuT , δD, pQ)BQ = 0,
Tr(
t
δDtBQ) = 0, ∀Q ∈ QD,
∑
Q∈QD
mQp
Q = mDp
D,
(δD : δ0) = 0.
(18)
Ceci utilise les valeurs explicites des matrices BQ qui seront précisées dans la Définition VII.2. On montre ainsi
pour chaque diamant D le théorème suivant qui nous permettra de déterminer les inconnues intermédaires de
manière locale diamant par diamant.
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Théorème 10
Pour tout D ∈ D et pour tout (DDuT , pD) ∈ M2(R)×R, il existe un unique couple (δD, pQD) ∈M4,2(R)×R4
vérifiant (18).
Le gradient discret modifié ∇N
Q
et le tenseur des taux de déformation discret modifié DN
Q
sont maintenant
complétement déterminés par
∇NQuT =∇DuT + tδD(DDuT , pD)tBQ, ∀Q ∈ QD, ∀D ∈ D.
DNQu
T =DDuT +BQδ
D(DDuT , pD) +
t
δD(DDuT , pD)tBQ, ∀Q ∈ QD, ∀D ∈ D.
Exemple de calcul des inconnues artificielles
On peut expliciter le calcul des inconnues artificielles (δD, pQD ) dans le cas où la viscosité η est constante par
maille primale, égale à η1 sur K et à η2 sur L. La solution
(
t (δK, δL, δK∗ , δL∗),
t (pQK,K∗ , pQK,L∗ , pQL,K∗ , pQL,L∗ )
)
,
xK
xL∗
xK∗
η1
xD
η2
xL
Fig. 3 – La viscosité constante par maille primale.
dans le cas de la Figure 3, vaut
δK = δL = 0, δK∗ = δL∗ = −
mQK,K∗mQL,K∗ (η1 − η2)(D
D
u
T .~nσK) · ~τK∗,L∗
η2mQK,K∗ + η1mQL,K∗
~τK∗,L∗
pQK,K∗ = p
D + 2(η1 − η2)(D
D
u
T
.~nσK) · ~nσK
mQL,K∗
mQK,K∗ +mQL,K∗
, pQK,L∗ = pQK,K∗ ,
pQL,K∗ = p
D + 2(η2 − η1)(D
D
u
T
.~nσK) · ~nσK
mQK,K∗
mQK,K∗ +mQL,K∗
, pQL,L∗ = pQL,K∗ .
Dans la Figure 3, le vecteur ~nσK est colinéaire à l’axe des abscisses, ceci va simplifier l’expression du tenseur
des contraintes modifié dans la base canonique donnée ci-dessous. Dans ce cas, si on note le tenseur des taux
de déformation par la matrice DDuT =
„
α γ
γ β
«
dans la base canonique, le tenseur des contraintes modifié
1
mD
∑
Q∈QD mQ(2ηQD
N
Qu
T − pQId), noté ϕD(DDuT , pD) vaut
ϕD(DDuT , pD) = 2
 mσKη1+mσLη2mσK+mσL α (mσK+mσL )η1η2mσLη1+mσKη2 γ
(mσK+mσL )η1η2
mσLη1+mσKη2
γ
mσKη1+mσLη2
mσK+mσL
β
− pDId.
On constate que la partie visqueuse de ϕD(DDuT , pD) n’est pas proportionnelle au tenseur des taux de dé-
formation DDuT . On a une moyenne arithmétique de la viscosité sur les termes diagonaux et une moyenne
harmonique de la viscosité sur les termes non diagonaux. On remarque que, sur des maillages rectangulaires,
notre schéma (19) permet de généraliser les schémas MAC appliqués à des écoulements multiphasiques (voir la
Remarque VII.16).
Le schéma m-DDFV
On va travailler à nouveau avec un terme de stabilisation de type Brezzi-Pitkäranta qui prend en compte
cette fois les sauts de pression entre quarts de diamant (voir Définition VII.13) −λd2
D
∆DpQ. Le schéma DDFV
modifié, dénommé m-DDFV, consiste à remplacer dans le schéma DDFV (13) le tenseur des contraintes discret
23
2ηDDDuT −pDId par le tenseur modifié ϕD(DDuT , pD) et le terme de stabilisation −λd2D∆DpD par le nouveau
terme −λd2D∆DpQ : 
Trouver uT ∈ E0 et pD ∈ RD tels que,
divM(−ϕD(DDuT , pD)) = fM,
divM
∗
(−ϕD(DDuT , pD)) = fM∗ ,
divD(uT )− λd2D∆DpQ = 0,∑
D∈D
mDp
D = 0,
(19)
Comme les inconnues artificielles (δD, pQD) sont entièrement définies sur chaque diamant à l’aide du couple
(DDuT , pD) et ce de façon linéaire, le système reste linéaire et le nombre d’inconnues du schéma modifié est
le même que celui du schéma DDFV (13). On illustre dans les Tableaux VII.1 et VII.2 le nombre d’élements
non nuls des matrices correspondantes aux schémas DDFV (13) et m-DDFV (19). Pour les deux schémas, les
nombres d’éléments non nuls sont équivalents. En fait, le schéma m-DDFV (19) ajoute moins d’un pourcent
d’éléments non nuls dans les deux cas tests considérés. Cette différence n’est due qu’à la forme particulière du
nouveau terme de stabilisation proposé.
Une inégalité de Korn discrète
Là encore l’étude de ce schéma repose sur une inégalité de Korn discrète pour les opérateurs discrets modifiés,
dont la démonstration est sensiblement plus technique que celle du Théorème 8, car elle nécessite de travailler
avec les inconnues artificielles.
Théorème 11 (Inégalité de Korn discrète)
Il existe une constante C > 0 dépendant uniquement de η et reg(T ) telle que :
|||∇N
Q
uT |||2 ≤ C|||DNQuT |||2, ∀uT ∈ E0.
La démonstration repose sur les deux résultats suivants, le premier concerne les inconnues artificielles δD, il
peut être vu comme une inégalité de Korn locale au diamant (on majore les matrices BQδ
D par leurs parties
symétriques). Le deuxième montre l’équivalence des normes des tenseurs des taux de déformation DD et DN
Q
.
Lemme 12
Pour tout D ∈ D et pour tout δD ∈ MnD,2(R) tel que (δD : δ0) = 0, il existe une constante C > 0, dépendant
uniquement de reg(T ), telle que∑
Q∈QD
mQ|||BQδD|||2F ≤ C
∑
Q∈QD
mQ|||BQδD + tδDtBQ|||2F .
Lemme 13
Il existe une constante C > 0, dépendant uniquement de η, telle que pour tout uT ∈ (R2)T :
|||DDuT |||2 ≤ |||DNQuT |||2 ≤ C|||DDuT |||2.
Pour insister sur l’importance des inconnues artificielles introduites et sur l’utilisation des conditions de
continuité des contraintes (18), on détaille la démonstration de ce dernier résultat.
Démonstration : Estimation de gauche. Soit D ∈ D. L’estimation est juste une conséquence de la
propriété sur les matrices BQ qui est
∑
Q∈QD
mQBQ = 0. Ainsi on a |||DNQuT |||22 = |||DDuT |||22+
1
4
|||BQδD+ tδDtBQ|||22.
Estimation de droite. Soit D ∈ D. On multiplie la première relation de (18) par δD et on en prend la
trace, ceci fournit la relation fondamentale suivante∑
Q∈QD
mQηQ(2D
DuT +BQδ
D +
t
δDtBQ︸ ︷︷ ︸
=2DNQu
T
: BQδ
D +
t
δDtBQ) = 0. (20)
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Comme DNQu
T = DDuT + 12 (BQδ
D + tδDtBQ), il vient que∑
Q∈QD
mQηQ|||DNQuT |||2F =
∑
Q∈QD
mQηQ(D
N
Qu
T : DDuT ).
On utilise le fait que η est bornée par Cη et Cη pour obtenir
Cη
∑
Q∈QD
mQ|||DNQuT |||2F ≤ Cη
∑
Q∈QD
mQ(D
N
Qu
T : DDuT ).
En appliquant l’inégalité de Cauchy-Schwarz, on en déduit l’estimation avec C =
Cη
Cη
.
En fait, l’égalité (20) est une propriété importante car elle nous permet à la fois de comparer |||DN
Q
uT |||2 et
|||DDuT |||2, et de comparer |||BQδD+ tδDtBQ|||2 et |||DDuT |||2. Cette dernière comparaison, le lemme 13 et les deux
inégalités de Korn nous permettent de comparer également le gradient discret avec le gradient modifié. Il faut
remarquer que le résultat suivant est déduit des inégalités de Korn. Il ne semble pas possible de le montrer de
manière indépendante, du moins en ce qui concerne l’inégalité de droite.
Lemme 14
Il existe une constante C > 0, dépendant uniquement de η et reg(T ), telle que pour tout uT ∈ E0 :
|||∇DuT |||2 ≤ |||∇NQuT |||2 ≤ C2|||∇DuT |||2.
Stabilité du schéma m-DDFV
L’étude de la stabilité du schéma (19) est plus complexe que pour le schéma (13), car il faut travailler avec
les inconnues artificielles (bien qu’elles soient algébriquement éliminées dans le système).
Théorème 15 (Stabilité du schéma m-DDFV)
On suppose que λ > 0 est assez petit. Il existe deux constantes C1, C2 > 0, dépendant uniquement de Ω,
λ, η et reg(T ), telles que pour tout couple (uT , pD) ∈ E0 × RD tel que
∑
D∈D
mDp
D = 0, il existe un couple
(u˜T , p˜D) ∈ E0 × RD avec :
|||∇N
Q
u˜T |||2 + ‖p˜Q‖2 ≤ C1
(|||∇N
Q
uT |||2 + ‖pQ‖2
)
,
et
|||∇N
Q
uT |||22 + ‖pQ‖22 ≤ C2B(uT , pD; u˜T , p˜D),
avec (δD, pQ) (resp. (δ˜D, p˜Q)) la solution de (18) pour DDuT et pD (resp. DDu˜T et p˜D), et la forme
bilinéaire associée au schéma (19) pour tout (uT , pD), (u˜T , p˜D) ∈ (R2)T × RD :
B(uT , pD; u˜T , p˜D) = JdivT (−ϕD(DDuT , pD)), u˜T KT + (divD(uT )− λd2D∆DpQ, p˜D)D.
On en déduit le caractère bien posé du schéma (19).
Théorème 16 (Existence et unicité du schéma m-DDFV)
Le schéma (19) avec λ > 0 assez petit admet une unique solution (uT , pD) ∈ (R2)T × RD.
Estimation d’erreur du schéma m-DDFV
On obtient enfin des estimations d’erreur en vitesse et en pression pour le schéma m-DDFV.
Théorème 17 (Estimation d’erreur du schéma m-DDFV)
On suppose que λ > 0 est assez petit et que la solution (u, p) de (12) est régulière sur les quarts de diamant.
Soit (uT , pD) ∈ (R2)T ×RD la solution du schéma (19). Il existe une constante C > 0 dépendant uniquement
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de Ω, reg(T ), λ, η, de normes de u et p, telle que :
‖u− uT ‖2 + |||Du−DNQuT |||2 ≤ Csize(T ) et ‖p− pQ‖2 ≤ Csize(T ).
avec (δD, pQ) la solution de (18) pour DDuT et pD.
L’erreur de consistance associée à cette estimation d’erreur est assez complexe à prouver. Elle repose sur
plusieurs lemmes intermédiaires où l’on a souvent besoin de travailler avec le couple (u, p) solution exacte de
(12). En particulier, le résultat suivant a demandé beaucoup d’efforts. Le couplage vitesse/pression implique
que l’estimation de la consistance en vitesse dépend de p.
Lemme 18
On suppose que la solution (u, p) de (12) est régulière sur les quarts de diamant. Il existe une constante
C > 0 dépendant uniquement de η et reg(T ), telle que pour tout D ∈ D, on a
|||Du−DN
Q
P
T
c u|||2QD ≤ Cd2D
∑
Q∈QD
∫
Q
(|||∇u(z)|||2F + |∇2u(z)|2 + |∇p(z)|2)dz.
Il faut noter que le résultat équivalent avec le gradient complet dans le membre de gauche (et non sa partie
symétrique) n’est montré qu’en ajoutant une hypothèse sur le maillage DDFV (voir Corollaire VII.40).
La Section VI.6 illustre numériquement le réel gain de cette construction. Il faut souligner que, malgré les
notations assez lourdes et une construction qui peut paraître compliquée, la mise en oeuvre du schéma m-DDFV
est en fait facile à réaliser et que la résolution du schéma n’est pas plus coûteuse.
Chapitre VIII : Le problème de Navier-Stokes
L’intérêt pour la discrétisation des équation de Navier-Stokes par des méthodes volumes finis s’est développé
au cours de ces dernières années, on réfère à [PBH04, EHL07, EH07, Del07, CEH08, DE09] par exemple. Dans ce
chapitre, on présente un travail préliminaire sur le problème de Navier-Stokes instationnaire avec une viscosité
variable : 
Trouver u : Ω× [0, T ]→ R2 et p : Ω× [0, T ]→ R tels que
∂tu+ div (−2η(x)Du+ pId) + (u · ∇)u = f , dans Ω×]0, T [,
div(u) = 0, dans Ω×]0, T [,
u = 0, sur ∂Ω×]0, T [,
u(., 0) = uini, dans Ω,
∫
Ω
p(x)dx = 0,
(21)
où Ω est un domaine ouvert borné polygonal de R2, T > 0, f appartient à (L2(Ω × [0, T ]))2, uini appartient
à (L∞(Ω))2, Du = 12 (∇u + t∇u) est la partie symétrique du gradient de vitesse et la viscosité η appartient à
W 1,∞(Ω) avec Inf
Ω
η > 0. On travaille dans le cas d’une viscosité variable mais régulière comme dans le Chapitre
VI. Par soucis de simplicité, on restreint notre étude à des conditions de Dirichlet homogène. On commence par
introduire les nouveaux opérateurs discrets utilisés pour discrétiser le terme de convection non-linéaire (u · ∇)u
qui est linéarisé en explicitant la vitesse d’advection (un · ∇)un+1. On utilise ainsi un schéma linéaire à chaque
pas de temps qui est bien posé pour des maillages généraux (voir Théorème VIII.5). Dans un travail en cours,
il reste à établir l’analyse de convergence du schéma DDFV correspondant au problème (21) et à étudier son
comportement numérique.
Chapitre IX : Introduction aux méthodes DDFV en 3D
Dans ce chapitre, nous présentons les méthodes DDFV dans le cadre 3D afin de généraliser à des maillages
DDFV polyèdraux 3D les résultats du Chapitre VI. Il est intéressant de noter que le passage 2D-3D dans
le cas de la diffusion scalaire a conduit à trois formulations DDFV différentes. Comme en 2D, toutes ces
approches font intervenir, outre le maillage initial, le maillage des mailles duales construites autour des sommets
du maillage primal. Mais cela ne suffit pas, en 3D, car la construction d’un gradient discret nécessite trois
directions indépendantes. On a naturellement deux directions : la direction des centres des mailles primales et
26 Introduction
la direction des sommets des mailles primales. Le choix de la troisième direction diffère selon les approches (voir
[CPT08, ABK08], [Her07] et [CH09]). Dans le cas où les interfaces du maillage primal sont des triangles ou des
quadrilatères, les auteurs de [CPT08] définissent un gradient discret par faces du maillage primal, grâce à la
direction des centres et deux directions complémentaires données grâce aux sommets de la face. Une extension
à des polyèdres généraux mais conformes est proposée dans [ABK08]. F. Hermeline propose quant à lui dans
[Her07] de définir un gradient discret pour chaque couple face-arête du maillage primal. En effet pour un couple
face-arête= (f, e), on a deux polyèdres p
K
et p
L
tels que f = p
K
|p
L
et on a deux sommets vA et vB tels
que e = [vA, vB] ⊂ f, ainsi les trois directions complémentaires sont la direction des centres de pK et pL, la
direction des sommets vA et vB et la direction des centres de f et e. Deux inconnues auxilaires sont formellement
introduites aux faces et aux arêtes du maillage primal, et sont ensuite éliminées algébriquement. Le schéma
obtenu pour des maillages polyédraux généraux conduit à des opérateurs linéaires non-symétriques, ceci rend
l’analyse théorique de ce schéma plus difficile. Dans [CH09], les dégrés de liberté aux faces et aux arêtes sont
introduits comme dans [Her07]. Dans cette troisième approche, les nouvelles inconnues aux faces et aux arêtes
vont jouer un rôle analogue aux autres inconnues. Les auteurs construisent alors un troisième maillage autour
des inconnues face-arête et obtiennent ainsi une structure variationnelle semblable au 2D. Le maillage global
T est constitué d’un triplet de maillages T := (MP , MV , MEF ) composé du maillage primal MP , du maillage
“sommet” MV et du maillage “face-arête” MEF (voir la Figure 5). Le maillage diamant D est alors associé à
chaque couple face-arête.
Pour les problèmes de diffusion scalaires, les inconnues sont localisées sur le triplet de maillages T et l’équa-
tion de diffusion est intégrée sur chacune des mailles intérieures de ce triplet de maillages T . Le gradient discret
∇DuT , localisé sur le maillage diamant D, est défini comme l’unique vecteur tridimensionnel constant sur D
(voir la Figure 4) qui vérifie
∇DuT · −→KL = uL − uK, ∇DuT · −−→AB = uB − uA, ∇DuT · −→EF = uF − uE.
Ainsi cette méthode DDFV peut être appliquée à des maillages polyèdraux très généraux, elle conduit toujours
K
L
•
•
A
B
F
E
N
N
D
HK
L
•
•
A
B
F
E
N
N
Fig. 4 – Le diamant et les sept points géométriques associés.
à un opérateur linéaire symétrique et l’analyse de la convergence peut être faite, comme dans [CH09].
Chapitre X : Méthode DDFV 3D pour le problème de Stokes
Dans ce chapitre, nous généralisons à des maillages DDFV polyèdraux 3D les résultats du Chapitre VI, dans
le cas du problème de Stokes stationnaire avec une viscosité régulière. Avec G. Manzini (article soumis [KM10]),
nous avons choisi de considérer l’approche de [CH09] pour le problème de Stokes. Plus précisément, les inconnues
en vitesse sont définies sur le triplet de maillages T , c’est-à-dire aux centres, aux sommets, aux faces et aux
arêtes du maillage primal et les inconnues en pression sont définies sur le maillage diamant D. Les difficultés
de l’extension au 3D de la discrétisation DDFV du problème de Stokes se trouvent dans l’établissement de
l’inégalité de Korn et l’écriture appropriée du terme de stabilisation. Sous des hypothèses très générales sur le
maillage, en particulier pour des polyèdres non-convexes et non-conformes, nous avons montré la stabilité et le
caractère bien posé du schéma DDFV 3D pour le problème de Stokes. Nous avons aussi établi des estimations
a priori pour les erreurs d’approximation en vitesse, en gradient de vitesse et en pression. Finalement, des tests
numériques confirment les résultats théoriques.
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(a) Le triplet de maillages T := (MP , MV , MEF )
v v
v v
(b) Le maillage primal MP et une maille duale associée au sommet v
f f f f
(c) Le maillage primal MP et une maille duale associée à la face f
e e e e
(d) Le maillage primal MP et une maille duale associée à l’arête e
Fig. 5 – Vue 3D du triplet de maillages T associé à une grille cartésienne.
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Partie 1
Discrétisation DDFV des problèmes de
diffusion scalaire anisotrope
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Chapitre I
Description générale des méthodes DDFV
Dans ce chapitre1, on commence par introduire les maillages DDFV et les notations associées que nous
utiliserons tout au long de ce manuscrit dans le cadre 2D. Toutes les notations sont rassemblées dans l’annexe
de ce manuscrit. Cette méthode numérique peut être vue comme agissant sur trois grilles décalées que l’on
nomme maillage primal, maillage dual (centré sur les sommets du maillage primal) et maillage diamant noté D
(centré sur les arêtes du maillage primal). Le maillage dual (aussi appelé maillage dual direct) est construit à
l’aide des centres des mailles primales. Dans certains cas, les mailles duales directes peuvent se recouvrir. Pour
éliminer ces cas particuliers, on introduit le maillage dual barycentrique qui est construit grâce aux centres et aux
milieux des arêtes des mailles primales. Le couple du maillage primal et du maillage dual constitue le maillage
DDFV noté T . A chaque maille primale et duale, on associe une inconnue. A l’aide de ces deux jeux d’inconnues,
on peut définir un gradient discret DDFV ∇D : RT → (R2)D (voir Définition I.7). La stratégie volumes finis
qui consiste à intégrer l’équation sur chaque volume de contrôle et à se ramener à une approximation des flux
normaux, nous permet de construire une divergence discrète divT :
(
R2
)D → RT (voir Définition I.9) en dualité
(voir Théorème I.10) avec le gradient discret. La dernière section de ce chapitre est consacrée aux principaux
résultats essentiellement démontrés dans [ABH07] concernant les opérateurs discrets DDFV .
I.1 Construction des maillages DDFV
Rappelons le cadre géométrique 2D de la méthode Discrete Duality Finite Volume. On se donne un maillage
primal M constitué de polygones disjoints K appelés mailles primales dont leur réunion recouvre Ω. On note
∂M l’ensemble des arêtes des mailles primales de M incluses dans ∂Ω qui sont considérées comme des mailles
primales dégénérées. On associe à chacune des mailles primales un point xK, appelé centre de la maille, voir la
Figure I.1. On précise que le point xK est situé au milieu des mailles primales dégénérées du bord. Pour toutes les
mailles primales voisines K et L, on suppose que ∂K∩∂L est un segment que l’on appelle une arête σ du maillage
primal M, notée σ = K|L. D’après cette définition, une arête peut intersecter de façon non triviale plusieurs
autres mailles. On note E l’ensemble de ces arêtes. On ne considère pas ici d’hypothèse de type admissibilité du
maillage. Autrement dit, il n’est pas nécessaire que soit vérifiée une condition d’orthogonalité entre les arêtes
et les droites joignant les centres des mailles.
Hypothèse I.1
On suppose que toute maille primale K ∈ M est étoilée par rapport à xK.
Cette hypothèse simplifie un peu l’analyse (voir la Remarque I.6) et n’est pas très restrictive. En particulier si
les mailles primales sont toutes convexes, c’est hypothèse est triviale.
1Un aide mémoire rassemblant les notations de ce chapitre est disponible pages 240 et 241.
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K
xK xK
xK∗
K∗
Mailles primales K
Mailles duales K∗
Sommets xK∗ sur le bord
Centres xK
Sommets xK∗ intérieurs
Fig. I.1 – Un maillage primal M ∪ ∂M (à gauche). Le maillage dual M∗ ∪ ∂M∗ correspondant (à droite).
A partir de ce maillage primal, on forme le maillage dual associé. Une maille duale K∗ est associée à un sommet
xK∗ du maillage primal. Les mailles duales dites directes sont obtenues en joignant (dans le sens trigonométrique
par exemple) les centres des mailles primales qui ont pour sommets xK∗ . Le point xK∗ est alors appelé le centre
de la maille duale directe K∗. Les mailles duales directes sont donc des polygones qui ne sont pas forcément
d’intérieurs disjoints. On distinguera par la suite les mailles duales intérieures, celles dont le sommet associé
xK∗ n’appartient pas à ∂Ω, ensemble noté M
∗ et les mailles duales du bord, celles dont le sommet associé xK∗
appartient à ∂Ω, ensemble noté ∂M∗. On désigne par σ∗ = K∗|L∗ les arêtes du maillage dual direct M∗ ∪ ∂M∗
et E∗ désigne l’ensemble de ces arêtes. Dans certains cas, les mailles duales directes peuvent se recouvrir, ceci
est illustré dans la Figure I.2. Pour éliminer ces cas, on peut supposer que tous les diamants sont convexes ou
alors on peut prendre comme définition des mailles duales la définition barycentrique.
xL∗
xK∗
Mailles primales
Maille duale K∗
Maille Duale L∗
Fig. I.2 – Un exemple où deux mailles duales directes K∗ et L∗ se recouvrent : L∗ ⊂ K∗.
Hypothèse I.2
On suppose que toute maille duale K∗ ∈ M∗ ∪ ∂M∗ est étoilée par rapport à xK∗ .
Cette hypothèse permet encore de simplifier un peu l’analyse (voir la Remarque I.6).
Les mailles duales barycentriques (voir la Figure I.3) sont obtenues en joignant (dans le sens trigonométrique
par exemple) les centres des mailles primales qui ont pour sommets xK∗ et xσ les milieux des arêtes qui ont pour
sommet xK∗ . Avec ce choix barycentrique, les mailles duales sont d’intérieurs disjoints grâce à l’Hypothèse I.1.
Remarque I.3
Dans le cas d’un maillage dual barycentrique la notation σ∗ désignera le segment [xK, xL] (droite joignant
deux centres voisins) et non pas une arête. En effet, les arêtes des mailles duales barycentriques sont les
segments [xK, xσ] qui seront notés σK.
Un maillage DDFV est un couple constitué d’un maillage primal M∪∂M (voir la Figure I.1 à gauche) et d’un
maillage dual M∗ ∪ ∂M∗ direct (voir la Figure I.1 à droite) ou barycentrique (voir la Figure I.3), il sera désigné
par T . Dans tous les chapitres suivants, la plupart des résultats fonctionnent avec les maillages dual direct ou
dual barycentrique, ainsi on parlera souvent de maillage dual, on ajoutera la précision direct ou barycentrique
que lorsqu’elle est nécessaire.
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xK
xK∗
K∗
xσ
Sommets xK∗ sur le bord
Mailles duales Barycentriques K∗
Sommets xK∗ intérieurs
Centres xK
xσ les milieux des arêtes σ
Fig. I.3 – Un maillage dual barycentrique M∗ ∪ ∂M∗ correspondant au maillage primal de la Figure I.1.
xL
xK
xL∗
xK∗
σ∗
xK∗
xL∗
xK
xL
σ∗
σ
Diamant D
Sommets
Centres
Arête primale σ = K|L
Arête duale σ∗ = K∗|L∗
σ
Fig. I.4 – Un diamant D = Dσ,σ∗ .
Le maillage diamant est constitué de quadrilatères (voir la Figure I.4) d’intérieurs disjoints (grâce à l’Hypothèse
I.1) tels que leurs diagonales principales soient une arête primale σ = K|L = [xK∗ , xL∗ ] et le segment σ∗ = [xK, xL],
appelés diamants et notés D ou Dσ,σ∗ . Un diamant est ainsi le quadrilatère de sommets xK, xL, xK∗ et xL∗ . On
remarque que les diamants sont une réunion de deux triangles disjoints (xK, xK∗ , xL∗) et (xL, xK∗ , xL∗) et que
les diamants ne sont pas forcément convexes. En outre, si σ ∈ E ∩ ∂Ω, le quadrilatère Dσ,σ∗ est dégénéré, c’est
un triangle. L’ensemble des diamants est noté D et on a Ω = ∪
D∈D
D. On distingue les diamants intérieurs et
diamants sur le bord :
– Dext = {Dσ,σ∗ ∈ D, tel que σ ⊂ ∂Ω},
– Dint = D\Dext.
Remarque I.4
On a ainsi une bijection entre les diamants D ∈ D et les arêtes E du maillage primal, de même entre les
diamants D ∈ D et les arêtes E∗ du maillage dual.
Notations : On introduit maintenant quelques notations. Pour une maille primale K ∈ M∪∂M, on définit :
– mK la mesure de la maille K,
– EK l’ensemble des arêtes de K ∈ M et l’arête σ = K pour K ∈ ∂M,
– DK = {Dσ,σ∗ ∈ D, σ ∈ EK},
– ~nK la normale extérieure à K,
– dK le diamètre de K,
– BK := B(xK, ρK) ∩ ∂Ω ⊂ K pour K ∈ ∂M, mBK sa longueur, la valeur ρK est choisie de telle sorte que
l’inclusion soit vérifiée.
De même pour une maille duale K∗ ∈ M∗ ∪ ∂M∗, on définit :
– mK∗ la mesure de la maille K∗,
– EK∗ l’ensemble des droites σ∗ de K∗ ∈ M∗ ∪ ∂M∗,
– DK∗ = {Dσ,σ∗ ∈ D, σ∗ ∈ EK∗},
– ~nK∗ la normale extérieure à K∗,
– dK∗ le diamètre de K∗,
– BK∗ := B(xK∗ , ρK∗) ∩ ∂Ω ⊂ K∗ pour K∗ ∈ ∂M∗, mBK∗ sa longueur, la valeur ρK∗ est choisie de telle sorte
que l’inclusion soit vérifiée.
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Arête duale σ∗ = K∗|L∗
Diamant D
Sommets
Centres
Arête primale σ = K|L
~τK,L
xL
xK
xL∗
xK∗
xD
σ∗
dK∗,L
dL∗,L
xK∗
xL∗
xK
xL
σ∗
σ σ
αD
~τK∗,L∗
~nσK = ~nD
~nσ∗K∗
Fig. I.5 – Les notations d’un diamant Dσ,σ∗ .
Pour un diamant Dσ,σ∗ dont les sommets sont (xK, xK∗ , xL, xL∗) (voir la Figure I.5), on note :
– xσ le milieu de l’arête σ,
– xD le centre du diamant D : xD = σ ∩ σ∗ pour un maillage dual direct et xD = xσ pour un maillage dual
barycentrique,
– mσ la longueur de l’arête σ,
– mσ∗ la longueur de σ
∗,
– mD la mesure du diamant Dσ,σ∗ ,
– dD le diamètre du diamant Dσ,σ∗ ,
– αD l’angle entre σ et σ
∗,
– dK∗,L la distance entre xK∗ et xL,
– dL∗,L la distance entre xL∗ et xL.
Pour tout D ∈ Dext, on a xD = xL, d’où mσK∗ = dK∗,L et mσL∗ = dL∗,L.
On introduit pour chaque diamant dans la Figure I.5 les deux bases orthonormées directes (~τK∗,L∗ , ~nσK) et
(~nσ∗K∗ , ~τK,L), où
– ~nσK la normale unitaire à σ sortante de K,
– ~τK∗,L∗ le vecteur tangent unitaire à σ orienté de K∗ à L∗,
– ~nσ∗K∗ la normale unitaire à σ
∗ sortante de K∗,
– ~τK,L le vecteur tangent unitaire à σ
∗ orienté de K à L.
On a les relations suivantes : ~τK,L ·~nσ∗K∗ = ~τK∗,L∗ · ~nσK = 0, ~τK∗,L∗ ·~nσ∗K∗ = ~τK,L · ~nσK = sin(αD).
xK∗
xK
xL∗
xL
xD
D
s = [xK, xK∗ ]
s = [xK∗ , xL]
Fig. I.6 – Un diamant et ses côtés.
On note, pour chaque diamant D,
– ses côtés s (par exemple s = [xK, xK∗ ] voir la Figure I.6),
– ED = {s, s ⊂ ∂D et s 6⊂ ∂Ω} l’ensemble des côtés intérieurs du diamant D,
– ms la longueur d’un côté du diamant s,
– ~nsD la normale unitaire à s sortante de D,
– S l’ensemble des côtés intérieurs de tous les diamants.
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Le maillage dual barycentrique nécessite de nouvelles notations (voir la Figure I.7), pour un diamant D = Dσ,σ∗
où :
– σK (resp. σL) le segment [xK, xD] (resp. [xD, xL]),
– σK∗ (resp. σL∗) le segment [xK∗ , xD] (resp. [xD, xL∗ ]),
– αK l’angle entre σK et σ,
– αL l’angle entre σL et σ,
– mς la longueur de ς et xς le milieu du segment ς pour chaque ς ∈ {σK, σL, σK∗ , σL∗}.
On introduit pour chaque diamant dans la Figure I.7 les deux autres bases orthonormées directes (~nσKK∗ ,
~τ σKK∗) et (~nσLK∗ , ~τ σLK∗), où
– ~nσKK∗ la normale unitaire à σK orienté de xK∗ à xL∗ ,
– ~τσKK∗ le vecteur tangent unitaire à σK orienté de xK à xD,
– ~nσLK∗ la normale unitaire à σL orienté de xK∗ à xL∗ ,
– ~τσLK∗ le vecteur tangent unitaire à σL orienté de xD à xL.
Pour tout D ∈ D, on remarque que l’on a mσ∗~nσ∗K∗ = mσK~nσKK∗ +mσL~nσLK∗ .
xK∗
xK
xL∗
xL
D
~nσ∗K∗
~τK,L
~nσK
~nσKK∗
~τ σKK∗
xD
~τK∗,L∗
~nσLK∗
~τ σLK∗
αL
xK∗
xL∗
xL
αK
xD
D
xσK
xσL
σL∗
xσ
L
∗
xσ
K
∗
σK∗
σK
σL
σ∗
xK
Fig. I.7 – Les notations d’un diamant Dσ,σ∗ avec un maillage dual barycentrique.
Remarque I.5
On a que toute maille diamant D est étoilée par rapport à xD.
A chaque diamant D ∈ D, on associe des demi-diamants de la manière suivante D˜p = D∩ p tel que p∩ D 6= ∅
pour p ∈ {K, L}. Si D ∈ Dint, on a D = D˜K ∪ D˜L et si D ∈ Dext, on a D = D˜K. L’ensemble des demi-diamants est
noté par D˜. Pour un demi-diamant D˜ ∈ D˜, on note mD˜ sa mesure. Pour chaque diamant D ∈ D, on définit un
sous-ensemble de demi-diamant de D : D˜D = {D˜ ∈ D˜, D˜ ⊂ D}.
Ensuite à chaque diamant D ∈ D, on associe des quarts de diamant de la manière suivante Qp,d = D ∩ p∩ d,
tel que p ∩ D 6= ∅ et d ∩ D 6= ∅, pour p ∈ {K, L} et d ∈ {K∗, L∗}, comme le montre la Figure I.8. Si D ∈ Dint, on
a D = QK,K∗ ∪ QK,L∗ ∪ QL,K∗ ∪ QL,L∗ et si D ∈ Dext, on a D = QK,K∗ ∪ QK,L∗ . L’ensemble des quarts de diamant
de D est noté QD et Q = ∪D∈DQD désigne l’ensemble de tous les quarts de diamant. Pour un quart de diamant
Q ∈ Q, on note :
– xQ son barycentre,
– mQ sa mesure,
– dQ son diamètre,
– EQ = {s, s ⊂ ∂Q et s 6⊂ ∂D} l’ensemble des côtés du quart de diamant Q ∈ QD qui sont à l’intérieur du
diamant D ∈ D.
On remarque que l’on a un lien entre les demi-diamants et les quarts de diamant : on a D˜K = QK,K∗ ∪ QK,L∗
et D˜L = QL,K∗ ∪ QL,L∗ .
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xK∗
xK
xL∗
xL
QL,L∗
QK,L∗
QK,K∗
QL,K∗
Fig. I.8 – Les quarts de diamant.
Régularité du maillage : Soit size(T ) le maximum des diamètres des diamants. Pour mesurer l’applatis-
sement des diamants, on note αT l’unique réel dans ]0,
pi
2 ] tel que sin(αT ) := min
D∈D
| sin(αD)| si le maillage dual
est direct et sin(αT ) := min
D∈D
(| sin(αK)|, | sin(αL)|) si le maillage dual est barycentrique. On introduit un nombre
positif reg(T ) qui mesure la régularité d’un maillage donné et qui est utilisé pour réaliser la convergence des
schémas :
NT = sup
x∈Ω
Card
(
D/ x ∈ D̂ ∪ K,D ∈ DK,K ∈ M
)
+ sup
x∈Ω
Card
(
D/ x ∈ D̂ ∪ K∗,D ∈ DK∗ ,K∗ ∈ M∗ ∪ ∂M∗
)
,
reg(T ) = max
(
1
sin(αT )
,N ,N ∗,NT ,maxD∈D maxQ∈QD
dD
min
σ∈∂Q
mσ
,max
K∈M
(
dK√
mK
)
, max
K∗∈M∗
(
dK∗√
mK∗
)
,
max
K∈M
max
D∈DK
(
dK
dD
)
, max
K∗∈M∗
max
D∈DK∗
(
dK∗
dD
))
,
(I.1)
où P̂ désigne l’enveloppe convexe d’un ensemble P , N et N ∗ sont le nombre maximum d’arêtes d’une maille
primale et le nombre maximum d’arêtes incidentes d’un sommet du maillage primal. Ce nombre reg(T ) mesure
essentiellement l’applatissement des diamants et le rapport entre la taille des mailles primales (resp. duales)
et la taille des diamants et il doit être uniformément borné quand size(T ) → 0 pour avoir la convergence.
Par exemple, ce nombre reg(T ) implique les résultats géométriques suivants : il existe une constante C > 0,
dépendant uniquement de reg(T ) telle que
dD√
mD
≤ C, ∀ D ∈ D, dQ√
mQ
≤ C, ∀ Q ∈ Q et dD ≤ Cmin(mσ,mσ∗), ∀ Dσ,σ∗ ∈ D.
Remarque I.6
Grâce aux Hypothèses I.1 et I.2, on a également :
diam(K̂) ≤ 2dK, ∀ K ∈ M et diam(K̂∗) ≤ 2dK∗ , ∀ K∗ ∈ M∗ ∪ ∂M∗,
de plus la Remarque I.5 implique :
diam(D̂) ≤ 2dD, ∀ D ∈ D.
I.2 Espaces d’approximation et définitions des projections sur les
maillages DDFV
La méthode DDFV associe, à chaque maille primale K ∈ M ∪ ∂M, une inconnue scalaire uK et, à chaque
maille duale K∗ ∈ M∗ ∪ ∂M∗, une inconnue scalaire uK∗ . Ainsi l’ensemble des inconnues associé au maillage
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DDFV T est défini de la manière suivante :
uT ∈ RT ⇐⇒ uT =
(
(uK)K∈(M∪∂M) , (uK∗)K∗∈(M∗∪∂M∗)
)
. (I.2)
On a environ deux fois plus d’inconnues que dans la méthode VF4 mais cela permet de définir une approximation
complète du gradient et pas uniquement dans la direction normale, ceci rend la méthode beaucoup plus robuste.
On définit des projections moyennes discrètes, pour toute fonction dans H1(Ω) : une sur le bord comme suit
P
∂Ω
m v =
((
1
mBK
∫
BK
v(x)dx
)
K∈∂M
,
(
1
mBK∗
∫
BK∗
v(x)dx
)
K∗∈∂M∗
)
, (I.3)
on rappelle que BK (resp. BK∗) est défini pour tout K ∈ ∂M (resp. pour tout K∗ ∈ ∂M∗). Une autre projection
moyenne est définie à l’intérieur :
P
M
mv =
((
1
mK
∫
K
v(x)dx
)
K∈M
)
, PM
∗
m v =
((
1
mK∗
∫
K∗
v(x)dx
)
K∗∈M∗
)
. (I.4)
Finalement, on les regroupe de la manière suivante :
P
T
mv =
(
P
M
mv,P
M
∗
m v,P
∂Ω
m v
)
, ∀ v ∈ H1(Ω). (I.5)
On introduit également une projection centrée (qui n’est définie que pour les fonctions continues) :
P
T
c v = ((v(xK))K∈(M∪∂M), (v(xK∗))K∗∈(M∗∪∂M∗)), ∀ v ∈ C0(Ω). (I.6)
On spécifie deux sous espaces discrets de
(
R2
)T
utilisés pour prendre en compte les conditions aux bords de
Dirichlet
E0 = {vT ∈ RT tel que vK = 0, ∀K ∈ ∂M et vK∗ = 0, ∀K∗ ∈ ∂M∗} ,
Eg = {vT ∈ RT tel que vK = (P∂Ωm g)K, ∀K ∈ ∂M et vK∗ = (P∂Ωm g)K∗ , ∀K∗ ∈ ∂M∗} .
(I.7)
On définit ensuite la projection Pm,g sur l’espace Eg :
Pm,g : R
T −→ Eg
uT 7−→ ((uK)K∈M, (P∂Ωm g)K∈∂M, (uK∗)K∗∈M∗ , (P∂Ωm g)K∗∈∂M∗). (I.8)
I.3 Définitions des opérateurs discrets
Dans cette section, on définit deux opérateurs discrets : un gradient discret et une divergence discrète qui
sont en dualité discrète. Ceci est montré dans la section suivante.
Définition I.7 (Gradient discret)
Le gradient discret est défini de la manière suivante : ∇D : RT → (R2)D. Soit uT ∈ RT , on pose
∇DuT = (∇DuT )
D∈D, où pour D ∈ D :
∇DuT = 1
sin(αD)
(
uL − uK
mσ∗
~nσK +
uL∗ − uK∗
mσ
~nσ∗K∗
)
⇐⇒

∇DuT · ~τK∗,L∗ = uL
∗ − uK∗
mσ
,
∇DuT · ~τK,L = uL − uK
mσ∗
.
L’aire mD d’un diamant D est la suivante : mD =
1
2
mσmσ∗ sin(αD), on peut alors réécrire le gradient discret :
∇DuT = 1
2mD
[(uL − uK)mσ~nσK + (uL∗ − uK∗)mσ∗~nσ∗K∗ ] .
On peut également définir le gradient discret en utilisant une fonction ΠDuT affine par diamant ((ΠDuT )|D ∈
P 1(D), ∀D ∈ D) telle que ses valeurs aux milieux des côtés de D soient imposées par la demi-somme des valeurs
de uT aux sommets correspondant (voir la Figure I.9). On obtient alors que le gradient discret sur le diamant
D est égal au gradient de la fonction affine ΠDuT restreint à D :
∇DuT = (∇ΠDuT )|D .
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Fig. I.9 – La fonction ΠDuT affine par diamant.
Remarque I.8
Pour tout uT ∈ RT , la propriété ∇DuT = 0 implique l’existence de deux constantes c0 et c1 telles que :
∀ K ∈ (M ∪ ∂M), uK = c0, ∀ K∗ ∈ (M∗ ∪ ∂M∗), uK∗ = c1.
Si de plus uT est imposé nul sur une partie du bord (voir définition de E0 ou de E
D
0 donné par (II.9)), alors
on en déduit c0 = c1 = 0 et finalement u
T = 0.
On remarque que pour une fonction vectorielle régulière ξ, on a en appliquant la formule de Green :∫
K
div(ξ(x))dx =
∑
σ∈∂K
∫
σ
ξ(s) · ~nσKds, ∀K ∈ M. (I.9)
Par conséquent, la divergence discrète divT est définie à l’aide de la version discrète de (I.9).
Définition I.9 (Divergence discrète)
L’opérateur de divergence discrète est défini de la manière suivante : divT :
(
R2
)D → RT . Soit ξD ∈ (R2)D,
on pose
divT ξD =
(
divMξD, div∂MξD, divM
∗
ξD, div∂M
∗
ξD
)
,
avec divMξD =
(
divKξD
)
K∈M, div
∂MξD = 0, divM
∗
ξD =
(
divK
∗
ξD
)
K∗∈M∗ et div
∂M∗ξD =(
divK
∗
ξD
)
K∗∈∂M∗ :
∀ K ∈ M, divKξD = 1
mK
∑
Dσ,σ∗∈DK
mσξ
D · ~nσK,
∀ K∗ ∈ M∗, divK∗ξD = 1
mK∗
∑
Dσ,σ∗∈DK∗
mσ∗ξ
D · ~nσ∗K∗ ,
∀ K∗ ∈ ∂M∗, divK∗ξD = 1
mK∗
( ∑
Dσ,σ∗∈DK∗
mσ∗ξ
D · ~nσ∗K∗ +
∑
Dσ,σ∗∈DK∗∩Dext
dK∗,Lξ
D ·~nσK
)
.
I.4 Relation de dualité : Formule de Green
Afin d’écrire la dualité discrète entre les deux opérateurs discrets introduits dans la section précédente, on
introduit des opérateurs de traces et des produits scalaires. On définit des opérateurs traces sur RT et sur(
R2
)D
. Soit γT : uT ∈ RT 7→ γT (uT ) = (γσ(uT ))σ∈∂M ∈ R∂M, tel que :
γσ(u
T ) =
dK∗,L(uK∗ + uL) + dL∗,L(uL∗ + uL)
2mσ
, ∀ σ = [xK∗ , xL∗ ] ∈ ∂M. (I.10)
Cet opérateur nous permet d’imposer les conditions de Dirichlet au sens faible. Le second opérateur est noté
γD : φD ∈ RD 7→ (φD)D∈Dext ∈ RDext , c’est uniquement la restriction sur le sous-ensemble Dext de D.
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On introduit les produits scalaires sur les espaces d’approximation :
[vT , uT ]T =
1
2
( ∑
K∈M
mKuKvK +
∑
K∗∈M∗∪∂M∗
mK∗uK∗vK∗
)
, ∀uT , vT ∈ RT ,
(φD, vT )∂Ω =
∑
Dσ,σ∗∈Dext
mσφ
Dvσ, ∀ φD ∈ RDext , vT ∈ R∂M,
(ξD, φD)D =
∑
D∈D
mDξ
D · φD, ∀ξD, φD ∈ (R2)D ,
(I.11)
et les deux normes correspondantes :
‖uT ‖2 = [uT , uT ]
1
2
T , ∀uT ∈ RT , ‖ξD‖2 = (ξD, ξD)
1
2
D
, ∀ξD ∈ (R2)D . (I.12)
Les deux opérateurs discrets introduits sont en dualité. En effet, grâce aux produits scalaires ci-dessus,
on peut écrire une formule de Green. C’est cette propriété de dualité qui a donné le nom à la méthode. La
démonstration de cette formule de Green n’est pas donnée ici, on réfère à [DO05, ABH07].
Théorème I.10 (Formule de Green)
Pour tout ξD, uT ∈ (R2)D × RT , on a
[divT ξD, uT ]T = −(ξD,∇DuT )D + (γD(ξD) · ~n, γT (uT ))∂Ω,
où ~n est la normale unitaire sortante du domaine.
I.5 Résultats sur les opérateurs discrets et les projections
Dans [ABH07], plusieurs résultats ont été démontrés. On présente les résultats dont on aura besoin dans la
suite sans les redémontrer. On introduit tout d’abord l’inégalité de Poincaré discrète suivante.
Théorème I.11 (Inégalité de Poincaré discrète [ABH07, Lemme 3.3])
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement du diamètre
de Ω et de reg(T ), telle que ∀ uT ∈ E0 :
||uT ||2 ≤ C||∇DuT ||2.
Lemme I.12 ([DE06, Lemme 6.3] ou [ABH07, Lemme 3.4])
Il existe une constante C1 > 0 telle que pout tout domaine polygonal borné P ⊂ R2 de mesure strictement
positive, pour tout σ ⊂ R2 et toute fonction v ∈ H1(R2), on a
|vP − vσ|2 ≤ 1
mσmP
∫
σ
∫
P
|v(x) − v(y)|2dxdy ≤ C1 diam(P̂σ)
3
mσmP
∫
cPσ
|∇v(z)|2dz,
où vP représente la moyenne de v sur P, vσ la moyenne de v sur le segment σ, et P̂σ est l’enveloppe convexe
de P ∪ σ.
Les propriétés suivantes de la projection centrée, définie par (I.6), sont utilisées dans l’estimation de l’erreur
de consistance pour notre schéma volumes finis.
Lemme I.13 ([ABH07, Relation (7.14)])
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction v dans H2(Ω), on a∫
D
|∇v(x) −∇DPTc v|2dx ≤ C(reg(T ))d2D
∫
bD
|∇2v(s)|2ds,
où D̂ est l’enveloppe convexe de D.
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Lemme I.14 ([ABH07, Lemme 7.5])
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction v dans H2(Ω), on a
‖∇v −∇DPTc v‖ ≤ Csize(T )‖∇v‖H1 .
On a le corollaire immédiat suivant.
Corollaire I.15 ([ABH07, Lemme 7.5])
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction v dans H2(Ω), on a
‖∇DPTc v‖ ≤ C‖∇v‖H1 .
On a aussi besoin d’évaluer la contribution de l’erreur des deux différentes projections PTc v, Pm,gP
T
c v, définies
par (I.6) et (I.8), avec g = γ(v). Il faut remarquer que ces deux projections différent uniquement sur les mailles
du bord. Pour le Lemme I.16 il est crucial que le projecteur P∂Ωm , définie par (I.3), utilise la moyenne sur BK
(resp. BK∗) avec le point xK (resp. xK∗) situé au milieu de BK (resp. BK∗).
Lemme I.16 ([ABH07, Lemme 7.4])
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction v dans H2(Ω), dont la trace est notée g = γ(v), on a
‖∇DPTc v −∇DPm,gPTc v‖ ≤ Csize(T )‖v‖H2 .
Le lemme ci-après donne les propriétes principales de la projection moyenne, définie par (I.5), pour des
fonctions dans H1.
Lemme I.17 ([ABH07, Lemme 3.5 et Proposition 3.6])
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que :
‖∇DPTmv‖ ≤ C‖∇v‖2, ∀ v ∈ H1(Ω),
‖v − PTmv‖2 ≤ Csize(T )‖∇v‖2, ∀ v ∈ H1(Ω).
On donne ci-dessous les propriétes principales de la projection centrée, définie par (I.6).
Lemme I.18
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que :
‖v − PTc v‖2 ≤ Csize(T )‖∇v‖H1 , ∀ v ∈ H2(Ω),
‖v −Pm,gPTc v‖2 ≤ Csize(T )‖∇v‖H1 , ∀ v ∈ H2(Ω),
avec g = γ(v).
Démonstration : On prouve uniquement la deuxième inégalité. La définition de la projectionPm,g implique
que Pm,gP
T
c v et P
T
c v différent uniquement sur les bords ∂M et ∂M
∗ tandis que Pm,gPTc v et P
T
mv coïncident sur
les bords ∂M et ∂M∗. Ainsi on obtient
‖v −Pm,gPTc v‖22 =
1
2
∑
K∈M
∫
K
|v(x) − v(xK)|2dx+ 1
2
∑
K∗∈M∗
∫
K∗
|v(x)− v(xK∗)|2dx
+
1
2
∑
K∗∈∂M∗
∫
K∗
∣∣∣∣∣v(x)− 1mBK∗
∫
BK∗
v(z)dz
∣∣∣∣∣
2
dx.
On déduit que
‖v −Pm,gPTc v‖22 ≤ ‖v − PTc v‖22 + ‖v − PTmv‖22.
Le Lemme I.17 et la première inégalité concluent la démonstration.
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Lemme I.19
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour tout uT ∈ RT , on a∑
D∈D
mσ∗
∣∣|uK∗ |2 − |uL∗ |2∣∣ ≤ C||∇DuT ||2||uT ||2,
et ∑
D∈D
mσ
∣∣|uK|2 − |uL|2∣∣ ≤ C||∇DuT ||2||uT ||2.
Démonstration : On a∑
D∈D
mσ∗
∣∣|uK∗ |2 − |uL∗ |2∣∣ ≤ ∑
D∈D
mσmσ∗
∣∣∣∣ |uK∗ |2 − |uL∗ |2mσ
∣∣∣∣ .
D’après l’inégalité de Cauchy-Schwarz, on obtient
∑
D∈D
mσ∗
∣∣|uK∗ |2 − |uL∗ |2∣∣ ≤ 2C
sin(αT )
( ∑
D∈D
mD
∣∣∣∣uK∗ − uL∗mσ
∣∣∣∣2
) 1
2 ( ∑
D∈D
mσmσ∗(|uK∗ |+ |uL∗ |)2
) 1
2
.
On réorganise la dernière somme :∑
D∈D
mσmσ∗(|uK∗ |+ |uL∗ |)2 ≤ 2
∑
D∈D
mσmσ∗(|uK∗ |2 + |uL∗ |2) ≤ 2
∑
K∗∈M∗∪∂M∗
|uK∗ |2
∑
D∈DK∗
mσmσ∗ .
On utilise le fait que
mσmσ∗ ≤ d2K∗
dD
mσ∗
≤ C(reg(T ))mK∗ ,
et que le nombre maximal d’arêtes d’une maille duale est borné, il vient que∑
D∈D
mσmσ∗(|uK∗ |2 + |uL∗ |2) ≤ C(reg(T ))
∑
K∗∈M∗∪∂M∗
mK∗ |uK∗ |2.
d’où ∑
D∈D
mσ∗
∣∣|uK∗ |2 − |uL∗ |2∣∣ ≤ C||∇DuT ||2||uT ||2.
On fait de même pour la seconde inégalité.
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Chapitre II
Problèmes de diffusion anisotrope avec
des conditions aux bords mixtes
Dans ce chapitre1, on s’intéresse à l’approximation des solutions du problème de diffusion anisotrope avec des
conditions aux bords mixtes de type Dirichlet/Fourier. On utilisera dans le Chapitre III les schémas développés
dans ce chapitre pour écrire des algorithmes de Schwarz DDFV sans recouvrement. On se place ici dans le cas où
les discontinuités du tenseur anisotrope se situent le long des arêtes primales du maillage comme dans [Her03].
Au niveau continu, ce sont les flux normaux qui sont continus à travers les interfaces de discontinuités. Ainsi
notre schéma numérique doit conserver ces flux normaux discrets à travers les interfaces, sinon on observe une
diminution de la vitesse de convergence. Pour cela on ajoute une inconnue sur chaque arête du maillage primal,
ceci nous permet de définir un gradient discret modifié sur les demi-diamants (voir Définition II.1). Le principe
pour obtenir le schéma DDFV, pour un problème de diffusion anisotrope avec des conditions aux bords mixtes
de type Dirichlet/Fourier, est le suivant : Tout d’abord, on intègre l’équation de diffusion sur le maillage primal
intérieur M et dual intérieur M∗ et la condition de Dirichlet est imposée sur les mailles primales dégénérées du
bord Dirichlet ∂MD et sur les mailles duales du bord Dirichlet ∂M
∗
D. Ensuite il y a plusieurs façons de prendre
en compte les conditions de Fourier :
– Méthode 1 : On intègre l’équation de diffusion sur le maillage dual du bord Fourier ∂M∗F , puis on impose
la condition de Fourier sur les mailles primales dégénérées du bord Fourier ∂MF .
– Méthode 2 : On intègre l’équation de diffusion sur le maillage dual du bord Fourier ∂M∗F , en remplaçant
les flux normaux, c’est-à-dire (A.∇u) · ~n, sur les arêtes du bord par la condition de Fourier h− λu. Puis
on impose la condition de Fourier sur les mailles primales dégénérées du bord Fourier ∂MF .
– Méthode 3 : On intègre l’équation de diffusion sur le maillage dual du bord Fourier ∂M∗F , mais cette fois-ci,
on remplace les flux normaux des arêtes du bord Fourier par de nouvelles inconnues de flux, notées ϕT ,
(situées sur les demi-arêtes du bord). Ces nouvelles inconnues doivent alors approcher les flux normaux
sur les mailles primales dégénérées du bord Fourier ∂MF . Finalement, on impose la condition de Fourier
sur chaque demi-arête du bord Fourier. Pour cette méthode, on ajoute exactement deux fois le nombre
d’arêtes de l’interface d’inconnues. Ceci n’augmente pas considérablement le nombre total d’inconnues du
système.
La stratégie proposée par F. Hermeline est la seconde. Il montre dans [Her00, Her03] que le schéma corres-
pondant à la méthode 2 est bien posé pour des maillages DDFV généraux. On s’intéresse ici à étudier l’existence
et l’unicité des solutions du schéma correspondant à la méthode 3 pour un tenseur anisotrope discontinu. En
fait, nous montrerons au Chapitre III qu’en utilisant la méthode 3 l’algorithme de Schwarz DDFV converge
vers le schéma DDFV. Ensuite on établit l’estimation d’erreur du schéma correspondant à la méthode 3 (voir
Théorème II.12), en se servant de celle faite dans [BH08] en remarquant que leur schéma redonne le nôtre (à
l’exception des conditions aux bords) dans le cas particulier où les discontinuités se situent uniquement le long
des arêtes primales du maillage (et non également le long des arêtes duales). On insistera tout particulièrement
1Un aide mémoire rassemblant les notations de ce chapitre est disponible page 242.
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sur la nouvelle erreur de consistance due au bord Fourier dans la Section II.7 et sur le Théorème de trace II.6.
II.1 Problème de diffusion/transmission anisotrope
On étudie le problème suivant avec des conditions aux bords mixtes :
−div(A(x).∇u(x)) = f(x), dans Ω,
u = g, sur ΓD,
−(A(s).∇u(s)) ·~n = λu(s)− h(s), sur ΓF ,
(II.1)
où Ω est un domaine ouvert convexe borné polygonal de R2, ΓF est une partie ouverte non vide de ∂Ω aussi
notée Γ et ΓD = ∂Ω\ΓF est également supposée non vide, le paramètre λ > 0 est donné. La matrice de diffusion
A : Ω→M2,2(R) du problème est supposée coercive, il existe une constante CA > 0 telle que
(A(x).ξ) · ξ ≥ 1
CA
|ξ|2, ∀ ξ ∈ R2, ∀ x ∈ Ω, (H1)
bornée
|A(x).ξ| ≤ CA|ξ|, ∀ ξ ∈ R2, ∀ x ∈ Ω, (H2)
et régulière par morceaux (par exemple par demi-diamant)
|A(x) −A(s)| ≤ CA|x− s|, ∀ (x, s) ∈ D˜2, ∀ D˜ ∈ D˜. (H3)
Ces hypothèses assurent que le problème (II.1) a une unique solution dans H1(Ω) pour tout f ∈ H−1(Ω) et
h, g ∈ H 12 (∂Ω). On restreint ici les termes sources f à L2(Ω).
II.2 Gradient discret sur les demi-diamants
II.2.1 Définition du gradient discret sur les demi-diamants
Lorsque le tenseur anisotrope A possède des sauts, c’est la composante normale de A.∇u qui est continue à
travers toutes les arêtes primales. On a ainsi pour σ = D˜1|D˜2∫
σ
(
A|eD1 .∇u|eD1
)
· ~nσKds =
∫
σ
(
A|eD2 .∇u|eD2
)
· ~nσKds.
On a besoin d’assurer cette consistance au niveau discret. On introduit ainsi un nouvel opérateur discret qui
approche le gradient sur les demi-diamants. Pour cela, on rajoute une inconnue par arête primale uσ, qui sera
éliminée algébriquement par la suite.
Définition II.1 (Gradient discret par demi-diamant)
Le gradient discret par demi-diamant est défini de la manière suivante : ∇eD : RT → (R2)eD. Soit uT ∈ RT ,
on pose ∇eDuT =
(
∇eDuT
)
D˜∈eD
, et pour D˜ ∈ D˜ de sommets xK, xK∗ et xL∗ :
∇eDuT = 1
sin(αD)
(
uσ − uK
mσK
~nσK +
uL∗ − uK∗
mσ
~nσ∗K∗
)
⇐⇒

∇eDuT · ~τK∗,L∗ = uL∗ − uK∗
mσ
,
∇eDuT · ~τK,L = uσ − uK
mσK
.
Pour déterminer les inconnues uσ, on impose, pour tout Dσ,σ∗ ∈ Dint tel que D = D˜1 ∪ D˜2, la condition
suivante :
(AD˜1 .∇eD1uT ) ·~nσK = (AD˜2 .∇eD2uT ) · ~nσK, (II.2)
où AD˜ est une matrice définie positive qui approche A sur le demi-diamant D˜, on prend AD˜ =
∫
D˜
A(s)dµD˜(s),
où µD˜ est une mesure de probabilité. Ceci inclut le cas AD˜ =
1
mD˜
∫
D˜
A(x)dx ou AD˜ = A(xD˜) avec xD˜ = xσK si
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D˜ ⊂ K ou xD˜ = xσL si D˜ ⊂ L. Pour tout Dσ,σ∗ ∈ Dext on pose uσ = uL. En fait, pour tout D ∈ Dext, il existe un
seul demi-diamant D˜ c’est le diamant D, ainsi on a
∇DuT = ∇eDuT .
Proposition II.2
Pour tout Dσ,σ∗ ∈ Dint et uT ∈ RT , il existe un unique uσ tel que (II.2) soit vérifiée. En fait, on a
uσ =
mσKmσL((
AD˜1mσL +AD˜2mσK
)
.~nσK
) · ~nσK
[
uK
(AD˜1 .~nσK) ·~nσK
mσK
+ uL
(AD˜2 .~nσK) ·~nσK
mσL
+
uL∗ − uK∗
mσ
(
(AD˜2 −AD˜1) .~nσ∗K∗
)
· ~nσK
]
.
(II.3)
Démonstration : La condition (II.2) est une équation linéaire en uσ, il suffit de montrer qu’elle est injective.
Soit uT nul sur toutes les mailles du maillage T , il faut montrer que uσ est nul. La condition (II.2) devient
uσ
((
AD˜1
mσK
+
AD˜2
mσL
)
.~nσK
)
· ~nσK = 0,
et comme les matrices AD˜ sont définies positives, ceci implique bien que uσ = 0.
II.2.2 Définition et propriétés des flux numériques
Le gradient discret par demi-diamant nous permet de considérer un nouveau flux numérique qui prend en
compte les valeurs du tenseur anisotrope sur les demi-diamants de la manière suivante.
Définition II.3
On définit AD(∇eD) : RT → (R2)D pour uT ∈ RT , en posant AD(∇eDuT ) = (AD(∇eDuT ))
D∈D
, où pour
tout D ∈ D
AD(∇eDuT ) = 1
mD
∑
D˜∈eDD
mD˜AD˜.∇eDuT .
En fait, pour tout D ∈ Dext, on a D˜ = D ainsi le flux numérique devient AD(∇eDuT ) = AD.∇DuT .
Remarque II.4
1. Si A est régulière sur tout le domaine on peut remplacer cette définition par AD(∇eDuT ) = A(xD).∇DuT
pour tout D ∈ D.
2. Si A est constante par maille primale, on note sa valeur AK sur la maille primale K, ainsi on a
AD(∇eDuT ) = AD.∇DuT avec
(A
D
.~nσK) · ~nσK = mσ∗(AK.~nσK) · ~nσK(AL.~nσK) · ~nσK
mσL(AK.~nσK) · ~nσK +mσK(AL.~nσK) ·~nσK
,
(A
D
.~nσ∗K∗) · ~nσ∗K∗ =mσL(AL.~nσ
∗K∗) · ~nσ∗K∗ +mσK(AK~nσ∗K∗ ,~nσ∗K∗)
mσ∗
− mσKmσL
mσ∗
((AK.~nσK) · ~nσ∗K∗ − (AL.~nσK) ·~nσ∗K∗)2
mσL(AK.~nσK) · ~nσK +mσK(AL.~nσK) · ~nσK
,
(A
D
.~nσK) · ~nσ∗K∗ =mσL(AL.~nσK) · ~nσ∗K∗(AK.~nσK) · ~nσK +mσK(AK.~nσK) · ~nσ∗K∗(AL.~nσK) · ~nσK
mσL(AK.~nσK) ·~nσK +mσK(AL.~nσK) · ~nσK
.
(II.4)
Cette expression redonne celle donnée dans [Her03, BH08].
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Une propriété importante des flux sur les demi-diamants est la suivante. Ceci nous permet de comparer le
gradient discret sur les diamants et les demi-diamants (voir Proposition II.6).
Lemme II.5
Pour tout uT ∈ RT , on a pour tout D ∈ D∑
D˜∈eDD
mD˜(AD˜.∇eDuT ) · ∇eDuT =
∑
D˜∈eDD
mD˜(AD˜.∇eDuT ) · ∇DuT .
Démonstration : On commence par calculer ∇eDuT −∇DuT , tout d’abord pour D˜ = D˜K :
∇eDKuT −∇DuT = 1
sin(αD)
[
uσ − uK
mσK
− uL − uK
mσ∗
]
~nσK.
En posant δ = 12mσ∗
(mσL(uσ − uK) +mσK(uσ − uL)), on en déduit
∇eDKuT −∇DuT = 2δ
sin(αD)mσK
~nσK.
Maintenant on prend D˜ = D˜L, de la même manière on trouve
∇eDLuT −∇DuT = − 2δ
sin(αD)mσL
~nσK.
On remarque de plus que
mD˜K(∇eDKuT −∇DuT ) = δmσ~nσK = −mD˜L(∇eDLuT −∇DuT ). (II.5)
On en déduit ∑
D˜∈eDD
mD˜(AD˜.∇eDuT ) · (∇eDuT −∇DuT ) = δmσ
(
AD˜K .∇eDKuT −AD˜L .∇eDLuT
)
· ~nσK.
La condition (II.2) implique ∑
D˜∈eDD
mD˜(AD˜.∇eDuT ) · (∇eDuT −∇DuT ) = 0.
On en déduit ∑
D˜∈eDD
mD˜(AD˜.∇eDuT ) · ∇eDuT =
∑
D˜∈eDD
mD˜(AD˜.∇eDuT ) · ∇DuT .
Proposition II.6
Pour tout uT ∈ RT , on a
‖∇DuT ‖2 ≤ ‖∇eDuT ‖2 ≤ C2A‖∇DuT ‖2.
Démonstration : Première inégalité : Soit D ∈ D. Après calcul, (II.5) donne∑
D˜∈eDD
mD˜∇eDuT = mD∇DuT .
L’inégalité de Cauchy-Schwarz implique
mD|∇DuT |2 ≤
∑
D˜∈eDD
mD˜|∇eDuT |2.
Deuxième inégalité : Le Lemme II.5 donne∑
D˜∈eDD
mD˜(AD˜.∇eDuT ) · ∇eDuT =
∑
D˜∈eDD
mD˜(AD˜.∇eDuT ) · ∇DuT .
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L’inégalité de Cauchy-Schwarz implique
∑
D˜∈eDD
mD˜(AD˜.∇eDuT ) · ∇eDuT ≤
( ∑
D˜∈eDD
mD˜|AD˜.∇eDuT |2
) 1
2 (
mD|∇DuT |2
) 1
2 .
Comme A est coercive (H1) et bornée (H2), on a
1
CA
∑
D˜∈eDD
mD˜|∇eDuT |2 ≤ CA
( ∑
D˜∈eDD
mD˜|∇eDuT |2
) 1
2 (
mD|∇DuT |2
) 1
2 .
On en déduit ∑
D˜∈eDD
mD˜|∇eDuT |2 ≤ C4AmD|∇DuT |2.
II.2.3 Lien avec les travaux antérieurs [Her03, BH08]
Comme dans [Her03], on a considéré que le tenseur anisotrope A est régulier sur les demi-diamants. La
différence, avec l’article [Her03], est dans le choix de la méthode pour la prise en compte des conditions aux
bords de type Fourier.
Dans [BH08], le tenseur anisotrope A est régulier seulement par quarts de diamant. Les auteurs introduisent
ainsi un gradient discret ∇N
Q
sur les quarts de diamants Q ∈ Q. On rappelle briévement la construction de ce
gradient discret afin de faire le lien avec notre gradient discret par demi-diamants. Tout d’abord, on a vu que
le gradient discret ∇DuT (voir Définition I.7) peut être défini comme le gradient de la fonction ΠDuT affine par
diamant (voir la Figure I.9).
uL+uK∗
2
uL+uL∗
2
xσK∗
xσK
xσL∗
xK∗
uK+uL∗
2
uK+uK∗
2
xσL
xL∗
xL
xK
Fig. II.1 – La fonction Π˜DuT affine par quart de diamant.
Le gradient discret modifié ∇N
Q
est choisi comme le gradient d’une fonction Π˜Du
T affine sur chaque quart
de diamant Q ∈ QD, qui coïncide avec ΠDuT aux milieux des côtés du diamant D et qui est continue à
chaque point xσK , xσL , xσK∗ , xσL∗ (voir la Figure II.1). On introduit alors quatre inconnues artificielles δ
D =
t
(δK, δL, δK∗ , δL∗) ∈ R4 définies comme la différence entre Π˜DuT (y) et ΠDuT (y) pour chaque y ∈ {xσK , xσL , xσK∗ ,
xσL∗ }. Maintenant on peut écrire ∇NQuT = ∇DuT +BQδD, où (BQ)Q∈QD est une famille de matrices deM2,4(R)
qui peuvent être calculées explicitement en fonction de la géométrie des quarts de diamant (voir (VII.5) pour
les expressions des BQ). Ensuite on détermine ces inconnues artificielles δ
D en imposant la continuité des com-
posantes normales des flux A.∇u à travers chaque bout d’arête :
AQK,K∗ .(∇DuT +BQK,K∗ δD) · ~nσK = AQL,K∗ .(∇DuT +BQL,K∗ δD) · ~nσK,
AQK,L∗ .(∇DuT +BQK,L∗ δD) ·~nσK = AQL,L∗ .(∇DuT +BQL,L∗ δD) · ~nσK,
AQK,K∗ .(∇DuT +BQK,K∗ δD) · ~nσ∗K∗ = AQK,L∗ .(∇DuT +BQK,L∗ δD) · ~nσ∗K∗ ,
AQL,K∗ .(∇DuT +BQL,K∗ δD) ·~nσ∗K∗ = AQL,L∗ .(∇DuT +BQL,L∗ δD) · ~nσ∗K∗ .
(II.6)
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Dans le cas où AQK,K∗ = AQK,L∗ et AQL,K∗ = AQL,L∗ , on peut facilement voir que la solution δ
D de (II.6) vérifie
(cf [BH08]) :
δK = δL = 0 et δK∗ = δL∗ = δ.
Dans ce cas précis, on a en fait un lien entre δ et notre uσ calculé en (II.3) qui est :
δ =
1
2mσ∗
(mσL(uσ − uK) +mσK(uσ − uL)) ,
et on a
∇NQK,K∗uT = ∇NQK,L∗uT = ∇
eDKuT et ∇NQL,K∗uT = ∇NQL,L∗uT = ∇
eDLuT . (II.7)
On en déduit donc que
AD(∇eDuT ) = 1
mD
∑
Q∈QD
mQAQ.∇NQuT .
Ainsi dans le cas où AQK,K∗ = AQK,L∗ et AQL,K∗ = AQL,L∗ , nos flux sont identiques aux flux de [BH08],
néanmoins la nouveauté de ce chapitre est l’estimation d’erreur avec des conditions aux bords mixtes de type
Dirichlet/Fourier.
II.3 Principe du schéma DDFV pour le problème de diffusion aniso-
trope
On discrétise le domaine Ω en un maillage T = (M ∪ ∂M,M∗ ∪ ∂M∗). On suppose que les frontières entre
les bords Dirichlet et Fourier sont situées aux noeuds du maillage dual. Ainsi les centres xK des mailles primales
dégénérées appartiennent exclusivement à ΓD ou exclusivement à ΓF ainsi la définition de ∂MD et ∂MF ne
pose pas de problèmes. Par contre, les sommets xK∗ des mailles duales du bord peuvent appartenir à la fois à
ΓD et à ΓF , dans ce cas on impose que la maille duale K∗ correspondante appartienne à ∂M∗D et pour les noeuds
xK∗ appartenant uniquement à ΓD (resp. ΓF ), leur maille duale K∗ est dans ∂M∗D (resp. ∂M
∗
F ). On a ainsi les
notations des bords Dirichlet et Fourier suivantes (voir la Figure II.2) :
∂MD = {K ∈ ∂M, xK ∈ ΓD}, ∂MF = {K ∈ ∂M, xK ∈ ΓF },
∂M∗D = {K∗ ∈ ∂M∗, xK∗ ∈ ΓD}, ∂M∗F = {K∗ ∈ ∂M∗, xK∗ ∈ ΓF \ΓD}. (II.8)
ΓD
ΓD
K
∗ ∈ ∂M∗D
K ∈ ∂MD
ΓD
ΓF
K
∗ ∈ ∂M∗F
K ∈ ∂MF
Fig. II.2 – Exemple de condition mixte de Dirichlet/Fourier.
On a besoin de deux sous espaces discrets de
(
R2
)T
pour prendre en compte les conditions aux bords de Dirichlet
uniquement sur ∂MD et ∂M
∗
D :
E
D
0 = {vT ∈ RT tel que vK = 0, ∀K ∈ ∂MD et vK∗ = 0, ∀K∗ ∈ ∂M∗D} ,
E
D
g = {vT ∈ RT tel que vK = (P∂Ωm g)K, ∀K ∈ ∂MD et vK∗ = (P∂Ωm g)K∗ , ∀K∗ ∈ ∂M∗D} .
(II.9)
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On définit également la projection PDm,g sur l’espace E
D
g :
PDm,g : R
T −→ EDg
uT 7−→ ((uK)K∈M∪∂MF , (P∂Ωm g)K∈∂MD , (uK∗)K∗∈M∗∪∂M∗F , (P∂Ωm g)K∗∈∂M∗D). (II.10)
On introduit le mailllage ∂AF suivant du bord ΓF :
∂AF = {[xK∗xL], [xL∗xL] telles que [xK∗xL] ∈ ∂MF }. (II.11)
On note également DΓ = {Dσ,σ∗ ∈ D, tels que σ ⊂ Γ} l’ensemble des diamants du bord Γ.
On rajoute des inconnues de flux sur chaque demi-arête du bord ΓF notées ϕK∗,L et ϕL∗,L, pour L =
[xK∗ , xL∗ ] ∈ ∂MF . Ces inconnues vont approcher les flux normaux sur chaque demi-arête AD(∇eDuT ) ·~nσL.
On obtient donc un nouvel espace d’approximation UT ∈ (RT ∪ΦT ) où
UT = (uT , ϕT ) =
(
(uK)K∈(M∪∂M) , (uK∗)K∗∈(M∗∪∂M∗) , (ϕK∗,L, ϕL∗,L)L=[xK∗ ,xL∗ ]∈∂MΓ
)
. (II.12)
La démarche pour obtenir notre schéma DDFV pour le problème (II.1) est la suivante. On intègre l’équation
sur les mailles primales intérieures M (cf (II.13b)) et sur les mailles duales intérieures M∗ (cf (II.13c)). On
intègre également l’équation sur les mailles duales du bord Fourier ∂M∗F en utilisant les inconnues ϕK∗,L au lieu
de AD(∇eDuT ) ·~nσL là où c’est nécessaire (cf (II.13d)). Ensuite pour l’équation sur ∂MF , on écrit que les ϕK∗,L
approchent AD(∇eDuT ) · ~nσL (cf (II.13e)). Enfin, on impose la condition de Fourier sur chaque demi-arête de
∂AF en utilisant ϕK∗,L (cf (II.13f)) et la condition de Dirichlet sur les mailles duales du bord ∂M
∗
D et sur les
mailles primales du bord ∂MD (cf (II.13a)).
L’approximation DDFV de la solution du problème (II.1) est alors le couple UT = (uT , ϕT ) ∈ RT × ΦTΓ
solution de l’ensemble des équations linéaires suivantes :
Trouver uT , ϕT ∈ EDg × ΦTΓ tels que, (II.13a)
−divK
(
AD(∇eDuT )
)
= fK, ∀ K ∈ M, (II.13b)
−divK∗
(
AD(∇eDuT )
)
= fK∗ , ∀ K∗ ∈ M∗, (II.13c)
− ∑
Dσ,σ∗∈DK∗
mσ∗
mK∗
AD(∇eDuT ) ·~nσ∗K∗ −
∑
D∈DK∗∩DΓ
dK∗,L
mK∗
ϕK∗,L = fK∗ , ∀ K∗ ∈ ∂M∗F , (II.13d)
dK∗,L
mσ
ϕK∗,L +
dL∗,L
mσ
ϕL∗,L = AD(∇eDuT ) · ~nσL, ∀ L = [xK∗xL∗ ] ∈ ∂MF , (II.13e)
ϕK∗,L + λγK∗,L(u
T ) = hK∗,L, ∀ [xK∗xL] ∈ ∂AF . (II.13f)
avec
γK∗,L(u
T ) =
uK∗ + uL
2
, (II.14)
on définit, par abus de notation, γσ(ϕ
T ) =
dK∗,L
mσ
ϕK∗,L+
dL∗,L
mσ
ϕL∗,L, pour tout σ ∈ ∂MF et pour tout ϕT ∈ ΦTΓ .
On a pour les termes sources fT :
fM = PMmf, f
M
∗
= PM
∗
m f, f
∂M∗F =
(
1
mBK∗
∫
BK∗
f(x)dx
)
K∗∈∂M∗F
, (II.15)
pour la condition de Dirichlet gT :
g∂MD =
(
1
mBK
∫
BK
g(x)dx
)
K∈∂MD
, g∂M
∗
D =
(
1
mBK∗
∫
BK∗
g(x)dx
)
K∗∈∂M∗D
, (II.16)
et enfin pour la condition de Fourier hT :
h∂AF =
(
1
dK∗,L
∫ xL
xK∗
h(x)dx
)
[xK∗xL]∈∂AF
. (II.17)
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Pour simplifier un peu les notations, on note maintenant le fait que UT = (uT , ϕT ) est solution de (II.13),
pour des données (fT , gT , hT ) ∈ RT × ΦTΓ définies par (II.15)-(II.17), de la manière compacte suivante :
LTΩ,Γ(uT , ϕT , fT , gT , hT ) = 0. (II.18)
Théorème II.7
Le schéma (II.13) qui approche la solution du problème (II.1) sur un maillage DDFV T posséde une unique
solution UT = (uT , ϕT ) ∈ RT × ΦTΓ .
Tout d’abord, on donne un lemme et une proposition techniques qui sont utilisés dans la démonstration du
Théorème II.7 et du Théorème III.5.
Lemme II.8
Soit UT = (uT , ϕT ) ∈ RT × ΦTΓ et fT , hT ∈ RT × ΦTΓ vérifiant
LTΩ,Γ(uT , ϕT , fT , 0, hT ) = 0.
Alors on a ∑
D∈D
mDAD(∇eDuT ) · ∇DuT + λ
∑
D∈DΓ
mσ(γσ(u
T ))2 +
λ
4
∑
D∈DΓ
Mσ(uK∗ − uL∗)2
= [fT , uT ]T +
∑
D∈DΓ
mσγσ(u
T )γσ(h
T ) +
λ
2
∑
D∈DΓ
Mσ(hK∗L − hL∗L)(uK∗ − uL∗).
où Mσ =
dK∗,LdL∗,L
mσ
, si σ est l’arête de [xK∗ , xL∗ ].
Démonstration : On applique la formule de Green (Théorème I.10), on obtient
−[divT (AD(∇eDuT )), uT ]T =
∑
D∈D
mDAD(∇eDuT ) · ∇DuT −
∑
D∈DΓ
mσγσ(u
T )AD(∇eDuT ) · ~nσL.
D’après l’équation (II.13e), on a AD(∇eDuT ) ·~nσL = γσ(ϕT ), pour tout D ∈ DΓ. De plus, en utilisant l’équation
(II.13f), on a γσ(ϕ
T ) = −λγσ(uT ) + γσ(hT ). Ceci implique,
−[divT (AD(∇eDuT )), uT ]T =
∑
D∈D
mDAD(∇eDuT )·∇DuT+λ
∑
D∈DΓ
mσ(γσ(u
T ))2− ∑
D∈DΓ
mσγσ(u
T )γσ(h
T ). (II.19)
En utilisant la définition des crochets [·, ·]T sur Ω et (II.13a)-(II.13d), il résulte
−[divT (AD(∇eDuT )), uT ]T = [fT , uT ]T −
1
2
∑
K∗∈∂M∗Γ
uK∗
∑
D∈DK∗∩DΓ
dK∗,L
(
AD(∇eDuT ) · ~nσ,Lk − ϕK∗,L
)
.
L’équation (II.13e) implique
−[divT (AD(∇eDuT )), uT ]T = [fT , uT ]T −
1
2
∑
K∗∈∂M∗Γ
uK∗
∑
D∈DK∗∩DΓ
dK∗,LdL∗,L
mσ
(ϕL∗,L − ϕK∗,L) .
Grâce à (II.13f), on obtient alors :
−[divT (AD(∇eDuT )), uT ]T =[fT , uT ]T −
1
2
∑
K∗∈∂M∗Γ
uK∗
∑
D∈DK∗∩DΓ
Mσλ (γK∗,L(u
T )− γL∗,L(uT ))
− 1
2
∑
K∗∈∂M∗Γ
uK∗
∑
D∈DK∗∩DΓ
Mσ (hL∗L − hK∗L) ,
(II.20)
on rappelle que Mσ =
dK∗,LdL∗,L
mσ
. On remarque que γK∗,L(u
T ) − γL∗,L(uT ) vaut uK∗−uL∗2 . On s’intéresse aux
deux sommes sur Γ. On réordonne la somme sur les diamants d’une part, on a,
1
2
∑
K∗∈∂M∗Γ
uK∗
∑
D∈DK∗∩DΓ
Mσ
λ
2
(uK∗ − uL∗) = 1
2
∑
D∈DΓ
Mσ
λ
2
(uK∗ − uL∗)2 , (II.21)
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d’autre part, on a
λ
2
∑
K∗∈∂M∗Γ
uK∗
∑
D∈DK∗∩DΓ
Mσ(hL∗L − hK∗L) = λ
2
∑
D∈DΓ
Mσ(hL∗L − hK∗L)(uK∗ − uL∗). (II.22)
Finalement, en injectant (II.21) et (II.22) dans (II.20), on en déduit
−[divT (AD(∇eDuT )), uT ]T = [fT , uT ]T −
λ
4
∑
D∈DΓ
Mσ(uK∗−uL∗)2+ λ
2
∑
D∈DΓ
Mσ(hK∗L−hL∗L)(uK∗−uL∗). (II.23)
En regroupant (II.19) et (II.23), on obtient le résultat voulu.
Proposition II.9
Soit UT = (uT , ϕT ) ∈ RT × ΦTΓ et fT , hT ∈ RT × ΦTΓ vérifiant
LTΩ,Γ(uT , ϕT , fT , 0, hT ) = 0.
Alors, il existe une constante C > 0, dépendant uniquement que de λ et CA, telle que
‖∇eDuT ‖22 ≤ C
(
|[fT , uT ]T |+
∑
D∈DΓ
mσ(γσ(h
T ))2 +
∑
D∈DΓ
Mσ(hL∗L − hK∗L)2
)
.
Démonstration : En utilisant le Lemme II.8, puis en appliquant l’inégalité de Cauchy-Schwarz, on a∑
D∈D
mDAD(∇eDuT ) · ∇DuT + λ
∑
D∈DΓ
mσ(γσ(u
T ))2 +
λ
4
∑
D∈DΓ
Mσ(uK∗ − uL∗)2
≤ |[fT , uT ]T |+
(
λ
∑
D∈DΓ
mσ(γσ(u
T ))2
) 1
2
(
1
λ
∑
D∈DΓ
mσ(γσ(h
T ))2
) 1
2
+
(
λ
4
∑
D∈DΓ
Mσ(uK∗ − uL∗)2
) 1
2
(
λ
∑
D∈DΓ
Mσ(hL∗L − hK∗L)2
) 1
2
.
On applique l’inégalité de Young sur les deux derniers termes du membre de droite pour obtenir∑
D∈D
mDAD(∇eDuT ) · ∇DuT + λ
∑
D∈DΓ
mσ(γσ(u
T ))2 +
λ
4
∑
D∈DΓ
Mσ(uK∗ − uL∗)2
≤ |[fT , uT ]T |+
λ
2
∑
D∈DΓ
mσ(γσ(u
T ))2 +
1
2λ
∑
D∈DΓ
mσ(γσ(h
T ))2
+
λ
8
∑
D∈DΓ
Mσ(uK∗ − uL∗)2 + λ
2
∑
D∈DΓ
Mσ(hL∗L − hK∗L)2.
On en déduit, ∑
D∈D
mDAD(∇eDuT ) · ∇DuT + λ
2
∑
D∈DΓ
mσ(γσ(u
T ))2 +
λ
8
∑
D∈DΓ
Mσ(uK∗ − uL∗)2
≤ C1
(
|[fT , uT ]T |+
∑
D∈DΓ
mσ(γσ(h
T ))2 +
∑
D∈DΓ
Mσ(hL∗L − hK∗L)2
)
,
où C1 = max
(
1, 12λ ,
λ
2
)
. Il vient que
∑
D∈D
mDAD(∇eDuT ) · ∇DuT ≤ C1
(
|[fT , uT ]T |+
∑
D∈DΓ
mσ(γσ(h
T ))2 +
∑
D∈DΓ
Mσ(hL∗L − hK∗L)2
)
.
Or d’après la Définition II.3 de AD(∇eDuT ), on a∑
D∈D
mDAD(∇eDuT ) · ∇DuT =
∑
D∈D
∑
D˜∈eDD
mD˜(AD˜.∇eDuT ) · ∇DuT .
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Grâce au Lemme II.5, on obtient∑
D∈D
mDAD(∇eDuT ) · ∇DuT =
∑
D∈D
∑
D˜∈eDD
mD˜(AD˜.∇eDuT ) · ∇eDuT .
Comme la matrice A vérifie (H1), on en déduit∑
D∈D
mDAD(∇eDuT ) · ∇DuT ≥ 1
CA
‖∇eDuT ‖22.
Finalement, le résultat est prouvé avec C = C1CA.
Maintenant on peut procéder à la démonstration du Théorème II.7.
Démonstration du Théorème II.7 :
Le caractère bien posé d’un système linéaire carré est équivalent à montrer que son noyau est trivial. Soit
donc UT = (uT , ϕT ) ∈ RT × ΦTΓ vérifiant :
LTΩ,Γ(uT , ϕT , 0, 0, 0) = 0.
L’estimation de la Proposition II.9 implique :
‖∇eDuT ‖2 = 0,
car fT = 0 et hT = 0. Ensuite, on applique la Proposition II.6. Ceci donne ‖∇DuT ‖2 = 0. Comme uT ∈ ED0 ,
la Remarque I.8 implique uT = 0. Comme, pour tout σ = [xK∗ , xL∗ ] ∈ ∂MΓ, on a ϕK∗,L + λγK∗,L(uT ) = 0 et
ϕL∗,L + λγL∗,L(u
T ) = 0, on obtient que ϕK∗,L = 0, et ϕL∗,L = 0, par conséquent U
T = 0.
II.4 Propriétés du gradient discret sur les demi-diamants
On définit l’espace de régularité suivant
H2(D˜) = {u ∈ H1(Ω), telle que u|fD ∈ H
2(D˜), ∀D˜ ∈ D˜},
doté de la norme brisée
‖u‖H2(eD) = ‖u‖H1(Ω) +
( ∑
D˜∈eD
‖∇2u‖2
L2(eD)
) 1
2
.
On rappelle que dans le cas où AQK,K∗ = AQK,L∗ et AQL,K∗ = AQL,L∗ , on a (II.7). Ceci implique que les
deux résultats suivants sont des cas particuliers des résultats correspondants dans [BH08], qu’on ne redémontre
donc pas.
Lemme II.10
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ) et
de CA, telle que la solution u du problème (II.1) appartenant à H
2(D˜) vérifie pour tout D ∈ Dint
∑
D˜∈eDD
∫
D˜
|∇u(x) −∇eDPTc u|2dx ≤ Csize(T )2
(
‖u‖2H1(D) +
∑
D˜∈eDD
‖∇2u‖2
L2(eD)
)
,
pour tout D ∈ Dext, on a D = D˜∫
D
|∇u(x) −∇DPTc u|2dx ≤ Csize(T )2‖∇2u‖2L2(D),
et finalement
‖∇u−∇eDPTc u‖2 ≤ Csize(T )‖u‖H2(eD).
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On rappelle que les projections PTc u et P
D
m,gP
T
c u différent uniquement sur les mailles primales et duales du
bord Dirichlet et que la solution u du problème (II.1) est régulière sur les diamants du bord. Ainsi ce résultat
est démontré dans [ABH07], on ne refait pas la démonstration ici.
Lemme II.11
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ) et
de CA, telle que la solution u du problème (II.1) appartenant à H
2(D˜) vérifie
‖∇eDPTc u−∇eDPDm,gPTc u‖2 ≤ Csize(T )‖u‖H2(eD).
II.5 Estimation d’erreur pour le schéma DDFV
Ici on a des conditions aux bords mixtes de type Dirichlet/Fourier, c’est-à-dire ΓF 6= ∅, ainsi on a besoin de
supposer plus de régularité sur la solution exacte u (voir Remarque II.20) afin d’obtenir une estimation d’ordre
1. Pour cela, on définit l’espace de régularité de la solution de (II.1) comme suit
W 2,∞(D˜) = {u ∈W 1,∞(Ω), t. q. u|fD ∈W
2,∞(D˜), ∀D˜ ∈ D˜},
doté de la norme
‖u‖W 2,∞(eD) = ‖u‖W 1,∞(Ω) +
∑
D˜∈eDD
‖∇2u‖L∞(eD).
Théorème II.12 (Estimation d’erreur)
On suppose que la solution de (II.1) u ∈ W 2,∞(D˜). Soit uT ∈ RT la solution de (II.13). Il existe une
constante C > 0, dépendant uniquement de A, u, Ω, λ et reg(T ), telle que
‖u− uT ‖2 + ‖∇u−∇eDuT ‖2 ≤ Csize(T ).
Début de démonstration On pose vT = PDm,gP
T
c u et w
T = vT − uT , ψT = (AD(∇eDvT )) · ~n− ϕT .
1. Grâce à (II.13b) et (II.1), on a ∀K ∈ M
−mKdivK(AD(∇eDuT )) = mKfK,
−
∫
K
div(A(x).∇u(x))dx = mKfK.
Ainsi, on en déduit
−mKdivK(AD(∇eDwT )) = −mKdivK(AD(∇eDPDm,gPTc u)) +
∫
K
div(A(x).∇u(x))dx.
La Définition I.9 de la divergence discrète et la formule de Green impliquent
−mKdivK(AD(∇eDwT )) =
∑
D∈DK
∫
σ
(A(s).∇u(s) −AD(∇eDPDm,gPTc u)) · ~nσKds.
En utilisant la Définition II.3 de AD(∇eDPDm,gPTc u) et la condition (II.2), on a∑
D∈DK
mσAD(∇eDPDm,gPTc u) · ~nσK =
∑
D˜∈eDK
mσ(AD˜.∇eDPDm,gPTc u) ·~nσK,
où D˜K est l’ensemble des demi-diamants inclus dans la maille primale K. On en déduit que
−mKdivK(AD(∇eDwT )) =
∑
D˜∈eDK
∫
σ
(A(s).∇u(s) −AD˜.∇eDPDm,gPTc u) · ~nσKds. (II.24)
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2. On fait de même pour tout K∗ ∈ M∗, on a
−mK∗divK∗(AD(∇eDwT )) =−
∑
D∈DK∗
mσ∗AD(∇eDPDm,gPTc u) ·~nσ∗K∗
+
∑
D˜∈eDK∗
∑
ς∈eD∩∂K∗
∫
ς
(A(s).∇u(s)) · ~nσ∗K∗ds,
où D˜K∗ est l’ensemble des demi-diamants D˜ tels que D˜ ∩ K∗ 6= ∅ et ς vaut soit σK soit σL et on a ainsi
mσ∗mD˜
mD
= mς . Grâce à la Définition II.3 de AD(∇eDPDm,gPTc u), on en déduit que
−mK∗divK∗(AD(∇eDwT )) =
∑
D˜∈eDK∗
∑
ς∈eD∩∂K∗
∫
ς
(A(s).∇u(s) −AD˜.∇eDPDm,gPTc u) · ~nσ∗K∗ds. (II.25)
3. Maintenant on considère K∗ ∈ ∂M∗F , grâce à (II.13d) et (II.1), on a
− ∑
Dσ,σ∗∈DK∗
mσ∗AD(∇eDuT ) · ~nσ∗K∗ −
∑
D∈DK∗∩DΓ
dK∗,LϕK∗,L = mK∗fK∗ ,
−
∫
K∗
div(A(x).∇u(x))dx = mK∗fK∗ .
Ainsi, il vient que
− ∑
Dσ,σ∗∈DK∗
mσ∗AD(∇eDwT ) · ~nσ∗K∗ −
∑
D∈DK∗∩DΓ
dK∗,L
(
AD(∇eDwT ) · ~nσK − ϕK∗,L
)
= − ∑
Dσ,σ∗∈DK∗
mσ∗AD(∇eDvT ) · ~nσ∗K∗ −
∑
D∈DK∗∩DΓ
dK∗,LAD(∇eDvT ) · ~nσK +
∫
K∗
div(A(x).∇u(x))dx.
En utilisant (II.25) pour les mailles duales intérieures, on en déduit
− ∑
Dσ,σ∗∈DK∗
mσ∗AD(∇eDwT ) · ~nσ∗K∗ −
∑
D∈DK∗∩DΓ
dK∗,L
(
AD(∇eDwT ) · ~nσK − ϕK∗,L
)
=
∑
D˜∈eDK∗
∑
ς∈eD∩∂K∗
∫
ς
(A(s).∇u(s) −AD˜.∇eDPDm,gPTc u) · ~nσ∗K∗ds
+
∑
D∈DK∗∩DΓ
∫ xL
xK∗
(A(s).∇u(s) −AD(∇eDvT )) · ~nσKds.
(II.26)
4. Maintenant on considère [xK∗xL] ∈ ∂AF , grâce à (II.13f) et (II.1), on a
ϕK∗,L + λ
uK∗ + uL
2
= hK∗L,
1
dK∗,L
∫ xL
xK∗
(A(s).∇u(s)) ·~nσKds+ λ
dK∗,L
∫ xL
xK∗
u(s)ds = hK∗L.
Ainsi, on obtient
AD(∇eDwT ) · ~nσK − ϕK∗,L + λwK∗ + wL
2
=
1
dK∗,L
∫ xL
xK∗
(AD.∇DPDm,gPTc u−A(s).∇u(s)) · ~nσKds+ λ
(
vK∗ + vL
2
− 1
dK∗,L
∫ xL
xK∗
u(s)ds
)
.
(II.27)
On définit l’erreur de consistance pour tout D˜ ∈ D˜, z ∈ D˜, par la formule :
RD˜(z) = A(z).∇u(z)−AD˜(∇eDPDm,gPTc u),
et, on note :
RD˜σ =
1
mσ
∫
σ
RD˜(s) · ~nσD˜ds, RD˜ςK∗ =
1
mς
∫
ς
RD˜(s) · ~nςK∗ds, RD˜ς = |RD˜ςK∗ |,
RDK∗L =
1
dK∗,L
∫ xL
xK∗
RD(s) · ~nσKds, TDK∗L = λ
(
vK∗ + vL
2
− 1
dK∗,L
∫ xL
xK∗
u(s)ds
)
.
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Grâce aux relations (II.24)-(II.27), le couple (wT , ψT ), qui représente l’erreur sur la solution et sur les flux à
l’interface, est solution de :
LTΩ,Γ(wT , ψT , RTf , 0, R∂AFh ) = 0,
où RTf =
(
(RKf )K∈M, (R
K∗
f )K∗∈M∗∪∂M∗
)
est défini comme suit
∀ K ∈ M, RKf =
1
mK
∑
D˜∈eDK
mσR
D˜
σ ,
∀ K∗ ∈ M∗, RK∗f =
1
mK∗
∑
D˜∈eDK∗
∑
ς∈eD∩∂K∗
mςR
D˜
ςK∗ ,
∀ K∗ ∈ ∂M∗, RK∗f =
1
mK∗
∑
D˜∈eDK∗
∑
ς∈eD∩∂K∗
mςR
D˜
ςK∗ −
1
mK∗
∑
D∈DK∗∩DΓ
dK∗,LR
D
K∗L,
et R
∂AF
h = (R
K∗L
h )[xK∗xL]∈∂AF est défini comme suit ∀ [xK∗xL] ∈ ∂AF ,
RK
∗L
h = −RDK∗L + TDK∗L.
On veut appliquer la Proposition II.9, c’est pourquoi on doit estimer [RTf , w
T ]T :
−[RTf , wT ]T =
1
2
∑
K∈M
wK
∑
D˜∈eDK
mσR
D˜
σ +
1
2
∑
K∗∈M∗∪∂M∗
wK∗
∑
D˜∈eDK∗
∑
ς∈eD∩∂K∗
mςR
D˜
ςK∗
+
1
2
∑
K∗∈∂M∗Γ
wK∗
∑
D∈DK∗∩DΓ
dK∗,LR
D
K∗L.
On réorganise la somme sur les diamants, en utilisant le fait que RD˜ςK∗ = −RD˜ςL∗ si K∗ et L∗ sont adjacents
−[RTf , wT ]T =
∑
D˜∈eD
mσ
2
RD˜σwK +
∑
D˜∈eD
∑
ς∈eD∩∂K∗
mς
2
RD˜ςK∗(wK∗ − wL∗) +
∑
[xK∗xL]∈∂AF
wK∗
dK∗,L
2
RDK∗L.
On note D˜Γ = {D˜ ∈ D˜ tel que D˜ ∩ Γ 6= ∅}. De plus on a que∑
D˜∈eD\eDΓ
mσ
2
RD˜σwσ = 0,
car pour σ = D˜1|D˜2 on a RD˜1σ = −RD˜2σ et wσ = 0 pour tout D˜ ∈ D˜ tel que D˜ ∩ ΓD 6= ∅. Ainsi il vient que
−[RTf , wT ]T =
∑
D˜∈eD\eDΓ
mσ
2
RD˜σ (wK − wσ) +
∑
D˜∈eD
∑
ς∈eD∩∂K∗
mς
2
RD˜ςK∗(wK∗ − wL∗)
+
∑
[xK∗xL]∈∂AF
wK∗
dK∗,L
2
RDK∗L +
∑
D˜∈eDΓ
mσ
2
RD˜σwK.
On remarque que
mσR
D˜
σ (wK − wσ) = −
2
sin(αD)
mD˜∇eDwT · ~τK,LRD˜σ ,
et que
mςR
D˜
ςK∗(wK∗ − wL∗) = −
2
sin(αD)
mD˜∇eDwT · ~τK∗,L∗RD˜ςK∗ ,
d’où
−[RTf , wT ]T =−
∑
D˜∈eD\eDΓ
1
sin(αD)
mD˜∇eDwT · ~τK,LRD˜σ −
∑
D˜∈eD
∑
ς∈eD∩∂K∗
1
sin(αD)
∇eDwT · ~τK∗,L∗mD˜RD˜ςK∗
+
∑
[xK∗xL]∈∂AF
wK∗
dK∗,L
2
RDK∗L +
∑
D˜∈eDΓ
mσ
2
RD˜σwK.
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L’inégalité de Cauchy-Schwarz donne
|[RTf , wT ]| ≤
1
sin(αT )
( ∑
D˜∈eD
mD˜|RD˜σ |2
) 1
2
‖∇eDwT ‖2 + 2
sin(αT )
( ∑
D˜∈eD
mD˜|RD˜ς |2
) 1
2
‖∇eDwT ‖2
+
1
2
‖wT ‖∂AF
( ∑
[xK∗xL]∈∂AF
dK∗,L|RDK∗L|2
) 1
2
+
1
2
‖wT ‖DΓ
( ∑
D˜∈eDΓ
mσ|RD˜σ |2
) 1
2
,
(II.28)
où ‖wT ‖2∂AF =
∑
[xK∗xL]∈∂AF
dK∗,L|wK∗ |2 et ‖wT ‖2DΓ =
∑
D˜∈eDΓ
mσ|wK|2. La Proposition II.9 implique :
‖∇eDwT ‖22 ≤ C
(
|[RTf , wT ]T |+
∑
D∈DΓ
mσ(γσ(R
∂AF
h ))
2 +
∑
D∈DΓ
Mσ(R
L∗L
h −RK∗Lh )2
)
. (II.29)
Grâce aux inégalités (II.28) et (II.29), il vient que
‖∇eDwT ‖22 ≤C
( ∑
D˜∈eD
mD˜|RD˜σ |2
) 1
2
‖∇eDwT ‖2 + C
( ∑
D˜∈eD
mD˜|RD˜ς |2
) 1
2
‖∇eDwT ‖2
+ C
∑
D∈DΓ
mσ(γσ(R
∂AF
h ))
2 + C
∑
D∈DΓ
Mσ(R
L∗L
h −RK∗Lh )2
+ C‖wT ‖∂AF
( ∑
[xK∗xL]∈∂AF
dK∗,L|RDK∗L|2
) 1
2
+ C‖wT ‖DΓ
( ∑
D˜∈eDΓ
mσ|RD˜σ |2
) 1
2
.
(II.30)
Il reste à montrer des estimations sur les erreurs de consistance et un théorème de trace pour traiter les termes
de bord.
II.6 Théorème de trace
On introduit tout d’abord une nouvelle inégalité de Poincaré discrète. En effet, on n’a pas besoin que uT
appartient à E0 mais uniquement à E
D
0 .
Théorème II.13
Il existe une constante C > 0 telle que ∀ uT ∈ ED0 :
‖uT ‖2 ≤ C diam(Ω)‖∇DuT ‖2.
Remarque II.14
On ne refait pas la démonstration du Théorème II.13, qui est inspirée de celle faite dans [AGW04, Lemme
2.6], [ABH07, Lemme 3.2] et aussi [EGH00, Lemme 3.1]. Dans [AGW04, Lemme 2.6], si uT est nul sur tout
le bord du domaine, la démonstration consiste à écrire |uK|2 = |uK|2−|uL|2+ |uL|2+ · · ·+ |0|2, on remonte de
voisin en voisin pour arriver au bord. Pour cela il faut introduire une fonction qui permet de déterminer les
voisins successifs d’un élément uK dans une certaine direction arbitraire. Ainsi si le domaine Ω est convexe,
il suffit de choisir correctement la direction afin d’atteindre le bord Dirichlet ΓD et non le bord de Fourier.
En effet, on peut trouver un nombre fini de directions ξ tel que les sous-domaines Ωξ = (ΓD + ξR) ∩ Ω
recouvrent le domaine Ω.
La démonstration du théorème de trace est inspirée de celle faite dans [EGH00, Lemme 3.10] pour le schéma
volumes finis à deux points.
Théorème II.15
Il existe une constante C > 0, dépendant uniquement du domaine Ω et de reg(T ), telle que ∀ uT ∈ ED0 :
‖uT ‖2∂AF ≤ C‖∇DuT ‖22. (II.31)
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Démonstration : On note γ(uT ) la fonction définie sur le bord du domaine Γ telle que γ(uT )(x) = uK∗ ,
si x ∈ K∗ pour tout K∗ ∈ ∂M∗. Ainsi on a
‖uT ‖2∂AF = ‖γ(uT )‖2L2(Γ) :=
∫
Γ
|γ(uT )(x)|2dx.
Ri
ηi
Γ
Rix
ν(x)
x+ tηi
Fig. II.3 – Résumé des propriétés de la frontière Γ.
Propriété de la frontière : Par compacité du bord Γ, il existe un nombre fini d’ouverts rectangulaires,
{Ri, i = 1 · · ·N}, et des vecteurs unitaires de R2, {ηi, i = 1 · · ·N}, tels que
Γ ⊂ ∪Ni=1Ri,
(ηi, ~ν(x)) ≥ α > 0 pour tout x ∈ Ri ∩ Γ, i ∈ {1 · · ·N},
{x+ tηi, x ∈ Ri ∩ Γ, t ∈ R+} ∩Ri ⊂ Ω,
où α est un nombre strictement positif et ~ν(x) représente le vecteur unitaire normal à Γ en x, orienté vers
l’intérieur de Ω (voir la Figure II.3). Soit {αi, i = 1 · · ·N} une famille de fonctions telle que
N∑
i=1
αi(x) = 1, pour
tout x ∈ Γ, αi ∈ C∞c (R2,R+) et αi = 0 en dehors de Ri, pour tout i = 1 · · ·N . On pose Γi = Ri ∩ Γ ; on va
montrer qu’il existe Ci > 0 dépendant uniquement de α, de reg(T ) et de αi tel que∫
Γi
αi(x)|γ(uT )(x)|2dx ≤ Ci‖∇DuT ‖2.
Enfin, il suffira de poser C =
N∑
i=1
Ci, qui dépend uniquement de Ω et de reg(T ), pour que (II.31) soit vérifiée.
Notations : On introduit les fonctions de [EGH00] qui permettent de déterminer les voisins successifs d’un
élément uK∗ : pour x, y ∈ Ω et σ∗ ∈ E∗, on pose
ψσ∗(x, y) =
{
1 si [x, y] ∩ σ∗ 6= ∅,
0 si [x, y] ∩ σ∗ = ∅,
et pour K∗ ∈ M∗ ∪ ∂M∗, on pose
ψK∗(x, y) =
{
1 si [x, y] ∩ K∗ 6= ∅,
0 si [x, y] ∩ K∗ = ∅.
Soit i ∈ {1, · · · , N} et x ∈ Γi. Il existe un unique t > 0 tel que x+tηi ∈ ∂Ri, on pose y(x) = x+tηi. Pour σ∗ ∈ E∗,
dans le cas où [x, y(x)]∩σ∗ 6= ∅, soit cette intersection est réduite à un point on pose alors zσ∗(x) = [x, y(x)]∩σ∗ ,
soit cette intersection est un segment [x, y(x)] ∩ σ∗ = [a(x), b(x)] avec la notation (−−−−−→a(x)b(x), ηi) > 0 on pose
alors zσ∗(x) = b(x). Pour K∗ ∈ M∗ ∪ ∂M∗, on pose ξK∗(x), ηK∗(x) tels que [x, y(x)] ∩ K∗ = [ξK∗(x), ηK∗(x)],
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si [x, y(x)] ∩ K∗ 6= ∅ et tels que (−−−−−−−−−→ξK∗(x)ηK∗(x), ηi) > 0. Ainsi si σ∗ = K∗|L∗ dans le cas où [x, y(x)] ∩ σ∗ est
réduite à un point, alors on a ηK∗(x) = zσ∗(x) = ξL∗(x), dans le cas où [x, y(x)] ∩ σ∗ est un segment, alors on a
ηK∗(x) = zσ∗(x) = ηL∗(x).
Première majoration : Par exemple, on suppose x ∈ K∗0 et y(x) ∈ L∗0 tel que K∗0, L∗0 soient deux voisins,
on pose σ∗0 = K∗0|L∗0. Deux cas se présentent (voir la Figure II.4) soit [x, y(x)] ∩ σ∗0 est réduit à un point zσ∗0 (x),
soit [x, y(x)] ∩ σ∗0 vaut le segment [x, y(x)].
K∗0
L∗0
x = ξK∗0 (x)
y(x) = ηL∗0 (x)
ηK∗0 (x) = ξL∗0 (x) = zσ∗0 (x)
x = ξK∗0 (x) = ξL∗0 (x)
y(x) = ηK∗0 (x) = ηL∗0 (x) = zσ∗0 (x)
K∗0
L∗0
σ∗0 σ∗0
Fig. II.4 – (A gauche) [x, y(x)] ∩ σ∗0 est réduit à un point zσ∗0 (x). (A droite) [x, y(x)] ∩ σ∗0 vaut le segment
[x, y(x)].
Dans les deux cas, on a alors x = ξK∗0 (x) et y(x) = ηL∗0 (x) et ainsi ηL∗0 (x) ∈ ∂Ri, on en déduit αi(ηL∗0 (x)) = 0.
Pour le premier cas, on a ηK∗0 (x) = zσ∗0 (x) et ξL∗0 (x) = zσ∗0 (x), on obtient alors
αi(x)|uK∗0 |2 =
(
αi(ξK∗0 (x)) − αi(ηK∗0 (x))
) |uK∗0 |2 + (αi(ξL∗0 (x))− αi(ηL∗0 (x))) |uL∗0 |2 + αi(zK∗0 |L∗0 (x))(|uK∗0 |2 − |uL∗0 |2).
Pour le deuxième cas, on a ηK∗0 (x) = y(x), ainsi αi(ηK∗0 (x)) = 0, on obtient alors
αi(x)|uK∗0 |2 =
(
αi(ξK∗0 (x))− αi(ηK∗0 (x))
) |uK∗0 |2.
Dans les deux cas, on peut alors majorer de la manière suivante
αi(x)|uK∗0 |2 ≤
∑
D∈D
ψσ∗(x, y(x))αi(zσ∗(x))
∣∣|uK∗ |2 − |u2L∗ |∣∣
+
∑
K∗∈M∗∪∂M∗
|αi(ξK∗(x)) − αi(ηK∗(x))| |uK∗ |2 ψK∗(x, y(x)).
On pose
A(x) =
∑
D∈D
ψσ∗(x, y(x))αi(zσ∗(x))
∣∣|uK∗ |2 − |u2L∗ |∣∣ ,
et
B(x) =
∑
K∗∈M∗∪∂M∗
|αi(ξK∗(x)) − αi(ηK∗(x))| |uK∗ |2 ψK∗(x, y(x)),
il vient que
αi(x)|uK∗0 |2 ≤ A(x) +B(x).
On s’intéresse d’abord à A : En utilisant le fait que la fonction αi est bornée, on a
A(x) ≤ ‖αi‖∞
∑
D∈D
ψσ∗(x, y(x))
∣∣|uK∗ |2 − |u2L∗ |∣∣ .
On remarque l’inégalité suivante est vérifiée∫
Γi
ψσ∗(x, y(x))dx ≤ mσ∗ 1
α
.
En effet, on pose mΓi =
∫
Γi
ψσ∗(x, y(x))dx, cette longueur est représentée sur la Figure II.5. Pour calculer mΓi ,
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Γi
ηi
σ∗
~nσ∗
mΓi
β
m
~ν~τ
θ
Fig. II.5 – Illustration pour le calcul de l’intégrale.
on l’exprime en fonction de m et de β (voir la Figure II.5),
mΓi =
m
sin(β)
,
et sin(β) = (ηi, ~ν(x)). Maintenant on relie m et mσ∗ avec θ (voir la Figure II.5),
m = sin(θ)mσ∗ ,
et sin(θ) = cos
(
pi
2 − θ
)
= (ηi, ~nσ∗). Ceci implique∫
Γi
ψσ∗(x, y(x))dx =
(ηi, ~nσ∗)
(ηi, ~ν(x))
mσ∗ ≤ mσ∗ 1
α
,
car (ηi, ~ν(x)) ≥ α > 0. Ainsi on a
A =
∫
Γi
A(x)dx ≤ ‖αi‖∞
∑
D∈D
(∫
Γi
ψσ∗(x, y(x))dx
) ∣∣|uK∗ |2 − |u2L∗ |∣∣ ≤ C ∑
D∈D
mσ∗
∣∣|uK∗ |2 − |u2L∗ |∣∣ .
Le Lemme I.19 imlique
A ≤ C‖∇DuT ‖2‖uT ‖2.
D’après l’inégalité de Poincaré discrète Théorème II.13, on a
A ≤ Ci‖∇DuT ‖22.
On s’intéresse à B : En utilisant le fait que la fonction αi est C
∞, on a
B(x) ≤ ‖∇αi‖∞
∑
K∗∈M∗∪∂M∗
|ξK∗(x)− ηK∗(x)| |uK∗ |2 ψK∗(x, y(x)).
On remarque l’inégalité suivante :∫
Γi
ψK∗(x, y(x)) |ξK∗(x) − ηK∗(x)| dx ≤ CmK∗ .
En effet, on a tout d’abord
|ξK∗(x) − ηK∗(x)| ≤ dK∗ .
Ensuite il reste à calculer mΓi =
∫
Γi
ψK∗(x, y(x))dx, ceci correspond à la Figure II.5 en remplaçant σ
∗ par le
diamètre de K∗. Ainsi on peut refaire exactement le même calcul, et on obtient
mΓi ≤
dK∗
α
.
60 Chapitre II. Problèmes de diffusion anisotrope avec des conditions aux bords mixtes
Ceci implique, ∫
Γi
ψK∗(x, y(x)) |ξK∗(x)− ηK∗(x)| dx ≤ d
2
K∗
α
.
Or d2K∗ ≤ reg(T )mK∗ . D’où ∫
Γi
ψK∗(x, y(x)) |ξK∗(x) − ηK∗(x)| dx ≤ CmK∗ .
Ainsi on a
B =
∫
Γi
B(x)dx ≤ ‖∇αi‖∞
∑
K∗∈M∗∪∂M∗
(∫
Γi
ψK∗(x, y(x)) |ξK∗(x)− ηK∗(x)| dx
)
|uK∗ |2 ≤ C
∑
K∗∈M∗∪∂M∗
mK∗ |uK∗ |2 .
D’après l’inégalité de Poincaré discrète Théorème II.13, on a
B ≤ Ci‖∇DuT ‖22.
En conclusion : on a ∫
Γi
αi(x)|γ(uT )(x)|2dx ≤ A+B ≤ Ci‖∇DuT ‖22.
On obtient également le résultat suivant en faisant la même démonstration que précédemment en remplaçant
K∗ par K et σ∗ par σ.
Théorème II.16
Il existe une constante C > 0, dépendant uniquement du domaine Ω et de reg(T ), telle que ∀ uT ∈ ED0 :
‖wT ‖2DΓ ≤ C‖∇DuT ‖22.
II.7 Erreur de consistance
On a défini l’erreur de consistance pour tout D˜ ∈ D˜, z ∈ D˜ de la manière suivante :
RD˜(z) = A(z).∇u(z)−AD˜(∇eDPDm,gPTc u).
On rappelle que dans le cas où AQK,K∗ = AQK,L∗ et AQL,K∗ = AQL,L∗ , on a (II.7)
∇NQK,K∗uT = ∇NQK,L∗uT = ∇
eDKuT et ∇NQL,K∗uT = ∇NQL,L∗uT = ∇
eDLuT .
Ceci implique que l’estimation de notre erreur de consistance s’obtient comme un cas particulier de l’estimation
introduite dans [BH08]. On ne redémontre pas cette estimation qui utilise les Lemmes II.10 et II.11.
Lemme II.17
Il existe une constante C > 0, dépendant uniquement de A, de Ω et reg(T ), telle que la solution u du
problème (II.1) appartenant à H2(D˜) vérifie∑
D˜∈eD
mD˜|RD˜σ |2 ≤ Csize(T )2‖u‖H2(eD) et
∑
D˜∈eD
mD˜|RD˜ς |2 ≤ Csize(T )2‖u‖H2(eD).
On va se concentrer uniquement sur l’estimation de l’erreur de consistance sur le bord Fourier, c’est-à-dire
sur les quatre termes suivants :∑
D∈DΓ
mσ(γσ(R
∂AF
h ))
2,
∑
D∈DΓ
Mσ(R
L∗L
h −RK∗Lh )2,
∑
[xK∗xL]∈∂AF
dK∗,L|RDK∗L|2 et
∑
D˜∈eDΓ
mσ|RD˜σ |2.
On rappelle que R
∂AF
h = (R
K∗L
h )[xK∗xL]∈∂AF où
RK
∗L
h = −RDK∗L + TDK∗L, ∀ [xK∗xL] ∈ ∂AF ,
II.7. Erreur de consistance 61
avec
RDK∗L =
1
dK∗,L
∫ xL
xK∗
RD(s) · ~nσKds et TDK∗L = λ
(
vK∗ + vL
2
− 1
dK∗,L
∫ xL
xK∗
u(s)ds
)
,
et
RD˜σ =
1
mσ
∫
σ
RD˜(s) · ~nσD˜ds.
Ainsi on travaille avec D ∈ DΓ et les flux AD(∇eDPTc u) valent AD.∇DPTc u car A est régulière sur les diamants D
du bord. On décompose l’erreur de consistance de la manière suivante RD(z) = R
A
D (z)+R
grad
D +R
z
D, où l’erreur
de consistance due à l’approximation de A.∇u sur chaque diamant vaut
RAD (z) = A(z).∇u(z)−
1
mD
∫
D
A(x).∇u(x)dx,
l’erreur de consistance due à l’estimation du gradient vaut
RgradD =
1
mD
∫
D
A(x).(∇u(x) −∇DPTc u)dx,
l’erreur de consistance due à l’approximation de A sur chaque diamant vaut
RzD =
(
1
mD
∫
D
A(x)dx −AD
)
.∇DPTc u.
Remarque II.18
Si on choisit AD = 1mD
∫
D
A(x)dx, alors RzD = 0.
Lemme II.19
Il existe une constante C > 0, dépendant uniquement de A, Ω et reg(T ), telle que, pour tout u ∈W 2,∞(D˜),∑
[xK∗xL]∈∂AF
dK∗,L|RDK∗L|2 ≤ Csize(T )2‖u‖2W 2,∞(eD).
Démonstration : On rappelle que A est supposée régulière sur les diamants D appartenant à DΓ. D’après
l’inégalité de Jensen, on peut majorer de la manière suivante
∑
[xK∗xL]∈∂AF
dK∗,L|RDK∗L|2 ≤
∑
[xK∗xL]∈∂AF
∫ xL
xK∗
|RD(s)|2ds.
De plus RD(s) = R
A
D (s) +R
grad
D +R
z
D.
Etape 1 - On s’intéresse d’abord à RgradD . D’après l’hypothèse (H2) faite sur A, on a pour x ∈ D,
|A(x).(∇u(x) −∇DPTc u)| ≤ CA|∇u(x)−∇DPTc u|,
et l’inégalité de Jensen implique
|RgradD |2 ≤
C2A
mD
∫
D
|∇u(x)−∇DPTc u|2dx.
Grâce au Lemme I.13, on déduit
|RgradD |2 ≤ C
∫
bD
|∇2u(s)|2ds.
De plus comme D ∈ DΓ, D est un diamant du bord donc il est convexe car c’est un triangle, on en déduit que∑
[xK∗xL]∈∂AF
dK∗,L|RgradD |2 ≤ Csize(T )
∑
[xK∗xL]∈∂AF
∫
D
|∇2u(s)|2ds.
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Etape 2 - On s’intéresse à RAD(z). On a, en utilisant l’inégalité de Jensen, le résultat suivant,∫ xL
xK∗
∣∣RAD (z)∣∣2 dz ≤ 1mD
∫ xL
xK∗
∫
D
|A(z).∇u(z)−A(x).∇u(x)|2 dxdz.
En faisant intervenir 0 = −A(x).∇u(z) +A(x).∇u(z), on obtient,∫ xL
xK∗
∣∣RAD(z)∣∣2 dz ≤ 2mD
∫ xL
xK∗
∫
D
|A(z).∇u(z)−A(x).∇u(z)|2 dxdz
+
2
mD
∫ xL
xK∗
∫
D
|A(x).∇u(z) −A(x).∇u(x)|2 dxdz.
D’après les hypothèses (H3) et (H2) faites sur A, on obtient∫ xL
xK∗
∣∣RAD (z)∣∣2 dz ≤2CAmD
∫ xL
xK∗
∫
D
|∇u(z)|2|z − x|2dxdz + 2CA
mD
∫ xL
xK∗
∫
D
|∇u(z)−∇u(x)|2 dxdz.
Or la première intégrale est majorée par
1
mD
∫ xL
xK∗
|∇u(z)|2
∫
D
|z − x|2dxdz ≤ size(T )2
∫ xL
xK∗
|∇u(z)|2dz,
et d’après Lemme I.12 et comme diam( ̂D ∪ [xK∗ , xL]) ≤ CdD, on a également la majoration suivante pour la
deuxième intégrale
1
mD
∫ xL
xK∗
∫
D
|∇u(z)−∇u(x)|2 dxdz ≤ CdD
∫
bD
|∇2u(s)|2ds.
De plus comme D ∈ DΓ, D est un diamant du bord donc il est convexe, on en déduit que∑
[xK∗xL]∈∂AF
∫ xL
xK∗
∣∣RAD (z)∣∣2 dz ≤ Csize(T )2‖∇u‖2L2(Γ) + Csize(T ) ∑
[xK∗xL]∈∂AF
∫
D
|∇2u(s)|2ds.
Etape 3 - On s’intéresse à RzD. On rappelle qu’en utilisant la définition de A
D on obtient
RzD =
1
mD
∫
D
∫
D¯
(A(x) −A(s)) .∇DPTc udxdµD(s).
D’après l’hypothèse (H3) faite sur A, on a
RzD ≤ CA
|∇DPTc u|
mD
∫
D
∫
D¯
|x− s|dxdµD(s) ≤ CAsize(T )|∇DPTc u|.
Finalement, ∑
[xK∗xL]∈∂AF
dK∗,L|RzD|2 ≤ Csize(T )2
∑
[xK∗xL]∈∂AF
dK∗,L|∇DPTc u|2.
Etape 4 - Le terme RD. En résumé, on a obtenu
∑
[xK∗xL]∈∂AF
∫ xL
xK∗
|RD(s)|2ds ≤ Csize(T )
∑
[xK∗xL]∈∂AF
∫
D
|∇2u(s)|2ds
+ Csize(T )2‖u‖2
W 2,∞(eD)
+ Csize(T )2 ∑
[xK∗xL]∈∂AF
dK∗,L|∇DPTc u|2.
Etape 5 - Régularité sur u
Si u ∈ W 2,∞(D˜), alors
∑
[xK∗xL]∈∂AF
∫
D
|∇2u(s)|2ds ≤ ‖u‖2
W 2,∞(eD)
size(T )m(Γ),
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et ∑
[xK∗xL]∈∂AF
∫
D
|∇u(s)|2ds ≤ ‖u‖2
W 2,∞(eD)
size(T )m(Γ).
De plus on a ∑
[xK∗xL]∈∂AF
dK∗,L|∇DPTc u|2 ≤ Csize(T )‖u‖2W 2,∞(eD).
On en conclut que ∑
[xK∗xL]∈∂AF
dK∗,L|RDK∗L|2 ≤ Csize(T )2‖u‖2W 2,∞(eD).
Dans cette démonstration on a eu besoin d’utiliser u ∈ W 2,∞(D˜), afin d’obtenir une estimation d’ordre 1,
on a le résultat suivant si u ∈ H2(D˜).
Remarque II.20
On pose AD = 1mD
∫
D
A(x)dx, pour tout D ∈ Dext. Il existe une constante C > 0, dépendant uniquement de
A, Ω et reg(T ), telle que, pour tout u ∈ H2(D˜),∑
[xK∗xL]∈∂AF
dK∗,L|RDK∗L|2 ≤ Csize(T )‖u‖2H2(eD).
En effet, si u ∈ H2(D˜), alors
∑
[xK∗xL]∈∂AF
∫
D
|∇2u(s)|2ds ≤ ‖∇2u‖22 et
∑
[xK∗xL]∈∂AF
∫
D
|∇u(s)|2ds ≤ ‖∇u‖22,
donc ∑
[xK∗xL]∈∂AF
dK∗,L|RDK∗L|2 ≤ Csize(T )‖u‖2H2(eD).
On obtient également le résultat suivant en faisant la même démonstration que précédemment en remplaçant
[xK∗ , xL] par σ.
Lemme II.21
Il existe une constante C > 0, dépendant uniquement de A, Ω et reg(T ), telle que, pour tout u ∈W 2,∞(D˜),∑
D˜∈eDΓ
mσ|RD˜σ |2 ≤ Csize(T )2‖u‖2W 2,∞(eD).
Corollaire II.22
Il existe une constante C > 0, dépendant uniquement de A, de Ω et reg(T ), telle que, pour tout u ∈
W 2,∞(D˜), ∑
D∈DΓ
Mσ|RDK∗L −RDL∗L|2 +
∑
D∈DΓ
mσ|γD(RT )|2 ≤ Csize(T )2‖u‖2W 2,∞(eD),
où Mσ =
dK∗,LdL∗,L
mσ
, si σ est l’arête de [xK∗ , xL∗ ].
Démonstration : Pour D ∈ DΓ, l’inégalité de Young implique
Mσ|RDK∗L −RDL∗L|2 ≤ 2dK∗,L|RDK∗L|2 + 2dL∗,L|RDL∗L|2.
D’après le Lemme II.19, on a donc∑
D∈DΓ
Mσ|RDK∗L −RDL∗L|2 ≤ Csize(T )2‖u‖2W 2,∞(eD).
De même, l’inégalité de Young implique∑
D∈DΓ
mσ|γD(RT )|2 ≤ 2
∑
[xK∗xL]∈∂AF
dK∗,L|RDK∗L|2.
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Le Lemme II.19 conclut la démonstration.
Lemme II.23
Il existe une constante C > 0, dépendant uniquement de Ω, λ et reg(T ), telle que, pour tout u ∈W 2,∞(D˜),∑
[xK∗xL]∈∂AF
dK∗,L|TDK∗L|2 ≤ Csize(T )2‖u‖2W 2,∞(eD).
Démonstration : Soit D ∈ DΓ. On rappelle la définition de TDK∗L :
TDK∗L = λ
(
u(xK∗) + u(xL)
2
− 1
dK∗,L
∫ xL
xK∗
u(s)ds
)
,
où la trace de u sur le bord Γ est encore noté par u. On suppose ici que [xK∗ , xL] =]0, hK∗[×{0}. On peut écrire
1
dK∗,L
∫ xL
xK∗
(u(xK∗)− u(s))ds = 1
hK∗
∫ hK∗
0
∫ 1
0
∇Tu(tx)xdtdx.
On a donc
1
dK∗,L
∫ xL
xK∗
(u(xK∗)− u(s))ds ≤ sup
x∈[xK∗ ,xL]
|∇Tu(x)| 1
hK∗
∫ hK∗
0
xdx ≤ ‖u‖W 2,∞(eD)dK∗,L.
On en déduit que
∑
[xK∗xL]∈∂AF
dK∗,L
∣∣∣∣∣ 1dK∗,L
∫ xL
xK∗
(u(xK∗)− u(s))ds
∣∣∣∣∣
2
≤ ∑
[xK∗xL]∈∂AF
d3K∗,L‖u‖2W 2,∞(eD).
On fait de même pour obtenir
∑
[xK∗xL]∈∂AF
dK∗,L
∣∣∣∣∣ 1dK∗,L
∫ xL
xK∗
(u(xL)− u(s))ds
∣∣∣∣∣
2
≤ ∑
[xK∗xL]∈∂AF
d3K∗,L‖u‖2W 2,∞(eD).
En utilisant le fait que
∑
[xK∗xL]∈∂AF
dK∗,L|TDK∗L|2 ≤2λ2
∑
[xK∗xL]∈∂AF
dK∗,L
∣∣∣∣∣ 1dK∗,L
∫ xL
xK∗
(u(xK∗)− u(s))ds
∣∣∣∣∣
2
+ 2λ2
∑
[xK∗xL]∈∂AF
dK∗,L
∣∣∣∣∣ 1dK∗,L
∫ xL
xK∗
(u(xL)− u(s))ds
∣∣∣∣∣
2
,
et que dK∗,L ≤ size(T ) on en déduit∑
[xK∗xL]∈∂AF
dK∗,L|TDK∗L|2 ≤ Csize(T )2‖u‖2W 2,∞(eD).
Corollaire II.24
Il existe une constante C > 0, dépendant uniquement de Ω, de λ et reg(T ), telle que, pour tout u ∈
W 2,∞(D˜), ∑
D∈DΓ
Mσ|TDK∗L − TDL∗L|2 +
∑
D∈DΓ
mσ|γD(T T )|2 ≤ Csize(T )2‖u‖2W 2,∞(eD).
Démonstration : On procéde comme dans le Corollaire II.22, on obtient∑
D∈DΓ
Mσ|TDK∗L − TDL∗L|2 ≤ 2
∑
[xK∗xL]∈∂AF
dK∗,L|TDK∗L|2,
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et ∑
D∈DΓ
mσ|γD(T T )|2 ≤ 2
∑
[xK∗xL]∈∂AF
dK∗,L|TDK∗L|2.
On conclut avec le Lemme II.23.
II.8 Fin de la démonstration de l’estimation d’erreur (Théorème II.12)
On a posé wT = PDm,gP
T
c u− uT et prouvé (II.30) :
‖∇eDwT ‖22 ≤C
( ∑
D˜∈eD
mD˜|RD˜σ |2
) 1
2
‖∇eDwT ‖2 + C
( ∑
D˜∈eD
mD˜|RD˜ς |2
) 1
2
‖∇eDwT ‖2
+ C
∑
D∈DΓ
mσ(γσ(R
∂AF
h ))
2 + C
∑
D∈DΓ
Mσ(R
L∗L
h −RK∗Lh )2
+ C‖wT ‖∂AF
( ∑
[xK∗xL]∈∂AF
dK∗,L|RDK∗L|2
) 1
2
+ C‖wT ‖DΓ
( ∑
D˜∈eDΓ
mσ|RD˜σ |2
) 1
2
.
Les Théorèmes II.15, II.16 et la Proposition II.6 donnent
‖∇eDwT ‖22 ≤C
( ∑
D˜∈eD
mD˜|RD˜σ |2
) 1
2
‖∇eDwT ‖2 + C
( ∑
D˜∈eD
mD˜|RD˜ς |2
) 1
2
‖∇eDwT ‖2
+ C
∑
D∈DΓ
mσ(γσ(R
∂AF
h ))
2 + C
∑
D∈DΓ
Mσ(R
L∗L
h −RK∗Lh )2
+ C
( ∑
[xK∗xL]∈∂AF
dK∗,L|RDK∗L|2
) 1
2
‖∇eDwT ‖2 + C
( ∑
D˜∈eDΓ
mσ|RD˜σ |2
) 1
2
‖∇eDwT ‖2.
En utilisant les Lemmes II.17, II.19 et II.21, on obtient
‖∇eDwT ‖22 ≤Csize(T )‖∇eDwT ‖2 + C
∑
D∈DΓ
mσ(γσ(R
∂AF
h ))
2 + C
∑
D∈DΓ
Mσ(R
L∗L
h −RK∗Lh )2.
Les Corollaires II.22 et II.24 impliquent enfin
‖∇eDwT ‖2 ≤ Csize(T ). (II.32)
Estimation de ‖u− uT ‖2. En utilisant l’inégalité de Poincaré discrète Théorème II.13, on obtient
‖u− uT ‖2 ≤ ‖u−PDm,gPTc u‖2 + ‖PDm,gPTc u− uT ‖2
≤ ‖u−PDm,gPTc u‖2 + C‖∇DwT ‖2.
Comme dans la démonstration du Lemme I.18, on a
‖u−PDm,gPTc u‖2 ≤ ‖u− PTc u‖2 + ‖u− PTmu‖2,
et la Proposition II.6 implique
‖u− uT ‖2 ≤ Csize(T ) + C‖∇eDwT ‖2.
On conclut donc grâce à (II.32) :
‖u− uT ‖2 ≤ Csize(T ).
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Estimation de ‖∇u−∇eDuT ‖2. On a
‖∇u−∇eDuT ‖2 ≤ ‖∇u−∇eDPTc u‖2 + ‖∇eDPTc u−∇eDPDm,gPTc u‖2 + ‖∇eDwT ‖2.
D’après les Lemmes II.10 et II.11, on obtient
‖∇u−∇eDuT ‖2 ≤ Csize(T ) + ‖∇eDwT ‖2.
On conclut donc grâce à (II.32) :
‖∇u−∇eDuT ‖2 ≤ Csize(T ).
II.9 Tests numériques
On illustre quelques résultats numériques obtenus sur le domaine carré unité Ω =]0, 1[2. On précise que pour
tous les tests numériques le bord de la condition de Fourier se situe en {x = 1} avec λ = 5, voir la Figure II.6.
Pour chaque cas test, on donne l’expression de la solution exacte u de laquelle on déduit le terme source f et
les conditions aux bords g, h pour que le problème (II.1) soit vérifié.
FourierDirichlet
Dirichlet
Dirichlet
(1,1)
(1,0)(0,0)
(0,1)
Fig. II.6 – Conditions aux bords.
On rappelle que pour illustrer l’estimation d’erreur, la famille de maillages est obtenue en raffinant succes-
sivement et uniformément le maillage primal original. Afin de mettre en évidence le processus de raffinement
choisi, on présente sur les Figures II.7(a) et II.9(a) le maillage primal original et sur les Figures II.7(b) et II.9(b)
le maillage primal obtenu après le processus de raffinement. Plus précisément, la famille de maillages, corres-
pondant à la Figure II.7, est obtenue en divisant chaque arête primale en deux, alors que la famille de maillages,
correspondant à la Figure II.9, est obtenue en dupliquant le maillage grossier en quatre afin de garder le motif
en damier. On précise que les centres (xK)K sont choisis comme les barycentres des mailles primales. Dans les
Figures II.7-II.9, on compare la norme L2 de l’erreur obtenue avec le schéma DDFV (II.18) pour la solution
‖PTc u− uT ‖2
‖PTc u‖2
et pour son gradient
|||∇DPTc u−∇DuT |||2
|||∇DPTc u|||2
respectivement, en fonction du pas du maillage size(T )
en échelle logarithmique. Les ordres de convergence indiqués sur les Figures II.7-II.9 sont calculés à l’aide d’une
approximation par les moindres carrés des données calculées.
II.9.1 Test 1 - Solution raide - Tenseur anisotrope constant
Ce cas test a été proposé dans le benchmark de la conférence FVCA5 [HH08b]. On prend le tenseur anisotrope
constant suivant :
A(x, y) =
(
1.5 0.5
0.5 1.5
)
.
La solution exacte est donnée par
u(x, y) = sin((1− x)(1 − y)) + (1− x)3(1− y)2.
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On utilise le maillage primal de quadrangles déformés (voir les Figures II.7(a)-II.7(b)).
(a) Maillage primal grossier. (b) Maillage primal raffiné.
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‖PTc u− u
T ‖2
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Fig. II.7 – Test 1 sur le maillage primal déformé.
On a comparé la solution obtenue en utilisant le maillage dual direct et celle obtenue avec le maillage
dual barycentrique. Les ordres de convergence sont très différents dans ce cas, car pour ce maillage primal, les
diamants ne sont pas forcément convexes voir la Figure II.8 et certaines mailles duales directes se recouvrent.
Fig. II.8 – Le maillage diamant du maillage primal II.7(a).
En effet, pour le maillage dual direct on trouve de l’ordre 1 pour la solution et pour son gradient en norme
L2, l’ordre est le même que celui théorique donné par le Théorème II.12. Pour le maillage dual barycentrique
on trouve de l’ordre 2 et 1.5 pour la solution et pour son gradient en norme L2. Ainsi, lorsque les diamants ne
sont pas convexes, il est préférable d’utiliser le maillage dual barycentrique.
II.9.2 Test 2 - Solution polynomiale - Tenseur anisotrope discontinu
On prend le tenseur anisotrope discontinu suivant :
A(x, y) =
(
1.5 1
1 2
)
si x < 0.5, et A(x, y) = Id si x > 0.5.
68 Chapitre II. Problèmes de diffusion anisotrope avec des conditions aux bords mixtes
Ainsi l’interface Γ de discontinuité est localisée en {x = 0.5}. La solution exacte est donnée par
u(x, y) =
{
−0.5(x− 2y + 0.5)2 si x > 0.5
−2(x− y)2 sinon.
On utilise le maillage primal en damier (voir les Figures II.9(a)-II.9(b)).
(a) Maillage primal grossier. (b) Maillage primal raffiné.
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Fig. II.9 – Test 2 sur le maillage primal en damier.
On a comparé la solution obtenue en utilisant le maillage dual direct et celle obtenue avec le maillage dual
barycentrique, les solutions sont semblables. En effet, pour ce maillage primal, tous les diamants sont convexes
(voir la Figure II.10) et les mailles duales directes ne se recouvrent pas.
Fig. II.10 – Le maillage diamant du maillage primal II.9(a).
Pour la solution et son gradient, on obtient numériquement de l’ordre 2 et 1 respectivement pour le schéma
(II.18). On souligne que le taux de convergence n’est pas sensible à la présence de volumes de contrôle non
conformes. On observe la super convergence en norme L2 qui est classique en volumes finis, cependant sa
démonstration dans le cadre général est toujours un problème ouvert même pour le problème de Laplace (voir
la Section II.11).
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II.10 Quelques remarques sur l’implémentation
Tous les tests numériques 2D de ce manuscrit ont été réalisés à l’aide d’un code en fortran90. Lors de journée
numériques de Lille 2010 https://rn10vf.lille.inria.fr/, des programmes en scilab ont été réalisés par F.
Boyer et moi-même à des fins pédagogiques, ils sont accessibles à l’adresse http://www.cmi.univ-mrs.fr/
~krell/Projet/VF_scilab.tar.gz. Dans cette brève présentation, on se sert des notations de ces programmes
scilab.
Pour assembler la matrice et le second membre correspondant à un schéma de type volumes finis, on travaille
essentiellement arête par arête. Dans le cadre DDFV, on va parler plutôt d’assemblage diamant par diamant, on
rappelle qu’il existe une bijection entre les arêtes du maillage primal et les diamants et qu’un diamant est défini
par deux sommets xK∗ , xL∗ et par deux centres xK, xL. Un maillage DDFV est ainsi défini de manière unique
par les coordonnées des sommets et des centres et par une structure diamant. On commence par construire une
structure appelée mesh qui contient les coordonnées des sommets et des centres et des informations pour chaque
diamant, de manière à définir de façon unique le maillage considéré.
– Sommets : coordonnées du sommet numéro i
mesh.sommets(i,_X), mesh.sommets(i,_Y)
– Centres : coordonnées du centre du volume j
mesh.centres(j,_X), mesh.centres(j,_Y)
– Diamants : Pour le diamant numéro k
– Numéros des deux sommets xK∗ et xL∗ , notés KS et LS pour (K“Star”)
mesh.diamants(k,_KS), mesh.diamants(k,_LS)
– Numéros des deux centres xK et xL
mesh.diamants(k,_K), mesh.diamants(k,_L)
– Mesure des arêtes mσ = |xK∗ xL∗ | et mσ∗ = |xK xL| = dK,L
mesh.diamants(k,_MES), mesh.diamants(k,_DKL)
– Coordonnées du centre du diamant xD
mesh.diamants(k,_XD), mesh.diamants(k,_YD)
– Mesure du diamant mD
mesh.diamants(k,_MESD)
– Mesures des quarts de diamant
mesh.diamants(k,_MES_K_KS), ...
– Normales unitaires ~nσK et ~nσ∗K∗
mesh.diamants(k,_N_KL_X), mesh.diamants(k,_N_KL_Y)
mesh.diamants(k,_NS_KSLS_X), mesh.diamants(k,_NS_KSLS_Y)
– Label (>0 à l’interieur, =-1 bord Dirichlet, =-2 bord Fourier)
mesh.diamants(k,_LABEL).
Si le tenseur anisotrope est discontinu, on a également besoin de
– Mesures mσK = dKσ et mσL = dLσ
mesh.diamants(k,_DKsig), mesh.diamants(k,_DLsig)
A partir de toutes ces données, on peut assembler le système associé au schéma volumes finis.
Remarque II.25
1) Il n’est pas nécessaire de connaître la correspondance entre une maille (primale ou duale) et l’ensemble
de ses sommets.
2) La structure est indépendante de la géométrie des mailles (triangles, quadrilatéres, pentagones, · · · ).
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II.10.1 Implémentation de VF4 pour le problème de Laplace
Afin de mettre en évidence la spécificité de la programmation des schémas DDFV, on commence par présenter
la programmation du schéma VF4 pour le problème de Laplace avec notre structure maillage. On rappelle que
le schéma VF4 pour le problème de Laplace avec des conditions aux bords de Dirichlet homogène s’écrit :
Trouver uM = (uK)K∈M ∈ RM tel que
∀K ∈ M, ∑
σ∈EK
FK,σ(u
M) = mKfK dx,
avec FK,σ(u
M) = −mσuL − uK
mσ∗
, si σ = K|L ∈ Eint,
avec FK,σ(u
M) = −mσ−uK
mσ∗
, si σ ∈ Eext.
Pour chaque diamant, on calcule le rapport, appelé transmissivité (voir [EGH00])
flux_NN(:) :=
mσ
mσ∗
= mesh.diamants(:,_MES) ./ mesh.diamants(:,_DKL).
La matrice à assembler est de taille N×N , où N représente le nombre de volumes de contrôle, elle est assemblée
diamant par diamant
A(mesh.diamants(:,_K),mesh.diamants(:,_K)) ←− + flux_NN(:);
//A l’intérieur du domaine :
where (mesh.diamants(:,_LABEL)>0) then
A(mesh.diamants(:,_K),mesh.diamants(:,_L)) = -flux_NN(:);
A(mesh.diamants(:,_L),mesh.diamants(:,_L)) ←− + flux_NN(:);
A(mesh.diamants(:,_L),mesh.diamants(:,_K)) = -flux_NN(:);
end;
où la notation a ←− +b correspond à a=a+b. Comme la mesure d’une maille primale peut être obtenue en
sommant la mesure des demi-diamants D˜K contenus dans la maille, on écrit que mKfK =
∑
D˜⊂KmD˜f(xD˜), où
xD˜ =
xK+xK∗+xL∗
3 , d’autres quadratures sont possibles. On calcule le second membre diamant par diamant, de
la manière suivante :
b(mesh.diamants(:,_K)) ←− + (mesh.diamants(:,_MES_K_KS)+mesh.diamants(:,_MES_K_LS))...
∗ f
(
xK + xK∗ + xL∗
3
)
;
//A l’intérieur du domaine :
where (mesh.diamants(:,_LABEL)>0) then
b(mesh.diamants(:,_L)) ←− + (mesh.diamants(:,_MES_L_KS)+mesh.diamants(:,_MES_L_LS))...
∗ f
(
xL + xK∗ + xL∗
3
)
;
end;
II.10.2 Implémentation de DDFV pour le problème de Laplace
On rappelle que le schéma DDFV pour le problème de Laplace avec des conditions aux bords de Dirichlet
homogène s’écrit : 
Trouver uT ∈ E0 tel que
∀K ∈ M, ∑
Dσ,σ∗∈DK
FK,σ(u
T ) = mKfK,
∀K∗ ∈ M∗, ∑
Dσ,σ∗∈DK∗
FK∗,σ∗(u
T ) = mK∗ fK∗ ,
avec FK,σ(u
T ) = −mσ∇DuT · ~nσK, si σ ∈ E ,
avec FK∗,σ∗(u
T ) = −mσ∗∇DuT · ~nσ∗K∗ , si σ∗ ∈ E∗.
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Grâce à la Définition I.7 du gradient discret, pour chaque diamant, on peut écrire les flux de la manière suivante
FK,σ(u
T ) = flux_NN*(uK − uL) + flux_NSN*(uK∗ − uL∗),
FK∗,σ∗(u
T ) = flux_NNS*(uK − uL) + flux_NSNS*(uK∗ − uL∗),
avec
flux_NN =
m2
σ
2mD
, flux_NNS= flux_NSN =
mσmσ∗
2mD
~nσK ·~nσ∗K∗ , flux_NSNS= m
2
σ∗
2mD
.
Ainsi pour chaque diamant, on calcule le produit scalaire entre la normale primale et la normale duale, c’est-à-
dire ~nσK ·~nσ∗K∗
N_scaNS(:)=mesh.diamants(:,_N_KL_X).*mesh.diamants(:,_NS_KSLS_X)...
+mesh.diamants(:,_N_KL_Y).*mesh.diamants(:,_NS_KSLS_Y);
on en déduit
flux_NN(:)=0.5.*mesh.diamants(:,_MES).*mesh.diamants(:,_MES)./mesh.diamants(:,_MESD);
flux_NNS(:)=0.5.*mesh.diamants(:,_MES).*mesh.diamants(:,_DKL).*N_scaNS(:)
./mesh.diamants(:,_MESD);
flux_NSN(:)=flux_NNS;
flux_NSNS(:)=0.5.*mesh.diamants(:,_DKL).*mesh.diamants(:,_DKL)./mesh.diamants(:,_MESD);
Le vecteur des inconnues est rangé de la manière suivante : tout d’abord les inconnues primales uK ensuite les
inconnues duales uK∗ , il est de taille N +M , où N (resp. M) représente le nombre de mailles primales (resp.
de sommets). La matrice à assembler est donc de taille (N +M)× (N +M) et elle est assemblée diamant par
diamant
A(mesh.diamants(:,_K),mesh.diamants(:,_K)) ←− + flux_NN(:);
A(mesh.diamants(:,_K),mesh.diamants(:,_KS)+N) ←− + flux_NSN(:);
A(mesh.diamants(:,_K),mesh.diamants(:,_LS)+N) ←− - flux_NSN(:);
//A l’intérieur du domaine :
where (mesh.diamants(:,_LABEL)>0) then
A(mesh.diamants(:,_K),mesh.diamants(:,_L)) = -flux_NN(:);
A(mesh.diamants(:,_L),mesh.diamants(:,_L)) ←− + flux_NN(:);
A(mesh.diamants(:,_L),mesh.diamants(:,_K)) = -flux_NN(:);
A(mesh.diamants(:,_L),mesh.diamants(:,_KS)+N) ←− - flux_NSN(:);
A(mesh.diamants(:,_L),mesh.diamants(:,_LS)+N) ←− + flux_NSN(:);
A(mesh.diamants(:,_KS)+N,mesh.diamants(:,_KS)+N) ←− + flux_NSNS(:);
A(mesh.diamants(:,_KS)+N,mesh.diamants(:,_LS)+N) = -flux_NSNS(:);
A(mesh.diamants(:,_KS)+N,mesh.diamants(:,_K)) ←− + flux_NNS(:);
A(mesh.diamants(:,_KS)+N,mesh.diamants(:,_L)) ←− - flux_NNS(:);
A(mesh.diamants(:,_LS)+N,mesh.diamants(:,_LS)+N) ←− + flux_NSNS(:);
A(mesh.diamants(:,_LS)+N,mesh.diamants(:,_KS)+N) = -flux_NSNS(:);
A(mesh.diamants(:,_LS)+N,mesh.diamants(:,_K)) ←− - flux_NNS(:);
A(mesh.diamants(:,_LS)+N,mesh.diamants(:,_L)) ←− + flux_NNS(:);
end;
//Sur le bord Dirichlet du domaine :
where (mesh.diamants(:,_LABEL)==-1) then
A(mesh.diamants(:,_KS)+N,mesh.diamants(:,_KS)+N) = 1;
A(mesh.diamants(:,_LS)+N,mesh.diamants(:,_LS)+N) =1;
end;
Comme pour VF4, on construit le second membre diamant par diamant. En effet, on a vu que la mesure d’une
maille primale K peut être obtenue en sommant la mesure des demi-diamants D˜K contenus dans la maille K,
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il en est de même pour la mesure d’une maille duale K∗, elle peut être obtenue en sommant la mesure des
demi-diamants D˜K∗ . Ainsi on calcule le second membre diamant par diamant, de la manière suivante
b(mesh.diamants(:,_K)) ←− + (mesh.diamants(:,_MES_K_KS)+mesh.diamants(:,_MES_K_LS))...
∗ f
(
xK + xK∗ + xL∗
3
)
;
//A l’intérieur du domaine :
where (mesh.diamants(:,_LABEL)>0) then
b(mesh.diamants(:,_L)) ←− + (mesh.diamants(:,_MES_L_KS)+mesh.diamants(:,_MES_L_LS))...
∗ f
(
xL + xK∗ + xL∗
3
)
;
b(mesh.diamants(:,_KS)+N) ←− + (mesh.diamants(:,_MES_K_KS)+mesh.diamants(:,_MES_L_KS))...
∗ f
(
xK∗ + xK + xL
3
)
;
b(mesh.diamants(:,_LS)+N) ←− + (mesh.diamants(:,_MES_K_LS)+mesh.diamants(:,_MES_L_LS))...
∗ f
(
xL∗ + xK + xL
3
)
;
end;
On a restreint notre présentation à des conditions de Dirichlet homogène. Pour des conditions de Dirichlet
non homogène, il suffit de changer le second membre en prenant en compte les valeurs de la solution exacte
aux points considérés. Pour des conditions de Neumann non homogène, il suffit de déplacer les trois premières
lignes de l’assemblage de la matrice dans la boucle à l’intérieur du domaine et de changer le second membre en
prenant en compte la condition. Pour les conditions de Fourier, c’est un peu plus technique car il faut ajouter
les inconnues de flux, on ne détaillera pas cette partie ici.
II.10.3 Prise en compte du tenseur anisotrope régulier
Si maintenant on travaille avec un tenseur anisotrope A régulier sur tout le domaine, voir 1) de la Remarque
II.4. Les flux numériques s’écrivent toujours
FK,σ(u
T ) = flux_NN*(uK − uL) + flux_NSN*(uK∗ − uL∗),
FK∗,σ∗(u
T ) = flux_NNS*(uK − uL) + flux_NSNS*(uK∗ − uL∗),
mais maintenant avec
flux_NN =
m2σ
2mD
(A(xD).~nσK) · ~nσK, flux_NSN = mσmσ∗
2mD
(A(xD).~nσK) · ~nσ∗K∗ ,
flux_NNS = flux_NSN, flux_NSNS=
m2
σ∗
2mD
(A(xD).~nσ∗K∗) · ~nσ∗K∗ .
Tout le reste de l’assemblage est strictement identique.
II.10.4 Prise en compte du tenseur anisotrope constant par maille primale
Si le tenseur anisotrope A est constant par maille primale, voir 2) de la Remarque II.4. Les flux numériques
s’écrivent toujours
FK,σ(u
T ) = flux_NN*(uK − uL) + flux_NSN*(uK∗ − uL∗),
FK∗,σ∗(u
T ) = flux_NNS*(uK − uL) + flux_NSNS*(uK∗ − uL∗),
mais maintenant avec
flux_NN =
m2σ
2mD
(A
D
.~nσK) · ~nσK, flux_NSN = mσmσ
∗
2mD
(A
D
.~nσK) · ~nσ∗K∗ ,
flux_NNS = flux_NSN, flux_NSNS=
m2
σ∗
2mD
(A
D
.~nσ∗K∗) · ~nσ∗K∗
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où A
D
est le tenseur équivalent défini dans la Remarque II.4 comme suit
(A
D
.~nσK) ·~nσK = mσ∗(AK.~nσK) · ~nσK(AL.~nσK) · ~nσK
mσL(AK.~nσK) ·~nσK +mσK(AL.~nσK) ·~nσK
,
(A
D
.~nσ∗K∗) ·~nσ∗K∗ =mσL(AL.~nσ∗K∗) · ~nσ∗K∗ +mσK(AK~nσ∗K∗ ,~nσ∗K∗)
mσ∗
− mσKmσL
mσ∗
((AK.~nσK) ·~nσ∗K∗ − (AL.~nσK) · ~nσ∗K∗)2
mσL(AK.~nσK) · ~nσK +mσK(AL.~nσK) · ~nσK
,
(A
D
.~nσK) ·~nσ∗K∗ =mσL(AL.~nσK) · ~nσ
∗K∗(AK.~nσK) ·~nσK +mσK(AK.~nσK) · ~nσ∗K∗(AL.~nσK) · ~nσK
mσL(AK.~nσK) ·~nσK +mσK(AL.~nσK) · ~nσK
,
avec AK = A(xK) et AL = A(xL). Tout le reste de l’assemblage est encore une fois strictement identique.
II.11 Conclusions
En conclusion, on a présenté un schéma DDFV (II.18), pour le problème de diffusion anisotrope avec des
conditions aux bords mixtes de type Dirichlet/Fourier (II.1), dont l’ordre de convergence théorique est 1 même
lorsque le tenseur de diffusion anisotrope est discontinu. On utilise le schéma DDFV (II.18) étudié dans ce
chapitre dans le chapitre suivant pour écrire des algorithmes de Schwarz discret sans recouvrement associés
à des décompositions de domaines. Numériquement, on a même obtenu une super-convergence en norme L2
qui est classique en volumes finis, cependant sa démonstration dans le cadre général est toujours un problème
ouvert même pour le problème de Laplace. En effet, dans [FS88, WW88, LMV96], les auteurs montrent la super
convergence de la solution du schéma (VF4) dans le cadre particulier de famille de maillages rectangles pour des
points xK barycentres des rectangles K ∈ M et pour un terme source H1(Ω). En ce qui concerne les méthodes
DDFV, P. Omnès et K. Domelevo ont montré dans [DO05] la super convergence d’une fonction P 1 par diamant
reconstruite grâce aux inconnues si le terme source est H1(Ω) dans les deux situations suivantes :
– pour une famille de maillages rectangles avec les points xK les barycentres des rectangles K ∈ M,
– pour une famille de maillages triangles homothètiques, c’est-à-dire lors du raffinement du maillage, chaque
triangle est découpé en quatre triangles semblables en connectant les milieux de ses arêtes, avec les points
xK barycentre des triangles K ∈ M.
Plus récemment, P. Omnès a étendu dans [Omn10] ce résultat à des familles de maillages Delaunay-Voronoï.
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Chapitre III
Algorithmes de Schwarz sans
recouvrement dans le cadre DDFV
Ce chapitre1 est dédié au développement de la version DDFV d’une méthode itérative de Schwarz sans
recouvrement. C’est un travail publié dans IMA J.N.A. [BHK10], il a été réalisé avec la collaboration de F.
Boyer et F. Hubert. Une méthode de Schwarz discrète permet d’approcher les solutions du problème de diffusion
anisotrope en profitant d’une décomposition en sous-domaines du domaine de calcul. Tout d’abord, on rappelle
le schéma DDFV pour les problèmes de diffusion anisotrope pour des conditions aux bords de Dirichlet (voir
Chapitre II) 
Trouver uT ∈ RT tel que,
uK = gK, ∀ K ∈ ∂M, uK∗ = gK∗ , ∀ K∗ ∈ ∂M∗,
− divK
(
AD(∇eDuT )
)
= fK, ∀ K ∈ M,
− divK∗
(
AD(∇eDuT )
)
= fK∗ , ∀ K∗ ∈ M∗.
(III.1)
L’algorithme de Schwarz DDFV (voir Section III.2) est réalisé en décomposant le problème de diffusion aniso-
trope sur chaque sous-domaine avec des conditions de transmission de type Fourier. On va ainsi se servir du
schéma DDFV (II.18) avec des conditions mixtes du Chapitre II sur chaque sous-domaine. On illustre à la fois
l’utilisation de notre algorithme de Schwarz DDFV comme solveur itératif et comme prédonditionneur dans la
méthode de gradient conjugué pour résoudre le schéma (III.1).
Avant d’étudier sa convergence (voir Théorème III.5), on montre que la limite de notre algorithme de Schwarz
DDFV est bien solution du schéma DDFV (III.1) sur tout le domaine (voir Théorème III.4). C’est cette étude
qui nous a conduit à utiliser la méthode 3 du Chapitre II sur chaque sous-domaine (voir Remarque III.7). On
rappelle que cette méthode consiste à introduire des inconnues de flux sur les demi-arêtes des bords Fourier.
Dans l’article [BHK10], nous avons travaillé dans le cadre général m-DDFV proposé dans [BH08], ici on considère
uniquement le cas particulier où le tenseur anisotrope est régulier sur les demi-diamants.
Dans les Sections III.5 et III.6, les tests numériques ont été réalisés avec le maillage dual direct, ils illustrent
le comportement de notre algorithme de Schwarz DDFV sans recouvrement. Les tests numériques de la Section
III.5.6 illustrent l’influence du choix du paramètre des conditions de Fourier sur les performances de l’algorithme.
En particulier, on observe une performance assez lente de la méthode même avec le choix optimal du paramètre
proposé dans [Dub07, Gan06], c’est-à-dire qu’un grand nombre d’itérations est nécessaire pour atteindre une
bonne précision. Néanmoins, on sait (voir par exemple [Saa03]) que ces méthodes non optimisées peuvent servir
de préconditionneur dans un solveur itératif (GMRES, gradient conjugué, ...). On étudie ainsi dans la Section
III.6 la performance de la méthode de gradient conjugué préconditionnée avec notre algorithme de Schwarz
DDFV pour résoudre le schéma DDFV (III.1) sur tout le domaine.
1Un aide mémoire rassemblant les notations de ce chapitre est disponible page 242.
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III.1 Maillages compatibles. Maillage composite
On considère ici uniquement le cas où Ω1, Ω2 sont deux sous-domaines connexes tels que Ω = Ω1 ∪ Ω2 ∪ Γ,
avec Γ l’interface entre les deux sous-domaines Γ = Ω1 ∩Ω2 et on suppose que Γ est connexe et que Γ∩∂Ω 6= ∅.
Ces hypothèses ne sont pas nécessaires et servent juste à simplifier la présentation.
Pour chaque sous-domaine Ωi, on considère un maillage DDFV Ti = (Mi ∪ ∂Mi,M∗i ∪ ∂M∗i ) et le maillage
diamant associé Di. On distingue les mailles du bord Dirichlet de celles du bord Fourier. Ainsi on note ∂Mi,D =
{L ∈ ∂Mi, xL ∈ ∂Ωi ∩ ∂Ω}, ∂Mi,Γ = {L ∈ ∂Mi, xL ∈ Γ}, ∂M∗i,D = {K∗ ∈ ∂M∗i , xK∗ ∈ ∂Ωi ∩ ∂Ω},
∂M∗i,Γ = {K∗ ∈ ∂M∗i , xK∗ ∈ Γ\∂Ω} et enfin Di,Γ = {D ∈ Di, xD ∈ Γ}. On va supposer que les deux maillages
sont compatibles au sens suivant :
Définition III.1
On dit que T1 et T2 sont compatibles, si les deux conditions suivantes sont vérifiées :
1. Les deux maillages ont les mêmes sommets sur Γ. Ceci implique en particulier que les deux maillages
ont les mêmes mailles dégénérées sur Γ, c’est-à-dire ∂M1,Γ = ∂M2,Γ.
2. Le centre xL des mailles dégénérées de l’interface L = [xK∗ , xL∗ ] ∈ ∂M1,Γ = ∂M2,Γ est l’intersection
de (xK∗ , xL∗) et (xK1 , xK2), où K1 ∈ M1 et K2 ∈ M2 sont les deux mailles primales telles que L ⊂ ∂K1
et L ⊂ ∂K2.
Maillage dual
Maillage primal
Γ
Fig. III.1 – Un maillage DDFV T sur le domaine Ω.
Maillage dual
Maillage primal
xK2,1
xK1,1
xK∗
N+1
xL1
xK∗
1
Fig. III.2 – Les maillages compatibles T1 et T2 correspondant au maillage DDFV T de la Figure III.1.
Remarque III.2
En pratique, les deux conditions de compatibilité ne représentent pas de contraintes importantes sur les
maillages à considérer. En effet, on va normalement rencontrer deux situations opposées :
1. soit T le maillage DDFV sur tout le domaine Ω (voir la Figure III.1) est tel que chaque maille primale
K ∈ M est soit dans Ω1, K ⊂ Ω1 soit dans Ω2, K ⊂ Ω2. Dans ce cas, la construction des deux maillages
compatibles Ti revient uniquement à diviser les mailles duales traversées par l’interface Γ (voir la Figure
III.2).
2. soit on a a priori des maillages DDFV indépendants Ti pour chaque sous-domaine Ωi (voir la Figure
III.3). Dans ce cas, on a juste à rajouter les sommets de Γ, en s’assurant que ∂M1,Γ = ∂M2,Γ et
puis de diviser les mailles duales traversées par l’interface ∂Mi,Γ de manière à prendre en compte
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ces nouveaux sommets. Les centres xL des mailles primales dégénérées sont alors définis grâce à la
Définition III.1 (voir la Figure III.4). Remarquer que cette modification sur les maillages n’augmente
pas significativement le nombre d’inconnues du problème.
Maillage dual
Maillage primal
Fig. III.3 – Les deux maillages DDFV indépendants T1, T2 pour chaque sous-domaine Ωi.
Maillage dual
Maillage primalxL
xL∗
xK∗
xK1
xK2
Fig. III.4 – Le maillage DDFV compatible correspondant aux deux maillages indépendants T1, T2 de la Figure
III.3.
Soit deux maillages compatibles T1 et T2 au sens de la Définition III.1, un maillage DFFV composite T =
(M∪∂M,M∗∪∂M∗) peut être construit sur tout le domaine Ω. On remarque que dans le cas 1 de la Remarque
III.2, le maillage composite T est vraiment disponible par construction (voir la Figure III.1). Dans les autres
cas, le maillage primal composite est simplement donné par M = M1 ∪ M2 et ∂M = ∂M1,D ∪ ∂M2,D. Puis,
on a besoin de réunir les mailles duales de l’interface des deux maillages correspondant au même sommet. Pour
cela, on introduit l’ensemble
M∗Γ = {K∗ =
◦
K∗1 ∪ K∗2, K∗1 ∈ ∂M∗1,Γ, K∗2 ∈ ∂M∗2,Γ, telles que xK∗1 = xK∗2 ∈ Γ},
il faut noter que l’on ne considère pas les sommets du bord ∂Ω dans la formule ci-dessus, grâce à la définition
de ∂M∗i,Γ. Ainsi le maillage dual composite intérieur M
∗ est défini par M∗ = M∗1 ∪M∗2 ∪M∗Γ. Pour le maillage
dual composite du bord, on a besoin de réunir les mailles duales des sommets appartenant à Γ ∩ ∂Ω, pour cela
on introduit l’ensemble suivant
M∗D = {K∗ =
◦
K∗1 ∪ K∗2, K∗1 ∈ ∂M∗1,D, K∗2 ∈ ∂M∗2,D, telles que xK∗1 = xK∗2 , ie pour xK∗1 = xK∗2 ∈ Γ ∩ ∂Ω},
et il faut enlever ∂M∗i,D les mailles duales de sommet appartenant à Γ ∩ ∂Ω, ainsi on note
M∗i,D = {K∗ ∈ ∂M∗i,D telles que xK∗ 6∈ Γ ∩ ∂Ω}.
Finalement, les mailles duales du bord sont données par ∂M∗ = M∗1,D ∪M∗2,D ∪M∗D (voir la Figure III.5). On
remarque que les mailles primales dégénérées de l’interface L ∈ ∂M1,Γ = ∂M2,Γ ne sont plus présentes dans le
maillage composite. En particulier, les inconnues correspondantes dans le schéma suivant ne correspondent pas
naturellement aux inconnues du schéma DDFV (III.1) sur le maillage composite T .
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Maillage dual
Maillage primal
Γ
Fig. III.5 – Le maillage composite T correspondant aux deux maillages compatibles de la Figure III.4.
Pour deux maillages compatibles T1 et T2, on note N + 1 le nombre de sommets des deux maillages appar-
tenant à l’interface Γ (ce nombre est le même pour les deux maillages grâce aux conditions de compatibilité).
Pour faciliter les écritures on a besoin de trier et de numéroter ces N + 1 sommets xK∗1 , · · · , xK∗N+1, tel que
[xK∗k , xK∗k+1 ] ∈ ∂Mi,Γ = ∂Mj,Γ et [xK∗1 , xK∗N+1] = Γ∩ ∂Ω (voir la Figure III.6). On fait la même chose avec les N
centres xL ∈ Γ qui sont triés et numérotés de la manière suivante : xL1 , · · · , xLN avec Lk = [xK∗k , xK∗k+1 ].
xK∗N+1
xLN
xK∗2
xL1
xK∗1
Γ
Fig. III.6 – Numérotation des éléments de l’interface Γ.
III.2 Présentation du solveur itératif
L’idée des méthodes de décomposition de domaine est d’utiliser le schéma (II.18) avec la notation LT iΩi,Γ sur
chaque sous-domaine de manière à construire une méthode itérative de Schwarz qui converge vers la solution
du schéma DDFV (III.1) standard sur tout le domaine Ω. Plus précisément, on propose l’algorithme suivant :
– Pour i ∈ {1, 2}, on choisit hT i0 ∈ ΦT iΓ .
– Pour tout n ≥ 0, et pour i, j ∈ {1, 2}, j 6= i :
– On obtient UT in+1 = (u
T i
n+1, ϕ
T i
n+1) ∈ RT i × ΦT iΓ solution de
LT iΩi,Γ(uT in+1, ϕT in+1, fT i , gT i , hT jn ) = 0. (III.2)
– On évalue hT in+1 grâce à
∀ [xK∗xL] ∈ ∂AΓ, hn+1i,K∗,L = −ϕn+1i,K∗,L + λ
un+1i,K∗ + u
n+1
i,L
2
. (III.3)
On remarque que l’égalité (III.3) est exactement la contrepartie discrète de la condition d’interface de P. L.
Lions au niveau continu [Lio90] :
(A(x).∇un+1i ) ·~ni + λun+1i = −(A(x).∇unj ) · ~nj + λunj ,
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où ~ni est orienté de Ωi vers Ωj et ~nj = −~ni. Ceci donne
−(A(x).∇un+1i ) · ~ni = λun+1i − hnj ,
avec hnj = −(A(x).∇unj )·~nj+λunj . En effet, ϕn+1i,K∗,L
(
resp.
un+1i,K∗ + u
n+1
i,L
2
)
est supposé approcher (A(x).∇un+1i )·
~ni
(
resp. un+1i
)
.
Grâce au Théorème II.7, on a le résultat suivant.
Proposition III.3
Pour tout choix de hT i0 , l’algorithme (III.2)-(III.3) définit une unique suite (U
T i
n )n dans R
T i × ΦT iΓ , pour
i = 1, 2.
On souhaite maintenant montrer que cette suite converge vers la solution du schéma DDFV (III.1) sur le
domaine complet Ω.
III.3 Construction préliminaire
La première étape dans l’analyse est de montrer que la solution du schéma DDFV (III.1) sur tout le domaine
Ω peut s’écrire comme la limite possible de la suite (UT in )n, i ∈ {1, 2} obtenue par l’algorithme de Schwarz. Le
résultat de manière précise est le suivant :
Théorème III.4 (Lien avec le schéma DDFV)
Soit uT la solution du schéma DDFV (III.1) sur tout le domaine Ω associé au maillage composite T
construit avec T1 et T2. Pour i ∈ {1, 2}, il existe (uT i , ϕT i , hT i) ∈ RT i × ΦT iΓ × ΦT iΓ tel que, on a
LT iΩi,Γ(uT i , ϕT i , fT i , gT i , hT i) = 0, (III.4)
de plus, {
ui,K = uK, pour K ∈ Mi ∪ ∂Mi,D,
ui,K∗ = uK∗ , pour K∗ ∈ M∗i ∪ ∂M∗i ,
(III.5)
et enfin
N∑
k=1
(
ϕi,K∗k,Lk − ϕi,K∗k+1,Lk
)
= 0. (III.6)
Démonstration : Les équations (III.5) définissent toutes les valeurs de uT i , à part les valeurs sur les
mailles primales dégénérées à l’intérieur de Γ, sur les deux côtés de l’interface. Par conséquent, il reste à définir
les valeurs de ui,D et ϕi,K∗,D pour tout diamant D ∈ D qui intersecte l’interface Γ (voir la Figure III.7).
Etape 1 - Calcul des valeurs de l’interface. On note K ∈ M1 et L ∈ M2 les mailles primales telles que
D ∩ K 6= ∅ et D ∩ L 6= ∅. Un tel diamant s’écrit D = D˜K ∪ D˜L avec D˜K ∈ D1, D˜L ∈ D2. Nous imposons d’abord
l’égalité u1,D = u2,D. Cette valeur commune notée uD est en fait égale à uσ donnée par l’équation (II.3) :
uD =
mσKmσL((
AKmσL +ALmσK
)
.~nσK
) ·~nσK
[
u1,K
(AK.~nσK) · ~nσK
mσK
+ u2,L
(AL.~nσK) · ~nσK
mσL
+
uL∗ − uK∗
mσ
(
(AL −AK) .~nσ∗K∗
) · ~nσK] . (III.7)
Etape 2 - Conséquences sur les flux numériques. La valeur de uD donnée par (III.7) implique, avec
notre choix particulier de AD(∇eD), les égalités suivantes
AD(∇eDuT ) · ~nσK = (AK.∇eDKuT 1) ·~nσK = (AL.∇eDLuT 2) · ~nσK, (III.8)
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u1,D
ϕ1,K∗,D
ϕ2,L∗,D
ϕ1,L∗,D
u2,D
u2,L
ϕ2,K∗,D
u1,K
Ω2
Γ
uK∗
uL∗
Ω1
Fig. III.7 – Notation dans un diamant D intersectant l’interface Γ.
mσ∗AD(∇eDuT ) · ~nσ∗K∗ = mσK(AK.∇eDKuT 1) ·~nσ∗K∗ +mσL(AL.∇eDLuT 2) · ~nσ∗K∗ . (III.9)
Celles-ci proviennent de la propriété (II.2). Donnons maintenant une démonstration détaillée de (III.9). Dans
la Remarque II.4, on a vu que l’on peut écrire AD(∇eDuT ) = AD.∇DuT avec la matrice AD définie par (II.4).
Ainsi en utilisant la Définition II.1 du gradient discret par demi-diamant, on obtient
mσ∗AD(∇eDuT ) · ~nσ∗K∗ −mσK(AK.∇eDKuT 1) · ~nσ∗K∗ −mσL(AL.∇eDLuT 2) ·~nσ∗K∗
=
u2,L − u1,K
2mD
mσ∗mσ(A
D
.~nσK) · ~nσ∗K∗ + (uL∗ − uK∗)
2mD
mσ∗mσ∗(A
D
.~nσ∗K∗) · ~nσ∗K∗
− uD − u1,K
2mDK
mσKmσ(AK.~nσK) ·~nσ∗K∗ −
(uL∗ − uK∗)
2mDK
mσKmσK(AK.~nσ∗K∗) · ~nσ∗K∗
+
uD − u2,L
2mDL
mσLmσ(AL.~nσK) · ~nσ∗K∗ −
(uL∗ − uK∗)
2mDL
mσLmσL(AL.~nσ∗K∗) · ~nσ∗K∗ .
En utilisant la formule (III.7), on peut réorganiser tous les termes comme suit
mσ∗
(
A
D
.∇DuT
)
· ~nσ∗K∗ −mσK
(
AK.∇D1uT 1
)
·~nσ∗K∗ −mσL
(
AL.∇D2uT 2
)
·~nσ∗K∗
= u1,KTK + u2,LTL + (uK∗ − uL∗)T ∗,
avec
TK =
1
sin(αD)
[
(AK.~nσK) · ~nσ∗K∗ − (AD.~nσK) ·~nσ∗K∗
+ ((AL −AK).~nσK) · ~nσ∗K∗mσL
(AK.~nσK) · ~nσK
((AKmσL +ALmσK) .~nσK) ·~nσK
]
,
TL =
1
sin(αD)
[
(A
D
.~nσK) ·~nσ∗K∗ − (AL.~nσK) · ~nσ∗K∗
+ ((AL −AK).~nσK) · ~nσ∗K∗mσK
(AL.~nσK) · ~nσK
((AKmσL +ALmσK) .~nσK) ·~nσK
]
,
et
T ∗ =
1
sin(αD)
[
mσ∗
mσ
(A
D
.~nσ∗K∗) · ~nσ∗K∗ − mσK
mσ
(AK.~nσ∗K∗) ·~nσ∗K∗
− mσL
mσ
(AL.~nσ∗K∗) ·~nσ∗K∗ +
mσKmσL
((
(AL −AK) .~nσ∗K∗
) ·~nσK)2
mσ ((AKmσL +ALmσK) .~nσK) ·~nσK
]
.
Grâce aux valeurs de A
D
définies par (II.4), on a directement que les trois termes TK, TL et T
∗ sont nuls.
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Etape 3 - Calcul des inconnues de flux. Dans la suite, tous les objets mathématiques associés à un
sous-domaine Ωi seront marqués par l’indice i comme suit
• Dik est le ke diamant appartenant à Di,Γ en respectant la numérotation introduite dans la Figure III.6. En
particulier, Dik ⊂ Ωi.
• K∗i,k est la ke maille duale appartenant à ∂M∗i,Γ avec K∗i,k ⊂ Ωi.
On a 2N inconnues ϕi,K∗,L et seulement 2N −1 équations données par (II.13d) et (II.13e), c’est pourquoi on
impose la condition de normalisation (III.6) afin de définir de manière unique les inconnues de flux ϕi,K∗,L. On va
étudier séparément ce qui se passe dans chaque sous-domaine. On a à résoudre le système linéaire correspondant
aux équations (II.13d)-(II.13e) et (III.6) pour le sous-domaine Ω1

d1 d2
d2 d3
. . .
. . .
d2N−1 d2N
1 −1 · · · 1 −1

︸ ︷︷ ︸
=B

ϕ1,K∗1,L1
ϕ1,K∗2,L1
...
ϕ1,K∗N ,LN
ϕ1,K∗N+1,LN

︸ ︷︷ ︸
=Φ1
=

mσ1
(
AD11 .∇D
1
1uT 1
)
·~nσL1
−mK∗1,2fK∗1,2 −
∑
D∈DK∗1,2
mσ∗AD(∇eDuT 1) · ~nσ∗K∗2
...
mσN
(
AD1N .∇D
1
NuT 1
)
· ~nσLN
0

, (III.10)
avec les notations d2k−1 = mK∗
k
,Lk et d2k = mK∗k+1,Lk pour tout k = 1, · · · , N . On voit facilement que le
déterminant de B vaut det(B) = −
(
2N∏
i=1
di
)(
2N∑
j=1
1
dj
)
. Ainsi B est inversible et il existe un unique vecteur Φ1
solution de (III.10).
On s’intéresse maintenant au sous-domaine Ω2. On pose Φ2 = −Φ1 et on a à montrer que Φ2 vérifie le
système suivant sur Ω2 :
BΦ2 =

−mσ1
(
AD21 .∇D
2
1uT 2
)
·~nσL1
−mK∗2,2fK∗2,2 −
∑
D∈DK∗2,2
mσ∗AD(∇eDuT 2) ·~nσ∗K∗2
...
−mσN
(
AD2N .∇D
2
NuT 2
)
· ~nσLN
0

, (III.11)
avec la convention que ~nσLk est la normale unitaire sortante de Ω1 sur σ, pour tout k = 1, · · · , N . En utilisant
le fait que Φ2 = −Φ1 et l’équation (III.10), la dernière équation est directement vérifiée :
N∑
k=1
(
ϕ2,K∗
k
,Lk − ϕ2,K∗k+1,Lk
)
= 0,
et on a également pour tout k = 1, · · · , N
mK∗
k
,Lkϕ2,K∗k,Lk +mK∗k+1,Lkϕ2,K∗k+1,Lk = −mK∗k,Lkϕ1,K∗k,Lk −mK∗k+1,Lkϕ1,K∗k+1,Lk = −mσk
(
AD1
k
.∇D1kuT 1
)
· ~nσLk .
Grâce à la conservativité locale de l’équation (III.8), on obtient pour tout k = 1, · · · , N
mK∗
k
,Lkϕ2,K∗k,Lk +mK∗k+1,Lkϕ2,K∗k+1,Lk = −mσk
(
AD2k .∇D
2
kuT 2
)
· ~nσLk .
Soit k ∈ {2, · · · , N}. D’une part, il existe une unique maille duale K∗k ∈ M∗ telle que on a K∗k = K∗1,k ∪K∗2,k, avec
K∗2,k ∈ M∗2, voir la Figure III.8. En utilisant l’égalité (III.9) et le fait que Φ2 = −Φ1, il vient que
− ∑
D∈DK∗
2,k
mσ∗AD(∇eDuT 2) · ~nσ∗K∗
k
−mK∗
k
,Lkϕ2,K∗k,Lk −mK∗k,Lk−1ϕ2,K∗k,Lk−1
= − ∑
D∈DK∗
k
mσ∗AD(∇eDuT ) · ~nσ∗K∗
k
+
∑
D∈DK∗
1,k
mσ∗AD(∇eDuT 1) · ~nσ∗K∗
k
+mK∗
k
,Lkϕ1,K∗k,Lk +mK∗k,Lk−1ϕ1,K∗k,Lk−1 .
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xK∗
k
K
∗
k
Γ
xK∗
k
Γ
xLk
K
∗
2,k
xLk−1
K
∗
1,k
Ω1 Ω2
Fig. III.8 – Décomposition de K∗k en deux mailles duales des sous-domaines.
D’autre part, la définition de ϕ1,K∗,L implique :
− ∑
D∈DK∗
1,k
mσ∗AD(∇eDuT 1) ·~nσ∗K∗
k
−mK∗
k
,Lkϕ1,K∗k,Lk −mK∗k,Lk−1ϕ1,K∗k,Lk−1 = mK∗1,kfK∗1,k .
Puisque, uT est solution du schéma (III.1) sur le maillage T , on a en particulier l’équation suivante
− ∑
D∈DK∗
k
mσ∗AD(∇eDuT ) ·~nσ∗K∗
k
= mK∗
k
fK∗
k
.
On en déduit que
− ∑
D∈DK∗
2,k
mσ∗AD(∇eDuT 2) · ~nσ∗K∗
k
−mK∗
k
,Lkϕ2,K∗k,Lk −mK∗k,Lk−1ϕ2,K∗k,Lk−1
=mK∗kfK∗k −mK∗1,kfK∗1,k =
∫
K∗
k
f(x) dx −
∫
K∗
1,k
f(x) dx =
∫
K∗
2,k
f(x) dx = mK∗2,kfK∗2,k ,
ceci donne exactement (III.11).
Etape 4 - Conclusion. Il reste à définir hT i , pour i = 1, 2, comme suit :
hi,K∗,L = −ϕi,K∗,L + λui,K
∗ + ui,L
2
. (III.12)
En résumé, on a bien obtenu une solution à
LT iΩi,Γ(uT i , ϕT i , fT i , gT i , hT j ) = 0
pour i = 1, 2, j 6= i et vérifiant de plus la condition (III.6).
III.4 Analyse de la convergence de la méthode itérative
On montre maintenant, comme dans [CHH04] pour le schéma volume fini classique VF4, le résultat important
de cette section, qui est la convergence de la méthode itérative de Schwarz vers la solution du schéma DDFV
(III.1).
Théorème III.5 (Convergence de l’algorithme de Schwarz)
Soit T un maillage DDFV composite associé à Ω. Pour tout hT i0 ∈ ΦT iΓ , i ∈ {1, 2}, la solution (uT in )i=1,2
de l’algorithme (III.2)-(III.3) converge vers la solution uT du schéma DDFV (III.1) sur tout le domaine Ω
quand n tend vers l’infini.
De plus, si on suppose que hT i0 est choisi de sorte que
N∑
k=1
(
h0i,K∗k,Lk − h
0
i,K∗k+1,Lk
)
=
λ
2
(
gK∗1 − gK∗N+1
)
, i = {1, 2}, (III.13)
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alors, les inconnues ϕn+1i,K∗,L données par l’algorithme (III.2)-(III.3) convergent aussi vers les inconnues
ϕTi,K∗,L du schéma (III.4) quand n tend vers l’infini c’est-à-dire que la solution U
n+1 de l’algorithme (III.2)-
(III.3) converge vers la solution UT du schéma (III.4) quand n tend vers l’infini.
Remarque III.6
Une remarque importante est que les valeurs de uT 1n et u
T 2
n correspondant aux mêmes points sur l’interface
Γ peuvent ne pas coïncider, en général, mais elles convergent vers la même valeur donnée par la solution uT
du schéma DDFV (III.1) (voir le Théorème III.4) quand n tend vers l’infini.
Démonstration : Pour i ∈ {1, 2}, on définit l’erreur sur chaque sous-domaine à l’itération n comme suit
eni = u
T
i − uni ∈ EDg , ψni,K∗,L = ϕi,K∗,L − ϕni,K∗,L ∈ ΦT iΓ , h¯ni,K∗,L = hi,K∗,L − hni,K∗,L ∈ ΦT iΓ .
L’erreur vérifie le système suivant : pour i = 1, 2 et j 6= i.
−divK
(
AD(∇eDen+1i )
)
= 0, ∀ K ∈ Mi, (III.14a)
−divK∗
(
AD(∇eDen+1i )
)
= 0, ∀ K∗ ∈ M∗i , (III.14b)
− ∑
D∈DK∗
k
mσ∗AD(∇eDen+1i ) · ~nσ∗K∗k −mK∗k,Lkψn+1i,K∗k,Lk −mK∗k,Lk−1ψ
n+1
i,K∗k,Lk−1
= 0, ∀ k ∈ {2, · · · , N}, (III.14c)
mK∗
k
,Lk
mσ
ψn+1i,K∗k,Lk
+
mK∗
k+1
,Lk
mσ
ψn+1i,K∗k+1,Lk
−AD(∇eDen+1i ) · ~nσLk = 0, ∀ k ∈ {1, · · · , N}, (III.14d)
ψn+1i,K∗k,Lk
+ λγK∗
k
,Lk
(
en+1i
)
= h¯nj,K∗k,Lk ∀ k ∈ {1, · · · , N}, (III.14e)
ψn+1i,K∗k+1,Lk
+ λγK∗k+1,Lk
(
en+1i
)
= h¯nj,K∗
k+1
,Lk ∀ k ∈ {1, · · · , N}, (III.14f)
avec
h¯nj,K∗,L = −ψnj,K∗,L + λγK∗,L
(
enj
) ∀[xK∗xL] ∈ ∂AΓ. (III.15)
Etape 1. On définit In+1i = −[divT (AD(∇eDen+1i )), en+1i ]Ti . Grâce à la relation (II.23), on a :
In+1i = −
λ
4
N∑
k=1
Mσk
(
en+1i,K∗k
− en+1i,K∗k+1
)2
− 1
2
N∑
k=1
Mσk
(
en+1i,K∗k
− en+1i,K∗k+1
)(
h¯nj,K∗k+1,Lk − h¯
n
j,K∗k,Lk
)
,
on rappelle que Mσk =
dK∗
k
,Lk
mK∗
k+1
,Lk
mσk
. L’équation (III.15) et la définition (II.14) de γK∗,L conduisent à
In+1i =−
λ
4
N∑
k=1
Mσk
(
en+1i,K∗k
− en+1i,K∗k+1
)2
− 1
2
N∑
k=1
Mσk
(
−
(
ψnj,K∗
k+1
,Lk − ψnj,K∗k,Lk
))(
en+1i,K∗k
− en+1i,K∗k+1
)
+
λ
4
N∑
k=2
Mσk
(
enj,K∗k+1 − e
n
j,K∗k
)(
en+1i,K∗k+1
− en+1i,K∗k
)
.
(III.16)
Etape 2 . On calcule maintenant In+1i d’une autre manière, en utilisant la formule de Green discrète (Théo-
rème I.10) sur le sous-domaine Ωi :
In+1i = (AD(∇
eDen+1i ),∇Den+1i )Di − (γDi((AD(∇
eDen+1i ))) · ~n, γT (en+1i ))∂Ωi
=
∑
D∈Di
mDAD(∇eDen+1i ) · ∇Den+1i −
∑
D∈Di,Γ
mσγ
D(en+1i )AD(∇
eDen+1i ) ·~nσL.
(III.17)
En combinant (III.16) et (III.17), on obtient
0 =
∑
D∈Di
mDAD(∇eDen+1i ) · ∇Den+1i
− λ
4
N∑
k=2
Mσk
(
enj,K∗k+1 − e
n
j,K∗k
)(
en+1i,K∗k+1
− en+1i,K∗k
)
+
λ
4
N∑
k=1
Mσk
(
en+1i,K∗k
− en+1i,K∗k+1
)2
− 1
2
N∑
k=1
Mσk
(
ψnj,K∗k+1,Lk − ψ
n
j,K∗k,Lk
)(
en+1i,K∗k
− en+1i,K∗k+1
)
︸ ︷︷ ︸
:=B1
− ∑
D∈Di,Γ
mσγ
D(en+1i )AD(∇eDen+1i ) · ~nσL︸ ︷︷ ︸
:=B2
.
(III.18)
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L’équation (III.14d) et la définition (I.10) de l’opérateur trace γT impliquent que le terme B2 s’écrit
B2 =
N∑
k=1
mσk
(
mK∗k,Lk
mσk
γK∗
k
,Lk(e
n+1
i ) +
mK∗k+1,Lk
mσk
γK∗
k+1
,Lk(e
n+1
i )
)(
mK∗k,Lk
mσk
ψn+1i,K∗
k
,Lk
+
mK∗k+1,Lk
mσk
ψn+1i,K∗
k+1
,Lk
)
.
On utilise maintenant (III.14e)-(III.14f) et (III.15) pour trouver que
ψnj,K∗k+1,Lk − ψ
n
j,K∗k,Lk
=
λ
2
(
en+1i,K∗k
− en+1i,K∗k+1
)
+
λ
2
(
enj,K∗k+1 − e
n
j,K∗k
)
+ ψn+1i,K∗k,Lk
− ψn+1i,K∗k+1,Lk ,
dans le terme B1, il vient que B˜ = B1 −B2 s’écrit :
B˜ = −λ
4
N∑
k=1
Mσk
(
en+1i,K∗
k
− en+1i,K∗
k+1
)2
+
λ
4
N∑
k=1
Mσk
(
enj,K∗k − e
n
j,K∗k+1
)(
en+1i,K∗
k
− en+1i,K∗
k+1
)
−1
2
N∑
k=1
Mσk
(
ψn+1i,K∗k,Lk
− ψn+1i,K∗k+1,Lk
)(
en+1i,K∗k
− en+1i,K∗k+1
)
−
N∑
k=1
(
mK∗k,Lk
mσk
γK∗k,Lk(e
n+1
i ) +
mK∗k+1,Lk
mσk
γK∗k+1,Lk(e
n+1
i )
)(
mK∗k,Lkψ
n+1
i,K∗k,Lk
+mK∗k+1,Lkψ
n+1
i,K∗k+1,Lk
)
,
et on obtient facilement
−1
2
N∑
k=1
Mσk
(
ψn+1i,K∗k,Lk
− ψn+1i,K∗k+1,Lk
)(
en+1i,K∗k
− en+1i,K∗k+1
)
−
N∑
k=1
(
mK∗
k
,Lk
mσk
γK∗
k
,Lk(e
n+1
i ) +
mK∗
k+1
,Lk
mσk
γK∗
k+1
,Lk(e
n+1
i )
)(
mK∗
k
,Lkψ
n+1
i,K∗k,Lk
+mK∗
k+1
,Lkψ
n+1
i,K∗k+1,Lk
)
=−
N∑
k=1
(
mK∗k,Lkψ
n+1
i,K∗k,Lk
γK∗k,Lk(e
n+1
i ) +mK∗k+1,Lkψ
n+1
i,K∗k+1,Lk
γK∗k+1,Lk(e
n+1
i )
)
.
On en déduit
B˜ = −λ
4
N∑
k=1
Mσk
(
en+1i,K∗k
− en+1i,K∗k+1
)2
+
λ
4
N∑
k=1
Mσk
(
enj,K∗k − e
n
j,K∗k+1
)(
en+1i,K∗k
− en+1i,K∗k+1
)
−∑Nk=1 (mK∗k,Lkψn+1i,K∗k,LkγK∗k,Lk(en+1i ) +mK∗k+1,Lkψn+1i,K∗k+1,LkγK∗k+1,Lk(en+1i )) .
Ainsi, (III.18) devient
0 =
∑
D∈Di
mDAD(∇eDen+1i ) · ∇Den+1i
+
λ
4
N∑
k=1
Mσk
(
en+1i,K∗k
− en+1i,K∗k+1
)2
− λ
4
N∑
k=2
Mσk
(
enj,K∗k+1 − e
n
j,K∗k
)(
en+1i,K∗k+1
− en+1i,K∗k
)
−λ
4
N∑
k=1
Mσk
(
en+1i,K∗k
− en+1i,K∗k+1
)2
+
λ
4
N∑
k=1
Mσk
(
enj,K∗k − e
n
j,K∗k+1
)(
en+1i,K∗k
− en+1i,K∗k+1
)
−
N∑
k=1
[
mK∗
k
,Lkψ
n+1
i,K∗k,Lk
γK∗
k
,Lk(e
n+1
i ) +mK∗k+1,Lkψ
n+1
i,K∗k+1,Lk
γK∗
k+1
,Lk(e
n+1
i )
]
,
et on observe que la somme du deuxième jusqu’au cinquième terme est nulle, ainsi il reste seulement
0 =
∑
D∈Di
mDAD(∇eDen+1i ) · ∇Den+1i −
N∑
k=1
[
mK∗k,Lkψ
n+1
i,K∗k,Lk
γK∗k,Lk(e
n+1
i ) +mK∗k+1,Lkψ
n+1
i,K∗k+1,Lk
γK∗k+1,Lk(e
n+1
i )
]
.
On fait exactement la même chose sur le sous-domaine Ωj . On ajoute les deux résultats pour obtenir
0 =
∑
D∈Di
mDAD(∇eDen+1i ) · ∇Den+1i +
∑
D∈Dj
mDAD(∇eDen+1j ) · ∇Den+1j
−
N∑
k=1
[
mK∗
k
,Lkψ
n+1
i,K∗k,Lk
γK∗
k
,Lk(e
n+1
i ) +mK∗k+1,Lkψ
n+1
i,K∗k+1,Lk
γK∗
k+1
,Lk(e
n+1
i )
]
−
N∑
k=1
[
mK∗k,Lkψ
n+1
j,K∗k,Lk
γK∗k,Lk(e
n+1
j ) +mK∗k+1,Lkψ
n+1
j,K∗k+1,Lk
γK∗k+1,Lk(e
n+1
j )
]
.
(III.19)
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Etape 3. En utilisant la formule −ab = 14λ
(
(a− λb)2 − (a+ λb)2) , et les équations (III.14e)-(III.14f) et
(III.15), on obtient pour tout k = 1, . . . , N que :
−ψn+1i,K∗k,LkγK∗k,Lk(e
n+1
i )− ψn+1j,K∗k,LkγK∗k,Lk(e
n+1
j )
=
1
4λ
(−ψn+1i,K∗k,Lk + λγK∗k,Lk(en+1i ))2 −
ψn+1i,K∗k,Lk + λγK∗k,Lk(en+1i )︸ ︷︷ ︸
=−ψn
j,K∗
k
,Lk
+λγK∗
k
,Lk
(enj )

2
+
1
4λ
(−ψn+1j,K∗k,Lk + λγK∗k,Lk(en+1j ))2 −
ψn+1j,K∗k,Lk + λγK∗k,Lk(en+1j )︸ ︷︷ ︸
=−ψn
i,K∗
k
,Lk
+λγK∗
k
,Lk
(eni )

2
=
1
4λ
[(
−ψn+1i,K∗k,Lk + λγK∗k,Lk(e
n+1
i )
)2
−
(
−ψni,K∗k,Lk + λγK∗k,Lk(e
n
i )
)2]
+
1
4λ
[(
−ψn+1j,K∗k,Lk + λγK∗k,Lk(e
n+1
j )
)2
−
(
−ψnj,K∗k,Lk + λγK∗k,Lk(e
n
j )
)2]
.
On fait la même chose pour −ψn+1i,K∗k+1,LkγK∗k+1,Lk(e
n+1
i )−ψn+1j,K∗k+1,LkγK∗k+1,Lk(e
n+1
j ) avec (III.14f) et (III.15). Ainsi,
on trouve que (III.19) devient :
0 =
∑
D∈Di
mDAD(∇eDen+1i ) · ∇Den+1i +
∑
D∈Dj
mDAD(∇eDen+1j ) · ∇Den+1j
+
∑
[xK∗ ,xL]∈∂AΓ
mK∗,L
4λ
[(−ψn+1i,K∗,L + λγK∗,L(en+1i ))2 − (−ψni,K∗,L + λγK∗,L(eni ))2]
+
∑
[xK∗ ,xL]∈∂AΓ
mK∗,L
4λ
[(−ψn+1j,K∗,L + λγK∗,L(en+1j ))2 − (−ψnj,K∗,L + λγK∗,L(enj ))2] .
(III.20)
Etape 4. Soit M ∈ N∗, on somme l’égalité (III.20) pour n variant de 1 à M , et on remarque que des
simplifications se produisent dans les termes de l’interface pour les itérations n et n+ 1. Il vient que
M∑
n=1
∑
D∈Di
mDAD(∇eDen+1i ) · ∇Den+1i +
M∑
n=1
∑
D∈Dj
mDAD(∇eDen+1j ) · ∇Den+1j
+
∑
[xK∗ ,xL]∈∂AΓ
mK∗,L
4λ
(−ψM+1i,K∗,L + λγK∗,L(eM+1i ))2 + ∑
[xK∗ ,xL]∈∂AΓ
mK∗,L
4λ
(−ψM+1j,K∗,L + λγK∗,L(eM+1j ))2︸ ︷︷ ︸
≥0
=
∑
[xK∗ ,xL]∈∂AΓ
mK∗,L
4λ
(−ψ1i,K∗,L + λγK∗,L(e1i ))2 + ∑
[xK∗ ,xL]∈∂AΓ
mK∗,L
4λ
(−ψ1j,K∗,L + λγK∗,L(e1j ))2 ,
ceci donne l’existence d’une constante C > 0, indépendante de M , telle que
M∑
n=1
∑
D∈Di
mDAD(∇eDen+1i ) · ∇Den+1i +
M∑
n=1
∑
D∈Dj
mDAD(∇eDen+1j ) · ∇Den+1j ≤ C.
De plus, l’égalité (II.5) implique que
AD(∇eDen+1i ) · ∇Den+1i =
1
mD
∑
D˜∈eDD
mD˜(AD˜.∇eDen+1i ) · ∇eDen+1i .
Grâce à la coercivité de la matrice A et à la Proposition II.6, on obtient
M∑
n=1
||∇Dien+1i ||2Di +
M∑
n=1
||∇Djen+1j ||2Dj ≤ CAC.
On déduit que les deux séries
∑
n≥1
||∇Dien+1i ||2Di et
∑
n≥1
||∇Djen+1j ||2Dj convergent et par conséquent on a que
pour i = 1, 2
||∇Dien+1i ||2Di −→n→+∞ 0.
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Selon l’inégalité de Poincaré discrète (Théorème II.13), on obtient la convergence de en+1i vers 0, pour i = 1, 2,
quand n tend vers ∞.
Etape 5. Sous la condition (III.13), on va montrer maintenant que les erreurs sur les flux de l’interface ψn+1i,K∗,L
convergent vers 0. En utilisant les équations (III.14c)-(III.14d), on a déjà que ∀ k ∈ {1, · · · , N} :
mK∗
k
,Lk
mσ
ψn+1i,K∗k,Lk
+
mK∗k+1,Lk
mσ
ψn+1i,K∗k+1,Lk
= AD(∇eDen+1i ) · ~nσLk −→n→+∞ 0,
et ∀ k ∈ {2, · · · , N}
mK∗
k
,Lkψ
n+1
i,K∗k,Lk
+mK∗
k
,Lk−1ψ
n+1
i,K∗k,Lk−1
= − ∑
D∈DK∗
k
mσ∗AD(∇eDen+1i ) · ~nσ∗K∗k −→n→+∞ 0.
Tout d’abord, on montre par récurrence que pour tout n ≥ 0, on a
N∑
k=1
(
h¯ni,K∗k,Lk − h¯
n
i,K∗k+1,Lk
)
= 0. (III.21)
Pour l’initialisation, on utilise la définition de h¯0i,K∗,L pour obtenir
N∑
k=1
(
h¯0i,K∗k,Lk − h¯
0
i,K∗k+1,Lk
)
=
N∑
k=1
(
hi,K∗
k
,Lk − hi,K∗k+1,Lk
)
−
N∑
k=1
(
h0i,K∗k,Lk − h
0
i,K∗k+1,Lk
)
.
Grâce au choix de hi,K∗,L donné par (III.12), puis à (III.5) et à la condition de Dirichlet sur u
T , on a
N∑
k=1
(
hi,K∗k,Lk − hi,K∗k+1,Lk
)
= −
N∑
k=1
(
ϕi,K∗k,Lk − ϕi,K∗k+1,Lk
)
+
λ
2
N∑
k=1
(
ui,K∗k − ui,K∗k+1
)
= −
N∑
k=1
(
ϕi,K∗k,Lk − ϕi,K∗k+1,Lk
)
+
λ
2
(
gK∗1 − gK∗N+1
)
,
puis, (III.6) donne finalement
N∑
k=1
(
hi,K∗
k
,Lk − hi,K∗k+1,Lk
)
=
λ
2
(
gK∗1 − gK∗N+1
)
.
Ceci implique en utilisant la condition (III.13) que
N∑
k=1
(
h¯0i,K∗k,Lk − h¯
0
i,K∗k+1,Lk
)
= 0. (III.22)
On suppose que l’égalité (III.21) est vraie pour un certain n ≥ 0. En utilisant la définition (III.15) de h¯n+1i,K∗,L et
successivement les équations (III.14e)-(III.14f) puis en+1i ∈ EDg , il vient que
N∑
k=1
(
h¯n+1i,K∗k,Lk
− h¯n+1i,K∗k+1,Lk
)
=
N∑
k=1
(
ψn+1i,K∗k+1,Lk
− ψn+1i,K∗k,Lk
)
+
λ
2
N∑
k=1
(
en+1i,K∗k
− en+1i,K∗k+1
)
=
N∑
k=1
(
h¯nj,K∗k+1,Lk − h¯
n
j,K∗k,Lk
)
︸ ︷︷ ︸
=0 par récurrence
+λ
N∑
k=1
(
en+1i,K∗k
− en+1i,K∗k+1
)
= λ
N∑
k=1
(
en+1i,K∗k
− en+1i,K∗k+1
)
= λen+1i,K∗1
− λen+1i,K∗N+1
= 0.
Par conséquent, on obtient que
N∑
k=1
(
ψn+1i,K∗k+1,Lk
− ψn+1i,K∗k,Lk
)
=
N∑
k=1
(
h¯n+1i,K∗k,Lk
− h¯n+1i,K∗k+1,Lk
)
− λ
2
N∑
k=1
(
en+1i,K∗k
− en+1i,K∗k+1
)
= 0.
En résumé, on a montré que
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
∀ k ∈ {1, · · · , N}, mK∗k,Lkψn+1i,K∗k,Lk +mK∗k+1,Lkψ
n+1
i,K∗k+1,Lk
−→
n→+∞ 0,
∀ k ∈ {2, · · · , N}, mK∗k,Lkψn+1i,K∗k,Lk +mK∗k,Lk−1ψ
n+1
i,K∗k,Lk−1
−→
n→+∞ 0,
N∑
k=1
(
ψn+1i,K∗
k+1
,Lk
− ψn+1i,K∗
k
,Lk
)
= 0,
c’est-à-dire dans une forme plus compacte que
BΨn+1 −→
n→+∞ 0,
où B est la matrice définie dans (III.10). Comme cette matrice B est inversible, on en déduit que
Ψn+1 −→
n→+∞ 0,
et le résultat est montré.
Remarque III.7
Pour chacune des trois prises en compte des conditions aux bords de Fourier, on obtient un algorithme de
Schwarz, on désignera par 1, 2, 3 chacun de ces algorithmes. Comme pour l’algorithme 3, on peut voir que
la solution (un+11 , u
n+1
2 )n des algorithmes 1 et 2 converge vers une limite (u˜
T
1 , u˜
T
2 ), quand n tend vers ∞
sur le maillage fixé et que cette limite vérifie que pour i=1, 2 et j 6= i :
∀D ∈ DΓ, γσ (u˜Ti ) = γσ
(
u˜Tj
)
, − (∇Du˜Ti ,~nσKi) = −
(∇Du˜Tj ,~nσKj) .
Mais attention, à la limite on n’a pas forcément u˜Ti qui vaut u˜
T
j sur l’interface Γ pour les algorithmes 1 et 2
(voir la Section III.5.4).
III.5 Résultats numériques
On illustre dans cette section les propriétés de convergence de l’algorithme de Schwarz presenté ci-dessus sur
plusieurs cas tests en utilisant le maillage dual direct. On montre également comment la convergence dépend
du paramètre des conditions de Fourier λ.
Pour chaque cas test, on donne l’expression du tenseur de diffusion A et la solution exacte u desquelles on
déduit le terme source f = −div(A∇u) et les conditions aux bords utilisés dans les calculs numériques.
III.5.1 Remarques sur l’initialisation de l’algorithme
Dans toutes les simulations numériques suivantes, on choisit la valeur initiale pour uTi suivante :
u0i = 0, ∀ i ∈ {1, 2},
et on prend la valeur initiale pour la condition de Fourier égale à hT i0 telle que
N∑
k=1
(
h0i,K∗k,Lk − h
0
i,K∗k+1,Lk
)
=
λ
2
(
gK∗1 − gK∗N+1
)
, ∀ i ∈ {1, 2}.
On peut prendre par exemple pour chaque i ∈ {1, 2}, h0i,K∗1,L1 =
λ
2
(
gK∗1 − gK∗N+1
)
, et h0i,K∗k,Lk
= 0, ∀2 ≤ k ≤ N ,
et h0i,K∗k+1,Lk
= 0, ∀1 ≤ k ≤ N . Le Théorème III.5 implique que ce choix conduit aussi à la convergence des
inconnues de flux ϕni,K∗,L.
III.5.2 Présentation des domaines et des maillages utilisés
Dans la suite, Ω sera un domaine décomposé en sous-domaines rectangulaires Ω =
N∪
k=1
Ωk, avec N égal à 2, 3
ou 4.
Les Figures III.9, III.10, III.11, III.12 et III.13 montrent le maillage grossierMeshk1 d’une famille de maillages
raffinés (Meshkm)m qu’on utilisera par la suite. Plus précisément, Mesh
k
m est obtenu à partir de Mesh
k
m−1 en
divisant en deux toutes les arêtes du maillage, ceci implique que chaque maille primale est divisée en quatre.
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Γ
Ω2Ω1
(0,0)
Γ
Ω2Ω1
Fig. III.9 – Le domaine Ω = [−1, 1]× [0, 1] est divisé en 2 sous-domaines. (A gauche) Mesh11. (A droite) Mesh21.
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Fig. III.10 – Le domaine Ω = [0, 1]2 est divisé en 4 sous-domaines. (A gauche) Mesh31. (A droite) Mesh
4
1.
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(0,0)
Ω2 Ω3
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Fig. III.11 – Le domaine en forme de L : Ω = [−0.5, 0.5]2\[0, 0.5]2 est divisé en 3 sous-domaines. Mesh51.
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Γ
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Γ1 Γ2
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Ω1 Ω2 Ω3
Fig. III.12 – Le domaine Ω = [−1, 2]× [0, 1]. (A gauche) Ω est divisé en 2 sous-domaines Mesh61. (A droite) Ω
est divisé en 3 sous-domaines Mesh71.
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Fig. III.13 – Le domaine Ω = [−1, 1]× [0, 1]. (A gauche) Ω est divisé en 2 sous-domaines Mesh81. (A droite) Ω
est divisé en 4 sous-domaines Mesh91.
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III.5.3 Convergence de l’algorithme de Schwarz utilisé comme solveur
On commence par illustrer la convergence de l’algorithme de Schwarz sur plusieurs cas simples.
• Cas 1 : Condition aux bord de type Dirichlet homogène :
u(x, y) = sin(πx) sin(πy) sin(π(x + y)),
et
A(x, y) =
(
1.5 0.5
0.5 1.5
)
si x < 0, et A(x, y) =
(
1.5 0.5
0.5 1
)
si x > 0.
• Cas 2 : Condition aux bord de type Dirichlet non homogène :
u(x, y) = cos(2.5πx) cos(2.5πy),
et
A(x, y) =
(
1.5 0.5
0.5 1.5
)
si x < 0, et A(x, y) =
(
1.5 0.5
0.5 1
)
si x > 0.
Afin d’illustrer la convergence de l’algorithme de Schwarz, on décide que le critére d’arrêt de l’algorithme est
||uT in − uT i ||2
||uT i ||2 < 10
−7.
On observe pour le cas 1 (resp. le cas 2) sur les maillages Mesh15 et Mesh
2
5, (voir la Figure III.14), que presque
103 itérations sont nécessaires pour atteindre la convergence.
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Fig. III.14 – Evolution de E1 =
||uT in − uT i ||2
||uT i ||2 et E2 =
||uT in − u||2
||u||2 en fonction du nombre d’itérations. (A
gauche) Cas 1. (A droite) Cas 2.
Puisque uT in converge vers u
T i quand n tend vers∞, pour i = 1, 2, on s’attend à ce que l’erreur ||u
T i
n − u||2
||u||2
soit du même ordre que
||uT i − u||2
||u||2 , pour des valeurs de n assez grandes. Ainsi, un critére d’arrêt naturel de
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l’algorithme peut être le suivant
||uT in − uT i ||2
||uT i ||2 < η
||uT i − u||2
||u||2 , (III.23)
pour un certain η < 1. Malheureusement, en pratique u est inconnue a priori, cependant on sait que l’erreur du
schéma DDFV se comporte comme hα avec α = 1 en général et α = 2 pour des maillages rectangles. Donc, on
peut utiliser, en pratique, le critère d’arrêt suivant
||uT in − uT i ||2
||uT i ||2 < ηh
α,
avec η = 0.1 par exemple.
Etudions le nombre d’itérations nécessaires pour atteindre la condition (III.23) dans les cas suivants proposés
dans le Benchmark on Discretization Schemes for Anisotropic Diffusion Problems on General Grids élaboré pour
la conférence FVCA5 [HH08b].
• Cas 3 : Anisotropie légère :
u(x, y) = sin((1− x)(1 − y)) + (1− x)3(1 − y)2, A =
(
1.5 0.5
0.5 1.5
)
.
• Cas 4 : Anisotropie hétérogéne en rotation :
u(x, y) = sin(πx) sin(πy), A(x, y) =
1
x2 + y2
(
10−3x2 + y2 (10−3 − 1)xy
(10−3 − 1)xy x2 + 10−3y2
)
.
Le Tableau III.1 donne le nombre d’itérations nbit nécessaires pour réaliser (III.23).
Cas 3 - Mesh35 - λ = 160 nbit = 99
Cas 4 - Mesh45 - λ = 205 nbit = 134
Tab. III.1 – Le nombre d’itérations nbit nécessaires pour réaliser (III.23) pour les cas 3 et 4.
Le cas 5 illustre le comportement de l’algorithme de Schwarz quand u 6∈ H2(Ω). L’ordre 1 de l’estimation
d’erreur pour le schéma DDFV donné par le Théorème II.12 n’est plus valable. Pourtant, on sait que le schéma
converge (voir [ABH07]).
• Cas 5 : Diffusion isotrope constante sur le domaine en forme de L, u 6∈ H2(Ω) :
u(x, y) = u(r, θ) = r
2
3 sin
(
2
3
(
θ +
π
2
))
, A =
(
1 0
0 1
)
.
Le Tableau III.2 donne le nombre d’itérations nbit nécessaires pour réaliser (III.23). Ce nombre est du même
ordre de grandeur que ceux du Tableau III.1. Ainsi, on ne remarque pas d’influence de la régularité ici.
Cas 5 - Mesh55 - λ = 800 nbit = 139
Tab. III.2 – Le nombre d’itérations nbit nécessaires pour réaliser (III.23) pour le cas 5.
III.5.4 Remarque sur les autres prises en compte des conditions de Fourier pos-
sibles
Comme on l’a vu dans la Remarque III.7, on a trois algorithmes de Schwarz différents désignés par 1, 2, 3 qui
convergent et on note leur limite (u˜T1 , u˜
T
2 ), où u˜
T
i désigne les valeurs dans le sous-domaine i. On a vu pour les trois
algorithmes que γσ (u˜
T
1 ) = γσ (u˜
T
2 ) pour tout Dσ,σ∗ ∈ DΓ (on rappelle que γσ(uT ) = dK∗,L(uK∗+uL)+dL∗,L(uL∗+uL)2mσ ,
pour tout σ = [xK∗ , xL∗ ] ∈ ∂MΓ). Ainsi si on a u˜T1,K∗ = u˜T2,K∗ pour tout xK∗ ∈ Γ et u˜T1,K = u˜T2,K pour tout xK ∈ Γ
alors leur limite (u˜T1 , u˜
T
2 ) est la solution u
T du schéma DDFV (III.1) sur tout le domaine. On a montré dans le
Théorème III.5 que la limite de l’algorithme 3 est la solution uT du schéma DDFV (III.1) sur tout le domaine.
On va mettre en évidence le fait que ce n’est pas forcément le cas pour les algorithmes 1 et 2. Pour cela, on
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Algorithme 1 Algorithme 2
‖γσ (u˜T1 − u˜T2 ) ‖∞ 0 0
‖u˜T1,K∗ − u˜T2,K∗‖∞ 8.11e− 2 0.23
‖u˜T1,K − u˜T2,K‖∞ 9.87e− 2 0.34
Tab. III.3 – Comparaison de la limite (u˜T1 , u˜
T
2 ) et de u
T .
montre dans le Tableau III.3 la norme infinie de γσ pour tout σ ⊂ Γ, notée ‖γσ (u˜T1 − u˜T2 ) ‖∞, la norme infinie
de u˜T1,K∗ − u˜T2,K∗ pour tout xK∗ ∈ Γ, notée ‖u˜T1,K∗ − u˜T2,K∗‖∞, et la norme infinie de u˜T1,K− u˜T2,K pour tout xK ∈ Γ,
notée ‖u˜T1,K − u˜T2,K‖∞,
Le Tableau III.3 est réalisé avec le cas 1, un terme anisotrope qui vaut Id et λ = 5 sur le maillage Mesh15.
On a bien que γσ (u˜
T
1 ) = γσ (u˜
T
2 ) pour tout Dσ,σ∗ ∈ DΓ. Mais dans ce cas, u˜Ti est différent de u˜Tj sur l’interface
Γ pour les algorithmes 1 et 2. En conséquence pour ce cas test, la limite des algorithmes 1 et 2 n’est pas la
solution uT du schéma DDFV (III.1) sur tout le domaine.
III.5.5 Influence de la forme du domaine de décomposition
On compare l’algorithme pour différentes décompositions du même domaine Ω = [−1, 2] × [0, 1] (voir la
Figure III.12) et pour le même cas test correspondant à une localisation spatiale du terme source.
• Cas 6 : Diffusion anisotrope. Le terme source est donné par
f(x, y) =
{
− 1000 sin(2.5π(x− 1.3)) si 1.3 < x < 1.8,
0 sinon,
et le tenseur de diffusion par
A(x, y) =
(
1.5 0.5
0.5 1.5
)
si x < 0 ou x > 1, et A(x, y) =
(
1.5 0.5
0.5 1
)
sinon.
La solution exacte est donnée par
u(x, y) =

x si − 1 < x < 1.3,
x+
1000
1.5
(
x− 1.3
2.5π
− 1
(2.5π)2
sin(2.5π(x− 1.3))
)
si 1.3 < x < 1.8,
x+
1000
1.5
(
1
5π
− 1
(2.5π)2
sin(5π)
)
si 1.8 < x < 2.
La Figure III.15 représente l’erreur |uT11 − uT | sur le maillage primal (resp. maillage dual) pour λ = 250. Le
maximum ||uTn − uT ||∞ pour la décomposition en 2 sous-domaines (Mesh65) sur le maillage primal (resp. dual)
diminue de 1.07 (resp. 0.4) à 0.31 (resp. 0.12) après 10 itérations. Pour la décomposition en 3 sous-domaines
(Mesh75) ||uTn − uT ||∞ sur la maillage primal (resp. dual) diminue de 1.1 (resp. 1.08) à 0.8 (resp. 0.62) après
10 itérations. Remarquons que le maillage composite T est le même pour les deux décompositions étudiées. Il
semble que, pour un terme source localisé, la décomposition en 2 sous-domaines soit plus précise (à n fixé, ceci
est assez naturel).
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Mesh65 - Maillage primal - ||uTn − uT ||∞ = 0.311 Mesh75 - Maillage primal - ||uTn − uT ||∞ = 0.798
Mesh65 - Maillage dual - ||uTn − uT ||∞ = 0.118 Mesh75 - Maillage dual - ||uTn − uT ||∞ = 0.62
Fig. III.15 – Graphe de |uTn − uT |. Cas 6, λ = 250, itération n = 11. (A gauche) Décomposition en 2
sous-domaines Ω = Ω1 ∪ Ω2. (A droite) Décomposition en 3 sous-domaines Ω = Ω1 ∪ Ω2 ∪ Ω3.
III.5.6 Influence du paramètre des conditions de Fourier λ
Jusqu’à maintenant, la valeur de λ > 0 était fixée, mais on sait que le choix de λ influence généralement
le nombre d’itérations nécessaires pour atteindre la convergence de l’algorithme (voir [AJNM02]). On illustre
ce comportement dans la Figure III.16. Le choix optimal pour λ, comme le montre la Figure III.16, semble
augmenter avec le nombre d’inconnues.
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Fig. III.16 – Le nombre d’itérations en fonction de la valeur de λ pour le cas 2.
Plus précisément, le Tableau III.4 donne la valeur optimale de λ en fonction du pas de maillage pour le
cas 2 sur le Mesh2. Puisque le pas du maillage h est divisé par 2 à chaque niveau de raffinement, on observe
que, dans ce cas, λopt semble se comporter comme
1
h , ceci diffère du λopt de [Dub07, Gan06] qui semble se
comporter comme 1√
h
. Cette différence vient peut-être de la présence des inconnues de flux ϕT in+1. Une étude
plus approfondie est en cours.
Mesh23 Mesh
2
4 Mesh
2
5
λopt 94 164 333
Tab. III.4 – La valeur optimale de λ en fonction du pas de maillage h pour le cas 2.
On considère encore le cas 6 avec deux différentes décompositions de Ω avec le paramètre η = 0.01 dans
le critère d’arrêt (III.23). Pour notre terme source particulier, on observe dans la Figure III.17 que pour une
décomposition en 2 sous-domaines on a besoin de moins de 20 itérations pour atteindre (III.23) pour tout λ,
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0.1 ≤ λ ≤ 400, alors que pour la décomposition en 3 sous-domaines on a besoin d’au moins 60 itérations (atteint
pour λ autour de 225). Le Tableau III.5 résume le nombre d’itérations nbit nécessaires pour atteindre (III.23)
avec η = 0.01 pour la valeur optimale de λ. Donc, dans ce cas, la décomposition en 2 sous-domaines est plus
efficace que celle en 3 sous-domaines.
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Fig. III.17 – Cas 6 - Le nombre d’itérations nécessaires en fonction de λ pour les deux maillages Mesh65 et
Mesh75.
2 sous-domaines λopt = 20 nbit = 2
3 sous-domaines λopt = 250 nbit = 59
Tab. III.5 – Le nombre d’itérations nbit nécessaires pour atteindre (III.23) pour le cas 6.
En fait, ce comportement n’est pas toujours observé, et on donne maintenant un exemple où si l’augmentation
du nombre de sous-domaines dans la décomposition de Ω améliore la performance du solveur. On considère
encore le cas 1 avec deux décompositions différentes de Ω en 2 et 4 sous-domaines c’est-à-dire avec les maillages
Mesh8j et Mesh
9
j (voir la Figure III.13) pour différents niveaux de raffinement (j = 3 ou j = 5). Pour le maillage
grossier (j = 3), la partie gauche de la Figure III.18 montre que les performances du solveur pour les deux
décompositions sont équivalentes. Pourtant, pour le maillage plus fin (j = 5), la partie droite de la même Figure
III.18 montre que la décomposition en 4 sous-domaines a besoin de moins de 36 itérations pour atteindre (III.23)
pour tout 10 ≤ λ ≤ 300, alors que la décomposition en 2 sous-domaines a besoin d’au moins de 135 itérations
(obtenu pour λ autour de 150).
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Fig. III.18 – Cas 1 - Le nombre d’itérations nécessaires en fonction de λ pour les deux familles de maillages
Mesh8j et Mesh
9
j . (A gauche) pour j = 3. (A droite) pour j = 5.
En conclusion, pour ce cas test, plus le nombre de sous-domaines est grand plus la performance du solveur
est importante.
III.6 Application au préconditionnement du gradient conjugué
La méthode de Schwarz sans recouvrement étudiée ici a été tout d’abord utilisée comme un solveur itératif
pour notre schéma DDFV (III.1). Pourtant, on observe dans la section précédente que la performance n’est pas
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toujours très bonne, du moins si on ne choisit pas la valeur optimale du paramètre des conditions de Fourier
associée à la situation (cela dépend de l’anisotropie, de l’hétérogénéité du problème, mais aussi du maillage
lui-même et des sous-domaines considérés). Comme la valeur du paramètre optimal n’est pas toujours connue
précisément, on peut également tirer profit de la méthode de décomposition de domaine en la considérant comme
un préconditionneur.
En effet, à la fois l’efficacité et la robustesse des techniques itératives peuvent être améliorées par l’utilisation
de préconditionnement. Cela consiste simplement à résoudre un système linéaire qui admet la même solution
que celle d’origine. Afin d’accélérer les méthodes itératives, ce nouveau système linéaire est choisi pour avoir
un bien meilleur conditionnement. On réfère à [Saa03] pour les techniques standard de préconditionnement. En
particulier, les méthodes de Schwarz sans recouvrement peuvent être vues comme des solveurs de Jacobi par
blocs, et on sait qu’un faible nombre d’itérations de l’algorithme de décomposition de domaine peut être un
préconditionneur efficace pour les méthodes de gradient conjugué.
On propose dans cette section quelques illustrations en évaluant le nombre d’itérations nécessaires pour
atteindre la convergence de la méthode de gradient conjugué. On étudie en particulier comment la méthode
de gradient conjugué dépend du nombre n d’itérations de l’algorithme de Schwarz comme préconditionneur à
chaque itération du CG. Le nombre d’itérations n = 0 signifie que le préconditionneur n’est pas utilisé. Le cas
test utilisé est décrit ci-dessus et les résulats sont donnés dans la Figure III.19.
• Cas 7 : Anisotropie constante :
u(x, y) = 16y(1− y)(1 − x2), et A(x, y) = Id.
On observe que pour une valeur raisonnable de n (ici, n = 3), le nombre d’itérations de CG nécessaires augmente
vraiment lentement avec la taille du système linéaire à résoudre. Donc, notre méthode de Schwarz semble être
un préconditionneur satisfaisant pour résoudre notre schéma DDFV (III.1).
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Fig. III.19 – Le nombre d’itérations en fonction du nombres d’inconnues.
Comme indiqué dans la Section III.5.6, la valeur du paramètre des conditions de Fourier λ a une influence sur
la performance de l’algorithme de Schwarz et il semble qu’il existe un choix optimal de cette valeur. On souhaite
voir maintenant s’il existe aussi un choix optimal de la valeur de λ quand la méthode de Schwarz est utilisée
comme un préconditionneur. A cette fin, on considère les résultats obtenus pour le cas 7. La valeur optimale de λ
pour un algorithme, utilisé comme un solveur itératif, est autour de 115 (voir la Figure III.20(a)) pour atteindre
une erreur de 10−8. La Figure III.20(b) montre le nombre d’itérations du gradient conjugué préconditionné avec
2 itérations de l’algorithme de Schwarz nécessaire pour atteindre la même précision en fonction de λ. On observe
que l’influence de λ n’est pas si claire que pour l’algorithme de Schwarz utilisé comme solveur itératif mais il
semble que la valeur optimale de λ soit autour de 3 (voir le zoom dans la Figure III.20(c)).
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(a) Algorithme de Schwarz.
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(b) Méthode du gradient conjugué.
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(c) Zoom λ ∈ [0, 10].
Fig. III.20 – Le nombre d’itérations pour atteindre une erreur de 10−8 en fonction de λ. Cas 7.
III.7 Conclusions et perspectives
Dans ce chapitre, on a présenté un algorithme de Schwarz sans recouvrement associé à une décomposition de
domaines pour résoudre le schéma DDFV (III.1). L’algorithme de Schwarz que nous avons obtenu converge vers
la solution du schéma DDFV (III.1) sur tout le domaine. Les propriétés de cet algorithme sont illustrées par
des résultats numériques pour des équations elliptiques anisotropes. On illustre en particulier l’existence d’une
valeur du paramètre des conditions de Fourier unique pour laquelle la convergence est plus rapide. Néanmoins,
on observe comme d’habitude que les performances d’une telle méthode utilisée comme un solveur direct ne sont
pas très bonnes alors qu’il y a un réel intérêt pratique à utiliser quelques itérations de cet algorithme comme
préconditionneur de la méthode de gradient conjugué.
Les conditions de transmission étudiées ici sont de type Fourier. Dans un travail en cours, on propose d’amé-
liorer ces conditions en considérant des conditions d’ordre 2 optimisées, appelées Ventcell dans la littérature.
L’une des premières difficultés est de généraliser au cadre DDFV les conditions d’ordre 2 aux conditions de
diffusion anisotrope.
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97
Partie 2
Discrétisation DDFV des problèmes de
Stokes 2D
99
Chapitre IV
Introduction des méthodes DDFV pour
Stokes
On va maintenant s’intéresser à l’approximation des solutions du problème de Stokes stationnaire par les
méthodes DDFV. Ce problème à fait l’objet de plusieurs études on référe par exemple à [EHL06, Del07, DE09,
BdVGLM09, BdVL10]. La méthode DDFV pour le problème de Stokes conduit à des inconnues décalés, c’est-
à-dire localisées en des points différents. Le schéma décalé le plus célébre est le schéma MAC (Marker and Cell)
[HW65] qui est limité à des maillages rectangulaires.
Dans ce chapitre1, on commence par introduire les espaces d’approximation et les projections discrètes. On
définit ensuite les opérateurs discrets dans le cadre vectoriel. On montre que le gradient discret DDFV (voir
Définition IV.1) et la divergence discrète (voir Définition IV.4) sont toujours en dualité (voir Théorème IV.9). La
dernière section est consacrée aux principaux résultats sur les opérateurs discrets DDFV dans le cadre vectoriel,
qui sont pour la plupart des généralisations de ceux montrés dans le Chapitre I, et qui seront utilisés dans toute
cette deuxième partie.
IV.1 Localisation des inconnues et définition des projections sur les
maillages
La méthode DDFV pour le problème de Stokes va mettre en jeu des inconnues décalées. On associe à chaque
maille primale K ∈ M ∪ ∂M une inconnue uK ∈ R2 en vitesse, à chaque maille duale K∗ ∈ M∗ ∪ ∂M∗ une
inconnue uK∗ ∈ R2 en vitesse et à chaque diamant D ∈ D une inconnue pD ∈ R en pression. Ces inconnues sont
rassemblées dans les familles :
uT =
(
(uK)K∈(M∪∂M) , (uK∗)K∗∈(M∗∪∂M∗)
)
∈ (R2)T et pD = ((pD)
D∈D
) ∈ RD. (IV.1)
On définit maintenant les projections moyennes discrètes, pour toute fonction v dans (H1(Ω))2, une sur le
bord comme suit
P
∂Ω
m v =
((
1
mBK
∫
BK
v(x)dx
)
K∈∂M
,
(
1
mBK∗
∫
BK∗
v(x)dx
)
K∗∈∂M∗
)
, (IV.2)
et une autre à l’intérieur :
P
M
mv =
((
1
mK
∫
K
v(x)dx
)
K∈M
)
, PM
∗
m v =
((
1
mK∗
∫
K∗
v(x)dx
)
K∗∈M∗
)
. (IV.3)
1Un aide mémoire rassemblant les notations de ce chapitre est disponible page 243.
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Finalement, on les regroupe de la manière suivante :
P
T
mv =
(
P
M
mv,P
M
∗
m v,P
∂Ω
m v
)
, ∀ v ∈ (H1(Ω))2. (IV.4)
On introduit également une projection centrée sur le maillage T :
P
T
c v = ((v(xK))K∈(M∪∂M), (v(xK∗))K∗∈(M∗∪∂M∗)), ∀ v ∈ (H2(Ω))2, (IV.5)
une projection moyenne sur le maillage diamant D
P
D
mq =
((
1
mD
∫
D
q(x)dx
)
D∈D
)
, ∀ q ∈ H1(Ω), (IV.6)
et une projection moyenne sur les quarts de diamant Q
P
Q
mq =
((
1
mQ
∫
Q
q(x)dx
)
Q∈Q
)
, ∀ q ∈ H1(Ω). (IV.7)
On spécifie deux sous espaces discrets de
(
R2
)T
utilisés pour prendre en compte les conditions aux bords de
Dirichlet
E0 =
{
vT ∈ (R2)T tel que vK = 0, ∀K ∈ ∂M et vK∗ = 0, ∀K∗ ∈ ∂M∗} ,
Eg =
{
vT ∈ (R2)T tel que vK = (P∂Ωm g)K, ∀K ∈ ∂M et vK∗ = (P∂Ωm g)K∗ , ∀K∗ ∈ ∂M∗} . (IV.8)
On définit également la projection Pm,g sur l’espace Eg :
Pm,g :
(
R2
)T −→ Eg
uT 7−→ ((uK)K∈M, (P∂Ωm g)K∈∂M, (uK∗)K∗∈M∗ , (P∂Ωm g)K∗∈∂M∗),
(IV.9)
et une projection P∂Mg faible :
P∂Mg :
(
R2
)T −→ (R2)T
uT 7−→ ((uK)K∈M, (gσ)σ∈∂M, (uK∗)K∗∈M∗∪∂M∗), (IV.10)
avec gσ =
1
mσ
∫
σ
g(x)dx.
IV.2 Définitions des opérateurs discrets
Dans cette section, on définit les opérateurs discrets qui sont nécessaires pour écrire et analyser le schéma
DDFV. On commence par le gradient discret d’un champ de vecteurs.
Définition IV.1 (Gradient discret)
Le gradient discret d’un champ de vecteurs de
(
R2
)T
est défini de la manière suivante : ∇D : uT ∈ (R2)T 7→
(∇DuT )D∈D ∈ (M2(R))D, avec pour D ∈ D :
∇DuT = 1
sin(αD)
[
uL − uK
mσ∗
⊗ ~nσK + uL∗ − uK∗
mσ
⊗ ~nσ∗K∗
]
,
où ⊗ représente le produit tensoriel. Il peut aussi s’écrire de la manière suivante :
∇DuT = 1
2mD
[mσ(uL − uK)⊗ ~nσK +mσ∗(uL∗ − uK∗)⊗ ~nσ∗K∗ ] .
Remarque IV.2
Il peut être également vu comme le gradient discret de ses composantes en utilisant le gradient discret d’un
champ scalaire de RT (Définition I.7) :
∇DuT = ∇D
(
uT1
uT2
)
=
(
t∇DuT1
t∇DuT2
)
, ∀D ∈ D.
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Remarque IV.3
Pour tout uT ∈ (R2)T , la propriété ∇DuT = 0 implique l’existence de deux constantes c0 ∈ R2 et c1 ∈ R2
telles que :
∀ K ∈ (M ∪ ∂M), uK = c0,
∀ K∗ ∈ (M∗ ∪ ∂M∗), uK∗ = c1.
Si de plus uT ∈ E0 alors, on en déduit c0 = c1 = 0 et finalement uT = 0.
Définition IV.4 (Divergence discrète)
L’opérateur de divergence discrète d’un champ de tenseurs discrets de (M2(R))D est défini de la manière
suivante : divT : ξD ∈(M2(R))D 7→ divT ξD ∈
(
R2
)T
. Soit ξD = (ξD)D∈D ∈ (M2(R))D, on pose
divT ξD =
(
divMξD,div∂MξD,divM
∗
ξD,div∂M
∗
ξD
)
,
où divMξD =
(
divKξD
)
K∈M, div
∂MξD = 0, divM
∗
=
(
divK
∗
ξD
)
K∗∈M∗ et div
∂M∗ =
(
divK
∗
ξD
)
K∗∈∂M∗
avec :
divKξD =
1
mK
∑
Dσ,σ∗∈DK
mσξ
D.~nσK, ∀K ∈ M,
divK
∗
ξD =
1
mK∗
∑
Dσ,σ∗∈DK∗
mσ∗ξ
D.~nσ∗K∗ , ∀K∗ ∈ M∗,
divK
∗
ξD =
1
mK∗
( ∑
Dσ,σ∗∈DK∗
mσ∗ξ
D.~nσ∗K∗ +
∑
Dσ,σ∗∈DK∗∩Dext
dK∗,Lξ
D.~nσK
)
, ∀K∗ ∈ ∂M∗.
Grâce au gradient discret on peut définir un tenseur des taux de déformation et une divergence discrète d’un
champ de vecteurs de
(
R2
)T
.
Définition IV.5
Le tenseur des taux de déformation d’un champ de vecteurs de
(
R2
)T
est défini de la manière suivante :
DD : uT ∈ (R2)T 7→ (DDuT )D∈D ∈ (M2(R))D, avec
DDuT =
∇DuT + t (∇DuT )
2
, ∀D ∈ D.
Définition IV.6
La divergence discrète d’un champ de vecteurs de
(
R2
)T
est définie de la manière suivante : divD : uT ∈(
R2
)T 7→ (divDuT )D∈D ∈ RD, avec
divDuT = Tr(∇DuT ), ∀D ∈ D.
Remarque IV.7
On remarque que pour tout D ∈ D, divDuT peut s’exprimer de la manière suivante :
divDuT =
1
2mD
[mσ(uL − uK) · ~nσK +mσ∗(uL∗ − uK∗) · ~nσ∗K∗ ] , ∀ uT ∈
(
R
2
)T
,
et
divDuT =
1
mD
∑
s=[xK,xK∗ ]∈ED
ms
uK∗ + uK
2
·~nsD, ∀ uT ∈ E0. (IV.11)
La relation IV.11 est la version discrète de
∫
D
div(u)(z)dz =
∫
∂D
u(s) ·~nDds, pour toute fonction u régulière.
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IV.3 Définitions des produits scalaires et normes associées
Dans la suite, ‖ · ‖2 représente la norme L2 classique quand on considère une fonction scalaire ou vectorielle
et la norme de Frobenius quand on considère une fonction matricielle :
|||ξ|||2F = (ξ : ξ) , ∀ξ ∈M2(R),
|||ξ|||22 =
∫
Ω
|||ξ(x)|||2Fdx, ∀ξ ∈ L2(Ω,M2(R)),
où (ξ : ξ˜) =
∑
1≤i,j≤2
ξi,j ξ˜i,j = Tr(
tξξ˜), ∀ξ, ξ˜ ∈ M2(R).
Remarque IV.8
La norme matricielle ||| · |||F vérifie la propriété suivante∣∣∣∣∣∣∣∣∣∣∣∣A+ tA2
∣∣∣∣∣∣∣∣∣∣∣∣
F
≤ |||A|||F , ∀A ∈M2(R).
On définit ensuite les opérateurs de trace sur
(
R2
)T
et
(
R2
)D
. Soit γT : uT ∈ (R2)T 7→ γT (uT ) =
(γσ(u
T ))σ∈∂M ∈ (R2)∂M, tel que :
γσ(u
T ) =
dK∗,L(uK∗ + uL) + dL∗,L(uL∗ + uL)
2mσ
, ∀ σ = [xK∗ , xL∗ ] ∈ ∂M. (IV.12)
Cet opérateur nous permettra d’imposer les conditions de Dirichlet au sens faible. Le second opérateur est noté
γD : φD ∈ (R2)D 7→ (φD)D∈Dext ∈ (R2)Dext , c’est uniquement l’opérateur de restriction sur Dext. On définit
maintenant les produits scalaires sur les espaces d’approximation :
JvT ,uT KT =
1
2
( ∑
K∈M
mKuK · vK +
∑
K∗∈M∗∪∂M∗
mK∗uK∗· vK∗
)
, ∀uT ,vT∈(R2)T,
(φD,vT )∂Ω =
∑
Dσ,σ∗∈Dext
mσφ
D · vσ, ∀ φD ∈ (R2)Dext ,vT ∈ (R2)∂M,
(ξD : φD)D =
∑
D∈D
mD(ξ
D : φD), ∀ξD, φD ∈ (M2(R))D,
(pD, qD)D =
∑
D∈D
mDp
DqD, ∀pD, qD ∈ RD,
(IV.13)
et les normes correspondantes :
‖uT ‖2 = JuT ,uT K
1
2
T , ∀uT ∈
(
R
2
)T
,
|||ξD|||2 = (ξD : ξD)
1
2
D
, ∀ξD ∈ (M2(R))D,
‖pD‖2 = (pD, pD)
1
2
D
, ∀pD ∈ RD.
(IV.14)
IV.4 Relation de dualité : Formule de Green
On a vu dans le Théorème I.10 que les opérateurs gradient discret d’un champ scalaire de RT et divergence
discrète d’un champ vectoriel de
(
R2
)D
sont en dualité. On souhaite généraliser cette formule de Green discrète
pour les champs de
(
R2
)T
et de (M2(R))D. Cette nouvelle formule de Green discrète est déduite du Théorème
I.10 en travaillant composante par composante.
Théorème IV.9 (Formule de Green discrète)
Pour tout ξD ∈ (M2(R))D, uT ∈
(
R2
)T
, on a
JdivT ξD,uT KT = −(ξD : ∇DuT )D + (γD(ξD).~n,γT (uT ))∂Ω,
où ~n est la normale unitaire sortante du domaine.
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Démonstration : Soit ξD ∈ (M2(R))D avec ξD =
(
tξD1
tξD2
)
, ξD1 , ξ
D
2 ∈ R2, et uT =
(
uT1
uT2
)
∈ (R2)T . Par
définition de (· : ·)D, on a
(ξD : ∇DuT )D =
∑
D∈D
mDξ
D
1 · ∇DuT1 +
∑
D∈D
mDξ
D
2 · ∇DuT2 .
On applique la formule de Green discrète (Théorème I.10) à chaque composante de la vitesse
(ξD : ∇DuT )D =− [divT ξD1 , uT1 ]T +
∑
Dσ,σ∗∈Dext
mσ(ξ
D
1 ·~nσK)γσ(uT1 )
− [divT ξD2 , uT2 ]T +
∑
Dσ,σ∗∈Dext
mσ(ξ
D
2 ·~nσK)γσ(uT2 ).
De plus, comme (ξD.~nσK) · γσ(uT ) = (ξD1 · ~nσK)γσ(uT1 ) + (ξD2 · ~nσK)γσ(uT2 ) pour tout D ∈ Dext, on obtient∑
Dσ,σ∗∈Dext
mσ(ξ
D
1 · ~nσK)γσ(uT1 ) +
∑
Dσ,σ∗∈Dext
mσ(ξ
D
2 ·~nσK)γσ(uT2 ) = (γD(ξD).~n,γT (uT ))∂Ω.
Le produit scalaire J·, ·KT et la Définition IV.4 de la divergence impliquent
2JdivT ξD,uT KT =
∑
K∈M
∑
Dσ,σ∗∈DK
mσuK · (ξD.~nσK) +
∑
K∗∈M∗∪∂M∗
∑
Dσ,σ∗∈DK∗
mσ∗uK∗ · (ξD.~nσ∗K∗).
On conclut en utilisant comme précédemment que uK · (ξD.~nσK) = (ξD1 · ~nσK)u1,K + (ξD2 · ~nσK)u2,K et uK∗ ·
(ξD.~nσ∗K∗) = (ξ
D
1 · ~nσ∗K∗)u1,K∗ + (ξD2 ·~nσ∗K∗)u2,K∗ pour tout D ∈ Dext, ainsi
JdivT ξD,uT KT = [divT ξD1 , u
T
1 ]T + [div
T ξD2 , u
T
2 ]T ,
ceci finit la démonstration.
IV.5 Stabilisation de type Brezzi-Pitkäranta
Finalement, un opérateur du second ordre discret est nécessaire pour définir le terme de stabilisation dans
le problème de Stokes, comme on le verra par la suite. Cet opérateur pénalise les oscillations de la pression.
Définition IV.10
On définit un opérateur du second ordre discret, noté ∆D : pD ∈ RD 7→ ∆DpD ∈ RD, comme suit :
∆DpD =
1
mD
∑
s=D|D′∈ED
d2D + d
2
D′
d2D
(pD
′ − pD), ∀ D ∈ D.
Remarque IV.11
On rappelle que ED ne contient que les côtés intérieurs des diamants. En effet, on ne considère jamais
s ⊂ ∂Ω. Ceci revient à dire que l’on a imposé une condition de Neumann homogène sur le bord ∂Ω directement
dans l’opérateur ∆D.
De plus, il faut remarquer que cet opérateur n’est pas une approximation consistante de l’opérateur de
Laplace. Ceci n’est pas nécessaire. En fait, une approximation consistante est basée sur une formule de flux à
deux points qui nécessite un maillage diamant vérifiant la condition d’orthogonalité comme c’est le cas pour des
maillages admissibles [EGH00], ceci n’a pas de raison d’être vérifié pour le maillage diamant D obtenu à partir
de M.
Relativement à cet opérateur, on définit une semi-norme dépendant du maillage | · |h sur RD par :
|pD|2h =
∑
s=D|D′∈S
(d2D + d
2
D′)(p
D
′ − pD)2, ∀pD ∈ RD. (IV.15)
On peut voir cette semi-norme |p|h comme la version discrète de size(T )|∇p|2.
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Remarque IV.12
En réorganisant la somme sur les côtés s ∈ S des diamants, on a pour tout pD ∈ RD
−(d2D∆DpD, pD)D =
∑
D∈D
pD
∑
s=D|D′∈ED
(d2D + d
2
D′)(p
D − pD′)
=
∑
s=D|D′∈S
(d2D + d
2
D′)(p
D
′ − pD)2
= |pD|2h.
Le lemme suivant est un lemme de Sobolev inverse, c’est-à-dire que la semi-norme discrète | · |h, définie par
(IV.15), est bornée par la norme L2 ‖ · ‖2.
Lemme IV.13
Soit T un maillage DDFV associé à Ω. Il existe une constante C2 > 0, dépendant uniquement de reg(T ),
telle que pour tout pD ∈ RD, on a
|pD|h ≤ C2‖pD‖2.
Démonstration : La définition (IV.15) de la semi-norme discrète | · |h et l’inégalité de Young impliquent
|pD|2h ≤ 2
∑
s=D|D′∈S
(d2D + d
2
D′)((p
D
′
)2 + (pD)2).
En réorganisant la somme sur les diamants, on obtient
|pD|2h ≤ 2
∑
D∈D
mD(p
D)2
(
1
mD
∑
s=D|D′∈ED
(d2D + d
2
D′)
)
.
On conclut en utilisant la relation (I.1) et le fait qu’un diamant a au plus quatre voisins.
IV.6 Propriétés des opérateurs discrets
Maintenant on donne plusieurs résultats sur les opérateurs discrets et sur les projections de fonctions sur
le maillage. On montre seulement les résultats qui ne peuvent pas se déduire immédiatement de leurs versions
scalaires, énoncées dans le Chapitre I, en travaillant composante par composante.
Lemme IV.14 ([Dro06, Lemme 8.1])
Pour d = 2, 3. Soit K un ouvert non vide polygonal convexe de Rd tel que, pour un certain α > 0, il existe
une boule de rayon αdiam(K) contenue dans K. Soit E un hyperplan affine de Rd et σ un ouvert non vide
de E contenu dans ∂K ∩E. Alors il existe une constante C > 0, dépendant uniquement de α, telle que pour
tout v ∈ (H1(K))d :∣∣∣∣ 1mσ
∫
σ
v(s)ds
∣∣∣∣2 ≤ Cdiam(K)mσ
∫
K
|||∇v(s)|||2Fds+
C
diam(K)mσ
∫
K
|v(s)|2ds.
Théorème IV.15 (Inégalité de Poincaré discrète. Version vectorielle du Théorème I.11)
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement du diamètre
de Ω et de reg(T ), telle que ∀ uT ∈ E0 :
‖uT ‖2 ≤ C|||∇DuT |||2.
Les propriétés suivantes pour la projection centrée, définie par (IV.5), seront utilisées par la suite dans
l’estimation d’erreur de notre schéma.
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Lemme IV.16 (Version vectorielle du Lemme I.14)
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction v dans (H2(Ω))2, on a
|||∇v −∇DPTc v|||2 ≤ Csize(T )|||∇v|||H1 .
Corollaire IV.17 (Version vectorielle du Corollaire I.15)
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction v dans (H2(Ω))2, on a
|||∇DPTc v|||2 ≤ C|||∇v|||H1 .
Corollaire IV.18
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction v dans (H2(Ω))2 qui vérifie div v = 0, on a
‖divDPTc v‖2 ≤ Csize(T )|||∇v|||H1 .
Démonstration : Soit v ∈ (H2(Ω))2 qui vérifie div v = 0. Soit D ∈ D ; en utilisant le fait que divD(PTc v) =
Tr(∇DPTc v) et div v = Tr(∇v) = 0, on a
divD(PTc v) = Tr(∇DPTc v −∇v(x)), ∀ x ∈ D.
Le Lemme IV.16 donne
‖divD(PTc v)‖2 ≤ |||∇DPTc v −∇v|||2 ≤ Csize(T )|||∇v|||H1 .
Ensuite on donne les propriétés suivantes pour la projection moyenne, définie par (IV.4).
Lemme IV.19 (Version vectorielle du Lemme I.17)
Soit T un maillage DDFV associé à Ω. Il existe une constante C3 > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction v ∈ (H1(Ω))2, on a
|||∇DPTmv|||2 ≤ C3 et ‖v − PTmv‖2 ≤ C3size(T )|||∇v|||2 .
On a aussi besoin d’évaluer la contribution de l’erreur des deux différentes projections PTc v, Pm,gP
T
c v,
définies par (IV.5) et (IV.9), avec g = γ(v). En fait la différence entre la projection PTc et Pm,gP
T
c se situe sur
le bord primal ∂M et sur le bord dual ∂M∗.
Lemme IV.20 (Version vectorielle du Lemme I.16)
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction v dans (H2(Ω))2, dont la trace est notée g = γ(v), on a
|||∇DPTc v −∇DPm,gPTc v|||2 ≤ Csize(T )‖v‖H2 .
On a aussi besoin d’évaluer la contribution de l’erreur des deux différentes projections PTc v, P
∂M
g P
T
c v,
définies par (IV.5) et (IV.10), avec g = γ(v). En fait la différence entre la projection PTc et P
∂M
g P
T
c se situe
uniquement sur le bord primal ∂M. On peut refaire la même démonstration que pour le Lemme IV.20 car
l’argument principal est que (P∂Ωm g)K vaut
1
mBK
∫
BK
g(x)dx avec xK le milieu de K pour K ∈ ∂M. Et maintenant
on travaille avec gσ =
1
mσ
∫
σ
g(s)ds et xσ le milieu de σ, on a donc bien le résultat suivant :
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Lemme IV.21
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction v dans (H2(Ω))2, dont la trace est notée g = γ(v), on a
|||∇DPTc v −∇DP∂Mg PTc v|||2 ≤ Csize(T )‖v‖H2 .
Lemme IV.22 (Version vectorielle du Lemme I.18)
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction v ∈ (H2(Ω))2, on a
‖v − PTc v‖2 ≤ Csize(T )|||∇v|||H1 et ‖v −Pm,gPTc v‖2 ≤ Csize(T )|||∇v|||H1 ,
où g = γ(v).
Puis on montre les propriétés suivantes pour la projection moyenne sur les diamants, définie par (IV.6). On
rappelle que l’ensemble S ne contient que les côtés s des diamants tels que s ⊂ Ω.
Lemme IV.23
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction p dans H1(Ω), on a∑
s=D|D′∈S
(PD
′
m p− PDmp)2 ≤ C‖∇p‖22.
Démonstration : Soit p ∈ H1(Ω). On note pour simplifier pD = PDmp pour tout D ∈ D et ps =
1
ms
∫
s
p(y)dy,
pour tous les côtés intérieurs des diamants s ∈ S. On ajoute 0 = ps − ps et on utilise l’inégalité de Young :∑
s=D|D′∈S
(pD
′ − pD)2 ≤ 2 ∑
s=D|D′∈S
∣∣∣pD′ − ps∣∣∣2 + 2 ∑
s=D|D′∈S
|pD − ps|2 . (IV.16)
Le Lemme I.12, appliqué à un diamant D et à un de ses côtés s, conduit à
|pD − ps|2 ≤ C d
3
D
msmD
∫
D
|∇p(z)|2dz.
Comme
d3D
msmD
≤ C(reg(T )), (voir la relation (I.1)), on obtient
|pD − ps|2 ≤ C
∫
D
|∇p(z)|2dz. (IV.17)
En substituant (IV.17) dans (IV.16), il vient que∑
s=D|D′∈S
(pD
′ − pD)2 ≤ C ∑
s=D|D′∈S
(∫
D
|∇p(z)|2dz +
∫
D′
|∇p(z)|2dz
)
.
Comme un diamant possède au plus quatre diamants voisins, on en déduit le résultat∑
s=D|D′∈S
(pD
′ − pD)2 ≤ 4C ∑
D∈D
∫
D
|∇p(z)|2dz = 4C
∫
Ω
|∇p(z)|2dz.
Proposition IV.24
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction p dans H1(Ω), on a
‖PDmp− p‖2 ≤ Csize(T )‖∇p‖2.
IV.6. Propriétés des opérateurs discrets 107
Démonstration : Soit D ∈ D. Comme dans la démonstration précédente, on note pour simplifier pD = PDmp
pour tout D ∈ D. On applique l’inégalité de Jensen∫
D
|pD − p(x)|2dx ≤ 1
mD
∫
D
∫
D
|p(z)− p(x)|2dzdx.
Soit s ∈ ED, on ajoute 0 = 1
ms
∫
s
p(y)dy − 1
ms
∫
s
p(y)dy et on utilise l’inégalité de Young et de Jensen :
∫
D
|pD − p(x)|2dx ≤ 4
ms
∫
D
∫
s
|p(z)− p(y)|2 dydz.
On applique le Lemme I.12 à un diamant D et à un de ses côtés s
1
ms
∫
D
∫
s
|p(y)− p(x)|2 dydx ≤ C d
3
D
ms
∫
D
|∇p(z)|2dz.
La relation (I.1) donne que dDms ≤ C. Finalement, on obtient∫
D
|pD − p(x)|2dx ≤ size(T )2C
∫
D
|∇p(z)|2dz,
ceci conclut la démonstration.
Le résultat suivant est très important dans les démonstrations de stabilité des schémas DDFV étudiés
dans la suite. Il faut remarquer que l’on utilise les ensembles S et ED qui ne contiennent que les côtés s des
diamants tels que s ⊂ Ω (voir la Remarque IV.11). Les côtés des diamants situés sur ∂Ω n’interviennent pas
dans la démonstration du fait que les fonctions considérées sont dans (H10 (Ω))
2. Ce résultat est une forme de
consistance faible de l’opérateur de divergence discrète [EHL06].
Proposition IV.25
Soit T un maillage DDFV associé à Ω. Il existe une constante C4 > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction v dans (H10 (Ω))
2 et tout pD ∈ RD, on a
∑
D∈D
∫
D
pD (divD(vT )− div(v)) dz ≤ C4|pD|h‖v‖H1 ,
où vT = PTmv est la projection moyenne de v, définie par (IV.4), sur le maillage T .
Démonstration : En utilisant l’égalité (IV.11) et la formule de Green, on a pour tout D ∈ D :∫
D
(divD(vT )− div(v(z))) dz = ∑
s=[xK,xK∗ ]∈ED
ms
1
ms
∫
s
(
vK + vK∗
2
− v(z)
)
· ~nsDdz.
Cette formule est vraie car v est nulle sur ∂Ω et que l’ensemble ED ne contient que les côtés s intérieurs des
diamants, c’est-à-dire s ⊂ Ω (voir la Remarque IV.11). On note Rsdiv(v) =
1
ms
∫
s
(
vK + vK∗
2
− v(z)
)
dz. Tout
d’abord, on multiplie par pD et puis on somme sur les diamants D ∈ D∑
D∈D
∫
D
pD (divD(vT )− div(v(z))) dz = ∑
D∈D
pD
∑
s∈ED
msR
s
div(v) · ~nsD.
On réorganise la somme sur les côtés des diamants s ∈ S pour obtenir∑
D∈D
∫
D
pD (divD(vT )− div(v(z))) dz = ∑
s=D|D′∈S
msR
s
div(v) · ~nsD(pD − pD
′
).
L’inégalité de Cauchy-Schwarz et la semi-norme |.|h (IV.15) impliquent que
∑
D∈D
∫
D
pD (divD(vT )− div(v(z))) dz ≤ |pD|h
( ∑
s=D|D′∈S
m2s
d2D + d
2
D′
|Rsdiv(v)|2
) 1
2
.
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Pour conclure il reste à montrer que( ∑
s=D|D′∈S
m2s
d2D + d
2
D′
|Rsdiv(v)|2
) 1
2
≤ C‖v‖H1 .
On note v =
(
v1
v2
)
et vs :=
1
ms
∫
s
v(y)dy, pour tout s ∈ S. Pour montrer le résultat on travaille composante
par composante. Soit i = 1, 2. Comme s ∈ S, on peut écrire s = [xK, xK∗ ] ⊂ K par exemple, on applique le
Lemme I.12 à une maille primale K et à un côté s
∣∣viK − vis∣∣2 = ∣∣∣∣ 1msmK
∫
K
∫
s
(vi(z)− vi(x))dzdx
∣∣∣∣2 ≤ C (diam(K̂))3msmK
∫
bK
|∇vi(z)|2dz.
Grâce à la relation (I.1), on a
m2s(diam(K̂))3
msmK(d2D + d
2
D′
)
≤ C. Il vient que
m2s
d2D + d
2
D′
∣∣viK − vis∣∣2 ≤ C ∫
bK
|∇vi(z)|2dz.
On en déduit que
m2s
d2D + d
2
D′
|Rsdiv(vi)|2 ≤
m2s
d2D + d
2
D′
∣∣viK − vis∣∣2 + m2sd2D + d2D′ ∣∣viK∗ − vis∣∣2 ≤ C
∫
bK∪cK∗
|∇vi(z)|2dz.
Ainsi, on obtient pour i = 1, 2
∑
s=D|D′∈S
m2s
d2D + d
2
D′
|Rsdiv(vi)|2 ≤ C
∫
Ω
|∇vi(z)|2dz.
En sommant sur i, on montre le résultat souhaité.
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Chapitre V
Le problème de Stokes standard
Dans ce chapitre1, on commence par s’intéresser au problème de Stokes avec une viscosité constante qu’on
prendra égale à 1, le problème est donc le suivant :
Trouver u : Ω→ R2 une vitesse et p : Ω→ R une pression telles que
−∆u+∇p = f , dans Ω,
div(u) = 0, dans Ω,
u = g, sur ∂Ω,
∫
Ω
p(x)dx = 0.
(V.1)
Comme on l’a vu dans l’Introduction, on a choisi de stabiliser l’équation du bilan de masse, afin d’obtenir
un schéma bien posé pour des maillages généraux. On présente un schéma DDFV stabilisé correspondant au
problème (V.1), puis on montre qu’il est bien posé pour des maillages généraux (voir Théorème V.2). En effet, si
les termes de stabilisation sont nuls le schéma DDFV est bien posé pour des familles de maillages particulières.
Pour obtenir ce résultat, on a besoin d’intègrer le bilan de quantité de mouvement sur les mailles primales
intérieures et toutes les mailles duales intérieures et du bord. C’est pour cette raison que l’on utilise dans ce
chapitre des conditions de Dirichlet faibles, c’est-à-dire uniquement sur ∂M.
On obtient ensuite une première estimation d’erreur (voir Théorème V.4) qui ne donne que de l’ordre 0.5
en norme L2 pour le gradient de vitesse uniquement. On n’a pas d’estimation sur la norme L2 de la vitesse
car les conditions au bord sont imposées de manière faible, et donc on ne peut pas appliquer une inégalité de
Poincaré. Pour obtenir de l’ordre 1 pour le gradient de vitesse et la pression, il suffit d’utiliser correctement
la stabilisation de type Brezzi-Pitkäranta, c’est l’objet du Théorème V.13 qui est le résultat principal de ce
chapitre. En effet, dans la Section V.3.4, on montre la stabilité du schéma DDFV, ceci nous permet d’obtenir
de l’ordre 1 en norme L2 pour le gradient de vitesse et pour la pression. Notez que l’on n’a pas de résultat sur
la norme L2 de la vitesse, toujours à cause des conditions au bord imposées sur ∂M. Cette restriction sera levée
au chapitre suivant dans un cadre plus général en modifiant la façon de prendre en compte les conditions au
bord dans le schéma.
V.1 Principe du schéma DDFV stabilisé (S-DDFV) pour le problème
de Stokes standard
Le principe pour obtenir un schéma DDFV stabilisé correspondant au problème (V.1) est le suivant. On
approche la vitesse sur les centres et les sommets du maillage primal et la pression sur le maillage diamant. On
intègre le bilan de quantité de mouvement du problème (V.1) sur le maillage primal et dual T . L’équation de
conservation de la masse est directement approchée sur le maillage diamant D en rajoutant un terme de stabi-
lisation proportionnel à la pression et un autre correspondant à une approximation volumes finis de l’opérateur
1Un aide mémoire rassemblant les notations de ce chapitre est disponible page 243.
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de Laplace (voir Définition IV.10), inspiré par la méthode de Brezzi-Pitkäranta, bien connue en éléments finis
[BP84]. On impose la condition de Dirichlet au sens faible sur ∂M. Finalement l’intégrale de la pression doit
être nulle et on doit également imposer que l’intégrale sur les mailles primales de la vitesse doit être égale à
l’intégrale sur les mailles duales de la vitesse. Ceci vient de la condition de Dirichlet faible. Le schéma DDFV
stabilisé, appelé S-DDFV, pour le problème (V.1) s’écrit alors :
Trouver uT ∈ (R2)T et pD ∈ RD tels que,
divT (−∇DuT + pDId) = fT ,
divD(uT ) + µ size(T )pD − λd2D∆DpD = 0,
γT (uT ) = g∂M,∑
K∈M
mKuK −
∑
K∗∈M∗∪∂M∗
mK∗uK∗ = 0,∑
D∈D
mDp
D = 0,
(V.2)
avec µ, λ ≥ 0 donnés. On a pour les termes sources fT = (fM, 0, fM∗ , f∂M∗) avec fM = (fK)K∈M, fM∗ =
(fK∗)K∗∈M∗ et f
∂M∗ = (fK∗)K∗∈∂M∗ où :
fK =
1
mK
∫
K
f(x)dx et fK∗ =
1
mK∗
∫
K∗
f(x)dx, (V.3)
et pour la condition de Dirichlet g∂M = (gσ)σ∈∂M avec :
gσ =
1
mσ
∫
σ
g(x)dx. (V.4)
Etude préliminaire du schéma S-DDFV (V.2) :
Les équations sur le bilan de quantité de mouvement sur T ne sont pas linéairement indépendantes, il
faut donc rajouter la relation
∑
K∈M
mKuK −
∑
K∗∈M∗∪∂M∗
mK∗uK∗ = 0. En effet, si on pose ψ
T ∈ (R2)T telle que
∀ K ∈ (M∪∂M),ψK = ~e1 :=
(
1
0
)
et ∀ K∗ ∈ (M∗∪∂M∗),ψK∗ = ~0, ceci impose ∇DψT = 0 et γT (ψ) =
t(
1
2
, 0
)
.
On a
• d’une part, grâce au schéma S-DDFV (V.2)
2JdivT (−∇DuT + pDId),ψT KT =
∑
K∈M
mKfK ·~e1,
puis la définition du terme source (V.3) implique
2JdivT (−∇DuT + pDId),ψT KT =
∫
Ω
f(x) ·~e1dx.
• D’autre part, la formule de Green (Théorème IV.9) donne
2JdivT (−∇DuT + pDId),ψT KT =2(∇DuT : ∇Dψ)D − 2(γD(∇DuT ).~n,γT (ψ))∂Ω
− 2(pD,Tr∇Dψ)D + 2(γD(pDId).~n,γT (ψ))∂Ω.
Le choix de ψT mène à
2JdivT (−∇DuT + pDId),ψT KT =
∑
D∈Dext
mσ
(
(−∇DuT + pDId).~nσK
) ·~e1.
En résumé, on arrive à la relation :∑
D∈Dext
mσ
(
(−∇DuT + pDId).~nσK
) ·~e1 = ∫
Ω
f(x) ·~e1dx.
On peut refaire exactement le même calcul en utilisant : ψT ∈ (R2)T telle que ∀ K ∈ (M∪∂M),ψK = ~e2 := (01
)
et ∀ K∗ ∈ (M∗ ∪ ∂M∗),ψK∗ = ~0, ceci impose ∇DψT = 0 et γT (ψ) =
t(
0,
1
2
)
. On a alors le résultat suivant :
∑
D∈Dext
mσ
(
(−∇DuT + pDId).~nσK
) ·~e2 = ∫
Ω
f(x) ·~e2dx.
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On obtient donc ∑
D∈Dext
mσ(−∇DuT + pDId).~nσK =
∫
Ω
f(x)dx.
En refaisant la même chose en utilisant ψT ∈ (R2)T telle que ∀ K ∈ (M ∪ ∂M),ψK = ~0 et ∀ K∗ ∈ (M∗ ∪
∂M∗),ψK∗ = ~e1, ceci impose γ
T (ψ) =
t(
1
2
, 0
)
et∇DψT = 0, puis ψT ∈ (R2)T telle que ∀ K ∈ (M∪∂M),ψK =
~0 et ∀ K∗ ∈ (M∗∪∂M∗),ψK∗ = ~e2, ceci impose γT (ψ) =
t(
0,
1
2
)
et ∇DψT = 0, on obtient finalement le même
résultat : ∑
D∈Dext
mσ(−∇DuT + pDId).~nσK =
∫
Ω
f(x)dx.
Ainsi les équations sur le bilan de quantité de mouvement sur T ne sont pas linéairement indépendantes. De
plus, au niveau continu, on a la condition de compatibilité (9). La même relation est encore vérifiée au niveau
discret. En effet, même avec le terme de stabilisation, on a
(divD(uT )− λd2D∆DpD, 1)D = (divDuT , 1)D = (∇DuT : Id)D.
La formule de Green (Théorème IV.9) implique
(divD(uT )− λd2D∆DpD, 1)D = (γD(Id).~n,γT (uT ))∂Ω.
Grâce à la condition de Dirichlet, on obtient la condition suivante∑
Dσ,σ∗∈Dext
mσgσ · ~nσK = 0.
On déduit une relation entre l’équation de la conservation de la masse et la condition aux bords de Dirichlet.
On rajoute la version discrète de
∫
Ω
p(x)dx = 0, c’est-à-dire
∑
D∈D
mDp
D = 0 afin d’avoir unicité de la pression.
Remarque V.1
Il faut noter qu’avec notre choix de fT donné par (V.3) et de g∂M donné par (V.4), on a toujours
∑
K∈M
mKfK =
∑
K∗∈M∗∪∂M∗
mK∗fK∗ et
∑
Dσ,σ∗∈Dext
mσgσ · ~nσK =
∫
∂Ω
g · ~n = 0,
car on suppose que g vérifie la condition de compatibilité (9).
On va étudier plus précisément trois schémas particuliers en fonction des valeurs de λ ≥ 0 et µ ≥ 0 :
– µ = 0, λ = 0, schéma non stabilisé (US) : il semble être le plus naturel pour approcher le problème. Ce
schéma non-stabilisé est étudié dans [Del07].
– µ = 0, λ > 0, schéma (BPS) : c’est un schéma stabilisé de type Brezzi-Pitkäranta.
– µ > 0, λ = 0, schéma (PS) : cela correspond au schéma stabilisé par un terme d’ordre 0 en pression de
[BEH05].
V.2 Existence et unicité de la solution du schéma S-DDFV
Schéma non-stabilisé : Nous savons montrer que le schéma (US) (λ = µ = 0) est bien posé (voir [Del07])
mais seulement pour les familles de maillages décrites ci-dessous. On dit qu’un maillage DDFV T satisfait la
condition (HM) : {
Si T est un maillage avec des triangles conformes et des angles aigus,
ou si T est un maillage avec des rectangles non-conformes. (HM)
Schéma stabilisé : Le schéma stabilisé S-DDFV (V.2) avec λ + µ > 0 est bien posé pour tout maillage
DDFV.
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Théorème V.2
Soient λ, µ ≥ 0 et T un maillage DDFV. Si λ = µ = 0, on suppose de plus que T vérifie (HM). Alors, le
schéma S-DDFV (V.2) posséde une unique solution (uT , pD) ∈ (R2)T × RD.
Démonstration : Si λ = µ = 0, on référe à [Del07] pour la démonstration. On ne considère ici que le cas
λ + µ > 0. On note N la dimension de
(
R2
)T × RD. Le schéma (V.2) peut s’écrire avec qD = 0 et α = β = 0
comme suit 
Trouver uT ∈ (R2)T et pD ∈ RD tels que,
divT (−∇DuT + pDId) = fT ,
divD(uT ) + µ size(T )pD − λd2D∆DpD = qD,
γT (uT ) = g∂M,∑
K∈M
mKuK −
∑
K∗∈M∗∪∂M∗
mK∗uK∗ = α,∑
D∈D
mDp
D = β,
C’est un système linéaire : Av = b avec une matrice rectangle A ∈ MN+2,N(R), v ∈ RN et le second membre
b =
t
(fT , qD,g∂M, α, β) ∈ RN+2. Soit X l’ensemble suivant
X =
{
(fT , qD,g∂M, α, β)′ ∈ RN+2, ∑
K∈M
mKfK =
∑
K∗∈M∗∪∂M∗
mK∗fK∗ et
∑
Dσ,σ∗∈Dext
mσgσ · ~nσK =
∑
D∈D
mDq
D.
}
,
la dimension de X vaut N . On a que
t
(fT , 0,g∂M, 0, 0) appartient à X , (voir la Remarque V.1). Grâce à l’étude
préliminaire du schéma S-DDFV, on a que ImA ⊂ X . Si on montre que la matrice A est injective, on conclut
que dim ImA = N et ainsi ImA = X . Etudions donc le noyau de la matrice A. Soit uT ∈ (R2)T et pD ∈ RD
tels que : 
divT (−∇DuT + pDId) = 0,
divD(uT ) + µ size(T )pD − λd2D∆DpD = 0,
γT (uT ) = 0,∑
K∈M
mKuK −
∑
K∗∈M∗∪∂M∗
mK∗uK∗ = 0,∑
D∈D
mDp
D = 0.
On en déduit que
JdivT (−∇DuT + pDId),uT KT = 0.
En utilisant la formule de Green discrète (Théorème IV.9) et le fait que divDuT = Tr∇DuT = (Id : ∇DuT ) et
que γT (uT ) = 0, on obtient
JdivT (−∇DuT + pDId),uT KT =
(∇DuT : ∇DuT )
D
− (divDuT , pD)D.
De plus, l’équation de la conservation de la masse et la Remarque IV.12 donne :
−(divDuT , pD)D = µ size(T )‖pD‖22 − λ(d2D∆DpD, pD)D = µ size(T )‖pD‖22 + λ|pD|2h,
où |.|h est la semi-norme introduite dans (IV.15). Il vient que :
0 = JdivT (−∇DuT + pDId),uT KT = |||∇DuT |||22 + µ size(T )‖pD‖22 + λ|pD|2h.
Ceci implique que si µ > 0 on a ‖pD‖22 = 0 donc pD = 0 et sinon on a forcément λ > 0, d’où |pD|2h = 0, ceci
donne que pD est constant. Comme pD vérifie
∑
D∈D
mDp
D = 0 on a également pD = 0. On a également que
|||∇DuT |||22 = 0, d’où ∇DuT = 0. La Remarque IV.3 implique l’existence deux constantes c0 ∈ R2 et c1 ∈ R2
telles que :
∀ K ∈ (M ∪ ∂M), uK = c0,
∀ K∗ ∈ (M∗ ∪ ∂M∗), uK∗ = c1.
Or γT (uT ) = 0, donc c0 + c1 = 0. De plus, comme on a imposé
∑
K∈M
mKuK −
∑
K∗∈M∗∪∂M∗
mK∗uK∗ = 0, il vient
que c0 = c1. Ainsi on a c0 = c1 = 0, d’où u
T = 0.
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V.3 Estimations d’erreur pour le schéma S-DDFV
V.3.1 Première estimation
On commence par donner la forme bilinéaire associée au schéma S-DDFV (V.2).
Définition V.3
On définit la forme bilinéaire associée au schéma S-DDFV (V.2) pour tout (uT , pD), (u˜T , p˜D) ∈ (R2)T ×RD
par :
B(uT , pD; u˜T , p˜D) = JdivT (−∇DuT + pDId), u˜T KT + (divD(uT ) + µ size(T )pD − λd2D∆DpD, p˜D)D,
avec µ ≥ 0 et λ ≥ 0.
On va maintenant reformuler une première estimation d’erreur d’ordre 0.5 en norme L2 pour le gradient de
vitesse. Notez qu’on n’obtient pas d’estimations en norme L2 pour la vitesse. Cela est dû aux conditions aux
bords qui ne sont imposées que de manière faible, c’est-à-dire uniquement sur ∂M. On ne suppose pas ici que
λ > 0. On peut en effet dans ce cas là obtenir des meilleures estimations (voir section V.3.5).
Théorème V.4
On suppose que la solution (u, p) du problème de Stokes (V.1) appartient à (H2(Ω))2×H1(Ω). On suppose
que µ > 0. Soit (uT , pD) ∈ (R2)T ×RD la solution du schéma S-DDFV (V.2). Alors il existe une constante
C > 0 dépendant uniquement de reg(T ), µ, ‖u‖H2 et ‖p‖H1 , telle que
|||∇u−∇DuT |||2 ≤ Csize(T ) 12 .
Eléments de démonstration : On pose eT = (P∂Mg P
T
c u) − uT ∈
(
R2
)T
l’erreur pour le champ de vitesse
et eD = PDmp− pD ∈ RD l’erreur pour le champ de pression. On rappelle que g = γ(u). Grâce à (V.2) et (V.1),
on a ∀K ∈ M 
divK(−∇DuT + pDId) = fK,
− 1
mK
∫
K
div(∇u(x))dx + 1
mK
∫
K
∇p(x)dx = fK.
Ainsi, on en déduit
mKdiv
K(−∇DeT + eDId) = mKdivK(−∇DP∂Mg PTc u+ PDmpId) +
∫
K
div(∇u(x))dx −
∫
K
∇p(x)dx.
La Définition IV.4 de la divergence discrète et la formule de Green impliquent
mKdiv
K(−∇DeT + eDId) = ∑
D∈DK
∫
σ
(∇u(s)−∇DP∂Mg PTc u).~nσKds+
∑
D∈DK
∫
σ
(PDmp− p(s))~nσKds. (V.5)
De la même manière, on obtient pour tout K∗ ∈ M∗ que
mK∗div
K∗(−∇DeT + eDId) = ∑
D∈DK∗
∫
σ∗
(∇u(s) −∇DP∂Mg PTc u).~nσ∗K∗ds
+
∑
D∈DK∗
∫
σ∗
(PDmp− p(s))~nσ∗K∗ds,
(V.6)
et pour tout K∗ ∈ ∂M∗ :
mK∗div
K∗(−∇DeT + eDId) = ∑
D∈DK∗
∫
σ∗
(∇u(s) −∇DP∂Mg PTc u).~nσ∗K∗ds
+
∑
D∈DK∗
∫
σ∗
(PDmp− p(s))~nσ∗K∗ds
+
∑
Dσ,σ∗∈DK∗∩Dext
∫ xσ
xK∗
(∇u(s) −∇DP∂Mg PTc u).~nσKds
+
∑
Dσ,σ∗∈DK∗∩Dext
∫ xσ
xK∗
(PDmp− p(s))~nσKds.
(V.7)
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On définit l’erreur de consistance sur les diamants D
Ru
D
(z) = ∇u(z)−∇DP∂Mg PTc u, pour z ∈ D, D ∈ D,
Rp
D
(z) = PDmp− p(z), pour z ∈ D, D ∈ D,
et pour i ∈ {u, p} :
Riσ,K = −Riσ,L =
1
mσ
∫
σ
RiD(s)~nσKds,
Riσ∗,K∗ = −Riσ∗,L∗ =
1
mσ∗
∫
σ∗
RiD(s)~nσ∗K∗ds,
Riσ = |Riσ,K| = |Riσ,L|,
Riσ∗ = |Riσ∗,K∗ | = |Riσ∗,L∗ |.
On note les normes L2 des erreurs de consistance comme suit, pour i = u, p :
‖Riσ‖22 =
∑
Dσ,σ∗∈D
mD|Riσ|2 et ‖Riσ∗‖22 =
∑
Dσ,σ∗∈D
mD|Riσ∗ |2.
On définit l’erreur de consistance sur les demi-arêtes du bord pour i ∈ {u, p} :
RiK∗,L =
1
dK∗,L
∫ xL
xK∗
RiD(s)~nσKds et R
i
L∗,L =
1
dL∗,L
∫ xL∗
xL
RiD(s)~nσKds, ∀L = [xK∗ , xL∗ ] ∈ ∂M.
On remarque que pour σ = [xK∗ , xL∗ ] ⊂ ∂Ω :
mσR
i
σ,K = dK∗,LR
i
K∗,L + dL∗,LR
i
L∗,L, pour i = u, p. (V.8)
Grâce à (V.5), (V.6) et (V.7), le couple (eT , eD) ∈ (R2)T × RD est solution de :
divT (−∇DeT + eDId) =RT ,
divD(eT ) + µ size(T )eD − λd2D∆DeD =RD,
γT (eT ) =0,∑
K∈M
mKeK −
∑
K∗∈M∗∪∂M∗
mK∗eK∗ =
∑
K∈M
mK(P
T
c u)K −
∑
K∗∈M∗∪∂M∗
mK∗(P
T
c u)K∗ ,∑
D∈D
mDe
D =0,
(V.9)
où RT = ((RK)K∈M, (RK∗)K∗∈M∗∪∂M∗) et RD = (RD)D∈D avec :
RK =
1
mK
∑
D∈DK
mσR
u
σ,K +
1
mK
∑
D∈DK
mσR
p
σ,K, ∀ K ∈ M,
RK∗ =
1
mK∗
∑
D∈DK∗
mσ∗R
u
σ∗,K∗ +
1
mK∗
∑
D∈DK∗
mσ∗R
p
σ∗,K∗ , ∀ K∗ ∈ M∗
RK∗ =
1
mK∗
∑
D∈DK∗
mσ∗
(
Ruσ∗,K∗ +R
p
σ∗,K∗
)
+
1
mK∗
∑
Dσ,σ∗∈DK∗∩Dext
dK∗,L
(
RuK∗,L +R
p
K∗,L
)
, ∀ K∗ ∈ ∂M∗
RD =div
D(P∂Mg P
T
c u) + µ size(T )PDmp− λd2D∆DPDmp, ∀ D ∈ D.
Grâce à la Définition V.3 de B et à (V.9), on a B(eT , eD; eT , eD) = JRT , eT KT + (RD, eD)D. On note
I := JRT , eT KT et T := (RD, eD)D.
Estimation de I. La définition de I donne
I =
1
2
∑
K∈M
∑
D∈DK
mσ(R
p
σ,K +R
u
σ,K) · eK +
1
2
∑
K∗∈M∗∪∂M∗
∑
D∈DK∗
mσ(R
p
σ∗,K∗ +R
u
σ∗,K∗) · eK∗
+
1
2
∑
K∗∈∂M∗
∑
Dσ,σ∗∈DK∗∩Dext
dK∗,L
(
RuK∗,L +R
p
K∗,L
) · eK∗ .
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En réorganisant la somme sur les diamants D ∈ D et en utilisant le fait que Riσ,K = −Riσ,L et Riσ∗,K∗ = −Riσ∗,L∗
pour i = u, p, il vient que
I =
1
2
∑
Dσ,σ∗∈D
mσ(R
p
σ,K +R
u
σ,K) · (eK − eL) +
1
2
∑
Dσ,σ∗∈D
mσ∗(R
p
σ∗,K∗ +R
u
σ∗,K∗) · (eK∗ − eL∗)
+
1
2
∑
Dσ,σ∗∈Dext
mσ(R
p
σ,K +R
u
σ,K) · eL +
1
2
∑
Dσ,σ∗∈Dext
dK∗,L
(
RuK∗,L +R
p
K∗,L
) · eK∗
+
1
2
∑
Dσ,σ∗∈Dext
dL∗,L
(
RuL∗,L +R
p
L∗,L
) · eL∗ .
Comme on a γT (eT ) = 0, on obtient
mσeL = −dK∗,LeK∗ − dL∗,LeL∗ ,
ainsi on en déduit
I =
1
2
∑
Dσ,σ∗∈D
mσ(R
p
σ,K +R
u
σ,K) · (eK − eL) +
1
2
∑
Dσ,σ∗∈D
mσ∗(R
p
σ∗,K∗ +R
u
σ∗,K∗) · (eK∗ − eL∗)
+
1
2
∑
Dσ,σ∗∈Dext
dK∗,L
(
RuK∗,L −Ruσ,K +RpK∗,L −Rpσ,K
) · eK∗
+
1
2
∑
Dσ,σ∗∈Dext
dL∗,L
(
RuL∗,L −Ruσ,K +RpL∗,L −Rpσ,K
) · eL∗ .
Grâce à (V.8), on a pour i = u, p
dK∗,LR
i
K∗,L + dL∗,LR
i
L∗,L = mσR
i
σ,K = dK∗,LR
i
σ,K + dL∗,LR
i
σ,K,
ainsi il vient que
dL∗,L
(
RuL∗,L −Ruσ,K +RpL∗,L −Rpσ,K
)
= −dK∗,L
(
RuK∗,L −Ruσ,K +RpK∗,L −Rpσ,K
)
.
Ceci implique que
I =
1
2
∑
Dσ,σ∗∈D
mσ(R
p
σ,K +R
u
σ,K) · (eK − eL) +
1
2
∑
Dσ,σ∗∈D
mσ∗(R
p
σ∗,K∗ +R
u
σ∗,K∗) · (eK∗ − eL∗)
+
1
2
∑
Dσ,σ∗∈Dext
dK∗,L
(
RuK∗,L −Ruσ,K +RpK∗,L −Rpσ,K
) · (eK∗ − eL∗).
On remarque que ∑
Dσ,σ∗∈Dext
dK∗,L
(
RuK∗,L −Ruσ,K +RpK∗,L −Rpσ,K
) · (eK∗ − eL∗)
=
∑
Dσ,σ∗∈Dext
dK∗,LdL∗,L
mσ
(
RuK∗,L +R
p
K∗,L
) · (eK∗ − eL∗)
− ∑
Dσ,σ∗∈Dext
dK∗,LdL∗,L
mσ
(
RuL∗,L +R
p
L∗,L
) · (eK∗ − eL∗).
On en déduit que
I =
1
2
∑
Dσ,σ∗∈D
mσ(R
p
σ,K +R
u
σ,K) · (eK − eL) +
1
2
∑
Dσ,σ∗∈D
mσ∗(R
p
σ∗,K∗ +R
u
σ∗,K∗) · (eK∗ − eL∗)
+
∑
Dσ,σ∗∈Dext
dK∗,LdL∗,L
mσ
(
RuK∗,L +R
p
K∗,L
) · (eK∗ − eL∗)− ∑
Dσ,σ∗∈Dext
dK∗,LdL∗,L
mσ
(
RuL∗,L +R
p
L∗,L
) · (eK∗ − eL∗).
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La Définition IV.1 du gradient discret conduit à
I =− ∑
Dσ,σ∗∈D
mD
sin(αD)
(
Rpσ,K +R
u
σ,K
) · ((∇DeT ).~τK,L)
− ∑
Dσ,σ∗∈D
mD
sin(αD)
(
Rpσ∗,K∗ +R
u
σ∗,K∗
) · ((∇DeT ).~τK∗,L∗)
− ∑
Dσ,σ∗∈Dext
dK∗,LdL∗,L
mσ∗mσ
mD
sin(αD)
(
RuK∗,L +R
p
K∗,L
) · ((∇DeT ).~τK∗,L∗)
+
∑
Dσ,σ∗∈Dext
dK∗,LdL∗,L
mσ∗mσ
mD
sin(αD)
(
RuL∗,L +R
p
L∗,L
) · ((∇DeT ).~τK∗,L∗).
L’inégalité de Cauchy-Schwarz et la relation (I.1) donnent
I ≤C(reg(T ))|||∇DeT |||2 [‖Ruσ‖2 + ‖Ruσ∗‖2 + ‖Rpσ‖2 + ‖Rpσ∗‖2]
+ C(reg(T ))|||∇DeT |||2
( ∑
Dσ,σ∗∈Dext
mD
∣∣RuK∗,L +RpK∗,L∣∣2
) 1
2
+ C(reg(T ))|||∇DeT |||2
( ∑
Dσ,σ∗∈Dext
mD
∣∣RuL∗,L +RpL∗,L∣∣2
) 1
2
,
ou encore
I ≤C(reg(T ))|||∇DeT |||2 [‖Ruσ‖2 + ‖Ruσ∗‖2 + ‖Rpσ‖2 + ‖Rpσ∗‖2]
+ C(reg(T ))|||∇DeT |||2
( ∑
Dσ,σ∗∈Dext
mD
∣∣RuK∗,L∣∣2
) 1
2
+
( ∑
Dσ,σ∗∈Dext
mD
∣∣RpK∗,L∣∣2
) 1
2

+ C(reg(T ))|||∇DeT |||2
( ∑
Dσ,σ∗∈Dext
mD
∣∣RuL∗,L∣∣2
) 1
2
+
( ∑
Dσ,σ∗∈Dext
mD
∣∣RpL∗,L∣∣2
) 1
2
 .
Estimation de T . Premièrement, on a
‖divD(P∂Mg PTc u)‖2 ≤ ‖∇D(P∂Mg PTc u− PTc u)‖2 + ‖divD(PTc u)‖2.
Ainsi le Lemme IV.21 et le Corollaire IV.18 impliquent que
‖divD(P∂Mg PTc u)‖2 ≤ Csize(T )‖u‖H2 .
L’inégalité de Cauchy-Schwarz donne
(divD(P∂Mg P
T
c u), e
D)D ≤ Csize(T )‖u‖H2‖eD‖2. (V.10)
En réorganisant la somme sur s ∈ S dans le terme T1 := −(λd2D∆DPDmp, eD)D, on a comme dans la Remarque
IV.12
T1 = −λ
∑
D∈D
mDe
Dd2D∆
D
P
D
mp = λ
∑
s=D|D′∈S
(d2D + d
2
D′)(P
D
′
m p− PDmp)(eD
′ − eD).
L’inégalité de Cauchy-Schwarz et la définition de la semi-norme |.|h (IV.15) donnent
|T1| ≤ λ
( ∑
s=D|D′∈S
(d2D + d
2
D′)(P
D
′
m p− PDmp)2
) 1
2
( ∑
s=D|D′∈S
(d2D + d
2
D′)(e
D
′ − eD)2
) 1
2
≤ 2size(T )λ|eD|h
( ∑
s=D|D′∈S
(PD
′
m p− PDmp)2
) 1
2
.
Les Lemmes IV.13 et IV.23 conduisent à
|T1| ≤ Csize(T )‖eD‖2‖∇p‖2. (V.11)
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Ensuite, l’inégalité de Cauchy-Schwarz et la Proposition IV.24 donnent
(µ size(T )PDmp, eD)D ≤ Csize(T )‖p‖H1‖eD‖2. (V.12)
On remarque que T = (divD(P∂Mg P
T
c u), e
D)D +(µ size(T )PDmp, eD)D +T1, grâce à (V.10), (V.11) et (V.12), on
déduit que
|T | ≤ Csize(T )‖eD‖2 (‖u‖H2 + ‖p‖H1) .
Estimation de B. En regroupant l’estimation sur I et T , on a
|B(eT , eD; eT , eD)| ≤C|||∇DeT |||2 [‖Ruσ‖2 + ‖Ruσ∗‖2 + ‖Rpσ‖2 + ‖Rpσ∗‖2]
+ C|||∇DeT |||2
( ∑
D∈Dext
mD
∣∣RuK∗,L∣∣2
) 1
2
+
( ∑
D∈Dext
mD
∣∣RpK∗,L∣∣2
) 1
2

+ C|||∇DeT |||2
( ∑
D∈Dext
mD
∣∣RuL∗,L∣∣2
) 1
2
+
( ∑
D∈Dext
mD
∣∣RpL∗,L∣∣2
) 1
2

+ Csize(T )‖eD‖2 (‖u‖H2 + ‖p‖H1) .
(V.13)
On calcule la valeur de B donnée par la Définition V.3. On applique la formule de Green discrète (Théorème
IV.9), en remarquant que γT (eT ) = 0, on obtient ainsi
B(eT , eD; eT , eD) =|||∇DeT |||22 + µ size(T )‖eD‖22 − λ(d2D∆DeD, eD)D.
Grâce à la Remarque IV.12, on a
B(eT , eD; eT , eD) = |||∇DeT |||22 + µ size(T )‖eD‖22 + λ|eD|2h︸ ︷︷ ︸
≥0
.
Ceci et (V.13) impliquent
|||∇DeT |||22 + µ size(T )‖eD‖22 ≤C|||∇DeT |||2 [‖Ruσ‖2 + ‖Ruσ∗‖2 + ‖Rpσ‖2 + ‖Rpσ∗‖2]
+ C|||∇DeT |||2
( ∑
D∈Dext
mD
∣∣RuK∗,L∣∣2
) 1
2
+
( ∑
D∈Dext
mD
∣∣RpK∗,L∣∣2
) 1
2

+ C|||∇DeT |||2
( ∑
D∈Dext
mD
∣∣RuL∗,L∣∣2
) 1
2
+
( ∑
D∈Dext
mD
∣∣RpL∗,L∣∣2
) 1
2

+ Csize(T )‖eD‖2 (‖u‖H2 + ‖p‖H1) .
(V.14)
Il reste à montrer les estimations des erreurs de consistance.
V.3.2 Erreur de consistance
Estimation de la vitesse : l’erreur de consistance Ru
D
peut être décomposée en trois contributions Ru,η
D
,
Ru,Du
D
et Ru,bd
D
venant, respectivement, de l’erreur due à l’approximation des flux, à l’approximation du gradient
et à l’approximation de la donnée du bord :
RuD(z) = R
u,η
D
(z) +Ru,Du
D
+Ru,bd
D
, (V.15)
avec, pour z ∈ D,
Ru,η
D
(z) = ∇u(z)− 1
mD
∫
D
∇u(x)dx,
Ru,Du
D
=
1
mD
∫
D
(∇u(x) −∇DPTc u)dx,
Ru,bd
D
= ∇DPTc u−∇DP∂Mg PTc u.
Afin de contrôler Ruσ et R
u
σ∗ , on va estimer séparément les différents termes du membre de droite de (V.15).
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Proposition V.5 (Erreur due au gradient)
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction u dans (H2(Ω))2, on a
|||Ru,Du
D
|||2 ≤ Csize(T )|||∇u|||H1 .
Démonstration : L’inégalité de Jensen donne
|||Ru,Du
D
|||22 =
∑
D∈D
mD
∣∣∣∣ 1mD
∫
D
(∇u(x) −∇DPTc u)dx
∣∣∣∣2 ≤ |||∇u−∇DPTc u|||22,
puis on applique le Lemme IV.16 pour obtenir le résultat.
Proposition V.6 (Erreur due au bord)
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction u dans (H2(Ω))2, dont la trace est notée g = γ(u), on a
|||Ru,bd
D
|||2 ≤ Csize(T )‖u‖H2 .
Démonstration : Par définition, on a
|||Ru,bd
D
|||2 = |||∇DPTc u−∇DP∂Mg PTc u|||2.
Le Lemme IV.21 implique le résultat.
Proposition V.7 (Erreur due au flux)
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction u dans (H2(Ω))2, on a
∑
Dσ,σ∗∈D
mD
[
1
mσ
∫
σ
|||Ru,η
D
(s)|||2Fds+
1
mσ∗
∫
σ∗
|||Ru,η
D
(s)|||2Fds
]
≤ Csize(T )2|||∇u|||2H1 .
Démonstration : On applique l’inégalité de Jensen
1
mσ
∫
σ
|||Ru,η
D
(s)|||2Fds ≤
1
mσmD
∫
σ
∫
D
|||∇u(s) −∇u(x)|||2Fdxds.
Une extension matricielle du Lemme I.12, appliqué à un diamant D et à σ, implique
1
mDmσ
∫
σ
∫
D
|||∇u(s) −∇u(x)|||2Fdxds ≤ C
d3D
mσmD
∫
D
|∇2u(y)|2dy.
Grâce à la relation (I.1), on a dDmσ ≤ C il vient que∑
Dσ,σ∗∈D
mD
1
mσ
∫
σ
|||Ru,η
D
(s)|||2Fds ≤ Csize(T )2|||∇u|||2H1 .
On fait la même chose pour les arêtes duales σ∗.
Maintenant, on peut contrôler Ruσ et R
u
σ∗ , comme suit.
Lemme V.8
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction u dans (H2(Ω))2, on a
‖Ruσ‖2 + ‖Ruσ∗‖2 ≤ Csize(T )|||∇u|||H1 .
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Démonstration : Grâce à (V.15) et l’inégalité de Jensen, on obtient∑
Dσ,σ∗∈D
mD|Ruσ |2 ≤3
∑
Dσ,σ∗∈D
mD
1
mσ
∫
σ
|||Ru,η
D
(s)|||2Fds+ 3|||Ru,DuD |||22 + 3|||Ru,bdD |||22.
On conclut en utilisant les Propositions V.5, V.6 et V.7. On fait de même pour l’estimation de Ruσ∗ .
On peut faire de même pour contrôler RuK∗,L.
Lemme V.9
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction u dans (H2(Ω))2, on a∑
Dσ,σ∗∈Dext
mD
∣∣RuK∗,L∣∣2 + ∑
Dσ,σ∗∈Dext
mD
∣∣RuL∗,L∣∣2 ≤ Csize(T )2|||∇u|||H1 .
Démonstration : Grâce à (V.15) et l’inégalité de Jensen, on obtient∑
Dσ,σ∗∈Dext
mD
∣∣RuK∗,L∣∣2 ≤3 ∑
Dσ,σ∗∈Dext
mD
mσ
dK∗,Lmσ
∫
σ
|||Ru,η
D
(s)|||2Fds+ 3|||Ru,DuD |||22 + 3|||Ru,bdD |||22.
La relation (I.1) conduit à mσdK∗,L
≤ reg(T ) pour tout Dσ,σ∗ ∈ Dext et ceci implique
∑
Dσ,σ∗∈Dext
mD
∣∣RuK∗,L∣∣2 ≤3reg(T ) ∑
Dσ,σ∗∈D
mD
1
mσ
∫
σ
|||Ru,η
D
(s)|||2Fds+ 3|||Ru,DuD |||22 + 3|||Ru,bdD |||22.
Par conséquent, on conclut en utilisant les Propositions V.5, V.6 et V.7. On fait de même pour le second terme.
Estimation de la pression : on contrôle Rpσ et R
p
σ∗ , comme suit.
Lemme V.10
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction p dans H1(Ω), on a
‖Rpσ‖2 + ‖Rpσ∗‖2 ≤ Csize(T )‖∇p‖2.
Démonstration : On applique le Lemme IV.14 sur l’arête primale σ et le demi-diamant D1 tels que
Dσ,σ∗ = D1 ∪ D2 avec D1 ∩ D2 = σ pour RpD(s)~nσK : pour i = 1, 2
|Rpσ|2
∣∣∣∣ 1mσ
∫
σ
Rp
D
(s)~nσKds
∣∣∣∣2 ≤ ChDimσ
∫
Di
|||∇(Rp
D
(z)~nσK)|||2Fds+
C
hDimσ
∫
Di
|(Rp
D
(z)~nσK)|2dz.
Grâce à la relation (I.1) on a
mDhDi
mσ
≤ 1
2
size(T )2 et mD
hDimσ
≤ C. On rappelle que Rp
D
= PDmp− p, on déduit
∑
Dσ,σ∗∈D
mD|Rpσ|2 ≤ Csize(T )2
∑
D∈D
∫
D
|∇p(z)|2dz + C ∑
D∈D
∫
D
|PDmp− p(z)|2dz.
Finalement, la Proposition IV.24 implique∑
Dσ,σ∗∈D
mD|Rpσ|2 ≤ Csize(T )2‖∇p‖22.
On fait de même pour l’estimation de Rpσ∗ .
On contrôle RpK∗,L, en refaisant la même démonstration que ci-dessus en remplaçant σ par [xK∗ , xL] pour
tout σ ⊂ ∂Ω.
120 Chapitre V. Le problème de Stokes standard
Lemme V.11
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction p dans H1(Ω), on a∑
Dσ,σ∗∈Dext
mD
∣∣RpK∗,L∣∣2 + ∑
Dσ,σ∗∈Dext
mD
∣∣RpL∗,L∣∣2 ≤ Csize(T )2‖∇p‖22.
V.3.3 Fin de la démonstration du Théorème V.4
On avait posé eT = P∂Mg P
T
c u− uT et eD = PDmp− pD et obtenu l’inégalité suivante (V.14) :
|||∇DeT |||22 + µ size(T )‖eD‖22 ≤C|||∇DeT |||2 [‖Ruσ‖2 + ‖Ruσ∗‖2 + ‖Rpσ‖2 + ‖Rpσ∗‖2]
+ C|||∇DeT |||2
( ∑
D∈Dext
mD
∣∣RuK∗,L∣∣2
) 1
2
+
( ∑
D∈Dext
mD
∣∣RpK∗,L∣∣2
) 1
2

+ C|||∇DeT |||2
( ∑
D∈Dext
mD
∣∣RuL∗,L∣∣2
) 1
2
+
( ∑
D∈Dext
mD
∣∣RpL∗,L∣∣2
) 1
2

+ Csize(T )‖eD‖2 (‖u‖H2 + ‖p‖H1) .
Les Lemmes V.8, V.9, V.10 et V.11 impliquent
|||∇DeT |||22 + µ size(T )‖eD‖22 ≤ Csize(T )|||∇DeT |||2 + Csize(T )‖eD‖2.
On applique l’inégalité de Young pour obtenir
|||∇DeT |||22 ≤ Csize(T ) et ‖eD‖2 ≤ C. (V.16)
Estimation de |||∇u−∇DuT |||2 : On a
|||∇u−∇DuT |||2 ≤ |||∇u−∇DPTc u|||2 + |||∇DPTc u−∇DP∂Mg PTc u|||2 + |||∇DP∂Mg PTc u−∇DuT |||2.
Finalement, les Lemmes IV.16 et IV.21 et la relation (V.16) donnent
|||∇u −∇DuT |||2 ≤ Csize(T ) 12 .
V.3.4 Stabilité du schéma S-DDFV
Dans cette section, on suppose que λ > 0. On améliore l’estimation d’erreur pour le schéma (BPS). En
particulier on obtient une pour la pression. Ces estimations reposent sur le résulat de stabilité du schéma, que
l’on montre dans le Théorème V.12. La stabilisation de type Brezzi-Pitkäranta joue un rôle essentiel ici.
Théorème V.12 (Stabilité du schéma)
On suppose que λ > 0. Il existe deux constantes C1 > 0 et C2 > 0, dépendant uniquement de Ω, λ et
reg(T ), telles que pour chaque couple (uT , pD) ∈ (R2)T × RD avec γT (uT ) = 0 et ∑
D∈D
mDp
D = 0, il existe
u˜T ∈ (R2)T et p˜D ∈ RD avec γT (u˜T ) = 0 vérifiant :
|||∇Du˜T |||2 + ‖p˜D‖2 ≤ C1
(|||∇DuT |||2 + ‖pD‖2) , (V.17)
et
|||∇DuT |||22 + ‖pD‖22 ≤ C2B(uT , pD; u˜T , p˜D). (V.18)
Démonstration : Soit (uT , pD) ∈ (R2)T × RD tels que γT (uT ) = 0 et ∑
D∈D
mDp
D = 0. La démonstration
de ce résultat est obtenue en construisant explicitement (u˜T , p˜D) ∈ (R2)T ×RD tels que les relations (V.17) et
(V.18) soient vérifiées.
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Etape 1 : On applique la formule de Green discrète (Théorème IV.9) à B Définition V.3, en remarquant que
γT (uT ) = 0 et on obtient
B(uT , pD;uT , pD) = |||∇DuT |||22 + µ size(T )‖pD‖22 − λ(d2D∆DpD, pD)D.
Grâce à la Remarque IV.12, on a
B(uT , pD;uT , pD) = |||∇DuT |||22 + µ size(T )‖pD‖22 + λ|pD|2h. (V.19)
Etape 2 : On utilise le Lemme de Nec˘as (voir [GR86, Corollaire 2.4] ou [BF06, Lemme III.1.17]) : comme
pD =
∑
D∈D
pD1D ∈ L2(Ω) est d’intégrale nulle sur Ω, il existe une constante C > 0, dépendant uniquement de
Ω, et v ∈ (H10 (Ω))2 telle que div(v) = −pD et
‖v‖H1 ≤ C‖pD‖2. (V.20)
On pose vT = PTmv, définie par (IV.4). En particulier, on a γ
T (vT ) = 0. En utilisant le Lemme IV.19, on
obtient
|||∇DvT |||2 ≤ C‖v‖H1 ≤ C‖pD‖2. (V.21)
La formule de Green (Théorème IV.9) implique que
B(uT , pD;vT , 0) = (∇DuT : ∇DvT )D − (pD, divD(vT ))D.
On applique l’inégalité de Cauchy-Schwarz, ensuite on ajoute et soustrait
∑
D∈D
∫
D
pDdiv(v(z))dz afin obtenir
B(uT , pD;vT , 0) ≥− |||∇DuT |||2|||∇DvT |||2 −
∑
D∈D
∫
D
pDdiv(v(z))dz − ∑
D∈D
∫
D
pD (divD(vT )− div(v(z))) dz.
En utilisant la relation div(v) = −pD, l’inégalité (V.21) donne
B(uT , pD;vT , 0) ≥− C|||∇DuT |||2‖pD‖2 + ‖pD‖22 −
∑
D∈D
∫
D
pD (divD(vT )− div(v(z))) dz.
La Proposition IV.25 et l’estimation (V.20) impliquent
∑
D∈D
∫
D
pD (divD(vT )− div(v(z))) dz ≤ C|pD|h‖v‖H1 ≤ C|pD|h‖pD‖2.
On en déduit que
B(uT , pD;vT , 0) ≥ ‖pD‖22 − C‖pD‖2|||∇DuT |||2 − C|pD|h‖pD‖2.
En utilisant l’inégalité de Young, on obtient l’existence de trois constantes C1, C2, C3 > 0, dépendant uniquement
de Ω et reg(T ), telles que
B(uT , pD;vT , 0) ≥ C1‖pD‖22 − C2|||∇DuT |||22 − C3|pD|2h. (V.22)
Etape 3 : La bilinéarité de B, les estimations (V.19) et (V.22) donnent pour tout nombre strictement positif
ξ > 0 :
B(uT , pD;uT+ ξvT , pD)≥(1− ξC2) |||∇DuT |||22 + ξC1‖pD‖22 + (λ− ξC3) |pD|2h. (V.23)
On choisit la valeur de ξ > 0 suffisamment petite (dépendant uniquement de C2, λ et C3) telle que toutes les
constantes devant les normes soient strictement positives, cette inégalité (V.23) conduit à l’estimation (V.18).
La relation (V.17) est vérifiée pour le couple u˜T = uT + ξvT et p˜D = pD, grâce à (V.21) ceci conclut la
démonstration.
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V.3.5 Estimations d’erreur optimale pour le schéma S-DDFV
On applique le théorème de stabilité à la différence entre la projection P∂Mg P
T
c de u et u
T et à la différence
entre la projection PDm de p et p
D où (u, p) est la solution exacte du problème de Stokes (V.1) et (uT , pD) ∈(
R2
)T × RD est la solution du schéma S-DDFV (V.2) avec λ > 0.
Théorème V.13
On suppose que la solution (u, p) du problème de Stokes (V.1) appartient à (H2(Ω))2 ×H1(Ω). Soit λ > 0
et (uT , pD) ∈ (R2)T × RD la solution du schéma S-DDFV (V.2). Alors il existe une constante C > 0
dépendant uniquement de Ω, reg(T ), λ, ‖u‖H2 et ‖p‖H1 , telle que
|||∇u −∇DuT |||2 ≤ Csize(T ),
et
‖p− pD‖2 ≤ Csize(T ).
Démonstration : Si on pose eT = P∂Mg P
T
c u−uT et eD = PDmp−pD. On rappelle que grâce à (V.5), (V.6)
et (V.7), le couple (eT , eD) ∈ (R2)T × RD est solution de (V.9) :
divT (−∇DeT + eDId) =RT ,
divD(eT ) + µ size(T )eD − λd2D∆DeD =RD,
γT (eT ) =0,∑
K∈M
mKeK −
∑
K∗∈M∗∪∂M∗
mK∗eK∗ =
∑
K∈M
mK(P
T
c u)K −
∑
K∗∈M∗∪∂M∗
mK∗(P
T
c u)K∗ ,∑
D∈D
mDe
D =0,
où RT = ((RK)K∈M, (RK∗)K∗∈M∗∪∂M∗) et RD = (RD)D∈D avec
RK =
1
mK
∑
D∈DK
mσR
u
σ,K +
1
mK
∑
D∈DK
mσR
p
σ,K, ∀ K ∈ M,
RK∗ =
1
mK∗
∑
D∈DK∗
mσ∗R
u
σ∗,K∗ +
1
mK∗
∑
D∈DK∗
mσ∗R
p
σ∗,K∗ , ∀ K∗ ∈ M∗
RK∗ =
1
mK∗
∑
D∈DK∗
mσ∗
(
Ruσ∗,K∗ +R
p
σ∗,K∗
)
+
1
mK∗
∑
Dσ,σ∗∈DK∗∩Dext
dK∗,L
(
RuK∗,L +R
p
K∗,L
)
, ∀ K∗ ∈ ∂M∗
RD =div
D(P∂Mg P
T
c u) + µ size(T )PDmp− λd2D∆DPDmp, ∀ D ∈ D.
Le Théorème V.12 implique qu’il existe e˜T ∈ (R2)T avec γT (e˜T ) = 0, e˜D ∈ RD et C > 0 tels que :
|||∇De˜T |||2 + ‖e˜D‖2 ≤ C
(|||∇DeT |||2 + ‖eD‖2) , (V.24)
et
|||∇DeT |||22 + ‖eD‖22 ≤ CB(eT , eD; e˜T , e˜D). (V.25)
Grâce à la Définition V.3 de B et à (V.9), on a B(eT , eD; e˜T , e˜D) = JRT , e˜T KT + (RD, e˜D)D. En faisant de la
même manière que dans la démonstration du Théorème V.4 pour estimer B (cf (V.13)) en remplaçant eT par
e˜T et eD par e˜D, (V.25) devient
|||∇DeT |||22 + ‖eD‖22 ≤ C|B(eT , eD; e˜T , e˜D)| ≤C|||∇De˜T |||2 [‖Ruσ‖2 + ‖Ruσ∗‖2 + ‖Rpσ‖2 + ‖Rpσ∗‖2]
+ C|||∇De˜T |||2
( ∑
D∈Dext
mD
∣∣RuK∗,L∣∣2
) 1
2
+
( ∑
D∈Dext
mD
∣∣RpK∗,L∣∣2
) 1
2

+ Csize(T )‖e˜D‖2 (‖u‖H2 + ‖p‖H1) .
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Finalement, en utilisant (V.24), on obtient
|||∇DeT |||22 + ‖eD‖22 ≤C(‖Ruσ‖2 + ‖Ruσ∗‖2 + ‖Rpσ‖2 + ‖Rpσ∗‖2)(|||∇DeT |||2 + ‖eD‖2)
+ C(|||∇DeT |||2 + ‖eD‖2)
( ∑
D∈Dext
mD
∣∣RuK∗,L∣∣2
) 1
2
+
( ∑
D∈Dext
mD
∣∣RpK∗,L∣∣2
) 1
2

+ Csize(T ) (‖u‖H2 + ‖p‖H1) (|||∇DeT |||2 + ‖eD‖2).
Les Lemmes V.8, V.9, V.10 et V.11 impliquent
|||∇DeT |||22 + ‖eD‖22 ≤ Csize(T )2. (V.26)
Estimation de |||∇u−∇DuT |||2 : On a
|||∇u−∇DuT |||2 ≤ |||∇u−∇DPTc u|||2 + |||∇DPTc u−∇DP∂Mg PTc u|||2 + |||∇DP∂Mg PTc u−∇DuT |||2.
Finalement, les Lemmes IV.16 et IV.21 et la relation (V.26) donnent l’estimation sur |||∇u−∇DuT |||2.
Estimation de ‖p− pD‖2 : On a
‖p− pD‖2 ≤ ‖p− PDmp‖2 + ‖PDmp− pD‖2.
On conclut grâce à la Proposition IV.24 et (V.26).
V.4 Tests numériques
On présente quelques résultats numériques obtenus sur le domaine Ω =]0, 1[2. On compare les schémas
(US), (BPS) et (PS) sur différents tests. Le premier est celui des tourbillons de Green-Taylor sur un maillage
rectangulaire localement raffiné (voir la Figure V.2). Dans le second test, la solution exacte est polynomiale sur
un maillage de quadrangles très déformés (voir la Figure V.3). Le dernier test est celui de la cavité entraînée
sur un maillage triangulaire (voir la Figure V.5).
Pour les deux premiers cas tests, on donne l’expression de la solution exacte (u, p) desquelles on déduit le
terme source f et la condition aux bords g pour que (u, p) soit solution du problème (V.1).
On rappelle que pour illustrer l’estimation d’erreur, la famille de maillages est obtenue en raffinant successi-
vement et uniformément le maillage original. Afin de mettre en évidence le processus de raffinement choisi, on
présente sur les Figures V.1(a) et V.3(a) le maillage primal original et sur les Figures V.1(b) et V.3(b) le maillage
primal obtenu après le processus de raffinement. Plus précisément, la famille de maillages, correspondant aux
Figures V.2 et V.3, est obtenue en divisant chaque arête primale en deux. On précise que les centres (xK)K sont
les barycentres des mailles primales et que l’on a utilisé le maillage dual direct pour tous les tests numériques.
On définit la projection centrée sur D :
P
D
c p = (p(xD))D∈D .
Dans les Figures V.2 et V.3, on représente, pour chacun des schémas, la norme L2 de l’erreur de la pression
‖PDc p− pD‖2
‖PDc p‖2
, du gradient de vitesse
|||∇DPTc u−∇DuT |||2
|||∇DPTc u|||2
et de la vitesse
‖PTc u− uT ‖2
‖PTc u‖2
respectivement, en
fonction du pas du maillage size(T ) en échelle logarithmique. Les ordres de convergence indiqués sur les Figures
V.2 et V.3 sont obtenus à l’aide d’une approximation par les moindres carrés des données calculées.
V.4.1 Test 1 - Tourbillons de Green-Taylor
La solution exacte est donnée par
u(x, y) =
(
1
2 sin(2πx) cos(2πy)
− 12 cos(2πx) sin(2πy)
)
, p(x, y) =
1
8
cos(4πx) sin(4πy).
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(a) Maillage primal grossier. (b) Maillage primal raffiné.
Fig. V.1 – Un maillage rectangulaire localement raffiné.
On considère le maillage primal localement raffiné (voir la Figure V.1). On rappelle que le schéma (US) est
bien posé sur un tel maillage. La Figure V.2 compare les normes L2 des erreurs obtenues avec les trois schémas
(US), (BPS) et (PS), pour la pression, la vitesse et le gradient de vitesse. On remarque que les ordres de
convergence obtenus dans ce test sont plus grand que les ordres théoriques donnés par les Théorèmes V.4 et
V.13. En effet, on observe une super convergence en norme L2 pour la vitesse qui est classique en volumes
finis. On remarque également que l’ordre de convergence n’est pas sensible à la présence de mailles localement
raffinées non-conformes.
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Fig. V.2 – Tourbillons de Green-Taylor sur le maillage rectangulaire localement raffiné de la Figure V.1.
Pour le schéma (PS), l’ordre de convergence en norme L2 pour la vitesse et le gradient de vitesse est plus
petit que pour les deux autres schémas même si le schéma (PS) semble plus précis pour la vitesse en norme L2.
Pour la pression, le schéma (PS) semble avoir une précision légèrement plus faible que les deux autres schémas.
Les résultats obtenus pour les schémas (BPS) et (US) sont essentiellement identiques en ce qui concerne la
vitesse. Toutefois, pour la pression, le schéma (BPS) est plus précis que le schéma (US).
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En conséquent, la stabilisation provoque un gain de précision sur la vitesse pour le schéma (PS), ou sur la
pression pour le schéma (BPS). Au niveau de l’implémentation, le schéma (PS) est d’une extrême simplicité
comparé à l’implémentation du schéma (BPS). Néanmoins, à cause de la déterioration de la pression, le schéma
(PS) ne semble pas apporter d’importantes améliorations. C’est pourquoi dans le test suivant, on compare
uniquement les schémas (BPS) et (US).
V.4.2 Test 2 - Solutions polynomiales
Dans ce test, on choisit
u(x, y) =
(
1000x2(1−x)22y(1−y)(1−2y)
−1000y2(1−y)22x(1−x)(1−2x)
)
, p(x, y) = x2 + y2 − 2
3
.
On utilise un maillage de quadrangles déformés (voir la Figure V.3(a)). Pour un tel maillage, l’existence et
l’unicité des solutions du schéma (US) est toujours ouverte. Néanmoins, numériquement, le schéma semble bien
posé et il converge.
(a) Maillage primal grossier. (b) Maillage primal raffiné.
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Fig. V.3 – Fonctions polynomiales sur un maillage quadrangle déformé.
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Les Figures V.3(c), V.3(d) et V.3(e) comparent les normes L2 des erreurs obtenues avec les deux schémas
(US) et (BPS), pour la pression, la vitesse et le gradient de vitesse. Comme dans le premier test, les deux
schémas donnent essentiellement les mêmes résultats pour la vitesse, et le schéma (BPS) est plus précis pour la
pression. Tel que prédit par le Théorème V.13, on observe de l’ordre 1 pour le schéma (BPS) et pour toutes les
normes considérées, ceci semble optimal. Il faut remarquer que sur ce maillage primal de quadrangles déformés,
on n’observe plus la super-convergence de la vitesse en norme L2.
V.4.3 Test 3 - Cavité entraînée
On considère un écoulement dans une cavité carré dont la paroi du haut est défilante à vitesse constante(
1
0
)
, les autres étant statiques. Ceci impose le déplacement du fluide à vitesse constante
(
1
0
)
sur le bord situé
en haut du domaine. On ne connaît pas la solution analytique de ce problème qui s’écrit :
div(−10−4∇u+ pId) = 0 dans Ω,
div(u) = 0 dans Ω,
u =
(
u
0
)
, sur ∂Ω,
avec
u(x, y) =
{
1 si y = 1,
0 sinon.
On utilise un maillage constitué de triangles (voir la Figure V.4). Les caractéristiques de ce maillage sont
Fig. V.4 – Maillage primal avec 896 triangles.
données dans le Tableau V.1. Pour un tel maillage, le schéma (US) possède une unique solution. On montre sur
Nombre de triangles Pas du maillage Nombre d’inconnues
896 6.25e-2 1441
Tab. V.1 – Caractéristiques du maillage V.4.
la Figure V.5 le champ de vitesse et les lignes de niveaux de la pression pour les trois schémas (US), (BPS) avec
λ = 10−3 et (PS) avec µ = 10−3. Les résultats sont en accord avec [aKKCSK05]. On constate encore une fois
que le schéma (PS) est plus précis pour le champ de vitesse que les deux autres schémas mais qu’il détériore la
pression dont les lignes de niveaux ne sont plus symétriques. Les schémas (US) et (BPS) donnent des résultats
très semblables avec une pression symétrique.
Dans la Figure V.6, on s’intéresse aux profils de la vitesse. Sur la colonne de gauche (resp. droite) de la
Figure V.6, on observe le profil de la première composante de la vitesse u1 (resp. deuxième composante de la
vitesse u2) en fonction de y en x = 0.5 (resp. x en y = 0.5). Ces profils sont obtenus pour les trois schémas
(US), (BPS) avec λ = 10−3 et (PS) avec µ = 10−3, pour deux maillages : le premier est le maillage de la Figure
V.4, le second est le premier maillage raffiné deux fois. Ainsi pour le premier maillage, on a 17 points le long de
{x = 0.5} et de {y = 0.5} et pour le second, on a 65 points. Ces profils correspondent très bien à ceux donnés
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(a) Le schéma (US). (b) Le schéma (US).
(c) Le schéma (BPS) avec λ = 10−3. (d) Le schéma (BPS) avec λ =
10−3.
(e) Le schéma (PS) avec µ = 10−3. (f) Le schéma (PS) avec µ =
10−3.
Fig. V.5 – Cavité entraînée sur le maillage de la Figure V.4. (A gauche) Le champ de vitesse. (A droite) Les
lignes de niveaux de la pression.
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(a) Le schéma (US).
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(b) Le schéma (US).
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(c) Le schéma (BPS) λ = 10−3.
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(d) Le schéma (BPS) λ = 10−3.
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(e) Le schéma (PS) µ = 10−3.
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(f) Le schéma (PS) µ = 10−3.
Fig. V.6 – Cavité entraînée sur les maillages de la Figure V.4.
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par exemple dans [DSC+06] pour les trois schémas. De plus, on remarque que le premier maillage donne une
approximation très raisonnable des profils. On constate néanmoins que la première composante de la vitesse au
point (x = 0.5, y = 1) est plus grande que 1 pour les deux schémas (US) et (BPS). Ces valeurs sont données
par le tableau V.2. Ceci vient des conditions de Dirichlet faibles.
Maillage Le schéma (US) Le schéma (BPS) λ = 10−3 Le schéma (PS) µ = 10−3
Premier maillage (N=17) 1.009185 1.009185 1
Second maillage (N=65) 1.001075 1.001075 1
Tab. V.2 – La valeur de u1(0.5, 1).
V.4.4 Quelques remarques sur l’implémentation
Pour assembler la matrice correspondant au schéma S-DDFV (V.2), on travaille encore diamant par diamant
comme dans la Section II.10.2. On adopte la même structure mesh décrite dans la Section II.10.2. On commence
par réécrire le schéma (V.2) en mettant en évidence les flux numériques :
Trouver uT ∈ (R2)T et pD ∈ RD tels que,
∀K ∈ M, ∑
Dσ,σ∗∈DK
FK,Dσ,σ∗ (u
T , pD) = mKfK,
∀K∗ ∈ M∗ ∪ ∂M∗, ∑
Dσ,σ∗∈DK∗
FK∗,Dσ,σ∗ (u
T , pD) = mK∗fK∗ ,
avec FK,Dσ,σ∗ (u
T , pD) = mσ(−∇DuT + pDId).~nσK, si Dσ,σ∗ ∈ DK,
avec FK∗,Dσ,σ∗ (u
T , pD) = mσ∗(−∇DuT + pDId).~nσ∗K∗ , si Dσ,σ∗ ∈ DK∗ ,
∀D ∈ D, divD(uT ) + µ size(T )pD − λd2D∆DpD = 0,
∀σ ∈ ∂M, γσ(uT ) = gσ,∑
K∈M
mKuK −
∑
K∗∈M∗∪∂M∗
mK∗uK∗ = 0,∑
D∈D
mDp
D = 0.
Grâce à la Définition IV.1 du gradient discret, pour chaque diamant, on peut écrire les flux intervenant dans
les équations du bilan de quantité de mouvement de la manière suivante
FK,Dσ,σ∗ (u
T , pD) = flux_NN*(uK − uL) + flux_NSN*(uK∗ − uL∗) + flux_N*pD,
FK∗,Dσ,σ∗ (u
T , pD) = flux_NNS*(uK − uL) + flux_NSNS*(uK∗ − uL∗) + flux_NS*pD,
avec
flux_NN =
m2
σ
2mD
, flux_NNS= flux_NSN =
mσmσ∗
2mD
~nσK ·~nσ∗K∗ , flux_NSNS = m
2
σ∗
2mD
,
flux_N = mσ~nσK, flux_NS = mσ∗~nσ∗K∗ .
Pour l’équation de conservation de la masse sur les diamants, on a tout d’abord
divDuT + µ size(T )pD = 1
2mD
flux_N · (uK − uL) + 1
2mD
flux_NS · (uK∗ − uL∗) + µ size(T )pD,
ensuite on doit connaître les diamants voisins pour la seconde stabilisation
−λd2D∆DpD =
2λsize(T )2
mD
∑
D′∈D
D∩D′ 6=∅
(pD − pD′).
En fait, dans la structure mesh, on rajoute l’information des voisins d’un diamant. Pour le diamant numéro k,
on a une liste d’au plus 4 éléments contenant les numéros de ces voisins mesh.diamants(k,_Num_Vois). Il faut
quand même faire attention aux deux dernières équations, sur l’intégrale de pression et celle sur la vitesse. En
effet, il faut remplaçer une équation sur l’une des mailles duales (resp. sur un diamant) par l’équation d’égalité
des intégrales de vitesse (resp. de pression).
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V.5 Conclusions
Dans ce chapitre, on a présenté un schéma DDFV stabilisé (V.2), bien posé pour des maillages généraux,
pour le problème de Stokes avec des conditions aux bords de type Dirichlet. On a obtenu une estimation d’erreur
en norme L2 d’ordre 1 pour le gradient de vitesse et pour la pression grâce à la stabilisation de type Brezzi-
Pitkäranta. Notez que l’on n’a pas de résultat sur la norme L2 de la vitesse, ceci à cause des conditions au bord
imposées faiblement. Cette restriction sera levée au chapitre suivant dans un cadre plus général en modifiant
cette façon de prendre en compte les conditions au bord dans le schéma.
Numériquement, on a comparé les trois schémas, le schéma (US) non stabilisé, le schéma (PS) stabilisé avec
un terme d’ordre 0 en pression et le schéma (BPS) stabilisé avec un terme d’ordre 2 en pression de type Brezzi-
Pitkäranta. Le schéma (US), pour lequel on n’a aucun résultat théorique, se comporte de la même manière
que le schéma (BPS). Au niveau de l’implémentation, le schéma (PS) est d’une extrême simplicité comparé
à l’implémentation du schéma (BPS). Néanmoins, on observe que les résultats en pression pour le schéma
(BPS) sont bien meilleurs que pour le schéma (PS). C’est pourquoi dans les chapitres suivants, on s’intéresse
uniquement à la stabilisation de type Brezzi-Pitkäranta qui apporte énormément au niveau théorique grâce aux
résultats de stabilité du schéma (voir Théorème V.12).
131
Chapitre VI
Le problème de Stokes avec une viscosité
variable régulière
L’objectif de ce chapitre1 est d’approcher par une méthode DDFV la solution du problème suivant :
Trouver u : Ω→ R2 une vitesse et p : Ω→ R une pression telles que
div (−2η(x)Du + pId) = f , dans Ω,
div(u) = 0, dans Ω,
u = g, sur ∂Ω,
∫
Ω
p(x)dx = 0.
(VI.1)
où Du = 12 (∇u+ t∇u) est la partie symétrique du gradient de vitesse, la viscosité η appartient à L∞(Ω) et elle
est supposée lipschitzienne sur tout le domaine Ω : il existe trois constantes Cη,Cη,Cη > 0 telles que
Cη ≤ η(x) ≤ Cη, pour presque toutx ∈ Ω, (VI.2)
et
|η(x) − η(x′)| ≤ Cη|x− x′|, ∀x, x′ ∈ Ω. (VI.3)
On travaille maintenant avec une viscosité variable mais régulière, ceci généralise le chapitre précédent. Dans
ce chapitre, on s’intéresse au terme de stabilisation de type Brezzi-Pitkäranta uniquement et à des conditions
aux bords de Dirichlet fortes. On commence par présenter le schéma DDFV stabilisé (VI.4) correspondant au
problème (VI.1). La présence de la partie symétrique du gradient de vitesse Du impose l’obtention d’une inégalité
de Korn discrète (voir Théorème VI.4). Comme dans le chapitre précédent, grâce à la stabilisation de type Brezzi-
Pitkäranta, on peut montrer la stabilité du schéma (VI.4) (voir Section VI.6) et en particulier le caractère bien
posé du schéma (VI.4) pour des maillages généraux (voir Théorème VI.9). Les résultats importants de ce chapitre
sont les estimations d’erreurs (voir Théorème VI.10) d’ordre 1 en norme L2 pour le gradient de vitesse, pour la
pression et pour la vitesse. Ces estimations sont illustrées par les tests numériques (voir Section VI.6). Dans les
deux derniers tests, on considère une viscosité discontinue, afin de mettre en évidence la détérioration de l’ordre
de convergence du schéma (VI.4) dans ces cas là. En effet,le schéma est encore convergent mais plus d’ordre 1.
Dans le chapitre suivant, on présente un schéma modifié pour regagner l’ordre 1. Le présent chapitre a donné
lieu à une publication dans Num. Methods for PDEs [Kre10b].
VI.1 Principe du schéma DDFV pour le problème de Stokes
Le principe de la méthode est le suivant : on intègre le bilan de quantité de mouvement du problème (VI.1)
sur les mailles primales intérieures M et sur les mailles duales intérieures M∗ uniquement. L’équation du bilan
1Un aide mémoire rassemblant les notations de ce chapitre est disponible page 243.
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de masse est directement approchée sur les diamants D en utilisant un terme de stabilisation de type Brezzi-
Pitkäranta. Contrairement au chapitre précédent, on impose la condition de Dirichlet sur les mailles primales et
duales du bord ∂M∪ ∂M∗. Finalement l’intégrale de la pression doit être nulle. Le schéma DDFV du problème
(VI.1) s’écrit alors 
Trouver uT ∈ Eg et pD ∈ RD tels que,
divM(−2ηDDDuT + pDId) = fM,
divM
∗
(−2ηDDDuT + pDId) = fM∗ ,
divD(uT )− λd2D∆DpD = 0,∑
D∈D
mDp
D = 0,
(VI.4)
avec ηD = (ηD)D∈D, avec ηD =
∫
D¯
η(s)dµD(s), pour tout D ∈ D, où µD¯ est une mesure de probabilité sur D¯,
fM = PMmf et f
M
∗
= PM
∗
m f , où les projections sont définies par (IV.3), le paramètre de stabilisation λ est choisi
strictement positif. Le choix de ηD inclut les cas :
ηD = η(xD) ou ηD =
1
mD
∫
D
η(x)dx. (VI.5)
Comme pour le schéma précédent, on a l’équivalent discret de la condition de compatibilié (9). En effet, on a
(divD(uT )− λd2D∆DpD, 1)D = (divDuT , 1)D = (∇DuT : Id)D.
La formule de Green (Théorème IV.9) implique
(divD(uT )− λd2D∆DpD, 1)D = (γD(Id).~n),γT (uT ))∂Ω.
Grâce à la condition de Dirichlet, on obtient la condition suivante
0 = (divD(uT )− λd2D∆DpD, 1)D =
∑
Dσ,σ∗∈Dext
mσγ
T (uT ) · ~nσK.
On déduit une relation entre l’équation de la conservation de la masse et la condition aux bords de Dirichlet.
On rajoute la version discrète de
∫
Ω
p(x)dx = 0, c’est-à-dire
∑
D∈D
mDp
D = 0 afin d’avoir unicité de la pression.
VI.2 Résultats sur le tenseur des taux de déformation
Dans cette section, on présente plusieurs résultats sur l’opérateur du tenseur des taux de déformation. Le
résultat important est l’inégalité de Korn. On commence par majorer le tenseur des taux de déformation discret
par le gradient discret.
Proposition VI.1
Pour tout uT ∈ (R2)T , on a
|||DDuT |||2 ≤ |||∇DuT |||2.
Démonstration : Grâce à la Remarque IV.8, on obtient
|||DDuT |||22 =
∑
D∈D
mD|||DDuT |||2F ≤
∑
D∈D
mD|||∇DuT |||2F = |||∇DuT |||22.
On introduit la notation suivante
∀u =
(
u1
u2
)
,v =
(
v1
v2
)
∈ R2, u ∧ v = u1v2 − u2v1.
Après des calculs différentiels classiques, on sait que pour toute fonction régulière u : Ω −→ R2, on a
div
(
t
(∇u)
)
= div (div (u) Id) = ∇(div(u)).
VI.2. Résultats sur le tenseur des taux de déformation 133
La propriété correspondante au niveau discret est montrée dans la proposition suivante.
Proposition VI.2
Pour tout uT ∈ E0, on a
divT
(
t(∇DuT )) = divT (divD(uT )Id) .
Démonstration : Soit uT =
(
uT1
uT2
)
∈ E0. Pour tout diamant D ∈ D, la matrice
(
t
(∇DuT )− divDuT Id
)
est donnée par (
t
(∇DuT )− divDuT Id
)
=
(− (∇DuT2 )2 (∇DuT2 )1
(∇DuT1 )2 − (∇DuT1 )1
)
.
Soit K ∈ M. on obtient
mKdiv
K
(
t(∇DuT )− divD(uT )Id) = ∑
D∈DK
mσ
( ∇DuT2 ∧ ~nσK
−∇DuT1 ∧ ~nσK
)
.
En utilisant la Définition I.7 du gradient discret d’un champ scalaire et le fait que ~nσK ∧ ~nσ∗K∗ = sin(αD), on
en déduit
∇DuTi ∧ ~nσK =
ui,L∗ − ui,K∗
sin(αD)mσ
~nσ∗K∗ ∧ ~nσK = ui,K∗ − ui,L∗
mσ
.
Il vient que
mKdiv
K
(
t(∇DuT )− divD(uT )Id) = ∑
D∈DK
(
u2,K∗ − u2,L∗
u1,L∗ − u1,K∗
)
. (VI.6)
K
~τK,L
~nσ∗K∗
~nσ∗K∗
~τK,L
xK
D
D
′
xL∗ in D
xK∗ in D
′
Fig. VI.1 – Sens trigonométrique.
On rappelle que pour chaque diamant D ∈ DK, la base (~τK,L,~nσ∗K∗) est supposée directe. Cela implique que
pour chaque diamant D ∈ DK les points xK∗ et xL∗ sont définis par ce choix d’orientation et pour deux diamants
voisins D et D′, tels que D ∩ D′ 6= ∅, le point xL∗ de D coïncide avec le point xK∗ de D′, (voir la Figure VI.1).
Ainsi le membre de droite de (VI.6) est une somme télescopique, il est donc nul. D’où pour tout K ∈ M, on
conclut
divK
(
t(∇DuT )) = divK (divD(uT )Id) .
Le même résultat est vérifié pour tout K∗ ∈ M∗. Premièrement, on obtient
mK∗div
K∗
(
t(∇DuT )− divD(uT )Id) = ∑
D∈DK∗
mσ∗
( ∇DuT2 ∧ ~nσ∗K∗
−∇DuT1 ∧ ~nσ∗K∗
)
,
puis
mK∗div
K∗
(
t(∇DuT )− divD(uT )Id) = ∑
D∈DK∗
(
u2,L − u2,K
u1,K − u1,L
)
. (VI.7)
Grâce à l’orientation choisie, le membre de droite de (VI.7) est une somme télescopique, il est donc nul, il vient
que
divK
∗
(
t(∇DuT )) = divK∗ (divD(uT )Id) , ∀ K∗ ∈ M∗.
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Le cas où K∗ ∈ ∂M∗ est un peu différent, la Définition IV.4 de la divergence discrète donne
mK∗div
K∗
(
t(∇DuT )− divD(uT )Id) = ∑
D∈DK∗
mσ∗
(
t
(∇DuT )− divDuT Id
)
~nσ∗K∗
+
∑
D∈DK∗∩Dext
dK∗,L
(
t
(∇DuT )− divDuT Id
)
~nσK.
(VI.8)
Pour la première somme sur D ∈ DK∗ du membre de droite de (VI.8), on peut faire la même chose que pour
K∗ ∈ M∗ : (VI.7) donne
∑
D∈DK∗
mσ∗
(
t
(∇DuT )− divDuT Id
)
~nσ∗K∗ =
∑
D∈DK∗
(
u2,L − u2,K
u1,K − u1,L
)
. (VI.9)
Pour la seconde somme du membre de droite de (VI.8), on peut faire la même chose que pour K ∈ M : (VI.6)
implique ∑
D∈DK∗∩Dext
dK∗,L
(
t
(∇DuT )− divDuT Id
)
~nσK =
∑
D∈DK∗∩Dext
dK∗,L
mσ
(
u2,K∗ − u2,L∗
u1,L∗ − u1,K∗
)
. (VI.10)
En combinant (VI.9) et (VI.10) dans (VI.8), on obtient
mK∗div
K∗
(
t(∇DuT )− divD(uT )Id) = ∑
D∈DK∗
(
u2,L − u2,K
u1,K − u1,L
)
+
∑
D∈DK∗∩Dext
dK∗,L
mσ
(
u2,K∗ − u2,L∗
u1,L∗ − u1,K∗
)
.
La condition aux bords uT ∈ E0 implique que u2,K∗ = u2,L∗ = u1,L∗ = u1,K∗ = 0. Il vient que
∑
D∈DK∗∩Dext
dK∗,L
mσ
(
u2,K∗ − u2,L∗
u1,L∗ − u1,K∗
)
= 0.
xK∗xL∗1
xL1 xL∗2
xK2
xL2
~nσ∗K∗
~nσ∗K∗
~nσ∗K∗
xK1
K
∗
~τK,L
~τK,L
~nσ∗K∗
~τK,L
~τK,L
D1 D2
~τK,L ~nσ∗K∗
Fig. VI.2 – Sens trigonométrique.
En utilisant les notations de la Figure VI.2, la somme sur les diamants D ∈ DK∗ de K∗ vaut∑
D∈DK∗
(
u2,L − u2,K
u1,K − u1,L
)
=
(
u2,L1 − u2,L2
u1,L2 − u1,L1
)
.
Comme uT ∈ E0, on a u2,L1 = u2,L2 = u1,L2 = u1,L1 = 0. On en déduit∑
D∈DK∗
(
u2,L − u2,K
u1,K − u1,L
)
+
∑
D∈DK∗∩Dext
dK∗,L
mσ
(
u2,K∗ − u2,L∗
u1,L∗ − u1,K∗
)
= 0.
Ceci conclut la démonstration.
Remarque VI.3
On a besoin de uT ∈ E0 pour montrer divK∗
(
t(∇DuT )) = divK∗ (−divD(uT )Id), pour tout K∗ ∈ ∂M∗,
sinon on a des termes de bords à rajouter.
On est maintenant en mesure de montrer l’inégalité de Korn.
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Théorème VI.4 (Inégalité de Korn discrète)
Pour tout uT ∈ E0, on a
|||∇DuT |||2 ≤
√
2|||DDuT |||2.
Démonstration : Tout d’abord, on a
|||DDuT |||22 =
1
2
|||∇DuT |||22 +
1
2
(
t(∇DuT ) : ∇DuT )
D
.
On va montrer que le dernier terme du membre de droite est positif. En appliquant la formule de Green
(Théorème IV.9), le fait que uT ∈ E0, on a(
t(∇DuT ) : ∇DuT )
D
= −JdivT
(
t(∇DuT )) ,uT KT .
La Proposition VI.2 implique(
t(∇DuT ) : ∇DuT )
D
= −JdivT (divD(uT )Id),uT KT .
En utilisant encore une fois la formule de Green (Théorème IV.9) pour uT ∈ E0 et en remplaçant divDuT =
Tr∇DuT = (Id : ∇DuT ), on obtient(
t(∇DuT ) : ∇DuT )
D
=
(
divD(uT )Id : ∇DuT
)
D
= ‖divD(uT )‖22 ≥ 0.
Ceci conclut la démonstration.
VI.3 Stabilité du schéma DDFV
Dans cette section, on montre la stabilité du schéma DDFV (VI.4) grâce à la stabilisation puis en conséquence
le caractère bien posé du schéma (voir Théorème VI.9). Dans le Théorème VI.6, le choix de la stabilisation de
type Brezzi-Pitkäranta est crucial, comme on l’a vu dans le chapitre précédent. La nouveauté repose ici sur
la présence du tenseur visqueux variable 2η(x)Du. On commence par donner la forme bilinéaire associée au
schéma (VI.4).
Définition VI.5
On définit la forme bilinéaire associée au schéma (VI.4) par :
∀ (uT , pD), (u˜T , p˜D) ∈ (R2)T × RD,
B(uT , pD; u˜T , p˜D) =JdivT (−2ηDDDuT + pDId), u˜T KT + (divD(uT )− λd2D∆DpD, p˜D)D,
où le paramètre de stabilisation λ est strictement positif.
Théorème VI.6 (Stabilité du schéma)
On suppose que η vérifie (VI.2). Il existe deux constantes C1 > 0 et C2 > 0, dépendant uniquement de
Ω, λ, Cη, Cη, et reg(T ), telles que pour chaque couple (uT , pD) ∈ E0 × RD avec
∑
D∈D
mDp
D = 0, il existe
u˜T ∈ E0 et p˜D ∈ RD vérifiant :
|||∇Du˜T |||2 + ‖p˜D‖2 ≤ C1
(|||∇DuT |||2 + ‖pD‖2) , (VI.11)
et
|||∇DuT |||22 + ‖pD‖22 ≤ C2B(uT , pD; u˜T , p˜D). (VI.12)
Démonstration : Soit (uT , pD) ∈ E0 × RD tel que
∑
D∈D
mDp
D = 0.
136 Chapitre VI. Le problème de Stokes avec une viscosité variable régulière
Etape 1 : On applique la formule de Green discrète (Théorème IV.9) à B donnée par la Définition VI.5, en
remarquant que γT (uT ) = 0 et que DDuT est une matrice symétrique, on obtient
B(uT , pD;uT , pD) = (2ηDDDuT : DDuT )D − λ(d2D∆DpD, pD)D.
Grâce à l’inégalité sur la viscosité (VI.2) et à la Remarque IV.12, on obtient
B(uT , pD;uT , pD) ≥ 2Cη|||DDuT |||22 + λ|pD|2h.
Finalement on applique l’inégalité de Korn (Théorème VI.4) afin d’obtenir
B(uT , pD;uT , pD) ≥ Cη|||∇DuT |||22 + λ|pD|2h. (VI.13)
On remarque que l’estimation sur la pression ci-dessus dépend du maillage. En effet, on rappelle que la semi-
norme |.|h dépend elle-même du maillage. C’est pourquoi on ne peut pas borner uniformément la norme L2 de
la pression par la semi-norme |.|h.
Etape 2 : On fait comme dans l’Etape 2 de la démonstration du Théorème V.12. On utilise le Lemme de
Nec˘as (voir [GR86, Corollaire 2.4] ou [BF06, Lemme III.1.17]) : comme pD =
∑
D∈D
pD1D ∈ L2(Ω) est d’intégrale
nulle sur Ω, il existe une constante C > 0, dépendant uniquement de Ω, et v ∈ (H10 (Ω))2 telle que div(v) = −pD
et
‖v‖H1 ≤ C‖pD‖2. (VI.14)
On pose vT = PTmv, définie par (IV.4). En particulier, on a v
T ∈ E0. En utilisant le Lemme IV.19, on obtient
|||∇DvT |||2 ≤ C‖v‖H1 ≤ C‖pD‖2. (VI.15)
La formule de Green (Théorème IV.9) implique que
B(uT , pD;vT , 0) = 2(ηDDDuT : ∇DvT )D − (pD, divD(vT ))D.
On applique l’inégalité de Cauchy-Schwarz, ensuite on ajoute et soustrait
∑
D∈D
∫
D
pDdiv(v(z))dz afin obtenir
B(uT , pD;vT , 0) ≥− Cη|||DDuT |||2|||∇DvT |||2 −
∑
D∈D
∫
D
pDdiv(v(z))dz − ∑
D∈D
∫
D
pD (divD(vT )− div(v(z))) dz.
Puisqu’on a div(v) = −pD, l’inégalité (VI.15) et la Proposition VI.1 donnent
B(uT , pD;vT , 0) ≥− C|||∇DuT |||2‖pD‖2 + ‖pD‖22 −
∑
D∈D
∫
D
pD (divD(vT )− div(v(z))) dz.
La Proposition IV.25 et l’estimation (VI.14) impliquent
∑
D∈D
∫
D
pD (divD(vT )− div(v(z))) dz ≤ C|pD|h‖v‖H1 ≤ C|pD|h‖pD‖2.
On en déduit que
B(uT , pD;vT , 0) ≥ ‖pD‖22 − C‖pD‖2|||∇DuT |||2 − C|pD|h‖pD‖2.
En utilisant l’inégalité de Young, on obtient l’existence de trois constantes C1, C2, C3 > 0, dépendant uniquement
de Ω, Cη et reg(T ), telles que
B(uT , pD;vT , 0) ≥ C1‖pD‖22 − C2|||∇DuT |||22 − C3|pD|2h. (VI.16)
Etape 3 : La bilinéarité de B, les estimations (VI.13) et (VI.16) donnent pour tout nombre strictement positif
ξ > 0 :
B(uT , pD;uT + ξvT , pD) ≥ (Cη − ξC2) |||∇DuT |||22 + ξC1‖pD‖22 + (λ− ξC3) |pD|2h. (VI.17)
On choisit la valeur de ξ > 0 suffisamment petite (dépendant uniquement de Cη, C2, λ et C3) telle que toutes les
constantes devant les normes soient strictement positives, cette inégalité (VI.17) conduit à l’estimation (VI.12).
La relation (VI.11) est vérifiée pour le couple u˜T = uT + ξvT et p˜D = pD, grâce à (VI.15), ceci conclut la
démonstration.
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Remarque VI.7
Il est clair que la démonstration n’est plus valable si on ne considère pas de termes de stabilisation, c’est-à-
dire si λ = 0.
Une conséquence immédiate des inégalités de stabilité est la dépendance des solutions DDFV de manière
continue aux données du problème.
Corollaire VI.8
On suppose que η vérifie (VI.2) et λ > 0. Il existe une constante C > 0, dépendant uniquement du diamètre
de Ω, λ, Cη, Cη et reg(T ), telle que le couple (uT , pD) ∈ E0 × RD, solution du schéma (VI.4) avec gT = 0
vérifie :
|||∇DuT |||22 + ‖pD‖22 ≤ C‖fT ‖22.
Démonstration : Soit (uT , pD) ∈ E0 × RD solution du schéma (VI.4). Grâce au Théorème VI.6, il existe
u˜T ∈ E0, p˜D ∈ RD, tels que
|||∇Du˜T |||2 + ‖p˜D‖2 ≤ C1
(|||∇DuT |||2 + ‖pD‖2) , (VI.18)
et
|||∇DuT |||22 + ‖pD‖22 ≤ C2B(uT , pD; u˜T , p˜D).
La Définition VI.5 de B implique que B(uT , pD; u˜T , p˜D) = JfT , u˜T KT . On applique l’inégalité de Cauchy-Schwarz
et le Théorème IV.15 de Poincaré pour obtenir
|||∇DuT |||22 + ‖pD‖22 ≤ C2‖fT ‖2‖u˜T ‖2 ≤ C‖fT ‖2|||∇Du˜T |||2.
En utilisant (VI.18) et l’inégalité de Young, le résultat est montré.
Théorème VI.9
On suppose que η vérifie (VI.2) et λ > 0. Soit T un maillage DDFV associé à Ω. Le schéma (VI.4) admet
une unique solution (uT , pD) ∈ (R2)T × RD.
Démonstration : On note N la dimension de
(
R2
)T ×RD. Le schéma (VI.4) peut s’écrire avec qD = 0 et
α = 0 comme suit 
Trouver uT ∈ (R2)T et pD ∈ RD tels que,
divM(−2ηDDDuT + pDId) = fM,
divM
∗
(−2ηDDDuT + pDId) = fM∗ ,
divD(uT )− λd2D∆DpD = qD,
uK = gK, ∀ K ∈ ∂M,
uK∗ = gK∗ , ∀ K∗ ∈ ∂M∗∑
D∈D
mDp
D = α.
C’est un système linéaire : Av = b avec une matrice rectangle A ∈ MN+1,N(R), v ∈ RN et le second membre
b =
t
(fM, fM
∗
, qD,g∂M,g∂M
∗
, α) ∈ RN+1. Soit X l’ensemble suivant
X =
{
(fM, fM
∗
, qD,g∂M,g∂M
∗
, α)′ ∈ RN+1, ∑
Dσ,σ∗∈Dext
mσγ
T (gT ) · ~nσK =
∑
D∈D
mDq
D.
}
,
la dimension de X vaut N . On a que
t
(fM, fM
∗
, 0,g∂M,g∂M
∗
, 0) appartient à X et que ImA ⊂ X car on a une
relation entre l’équation de la conservation de la masse et la condition aux bords de Dirichlet grâce à la formule
de Green (Théorème IV.9). Si on montre que la matrice A est injective, on conclut que dim ImA = N et ainsi
ImA = X . Etudions donc le noyau de la matrice A. Grâce au Corollaire VI.8, il vient que ∇DuT = 0 et pD = 0.
Comme uT ∈ E0, la Remarque IV.3 implique uT = 0.
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VI.4 Estimations d’erreurs du schéma DDFV
On donne maintenant une estimation de l’erreur dans le cas où la solution exacte du problème (VI.1)
appartient à (H2(Ω))2 ×H1(Ω) et la viscosité est assez régulière. Notre résultat principal est le suivant.
Théorème VI.10
On suppose que η vérifie (VI.2) et (VI.3) et que λ > 0. On suppose que la solution (u, p) du problème
(VI.1) appartient à (H2(Ω))2 × H1(Ω). Soit (uT , pD) ∈ (R2)T ×RD la solution du schéma (VI.4). Il existe
une constante C > 0 dépendant uniquement de Ω, reg(T ), λ, Cη, Cη, Cη, ‖u‖H2 et ‖p‖H1 , telle que :
‖u− uT ‖2 + |||∇u−∇DuT |||2 ≤ Csize(T ),
et
‖p− pD‖2 ≤ Csize(T ).
Début de la Démonstration du Théorème VI.10 : Soit eT = Pm,gP
T
c u − uT ∈ E0 l’erreur pour la
vitesse et eD = PDmp− pD ∈ RD l’erreur pour la pression. On rappelle que g = γ(u). Grâce à (VI.4) et (VI.1),
on a ∀K ∈ M 
divK(−2ηDDDuT + pDId) = fK,
− 1
mK
∫
K
div(2η(x)Du(x))dx +
1
mK
∫
K
∇p(x)dx = fK.
Par conséquent, on en déduit
mKdiv
K(−2ηDDDeT + eDId) = mKdivK(−2ηDDDPm,gPTc u+PDmpId)+
∫
K
div(2η(x)Du(x))dx−
∫
K
∇p(x)dx.
La Définition IV.4 de la divergence discrète et la formule de Green impliquent
mKdiv
K(−2ηDDDeT + eDId) =2 ∑
D∈DK
∫
σ
(η(z)Du(z) − ηDDDPm,gPTc u).~nσKdz
+
∑
D∈DK
∫
σ
(PDmp− p(z)).~nσKdz.
(VI.19)
De la même manière, on montre que pour tout K∗ ∈ M∗ on a
mK∗
(
divK
∗
(−2ηDDDeT + eDId)) =2 ∑
D∈DK∗
∫
σ∗
(η(z)Du(z)− ηDDDPm,gPTc u).~nσ∗K∗dz
+
∑
D∈DK∗
∫
σ∗
(PDmp− p(z)).~nσ∗K∗dz.
(VI.20)
On définit l’erreur de consistance de la manière suivante
RuD(z) = η(z)Du(z)− ηDDDPm,gPTc u, pour z ∈ D, D ∈ D,
Rp
D
(z) = PDmp− p(z), pour z ∈ D, D ∈ D,
on note pour i ∈ {u, p} :
Riσ,K = −Riσ,L =
1
mσ
∫
σ
RiD(s)~nσKds,
Riσ∗,K∗ = −Riσ∗,L∗ =
1
mσ∗
∫
σ∗
RiD(s)~nσ∗K∗ds,
Riσ = |Riσ,K| = |Riσ,L|,
Riσ∗ = |Riσ∗,K∗ | = |Riσ∗,L∗ |,
et les normes L2 correspondante pour i = u, p :
‖Riσ‖22 =
∑
Dσ,σ∗∈D
mD|Riσ|2, ‖Riσ∗‖22 =
∑
Dσ,σ∗∈D
mD|Riσ∗ |2.
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Grâce à (VI.19) et (VI.20), le couple (eT , eD) ∈ E0 × RD est solution de
divM(−2ηDDDeT + eDId) = RM,
divM
∗
(−2ηDDDeT + eDId) = RM∗ ,
divD(eT )− λd2
D
∆DeD = RD,∑
D∈D
mDe
D = 0,
(VI.21)
où RM = (RK)K∈M, RM∗ = (RK∗)K∗∈M∗ et RD = (RD)D∈D avec :
RK =
2
mK
∑
D∈DK
mσR
u
σ,K +
1
mK
∑
D∈DK
mσR
p
σ,K, ∀ K ∈ M,
RK∗ =
2
mK∗
∑
D∈DK∗
mσ∗R
u
σ∗,K∗ +
1
mK∗
∑
D∈DK∗
mσ∗R
p
σ∗,K∗ , ∀ K∗ ∈ M∗,
RD = div
D(Pm,gP
T
c u)− λd2D∆DPDmp, ∀ D ∈ D.
Le Théorème VI.6 implique l’existence de e˜T ∈ E0, e˜D ∈ RD et C > 0 tels que :
|||∇De˜T |||2 + ‖e˜D‖2 ≤ C
(|||∇DeT |||2 + ‖eD‖2) , (VI.22)
et
|||∇DeT |||22 + ‖eD‖22 ≤ CB(eT , eD; e˜T , e˜D). (VI.23)
Grâce à la Définition VI.5 de B et de (VI.21), on a B(eT , eD; e˜T , e˜D) = JdivT (−2ηDDDeT + eDId), e˜T KT +
(RD, e˜D)D. On note I := Jdiv
T (−2ηDDDeT + eDId), e˜T KT et T := (RD, e˜D)D.
Estimation de I. En utilisant le fait que e˜T ∈ E0 et la définition de I, on a
I =
1
2
∑
K∈M
∑
D∈DK
mσ(R
p
σ,K + 2R
u
σ,K) · e˜K
+
1
2
∑
K∗∈M∗∪∂M∗
∑
D∈DK∗
mσ(R
p
σ∗,K∗ + 2R
u
σ∗,K∗) · e˜K∗ .
En réorganisant la somme sur les diamants D ∈ D et en remarquant que Riσ,K = −Riσ,L et Riσ∗,K∗ = −Riσ∗,L∗
pour i = u, p, il vient que
I =
1
2
∑
Dσ,σ∗∈D
mσ(R
p
σ,K + 2R
u
σ,K) · (e˜K − e˜L)
+
1
2
∑
Dσ,σ∗∈D
mσ∗(R
p
σ∗,K∗ + 2R
u
σ∗,K∗) · (e˜K∗ − e˜L∗).
La Définition IV.1 du gradient discret et l’inégalité de Cauchy-Schwarz impliquent que
I =− ∑
Dσ,σ∗∈D
mD
sin(αD)
(
Rpσ,K + 2R
u
σ,K
) · ((∇De˜T ).~τK,L)
− ∑
Dσ,σ∗∈D
mD
sin(αD)
(
Rpσ∗,K∗ + 2R
u
σ∗,K∗
) · ((∇De˜T ).~τK∗,L∗)
≤|||∇De˜T |||2 C
sin(αT )
[‖Ruσ‖2 + ‖Ruσ∗‖2 + ‖Rpσ‖2 + ‖Rpσ∗‖2] .
(VI.24)
Estimation de T . Tout d’abord, le Corollaire IV.18 et le Lemme IV.20 donnent
‖divD(Pm,gPTc u)‖2 ≤ Csize(T )‖u‖H2 .
On applique l’inégalité de Cauchy-Schwarz à (divD(Pm,gP
T
c u), e˜
D)D pour obtenir
(divD(Pm,gP
T
c u), e˜
D)D ≤ Csize(T )‖u‖H2‖e˜D‖2. (VI.25)
En réorganisant la somme sur les côtés des diamants s ∈ S dans le terme T1 := −(λd2D∆DPDmp, e˜D)D, on a de
la même manière que dans la Remarque IV.12
T1 = −λ
∑
D∈D
mDe˜
Dd2D∆
D
P
D
mp = λ
∑
s=D|D′∈S
(d2D + d
2
D′)(P
D
′
m p− PDmp)(e˜D
′ − e˜D).
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L’inégalité de Cauchy-Schwarz et la semi-norme |.|h (IV.15) conduisent à
|T1| ≤ λ
( ∑
s=D|D′∈S
(d2D + d
2
D′)(P
D
′
m p− PDmp)2
) 1
2
( ∑
s=D|D′∈S
(d2D + d
2
D′)(e˜
D
′ − e˜D)2
) 1
2
≤ 2size(T )λ|e˜D|h
( ∑
s=D|D′∈S
(PD
′
m p− PDmp)2
) 1
2
.
En utilisant les Lemmes IV.13 et IV.23, on obtient
|T1| ≤ Csize(T )‖e˜D‖2‖∇p‖2. (VI.26)
On remarque que T = (divD(Pm,gP
T
c u), e˜
D)D + T1 et grâce à (VI.25) et (VI.26), on en déduit
|T | ≤ Csize(T )‖e˜D‖2 (‖u‖H2 + ‖∇p‖2) . (VI.27)
Estimation de B. En combinant (VI.24) et (VI.27), (VI.23) devient
|||∇DeT |||22 + ‖eD‖22 ≤
C
sin(αT )
|||∇De˜T |||2 [‖Ruσ‖2 + ‖Ruσ∗‖2 + ‖Rpσ‖2 + ‖Rpσ∗‖2]
+ Csize(T )‖e˜D‖2 (‖u‖H2 + ‖∇p‖2) .
Finalement, (VI.22) donne
|||∇DeT |||22 + ‖eD‖22 ≤C(‖Ruσ‖2 + ‖Ruσ∗‖2 + ‖Rpσ‖2 + ‖Rpσ∗‖2)(|||∇DeT |||2 + ‖eD‖2)
+ Csize(T ) (‖u‖H2 + ‖∇p‖2) (|||∇DeT |||2 + ‖eD‖2).
En utilisant le résultat du Lemme V.10, on obtient
|||∇DeT |||22 + ‖eD‖22 ≤C(‖Ruσ‖2 + ‖Ruσ∗‖2)(|||∇DeT |||2 + ‖eD‖2)
+ Csize(T ) (‖u‖H2 + ‖∇p‖2) (|||∇DeT |||2 + ‖eD‖2).
(VI.28)
Il reste à montrer les estimations des erreurs de consistance en vitesse.
VI.4.1 Erreur de consistance de Ruσ
On s’intéresse maintenant à l’erreur de consistance RuD, on la décompose en quatre contributions R
u,η
D
,
Ru,Du
D
, Ru,z
D
et Ru,bd
D
, respectivement l’erreur de consistance due à l’approximation des flux, à l’approximation
du tenseur des taux de déformation, à l’approximation de la viscosité et à l’approximation de la condition aux
bords :
RuD(z) = R
u,η
D
(z) +Ru,Du
D
+Ru,z
D
+Ru,bd
D
, (VI.29)
où, pour z ∈ D,
Ru,η
D
(z) = η(z)Du(z)− 1
mD
∫
D
η(x)Du(x)dx,
Ru,Du
D
=
1
mD
∫
D
η(x)(Du(x) −DDPTc u)dx,
Ru,z
D
=
(
1
mD
∫
D
η(x)dx − ηD
)
DDPTc u,
Ru,bd
D
= ηD(D
D
P
T
c u−DDPm,gPTc u).
Afin de contrôler Ruσ et R
u
σ∗ , on va estimer séparément les quatre termes de (VI.29).
Proposition VI.11 (Erreur due aux gradients)
On suppose que η vérifie (VI.2). Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0,
dépendant uniquement de reg(T ) et Cη, telle que pour toute fonction u de (H2(Ω))2, on a
|||Ru,Du
D
|||2 ≤ Csize(T )|||∇u|||H1 .
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Démonstration : L’inégalié de Jensen et (VI.2) donnent
|||Ru,Du
D
|||22 ≤
∑
D∈D
∫
D
|η(x)(Du(x) −DDPTc u)|2 dx ≤ C
2
η|||Du−DDPTc u|||22.
La remarque IV.8 implique que
|||Du −DDPTc u|||2 ≤ |||∇u −∇DPTc u|||2,
puis, appliquant le Lemme IV.16, on conclut le résultat.
Proposition VI.12 (Erreur due à la viscosité)
On suppose que η vérifie (VI.3). Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0,
dépendant uniquement de reg(T ) et Cη, telle que pour toute fonction u de (H2(Ω))2, on a
|||Ru,z
D
|||2 ≤ Csize(T )|||∇u|||H1 .
Démonstration : L’inégalié de Jensen implique
|||Ru,z
D
|||22 ≤
∑
D∈D
mD
1
mD
(∫
D
∫
D¯
|η(x)− η(z)|2 dµD(z)dx
)
|||DDPTc u|||2F .
Grâce à (VI.3) et la Proposition VI.1, on obtient
|||Ru,z
D
|||22 ≤ C2η
∑
D∈D
(∫
D
∫
D¯
|x− z|2 dµD(z)dx
)
|||DDPTc u|||2F ≤ Csize(T )2|||∇DPTc u|||22.
Finalement, le Corollaire IV.17 donne le résultat.
Proposition VI.13 (Erreur due aux conditions aux bords)
On suppose que η vérifie (VI.2). Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0,
dépendant uniquement de reg(T ) et Cη, telle que pour toute fonction u de (H2(Ω))2, dont la trace est notée
g = γ(u), on a
|||Ru,bd
D
|||2 ≤ Csize(T )‖u‖H2 .
Démonstration : L’inégalité (VI.2) et la Proposition VI.1 impliquent
|||Ru,bd
D
|||22 ≤ C
2
η|||DD(PTc u−Pm,gPTc u)|||22 ≤ C|||∇D
(
P
T
c u−Pm,gPTc u
) |||22,
et finalement, le Lemme IV.20 conclut le résultat.
Proposition VI.14 (Erreur due aux flux)
On suppose que η vérifie (VI.2) et (VI.3). Soit T un maillage DDFV associé à Ω. Il existe une constante
C > 0, dépendant uniquement de reg(T ), Cη et Cη, telle que pour toute fonction u de (H2(Ω))2, on a
∑
Dσ,σ∗∈D
mD
[
1
mσ
∫
σ
|||Ru,η
D
(s)|||2Fds+
1
mσ∗
∫
σ∗
|||Ru,η
D
(s)|||2Fds
]
≤ Csize(T )2|||∇u|||2H1 .
Démonstration : On applique l’inégalité de Jensen pour obtenir
|||Ru,η
D
(s)|||2F ≤
1
mD
∫
D
|||η(s)Du(s) − η(x)Du(x)|||2Fdx.
Puis, en ajoutant 0 = η(s)Du(x) − η(s)Du(x), l’inégalité de Cauchy-Schwarz implique
|||Ru,η
D
(s)|||2F ≤
2
mD
∫
D
|η(s)− η(x)|2 |||Du(x)|||2Fdx+
2
mD
∫
D
|η(s)|2 |||Du(s)−Du(x)|||2Fdx.
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Les inégalités (VI.2) et (VI.3) donnent
|||Ru,η
D
(s)|||2F ≤ size(T )2
2C2η
mD
∫
D
|||Du(x)|||2Fdx+
2C
2
η
mD
∫
D
|||Du(s) −Du(x)|||2Fdx. (VI.30)
On fait la moyenne de la seconde intégrale du membre de droite de (VI.30) sur σ et on applique une extension
matricielle du Lemme I.12
1
mDmσ
∫
σ
∫
D
|||Du(s) −Du(x)|||2Fdxds ≤ C
d3D
mσmD
∫
D
|∇(Du(y)|2dy.
Grâce à la relation (I.1), il vient que
∑
Dσ,σ∗∈D
mD
1
mDmσ
∫
σ
∫
D
|||Du(s) −Du(x)|||2Fdxds ≤ Csize(T )2|||∇u|||2H1 .
Donc on obtient ∑
Dσ,σ∗∈D
mD
1
mσ
∫
σ
|||Ru,η
D
(s)|||2Fds ≤ Csize(T )2|||∇u|||2H1 .
On procéde de la même manière pour le terme sur les arêtes duales σ∗.
Maintenant on peut contrôler Ruσ et R
u
σ∗ , comme suit.
Lemme VI.15
On suppose que η vérifie (VI.2) et (VI.3). Soit T un maillage DDFV associé à Ω. Il existe une constante
C > 0, dépendant uniquement de reg(T ), Cη et Cη, telle que pour toute fonction u de (H2(Ω))2, on a
‖Ruσ‖2 + ‖Ruσ∗‖2 ≤ Csize(T )|||∇u|||H1 .
Démonstration : Grâce à (VI.29) et à l’inégalité de Cauchy-Schwarz, on obtient
∑
Dσ,σ∗∈D
mD|Ruσ |2 ≤ 4
∑
Dσ,σ∗∈D
mD
1
mσ
∫
σ
|||Ru,η
D
(s)|||2Fds+ 4|||Ru,DuD |||22 + 4|||Ru,zD |||22 + 4|||Ru,bdD |||22.
On conclut en utilisant les Propositions VI.11, VI.12, VI.13 et VI.14. On procéde de la même manière pour
l’estimation de Ruσ∗ .
VI.4.2 Fin de la démonstration du Théorème VI.10
Nous pouvons maintenant rassembler tous les résultats précédents en vue de conclure la démonstration du
Théorème VI.10, commencé au début de la section.
Démonstration : On a noté eT = Pm,gP
T
c u − uT et eD = PDmp − pD, et obtenu l’estimation suivante
(VI.28)
|||∇DeT |||22 + ‖eD‖22 ≤C(‖Ruσ‖2 + ‖Ruσ∗‖2)(|||∇DeT |||2 + ‖eD‖2)
+ Csize(T ) (‖u‖H2 + ‖∇p‖2) (|||∇DeT |||2 + ‖eD‖2).
Le Lemme VI.15 implique que
|||∇DeT |||2 ≤ Csize(T ) et ‖eD‖2 ≤ Csize(T ). (VI.31)
Estimation de ‖u− uT ‖2 : On a
‖u− uT ‖2 ≤ ‖u−Pm,gPTc u‖2 + ‖Pm,gPTc u− uT ‖2.
Le Lemme IV.22 et l’inégalité de Poincaré (Théorème IV.15) donnent
‖u− uT ‖2 ≤ Csize(T )|||∇u|||H1 + C|||∇DPm,gPTc u−∇DuT |||2.
Finalement, (VI.31) conclut l’estimation de ‖u− uT ‖2.
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Estimation de |||∇u−∇DuT |||2 : On a
|||∇u−∇DuT |||2 ≤ |||∇u−∇DPTc u|||2 + |||∇DPTc u−∇DPm,gPTc u|||2 + |||∇DPm,gPTc u−∇DuT |||2.
Finalement, les Lemmes IV.16, IV.20 et (VI.31) impliquent l’estimation de |||∇u−∇DuT |||2.
Estimation de ‖p− pD‖2 : On a
‖p− pD‖2 ≤ ‖p− PDmp‖2 + ‖PDmp− pD‖2.
On conclut grâce à la Proposition IV.24 et (VI.31).
VI.5 Lien avec le schéma MAC
Le schéma décalé le plus célébre est le schéma MAC (Marker and Cell) [HW65, Nic92a] qui se limite à des
maillages rectangulaires. On montre dans cette section que, sur des maillages rectangulaires avec une viscosité
constante égale à 1, notre schéma DDFV (VI.4) est équivalent (excepté sur le bord) à des schémas MAC
découplés écrits sur deux maillages différents et décalés. Pour cela, on note f =
(
f
g
)
et u =
(
u
v
)
. On va utiliser
dans cette section les notations classiques des méthodes MAC de la Figure VI.3.
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Fig. VI.3 – Inconnues DDFV sur le domaine [0, 3h]× [0, 3k]
Réécrivons le schéma DDFV (VI.4) avec ces notations. L’équation correspondant au bilan de quantité de
mouvement pour une maille primale Ki+ 12 ,j ne touchant pas le bord, est donnée par :
fi+ 12 ,j = −
ui+ 32 ,j − 2ui+ 12 ,j + ui− 12 ,j
h2
−
ui+ 12 ,j+1 − 2ui+ 12 ,j + ui+ 12 ,j−1
k2
+
pi+1,j − pi,j
h
, (VI.32)
et
gi+ 12 ,j = −
vi+ 32 ,j − 2vi+ 12 ,j + vi− 12 ,j
h2
−
vi+ 12 ,j+1 − 2vi+ 12 ,j + vi+ 12 ,j−1
k2
+
pi+ 12 ,j+
1
2
− pi+ 12 ,j− 12
k
, (VI.33)
et pour une maille duale K∗
i,j+ 12
∈ M∗ :
fi,j+ 12 = −
ui+1,j+ 12 − 2ui,j+ 12 + ui−1,j+ 12
h2
−
ui,j+ 32 − 2ui,j+ 12 + ui,j− 12
k2
+
pi+ 12 ,j+
1
2
− pi− 12 ,j+ 12
h
, (VI.34)
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et
gi,j+ 12 = −
vi+1,j+ 12 − 2vi,j+ 12 + vi−1,j+ 12
h2
−
vi,j+ 32 − 2vi,j+ 12 + vi,j− 12
k2
+
pi,j+1 − pi,j
k
. (VI.35)
L’équation de bilan de masse s’écrit pour un diamant intérieur Di+1,j
ui+ 32 ,j − ui+ 12 ,j
h
+
vi+1,j+ 12 − vi+1,j− 12
k
= 0, (VI.36)
et pour un diamant intérieur Di+ 12 ,j+ 12
ui+1,j+ 12 − ui,j+ 12
h
+
vi+ 12 ,j+1 − vi+ 12 ,j
k
= 0. (VI.37)
Pour les deux schémas MAC écrits sur deux maillages différents et décalés correspondant aux Figures VI.4 et
VI.5, il faut remarquer que le domaine considéré est un peu plus grand que le domaine de la Figure VI.3.
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Fig. VI.4 – Inconnues MAC sur le domaine
[−h2 , 3h+ h2 ]× [0, 3k]
Le schéma MAC correspondant au maillage de la Figure VI.4 s’écrit alors
fi+ 12 ,j = −
ui+ 32 ,j − 2ui+ 12 ,j + ui− 12 ,j
h2
−
ui+ 12 ,j+1 − 2ui+ 12 ,j + ui+ 12 ,j−1
k2
+
pi+1,j − pi,j
h
, (VI.38)
et
gi,j+ 12 = −
vi+1,j+ 12 − 2vi,j+ 12 + vi−1,j+ 12
h2
−
vi,j+ 32 − 2vi,j+ 12 + vi,j− 12
k2
+
pi,j+1 − pi,j
k
. (VI.39)
L’équation de bilan de masse s’écrit alors
ui+ 32 ,j − ui+ 12 ,j
h
+
vi+1,j+ 12 − vi+1,j− 12
k
= 0. (VI.40)
Et le schéma MAC correspondant au maillage de la Figure VI.5 s’écrit
fi,j+ 12 = −
ui+1,j+ 12 − 2ui,j+ 12 + ui−1,j+ 12
h2
−
ui,j+ 32 − 2ui,j+ 12 + ui,j− 12
k2
+
pi+ 12 ,j+
1
2
− pi− 12 ,j+ 12
h
, (VI.41)
et
gi+ 12 ,j = −
vi+ 32 ,j − 2vi+ 12 ,j + vi− 12 ,j
h2
−
vi+ 12 ,j+1 − 2vi+ 12 ,j + vi+ 12 ,j−1
k2
+
pi+ 12 ,j+
1
2
− pi+ 12 ,j− 12
k
. (VI.42)
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Fig. VI.5 – Inconnues MAC sur le domaine [0, 3h]× [−k2 , 3k + k2 ]
L’équation de bilan de masse s’écrit alors
ui+1,j+ 12 − ui,j+ 12
h
+
vi+ 12 ,j+1 − vi+ 12 ,j
k
= 0. (VI.43)
Ainsi on a que les équations coïncident entre le schéma DDFV (VI.4) et deux schémas MAC décalés, car
(VI.38) ⇐⇒(VI.32), (VI.39) ⇐⇒ (VI.35), (VI.41) ⇐⇒ (VI.34), (VI.42) ⇐⇒ (VI.33), (VI.40) ⇐⇒(VI.36) et
(VI.43) ⇐⇒(VI.37).
Maintenant si on regarde plus précisément ceci se passe au bord du domaine, on obtient pour la maille
primale Ki+ 12 ,j−1 qui touche le bord (hors un coin du domaine), les mêmes équations pour le schéma DDFV
(VI.4) et le schéma MAC correspondant au maillage de la Figure VI.4. Par contre, pour la maille primale
Ki− 12 ,j−1 qui touche un coin du domaine, par exemple le coin en bas à gauche, la équation pour le schéma
DDFV (VI.4) est la suivante :
fi− 12 ,j−1 = −
ui+ 12 ,j−1 − 3ui− 12 ,j−1
h2
−
ui− 12 ,j − 3ui− 12 ,j−1
k2
+
pi,j−1 − pi−1,j−1
h
, (VI.44)
et celle pour le schéma MAC correspondant au maillage de la Figure VI.4 :
fi− 12 ,j−1 = −
ui+ 12 ,j−1 − 2ui− 12 ,j−1
h2
−
ui− 12 ,j − 3ui− 12 ,j−1
k2
+
pi,j−1 − pi−1,j−1
h
. (VI.45)
Ainsi on n’a plus équivalence entre les équations sur les coins du bord pour le schéma DDFV et le schéma MAC
décalé, car seul le coefficient de ui− 12 ,j−1 (l’inconnue de maille primale considérée Ki− 12 ,j−1) n’est pas le même
pour les deux schémas, ainsi (VI.45) < (VI.44). On remarque également qu’on n’a pas équivalence entre les
équations pour les sommets du bord. Par exemple, l’inconnue ui−1,j+ 12 est nulle pour le schéma DDFV (VI.4)
alors que pour le schéma MAC correspondant au maillage de la Figure VI.4, on obtient
gi−1,j+ 12 = −
vi,j+ 12 − 3vi−1,j+ 12
h2
− −2vi−1,j+
1
2
+ vi−1,j− 12
k2
+
pi−1,j+1 − pi−1,j
k
.
On ne détaille pas les autres différences dues au bord. En conclusion, on a équivalence entre les équations
uniquement à l’intérieur du domaine pour le schéma DDFV (VI.4) et les deux schémas MAC décalés.
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VI.6 Tests numériques
On présente quelques résultats numériques obtenus sur le domaine Ω =]0, 1[2. Dans toutes les simulations
numériques le paramètre de stabilisation est fixé à λ = 10−3.
Pour chaque cas test, on donne l’expression de la solution exacte (u, p) et la viscosité η desquelles on déduit
le terme source f et la condition aux bords g pour que (u, p) soit la solution du problème (VI.1).
On rappelle que pour illustrer les estimations d’erreurs, la famille de maillages est obtenue en raffinant
successivement et uniformément le maillage original. Afin de mettre en évidence le processus de raffinement
choisi, on présente sur les Figures VI.6(a), VI.8(a) et VI.9(a) le maillage primal original et sur les Figures
VI.6(b), VI.8(b) et VI.9(b) le maillage primal obtenu après le processus de raffinement. Plus précisément, la
famille de maillages, correspondant aux Figures VI.6 et VI.9, est obtenue en divisant chaque arête primale en
deux, alors que la famille de maillages, correspondant à la Figure VI.8, est obtenue en dupliquant le maillage
grossier en quatre afin de garder la forme des triangles. On précise que les centres (xK)K sont les barycentres
des mailles primales et que l’on a utilisé le maillage dual direct pour tous les tests numériques. On rappelle la
définition de la projection centrée sur D :
P
D
c p = (p(xD))D∈D .
Dans les Figures VI.6-VI.9, on représente la norme L2 des erreurs obtenues avec le schéma DDFV (VI.4), pour
la pression
‖PDc p− pD‖2
‖PDc p‖2
, pour le gradient de vitesse
|||∇DPTc u−∇DuT |||2
|||∇DPTc u|||2
et pour la vitesse
‖PTc u− uT ‖2
‖PTc u‖2
respectivement, en fonction du pas du maillage size(T ) en échelle logarithmique. Les ordres de convergence
donnés sont calculés à l’aide d’une approximation par les moindres carrés des données calculées.
VI.6.1 Test 1 - Solutions polynomiales - Viscosité non constante
La solution exacte est donnée par
u(x, y) =
(
1000x2(1−x)22y(1−y)(1−2y)
−1000y2(1−y)22x(1−x)(1−2x)
)
, p(x, y) = x2 + y2 − 2
3
,
et la viscosité η(x, y) = 2x+ y + 1. On utilise le maillage primal localement raffiné (voir la Figure VI.6(a)).
VI.6. Tests numériques 147
(a) Maillage primal grossier. (b) Maillage primal raffiné.
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Fig. VI.6 – Test 1, fonctions polynomiales sur un maillage primal localement raffiné.
Pour la vitesse, son gradient et la pression, on obtient numériquement un ordre de convergence de 2, 1.4 et
1.9 respectivement pour le schéma (VI.4) (voir la Figure VI.6). On remarque que les ordres obtenus sont plus
grands que ceux théoriques donnés par le Théorème VI.10. Ceci est lié à une certaine uniformité des mailles
loin de la zone de raffinement. En outre, on souligne que le taux de convergence n’est pas sensible à la présence
de volumes de contrôle non conformes. On a encore une super-convergence de la vitesse en norme L2.
On s’intéresse maintenant au paramètre de stabilisation λ. En effet, dans la Figure VI.6, le paramètre λ est
fixé à 10−3, dans la Figure VI.7, on compare quatre valeurs de λ : 0, 10−2, 10−3 et 10−4.
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Fig. VI.7 – Test 1, fonctions polynomiales sur le maillage primal localement raffiné VI.6(a).
On rappelle que, pour le maillage de la Figure VI.6(a), le schéma (VI.4) est bien posé pour λ = 0. On
constate que le paramètre λ n’influence pas énormément sur la vitesse et son gradient, car on trouve le même
ordre pour les quatre valeurs, c’est-à-dire 2 pour la vitesse et 1.5 pour le gradient de vitesse en norme L2. Par
contre, le paramètre λ a une grande influence sur la pression. On observe presque de l’ordre 2 pour les valeurs
10−3 et 10−4, et de l’ordre 1 pour les valeurs 10−2 et 0. Le choix λ = 10−3 semble être un bon choix pour la
suite des tests numériques.
VI.6.2 Test 2 - Viscosité discontinue
La solution exacte est la suivante :
u(x, y) =
( −πy
sin(π(x − 0.5))
)
, p(x, y) = 2.5(x− y).
Ici, on considère une viscosité discontinue :
η(x, y) =
{
1 si x > 0.5
10−4 sinon.
On utilise le maillage triangle de la Figure VI.8(a).
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(a) Maillage primal grossier. (b) Maillage primal raffiné.
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Fig. VI.8 – Test 2, Viscosité discontinue sur maillage triangle.
Avec cette viscosité, les hypothèses du Théorème VI.10 ne sont plus satisfaites. Pourtant, numériquement,
on obtient de l’ordre 1 pour la pression et le gradient de vitesse en norme L2 et de l’ordre 2 pour la vitesse
en norme L2 (voir la Figure VI.8). Ceci semble venir du fait que Du est nul le long des discontinuités de la
viscosité {x = 0.5} ainsi le saut de la viscosité n’affecte pas les propriétés de consistance des flux numériques à
l’interface. On va voir dans le test suivant que ce n’est pas toujours le cas.
Si on fait varier les valeurs du paramètre λ avec les valeurs : 0, 10−2, 10−3 et 10−4, on obtient pour les
quatre valeurs les mêmes droites avec bien sûr les mêmes ordres pour la vitesse, la pression et le gradient de
vitesse.
VI.6.3 Test 3 - Viscosité discontinue et tenseur des taux de déformation discontinu
La solution exacte est donnée par :
u(x, y) =

{
y2 − 0.5y si y > 0.5
104(y2 − 0.5y) sinon.
0
 , p(x, y) = 2x− 1,
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et la viscosité est discontinue :
η(x, y) =
{
1 si y > 0.5
10−4 sinon.
On utilise le maillage localement raffiné le long de la discontinuité de la viscosité de la Figure VI.9(a).
(a) Maillage primal grossier. (b) Maillage primal raffiné.
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Fig. VI.9 – Test 3, Viscosité discontinue sur un maillage localement raffiné.
Encore une fois les hypothèses du Théorème VI.10 ne sont plus satisfaites mais cette fois Du est lui aussi
discontinu à travers l’interface {y = 0.5}. On observe que le schéma converge encore mais il n’est plus d’ordre
1, comme attendu (voir la Figure VI.9). En effet, numériquement, on obtient de l’ordre 0.8, 0.3 et 0.78 pour la
vitesse, le gradient de vitesse et la pression en norme L2. Dans ce cas, la discontinuité de la viscosité doit être
prise en compte par le schéma pour surmonter la perte de consistance. C’est ce que l’on propose de faire dans
le chapitre suivant.
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VI.6.4 Quelques remarques sur l’implémentation
Comme dans la Section V.4.4, on écrit le schéma (VI.4) de la manière suivante
Trouver uT ∈ Eg et pD ∈ RD tels que,
∀K ∈ M, ∑
Dσ,σ∗∈DK
FK,Dσ,σ∗ (u
T , pD) = mKfK,
∀K∗ ∈ M∗, ∑
Dσ,σ∗∈DK∗
FK∗,Dσ,σ∗ (u
T , pD) = mK∗fK∗ ,
avec FK,Dσ,σ∗ (u
T , pD) = mσ(−2ηDDDuT + pDId).~nσK, si Dσ,σ∗ ∈ DK,
avec FK∗,Dσ,σ∗ (u
T , pD) = mσ∗(−2ηDDDuT + pDId).~nσ∗K∗ , si Dσ,σ∗ ∈ DK∗ ,
∀D ∈ D, divD(uT )− λd2D∆DpD = 0,∑
D∈D
mDp
D = 0.
La différence avec l’implémentation du schéma de la Section V.4.4 se situe dans les flux numériques. Grâce à la
Définition IV.5 du tenseur des taux de déformation discret, pour chaque diamant, on peut écrire les flux de la
manière suivante
FK,Dσ,σ∗ (u
T , pD) = flux_N.V,
FK∗,Dσ,σ∗ (u
T , pD) = flux_NS.V,
avec le vecteur V dans R5 suivant
V =
 uK − uLuK∗ − uL∗
pD
 ,
et flux_N, flux_NS les matrices 2× 5 suivantes
flux_N =
(
η(xD)
m2σ
2mD
(Id + ~nσK ⊗ ~nσK) η(xD)mσmσ∗2mD (Id + ~nσ∗K∗ ⊗ ~nσK) mσ~nσK
)
,
flux_NS =
(
η(xD)
mσ∗mσ
2mD
(Id + ~nσK ⊗ ~nσ∗K∗) η(xD)m
2
σ∗
2mD
(Id + ~nσ∗K∗ ⊗ ~nσ∗K∗) mσ∗~nσ∗K∗
)
.
Pour l’équation sur les diamants, on fait comme dans la Section V.4.4 en prenant µ = 0.
VI.7 Conclusions
Dans ce chapitre, on s’est intéressé au problème de Stokes avec une viscosité régulière sur tout le domaine et
des conditions aux bords de type Dirichlet. On a présenté un schéma DDFV stabilisé (VI.4) pour ce problème
bien posé pour des maillages généraux. On a établi des estimations d’erreurs d’ordre 1 pour la vitesse, le gradient
de vitesse et pour la pression en norme L2 grâce à la stabilisation de type Brezzi-Pitkäranta. Notez que l’on a
un résultat sur la norme L2 de la vitesse, car les conditions au bord sont imposées de manière forte sur ∂M et
sur ∂M∗. Ceci nous a permis d’utiliser l’inégalité de Poincaré.
Numériquement, on a testé le comportement de notre schéma (VI.4) pour une viscosité régulière, mais on
s’est intéressé également à son comportement lorsque la viscosité est discontinue. Dans ce cas, les hypothèses du
Théorème VI.10 ne sont plus vérifiées. On observe que le schéma converge encore mais qu’il n’est plus d’ordre
1, comme attendu. Dans ce cas, la discontinuité de la viscosité doit être prise en compte par le schéma pour
surmonter la perte de consistance des contraintes à l’interface. C’est ce que l’on propose de faire dans le chapitre
suivant.
Les schémas de ce chapitre sont également généralisés au cas d’une géométrie tridimensionnelle dans le
Chapitre X. L’extension au problème de Navier-Stokes de ces schémas est traitée dans le Chapitre VIII.
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Chapitre VII
Le problème de Stokes avec une viscosité
discontinue
L’objectif de ce chapitre1 est d’approcher la solution du problème de Stokes avec une viscosité discontinue :
Trouver u : Ω→ R2 une vitesse et p : Ω→ R une pression telles que
div (−ϕ(u, p)) = f , dans Ω,
div(u) = 0, dans Ω,
u = 0, sur ∂Ω,
∫
Ω
p(x)dx = 0.
(VII.1)
où ϕ(u, p) = 2η(x)Du− pId représente le tenseur des contraintes, avec Du = 12 (∇u+ t∇u) la partie symétrique
du gradient de vitesse, la viscosité η appartient à L∞(Ω). Une hypothèse importante de notre analyse est que
T le maillage DDFV respecte les discontinuités de la viscosité. On suppose que la viscosité η est lipschitzienne
par quart de diamant : il existe trois constantes Cη,Cη,Cη > 0 telles que
Cη ≤ η(x) ≤ Cη, pour presque toutx ∈ Ω, (VII.2)
et
|η(x)− η(x′)| ≤ Cη|x− x′|, ∀x, x′ ∈ Q, pour tout Q ∈ Q. (VII.3)
On travaille alors avec une viscosité qui peut présenter des discontinuités le long des arêtes primales et duales du
maillage. Cette hypothèse suppose que l’on sache identifier les discontinuités et elle n’est pas restrictive même
si bien sûr on ne peut pas encore prendre en compte des interfaces immergées.
On a vu que, même pour les problèmes de diffusion scalaire de la Partie 1, des discontinuités dans les
coefficients impliquent un défaut de consistance des flux numériques du schéma. Le remède consiste à modifier
le schéma afin de prendre en compte les sauts des coefficients du problème et ensuite de récupérer la convergence
d’ordre 1 optimale. Le but de ce chapitre est d’expliciter la construction de ce schéma modifié et d’en faire son
étude. Par souci de simplicité, on restreint notre étude à des conditions de Dirichlet homogène.
Remarque VII.1
Ici on note le tenseur des contraintes ϕ au lieu de la notation usuelle σ pour ne pas confondre avec les arêtes
du maillage primal.
Dans ce chapitre, il faut faire attention si l’on souhaite travailler avec le maillage dual barycentrique. En
fait, on va légèrement modifier certaines mailles duales. On rappelle qu’une maille duale barycentrique K∗ est
construite en joignant les centres des mailles primales qui ont pour sommets xK∗ et xσ un point de l’arête
1Un aide mémoire rassemblant les notations de ce chapitre est disponible page 244.
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qui a pour sommet xK∗ . En général, le point xσ est choisi comme le milieu de l’arête σ. Ainsi, pour chaque
diamant, on voit apparaître deux angles αK et αL comme le rappelle la Figure VII.1. Dans les démonstrations
des Propositions VII.7 et VII.8, du Théorème VII.10, du Lemme VII.11 et du Corollaire VII.40, on a besoin de
contrôler la différence αK − αL. On se donne donc un petit paramètre ǫ0 > 0. Si les angles sont trop proches
|αK − αL| < ǫ0, alors on redéfinit xσ comme l’intersection entre l’arête σ et le segment σ∗. On modifie ainsi
quelques mailles duales afin d’avoir soit des angles αK et αL identiques comme pour le maillage dual direct, soit
des angles éloignés au moins de ǫ0.
xK∗
xK
xL∗
xL
αK
xσ
Dσ
∗
αL
σ
Fig. VII.1 – Les notations d’un diamant Dσ,σ∗ avec un maillage dual barycentrique.
VII.1 Construction de nouveaux opérateurs discrets
On suppose que la viscosité η peut présenter des sauts à travers les arêtes primales et duales du maillage.
On a ainsi une viscosité régulière par quart de diamant Q ∈ Q (voir (VII.3)) et on note ηQ = (ηQ)Q∈Q avec
ηQ =
1
mQ
∫
Q
η(s)ds la moyenne de η sur un quart de diamant Q.
Au niveau continu, ce sont les composantes normales du tenseur des contraintes ϕ(u, p) = 2ηDu − pId qui
sont continues à travers les arêtes primales et duales du maillage. Par exemple, on a∫
σK∗
ϕ|QK,K∗ (u, p).~nσKds =
∫
σK∗
ϕ|QL,K∗ (u, p).~nσKds. (VII.4)
On a besoin d’imposer l’équivalent de cette propriété dans le cadre discret. Ainsi on exprime un tenseur des
contraintes discret ϕQ comme ϕQ = 2ηQD
N
Qu
T − pQId par quart de diamant, (voir Définition VII.6) grâce à
des inconnues en pression en plus pQD = (pQ)Q∈QD et un tenseur des taux de déformation DNQ (voir Définition
VII.3). Les nouvelles inconnues seront éliminées algébriquement sur chaque diamant dans la Section VII.1.3.
VII.1.1 Rappel sur les problèmes de transmission scalaire
On redonne les principes de la méthode proposée dans [BH08] pour des problèmes de diffusion scalaire déjà
présentés dans la Section II.2.3. On a vu que le gradient discret∇DuT (voir Définition I.7) peut être défini comme
le gradient de la fonction ΠDuT affine par diamant telle que ses valeurs aux milieux des côtés de D soient impo-
sées par la demi-somme des valeurs de uT aux sommets correspondants (voir Figure VII.2). Le gradient discret
modifié ∇N
Q
est choisi comme le gradient d’une fonction Π˜Du
T affine sur chaque quart de diamant Q ∈ QD, qui
coïncide avec ΠDu
T aux milieux des côtés du diamant D et qui est continue à chaque point xσK , xσL , xσK∗ , xσL∗
(voir Figure VII.2). On introduit alors quatre inconnues artificielles δD =
t
(δK, δL, δK∗ , δL∗) ∈ R4 définies comme
la différence entre Π˜Du
T (y) et ΠDu
T (y) pour chaque y ∈ {xσK , xσL , xσK∗ , xσL∗ }. Maintenant on peut écrire∇NQuT = ∇DuT +BQδD, où (BQ)Q∈QD est une famille de matrices deM2,4(R) qui peuvent être calculées expli-
citement en fonction de la géométrie des quarts de diamant (expression donnée par (VII.5)). Cette construction,
valable pour un diamant intérieur, peut s’étendre au cas d’un diamant du bord D ∈ Dext avec δD = (δK) ∈ R.
Si on note nD = 4 si D ∈ Dint et nD = 1 si D ∈ Dext, alors δD est un vecteur de RnD .
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uL+uK∗
2
uL+uL∗
2
xσK∗
xσK
xσL∗
xK∗
uK+uL∗
2
uK+uK∗
2
xσL
xL∗
xL
xK
Fig. VII.2 – La fonction Π˜DuT affine par quart de diamant.
VII.1.2 Opérateurs sur les quarts de diamant dans le cas vectoriel
On propose ici d’adapter la méthode décrite ci-dessus dans le cas vectoriel. On va maintenant travailler avec
δD = t (δK, δL, δK∗ , δL∗) appartenant à MnD,2 au lieu d’un vecteur de RnD et la famille de matrices BQ est la
même. On définit les opérateurs discrets qui interviendront dans notre schéma modifié et dans son analyse.
Définition VII.2 (Gradient discret sur les quarts de diamant)
Le gradient discret sur les quarts de diamant d’un champ de vecteur de
(
R2
)T
est défini par ∇N
Q
:
(
R2
)T →
(∇NQuT )Q∈Q ∈ (M2(R))Q, où
∇NQuT = ∇DuT + tδDtBQ, ∀Q ∈ QD, ∀D ∈ D,
avec δD ∈ (MnD ,2(R))D un ensemble d’inconnues artificielles et (BQ)Q∈QD une famille de matrices deM2,nD(R) définies de la manière suivante :
• ∀D ∈ Dint, on prend δD = t(δK, δL, δK∗ , δL∗) ∈MnD ,2(R) et pour les quatre matrices BQ :
BQK,K∗=
 
mσK~nσKK∗
mQK,K∗
, 0,
mσK∗~nσK
mQK,K∗
, 0
!
, BQK,L∗=
 
−
mσK~nσKK∗
mQK,L∗
, 0, 0,
mσL∗~nσK
mQK,L∗
!
,
BQL,L∗=
 
0,−
mσL~nσLK∗
mQL,L∗
, 0,−
mσL∗~nσK
mQL,L∗
!
, BQL,K∗=
 
0,
mσL~nσLK∗
mQL,K∗
,−
mσK∗~nσK
mQL,K∗
, 0
!
.
(VII.5)
• ∀D ∈ Dext, il y a seulement deux quarts de diamant dans QD, on prend δD =
(
δK
) ∈MnD ,2(R) et les
deux matrices correspondantes BQ sont données par :
BQK,K∗ =
 
mσK~nσKK∗
mQK,K∗
!
, BQK,L∗ =
 
−
mσK~nσKK∗
mQK,L∗
!
.
Grâce au gradient discret sur les quarts de diamant, appelé aussi gradient discret modifié, on peut définir
un tenseur des taux de déformation sur les quarts de diamant d’un champ de vecteurs de
(
R2
)T
, appelé aussi
tenseur des taux de déformation modifié.
Définition VII.3 (Tenseur des taux de déformation sur les quarts de diamant)
Le tenseur des taux de déformation d’un champ de vecteurs de
(
R2
)T
sur les quarts de diamant est défini
de la manière suivante : DN
Q
:
(
R2
)T → (DNQuT )Q∈Q ∈ (M2(R))Q, avec
DNQu
T =
1
2
(
∇NQuT + t (∇NQuT )
)
, ∀Q ∈ Q.
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On remarque qu’il peut également s’écrire comme
DNQu
T = DDuT +
1
2
(
t
δDtBQ +BQδ
D
)
, ∀Q ∈ QD, ∀D ∈ D.
De plus, d’après les expressions (VII.5) données des matrices BQ, on a la propriété suivante∑
Q∈QD
mQBQ = 0, pour tout D ∈ D.
Une conséquence de cette propriété est le résultat suivant.
Lemme VII.4
Pour tout D ∈ D, tout ξ ∈M2(R) et tout δ ∈M2,nD(R), on a
ξ =
1
mD
∑
Q∈QD
mQ
(
ξ +
1
2
(BQδ +
tδtBQ)
)
.
Même si on n’a pas encore déterminé les valeurs des inconnues artificielles δD, ce lemme implique que les
opérateurs DD, DN
Q
, ∇D et ∇N
Q
vérifient les relations suivantes :
DDuT =
1
mD
∑
Q∈QD
mQD
N
Qu
T , ∇DuT = 1
mD
∑
Q∈QD
mQ∇NQuT , ∀ D ∈ D. (VII.6)
Grâce au tenseur des taux de déformation sur les quarts de diamant, on peut définir un tenseur des contraintes
visqueuses et un tenseur des contraintes sur les quarts de diamant, comme suit.
Définition VII.5 (Tenseur des contraintes visqueuses sur les quarts de diamant)
Le tenseur des contraintes visqueuses d’un champ de vecteurs de
(
R2
)T
sur les quarts de diamant est défini
de la manière suivante : Dη,N
D
: uT ∈ (R2)T → (Dη,ND uT )D∈D ∈ (M2(R))D, avec
Dη,ND u
T =
1
mD
∑
Q∈QD
mQηQD
N
Qu
T , ∀D ∈ D.
Définition VII.6 (Tenseur des contraintes sur les quarts de diamant)
Le tenseur des contraintes ϕQ d’un champ de vecteurs de
(
R2
)T
sur les quarts de diamant est défini de
la manière suivante : ϕQ : (ξD, βD, qQ) ∈ (M2(R))D × (MnD ,2(R))D × RQ →
(
ϕQ(ξ
D, βD, qQD )
)
Q∈Q ∈
(M2(R))Q, avec
ϕQ(ξ
D, βD, qQD ) = 2ηQξ
D + ηQ(BQβ
D +
t
βDtBQ)− qQId, ∀Q ∈ QD, ∀D ∈ D.
VII.1.3 Détermination des inconnues artificielles
Sur chaque diamant D ∈ D, on a 3×nD inconnues scalaires artificielles (δD, pQD) qui peuvent être éliminées
en imposant la continuité de la composante normale des tenseurs des contraintes à travers les diagonales du
diamant D. La version discrète de la conditon (VII.4) est pour tout D ∈ Dint, D = QK,K∗ ∪QK,L∗ ∪QL,K∗ ∪QL,L∗ :
ϕQK,K∗ (D
DuT , δD, pQK,K∗ )~nσK = ϕQL,K∗ (D
DuT , δD, pQL,K∗ )~nσK,
ϕQK,L∗ (D
DuT , δD, pQK,L∗ )~nσK = ϕQL,L∗ (D
DuT , δD, pQL,L∗ )~nσK,
ϕQK,K∗ (D
DuT , δD, pQK,K∗ )~nσKK∗ = ϕQK,L∗ (D
DuT , δD, pQK,L∗ )~nσKK∗ ,
ϕQL,K∗ (D
DuT , δD, pQL,K∗ )~nσLK∗ = ϕQL,L∗ (D
DuT , δD, pQL,L∗ )~nσLK∗ ,
(VII.7)
et pour tout D ∈ Dext, D = QK,K∗ ∪ QK,L∗ :{
ϕQK,K∗ (D
DuT , δD, pQK,K∗ )~nσKK∗ = ϕQK,L∗ (D
DuT , δD, pQK,L∗ )~nσKK∗ . (VII.8)
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Cela nous donne 2nD équations, le système linéaire est sous-déterminé. On va ajouter d’autres conditions, pour
cela, on se rappelle que l’on considère des fluides incompressibles, c’est-à-dire que la vitesse vérifie divu = 0.
Au niveau discret, on a ajouté un terme de stabilisation ainsi on n’a pas divDuT égal à zéro. Néanmoins, on
souhaite avoir Tr(∇NQuT ) = divDuT pour tout Q ∈ QD et pour tout D ∈ D. Pour cela on impose que
Tr(
t
δDtBQ) = 0, ∀Q ∈ QD. (VII.9)
Comme les matrices BQ vérifient
∑
Q∈QD mQBQ = 0, ces équations ne sont pas indépendantes, on ajoute donc
la condition ∑
Q∈QD
mQp
Q = mDp
D. (VII.10)
Il faut remarquer que l’étude de l’existence des inconnues (δD, pQD ) n’est pas une simple adaptation de la
démonstration dans [BH08], car on utilise le tenseur des taux de déformation et non pas le gradient discret.
On commence par étudier le système linéaire surdéterminé suivant : pour FQ ∈M2(R) donné, peut-on trouver
δD ∈ MnD,2(R) tel que
t
δDtBQ + BQδ
D = FQ, ∀Q ∈ QD. (VII.11)
Proposition VII.7
Si FQ = 0, pour tout Q ∈ QD, les solutions de (VII.11) sont engendrées par δ0 ∈MnD ,2(R) :
– δ0 = 0, si αK 6= αL, (angles définies sur la Figure VII.1).
– δ0 =
t(
− ~nσK
mσK
,
~nσK
mσL
,
~nσ∗K∗
mσK∗
,−~nσ∗K∗
mσL∗
)
, si αK = αL.
Proposition VII.8
Sous les hypothèses suivantes
FQ est symétrique pour tout Q ∈ QD et
∑
Q∈QD
mQFQ = 0,
mQK,K∗
t
~τK,LFQK,K∗~τK,L +mQK,L∗
t
~τK,LFQK,L∗~τK,L = 0,
(VII.12)
– Si αK = αL, le système (VII.11) admet une solution (non unique) si on ajoute l’hypothèse suivante :
mQK,K∗
t
~τK∗,L∗FQK,K∗~τK∗,L∗ +mQL,K∗
t
~τK∗,L∗FQL,K∗~τK∗,L∗ = 0. (VII.13)
La solution est unique si on impose la condition dite “d’orthogonalité” : (δD : δ0) = 0.
– Si αK 6= αL, le système (VII.11) admet une unique solution. Il faut noter que dans ce cas on a toujours
(δD : δ0) = 0, car on a posé δ0 = 0.
On rappelle que δ0 est défini dans la Proposition VII.7.
Proposition VII.9
Pour tout D ∈ D, les conditions (VII.7) ou (VII.8), avec (VII.9)-(VII.10) et (δD : δ0) = 0 sont équivalentes
à ∑
Q∈QD
mQϕQ(D
DuT , δD, pQ)BQ = 0, (VII.14a)
Tr(
t
δDtBQ) = 0, ∀Q ∈ QD,
∑
Q∈QD
mQp
Q = mDp
D, (VII.14b)
(δD : δ0) = 0, (VII.14c)
où δ0 est défini dans la Proposition VII.7.
On peut maintenant montrer l’existence et l’unicité des inconnues (δD, pQD) ∈MnD,2(R)×RnD entièrement
déterminé diamant par diamant par (DDuT , pD) ∈M2(R)× R.
Théorème VII.10
Pour tout D ∈ D et tout (DDuT , pD) ∈M2(R)×R, il existe un unique couple (δD, pQD) ∈MnD,2(R)×RnD
vérifiant (VII.14).
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Démonstration : On travaille diamant par diamant. On fait la démonstration uniquement pour des
diamants intérieurs D ∈ Dint, ainsi on a nD = 4. Le cas des diamants du bord D ∈ Dext peut se traiter de la
même manière. Soit D ∈ Dint. On écrit le système (VII.14) comme un système linéaire rectangle AX = b avec
A ∈M14,12(R) et b ∈ R14, donné par :
b =
0BBBBBBBBBBBBBBB@
2(ηQK,K∗ − ηQL,K∗ )D
D
u
T .~nσK
2(ηQK,L∗ − ηQL,L∗ )D
D
u
T .~nσK
2(ηQK,K∗ − ηQK,L∗ )D
D
u
T .~nσKK∗
2(ηQL,K∗ − ηQL,L∗ )D
D
u
T .~nσKK∗
0
0
0
0
mDp
D
0
1CCCCCCCCCCCCCCCA
∈ R14. (VII.15)
On commence par déterminer le noyau de A. On prend donc DDuT et pD égaux à zéro, ainsi le second membre
b est nul. En multipliant à droite la relation (VII.14a) par δD et en prenant la trace, il vient que∑
Q∈QD
mQ(ϕQ(D
DuT , δD, pQ) : BQδ
D) = 0.
La Définition VII.6 du tenseur des contraintes ϕQ, qui est une matrice symétrique, donne alors∑
Q∈QD
mQ(2ηQD
DuT + ηQ(BQδ
D +
t
δDtBQ)− pQId : BQδD + tδDtBQ) = 0.
De plus, on a (Id : BQδ
D + tδDtBQ) = Tr(BQδ
D). D’après (VII.14b) on a Tr(BQδ
D) = 0, ceci conduit à∑
Q∈QD
mQ(2ηQD
DuT + ηQ(BQδ
D +
t
δDtBQ) : BQδ
D) = 0. (VII.16)
Grâce à DDuT = 0, on obtient ∑
Q∈QD
mQηQ(
t
δDtBQ +BQδ
D : BQδ
D) = 0.
Comme la matrice tδDtBQ +BQδ
D est symétrique, on en déduit∑
Q∈QD
mQηQ|||tδDtBQ +BQδD|||2F = 0.
Par conséquent, il vient que
t
δDtBQ +BQδ
D = 0, ∀ Q ∈ QD.
On en déduit, en utilisant le fait que (δD : δ0) = 0 et grâce à la Proposition VII.7, que δ
D = 0. De plus, la
condition (VII.7) se réduit ainsi à
(pQK,K∗ − pQL,K∗ )~nσK = 0, (pQK,L∗ − pQL,L∗ )~nσK = 0,
(pQK,K∗ − pQK,L∗ )~nσKK∗ = 0, (pQL,K∗ − pQL,L∗ )~nσLK∗ = 0.
On obtient alors que pQK,K∗ = pQL,K∗ = pQK,L∗ = pQL,L∗ et grâce à (VII.10), finalement on en déduit p
QD = 0.
Il reste à étudier le noyau de l’adjoint de la matrice A. Pour cela on a besoin de différencier deux cas en
fonction des angles αK et αL.
•Cas αK 6= αL : On montre que le noyau de l’adjoint vaut KertA = VectX1 avec :
X1 =
t
(0, · · · , 0,mQK,K∗ ,mQK,L∗ ,mQL,K∗ ,mQL,L∗ , 0, 0) ∈ R14.
On obtient immédiatement que (X1, b) = 0 où b est donné par (VII.15). Ceci donne b ∈
(
KertA
)⊥
= ImA et
ainsi on en déduit l’existence du couple (δD, pQD ).
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•Cas αK = αL : On détermine le noyau de l’adjoint KertA = Vect(X1, X2) avec X1 donné ci-dessus et
X2 =
t
(−t~nσKK∗ , t~nσKK∗ , t~nσK,−t~nσK, 0, · · · , 0) ∈ R14.
On doit encore une fois montrer que b ∈ ImA = (KertA)⊥. On a toujours (X1, b) = 0. Il reste à montrer que
(X2, b) = 0, ainsi on calcule le produit scalaire :
(X2, b) =− 2(ηQK,K∗− ηQL,K∗ )(D
D
u
T
.~nσK) · ~nσKK∗ + 2(ηQK,L∗− ηQL,L∗ )(D
D
u
T
.~nσK) · ~nσKK∗
+ 2(ηQK,K∗− ηQK,L∗ )(D
D
u
T
.~nσKK∗) · ~nσK − 2(ηQL,K∗− ηQL,L∗ )(D
D
u
T
.~nσKK∗ ) · ~nσK.
Comme DDuT est une matrice symétrique, on a que (DDuT .~nσK) · ~nσKK∗ = (DDuT .~nσKK∗) · ~nσK, on obtient
(X2, b) = 0. Par conséquent b ∈ ImA, et on en déduit l’existence du couple (δD, pQD).
A partir de maintenant, les inconnues artificielles (δD, pQD ) sont déterminées, elles dépendent linérairement
du couple (DDuT , pD). En fait, on montrera dans la suite que l’inconnue δD est entièrement connu à partir de
la valeur de DDuT . Ainsi les opérateurs sur les quarts de diamants sont complétement fixé. En effet, on a pour
tout Q ∈ QD et tout D ∈ D :
∇NQuT = ∇DuT + tδD(DDuT )tBQ,
DNQu
T = DDuT +BQδ
D(DDuT ) +
t
δD(DDuT )tBQ.
De plus, pour tout D ∈ D, au vu du choix de δD, on a pour tout Q ∈ QD :
Tr(∇NQuT ) = divD(uT ). (VII.17)
VII.1.4 Exemple de calcul des inconnues artificielles
On peut expliciter le calcul des inconnues artificielles (δD, pQD ) dans le cas où la viscosité η est constante
par maille primale, égale à η1 sur K et à η2 sur L.
xK
xL∗
xK∗
η1
xD
η2
xL
Fig. VII.3 – La viscosité constante par maille primale.
La solution
(
δD = t (δK, δL, δK∗ , δL∗), p
QD = t (pQK,K∗ , pQK,L∗ , pQL,K∗ , pQL,L∗ )
)
, dans le cas de la Figure VII.3,
vaut
δK = δL = 0, δK∗ = δL∗ = −
mQK,K∗mQL,K∗ (η1 − η2)(D
D
u
T .~nσK) · ~τK∗,L∗
η2mQK,K∗ + η1mQL,K∗
~τK∗,L∗ ,
pQK,K∗ = p
D + 2(η1 − η2)(D
D
u
T
.~nσK) · ~nσK
mQL,K∗
mQK,K∗ +mQL,K∗
, pQK,L∗ = pQK,K∗ ,
pQL,K∗ = p
D + 2(η2 − η1)(D
D
u
T
.~nσK) · ~nσK
mQK,K∗
mQK,K∗ +mQL,K∗
, pQL,L∗ = pQL,K∗ .
Dans la Figure VII.3, le vecteur ~nσK est colinéaire à l’axe des abscisses, ceci va simplifier l’expression du tenseur
des contraintes visqueuses dans la base canonique donnée ci-dessous. On peut calculer les valeurs de BQδ
D :
BQK,K∗ δ
D = −mQL,K∗ (η1 − η2)(D
DuT .~nσK) · ~τK∗,L∗
η2mQK,K∗ + η1mQL,K∗
mσK∗
t
(~τK∗,L∗ ⊗ ~nσK),
BQL,K∗ δ
D =
mQK,K∗ (η1 − η2)(DDuT .~nσK) · ~τK∗,L∗
η2mQK,K∗ + η1mQL,K∗
mσK∗
t
(~τK∗,L∗ ⊗ ~nσK),
BQK,L∗ δ
D = −mQK,K∗mQL,K∗ (η1 − η2)(D
DuT .~nσK) · ~τK∗,L∗
η2mQK,K∗ + η1mQL,K∗
mσL∗
mQK,L∗
t
(~τK∗,L∗ ⊗ ~nσK),
BQL,L∗ δ
D =
mQK,K∗mQL,K∗ (η1 − η2)(DDuT .~nσK) · ~τK∗,L∗
η2mQK,K∗ + η1mQL,K∗
mσL∗
mQL,L∗
t
(~τK∗,L∗ ⊗ ~nσK).
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Ainsi le terme
1
mD
∑
Q∈QD
mQηQ(BQδ
D +
t
δDtBQ) vaut :
1
mD
∑
Q∈QD
mQηQ(BQδ
D +
t
δDtBQ) = −2mσ
mQK,K∗mQL,K∗ (η1 − η2)2(DDuT .~nσK) · ~τK∗,L∗
(η2mQK,K∗ + η1mQL,K∗ )mD
(~τK∗,L∗ ⊗ ~nσK) .
Dans ce cas, si on note le tenseur des taux de déformation par la matrice DDuT =
„
α γ
γ β
«
dans la base
canonique, le tenseur des contraintes visqueuses vaut
Dη,ND u
T =
 mσKη1+mσLη2mσK+mσL α (mσK+mσL )η1η2mσLη1+mσKη2 γ
(mσK+mσL )η1η2
mσLη1+mσKη2
γ
mσKη1+mσLη2
mσK+mσL
β
 .
On constate que Dη,ND u
T n’est pas proportionnel au tenseur des taux de déformation DDuT . On a une moyenne
arithmétique de la viscosité sur les termes diagonaux et une moyenne harmonique de la viscosité sur les termes
non diagonaux.
On remarque dans le cas où η1 = η2, que δ
D = 0 et pQ = pD, pour tout Q ∈ QD. Ainsi on en déduit que
Dη,ND u
T = η1D
DuT . Dans ce cas, le tenseur des contraintes visqueuses Dη,ND u
T est proportionnel au tenseur des
taux de déformation DDuT et uniquement dans ce cas.
VII.1.5 Propriétés des inconnues artificielles
On présente deux résultats sur les inconnues artificielles (δD, pQD ). Tout d’abord, on montre une estimation
entre BQδ
D et BQδ
D + tδDtBQ, qui peut être vue comme une inégalité de Korn locale à un diamant D par
rapport aux inconnues artificielles en vitesse. Comme dans la démonstration de l’existence de δD, les deux cas
αK = αL et αK 6= αL doivent être étudiés. Le second résultat illustre la forme générale des inconnues pQD .
Lemme VII.11
Pour tout D ∈ D, pour tout δD ∈ MnD,2(R) tel que (δD : δ0) = 0, il existe une constante C5 > 0, dépendant
uniquement de reg(T ) et sin(ǫ0), telle que∑
Q∈QD
mQ|||BQδD|||2F ≤ C5
∑
Q∈QD
mQ|||BQδD + tδDtBQ|||2F ,
où δ0 est défini dans la Proposition VII.7.
Démonstration : On fait la démonstration uniquement pour des diamants intérieurs D ∈ Dint, ainsi on a
nD = 4. Le cas des diamants du bord D ∈ Dext peut se traiter de la même manière. Soit D ∈ Dint. On commence
par rappeler les notations des différentes bases présentent dans un diamant D dans la Figure VII.4.
xK∗
xK
xL
~nσ∗K∗
D
~nσK
~τ σKK∗ ~τ σLK∗
xL∗
~τK,L
~τK∗,L∗
~nσKK∗
~nσLK∗
Fig. VII.4 – Notations dans un diamant D.
VII.1. Construction de nouveaux opérateurs discrets 161
On rappelle également quelques produits scalaires entre ses différents vecteurs
~nσK · ~τσKK∗ = sin(αK), ~nσK · ~τ σLK∗ = sin(αL), ~nσK · ~τK∗,L∗ = 0,
~nσKK∗ · ~τK∗,L∗ = sin(αK), ~nσLK∗ · ~τK∗,L∗ = sin(αL), ~nσKK∗ · ~τ σKK∗ = 0,
~nσKK∗ · ~τ σLK∗ = sin(αK − αL), ~nσLK∗ · ~τσKK∗ = sin(αL − αK),
~nσKK∗ · ~nσLK∗ = cos(αK − αL), ~nσLK∗ · ~τ σLK∗ = 0.
Estimation entre δD et BQδ
D+ tδDtBQ : On explicite les composantes de δ
D dans les bases d’un diamant
tδK =µK~τK∗,L∗ + λK~nσK,
tδL = µL~τK∗,L∗ + λL~nσK,
tδK∗ =µK∗~τ σKK∗ + λK∗~nσKK∗ ,
tδL∗ = µL∗~τ σKK∗ + λL∗~nσKK∗ ,
(VII.18)
où µ., λ. appartiennent à R. On pose SQ = BQδ
D + tδDtBQ, pour tout Q ∈ QD, on remarque que tXBQδDX =
tX tδDtBQX pour tout X ∈ R2, pour obtenir
mQ
tX
t
δDtBQX =
mQ
2
tXSQX, ∀ X ∈ R2, ∀ Q ∈ QD.
Ainsi la définition de BQ (VII.5) et la décomposition de δ
D (VII.18) impliquent quatre équations correspondant
à chaque Q ∈ QD pour tout X ∈ R2 :
µKmσK(X · ~τK∗,L∗)(X ·~nσKK∗) + λKmσK(X · ~nσK)(X · ~nσKK∗)
+mσK∗µK∗(X · ~τ σKK∗)(X · ~nσK) + λK∗mσK∗ (X · ~nσKK∗)(X · ~nσK) =
mQK,K∗
2
tXSQK,K∗X,
(VII.19a)
−mσKµK(X · ~τK∗,L∗)(X · ~nσKK∗)− λKmσK(X · ~nσK)(X · ~nσKK∗)
+mσL∗µL∗(X · ~τσKK∗)(X ·~nσK) + λL∗mσL∗ (X · ~nσKK∗)(X · ~nσK) =
mQK,L∗
2
tXSQK,L∗X,
(VII.19b)
mσLµL(X · ~τK∗,L∗)(X · ~nσLK∗) + λLmσL(X · ~nσK)(X ·~nσLK∗)
−mσK∗µK∗(X · ~τ σKK∗)(X · ~nσK)− λK∗mσK∗ (X · ~nσKK∗)(X · ~nσK) =
mQL,K∗
2
tXSQL,K∗X,
(VII.19c)
−mσLµL(X · ~τK∗,L∗)(X · ~nσLK∗)− λLmσL(X ·~nσK)(X · ~nσLK∗)
−mσL∗µL∗(X · ~τσKK∗)(X · ~nσK)− λL∗mσL∗ (X · ~nσKK∗)(X ·~nσK) =
mQL,L∗
2
tXSQL,L∗X.
(VII.19d)
On en déduit les quatre différentes valeurs de µ. en prenant X = ~τσKK∗ dans (VII.19a)-(VII.19b) et en prenant
X = ~τK∗,L∗ dans (VII.19c)-(VII.19d).
µK =
mσK∗
4
t
~τK∗,L∗SQK,K∗~τK∗,L∗ ,
µL =
mσK∗
4
t
~τK∗,L∗SQL,K∗~τK∗,L∗ ,
µK∗ =
mσK
4
t
~τK∗,L∗SQK,K∗~τK∗,L∗ ,
µL∗ =
mσK
4
t
~τK∗,L∗SQK,L∗~τK∗,L∗ .
Grâce à la relation (I.1), on a l’estimation suivante pour les quatre µ. :
µ2. ≤ C(reg(T ))
∑
Q∈QD
mQ|||SQ|||2F . (VII.20)
Maintenant on s’intéresse aux quatre valeurs de λ.. Les équations de (VII.19) peuvent se réécrire comme suit
(λKmσK+λK∗mσK∗ )(X · ~nσK)(X · ~nσKK∗)
=
mQK,K∗
2
tXSQK,K∗X − µKmσK(X · ~τK∗,L∗)(X · ~nσKK∗)−mσK∗µK∗(X · ~τσKK∗)(X ·~nσK),
(VII.21a)
(−λKmσK + λL∗mσL∗ )(X · ~nσK)(X · ~nσKK∗)
=
mQK,L∗
2
tXSQK,L∗X +mσKµK(X · ~τK∗,L∗)(X · ~nσKK∗)−mσL∗µL∗(X · ~τ σKK∗)(X · ~nσK),
(VII.21b)
162 Chapitre VII. Le problème de Stokes avec une viscosité discontinue
(λLmσL(X · ~nσLK∗)− λK∗mσK∗ (X ·~nσKK∗))(X ·~nσK)
=
mQL,K∗
2
tXSQL,K∗X −mσLµL(X · ~τK∗,L∗)(X · ~nσLK∗) +mσK∗µK∗(X · ~τσKK∗)(X · ~nσK),
(VII.21c)
(−λLmσL(X ·~nσLK∗)− λL∗mσL∗ (X · ~nσKK∗))(X · ~nσK)
=
mQL,L∗
2
tXSQL,L∗X +mσLµL(X · ~τK∗,L∗)(X · ~nσLK∗) +mσL∗µL∗(X · ~τσKK∗)(X ·~nσK).
(VII.21d)
Maintenant on différencie deux cas en fonction des angles.
•Cas αK 6= αL : On a dans ce cas |~nσLK∗ · ~τσKK∗ | = | sin(αL − αK)| > sin(ǫ0) 6= 0. On obtient les quatre
différentes valeurs de λ. en prenant dans (VII.21c) respectivement X = ~τ σKK∗ et X = ~τσLK∗ , et dans (VII.21d)
X = ~τ σLK∗ . La valeur λK se déduit à partir des autres et de (VII.21a).
λL =
mσK∗ sin(αL)
4 sin(αL − αK) sin(αK)
t
~τ σKK∗SQL,K∗~τσKK∗ −
1
sin(αK)
µL~τ σKK∗ · ~τK∗,L∗ +
mσK∗
mσL sin(αL − αK)
µK∗ ,
λK∗ =− 1
~τ σLK∗ ·~nσKK∗
[mσL
4
t
~τσLK∗SQL,K∗~τ σLK∗ + µK∗~τσLK∗ · ~τσKK∗
]
,
λL∗ =− 1
~τ σLK∗ ·~nσKK∗
[mσL
4
t
~τσLK∗SQL,L∗~τσLK∗ + µL∗~τ σLK∗ · ~τ σKK∗
]
,
λK =
mσK∗
4 sin(αK)
t
(~τK∗,L∗ + ~τσKK∗)SQK,K∗ (~τK∗,L∗ + ~τσKK∗)
− 1
sin(αK)
[
(~τK∗,L∗ + ~τσKK∗) ·
(
µK~τK∗,L∗ +
mσK∗
mσK
µK∗~τσKK∗
)]
+
mσK∗
mσK~τσLK∗ · ~nσKK∗
[mσL
4
t
~τσLK∗SQL,K∗~τσLK∗ + µK∗~τ σLK∗ · ~τ σKK∗
]
.
En utilisant le critère ǫ0 et l’estimation (VII.20), on obtient
λ2. ≤ C(reg(T ), sin(ǫ0))
∑
Q∈QD
mQ|||SQ|||2F . (VII.22)
Finalement, on déduit grâce à (VII.20) et (VII.22) que
|||δD|||2F ≤ C
∑
Q∈QD
mQ|||SQ|||2F = C(reg(T ), sin(ǫ0))
∑
Q∈QD
mQ|||BQδD + tδDtBQ|||2F .
•Cas αK = αL : On rappelle que dans ce cas, on a choisi δD tel que (δD : δ0) = 0. Le système linéaire
vérifié par les quatre λ. est le suivant BΛ = F, où B est la matrice de M5,4(R) suivante
B =
0BBBB@
mσK 0 mσK∗ 0
−mσK 0 0 mσL∗
0 mσL −mσK∗ 0
0 −mσL 0 −mσL∗
− 1
mσK
1
mσL
1
mσ
K∗
− 1
mσ
L∗
1CCCCA ,
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Λ =
t
(λK, λL, λK∗ , λL∗) est un vecteur de R
4 et F =
t
(FQK,K∗ , FQK,L∗ , FQL,K∗ , FQL,L∗ , 0) est un vecteur de R
5
avec
FQK,K∗ =
1
sin(αD)2
mQK,K∗
2
t
(~τK∗,L∗ + ~τK,L)SQK,K∗ (~τK∗,L∗ + ~τK,L)
− mσK
sin(αD)
µK(~τK∗,L∗ + ~τK,L) · ~τK∗,L∗
− mσK∗
sin(αD)2
µK∗(~τK∗,L∗ + ~τK,L) · ~τK,L(~τK∗,L∗ + ~τK,L) · ~nσK,
FQK,L∗ =
1
sin(αD)2
mQK,L∗
2
t
(~τK∗,L∗ + ~τK,L)SQK,L∗ (~τK∗,L∗ + ~τK,L)
+
mσK
sin(αD)
µK(~τK∗,L∗ + ~τK,L) · ~τK∗,L∗
− mσL∗
sin(αD)2
µL∗(~τK∗,L∗ + ~τK,L) · ~τK,L(~τK∗,L∗ + ~τK,L) · ~nσK,
FQL,K∗ =
1
sin(αD)2
mQL,K∗
2
t
(~τK∗,L∗ + ~τK,L)SQL,K∗ (~τK∗,L∗ + ~τK,L)
− mσL
sin(αD)
µL(~τK∗,L∗ + ~τK,L) · ~τK∗,L∗
+
mσK∗
sin(αD)
µK∗(~τK∗,L∗ + ~τK,L) · ~τK,L,
FQL,L∗ =
1
sin(αD)2
mQL,L∗
2
t
(~τK∗,L∗ + ~τK,L)SQL,L∗ (~τK∗,L∗ + ~τK,L)
+
mσL
sin(αD)
µL(~τK∗,L∗ + ~τK,L) · ~τK∗,L∗
+
mσL∗
sin(αD)
µL∗(~τK∗,L∗ + ~τK,L) · ~τK,L.
De plus, on a
∑
Q∈QD
FQ = 0. Ainsi l’estimation (VII.20) donne, pour tout Q ∈ QD, que
|FQ|2 ≤ C(reg(T ))d2D
∑
Q∈QD
mQ|||SQ|||2F . (VII.23)
La solution de BΛ = F est solution de
mσK 0 0 −mσL∗
0 mσL 0 mσL∗
0 0 mσK∗ mσL∗
0 0 0 b∗
Λ =

−FQL,K∗
−FQL,L∗
FQK,K∗ + FQK,L∗
b
 ,
avec b∗ = −mσL∗
(
1
m2σK
+
1
m2σL
+
1
m2σK∗
+
1
m2σL∗
)
et b = −FQL,K∗
m2σK
+
FQL,L∗
m2σL
− FQK,K∗ + FQK,L∗
m2σK∗
. Ainsi on
obtient la solution suivante
λL∗ =
b
b∗
, λK∗ =
1
mσK∗
(
FQK,K∗ + FQK,L∗ −mσL∗
b
b∗
)
,
λL =
1
mσL
(
−FQL,L∗ −mσL∗
b
b∗
)
, λK =
1
mσK
(
−FQL,K∗ +mσL∗
b
b∗
)
.
(VII.24)
On remarque que
|b|2 ≤ C(reg(T )) 1
d2D
∑
Q∈QD
mQ|||SQ|||2F et |b∗| = −b∗ ≥ C(reg(T ))
1
dD
. (VII.25)
Grâce à (VII.25), on obtient
|λL∗ |2 =
∣∣∣∣ bb∗
∣∣∣∣2 ≤ C(reg(T )) ∑
Q∈QD
mQ|||SQ|||2F .
Ensuite on déduit grâce à (VII.24), (VII.23) et (VII.25) que
λ2. ≤ C(reg(T ))
∑
Q∈QD
mQ|||SQ|||2F . (VII.26)
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Finalement, on obtient en utilisant (VII.20) et (VII.26) que
|||δD|||2F ≤ C(reg(T ))
∑
Q∈QD
mQ|||SQ|||2F = C(reg(T ))
∑
Q∈QD
mQ|||BQδD + tδDtBQ|||2F .
Estimation entre BQδ
D et δD : Par exemple pour Q = QK,K∗ , on a
BQK,K∗ δ
D =
1
mQK,K∗
(
mσK~nσKK∗δ
1
K +mσK∗~nσKδ
1
K∗ mσK~nσKK∗δ
2
K +mσK∗~nσKδ
2
K∗
)
.
Ainsi, il vient que
|||BQK,K∗ δD|||2F ≤ 8
[
4
sin(αT )2m2σK∗
‖tδK‖22 +
4
sin(αT )2m2σK
‖tδK∗‖22
]
.
Grâce à dD ≤ Cmin(mσK ,mσK∗ ), on en déduit
|||BQK,K∗ δD|||2F ≤ C
1
d2D
|||δD |||2F .
De la même manière, on obtient pour tout Q ∈ QD
|||BQδD|||2F ≤ C(reg(T ))
1
d2D
|||δD |||2F .
Finalement en utilisant la relation reg(T ), il vient que∑
Q∈QD
mQ|||BQδD|||2F ≤ C|||δD |||2F ,
ceci conclut la démonstration.
On généralise maintenant la forme de l’inconnue pQD donnée dans la Section VII.1.4 pour un cas particulier.
Lemme VII.12
Pour tout D ∈ D, tout (DDuT , pD) ∈ M2(R) × R, il existe une constante C6 > 0, dépendant uniquement
de reg(T ) et Cη, et une fonction linéaire αs,D telles que la solution (δD, pQD ) de (VII.14) avec (DDuT , pD),
est la forme suivante :
pQ = pD + αs,D(D
DuT ), où s = ∂D ∩ ∂Q,
avec |αs,D(qD)|2 ≤ C6|||qD|||2F , pour tout qD ∈M2(R).
Démonstration : On suppose que (δD, pQD) est solution de (VII.14) avec (DDuT , pD). Pour simplifier les
notations dans cette démonstration, on désigne αs,D(D
DuT ) par αQ si s = ∂D∩∂Q. On pose alors αQ = pQ−pD.
Ainsi on a que le couple (δD, αQD ) vérifie le système suivant
∑
Q∈QD
mQϕQ(D
DuT , δD, αQ)BQ= 0, Tr(
t
δDtBQ)=0, ∀Q ∈ QD,∑
Q∈QD
mQαQ=0, (δ
D : δ0) = 0.
(VII.27)
On remarque que ceci implique que δD ne dépend que de DDuT . En utilisant la valeur de ϕQ dans (VII.27), on
en déduit que ∑
Q∈QD
mQαQBQ = 2
∑
Q∈QD
mQηQD
N
Qu
TBQ. (VII.28)
On remarque que |||mQK,K∗BQK,K∗ |||2F = m2σK+m2σK∗ ≤ 2d2D. En fait, cette estimation est vraie pour tout Q ∈ QD.
Ainsi on estime le membre de droite de (VII.28) grâce à l’inégalité de Cauchy-Schwarz
|||2 ∑
Q∈QD
mQηQD
N
Qu
TBQ|||F ≤ 2CηdD
( ∑
Q∈QD
|||DNQuT |||2F
) 1
2
. (VII.29)
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Puis on calcule le membre de gauche de (VII.28), il vient que
||| ∑
Q∈QD
mQαQBQ|||2F =m2σK(αQK,K∗ − αQK,L∗ )2 +m2σL(αQL,K∗ − αQL,L∗ )2
+m2σK∗ (αQK,K∗ − αQL,K∗ )2 +m2σL∗ (αQK,L∗ − αQL,L∗ )2.
(VII.30)
En regroupant les deux résultats donnés par (VII.29) et (VII.30), la relation (I.1) implique que
|αQ − αQ′ | ≤ 2Cηreg(T )
( ∑
Q∈QD
|||DNQuT |||2F
) 1
2
, ∀Q,Q′ ∈ QD tel que Q¯ ∩ Q¯′ 6= ∅.
En utilisant l’estimation suivante (VII.36), on renvoie pour sa démonstration à celle de Lemme VII.18
C2η
∑
Q∈QD
mQ|||DNQuT |||2F ≤ C
2
ηmD|||DDuT |||2F ,
et le fait que mDmQ ≤ reg(T )3, on obtient
∑
Q∈QD
|||DNQuT |||2F ≤ reg(T )3
C
2
η
C2η
|||DDuT |||2F .
Ceci donne
|αQ − αQ′ | ≤ 2reg(T )5/2
C
2
η
Cη
|||DDuT |||F . (VII.31)
Maintenant on peut estimer |αQ| avec des différences comme αQ′ −αQ′′ , et en utilisant (VII.27), c’est-à-dire que∑
Q∈QD
mQαQ = 0. Finalement, l’estimation (VII.31) conclut la démonstration en posant C6 = 6
reg(T )5/2C2η
Cη
.
VII.1.6 Définitions des produits scalaires et normes associées sur les quarts de
diamant
On définit maintenant les produits scalaires sur les espaces d’approximation sur les quarts de diamant :
(pQ, qQ)Q =
∑
Q∈Q
mQp
QqQ, ∀pQ, qQ ∈ RQ,
(ξQ : φQ)Q =
∑
Q∈Q
mQ(ξ
Q : φQ), ∀ξQ, φQ ∈ (M2(R))Q,
et les normes correspondantes :
‖qQ‖2 = (qQ, qQ)
1
2
Q
, ∀qQ ∈ RQ, |||ξQ|||2 = (ξQ : ξQ)
1
2
Q
, ∀ξQ ∈ (M2(R))Q.
VII.2 Définition du nouveau terme de stabilisation
Maintenant, on peut définir un nouveau terme de stabilisation, qui prend en compte les sauts de pression
sur les quarts de diamant.
Définition VII.13
On définit un opérateur du second ordre discret, noté ∆D : pQ ∈ RQ 7→ ∆DpQ ∈ RD, avec (voir la
Figure VII.5) :
∆DpQ =
1
mD
∑
s=Q|Q′
=D|D′∈ED
d2D + d
2
D′
d2D
(pQ
′ − pQ), ∀ D ∈ D.
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xK∗
xL
s = Q|Q′ = D|D′
Q′
Q
D′
D
xL∗
xD′
xK
xD
Fig. VII.5 – Un diamant D et ces diamants voisins D′.
Comparé au terme de stabilisation de la Définition IV.10, on a juste remplacé la différence pD
′−pD par pQ′−pQ.
Ceci nous permet de considérer les sauts de pression sur les quarts de diamant. On définit un autre opérateur
qui utilise la fonction αs,D introduite dans le Lemme VII.12, afin de donner le lien entre ∆
D et ∆D.
Définition VII.14
On définit un opérateur du second ordre discret, noté ∆Dα : q
D ∈ (M2(R))D 7→ ∆Dα qD ∈ RD, avec :
∆Dαq
D =
1
mD
∑
s=D|D′∈ED
d2D + d
2
D′
d2D
(αs,D′(q
D′)− αs,D(qD)), ∀D ∈ D,
où αs,D est la fonction définie dans le Lemme VII.12.
Définition VII.15
On définit la semi-norme discrète, pour tout qD ∈ (M2(R))D :
|qD|2α,h :=
∑
s=D|D′∈S
(d2D + d
2
D′)(αs,D′ (q
D′)− αs,D(qD))2,
où αs,D est la fonction définie dans le Lemme VII.12.
On peut estimer cette semi-norme avec la norme ‖.‖2. En effet, l’inégalité de Young donne
|qD|2α,h ≤ 2
∑
s=D|D′∈S
(d2D + d
2
D′)(|αs,D′(qD′ )|2 + |αs,D(qD)|2).
Grâce à la propriété |αs,D(qD)|2 ≤ C6|||qD |||2F et à la relation (I.1), on obtient
|qD|2α,h ≤ C7|||qD|||22, ∀ qD ∈ (M2(R))D, (VII.32)
avec C7 = 8C6reg(T )2(1 + reg(T )2). Maintenant on peut relier les deux opérateurs ∆D et ∆D, grâce à ∆Dα . Le
Lemme VII.12 donne les valeurs de pQ en fonction de DDuT et pD, il vient que
d2DmD∆
DpQ =
∑
s=Q|Q′=D|D′∈ED
(d2D + d
2
D′)(p
Q
′ − pQ)
=
∑
s=D|D′∈ED
(d2D + d
2
D′)(p
D
′
+ αs,D′(D
D′uT )− pD − αs,D(DDuT )).
Les Définitions IV.10 et VII.14 impliquent donc que
∀D ∈ D, ∆DpQ = ∆DpD +∆DαDDuT . (VII.33)
VII.3 Principe du schéma m-DDFV
Le schéma m-DDFV est le suivant. On intègre le bilan de quantité de mouvement du problème (VII.1) sur
les mailles primales intérieures M et sur les mailles duales intérieures M∗. L’équation du bilan de masse est
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directement approchée sur les diamants en utilisant le nouveau terme de stabilisation. On impose la condition
de Dirichlet sur les mailles primales et duales du bord ∂M∪∂M∗. Finalement l’intégrale de la pression doit être
nulle. Les différences avec le schéma (VI.4) sont le tenseur des contraintes visqueuses et le terme de stabilisation.
En effet, on remplace ηDDDuT (resp. −λd2
D
∆DpD) par Dη,N
D
uT (resp. −λd2
D
∆DpQ) comme suit :
Trouver uT ∈ E0 et pD ∈ RD tels que,
divM(−2Dη,N
D
uT + pDId) = fM,
divM
∗
(−2Dη,N
D
uT + pDId) = fM
∗
,
divD(uT )− λd2D∆DpQ = 0,∑
D∈D
mDp
D = 0,
(VII.34)
avec λ > 0 donné, fM = PMmf et f
M
∗
= PM
∗
m f , où les projections sont définis par (IV.3), et pour tout D ∈ D,
(δD, pQD ) ∈ MnD,2(R) × RnD vérifie (VII.14). Comme les inconnues artificielles (δD, pQD ) sont entièrement
définies sur chaque diamant à l’aide du couple (DDuT , pD) et ce de façon linéaire, le système reste linéaire et le
nombre d’inconnues du schéma modifié est le même que celui du schéma DDFV (VI.4).
Si on prend le terme de stabilisation −λd2D∆DpD au lieu de −λd2D∆DpQ, le schéma est encore bien posé
néanmoins l’estimation d’erreur d’ordre 1 ne marche pas, car on ne prend pas en compte les sauts de pression.
Les tests numériques illustrent la différence de comportement des deux termes de stabilisation. On observe dans
la Section VII.7 une perte de convergence si on utilise le terme de stabilisation −λd2D∆DpD.
Remarque VII.16
Comme on l’a vu, dans la Section VI.5 avec une viscosité constante, notre schéma (VII.34), sur des maillages
rectangulaires, est équivalent (excepté sur le bord) à des schémas MAC découplés écrits sur deux maillages
différents et décalés. Ainsi lorsque la viscosité est discontinue, le schéma (VII.34) donne une généralisation
possible des schémas MAC pour des fluides diphasiques.
VII.4 Résultats sur les tenseurs des taux de déformation discrets
Dans cette section, on présente plusieurs résultats sur l’opérateur du tenseur des taux de déformation modifié.
On commence par comparer le tenseur des taux de déformation discret et le modifié. Puis on montre le résultat
important qui est une inégalité de Korn pour les opérateurs modifiés. La démonstration de cette inégalité n’est
pas juste une extension de celle du Théorème VI.4, elle utilise les inconnues artificielles et le Lemme VII.11,
qui est une sorte d’inégalité de Korn locale à un diamant. On commence par majorer le tenseur des taux de
déformation discret par le gradient discret.
Proposition VII.17
Pour tout uT ∈ (R2)T , on a
|||DN
Q
uT |||2 ≤ |||∇NQuT |||2.
Démonstration : Grâce à la Remarque IV.8, on obtient
|||DN
Q
uT |||22 =
∑
Q∈Q
mQ|||DNQuT |||2F ≤
∑
Q∈Q
mQ|||∇NQuT |||2F = |||∇NQuT |||22.
On compare le tenseur des taux de déformation discret et le modifié.
Lemme VII.18
On suppose que η vérifie (VII.2). Il existe une constante C8 > 0, dépendant uniquement de Cη et Cη, telle
que pour tout uT ∈ (R2)T :
|||DDuT |||2 ≤ |||DNQuT |||2 ≤ C8|||DDuT |||2.
Démonstration : Estimation de gauche. Soit D ∈ D. L’estimation est juste une conséquence de la
propriété sur les matrices BQ qui est
∑
Q∈QD
mQBQ = 0, ainsi on a |||DNQuT |||22 = |||DDuT |||22+
1
4
|||BQδD+ tδDtBQ|||22.
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Estimation de droite. Soit D ∈ D. On a vu que la condition (VII.14a) implique la relation (VII.16),
c’est-à-dire ∑
Q∈QD
mQηQ(2D
DuT +BQδ
D +
t
δDtBQ︸ ︷︷ ︸
=2DNQu
T
: BQδ
D +
t
δDtBQ) = 0. (VII.35)
Comme DNQu
T = DDuT + 12 (BQδ
D + tδDtBQ), il vient que∑
Q∈QD
mQηQ|||DNQuT |||2F =
∑
Q∈QD
mQηQ(D
N
Qu
T : DDuT ).
On utilise maintenant la relation (VII.2) sur la viscosité pour obtenir
Cη
∑
Q∈QD
mQ|||DNQuT |||2F ≤ Cη
∑
Q∈QD
mQ(D
N
Qu
T : DDuT ).
En appliquant l’inégalité de Cauchy-Schwarz, on en déduit
C2η
∑
Q∈QD
mQ|||DNQuT |||2F ≤ C
2
ηmD|||DDuT |||2F , (VII.36)
on pose alors C8 =
Cη
Cη
.
On est maintenant en mesure de montrer l’inégalité de Korn.
Théorème VII.19 (Inégalité de Korn discrète sur les quarts de diamant)
On suppose que η vérifie (VII.2). Il existe une constante C9 > 0, dépendant uniquement de Cη, Cη, reg(T )
et sin(ǫ0) telle que :
|||∇N
Q
uT |||2 ≤ C9|||DNQuT |||2, ∀uT ∈ E0.
Démonstration : L’égalité (VII.35) conduit à∑
Q∈QD
mQηQ|||BQδD + tδDtBQ|||2F = −
∑
Q∈QD
mQηQ(2D
DuT : BQδ
D +
t
δDtBQ).
L’inégalité de Cauchy-Schwarz et la relation (VII.2) sur la viscosité impliquent
Cη
∑
Q∈QD
mQ|||BQδD + tδDtBQ|||2F ≤ Cη
(
mD|||DDuT |||2F
) 1
2
( ∑
Q∈QD
mQ|||BQδD + tδDtBQ|||2F
) 1
2
.
Il vient que ∑
Q∈QD
mQ|||BQδD + tδDtBQ|||2F ≤
C
2
η
C2η
mD|||DDuT |||2F .
Grâce au Lemme VII.11, on déduit
∑
Q∈QD
mQ|||BQδD|||2F ≤ C5
C
2
η
C2η
mD|||DDuT |||2F .
De plus, on obtient ainsi
∑
Q∈QD
mQ|||∇NQuT |||2F ≤ 2mD|||∇DuT |||2F + 2C5
C
2
η
C2η
mD|||DDuT |||2F .
On conclut en appliquant l’inégalité de Korn (Théorème VI.4) et le Lemme VII.18 :
|||∇N
Q
uT |||22 ≤ 4
(
1 + C5
C
2
η
C2η
)
|||DDuT |||22 ≤ 4
(
1 + C5
C
2
η
C2η
)
|||DN
Q
uT |||22.
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Le lemme VII.18 et les deux inégalités de Korn nous permettent de comparer également le gradient discret
avec le modifié. Il faut remarquer que le résultat suivant est déduit des inégalités de Korn pour la seconde
estimation. Il ne semble pas possible de la montrer de manière indépendante. En effet la première estimation
est juste une conséquence de la propriété
∑
Q∈QD
mQBQ = 0.
Lemme VII.20
On suppose que η vérifie (VII.2). Il existe une constante C10 > 0, dépendant uniquement de Cη, Cη, reg(T )
et sin(ǫ0) telle que pour tout u
T ∈ E0, on a :
|||∇DuT |||2 ≤ |||∇NQuT |||2 ≤ C10|||∇DuT |||2.
Comme on a introduit les opérateurs modifiés sur les quarts de diamant, on souhaite réécrire la formule de
Green pour le tenseur des contraintes visqueuses Dη,N
D
uT donné par la Définition VII.5.
Théorème VII.21
Pour tout (uT ,vT ) ∈ (R2)T × E0, on a
JdivT (Dη,N
D
uT ),vT KT = −(ηQDNQuT : ∇NQvT )Q.
Démonstration : La formule de Green (Théorème IV.9) donne
JdivT (Dη,N
D
uT ),vT KT = −(Dη,ND uT : ∇DvT )D.
Pour chaque diamant D ∈ D, la Définition VII.5 de Dη,ND , matrice symétrique, implique
mD(D
η,N
D u
T : ∇DvT ) = ∑
Q∈QD
mQηQ(D
N
Qu
T : DDvT ).
Grâce au Théorème VII.10, il existe un unique couple (δ̂D, p̂QD ) ∈ MnD,2(R) × RnD vérifiant (VII.14), avec
DDvT et pD et on peut écrire :
mD(D
η,N
D u
T : ∇DvT ) = ∑
Q∈QD
mQηQ
(
DNQu
T : DNQv
T − 1
2
(
t
δ̂DtBQ +BQδ̂D
))
. (VII.37)
En multipliant à droite (VII.14a) par δ̂D et en appliquant l’opérateur de trace, il vient que∑
Q∈QD
mQ(2ηQD
DuT + ηQ(BQδ
D +
t
δDtBQ)− pQId︸ ︷︷ ︸
=ϕQ(DDuT ,δD,pQD )
: BQδ̂D +
t
δ̂DtBQ) = 0,
puisque ϕQ(D
DuT , δD, pQ) est une matrice symétrique. De plus, comme on a (Id : BQδ̂D+
t
δ̂DtBQ) = Tr(BQδ̂D) =
0, on obtient ∑
Q∈QD
mQηQ(2D
DuT +BQδ
D +
t
δDtBQ︸ ︷︷ ︸
=2DNQu
T
: BQδ̂D +
t
δ̂DtBQ) = 0.
La Définition VII.3 de DNQ implique∑
Q∈QD
mQηQ(D
N
Qu
T :
t
δ̂DtBQ +BQδ̂D) = 0.
On remplace cette dernière égalité dans (VII.37) ceci donne :
mD(D
η,N
D u
T : ∇DvT ) = ∑
Q∈QD
mQηQ (D
N
Qu
T : DNQv
T ) .
Finalement, comme la matrice DNQu
T est symétrique, on en déduit que
mD(D
η,N
D u
T : ∇DvT ) = ∑
Q∈QD
mQηQ(D
N
Qu
T : ∇NQvT ).
Ceci conclut le résultat.
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VII.5 Stabilité du schéma m-DDFV
Dans cette section, on montre la stabilité et le caractère bien posé du schéma m-DDFV (VII.34). Dans le
Théorème VII.23, le choix de la stabilisation est crucial. La nouveauté repose ici sur la présence des inconnues
artificielles (δD, pQ) (bien qu’elles soient algébriquement éliminées dans le système). On commence par donner
la forme bilinéaire associée au schéma m-DDFV (VII.34).
Définition VII.22
On définit la forme bilinéaire associée au schéma m-DDFV (VII.34) :
∀ (uT , pD), (u˜T , p˜D) ∈ (R2)T × RD,
B(uT , pD; u˜T , p˜D) = JdivT (−2Dη,N
D
uT + pDId), u˜T KT + (divD(uT )− λd2D∆D(pQ), p˜D)D,
où λ > 0 et (δD, pQ) est la solution de (VII.14) pour DDuT et pD.
Théorème VII.23 (Stabilité du schéma)
On suppose que η vérifie (VII.2) et que λ <
4Cη
C7
. Il existe deux constantes C11, C12 > 0, dépendant
uniquement de Ω, λ, Cη, Cη, reg(T ) et sin(ǫ0), telles que pour tout couple (uT , pD) ∈ E0 × RD tel que∑
D∈D
mDp
D = 0, il existe (u˜T , p˜D) ∈ E0 × RD avec :
|||∇N
Q
u˜T |||2 + ‖p˜Q‖2 ≤ C11
(|||∇N
Q
uT |||2 + ‖pQ‖2
)
, (VII.38)
et
|||∇N
Q
uT |||22 + ‖pQ‖22 ≤ C12B(uT , pD; u˜T , p˜D). (VII.39)
où (δD, pQ) (resp. (δ˜D, p˜Q)) est la solution de (VII.14) pour DDuT et pD (resp. DDu˜T et p˜D).
La constante
4Cη
C7
dépend de la régularité du maillage et de la viscosité, en effet elle vaut
C2η
C
2
η
1
12reg(T )9/2reg(T )2(1+reg(T )2) .
Pour un maillage uniforme et un saut de viscosité de 10−4, cette constante est de l’ordre de 10−8. Dans les tests
numériques, on a choisi λ = 10−3, néanmoins le schéma semble bien posé.
Démonstration :
Etape 1 : On applique la formule de Green discrète (Théorème IV.9) et le Théorème VII.21, à la Définition
VII.22 de B, en remarquant que γT (uT ) = 0, on obtient
B(uT , pD;uT , pD) =(2ηQDN
Q
uT : ∇N
Q
uT )Q − (λd2D∆D(pQ), pD)D.
Comme la matrice DN
Q
uT est symétrique, on a en utilisant la relation (VII.33) que
B(uT , pD;uT , pD) = (2ηQDN
Q
uT : DN
Q
uT )Q − (λd2D∆D(pD) + λd2D∆Dα (DDuT ), pD)D. (VII.40)
En réorganisant la somme sur les côtés s ∈ S des diamants, on a
−(d2D∆Dα (DDuT ), pD)D =
∑
s=D|D′∈S
(d2D + d
2
D′)(αs,D′ (D
D′uT )− αs,D(DDuT ))(pD′ − pD).
L’inégalité de Young conduit à
−(d2D∆Dα (DDuT ), pD)D ≥−
1
2
|pD|2h −
1
2
|DDuT |2α,h.
Grâce à le Remarque IV.12 sur la semi-norme | · |h, il vient que
−λ(d2D∆D(pD) + d2D∆Dα (DDuT ), pD)D ≥
λ
2
|pD|2h −
λ
2
|DDuT |2α,h.
En regroupant l’inégalité ci-dessus et l’inégalité sur la viscosité (VII.2) dans (VII.40), on obtient
B(uT , pD;uT , pD) ≥ 2Cη|||DNQuT |||22 +
λ
2
|pD|2h −
λ
2
|DDuT |2α,h. (VII.41)
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La relation (VII.32) et le Lemme VII.18 impliquent que
|DDuT |2α,h ≤ C7|||DNQuT |||22.
Finalement, on utilise cette inégalité et celle de Korn sur les quarts de diamant (Théorème VII.19) dans (VII.41)
pour en déduire
B(uT , pD;uT , pD) ≥ 1
C29
(
2Cη − C7
λ
2
)
|||∇N
Q
uT |||22 +
λ
2
|pD|2h. (VII.42)
Avec λ <
4Cη
C7
, toutes les constantes de l’estimation ci-dessus sont strictement positives.
Etape 2 : On utilise le Lemme de Nec˘as (voir [GR86, Corollaire 2.4]) : comme pQ =
∑
D∈D
∑
Q∈QD
pQ1Q ∈ L2(Ω)
est d’intégrale nulle sur Ω, (car on a mDp
D =
∑
Q∈QD
mQp
Q, pour tout D ∈ D), alors il existe une constante
C > 0, dépendant uniquement de Ω, et v ∈ (H10 (Ω))2 telle que div(v) = −pQ et
‖v‖H1 ≤ C‖pQ‖2. (VII.43)
On pose vT = PTmv, définie par (IV.4). En particulier, on a v
T ∈ E0. Le Lemme VII.18 et la Proposition VI.1
impliquent
|||DN
Q
vT |||2 ≤ C8|||DDvT |||2 ≤ C8|||∇DvT |||2.
Ensuite grâce au Lemme IV.19, il vient que
|||DN
Q
vT |||2 ≤ C8C3‖v‖H1 .
Pour finir, l’estimation VII.43 donne
|||DN
Q
vT |||2 ≤ C8C3C‖pQ‖2. (VII.44)
De plus, la formule de Green discrète (Théorème IV.9) et le Théorème VII.21 conduisent à
B(uT , pD;vT , 0) = 2(ηQDN
Q
uT : ∇N
Q
vT )Q − (pD, divD(vT ))D.
En utilisant le fait que (ηQDN
Q
uT : ∇N
Q
vT )Q = (η
Q∇N
Q
uT : DN
Q
vT )Q et l’inégalité de Cauchy-Schwarz, on en
déduit que
B(uT , pD;vT , 0) ≥ −Cη|||∇NQuT |||2|||DNQvT |||2 −
∑
D∈D
mDp
DdivD(vT ).
Ensuite, on ajoute et soustrait d’autres termes de contribution nulle que l’on estime par la suite de la manière
suivante :
B(uT , pD;vT , 0) ≥− Cη|||∇NQuT |||2|||DNQvT |||2 −
∑
D∈D
∑
Q∈QD
∫
Q
pQdiv(v(z))dz
− ∑
D∈D
∫
D
pD (divD(vT )− div(v(z))) dz + ∑
D∈D
∑
Q∈QD
∫
Q
(pQ − pD)div(v(z))dz.
Puisqu’on a div(v) = −pQ, l’inégalité (VII.44) donne
B(uT , pD;vT , 0) ≥− CηC8C3C|||∇NQuT |||2‖pQ‖2 + ‖pQ‖22
− ∑
D∈D
∫
D
pD (divD(vT )− div(v(z))) dz − ∑
D∈D
∑
Q∈QD
∫
Q
(pD − pQ)div(v(z))dz. (VII.45)
• Grâce à la Proposition IV.25 et à l’estimation (VII.43), on obtient∑
D∈D
∫
D
pD (divD(vT )− div(v(z))) dz ≤ CC4|pD|h‖pQ‖2.
• Puis, le Lemme VII.12 donne pD−pQ = −αs,D(DDuT ), avec s = ∂D∩∂Q et l’inégalité de Cauchy-Schwarz
implique donc
∑
D∈D
∑
Q∈QD
∫
Q
(pD − pQ)div(v(z))dz ≤ ‖div(v)‖2
( ∑
D∈D
∑
s∈ED
mD|αs,D(DDuT )|2
) 1
2
.
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Puisqu’on a div(v) = −pQ, l’estimation du Lemme VII.12 conduit à
∑
D∈D
∑
Q∈QD
∫
Q
(pD − pQ)div(v(z))dz ≤
√
C6‖pQ‖2|||DDuT |||2.
Pour finir, le Lemme VII.18 et la Proposition VII.17 impliquent
∑
D∈D
∑
Q∈QD
∫
Q
(pD − pQ)div(v(z))dz ≤
√
C6‖pQ‖2|||∇NQuT |||2.
On déduit de l’estimation (VII.45) que
B(uT , pD;vT , 0) ≥ ‖pQ‖22 − CηC8C3C‖pQ‖2|||∇NQuT |||2 − (
√
C6 + CC4)|pD|h‖pQ‖2.
En utilisant l’inégalité de Young, on obtient l’existence de trois constantes C˜1, C˜2, C˜3 > 0, dépendant uniquement
de Ω, η et reg(T ), telles que
B(uT , pD;vT , 0) ≥ C˜1‖pQ‖22 − C˜2|||∇NQuT |||22 − C˜3|pD|2h. (VII.46)
Etape 3 : La bilinéarité de B, les estimations (VII.42) et (VII.46) donnent pour tout nombre strictement
positif ξ > 0 :
B(uT , pD;uT + ξvT , pD) ≥
(
1
C29
(
2Cη − C7
λ
2
)
− ξC˜2
)
|||∇N
Q
uT |||22 + ξC˜1‖pQ‖22 +
(
λ
2
− ξC˜3
)
|pD|2h.
On choisit la valeur de ξ > 0 suffisamment petite telle que toutes les constantes devant les normes soient
strictement positives, cette inégalité conduit à l’estimation (VII.39). La relation (VII.38) est vérifiée pour le
couple u˜T = uT + ξvT et p˜D = pD, grâce à (VII.44) et au Théorème VII.19, ceci conclut la démonstration.
Une conséquence immédiate des inégalités de stabilité est le caractère bien posé du schéma m-DDFV (VII.34).
Théorème VII.24
On suppose que η vérifie (VII.2). Soit T un maillage DDFV associé à Ω. Le schéma m-DDFV (VII.34)
avec 0 < λ <
4Cη
C7
admet une unique solution (uT , pD) ∈ (R2)T × RD.
Démonstration : On note N la dimension de
(
R2
)T ×RD. Le schéma (VII.34) peut s’écrire avec qD = 0,
g∂M = 0, g∂M
∗
= 0 et α = 0 comme suit
Trouver uT ∈ (R2)T et pD ∈ RD tels que,
divM(−2Dη,N
D
uT + pDId) = fM,
divM
∗
(−2Dη,N
D
uT + pDId) = fM
∗
,
divD(uT )− λd2D∆DpQ = qD,
uK = gK, ∀ K ∈ ∂M,
uK∗ = gK∗ , ∀ K∗ ∈ ∂M∗∑
D∈D
mDp
D = α.
C’est un système linéaire : Av = b avec une matrice rectangle A ∈ MN+1,N(R), v ∈ RN et le second membre
b =
t
(fM, fM
∗
, qD,g∂M,g∂M
∗
, α) ∈ RN+1. Soit X l’ensemble suivant
X =
{
(fM, fM
∗
, qD,g∂M,g∂M
∗
, α)′ ∈ RN+1, ∑
Dσ,σ∗∈Dext
mσγ
T (gT ) · ~nσK =
∑
D∈D
mDq
D.
}
,
la dimension de X vaut N . On a que
t
(fM, fM
∗
, 0, 0, 0, 0) appartient à X et que ImA ⊂ X car on a une relation
entre l’équation de la conservation de la masse et la condition aux bords de Dirichlet grâce à la formule de Green
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(Théorème IV.9). Si on montre que la matrice A est injective, on conclut que dim ImA = N et ainsi ImA = X .
Etudions donc le noyau de la matrice A. Grâce au Théorème VII.23, il existe u˜T ∈ E0, p˜D ∈ RD, tel que
|||∇N
Q
uT |||22 + ‖pQ‖22 ≤ C12B(uT , pD; u˜T , p˜D).
La Définition VII.22 de B implique que B(uT , pD; u˜T , p˜D) = 0. Il vient que ∇N
Q
uT = 0 et pQ = 0, avec (δD, pQ)
la solution de (VII.14) pour DDuT et pD. On déduit de la relation (VII.10) que pD = 0. On a également grâce
au Lemme VII.20 que ∇DuT = 0. Comme uT ∈ E0, la Remarque IV.3 implique uT = 0.
VII.6 Estimations d’erreurs du schéma m-DDFV
Pour étudier les ordres de convergence de notre schéma, on a besoin de faire des hypothèses de régularité de
la solution exacte (u, p) du problème (VII.1). On suppose que :
(H2(Q))2 = {u ∈ (H1(Ω))2, u|Q ∈ (H2(Q))2, pour tout Q ∈ Q}, pour la vitesse,
H1(Q) = {p ∈ L2(Ω), p|Q ∈ H1(Q), pour tout Q ∈ Q} pour la pression,
avec les normes correspondantes :
‖u‖2(H2(Q))2 = ‖u‖2H1(Ω) +
∑
Q∈Q
‖∇2u‖2L2(Q), ∀ u ∈ (H2(Q))2,
‖p‖2H1(Q) = ‖p‖2L2(Ω) +
∑
Q∈Q
‖∇p‖2L2(Q), ∀ p ∈ H1(Q).
On remarque que pour des fonctions dans (H2(Q))2, la projection centrée PTc , donnée par (IV.5), est bien
définie. On donne maintenant une estimation de l’erreur dans le cas où la solution exacte du problème (VII.1)
appartient à (H2(Q))2 ×H1(Q).
Théorème VII.25
On suppose que η vérifie (VII.2) et (VII.3) et que 0 < λ <
4Cη
C7
. On suppose que la solution (u, p) du
problème (VII.1) appartient à (H2(Q))2 × H1(Q). Soit (uT , pD) ∈ (R2)T × RD la solution du schéma
(VII.34). Il existe une constante C13 > 0, dépendant uniquement de Ω, reg(T ), λ, sin(ǫ0), Cη, Cη, Cη,
‖u‖(H2(Q))2 et ‖p‖H1(Q), telle que :
‖u− uT ‖2 + |||Du−DNQuT |||2 ≤ C13size(T ) et ‖p− pQ‖2 ≤ C13size(T ),
avec (δD, pQ) la solution de (VII.14) pour DDuT et pD.
Début de la Démonstration du Théorème VII.25 : Soit eT = PTc u − uT ∈ E0 l’erreur pour la vitesse
et eD = PDmp− pD ∈ RD l’erreur pour la pression. Grâce à (VII.34) et (VII.1), on a ∀K ∈ M
divK(−2Dη,N
D
uT + pDId) = fK = − 1
mK
∫
K
div(2η(x)Du(x))dx +
1
mK
∫
K
∇p(x)dx.
Par conséquent, on en déduit
mKdiv
K(−2Dη,N
D
eT + eDId) = mKdiv
K(−2Dη,N
D
P
T
c u+ P
D
mpId) +
∫
K
div(2η(x)Du(x))dx −
∫
K
∇p(x)dx.
La Définition IV.4 de la divergence discrète et la formule de Green impliquent
mKdiv
K(−2Dη,N
D
eT + eDId) =
∑
Q⊂K
∑
s∈EQ
s⊂∂K
∫
s
2η(z)Du(z).~nsQdz −
∑
D∈DK
mσ(2D
η,N
D P
T
c u).~nσK
+
∑
D∈DK
mσP
D
mp~nσK −
∑
Q⊂K
∑
s∈EQ
s⊂∂K
∫
s
p(z)~nsQdz.
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On introduit la définition suivante qui est une conséquence du Théorème VII.10. Il existe (δDex, p
QD
ex ) ∈MnD ,2(R)×
RnD vérifiant 
∑
Q∈QD
mQϕQ(D
D
P
T
c u, δ
D
ex, p
Q
ex)BQ = 0, Tr(
t
δDex
tBQ) = 0, ∀Q ∈ QD,∑
Q∈QD
mQp
Q
ex = mDP
D
mp, (δ
D
ex : δ0) = 0,
(VII.47)
et on note dans toute la suite
p˜Qex = P
Q
mp− pQex, ∀Q ∈ Q et on a
∑
Q∈QD
mQp˜
Q
ex = 0. (VII.48)
En utilisant la Définition VII.6 du tenseur des contraintes ϕQ et (VII.47), on déduit, pour tout D ∈ DK, que
mσ
mD
∑
Q∈QD
mQϕQ(D
D
P
T
c u, δ
D
ex, p
QD
ex ).~nσK =mσK∗ϕQK,K∗ .~nσK +mσL∗ϕQK,L∗ .~nσK.
Finalement, on obtient
mKdiv
K(−2Dη,N
D
eT + eDId) =− 2 ∑
Q⊂K
∑
s∈EQ
s⊂∂K
∫
s
(ηQD
N
QP
T
c u− η(z)Du(z)).~nsQdz
+
∑
Q⊂K
∑
s∈EQ
s⊂∂K
∫
s
(pQex − p(z))~nsQdz.
(VII.49)
De la même manière, on montre que pour tout K∗ ∈ M∗ on a
mK∗div
K∗(−2Dη,N
D
eT + eDId) =− 2 ∑
Q⊂K∗
∑
s∈EQ
s⊂∂K∗
∫
s
(ηQD
N
QP
T
c u− η(z)Du(z)).~nsQdz
+
∑
Q⊂K∗
∑
s∈EQ
s⊂∂K∗
∫
s
(pQex − p(z))~nsQdz.
(VII.50)
On définit l’erreur de consistance de la manière suivante pour tout Q ∈ Q, pour tout z ∈ Q
RuQ(z) = η|Q(z)Du|Q(z)− ηQDNQPTc u,
RpQ(z) = P
Q
mp− p|Q(z),
(VII.51)
on note pour tout s = Q|Q′ ∈ EQ :
Ris,Q = −Ris,Q′ =
1
ms
∫
s
RiQ(z).~nsQdz, pour i = u, p,
et les normes L2 correspondante pour i = u, p :
‖Ris,Q‖22 =
∑
Q∈Q
∑
s∈EQ
mQ|Ris,Q|2.
Grâce à (VII.48), on définit aussi pour tout s = Q|Q′ ∈ EQ :
Rs,Q = 2R
u
s,Q +R
p
s,Q − p˜Qex~nsQ.
Grâce à (VII.49) et (VII.50), le couple (eT , eD) ∈ E0 × RD est solution de
divM(−2Dη,N
D
eT + eDId) = RM,
divM
∗
(−2Dη,N
D
eT + eDId) = RM∗ ,
divD(eT )− λd2D∆DeQ = RD,∑
D∈D
mDe
D = 0,
(VII.52)
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où RM = (RK)K∈M, RM∗ = (RK∗)K∗∈M∗ et RD = (RD)D∈D avec :
RK =
1
mK
∑
Q⊂K
∑
s∈EQ
s⊂∂K
msRs,Q, ∀ K ∈ M,
RK∗ =
1
mK∗
∑
Q⊂K∗
∑
s∈EQ
s⊂∂K∗
msRs,Q, ∀ K∗ ∈ M∗,
RD = div
D(PTc u)− λd2D∆DpQex, ∀ D ∈ D,
eQ = pQex − pQ, ∀ Q ∈ Q.
Le Théorème VII.23 implique l’existence de e˜T ∈ E0, e˜D ∈ RD tels que :
|||∇N
Q
e˜T |||2 + ‖e˜Q‖2 ≤ C11
(|||∇N
Q
eT |||2 + ‖eQ‖2
)
, (VII.53)
et
|||∇N
Q
eT |||22 + ‖eQ‖22 ≤ C12B(eT , eD; e˜T , e˜D). (VII.54)
Grâce à la Définition VII.22 de B et de (VII.52), on a B(eT , eD; e˜T , e˜D) = I +T , avec I := JdivT (−2Dη,N
D
eT +
eDId), e˜T K et T := (divD(eT )− λd2D∆DeQ, e˜D)D.
Estimation de I. En utilisant le fait que e˜T ∈ E0 et la définition de I, on a
I =
∑
K∈M
∑
Q⊂K
∑
s∈EQ
s⊂∂K
msRs,Q · e˜K +
∑
K∗∈M∗∪∂M∗
∑
Q⊂K∗
∑
s∈EQ
s⊂∂K∗
msRs,Q · e˜K∗ .
En réorganisant la somme sur les diamants D ∈ D, on obtient
I =
∑
D∈D
(
mσK
(
RσK,QK,K∗ · e˜K∗ +RσK,QK,L∗ · e˜L∗
)
+mσL
(
RσL,QL,K∗ · e˜K∗ +RσL,QL,L∗ · e˜L∗
)
+mσK∗
(
RσK∗ ,QK,K∗ · e˜K +RσK∗ ,QL,K∗ · e˜L
)
+mσL∗
(
RσL∗ ,QK,L∗ · e˜K +RσL∗ ,QL,L∗ · e˜L
))
.
(VII.55)
On remarque que RσK,QK,K∗=−RσK,QK,L∗ , ainsi on a pour le premier terme de (VII.55)
mσK
(
RσK,QK,K∗ · e˜K∗ +RσK,QK,L∗ · e˜L∗
)
=−mQK,K∗
2
sin(αK)
RσK,QK,K∗ ·
e˜L∗ − e˜K∗
mσ
+mQK,L∗
2
sin(αK)
RσK,QK,L∗ ·
e˜L∗ − e˜K∗
mσ
.
La Définition IV.1 du gradient discret implique que
mσK
(
RσK,QK,K∗ · e˜K∗ +RσK,QK,L∗ · e˜L∗
)
=− 2
sin(αK)
mQK,K∗RσK,QK,K∗ · (∇De˜T .~τK∗,L∗) +
2
sin(αK)
mQK,L∗RσK,QK,L∗ · (∇D e˜T .~τK∗,L∗).
De plus, on remarque que RσK∗ ,QK,K∗=−RσK∗ ,QL,K∗ , ainsi on a pour le troisième terme de (VII.55)
mσK∗
(
RσK∗ ,QK,K∗ · e˜K +RσK∗ ,QL,K∗ · e˜L
)
= mσK∗RσK∗ ,QK,K∗ · (e˜K − e˜L).
La Définition IV.1 du gradient discret implique de nouveau que
mσK∗
(
RσK∗ ,QK,K∗ · e˜K +RσK∗ ,QL,K∗ · e˜L
)
=−mσK∗mσ∗RσK∗ ,QK,K∗ · (∇De˜T .~τK,L)
=− 2mQK,K∗
sin(αK)
mσ∗
mσK
RσK∗ ,QK,K∗ · (∇De˜T .~τK,L).
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En faisant de même pour les autres, une première estimation donne
I ≤ C ∑
D∈D
∑
Q∈QD
∑
s∈EQ
mQ|Rs,Q||||∇D e˜T |||F ,
Grâce à l’inégalité de Cauchy-Schwarz et au Lemme VII.20, on obtient
I ≤ C‖Rs,Q‖2|||∇NQ e˜T |||2. (VII.56)
Estimation de T . Tout d’abord, on note T1 := −λ(d2D∆DpQex, e˜D)D. En réorganisant la somme sur les côtés
des diamants s ∈ S, on a
T1 =λ
∑
s=Q|Q′=D|D′∈S
(d2D + d
2
D′)(p
Q
′
ex − pQex)(e˜D
′ − e˜D).
L’inégalité de Cauchy-Schwarz et la semi-norme |.|h (IV.15) donnent
|T1| ≤ λ
( ∑
s=Q|Q′=D|D′∈S
(d2D + d
2
D′)(p
Q
′
ex − pQex)2
) 1
2
( ∑
s=D|D′∈S
(d2D + d
2
D′)(e˜
D
′ − e˜D)2
) 1
2
≤ 2size(T )λ|e˜D|h
( ∑
s=Q|Q′=D|D′∈S
(pQ
′
ex − pQex)2
) 1
2
.
On applique le Lemme IV.13 pour obtenir
|T1| ≤ C22size(T )λ‖e˜D‖2
( ∑
s=Q|Q′=D|D′∈S
(pQ
′
ex − pQex)2
) 1
2
.
On a ainsi T = (divD(PTc u), e˜
D)D + T1 et on en déduit l’estimation suivante pour le terme T :
|T | ≤ ‖e˜D‖2
2size(T )λC2( ∑
s=Q|Q′=D|D′∈S
(pQ
′
ex − pQex)2
) 1
2
+ ‖divDPTc u‖2
 . (VII.57)
En combinant (VII.56) et (VII.57) et en utilisant le fait que ‖e˜D‖2 ≤ ‖e˜Q‖2, (VII.54) devient
|||∇N
Q
eT |||22 + ‖eQ‖22 ≤C12C|||∇NQ e˜T |||2‖Rs,Q‖2 + C12‖e˜Q‖2‖divDPTc u‖2
+ C122size(T )λC2‖e˜Q‖2
( ∑
s=Q|Q′=D|D′∈S
(pQ
′
ex − pQex)2
) 1
2
.
Finalement, (VII.53) conduit à
|||∇N
Q
eT |||22 + ‖eQ‖22 ≤C˜1(|||∇NQeT |||2 + ‖eQ‖2)(‖Rs,Q‖2 + ‖divDPTc u‖2)
+ C˜2size(T )(|||∇NQeT |||2 + ‖eQ‖2)
( ∑
s=Q|Q′=D|D′∈S
(pQ
′
ex − pQex)2
) 1
2
,
(VII.58)
où C˜1 = C12C11max (2reg(T )(1 + reg(T )), 1) et C˜2 = 2C12C11λC2. Il reste à montrer les estimations des erreurs
de consistance.
VII.6.1 Erreur de consistance en pression
Lemme VII.26
Il existe deux constantes C14, C15 > 0, dépendant uniquement de reg(T ), telles que pour tout p ∈ H1(Q) et
pour tout D ∈ D ∑
Q∈QD
mQ
∑
s∈EQ
|Rps,Q|2 ≤ C14d2D
∑
Q∈QD
∫
Q
|∇p(z)|2dz,
et
‖Rp
Q
‖22 ≤ C15size(T )2‖p‖2H1(Q).
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Démonstration : On rappelle la définition de Rps,Q =
1
ms
∫
s
(PQmp− p|Q(z))~nsQdz, pour s ∈ EQ, ainsi on a
∑
Q∈QD
∑
s∈EQ
mQ|Rps,Q|2 ≤
∑
Q∈QD
∑
s∈EQ
mQ
∣∣∣∣ 1ms
∫
s
(PQmp− p(z))dz
∣∣∣∣2 .
On applique le Lemme I.12 à un quart de diamant Q et à un de ses côtés s, en utilisant le fait que d
3
Q
msmQ
≤
reg(T )3, on obtient∣∣∣∣ 1ms
∫
s
(PQmp− p(z))dz
∣∣∣∣2 ≤ C1 d3QmsmQ
∫
Q
|∇p|2dz ≤ C1reg(T )3
∫
Q
|∇p|2dz.
On en déduit que ∑
Q∈QD
∑
s∈EQ
mQ|Rps,Q|2 ≤ C1reg(T )3d2D
∑
Q∈QD
∫
Q
|∇p(z)|2dz.
Ceci conclut la première estimation avec C14 = C1reg(T )3. Pour la seconde, on ajoute et soustrait 1ms
∫
s
p(x)dx,
dont la contribution est nulle, à RpQ(z) = p(z)− PQmp pour obtenir∫
Q
(p(z)− PQmp)2 dz ≤ 2
∫
Q
∣∣∣∣ 1ms
∫
s
(p(z)− p(x))dxdz
∣∣∣∣2 + 2mQ ∣∣∣∣ 1ms
∫
s
(PQmp− p(z))dz
∣∣∣∣2 .
On applique ensuite l’inégalité de Jensen∫
Q
(p(z)− PQmp)2 dz ≤4mQ
1
mQms
∫
Q
∫
s
(p(z)− p(x))2 dxdz.
On applique le Lemme I.12 à un quart de diamant Q et à un de ses côtés s, en utilisant le fait que d
3
Q
msmQ
≤
reg(T )3, on obtient ∫
Q
(p(z)− PQmp)2 dz ≤ 4C1reg(T )3size(T )2
∫
Q
|∇p|2dz,
ceci conclut le résultat avec C15 = 4C1reg(T )3.
VII.6.2 Erreur de consistance en vitesse
Propriétés de la projection centrée
En utilisant les formules de Taylor usuelles sur chaque quart de diamant Q (voir [BH08], pour plus de détail),
on peut facilement montrer le résultat suivant.
Lemme VII.27
Il existe deux constantes C16, C17 > 0, dépendant uniquement de reg(T ), telles que pour toute fonction v
dans (H2(Q))2, on a
‖v − PTc v‖2 ≤ C16size(T )‖v‖(H2(Q))2 et |||∇NQPTc v|||2 ≤ C17‖v‖(H2(Q))2 .
Définition VII.28
On définit la projection PQc u de u sur les quarts de diamant comme suit. Pour chaque quart de diamant
Q ∈ Q, la restriction de PQc u sur le triangle Q est l’unique fonction affine PQc u qui coïncide avec u aux milieux
des demi-arêtes s ∈ EQ et dont la valeur au milieu du troisième côté de Q vaut la moyenne des valeurs de
u aux deux extrémités du côté. Il faut noter que cette définition a un sens car u| ¯Q ∈ (H2(Q))2 ⊂ (C0(Q¯))2.
Par exemple, dans le cas du quart de diamant Q = QK,K∗ (voir la Figure VII.6), cela s’écrit :
P
Q
c u(xσK) = u(xσK ), P
Q
c u(xσK∗ ) = u(xσK∗ ), P
Q
c u
(
xK + xK∗
2
)
=
u(xK) + u(xK∗)
2
.
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xK xD
xK∗
u(xσ
K∗
)
u(xσK )
xσ
K∗
xσK
1
2 (u(xK) + u(xK∗))
Fig. VII.6 – La projection PQc sur le quart de diamant Q = QK,K∗ .
La proposition suivante est la version vectorielle de [BH08, inégalité (5.4)] et peut se montrer de la même
manière en travaillant composante par composante.
Proposition VII.29
Il existe une constante C18 > 0, dépendant uniquement de reg(T ), telle que pour toute fonction v dans
(H2(Q))2, on a pour tout Q ∈ Q∫
Q
|||∇v(z) −∇PQc v|||2Fdz +
∫
Q
|||Dv(z) −DPQc v|||2Fdz ≤ C18d2D
∫
Q
|∇2v(z)|2dz.
On s’intéresse maintenant à l’erreur de consistance RuQ définie par (VII.51), on la décompose en deux contri-
butions Ru,ηQ et R
u,Du
Q . Elles proviennent, respectivement, de l’erreur de consistance due à l’approximation des
flux et à l’approximation du tenseur des taux de déformation :
RuQ(z) = R
u,η
Q (z) +R
u,Du
Q , pour z ∈ Q (VII.59)
où
Ru,ηQ (z) = η|Q(z)Du|Q(z)−
1
mQ
∫
Q
η(x)Du(x)dx,
Ru,DuQ =
1
mQ
∫
Q
η(x)(Du(x) −DNQPTc u)dx.
On définit également la quantité suivante pour tout s = Q|Q′ ∈ EQ :
Ru,ηs,Q = −Ru,ηs,Q′ =
1
ms
∫
s
Ru,ηQ (z).~nsQdz.
Approximation du tenseur des contraintes visqueuses
Lemme VII.30
Il existe une constante C19 > 0, dépendant uniquement de Cη, Cη et reg(T ), telle que pour toute fonction
u dans (H2(Q))2, on a pour tout D ∈ D
mQ|Ru,ηs,Q|2 ≤ C19d2D
∫
Q
(|||∇u|||2F + |∇2u|2)dz, ∀ Q ∈ QD, ∀ s ∈ EQ.
Démonstration : On applique l’inégalité de Jensen pour obtenir
|||Ru,ηQ (z)|||2F ≤
1
mQ
∫
Q
|||η(z)Du(z)− η(x)Du(x)|||2Fdx.
Puis, en ajoutant 0 = η(z)Du(x) − η(z)Du(x), l’inégalité de Cauchy-Schwarz implique
|||Ru,ηQ (z)|||2F ≤
2
mQ
∫
Q
|η(z)− η(x)|2 |||Du(x)|||2Fdx+
2
mQ
∫
Q
|η(z)|2 |||Du(z) −Du(x)|||2Fdx.
VII.6. Estimations d’erreurs du schéma m-DDFV 179
Les inégalités (VII.2) et (VII.3) sur la viscosité donnent
|||Ru,ηQ (z)|||2F ≤
2C2η
mQ
d2D
∫
Q
|||Du(x)|||2Fdx+
2C
2
η
mQ
∫
Q
|||Du(z)−Du(x)|||2Fdx. (VII.60)
L’inégalité de Jensen implique
mQ|Ru,ηs,Q|2 ≤
mQ
ms
∫
s
|||Ru,ηQ (z)|||2Fdz. (VII.61)
En remplaçant (VII.60) dans (VII.61), il vient
mQ|Ru,ηs,Q|2 ≤ d2D2C2η
∫
Q
|||Du(x)|||2Fdx+
2C
2
η
ms
∫
s
∫
Q
|||Du(z)−Du(x)|||2Fdxdz.
Pour la seconde intégrale, on applique le Lemme I.12 à un quart de diamant Q et à un de ses côtés s pour
obtenir
1
ms
∫
s
∫
Q
|||Du(z) −Du(x)|||2Fdxdz ≤ C1
d3Q
ms
∫
Q
|∇Du(y)|2dy.
Comme de plus on a
d3Q
ms
≤ reg(T )d2D, on obtient que
mQ|Ru,ηs,Q|2 ≤ d2D2C2η
∫
Q
|||Du(x)|||2Fdx+ 2C
2
ηC1reg(T )d2D
∫
Q
|∇Du(y)|2dy.
Finalement, on déduit le résultat avec C19 = max(2C
2
η , 2C
2
ηC1reg(T )).
Approximation du tenseur des taux de déformation
Définition VII.31
On définit RD ∈M2,4(R), pour tout D ∈ D, comme suit
RD =

mσK
(
2(Ru,ησK,QK,L∗ −Ru,ησK,QK,K∗ ) +RpσK,QK,L∗ −RpσK,QK,K∗
)
mσL
(
2(Ru,ησL,QL,L∗ −Ru,ησL,QL,K∗ ) +RpσL,QL,L∗ −RpσL,QL,K∗
)
mσK∗
(
2(Ru,ησK∗ ,QL,K∗ −Ru,ησK∗ ,QK,K∗ ) +RpσK∗ ,QL,K∗ −RpσK∗ ,QK,K∗
)
mσL∗
(
2(Ru,ησL∗ ,QL,L∗ −Ru,ησL∗ ,QK,L∗ ) +RpσL∗ ,QL,L∗ −RpσL∗ ,QK,L∗
)
 ,
avec les erreurs de consistance définies par (VII.51) et (VII.59).
On introduit une nouvelle norme pour tout D ∈ D
|||A|||2QD =
∑
Q∈QD
|||A|||2L2(Q), ∀A|Q ∈ L2(Q,M2(R)), pour tout Q ∈ QD.
Proposition VII.32
Il existe une constante C20 > 0, dépendant uniquement de Cη, Cη, Cη et reg(T ), telle que pour tout D ∈ D,
et tout δD dans M4,2(R), on a
|Tr(tδDRD)|2 ≤ C20
( ∑
Q∈QD
mQ|||BQδD|||2F
)
d2D
∑
Q∈QD
∫
Q
(|||∇u(z)|||2F + |∇2u(z)|2 + |∇p(z)|2)dz.
Démonstration : On calcule Tr(tδDRD) :
Tr
(
t
δDRD
)
=mσK
(
2(Ru,ησK,QK,L∗ −Ru,ησK,QK,K∗ ) +RpσK,QK,L∗ −RpσK,QK,K∗
) · δK
+mσL
(
2(Ru,ησL,QL,L∗ −Ru,ησL,QL,K∗ ) +RpσL,QL,L∗ −RpσL,QL,K∗
) · δL
+mσK∗
(
2(Ru,ησK∗ ,QL,K∗ −Ru,ησK∗ ,QK,K∗ ) +RpσK∗ ,QL,K∗ −RpσK∗ ,QK,K∗
) · δK∗
+mσL∗
(
2(Ru,ησL∗ ,QL,L∗ −Ru,ησL∗ ,QK,L∗ ) +RpσL∗ ,QL,L∗ −RpσL∗ ,QK,L∗
) · δL∗ .
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On obtient donc une première estimation
|Tr
(
t
δ̂DRD
)
| ≤ ∑
Q∈QD
mQ|||BQδ̂D|||F
∑
s∈EQ
(|Ru,ηs,Q|+ |Rps,Q|) .
Puis l’inégalité de Cauchy-Schwarz implique que
|Tr(tδDRD)|2 ≤
( ∑
Q∈QD
mQ|||BQδD|||2F
)( ∑
Q∈QD
mQ
∑
s∈EQ
(|Ru,ηs,Q|2+|Rps,Q|2)
)
.
Les Lemmes VII.30 et VII.26 concluent la démonstration.
Lemme VII.33
On suppose que (u, p) est la solution du problème (VII.1). Pour tout D ∈ D, on a
∑
Q∈QD
∫
Q
η(z)
(
BQδ
D +
t
δDtBQ : Du(z)−DNQPTc u
)
dz
− ∑
Q∈QD
mQTr
(
t
δDtBQ
)
p˜Qex = Tr
(
t
δDRD
)
, ∀δD ∈MnD ,2(R).
Démonstration : On fait la démonstration uniquement pour des diamants intérieurs D ∈ Dint, ainsi on
a nD = 4. Le cas des diamants du bord D ∈ Dext peut se traiter de la même manière. Comme le couple (u, p)
résout (VII.1), on a la continuité du tenseur des contraintes normal à travers s = Q|Q′ comme suit∫
s
(2η|Q(z)Du|Q(z)− p|Q(z)Id)~nsQdz =
∫
s
(2η|Q′(z)Du|Q′(z)− p|Q′(z)Id)~nsQdz.
Grâce à la définition de (δDex, p
QD
ex ) donnée par (VII.47), on en déduit que(
1
ms
∫
s
(2η|Q(z)Du|Q(z)− p|Q(z)Id)dz − (2ηQDNQPTc u− pQexId)
)
~nsQ
−
(
1
ms
∫
s
(2η|Q′(z)Du|Q′(z)− p|Q′(z)Id)dz − (2ηQ′DNQ′PTc u− pQ
′
exId)
)
~nsQ = 0.
Les définitions des consistances données par (VII.51) et la dernière égalité impliquent
2
mQ
∫
Q
η(z) (Du(z)−DNQPTc u)~nsQdz −
2
mQ′
∫
Q′
η(z) (Du(z)−DNQ′PTc u)~nsQdz
− 1
mQ
∫
Q
(p(z)− pQex)~nsQdz +
1
mQ′
∫
Q′
(
p(z)− pQ′ex
)
~nsQdz = 2R
u,η
s,Q′ − 2Ru,ηs,Q −Rps,Q +Rps,Q′ .
On somme sur les quarts de diamant Q ∈ QD du diamant D pour obtenir∑
Q∈QD
(∫
Q
2η(z) (Du(z)−DNQPTc u) dz
)
BQ −
∑
Q∈QD
(∫
Q
(p(z)− pQex) dz
)
BQ =
t
RD, (VII.62)
avec RD donné par la Définition VII.31. On multiplie (VII.62) à droite par un δD ∈ MnD ,2(R) et on prend la
transposé, grâce à la symétrie de Du(z) et DNQP
T
c u, on obtient∑
Q∈QD
∫
Q
t
δDtBQ2η(z) (Du(z)−DNQPTc u) dz −
∑
Q∈QD
mQ
t
δDtBQp˜
Q
ex =
t
δDRD.
On applique maintenant l’opérateur trace en utilisant le fait que la matrice Du− DNQPTc u est symétrique pour
déduire le résultat.
Proposition VII.34
On suppose que (u, p) est la solution du problème (VII.1). Pour tout D ∈ D , il existe une constante C21 > 0,
dépendant uniquement de Cη, Cη et reg(T ), et une fonction v˜D qui est affine sur chaque quart de diamant
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Q de QD telle que v˜D ∈ (H1(D))2 ∩ (H2(Q))2, pour tout Q ∈ QD, et
|||Dv˜D −DNQPTc v˜D|||QD ≤ C21(‖p˜QDex ‖2 + |||Du−DNQPTc u|||QD + dD),
et
− ∑
Q∈QD
∫
Q
divv˜Dp˜
Q
exdz ≥ −C21|||Du −DNQPTc u|||2QD +
1
2
‖p˜QDex ‖22 − C21size(T ).
Il faut noter que PTc v˜D n’est pas bien défini, il faut comprendre cette notation comme P
T
c v˜D = (v˜D(xK), v˜D(xL), v˜D(xK∗),
v˜D(xL∗)), pour chaque diamant D.
Démonstration : Soit D ∈ D. On pose FQ pour Q ∈ QD de la manière suivante :
FQK,K∗ =
Id
mQK,K∗
, FQK,L∗ =−
Id
mQK,L∗
, FQL,K∗ =−
Id
mQL,K∗
, FQK,L∗ =
Id
mQL,L∗
.
On remarque que FQ vérifie les conditions (VII.12) et (VII.13) si αK = αL. Ainsi, il existe δ¯
D ∈ MnD ,2(R) tel
que (BQδ¯
D +
t
δ¯DtBQ) = FQ, ∀ Q ∈ QD et (δ¯D : δ0) = 0. En prenant δD égal à δ¯D dans la formule du Lemme
VII.33, on en déduit que∑
Q∈QD
∫
Q
η(z) (FQ :Du(z)−DNQPTc u) dz −
∑
Q∈QD
mQTr (FQ) p˜
Q
ex =Tr
(
t
δ¯DRD
)
. (VII.63)
On va construire une fonction v˜D telle que v˜D ∈ (H1(D))2 ∩ (H2(Q))2, pour tout Q ∈ QD, telle que
div(v˜D)(x) =

− p˜Qex +
divD(PTc u)
2mQ
∫
Q
η(z)dz − 1
2
Tr(
t
δ¯DRD), si x ∈ QK,K∗ ,
− p˜Qex +
divD(PTc u)
2mQ
∫
Q
η(z)dz, si x ∈ Q, Q ∩ QK,K∗ = ∅,
(VII.64)
avec RD défini dans la Définition VII.31. On choisit v˜D linéaire par quart de diamant de la forme AQ(x − xD)
si x ∈ Q, avec
AQK,K∗ =
v˜D
K∗
⊗ ~nσKK∗
~nσKK∗ · ~τK∗,L∗
+
v˜D
K
⊗ ~nσK
~nσK · ~τσKK∗
, AQK,L∗ =
v˜D
L∗
⊗ ~nσKK∗
~nσKK∗ · ~τK∗,L∗
+
v˜D
K
⊗ ~nσK
~nσK · ~τ σKK∗
,
AQL,K∗ =
v˜D
K∗
⊗ ~nσLK∗
~nσLK∗ · ~τK∗,L∗
+
v˜D
L
⊗ ~nσK
~nσK · ~τ σLK∗
, AQL,L∗ =
v˜D
L∗
⊗ ~nσLK∗
~nσLK∗ · ~τK∗,L∗
+
v˜D
L
⊗ ~nσK
~nσK · ~τσLK∗
,
où v˜D
K
, v˜D
L
, v˜D
K∗
, v˜D
L∗
appartiennent à R2, ces valeurs seront déterminées ci-dessous.
xK∗
xK
xL∗
xL
6=
~nσK
~nσKK
∗
D
~nσLK
∗
evD
L∗
evDK
evDL
evD
K∗
Fig. VII.7 – Construction de la fonction v˜D.
On remarque qu’on a (voir la Figure VII.7), par exemple,
v˜D(xD + α~τK∗,L∗) =
{
αv˜D
K∗
, si xD + α~τK∗,L∗ ∈ σK∗ ,
αv˜D
L∗
, si xD + α~τK∗,L∗ ∈ σL∗ .
Ainsi v˜D est continue à travers les diagonales du diamant D et de plus on a v˜D(xD) = 0.
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– Cas αK = αL : On choisit v˜
D
K
= aK~nσK, v˜
D
L
= aL~nσK, v˜
D
K∗
= aK∗~τK,L, v˜
D
L∗
= aL∗~nσ∗K∗ . Il reste à fixer
les valeurs des scalaires aK, aL, aK∗ , aL∗ , qui sont imposées par (VII.64), comme suit :
aK =sin(αD)
 
−epexQK,K∗ + divD(PTc u)2mQK,K∗
Z
QK,K∗
η(z)dz −
1
2
Tr(
t
δ¯
D
R
D)
!
:= sin(αD)b1,
aL =sin(αD)
 
−epexQL,K∗ + divD(PTc u)2mQL,K∗
Z
QL,K∗
η(z)dz
!
:= sin(αD)b2,
aK + aL∗ =sin(αD)
 
−epexQK,L∗ + divD(PTc u)2mQK,L∗
Z
QK,L∗
η(z)dz
!
:= sin(αD)b3,
aL + aL∗ =sin(αD)
 
−epexQL,L∗ + divD(PTc u)2mQL,L∗
Z
QL,L∗
η(z)dz
!
:= sin(αD)b4.
Il vient que
aK = sin(αD)b1, aL = sin(αD)b2, aL∗ = sin(αD)(b3 − b1).
Grâce à (VII.63), c’est-à-dire b1 − b2 − b3 + b4 = 0, on a également aL = sin(αD)(b1 − b3 + b4) et on peut
choisir arbitrairement la dernière valeur, on prend aK∗ = 0. On en déduit qu’il existe une constante C > 0,
dépendant uniquement de reg(T ) et Cη, telle que∑
Q∈QD
mQ|||AQ|||2F ≤ C(
∑
Q∈QD
mQ|p˜Qex|2 +mD|divD(PTc u)|2 +mD|Tr(t δ¯DRD)|2). (VII.65)
– Cas αK 6= αL : On choisit v˜DK = aK~nσK, v˜DL = aL~nσK, v˜DK∗ = aK∗~τσKK∗ , v˜DL∗ = aL∗~nσKK∗ . Il reste à fixer
les valeurs des scalaires aK, aL, aK∗ , aL∗ , qui sont imposées par (VII.64), comme suit :
aK = sin(αK)b1, aK + aL∗ = sin(αK)b3,
aL + aK∗ sin(αK − αL) = sin(αL)b2, aL + aL∗ cos(αK − αL) = sin(αL)b4.
Il vient que
aK = sin(αK)b1, aL = sin(αL)b4 + cos(αK − αL) sin(αK)(b1 − b3),
aK∗ =
sin(αL)(b2 − b4) + cos(αK − αL) sin(αK)(b3 − b1)
sin(αK − αL) , aL
∗ = sin(αK)(b3 − b1).
Dans ce cas, on a que aK∗ explose si les angles αK, αL sont trop proches. Ainsi il existe une constante
C > 0, dépendant uniquement de reg(T ), Cη et sin(ǫ0), telle que∑
Q∈QD
mQ|||AQ|||2F ≤ C(
∑
Q∈QD
mQ|p˜Qex|2 +mD|divD(PTc u)|2 +mD|Tr(t δ¯DRD)|2). (VII.66)
De (VII.65) ou de (VII.66), le Lemme VII.37 conduit à
‖v˜D‖H1(D) ≤ C(‖p˜QDex ‖2 + |||Du −DNQPTc u|||QD +
√
mD|Tr(t δ¯DRD)|). (VII.67)
De plus, le Lemme VII.11 implique que mD|||BQδ¯D|||2QD ≤ C(reg(T )). Grâce à la Proposition VII.32, il vient que
mD|Tr(t δ¯DRD)|2 ≤ Cd2D
∑
Q∈QD
∫
Q
(|||∇u(z)|||2F + |∇2u(z)|2 + |∇p(z)|2)dz. (VII.68)
On a
|||Dv˜D −DNQPTc v˜D|||QD ≤ ‖v˜D‖H1(D) + |||DNQPTc v˜D|||QD .
On applique la Proposition VI.1 et le Lemme IV.22 pour obtenir
|||Dv˜D −DNQPTc v˜D|||QD≤(1 + C17)‖v˜D‖H1(D).
Puis les estimations (VII.67) et (VII.68) donnent
|||Dv˜D −DNQPTc v˜D|||QD ≤ C(‖p˜QDex ‖2 + |||Du −DNQPTc u|||QD + CdD).
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De plus, on a
− ∑
Q∈QD
∫
Q
divv˜Dp˜
Q
exdz ≥ ‖p˜QDex ‖22 − divDPTc u
∑
Q∈QD
∫
Q
η(z)dzp˜Qex −mQK,K∗Tr(
t
δ¯DRD)p˜exQK,K∗ .
Grâce à divu = 0, il vient que
− ∑
Q∈QD
∫
Q
divv˜Dp˜
Q
exdz ≥ +‖p˜QDex ‖22 − C|||Du −DNQPTc u|||QD‖p˜QDex ‖2 −
√
mD|Tr(t δ¯DR)|‖p˜QDex ‖2.
La Proposition VII.32 implique que
− ∑
Q∈QD
∫
Q
divv˜Dp˜
Q
exdz ≥ ‖p˜QDex ‖22 − C|||Du −DNQPTc u|||QD‖p˜QDex ‖2 − Csize(T )‖p˜QDex ‖2.
Finalement l’inégalité de Young conclut la démonstration.
On va montrer une estimation de consistance du tenseur des taux de déformation modifié DN
Q
. C’est la
principale différence entre ces travaux et ceux des chapitres précédents car le tenseur des taux de déformation
modifié dépend des sauts de la viscosité η dans chaque diamant. Ainsi, l’estimation ne peut pas s’obtenir de
la manière classique en appliquant des formules de Taylor appropriées. On a besoin d’utiliser le couple (u, p)
solution du problème (VII.1) et le Lemme VII.11. Il faut également noter que l’on ne peut pas séparer l’estimation
en vitesse de celle en pression, ainsi les deux estimations dépendent du couple (u, p).
Lemme VII.35
On suppose que (u, p) est la solution du problème (VII.1). Il existe une constante C22 > 0, dépendant
uniquement de Cη, Cη, Cη, reg(T ) et sin(ǫ0), telle que pour tout D ∈ D, on a
|||Du −DN
Q
P
T
c u|||2QD + ‖p˜QDex ‖22 ≤ C22d2D
∑
Q∈QD
∫
Q
(|||∇u|||2F + |∇2u|2 + |∇p(z)|2)dz.
Démonstration : On fait la démonstration uniquement pour des diamants intérieurs D ∈ Dint, ainsi on a
nD = 4. Le cas des diamants du bord D ∈ Dext peut se traiter de la même manière.
Etape 1 Pour u,v ∈ (H2(Q))2, et pQ, qQ ∈ RQ, on définit une forme bilinéaire BD de la manière suivante :
BD(u, pQ,v, qQ) =
∑
Q∈QD
2
∫
Q
η(z)(Du −DNQPTc u : Dv −DNQPTc v)dz
− ∑
Q∈QD
∫
Q
Tr(Dv −DNQPTc v)pQdz +
∑
Q∈QD
∫
Q
Tr(Du−DNQPTc u)qQdz.
On a facilement que
BD(u, p˜QDex ,u, p˜QDex ) ≥ 2Cη|||Du −DNQPTc u|||2QD . (VII.69)
On utilise la fonction v˜D introduite dans la Proposition VII.34. Grâce à l’inégalité de Cauchy-Schwarz, il vient
que
BD(u, p˜QDex , v˜D, 0) ≥− 2Cη|||Du−DNQPTc u|||QD |||Dv˜D −DNQPTc v˜D|||QD
− ∑
Q∈QD
∫
Q
divv˜Dp˜
Q
exdz +
∑
Q∈QD
mQTr(D
N
QP
T
c v˜D)p˜
Q
ex.
On va montrer que le dernier terme de l’estimation ci-dessus est nul. Comme on a imposé Tr(DNQP
T
c v˜D) =
divD(PTc v˜D) (voir (VII.17)), pour tout Q ∈ QD, on a∑
Q∈QD
mQTr(D
N
QP
T
c v˜D)p˜
Q
ex = div
D(PTc v˜D)
∑
Q∈QD
mQp˜
Q
ex.
De plus d’après la définition de p˜Qex, on a
∑
Q∈QD mQp˜
Q
ex = 0 (voir (VII.48)), on en déduit que∑
Q∈QD
mQTr(D
N
QP
T
c v˜D)p˜
Q
ex = 0.
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Finalement, l’estimation de v˜D dans la Proposition VII.34 et l’inégalité de Young conduisent à
BD(u, p˜QDex , v˜D, 0) ≥ −C|||Du−DNQPTc u|||2QD +
1
4
‖p˜QDex ‖22 − Csize(T )2. (VII.70)
La bilinéarité de BD, les estimations (VII.69) et (VII.70) donnent pour tout nombre strictement positif ξ > 0 :
BD(u, p˜QDex ;u+ ξv˜D, p˜QDex ) + ξCsize(T )2 ≥
(
2Cη − ξC
) |||Du−DNQPTc u|||2QD + ξ2‖p˜QDex ‖22.
On choisit la valeur de ξ > 0 suffisamment petite (dépendant uniquement de reg(T ), Cη et Cη) telle que
l’estimation ci-dessus conduit à l’estimation suivante pour u¯ = u+ ξv˜D ∈ (H2(Q))2
|||Du¯−DNQPTc u¯|||QD ≤ C
(|||Du −DNQPTc u|||QD + ‖p˜QDex ‖2 + dD) , (VII.71)
et
|||Du −DNQPTc u|||2QD + ‖p˜QDex ‖22 ≤ CBD(u, p˜QDex ; u¯, p˜QDex ) + C3size(T )2. (VII.72)
L’estimation (VII.71) est obtenue en utilisant la Proposition VII.34.
Etape 2 On définit maintenant l’erreur de consistance de la projection PQc comme suit
TQ¯,u¯(z) = Du¯(z)−DPQc u¯, ∀ z ∈ Q, ∀ Q ∈ Q.
Ensuite, il faut remarquer que 2DPQc u¯ − 2DDPTc u¯ vérifie les conditions (VII.12) et (VII.13) si αK = αL, ainsi
grâce à la Proposition VII.8, il existe un unique δ˜D ∈ MnD ,2(R) tel que (δ˜D : δ0) = 0 (avec δ0 défini dans la
Proposition VII.7) et
DPQc u¯−DDPTc u¯ =
1
2
(BQδ˜D +
t
δ˜DtBQ), ∀ Q ∈ QD.
Puis en appliquant le Théorème VII.10 avec (DDPTc u¯,P
D
mp), il existe un unique couple (δ
D, pQD ) ∈ MnD,2(R)×
RnD vérifiant (VII.14). Ceci donne DNQP
T
c u¯ = D
DP
T
c u¯ +
1
2 (BQδ
D +
t
δDtBQ), avec (δD : δ0) = 0. On note
maintenant δ̂D = δ˜D − δD qui vérifie (δ̂D : δ0) = 0 et
DPQc u¯− DNQPTc u¯ =
1
2
(BQδ̂D +
t
δ̂DtBQ), ∀ Q ∈ QD.
On remplace δD par δ̂D dans la formule du Lemme VII.33 et on utilise le fait que
1
2
(BQδ̂D +
t
δ̂DtBQ) = DP
Q
c u¯−DNQPTc u¯ = Du¯(z)−DNQPTc u¯− TQ¯,u¯(z), (VII.73)
pour déduire que
Tr
(
t
δ̂DRD
)
=
∑
Q∈QD
∫
Q
2η(z) (Du¯(z)−DNQPTc u¯ : Du(z)−DNQPTc u) dz +
∑
Q∈QD
mQTr (TQ¯,u¯(z)) p˜
Q
ex
− ∑
Q∈QD
∫
Q
2η(z) (TQ¯,u¯(z) : Du(z)−DNQPTc u) dz −
∑
Q∈QD
mQTr (Du¯(z)−DNQPTc u¯) p˜Qex.
On relie les deux quantités RD et BD de la manière suivante
BD(u, p˜QDex ; u¯, p˜QDex ) =Tr
(
t
δ̂DRD
)
− ∑
Q∈QD
mQTr (TQ¯,u¯(z)) p˜
Q
ex +
∑
Q∈QD
mQTr (Du(z)−DNQPTc u) p˜Qex
+
∑
Q∈QD
∫
Q
2η(z) (TQ¯,u¯(z) : Du(z)−DNQPTc u) dz.
En utilisant (VII.2) et l’inégalité de Cauchy-Schwarz, la Proposition VII.32 donne que
BD(u, epQDex ; u¯, epQDex ) ≤CdD|||BQcδD|||QD
 P
Q∈QD
Z
Q
(|||∇u(z)|||2F + |∇
2
u(z)|2 + |∇p(z)|2)dz
! 1
2
+ |||TQ¯,u¯|||QD‖epQDex ‖2
+ |||Du−DNQP
T
c u|||QD‖epQDex ‖2 + 2Cη|||Du −DNQPTc u|||QD |||TQ¯,u¯|||QD .
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De plus, le Lemme VII.11 et la définition de δ̂D donnée par (VII.73) impliquent∑
Q∈QD
mQ|||BQδ̂D|||2F ≤ C
(|||Du¯ −DN
Q
P
T
c u¯|||2QD + |||TQ¯,u¯|||2QD
)
.
Finalement, on obtient en utilisant la Proposition VII.29 et la définition de u¯
BD(u, epQDex ; u¯, epQDex ) ≤CdD
24|||Du¯−DNQPTc u¯|||QD + CdD
 P
Q∈QD
Z
Q
|∇2u(z)|2dz
! 1
2
35
 P
Q∈QD
Z
Q
(|||∇u(z)|||2F + |∇
2
u(z)|2 + |∇p(z)|2)dz
! 1
2
+CdD‖epQDex ‖2
 P
Q∈QD
Z
Q
|∇2u(z)|2dz
! 1
2
+ |||Du−DNQP
T
c u|||QD‖epQDex ‖2
+CdD|||Du−D
N
QP
T
c u|||QD
 P
Q∈QD
Z
Q
|∇2u(z)|2dz
! 1
2
.
En utilisant (VII.71) et (VII.72), on en déduit
|||Du−DNQP
T
c u|||
2
QD
+ ‖epQDex ‖22 ≤Cd2D P
Q∈QD
Z
Q
(|||∇u(z)|||2F + |∇
2
u(z)|2 + |∇p(z)|2)dz + |||Du−DNQP
T
c u|||QD‖epQDex ‖2
+ CdD
“
|||Du−DNQP
T
c u|||QD+‖epQDex ‖2”
 P
Q∈QD
Z
Q
(|||∇u(z)|||2F + |∇
2
u(z)|2 + |∇p(z)|2)dz
! 1
2
.
Finalement, l’inégalité de Young conclut le résultat
|||Du −DN
Q
P
T
c u|||2QD + ‖p˜QDex ‖22 ≤ Cd2D
∑
Q∈QD
∫
Q
(|||∇u(z)|||2F + |∇2u(z)|2 + |∇p(z)|2)dz.
Remarque VII.36
On a immédiatement l’estimation sur les normes
|||Du −DN
Q
P
T
c u|||22 + ‖p˜Qex‖22 ≤ C22size(T )2(‖u‖2(H2(Q))2 + ‖p‖2H1(Q)). (VII.74)
Lemme VII.37
On suppose que (u, p) est la solution du problème (VII.1). Il existe une constante C23 > 0, dépendant
uniquement de Cη, Cη, Cη, reg(T ) et sin(ǫ0), telle que
mD|divDPTc u|2 ≤ |||DNQPTc u−Du|||2QD , ∀ D ∈ D,
‖divDPTc u‖2 ≤ C23size(T )(‖u‖(H2(Q))2 + ‖p‖H1(Q)).
Démonstration : Grâce à divD(PTc u) = Tr(D
DP
T
c u) et div u = Tr(Du) = 0, la relation (VII.6) donne
divD(PTc u) = div
D(PTc u)− div u =
1
mD
∑
Q∈QD
∫
Q
Tr(DNQP
T
c u−Du(z))dz.
L’inégalité de Cauchy-Schwarz implique
mD|divD(PTc u)|2 ≤
∑
Q∈QD
∫
Q
|||DNQPTc u−Du(z))|||2Fdz.
Ceci donne la première estimation. On somme sur les diamants D ∈ D et grâce à (VII.74), on obtient la seconde
estimation avec C23 =
√
C22.
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Maintenant on peut contrôler Rus,Q, comme suit.
Lemme VII.38
On suppose que (u, p) est la solution du problème (VII.1). Il existe une constante C24 > 0, dépendant
uniquement de Cη, Cη, Cη, reg(T ) et sin(ǫ0), telle que
‖Rus,Q‖2 ≤ C24size(T )(‖u‖(H2(Q))2 + ‖p‖H1(Q)).
Démonstration : Grâce à (VII.59), on obtient
‖Rus,Q‖22 ≤
∑
Q∈Q
mQ
∑
s∈EQ
(
|Ru,ηs,Q|2 + |||Ru,DuQ |||22
)
.
Premièrement, l’inégalité (VII.2) donne
|||Ru,Du
Q
|||22 ≤ C
2
η
∑
Q∈Q
∫
Q
|||Du(x) −DNQPTc u|||2Fdx.
Puis le Lemme VII.35 conduit à
|||Ru,Du
Q
|||22 ≤ C
2
ηC22size(T )2
∑
Q∈Q
∫
Q
(|||∇u(x)|||2F + |∇2u(x)|2 + |∇p|2) dx.
Ensuite, le Lemme VII.30 implique∑
Q∈Q
∑
s∈EQ
mQ|Ru,ηs,Q|2 ≤ C19size(T )2
∑
Q∈Q
∫
Q
(|||∇u|||2F + |∇2u|2)dz.
On conclut en posant C24 =
√
C
2
ηC22 + C19.
VII.6.3 Les sauts de pression entre quarts de diamant
Lemme VII.39
On suppose que (u, p) est la solution du problème (VII.1). Il existe une constante C25 > 0, dépendant
uniquement de Cη, Cη, Cη, reg(T ) et sin(ǫ0), telle que∑
s=Q|Q′=D|D′∈S
(pQ
′
ex − pQex)2 ≤ C25(‖u‖2(H2(Q))2 + ‖p‖2H1(Q)).
Démonstration : Pour simplifier, on note Psmp :=
1
ms
∫
s
p(y)dy, pour tout s ∈ S. On ajoute 0 = Psmp−Psmp
pour obtenir ∑
s=Q|Q′=D|D′∈S
(pQ
′
ex − pQex)2 ≤ 2
∑
s=Q|Q′=D|D′∈S
(pQ
′
ex − Psmp)2 + 2
∑
s=Q|Q′=D|D′∈S
(Psmp− pQex)2
Ensuite, on réorganise la somme sur les diamants D ∈ D∑
s=Q|Q′=D|D′∈S
(pQ
′
ex − pQex)2 ≤4
∑
D∈D
∑
Q∈QD
∑
s∈∂Q∩∂D
|pQex − Psmp|2.
Maintenant on ajoute 0 = PQmp− PQmp pour déduire∑
s=Q|Q′=D|D′∈S
(pQ
′
ex − pQex)2 ≤8
∑
D∈D
∑
Q∈QD
|pQex − PQmp|2+8
∑
D∈D
∑
Q∈QD
∑
s∈∂Q∩∂D
|PQmp− Psmp|2.
Comme on a p ∈ H1(Q), le Lemme I.12, appliqué à un quart de diamant Q et à un de ses côté, donne
|PQmp− Psmp|2 ≤ C1reg(T )3
∫
Q
|∇p(z)|2dz. (VII.75)
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On rappelle que p˜Qex = P
Q
mp− pQex, ainsi le Lemme VII.35 et (VII.75) impliquent∑
s=Q|Q′=D|D′∈S
(pQ
′
ex − pQex)2 ≤ 8C22size(T )2(‖u‖2(H2(Q))2 + ‖p‖2H1(Q)) + 8C1reg(T )3‖p‖2H1(Q).
Ceci conclut la preuve avec C25 = 8(C22 + C1reg(T )3).
VII.6.4 Fin de la démonstration du Théorème VII.25
Nous pouvons maintenant rassembler tous les résultats précédents en vue de conclure la démonstration du
Théorème VII.25, commencée au début de la Section VII.6.
Démonstration : On a noté eT = PTc u− uT et eD = PDmp− pD, et obtenu l’estimation suivante (VII.58)
|||∇N
Q
eT |||22 + ‖eQ‖22 ≤C˜1(|||∇NQeT |||2 + ‖eQ‖2)(‖Rs,Q‖2 + ‖divDPTc u‖2)
+ C˜2size(T )(|||∇NQeT |||2 + ‖eQ‖2)
( ∑
s=Q|Q′=D|D′∈S
(pQ
′
ex − pQex)2
) 1
2
.
En utilisant l’estimation ‖R
s,Q‖2 ≤ 2‖Rus,Q‖2 + ‖Rps,Q‖2 + ‖p˜QDex ‖2, le Lemme VII.26, l’estimation (VII.74), le
Lemme VII.38 et le Lemme VII.37 impliquent
‖Rs,Q‖2 + ‖divDPTc u‖2 ≤ Csize(T ).
Finalement, le Lemme VII.39 conduit à
|||∇N
Q
eT |||2 ≤ Csize(T ) et ‖eQ‖2 ≤ Csize(T ). (VII.76)
Estimation de ‖u− uT ‖2 : On a
‖u− uT ‖2 ≤ ‖u− PTc u‖2 + ‖PTc u− uT ‖2.
Le Lemme VII.27 et l’inégalité de Poincaré (Théorème IV.15) donnent
‖u− uT ‖2 ≤ Csize(T ) + C|||∇DPTc u−∇DuT |||2.
Finalement, le Lemme VII.20 et (VII.76) conclut l’estimation de ‖u− uT ‖2.
Estimation de |||Du −DN
Q
uT |||2 : On a
|||Du −DN
Q
uT |||2 ≤ |||Du−DNQPTc u|||2 + |||DNQPTc u−DNQuT |||2.
Finalement, les estimations (VII.74) et (VII.76) impliquent l’estimation de |||Du−DN
Q
uT |||2.
Estimation de ‖p− pQ‖2 : L’estimation (VII.76) conduit à
‖PQmp− pQ‖2 ≤ Csize(T ).
On conclut grâce au Lemme VII.26.
Il faut noter que l’on peut améliorer l’estimation sur la vitesse. Pour cela, on a besoin de faire une hypothèse
sur le maillage. En effet, on a besoin que les deux angles αK et αL de la Figure VII.1 soient suffisamment éloignés.
Pour chaque diamant Dσ,σ∗ , on choisit le point xσ sur l’arête σ tel quel les angles vérifient |αK−αL| > ǫ0. Cette
hypothèse n’est que théorique, en fait numériquement on n’a jamais besoin d’utiliser le critère ǫ0.
Corollaire VII.40
Si pour tout D ∈ D, on a |αK−αL| > ǫ0. On suppose que les hypothèses du Théroème VII.25 sont vérifiées.
Il existe une constante C26 > 0 dépendant uniquement on reg(T ), λ, sin(ǫ0), Cη, Cη, Cη, ‖u‖(H2(Q))2 et
‖p‖H1(Q), telle que :
|||∇u −∇N
Q
uT |||2 ≤ C26size(T ).
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Démonstration : La difficulté de cette démonstration repose sur l’existence d’une constante C27 > 0, telle
que
|||∇u−∇N
Q
P
T
c u|||2 ≤ C27size(T )(‖u‖(H2(Q))2 + ‖p‖H1(Q)).
En effet avec cette estimation, on a
|||∇u−∇N
Q
uT |||2 ≤ C27size(T )(‖u‖(H2(Q))2 + ‖p‖H1(Q)) + |||∇NQPTc u−∇NQuT |||2.
Et finalement, (VII.76) implique l’estimation de |||∇u − ∇N
Q
uT |||2. Il faut donc montrer l’existence de C27.
Soit D ∈ D. Grâce à la condition (VII.47), il existe δDex ∈ MnD,2(R) tel que (δDex : δ0) = 0 et DNQPTc u =
DDPTc u +
1
2 (BQδ
D
ex +
tδDex
tBQ) pour tout Q ∈ QD. Ainsi on peut écrire ∇NQPTc u = ∇DPTc u + tδDextBQ pour
tout Q ∈ QD. En utilisant la discussion de la Section VII.1.1, on remarque qu’il existe δ˜D ∈ MnD,2(R) tel que
∇PQc u = ∇DPTc u+
t
δ˜DtBQ, en utilisant la fonction affine ΠDP
T
c u (voir la Figure VII.2) on a même les valeurs :
δ˜K = u(xσK)−ΠDPTc u(xσK) δ˜L = u(xσL)−ΠDPTc u(xσL)
δ˜K∗ = u(xσK∗ )−ΠDPTc u(xσK∗ ) δ˜L∗ = u(xσL∗ )−ΠDPTc u(xσL∗ ).
(VII.77)
On pose δ̂D = δ˜D − δDex, on en déduit que ∇PQc u−∇NQPTc u =
t
δ̂DtBQ et DP
Q
c u−DNQPTc u = 12 (BQδ̂D +
t
δ̂DtBQ).
Comme dans le cas αK 6= αL, δ0 est nul, on a forcément (δ̂D : δ0) = 0 et ainsi le Lemme VII.11 implique∑
Q∈QD
mQ|||BQδ̂D|||2F ≤ C5
∑
Q∈QD
mQ|||DPQc u−DNQPTc u|||2F .
Puis le Lemme VII.35 donne∑
Q∈QD
mQ|||BQδ̂D|||2F ≤ C5C22d2D
∑
Q∈QD
∫
Q
(|||∇u(z)|||2F + |∇2u(z)|2 + |∇p(z)|2)dz. (VII.78)
La Proposition VII.29 et (VII.78) concluent le résultat.
Remarque VII.41
Dans le cas où αK = αL, on écrit δ̂D = δ̂D⊥ + δ̂Dq avec (δ̂D⊥ : δ0) = 0. On en déduit que∑
Q∈QD
mQ|||BQδ̂D|||2F ≤ 2
∑
Q∈QD
mQ|||BQ(δ̂D⊥ − δDex)|||2F + 2
∑
Q∈QD
mQ|||BQ(δ̂Dq)|||2F .
On obtient (δ̂D⊥ − δDex : δ0) = 0. On remarque que BQ(δ̂D⊥ − δDex) +
t
(δ̂D⊥ − δDex)tBQ = 2DPQc u− 2DNQPTc u.
Par conséquent, les Lemmes VII.11 et VII.35 impliquent
∑
Q∈QD
mQ|||BQ(δ̂D⊥ − δDex)|||2F ≤ C5C22d2D
∫
Q
(|||∇u(z)|||2F + |∇2u(z)|2 + |∇p(z)|2)dz.
De plus dans la démonstration du Lemme VII.11, on a montré que∑
Q∈QD
mQ|||BQ(δ̂Dq)|||2F ≤ C‖δ̂Dq‖22 ≤ C‖δ̂D‖22.
On obtient en utilisant (VII.77) que
‖δ̂D‖22 ≤ C
∑
Q∈QD
∫
Q
(|||∇u(z)|||2F + |∇2u(z)|2)dz.
Finalement, on en déduit que
∑
Q∈QD
mQ|||BQδ̂D|||2F ≤ C(d2D + 1)
∑
Q∈QD
∫
Q
(|||∇u(z)|||2F + |∇2u(z)|2 + |∇p(z)|2)dz.
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VII.7 Tests numériques
On présente quelques résultats numériques obtenus sur le domaine Ω =]0, 1[2. Dans toutes les simulations
numériques le paramètre de stabilisation est fixé à λ = 10−3.
On rappelle que pour illustrer l’estimation d’erreur, la famille de maillages est obtenue en raffinant succes-
sivement et uniformément le maillage original. Afin de mettre en évidence le processus de raffinement choisi,
on présente sur les Figures VII.8(a), VII.8(c) et VII.8(e) le maillage primal original et sur les Figures VII.8(b),
VII.8(d) et VII.8(f) le maillage primal obtenu après le processus de raffinement. Plus précisément, la famille de
maillages, correspondant à la Figure VII.8, est obtenue en divisant chaque arête primale en deux. On précise
que les centres (xK)K sont les barycentres des mailles primales.
(a) Maillage des quadrangles
non-conformes grossier.
(b) Maillage des quadrangles
non-conformes raffiné.
(c) Maillage de losanges et tri-
angles grossier.
(d) Maillage de losanges et tri-
angles raffiné.
(e) Maillage de quadrangles et
triangles grossier.
(f) Maillage de quadrangles et
triangles raffiné.
Fig. VII.8 – Maillages utilisés.
On rappelle que pour toute la théorie développée ici, pour chaque diamant D ∈ D, on a supposé que les deux
angles αK et αL de la Figure VII.1 sont soit les mêmes, soit suffisamment éloignés, c’est-à-dire |αK − αL| > ǫ0.
Cette restriction n’est pas nécessaire sur le plan numérique. En effet, pour tous les tests numériques de cette
section, on obtient les mêmes résultats qu’on utilise le maillage dual direct ou le maillage dual barycentrique.
De même, on observe que dans tous les tests numériques l’ordre de convergence du gradient de vitesse en norme
L2 est bien 1 voire plus grand, même pour le maillage dual direct, exclu par les hypothèses du Corollaire VII.40.
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Pour chaque cas test, on donne l’expression de la solution exacte (u, p) et la viscosité η desquelles on déduit
le terme source f et la condition aux bords g pour que (u, p) soit la solution du problème (VII.1).
On définit une projection centrée sur Q :
P
Q
c p = (p(xQ))Q∈Q .
Dans les Figures VII.9, VII.10 et VII.11, on compare les trois schémas suivants : le schéma DDFV (VI.4),
le schéma m-DDFV (VII.34) et le schéma m-DDFV-∆D (VII.34) avec le terme de stabilisation −λd2D∆DpD au
lieu de −λd2D∆DpQ. Cette comparaison est faite en terme de la norme L2 pour la pression
‖PQc p− pQ‖2
‖PQc p‖2
, pour
le gradient de vitesse
‖PQc ∇u−∇NQuT ‖2
‖PQc ∇u‖2
et pour la vitesse
‖PTc u− uT ‖2
‖PTc u‖2
respectivement, en fonction du pas
du maillage size(T ) en échelle logarithmique. Les ordres de convergence donnés sur les Figures VII.9, VII.10 et
VII.11 sont calculés à l’aide d’une approximation par les moindres carrés des résultats obtenus.
VII.7.1 Test 1 - Viscosité discontinue et pression régulière
On reprend le cas test de la Section VI.6.3 du chapitre précédent. On rappelle que la vitesse, la pression et
la viscosité valent u(x, y) =
(
u(x, y)
0
)
, avec :
u(x, y) =
{
y2 − 0.5y si y > 0.5
104(y2 − 0.5y) sinon. , p(x, y) = 2x− 1 et η(x, y) =
{
1 si y > 0.5
10−4 sinon.
Ainsi, Du et η sont discontinues à travers l’interface Γ localisée en {y = 0.5}. On utilise le maillage primal
non-conforme de la Figure VII.8(a), localement raffiné le long de la discontinuité. Ce maillage primal respecte
la discontinuité de la viscosité. Comme on l’a vu dans la Section VI.6.3, le schéma DDFV converge encore
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u
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T ‖2
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Fig. VII.9 – Test 1, viscosité discontinue sur le maillage primal de la Figure VII.8(a).
mais il n’est plus d’ordre 1 (voir la Figure VII.9). Le schéma m-DDFV est quant à lui d’ordre 1.9 en vitesse
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et en pression en norme L2 et d’ordre 1.4 en vitesse en norme H10 . On remarque que les ordres de convergence
obtenus sont meilleurs que ceux prédit par la théorie donnés par le Théorème VII.25. Ceci est lié à une certaine
uniformité des mailles loin de la zone de raffinement. En outre, on souligne que le taux de convergence n’est
pas sensible à la présence de volumes de contrôle non conformes. Avec l’approche m-DDFV, on a amélioré non
seulement l’ordre de convergence mais aussi la précision du schéma sur le maillage grossier. En effet, l’erreur
(pour toutes les normes considérées) du schéma m-DDFV obtenue sur le maillage grossier est plus petite que
celle du schéma DDFV obtenue sur le maillage le plus fin lorsque l’on considère la vitesse et que celle du schéma
DDFV obtenue sur le maillage deux fois raffiné lorsque l’on considère la pression.
La Figure VII.9 montre également que dans ce cas les erreurs obtenues en utilisant le schéma m-DDFV-∆D
sont essentiellement les mêmes que celles obtenues en utilisant le schéma m-DDFV. Ceci nous amène à croire
que le nouveau terme de stabilisation ∆D, un peu plus technique à programmer, n’est pas forcément utile.
On compare également le nombre d’éléments non nuls des matrices correspondant aux trois schémas (voir le
Tableau VII.1) pour les cinq maillages successivement raffinés, c’est-à-dire la première ligne du Tableau VII.1
correspond au maillage grossier, la seconde correspond au maillage raffiné une fois, la troisième correspond au
maillage raffiné deux fois, . . . . Ainsi le nouveau terme de stabilisation ∆D ajoute très peu d’éléments comparé
Nombre total d’inconnues Nombre d’éléments non nul
le schéma DDFV le schéma m-DDFV-∆D le schéma m-DDFV
392 3 863 3 863 3 959
1 358 14 421 14 421 14 613
5 018 55 551 55 551 55 935
19 250 217 881 217 881 218 645
75 362 862 847 862 847 864 373
Tab. VII.1 – Nombre d’éléments non nuls dans la matrice pour les trois différents schémas.
aux deux autres schémas moins d’un pourcent d’éléments en plus. Comme les erreurs obtenues pour le schéma
m-DDFV et le schéma m-DDFV-∆D sont équivalentes, l’ajout de ces éléments dans la matrice ne semble pas
améliorer les résultats ici. Par contre, la différence entre le schéma m-DDFV-∆D et le schéma DDFV se situe
dans le tenseur des contraintes visqueuses. On a vu que l’ordre de convergence est nettement amélioré ainsi que
la précision de l’erreur alors qu’on observe que les matrices ont exactement le même nombre d’éléments non nuls.
Ainsi les inconnues intermédiaires dans le tenseur des contraintes visqueuses améliore la précision des solutions
discrètes sans changer le profil de la matrice du système dans ce cas. De plus, le stencil moyen, c’est-à-dire le
rapport entre le nombre d’éléments non nuls de la matrice et le nombre de lignes de la matrice, est semblable
pour les trois schémas, il est compris entre 10 et 11.
Si on considère maintenant le maillage primal de la Figure VII.8(c). Dans ce cas, c’est le maillage diamant
qui respecte la discontinuité de la viscosité Comme la viscosité est constante sur chaque diamant, le schéma
DDFV, le schéma m-DDFV et le schéma m-DDFV-∆D sont exactement les mêmes. En effet, dans ce cas là, les
inconnues artificielles δD sont nulles et les pressions pQD valent pD. Ainsi le gradient modifié ∇N
Q
vaut le gradient
discret ∇D, de même pour le tenseur des taux de déformation modifié DN
Q
qui vaut DD, et le nouveau terme
de stabilisation ∆DpQ vaut ∆DpD. On observe les ordres de convergence suivants 1.6, 1.5 pour le gradient de
vitesse et la pression en norme L2. On constate la super convergence en norme L2 pour la vitesse.
VII.7.2 Test 2 - Viscosité discontinue et pression discontinue
On considère maintenant un cas test avec une viscosité et une pression discontinue à travers l’interface Γ
localisée en {x = 0.5}. On prend la viscosité discontinue suivante :
η(x, y) =
{
η1 := 10
2 si x ≤ 0.5
η2 := 10
−2 sinon.
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Fig. VII.10 – Test 1, viscosité discontinue sur le maillage primal de la Figure VII.8(c).
On pose c = − η2piη1+0.5η2pi . La solution exacte est donnée par
u(x, y) =
0
BBBBBBB@
8<
: (x− 0.5)(cx + sin(5.0pix))
4.0pi cos(4.0piy)
0.5c + 1
, si x ≤ 0.5
(x− 0.5)(cos(pix) + 1)4.0pi cos(4.0piy), sinon.8<
:−(cx + sin(5.0pix) + (x− 0.5)(c + 5.0pi cos(5.0pix)))
sin(4.0piy)
0.5c + 1
, si x ≤ 0.5
−(cos(pix) + 1− pi(x− 0.5) sin(pix)) sin(4.0piy), sinon.
1
CCCCCCCA
,
p(x, y) =
(
8.0pi(η1 − η2) cos(4piy) + cos(4pix) sin(4piy), si x ≤ 0.5
cos(4pix) sin(4piy), sinon.
On utilise le maillage des quadrangles et triangles de la Figure VII.8(e). Dans ce cas, c’est le maillage dual qui
respecte la discontinuité de la viscosité.
Comme le prédit le Théorème VII.25, on observe, sur la Figure VII.11, que seulement le schéma m-DDFV
est d’ordre 1 en norme L2 pour le gradient de vitesse et pour la pression, ceci semble optimal dans ce cas. On
constate la super convergence en norme L2 pour la vitesse pour le schéma m-DDFV. Pour ce cas test, on observe
que le schéma m-DDFV-∆D est encore un peu meilleur que le schéma DDFV qui converge encore, et que le
schéma m-DDFV-∆D converge également mais il n’est plus d’ordre 1. Par conséquent le schéma m-DDFV-∆D
n’est plus équivalent au schéma m-DDFV. On a donc vraiment besoin de travailler avec le terme de stabilisation
∆D.
On compare également le nombre d’éléments non nuls des matrices correspondant aux trois schémas (voir le
Tableau VII.2) pour les cinq maillages successivement raffinés, c’est-à-dire la première ligne du Tableau VII.2
correspond au maillage grossier, la seconde correspond au maillage raffiné une fois, la troisième correspond au
maillage raffiné deux fois, . . . . Pour ce cas test, les matrices du schéma m-DDFV-∆D et du schéma DDFV ne
possédent plus exactement le même nombre d’éléments non nuls. L’ajout de ces éléments améliore un peu la
précision des erreurs obtenues. D’autre part, le nouveau terme de stabilisation ∆D ajoute également très peu
d’éléments comparé aux deux autres schémas : moins d’un pour cent d’éléments en plus. Néanmoins l’ajout
de ces éléments dans la matrice augmente l’ordre de convergence du schéma m-DDFV. En fait, pour les trois
schémas, les nombres d’éléments non nuls sont équivalents. Pourtant l’approche m-DDFV dans le tenseur des
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Fig. VII.11 – Test 2, viscosité discontinue et pression discontinue sur le maillage primal de la Figure VII.8(e).
contraintes visqueuses et le terme de stabilisation améliore la précision des solutions discrètes et l’ordre de
convergence du schéma en changeant très peu le profil de la matrice du système. De plus, le stencil moyen,
c’est-à-dire le rapport entre le nombre d’éléments non nuls de la matrice et le nombre de lignes de la matrice,
est semblable pour les trois schémas, il est compris entre 17 et 19.
Nombre total d’inconnues Nombre d’éléments non nul
le schéma DDFV le schéma m-DDFV-∆D le schéma m-DDFV
2 226 39 363 39 379 39 443
8 674 159 763 159 797 159 927
34 242 644 019 644 093 644 363
136 066 2 586 355 2 586 495 2 587 120
542 466 10 366 323 10 366 645 10 368 019
Tab. VII.2 – Nombre d’éléments non nuls dans la matrice pour les trois différents schémas.
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VII.7.3 Quelques remarques sur l’implémentation
Comme dans la Section VI.6.4, on écrit le schéma (VII.34) de la manière suivante :
Trouver uT ∈ E0 et pD ∈ RD tels que,
∀K ∈ M, ∑
Dσ,σ∗∈DK
FK,Dσ,σ∗ (u
T , pD) = mKfK,
∀K∗ ∈ M∗, ∑
Dσ,σ∗∈DK∗
FK∗,Dσ,σ∗ (u
T , pD) = mK∗fK∗ ,
avec FK,Dσ,σ∗ (u
T , pD) = mσ(−2Dη,ND uT + pDId).~nσK, si Dσ,σ∗ ∈ DK,
avec FK∗,Dσ,σ∗ (u
T , pD) = mσ∗(−2Dη,ND uT + pDId).~nσ∗K∗ , si Dσ,σ∗ ∈ DK∗ ,
∀D ∈ D, divD(uT )− λd2D∆DpQ = 0,∑
D∈D
mDp
D = 0.
(VII.79)
La différence avec l’implémentation du schéma de la Section VI.6.4 se situe dans le calcul des flux numériques
et dans l’équation du bilan de masse sur les diamants. Tout d’abord, on rappelle la définition du tenseur des
contraintes visqueuses Dη,N
D
uT , pour tout D ∈ D :
2Dη,ND u
T =
1
mD
∑
Q∈QD
mQηQ
(
2DDuT +
t
δDtBQ +BQδ
D
)
.
Il faut donc évaluer les termes DDuT .~nσK et
(
tδDtBQ +BQδ
D
)
.~nσK pour les flux normaux des mailles primales.
Le terme 2DDuT .~nσK : grâce à la Définition IV.5 du tenseur des taux de déformation discret, pour chaque
diamant, on peut écrire
2DDuT .~nσK = Du_N.V,
2DDuT .~nσ∗K∗ = Du_NS.V,
(VII.80)
avec le vecteur V dans R5 suivant
V =
 uK − uLuK∗ − uL∗
pD
 ,
et Du_N, Du_NS les matrices 2× 5 suivantes
Du_N =
( mσ
2mD
(Id + ~nσK ⊗ ~nσK) mσ∗2mD (Id + ~nσ∗K∗ ⊗ ~nσK) 0
)
,
Du_NS =
( mσ
2mD
(Id + ~nσK ⊗ ~nσ∗K∗) mσ∗2mD (Id + ~nσ∗K∗ ⊗ ~nσ∗K∗) 0
)
.
Reste à exprimer
1
mD
∑
Q∈QD
mQηQ
(
t
δDtBQ +BQδ
D
)
.~nσK en fonction de V . Pour cela, on calcule d’abord les
inconnues intermédiaires (δD, pQD ).
Calcul des inconnues intermédiaires (δD, pQD) : on commence par expliquer l’implémentation du cal-
cul des inconnues intermédiaires (δD, pQD ) pour chaque diamant. En effet avant d’implémenter la matrice
correspondant au système (VII.79), on résout pour chaque diamant D ∈ D le système (VII.14) vérifié par
(δD, pQD ) ∈ MnD,2(R)× RnD . On présente le cas d’un diamant intérieur D ∈ Dint, ainsi on a nD = 4. On écrit
le système (VII.14) comme un système linéaire rectangle AX = b avec A ∈ M14,12(R) et b ∈ R14, donnés par :
A =

A C
B 0
0 D
E 0
 ,
avec A ∈ M8,8(R), dépendant de ηQ, de mQ, de ~nσK, de ~nσKK∗ et de ~nσLK∗ , C ∈ M8,4(R), dépendant de
~nσK, de ~nσKK∗ et de ~nσLK∗ , B ∈ M4,8(R), dépendant de mQ, de ~nσK, de ~nσKK∗ et de ~nσLK∗ , D ∈ M1,4(R),
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dépendant de mQ, E ∈M1,8(R), dépendant de mQ, de ~nσK, de ~nσKK∗ et de ~nσLK∗ et
b =
0BBBBBBBBBBBBBBB@
2(ηQK,K∗ − ηQL,K∗ )D
D
u
T .~nσK
2(ηQK,L∗ − ηQL,L∗ )D
D
u
T .~nσK
2(ηQK,K∗ − ηQK,L∗ )D
D
u
T .~nσKK∗
2(ηQL,K∗ − ηQL,L∗ )D
D
u
T .~nσLK∗
0
0
0
0
mDp
D
0
1CCCCCCCCCCCCCCCA
∈ R14.
Grâce à la relation (VII.80), on peut écrire b sous la forme b.V avec b la matrice de taille 14 × 5 dont ses 8
premières lignes sont données par : 
(ηQK,K∗ − ηQL,K∗ )Du_N
(ηQK,L∗ − ηQL,L∗ )Du_N
(ηQK,K∗ − ηQK,L∗ )Du_NS
(ηQL,K∗ − ηQL,L∗ )Du_NS
 ,
ses lignes 9 à 12 et 14 sont nulles, sa treizième ligne vaut(
0 mD
)
.
Ainsi le système AX = b s’écrit AX = b.V , on pose X = X.V avec X une matrice de taille 12× 5. Pour chaque
diamant D ∈ D, on résout A X = b.
Le terme
1
mD
∑
Q∈QD
mQηQ
(
t
δDtBQ +BQδ
D
)
.~nσK : on veut écrire ce terme comme BQ_N.V avec BQ_N une
matrice 2×5. Cette écriture est possible car δD est donnée par les 8 premières lignes de la matrice X multipliées
par V , ainsi la matrice BQ_N dépend des 8 premières lignes de la matrice X noté X1:8. Par conséquent, on a
BQ_N = MB.X1:8,
où la matrice MB 2× 8 dépend des valeurs ηQ et des normales ~nσK, ~nσ∗K∗ . De même, on peut écrire
1
mD
∑
Q∈QD
mQηQ
(
t
δDtBQ +BQδ
D
)
.~nσ∗K∗ = BQ_NS.V,
avec BQ_NS la matrice 2× 5 dépendant de X1:8.
Les flux : On peut maintenant réécrire les flux en fonction de V :
FK,Dσ,σ∗ (u
T , pD) = flux_N.V,
FK∗,Dσ,σ∗ (u
T , pD) = flux_NS.V,
avec flux_N, flux_NS les matrices 2× 5 suivantes
flux_N = −mσ 1
mD
( ∑
Q∈QD
mQηQ
)
Du_N−mσBQ_N+
(
0 mσ~nσK
)
,
flux_NS = −mσ∗ 1
mD
( ∑
Q∈QD
mQηQ
)
Du_NS−mσBQ_NS+
(
0 mσ∗~nσ∗K∗
)
.
Pour l’équation de conservation de la masse sur les diamants, on peut également exprimer le terme divDuT de
la manière suivante
divDuT =
1
2mD
terme_N · (uK − uL) + 1
2mD
terme_NS · (uK∗ − uL∗).
Le terme de stabilisation nécessite des informations supplémentaires sur les quarts de diamant pour implémenter
le terme :
−λd2D∆DpQ =
2λsize(T )2
mD
∑
s=Q|Q′
=D|D′∈ED
(pQ − pQ′).
Dans un diamant D = (xK, xK∗ , xL, xL∗), chaque quart de diamant Q est uniquement défini par un centre xK ou
xL et par un sommet xK∗ ou xL∗ . On construit un tableau tab_Q qui contient les 6 informations suivantes :
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– le numéro de son sommet correspondant au centre de la maille primale,
– le numéro de son sommet correspondant au centre de la maille duale,
– un numéro num entre 1 et 4 correspondant à QK,K∗ si 1, QK,L∗ si 2, . . .
– le numéro du diamant qui le contient,
– le numéro de l’autre centre de maille primale du diamant,
– le numéro de l’autre centre de maille duale du diamant.
VII.8 Conclusions et perspectives
Dans ce chapitre, on a considéré le problème de Stokes avec une viscosité discontinue et ce, toujours pour des
conditions aux bords de type Dirichlet. Le schéma m-DDFV (VII.34), présenté ici, prend en compte les sauts
de la viscosité et de la pression. On a montré que ce schéma était bien posé pour des maillages généraux. On a
obtenu des estimations d’erreurs d’ordre 1 pour la vitesse, le gradient de vitesse et pour la pression en norme
L2 grâce à la stabilisation de type Brezzi-Pitkäranta qui prend en compte les sauts de pression.
Numériquement, on a comparé les trois schémas : le schéma DDFV (VI.4), le schéma m-DDFV avec le terme
de stabilisation par quart de diamant et le schéma m-DDFV-∆D avec le terme de stabilisation par diamant.
Dans certains cas, le seul schéma d’ordre 1 est le schéma m-DDFV (VII.34).
Une hypothèse importante de notre analyse est que T le maillage DDFV doit respecter les discontinuités
de la viscosité. Cette hypothèse suppose que l’on sache identifier les discontinuités. Dans le cas, plus réaliste,
d’une interface mobile qui n’est pas nécessairement alignée avec le maillage à chaque instant du calcul, il serait
intéressant de voir comment on pourrait coupler l’approche développée ici avec des méthodes de suivi d’interface.
Le travail présenté ici pour le problème de Stokes peut vraissemblablement être adapté à l’étude de problèmes
d’élasticité linéaire pour des matériaux composites car les opérateurs différentiels mis en jeu ainsi que les
conditions de saut à prendre en compte sont de même nature mathématique. Dans ce nouveau cadre, le fait de
mailler le domaine en respectant les sauts de coefficients de Lamé semble tout à fait raisonnable.
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Chapitre VIII
Le problème de Navier-Stokes
instationnaire
L’intérêt pour la discrétisation des équations de Navier-Stokes par des méthodes volumes finis s’est développé
au cours de ces dernières années, on réfère à [PBH04, EHL07, EH07, Del07, CEH08, DE09, EGHL07, EHLP09]
pour la description et l’analyse de certains schémas disponibles jusqu’à présent.
On présente dans ce chapitre1 un travail préliminaire sur le problème de Navier-Stokes instationnaire avec
une viscosité variable :
Trouver u : Ω× [0, T ]→ R2 et p : Ω× [0, T ]→ R tels que
∂tu+ div (−2η(x)Du+ pId) + (u · ∇)u = f , dans Ω×]0, T [,
div(u) = 0, dans Ω×]0, T [,
u = 0, sur ∂Ω×]0, T [,
u(., 0) = uini, dans Ω,∫
Ω
p(x, t)dx = 0, pour tout t ∈ [0, T ],
(VIII.1)
où Ω est un domaine ouvert borné polygonal de R2, T > 0, f appartient à (L2(Ω × [0, T ]))2, uini appartient à
(L∞(Ω))2, Du = 12 (∇u + t∇u) est la partie symétrique du gradient de vitesse u et la viscosité η appartient à
W 1,∞(Ω) avec Inf
Ω
η > 0. On rappelle que (u · ∇)u vaut
2∑
i=1
ui∂iu pour u =
(
u1
u2
)
.
Par souci de simplicité, on restreint notre étude à des conditions de Dirichlet homogène. On se place dans le
cas d’une viscosité variable mais régulière comme dans le Chapitre VI. Le principe du schéma proposé est exposé
dans la Section VIII.1. La difficulté de la construction d’un tel schéma réside dans l’approximation du terme
non-linéaire qui fait l’objet de la Section VIII.2. On va utiliser l’idée déjà présenté dans [EGHL07, EHLP09] qui
est d’utiliser les flux de masse (prenant en compte la stabilisation) pour définir le terme d’inertie, ceci assure
la bonne propriété qui est la Proposition VIII.4. Dans la dernière section, on montre le caractère bien posé du
schéma pour des maillages généraux (voir Théorème VIII.5).
VIII.1 Principe du schéma DDFV pour le problème de Navier-Stokes
Soit N ∈ N∗ donné. On note δt = TN et tn = nδt pour n ∈ {0, · · · , N}. Pour obtenir notre schéma DDFV, on
fait une méthode d’Euler implicite pour la discrétisation en temps et on utilise les méthodes présentées dans le
Chapitre VI pour la discrétisation en espace. Le terme non-linéaire est approché par une méthode semi-implicite.
1Un aide mémoire rassemblant les notations de ce chapitre est disponible page 244.
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C’est pourquoi, on souhaite avoir la propriété divD(un)−λd2D∆Dpn = 0 pour tout n ∈ {0, · · · , N}, même pour
l’instant initial. Notre schéma DDFV correspondant au problème (VIII.1) s’écrit de la manière suivante :
Trouver uT ,[0,T ] = (un)n∈{0,··· ,N} ∈
((
R2
)T )N+1
et pD,[0,T ] = (pn)n∈{0,··· ,N} ∈
(
RD
)N+1
tels que
– on initialise avec
u0 = Pm,0P
T
muini ∈ E0,
p0 ∈ RD, tel que ∆Dp0 = 1
λd2
D
divD(Pm,0P
T
muini) avec
∑
D∈D
mDp
0
D = 0.
(VIII.2)
Le vecteur p0 est bien défini car c’est la solution d’un système linéaire carré, dont la matrice est inversible.
En effet, si ∆Dp0 = 0, alors la Remarque IV.12 implique que p0 est constant comme son intégrale est
nulle, on en déduit que p0 = 0 . Avec ce choix de (u0, p0), on assure bien la propriété suivante divD(u0)−
λd2D∆
Dp0 = 0 à l’instant initial.
– Ensuite étant donné n ∈ {0, · · · , N − 1} et (un, pn) ∈ E0 × RD vérifiant divD(un)− λd2D∆Dpn = 0,
il faut trouver un+1 ∈ E0 et pn+1 ∈ RD tels que,
∀K ∈ M, u
n+1
K
− un
K
δt
+ divK(−2ηDDDun+1 + pn+1Id) + bK(un, pn,un+1) = fn+1K ,
∀K∗ ∈ M∗, u
n+1
K∗
− un
K∗
δt
+ divK
∗
(−2ηDDDun+1 + pn+1Id) + bK∗(un, pn,un+1) = fn+1K∗ ,
divD(un+1)− λd2D∆Dpn+1 = 0,∑
D∈D
mDp
n+1
D = 0,
(VIII.3)
avec ηD = (ηD)D∈D, avec ηD =
∫
D
η(s)dµD(s), où µD est une mesure de probabilité sur D, pour tout D ∈ D,
(voir (VI.5)), fn+1
K
=
1
δt mK
∫ tn+1
tn
∫
K
f(x, t)dxdt pour tout K ∈ M et fn+1
K∗
=
1
δt mK∗
∫ tn+1
tn
∫
K∗
f(x, t)dxdt
pour tout K∗ ∈ M∗, le paramètre de stabilisation λ est choisi strictement positif. La définition de l’ap-
proximation du terme non-linéaire
∫
K
(un · ∇)un+1dx par bK et
∫
K∗
(un · ∇)un+1dx par bK∗ est présentée
dans la section suivante.
VIII.2 Approximation du terme de convection non-linéaire
On rappelle tout d’abord que
ED = {s, s ∈ ∂D et s 6⊂ ∂Ω}, ∀D ∈ D, et S = {s ∈ ED, ∀ D ∈ D},
et on introduit deux sous-ensembles de S suivants :
SK = {s ∈ S, tel que s ⊂ K}, ∀K ∈ M, et SK∗ = {s ∈ S, tel que s ⊂ K∗}, ∀K∗ ∈ M∗.
VIII.2.1 Approximation des flux normaux de la vitesse
On cherche à approcher
∫
K
(un ·∇)un+1dx =
∑
σ∈∂K
∫
σ
(un ·~nσK)un+1ds. On veut pour cela approcher
∫
σ
un ·
~nσKds. Remarquons qu’en intégrant l’équation de bilan de masse sur le demi-diamant D˜K de sommets xK, xK∗
et xL∗ (voir la Figure VIII.1), on a :
0 =
∫
D˜K
div(un)dx =
∫
σ
un · ~nσKds+
∑
s∈SK∩ED
∫
s
un · ~nsDds.
Ceci permet d’exprimer
∫
σ
un · ~nσKds à l’aide des flux normaux sur les côtés s des diamants −
∫
s
un · ~nsDds.
Ces flux interviennent également lorsqu’on intégre l’équation de bilan de masse sur chaque diamant D :∫
D
div(un)dx =
∫
∂D
un · ~nsDds =
∑
s∈∂D
∫
s
un · ~nsDds.
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Au niveau discret, cette relation s’écrit de la manière suivante :
mDdiv
D(un)− λd2DmD∆Dpn =
∑
s=D|D′∈ED
Gs,D(u
n, pn),
ainsi
∫
s
un ·~nsDds est approchée par Gs,D(un, pn) = msu
n
K∗
+ un
K
2
·~nsD−λ(d2D+d2D′)(pnD′−pnD) qui tient compte
de la stabilisation. La discrétisation FK,σ de
∫
σ
u ·~nσKds est obtenue à l’aide de Gs,D(uT , pD) pour s ∈ SK∩ED.
xK∗
xL
s = [xKxK∗ ] = D|D′
D′
D
xK
xD
xL∗
xD′
Fig. VIII.1 – Un diamant D et un diamant voisin D′.
On définit les opérateurs GS, FK,σ et FK∗,σ∗ de la manière suivante.
Définition VIII.1
On définit l’opérateur suivant GS : (uT , pD) ∈ (R2)T × RD 7→ (Gs,D(uT , pD))s∈ED ,D∈D ∈ RN , où N =∑
D∈D
card(ED). Pour un côté s ∈ S, on désigne par D et D′ les deux diamants voisins qui ont pour côté commun
s et on désigne par xK et xK∗ les sommets du côté s (voir la Figure VIII.1), ainsi le terme Gs,D(u
T , pD) est
donné par :
Gs,D(u
T , pD) = ms
uK + uK∗
2
· ~nsD − λ(d2D + d2D′)(pD
′ − pD).
Les flux de masse FK,σ et FK∗,σ∗ sont alors définis par :
FK,σ(u
T , pD) =− ∑
s∈SK∩ED
Gs,D(u
T , pD), ∀K ∈ M,Dσ,σ∗ ∈ DK,
FK∗,σ∗(u
T , pD) =− ∑
s∈SK∗∩ED
Gs,D(u
T , pD), ∀K∗ ∈ M∗,Dσ,σ∗ ∈ DK∗ .
On remarque que si (uT , pD) ∈ (R2)T ×RD vérifie divD(uT )− λd2
D
∆DpD = 0, on a bien conservativité des
flux FK,σ et FK∗,σ∗ à savoir :
FK,σ(u
T , pD) = −FL,σ(uT , pD), ∀σ = K|L et FK∗,σ∗(uT , pD) = −FL∗,σ∗(uT , pD), ∀σ∗ = K∗|L∗.
Proposition VIII.2
Soit T un maillage DDFV associé à Ω. Pour tout (uT , pD) ∈ (R2)T × RD, on a
∀K ∈ M, ∑
D∈DK
FK,σ(u
T , pD) = 0 et ∀K∗ ∈ M∗, ∑
D∈DK∗
FK∗,σ∗(u
T , pD) = 0.
Démonstration : En fait, en réorganisant la somme sur les côtés des diamants s ∈ SK appartenant à la
maille primale K, on obtient
− ∑
D∈DK
∑
s∈SK∩ED
ms
uK + uK∗
2
· ~nsD = −
∑
s∈SK
ms
uK + uK∗
2
· (~nsD + ~nsD′) = 0,
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car ~nsD = −~nsD′ et en rappelant que pour un côté s ∈ S, on désigne par D et D′ les deux diamants voisins qui
ont pour côté commun s et on désigne par xK et xK∗ les sommets du côté s. On fait de même pour
− ∑
D∈DK
∑
s∈SK∩ED
(d2D + d
2
D′)(p
D
′ − pD) = − ∑
s∈SK
(d2D + d
2
D′)(p
D
′ − pD + pD − pD′) = 0,
on en déduit que
∑
D∈DK
FK,σ(u
T , pD) = 0. On procède de la même manière pour K∗ ∈ M∗.
VIII.2.2 Discrétisation du terme non-linéaire
Le terme non-linéaire est discrétisé par une méthode upwind.
Définition VIII.3
On définit bT : (uT , pD,vT ) ∈ (R2)T × RD × (R2)T 7→ bT (uT , pD,vT ) ∈ (R2)T , comme suit :
bK(u
T , pD,vT ) =
1
mK
∑
σ∈∂K
FK,σ(u
T , pD)vσ+ , ∀K ∈ M,
bK∗(u
T , pD,vT ) =
1
mK∗
∑
σ∗∈∂K∗
FK∗,σ∗(u
T , pD)vσ∗+ , ∀K∗ ∈ M∗,
où
vσ+ =
{
vK si FK,σ(u
T , pD) ≥ 0,
vL sinon.
vσ∗+ =
{
vK∗ si FK∗,σ∗(u
T , pD) ≥ 0,
vL∗ sinon.
Proposition VIII.4
Soit T un maillage DDFV associé à Ω. Pour tout (uT , pD,vT ) ∈ E0 × RD × E0 tels que divD(uT ) −
λd2D∆
DpD = 0, on a la propriété suivante
JbT (uT , pD,vT ),vT KT ≥ 0.
Démonstration : On décompose ce produit scalaire sur le maillage primal et le maillage dual :
JbT (uT , pD,vT ),vT KT =
1
2
P +
1
2
D,
où P :=
∑
K∈M
vK·
∑
D∈DK
FK,σ(u
T , pD)vσ+ etD :=
∑
K∗∈M∗∪∂M∗
vK∗ ·
∑
D∈DK∗
FK∗,σ∗(u
T , pD)vσ∗+ . On va se concentrer
sur la minoration de P , sachant que l’estimation de D se traitera exactement de la même façon. On réorganise
la somme sur les diamants∑
K∈M
vK ·
∑
D∈DK
FK,σ(u
T , pD)vσ+ =
∑
Dσ,σ∗∈D
FK,σ(u
T , pD)vσ+ · (vK − vL),
en utilisant le fait que FK,σ(u
T , pD) = −FL,σ(uT , pD). De plus, le terme FK,σ(uT , pD)(vK −vL) peut s’écrire de
la façon suivante |FK,σ(uT , pD)|(vσ+ − vσ− ), avec
vσ− =
{
vL si FK,σ(u
T , pD) ≥ 0,
vK sinon.
On en déduit que
P =
∑
Dσ,σ∗∈D
|FK,σ(uT , pD)|(vσ+ − vσ−) · vσ+ .
En utilisant l’égalité suivante (a− b)a = 1
2
((a− b)2 + a2 − b2), on a
P =
1
2
∑
Dσ,σ∗∈D
|FK,σ(uT , pD)|
(
(vσ+ − vσ−)2 + (v2σ+ − v2σ−)
)
.
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Comme le premier terme du membre de droite est positif, le terme P est minoré par
P ≥ 1
2
∑
Dσ,σ∗∈D
|FK,σ(uT , pD)|
(
v2σ+ − v2σ−
)
.
De même que précédemment, on a l’égalité suivante |FK,σ(uT , pD)|
(
v2σ+ − v2σ−
)
= FK,σ(u
T , pD)
(
v2
K
− v2
L
)
. Il
vient que
P ≥ 1
2
∑
Dσ,σ∗∈D
FK,σ(u
T , pD)
(
v2
K
− v2
L
)
.
En réordonnant la somme sur les mailles primales K ∈ M, on obtient
P ≥ 1
2
∑
K∈M
v2
K
∑
D∈DK
FK,σ(u
T , pD).
On conclut en appliquant la Proposition VIII.2 que P ≥ 0.
VIII.3 Propriété du schéma DDFV pour le problème de Navier-Stokes
On commence par montrer le caractère bien posé du schéma linéaire (VIII.2)-(VIII.3). Ensuite on présente
les premières estimations d’énergie.
Théorème VIII.5
On suppose que η est bornée, voir (VI.2). Soit T un maillage DDFV associé à Ω. Le schéma (VIII.2)-
(VIII.3) admet une unique solution (uT ,[0,T ], pD,[0,T ]) ∈
((
R2
)T )N+1 × (RD)N+1.
Démonstration : Soit n ∈ {0, · · · , N}. Il faut noter que le schéma (VIII.3) est un système linéaire en
(un+1, pn+1). On note N la dimension de
(
R2
)T ×RD. Le schéma (VIII.3) peut s’écrire avec qD = 0, g∂M = 0,
g∂M
∗
= 0 et α = 0 comme suit
Trouver un+1 ∈ (R2)T et pn+1 ∈ RD tels que,
∀K ∈ M, u
n+1
K
δt
+ divK(−2ηDDDun+1 + pn+1Id) + bK(un, pn,un+1) = fn+1K +
un
K
δt
,
∀K∗ ∈ M∗, u
n+1
K∗
δt
+ divK
∗
(−2ηDDDun+1 + pn+1Id) + bK∗(un, pn,un+1) = fn+1K∗ +
un
K∗
δt
,
divD(un+1)− λd2D∆Dpn+1 = qD,
un+1
K
= gK, ∀ K ∈ ∂M,
un+1
K∗
= gK∗ , ∀ K∗ ∈ ∂M∗,∑
D∈D
mDp
n+1
D = α.
C’est un système linéaire : Av = b avec une matrice rectangle A ∈ MN+1,N(R), v ∈ RN et le second membre
b =
t
(fM, fM
∗
, qD,g∂M,g∂M
∗
, α) ∈ RN+1. Soit X l’ensemble suivant
X =
{
(fM, fM
∗
, qD,g∂M,g∂M
∗
, α)′ ∈ RN+1, ∑
Dσ,σ∗∈Dext
mσγ
T (gT ) · ~nσK =
∑
D∈D
mDq
D.
}
,
la dimension de X vaut N . On a que
t
(fM, fM
∗
, 0, 0, 0, 0) appartient à X et que ImA ⊂ X car on a une relation
entre l’équation de la conservation de la masse et la condition aux bords de Dirichlet grâce à la formule de Green
(Théorème IV.9). Si on montre que la matrice A est injective, on conclut que dim ImA = N et ainsi ImA = X .
Etudions donc le noyau de la matrice A. Soit (un+1, pn+1) ∈ E0 × RD appartenant au noyau pour la donnée
(un, pn), on a ainsi :
1
δt
Jun+1,vT KT + JdivT (−2ηDDDun+1 + pn+1Id),vT KT + JbT (un, pn,un+1),vT KT = 0, ∀vT ∈ E0,
(divD(un+1)− λd2D∆Dpn+1, qD)D = 0, ∀qD ∈ RD,∑
D∈D
mDp
n+1
D = 0.
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On prend vT = un+1 et qD = pn+1. Il vient
1
δt
Jun+1,un+1KT + JdivT (−2ηDDDun+1 + pn+1Id),un+1KT + JbT (un, pn,un+1),un+1KT = 0.
En utilisant le fait que divD(un)− λd2
D
∆Dpn = 0, la Proposition VIII.4 implique que
1
δt
‖un+1‖22 + JdivT (−2ηDDDun+1 + pn+1Id),un+1KT ≤ 0.
Par conséquent, en ajoutant le terme nul (divD(un+1)− λd2
D
∆Dpn+1, pn+1)D, on a
1
δt
‖un+1‖22 + JdivT (−2ηDDDun+1 + pn+1Id),un+1KT + (divD(un+1)− λd2D∆Dpn+1, pn+1)D ≤ 0.
De plus, on rappelle l’estimation (VI.13) faite dans le Chapitre VI :
JdivT (−2ηDDDun+1 + pn+1Id),un+1KT + (divD(un+1)− λd2D∆Dpn+1, pn+1)D
≥ Cη|||∇Dun+1|||22 + λ|pn+1|2h.
(VIII.4)
On en déduit que
1
δt
‖un+1‖22 +Cη|||∇Dun+1|||22 + λ|pn+1|2h ≤ 0.
Par conséquent, on a un+1 = 0 et pn+1 est constant. Comme pn+1 vérifie
∑
D∈D
mDp
n+1
D = 0, on a p
n+1 = 0 et
un+1 = 0.
Proposition VIII.6 (Estimations d’énergie discrètes)
Soit T un maillage DDFV associé à Ω. Soit (uT ,[0,T ], pD,[0,T ]) ∈
((
R2
)T )N+1 × (RD)N+1 la solution du
schéma DDFV (VIII.2)-(VIII.3). Pour N > 1, il existe une constante C > 0 dépendant uniquement de Ω,
λ, Cη, uini et f , telle que :
N∑
n=1
δt|||∇Dun|||22 ≤ C,
N∑
n=1
2δtλ|pn|2h ≤ C,
N−1∑
n=0
‖un+1 − un‖22 ≤ C et ‖uN‖22 ≤ C.
Démonstration : Comme (un+1, pn+1) ∈ E0 × RD vérifie (VIII.3), on a
1
δt
Jun+1 − un,vT KT + JdivT (−2ηDDDun+1 + pn+1Id),vT KT + JbT (un, pn,un+1),vT KT
= Jfn+1,vT KT , ∀vT ∈ E0,
(divD(un+1)− λd2D∆Dpn+1, qD)D = 0, ∀qD ∈ RD,∑
D∈D
mDp
n+1
D = 0,
avec fn+1 =
((
fn+1
K
)
K∈M , (0)K∈∂M ,
(
fn+1
K∗
)
K∗∈M∗ , (0)K∗∈∂M∗
)
. On prend vT = un+1 et qD = pn+1 :
1
δt
Jun+1 − un,un+1KT + JdivT (−2ηDDDun+1 + pn+1Id),un+1KT + JbT (un, pn,un+1),un+1KT
= Jfn+1,un+1KT .
En utilisant le fait que divD(un)− λd2D∆Dpn = 0, la Proposition VIII.4 et la relation (VIII.4) impliquent que
1
δt
Jun+1 − un,un+1KT +Cη|||∇Dun+1|||22 + λ|pn+1|2h ≤ Jfn+1,un+1KT .
En remarquant l’égalité suivante 2Jun+1 − un,un+1KT = ‖un+1 − un‖22 + ‖un+1‖22 − ‖un‖22, on en déduit
1
2δt
‖un+1 − un‖22 +
1
2δt
‖un+1‖22 +Cη|||∇Dun+1|||22 + λ|pn+1|2h ≤ Jfn+1,un+1KT +
1
2δt
‖un‖22.
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On applique l’inégalité de Cauchy-Schwarz sur le terme Jfn+1,un+1KT
1
2δt
‖un+1 − un‖22 +
1
2δt
‖un+1‖22 +Cη|||∇Dun+1|||22 + λ|pn+1|2h ≤ ‖fn+1‖2‖un+1‖2 +
1
2δt
‖un‖22.
Ensuite l’inégalité de Poincaré (Théorème IV.15) donne
1
2δt
‖un+1 − un‖22 +
1
2δt
‖un+1‖22 +Cη|||∇Dun+1|||22 + λ|pn+1|2h ≤ C‖fn+1‖2|||∇Dun+1|||22 +
1
2δt
‖un‖22.
L’inégalité de Young avec le paramètre ǫ = C2/Cη implique en multipliant par 2δt :
‖un+1 − un‖22 + ‖un+1‖22 +Cηδt|||∇Dun+1|||22 + 2δtλ|pn+1|2h ≤ δt
C2
Cη
‖fn+1‖22 + ‖un‖22.
On termine en sommant sur n de 0 à N − 1 > 0 pour obtenir
N−1∑
n=0
‖un+1 − un‖22 + ‖uN‖22 +
N−1∑
n=0
Cηδt|||∇Dun+1|||22 +
N−1∑
n=0
2δtλ|pn+1|2h ≤
C2
Cη
N−1∑
n=0
δt‖fn+1‖22 + ‖u0‖22.
Cette proposition implique que la solution (uT ,[0,T ], pD,[0,T ]) ∈
((
R2
)T )N+1 × (RD)N+1 du schéma DDFV
(VIII.2)-(VIII.3) vérifie
uT ,[0,T ] est bornée dans L2([0, T ], H10 (Ω)),
uT ,[0,T ] est bornée dans L∞([0, T ], L2(Ω)).
VIII.4 Conclusions et perspectives
Ce chapitre est un travail en cours. On a proposé un schéma DDFV stabilisé (VIII.2)-(VIII.3) pour le
problème de Navier-Stokes avec une viscosité régulière sur tout le domaine et des conditions aux bord de type
Dirichlet. Ce schéma est bien posé pour des maillages généraux. L’étude de ce schéma reste à compléter par
l’établissement de la convergence du schéma et par des tests numériques. En perspective, on pourrait également
s’intéresser à sa généralisation à des domaines 3D (voir la partie 3 du manuscrit).
204 Chapitre VIII. Le problème de Navier-Stokes instationnaire
205
Partie 3
Problème de Stokes sur des maillages 3D
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Chapitre IX
Introduction aux méthodes DDFV en 3D
On a vu qu’en 2D, le problème de diffusion scalaire anisotrope nécessite un deuxième jeu d’inconnues en plus
des inconnues primales. Ce double jeu d’inconnues permet de définir un gradient discret à partir de deux de ses
composantes dans deux directions complémentaires. En 3D1, la reconstruction d’un gradient a besoin de trois
directions complémentaires. Il est intéressant de noter que le passage 2D-3D dans le cas de la diffusion scalaire
a conduit à trois formulations DDFV différentes proposées dans [CPT08, ABK08], dans [Her07] et dans [CH09].
En effet, comme en 2D, toutes ces approches font intervenir outre le maillage initial, le maillage des mailles
duales construites autour des sommets du maillage primal. On a naturellement deux directions, la direction des
centres des mailles primales et la direction des sommets des mailles primales. Le choix de la troisième direction
diffère selon les approches.
Dans le cas où les interfaces du maillage primal sont des triangles ou des quadrilatères, dans [CPT08],
les auteurs définissent un gradient discret par faces du maillage primal, avec la direction des centres et deux
directions complémentaires données grâce aux sommets de la face. Une extension à des polyèdres généraux
mais conformes est proposée dans [ABK08]. Dans la seconde approche [Her07], un nouveau jeu d’inconnues
est formellement introduit aux faces et aux arêtes du maillage primal afin de reconstruire un gradient discret
pour chaque couple face-arête, ces inconnues sont ensuite éliminées algébriquement. Le schéma obtenu pour des
maillages polyédraux généraux conduit à des opérateurs linéaires non-symétriques, ceci rend l’analyse théorique
de ces schémas plus difficile. Dans la troisième approche [CH09], des dégrés de liberté similaires sont introduits,
ils vont jouer un rôle analogue aux inconnues localisées aux centres et aux sommets du maillage primal. On
travaille alors avec un triplet de maillages T := (MP , MV , MEF), composé du maillage primal MP , du maillage
“sommet” MV et du maillage “face-arête” MEF , et avec le maillage diamant D associé à chaque couple face-arête.
Ainsi l’équation de diffusion est intégrée sur toutes les mailles intérieures de ce maillage T . Dans ce chapitre on
décrit ces maillages T := (MP , MV , MEF). Puis, on construit un opérateur gradient discret ∇D : uT ∈ RT →
(∇DuT )
D∈D ∈
(
R3
)D
(voir Définition IX.1), cet opérateur est en dualité avec l’opérateur divergence discrète
divT :
(
R3
)D → RT (voir Définition IX.2).
IX.1 Construction des maillages
Revenons sur la construction de T et de D. La construction des maillages commence par M, une partition
du domaine de calcul Ω, elle est formée par NP polyèdres, NF faces planaires, NE arêtes, et NV sommets. Nous
notons :
- P l’ensemble des polyèdres, p un polyèdre, mp son volume, P son barycentre ; on a Ω = ∪
p∈P
p ;
- F l’ensemble des faces, f une face, |f| son aire, F son barycentre ; chaque face d’un polyèdre est soit une
interface entre deux polyèdres distincts soit une face du bord du domaine ; par conséquent, si f est une
1Un aide mémoire rassemblant les notations de ce chapitre est disponible pages 245 et 246.
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(a) Le triplet de maillages T := (MP , MV , MEF )
v v
v v
(b) Le maillage primal MP et une maille duale associée au sommet v
f f f f
(c) Le maillage primal MP et une maille duale associée à la face f
e e e e
(d) Le maillage primal MP et une maille duale associée à l’arête e
Fig. IX.1 – Vue 3D du triplet de maillages T associé à une grille cartésienne.
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face de F soit il existe deux polyèdres pK et pL dans P tels que f = pK ∩ pL, soit il existe un polyèdre pK
dans P tel que f = ∂pK ∩ ∂Ω ;
- E l’ensemble des arêtes, e une arête, |e| sa longueur, E son milieu ; chaque arête d’une face de F est une
arête de E ;
- V l’ensemble des sommets, v un sommet et x v ses coordonnées ; chaque sommet d’une face de F est un
sommet de V .
Les mailles du maillage MP sont associées aux polyèdres de P , les mailles du maillage MV sont associées aux
sommets de V , tandis que les mailles du maillage MEF sont associées aux arêtes de E et aux faces de F . Nous
les appelons respectivement mailles primales, mailles de type sommet, et mailles de type face-arête. Comme il
y a une correspondance entre les sommets du maillage et les mailles de type sommet, nous allons utiliser le
même symbole sommet v pour les représenter et le volume d’une maille sommet v est désigné par mv. Nous
notons génériquement s les mailles de type face-arête, qui interviennent dans la définition du maillage MEF ;
et ms représente le volume d’une maille générique s ∈ MEF . Les symboles p, v, s peuvent être commodément
notés pour représenter différents cas, par exemple, pK, pL, vA, vB, etc. Nous notons size(T ) le pas du maillage,
c’est-à-dire, une longueur caractéristique du maillage, et défini par size(T ) = max
e∈E
|e|.
Construction de D
Le maillage diamant est composé de volumes de contrôle associés à un couple face-arête. Pour une arête e
d’une face f avec e ⊂ ∂f, on considère les sept points géométriques suivants (voir la Figure IX.2) :
- F, le barycentre de la face f ;
- E, le point milieu de l’arête e ;
- A, le premier sommet de l’arête e ;
- B, le second sommet de l’arête e ;
- K, le barycentre de la première maille qui a pour face f ;
- L, le barycentre de la seconde maille qui a pour face f quand f est une face intérieure ; Si f est une face du
bord, on prend L = F ;
- D, le barycentre du triangle dont les sommets sont les points F, A et B.
K
L
•
•
A
B
F
E
N
N
K
L
•
•
A
B
F
E
N
N
Fig. IX.2 – La construction d’un diamant
A l’aide de ces septs points, on peut définir un diamant D(e,f) ou D associé à chaque couple face-arête (e, f) avec
e ⊂ ∂f (voir la Figure IX.3) comme la réunion de huit tétraèdres ayant D comme sommet commun, avec trois
autres sommets choisis dans les couples (A,B), (K,L) et (E,F), ce qu’on représente par
D = hull
{
D,
(
A
B
)
,
(
E
F
)
,
(
K
L
)}
,
où hull{⋆} représente l’enveloppe convexe de l’ensemble des points représenté par ⋆. Si f ∈ ∂Ω, alors le diamant
dégénére en seulement quatre tétraèdres, car L = F, à savoir
D = hull
{
D,
(
A
B
)
,
(
E
F
)
,K
}
.
Pour chaque diamant D ∈ D on note son volume mD et une longueur caractéristique dD, qui est de l’ordre
du pas du maillage size(T ), par exemple dD = diam(D).
On choisit l’orientation suivante. Quand f est une face du bord, le vecteur unitaire nf orthogonal à f sort
toujours du domaine Ω, tandis que, si f est une face intérieure, nf est orienté du point K vers le point L. De
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Fig. IX.3 – Le diamant et les sept points géométriques associés
même, on suppose que le vecteur unitaire parallèle à la direction de l’arête e est orienté du sommet A vers le
sommet B. Une fois que l’orientation des faces et des arêtes a été fixée dans le maillage primal MP , les sept
points A, B, D, E, F, K, et L sont déterminés de manière unique pour chaque couple admissible (e, f).
Dans la suite, le symbole Tv1v2v3 représente le triangle dont les sommets sont v1, v2, et v3.
La construction des mailles de MP , MV , et MEF est basée sur trois décompositions différentes et réassem-
blages des diamants de D. Chaque diamant, en effet, peut être décomposé en deux sous-cellules de trois manières
différentes, chacune conduit à un maillage du triplet T . On utilise le symbole D|ν où ν est le volume de contrôle
associé à l’un des points de l’ensemble
{
A,B,E,F,K,L
}
ou à l’un des volumes de contrôle p, v, s pour désigner
des sous-ensembles de D des diamants D(e,f) tels que mν∩D(e,f) > 0. De même, D|D représente l’ensemble des
diamants D′ qui sont voisins du diamant D, c’est-à-dire tels que la surface σ = D ∩ D′ est non vide. On note par
(D|D′) et σ = (D|D′) de tels couples (D,D′) dans D×D.
Caractérisation de MP
MP est composé de la partition initiale M, de laquelle toutes les constructions de maillage commencent, et des
faces du bord du domaine. Ici, on relie MP et D, c’est-à-dire on relie les mailles primales et les diamants, et on
introduit quelques notations supplémentaires.
Les volumes de contrôle p peuvent être définis comme suit en regroupant quatre tétraèdres qui ont comme
un sommet commun P au sein de chaque diamant D pour lequel P est un sommet. Ainsi les mailles primales
p
K
et p
L
sont données par
pK = ∪D∈D|Khull
{
D,
(
A
B
)
,
(
E
F
)
,K
}
et pL = ∪D∈D|Lhull
{
D,
(
A
B
)
,
(
E
F
)
,L
}
.
On remarque que pour les diamants du bord D ∈ Dext on a L = F, ainsi les mailles primales du bord sont des
mailles dites dégénérées :
pL = ∪D∈D|Lhull
{
D,
(
A
B
)
,E,L
}
.
En effet, elles dégénèrent en les faces du bord du domaine. Le maillage MP peut se partager en deux sous-
ensembles : MP,int les mailles dites intérieurs K ∈ Ω et ∂MP les mailles dites dégénérées du bord K ∈ ∂Ω :
MP,int = {p ∈ MP , tels que P ∈ Ω} et ∂MP = {p ∈ MP , tels que P ∈ ∂Ω}.
Pour chaque diamant D, on considère la surface donnée par l’union des quatre triangles suivants illustrée sur la
Figure IX.4 :
SD,KL = TDFA ∪ TDAE ∪ TDEB ∪ TDBF, (IX.1)
qui est dans l’intérieur du diamant D. Ces surfaces SD,KL décomposent les faces des deux mailles primales pK
et pL. Finalement, nous introduisons le vecteur NK,L qui est donné par la somme des vecteurs produits par les
quatre triangles de (IX.1) à travers la formule :
2NK,L =
−−→
DA×−→DF+−→DF×−−→DB+−−→DB×−−→DE+−−→DE×−−→DA.
L’orientation est telle que NK,L ·−→KL = 3mD(e,f) > 0. On remarque que les quatre triangles qui composent SD,KL
dans (IX.1) appartiennent au même plan de la face f, si on fait varier l’arête e ⊂ ∂f, on obtient d’autres triangles
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Fig. IX.4 – La surface SD,KL dans le cas d’une maille primale cubique
et tous ces triangles doivent redonner la face f. Ainsi, les vecteurs donnés par tous les choix possibles de e ⊂ ∂f
sont parallèles au vecteur unitaire nf orthogonal à f, et la taille de chaque vecteur vaut la mesure de la surface
correspondante SD,KL.
Construction de MV
Dans ce paragraphe, on détaille la construction du maillage sommet MV dont les mailles sont associées à V ,
les sommets du maillage M. Les volumes de contrôle v peuvent être définis comme suit en regroupant quatre
tétraèdres qui ont comme un sommet commun V au sein de chaque diamant D pour lequel V est un sommet.
Ainsi une maille duale “sommet” est donnée par
vA = ∪D∈D|Ahull
{
D,A,
(
E
F
)
,
(
K
L
)}
.
Cette définition est valable pour les sommets intérieurs et du bord. Le maillage MV peut se partager en deux
sous-ensembles : MV,int les sommets intérieurs V ∈ Ω et ∂MV les sommets du bord V ∈ ∂Ω :
MV,int = {v ∈ MV , tels que V ∈ Ω} et ∂MV = {v ∈ MV , tels que V ∈ ∂Ω}.
Pour chaque diamant D, on considère la surface donnée par l’union des quatre triangles suivants illustrée sur la
Figure IX.5 :
SD,AB = TDKF ∪ TDFL ∪ TDLE ∪ TDEK, (IX.2)
qui est dans l’intérieur du diamant D. Ces surfaces SD,AB décomposent les faces des deux mailles duales sommets
vA et vB. Un exemple de maille duale de M
V de type sommet, dans le cas du maillage primal MP formé de
D
F
E
K
L
A
Fig. IX.5 – La surface SD,AB dans le cas d’une maille primale cubique
cubes, est donné dans la Figure IX.1(b). Finalement, nous introduisons le vecteur NA,B qui est donné par la
somme des vecteurs produits par les quatre triangles de (IX.2) à travers la formule :
2NA,B =
−→
DF×−−→DK+−−→DK×−−→DE+−−→DE×−→DL+−→DL×−→DF.
L’orientation est telle que NA,B · −−→AB = 3mD(e,f) > 0.
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Construction de MEF
Dans ce paragraphe, on détaille la construction du maillage face-arête MEF dont les mailles sont associées à
E et F , les arêtes et les faces du maillage M, respectivement. Les volumes de contrôle s peuvent être définis
comme suit en regroupant quatre tétraèdres qui ont comme sommet commun S au sein de chaque diamant D
pour lequel S est un sommet. Ainsi les mailles duales sE et sF sont données par
sE = ∪D∈D|Ahull
{
D,
(
A
B
)
,E,
(
K
L
)}
et sF = ∪D∈D|Ahull
{
D,
(
A
B
)
,F,
(
K
L
)}
.
Cette définition est valable pour les faces et arêtes intérieures et du bord. Le maillage MEF peut se partager en
deux sous-ensembles : MEF ,int les sommets intérieurs S ∈ Ω et ∂MEF les sommets du bord S ∈ ∂Ω :
MEF ,int = {s ∈ MEF , tels que S ∈ Ω} et ∂MEF = {s ∈ MEF , tels que S ∈ ∂Ω}.
Pour chaque diamant D, on considère la surface donnée par l’union des quatre triangles suivants illustrée sur la
Figure IX.6 :
SD,EF = TDKA ∪ TDAL ∪ TDLB ∪ TDBK. (IX.3)
Ces surfaces SD,EF décomposent les faces des deux mailles duales sE et sF. Un exemple de deux mailles duales de
L
B K
A
D
F
Fig. IX.6 – La surface SD,EF dans le cas d’une maille primale cubique
MEF de type face et arête, dans le cas du maillage primal MP formé de cubes, est donné dans la Figure IX.1(c)
et la Figure IX.1(d), respectivement. Comme pour les mailles des maillages MP et MV , nous introduisons le
vecteur NE,F qui est donné par la somme des vecteurs produits par les quatre triangles de (IX.3) à travers la
formule :
2NE,F =
−−→
DA×−−→DK+−−→DK×−−→DB+−−→DB×−→DL+−→DL×−−→DA.
L’orientation est telle que NE,F · −→EF = 3mD(e,f) > 0.
Finalement, nous introduisons les notations suivantes pour les vecteurs normaux :
ND,p =
{
+NK,L si p ≡ pK
−NK,L si p ≡ pL
ND,v =
{
+NA,B si v ≡ vA
−NA,B si v ≡ vB
ND,s =
{
+NE,F si s ≡ sE
−NE,F si s ≡ sF
où D ≡ D(e,f) est le diamant associé au couple (e, f) et A, B, K, L, E, F sont les points correspondants. Cette
notation sera utilisée dans la définition de la divergence discrète.
Régularité du maillage
Nous nous intéressons à la formulation d’une méthode d’approximation basée sur la famille de maillage {(T ,D)}
pour size(T )→ 0. Ces maillages peuvent contenir des éléments de forme très générale et des mailles non-convexes
peuvent être présentes. Cependant, nous allons supposer quelques hypothèses minimales listées ci-après pour
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la forme des éléments du maillage M afin d’éliminer quelques situations pathologiques qui peuvent apparaître
dans la procédure de raffinement.
Le nombre de faces de chaque maille p ∈ P et le nombre d’arêtes de chaque face f ∈ F sont uniformément
bornés par un entier NEF donné quand size(T ) → 0 ; le nombre d’arêtes de chaque sommet est uniformément
borné par un entier NV donné quand size(T ) → 0. La décomposition de chaque polyèdre p ∈ M en tétraèdres
est formée par au plus N∗ tétraèdres, où N∗ est un entier donné indépendant de size(T ) ; Toutes les quantités
géométriques des trois maillages qui forment T et du maillage D sont de même échelle. En particulier, il existe
une constante Creg > 0 indépendante de size(T ) telle que
∀e ∈ E : Cregsize(T ) ≤ |e| , ∀f ∈ F : C2regsize(T )2 ≤ |f| , ∀p ∈ P : C3regsize(T )3 ≤ mp;
∀T ⊂ ∂D ∪ SD,KL ∪ SD,AB ∪ SD,EF, ∀D ∈ D : C2regsize(T )2 ≤ mT ≤ size(T )2;
∀D ∈ D : Cregsize(T ) ≤ dD ≤ size(T ) et C3regsize(T )3 ≤ mD;
∀ν ∈ MP ,MV ,MEF : diam(ν) ≤ Cregsize(T ).
(IX.4)
IX.2 Opérateurs discrets dans le cas scalaire
On considère les espaces d’approximation suivants :
– un nombre par maille des maillages MP , MV , MEF pour définir l’espace linéaire du champ scalaire discret
sur T , qui est noté RT ;
– un vecteur tridimensionnel par maille du maillage D pour définir l’espace linéaire du champ tridimension-
nel discret sur D, qui est noté
(
R3
)D
;
Ainsi, on a que uT ∈ RT signifie uT = {(up)p∈MP , (uv)v∈MV , (us)s∈MEF }, où up est le nombre attaché à la maille
p, etc. Nous utilisons aussi la notation simplifiée uK, uA, etc pour représenter l’inconnue associée aux mailles
pK, vA, etc. Nous définissons également E0, qui représente le sous-espace de R
T , dont les inconnues du bord
sont nulles :
E0 = {(up)p∈MP,int , (0)p∈∂MP , (uv)v∈MV,int , (0)v∈∂MV , (us)s∈MEF,int , (0)s∈∂MEF }. (IX.5)
Maintenant, on définit les opérateurs discrets qui agissent sur les espaces linéaires introduits.
Opérateurs discrets
Définition IX.1
Le gradient discret est défini de la manière suivante : ∇D : RT → (R3)D. Soit uT ∈ RT , on pose
∇DuT = (∇DuT )
D∈D, et pour D ∈ D :
∇DuT = 1
3mD
(
(uL − uK)NK,L + (uB − uA)NA,B + (uF − uE)NE,F
)
.
Il est défini comme l’unique vecteur tridimensionnel constant défini sur D (voir la Figure IX.3) qui vérifie
∇DuT · −→KL = uL − uK, ∇DuT · −−→AB = uB − uA, ∇DuT · −→EF = uF − uE.
Définition IX.2
L’opérateur de divergence discrète est défini de la manière suivante : divT :
(
R3
)D → RT . Soit ξD ∈ (R3)D,
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on pose divT ξD =
(
divP(ξD), divV(ξD), divEF(ξD)
)
avec
divP(ξD) =
{(
divp(ξD)
)
p∈MP
}
où ∀p ∈ MP,int : divp(ξD) = 1
mp
∑
D∈D|p
ξD ·ND,p,
∀p ∈ ∂MP : divp(ξD) = 0,
divV(ξD) =
{(
divv(ξD)
)
v∈MV
}
où ∀v ∈ MV : divv(ξD) = 1
mv
∑
D∈D|v
ξD ·ND,v,
divEF(ξD) =
{(
divs(ξD)
)
s∈MEF
}
où ∀s ∈ MEF : divs(ξD) = 1
ms
∑
D∈D|s
ξD ·ND,s.
Relation de dualité : Formule de Green
On considère les produits scalaires suivants :
[vT , uT ]T =
1
3
( ∑
p∈MP,int
mpupvp +
∑
v∈MV
mvuvvv +
∑
s∈MEF
msusvs
)
, ∀uT , vT ∈ RT ,
(ξD, φD)D =
∑
D∈D
mDξ
D · φD, ∀ξD, φD ∈ (R3)D , (IX.6)
et les normes correspondantes
‖uT ‖2 = [uT , uT ]
1
2
T , ∀uT ∈ RT , ‖ξD‖2 = (ξD, ξD)
1
2
D
, ∀ξD ∈ (R3)D .
On remarque que si (uT , vT ) ∈ E0 × RT , on a alors
[vT , uT ]T =
1
3
( ∑
p∈MP,int
mpupvp +
∑
v∈MV,int
mvuvvv +
∑
s∈MEF,int
msusvs
)
.
Comme en 2D, les deux opérateurs discrets introduits sont en dualité. En effet, grâce aux produits scalaires
ci-dessus, on peut écrire une formule de Green. La démonstration de cette formule de Green n’est pas donnée
ici, on réfère à [CH09].
Théorème IX.3 (Formule de Green)
Pour tout ξD, uT ∈ (R3)D × E0, on a
[divT ξD, uT ]T = −(ξD,∇DuT )D.
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Chapitre X
Méthode DDFV 3D pour le problème de
Stokes
Nous nous intéressons maintenant à l’approximation du problème de Stokes stationnaire en 3D par les
méthodes DDFV1. Nous nous plaçons dans le cas d’une viscosité variable mais régulière. Ce travail est soumis
[KM10], il a été réalisé avec la collaboration de G. Manzini. Le problème s’écrit comme (VI.1) du Chapitre VI :
Trouver u : Ω→ R3 une vitesse et p : Ω→ R une pression telles que
div (−2η(x)Du + pId) = f , dans Ω,
div(u) = 0, dans Ω,
u = 0, sur ∂Ω,
∫
Ω
p(x)dx = 0,
(X.1)
où Ω est un domaine ouvert borné polygonal de R3, f appartient à (L2(Ω))3, Du = 12 (∇u + t∇u) représente
toujours la partie symétrique du gradient de vitesse et la viscosité η appartient à L∞(Ω) et elle est supposée
lipschitzienne sur tout le domaine Ω : il existe trois constantes Cη,Cη,Cη > 0 telles que
Cη ≤ η(x) ≤ Cη, pour presque toutx ∈ Ω, (X.2)
et
|η(x) − η(x′)| ≤ Cη|x− x′|, ∀x, x′ ∈ Ω. (X.3)
On définit, dans les sections X.1 et X.2, les projections discrètes et les opérateurs discrets dans le cadre vectoriel.
On montre que le gradient discret DDFV (voir Définition X.1) et la divergence discrète (voir Définition X.2)
sont en dualité discrète (voir Théorème X.5). Puis on présente le schéma DDFV stabilisé (X.14) correspondant
au problème (X.1). Les propriétés des opérateurs discrets DDFV (cas vectoriel) sont énoncés dans la section X.6.
Nous insistons sur les démonstrations des résultats où la géométrie 3D engendre des difficultés supplémentaires
par rapport au 2D (Chapitre IV). Ces résultats sont les Lemmes X.14, X.16 et la Proposition X.17 qui est utilisée
dans la démonstration de l’inégalité de Korn discréte (voir Théorème X.19). Comme dans le Chapitre VI, grâce
à la stabilisation de type Brezzi-Pitkäranta, on peut montrer la stabilité du schéma. Une conséquence immédiate
de ce résultat est le caractère bien posé du schéma (X.14) pour des maillages généraux (voir Théorème X.21). Le
résultat important de ce chapitre est l’estimation d’erreur (voir Théorème X.22) qui donne de l’ordre 1 en norme
L2 pour le gradient de vitesse, pour la pression et pour la vitesse. Pour finir, ces estimations sont illustrées par
des tests numériques (voir Section X.9).
1Un aide mémoire rassemblant les notations de ce chapitre est disponible pages 247.
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X.1 Localisation des inconnues et définition des projections sur les
maillages 3D
On considère les espaces d’approximation suivants :
– un vecteur tridimensionnel par maille des maillages MP , MV , MEF pour définir l’espace linéaire du champ
tridimensionnel discret sur T , qui est noté (R3)T ;
– un nombre par maille du maillage D pour définir l’espace linéaire du champ scalaire discret sur D, qui
est noté RD ;
– une matrice 3 × 3 par maille du maillage D pour définir l’espace linéaire du champ matriciel discret sur
D, qui est noté (M3(R))D ;
Ainsi la méthode DDFV pour le problème de Stokes associe à la vitesse les inconnues uT ∈ (R3)T et à la
pression les inconnues pD ∈ RD, c’est-à-dire on a
uT =
(
(up)p∈MP , (uv)v∈MV , (us)s∈MEF
) ∈ (R3)T et pD = ((pD)D∈D) ∈ RD.
Le sous-espace E0 de
(
R3
)T
représente toujours les éléments de
(
R3
)T
dont les inconnues du bord sont nulles :
E0 = {(up)p∈MP,int , (0)p∈∂MP , (uv)v∈MV,int , (0)v∈∂MV , (us)s∈MEF,int , (0)s∈∂MEF }.
Les variables continues sont projetées sur le maillage T de la manière suivante :
P
T
mv =
(
P
P
m(v), P
V
m(v), P
EF
m (v)
)
, (X.4)
avec
P
P
m(v) =
(
1
mp
∫
p
v dV
)
p∈MP
, PVm(v) =
(
1
mv
∫
v
v dV
)
v∈MV
, PEFm (v) =
(
1
ms
∫
s
v dV
)
s∈MEF
,
et sur le maillage D :
P
D
mq =
((
1
mD
∫
D
q(x)dx
)
D∈D
)
, ∀ q ∈ H1(Ω), (X.5)
on parlera de projection moyenne. On peut également pour des fonctions plus régulières introduire une projection
centrée sur T :
P
T
c v =
(
(v(x p))p∈MP , (v(x v))v∈MV , (v(x s))s∈MEF
)
, ∀ v ∈ (H2(Ω))3. (X.6)
X.2 Définition des opérateurs discrets
Dans cette section, on introduit les opérateurs discrets nécessaires pour écrire notre schéma DDFV en 3D.
On commence par le gradient discret.
Définition X.1 (Gradient discret)
Le gradient discret est une application de ∇D : (R3)T → (M3(R))D, telle que pour tout uT ∈ (R3)T ,
∇DuT = (∇DuT )
D∈D, avec pour D ∈ D :
∇DuT = 1
3mD
(
(uL − uK)⊗NK,L + (uB − uA)⊗NA,B + (uF − uE)⊗NE,F
)
,
où ⊗ représente le produit tensoriel.
Il faut noter que ∇DuT est l’unique tenseur tridimensionnel constant défini sur D qui vérifie
∇DuT .−→KL = uL − uK,
∇DuT .−−→AB = uB − uA,
∇DuT .−→EF = uF − uE.
(X.7)
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Comme en 2D, la divergence discrète est définie à l’aide de la version discrète de :∫
C
div(ξ(x))dx =
∑
σ∈∂C
∫
σ
ξ(s).~nσKds.
Définition X.2 (Divergence discrète)
La divergence d’un champ de tenseurs discrets de (M3(R))D est définie de la manière suivante : divT :
ξD ∈(M3(R))D 7→ divT ξD ∈
(
R3
)T
. Soit ξD = (ξD)D∈D ∈ (M3(R))D, on pose
divT ξD =
(
divP(ξD), divV(ξD), divEF (ξD)
)
,
avec
divP(ξD) =
{(
divp(ξD)
)
p∈MP
}
où ∀p ∈ MP,int : divp(ξD) = 1
mp
∑
D∈D|p
ξD.ND,p, (X.8)
∀p ∈ ∂MP : divp(ξD) = 0, (X.9)
divV(ξD) =
{(
divv(ξD)
)
v∈MV
}
où ∀v ∈ MV : divv(ξD) = 1
mv
∑
D∈D|v
ξD.ND,v, (X.10)
divEF (ξD) =
{(
divs(ξD)
)
s∈MEF
}
où ∀s ∈ MEF : divs(ξD) = 1
ms
∑
D∈D|s
ξD.ND,s. (X.11)
Comme en 2D, nous allons intégrer l’équation de bilan de quantité de mouvement sur les volumes “intérieurs”
et utiliser l’opérateur divergence interne
divT ,int(ξD) =
(
divP,int(ξD), divV,int(ξD), divEF ,int(ξD)
)
,
où divP,int(ξD), divV,int(ξD) et divEF ,int(ξD) sont définis comme dans (X.10)-(X.11), mais uniquement pour
les volumes de contrôle intérieurs p ∈ Ω, v ∈ Ω et s ∈ Ω.
Grâce au gradient discret on peut définir un tenseur des taux de déformation et une divergence discrète d’un
champ de vecteurs de
(
R3
)T
.
Définition X.3
On définit un tenseur des taux de déformation d’un champ de vecteurs de
(
R3
)T
notée : DD : uT ∈ (R3)T 7→
(DDuT )D∈D ∈ (M3(R))D, avec
DDuT =
∇DuT + t (∇DuT )
2
, ∀D ∈ D.
Définition X.4
On définit une divergence discrète d’un champ de vecteurs de
(
R3
)T
notée : divD : uT ∈ (R3)T 7→
(divDuT )D∈D ∈ RD, avec
divDuT = Tr(∇DuT ), ∀D ∈ D.
X.3 Relation de dualité : Formule de Green
Afin d’écrire la dualité discrète, on introduit les produits scalaires suivants :
JuT ,vT KT =
1
3
( ∑
p∈MP,int
mpupvp +
∑
v∈MV
mvuvvv +
∑
s∈MEF
msusvs
)
, ∀uT ,vT ∈ (R3)T ,
(ξD : φD)D =
∑
D∈D
mD(ξ
D : φD), ∀ξD, φD ∈ (M3(R))D,
(pD, qD)D =
∑
D∈D
mDp
DqD, ∀pD, qD ∈ RD,
(X.12)
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et les normes correspondantes
‖uT ‖2 = JuT ,uT K
1
2
T , ∀uT ∈
(
R
3
)T
,
|||ξD|||2 = (ξD : ξD)
1
2
D
, ∀ξD ∈ (M3(R))D,
‖pD‖2 = (pD, pD)
1
2
D
, ∀pD ∈ RD.
Comme en 2D, les deux opérateurs discrets vectoriels sont en dualité.
Théorème X.5 (Formule de Green)
Pour tout ξD,uT ∈ (M3(R))D × E0, on a
JdivT ξD,uT KT = −(ξD : ∇DuT )D.
X.4 Stabilisation 3D de type Brezzi-Pitkäranta
On définit maintenant le terme de stabilisation considéré en 3D.
Définition X.6
On définit un opérateur du second ordre discret, noté ∆D : pD ∈ RD 7→ ∆DpD ∈ RD, comme suit :
∆DpD =
1
mD
∑
D′∈D|D
dD + dD′
2
(pD
′ − pD), ∀ D ∈ D.
Comme en 2D, cet opérateur n’est pas une approximation consistante de l’opérateur de Laplace. En relation
avec cet opérateur, on définit une semi-norme dépendant du maillage | · |h sur RD par :
|pD|2h =
∑
(D|D′)
dD + dD′
2
(pD
′ − pD)2, ∀pD ∈ RD. (X.13)
Cette semi-norme |p|h est la version discrète de
√
size(T )|∇p|2.
Remarque X.7
En réorganisant la somme sur les côtés des diamants, on a pour tout pD ∈ RD
−(∆DpD, pD)D =
∑
D∈D
pD
∑
D′∈D|D
dD + dD′
2
(pD − pD′)
=
∑
(D|D′)
dD + dD′
2
(pD
′ − pD)2
= |pD|2h.
Le lemme suivant est un lemme de Sobolev inverse, c’est-à-dire que la semi-norme discrète size(T )| · |h,
définie par (X.13), est bornée par la norme L2 ‖ · ‖2.
Lemme X.8
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0 dépendant uniquement de Creg, telle
que pour tout pD ∈ RD, on a
size(T )|pD|h ≤ C‖pD‖2.
Démonstration : La définition (X.13) de la semi-norme discrète | · |h et l’inégalité de Young impliquent
size(T )2|pD|2h ≤ 2
∑
(D|D′)
(dD + dD′)((p
D
′
)2 + (pD)2).
X.5. Schéma DDFV 3D pour le problème de Stokes 219
En réorganisant la somme sur les diamants, on obtient
size(T )2|pD|2h ≤ 2
∑
D∈D
mD(p
D)2
(
size(T )2
mD
∑
D′∈D|D
(dD + dD′)
)
.
On conclut en utilisant la relation (IX.4) et le fait qu’un diamant a un nombre fini de voisins.
X.5 Schéma DDFV 3D pour le problème de Stokes
Le principe de la méthode est le suivant : on intégre la loi de conservation de quantité mouvement du
problème (X.1) sur les mailles primales intérieures MP,int et sur les mailles duales intérieures de MV,int et
MEF ,int. L’équation du bilan de masse est directement approchée sur les diamants et utilisant un terme de
stabilisation de type Brezzi-Pitkäranta. On impose la condition de Dirichlet sur les mailles du bord. Finalement,
l’intégrale de la pression doit être nulle. Le schéma DDFV du problème (X.1) s’écrit alors
Trouver uT ∈ E0 et pD ∈ RD tels que,
divT ,int
(− 2ηDDDuT + pDId) = fT ,intm ,
divD(uT )− λsize(T )2∆DpD = 0,∑
D∈D
mDp
D = 0,
(X.14)
où ηD = (ηD)D∈D, avec ηD =
∫
D
η(s)dµD(s), pour tout D ∈ D, où µD est une mesure de probabilité sur
D, fT ,intm =
{
P
P,int
m (f), P
V,int
m (f), P
EF ,int
m (f)
}
est la moyenne de f définie par (X.4) en restreignant aux mailles
intérieures MP,int, MV,int et MEF ,int. Le paramètre de stabilisation λ est choisi strictement positif.
X.6 Résultats sur les opérateurs discrets dans le cadre vectoriel
On se contente dans cette section de démontrer les résultats qui ne peuvent pas se déduire immédiatement
de leur version scalaire, montrée dans [CH09], en travaillant composante par composante ou de leur version 2D
du Chapitre IV.
Lemme X.9 (Inégalité de Poincaré. Version vectorielle de [CH09, Théorème 4.2])
Soit T un maillage DDFV de Ω. Il existe une constante C > 0, dépendant uniquement du diamètre de Ω
et de Creg, telle que ∀ uT ∈ E0, on a :
‖uT ‖2 ≤ C|||∇DuT |||2.
Lemme X.10 ([DE06, Lemme 6.3])
Il existe une constante C > 0 telle que pout tout domaine polygonal borné P ⊂ R3 de mesure strictement
positive, pour tout σ ⊂ R2 et toute fonction v ∈ H1(R3), on a
|vP − vσ|2 ≤ 1
mσmP
∫
σ
∫
P
|v(x) − v(y)|2dxdy ≤ C diam(P̂σ)
mσ
∫
cPσ
|∇v(z)|2dz,
où vP représente la moyenne de v sur P, vσ la moyenne de v sur le segment σ, et P̂σ est l’enveloppe convexe
de P ∪ σ.
Lemme X.11 (Version vectorielle de [CH09, Lemme 6.8])
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de Creg, telle
que pour toute fonction v dans (H2(Ω))3, on a
‖v − PTc v‖2 + |||∇v −∇DPTc v|||2 ≤ Csize(T )|||∇v|||H1 et |||∇DPTc v|||2 ≤ C|||v|||H2 .
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Corollaire X.12 (Version 3D du Corollaire IV.18)
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de Creg, telle
que pour toute fonction v dans (H2(Ω))3 qui vérifie div v = 0, on a
‖divDPTc v‖2 ≤ Csize(T )|||∇v|||H1 .
Démonstration : Soit v ∈ (H2(Ω))3 qui vérifie div v = 0. Soit D ∈ D ; en utilisant le fait que divD(PTc v) =
Tr(∇DPTc v) et div v = Tr(∇v) = 0, on a
divD(PTc v) = Tr(∇DPTc v −∇v(x)), ∀ x ∈ D.
Le Lemme X.11 donne
‖divD(PTc v)‖2 ≤ |||∇DPTc v −∇v|||2 ≤ Csize(T )|||∇v|||H1 .
Lemme X.13 (Version 3D du Lemme IV.23)
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de Creg, telle
que pour toute fonction p dans H1(Ω), on a
|PDmp|2h =
∑
(D|D′)
dD + dD′
2
(PD
′
m p− PDmp)2 ≤ C‖∇p‖22.
Démonstration : Soit p ∈ H1(Ω). On note pour simplifier pD = PDmp pour tout D ∈ D et pT =
1
mT
∫
T
p(y)dy, pour toutes les faces des diamants T = (D|D′). On ajoute 0 = pT − pT et on utilise l’inéga-
lité de Young :∑
(D|D′)
(dD + dD′)(p
D
′ − pD)2 ≤ 2 ∑
T=(D|D′)
(dD + dD′)
∣∣∣pD′ − pT∣∣∣2 + 2 ∑
T=(D|D′)
(dD + dD′) |pD − pT|2 . (X.15)
Le Lemme X.10 appliqué à un diamant D et à une de ses faces T conduit à
|pD − pT|2 ≤ C dD
mT
∫
D
|∇p(z)|2dz.
Comme (dD + dD′)
dD
mT
≤ C(Creg), (voir la relation (IX.4)), on obtient
(dD + dD′) |pD − ps|2 ≤ C
∫
D
|∇p(z)|2dz. (X.16)
En substituant (X.16) dans (X.15), il vient que∑
(D|D′)
(dD + dD′)(p
D
′ − pD)2 ≤ C ∑
(D|D′)
(∫
D
|∇p(z)|2dz +
∫
D′
|∇p(z)|2dz
)
.
Comme un diamant posséde un nombre fini de diamants voisins, on en déduit le résultat∑
(D|D′)
(dD + dD′)(p
D
′ − pD)2 ≤ C ∑
D∈D
∫
D
|∇p(z)|2dz = C
∫
Ω
|∇p(z)|2dz.
Lemme X.14 (Version 3D du Lemme IV.19)
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de Creg, telle
que pour toute fonction v dans (H1(Ω))3, on a
|||∇DPTmv|||2 ≤ C|||v|||H1 .
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Démonstration : Pour simplifier les notations, on désigne par vT l’une des trois composantes PTmvi pour
i = 1, 2, 3 de PTmv =
t
(PTmv1,P
T
mv2,P
T
mv3), et on a
|∇DvT |2 ≤ 3
(
1
3mD
)2 (
|vL − vK|2 |NK,L|2 + |vB − vA|2 |NA,B|2 + |vF − vE|2 |NE,F|2
)
,
où vA, vB, vE, vF, vK, vL sont les dégrées de liberté de v
T pour les six points A,B,E,F,K,L que l’on a défini
pour un diamant D. Maintenant, on considère la face T = ∂pK∩∂pL qui est partagée par les mailles primales pK
et p
L
relatives aux points K et L, respectivement, et on note la moyenne de v sur la face T par vT =
1
mT
∫
T
vs dS.
Le Lemme X.10, appliqué à p et T, implique que
|vT − vK|2 ≤ C diam(pK)
mT
∫
p
K
|∇v|2 dV. (X.17)
Grâce à la relation (IX.4), on a
|NK,L|2
mD
diam(p
K
)
mT
≤ 1
C4reg
.
En ajoutant 0 = vT − vT dans |vL − vK|, l’inégalité (X.17) implique
3mD
1
(3mD)2
|vL − vK|2 |NK,L|2 ≤ 2
3
C
C4reg
∫
p
K
∪p
L
|∇v|2 dV.
On fait de même pour les deux inégalités sur |vB − vA| et |vF − vE|. Par conséquent, on en déduit que
|||∇DvT |||22 =
∑
D∈D
mD |∇DvT |2
≤ 2
3
C
C4reg
∑
D∈D
(∫
p
K
∪p
L
|∇v|2 dV +
∫
vA∪vB
|∇v|2 dV +
∫
sE∪sF
|∇v|2 dV
)
≤ N˜ 2
3
C
C4reg
||∇v||L2(Ω),
où N˜ = 2(N∗ +NV +NEF). Il ne reste plus qu’à sommer sur les composantes pour avoir le résultat.
Lemme X.15 (Version 3D de la Proposition IV.24)
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de Creg, telle
que pour toute fonction p dans H1(Ω), on a
‖PDmp− p‖2 ≤ Csize(T )‖∇p‖2.
Le résultat suivant est la généralisation de la Proposition IV.25. Les triangles des diamants situés sur ∂Ω
n’interviennent pas dans la démonstration du fait que les fonctions considérées sont dans (H10 (Ω))
3. Ainsi pour
un triangle, on a naturellement deux diamants d’où la notation T = (D|D′).
Lemme X.16 (Version 3D de la Proposition IV.25)
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de Creg, telle
que pour toute fonction v dans (H10 (Ω))
3 et tout pD ∈ RD, on a
∑
D∈D
∫
D
pD (divD(vT )− div(v)) dz ≤ C|pD|h‖v‖H1 ,
où vT = PTmv est la projection moyenne de v, définie par (X.4), sur le maillage T .
Démonstration : On note vT = PTmv. Soit Ti1i2i3 un triangle du bord ∂D du diamant D qui n’est pas
sur le bord du domaine ∂Ω. Ces triangles sont donnés par les huits combinaisons possibles des indices (i1, i2, i3)
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avec i1 ∈ {A,B}, i2 ∈ {K,L}, et i3 ∈ {E,F}. De plus, on suppose que l’orientation de Ti1i2i3 est telle que le
vecteur normal du triangle nD,T sort du diamant D. On remarque que
divD(vT ) =
1
mD
∑
T=(D|D′)
mTv
m
T · nD,T où vmT =
1
3
3∑
i=1
vi, (X.18)
avec vi, pour i ∈ {i1, i2, i3}, les dégrés de liberté du triangle T = Ti1i2i3 du bord ∂D du diamant D qui n’est pas
sur le bord du domaine ∂Ω. Par exemple, si T = TAKE, alors v
m
T = (1/3)(vA + vE + vK), et, par comparaison,
vi1 = vA, etc. Pour faciliter les notations, on note la moyenne de v sur le triangle T par vT
vT =
1
mT
∫
T
v dS, (X.19)
et RT (v) la quantité suivante :
RT (v) = v
m
T − vT . (X.20)
En utilisant les notations (X.19) et (X.20), la formule (X.18) et le théorème de Green permettent d’obtenir :∫
D
(divD(vT )− div(v)) dV = mDdivD(vT )−
∫
D
div(v) dV
=
∑
T=(D|D′)
∫
T
(
vmT − v
) · nD,T dS = ∑
T=(D|D′)
mTnD,T ·RT (v). (X.21)
On multiple les deux côtés de l’égalité (X.21) par pD et on somme sur tous les diamants D ∈ D. Puis, on
réorganise la somme sur les triangles T = (D|D′) qui séparent deux diamants voisins∑
D∈D
pD
∫
D
(divD(vT )− div(v)) dV = ∑
D∈D
pD
∑
T=(D|D′)
mTnD,T ·RT (v)
=
∑
T=(D|D′)
(
pD − pD′)mTnD,T ·RT (v).
On multiplie et divise chaque terme de la somme par
(
(dD + dD′)/2
)1/2
et on applique l’inégalité de Cauchy-
Schwarz
∑
D∈D
pD
∫
D
(divD(vT )− div(v)) dV ≤
( ∑
(D|D′)
dD + dD′
2
∣∣∣pD − pD′∣∣∣2) 12( ∑
T=(D|D′)
2m2T
dD + dD′
|RT (v)|2
) 1
2
≤ |pD|h
( ∑
T=(D|D′)
2m2T
dD + dD′
|RT (v)|2
) 1
2
. (X.22)
En remplaçant (X.19) et (X.18) dans (X.20) il vient que :
RT (v) = v
m
T − vT =
1
3
3∑
j=1
(
vij − vT
)
,
et après avoir appliquer l’inégalité de Jensen on a que
|RT (v)|2 ≤ 1
3
3∑
j=1
∣∣vij − vT ∣∣2 . (X.23)
Finalement, on applique le Lemme X.10, à chaque différence
∣∣vij − vT ∣∣. De plus, on remarque que l’indice ij
pour j = 1, 2, 3 correspond à une maille d’un des maillages de T , et que le triangle T = Ti1i2i3 est à l’intérieur
de cette maille. Par exemple, si ij = K, on considère la maille primale pK et on a que :
|vK − vT |2 =
∣∣∣∣∣ 1mKmT
∫
x∈p
K
∫
z∈T
(
v(x )− v(z )) dV (x ) dS(z )∣∣∣∣∣
2
≤ C diam(pK)
mT
∫
p
K
|∇v(x )|2 dV (x ). (X.24)
X.6. Résultats sur les opérateurs discrets dans le cadre vectoriel 223
On remplace (X.24) dans (X.23), puis, on utilise la relation (IX.4) pour obtenir mT diam(pK)dD+dD′
≤ Csize(T )2 et
déduire ( ∑
T=(D|D′)
2m2T
dD + dD′
|RT (v)|2
) 1
2
≤ Csize(T )||v||H1(Ω), (X.25)
où C dépend de N˜ l’entier introduit à la fin de la démonstration du Lemme X.14. Finalement, le résultat est
montré en utilisant l’inégalité (X.25) dans (X.22).
La proposition suivante sera utile dans la démonstration de l’inégalité de Korn cf. Théorème X.19. Comme
en 2D, après des calculs différentiels classiques, on sait que pour toute fonction régulière u : Ω −→ R3, on a
div
(
t(∇u)
)
= div (div (u) Id) = ∇(div(u)).
La propriété correspondante au niveau discret est montrée dans la proposition suivante.
Proposition X.17 (Version 3D de la Proposition VI.2)
Pour tout uT ∈ E0, on a
divT
(
t(∇DuT )) = divT (divD(uT )Id) .
Démonstration : Pour simplifier les notations, on pose
ψD =
t(∇DuT )− divD(uT )Id ∈ (M3(R))D.
On va montrer que divTψD = 0. On désigne par ui les trois composantes du vecteur u
T ∈ (R3)T pour i = 1, 2, 3,
et le ie vecteur canonique de R3 par ei. Un calcul direct donne l’expression de ψ
D
ψD =

−∑3i=2∇Dui · ei ∇Du2 · e1 ∇Du3 · e1
∇Du1 · e3 −
∑3
i=1,i6=2∇Dui · ei ∇Du3 · e2
∇Du1 · e3 ∇Du2 · e3 −
∑2
i=1∇Dui · ei
 .
En utilisant cette expression, on obtient facilement pour le vecteur NK,L =
t
(NK,L · e1,NK,L · e2,NK,L · e3)
que
ψDNK,L =

−∑3i=2∇Dui · eiNK,L · e1 +∇Du2 · e1NK,L · e2 +∇Du3 · e1NK,L · e3
∇Du1 · e3NK,L · e1 −
∑3
i=1,i6=2∇Dui · eiNK,L · e2 +∇Du3 · e2NK,L · e3
∇Du1 · e3NK,L · e1 +∇Du2 · e3NK,L · e2 −
∑2
i=1∇Dui · eiNK,L · e3
 .
Après quelques manipulations algébriques, on peut réécrire la expression précédente sous la forme compacte qui
comprend deux produits vectoriels :
ψDNK,L =
uA − uB
2
× (xF − xE) + uF − uE
2
× (xB − xA).
De même on déduit que
ψDNA,B =
uL − uK
2
× (xF − xE) + uE − uF
2
× (xL − xK),
ψDNE,F =
uK − uL
2
× (xB − xA) + uB − uA
2
× (xL − xK).
Ainsi en utilisant la Définition X.2 de la divergence discrète, on obtient
mpdiv
p(ψD) =
∑
D∈D|p
(
uA − uB
2
× (xF − xE) + uF − uE
2
× (xB − xA)
)
,
mvdiv
v(ψD) =
∑
D∈D|v
(
uL − uK
2
× (xF − xE) + uE − uF
2
× (xL − xK)
)
,
msdiv
s(ψD) =
∑
D∈D|s
(
uK − uL
2
× (xB − xA) + uB − uA
2
× (xL − xK)
)
.
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Finalement, le résultat est une conséquence de la Proposition X.18.
Pour simplifier les notations, dans les formules suivantes, on fait implicitement référence aux six points
A,B,E,F,K,L de chaque diamant D.
Proposition X.18
Soit T = (MP ,MV ,MEF). Pour chaque uT ∈ E0 les égalités suivantes sont vérifiées :
(i) Pour tout s ∈ MEF , on a :∑
D∈D|s
uL − uK
2
× (xB − xA) = 0 et
∑
D∈D|s
uB − uA
2
× (xL − xK) = 0;
(ii) Pour tout p ∈ MP , on a :
∑
D∈D|p
uA − uB
2
× (xF − xE) = 0 et
∑
D∈D|p
uF − uE
2
× (xB − xA) = 0;
(iii) Pour tout v ∈ MV , on a :∑
D∈D|v
uL − uK
2
× (xF − xE) = 0 et
∑
D∈D|v
uE − uF
2
× (xL − xK) = 0.
Démonstration :
(i). Tout d’abord, on considère le cas s = f. Il vient que∑
D∈D|F
(xB − xA) = 0, (X.26)
parce que la suite des arêtes e = vB − vA = xAxB forment une boucle fermée, c’est-à-dire, une somme télesco-
pique dont le premier et le dernier termes coïncident. La première relation de l’item (i) vient immédiatement
en utilisant (X.26) dans :∑
D∈D|F
uL − uK
2
× (xB − xA) = uL − uK
2
× ∑
D∈D|F
(xB − xA) = 0.
La seconde relation est déduite en utilisant les mêmes arguments après avoir échangé les rôles de xA, xB par
uA, uB.
Ensuite, on considère le cas s = e. Il vient que∑
D∈D|E
uL − uK
2
= 0. (X.27)
En fait, si e est une arête intérieure, la droite xKxL, qui correspond à la suite des mailles primales pK → pL
autour de l’arête e pour D ∈ D|E, forment une boucle fermée, comme dans le cas précédent. En revanche, si e
est une arête du bord, elle doit appartenir à deux faces du bord différentes. Par conséquent, on peut réordonner
la somme avec une somme sur les deux faces du bord, et ainsi la somme télescopique (X.27) vaut la différence
du terme uL des deux faces du bord. Comme, on a u
T ∈ E0, cela implique que uL = 0. La première relation de
l’item (i) vient immédiatement en utilisant (X.27) dans :( ∑
D∈D|E
uL − uK
2
)
× (xB − xA) = 0.
Si e est une arête intérieure la seconde relation est déduite en utilisant les mêmes arguments après avoir échangé
les rôles de xA, xB par uA, uB. Si e est une arête du bord, la seconde relation est vraie car vA et vB, i.e., A et
B, sont sur le bord du domaine Ω, et uT ∈ E0 implique que uA = uB = 0.
(ii). Le membre de gauche de la première relation de l’item (ii) peut se découper en
∑
D∈D|p
uA − uB
2
× (xF − xE) =
∑
f∈∂p
( ∑
D∈D|F
uA − uB
2
)
× xF −
∑
e∈∂p
( ∑
D∈D|E∩D|p
uA − uB
2
)
× xE. (X.28)
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Grâce à (X.26), le premier terme du membre de droite de (X.28) est nul.
Puis, on remarque que pour chaque arête e qui appartient à p on a :
∑
D∈D|E∩D|p
uA − uB
2
= 0.
En fait, pour chaque arête e il existe deux et seulement deux faces de p auxquelles e appartient, et ainsi
uniquement deux diamants distincts D(e,f). Avec l’orientation choisie, le segment correspondant à l’arête e, qui
connecte xA et xB, est orienté de manière opposée dans chacun des diamants. La seconde relation est déduite
en utilisant les mêmes arguments après avoir échangé les rôles de uE,uF par xE,xF.
(iii). Le membre de gauche de la première relation de l’item (iii) peut se découper en
∑
D∈D|v
uL − uK
2
× (xF − xE) =
∑
f∈F
v∈∂f
( ∑
D∈D|A∩D|F
uL − uK
2
)
× xF −
∑
e∈E
v∈∂e
( ∑
D∈D|E
uL − uK
2
)
× xE. (X.29)
Le second terme dans le membre de droite de (X.29) est nul grâce à (X.27). Puis, on remarque qu’un sommet
v et une face f, à laquelle appartient le sommet v, appartiennent seulement à deux diamants, et que la face f
détermine les mailles primales p
K
et p
L
. Ici, on suppose que p
L
peut être une maille primale dégénérée telle
que L = F si f est une face du bord. De plus, l’orientation choisie implique que le segment connectant xK à
xL dans le premier diamant est orienté de manière opposée au segment connectant les mêmes mailles dans le
second diamant. Ainsi, pour un couple (v, f) on a
∑
D∈D|v∩D|F
uL − uK
2
= 0,
à partir de laquelle on déduit le résultat. La seconde relation de l’item (iii) est déduite en utilisant les mêmes
arguments après avoir échangé les rôles de uK,uL et xK,xL.
Théorème X.19 (Inégalité de Korn discrète. Version 3D du Théorème VI.4)
Soit T un maillage DDFV associé à Ω. Pour tout uT ∈ E0, on a
|||∇DuT |||2 ≤
√
2|||DDuT |||2.
Démonstration : On a l’égalité suivante
|||DDuT |||22 =
1
2
|||∇DuT |||22 +
1
2
(
t(∇DuT ) : ∇DuT )D.
On va montrer que le second terme du membre de droite de l’égalité ci-dessus est positif. En appliquant la
formule de Green Théorème IX.3 et le fait que uT ∈ E0, on a(
t(∇DuT ) : ∇DuT )
D
= −JdivT
(
t(∇DuT )) ,uT KT .
La Proposition X.17 implique(
t(∇DuT ) : ∇DuT )
D
= −JdivT (divD(uT )Id),uT KT .
En utilisant encore une fois la formule de Green Théorème IX.3 pour uT ∈ E0 et en remplaçant divDuT =
Tr∇DuT = (Id : ∇DuT ), on obtient(
t(∇DuT ) : ∇DuT )
D
= (divD(uT )Id : ∇DuT )D = ‖divD(uT )‖22 ≥ 0.
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X.7 Stabilité du schéma DDFV 3D
Dans cette section, on montre la stabilité et le caractère bien posé du schéma DDFV (X.14) (voir Théo-
rèmes X.20 et X.21). La démonstration du Théorème X.20 est identique à la démonstration du Théorème VI.6,
maintenant qu’on a montré les résultats équivalents sur les opérateurs discrets en 3D, on ne la redonne pas ici.
Théorème X.20 (Stabilité du schéma. Version 3D du Théorème VI.6)
On suppose que η vérifie (X.2). Il existe deux constantes C1 > 0 et C2 > 0, dépendant uniquement du
diamètre de Ω, λ, Cη, Cη, et Creg, telles que pour chaque couple (u
T , pD) ∈ E0 × RD avec
∑
D∈D
mDp
D = 0,
il existe u˜T ∈ E0 et p˜D ∈ RD vérifiant :
|||∇Du˜T |||2 + ‖p˜D‖2 ≤ C1
(|||∇DuT |||2 + ‖pD‖2) ,
et
|||∇DuT |||22 + ‖pD‖22 ≤ C2B(uT , pD; u˜T , p˜D),
avec
B(uT , pD; u˜T , p˜D) = JdivT (−2ηDDDuT + pDId), u˜T KT + (divD(uT )− λsize(T )2∆DpD, p˜D)D.
Théorème X.21
On suppose que η vérifie (X.2). Soit T un maillage DDFV de Ω, le schéma (X.14) admet une unique
solution (uT , pD) ∈ (R3)T × RD.
Démonstration : On note N la dimension de
(
R2
)T × RD. Le schéma (X.14) peut s’écrire avec qD = 0,
g∂M
P
= 0, g∂M
V
= 0, g∂M
EF
= 0 et α = 0 comme suit
Trouver uT ∈ (R2)T et pD ∈ RD tels que,
divT ,int
(− 2ηDDDuT + pDId) = fT ,intm ,
divD(uT )− λsize(T )2∆DpD = qD,
∀p ∈ ∂MP , up = gp,
∀v ∈ ∂MV , uv = gv,
∀s ∈ ∂MEF , us = gs,∑
D∈D
mDp
D = α.
C’est un système linéaire : Av = b avec une matrice rectangle A ∈ MN+1,N(R), v ∈ RN et le second membre
b =
t
(fT ,intm , q
D,g∂M
P
,g∂M
V
,g∂M
EF
, α) ∈ RN+1. Soit X l’ensemble suivant
X =
{
(fT ,intm , q
D,g∂M
P
,g∂M
V
,g∂M
EF
, α)′ ∈ RN+1, ∑
Dσ,σ∗∈Dext
mσγ
T (gT ) · ~nσK =
∑
D∈D
mDq
D.
}
,
la dimension de X vaut N . On a que t (fT ,intm , 0, 0, 0, 0, 0) appartient à X et que ImA ⊂ X car on a une relation
entre l’équation de la conservation de la masse et la condition aux bords de Dirichlet grâce à la formule de Green
(Théorème IV.9). Si on montre que la matrice A est injective, on conclut que dim ImA = N et ainsi ImA = X .
Etudions donc le noyau de la matrice A. Grâce au Théorème X.20, il existe u˜T ∈ E0, p˜D ∈ RD, tels que
|||∇Du˜T |||2 + ‖p˜D‖2 ≤ C1
(|||∇DuT |||2 + ‖pD‖2) ,
et
|||∇DuT |||22 + ‖pD‖22 ≤ C2B(uT , pD; u˜T , p˜D).
La définition de B implique que B(uT , pD; u˜T , p˜D) = 0. Il vient que ∇DuT = 0 et pD = 0. Ainsi on a que les
degrés de liberté de la vitesse uT sont constants, comme uT ∈ E0, on conclut que uT = 0.
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X.8 Estimations d’erreurs du schéma DDFV 3D
On donne maintenant une estimation de l’erreur dans le cas où la solution exacte du problème (X.1) appar-
tient à (H2(Ω))3 ×H1(Ω) et la viscosité est assez régulière. Notre résultat principal est le suivant.
Théorème X.22 (Estimations d’erreurs)
On suppose que η vérifie (X.2) et (X.3). On suppose que la solution (u, p) du problème (X.1) appartient
à (H2(Ω))3 × H1(Ω). Soit (uT , pD) ∈ (R2)T × RD la solution du schéma (X.14). Il existe une constante
C > 0 dépendant uniquement de Creg, λ, Cη, Cη, Cη, ‖u‖H2 et ‖p‖H1 , telle que :
‖u− uT ‖2 + |||∇u−∇DuT |||2 ≤ Csize(T ),
et
‖p− pD‖2 ≤ Csize(T ).
Début de la Démonstration du Théorème X.22 : Soit eT = PTc u− uT ∈ E0 l’erreur approchée pour la
vitesse et eD = PDmp− pD ∈ RD l’erreur approchée pour la pression. Grâce à (X.14) et (X.1), on a ∀p ∈ MP
divp(−2ηDDDuT + pDId) = 1
mp
∫
p
f dV,
− 1
mp
∫
p
div(2η(x)Du(x))dx +
1
mp
∫
p
∇p(x)dx = 1
mp
∫
p
f dV.
Par conséquent, on en déduit
mpdiv
p(−2ηDDDeT + eDId) = mpdivp(−2ηDDDPTc u+ PDmpId) +
∫
p
div(2η(x)Du(x))dx −
∫
p
∇p(x)dx.
La Définition X.2 de la divergence discrète et la formule de Green impliquent
mpdiv
p(−2ηDDDeT + eDId) =2 ∑
D∈D|p
∑
T∈SD,KL
∫
T
(η(z)Du(z)− ηDDDPTc u).~nT,pdz
+
∑
D∈D|p
∑
T∈SD,KL
∫
T
(PDmp− p(z)).~nT,pdz,
(X.30)
on rappelle que la surface SD,KL est composée de quatre triangles (voir (IX.1)), ainsi T représente l’un de ces
triangles et ~nT,p désigne le vecteur normal à T sortant de p. De la même manière, on a ∀ v ∈ MV
mvdiv
v(−2ηDDDeT + eDId) =2 ∑
D∈D|v
∑
T∈SD,AB
∫
T
(η(z)Du(z)− ηDDDPTc u).~nT,vdz
+
∑
D∈D|v
∑
T∈SD,AB
∫
T
(PDmp− p(z)).~nT,vdz,
(X.31)
et ∀ s ∈ MEF
msdiv
s(−2ηDDDeT + eDId) =2 ∑
D∈D|s
∑
T∈SD,EF
∫
T
(η(z)Du(z)− ηDDDPTc u).~nT,sdz
+
∑
D∈D|s
∑
T∈SD,EF
∫
T
(PDmp− p(z)).~nT,sdz.
(X.32)
On définit l’erreur de consistance de la manière suivante
Ru
D
(z) = η(z)Du(z)− ηDDDPTc u, pour z ∈ D, D ∈ D,
Rp
D
(z) = PDmp− p(z), pour z ∈ D, D ∈ D.
Pour chaque diamant D ∈ D, on a quatre triangles qui composent SD,KL, SD,AB, SD,EF, on définit grâce à ces
triangles des nouveaux ensembles TM
P
D ,T
M
V
D ,T
M
EF
D
TM
P
D ={TDFA, TDAE, TDEB, TDBF},
TM
V
D ={TDKF, TDFL, TDLE, TDEK},
TM
EF
D ={TDKA, TDAL, TDLB, TDBK},
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puis on définit TM
P
D ,T
M
V
D ,T
M
EF
D de la manière suivante
TM
P
D ={TM
P
D , pour tout D ∈ D},
TM
V
D ={TM
V
D , pour tout D ∈ D},
TM
EF
D ={TM
EF
D , pour tout D ∈ D}.
On note pour i ∈ {u, p} :
RiD|p,T =
1
mT
∫
T
RiD(z)~nT,pdz, ∀T ∈ TM
P
D ,
RiD|v,T =
1
mT
∫
T
RiD(z)~nT,vdz, ∀T ∈ TM
V
D ,
RiD|s,T =
1
mT
∫
T
RiD(z)~nT,sdz, ∀T ∈ TM
EF
D ,
et la norme L2, pour TD ∈ {TMPD ,TM
V
D
,TM
EF
D
} :
‖RiD,TD‖22 =
∑
D∈D
∑
T∈TD
mD|RiD,T|2.
Grâce à (X.30), (X.31) et (X.32), le couple (eT , eD) ∈ E0 × RD est solution de
divP,int(−2ηDDDeT + eDId) = RMP,int ,
divV,int(−2ηDDDeT + eDId) = RMV,int ,
divEF ,int(−2ηDDDeT + eDId) = RMEF,int ,
divD(eT )− λsize(T )2∆DeD = RD,∑
D∈D
mDe
D = 0,
(X.33)
où R
M
P,int = (Rp)p∈MP,int , RMV,int = (Rv)v∈MV,int , RMEF,int = (Rs)s∈MEF,int et RD = (RD)D∈D avec :
Rp =
1
mp
∑
D∈D|p
∑
T∈TMPD
mT(2R
u
D|p,T
+Rp
D|p,T
), ∀ p ∈ MP,int,
Rv =
1
mv
∑
D∈D|v
∑
T∈TMVD
mT(2R
u
D|v,T
+Rp
D|v,T
), ∀ v ∈ MV,int,
Rs =
1
ms
∑
D∈D|s
∑
T∈TMEFD
mT(2R
u
D|s,T
+Rp
D|s,T
), ∀ s ∈ MEF ,int,
RD = div
D(PTc u)− λsize(T )2∆DPDmp, ∀ D ∈ D.
On remarque que
∑
D∈D
mDRD = 0. Le Théorème X.20 implique l’existence de e˜
T ∈ E0, e˜D ∈ RD et C > 0 tels
que :
|||∇De˜T |||2 + ‖e˜D‖2 ≤ C
(|||∇DeT |||2 + ‖eD‖2) , (X.34)
et
|||∇DeT |||22 + ‖eD‖22 ≤ CB(eT , eD; e˜T , e˜D). (X.35)
Grâce à la définition de B et de (X.33), on a B(eT , eD; e˜T , e˜D) = JdivT (−2ηDDDeT +eDId), e˜T KT +(RD, e˜D)D.
On note I := JdivT (−2ηDDDeT + eDId), e˜T KT et T := (RD, e˜D)D.
Estimation de I. En utilisant le fait que e˜T ∈ E0 et la définition de I, on a
I =
1
3
∑
p∈MP
∑
D∈D|p
∑
T∈TMPD
mT(2R
u
D|p,T
+Rp
D|p,T
) · e˜p
+
1
3
∑
v∈MV
∑
D∈D|s
∑
T∈TMEFD
mT(2R
u
D|s,T
+Rp
D|s,T
) · e˜v
+
1
3
∑
s∈MEF
∑
D∈D|s
∑
T∈TMEFD
mT(2R
u
D|s,T
+Rp
D|s,T
) · e˜s.
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En réorganisant la somme sur les diamants D ∈ D et en remarquant que RiD|K,T = −RiD|L,T, etc, pour i = u, p,
il vient que
I =
1
3
∑
D∈D
∑
T∈TMPD
mT(2R
u
D|p,T
+Rp
D|p,T
) · (e˜K − e˜L)
+
1
3
∑
D∈D
∑
T∈TMEFD
mT(2R
u
D|s,T
+Rp
D|s,T
) · (e˜A − e˜B)
+
1
3
∑
D∈D
∑
T∈TMEFD
mT(2R
u
D|s,T
+Rp
D|s,T
) · (e˜E − e˜F).
Grâce à (X.7), on a ∇De˜T · −→LK = e˜K − e˜L, il vient que
I =
1
3
∑
D∈D
mD
∑
T∈TMPD
mT
mD
(2RuD|p,T +R
p
D|p,T
) · (∇De˜T .−→LK)
+
1
3
∑
D∈D
mD
∑
T∈TMEFD
mT
mD
(2RuD|s,T +R
p
D|s,T
) · (∇De˜T .−−→BA)
+
1
3
∑
D∈D
mD
∑
T∈TMEFD
mT
mD
(2RuD|s,T +R
p
D|s,T
) · (∇De˜T .−→FE).
En utilisant le fait que dDmDmT ≤ C(Creg), l’inégalité de Cauchy-Schwarz implique que
I ≤ C|||∇De˜T |||2
 ∑
TD∈{TMPD ,TM
V
D
,TM
EF
D
}
(|||RuD,TD |||2 + |||RpD,TD |||2)
 .
Estimation de T . Tout d’abord, le Corollaire X.12 donne
‖divD(PTc u)‖2 ≤ Csize(T )‖u‖H2 .
On applique l’inégalité de Cauchy-Schwarz à (divD(PTc u), e˜
D)D pour obtenir
(divD(PTc u), e˜
D)D ≤ Csize(T )‖u‖H2‖e˜D‖2. (X.36)
En réorganisant la somme sur les faces des diamants (D|D′) dans le terme T1 := −(λsize(T )2∆DPDmp, e˜D)D, on
a de la même manière que dans la Remarque X.7
T1 = −λsize(T )2
∑
D∈D
mD e˜
D∆DPDmp = size(T )2λ
∑
(D|D′)
dD + dD′
2
(PD
′
m p− PDmp)(e˜D
′ − e˜D).
L’inégalité de Cauchy-Schwarz et la semi-norme définie par (X.13) conduisent à
|T1| ≤ λsize(T )2
( ∑
(D|D′)
dD + dD′
2
(PD
′
m p− PDmp)2
) 1
2
( ∑
(D|D′)
dD + dD′
2
(e˜D
′ − e˜D)2
) 1
2
= size(T )2λ|e˜D|h|PDmp|h.
En utilisant les Lemmes X.8 et X.13, on obtient
|T1| ≤ Csize(T )‖e˜D‖2‖∇p‖2. (X.37)
On remarque que T = (divD(PTc u), e˜
D)D + T1 et grâce à (X.36) et (X.37), on en déduit
|T | ≤ Csize(T )‖e˜D‖2 (‖u‖H2 + ‖∇p‖2) .
Estimation de B. En résumé, (X.35) devient
|||∇DeT |||22 + ‖eD‖22 ≤C|||∇De˜T |||2
 ∑
TD∈{TMPD ,TM
V
D
,TM
EF
D
}
(|||RuD,TD |||2 + |||RpD,TD |||2)

+ Csize(T )‖e˜D‖2 (‖u‖H2 + ‖∇p‖2) .
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Finalement, (X.34) donne
|||∇DeT |||22 + ‖eD‖22 ≤C(|||∇DeT |||2 + ‖eD‖2)
 ∑
TD∈{TMPD ,TM
V
D
,TM
EF
D
}
(|||RuD,TD |||2 + |||RpD,TD |||2)

+ Csize(T ) (‖u‖H2 + ‖∇p‖2) (|||∇DeT |||2 + ‖eD‖2).
(X.38)
Il reste à montrer les estimations des erreurs de consistance.
X.8.1 Erreur de consistance RuD,TD en vitesse
On s’intéresse maintenant à l’erreur de consistance RuD, on la décompose en trois contributions R
u,η
D
, Ru,Du
D
et Ru,z
D
, respectivement l’erreur de consistance due à l’approximation des flux, à l’approximation des gradients
et à l’approximation de la viscosité :
RuD(z) = R
u,η
D
(z) +Ru,Du
D
+Ru,z
D
, (X.39)
où, pour z ∈ D,
Ru,η
D
(z) = η(z)Du(z)− 1
mD
∫
D
η(x)Du(x)dx,
Ru,Du
D
=
1
mD
∫
D
η(x)(Du(x) −DDPTc u)dx,
Ru,z
D
=
(
1
mD
∫
D
η(x)dx − ηD
)
DDPTc u.
Afin de contrôler RuD,TD pour TD ∈ {TM
P
D ,T
M
V
D ,T
M
EF
D }, on va estimer séparément les trois termes de (X.39).
Proposition X.23 (Erreur due aux gradients)
On suppose que η vérifie (X.2). Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0,
dépendant uniquement de Creg et Cη, telle que pour toute fonction u de (H
2(Ω))3, on a∑
D∈D
mD|Ru,DuD |2 ≤ Csize(T )2|||∇u|||2H1 .
Démonstration : On fait exactement comme pour la démonstration du Lemme VI.11, en remplaçant le
Lemme IV.16 par le Lemme X.11.
Proposition X.24 (Erreur due à la viscosité)
On suppose que η vérifie (X.2). Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0,
dépendant uniquement de Creg et Cη, telle que pour toute fonction u de (H
2(Ω))3, on a∑
D∈D
mD|Ru,zD |2 ≤ Csize(T )2|||∇u|||2H1 .
Démonstration : On fait exactement comme pour la démonstration du Lemme VI.12, en remplaçant le
Corollaire IV.17 par le Lemme X.11.
Proposition X.25 (Erreur due aux flux)
On suppose que η vérifie (X.2) et (X.3). Soit T un maillage DDFV associé à Ω. Il existe une constante
C > 0, dépendant uniquement de Creg, Cη et Cη, telle que pour toute fonction u de (H
2(Ω))3, on a
∑
D∈D
∑
T∈TD
mD
∣∣∣∣ 1mT
∫
T
Ru,η
D
(z)~nTdz
∣∣∣∣2 ≤ Csize(T )2|||∇u|||2H1 , pour TD ∈ {TMPD ,TMVD ,TMEFD }.
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Démonstration : On fait la démonstration pour TD = T
M
P
D , les deux autres cas fonctionnent de la même
manière. On applique l’inégalité de Jensen pour obtenir∣∣∣∣ 1mT
∫
T
Ru,η
D
(z)~nTdz
∣∣∣∣2 ≤ 1mT
∫
T
∣∣∣∣η(z)Du(z)− 1mD
∫
D
η(x)Du(x)dx
∣∣∣∣2 dz
≤ 1
mTmD
∫
T
∫
D
|η(z)Du(z)− η(x)Du(x)|2 dxdz.
Puis, en ajoutant 0 = η(z)Du(x) − η(z)Du(x), l’inégalité de Cauchy-Schwarz implique∣∣∣∣ 1mT
∫
T
Ru,η
D
(z)~nTdz
∣∣∣∣2 ≤ 2mTmD
∫
T
∫
D
|η(z)− η(x)|2 |||Du(x)|||2Fdxdz
+
2
mTmD
∫
T
∫
D
|η(z)|2 |||Du(z)−Du(x)|||2Fdxdz.
Les inégalités (X.2) et (X.3) donnent
∣∣∣∣ 1mT
∫
T
Ru,η
D
(z)~nTdz
∣∣∣∣2 ≤ size(T )2 2C2ηmD
∫
D
|||Du(x)|||2Fdx+
2C
2
η
mTmD
∫
T
∫
D
|||Du(z)−Du(x)|||2Fdxdz.
On applique le Lemme X.10 avec un diamant D et une face T
1
mDmT
∫
T
∫
D
|||Du(z)−Du(x)|||2Fdxdz ≤ C
dD
mT
∫
D
|∇(Du(y)|2dy.
On remarque qu’on utilise une extension matricielle du Lemme X.10. Grâce à la relation (IX.4), il vient que
∑
D∈D
∑
T∈TD
mD
1
mDmT
∫
T
∫
D
|||Du(z)−Du(x)|||2Fdxdz ≤ Csize(T )2|||∇u|||2H1 .
Donc on obtient ∑
D∈D
∑
T∈TD
mD
∣∣∣∣ 1mT
∫
T
Ru,η
D
(z)~nTdz
∣∣∣∣2 ≤ Csize(T )2|||∇u|||2H1 .
Maintenant on peut contrôler RuD,TD pour TD ∈ {TM
P
D ,T
M
V
D ,T
M
EF
D }, comme suit.
Corollaire X.26
On suppose que η vérifie (X.2) et (X.3). Soit T un maillage DDFV associé à Ω. Il existe une constante
C > 0, dépendant uniquement de Creg, Cη et Cη, telle que pour toute fonction u de (H
2(Ω))3, on a
|||Ru
D,TM
P
D
|||2 + |||Ru
D,TM
V
D
|||2 + |||Ru
D,TM
EF
D
|||2 ≤ Csize(T )|||∇u|||H1 .
Démonstration : Pour TD ∈ {TMPD ,TM
V
D ,T
M
EF
D }, grâce à (X.39) et à l’inégalité de Cauchy-Schwarz, on
obtient
∑
D∈D
∑
T∈TD
mD
∣∣RuD,T∣∣2 ≤3 ∑
D∈D
∑
T∈TD
mD
∣∣∣∣ 1mT
∫
T
Ru,η
D
(z)~nTdz
∣∣∣∣2 + 3 ∑
D∈D
mD
∣∣∣Ru,DuD ∣∣∣2 + 3 ∑
D∈D
mD |Ru,zD |2 .
On conclut en utilisant les Propositions X.23, X.24 et X.25.
X.8.2 Erreur de consistance Rp
D,TD
en pression
On contrôle Rp
D,TD
pour TD ∈ {TMPD ,TM
V
D ,T
M
EF
D }, comme suit.
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Corollaire X.27
Soit T un maillage DDFV associé à Ω. Il existe une constante C > 0, dépendant uniquement de reg(T ),
telle que pour toute fonction p de H1(Ω), on a
|||Rp
D,TM
P
D
|||2 + |||Rp
D,TM
V
D
|||2 + |||Rp
D,TM
EF
D
|||2 ≤ Csize(T )‖∇p‖2.
Démonstration : Soit TD ∈ {TMPD ,TM
V
D
,TM
EF
D
}. On applique le Lemme IV.14 sur une face T et sur un
diamant D, pour Rp
D
(s)~nT on a∣∣∣∣ 1mT
∫
T
Rp
D
(z)~nTdz
∣∣∣∣2 ≤ CdDmT
∫
D
|∇Rp
D
(z)|2dz + C
dDmT
∫
D
|Rp
D
(z)|2dz.
Grâce à (IX.4) on a
mDdD
mT
≤ Csize(T )2 et mD
dDmT
≤ C. On en déduit
∑
D∈D
∑
T∈TD
mD
∣∣∣RpD,T∣∣∣2 ≤ Csize(T )2 ∑
D∈D
∫
D
|∇Rp
D
(z)|2dz + C ∑
D∈D
∫
D
|Rp
D
(z)|2dz.
On rappelle que Rp
D
(z) = PDmp− p(z), ainsi ∇RpD(z) = ∇p(z) et la Proposition X.15 impliquent∑
D∈D
∑
T∈TD
mD
∣∣∣RpD,T∣∣∣2 ≤ Csize(T )2‖∇p‖22.
X.8.3 Fin de la démonstration du Théorème X.22
Nous pouvons maintenant rassembler tous les résultats précédents en vue de conclure la démonstration du
Théorème X.22, commencé au début de la section.
Démonstration : On a noté eT = PTc u− uT et eD = PDmp− pD, et obtenu l’estimation suivante (X.38)
|||∇DeT |||22 + ‖eD‖22 ≤C(|||∇DeT |||2 + ‖eD‖2)
 ∑
TD∈{TMPD ,TM
V
D
,TM
EF
D
}
(|||RuD,TD |||2 + |||RpD,TD |||2)

+ Csize(T ) (‖u‖H2 + ‖∇p‖2) (|||∇DeT |||2 + ‖eD‖2).
Les Corollaires X.26 et X.27 impliquent
|||∇DeT |||2 ≤ Csize(T ) et ‖eD‖2 ≤ Csize(T ). (X.40)
Estimation de ‖u− uT ‖2 : On a
‖u− uT ‖2 ≤ ‖u− PTc u‖2 + ‖PTc u− uT ‖2.
Le Lemme X.11 et l’inégalité de Poincaré (Théorème X.9) donnent
‖u− uT ‖2 ≤ Csize(T )|||∇u|||H1 + C|||∇DPTc u−∇DuT |||2.
Finalement, (X.40) conclut l’estimation de ‖u− uT ‖2.
Estimation de |||∇u−∇DuT |||2 : On a
|||∇u−∇DuT |||2 ≤ |||∇u−∇DPTc u|||2 + |||∇DPTc u−∇DuT |||2.
Finalement, le Lemme X.11 et (X.40) impliquent l’estimation de |||∇u−∇DuT |||2.
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Estimation de ‖p− pD‖2 : On a
‖p− pD‖2 ≤ ‖p− PDmp‖2 + ‖PDmp− pD‖2.
On conclut grâce à la Proposition X.15 et (X.40).
X.9 Tests numériques
On illustre les résultats théoriques par quelques résultats numériques obtenus sur le domaine Ω =]0, 1[3.
Dans toutes les simulations numériques le paramètre de stabilisation est fixé à λ = 10−3.
On considère deux familles de maillages 3D raffinés {(T ,D)i} pour i = 1, 2 qui partionne le domaine Ω. La
première famille de maillages MP ,1 est localement raffinée dans un des coins du domaine Ω. La seconde famille
de maillages MP ,2 est formée par des mailles hexahèdrales obtenues par une décomposition conforme d’un
maillage sous-jacent tétraèdrique généré par le logiciel tetgen. On remarque que dans ce cas, les maillages n’ont
ni de structure particulière ni de caractéristiques de raffinement. Les deux Figures X.1(a) et X.1(b) illustrent
les maillages P1 et P2 pour MP ,i, i = 1, 2, tandis que dans le tableau X.1 nous indiquons les informations sur
la taille des maillages utilisés dans nos calculs.
(a) Maillage P1 (b) Maillage P2
Fig. X.1 – Les figures (a)-(b) montrent les ensembles des polyèdres P1 et P2 des deux familles de maillages(T ,D)1 et (T ,D)2. Dans la figure (b), une partie des mailles autour du sommet (1, 1, 1) a été enlevée pour
mieux visualiser la structure des mailles.
Sur les familles de maillages raffinés MP ,i, on résout le problème de Stokes stationnaire (X.1) avec la viscosité
donnée par
η(x, y, z) = 1 + x2 + y2 + z2 ∀(x, y, z) ∈ Ω.
Les conditions aux bords, qui sont explicitement introduites dans le schéma par la prise en compte de ces valeurs
par les inconnues de uT situées sur le bord, et le terme source f sont considérés en conformité avec la solution
exacte :
u(x, y, z) =
 α1 sin(2πx) cos(2πy) cos(2πz)α2 cos(2πx) sin(2πy) cos(2πz)
α3 cos(2πx) cos(2πy) sin(2πz)
 avec α1 + α2 + α3 = 0,
p(x, y, z) = sin(2πx) sin(2πy) sin(2πz).
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Tab. X.1 – Paramétres des maillages utilisés : n est le niveau de raffinement, NP est le nombre de polyhédres,
NF est le nombre de faces, NE est le nombre d’arêtes, NV est le nombre de sommets, ND est le nombre de
diamants, size(T ) est le pas du maillage.
Maillage n NP NF NE NV ND size(T )
MP,1
0 120 444 546 223 945 2.500 10−1
1 960 3216 3588 1333 5811 1.250 10−1
2 7680 24384 25800 9097 40275 6.250 10−2
3 32768 101376 104544 35937 298581 3.125 10−2
MP,2
0 176 600 698 275 2400 5.000 10−1
1 888 2865 3153 1177 11460 2.706 10−1
2 11444 35451 37495 13489 141804 1.277 10−1
3 61440 189696 195216 66961 1150428 6.487 10−2
Les erreurs d’approximation relative sont alors définies comme suit
Erreur
(
u
)
=
‖PTc u− uT ‖2
‖PTc u‖2
, (X.41)
Erreur
(∇u) = |||∇DPTc u−∇DuT |||2|||∇DPTc u|||2 , (X.42)
Erreur
(
p
)
=
‖PDmp− pD‖2
‖PDmp‖2
. (X.43)
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-3
10-2
10-1
100
101
Erreur(u)
Erreur(∇u)
Erreur(p)
(a) Les erreurs sur le maillage (T ,D)1
0.010.1110
-3
10-2
10-1
100
101
Erreur(u)
Erreur(∇u)
Erreur(p)
(b) Les erreurs sur le maillage (T ,D)2
Fig. X.2 – Les erreurs d’approximation relatives en fonction du pas du maillage size(T ). (A gauche) pour
le maillage (T ,D)1. (A droite) pour le maillage (T ,D)2. Les deux lignes droites en bas à gauche des figures
montrent les pentes théoriques O (size(T )) et O (size(T )2).
La Figure X.2 montre les erreurs relatives définies par (X.41)-(X.43) pour les approximations numériques
de u, ∇u, et p utilisant les maillages (T ,D)1 (voir la Figure X.2(a)) et (T ,D)2 (voir la Figure X.2(b)). Le
bon comportement de convergence du schéma est représenté par les pentes des courbes d’erreurs, qui sont à
comparer avec l’ordre théorique O (size(T )) et O (size(T )2) pentes signalées dans le coin en bas à gauche de
chaque figure. En particulier, l’ordre 2 semble caractériser les courbes d’erreur pour la vitesse et la pression
de la figure de gauche, c’est-à-dire quand les calculs sont réalisés avec le maillage localement raffiné (T ,D)1.
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L’ordre de convergence pour la vitesse et la pression de la figure de droite semble lui-aussi un peu meilleur que
1, l’ordre théorique prédit par le Théorème X.22. On a ainsi une super-convergence de la vitesse en norme L2
comme en 2D. En ce qui concerne le gradient de vitesse, la Figure X.2 montre un taux de convergence linéaire,
ceci est parfaitement en accord avec l’ordre théorique.
X.10 Conclusions et perspectives
Dans ce chapitre, on a présenté un schéma DDFV stabilisé (X.14) bien posé pour des maillages 3D généraux
pour le problème de Stokes avec une viscosité régulière sur tout le domaine et des conditions aux bord de type
Dirichlet. On a établi une estimation d’erreur d’ordre 1 pour la vitesse, le gradient de vitesse et pour la pression
en norme L2 grâce à la stabilisation de type Brezzi-Pitkäranta.
Dans le cas où la viscosité est discontinue, on a vu dans le Chapitre VII que le schéma doit prendre en compte
ces discontinuités pour surmonter la perte de consistance des contraintes à l’interface. Ce travail pourrait être
généralisé aux domaines 3D. En perspective, on pourrait également s’intéresser à la généralisation 3D du schéma
pour les équations de Navier-Stokes vu au Chapitre VIII.
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Conclusions et perspectives
En conclusion, j’ai développé et analysé dans ce mémoire des méthodes DDFV pour approcher différents
écoulements : écoulements d’un fluide en régime permanent dans un milieu poreux hétérogène dans la première
partie et écoulements visqueux dans les deux dernières parties. Les méthodes DDFV utilisées ont la particularité
de permettre un large choix de maillages grâce à la reconstruction du gradient discret sur tout le domaine. Le
benchmark [HH08b] fait ressortir que la méthode DDFV 2D est une méthode d’ordre 1 compétitive en ce qui
concerne la précision des gradients.
Dans le Chapitre II, on a présenté un schéma DDFV, pour le problème de diffusion anisotrope avec des
conditions aux bords mixtes de type Dirichlet/Fourier, dont l’ordre de convergence théorique est 1 même lorsque
le tenseur de diffusion anisotrope est discontinu. Numériquement, on a même obtenu une super-convergence
en norme L2. On a utilisé dans le Chapitre III les schémas développés dans le Chapitre II pour écrire des
algorithmes de Schwarz DDFV sans recouvrement. L’algorithme de Schwarz que nous avons obtenu converge
vers la solution du schéma DDFV sur tout le domaine. Ceci nous permet d’utiliser quelques itérations de cet
algorithme comme préconditionneur de la méthode de gradient conjugué plutôt que comme un solveur itératif
direct dont la convergence est assez lente. Les conditions de transmission considérées ici sont de type Fourier,
elles seront comparées aux conditions d’ordre 2 optimisées, appelées Ventcell dans la littérature, comme cela
a été fait dans [HH08a] pour la méthode volumes finis à deux points. Un travail en cours propose un schéma
DDFV pour les problèmes de diffusion anisotrope avec des conditions mixtes de type Dirichlet/Ventcell afin
de faire ces comparaisons. L’une des premières difficultés est de généraliser dans le cadre DDFV ces conditions
d’ordre 2 aux problèmes de diffusion anisotrope.
Dans la seconde partie, on s’est intéressé à la discrétisation du problème de Stokes en 2D. Le cas de la
viscosité constante est traité dans le Chapitre V, ensuite le cas de la viscosité dépendant de la variable spatiale
de manière régulière est traité dans le Chapitre VI. Dans tous les cas, le schéma DDFV est un schéma stabilisé
bien posé pour des maillages généraux. On a obtenu pour chacun de ces schémas des estimations d’erreur d’ordre
1 pour la vitesse, le gradient de vitesse et pour la pression en norme L2. Dans le Chapitre VII, on a autorisé
la viscosité à présenter des discontinuités. On suppose dans cette étude que les discontinuités soient identifiées
de sorte que le maillage soit compatible avec les sauts de la viscosité. On ne peut donc pas encore prendre en
compte des interfaces immergées. On a mis en évidence le fait que la discontinuité de la viscosité doit absolument
être prise en compte par le schéma pour surmonter la perte de consistance des contraintes à l’interface. C’est
ce que l’on a fait avec l’approche m-DDFV qui prend en compte les sauts de la viscosité et de la pression.
On a montré que ce schéma était bien posé pour des maillages généraux. On a obtenu une estimation d’erreur
d’ordre 1 pour la vitesse, le gradient de vitesse et pour la pression en norme L2 grâce à la stabilisation de type
Brezzi-Pitkäranta qui prend en compte les sauts de pression.
Tous les résultats obtenus pour les schémas DDFV pour le problème de Stokes peuvent s’étendre au pro-
blème de Stokes généralisé, c’est-à-dire avec un terme en vitesse supplémentaire dans le bilan de quantité de
mouvement.
Dans un travail en cours, je me suis intéressée au problème de Navier-Stokes avec une viscosité régulière sur
tout le domaine et des conditions aux bord de type Dirichlet. Un schéma DDFV bien posé pour des maillages
généraux est présenté et des premières estimations d’énergie sont établies. L’étude de ce schéma reste à compléter
par l’établissement de la convergence du schéma et par des tests numériques.
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Dans la dernière partie, on a généralisé au cas 3D le problème de Stokes avec une viscosité régulière. Comme
en 2D, le schéma DDFV est stabilisé et bien posé pour des maillages 3D généraux. On a établi une estimation
d’erreur d’ordre 1 pour la vitesse, le gradient de vitesse et pour la pression en norme L2.
Les perspectives de ce travail sont nombreuses. Outre celles présentées plus haut, on peut remarquer que les
paramètres de stabilisation qui pénalisent les oscillations de la pression, sont uniformes dans tout le domaine
de calcul, on pourrait envisager d’utiliser une stabilisation par cluster. Le principe consiste à regrouper un
certain nombre de volumes de contrôle voisins dans un élément appelé cluster et on empêche les oscillations
de la pression seulement sur les arêtes intérieures de chaque cluster, comme dans [EHLP07, EHLP09]. Pour les
écoulements visqueux, toutes nos études ont considéré des conditions aux bords de type Dirichlet. On pourrait
maintenant considérer des conditions aux limites en contrainte par exemple ou des sauts de contrainte dans le
système (tension de surface). L’écriture du schéma DDFV correspondant est facile grâce aux opérateurs discrets
déjà étudiés. Néanmoins, l’étude de ce schéma reste quant à elle assez délicate, elle repose sur une généralisation
de l’inégalité de Korn, lorsque uT n’appartient plus à E0, qui n’est pas encore établie.
On peut remarquer que dans ce manuscrit on a étudié uniquement des estimations a priori, on pourrait faire
des estimations a posteriori comme dans [OPR09] pour le problème de Laplace ou dans un travail de P. Omnès
en cours pour le problème de Stokes.
Une autre perspective pourrait être de considérer des fluides non-Newtoniens. Pour de tels fluides, la loi de
viscosité est non-linéaire ; elle dépend du tenseur des taux de déformation Du et de la variable x. A priori, les
méthodes DDFV constituent un cadre approprié pour ce genre de problème (voir les modèles de Leray-Lions
dans [BH08]). On pourra également adapter l’approche m-DDFV aux équations d’élasticité. Dans ce cas, on
connaît les caractéristiques des matériaux mis en jeu et ainsi on sait identifier les interfaces de discontinuité.
Bien sûr, l’extension des différents travaux de ce manuscrit au cas 3D est à poursuivre, comme par exemple
pour les équations de Navier-Stokes ou le problème de Stokes avec une viscosité discontinue, ou bien encore
pour les algorithmes de Schwarz sans recouvrement.
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Notations générales sur les maillages 2D (page 31-36)
Symbole Description Symbole Description
T Maillage DDFV reg(T ) Régularité géométrique d’un maillage T
M Maillage primal intérieur M∗ Maillage dual intérieur
∂M Maillage primal du bord ∂M∗ Maillage dual du bord
K Maille primale K∗ Maille duale
mK Mesure de la maille K mK∗ Mesure de la maille K∗
xK Centre de la maille K xK∗ Centre de la maille K∗
EK Ensemble des arêtes de K EK∗ Ensemble des arêtes de K∗
DK Diamant intersectant la maille K DK∗ Diamant intersectant la maille K∗
~nK Normale extérieure à K ~nK∗ Normale extérieure à K∗
dK Diamètre de K dK∗ Diamètre de K∗
BK Boule(xK, ρK) ∩ ∂Ω ⊂ K BK∗ Boule(xK∗ , ρK∗) ∩ ∂Ω ⊂ K∗
mBK Longueur de BK mBK∗ Longueur de BK∗
σ Arête primale σ∗ Arête duale
mσ Longueur de l’arête σ mσ∗ Longueur de σ
∗
E Ensemble des arêtes primales E∗ Ensemble des arêtes duales
Eint Ensemble des arêtes primales intérieurs Eext Ensemble des arêtes primales du bord
D Maillage diamant D = Dσ,σ∗ Diamant
xσ Milieu de l’arête σ xD Centre du diamant D
mD Mesure du diamant D dD Diamètre du diamant D
~nσK Normale unitaire à σ sortante de K ~nσ∗K∗ Normale unitaire à σ∗ sortante de K∗
~τK∗,L∗ Tangente unitaire à σ orientée de K∗ à L∗ ~τK,L Tangente unitaire à σ∗ orientée de K à L
αD Angle entre σ et σ
∗ s Côtés d’un diamant D
ED Ensemble des côtés intérieurs de D S Réunion de tous les ED
ms Longueur d’un côté s ~nsD Normale unitaire à s sortant de D
σK Segment [xK, xD] σK∗ Segment [xK∗ , xD]
σL Segment [xD, xL] σL∗ Segment [xD, xL∗ ]
αK Angle entre σK et σ αL Angle entre σL et σ
~nσKK∗ Normale unitaire à σK sortante de xK∗ ~nσLK∗ Normale unitaire à σL sortante de xK∗
~τ σKK∗ Tangente unitaire à σK orientée de xK à xD ~τσLK∗ Tangente unitaire à σL orientée de xD à xL
Dext Ensemble des diamants du bord Dint Ensemble des diamants intérieurs
dK∗,L Distance entre xK∗ et xL dL∗,L Distance entre xL∗ et xL
D˜ Ensemble des demi-diamants D˜ Demi-diamants
D˜K Demi-diamants intersectant K D˜L Demi-diamants intersectant L
mD˜ Mesure d’un demi-diamants D˜D Ensemble des D˜ intersectant D
Q Ensemble des quarts de diamant Q Quart de diamant
QK,K∗ Q de sommet xK, xK∗ et xD QK,L∗ Q de sommet xK, xL∗ et xD
QL,K∗ Q de sommet xL, xK∗ et xD QL,L∗ Q de sommet xL, xL∗ et xD
xQ Barycentre de Q mQ Mesure de Q
dQ Diamètre de Q QD Ensemble des Q du diamant D
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Notations générales de la Partie 1
Symbole Description Page
uK Inconnue sur la maille K 37
uK∗ Inconnue sur la maille K∗ 37
uT Inconnues uK pour tout K ∈ (M ∪ ∂M) et uK∗ pour tout K∗ ∈ (M∗ ∪ ∂M∗) 37
RT Ensemble des inconnues uT 37
P∂Ωm v Projection moyenne sur BK pour tout K ∈ ∂M et sur BK∗ pour tout K∗ ∈ ∂M∗ 37
PMmv Projection moyenne sur K pour tout K ∈ M 37
PM
∗
m v Projection moyenne sur K∗ pour tout K∗ ∈ M∗ 37
PTmv
(
P
M
mv,P
M
∗
m v,P
∂Ω
m v
)
37
PTc Projection centrée sur K pour tout K ∈ M ∪ ∂M et sur K∗ pour tout K∗ ∈ M∗ ∪ ∂M∗ 37
E0 Sous-ensemble de R
T avec uK = 0 ∀K ∈ ∂M et uK∗ = 0 ∀K∗ ∈ ∂M∗ 37
Eg Sous-ensemble de R
T avec uK = (P
∂Ω
m g)K ∀K ∈ ∂M et uK∗ = (P∂Ωm g)K∗ ∀K∗ ∈ ∂M∗ 37
Pm,g Opérateur de projection de R
T → Eg 37(
R2
)D
Ensemble de vecteurs de R2 définis par diamant D 37
∇D Opérateur gradient discret de RT → (R2)D 37
∇DuT Gradient discret de uT sur le diamant D 37
divT Opérateur divergence discrète de
(
R2
)D → RT 38
divM Divergence discrète sur M 38
div∂M Divergence discrète sur ∂M 38
divM
∗
Divergence discrète sur M∗ 38
div∂M
∗
Divergence discrète sur ∂M∗ 38
divKξD Divergence discrète de ξD sur la maille K 38
divK
∗
ξD Divergence discrète de ξD sur la maille K∗ 38
γT Opérateur de trace de RT → R∂M 38
γσ(u
T )
dK∗,L(uK∗+uL)+dL∗,L(uL∗+uL)
2mσ
si σ = [xK∗ , xL∗ ] 38
γK∗,L(u
T )
uK∗+uL
2 49
γD Opérateur de trace de RD → RDext 38
[vT , uT ]T
1
2
∑
K∈M
mKuKvK +
1
2
∑
K∗∈M∗∪∂M∗
mK∗uK∗vK∗ pour tout u
T , vT ∈ RT 39
(φD, vT )∂Ω
∑
Dσ,σ∗∈Dext
mσφ
Dvσ pour tout φ
D ∈ RDext et vT ∈ R∂M 39
(ξD, φD)D
∑
D∈D
mDξ
D · φD pour tout ξD, φD ∈ (R2)D 39
‖uT ‖2 [uT , uT ]
1
2
T pour tout u
T ∈ RT 39
‖ξD‖2 (ξD, ξD)
1
2
D
pour tout ξD ∈ (R2)D 39
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Notations spécifiques au Chapitre II
Symbole Description Page
∇eD Opérateur gradient discret sur les demi-diamants de RT → (R2)eD 44
∇eDuT Gradient discret de uT sur le demi-diamant D˜ 44
AD˜ Matrice définie positive qui approche A sur le demi-diamant D˜ 44
uσ Inconnue sur l’arête σ 45
AD(∇eD) Opérateur de flux numérique de RT → (R2)D 45
AD(∇eDuT ) Flux numérique de uT sur le diamant D 45
∂MD Maillage primal du bord Dirichlet 48
∂M∗D Maillage dual du bord Dirichlet 48
∂MF Maillage primal du bord Fourier 48
∂M∗F Maillage dual du bord Fourier 48
∂AF Ensemble des demi-arêtes du bord Fourier 49
DΓ Ensemble de Dσ,σ∗ tel que σ ⊂ Γ 49
ED0 Sous-ensemble de R
T avec uK = 0 ∀K ∈ ∂MD et uK∗ = 0 ∀K∗ ∈ ∂M∗D 48
EDg Sous-ensemble de R
T avec uK = (P
∂Ω
m g)K ∀K ∈ ∂MD et uK∗ = (P∂Ωm g)K∗ ∀K∗ ∈ ∂M∗D 48
PDm,g Opérateur de projection de R
T → EDg 49
ϕK∗,L Inconnue de flux sur la demi-arête [xK∗ , xL] du bord Fourier 49
ϕL∗,L Inconnue de flux sur la demi-arête [xL∗ , xL] du bord Fourier 49
ϕT Inconnue de flux ϕK∗,L et ϕL∗,L pour tout L = [xK∗ , xL∗ ] ∈ ∂MΓ 49
ΦT Ensemble des inconnues ϕT 49
Mσ
dK∗,LdL∗,L
mσ
, si σ est l’arête de [xK∗ , xL∗ ] 50
D˜K Ensemble des demi-diamants inclus dans la maille primale K 53
D˜K∗ Ensemble des demi-diamants D˜ tels que D˜ ∩ K∗ 6= ∅ 54
D˜Γ Ensemble des demi-diamants dont un côté appartient à Γ 56
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Notations spécifiques à la Partie 2
Symbole Description Page
uK Vecteur inconnu de R
2 sur la maille K 99
uK∗ Vecteur inconnu de R
2 sur la maille K∗ 99
uT Vecteurs inconnus uK pour tout K ∈ (M ∪ ∂M) et uK∗ pour tout K∗ ∈ (M∗ ∪ ∂M∗) 99(
R2
)T
Ensemble des inconnues uT en vitesse 99
pD Inconnue sur le diamant D 99
pD Inconnue pD pour tout D ∈ D 99
RD Ensemble des inconnues pD en pression 99
P
∂Ω
m Projection moyenne sur BK pour tout K ∈ ∂M et sur BK∗ pour tout K∗ ∈ ∂M∗ 99
P
M
m Projection moyenne sur K pour tout K ∈ M 99
P
M
∗
m Projection moyenne sur K∗ pour tout K∗ ∈ M∗ 99
P
T
mv
(
P
M
mv,P
M
∗
m v,P
∂Ω
m v
)
pour tout v ∈ (H2(Ω))2 100
P
T
c Projection centrée sur K pour tout K ∈ M ∪ ∂M et sur K∗ pour tout K∗ ∈ M∗ ∪ ∂M∗ 100
PDm Projection moyenne sur D pour tout D ∈ D 100
PQm Projection moyenne sur Q pour tout Q ∈ Q 100
E0 Sous-ensemble de
(
R2
)T
avec uK = 0 ∀K ∈ ∂M et uK∗ = 0 ∀K∗ ∈ ∂M∗ 100
Eg Sous-ensemble de
(
R2
)T
avec uK = (P
∂Ω
m g)K ∀K ∈ ∂M et uK∗ = (P∂Ωm g)K∗ ∀K∗ ∈ ∂M∗ 100
Pm,g Opérateur de projection de
(
R2
)T → Eg 100
P∂Mg Opérateur de projection : ((uK)K∈M, (gσ)σ∈∂M, (uK∗)K∗∈M∗∪∂M∗) 100
(M2(R))D Ensemble de matrices de M2(R) définies par diamant D 100
∇D Opérateur gradient discret de (R2)T → (M2(R))D 100
∇DuT Gradient discret de uT sur le diamant D 100
divT Opérateur divergence discrète de (M2(R))D →
(
R2
)T
101
divM Divergence discrète sur M 101
div∂M Divergence discrète sur ∂M 101
divM
∗
Divergence discrète sur M∗ 101
div∂M
∗
Divergence discrète sur ∂M∗ 101
divKξD Divergence discrète de ξD sur la maille K 101
divK
∗
ξD Divergence discrète de ξD sur la maille K∗ 101
DD Opérateur tenseur des taux de déformation discret de
(
R2
)T → (M2(R))D 101
DDuT Tenseur des taux de déformation discret de uT sur le diamant D 101
divD Opérateur divergence discrète de
(
R2
)T → RD 101
divDuT Divergence discrète de uT sur le diamant D 101
∆D Opérateur de stabilisation de RD → RD 103
∆DpD Terme de stabilisation de pD sur le diamant D 103
γT Opérateur de trace de
(
R2
)T → (R2)∂M 102
γσ(u
T )
dK∗,L(uK∗+uL)+dL∗,L(uL∗+uL)
2mσ
si σ = [xK∗ , xL∗ ] 102
γD Opérateur de trace de
(
R2
)D → (R2)Dext 102
JvT ,uT KT
1
2
∑
K∈M
mKuK · vK + 1
2
∑
K∗∈M∗∪∂M∗
mK∗uK∗· vK∗ pour tout uT ,vT ∈
(
R2
)T
102
(φD,vT )∂Ω
∑
Dσ,σ∗∈Dext
mσφ
D · vσ pour tout φD ∈ (R2)Dext et vT ∈ (R2)∂M 102
(ξD : φD)D
∑
D∈D
mD(ξ
D : φD) pour tout ξD, φD ∈ (M2(R))D 102
(pD, qD)D
∑
D∈D
mDp
DqD pour tout pD, qD ∈ RD 102
‖uT ‖2 JuT ,uT K
1
2
T pour tout u
T ∈ (R2)T 102
|||ξD|||2 (ξD : ξD)
1
2
D
pour tout ξD ∈ (M2(R))D 102
‖pD‖2 (pD, pD)
1
2
D
pour tout pD ∈ RD 102
|pD|2h
∑
s=D|D′∈S
(d2D + d
2
D′)(p
D
′ − pD)2 pour tout pD ∈ RD 103
ηD Scalaire qui approche η sur un diamant D 132
ηD Ensemble des ηD pour tout D ∈ D 132
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Notations spécifiques au Chapitre VII
Symbole Description Page
ηQ Moyenne de η sur un quart de diamant Q 154
ηQ Ensemble des ηQ pour tout Q ∈ Q 154
∇N
Q
Opérateur gradient discret modifié de
(
R2
)T → (M2(R))Q 155
∇NQuT Gradient discret modifié de uT sur le quart de diamant Q 155
BQ Matrice intervenant dans le gradient discret modifié pour tout Q ∈ Q 155
DN
Q
Opérateur tenseur des taux de déformation discret modifié de
(
R2
)T → (M2(R))Q 155
DNQu
T Tenseur des taux de déformation discret modifié de uT sur le quart de diamant Q 155
Dη,N
D
Opérateur tenseur des contraintes visqueuses discret de
(
R2
)T → (M2(R))D 156
Dη,ND u
T Tenseur des contraintes visqueuses discret de uT sur le diamant D 156
ϕQ Opérateur tenseur des contraintes discret :(M2(R))D × (MnD,2(R))
D × RQ → (M2(R))
Q 156
ϕQ(ξ
D, βD, qQD ) Tenseur des contraintes discret de (ξD, βD, qQD ) sur le quart de diamant Q 156
∆D Opérateur de stabilisation de RQ → RD 165
∆DpQ Terme de stabilisation de pQ sur le diamant D 165
δD Inconnues intermédaires en vitesse sur les diamants D ∈ D 155
δ0 Vecteur qui engendre l’espace des solutions de
tδDtBQ +BQδ
D = 0, pour tout Q ∈ QD. 157
pQD Inconnues intermédiaires en pression sur les quarts de diamant Q ∈ QD du diamant D 154
pQK,K∗ Inconnues intermédiaires en pression sur le quart de diamant QK,K∗ 154
pQK,L∗ Inconnues intermédiaires en pression sur le quart de diamant QK,L∗ 154
pQL,K∗ Inconnues intermédiaires en pression sur le quart de diamant QL,K∗ 154
pQL,L∗ Inconnues intermédiaires en pression sur le quart de diamant QL,L∗ 154
pQ Inconnues intermédiaires en pression sur les quarts de diamant Q ∈ Q 154
(pQ, qQ)Q
∑
Q∈Q
mQp
QqQ pour tout pQ, qQ ∈ RQ 165
(ξQ : φQ)Q
∑
Q∈Q
mQ(ξ
Q : φQ) pour tout ξQ, φQ ∈ (M2(R))Q 165
‖qQ‖2 (qQ, qQ)
1
2
Q
pour tout qQ ∈ RQ 165
|||ξQ|||2 (ξQ : ξQ)
1
2
Q
pour tout ξQ ∈ (M2(R))Q 165
Notations spécifiques au Chapitre VIII
Symbole Description Page
SK Côtés intérieurs des diamants s inclus dans la maille K 198
SK∗ Côtés intérieurs des diamants s inclus dans la maille K∗ 198
GS Opérateur de
(
R2
)T × RD → RS 199
Gs,D(u
T , pD) Discrétisation de
∫
s
u ·~nsDds 199
FK,σ Discrétisation de
∫
σ u · ~nσKds 199
FK∗,σ∗ Discrétisation de
∫
σ∗
u · ~nσ∗K∗ds 199
bT Opérateur de
(
R2
)T × RD × (R2)T → (R2)T 200
bK(u
T , pD,vT ) Discrétisation de
∫
K
(u · ∇)vdx 200
bK∗(u
T , pD,vT ) Discrétisation de
∫
K∗
(u · ∇)vdx 200
vσ+ vK si FK,σ(u
T , pD) ≥ 0 et vL sinon 200
vσ− vL si FK,σ(u
T , pD) ≥ 0 et vK sinon 200
vσ∗+ vK∗ si FK∗,σ∗(u
T , pD) ≥ 0 et vL∗ sinon 200
245
Notations générales 3D sur les maillages (page 207-213)
Symbole Description Symbole Description
T Maillage DDFV Creg Régularité géométrique d’un maillage T
MP Maillage primal MP,int Maillage primal intérieur
∂MP Maillage primal du bord MV Maillage “sommet”
MV,int Maillage “sommet” intérieur ∂MV Maillage “sommet” du bord
MEF Maillage “face-arête” MEF ,int Maillage “face-arête” intérieur
∂MEF Maillage “face-arête” du bord D Maillage diamant
P Ensemble des polyèdres p Polyèdre
mp Volume du polyèdre p P Barycentre du polyèdre p
F Ensemble des faces f Face
|f| Aire de la face f s Mailles de type face-arête
E Ensemble des arêtes e Arête
|e| Longueur de l’arête e E Milieu de l’arête e
V Ensemble des sommets v Sommet ou maille associé(e) au sommet
x v Coordonnées du sommet v mv Volume de la maille v
E Milieu de l’arête e F Barycentre de la face f
A Premier sommet de l’arête e B Second sommet de l’arête e
K Barycentre de la 1re maille de face f L Barycentre de la 2e maille de face f
D Barycentre du triangle de sommets F, A, B D = D(e,f) Diamant
mD Mesure du diamant D dD Diamètre du diamant D
pK Polyèdre associé à K pL Polyèdre associé à L
vA Maille associée à A vB Maille associée à B
sE Maille associée à E sF Maille associée à F
D|ν Ensemble des diamants D t. q. mν∩D > 0 Tv1v2v3 Triangle de sommets v1, v2, et v3
D|D Ensemble des diamants voisins de D σ = (D|D′) Couples (D,D′) dans D×D
SD,KL Surface de la face entre pK et pL SD,AB Surface de la face entre vA et vB
SD,EF Surface de la face entre sE et sF NK,L Normale de la face entre pK et pL
NA,B Normale de la face entre vA et vB NE,F Normale de la face entre sE et sF
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Notations spécifiques au Chapitre IX
Symbole Description Page
up Inconnue sur la maille p 213
uv Inconnue sur la maille v 213
us Inconnue sur la maille s 213
uT Inconnues up pour tout p ∈ MP , uv pour tout v ∈ MV et us pour tout s ∈ MEF 213
RT Ensemble des inconnues uT 213
E0 Sous-ensemble de R
T avec up = 0 ∀p ∈ ∂MP , uv = 0 ∀v ∈ ∂MV et us = 0 ∀s ∈ ∂MEF 213
∇D Opérateur gradient discret de RT → (R3)D 213
∇DuT Gradient discret de uT sur le diamant D 213
divT Opérateur divergence discrète de
(
R3
)D → RT 213
divP Divergence discrète sur MP 213
divV Divergence discrète sur MV 213
divEF Divergence discrète sur MEF 213
divp(ξD) Divergence discrète de ξD sur la maille p 213
divv(ξD) Divergence discrète de ξD sur la maille v 213
divs(ξD) Divergence discrète de ξD sur la maille s 213
[vT , uT ]T
1
3
∑
p∈MP,int
mpupvp +
1
3
∑
v∈MV,int
mvuvvv +
1
3
∑
s∈MEF,int
msusvs pour tout u
T , vT ∈ E0 214
(ξD, φD)D
∑
D∈D
mDξ
D · φD pour tout ξD, φD ∈ (R3)D 214
‖uT ‖2 [uT , uT ]
1
2
T pour tout u
T ∈ E0 214
‖ξD‖2 (ξD, ξD)
1
2
D
pour tout ξD ∈ (R3)D 214
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Notations spécifiques au Chapitre X
Symbole Description Page
up Vecteur inconnu de R
3 sur la maille p 216
uv Vecteur inconnu de R
3 sur la maille v 216
us Vecteur inconnu de R
3 sur la maille s 216
uT Vecteurs inconnus up pour tout p ∈ MP , uv pour tout v ∈ MV et us pour tout s ∈ MEF 216(
R3
)T
Ensemble des inconnues uT 216
E0 Sous-ensemble de
(
R3
)T
avec up = 0 ∀p ∈ ∂MP , uv = 0 ∀v ∈ ∂MV et us = 0 ∀s ∈ ∂MEF 216
pD Inconnue sur le diamant D 216
pD Inconnue pD pour tout D ∈ D 216
RD Ensemble des inconnues pD en pression 216
(M3(R))D Ensemble de matrices de M3(R) définies par diamant D 216
PPm Projection moyenne sur p pour tout p ∈ MP 216
PVm Projection moyenne sur v pour tout v ∈ MV 216
PEFm Projection moyenne sur s pour tout s ∈ MEF 216
P
T
mv
(
PPm(v), P
V
m(v), P
EF
m (v)
)
pour tout v ∈ (H2(Ω))3 216
PDm Projection moyenne sur D pour tout D ∈ D 216
P
T
c v Projection centrée sur T 216
∇D Opérateur gradient discret de (R3)T → (M3(R))D 216
∇DuT Gradient discret de uT sur le diamant D 216
divT Opérateur divergence discrète de (M3(R))D →
(
R3
)T
217
divP Divergence discrète sur MP 217
divV Divergence discrète sur MV 217
divEF Divergence discrète sur MEF 217
divP,int Divergence discrète sur MP,int 217
divV,int Divergence discrète sur MV,int 217
divEF ,int Divergence discrète sur MEF ,int 217
divp(ξD) Divergence discrète de ξD sur la maille p 217
divv(ξD) Divergence discrète de ξD sur la maille v 217
divs(ξD) Divergence discrète de ξD sur la maille s 217
DD Opérateur tenseur des taux de déformation discret de
(
R3
)T → (R2)T 217
DDuT Tenseur des taux de déformation discret de uT sur le diamant D 217
divD Opérateur divergence discrète de
(
R3
)T → RD 217
divDuT Divergence discrète de uT sur le diamant D 217
∆D Opérateur de stabilisation de RD → RD 218
∆DpD Terme de stabilisation de pD sur le diamant D 218
[vT ,uT ]T
1
3
∑
p∈MP,int
mpup · vp + 1
3
∑
v∈MV,int
mvuv · vv + 1
3
∑
s∈MEF,int
msus · vs pour tout uT ,vT ∈ E0 217
(ξD : φD)D
∑
D∈D
mD(ξ
D : φD) pour tout ξD, φD ∈ (M3(R))D 217
(pD, qD)D
∑
D∈D
mDp
DqD pour tout pD, qD ∈ RD 217
‖uT ‖2 JuT ,uT K
1
2
T pour tout u
T ∈ E0 217
|||ξD|||2 (ξD : ξD)
1
2
D
pour tout ξD ∈ (M3(R))D 217
‖pD‖2 (pD, pD)
1
2
D
pour tout pD ∈ RD 217
|pD|2h
∑
s=D|D′∈S
d2D + d
2
D′
2
(pD
′ − pD)2 pour tout pD ∈ RD 218
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Schémas Volumes Finis en mécanique des fluides complexes.
Résumé : Le travail de thèse exposé dans ce manuscrit porte sur le développement et l’analyse numérique
de schémas volumes finis de type dualité discrète (DDFV) pour la discrétisation des équations de Darcy en
milieu poreux hétérogène anisotrope et celle des équations de Stokes avec viscosité variable. Un point commun
à ces problèmes, qui motive l’emploi des schémas DDFV, est que leur résolution par volumes finis nécessite
d’approcher toutes les composantes du gradient de la solution. Les schémas DDFV consistent à discrétiser la
solution de l’équation simultanément aux centres des volumes de contrôle et aux sommets du maillage. Ce
double jeu d’inconnues permet de définir naturellement un gradient discret sur des maillages très généraux, ne
vérifiant en particulier pas nécessairement la condition d’orthogonalité classique des maillages volumes finis. On
étudie tout d’abord la discrétisation du problème de diffusion scalaire anisotrope pour des conditions aux bords
mixtes de type Dirichlet/Fourier. Le schéma que nous proposons permet de construire un algorithme de Schwarz
discret associé à une décomposition de domaine sans recouvrement avec des conditions de transmission de type
Fourier qui converge vers la solution obtenue sans décomposition. Des expériences numériques illustrent les
résultats théoriques d’estimation d’erreur et de convergence des algorithmes de Schwarz DDFV. On se propose
ensuite de discrétiser des problèmes de Stokes avec une viscosité variable. Les schémas DDFV correspondant
sont en général mal posés. Pour y remédier, on stabilise le bilan de masse par différents termes en pression.
Dans un premier temps, on suppose la viscosité régulière. L’analyse du schéma, qui conduit à une estimation
d’erreur optimale, repose sur une inégalité de Korn discrète et sur une condition inf-sup discrète utilisant le
terme de stabilisation en pression. Dans un second temps, on considère le cas où la viscosité est discontinue.
Ces discontinuités doivent être prise en compte par le schéma pour surmonter la perte de consistance des
contraintes à l’interface. Ceci nécessite la construction de nouveaux opérateurs discrets définis à l’aide des
inconnues artificielles. L’étude théorique devient plus compliquée. Dans tous les cas, l’existence et l’unicité
de solutions discrètes sont démontrées, ainsi que des estimations d’erreur optimales. Une première étude de
l’extension des schémas DDFV des équations de Stokes aux équations de Navier-Stokes est également présentée.
Une généralisation des résultats pour le problème de Stokes avec une viscosité variable et régulière est donnée
dans le cas tridimensionnel. Des tests numériques illustrent les différentes estimations d’erreur.
Mots-clés : Volumes finis, dualité discrète, mécanique des fluides, algorithmes de Schwarz, décompostion de
domaine, équations de Stokes, viscosité variable, coefficients discontinus.
—————————————
Abstract : This manuscript deals with the development and numerical analysis of finite volume schemes of type
discrete duality (DDFV) for the discretization of the Darcy equations in porous heterogeneous anisotropic media
and the Stokes equations with variable viscosity. A common feature of these problems, which motivates the use of
DDFV schemes, is that their finite volume resolution requires to approximate all the components of the gradient
of the solution. The DDFV method consists in discretizing the solution of equations simultaneously on the centers
of the control volumes and on the vertices of the mesh. These two sets of unknowns allow to reconstitute a
two-dimensional discrete gradient on a large class of 2D meshes, without assuming the “orthogonality” condition
required for classical finite volume methods. We first study the discretization of anisotropic elliptic problems
with mixed Dirichlet/Fourier boundary conditions. The scheme we propose allows to build the corresponding
discrete non-overlapping Schwarz algorithm associated to a decomposition of the domain with Fourier interface
conditions, which converges to the solution of the DDFV scheme on the initial domain. Numerical experiments
illustrate the theoretical results of error estimates and of the DDFV Schwarz algorithm convergence. We then
propose to discretize Stokes equations with a variable viscosity. The corresponding DDFV schemes are generally
illposed. To overcome this difficulty, we stabilize the mass conservation equation with different pressure terms.
First, we assume that the viscosity is smooth enough. The analysis of the scheme, which gives optimal error
estimates, relies on a Korn inequality and on a uniform discrete inf-sup condition using the stabilization term.
Secondly, we consider the case where the viscosity is discontinuous. The discontinuities must be taken into
account in the scheme to overcome the consistency defect of the numerical fluxes. We need to build new
operators with artificial unknowns. The theoretical study becomes more tricky. In all cases, the existence and
uniqueness of the discrete solution are proved, as well as optimal error estimates. A first study of the extension
of the DDFV schemes to Navier-Stokes equations is presented. A generalization in 3D of the results is given in
the case of the Stokes problem with smooth variable viscosity. Numerical experiments illustrate the different
error estimates.
Keywords : Finite volume methods, DDFV methods, Schwarz Algorithm, domain decomposition methods,
Stokes problem, variable viscosity, discontinuous coefficients.
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