Abstract. This paper presents a generalized hybrid evolutionary optimization structure that not only combines both nondeterministic and deterministic algorithms on their individual merits and distinct advantages, but also offers behaviors of the three originating classes of evolutionary algorithms (EAs). In addition, a robust mutation operator is developed in place of the necessity of mutation adaptation, based on the mutation properties of binary-coded individuals in a genetic algorithm. The behaviour of this mutation operator is examined in full and its performance is compared with adaptive mutations. The results show that the new mutation operator outperforms adaptive mutation operators while reducing complications of extra adaptive parameters in an EA representation.
Introduction
Conventional optimisation algorithms are often deterministic and are restricted to numerical optimisation with one objective and one optimum [1] [2] . Lifting much of the restriction with nondeterministic search, evolutionary algorithms (EAs) are able to deal with extra-numerical, multi-objective and multimodal problems [3] . However, an inevitable cost an EA pays for this is that it converges far more slowly around a local optimum. Therefore, combining the global aspect of EAs with the local strength of conventional algorithms has been an active research topic in evolutionary computation, resulting in hybrid algorithms with both merits and deficiencies [4] [5] . Historically, the development of EAs originated from three initial paradigms: the genetic algorithm (GA), the evolution strategy (ES), and the evolutionary programming (EP) [6] . These algorithms have much in common but also have differences. Merging these three EAs, this paper develops a generalized hybrid EA (GHEA) with customizable operations to commission EAs with differing behaviors for different applications. Without the need for adaptation, a simulated binary mutation (SBM) operator is proposed for the GHEA framework. This framework is to improve the flexibility of a maturing population via a number of different selection techniques, so as to enhance both local and global search.
The remainder of this paper is organized as follows. Section 2 analyzes the merits and deficiencies of hybrid EAs reported so far. Based on these analyses, Section 3 develops the details of the GHEA. The SBM operator is detailed in Section 4. Section 5 presents test results and discussions. Section 6 concludes the paper with recommendations for future work.
Merits and Deficiencies of Existing Hybrid EAs
A number of hybrid EA techniques were summarized in the Handbook of Evolutionary Computation [7] . Subsequently, many effective hybrid EA algorithms have been developed for specific applications. One example is a hybrid EA with fitness approximation for solving the two-stage capacitated facility location problem, which uses genetic operations with a restarting strategy and extreme machine learning to approximate the fitness of most of the individuals [8] . Another example incorporates a tabu search procedure into the framework of an evolutionary algorithm in solving a job shop scheduling problem [9] . For tackling continuous multiobjective optimization problems, a recombination operator is proposed to at the gene level to combine the advantages of simulated binary crossover with local search and differential evolution with global search [10] . However, these hybrid EAs rely on GA operators, and do not accommodate ES or EP for customizability or flexibility. A hybridized EA framework should take the advantage of the global search capability of the EA and the search speed as well as accuracy of local search algorithms such as hill-climbing. Further, Baldwin effect and Lamarckian evolution also help achieve this goal [11] [12] [13] . With the Baldwin effect, individuals will learn locally but the learning does not affect their genetic code. With the Lamarckian principle of "use and disuse", however, each individual will pass much of the learning results in genetic code to offspring. Hence, a hybrid EA framework should readily support both of these options.
Alternative, conventional optimization algorithms can also be incorporated into a hybrid EA, so that whenever appropriate the EA can evaluate an individual for local optimization with resulting solutions stored back into the individual. Conventional algorithms are deterministic in nature and are dependent of their initial starting position. This strengthens exploitation of the exploration results brought about by the EA population. For example, gradient guided algorithms such as the quasi-Newton methods and the conjugate gradient methods. Quasi-Newton methods store an estimate of the Hessian internally and iterate it using Newton's method whereas conjugate gradient methods use line optimisations in directions that are conjugate to previously tried directions. These methods are very fast at locating optima, but the derivative function is required. Generalized Hybrid EA Framework
Based on the analyses of the merits and deficiencies of hybrid EAs in the literature, a generalized hybrid EA framework is proposed in this paper, as shown in Fig. 1 . The framework also includes other basic elements that are part of applying an EA, such as objective, constraints and other housekeeping tasks. It is to allow customization of EAs with different behaviours, to improve flexibility for the formation of adult population via a number of different selection techniques, and to enhance EA performance through integration of both local and global optimization algorithms. The framework also implements a new non-adaptive mutation operator which does not require any evolving scaling parameters. In the GHEA framework, once an offspring population is created, an adult population follows from it, which will eventually replace the current population. A number of different techniques exist to create this adult population. In ,  ES, for example, the best offspring individuals are used to create the adult population. In  ES, however, the parents and the offspring are aggregated and the best individuals are used.
From GAs, the notion of generation gap was created to describe the formation of the adult population. The generation gap is the percentage of individuals in the current population to be deleted and replace by offspring to form the adult population [7] . The GHEA framework accommodates for all these variations in adult population creation.
A replacement selection pool of individuals is created from the offspring population and the current population can optionally be included. A number of individuals are then selected from this pool and the same number of individuals is selected for deletion from the current population. These replacement individuals and remainder individuals then form the adult population. 4 
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Simulated Binary Mutation for Improved Efficiency
Adaptive Mutations
A commonly used real-value mutation scheme in an EA involves a Gaussian distribution, as given by:
where N(μ,σ) is a normal distribution of mean μ and standard deviation σ. Another mutation operator which appears to be better than the Gaussian mutation, especially for multimodal problems, is the Cauchy mutation [14] [15] , as given by:
where δi is a sample from the Cauchy density function:
These two mutation operators can be made to adapt their shapes according to the landscape of the objective function, in a way similar to the Estimation of Distribution Algorithm (EDA). Such adaptive mutation operators have generally been found to outperform their static counterparts.
For the adaptive versions, each real-value parameter of the objective function is replaced by a 2-tuple of real values, → ( , ). The new parameter, , is the scaling parameter for the adaptive mutation and is itself mutated using the following update:
where the recommended values of τ and ′ are (4 ) −1/4 and (2 ) −1/2 , respectively [16] .
Simulated Binary Mutation
To reduce overhead of the scaling parameters especially for real-time applications of an EA, a new static mutation operator is developed in this section. Binary coding has been used in GAs, where the accuracy of the resulting solutions has been limited by the chromosome length. The mutated bit in an individual chromosome can be the LSB, MSB, or any other bit. Thus the mutation has equal probability of making large changes as of making small changes. In binary coding, when a real value, ∈ [ , ], is represented by a string of l bits, ∈ {0,1} , the real value is given by:
If the i th bit in s is flipped, i.e., [
In a real value representation, however, there may not be any bounds on the value and thus no resolution is set. Therefore, the smallest or largest resolution for a real value parameter is dependent on the order of magnitude of the value itself without the original value losing significance.
m is the bits of significance. The perturbation amount due to the mutation can then be defined for real value parameters as:
where ∈ [− , ]. This can be converted to base-10 so that: . Now k is the number of significant digits in base-10. The perturbation amount is now proportional to the value of the parameter and this will result in a perturbation of zero always when the value is zero. Thus, the zero case has to be treated specially and the mutation of the real value is defined as:
[ ] = (−1,1) (13)
where U(a,b) is a sample from a uniform distribution in the interval [a,b] and is the smallest number greater than zero that can be represented.
The probability of mutation for each individual is set as 1 , where n is the number of real-value parameters in the individual. Thus, in probability there will on average be one real value parameter mutated in each individual. The probability distribution function of the new value of the mutated parameter is thus: 
This p.d.f. is illustrated in Fig. 2 . The range of this mutation is determined by the constant k which as mentioned previously is the number of significant digits that this mutation will perturb to. In most cases, after considering the floating-point implementation and accumulated round-off errors, the constant k can be determined. If, however, true arbitrary preci sion is desired, then a variant of this mutation can be used instead where (12) is replaced by the following
where the uniform distribution is replaced by the Gaussian distribution. The mutation operator defined by (12) will be referred to as the simulated binary mutation -uniform or SBM-U(k) for short, and the mutation operator defined by (16) will be referred to as SBM-G(k). Now that the SBM operators have been defined, their performance is compared with those of the adaptive Gaussian and the adaptive Cauchy mutations in the next section.
Tests and Result Discussions
In order to evaluate their performance of SBM operators on different functions, it is further compared with those of those of the adaptive Gaussian and the adaptive Cauchy mutations. The adaptive mutations require a coding representation that stores both the real value parameters and their corresponding scaling parameters. The SBMs, however, does not require any evolving scaling parameters and the coding requires nothing other than the real value parameters themselves. For the SBMs, k was set to 5, and for the adaptive mutations the scaling parameters were bounded to the interval [10 −5 , 10 5 ] with the initial scaling set to 3. Table 1 lists the objective functions used. Functions 1 to 7 are unimodal functions with high dimensionality. Functions 8 to 11 are high dimensional multimodal functions and 12 to 16 are low dimensional multimodal functions. The EP algorithm with the population size, µ, being 100 are performed on each of the objective functions in Table 1 for 50 runs for all of the two adaptive mutations and the two SBMs. In the unimodal tests, 1 − 7 ,, there was very little difference in the performance of SBM-U and SBM-G. Both of them outperformed the adaptive Gaussian and the adaptive Cauchy mutations for most of these benchmark problems. However, the SBMs' convergence has been seen worse in benchmark functions 3 and 5 . The averaged best results are plotted against the generation number in Fig. 3 and the average final results are tabulated in Table 2 . Thus, to be fair, the SBMs results are also compared with the published results of [15] in Table 2 . Again, the SBMs performed better in all but functions 3 and 5 . On average and for almost all the unimodal benchmark problems, SBMs converges linearly with increasing generations.
The results of the tests on the four high-dimensional multimodal benchmark functions, 8 − 11 , show that both of the SBMs performed significantly better than the two adaptive mutations. These results are shown in the plots of Fig. 4 and are tabulated in Table 3 . The performance of SBM-U and SBM-G were virtually identical in this set of functions and showed linear convergence in 9 and 10 . In all of these the worst performer was undoubtedly the adaptive Gaussian mutation which got trapped in poor local optima for all four test functions. The averaged result of the adaptive Cauchy mutation was, like the adaptive Gaussian, trapped by local optima in 9 . For this test function, both SBMs had found the global optimum in all the trials. Fig . 5 shows the average convergence of the best solutions against generations for the low dimensional multimodal benchmark functions, 12 − 16 . The final averaged best results are summarised in Table 4 . All four mutations found the optimal solutions for 14 − 16 . and had similar convergence curves. For test function 12 , both SBMs performed better than the two adaptive mutations and found the global optimum. However, the performances of the SBMs were worse than both adaptive mutations for test function 13 .
Overall the SBMs performed better than the adaptive mutations while having a linear convergence rate in many of the test functions. This is achieved without the added complexity of having scaling parameters for each objective parameter in every individual. [15] also introduced the improved fast evolutionary programming (IFEP) algorithm in which each parent individual produces two individuals by adaptive Gaussian and by adaptive Cauchy mutations and the better of the two is kept as the offspring. To allow for fair comparison the IFEP algorithm used half the population size and results were published for the IFEP for test functions 1 , 2 , 10 , and 11 [15] . The results of both of the SBMs were also better than those of the IFEP algorithm. The similarity of the results of SBM-U and SBM-G suggests that the order k has only a small effect on the convergence. There are however three of the test functions that the SBMs performed worse than the adaptive mutations, namely 3 , 5 and 13 . By looking into the landscapes of these test functions and the mechanism of the SBMs, the type of problems that the SBMs perform less well in and why it is so can be found. Contour plots of two dimensional versions of 3 and 5 are shown in Fig. 6 The minimum of 3 
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is elliptical with its major and minor axis rotated from, and thus unaligned with, the parameter axes. The Rosenbrock function, 5 , is sometimes known as the banana function due to its minimum being located within a curved valley. As mentioned previously, the SBM is derived from binary mutation and hence inherited its mutation rate method. That is, only one of the objective parameters in each individual will undergo mutation, hence the SBM suffers from the same problem as performing line optimisations along axes directions only. In problems like 3 , where the ellipse's principal axis is at an angle to the parameter axis, the algorithm has to zigzag, constantly crossing the ellipse's principal axis, to reach the minimum. In such problems, it is necessary to simultaneously adjust many parameters to be able to converge efficiently and traverse the direction closer to the minimum. The adaptive mutations performed better here because all of the objective parameters undergo mutation and thus individuals can travel diagonally.
Likewise, for 5 , individuals mutated by the SBM must zigzag around the bent valley to reach the optimum which is very inefficient. These types of functions are probably best tackled with the adaptive mutations with correlated mutations, i.e., rotation angles. For the SBM to be more efficient in these types of functions, it may be necessary to abandon the one mutation-per-individual mutation rate and adopt an alternative approach to selecting which parameters to undergo mutation.
Conclusions
By factoring out the common denominators of the three originating branches of evolutionary algorithms (EA) and identifying their particularities, a generalised HEA structure has been created, which behaves like any of the three original EA paradigms. The customisability and flexibility of the library makes it a more comprehensive tool in the application and research of EAs. The mutation of chromosomes in a binary-coded GA is very good in its ability to produce mutations of different magnitudes. The simulated binary mutation has been created to simulate this binary-coded mutation for real-value parameters. SBM is seen to perform very well comparing with adaptive mutations for real-value parameters showing good convergence on many benchmark functions, although it is identified that certain landscapes can cause SBM a difficulty. In these landscapes, the SBM would
