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Abstract 
The ability to interact with the environment is important for many tasks that will 
someday be performed with robots. Current methods for object identification and 
interaction cannot be used to solve loosely defined problems, such as tidying a messy 
room. Part of the problem can be attributed to the common practice of strictly 
defining all objects involved in a task; for example hand coding the perceptual 
properties of an object and the sequence of actuation output needed to grasp it. 
This thesis takes the approach that developing sensorimotor coordination 
instigates environmental interaction without predefined object models. Sensorimotor 
coordination is the correlation between change in perception and action. It is 
conceivable that a simple mobile robot that perceives the environment using vision 
and basic haptic detection could learn the correlation between action and change in 
perception of the environment; it could also do so without the programmer having to 
predefine all objects it could possibly encounter in the environment. 
The work presented investigates the development of sensorimotor coordination 
using a range of Semi-Markov Decision Processes. The models are data-driven and 
developed online as the robot interacts with the environment. Experiments focus on 
the how a robot can learn object affordance (the use of purpose of an object), as well 
as foreground segmentation and appearance modelling; problems normally solved by 
hand coding the required parameters for the given environment and robot. 
It was initially shown that a simple sensorimotor coordination model formed a 
representation that captured the affordance of a single object. The robot could use the 
model to perform several tasks, such as moving to a grasp position or avoiding object 
collision. By extending the model, it was shown that affordance could be used to 
select foreground when multiple unknown objects and structure were present in the 
environment. Finally, object appearance was developed using unsupervised 
modelling techniques and it was shown that representation accuracy was improved 
when considering the motion cues of the robot; which were dependent on the 
affordance of the object. 
In this thesis, sensorimotor coordination was used to develop coherent robot 
behaviour while avoiding some of the restrictions imposed by predefining objects. It 
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was shown that the sensorimotor coordination approach is comparable to affordance 
learning, which is an important aspect for developing an understanding of objects. 
By defining the structure of the sensorimotor coordination model appropriately, it 
could be possible for objects to emerge from the system, as opposed to being pre-
defined by the user before operation. 
This thesis also introduces an association between sensorimotor coordination 
and cognitive robots. Cognitive systems using a symbolic approach have to solve the 
difficult symbol grounding problem: that a symbol must be meaningfully linked to 
the real-world item that the symbol represents. Language games have been proposed 
as a complete solution, however they overlook the difficulty in developing an 
internal understanding of the world; a problem that developing a representation of 
sensorimotor coordination begins to solve. 
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Chapter 1 
Introduction 
Interacting with and manipulating objects in the environment is a fundamental 
requirement for functional robots. Currently, the use of robots is limited to 
constrained problems where the environment is consistently structured, largely due to 
the inflexibility of current methods for object detection, recognition and action 
planning. Many of these methods rely on the assumption that the environment can be 
predefined, and the robot can be programmed with  a set of static object 
representations. Typical methods used to perform robot-environment interaction are 
designed around a human’s interpretation of the world as categories of objects, where 
the categorisation is supported by the deep and broad semantic and contextual 
information inherently available to humans. A robot does not have this intrinsic 
semantic knowledge based on human experience, making it difficult for the robot to 
interpret the world using human understandings of object categories. 
Visual sensors such as cameras provide a rich source of information to detect, 
recognise and represent objects. The increase in availability of cheap video cameras 
has given today’s robots access to high-resolution sensory input, from which a large 
amount of information can be extracted. Despite the richness of the data, it is not a 
simple or trivial process to extract objects from the image. Typically a robot is 
programmed to recognise an object by predefining the visual properties that can be 
used to separate it from other visual input. Interaction requires expert knowledge of 
robot pose mechanics and dynamic movement, along with programmed object 
manipulation strategies. Current methods make several assumptions to enable object 
interaction: 
 that there exists a method to segment the object of interest (the foreground) 
from the objects irrelevant to the task (the background),  
2 
 
 that there are distinct categories of objects in the world that can be 
assigned meaning or purpose,  
 that the object can be located in a spatial reference frame, and  
 that knowledge of the purpose of the object and its location will allow the 
robot to plan the necessary movements to complete a task. 
Without predefined representations or rules for object interaction, the robot is 
confronted with a massive amount of sensory input which has no inherent meaning 
and consequently no basis for a plan of robotic action. 
This thesis explores how these assumptions might be relaxed or removed all 
together, so that a robot can find its own meaning from the stream of sensory input. 
Consider the sensory input as a continually updating measurement of the state of the 
robot and its environment. In a static (or slowly changing) external environment, any 
changes in sensory input would largely be due to the robot’s own actions. The thesis 
will investigate how the robot can learn a model for changes in sensory input based 
on its own actions, and how the learnt model can be used to plan future actions to 
perform a given task. A task can be defined by its desired final sensory state, and the 
plan becomes the list of actions required to get from the current to the desired 
sensory state. The actions performed will result in interaction with the environment 
to cause predictable change in the stream of sensory input, but without predefined or 
developer-provided object representations or meanings. The meaning in the sensory 
input is defined in robot’s own sensors and actions, and not in human semantic 
terms. 
The major question addressed in this thesis is how perceptual information can 
be modelled in conjunction with action information to facilitate coherent behaviour 
without pre-defined object representations. The question is explored by investigating 
how a robot could develop representations so that it can solve tasks of action 
planning, foreground segmentation, and recognition as assumptions are 
incrementally removed from the robot’s programming. 
1.1 What is an Object to a Robot? 
Most tasks we envision robots performing involve some form of interaction with the 
world around them. Tasks such as cleaning and tidying the home, stocking 
Chapter 1:  
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supermarket shelves, fruit picking and helping the elderly with day-to-day chores all 
require manipulation of the environment. The types of objects involved and the 
actions required to manipulate them can be vastly different between tasks. In 
addition, a single task can be composed of several different types of interaction with 
the environment – navigating, avoiding, sweeping, grasping, manipulating and so on. 
In typical robotic systems, the robot is programmed to perform a single task 
and is typically done so in a way that it can only be successfully performed when 
strict conditions are met. Often even small environmental changes introduce 
problems leading to failure. An expert developer is required to tune the algorithms 
for any such changes. The algorithms are also immutable; for example, just because a 
robot can pick up and put away a plate does not mean it can do the same for a cup. 
Ideally we would like a single robot to be able to perform multiple tasks that require 
interaction with the environment in different ways and be able to learn the actions 
and important components of the environment as necessary. 
Action, Attention and Recognition 
The current state-of-the-art in general purpose robotic hardware for research 
includes, for example, robots such as the PR2 from Willow Garage. The PR2 has a 
wide array of sensors for environmental perception, a mobile base allowing it to 
move and turn, as well as two arm-like manipulators that can be used to grasp and 
move objects. These sensors and manipulators mechanically give the robot the 
potential to perform a wide variety of tasks. Recently, the PR2 has been used to 
perform tasks such as opening doors and plugging itself into power outlets 
(Meeussen et al. 2010), removing items from a refrigerator (Bohren et al. 2011), 
folding towels (Maitin-Shepard et al. 2010) and folding socks (Wang et al. 2011). 
However, these tasks have only been performed under very strict environmental 
conditions. It is not yet possible for the PR2 to intuitively perform these tasks in 
combination, as would be required of a personal assistant robot. 
Object interaction requires the robot to recognise objects in the environment, 
identify the objects relevant for the task and perform actions to reach a desired 
outcome. Figure 1.1 shows an example of a mobile robotic that has: (a) a pre-
programmed method for detecting a specific object within its digital camera data, (b) 
knowledge of the spatial relationship between sensory data and distance and angle to 
the robot, and (c) a path planning method that relates motor commands to the change 
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in the robot’s state. The problems of visual recognition and robot navigation are 
addressed in experiments in this thesis; however the robot must learn solutions 
without having predefined object or action parameters. 
 
Figure 1.1: An example of a typical approach taken in robotics. (a) Objects are detected using 
parameters that define which pixels belong to a specific object. (b) The desired end configuration of 
the robot is defined by the transform between the sensor and spatial reference frames. (c) Inverse 
kinematics is used to calculate the actuator outputs. The process requires predefined knowledge of the 
object, environment and robot. 
An action is realised as a set of sequential actuator outputs. Traditional robots, 
such as robot arms in manufacturing lines, are programmed to act based on an 
understanding of the kinematics and dynamics of the robot. In manufacturing lines 
the environment must be strictly controlled as no measurement of the external 
environment is made and the robot performs “blind” actions. Measurement of the 
environmental state using sensors allows the end state of an action to be calculated 
dynamically, somewhat extending the flexibility of the robot’s actions, however 
knowledge of best manipulation procedures must still be programmed into the robot 
for each object. These hand-tuned action plans are not easily adapted between objects 
and must be completely re-tuned if the object changes. 
Objects are typically detected by unique characteristics that can be used for 
identification; visual properties such as colour and shape are commonly used (Jain, 
Kasturi and Schunck 1995). These methods allow objects that are important to the 
task to be identified and irrelevant objects to be disregarded (Maitin-Shepard et al. 
2010; Montesano et al. 2008; Scheier and Lambrinos 1996). Object properties must 
be known beforehand and parameters must be tuned for each object. The robot must 
be programmed before operation rendering these techniques useless in novel and 
unknown environments. 
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In less constrained environments, recognition of objects cannot always be 
achieved with basic cues such as colour. More complex appearance-based cues are 
more popular for object recognition in natural scenes (Ude et al. 2012; Nakamura, 
Nagai and Iwahashi 2011; Sun et al. 2010; Brucker et al. 2012; Fei-Fei, Fergus and 
Perona 2007). Complex learning methods such as Support Vector Machines (Madry, 
Song and Kragic 2012; Saenko et al. 2011) and Bayesian inference (Fei-Fei, Fergus 
and Perona 2007) have been employed to develop object models from examples and 
perform category recognition. Typically, these methods are used to classify well 
framed still images rather than the stream of images received from an online robot. 
Current object recognition, attention and action planning methods are 
developed with a particular robot, object and task in mind. The parameters often do 
not transfer to other configurations due to the specificity with which action, attention 
and recognition are required to be tuned. In addition, these algorithms are often 
brittle due to hard-coded constraints and can fail due to environmental or perceptual 
change; for example, vision algorithms often fail due to lighting changes (Milford 
and Wyeth 2012). These restrictions limit the application of robots in real-world 
scenarios. 
The approaches described above rely upon object representations which have 
been defined by humans. Actions require the object to be defined to calculate the 
final robot state, attention pre-supposes the knowledge of the object that is important, 
and more complex recognition algorithms require labelled examples and training 
phases to develop an appearance-based model. Accurate measurements of object 
parameters are required to achieve coherent robot behaviour. Expert knowledge is 
used to provide a specific solution to problems that require a deeper understanding of 
the relationship between appearance, actions and outcomes that are associated with 
objects. 
What is an Object? 
Rather than defining the representations a-priori, we instead would like robots to 
learn what objects are for themselves. However, the definition of an object often 
varies according to the task, the abilities of the robot and the structure of the 
environment. The concept of an object is seemingly simple to a human; however, 
there is not a strict set of rules that enables separation of objects and non-objects. 
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The definition of an object is often ambiguous; for example, a rock is 
considered an object; it has homogeneous make-up with clearly defined borders. A 
large boulder is fundamentally similar; however it more often considered a structural 
obstacle. A small pebble that can be driven over is more often considered as terrain. 
In this case, the definition of an object is dependent on the agent’s size, sensors and 
manipulation abilities. Objects can also have dynamic borders, as in a beach ball, or 
constantly changing constituents, such as a wave, as argued in (Modayil and Kuipers 
2008). A phone can be an object as a whole when it is picked up and the buttons 
individual objects when dialling a number. This indicates that the task also plays a 
role in the way that the object is defined. 
 The contextual nature of objects makes it difficult to create a single definition 
for objects which can be applied to easily generate object representations. It has been 
proposed that objects should have different definitions depending on the agent and 
for a component of the environment to be considered an object it needs to have some 
use to the agent (Fitzpatrick and Metta 2003). 
A robot that develops object representations when the robot’s definition of an 
object is not known cannot be provided with a blank object template; it must 
therefore have an unassuming sensory interpretation of the environment and a 
method for learning properties of different components within the environment. The 
development of object representations could instead be developed on top of a more 
fundamental system. 
1.2 Sensorimotor Coordination 
A robot is a machine that exists in an environment, it perceives with sensors and can 
manipulate with actuators, as illustrated in Figure 1.2. There exists a tight coupling 
between the robot’s perception and its action. Robotic actuation causes change in the 
environment and this change directly affects the robot’s sensory input. Any 
environmental change when performing a given action should also be repeatable as 
the environment and robot abides by a set of physical laws. Within the scope of this 
perception-action loop, a model can be developed that estimates the outcome of any 
perception-action combination. The model forms a representation of the robot’s 
sensorimotor coordination. 
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Figure 1.2: An illustration of the perception-action loop experienced by an embodied robot. Modelling 
the change in perceptual state given actions forms a representation of sensorimotor coordination. 
The fundamental relationship that occurs in the sensorimotor coordination 
model can be described with a linking action between two states, as illustrated in 
Figure 1.3. State change, given an action, should be consistent. If the robot has a 
model comprised of accurate representations of this fundamental relationship, the 
robot should be able to accurately predict the resulting state after any state-action 
combination occurs. More importantly, the model could also be used to plan actions 
to change the state of the environment to perform a task. Accurate knowledge of the 
fundamental relationship, coupled with accurate state estimation and a planning 
algorithm is all that should be necessary to develop a robot that can perform a variety 
of tasks in an environment. 
 
Figure 1.3: The fundamental relationship of sensorimotor coordination represented in a discrete form; 
where st is a state of the environment and at is the action performed, at time t. The action causes the 
state to change at time t+1. 
It is conceivable that a general representation of sensorimotor coordination 
could be developed without the need to explicitly define objects; a coherent 
behavioural output could still be achieved. While many approaches use a 
sensorimotor coordination approach (even if not explicitly stated), usually the object 
representations are pre-defined given the user’s understanding of the objects. In this 
case the sensorimotor coordination problem is simplified, resulting in a restriction of 
the flexibility of the robot’s behaviour. The question stands: can coherent 
sensorimotor coordination be developed to interact with objects without pre-
supposing the properties of objects? 
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1.3 Definitions 
A variety of concepts are used in this thesis that are not commonly found in 
traditional robotics literature, and which originate from a variety of sources including 
psychology and philosophy. The specific use of these terms is defined here, but other 
definitions are further discussed in Chapter 2. 
An affordance is a term first used by James J. Gibson (Gibson 1977) to 
describe a property of an object that characterises its use or how it can be used. It is 
the affordance of an object that defines whether the object is useful to the agent, and 
therefore could be used to decide whether something should be considered an object 
(Fitzpatrick and Metta 2003). In robotics, affordances have been used as a data 
structure that describes the relationship between object, action, and effect 
(Montesano et al. 2008), typically for interactions that are modelled discretely from 
one another. 
In this thesis, an affordance is defined as the way in which the robot’s sensory 
perception of an object changes given the actions of the robot. An affordance is the 
continual change in perception space caused by the robot’s actions altering the 
object’s state. The affordance model is defined as a network of connected, discrete 
relationships between sensory state, robot action, and change in sensory state. The 
model attempts to replicate the continuous affordance definition with the set of 
discrete connected relationships, and is used to predict the future sensory state given 
robot’s future actions. 
Visual attention has been explored in the robotics domain based on biological 
processes (Itti, Koch and Niebur 1998). The aim of an attention mechanism is to 
extract parts of the image that are relevant, interesting, or most informative before 
others. In this thesis the term attention is used to describe the continual selection of 
the most relevant object over the lifetime of the robot. Specifically attention is 
defined as the selection of a feature in the robot’s perceptual field based on which the 
robot chooses its next action. 
The definition of the word object must also be made clear to avoid imposing 
external semantics during the discussions in this thesis. In the following experiments 
the environment is considered as having multiple components that are not 
homogenous and that react differently to the robot’s actions. All things detected by 
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the robot can be considered a component of the environment, including structure, 
such as walls and floors, furniture, and other items that are not considered objects 
based on a human’s semantic interpretation. The robot must be able to represent all 
components of the environmental to develop representations that can be used to 
recognise the component, determine if it is useful for the task at hand, and select the 
best action to perform to complete the task. The term object will refer to all 
components perceived by the robot in its environment. 
1.4 Research Contributions 
This thesis makes contributions to a very difficult and very important problem: how 
robots can develop their own representations of the world without explicit concepts 
programmed by humans. The approach taken is to develop a general sensorimotor 
coordination model using Markov models as a framework. Assumptions about object 
appearance and segmentation are incrementally removed as experiments progress. In 
particular it is not assumed how a robot should actuate to interact with an object, 
what in the environment is important to the task, or object appearance and 
segmentation boundaries. The following contributions are made toward this goal: 
 The use of Markov models to develop a model of sensorimotor 
coordination for a robot acting in the real world. The models are developed 
online as the robot experiences the world and Markov Decision Processes 
are used to control the robot based on the model produced. 
 The development of an affordance representation using a Markov model. 
The Markov model represents multiple connected intermediate state 
changes, in contrast to a single object, action, and effect relationship used 
by current affordance definitions. 
 A novel distributed-SMDP is presented that can simultaneously learn 
affordances for multiple objects. The distributed action selection process is 
compared to a process of object selection based on the object’s affordance 
to the task. Object attention is an emergent property of the system. 
 A partially-observable-SMDP is combined with a state-of-the-art 
appearance-based mapping system (FAB-MAP) to develop autonomous 
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representations of objects that are recognisable from appearance with 
open-set conditions (all objects are not known a-priori to operation).  
 A novel method is introduced to extend FAB-MAP to consider the 
location in which features were detected in the image to compute the 
overall image match likelihood. 
 A demonstration that representations developed by the robot when 
considering affordance during visual recognition are more consistent with 
the physical environment being modelled. A comparison is made to 
temporal filtering and recognition by function. 
 A discussion of the use of sensorimotor coordination for privately 
grounding representations of objects and actions towards full symbol 
grounding based on the semiotic triangle relationship. 
1.5 Chapter Outline 
The remainder of the document reads as follows: 
 Chapter 2 will provide a more detailed review of published literature in 
current methods for segmenting, recognising and interacting with objects 
before introducing prior work on affordance representations. Literature in 
the field of symbol cognitive robotics is also presented. 
 Chapter 3 motivates the use of Markov models for object representation 
and provides the theoretical framework for multiple types of Markov 
Decision Processes. An overview of the Markov models in the specific 
application is given along with an introduction of the robot system. 
 Chapter 4 presents an initial experiment to develop a sensorimotor 
coordination model in a simple environment consisting of a single object. 
A semi-Markov decision process (SMDP) is developed as the model for 
sensorimotor coordination. The chapter aims to provide a solution to the 
question of how a robot can develop an understanding of the use of an 
object. 
 Chapter 5 extends the study in the previous chapter to an environment in 
which multiple objects are present and detected by the robot. A distributed 
SMDP is presented which is used to overcome the increased 
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dimensionality and provide bootstrapping between objects. The chapter 
aims to provide a solution to the question of how a robot can develop an 
understanding of foreground attention. 
 Chapter 6 applies the SMDP in a more natural environment in which a 
more complex perceptual system is required to represent perception. This 
chapter shows that a naive application of the model to the natural 
environment is not sufficient for coherent behaviour and motivates the 
need for a more complex sensorimotor coordination model. 
 Chapter 7 extends the model of sensorimotor coordination to a partially 
observable semi-Markov decision process (POSMDP). The POSMDP uses 
a probabilistic model to map between observations and states and 
incorporates the model transition probabilities in the state belief 
calculation. The chapter aims to provide a solution to the question of how 
accurate state recognition can be made without pre-trained models in 
online and open-set conditions. 
 Chapter 8 summarises the body of work and presents a discussion of the 
results and outcomes of the thesis. 
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Chapter 2 
Background 
This chapter describes current techniques for robot-environment interaction through 
object segmentation, recognition and robot control. In Section 2.1, traditional 
approaches that use hand crafted algorithms or supervised learning for determining 
object appearance, attention and object interaction are described. Section 2.2 
describes more recent flexible representations based on the ideas of object 
affordance, which have been used to enable a robot to learn through exploration. 
Literature on the concept grounding is presented in Section 2.3 as further motivation 
and future direction for the thesis as a whole, before a final discussion and summary 
of the material presented in this chapter. 
Further background material on Markov models and reinforcement learning is 
described in Chapter 3 to coincide with the description of the methodology used in 
experiments. 
2.1 Object Identification, Recognition and Interaction 
We want robots that will someday operate and perform useful tasks in environments 
such as offices and households. These environments tend to be full of a variety of 
different objects that shape the robot’s sensory input, as shown in Figure 2.1. State-
the-art results in object identification, recognition and interaction have been achieved 
using vision-based sensing and are also low cost, low power, have a small profile, 
and generate a rich sensory input. 
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Figure 2.1: An example of a typical office environment, which contains many objects and structural 
components that must be visually segmented and recognised. The robot must also have knowledge on 
how best to interact with them based on the current state of the robot and the object. 
2.1.1 Object Segmentation 
A robot’s visual input may consist of multiple different objects, as well as structural 
components such as walls and floors. The robot must be able to identify a particular 
object or structure that is important for the task being performed, despite the other 
objects in the image. The term foreground is used to define objects that are of 
interest, while objects that are irrelevant are classified as background. For operation 
in many environments, the robot requires a mechanism that enables it to differentiate 
between foreground and background. 
Image segmentation is a classic means to identify different components in an 
image and can be used to select foreground candidates. Segmentation is the process 
of classifying each pixel in the image by object type. Different categories can be 
formed based on cues from colour, texture and lines in the image. Parameters that 
define the bounds on a category based on the value of the visual cue can be hard-
coded prior to the task, for example, (Bohren et al. 2011). Many different algorithms 
exist to perform segmentation, such as water-shedding, region growing and edge 
detection (Fu, Gonzalez and Lee 1987; Pal and Pal 1993; Mardia and Hainsworth 
1988). A typical scene can be segmented into multiple different objects as well as 
floors, surfaces and walls as shown in Figure 2.2. With the introduction of cheap red-
green-blue-depth (RGB-D) cameras object segmentation based also on three 
dimensional shape is rising in popularity (Ude et al. 2012; Lai et al. 2012; Rogers 
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and Christensen 2012; Mishra, Shrivastava and Aloimonos 2012; Klank et al. 2012). 
Segmentation of object hypotheses is performed by finding sharp changes in image 
depth. Filtering for useful objects has been performed by placing an assumption 
object size (Saenko et al. 2011). In cluttered scenes depth segmentation has 
difficulties disassociating objects of close proximity (Bergstrom, Bjorkman and 
Kragic 2011). 
 
Figure 2.2: An example of a colour based segmentation algorithm. The four categories shown were 
predefined to develop the segmentation boundaries. 
Segmentation algorithms are used to determine the position of a desired 
foreground object by pre-defining the segmentation category of interest. The process 
is simple as the segmentation process typically provides a labelled visual perception. 
In many cases it is deemed only a single object is important and therefore only a 
single object category need be defined; all visual input that is not categorised as the 
object becomes background (Maitin-Shepard et al. 2010; Scheier and Lambrinos 
1996; Kassahun et al. 2008). 
Removing the Background 
Complementary to object detection, it is also possible to identify and segment the 
background from an image, leaving only objects of interest as foreground. The 
simplest method to remove the background from an image is to physically alter the 
environment such that all irrelevant objects (walls or tables) are made featureless. 
For example, if all objects are placed on a table, the surface can be detected due to its 
consistent colour and texture, while all objects placed on the table will have varying 
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colour and texture (Klank et al. 2012). Featureless backgrounds have been used in 
many robot-environment interaction experiments (Rogers and Christensen 2012; 
Aleotti, Lodi Rizzini and Caselli 2012; Zillich et al. 2011; Saenko et al. 2011; 
Griffith et al. 2010; Scheier and Lambrinos 1996; Montesano et al. 2008; Kassahun 
et al. 2008; Paletta and Pinz 2000). Identifying structure using spatial cues has 
become possible with RGB-D cameras; surfaces can be found by assuming a planar 
arrangement (Ude et al. 2012; Rogers and Christensen 2012). Performing an 
experiment with walls of solid and consistent colour similarly allows objects to be 
more easily identified (Montesano et al. 2008; Maitin-Shepard et al. 2010). 
An alternative method to setting a consistent background is to learn a model of 
the background, eliminating the need to physically alter the environment. The model 
is first learned before any objects are presented to the robot. Images with objects 
present are compared with the background model, and differences between the image 
and the background reveal objects. Learning a background has been performed using 
occupancy grids (Modayil and Kuipers 2008), colour images (Xu and Kuipers 2009) 
and depth images (Bjorkman and Kragic 2010; Brucker et al. 2012; Herbst, Ren and 
Fox 2011). 
Despite segmenting the scene into two or more parts, a robot must be able to 
perform data association to recognise an object over multiple frames. In toy 
environments simple methods (such as labelling with colours) are used to avoid 
complicated association methods, however in real-world environments appearance 
and texture based methods are required. 
2.1.2 Object Recognition 
Object recognition is typically performed by comparing a query image with a set of 
known images that represent already known objects. Both the query image and 
known set are converted to an appearance-based representation to perform the 
comparison. Various appearance-based representations have been used for object 
recognition, for example shape, (Lai et al. 2012) Histograms of Gradients and 
Histograms of Quantised Colours (Anati et al. 2012; Saenko et al. 2011) and GIST 
descriptors (Murphy et al. 2006). Combinations of feature types including, colour 
and shape have been used to improve discrimination and improve recall (Madry, 
Song and Kragic 2012; Tang et al. 2012; Xu and Kuipers 2009; Li, Socher and Fei-
Fei 2009). 
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The state-of-the-art in appearance-based recognition uses local features, the 
most popular being the Scale-Invariant Feature Transform (SIFT) (Lowe 1999) and 
Speeded Up Robust Features (SURF) (Bay, Tuytelaars and Van Gool 2006). 
Appearance-based Feature Representations 
The aim of the local feature descriptor is to produce a representation of a small area 
of the image that is repeatable and consistent under varying conditions. Common 
variations in images occur due to scale, illumination, rotation and perception. 
Extracting local feature descriptors is a two-step process (Siciliano and Khatib 2008): 
detection and description. 
The first step is to detect interesting points in the image, the most common 
being the Harris corner detector (Harris and Stephens 1988). Interesting points are 
usually corners and lines that have sharp changes in intensity, as exemplified in 
Figure 2.3. Sliding window filters of varying sizes are used to detect intensity 
gradients at various scales, producing different sized features. The windowed area is 
usually normalised to provide robustness to change in illumination (Lindeberg 1998). 
 
Figure 2.3: An example of SIFT detection. Points in the image with large changes in gradient such as 
corners and edges are detected. The scale of the detection is represented by the size of the circle, while 
the line indicates the principle axis of the gradient. 
The second step is to produce a description of the patch appearance. The 
descriptor is used to compare two interesting areas to calculate their similarity. 
Common descriptor generation methods represent the descriptor with a vector of 
length 64 (Bay, Tuytelaars and Van Gool 2006) or 128 (Lowe 1999). Each value in 
the vector represents the magnitude and direction of the image’s gradient within the 
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patch, see Figure 2.4. Comparison between descriptors is possible as all patches are 
scaled to an identical size. Comparison is successful as different detections of a 
corner feature will have similar gradients, and hence similar vector values. The 
vectors allow the two patches to be compared numerically while providing an 
abstraction from raw pixel values that often suffer from scale, illumination, rotation 
and perspective change. 
 
Figure 2.4: A visualisation of an example 8x8 local descriptor. The size and direct of each gradient in 
the patch is represented by a vector. The larger vectors in the bottom left depict a corner of an object. 
The potential for object recognition using appearance-based features was 
explored with the initial introduction of the SIFT feature (Lowe 2004). Recognition 
of an object between two images was successful under object rotation and partial 
occlusion, as each feature was somewhat invariant to the rotation and scale change 
between the two images. Feature similarity could be compared between images, as 
the representation of each feature was consistent despite representing differently 
sized image patches. 
Bag-of-words Methods 
Raw feature comparison is computationally expensive due to the measurement of 
Euclidean distance between two high-dimensional vectors. Object recognition 
becomes especially expensive when hundreds of features are used to represent a 
single object, and when each object must be compared to a set of potentially 
hundreds of other objects. Computation quickly becomes infeasible, especially for 
real-time applications. The visual bag-of-words method, inspired from information 
retrieval in written documents, was introduced to reduce the computational burden of 
descriptor comparison (Sivic and Zisserman 2003). 
The bag-of-words approach represents an image as a binary vector as opposed 
to a large collection of high-dimensional vectors. The raw descriptors are converted 
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to the bag-of-words using a vocabulary; a static set of feature descriptors termed 
words. A bag-of-words is created by comparing each feature extracted from an image 
to the vocabulary, see Figure 2.5. The feature is matched to the word descriptor and 
is represented by the single word number that it most closely represents. The bag-of-
words is a binary vector indicating each word’s detection in the image. Compared to 
raw feature representations, the bag-of-words has a smaller size, and allows images 
to be matched with less computational expense as the comparison of a binary vector 
can be performed more cheaply than operating on raw descriptors. 
A Vocabulary is created from a large dataset of images representative of the 
world (Cummins and Newman 2008) or from a sub-section of data (Sivic and 
Zisserman 2003). Methods such as vocabulary trees (Nister and Stewenius 2006) and 
approximate nearest neighbour (Arya et al. 1998) have been used to decrease 
vocabulary search times, made possible as the vocabulary is static. 
 
Figure 2.5: An example of nearest neighbour searching used in the bag-of-words approach. An 
extracted descriptor is compared to the descriptors in the vocabulary and the closest matching word  is 
added to the bag-of-words. The representation for the single descriptor is reduced to [1 0 0] using a 
bag-of-words. 
Object Recognition with Bag-of-words 
The bag-of-words method has becomes a prevalent method for appearance-based 
object recognition (Madry, Song and Kragic 2012; Ude et al. 2012; Rogers and 
Christensen 2012; Zillich et al. 2011; Nakamura, Nagai and Iwahashi 2011; Sun et 
al. 2010; Li, Socher and Fei-Fei 2009). Object recognition is performed by 
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generating a bag-of-words representation from an image of an object and comparing 
it to a set of previously generated representations from which you want to recognise. 
Comparison of two bag-of-words vectors can be performed simply using Euclidian 
or earth-movers distance, however more robust results have been achieved using 
Bayesian methods (Fei-Fei, Fergus and Perona 2007): 
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where s is the object model and Z is a bag-of-words observation.  
In the basic approach, the probability that each word is representative of each 
object model is calculated prior to recognition. The likelihood of each object model 
is a naive product of individual word probabilities: 
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where z is a word in the bag-of words Z. 
The prior is the expectation of the object model before observation. For 
example, in a landscape dataset trees are more likely to be observed than cars and 
therefore may be given a higher prior. The prior can often be hard to judge and may 
introduce errors if incorrectly estimated. Normalisation is performed over all object 
models and classification is usually taken as the maximum likely posterior. Other 
classification methods, such as support vector machines, have also been used to 
perform object recognition through classification (Madry, Song and Kragic 2012; 
Saenko et al. 2011).  
Classification methods require labelled examples to train the object 
models/classification model. Object training data are typically static images with 
objects closely segmented from any background input. Prior segmentation allows 
clean models of bag-of-words representative of only the object as the features 
themselves do not provide any object-boundary information. It is possible to learn 
object models without segmentation and better results are achieved by also modelling 
a background category (Fei-Fei, Fergus and Perona 2007). 
Unsupervised object detection and recognition is a more difficult problem as 
the number of object categories is unknown beforehand. It is arbitrary whether a new 
Chapter 2:  
Background 
21 
 
observation belongs to a previously seen object or to a new object. The probability of 
a match is dependent on what has previously been observed, i.e. the full set of 
possible objects in the world when only a subset is typically known.  Some success 
in unsupervised object modelling and detection has been achieved using Dirichlet 
processes (Li, Socher and Fei-Fei 2009; Nakamura, Nagai and Iwahashi 2011), 
however, the problem is challenging and more investigation is required to perform 
unsupervised modelling on an robot during operation. 
Unsupervised Place Recognition and Mapping 
Robot mapping can be considered an unsupervised problem as the size and 
constituents of the environment are unknown before operation. In addition, methods 
for visual place recognition, which are used in some mapping algorithms, share 
similarities with methods for object recognition. Specifically a Bayesian approach to 
calculating the location probability given a bag-of-words representation has produced 
successful place matches (Angeli et al. 2009; Maddern, Milford and Wyeth 2012; 
Cummins and Newman 2008). An overview of some of the techniques that has led to 
successful visual mapping is given as it has motivated some of the methods used in 
this thesis for interacting with objects. 
The state of the art in appearance-based mapping is Fast Appearance-based 
Mapping (FAB-MAP) (Cummins and Newman 2008, 2010), which introduced a 
robust measure for unsupervised location addition within the Bayesian structure. A 
robust estimate was introduced to normalise over all locations currently known, as 
well as all locations not yet known. The appearance of unknown locations must be 
estimated, as it is impossible to directly calculate. The dynamic estimation is 
calculated by considering the average appearance of locations in training data. The 
normalisation is summarised as: 
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where sm is a location indexed in mapped locations M, su is a location indexed into 
unmapped locations and Z is a bag-of-words observation. 
Mapping can often fail if place recognition is imprecise. A false positive match 
(matching a location to a previous incorrectly) can lead to catastrophic failure in 
navigation as the map becomes distorted and does not properly represent the 
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environment (Eade and Drummond 2008). In addition, too many false negative 
matches (failing to match to a previous location when it is revisited) can lead to maps 
that are too loosely, or not at all, connected. 
In many robot navigation tasks a more robust posterior probability is calculated 
by filtering the output over time; a sequence of matches is needed before recognition 
is confirmed. False positive matches typically occur as random, one-off events and 
can be eliminated as they do not occur in a sequence. Many false negative matches 
provide a moderate likelihood of a match despite the match being not strong enough 
to be definite. Temporal filtering allows a sequence of several moderate matches to 
accumulate over time. It has been shown that motion and temporal cues are 
important for place recognition and mapping and improve results over appearance-
only methods (Milford 2012). 
In the Bayesian framework place recognition can incorporate temporal cues 
using a recursive Bayesian estimation, in which the posterior at time t-1 becomes the 
prior estimate at time t (Blanco, Fernández-Madrigal and Gonzalez 2008; 
Dissanayake et al. 2001; Cummins and Newman 2008; Maddern, Milford and Wyeth 
2012). Each subsequent estimate is therefore dependent on both the current 
likelihood as well as the likelihood at the previous time step: 
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A robot can use object identification and recognition to interpret the world, 
however it will also be tasked with modifying the environment in some way and 
must also have the capability to interact and manipulate. 
2.1.3 Robot-Environment Interaction 
A robot manipulates the environment typically using electric motor driven actuators, 
such as wheels, joints, or clamping mechanisms and an action is typically the 
accumulation of a sequence of raw actuator output. The problem for the robot is 
therefore to choose the appropriate actions to change the environment to satisfy the 
required outcomes. 
Many robots use a control theory approach produce action when interacting 
with objects (Meeussen et al. 2010; Maitin-Shepard et al. 2010; Montesano et al. 
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2008; Fitzpatrick and Metta 2003). Knowledge of kinematics and dynamics are used 
to produce smooth motion of actuators, reaching the final desired configuration with 
minimal error (Spong, Hutchinson and Vidyasagar 2006). Robots with sensing 
capabilities restricted to internal sensors, such as shaft encoders or inertial 
measurements, must have the final configuration defined without knowledge of the 
environment. The environment must therefore be consistently configured before 
operation; a typical example of this type of robot is a manufacturing arm. 
Many of today’s robots have a wide variety of environmental sensing 
capabilities, allowing the final configuration of the robot to be defined dynamically, 
depending on the state of the environmental; for example, the position of a cloth on 
the table-top (Maitin-Shepard et al. 2010). The method for interaction must still be 
known before operation; for example, the relative position between the robot and 
object must be defined for a grasp action. Interaction methods will differ between 
objects and therefore must be programmed for each object. These methods can be 
applied different types of robots; for example, for the movement of a mobile robot or 
to change the configuration of a multi-joint robotic arm. 
Tasks performed in environments in which the configuration and constituents 
are unknown before operation, such as tidying a child’s room, are unsolved using the 
above methods for identification, recognition and interaction. The objects may not all 
be known beforehand and therefore programming actions to interact with every 
single possible entity is not feasible. Similarly tuning parameters to segment the 
image appropriately with unknown objects under varying lighting conditions is not 
possible. Supervised methods for object appearance learning are also not appropriate 
when the objects cannot be known before operation. 
2.2 Affordances 
Affordance representations have been suggested as a flexible way to define object 
interactions such that actions can also be dynamically selected given an object and a 
desired outcome of the interaction (Montesano et al. 2008). The term affordance was 
introduced by James J. Gibson (Gibson 1977) who proposed an affordance as a 
property of an object that characterises the use or purpose of the object. For example, 
a cup can be picked up, and a ball will roll when pushed; these are properties that can 
be attached to the objects, cup and ball respectively. 
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Gibson proposed that affordances could be directly perceived in the visual 
system, as they were properties of the items themselves. Some theories believe this 
idea of inherent properties is plausible for robotics (Chemero and Turvey 2007; 
Webb 2007), although typically modern robotics accepts that some representation 
and computation is required for a robot to understand an object’s affordance (Sloman 
1989; Sahin et al. 2007). (Sahin et al. 2007) suggests that Gibson’s ‘direct 
perception’ concept actually implies that an agent doesn’t need a general physics 
model for all entities in the world, but rather only the knowledge of how its 
perception changes with action. Affordances can be a useful concept for use in 
robotics as knowledge of an object’s behaviour given different actions can be used to 
(a) select the best actions for interaction, (b) can be used to categories objects, and 
(c) can be exploited for object recognition. 
2.2.1 Learning an Affordance Representation 
A representation of affordance has been designed for robotic systems as a 
relationship between object, action and outcome, illustrated in Figure 2.6. The 
relationship represents the idea that given an object and action, the resulting outcome 
should be consistent and predictable. Affordance relationships using this design have 
been learned with a fixed number of actions, objects and effects by performing  
multiple experiments in which a combination of action and object is selected; the 
effect is measured and compiled with the other trials (Montesano et al. 2008; 
Fitzpatrick and Metta 2003; Sun et al. 2010). 
  
Figure 2.6: A conceptual representation of an affordance representation for robotic systems An 
affordance is defined by the relationship between action, objects and effects (Montesano et al. 2008). 
Affordances have initially investigated for robots by positioning a single object 
on a table in view of a camera as a robot arm performs one or more actions 
(Montesano et al. 2008; Fitzpatrick and Metta 2003; Moldovan et al. 2012; Kopicki, 
Wyatt and Stolkin 2009; Mugan and Kuipers 2012). The robot has a set of actions 
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such as pushing and tapping, which it performs on the object multiple times. The 
state of the object is defined by its position in the image and is measured before and 
after the applied action; the difference of which forms the quantitative measure of 
effect. The process can be repeated to develop an affordance relationship for multiple 
different objects. The relationship in Figure 2.6 has been represented as a function 
(Fitzpatrick and Metta 2003; Kopicki, Wyatt and Stolkin 2009) or in probabilistic 
data structures such as a Bayesian network (Montesano et al. 2008; Moldovan et al. 
2012; Mugan and Kuipers 2012) and self organising maps (Ridge, Skocaj and 
Leonardis 2008). 
Generalisation between objects has also been achieved by considering object 
properties rather than single instances of objects (Montesano et al. 2008; Moldovan 
et al. 2012; Ridge, Skocaj and Leonardis 2008). Object properties such as size, 
roundness and colour have been extracted from the camera image in similar 
experiments as above. The representation forms a relationship between the property 
of an object and the action-effect rather than the instance of the object. The 
properties that correlated with the action-effect were discovered, for example, the 
roundness of an object correlated with the distance the object rolled when pushed 
while the colour of the object does not. The Bayesian network data-structure 
employed by (Mugan and Kuipers 2012) also allowed further conditions to be 
attached to an affordance relationship. In our example a Bayesian network could 
capture that relationship between the distance that the ball would roll given other 
objects with which it could potentially collide. 
The properties afforded by objects are different for mobile robots due to the 
different ways in which a robot can interact with an object.  Typically a mobile robot 
can navigate around an object, navigate over an object, approach an object, push an 
object or grip and lift and object. (Sun et al. 2010) showed that affordances could be 
learnt for a mobile robot by classifying all objects as, traversable, structural or push-
able. The affordance relationship was developed by matching the visual appearance 
in a forward facing camera to one of the classes as the robot moved forward. Also on 
a mobile robot, (Modayil and Kuipers 2008) started with a known map of traversable 
and structural areas. Laser range data not already pertaining to these two classes were 
classified as objects and the robot performed actions such as turning, moving 
towards, and pushing these objects. A series of control laws were developed relating 
26 
 
the object, the robot’s action, and the expected change in the object’s position 
relative to the robot. 
2.2.2 Action Selection using an Affordance Representation 
Affordance-based representations provide a flexible means to develop and select 
actions based on a desired outcome. An affordance representation learned using the 
methods described above can remove the need for the developer to hard-code the 
process for selecting actions. The robot rather can consult its affordance relationship 
data to select the action that achieves the needed effect. The method used to learn the 
affordance dictates the manner in which the affordance relationship can be used to 
select actions. 
Experiments using robot arms have typically used a discrete representation for 
action that describes the robot’s motion from the start of the action to the end of the 
action (Montesano et al. 2008; Moldovan et al. 2012). For example, (Montesano et 
al. 2008) defined the discrete action list as ‘grasp’, ‘touch’ and ‘tap’. The robot 
would select the best action from this list to replicate an effect that it is shown, such 
as rolling the ball along the table, in which case ‘tap’ would be the most desirable 
action. Continuous motion selection over the lifetime of the robot has been achieved 
by constantly matching the image to an object type, which has an associated action 
given the goal (Sun et al. 2010). The most desirable action was chosen to reach a 
long-term goal of cleaning a room by pushing all push-able objects onto one side of 
the room. 
More advanced plans have been made by sequencing multiple actions together 
to achieve a final effect, or desired state. On a mobile robot (Modayil and Kuipers 
2008) was able to sequence multiple control laws to push an object to a desired 
location. The manoeuvre required the robot to understand how to move around an 
object to achieve the required angle for pushing, and then how to push the object by 
keeping the object central to the robot’s front face. On a simulated robot arm, 
(Mugan and Kuipers 2012) sequenced multiple Bayesian networks to interact with 
shapes on a table-top to learn more individualised actions than ‘grasp’, ‘touch’, ‘tap’ 
on a per object basis. 
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2.2.3 Object Selection using an Affordance Relationship 
Affordance relationships have also been used to select an object based on an action-
effect combination. Multiple objects are often available to a robot but the robot is 
only concerned with the eventual outcome; the robot must choose which objects 
afford that outcome. (Montesano et al. 2008; Moldovan et al. 2012) demonstrated 
object selection was possible on table-top experiments on armed robots, in which 
several objects were visible and could be interacted with at any given time. 
Object selection has also been demonstrated on a mobile robot which learned 
to associate visual stimulus with mechanical properties, in particular, conductance 
(Pfeifer and Scheier 1997). As learning progressed the robot was able to avoid non-
conductive objects and only navigated to conductive objects. 
2.2.4 Extending Visual Object Recognition 
The majority of object recognition literature focusses on recognition using only 
visual data. A robot that can interact with objects can use the further modalities of 
data provided by interaction to recognise an object. 
(Sutton, Stark and Bowyer 1998) discusses recognition through function and 
explores the idea through associating three dimensional shapes with, for example, 
their ‘sit-ability’ in order to recognise chairs. It was shown that object recognition 
could be possible without any visual cues by feeling along the edge of simulated 
objects (Nolfi and Marocco 2002). (Mason et al. 2011) demonstrated a similar idea 
by considering the manipulator position after a successfully grasp. The differing state 
of the fingers on the robot’s hand was used to learn and identify objects. Considering 
the weight of objects has enabled robots to recognise objects that could not be 
differentiated with visual cues alone (Kassahun et al. 2008). 
The hypothesis of object recognition has also been improved using time and 
action based information. Improving object recognition by fusing multiple views has 
been investigated in active vision domains (Aloimonos, Weiss and Bandyopadhyay 
1988), with the aim to choose actions that provide the most discriminative power 
(Paletta and Pinz 2000). Object position belief has been refined for grasping purposes 
(Klank et al. 2012). Object representations have been improved by fusing multiple 
sensory inputs through a motion sequence (Zillich et al. 2011). Visual segmentation 
boundaries are more easily detected under motion; provided by an external source to 
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the robot (Xu and Kuipers 2009), or by the robot pushing the object itself (Fitzpatrick 
and Metta 2003). Representations of moveable objects have been generated by 
attempting to push objects and re-evaluate object hypotheses (Ude et al. 2012). 
An affordance-based approach, in which the affordance relationship is learned 
as the robot interacts with the environment, allows haptic and temporal information 
that is not traditionally used in object recognition to improve the hypothesis. In 
addition, the parameters used for defining the models can be based on the actual 
values detected in the sensors. 
2.3 Grounding 
In traditional artificial intelligence literature, knowledge is represented in a symbolic 
system. A symbolic system is a method by which information is stored in the brain 
and from which intelligence arises (Newell and Simon 1976). A symbol is the atomic 
unit of concept within a symbolic system. Symbols are semantically interpretable 
(assigned meaning) and can be manipulated on the basis of explicit rules in such a 
system (Harnad 1990). The ideas associated with symbolic systems have been used 
in the attempt to build intelligent robots (Cangelosi and Harnad 2001; Taddeo and 
Floridi 2007; Vogt 2002). 
2.3.1 The Symbol Grounding Problem 
Traditional symbolic systems were proposed as being able to achieve intelligence 
through the relationships between, and manipulation of, symbols alone (Harnad 
1990). The test of intelligence proposed by Turing was that any computer program 
which could not be distinguished from a human after questioning through a terminal 
interface was deemed intelligent (Turing 1950). The computer in this case would not 
have to label the entities it was talking about in the world, but only be able to 
produce well-formed strings of characters in response to a similarly formed question. 
Searle argued against this definition of intelligence by postulating that intelligence 
requires a concept of the world to which the symbols must refer (Searle 1980). It has 
been argued that traditional symbolic systems are unable to achieve ‘strong 
intelligence’ as they are in no way connected to the entities in the real-world that 
they represent (Steels 2007; Vogt 2002; Taddeo and Floridi 2005; Harnad 1990). The 
process of connecting symbols to the world gives the symbols a meaningful context; 
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the question of how this connection is achieved is the symbol grounding problem 
(Harnad 1990). 
2.3.2 The Semiotic Triangle 
The semiotic triangle, shown in Figure 2.7, is an adaption of Peirce’s sign (Peirce, 
Hartshorne and Weiss 1932) and is used by Schulz (Schulz, Wyeth and Wiles 2011) 
to illustrate the ideas of private and social grounding as a means to solve the symbol 
grounding process. The sign can be thought of as an atomic unit for the construction 
of representations and languages that are meaningful to agents and communities 
respectively. 
 
Figure 2.7: The semiotic triangle. Based on Pierce’s sign, the triangle illustrates the processes and 
levels of representation required to solve the symbol grounding problem. 
The vertices of the semiotic triangle signify the different levels of 
representation involved in the symbol grounding process. The referent is an entity 
that is manifest in the world, to which the symbol signifies. It can be an object, part, 
or quality of the world. The internal representation is the way in which the agent 
interprets the referent within its sensors and other systems. The internal 
representation is individual to the agent; it is developed from personal experience 
and as such cannot be directly understood or shared with other agents. The symbol is 
a label that is linked to the internal representations of the referent. The symbol is a 
common representation that multiple agents can use to refer to the referent. 
The edges of the triangle signify the procedures used to form each level of 
representation. Private Grounding is the interpretation and storage of the referent 
within the agents systems and is represented as the link between the real-world 
reference and the internal representations. The sensory perception and ecology 
30 
 
directly affect the methods for grounding and the data structures used; each agent’s 
internal representation will be different. 
Social grounding is the process of labelling internal representations, or parts 
thereof, with unique symbols. It is represented as the link between the internal 
representation and the symbol. The shared symbol is required as the internal 
representations differ between agents. However, external referents are consistent 
between agents and can be exploited to form a mapping between representation and 
symbol. For well-grounded symbols a consensus should be achieved amongst 
multiple agents. 
Symbol grounding is the process of connecting the symbolic representation 
back to the world in a meaningful way (Schulz, Wyeth and Wiles 2011) and is 
represented by the final link from symbol to referent. The symbol becomes grounded 
when the behaviour of multiple agents is coherent using a symbolic representation. 
Language Games 
Language games have been used to perform social grounding in robotics experiments 
since their conception by Luc Steels in the late 1990’s (Steels 2001). A language 
game involves two agents interacting in order to ground a shared set of symbols. The 
game is called a ‘language game’ as the symbols produced can be considered as 
words that label a feature in the physical world. 
To begin a language game both agents to attain ‘shared attention’ of a referent 
by perceiving the same part of the physical world through their sensors. For example, 
as illustrated in Figure 2.8, viewing the same object (Vogt 2002) or shape (Steels 
2001), or sharing the same physical location (Schulz, Wyeth and Wiles 2011). 
 
Figure 2.8: An example of shared attention . (a) is a shared visual area between two cameras and (b) is 
a shared location in space between two mobile robots. 
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The game proceeds as one agent suggests a symbol that it believes best 
represents the feature detected. The other agent receives the message, and both 
agents update their mapping between the feature and symbol. Correlations between 
feature and symbol occur as both agents begin to develop similar symbol mappings; 
however coherency may not be perfect due to errors in sensing the world, shared 
attention, and communication. 
2.3.3 Robotics Experiments 
Two experiments are discussed as case studies (The Talking Heads and the 
Lingodroids), however many other robotic experiments have used a similar symbolic 
representation (Vogt 2002; Taddeo and Floridi 2005; Cangelosi and Harnad 2001; 
Rosenstein and Cohen 1998). 
Talking Heads 
Steels used language games in his seminal work with the Talking Heads robots 
(Steels 2001). The Talking Heads were two pan-tilt cameras looking at a whiteboard 
covered with various coloured shapes differing in size and colour. Each agent could 
view a portion of the whiteboard, but an observation would consist of multiple 
shapes. The agents were able to segment the shapes from the blank whiteboard and 
extract properties such as position, colour, size and roundness. These shape 
properties formed the agent’s internal representation of the world. 
Two agents played language games to ground symbols referring to a 
quantifiable value of a specific property. The games developed symbols to describe 
and differentiate between the shapes present. Both agents were eventually able to 
select the same object through mention of a symbol alone, demonstrating successful 
symbol grounding. The experiments were later extended using Sony’s AIBO as a 
robotic platform (Steels 2003). 
Lingodroids 
Building on Steels’ Talking Heads, Schulz et a. used language games to develop 
symbols referring to locations on a pair of mobile robots. Dubbed the Lingodroids, 
the robots were capable of navigating in an indoor environment. Both robots began 
with no knowledge of the area in which they were located, and explored to build a 
map using a simultaneous localisation and mapping technique (Milford, Wyeth and 
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Prasser 2004). The maps that were developed formed the robot’s internal 
representation. 
Language games were played when both robots developed a shared attention 
by being co-located in space. ‘Where are we?’ games were played to ground symbols 
labelling areas of space. A coherent pattern of named locations was achieved over 
multiple games, in a similar manner as the Talking Heads symbols referred to shapes. 
Symbol grounding was observed as the robots played ‘Go to’ games, in which 
the robots decided to meet at a particular location in the world using only a symbol 
reference. The coherency between the agents symbol grounding resulted in both 
agents travelling to the same location. The experiments were extended to games such 
as ‘How far?’ and ‘What direction?’ which built upon the symbols of space in order 
to ground symbols for distance and direction (Schulz, Wyeth and Wiles 2011). 
Comparison 
The major conceptual difference between the Talking Heads and the Lingodroids lies 
in private grounding. The private grounding for the Lingodroids was a non-trivial 
process that organised the sensory input into coherent representations of space. In 
order to be successful the spatial representations had to correspond to space in the 
real-world. The representation of space is necessary for a mobile robot to navigate 
effectively and provides a functional use outside of the symbol grounding scope. 
Data could not be directly interpreted between robots as the individual maps had no 
common reference points, and was highly dependent on the way in which the robot 
explored the environment and in the specifics of an individual robot’s characteristics. 
For example the x, y coordinates could not simply be transferred between robots to 
play a ‘Go to’ game as the coordinates corresponded to different locations in both 
robot’s maps. The Lingodroids semiotic triangle is illustrated in Figure 2.9. 
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Figure 2.9: The semiotic triangle for the Lingodroids. The triangle is balanced between private 
grounding through SLAM and social grounding through Language Games. 
The Talking Heads robots did not ground any internal representations; rather 
the developer programmed a fixed segmentation and feature extraction algorithm. 
The robots were provided with a strict means to interpret the environment. 
Calculating internal representations with hard-coded constraints results in methods 
that are not transferrable to a real environment and therefore the robots are limited to 
‘toy’ environments. The Talking Heads semiotic triangle is illustrated in Figure 2.10. 
 
Figure 2.10: The semiotic triangle for the Talking Heads. The toy environment allows representations 
to be directly extracted from the sensory data. The process of private grounding is neglected. 
2.3.4 Grounding Objects through Sensorimotor Coordination 
Steels claimed the symbol grounding problem has been solved through language 
games (Steels 2008), however language games only solve one part of the full symbol 
grounding process. Symbol grounding was only performed for simple ecologies in 
which the private grounding is trivial. Schulz et al demonstrated the need for 
appropriate private grounding and did so for representations of space using SLAM 
techniques. 
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Natural environments cannot be interpreted using the methods used in Steels 
talking heads experiment. More complex and robust methods are required to perceive 
a natural environment and understand the objects and structure that exists. 
Developing a coherent representation of the components found in a natural 
environment would also form a useful private grounding for a symbolic system. 
2.4 Summary 
Despite the large body of work towards object identification, recognition and 
interaction, it is still not possible to put a robot in an unknown room and have it tidy 
multiple unknown objects. 
Traditional control methods do not suffice as it would require carefully 
designed interaction methods for objects which are unknown. A simple affordance 
methodology (for example, (Montesano et al. 2008)) would allow the definition of 
many general actions for interaction, from which it could be learned which actions 
best suit which objects. The approaches taken by (Modayil and Kuipers 2008) or 
(Mugan and Kuipers 2012) in which multiple smaller actions are sequenced together 
are even more advantageous as the final interaction procedure can be completely 
novel for different objects. Developing appropriate data structures and efficient 
algorithms to do so under varying conditions is still an unsolved problem. Learning 
the relationship between objects, actions and effects has been performed in a training 
phase, and used for control in a separate, post-learning, testing phase. The room 
tidying robot described above must learn and operate simultaneously and no explicit 
training phase would be available. 
Traditional methods for searching and segmenting a specific object for the 
robot to interact with would also be insufficient for the task when the room and 
objects are unknown. Approaching the problem using an affordance-based object 
selection could be used to dynamically focus on objects that afford being moved 
around the room as the robot increases its understanding. The methods for object 
selection would need to be compatible with the data structures used for continual, on-
line affordance learning described above. 
Segmentation methods aren’t always robust in natural environments due to 
changes in lighting conditions. Recognition must be based on textures and features as 
colour segmentation only works for contrived environments. However, bag-of-words 
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models cannot be developed before the task (in the typical supervised manner) as the 
environment is unknown. Learning bag-of-words models is difficult as the robot 
cannot inherently separate the visual input of multiple objects; an open-set, 
unsupervised learning problem must be solved. Considering temporal information 
have been shown to improve results in unsupervised problems in both object 
recognition and mapping. Affordance representations inherently consider both state 
and action information making them a good candidate for exploring the effect of 
temporal information on recognition performance. 
A robust methodology for developing representations of the environment 
which are grounded in the sensory experiences and the action capabilities can be 
used in a cognitive robotics system. A sensorimotor approach to solving the symbol 
grounding problem would result in the development of an internal representation of 
the world as the first step to step to developing grounded symbols. 
In the next chapter methods for developing and using Markov models are 
presented as a method for learning affordance representations and solving problems 
with object attention and object appearance. 
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Chapter 3 
Developing Sensorimotor 
Coordination with Markov 
Models 
The robot’s sensorimotor coordination is developed as a model that records the 
change in sensory input depending on the motor actuation. The model is a data 
structure within the robot’s computational system that organises the continuous 
stream of sensory input. 
This chapter motivates the use of a Markov models to represent the 
sensorimotor coordination. A selection of structures based on the Markov property is 
introduced including Markov Decision Processes (MDP), semi-Markov Decision 
Processes (SMDP), distributed SMDPs and Partially Observable Markov Decision 
Processes (POMDP). An overview of the robotic system and environments are 
detailed followed by the application of a Markov model to each experimental 
environment and task. 
3.1 Motivating the Markov Model 
The fundamental unit of sensorimotor coordination as used in this thesis is 
summarised in a discrete form in Figure 3.1. Given any current state, the new state 
that occurs after an action is performed should be accurately predictable. This 
relationship can be used to represent sensorimotor coordination as, (a) state is 
measured through the robot’s perception, and (b) the change in state is dependent on 
the robot’s actions. If the fundamental relationship is known for all possible states, 
the robot can predict the outcome of any of its actions at any point in time. The robot 
can also use this understanding to select appropriate actions to change the current 
state to any other desired state. 
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Figure 3.1: The discrete, fundamental relationship of sensorimotor coordination ; where st is a state of 
the environment at time t and at is an action that results in the state at time t+1. 
The state-action relationship shown in Figure 3.1 complies with the Markov 
assumption: the future state is dependent only on the current state, and not any of the 
states that occurred leading to the current state. The state-action relationship is used 
as the basis for the development of sensorimotor coordination and is built upon to 
develop a sensorimotor coordination model. 
A system developed on the Markov assumption is known as a Markov model. 
A Markov model is used to represent a stochastic system; the state at the next time 
step can be predicted with some probability. A Markov model is used to predict the 
state of a system at some point in the future. However, a robot is an active system in 
that it can choose from a set of actions in order to affect the future state. A Markov 
decision process extends the basic Markov model to incorporate an active agent. 
Throughout the remainder of the document the term “model” or “Markov 
model” will refer to the data structures of the Markov decision process as opposed to 
the passive Markov model system that is typically associated with the term “model”. 
The workings of the Markov Decision Process are outlined below. 
3.2 An Introduction to Markov Models 
The workings of three varieties of active Markov models are presented. A basic 
MDP is a direct application of the Markov principle to an active system in which 
actions decide the future outcome. An SMDP extends the basic MDP by also 
considering a temporal component with state transitions. A POMDP assumes the 
state is not directly known from an observation and the most probable state must be 
inferred over multiple observations. 
3.2.1 The Markov Decision Process 
An MDP is a discrete system in state representation and action possibilities. A 
Markov Decision Processes can be formally defined as: 
 A set of discrete states, si∈S. 
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 A set of discrete actions, ap∈A. 
 A set of state transition probabilities, P(sj|si,a) : S×S×A→ℝ. 
 The cost vector C : S→ ℝ. 
Note the MDP can also be defined using a reward vector rather than a cost 
vector (Sutton and Barto 1998). A cost vector simply requires a minimisation 
function instead of a maximisation function in the optimisation process (Sondik 
1978; Barto, Bradtke and Singh 1995). 
The MDP will be used to solve a problem with a robot in the real world; the 
following introduction of the MDP will therefore be discussed as a discrete 
representation of a continuous problem. A state within the MDP is a discrete region 
within the state space. The state-space defines the domain in which all possible 
discrete states exist. 
 
Figure 3.2: A block diagram representing the data structures of an MDP. A system model is defined 
by states, S, and transition probabilities, P(sj|si,a). The policy, π, is optimal if it defines the action that 
should be taken at each state in order to minimise cost, C, over time.  
The MDP model is defined by the state and transition probability values. The 
model determines the forward behaviour of the system; given a state and an action 
the probability of another state becoming active at the next time step can be 
determined. The problem becomes that of selecting the best action sequence to 
achieve desirable states as defined by the cost function. The MDP is solved to 
determine an action policy that minimises accumulated cost. 
The exact solution to the optimal policy can be directly calculated, however in 
most cases the model is large, making the computation intractable due to the required 
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inversion of matrices. Instead, dynamic programming is used to estimate the policy 
using an iterative procedure that converges to the solution over time. 
Solving an MDP through dynamic programming involves the calculation of 
V(s) for each state, s, in S. The value of V(s) represents the estimated immediate and 
future reward of state s under the assumption that all future actions will also be 
optimal. A form of the Bellman equation (Bellman 1952), value iteration is used to 
estimate V(s): 
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where γ is a discount parameter that takes the range 0 ≤ γ < 1 and is used as a trade-
off between immediate reward and long-term reward. V(s) can tend towards infinite 
as cost is continually accumulated over infinite time. A discount parameter of less 
than one will force convergence; smaller values will converge more quickly. 
An alternative to the discount parameter is to model terminating states. A 
terminating state ends the process when entered as the reward achieved remains 
constant and the state no longer changes. A terminating state can be realised by 
setting all transitions to transition to itself. The value V(s) of a terminating state can 
also be set to a constant and not updated by the standard value iteration procedure. 
Terminating states force value iteration convergence given all other states have a 
possible transition chain that leads to a termination state. 
Cyclic relationships exist in the model as states can transition back to 
themselves. The value assigned to V(s) is therefore dependent on itself and must be 
updated multiple times to calculate a better estimate. Multiple sweeps through all 
states updating the value of V(s) through the value iteration procedure are required. 
As the number of iterations approaches infinite, V converges and stabilises. Given a 
static model, the optimal policy can be generated offline and applied to run 
indefinitely. 
The policy is chosen as the action that minimises discounted cost: 
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Developing the MDP Model 
Traditional MDP problems are formulated as a calculation of a policy of a manually 
designed model. In robotics, the model is often an estimate of a real-world process 
which makes it difficult, and often undesirable, to manually define before operation. 
It is possible to explicitly learn a model from sample data and use standard value 
iteration procedures used to calculate the policy, however further complexities are 
added. Learning the model is a problem of gathering statistics and developing the 
data structures as the robot operates. 
The focus of the field of reinforcement learning has been to develop a policy 
directly from transition and reward samples without explicitly keeping a model 
representation. Q-learning (Watkins and Dayan 1992) assumes an underlying MDP 
without explicitly modelling transitions or cost. Learning occurs by updating the 
value function Q(s, a) (analogous with V) after action a is performed and a reward 
obtained from state s. The Q-values capture both the transition probabilities and 
reward in a single value. As a state-action combination is performed multiple times 
during learning the distribution of the rewards obtained will mimic the underlying 
MDP and converge according to the transition probabilities. 
The modeless techniques allows computational and memory savings as the 
transition probabilities and reward vector do not need to be explicitly stored. The 
policy values are updated directly from data as opposed to updating the underlying 
model before performing value iteration. However, the transition probabilities are 
intrinsically paired with the reward values and it is impossible to separate the two; a 
change of reward vector, for example if the robot changes its current task, requires 
the whole system to be re-sampled and relearned. 
Explicitly storing the model allows reusability of the acquired data. The model 
represents the result of performing any action from any state, irrespective of reward. 
The policy only represents optimal actions to be taken given a fixed reward vector. A 
new policy can be calculated from a different reward vector without re-sampling. 
The DYNA architecture has demonstrated that with the appropriate learning method 
the model can adapt to scenarios where the problem changes over time (Sutton 
1990). The advantage of learning the model is important on real-world robots as the 
process of exploring is more time consuming than the computational effort of policy 
calculation. 
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Exploration 
When developing a model by sampling, or when using modeless techniques, the 
environment during operation a policy cannot always be calculated. An exploration 
algorithm is needed when the model is initially unknown. The exploration algorithm 
is used to select actions when the outcomes of actions are unknown or uncertain. 
While the optimal policy is guaranteed from an accurate model, a non-accurate or 
incomplete model results in a non-optimal policy and may not be successful at 
attaining the goal. A balance must also be made between exploiting what is already 
known and exploring untested options to perhaps find a more optimal policy (Sutton 
and Barto 1998). 
Simple ad hoc measures are often used to provide a balance between 
exploration and exploitation. Greedy exploitation involves initially setting all states 
with high reward to facilitate exploration while only setting the reward to the 
measured value after the state is visited a set number of times. Applying value 
iteration to the model simultaneously attracts the policy to states with high reward 
uncertainty (to increase certainty) and to states of known high reward (Zhao, Tatsumi 
and Sun 1999). All states in the model must be known prior to operation; however 
transition and reward information can be updated. 
An alternative is to sometimes perform random actions rather than always 
following the policy. As time goes to infinite the model should converge to the actual 
model and the policy will be optimal. The rate of random actions can be reduced 
over time to reflect the increased trust in policy (Sutton and Barto 1998). Random 
actions can be performed as an exploration method without needing all states to be 
known before operation. 
Distributed MDPs 
In complex systems with multiple processes occurring simultaneously the state space 
grows exponentially. One method to decrease the dimensionality is to factor the 
processes into multiple MDPs; however the policy calculation then becomes more 
complex. Factoring has been performed for the problem of multiple internal agents 
controlling a single entity towards different goals (for example, getting food while 
avoiding predators (Humphrys 1995)); the action is the same for all agents but the 
rewards for performing the action will be different. In contrast multiple external 
agents requires factoring of their action space (Sallans and Hinton 2004). A 
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distributed MDP refers to a system in which the MDPs are considered as separate 
processes and a sub-optimal, but computationally tractable, policy is calculated 
(Bertsekas and Tsitsiklis). 
Several different techniques have been proposed to solve distributed MDPs, in 
which each individual MDP is referred to as a process. (Karlsson 1997) suggested 
what is known as ‘greatest mass’ Q-learning in which the Q-value for each process is 
summed and the action with the greatest value is chosen. The problem occurs in that 
a summation of mid-range Q-values can result in an action that is not beneficial to 
any process. (Sprague and York 2004) improved on greatest mass by noting that the 
method didn’t take into account that control was shared among agents, i.e. it could 
not be assumed that the optimal action will be taken at every step. Q-values should 
therefore updated by the actual reward obtained, instead of the maximum. 
(Humphrys 1996) approached the problem from a ‘winner takes all’ perspective in 
which an optimal policy should be chosen at each time step for at least one agent. 
The action should be selected as to have the least detrimental impact to the other 
processes for which the action is not optimal. 
3.2.2 The Semi-Markov Decision Process 
Basic Markov models represent a system with discrete states, transitions and actions. 
Many systems, especially in robotics, have a continuous measurement of state and 
actions. The system must be discretised in order to represent it with an MDP. The 
semi-Markov decision process extends the basic process to incorporate some 
continuity by adding temporal information to the previously discrete transitions and 
has proven useful for robotics scenarios (Stolle and Precup 2002). 
An SMDP models the transition time between two states with a random 
variable or distribution over time. In robotics the SMDP more accurately models 
scenarios in which actions are not homogeneous, for example turning corners is often 
slower than moving straight. The SMDP requires an additional vector modelling the 
transition times: 
 The average transition time, Y : S×A→ℝ 
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Figure 3.3: A block diagram representing the data structures of an SMDP. The model differs from the 
standard MDP by the addition of the vector of transition times, Y. 
The premise of optimising the process to generate a policy remains unchanged 
however the policy generation must take into account the varying transition times 
when performing value iteration. The optimal policy will favour faster, but not 
necessarily shorter, routes. 
The continuous SMDP problem has been solved by integrating reward over 
time (Bradtke and Duff 1995). Transition times were represented with a decaying 
exponential distribution, defined by the parameter β > 0, which was used to shift 
reward away from the active state and towards the proceeding state. A simplified 
approach was introduced by (Das et al. 1999) to reduce computational complexity 
caused by integrals. The average reward SMDP value iteration step was formulated 
as a reward maximising function: 
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where g
*
 > 0 is a constant representing the amount to which transition time affects 
reward and a positive reward vector, R(si, a), is used in place of the negative cost 
vector. The value iteration becomes a maximisation function due to the reward being 
a positive value with higher values being more beneficial. 
In both cases a constant (β and g* for continuous and average reward 
respectively) is added to determine the magnitude with which immediate reward is 
changed over time. The constant bridges the time domain to the reward/cost domain. 
Larger constants will more quickly reduce the reward obtained as time passes putting 
more emphasis on quick changes in state to obtain intermediate reward. 
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3.2.3 Partially Observable Markov Decision Processes 
In real-world robotics problems the precise state of the system cannot be directly 
determined, rather an indication of state is given through the robots sensors. For 
example, an indoor mobile robot does not have access to absolute position but can 
sense the wall layout around it (Koenig and Simmons 1998). The robot must infer its 
position from the current and past sensor readings. Partially-Observable Markov 
Decision Processes (POMDP) are an MDP in which the states of the model are 
hidden. 
Definition 
A POMDP is defined as:  
 A set of discrete states, si∈S. 
 A set of discrete actions, ap∈A. 
 A set of state transition probabilities, P(sj | si, a) : S×S×A→ℝ. 
 The cost vector, C : S→ ℝ . 
 A set of sensor observations, zq∈Z. 
 A set of conditional emission probabilities which relate states to 
observations, P(Z|si) : S →ℝ . 
 
Figure 3.4: A block diagram representing the data structures of a POMDP. The POMDP includes 
emission probabilities, which map between an observation, Z, of state and the true state. 
The structures S, A, P, C are unchanged from the MDP process. The 
observation vector Z defines the possible values that can be returned from making an 
observation of the environment. The emission probabilities define the mapping 
between observations and states and are used to calculate the likelihood of a state 
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being active given the current observation. The POMDP has also been extended with 
temporal information to make a Partially-Observable Semi-Markov Decision Process 
(Mahadevan and Khaleeli 1999). 
Under the assumption of a hidden model a robot is only able to have a belief, B, 
of its current state, which forms a distribution over all states. A single observation 
can be used to calculate the likelihood of each state through values calculated for 
emission probabilities. The POMDP uses a recursive Bayesian update in which the 
state belief is built up over multiple observations. The prior is calculated based on the 
belief at the previous time step and incorporates the transition probabilities of the 
model. The belief is calculated as: 
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(3.4) 
Policy planning with a POMDP 
The actual state of the robot is unknown throughout the use of the POMDP and only 
the belief can be used for planning. The optimal policy must therefore be planned 
over beliefs, not states. Belief is a probability distribution over states and as the 
probabilities are continuous there are an infinite number of belief states. The exact 
calculation of the optimal policy in a POMDP framework is computationally 
intractable (Sondik 1971). 
In many real robotics experiments approximate solutions have shown success 
(Koenig and Simmons 1998). Perhaps the simplest method is to follow the policy of 
the most likely state within the belief vector (Nourbakhsh, Powers and Birchfield 
1995). The higher the certainty of the state the more probable the optimal action will 
be chosen. Voting strategies involve summing the policy for each state, weighted by 
the belief of the state (Simmons and Koenig 1995). Weighted reward methods 
involve summing the discounted reward for each state and each action (Tenenberg, 
Karlsson and Whitehead 1993). The contribution to the final reward is again 
weighted by state belief. This approach is optimal given the POMDP becomes 
completely observable at the next step. All approximate solutions have a higher 
probability of being optimal with a higher certainty of state belief. While not optimal, 
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these policy algorithms have practical use in robotics due to their simple calculation 
potentially allowing on-line operation. 
Building Partially Observable Models 
Generating models when the system is partially observable offers more challenges 
over the completely observable system. Adding new states to the model becomes 
non-trivial as it is unknown whether observations come from old or new states, due 
to observation noise and ambiguous state boundaries. As observations have noise 
associated with them, the initial state representation may not represent a state 
perfectly, as assumed in the observable systems. Imperfect data association can lead 
to incorrect state updates, which then leads to further problems with data association. 
Modelling transition probability may not be a simple matter of counting 
transition frequency as the belief forms a distribution over all states at a given time. 
In general, the development of the models from experience is an optimisation 
procedure over multiple dimensions and data structures. An iterative approach to 
developing the model (for example, continually updating a model as data is 
experienced) often cannot be guaranteed to be globally optimal. In addition systems 
with noise outside expected bounds can cause the model to diverge from stability. 
The most common approach to handle noise and ambiguity in Hidden Markov 
Models is using the Baum-Welch forward-backward algorithm (Baum et al. 1970), 
which iteratively smooths the expected state transitions over a window of past 
observations. The Baum-Welch algorithm does not define when or how to add new 
states to a system and assumes all states are known. 
A perceptual distinctions approach to learning states in a Hidden Markov 
Model was introduced by (Chrisman 1992). The model began with only two states 
and further states were added by splitting already present states into two or more. 
The process was iterative and performed by calculating statistical significance of 
variance in a state’s representation and transition counts using a Chi-squared test. An 
alternative method proposed by (McCallum 1995) suggested using variance in 
received reward and behaved similarly to decision trees. However, both operated in 
simple toy worlds with a low number of states (~10). A more recent approach has 
shown to be successful in a larger, visual environments (Piater et al. 2011), extending 
the approach proposed by (McCallum 1995). It has also been shown that it is 
48 
 
possible to learn distributed systems in partially observable conditions with factored 
hidden Markov models (Ghahramani and Jordan 1997). 
3.3 Applying Markov Models to Sensorimotor Coordination 
This section presents an overview of how Markov models will be applied to 
sensorimotor coordination in the mobile robot studies presented in the later chapters 
of the thesis. The structure of the model depends on (a) the sensory and action 
capabilities of the robot, (b) the nature of the tasks that can be performed in the 
environment (the ecology) and (c) the simplifying assumptions that are relaxed 
across the studies. Each of these aspects is discussed below. 
3.3.1 The Robotic System 
The experiments presented in the following chapters of this document were 
conducted on a Pioneer 3-DX mobile robot (see Figure 3.5). The robot has a 
differential drive allowing transition and rotation on flat surfaces. A two degree of 
freedom gripper was added to the standard base platform. The gripper is equipped 
with an infrared break-beam between the paddles that provides a binary signal to the 
on-board computer when the beam is broken. The infrared beam allows the robot to 
physically detect if there is an object in the gripper. 
A camera was used to provide a view of the environment directly in front of 
the robot. Importantly the camera also had a view of the space between the grippers. 
A Logitech Pro 9000 webcam was used for experiments in Chapter 4 and Chapter 5 
with a resolution of 320 × 240 pixels. The camera was upgraded to a Basler camera 
with a fisheye lens for experiments in Chapter 6 and Chapter 7. The Basler camera 
had a resolution of 640x480 however the images were cropped to a central field of 
view to reduce effects from lens distortion. 
The robot was also equipped with a Hokuyo URG-04LX laser range finder 
(LRF) which was used to avoid wall collisions by turning off the motors when an 
imminent collision was detected. The LRF was not used as a sensory input to the 
model of sensorimotor coordination. 
All processing for live robot experiments (Chapters 4, 5 and 6) was performed 
on-board using a 2 GHz Pentium M processor. 
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Figure 3.5: The Pioneer 3-DX robot used in experiments. The robot’s sensors consist of a single 
camera and an infrared beam between the gripper paddles. The robot could move forward and in 
reverse and could turn left and right. 
3.3.2 Defining the Ecology 
An ecology defines the way in which an agent interacts with the environment. The 
ecology of a robot is defined by the way it can perceive the environment given its 
sensors, and the way it can manipulate the environment given its actuators. For 
example a robot with a greyscale camera can never differentiate between markers of 
different colour as it is outside the robot’s ecology. 
Ecologies are different between different robots, and different between humans 
and robots. For example a human’s ecology permits a cup to be understood as an 
object that can be filled with liquid and then drunk. The mobile robot used in these 
experiments could not pour liquid, nor could it drink. To the robot, the cup would 
only be an object that could be detected in the camera image and by the infra-red 
beam. In fact for all objects the robot had a comparatively simple ecology, in that all 
it can do is observe the environment visually through its camera and physically 
through the gripper beam. It is expected that the abilities of the robot will be 
balanced through the robot’s ecology (Pfeifer 1996). 
Studies are performed in an egocentric perspective. The visual domain is not 
remapped to spatial Cartesian coordinates as it requires predefined knowledge of the 
robot configuration. A global Cartesian space is not necessarily required for a robot 
to develop an understanding of the environment or to develop coherent behaviour. 
The way in which the model will represent the sensorimotor coordination of the 
robot is defined following the guidelines below. 
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 The robot will observe the environment at every time-step, t. The 
observation, Z, will be a set of features z∈Z. Initially the observation will 
consist of only a single feature, but is extended to multiple features in later 
experiments. A feature is a tuple of horizontal image position, vertical 
image position, infrared beam state, and category, <x, y, h, c> respectively. 
Initial experiments are performed using colour segmentation, in which c 
represents the colour of the segment, and later experiments use SURF 
feature extraction, in which c represents the word number in a feature 
vocabulary.  
 The robot will maintain a set of states, S. A state, s∈S, exists in a state-
space identical to the observation feature space. A state differs from an 
observation in that it is used to define a region of space not just a single 
point. A functionality of the states is to quantise the feature space into the 
discrete representation needed by an MDP. No a-priori information will be 
given to the robot to associate the two different sensing modalities, i.e. that 
when an object is visually perceived in the gripper the infrared beam will 
also be triggered. 
 The robot will maintain a set of links between states, L, which store 
transitions counts, n, and transitions times, y. A state transition represents a 
change in state and therefore will represent the change in the visual 
position of the features in the image, or a change in the infrared beam 
state. Each transition is also associated with the action performed by the 
robot during the state change. The sensorimotor coordination is modelled 
with an MDP as the assumption is made that the change in a static 
environment will be consistent given the same initial state and action. The 
extended SMDP is used as the robot operates in the real-world and the 
time it takes to transition between states will differ for different states and 
different actions. 
 The robot has a discrete set of actions, A, which can be performed. An 
action, a, is defined by the actuation capabilities of the robot. It is assumed 
the robot only needs to drive at a single speed and each wheel can move 
forward and backward. There are four possible actions the robot can 
perform corresponding to the movements: forwards, backwards, and 
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turning left and right. Gripping and lifting objects is beyond the scope of 
the studies presented but is a logical extension as the robot learns to move 
to a gripping position. 
 The robot has a set of states, G, which are goal states that the robot is 
attempting to achieve through action. The goal states are terminating states 
that replace the cost function, C. What is ‘good’ or ‘bad’ for the robot is 
not predefined; only the state it is trying to achieve. In many of the 
experiments G was defined as any state in which the infrared beam was 
triggered, i.e. the robot was in a state in which it could physically detect an 
object that could possibly be picked up. 
3.3.3 Model Development and Learning 
The focus of the research presented in this thesis is the development of a 
sensorimotor coordination model. To develop a model the robot must interact with 
the world and learn the outcomes of various actions. The model is formed by fusing 
sensory and motion action data. The Markov model is defined by the states, actions, 
transition probabilities, and transition times, as well as the emission probabilities in 
the partially observable case. It is these data structures that must be developed using 
the data to form the sensorimotor coordination. It is ideal to have the robot 
continually learn as it explores the environment; pre-defined learning phases limit the 
amount of information the robot has to improve its knowledge and behaviour. 
3.3.4 Experimental Focus 
The experimentation presented in the following chapters is focussed on the 
development of a Markov model to achieve three important aspects of object 
interaction without a pre-defined understanding of objects: 
 Learning the outcomes of performing actions to develop an affordance-
based representation for the environment. 
 Achieving foreground segmentation and attention to a specific object 
based on the object’s affordances and the current task. 
 Developing accurate appearance-based models in natural environments in 
which sensory noise is significant. 
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The assumptions are approached incrementally; the environment is initially 
simple but is extended to real-world environments. The complexity of the Markov 
model used also extends in relation to the environment and problem. 
A Single Object Environment 
Chapter 4 investigates the development of sensorimotor coordination in an 
environment which consists of a single object. The assumption is made that the 
object can be perfectly segmented from the background, and that the object is 
perfectly recognised. The robot’s observation consists of the position of the object in 
the camera image combined with the state of the infrared beam. The initial goal of 
the robot is to choose actions to most quickly reach a state in which the infrared 
beam is triggered. The goal will only occur when the object is in the robot’s gripper.  
A SMDP, see Figure 3.6, is developed from the robots observations and actions as 
the robot operates and is used to control the robot towards the goal. No states or 
transitions are predefined for the robot, nor is the relationship between visual 
position and infrared beam state programmed into the robot. 
The sensorimotor coordination model developed is compared to an affordance 
representation of the object in terms of its use to select different actions given 
different desired outcomes.  
 
Figure 3.6: A block diagram representation of the system used in Chapter 4. Shaded areas indicate 
learned components. The traditional cost function of the SMDP is not used, and instead a goal criteria 
function is used, which is detailed in the following chapters. 
A Multi-object Environment 
Chapter 5 investigates the development of sensorimotor coordination in an 
environment which consists of multiple objects (where walls and the floor are 
considered objects). The assumption is made that the robot can recognise and 
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segment the different objects present in the visual system; but is not provided with 
any understanding of the different visual categories. The observation consists of the 
position and object colour of each object in the image combined with the state of the 
infrared beam. The goal of the robot is to choose actions to quickly reach a state in 
which the infrared beam is triggered. A distributed SMDP is used to factor the space 
for each visual input and develop a sensorimotor coordination which considers 
objects independently. The robot is not provided with predefined understanding of 
which objects are useful to achieve the goal. 
The sensorimotor coordination model developed is compared to object 
selection and attention based on the object’s affordance to the task. 
 
Figure 3.7: A block diagram representation of the system used in Chapter 5 and 6. Multiple models 
are generated in parallel representing affordances of multiple segmented objects. The traditional cost 
function of the SMDP is not used, and instead a goal criteria function is used, which is detailed in the 
following chapters. 
A Natural Environment 
Chapter 6 investigates the development of sensorimotor coordination in a natural 
environment in which colour segmentation can no longer be used. The assumption is 
made that some general training data is available to create a vocabulary for a visual 
feature method. The observation is the position and word number of each feature 
detected in the image. The robot must choose actions to reach a state in which the 
gripper is triggered. A distributed SMDP is used identically to the previous 
experiment however the colour category of objects is replaces by word number in the 
vocabulary method. 
54 
 
Chapter 7 investigates the development of states for use in a sensorimotor 
coordination system that can be used to robustly recognise natural objects in an 
image. We make the assumption that the objects will be contiguous in visual space 
but make no assumption on the size, appearance or segmentation of different objects 
in the image. The goal is to develop the state representations of a POSMDP to 
overcome problems with noise and perception. State-of-the-art in visual place 
recognition algorithms are used to provide probabilistic appearance estimates and a 
solution to the online, open-set recognition problem. 
The advantage of using strong motion prediction priors is compared to the use 
of the affordance for recognition. 
 
Figure 3.8: A block diagram representation of the system used in Chapter 7. A hidden model is 
learned that includes the underlying SMDP as well as the emission probability mapping visual input to 
states. The emission probabilities are learned as the state representations are developed. 
3.4 Summary 
This chapter introduced a variety of Markov models and motivated their use as a 
method for learning for sensorimotor coordination. The use of the Markov models 
for sensorimotor coordination was illustrated for a mobile robot using a simple 
ecology where assumptions about objects are incrementally removed over four 
studies, with the last two studies moving towards unstructured environments. The 
removal of simplifying assumptions makes the problem and the required 
representation more complex, while at the same move towards the goal of having a 
robot that can assign its own meaning to a stream of sensory input in an unstructured 
environment. The following chapters present the methods, experiments and results 
for each of the four experiments in detail. 
 
Chapter 4:  
Development of a Markov Model for Single Object Interaction 
55 
 
Chapter 4 
Development of a Markov Model 
for Single Object Interaction 
This chapter describes the development of a semi-Markov Decision Process (SMDP) 
from data as the robot interacts with an environment which consists of a single 
object. Three experiments are presented, the first of which the robot must choose 
actions to trigger the infrared beam in its gripper. It is assumed that the robot has 
perfect segmentation and recognition of the object but is not provided with 
knowledge of how to actuate to move to put the object in its gripper. The 
sensorimotor coordination representation is compared to a representation of the 
object’s affordance. 
The experimental results presented in this Chapter were previously published 
in the Australasian Conference on Robotics and Automation (Glover, Schulz, et al. 
2010) and is expanded and altered for clarity. 
4.1 A Semi-Markov Decision Process as an Affordance 
Representation 
Sensorimotor coordination is developed through the organisation of sensory 
information and motor information. The sensory information is represented as the 
states of the Markov model and the motor/action information is represented as the 
transitions between states. The knowledge of how the perceptual state changes with 
robot action can be used to perform actions to attain goal states. The specific manner 
in which the model is developed is dependent on the sensory and motor capabilities 
of the robot. 
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4.1.1 The Environment and Sensory Input 
A simple environment is used for initial investigation into the use of a SMDP. The 
environment consists of a single object that can be detected by both the visual and 
physical sensory systems of the robot. The object is a round marker the shape of a 
truncated cone. It is assumed that there exists no ambiguity in the identification of 
the object and as such problems of attention and recognition are not considered in 
this chapter. The effects the robot’s actions have on the object are, however, 
unknown. The robot’s perception of the environment is illustrated in Figure 4.1. 
The sensory input defines the state-space of the SMDP. The input is used to 
identify the state of the SMDP, which is used for both model generation and planning 
purposes. The position of the object is extracted from the visual perception using 
simple colour segmentation. The position is defined in terms of the x and y 
coordinates in the image. The robot’s haptic perception comes from the infrared 
beam between the gripper paddles and is a binary value, h. The marker is the only 
object in the environment and thus is the only thing that can trigger the infrared 
beam. The sensory input is defined in a robot-centric perspective, and is purely in the 
sensory domain, rather than being remapped to the two-dimensional spatial Cartesian 
coordinate frame of the room. Only the relative relationship between the object and 
the robot is considered. 
 
Figure 4.1: The sensory input to the SMDP consists of the position of the object within the visual 
scene and the physical detection of the object between the gripper paddles. Colour segmentation is 
used to detect and determine the position of the blue truncated-cone marker. An infrared brake-beam 
between the gripper paddles provides a binary indication of physical presence. 
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4.1.2 Action Scope 
The transitions of the SMDP are linked to actions. The actions are defined by the 
motor outputs available to the robot, rather than being actions that are defined by 
object interaction, such as ‘push’. The robot has two wheels which can rotate both 
forwards and backwards. The combination of two motor outputs with two states each 
results in four possible action states of the robot: 
 Translate Forward 
 Translate Backward 
 Rotate Left 
 Rotate Right 
Each transition in the SMDP will be associated with one of these four actions. 
4.1.3 The Marker’s Affordance  
The affordance of the marker with respect to the robot is defined by the sensory and 
action capabilities of the robot. The ecology of the robot is limited to movement and 
the sensory capabilities to visually detect the position of the marker and physically 
detect the marker using the gripper. The affordance of the marker is therefore defined 
by the way it moves through the visual field (given each action) and in what states it 
triggers physical detection. The transitions of the SMDP capture the information that 
relates to the marker’s affordance. 
An important aspect to the marker affordance is the correlation between visual 
and haptic sensory input. The physical detection of the marker only occurs under 
certain conditions of the visual input. The transitions that lead to physical detection 
of the marker are purely visual. The relationship between the two is dependent on the 
affordance of the marker. For example, as seen in Figure 4.2, the robot can only 
physically detect the object when it is between the paddles of the gripper. The robot 
is not programmed with the knowledge of visual-haptic relationships beforehand and 
these must be learned through sensorimotor coordination. 
58 
 
 
Figure 4.2: The environment use for single-object experiments. The robot’s sensors consist of a single 
web cam and an infrared beam between the gripper paddles. In most experiments, the robot was 
operated in an open space without interference from walls or obstacles. 
4.1.4 Experimental Aims and Outcomes 
The desired outcomes of the experiments presented in these chapters are summarised 
below: 
 The Markov model should be a consistent representation of the robot-
environment interaction. The model is data-driven and is developed as the 
robot operates in the environment simultaneously developing its 
understanding while using it to select appropriate actions. 
 Coherent behaviour should be achieved as the model is continually 
developed and a more accurate knowledge of the outcomes of the robot’s 
actions is learned. The robot should develop an appropriate policy from the 
Markov model to attain a goal state. 
 The correlation between visual and haptic change with the robot’s actions 
should be understood. The same model should be able to be used to 
achieve multiple different outcomes without specifically having to learn 
behaviour for each. 
4.2 A Generative Semi-Markov Decision Process 
The details of the development of the SMDP for the robot and environment are 
presented. The SMDP requires the data structures illustrated in Figure 4.3. 
Chapter 4:  
Development of a Markov Model for Single Object Interaction 
59 
 
 
Figure 4.3: A Block diagram of SMDP for single-object interaction. The shaded data structures 
indicate the data-driven structures of the model. 
A graphical data structure is used to represent the Markov model. Standard 
MDP models represent states, actions, and transitions within matrices. Calculations, 
such as summations, are performed over all elements in a matrix. The matrix 
representation is suitable for dense representations in which it is common for states 
to have transition likelihoods to all other states. Due to the nature of the robot-
environment interaction it is more common for each state to only transition to a 
select few states. A sparse representation can be realised using a graphical data 
structure which indexes only transitions that are relevant, i.e. non-zero. Only 
transitions that are relevant are included in calculations that follow. 
Additional methods are needed to apply the SMDP to the problem of 
sensorimotor grounding on a real-world robot.  The presented SMDP theory focussed 
on the value iteration procedure under the assumption that the model is complete. 
The aims of the SMDP are to: 
 Represent the process within a graphical data structure. States are 
represented as nodes, and transitions represented as links. An example 
graphical SMDP is shown in Figure 4.4 
 Detect the current active state from sensory input. Despite the assumption 
of a fully observable system the sensory input must still be processed to 
determine the state of the SMDP. 
 Detect when new states and new links are required, as well as continually 
update those already present, based on new sensory input and data already 
stored in the model. 
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 Use a value iteration method to develop a behavioural policy that is 
appropriate to the system scope. The sparse representation of the SMDP 
through the graphical data structure can be taken advantage of to reduce 
computational burden. 
 
Figure 4.4: An example of the graphical data structure of the SMDP. Each node represents a state 
within the SMDP. In this visualisation the state values are represented by the nodes position and 
colour. The red node represents a unique state, when the object cannot be visually detected. 
4.2.1 Observations 
At every time step, t, the robot makes an observation through its sensors: the camera 
and the infrared beam. The robot extracts features from the sensors and forms the set 
of observations, Zt, however in this chapter only a single feature is extracted from the 
image. Zt is defined as: 
 }{ tt zZ    
where the single feature zt is a tuple: 
  tttt hyxz ,,   
where x is the horizontal and y is the vertical position of the colour segmented blob 
in the image, and h is the state of the infrared beam. 
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4.2.2 States  
State Space 
A state exists in an identical space as observations. In contrast to an observation, 
which is a single point in the observation space, a state covers a region within the 
space. Each state, si, is defined by the centre of the region: 
  iiii hyxs ,,  
where x, y, and h are consistent with the observation above. The marker position is 
not always detected and so the values of x and y can also be null as represented by 
the ‘no visual detection’ box in Figure 4.4. 
A state in the SMDP is algorithmically represented as a node in the graphical 
data structure. To generate the graphical model the best matching (or active) state, st, 
given each observation, must be calculated at each time step. The matching score can 
be used to determine when it is necessary to add new states to the model, and a 
change in st can be used to add links between states. The links can be used to 
calculate transition probability and transition time. 
Calculating State Probability from Observation 
The probability of state si being active given the sensory input Zt is calculated using 
Bayes rule given that Zt consists of only zt: 
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The likelihood, P(zt|si), is calculated assuming position and physical detection 
are conditionally independent: 
 )|,()|()|( ittitit syxPshPszP   (4.2) 
where xt, yt and ht are the values defined in the tuple zt. The infrared beam gives a 
binary indication of the presence of an object with very little noise associated with it, 
especially in the simplified environment the robot is initially tested in. The infrared 
beam signal is combined with the probabilistic visual comparison by assuming the 
distribution is Bernoulli (0 or 1): 
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and it is assumed the state has a Gaussian distribution in the visual dimensions that 
can be calculated as: 
 vtyiytxixitt syxP
/]2)(2)[(exp)|,(   (4.4) 
where the variance, v, of the Gaussian determines the size at which to partition the 
state space. A normalisation constant is not needed as it would not affect relative 
state probability as the variance is constant for all states. A larger value of v produces 
states that cover a larger area within the state space, and hence produces a less 
granular representation.  
A simple prior, P(si), is used to weight the posterior towards the state that was 
active at time t-1. A non-constant prior can violate the Markov assumption, however 
in practice it acts as a low-pass filter to prevent st from switching rapidly between 
two states when the observation falls at the state-space border between them. The 
prior is therefore weighted towards state st-1, and is calculated as: 
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The active state, st, given the observation zt is the state with the highest 
posterior probability: 
 ))|((maxarg ti
Snewsis
t zsPs

  (4.6) 
where snew is used to calculate when a state should be added to the model and the 
calculation of the posterior probability for snew is defined below. The posterior is also 
dependent on the normalising factor P(zt) which is also explained below. 
Adding New States 
New states are added when the current observation does not match any of the current 
states sufficiently well. The probability of a new state given the observation is 
calculated following the Bayes rule above: 
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however, it is assumed the observation of a new state is uniform across the 
observation space and also uniform over time making it constant.  
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Normalisation is performed over all states as well as the new state; the 
calculation of the normalisation constant as: 
 )()|()()|()( newnewt
Sis
iitt sPszPsPszPzP 

 (4.8) 
Additional states are added to the model when the maximum posterior 
probability is attributed to snew, which occurs when P(zt|snew)P(snew) > P(zt|si)P(si) for 
all si. A new state is created with: 
  ttti hyxs ,,1  (4.9) 
and the state is added to the set of all states S: 
 SsS i 1  (4.10) 
The addition of new states allows the robot to self-extend (Wyatt et al. 2010) 
its representations of sensorimotor coordination. 
An illustration of the radius at which new states are added is illustrated in 
Figure 4.5. In the experiments in this chapter P(zt|snew)P(snew) = 0.5 and v = 2000. As 
a result the radius of the proximity was approximately 37 pixels out of a 320 × 240 
image. 
 
Figure 4.5: An example of state generation in the SMDP. The state size is dependent on the 
parameters P(zt|snew)P(snew) and the variance, v. The dotted black line indicates the decision boundary 
for adding a new state to the representation. States with differing physical detection properties are able 
to exist in a close visual space as they differ in infrared beam state, which is illustrated in green. 
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4.2.3 Actions 
A discrete number of actions, a, in the complete set of actions available, A, are 
available to the robot. The actions are defined as forward, backward, left and right, as 
discussed in Section 4.1.2 . Robot behaviour emerges through the policy, which links 
a series of actions in succession. 
4.2.4 Transitions 
A transition within the SMDP is synonymous with a link in the graphical data 
structure. A link is made between two states and stores data on transition count and 
average transition time. The link between node si and node sj when performing action 
a is defined as a tuple: 
 nyl ajsis ,   
where y is the average transition time and n is a count of the number of times the 
transition has occurred. Links are discrete items which are added or updated 
whenever the active state changes from st-d to st. The time taken to change states, d, is 
measured in the number of update cycles performed given a 10Hz update rate. 
New links are added when no current link exists for the combination of si, sj 
and a. New links are initialised with n=1 and y=d. Links are updated when the 
combination of si, sj, and a are performed again. The transition time is updated by 
averaging all past and present transition times: 
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 The transition count is incremented by one: 
 1 nn  (4.12) 
4.2.5 Policy  
The optimal policy is calculated during operation with leftover compute cycles after 
perception and data organisation in the model. A similar system was presented in 
Barto’s real-time dynamic programming (Barto, Bradtke and Singh 1995).  
The value iteration procedure for the specific SMDP used is defined below. An 
exploration/exploitation trade-off is also required due to the model being generated 
during operation. 
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Value Iteration 
The value iteration procedure is based on the average-time SMDP update (Das et al. 
1999): 
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where R is the reward vector, Y is the average transition time, g* is a constant used to 
balance reward with transition time and γ is the discount parameter. 
The value iteration procedure is modified to use terminating goal states rather 
than a reward dependent convergence, as discussed in section 3.2.1. Both reward and 
the discount parameter are removed from the equation and the terminating states are 
introduced below. The parameter g* can also be ignored as transition time does not 
need to be balanced with reward. The resulting value iteration becomes: 
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Note that for our purposes y is dependent on both si and sj and the time it takes to 
change between states varies for all state combinations is defined as Y(sj|si,a), which 
must be calculated within the summation over sj. We can also note that V(si) will 
converge to a negative value as Y(sj|si,a) is subtracted from the current value of V(si). 
Instead, the negative transition time can be minimised and the value iteration 
function simplifies to: 
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where the transition probability is calculated as: 
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and the average transition time is: 
 }{),|( ylassY ajsisij   (4.17) 
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The goal function, G(s), is a logic function with a binary output labelling the 
given state as either goal or non-goal. The goal states are desirable to achieve and as 
a minimisation function is used the value V(s) is set to 0 for goal states. The final 
value iteration procedure is calculated as: 
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The policy is calculated based on the value iteration procedure: 
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The semi-continuous representation requires that a decision epoch be specified 
as an action decision does not need to be made at every time step. The decision 
epoch occurs each time a state changes, thereby mimicking a traditional MDP as 
closely as possible. The action performed at time step, t, given the state st has 
changed is: 
 )( tt sa   (4.20) 
Value Function Implication  
The value function calculated in Equation 4.18 is dependent only on the average 
transition time and transition probability. The lack of reward signal R, reward-time 
balance, g*, and discount factor, γ, implies that V(s) also has units in terms of time. 
The value of V(s) is not simply an abstract ‘discounted reward’ signal as in standard 
MDP definitions, and can be directly interpreted as a ‘time to goal’ that is weighted 
by transition likelihoods. 
Sparse Calculation 
A benefit of the graphical data structure is that the value iteration can be performed 
sparsely within the representation without losing accuracy. The summation in 
Equation 4.15 only needs to be performed for transition likelihoods greater than zero. 
The node and link method of representing the SMDP allows direct indexing to the 
transitions from any node that is greater than zero; other transitions will not exist as 
links. Summations are therefore only performed over states sj∈S in which there exists 
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a link from state si. Overall the graphical data structure increases the efficiency of the 
policy calculation, which is important for on-line computation. 
Exploration 
An incomplete model is not guaranteed to produce an optimal policy using the value 
iteration process. In the experiments performed the robot always begins without any 
model at all and must explore in order to generate a model. The policy is iteratively 
updated as the model grows and becomes more accurate, eventually allowing the 
robot to complete the task. 
 
Figure 4.6: An example visualisation of the SMDP, si, policy generation values, v(si), and exploration 
probabilities, P(g|si,π). The illustrated links between nodes can indicate multiple links are present, 
with different actions and transition directions. The weight in which the link is drawn indicates the 
value of the link count parameter, lsisja{n}. 
Exploration is realised by sometimes performing a random action rather than 
following the policy. Random actions are performed at a rate equivalent to the 
expected probability that π(si) is the optimal policy; which will be referred to as 
pseudo-optimality. Pseudo-optimality of the state is calculated as the probability the 
robot will be closer to a goal state, g, after performing the action defined by π(si). 
Pseudo-optimality is calculated for each state in parallel with value iteration 
according to: 
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Random actions are performed at a rate equal to P(g|si,π). The selection of a 
random action is weighted towards actions that have been performed the least 
number of times from st. The number of times an action has been performed is 
known from the data in links connecting st to other states. It is expected that the 
amount of exploration is reduced as the policy improves due increased model 
accuracy over time. 
4.3 Experiments 
Three studies are presented in which an SMDP is developed from data and a policy is 
simultaneously calculated and used to choose actions. To complete a task the 
sensorimotor coordination model must develop a representation of how the actions of 
the robot affect the visual and haptic sensory inputs of the robot. Each of the studies 
has a different goal state. Performance is measured by analysing the models 
themselves, measuring the time the robot takes to achieve a goal state over multiple 
runs, and comparing the performance between the studies. 
4.3.1 Study 1 
The goal of the first study is for the robot to learn to move such that it physically 
detects an object in its gripper paddles: the first step that would be needed to be 
completed if the robot was attempting to grip and lift an object. The task is set by 
defining the goal criteria, which is used in the policy development process. The goal 
function is defined for the first study as true for any state in which physical detection 
is true: 
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The marker is the only component of the environment, and in practice the goal will 
only occur when the marker is in the gripper, as shown in Figure 4.7. 
The experiment was conducted in an empty laboratory with only the blue 
truncated cone-shaped marker present. The study consisted of 20 runs. Each run 
began by placing the object randomly within the robot’s field of view. The robot 
followed its policy and exploration processes to achieve the goal state. If the robot 
moved such that the object was no longer visible the robot stopped moving and the 
object was manually placed back in the visual field. Upon attaining the goal the 
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object was placed randomly within the visual field and a new run started. The time 
taken to complete each run was recorded along with the evolution of the SMDP data 
structures. 
 
Figure 4.7: The goal state for the first study of Chapter 4. The dotted line indicates the approximate 
location of the infrared ‘physical detection’ sensor. Due to the marker being the only object the goal 
state occurs only when the marker is in the gripper. 
Model Evolution 
Figure 4.8, Figure 4.9 and Figure 4.10 illustrate the evolution of the graphical SMDP 
over the course of the 20 runs. The model was initialised without any predefined 
states or links. The exploration procedure randomly generated movements as no goal 
states were known. The weighted exploration procedure forced previously 
unperformed actions from each state to be favoured, resulting in coverage of the 
state-space. The graphical model grew with novel sensory input. The goal state was 
eventually attained through exploration. 
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Figure 4.8:  The SMDP developed after attaining the goal a single time. Links to the state of ‘no visual 
detection’ are indicated with a short red line. Four disjoint experience paths exist and a single 
‘physically detected’ state. States are labelled according to generation time. 
 
Figure 4.9: The SMDP developed after 5 runs. All states are now connected with links. Well-
developed transitions exist nearby the goal state, indicated by thicker lines, as this area is in the 
critical path to the goal state. 
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Figure 4.10: The SMDP after run 20. Links to the state of ‘no visual detection’ are indicated with a 
short red line. The entire state space is now well connected with a larger proportion of the links well-
developed throughout, indicated by thicker link lines. A second goal state has been added as the robot 
approached and physically detected the object from a slightly different angle. 
The presence of multiple disconnected paths after one successful run, shown in 
Figure 4.8, occurs as the object was randomly placed within the field of view after 
the robot loses visual detection. The SMDP evolved to incorporate all the 
disconnected paths after 5 runs, as shown in Figure 4.9. The connection of large 
portions of the model bootstrapped the knowledge of the robot, forming a path to the 
goal from the majority of locations within the state space. 
States directly leading to the goal state were attained more often than others as 
they lay on a critical path. Links between these paths were transitioned more often 
leading to an increase in the transition count, lss’a{n}, indicated by thicker lines in 
Figure 4.9. Increase in data in these areas resulted in a more accurate model and 
policy. Multiple measurements of the transition counts and times reduces noise from 
sensory error and state quantisation. 
After 20 runs the majority of the state space was filled with well-connected 
states. The increase in the number of well-developed links, as shown by thicker lines 
in Figure 4.10, indicates the general improvement of the representations throughout 
the state space. 
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Performance 
The functionality of the representations was measured by the time taken for the robot 
to attain a goal state for each run. Each run was separated into time spent following 
the policy and time spent performing random exploratory actions. 
The overall decrease in exploration time over the 20 runs is seen in Figure 
4.11. The amount of exploration performed is dependent on the pseudo-optimality 
calculation defined in Equation 4.21. It is not only a matter of filling the state space 
with states and transitions but the transitions must be coherent (i.e. have consistent 
transitions) for the pseudo-optimal threshold to be overcome such that policy 
following is performed. 
The average exploration over the final 6 runs is 1.2 seconds, compared to 11.7 
seconds in the first 14 runs. The policy following converged to a relatively stable 
value; after a path is known to a goal state it is reliably followed again. On average 
the robot required 7.8 seconds of policy following to reach a goal state.  
The performance was compared to a robot with P(g|s,π) = 0 for all states, i.e 
random motions were always chosen. The time taken to a goal state was found to be 
147 seconds averaged over three runs, well above the learned model times. 
 
Figure 4.11: The behavioural performance of the robot in the first study of Chapter 4. Time was 
recorded in both exploration and policy following states. Exploration shows a distinct trend, reducing 
to ~1 second for the final five runs. Policy following is stable after the first run. 
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Results from study 1 indicate the SMDP is functional in developing the 
relationship between robot action and object state. The total amount of time required 
to attain the goal state reduced as the model continually developed. The majority of 
the time in the last 5 runs was spent performing known action sequences. 
4.3.2 Study 2 
The goal of the second study is to move such that the object is positioned at a 
specific location in visual space, as if the object was simply being observed. In visual 
space the goal corresponded to a 30 × 30 pixel box, 80 pixels down and 50 pixels 
across from the top left corner of the input image (see Figure 4.12). The goal 
function for the new task is defined as: 
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Figure 4.12: The goal state for the second study in Chapter 4. The dotted square indicates the 
approximate area in which any experience is designated a goal. The goal state is a 30 × 30 pixel box 
centred over pixel (50, 80). 
The performance of the robot was tested twice. Firstly the robot begins with no 
model and generates a new model from experience, as in study 1. Secondly the robot 
begins with the model developed in study 1 and performance is bootstrapped off the 
known sensorimotor coordination model. Experiments are performed as for study 1: 
20 runs are performed with exploration and policy following times recorded. 
Developing a New Model 
The newly developed model, shown in Figure 4.13, had a similar shape to the model 
generated in Study 1. The majority of the state-space was modelled due to 
exploration procedures and changing start locations. The major cause of difference 
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arises from random exploration and marker position. More developed transitions 
exist near the new goal state rather than the goal states as defined in Study 1. 
 
Figure 4.13: The SMDP after 20 runs of study 2 in which a new model was developed. A single goal 
state (highlighted in green) was found with well developed transitions leading to this state. 
The quantity of time spent in exploration and policy following follows a 
similar curve to Study 1, as seen in Figure 4.14. Exploration was mostly performed 
in the first nine runs. A model with full state space coverage was developed in fewer 
runs, however the average time spent in exploration was actually greater than in 
Study 1. The average time for the majority of the exploration phase was 41.1 seconds 
compared to 11.7 seconds in Study 1. The increase in exploration occurs as the robot 
no longer stops when the marker enters the gripper and the state does not change as 
the robot drives forward with the marker in the gripper. Under these circumstances, a 
time-out of five seconds was used before a transition was added from the state to 
itself. 
A mean of 5.2 seconds of policy following was recorded for runs 9 to 20. The 
goal state was more quickly attained from a larger quantity of states as the goal state 
was more central in the state-space compared to the goal of Study 1. 
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Figure 4.14: The behavioural performance of the robot over 20 runs with a new model. A learning 
curve, in which the majority of the time is spent exploring, is present. After approximately 10 runs a 
functional policy is developed. 
Model Transferral 
The model developed in Study 1 was used to perform the task in Study 2, however a 
new policy was developed over the model. Learning and operating continued 
simultaneously as with previous studies however learning was bootstrapped from the 
previously developed model. During the second study the number of states within the 
model increased by 12% and the number of links increased by 51%. The larger 
increase in links was expected as different actions were required to complete the new 
task. The amount of well-developed links increased with the additional time 
developing the model. The links extended to cover a larger portion of the state space, 
focussing on both goal states of Study 1 and Study 2. 
Importantly, exploratory learning was not required to begin performing the 
task. Policy following was prevalent throughout all 20 runs. The average exploration 
time over all runs was 3.5 seconds. The average policy following was 5.8 seconds. 
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Figure 4.15: The SMDP after 20 runs when re-using the model developed in study 1 to attain the goal 
state for study 2. The coverage of well grounded transitions has increased with more time spent 
operating. The more traversed links are again nearby the goal states, shown in green. 
 
Figure 4.16: The behavioural performance of the robot over 20 runs when re-using the model 
developed in study 1 to attain the goal state for study 2. The robot is able to achieve the goal state 
without a steep learning curve, despite the change in task from when learning was initially performed. 
4.3.3 Study 3 
The third study continued to test the functionality of the sensorimotor coordination 
model. The goal of the third study was to perform object avoidance. The goal state 
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was set to be the state with no visual detection. The task was chosen as it is the 
reverse of the task of navigating to grip the object for which the model was initially 
developed. The goal function was defined as: 
 

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
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NULLyNULLxtrue
sG
,
)(  (4.24) 
The goal state was potentially more widely obtainable than the previous two 
studies as the majority of states near the ‘edge’ of the visual space have a link to the 
undetected state. A successful avoidance policy would select actions to remove the 
obstacle from the field of view via the closest visual edge, as opposed to an edge on 
the opposite side of the state space. 
The Pioneer was placed in a 2.5m by 2.5m arena sectioned off by large 
obstacles (see Figure 4.17). The walls and obstacles could be detected by a laser 
range finder while the object could not. The behaviour of the robot was altered to 
perform ‘wander’ motion when there was no visual detection, rather than pausing, as 
in the first two studies. The laser range finder provided no input to the SMDP but 
rather influenced the wander motion to avoid collisions with walls. 
 
Figure 4.17: The arena used in the third study of Chapter 4. Large obstacles that could be detected by 
the laser range finder cordoned off a 2.5m x 2.5m area. The laser range finder did not provide 
information to the SMDP but rather was used to select wandering behaviours that would avoid 
collision with walls. 
The model initially developed in Study 1 and further improved in Study 2 was 
used in Study 3. The policy performance was compared against a baseline behaviour 
in which the wander behaviour was active even when the object was visually 
detected. The robot was operated for three runs of five minutes each for both policy 
and wander-only behaviours. The model was not updated during operation. 
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Results 
Results were measured in the time that the object was in the field of view and the 
number of collisions between the robot and the marker. Results indicate the robot 
was successful at performing the obstacle avoidance task as the total amount of time 
with the object in view was reduced by approximately a half from the base-line 
behaviour, as seen in Figure 4.18. The sensorimotor coordination model was quickly 
able to steer away from the object and continue wandering. The rate of collisions 
reduced from 1.3 collisions per minute to 0 collisions per minute as seen in Figure 
4.19. The model could be used to avoid collisions by specifying a desirable goal 
state, and further learning was unnecessary to complete the task. 
 
Figure 4.18: Measurements of the quantity of time in which the object was in the field of view of the 
robot. Performance when using the learned model was compared against a wander-only baseline 
behaviour. Three runs of five minutes were conducted for each behaviour mode. 
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Figure 4.19: Measurements of the number of collisions between the robot and the object. Performance 
when using the learned model was compared against a wander-only baseline behaviour. Three runs of 
five minutes were conducted for each behaviour mode. 
4.4 Discussion 
The SMDP could be used to learn behaviour to achieve a goal state. The model 
captured the environment motion through the image caused by the robot’s actions. 
The correlation between visual position and physical detection was also learned.  
The model developed and improved over time with more data and more 
interaction. As the robot’s understanding of environmental interaction improved with 
the model, the amount of time spent exploring decreased. A training phase was not 
needed as the model developed simultaneously with operation. 
The model developed for the task of moving to trigger the infrared beam could 
also be used to complete the tasks of moving to observe the object at a specific point 
in the image, and moving to avoid the object. The sensorimotor coordination 
between the robot and the object did not change with the task, but only the goal states 
within the model. The explicit development of the model allowed the policy to be 
recalculated offline without the robot having to resample the environment.  
It is proposed that the SMDP model could be considered as a representation of 
the affordance of the marker, as described by the relationship between object, action 
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and effect, in related work (Montesano et al. 2008). A more precise relationship for 
the SMDP model is shown in Figure 4.20. The ‘object’ is also dependent on the its 
state, the effect occurs as a change in state, and actions are defined by the robot’s 
fundamental movement capabilities. Similarly to (Montesano et al. 2008), the 
representation of affordance could be used to select different actions to achieve 
different outcomes dynamically, using a single model. In comparison to traditional 
reinforcement learning scenarios, learning was not limited to only behaviour that 
achieves a single goal. 
 
Figure 4.20: An affordance representation modified to represent the affordances learned in the SMDP. 
The object is a SMDP state, and the effect of an action is the change in state. Instead of only a single 
relationship, the SMDP learns a set of these relationships captured in the transitions. 
A representation of the coupling between robot action and object state, an 
affordance relationship, was learned in the SMDP. The representation was developed 
from the sensory data the robot experienced as it explored the environment and is 
therefore learned in a meaningful way to the robot. Following the semiotic triangle 
relationship in Section 2.3, the SMDP methodology privately grounded an internal 
representation of the affordance. The private grounding is the first step towards full 
symbol grounding of robot action and object affordance, which could be used by 
multiple robots to communicate about an action required to manipulate an object. 
The presented studies demonstrated a method for developing the sensorimotor 
coordination model and in doing so an affordance-based representation. The 
environment was simple and only composed of a single object. In a more realistic 
situation a robot detects multiple objects and structure within its sensory stream and 
must identify the object or objects necessary to complete its task. 
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Chapter 5 
A Distributed Model to Represent 
Multiple Objects 
Environments are made of multiple objects and other structure that affect the sensory 
input of a robot. The additional sensory input adds to the complexity of the 
sensorimotor coordination by increasing the information represented by each state. 
Typically, only a small portion of the environment is useful determining the actions 
needed to perform a task and always considering all sensory information can be 
redundant. The environment is extended from the previous chapter to contain 
multiple markers, as well as the walls and floors of the laboratory. 
This chapter introduces a distributed method for representing multiple objects 
in a semi-Markov decision process (SMDP). The distributed SMDP is introduced 
due to problems with state dimensionality that occur when multiple objects are 
represented in the model state. 
The experimental results presented in this chapter were previously published in 
the Workshop on Active Semantic Perception and Object Search in the Real World 
during the International Conference on Intelligent Robots and Systems (Glover and 
Wyeth 2011) and is expanded and altered for clarity. 
5.1 An Environment with Multiple Components 
The robot’s observation considers all objects in the image and is not programmed 
with predefined categories for foreground and background. All input, such as walls, 
surfaces and movable items are considered objects, multiples of which can be 
simultaneously detected in a single image. A typical sensory input is shown in Figure 
5.1. As the robot acts, the motion of the objects through the image will be different 
depending on their size and position. In addition, markers can trigger the infrared 
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beam whereas the walls and floor cannot. Initially the robot has no understanding of 
the resulting outcome of performing actions and the model of sensorimotor 
coordination must be developed. 
 
Figure 5.1: Segmentation of the visual scene used as input to the SMDP is based on colour. The centre 
of blobs of sufficient sizes are used as visual sensory input to the SMDP. The physical detection of 
objects within the gripper paddles is indicated by the dotted box. 
5.1.1 Dimensionality 
The introduction of multiple objects into the sensory input greatly increases the 
problem dimensionality. A problem encountered with Markov models is the 
exponential increase in computation required for high dimensional problems. The 
problem is especially prevalent in robotic experiments in which the model is 
unknown. Learning is not a case of multiple compute cycles, but physically sampling 
data from the environment during operation, which is an expensive process. 
The Combinatorial SMDP 
The straightforward application of a SMDP to the problem space is described as a 
combinatorial SMDP, as illustrated in Figure 5.2. The combinatorial SMDP behaves 
similarly to the SMDP presented in the previous chapter; however the size of the 
state-space vector is larger. A state is a region in the state-space that is dependent on 
all sensory inputs simultaneously. 
Chapter 5:  
A Distributed Model to Represent Multiple Objects 
83 
 
 
Figure 5.2: A block diagram of the combinatorial SMDP. The state-space is defined by all parts of the 
environment detected through colour segmentation. 
An SMDP for a single object had a three dimensional state space: visual 
detection, physical detection and visual position (x and y), as only a single point in 
the visual input needed be used. When considering multiple visual inputs the entire 
visual image forms the state space; it is dependent on all detections as well as non-
detections. The state space dimensionality is therefore dependent on the size of the 
visual image and the state space size will be equal to: 
 |||| |||| HC YX   
where C is the number of different objects, X and Y are the number of quantised 
visual positions in the horizontal and vertical axis respectively, and H is the range of 
physical detection values.  Given the resolution of images used is 320 × 240 and we 
discretise the state space into regions of approximately 40 × 40 pixels and 4 objects 
exist, the state space size is on the order of 10
29
. For comparison computing only the 
policy for a defined model of 10
10
 dimensions in simulation has required up to 100 
computation nodes, each with 8 CPU cores (Schaal and Atkeson 2010). The sparse 
graph structure gives some improvement to the value iteration procedure; however 
the state-space must still be physically explored by the robot through experience, and 
is too large for efficient on-line learning. 
The Distributed SMDP 
 The distributed SMDP is introduced as a means to overcome dimensionality 
problems. The distributed SMDP represents multiple objects by considering objects 
as conditionally independent sensory inputs (the state of one object does not 
influence the state of others), illustrated in Figure 5.3. The distributed SMDP splits 
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the state-space by each different sensory input and a single state can only represent 
the state of a single coloured input. Conceptually the resulting SMDP is similar to the 
multiple MDP systems, as discussed in Section 3.2.1; commonly transitions will 
form between states that share the same coloured sensory input, however it is still 
possible for transitions to be made between states with different coloured sensory 
inputs. The distributed SMDP is therefore still a single SMDP model and only has a 
factored active state set; it does not have separate factored models. 
 
Figure 5.3: The block diagram of a distributed SMDP. The multiple colours are considered 
conditionally independent resulting in a state-space dimensionality of four. 
A state in the distributed SMDP only represents a single object’s position and 
physical detection rather than the combination of all such detections. The resulting 
state space is reduced to four dimensions and the maximum state space size can be 
calculated as: 
 || || || || HCYX   
In addition to a smaller state space, the combinatorial SMBC has multiple 
benefits. The combinatorial state-space can represent potentially redundant 
information. For example, when multiple objects of the same type exist in the image 
separate states exist for each combination of the two objects visual positions. The 
transitions represent the interaction outcomes for the change in position of both 
objects together. However, the distributed model can represent the transitions of 
object independently of one another and the interaction outcome of a single object 
can be applied to both objects. There are several other benefits of the distributed 
SMDP: 
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 The reduced dimensionality leads to a smaller state space. A meaningful 
policy can be developed more quickly. 
 The models for each sensory input can be developing in parallel. 
 Representing different sensory inputs separately allows comparison and 
bootstrapping between the representations. 
The distributed model also introduces several new problems: 
 The policy becomes distributed. It is not trivial to choose the best action as 
multiple states can be active at once, each with a different optimal policy. 
The robot’s action policy must be formed from a set of competing state 
policies. 
 State transition modelling is ambiguous when multiple state changes occur 
simultaneously. A credit assignment problem must be solved to select the 
best transitions from the states at time t-1 to the states at time t. 
 The correlation between the object state and the infrared beam state is 
noisier. When the infrared beam state is triggered new states are created 
correlating the visual position of all objects with the infrared beam state. 
More data samples are required to marginalise non-causal relationships 
between the sensor modalities, for example, the floor does not cause the 
infrared beam to trigger despite it being observed when the beam is 
triggered. 
5.1.2 Outcomes  
A distributed SMDP is introduced to develop a sensorimotor coordination model 
when multiple objects are simultaneously detected. Experiments are performed 
similarly to Chapter 4. The state size of the distributed SMDP is compared to the 
state size of a combinatorial SMDP having experienced the same stream of sensory 
input. The aims of the experiments are to: 
 Develop a distributed Markov model online as the robot operates in the 
multi-object environment. 
 Develop a policy that allows the robot to achieve a goal state within the 
Markov model despite not having been programmed with explicit 
knowledge of what objects are useful for the goal. 
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 When multiple goal states exist (i.e. multiple markers are present in the 
environment that trigger the gripper), the robot should move to the closest. 
 Bootstrap learning of novel objects when sensorimotor coordination for 
another similar is already known. 
5.2 The Distributed Markov Decision Process 
Methods for the development of an SMDP in the multiple-object environment are 
presented for both the combinatorial’ SMDP, in which all sensory input is used to 
form states, and the proposed distributed SMDP, in which sensory input is 
considered separately. 
5.2.1 Observations 
At every time step, t, the robot makes an observation through its sensors: the camera 
and the infrared beam. The robot extracts features from the sensors and forms the set 
of observations, Zt, of size w.  
 twt zzZ },...,{ 1   
A feature, zr, is created for each colour segmented blob extracted from the 
image. Blobs are extracted by defining different categories as partitions (delineated 
by thresholds) in HSV colour space. The feature is defined as a tuple: 
  rrrrr hyxcz ,,,   
where c is the colour category (orange, white, red, green), x is the horizontal position 
and y is the vertical position of the centroid of the blob, and h is the state of the 
infrared beam. Each feature zr∈Zt will have the same value of h at a given time step. 
5.2.2 States 
States exist in an identical state space to observations and define a region in that 
space. The combinatorial SMDP has a large state space and at every time step the 
active state st must be calculated from the observation Zt. The distributed SMDP has 
a smaller state space but a set of active states St must instead be calculated from the 
observation Zt. 
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Combinatorial SMDP 
A state within the combinatorial SMDP has the same dimensionality as a set of 
observations: 
 },...,{ wri zzs    
The calculation of st for the combinatorial SMDP is conceptually the same as the 
SMDP presented in Chapter 4; however it must account for the extra 
dimensionalities. A visualisation of the state calculation is shown in Figure 5.4.  
The probability of state si given the current observation, Zt, is calculated using 
Bayes’ rule: 
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The observation likelihood, P(si|Zt) is calculated as the product of all observation 
likelihoods, zr, in the observation set Zt: 
 
 tZrz
irit szPsZP )|()|(  (5.2) 
where the likelihood for an individual feature is identical to that presented in Chapter 
4; however the colour of the feature must also be accounted for. It is assumed that 
colours are mutually exclusive and features are dissimilar if the colours are not the 
same. The resulting likelihood of a feature, zr, given the state si is calculated as: 
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where the it is assumed the colour categorisation method has negligible noise 
associated with it, which is valid for the environment in which all objects have 
distinct colours and lighting is consistent. The distribution of colour categories is 
considered Bernoulli: 
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and the calculation of P(xr,yr|zq) and P(hr|zq) is defined in Equation 4.4 and Equation 
4.3 respectively, given that in the previous equations si was comprised of a single 
observation, zq. The calculations are explicitly made for each observation in the state. 
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The calculation of the prior and the normalisation remains consistent with 
Chapter 4. The probability of a new state must be scaled with the number of features 
detected in the observation. Scaling the probability of the new state results in the 
radius around each feature remaining constant (see Figure 4.5); however if the 
observation falls outside any of the features in the observation, the new state will 
achieve the maximum posterior probability. The new state probability is calculated 
as: 
 wnewnewt sPSzP 5.0)()|(   (5.5) 
The active state, st, is calculated from the maximum posterior probability: 
 ))|((maxarg ti
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  (5.6) 
And a new state is added to the system when the new state likelihood P(snew|Zt) 
is the state with the maximum posterior probability. A new state is created with the 
centroid as: 
 twi zzs },...,{ 11   (5.7) 
 
Figure 5.4: A visualisation of state estimation and data structures for the combinatorial SMDP. The 
observation, states and active state all represent a combination of features. 
Distributed SMDP 
A state in the distributed SMDP only represents a single observation, zr: 
  iiiii hyxcs ,,,   
The probability of a state, si, given a feature, zr, is calculated from Bayes’ rule 
as in Equation 4.1, with the likelihood P(zr|si) calculated by accounting for the colour 
of the feature using Equation 5.3.  
As opposed to a single state comprised of all observations in the scene, the 
distributed SMDP calculates a set of active states, St, by considering each 
observation zr independently. The set is a union of states with w elements. The set of 
Chapter 5:  
A Distributed Model to Represent Multiple Objects 
89 
 
states St is calculated as the set of states with maximum posterior probability given 
the set of observations Zt: 
  )|(maxarg ri
tZrz newsSis
t zsPS 
 
  (5.8) 
New states are added for each observation zr in the observation Zt when the new state 
has the highest posterior probability for that feature. The state is added according the 
feature values: 
  rrrri hyxcs ,,,1   
And multiple states can be added at the same time step, given snew achieved the 
maximum posterior probability for multiple features in the set Zt. A visualisation of 
the process is shown in Figure 5.5. The variance on visual similarity, v, was set to 
580 for both the distributed and combinatorial SMDP, resulting in a denser coverage 
of the state-space compared to the previous chapter. 
 
Figure 5.5: A visualisation of the state estimation and data structures in the combinatorial SMDP. The 
observation is a combination of features however states are represented with only a single object. 
Instead of a single active state there is a set of active states. The new state for the red feature is created 
using the observation values. Importantly, states can have transitions between layers and the 
separation of states by colour type is for ease of illustration. 
5.2.3 Actions 
A discrete number of actions, a, in the complete set of actions available, A, are 
available to the robot. The actions scope of the robot is similar to the previous 
chapter 
 Translating Forward 
 Translating Left 
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 Translating Right 
The action ‘Translating Backwards’ was removed as the robot was able to 
collide with walls in this experiment. Reversing into a wall violated the Markov 
principle on which the SMDP is based. The robot had no way to measure the state of 
the environment behind the robot and therefore the sensor input was not sufficient to 
completely define the state. Other actions complied with the Markov principle as the 
robot could always see in front of itself and therefore the outcome of translating 
forward was predictable. The camera field of view was also wide enough that turning 
was also predictable. Robot behaviour emerges by linking a sequence of actions 
together derived from the policy. 
5.2.4 Transitions 
SMDP transitions are defined as in the previous chapter and are represented as links 
in the graphical data structure. To model transitions in the SMDP, links must be 
added or updated based on changes in the active state, st.  
Combinatorial SMDP 
The combinatorial SMDP’s link addition and link updates are exactly as described in 
Section 4.1.3. Only a single state is active at a given time and the transitions can be 
treated exactly as in the SMDP presented in Chapter 4. 
Distributed SMDP 
Link addition in the distributed SMDP needs to consider changes in multiple states at 
the same time as an active state set St is calculated rather than the single active state 
st. Multiple states can transition in a single time step and a data association problem 
must be solved to calculate between which states links should be added. 
Links are added when the set of active states changes between time t-1 to time 
t. Links are created from all states in the set St-1, which is no longer present in state 
set St, defined as a set of states ΔS: 
  tt SSS  1  (5.9) 
For each state in ΔS a link is created to the most probable node in St, given the 
similarity of states between the two state sets. A link is created from state si∈ΔS to 
state sj∈St according to: 
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where zi is the observation represented by state si. The average transition time Y(si) is 
initialised as the time the state si was part of the active state set, St. The transitions 
count is incremented by one. 
In practice links will be formed between objects of the same colour. The links 
therefore represent the object motion as it moves in the visual scene with the robot’s 
action. In cases in which the object disappears from view, links are formed to all 
states in St. The robot learns that actions that remove an object from the field of view 
only lead to states in which the object can no longer be detected. If the object is 
necessary for the task, performing these actions will be associated with V(s) and will 
not be selected in the policy. 
5.2.5 Policy  
The value iteration and policy generation procedure can be calculated identically for 
both the combinatorial and the distributed SMDP. The distributed SMDP, despite 
modelling sensory input separately, is fully connected through transitions allowing 
standard value iteration to be applied. The value iteration equation is defined in 
Equation 4.18. However, the selection of the action, at, is not straightforward for the 
distributed system as at every decision epoch there is a set of states from which the 
policy could be followed. The combinatorial SMDP only has a single active state, st, 
and therefore there is no ambiguity in policy following. 
The Distributed Policy 
The distributed SMDP introduces complexity into the action selection procedure as 
the policy is can differ across the active states in St. The problem becomes one of 
selecting a single action given multiple competing policies. As discussed in Section 
3.2.1, the ambiguity can be solved in a summation over all active states, or by using a 
winner take all approach (with variations on both). 
The approach taken in the following experiments is a greedy approach, most 
similar to the W-learning proposed by (Humphrys 1996), however for simplicity a 
full winner-takes-all scenario is used in which the policies not selected do not 
contribute to the action chosen. The greedy approach is assumed to be valid as often 
only a single object in the environment is needed to complete the robot’s task; the 
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other objects will not be relevant. The robot should follow the policy for interacting 
with the single component and ignore the policies for interacting with the other 
components. The action, at, is selected as: 
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t sVa   (5.11) 
where π is the optimal policy for each individual state and V(si) is the value iteration 
result for state si∈St. The process of selecting the active state in the distributed model 
is illustrated in Figure 5.6. 
 
Figure 5.6: A visualisation of the reconciliation of the distributed state The active state st+1 is selected 
from the active state set St+1 by selecting the state with the smallest value V(s). 
The SMDP is modelled with discrete states; however the robot operates in a 
continuous time frame. Actions are chosen at decision epochs. The decision epoch 
occurs when the active state changes. The decision epoch creates smoother motion as 
the robot must complete transitions between states before the next action can be 
selected. 
Exploration 
The exploration method was simplified for the multi-object environment, compared 
to the previous single object experiment, to remove any unexpected behaviour in the 
more complex model. Instead of calculating the pseudo-optimality, transitions which 
had not yet been performed are set to have a transition probability to a goal state of 1. 
The transitions are set to have a average transitions time, y, of 1. The exploration 
strategy forces the robot to explore unknown state-action combinations before 
following a known policy to a goal state. 
5.2.6 Policy Bootstrapping 
Bootstrapping removes the need for complete physical exploration of the state space 
by assuming similarity of states, transitions and goal states between different objects. 
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The policy of a novel object type can be inferred from other objects, given initial 
partial similarity of transitions. New states for the novel object type are still added, 
allowing error recovery if the object’s transitions turn out to be dissimilar. For 
example, two markers of different colours would have the same transitional 
information. The robot could recognise that the initial transitions are very similar and 
attempt to use its already known transition information to reach the goal without 
exploration. However, a spot on the floor would also have similar visual transitions 
but could not trigger the infrared beam. The robot would attempt to ‘grip’ the spot 
and fail, but would not attempt to bootstrap the policy for that goal state again as it 
now has a representation for the spot object. 
The distributed SMDP represents objects in the environment separately 
allowing knowledge transfer from known objects to novel objects. Bootstrapping the 
transitions of one object from the knowledge of another is performed in two parts: 
1. The transitions of one object are compared to another to give a measure of 
how closely the transitions match. At this stage only a small, partial model 
of transitions is required for the novel object. 
2. The policy of states that represent a novel object and do not have transition 
information are inferred from states of a different object that has a close 
transition match from step 1. 
Transition Comparison 
Transition similarity is a measurement of the correspondence of state transitions 
between objects of different types. Measurement was performed incrementally each 
time a transition occurred and could therefore bias single transitions that were 
traversed more than once.  
The measurement of inference between objects with colour categories c = u 
and c = v is stored in a matrix Iuv as a probability between 0 and 1. Iuv is updated 
when a link between node si and sj is traversed with the action at-1 and the colour 
category represented by both si and sj is u. Firstly, the count of State Similarity 
between category u and category v (SSuv) is incremented if there exists a state, sk1, 
with category v that has a similar visual and infrared beam state to the initial state, si: 
   5.0)|()|,(max if 1 111
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where S{c=v} is the set of states in S for which the colour category is v, and zi is the 
observation associated with state si. SSuv is initialised to 0. Secondly, the Transition 
Similarity between category u and category v (TSuv) is incremented if there also 
exists a state, sk2, with category v that has a similar visual and infrared beam state to 
the state transitioned to, sj, and there is also a high transition probability between sk1 
and sk2: 
   5.0),|()|()|,(max if 1 112222
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Where zj is the observation associated with state sj. TSuv is initialised to 0. 
Importantly, TSuv is only updated if SSuv was updated. Lastly, the transition similarity 
is calculated based on the ratio of Transition Similarity to State Similarity: 
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I   (5.14) 
If all nodes that start in the same visual location transition to a similar visual 
location the affordance similarity will be high, as shown in Figure 5.7. The resulting 
cross-correlation matrix I defines the similarity in sensorimotor behaviour for object 
types. 
 
Figure 5.7: An example bootstrap measurement scenario in which colour indicates object type. The 
similar start and end states of the red and green nodes increases the potential for bootstrapping 
between the object types. The dissimilarity of end location of the orange state to either red or green 
decreases the potential for bootstrapping between these object types. The larger dotted circles indicate 
the granularity as defined by P(snew). 
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Policy Transfer 
Bootstrapping occurs in the value iteration procedure. Instead of assuming links from 
a state are unknown (i.e. no link exists), the value of V(si) is set to V(sk), where sk is a 
similar state corresponding to a different object with similar transitions (as measured 
above). Bootstrapping occurs between objects u and v when the value Iuv is above 
threshold TI. Any states of object type u in which no transition exists for the action 
performed are bootstrapped.  
The value iteration update is then calculated as: 
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Equation 5.15 is simplified for readability by ignoring goal states. If G(si) is a goal 
state V(si) remains equal to zero rather than being bootstrapped. TI was set to 30% for 
the following experiments. 
5.3 Experiments and Results 
Experiments are performed similarly to the previous chapter. The robot is placed in 
the environment and the sensorimotor coordination model is developed online. The 
results of the experiments are evaluated by analysing the robot’s behavioural 
performance at attaining the goal state and comparing the difference between the 
combinatorial and distributed models. A visualisation of the sensorimotor 
coordination model developed is also presented. 
5.3.1 Studies 
A similar experiment was performed as in the previous chapter, however with the 
visual input segmented into multiple objects. The experiment consisted of three 
consecutive studies and a single distributed SMDP was generated throughout all 
studies. Each run terminated when the robot achieved a goal state. The environment 
was an arena as, shown in Figure 5.8, with different marker sets for each study. The 
studies were performed as follows: 
 Study 1: 20 runs were performed with a single red marker in the arena. 
The study aim was to demonstrate that the distributed SMDP could 
successfully ground markers, walls and the floor in parallel. 
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 Study 2: A further 20 runs were performed with two red markers in the 
arena. The aim of the study was to demonstrate the advantage of the 
distributed SMDP when multiple objects of the same type are present. The 
experiment aims to show the advantage of the distributed SMDP for 
representing multiple objects without the redundant combinatorial state. 
Instead the single object representations can be exploited for both objects. 
 Study 3: A final 10 runs were performed with a single green marker in the 
arena. The green marker had the same affordances as the red marker but 
was processed as a different object type. The study aim was to test policy 
bootstrapping for the new marker. 
Importantly, policy bootstrapping was tested for negative and positive 
associated object categories as the bootstrapping process, both comparison and 
policy transfer, was active in all three studies. It is hypothesised that no 
bootstrapping will occur in the first two studies as the association between objects 
will be low. In the third study the association between the green and red marker 
objects should be above the threshold and policy transfer should occur. 
The robot no longer pauses when the marker moves out of the robot’s field of 
view as the robot is always able to detect at least one environmental component 
under the new segmentation method. The robot is also able to collide with the walls 
of the arena and the LRF is used to turn off power to the motors before this occurs to 
prevent damage to the robot. 
Each run within the experiment began with the robot positioned facing the 
inside of the arena.  The marker/s was randomly placed within the arena and the 
robot’s field of view. The robot began without any states or links in the SMDP and 
generated the model from experience. The robot had no knowledge of the change in 
visual or haptic perception caused by the robot’s actions. Goal states were defined as 
states in which the infrared beam was triggered: 
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In reality the only physical object in the environment that had the affordance of being 
physically detected were the markers. The goal condition is set for the entire SMDP, 
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even for objects that do not afford triggering the infrared beam. Robot and marker 
positions were reset upon reaching a goal state. 
 
Figure 5.8: The robot and environment for experiments performed in Chapter 5. Markers (red and 
green) formed the only physically detectable objects in the environment. Walls caused the robot to 
stall and the detected position of the floor had no effect on the robot. 
The distributed SMDP was simultaneously generated and used to perform 
actions; however a combinatorial SMDP was also developed. The combinatorial 
SMDP was not used to control the robot as the level of physical exploration of the 
state space prevented experiments to be performed in realistic timeframes. The 
combinatorial SMDP was developed using the same data as the distributed SMDP in 
order to facilitate a comparison of the models formed between the two SMDP 
methods. 
5.3.2 Task Performance 
Study 1 
The performance of the robot in terms of achieving the goal state is shown in Figure 
5.9. The initial run was by far the longest; taking over 5 minutes in order to reach a 
goal state. The robot initially had no understanding of sensorimotor coordination but 
the robot generates many new states and links during this time. Total exploration 
takes longer than the previous experiment as states and links corresponding to all 
three environmental component types must be explored, as opposed to only the one 
object in the previous chapter.  
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The majority of the affordance learning takes place in the first run and a 
sufficient model was developed to begin to perform coherent behaviour, which can 
be seen as the second run took only 19.3 seconds. The average run time over the last 
19 runs was 28 seconds. It should be noted that the marker was placed randomly in 
the arena after each run and so a different action sequence was required to achieve 
the goal state for each run. Only two other runs (8 and 16) showed a large amount of 
exploration in the policy, as indicated by run times of 102.6 seconds and 97.9 
seconds respectively. 
 
Figure 5.9: The time taken before a goal state is reached for each run performed in Study 1. The bars 
report time, which corresponds to values on the left axis. The number of times a collision between the 
robot and the wall occurred is also reported as the blue dotted line corresponding to values on the right 
axis. 
The number of times the laser range finder detected collision with the wall also 
reduced after the first run. The policy produced action sequences that led directly to 
the marker and avoided collisions with walls. 
Study 2 
The distributed SMDP represented the state of two objects as two instances of the 
same representations. No further learning was required to achieve the goal as seen by 
the immediate attainment of the goal in Figure 5.10. The average run time over the 
twenty runs was 13.3 seconds. The run time was smaller than in Study 1 as the 
second marker reduced the chance of noise affecting performance. On average the 
distance to the goal state was also shorter due to the second marker. The closest 
marker was chosen on 14 of the 20 runs. 
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The major different between the distributed SMDP and the combinatorial 
SMDP is highlighted in this result. The distributed SMDP was able to use the 
knowledge of the affordance of a single marker and apply it to both markers to 
immediately perform coherent behaviour. A combinatorial SMDP would require new 
states to represent each combinatorial arrangement of the two markers. Data 
sampling would be required to ground new links in order to discover appropriate 
actions to reach a goal state.  
 
Figure 5.10: The time taken before a goal state is reached for each run performed in Study 2. The bars 
report time, which corresponds to values on the left axis. The number of times a collision between the 
robot and the wall occurred is also reported as the blue dotted line corresponding to values on the right 
axis. 
The number of wall hits was zero on 18 of the runs. The second marker 
increased the likelihood that a marker was placed in an area of the visual scene in 
which a state had highly probable links to the goal state. 
Study 3 
The robot developed a bootstrapping value between the red and green markers 
(Igreen.red) as indicated by the red line above the required threshold in Figure 5.11. The 
robot did not require a large amount of time to learn the affordance of the green 
marker as it was able to bootstrap the affordance from the red marker.  
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Figure 5.11: Inter-object bootstrapping values (Iuv) for all objects in all studies. 
The association between green marker and wall (the green and grey lines above 
the threshold) occurred as a result of the incremental comparison used and a period 
of continual oscillation between turning left and right with the green marker in view. 
The incremental algorithm continued to increase the similarity between the green 
marker and the wall with each transition as the robot oscillated. It is proposed that 
modifying the algorithm such that transition similarity is compared as a percentage 
over gobal links in the model, as opposed to transition as they occur over time, i.e. 
removing the incremental bias, would remove the incorrect association. It is also 
possible that with more interaction time the high association between the wall and 
the green marker would be reduced. 
Ired.green was zero as the red marker was never reintroduced after the green. 
There was no opportunity for links between states representing the red marker to be 
compared to links between states representing the green marker. The bootstrapping 
values were only calculated as links were added or updated. 
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Figure 5.12: The time taken before a goal state was reached for each run performed in Study 3. The 
bars report time, which corresponds to values on the left axis. The number of times a collision 
between the robot and wall occurred is also reported as the blue dotted line corresponding to values on 
the right axis.  
The first run of study 3 was performed in 19.7 seconds, as shown in Figure 
5.12. The robot was able to use the affordance of the red marker to quickly generate 
a coherent policy with respect to the green marker. Further runs were mostly 
performed on a similar timescale. Runs 45 and 48 were remarkably longer than the 
other eight runs. The incorrect association between the green marker and the wall 
caused the longer run times; an incorrect policy was bootstrapped for the green 
marker. The policy, instead of moving toward the marker, turned the robot away 
from the marker and removed it from view. The policy is less consistent when the 
marker is not observed, as there is not always a causal set of actions that to find the 
object. The incorrect association between the green marker and wall could be 
removed with more runs, or with a global comparison calculation, but at the end of 
the 50 runs the association still existed. 
5.3.3 Distributed and Combinatorial Comparison 
The distributed SMDP led to a smaller network size than combinatorial SMDP as can 
be seen in Figure 5.13. The combinatorial SMDP size grew significantly larger than 
the distributed SMDP due to the state-space dimensionality. The combinatorial 
SMDP had a much larger state space as it represented redundant information in 
which states stored combinations environmental components; the potential state 
count was exponentially larger. 
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Figure 5.13: A comparison of state space size between different SMDP methods.The size is measured 
in the number of states in the distributed SMDP (solid green line) and the combinatorial SMDP 
(dotted red line). 
The distributed SMDP growth supports the method’s advantages: it slowed in 
the first study as a reasonable amount of the state space was physically explored and 
was not required to grow when a second marker was added. The SMDP added new 
states to represent the green marker in the third study, but did not require states that 
represent the combination of green plus other colours. The combinatorial SMDP 
continually increases in size over all three studies as the state-space is exponentially 
larger. It is only in the third study when growth slowed. 
5.3.4 Affordance Representation Comparison 
The model can be analysed by comparing the representations of each different 
environmental component. The components are compared based on the value of V(si) 
for each state, which represents the temporal closeness to a goal state. In a well-
developed model, the value of V(si) should be dependent on the affordance of the 
environmental component. 
Whether an environmental component is directly causal to a goal state being 
achieved (i.e. a marker can cause a goal state, while the floor and wall cannot) is 
dependent on its affordance. The model captures affordance through transition 
likelihoods, which are also used to calculate the policy via assigning value to V. 
The foreground is determined by the selection of a single state in the 
distributed policy by minimising V(si), as per Equation 5.11. The attention to a single 
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environmental component is therefore dependent on its affordance. The active state 
is chosen as the state with the lowest V(si) and hence attention will more likely be 
attained by objects with states with low values of V(si). 
It can be seen the value of V(si) for marker states becomes smaller the closer to 
the goal position the state is (Figure 5.14). The affordance of the marker shows a 
consistent relationship between distance to the marker and time to achieve the goal 
state. Coherent paths can be followed from farther states to closer states, and 
eventually a goal state. 
 
Figure 5.14: The affordance of the marker illustrated by state positions and value iteration values 
V(si). A larger circle indicates a larger value of V(si) and hence will be less likely to attain attention 
from the minimising function. A small solid green circle indicates a goal state with V(si) of 0. 
The values of V(si) for wall states (Figure 5.15) shows a different pattern to that 
of the marker states . Larger values exist when the wall is closer to the robot and 
smaller values exist when the wall is further from the robot. The pattern is to be 
expected as it is more likely that an object exists in the field of view when the wall is 
further away, and hence more of the arena is visible. The representation also 
indicates colliding with the wall is detrimental to achieving the goal.  
Overall the average value of V(si) is much higher, indicating it is less likely to 
attain attention than the marker. The wall does not have a direct causal link to the 
goal state, however it can provide some information on the best behaviour given the 
marker is not in view, i.e. move away from the wall. 
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On average the value of V(si) for floor states is much larger than both walls and 
marker (Figure 5.16). The large values indicate the floor has no causal affordance to 
the robot achieving the goal state. The marker or wall will always attain more 
attention than the floor if either is present in the visual scene. 
 
Figure 5.15: The affordance of the wall illustrated by state positions and value iteration values V(si). A 
larger circle indicates a larger value of V(si) and hence will be less likely to attain attention from the 
minimising function. A small solid green circle indicates a goal state with V(si) of 0. 
 
Figure 5.16: The affordance of the floor illustrated by state positions and value iteration values V(si). 
A larger circle indicates a larger value of V(si) and hence will be less likely to attain attention from the 
minimising function. A small solid green circle indicates a goal state with V(si) of 0. 
Physical detection is only triggered when the marker is visually detected in the 
lower middle section of the image and hence this is the only condition under which 
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the goal condition is met. However, goal states can be seen in the representation of 
all three objects as they can be also visually detected when the marker triggers the 
physical detection. However, correct credit assignment was learned as these states 
developed a low transition probability as they more often occurred without physical 
detection. Goal states also occur for the marker in locations other than the bottom 
centre as goal states have been achieved when multiple markers were present in the 
visual scene. 
5.4 Discussion 
The distributed SMDP was successful in developing a model of sensorimotor 
coordination. The robot was able to develop a coherent behaviour with multiple 
objects present in the environment affecting the sensory perception of the robot. 
Similarly to the previous chapter results, the sensorimotor model represented the 
change in components of the environment visually and with the infrared beam. The 
model was data-driven and as such the robot initially had no idea of the behaviour 
required to achieve the goal state. The robot was successful in being able to achieve 
the goal state as it learned over multiple runs. 
One of the major advantages of the distributed SMDP was the ability to handle 
the higher state dimensionality that occurred due to the multiple sensory inputs. The 
state dimensionality was only increased by one, however as learning was performed 
in parallel it had little actual detrimental effect on robot behaviour. The difference in 
the number of nodes between the distributed and the combinatorial SMDP 
demonstrated the reduction in the amount of redundant combinatorial information. 
State-space size is particularly important on real-world robots as they must 
physically gather data to develop the model. 
Robotic tasks are often simplified by removing background objects and tuning 
segmentation parameters to identify a single object. In doing so the robot achieves 
attention to the important object for the task, however, the robot is then limited to the 
object. The ability to interpret multiple objects and choose the object that is 
appropriate for the task makes a robot usable for tasks that involve more than the 
single object. 
An emergent attention to objects that were causal to the goal being obtained 
arose through the distributed policy procedure. Similarly to the outcome of the 
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experiments with only a single object, the colour-separated states in the distributed 
SMDP formed a representation of the affordance of the markers, wall and floor 
separately. The dynamic programming values were dependent on the transitions in 
the model and hence dependent on the affordance of the objects. The values were 
used to choose the most appropriate state from which the policy was followed. The 
affordance of the objects were therefore important in the selection of and attention to 
the object that most afforded the goal condition; the foreground was emergent from 
the distributed SMDP. The marker was the only environmental component that was 
causal in attaining the goal state of physical detection, hence states that represented 
the marker were chosen for policy following. 
The method for policy selection from the active state also allowed the robot to 
select the most appropriate object to complete the task most quickly when more than 
one marker was in arena. The robot did not select the closest marker on every 
occasion due to the combination of an incomplete model and a greedy policy. The 
accuracy of the model varied over the state transitions and policy could have been 
biased towards sections of the model that were well known over sections that were 
possibly inaccurate, despite being a closer option. 
Potential policy bootstrapping was demonstrated. The robot was able to 
determine the similarity in transitions between the red and green markers. The policy 
for interacting with the green marker was able to be inferred from the policy of the 
red marker allowing the robot to interact with the green marker without explorative 
learning. Bootstrapping provided a method for reducing the amount of real-world 
sampling that was required to develop a coherent model. 
The bootstrapping process transferred the transition information of one object 
to the transition representation of another given an initial idea of similarity. The 
process can be compared to affordance transferral between objects. Humans often 
quickly understand how to interact with an object that is completely novel based on 
the affordances of other objects. 
The algorithm for selecting when bootstrapping should be performed was 
biased towards a select few transitions in the model rather than an equal contribution 
across the transitions of the entire model. The bias occurred as the transition 
comparison method incrementally added to the transition similarity matrix each time 
a transition occurred, resulting in a single transition being added multiple times if it 
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was transitioned multiple times. It is proposed that a global method for calculating 
the transition similarity based on the percentage of similar transitions over the model 
would remove the incorrect association between the wall and the green marker that 
occurred in Study 3. 
A representation that could be used to perform object selection based on the 
affordance of the object was learned in the distributed SMDP. The representation 
was developed from the sensory data the robot experienced as it explored the 
environment and is therefore learned in a meaningful way to the robot. Following the 
semiotic triangle relationship in Section 2.3, the SMDP methodology privately 
grounded an internal representation of objects based on their affordance. The private 
grounding is the first step towards full symbol grounding of object categories based 
on their affordance, which could be used by multiple robots to communicate about a 
type of object needed for a task. 
In natural environments, the sensory input cannot be easily segmented into 
objects. Colour does not give an informative cue to define different objects and 
structure and a different visual interpretation is required. The next chapter explores 
the use of appearance-based visual features for the distributed SMDP methodology. 
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Chapter 6 
Applying the Distributed SMDP 
to Natural Environments 
Natural environments cannot be segmented into different components using colour 
alone. This chapter presents a direct application of the distributed semi-Markov 
decision process (SMDP) to natural environments using an appearance-based visual 
representation. A vocabulary-based visual feature detection method is used as the 
sensory input to the sensorimotor coordination model. 
The work presented in this chapter was built from prior work in appearance-
based representations using bag-of-words representations including (Glover, 
Maddern, et al. 2010) and (Glover et al. 2012). 
6.1 Appearance-based Perception for a SMDP 
6.1.1 Appearance-based Features 
In real and natural environments objects cannot be segmented using colour cues 
alone. Objects are often multi-coloured and multi-textured and different types of 
objects can have the same colour. The colour segmentation methods used in previous 
chapters cannot be used in natural environments. 
Visual feature-based methods for representing and recognising objects have 
been the state-of-the-art for over a decade (Lowe 1999); see Figure 6.1 for an 
example of typical features. The standardised descriptor representation allows 
comparison between feature points, and hence provides a means for recognition. 
Descriptors are designed to be somewhat resilient to scale, rotation and view-point 
change, making them ideal for object recognition and therefore are a good choice for 
representation of natural environments. 
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Figure 6.1: Example features detected from the environment using a MSER feature point detector. The 
SURF algorithm is used to extract a descriptor for each feature. 
Vocabulary-based methods are an extension to feature-based methods that are 
used to reduce computational burden. Descriptor comparison is expensive as 
descriptors are often high dimensional (64 or 128 dimensions). Vocabulary-based 
methods quantise each descriptor to an a-priori generated list of descriptors termed 
the vocabulary. The feature representation is then reduced to a single integer, termed 
a word, which is used to identify the index of the closest match in the vocabulary. 
Application of an Appearance-based Perception 
The vocabulary is made from training data prior to operation. Ideally the vocabulary 
is representative of the common ‘local appearances’ in the world, mapping similar 
appearances to the same word while offering some tolerance to variation and noise. 
The vocabulary is trained from a large collection of images typical of the 
environment. Features and descriptors are extracted from all images and a clustering 
algorithm is used to find groups of descriptors. The cluster centres form the word 
descriptors. The vocabulary has no prior knowledge about objects, rather just 
common, reoccurring appearances found in the environment. 
In the following experiments an MSER feature detection method was used 
combined with SURF feature description. 
 
Figure 6.2: An example of the visual input to the SMDP. Feature descriptors are labelled with the 
nearest vocabulary word in descriptor space as per the bag-of-words method. The word number and 
position in the image are used in the SMDP. 
Chapter 6:  
Applying the Distributed SMDP to Natural Environments 
111 
 
6.1.2 The Distributed SMDP 
The distributed SMDP is configured as described in Chapter 5. The only change is 
the visual sensory input; however the form of the vocabulary-based input is identical 
to the colour-based input used previously. Each word is treated as conditionally 
independent and forms a layer of the distributed SMDP. An identical algorithmic 
representation is used between the colour and vocabulary input, however the feature 
category, c, corresponds to the word in the vocabulary as opposed to the colour of the 
object. 
 
Figure 6.3: A block diagram of the distributed SMDP used in Chapter 6. A single word is represented 
in state of the SMDP. Transition can occur between states of different word representations. 
1.1.1 Outcomes 
Studies are performed to investigate the use of a distributed SMDP as a solution to 
developing a useful sensorimotor coordination in a ‘natural world’. A vocabulary-
based approach is used to represent the visual appearance of the environment and 
experiments are performed to specifically test the use of appearance-based features 
as a perceptual input. 
The performance of the sensorimotor coordination model is tested by 
evaluating the robot behaviour through the policy developed with the aim to develop 
coherent behaviour to interact with the environmental components found in a natural 
environment. 
6.2 Experimental Setup 
Two studies were performed. The first investigates model development in a small 
environment given the vocabulary is specifically tuned to the bottle that is present, 
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see Figure 6.4. The second extends the model to a larger environment in which it is 
infeasible to specifically tune a vocabulary. 
6.2.1 Study 1 
Environment 
The first study was performed in a small arena of approximately 2.5×2.5 metres. 
Colour is no-longer a good indication of object type and colour segmentation could 
not be used. The environment is termed ‘natural’ as appearance is required to 
distinguish objects, walls and floors. A single bottle was placed in the arena and was 
the only object capable of triggering the robot’s physical detection. 
 
Figure 6.4: The environment used in the first study of Chapter 6 is a square 2.5×2.5 metre arena. The 
bottle is the only object that can be physically detected within the grippers. Some extra texture is 
added to the wall to improve feature detection. The total variety of appearance experienced in the 
environment is limited. 
Vocabulary 
The vocabulary was generated from a dataset of 1764 frames randomly selected from 
imagery collected by the robot of the lab and another office. The extracted features 
were clustered to form 30 words using standard k-means. The vocabulary was tuned 
by hand to eliminate words that were detected on both the bottle and other parts of 
the environment. The resulting vocabulary of 25 words gave a more unique 
appearance to the bottle than the non-tuned 30 word vocabulary. Tuning was 
performed to demonstrate the success of the robot when the sensory input directly 
correlated with object type. 
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6.2.2 Study 2 
Environment 
The second study was performed in a larger, less constrained environment. The arena 
had a wider variety of textures and appearances than the arena in Study 1. Multiple 
objects existed that could trigger the robot’s physical detection including a piece of 
clothing, a box and a shoe. The environmental challenge was somewhat similar to 
that of having to ‘tidy’ a room. 
 
Figure 6.5: The environment used in the second study of Chapter 6 is a larger, less constrained 
‘natural environment’. Multiple objects exist which can be physically detected by the gripper. The 
environment is much larger and a larger variety of appearances exist. 
Vocabulary 
The vocabulary was generated from the same dataset as study 1. K-means clustering 
was used to form a vocabulary of 50 words. The vocabulary was left non-tuned, and 
as such the robot was not biased towards any particular object or appearance. It was 
not feasible to tune the vocabulary due to the number of different appearances that 
would have been required. No mapping between appearance and object was placed 
on the robot. 
6.3 Results 
The aim of the experiment was to develop a coherent sensorimotor motor 
coordination using the appearance-based perceptual input. The performance was 
analysed through the behaviour of the robot. 
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6.3.1 Study 1 
The robot showed sufficient model generation to develop an appropriate action 
policy to achieve the goal state, as seen in Figure 6.6. Of the first 5 runs, 4 clearly 
showed exploration, as indicated by a longer run time and increased time stalled due 
to walls. Of the remaining 16 runs, 14 showed a short run time indicating a reliable 
model had been generated from which an efficient action policy was made. 
 
Figure 6.6: The time taken before a goal state is reached for each run in the Study 1. The graph depicts 
both the time spent stalled against a wall and the time spent following in exploration/exploitation. 
Run 11 and run 18 showed long run times, mostly due to a large amount of 
time stalling. The longer run time was caused by exploration into regions in which 
the bottle was no longer visible. When the bottle is visible there exists a strong causal 
path to a state in which physical detection can be made, and when the bottle is not 
observed the best action to perform to detect the bottle is arbitrary. The position of 
the wall and floor is loosely coupled to the marker position; for example, detecting a 
wall directly in front indicates turning is the more likely option but not which 
direction to turn. The higher number of appearances that can be detected as a wall 
(~24 words as opposed to 1 in Chapter 5) confounds the problem as there is more 
noise that must be marginalised to develop a coherent behaviour. 
6.3.2 Study 2 
Study 2 was performed four times labelled as a, b, c and d and performance results 
are shown in Figure 6.7. A new Markov model was generated for each different 
attempt. Study 2a was performed over a 23 runs in an attempt to replicate results 
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seen in Study 1. The results seem to indicate some correct model generation and 
appropriate policy planning. Compared to the results of Study 1, the robot was still 
taking a long time for many runs throughout the Study. The experiment was repeated 
three more times with increasing number of runs performed in Study 2b (45) and 
Study 2c (70). Results indicate that correct behaviour was not being learned, and it 
was concluded that a useful model was not being developed. Studies terminated due 
to battery restrictions and the observation of no apparent learning. 
The size of the Markov model developed in Study 2c continued to grow after 
almost an hour of operation, as shown in Figure 6.8. The rate of growth of the model 
indicates more data was needed to complete the model than was collected in the 
study timeframe. 
 
 
Figure 6.7: The time taken before a goal state is reached for each run in Study2 (a, b, c, d). 
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State Growth 
 
Figure 6.8: The size of the model in terms of the number of nodes and number of links in the graphical 
representation. Data is reported for Study2c. 
Link Information 
The Markov model generated during Study 2c was analysed by looking at the 
transition statistics. Over 100,000 links (>80%) in the model were only ever 
performed once, indicating a low level of repeatability of sensorimotor interaction, as 
shown in Figure 6.9. Less than 1% of links were performed more than 10 times. The 
transition likelihoods followed a similar trend with the majority of links having a low 
(<10%) transition probability. The profile of the transition probabilities, as shown in 
Figure 6.10, is heavily weighted to the low end of the spectrum and has a long tail 
out towards 100%. The higher proportion of links with 100% probability can be 
attributed to transitions that have only occurred once from any given state. 
A comparison of the number of links with single traversal counts and links 
with 100% transition probability is given in Table 6.1. In a system without any 
sensory noise it would be expected that all links that had been traversed once would 
have a transition probability of 100%. The actual ratio is far less, indicating a large 
number of repeated state-action combinations that transition to different states. 
 Single Traversal 100% Transition Probability 
Link Percentage 83.13% 3.22% 
Table 6.1: Comparison of the single traversal counts and links with 100% transition probability 
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Figure 6.9: A count of the number of times a link is traversed. The amount of times a link is traversed 
gives a good indication of how well the model represents the true sensorimotor interaction. It is 
desirable for links to have a high traversal count.  
 
Figure 6.10: A count of the number of links according to transition probability. The transition 
probability gives an indication of the noise in the system. It is desirable for links to have a high 
transition probability. 
6.4 Discussion 
Experiments were performed to develop and use a SMDP with appearance-based 
features as sensory input. Experiments were performed under two conditions. 1. A 
single object was used for which the vocabulary was purposefully trained for 
recognition of the object. 2. Multiple objects were used and a ‘general’ non-specific 
codebook was used. The first experiment succeeded at learning to reach the goal 
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state and improved performance over 22 runs. The second experiment failed to learn 
to improve at the task over multiple experimental attempts. The failure of the second 
experiment can be attributed to state space size, noise, and the assumption the 
components of the environment are observable. 
Noise and Perceptual Aliasing 
The feature based vocabulary method has multiple sources of noise. Noise in feature 
detection can result in the disappearance of features between sequential frames. 
Image variance also affects the descriptor process resulting in variation in the feature 
appearance. The vocabulary-based quantisation method is sensitive to noise in 
descriptor representation and can easily result in a change in the word used to label 
the feature. Features that do not track well in time or position increases the number 
of noisy transitions in the model, i.e. more links between features which don’t 
correlate to the same object. 
Perceptual aliasing also occurs as, for example, a feature detected on the corner 
of a box shaped object can look similar to the corner of the room. While the box and 
walls are different objects with different affordances the appearance is perceptually 
aliased in the environment. The difference in the affordance, the way in which the 
feature interacts due to action, introduces further transition noise. 
The combination of increased state space size of the appearance-based SMDP 
and noise in the feature detection confounds the learning problem. The state 
dimensionality is larger due to the increase in the number of distributed models (50 
for the larger environment, compared to 4 in the Chapter 5). The state space directly 
affects the amount of exploration and data sampling is required to develop the model. 
Adding a large amount of noise to the model results in an extremely long time and 
number of data samples required to achieve a coherent model. 
The Assumption of Environment Observability 
The noise affects the SMDP as, by its definition, it assumes the sensory input directly 
correlates with state, i.e. it assumes the system is completely observable. The colour 
segmentation method used in previous chapters had minimal noise and the 
assumption could be made that the system was fully observable. The increased 
amount of noise in the feature-based system used for real-world environments 
violated the fully observable assumption of the SMDP. 
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The typical solution to this problem is exemplified in the first study. The 
perceptual system was specifically tuned to solve the problem given to the robot. 
Knowledge of the important component of the environment (the bottle) was pre-
supposed and used to simplify the problem. However in many environments, such as 
that presented in the second study, specialised tuning is infeasible as the number of 
objects is large and can change from day to day. Object representations are not 
inherently supplied to the robot by the sensors themselves and therefore should not 
be considered observable. 
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Chapter 7 
Appearance Modelling in a 
Partially-Observable SMDP 
This chapter presents a hidden state approach to modelling object appearance in 
order to overcome problems with dimensionality, noise and perceptual aliasing of a 
feature-based visual input. A partially observable Markov decision process 
(POMDP) extends the basic Markov decision process, in which hidden Markov 
states are mapped to observations through emission probabilities. The POMDP is 
further extended to include a semi-Markov assumption (making a POSMDP) and is 
combined with state-of-the-art for visual recognition and open-set state generation. A 
recursive-Bayes state estimation is used in the POSMDP architecture; the benefit of 
which is evaluated over the use of a standard-Bayes approach, which is common for 
still-image object recognition. 
The results presented in this chapter are based on the experimental results 
previously published at the IEEE International Conference on Intelligent Robots and 
Systems (Glover and Wyeth 2012). 
7.1 Modelling in Partial Observable Conditions 
In the natural world object detection and recognition is not a trivial task. In Chapters 
4 and 5, and in typical research in robot-object interaction, the assumption was made 
that a system existed that could segment objects from one-another and also identify 
the class of the object with complete accuracy. In the previous chapter, it was 
asserted that real-world objects could not be considered as directly observable using 
a feature representation for real-world scenes. The aim of this chapter is to build a 
sensorimotor coordination model in which the states are representative of the 
appearance of the environment and are a segmented portion of the image; a learned 
representation that would be similar to the assumption of segmentation used in 
Chapter 4. The state should be robustly recalled when the object is observed in the 
future. 
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This chapter introduces a partially observable semi-Markov decision process to 
model the sensorimotor coordination in a manner that accounts for incomplete 
observability. The model allows flexibility in state recognition with noisy 
observations as well as improving state estimation over time by incorporating a 
model-based prior; forming a recursive-Bayes filter. A single feature does not 
unequivocally indicate a single state, rather the observation forms a probabilistic 
contribution to the emission probabilities of all states allowing the POSMDP to 
account for perceptual aliasing. Alternatively a state can achieve a high probability of 
being active despite not observing a feature (due to noise) that was previously 
observed when the state was created, given enough other similarity was still 
observed. 
The development of a hidden state model such as a POSMPD under noisy 
conditions is not trivial (Piater et al. 2011). To develop a POSMDP model from data 
for sensorimotor coordination the following specific problems are considered: 
 An on-line, open-set recognition problem must be solved. In the partially-
observable environment two observations of the same state will not be 
identical due to noise; this problem is confounded as states are not known 
before operation. As the data association is not perfect, it is ambiguous as 
to when an observation is produced from a new state or a known state. 
How similar do observations have to be to classify them as being from the 
same state?  
 A method for calculating the emission probabilities that map between 
observations and states must be designed for the feature descriptor and 
vocabulary methods used. 
7.1.1 Combining a POSMDP model with FAB-MAP 
A method is required to calculate the state likelihood given an observation. 
Recognition with bag-of-word systems is common (Madry, Song and Kragic 2012; 
Ude et al. 2012; Fei-Fei, Fergus and Perona 2007), as discussed in Chapter 2, and are 
typically performed in a manner compatible with a POSMDP model. However, in 
most object recognition cases the categories and associated emissions probabilities 
are learned from labelled examples before operation, limiting the ability to develop 
representations of novel sensory input. 
Chapter 7:  
Appearance Modelling in a Partially-Observable SMDP 
123 
 
Appearance-based mapping technique have used similar image comparison 
methods but often have to consider that the robot might be in a previously unvisited 
location and add new locations dynamically. In particular Fast Appearance-based 
Mapping (FAB-MAP) introduced a robust method for determining when a new 
observation was more likely a new location than a previously seen location 
(Cummins and Newman 2008). FAB-MAP also provides an elegant method for bag-
of-words likelihood calculation and does so in a recursive Bayes filter. 
The recursive Bayes filter used in FAB-MAP calculates the probability of a 
location, Li, given all observations, Z, up to time t: 
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where the likelihood is calculated as a comparison of the observation and location, 
both represented as bag-of-words, the prior is calculated using a simple linear-time 
model, and the normalisation incorporates an estimate of the probability of being at a 
previously-unmapped location. In comparison the recursive Bayes filter for a 
POMDP calculates the belief over all states: 
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where the likelihood calculation is dependent on the observation and state 
representation (in the simplest case this is done with pre-determined discrete 
probabilities), the prior is calculated by accounting for the transition probabilities 
through the model, and the normalisation typically assumes all states are known 
before operation. 
The structure of both equations is compatible and the strengths of both 
algorithms can be used in a combined system for sensorimotor coordination that 
allows for states to be added during operation. In a combined equation states of the 
POMDP model equate to locations in the mapping scenario and the state belief 
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therefore equates to the P(Li|Z
t
). The Markov model forms a strong prior which 
accounts for the complex state transitions that occur when interacting with the 
environment. FAB-MAP provides a robust likelihood calculation (discussed further 
below) as well as providing a solution to the open-set recognition problem by 
incorporating unmapped locations in the normalisation calculation. In the combined 
recursive Bayes filter, the likelihood and normalisation is taken from FAB-MAP and 
added to the prior calculation in the POMDP recursive Bayes update estimation. 
The combined recursive-Bayes estimation is detailed in Section 7.2 along with 
extensions to the algorithm needed to consolidate the difference between mapping 
algorithms, which use location representations with all features in the image, to 
object representations, which are occur in localised regions in the image. Firstly, the 
FAB-MAP likelihood calculation must be altered to account for the position in the 
image a feature was detected, which is traditionally discarded in the bag-of-words 
approach. Secondly, the state representation must be altered to account for only 
features that are produced from a single object rather than the entire environment 
present in the image. States are initially created with all features in an image and are 
updated to a local region of features over time. Lastly, the POMDP model is 
extended with the semi-Markov assumption to create a POSMDP model. 
7.1.2 Aims  
The experimental aims of the chapter are to develop states in the POSMDP that 
represent a single object in the environment and can be used to recognise and recall 
the state when the object is observed in the same position in the visual field. Ideally 
the representation outcome will be similar to the colour segmentation used in 
Chapter 4; however the state must be recalled based on its appearance using visual 
features and bag-of-words techniques. The problem is difficult as the background 
contains multiple texture-rich objects and object boundaries are not assumed. The 
robot is not programmed with the knowledge of which objects in the environment to 
which each observed feature belongs. 
The experimental results will evaluate the states based on how well the 
emission probabilities of the state produce a likely match, given the same object is 
present in the same image position in both the state and observation. The recall will 
be evaluated across the entire dataset and compared against a hand-crafted ground 
truth. In contrast to previous chapters the model is not evaluated on how well it can 
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be used to control robot behaviour, and as such the policy is not calculated. The robot 
performs a set of pre-programmed actions.  
Two methods for generating the model will be compared: a recursive-Bayes 
belief update and a standard-Bayes belief update. In the recursive-Bayes approach 
(described in 7.2.3) the belief at time t+1 is dependent on the belief at time t by 
propagating the belief through the Bayesian prior. In the standard-Bayes approach 
the prior is constant for all t and the state belief is dependent only on the observation. 
The standard-Bayes approach is commonly used in object recognition tasks when 
using still images, for example (Fei-Fei, Fergus and Perona 2007). In practice the 
recursive-Bayes approach allows the belief to build up over multiple observations 
and filter out spurious incorrect matches. If correct transitions within the model are 
generated an agreement between prediction and observation can provide a stronger 
match under noisy conditions. The hypothesis is that the recursive-Bayes approach 
will not only produce more accurate state representations, but will also provide a 
means to focus on an object given the motion of the object, and hence transitions in 
the model, is predictable. 
7.2 A Data-driven Partially Observable semi-Markov 
Model 
The mechanisms of the POSMDP are discussed based on observations, state 
estimation, and model generation; the policy is not evaluated. 
 
Figure 7.1: A block diagram of the POSMDP used in Chapter 7. The sensory input is a modified bag-
of-words and the states exist in an identical space. States are developed with the aim to mimic the 
representations used in previous chapters. Transition probabilities and times are represented similarly 
as the previous chapters. 
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7.2.1 Observations 
A local feature detection, description and vocabulary method is again used to 
interpret each image sensed by the robot. An example of the perceptual input of a 
typical scene is shown in Figure 7.2. A CenSuRe (Agrawal, Konolige and Blas 2008) 
feature detection method is employed and each feature is represented using a SURF 
descriptor. A vocabulary of features is created by clustering training data into a fixed 
number of feature words. A single feature, zr, is represented as a tuple: 
  rrrrr hyxcz ,,,   
Where cr is the word category number, xr is the horizontal position in the 
image, yr is the vertical position in the image and hr is the state of the infrared beam. 
The perceptual input Zt is the set of w features extracted from the image: 
  wt zzZ ,...,1   
The perceptual representation is an extended version of the traditional bag-of-words 
approach, as the position (xr,yr) in the image is retained, and the haptic response (hr) 
of the robot is also tied to each feature; however in the following experiments the 
robot does not physically detect anything in the environment and the infrared beam is 
always zero.  As the same category word can be detected in multiple places in the 
image, it is also different to the bag-of-words representation used in FAB-MAP, in 
which only the presence of each word is recorded for a location given there is at-least 
one word detected. 
 
Figure 7.2: An example of the visual input used in Chapter 7. The object recognition problem requires 
the sensory input to be segmented and matched to previous representations. The above image is an 
example of the visual input the robot receives after extracting surf features from an image. 
Segmentation can be difficult to perform as features do not inherently provide boundary cues. 
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7.2.2 States  
The state space of the POSMDP exists in the same feature space as the observations. 
Each state, si, is defined by a set of features: 
 },...,{ 1 wi zzs    
The state definition is similar to the combinatorial SMDP presented in Chapter 5 as 
the state accounts for all features in an observation set Zt. The presented POSMDP 
model is different to the previous combinatorial SMDP as the feature set is altered to 
attempt to represent a single object in the environment.  A combination of features 
will represent the appearance of a single object, as opposed to the combination of 
objects as in the combinatorial SMDP. An ideal model would represent a distributed 
state, St, each of which was represented by a set of features, {z1,…,zw}. 
7.2.3 State Estimation 
State estimation is more complex in a partially observable system as the perception 
only gives an indication of the current state. The perceptual input is also much more 
information rich and the methods for probabilistic calculation of belief more 
complex. 
Belief Calculation 
A POSMDP employs recursive Bayes’ estimation to calculate the belief of any given 
state being ‘true’ at each point in time. The belief is a distribution over all states 
given by the recursive Bayes’ posterior. The belief bi∈B of state si at time t+1, is 
dependent on the observation, Z
t+1
, the model, M, at time t and the previous belief 
distribution, B t: 
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which is calculated by applying Bayes rule:  
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Applying the Markov assumption to the likelihood, we can assume independence 
between the current and past observations, i.e. the likelihood is only dependent on 
the true state of the system and is calculated based on the state emission probability. 
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Likewise, the prediction is independent of the observation and is derived purely from 
previous state belief and the state transitions. Expanding the model into component 
parts, the belief calculated is simplified to become: 
    
  
priorlikelihood
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   (7.5) 
where η represents the normalisation term, P is the transition probabilities and Y is 
the transitions times. The calculation of the observation likelihood, prediction and 
normalisation are further outlined below. 
Observation Likelihood 
The observation calculation is based on the bag-of-words comparison method 
presented in FAB-MAP (Cummins and Newman 2008), note that only the naive-
Bayes calculation is implemented. The data structure for an observation is different 
between the presented implementation and FAB-MAP. The presented 
implementation has multiple features of the same word detected at different places in 
the image, as opposed to only measuring the binary presence of the word as in FAB-
MAP. To consolidate this difference the probability for a word category is taken as 
the maximum over all pairs of features between the observation and the state, based 
on the proximity of the features in the image. Specifically the  naive-Bayes 
likelihood is calculated as: 
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where C is the set of all word categories and we assume a naïve-Bayes approach 
allowing the calculation of individual feature probabilities independently of other 
features. For each word in C only observation features belonging to that category are 
considered. The probability of a single feature given the state is calculated as: 
  
 }1,0{1
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where ef is a latent random variable which represents the physical presence of a 
component of the environment that produces the feature zq. The observation of a 
feature and the presence of the component in the environment that produces the 
feature are algorithmically separated so that noise due to the feature detector can be 
taken into account. The probability of observing the feature given the object that 
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produces the feature is in the image, P(zq|ef=k1), is estimated from training data as the 
frequency at which a word is detected over multiple images of the same object. The 
feature detector model is identical to that described in (Cummins and Newman 
2008). 
In addition to the standard FAB-MAP algorithm, the proposed method also 
accounts for the fact that the environmental component must be observed in the same 
location between the state and the observation. It is possible to do so as the location 
of the feature in the image is also retained in both representations; therefore 
P(ef=k1|zq,si) is dependent on both the observation and the state representation. A 
high probability is not only achieved by the environmental component being in both 
observation and state, but it must also be detected in the same location in the image. 
P(ef=k|zq,si) is calculated as: 
  
 }1,0{2
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where o is a second random variable that signifies the environmental component is 
observed in the same location between observation and state. The probability of an 
environmental component being present given it is observed in the same location in 
the image is calculated as: 
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where P(o|ef) is calculated from the feature detector model, (P(z|ef)), as o is 
considered an observation. The prior probability P(ef) of an environmental 
component being present is estimated from training data as the frequency of 
detecting a feature with word category cf over multiple image frames. The 
probability P(ef) estimates the uniqueness of features in the environment which acts 
to weight the contribution of different features within the full emission probability. 
The probability that the environmental component is in the same location given 
the observation and the state representation is calculated as:  
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and if si has no components with zr{c} = cf the probability P(o|zq,si) is set to 0. In 
practice the effect of P(o|zq,si) slides a feature from a detection with a high 
probability to a detection with a low probability based on the proximity of the 
features in images. The absolute value of the high/low probability depends on the 
uniqueness of the feature given P(ef). 
Prior Likelihood 
The prior likelihood calculation is a propagation of the belief, B
t
, through the model 
based on the action a
t
, transition probabilities T
t
, transition times Y
t
, and the time 
since the last decision epoch, d. The standard prediction in a (non-semi) POMDP is 
calculated as: 
 
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The prediction of a state is dependent on the probability of transitioning to the 
state, multiplied by the belief of the state that was transitioned from at time t-1. The 
POMDP assumes a single and uniform time-step for transitions between all states; 
however the POSMDP has varying time-steps between states that must be accounted 
for in the belief propagation. 
The transitions times in this implementation are modelled by Poisson 
distributions, used to model the number of events that occur in a given time frame. 
The Poisson distribution is used as a more realistic model of state transitions that 
only considers positive time, and never reaches a probability of 0, as opposed to a 
simple linear time model. The ‘events’ of a transition are the number of seconds that 
pass, and the timeframe is the average time to transition between states. The Poisson 
distribution (PD) is defined as: 
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where d is the number of events, i.e. the number of seconds that have passed, and λ is 
the expected number of events in the timeframe, i.e. the expected number of seconds 
it takes to perform the transition. The value of d is measured as the time since the last 
state was active, and λ is measured as the average transition time, defined by Y. A 
Poisson distribution has the advantage over a Gaussian distribution in that the entire 
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distribution falls in positive space and it is impossible to predict a negative number 
of seconds for a transition to occur. 
The prediction calculation in the POSMDP propagates belief through the 
model at a non-uniform rate. The prediction of any state is a combination of belief 
that has propagated to the state from others, and belief that has yet to propagate to 
another state and remains at the current state. 
 ),,,,(),,,,(),,,|( tititi aBYTsBRaBYTsBPaBYTsP   (7.13) 
where BP stands for belief propagation and BR stands for belief remainder, which 
are defined as: 
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and 
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Normalisation 
The denominator of the Bayesian update, η, normalises the posterior to sum to one. 
Similarly to the previous two chapters, a new state likelihood is included in the 
normalisation. The method for including and calculating the likelihood of a new state 
is the novel aspect of FAB-MAP which provides a solution to the open-set 
recognition problem. Adapting Equation 2.3 to the POSMDP model, the 
normalisation constant is calculated as a sum over all states currently in the model as 
well as all states not in the model: 
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It is impossible to directly calculate the likelihood of states not yet modelled 
and the value must instead be estimated. The observation likelihood for states not in 
the model, a new state, is calculated using the mean field approximation as presented 
in (Cummins and Newman 2008). The prediction likelihood for a new state is 
estimated as other states are using Equation 7.13: 
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The new place observation likelihood is calculated ignoring the locations in 
which features were detected in the image: 
    


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where 
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and P(ef=k1|savg) is estimated as P(ef), which calculated as discussed for Equation 7.9. 
The new place observation likelihood assumes an average place in which the 
locations of detections are ignored and P(ef) is set to marginal probabilities. In 
practice this leads to an observation having to be more like a state representation than 
the average observation in order to get a strong match. Alternatively if the 
observation is more like an average observation than a specific state representation 
the new state likelihood will be larger. 
The new place prediction likelihood, P(snew|T
t
,Y
t
,B
t
,a
t
), is calculated similarly 
to the belief propagation step in 7.13. The following rules apply to the belief 
propagation such that the new state attains some prior probability over time: 
 States with no transitions for the given action propagate belief uniformly 
to all other states. This allows for the fact that it is possible the unknown 
transition could go to any other state currently modelled as well as a new 
state that is not currently modelled. As the number of states increases the 
probability of transitioning to a new state from an unknown transition 
reduces. 
 The new place propagates prior belief only to itself. In this way the 
posterior probability of a new state increases over time. The dynamics of 
the POSMDP results in the prior belief of the new state to become smaller 
when a transition to a known state occurs. 
7.2.4 Model Generation 
The POSMDP model is generated in the same manner as previous sensorimotor 
coordination models; however the POSMDP model is also updated by altering the 
state representation in an attempt to represent an individual environmental 
component rather than the whole image. The state representation dictates the 
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emission probabilities of that state. Specifically the states, S, and links, L (which 
represent transitions, T and transition times, Y), are generated from the stream of 
observations over time. The state representations and links are also updated as new 
observations are attributed to the states and transitions respectively. 
To generate new states and transitions the active state must be calculated at 
every time step. Ideally it would be desirable to calculate a set of states, St, as in the 
distributed model presented in Chapter 5. To simplify the problem for initial 
investigation into the POSMDP only a single state, st, is calculated, which will 
correspond to the strongest state probability given the current and past observations: 
  ti
newsSis
t Bs

 maxarg  (7.20) 
In the following experiments the robot performs a predefined set of actions rather 
than controlling itself based on the model that is developed, and as such the active 
state is not used for action selection. New states are added to the model when 
P(snew|Z
t+1
) > P(si|Z
t+1
) for all si∈S. A new state is added such that: 
 twi zzs },...,{ 11   (7.21) 
A new link between state si and sj is created the first time the active state 
changes from si to sj sequentially in time. The link is created with initial values: 
 },1{},{ dynl
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ajsis
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 (7.22) 
where d is the time since the last decision epoch, which occurs at the time of the 
previous state change, and n is the number of traversals. Links are updated on 
subsequent traversals between state si and sj by incrementing the number of traversals 
n and calculating the average value of d given all previous traversals: 
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Transition probabilities are calculated as the frequency of the number of times 
the action has lead from state to si to sj as opposed to other states sk∈S.  
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Refer to Figure 7.3 for an illustration of the conditions for adding and updating new 
states and transitions. 
 
Figure 7.3: An example of the model development method used in the POSMDP. The grey bar 
indicates the probability of a new state. In example (a) the maximal belief transitions from state 3 to 
the new state. A new state is added to S, and a new link is made between the states. In example (b) the 
maximal belief transitions from state 3 to state 4 after it has been created. As there is already a link, 
transition probabilities and times are updated. The state representation is also updated at this time. 
State Representation Update 
State representations are initialised with all features in the observation at the time the 
state was created. The observation takes features from the entire image, which 
consists of multiple objects; however it is desirable to model only the features that 
correspond to a single object. The state representation is updated with multiple 
observations in an attempt to eliminate features that do not belong to a single object 
while also adding new features which may be produced by the object but were not 
observed on the initial observation. The desired result of the update is for the 
representation to be more representative to the single object while also being more 
generalised to the varying appearances of the object in different conditions. The state 
representation directly affects the emission probabilities of the state. 
State representations are updated when the active state, st, is different to the 
state at time t-d, and the active state st is not a newly added state. The state 
representation is augmented with the new observation at time t. The representation 
update assumes that there is a single object in the image which is represented and 
that the component is contiguous in visual space; therefore a central point (x,y) of the 
component can be calculated. No assumption is made on the appearance, size or 
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position of objects, however the distribution of features for an object is assumed to 
be Gaussian with mean (x,y). 
The first step is to calculate all feature matches between the observation and 
the state representation to form a set of features, Zmatches: 
 matches
t
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where Tmatches is a threshold set to add features with the same word category that are 
separated by less than approximately one third of the image size. The mean and 
standard deviation of the image positions of the features matches are calculated in the 
second step: 
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where wmatches is the number of features in Zmatches. The third step is to update the 
representation of state st. All features in both the observation and state representation 
that are within one standard deviation of the mean position of the feature matches 
form the new state representation: 
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The assumption that an object will be contiguous in space is reflected in the 
assumption of the mean feature position and a one standard deviation radius around 
which features will be retained. The mean position of the features is analogous to the 
centre point of the objects calculated with colour segmentation in Chapter 4 and 
Chapter 5. Features in the resulting state representation are a combination of the 
initial observation and the further observations of the same state. 
The update method can be problematic when incorrect data association occurs, 
for example, the observation Z
t
 is not an observation of state st. The update procedure 
assumes a correct match is made in order to refine the representations. In cases which 
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an incorrect recognition was made the updated representation will not represent any 
object in either observations, rather a hybrid amalgamation of both. It is conceivable 
that the hybrid representation could be more easily matched to random noise that is 
not specific to either object. The increased chance of erroneous recognition and 
resulting state representation update further diverges the model from a stable 
representation of the environmental appearance. Alternatively, a correct recognition 
should allow the state representation to focus on a single object while also 
generalising the appearance of the object to different visual conditions. 
7.3 Experiments 
The experiments were performed by presenting the system with a stream of 
sequential visual and motor information from which the POSMDP model was 
developed. A vision and action dataset was recorded and model generation was 
performed offline; however, data was processed incrementally as would occur in 
online experiments. A vocabulary was trained before operation, to enable bag-of-
words processing. The policy was not calculated to control the robot and the physical 
detection was not used as a sensor modality for the experiments. 
 
Figure 7.4: The environment used in Chapter 7. The robot views multiple objects and a cluttered 
background. 
7.3.1 Training Data 
Training data was used to create a vocabulary for use in the bag-of-words model as 
well as to estimate P(ef), the probability of a word occurring in the environment. The 
more common a word is the less impact the observation of the word has on the 
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emission probabilities. Training data was collected from 6733 randomly chosen 
frames of the robot operating in the lab environment during experiments in Chapter 
6. Features were extracted from all frames and clustered using the modified 
sequential clustering algorithm (Teynor and Burkhardt 2007) into a vocabulary of 
2500 words. The vocabulary formed an appearance model of the features typically 
found in the lab environment, without being specific to any particular object. P(ef) 
was measured from the same dataset. 
7.3.2 Experimental Data 
The robot performed a set of pre-programmed actions, as shown in Figure 7.5, to 
gather two datasets while viewing multiple random objects, see Figure 7.6. A single 
object (a sitting NAO robot) was positioned in the same location in both datasets. 
The robot recorded 640 frames (320 in each dataset which are appended together) 
using a forward facing camera with correlating motor commands. The two datasets 
were treated in an open-set manner, in which new states were generated in both; 
however only the states generated in the first dataset are analysed as they have the 
opportunity to be updated from observations in the second dataset and as such are of 
more interest. 
 
Figure 7.5:The sequence of actions used to collect a dataset. Three datasets were collected with 
different background and object clutter. The position of a single stationary object (NAO) with respect 
to the robot (Pioneer) remained constant for all three datasets. 
The recursive-Bayes state estimation affects the state recognition through the 
continual propagation of belief over time. It was hypothesised that the 
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representations would focus on the NAO due to the similar motion of the NAO in 
both datasets, whereas other objects changed between datasets, for which the motion 
could not be predicted. It was still non-trivial to generate representations of the NAO 
as a large proportion of words were produced by background objects. Those 
produced by the NAO also varied between datasets due to changes in positioning and 
changes in lighting conditions. 
 
 (a) (b)  
Figure 7.6:The environment in first (a) and second (b) datasets. The NAO is positioned consistently 
while the other parts of the environment are different. 
7.3.3 Ground Truth 
 
Figure 7.7: The ground truth created in pioneer translation and rotation space. The ground truth 
provides an absolute positioning of the NAO with respect to the robot. 
A ground truth was measured by hand to evaluate the recognition performance of the 
system. The ground truth was designed to match the NAOs visual position in the 
image across both datasets; positional matches are indicated by grey columns, as 
indicated in Figure 7.7. Positive matches occur multiple times during a single dataset 
as well as between datasets. To calculate the ground truth all images were projected 
onto a two dimensional space defined by the pioneer translation and rotation. The 
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ground truth ‘positives’ were defined as any two frames which map into the space 
within approximately ⅔ of a rotation, equal to approximately 20 video frames. 
7.3.4 Analysis 
An example of typical perceptual input is shown in Figure 7.8(a). A state 
representation will initially be created with all features observed. The desired state 
representation is such that the state is recognised when an object which it represents 
is present and in the same position, but not at any other times. For results analysis it 
is assumed the NAO is the desired object. To measure how well a state 
representation performs, its emission probabilities were retroactively calculated back 
to all images in the dataset. The emission probabilities are normalised against the 
new state likelihood such that any probability above 0 is considered a likely state 
match. An example of the evaluation is shown in Figure 7.8(b). The retroactive 
comparison does not affect the model generation in any way and was only done in 
post process analysis. 
 
Figure 7.8: An example state created from the first frame of the dataset. (a) Features are detected on 
the NAO robot as well as the joystick, boxes, chairs and other miscellaneous items in view. The first 
state is initially a copy of this perceptual input. (b) The likelihood comparison between the initial state 
and all frames in the dataset. The likelihood is normalised against the ‘new’ state likelihood; the 
presented value therefore indicates the likelihood above the state average. Likelihoods greater than 0 
indicate a potential match, while likelihoods below 0 cannot be matched through observation alone. 
The likelihood profile is consistent with the ground truth, with the highest 
likelihood occurring close to the original frame 0. The same background features 
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exist in the first dataset (frame numbers less than 320) and likelihood peaks exist in 
frames in which the robot returns to view the scene from the same position as frame 
0 was produced. In the second dataset (frame numbers greater than 320) there are 
fewer likely matches, however the representation does achieve a higher than average 
match for some frames. 
 
Figure 7.9: The result of an example state representation update procedure. The original state 
representation (a) is updated with the observation of frame 352 (b) as the estimation achieves 
recognition. The resulting representation (c) is an amalgamation of the original state representation 
and the observation. 
The state representation is combined with a new observation if the state 
representation becomes the active state, st, at a later time in the dataset as described 
in 7.2.4. An example of an updated state and the recall rates is shown in Figure 7.9. 
The final state representation is more generalised to the different appearances of the 
NAO object that occur in the two different datasets. Generalisation can occur as 
more visual features that are produced by the NAO are included in the state 
representation from both observations of the NAO. Many features that are not 
produced by the NAO are also removed from the state representation reducing their 
(negative) contribution to the emission probability. 
The performance of each state can be more succinctly quantified by looking at 
the precision and recall of the emission probability profile. Precision is a measure of 
how accurately the state is recognised as the correct object. It is a ratio of positive 
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likelihood in the shaded columns (true positives) to positive likelihoods in the 
unshaded regions (false positives). A false positive indicates the state representation 
incorrectly matched to a different part of the environment. Precision is calculated as: 
 
TPFP
TP

Precision  (7.29) 
Recall is a measure of how often a state is correctly recognised. It is a ration of 
positive likelihood in the shaded columns (true positives) to negative likelihood in 
the shaded columns (false negatives). A false negative indicates the part of the 
environment was not recognised despite it being visible, and in the correct location, 
in the image. Recall is calculated as: 
 
TPFN
TP

Recall  (7.30) 
7.4 Results 
The performance of the entire model is evaluated through the precision and recall of 
the all states generated in the POSMDP during the first dataset. States generated in 
the second dataset do not have an opportunity to generalise due to the order of 
presentation and are of less interest. The ideal outcome is for all states to have a 
precision and recall of 1. A comparison is made between a recursive-Bayes approach 
and a standard-Bayes approach. The recursive-Bayes approach takes into account the 
transitions of the model in the belief calculation. The absolute value of state recall is 
subjective and dependent on the accuracy of the ground truth; however the relative 
values between precision and recall still enables algorithmic comparison. 
The standard-Bayes approach produced a wider variance in the precision of the 
states (Figure 7.10), compared to recursive-Bayes (Figure 7.11). Approximately 45% 
of states had a precision of below 50% under the standard-Bayes approach. A state 
can achieve a low precision when it is updated from a false positive observation. The 
resulting state is an amalgamation of two unrelated views of the environment. The 
distribution of states in Figure 7.10 indicates a number of state representations have 
been updated with observations of different objects. The resulting states cannot 
precisely recognise a single component of the environment and are of less use to the 
robot for learning an affordance model through sensorimotor coordination. 
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Figure 7.10: Precision and Recall for all states generated using a standard-Bayes approach. The dotted 
lines indicate the mean and standard deviation of the distribution. Only states generated in the first 
dataset are shown. 
 
Figure 7.11: Precision and Recall for all states generated using a recursive-Bayes approach. The 
dotted lines indicate the mean and standard deviation of the distribution. Only states generated in the 
first dataset are shown. 
The recursive-Bayes approach produced state representations which, on 
average, had a higher precision (80%) and zero below 50%. A more accurate state 
estimation was achieved when incorporating transition information allowing only 
‘correct’ state updates to be made (where correct updates occur when the NAO is 
successfully recognised). The resulting state representation was useful for 
recognising a single object in the environment, despite the background around the 
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object. Accurate state representation increases the chance of developing an accurate 
affordance model for the object as in Chapter 4. 
The recall of the recursive-Bayes approach is also slightly higher than the 
standard-Bayes approach. Accurate state updates produces representations which, 
while being specific to the appearance of the NAO, form a more generalised 
appearance representation. Generalisation occurs as multiple views of the single 
environmental component are amalgamated. The combined representation is better 
able to recognise the NAO with variation in appearance (angle and lighting), 
resulting in a recall increase. The absolute value of the recall is also dependent on the 
accuracy of the ground truth. With more data, it is possible the recall could be further 
increased. 
Figure 7.12 shows the state visualisation and performance of the state with the 
highest recall (the top right point in Figure 7.11). The visualisation indicates 
appropriate segmentation of the NAO robot from the other objects. Segmentation 
was possible through the state representation update that assumed each object was 
contiguous in visual space and the visual features had a Gaussian distribution. The 
consistency of the transitions of the NAO, while other objects changed between 
datasets, biased the segmentation to the NAO. The precision and recall of the state 
representation indicates the potential to uniquely define a state that corresponds to 
the NAO positioned at the top of the image. 
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Figure 7.12: Visualisation and performance of State 0. The representation achieved the highest recall 
with a very high precision as indicated by the likelihood profile (b) 
A visualisation of all states created indicates a ‘tighter’ segmentation of the 
NAO robot when under recursive-Bayes Figure 7.13(b) as opposed to standard-
Bayes Figure 7.13(a). From inspection alone it seems a more coherent appearance-
based representation is formed in the POSMDP. More in-depth examples of the 
difference in the state representations between the recursive and standard-Bayes 
methods are discussed below. 
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 (a)  (b)  
Figure 7.13: Visualisations of final states using the standard-Bayes approach (a) and the recursive-
Bayes approach (b). The latter approach produced two more states than the former. 
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Focus on Consistent Environmental Components 
A comparison of the update techniques is performed by inspecting exemplar state 
representations. One advantage of the recursive-Bayes approach was a segmentation 
of the NAO as opposed to other reoccurring objects in the dataset. 
Figure 7.14 shows the state representation created, using the standard-Bayes 
approach, and it can be seen that many features not produced by the NAO are 
present. The second spike in the likelihood profile indicates the state was updated 
with an observation that was not, according to the ground truth, a correct match. In 
this case the representation had a similar view; the robot was facing the same angle 
but occurred after the robot drove forward. The representation focussed on the 
features in the background as they were not as affected by the scale change. The 
NAO had less matches due to its change in appearance from the closer proximity, 
and therefore the resulting update process was not centred on the NAO. From a state 
representation perspective segmenting other objects is not a bad outcome as there are 
more objects in the environment than the NAO. From a transition point of view the 
state representation of the background object becomes connected to the position of 
the NAO. The resulting POSMDP model becomes noisier as the transition is not 
causal; more data would be required to marginalise out the transition with a correct 
transition. 
When using a recursive-Bayes approach the update was only made when the 
NAO was recognised as in the same position during the second dataset, as seen in 
Figure 7.15. Despite some image difference due to different objects in the scene, the 
state and observation matched based on a build-up of belief of the NAO’s position 
over time. The propagation of the belief of the NAO’s position in the image could be 
predicted based on the transitions developed during the first dataset. The recursive-
Bayes approach filtered-out the spurious match and the state representation update 
that occurred with the standard-Bayes update. 
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Figure 7.14: The performance of State 4 in the standard-Bayes system. The state is focussed on 
background features on the left of the NAO and the likelihood profile indicates a positive match to 
both locations in the dataset in which this background is visible. 
 
Figure 7.15: The performance of State 4 in the recursive-Bayes system. The state includes both 
background and features on the NAO. The likelihood profile indicates the features on the NAO have 
the majority of influence on the likelihood calculations as the likelihoods indicate a positive match to 
only locations in the dataset that the NAO is visible. 
Distinguishing States through Transitions 
Transitional information can also be used to distinguish between states of similar 
appearance but with different affordance. The appearance of the NAO when it is 
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further away from the robot is similar to when it is closer, however the two states 
differ in that they have different affordance associated with them, for example, the 
time taken to drive forward to grip the object is different. Based purely on visual 
cues it is hard to separate the states and the standard-Bayes approach resulted in an 
amalgamated state as shown in Figure 7.16. The different transition information 
associated with the states is considered in the posterior probability and the state 
update does not occur in the recursive-Bayes system, as shown in Figure 7.17. 
Individualising states based on affordance is important for developing a 
coherent sensorimotor coordination. It is not just important to recognise the NAO in 
the image. It is also important to understand the differences in environmental state 
with respect to the actions required to successfully interact with it. 
 
Figure 7.16: The performance of State 2 in the standard-Bayes system. The state is focussed on the 
NAO however they have been updated with an observation of the ‘closer’ NAO after the robot moves 
forward, as indicated by the false positive spikes. 
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Figure 7.17: The performance of State 2 in the recursive-Bayes system. The state has only been 
updated with an observation with the NAO at the top of the image.  
7.5 Discussion 
A partially observable SMDP was used to investigate the development of a 
sensorimotor coordination model for natural environments in which observations are 
noisy and the underlying state is not directly observable. The model aimed to 
overcome problems with dimensionality, noise and perceptual aliasing when 
assuming a fully observable system in such an environment. 
The model was developed by combining a state-of-the-art algorithm for visual 
place recognition (FAB-MAP) with the partially observable model under an 
assumption of a semi-Markov process. FAB-MAP was used as a robust calculation 
for emission probabilities with bag-of-word representations, as well as to provide a 
solution to the open set recognition problem (encountered when the environment is 
only partially observable and the range of states is not known a-priori). A novel 
method for consolidating the difference between location representations and object 
representations was presented which assumed that objects were contiguous in visual 
space. Importantly, the prior of the recursive-Bayes update was calculated by 
propagating past belief through the state transitions of the POSMDP model. 
Experiments were performed to compare the difference between appearance-only 
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recognition and appearance plus motion prediction recognition on the development 
of state representations. 
Overall results indicated that more accurate states were created with the 
recursive-Bayes state update. The recursive-Bayes system was able to filter 
erroneous matches with similar appearance (for example, produced by background 
objects, or by objects at different scales) such that the focus of updated states was 
more often the single NAO object as its motion was predictable in the second dataset. 
It is proposed that the addition of more observations with identical motion could 
further improve the focus of the detected features on the NAO. Accurate state 
representation is important for being able to correctly recall states in the future, but it 
is also important for forming correct links between states in order to form the 
affordance representation developed in previous chapters. As discussed in the 
literature in both object (Klank et al. 2012; Fitzpatrick and Metta 2003) and location 
recognition (Milford and Wyeth 2012; Maddern, Milford and Wyeth 2012), temporal 
information has shown to be important for recognition and representations in 
unsupervised systems. 
By inspection the states created in these experiments can be compared to the 
states used for experiments in Chapter 4, in which a single object was segmented 
from image. It is possible that further experiments could be performed to learn the 
affordance of an object using the states and transitions created in the POSMDP. 
The method presented could also allow a new way to perform unsupervised 
object discovery through observing features that constantly change in predictable 
ways given the robot’s motion. The effect is especially prevalent when the object is 
observed in multiple locations in the environment, where the visual features of the 
object remain predictable despite a change in the background objects. With the 
current methodology the robot can consider objects it consistently observes together 
as a single object as it has no reason to believe they are distinct objects. 
A comparison can also be made to recognition through functionality (Sutton, 
Stark and Bowyer 1998). The temporal cues that provide more accurate state 
representations are represented in the transitions of the POSMDP model. In previous 
chapters the state-transition relationships have been discussed as building blocks for 
the development of an affordance representation. By extension it could be proposed 
that the affordance of the object is partially used for the recognition of the object. 
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The affect could be observed as the robot was able to separate states when the NAO 
object was close the robot and further from the robot due to the differing transitions, 
despite a similar appearance. Further investigation would be needed to fully explore 
the potential for the representations to function as recognition through functionality. 
The POSMDP formed multiple states with appearance-based representations 
that enabled the robot to robustly detect and recognise objects. The model was 
developed from the sensory data the robot experienced as it explored the 
environment and is therefore learned in a way that is meaningful to the robot. 
Following the semiotic triangle relationship in Section 2.3, the POSMDP 
methodology privately grounded an internal representation of objects based on their 
appearance. The private grounding is the first step towards full symbol grounding of 
object appearance, which could be used by multiple robots to communicate about a 
specific object. 
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Chapter 8 
Discussions and Conclusions 
The aim of this thesis was to further the knowledge of methods for environmental 
representation and interaction in robotics.  Many current methods are based on the 
assumption that objects can easily be detected, interpreted and used by a robotic 
system. These methods tend to be brittle (fail under changes in environmental 
conditions) and inflexible (require reprogramming for different robots, tasks and 
environments). 
This thesis proposed that a model of sensorimotor coordination could be 
developed through the correlation between change in sensory state and robot action. 
The model could be developed without assumptions of object appearance, object 
selection, or interactions procedures; instead these could be learned as the model was 
developed. This thesis explored the development of representations relating to 
objects through incremental experimentation using variants of semi-Markov 
Decision Processes. 
8.1 Overview 
8.1.1 Robots and Objects 
Traditional methods for robot environment interaction are immutable and robots 
must be programmed specifically for the robot, environment and task. Natural 
environments consist of many different objects, furniture and structural components. 
However environments that robots currently operate in are usually modified, so that 
only objects that are required for the task are present, and background structure is 
bland and textureless, for example as in (Maitin-Shepard et al. 2010). Such an 
environment simplifies the task of segmenting and selecting an object and do not 
generalise to natural environments in which multiple objects exist that cannot always 
be trivially segmented from each other. 
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Much of the current state-of-the-art in natural object recognition through 
computer vision focusses on learning appearance models with supervised methods. 
Bag-of-words methods have been used with illumination and scale invariant features 
and probabilistic object representations to achieve good results (Madry, Song and 
Kragic 2012; Zillich et al. 2011; Fei-Fei, Fergus and Perona 2007). However a robot 
cannot always be trained with supervised learning for all possible objects before 
operation and requires methods for developing new object representations 
autonomously. 
Often the actuation required to interact with an object is hand-crafted and pre-
programmed. Pre-programmed actions are very useful for manufacturing robots, 
which require extremely accurate and fast motion to produce consistent products as 
quickly as possible in a static environment that can be fully characterised. A robot 
operating in a natural environment has to account for unknown objects with dynamic 
positions. Methods for interacting with such an environment need to be flexible and 
the robot may also need to develop new, or update old manipulation strategies. 
Learning object affordances has been proposed as a means for developing 
flexible representations for object interaction. Recent robotics experiments have 
defined affordances as a relationship between the object, action and effect 
(Montesano et al. ; Moldovan et al. 2012). The affordance relationship can be learned 
as a data structure as a robot interacts with different objects in different ways. The 
learned affordance relationship has been used to perform actions selection, object 
selection, and has been discussed in terms of recognition by functionality (Sutton, 
Stark and Bowyer 1998). 
The problem with developing object representations through learning methods 
is that it is not trivial to define exactly what makes an object an object. What is 
considered an object varies for different agents (people, animals, robots) and depends 
on the relative size, observation and actuation capabilities, as well as the task. It is 
difficult to define a framework for objects that easily generalises across different 
agents. 
This thesis proposed a sensorimotor coordination approach for interacting with 
the world that does not explicitly rely on the robot having pre-programmed 
representations of objects. Sensorimotor coordination can be defined as the causal 
relationship between sensory state, action and change in sensory state. A model of 
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sensorimotor coordination could be used on a robot to choose actions to achieve 
desirable sensory states, and it does not explicitly require predefined object 
representations. This thesis assumed the environment was comprised of multiple 
objects, but the effects of interacting with an object, which objects were useful to the 
task, and the appearance of each object, were not assumed. 
8.1.2 Markov Models 
Chapter 3 introduced Markov models as a representation of sensorimotor 
coordination. Sensorimotor coordination as knowledge of sensory state, action and 
change in sensory state complies with the Markov assumption, validating the use of 
the Markov models. The definitions and backgrounds of semi-Markov decision 
process (SMDP), distributed SMDPs, and partially observable semi-Markov decision 
processes (POSMDP) were followed by an overview of the how the  Markov models 
were applied to the problems presented in Chapters 4 to 7. Markov models were 
investigated in three iterations: 
1. A SMDP was used to develop knowledge of the relationship between 
robot motion and change in sensory perception in an environment with a 
single object. 
2. A distributed-SMDP was used to develop interaction with multiple objects 
and identify important objects given the robot’s goal. 
3. A POSMDP was used to develop representations of natural environments 
using appearance-based bag-of-words models. 
8.1.3 Learning a Sensorimotor Coordination Model in a Single Object 
Environment 
Chapter 4 presented the methodology and experiments with the aim to place a robot 
in a room in which it could detect the position of a single object and have the robot 
learn to navigate to the object to detect it in its gripper. The assumption was made 
that the robot could detect and recognise the object, and that no other objects were 
present, however the robot did not know how its actions affected the sensory 
observation of the object. 
A data-driven semi-Markov decision process was developed as the robot 
observed and acted within the environment. The state of the SMDP was dependent 
on the observed state of the object combined with the state of the infrared beam in its 
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gripper. The state transitions were dependent on the actions of the robot. The robot 
was given no a-priori information of states or transitions, only a goal of performing 
actions until the infrared beam was triggered. The robot successfully achieved the 
goal and the time it took to complete the task on average decreased for subsequent 
runs. Using the same model, the robot was able to move to observe the object at a 
specific visual position and avoid the object without the initial learning curve. 
It was concluded that the model of sensorimotor coordination did not change 
with the task but was rather dependent on the physical laws of the robot and 
environment. The sensorimotor coordination representations were also compared to 
an affordance representation for the object as they formed a relationship between 
object, action and effect. The affordance of the object (from the perspective of the 
robot) consisted of how it moved through the robots visual sensory input given the 
robots actions and that the infrared beam is consistently triggered in correlation with 
the absolute position of the marker. 
8.1.4 Learning a Sensorimotor Coordination Model for a Multiple Object 
Environment  
Chapter 5 presented the methodology and experiments with the aim to place the 
robot in an environment in which it detected multiple environmental objects, 
including the walls and floors. The robot had the task of selecting the best actions to 
minimise the time until an object could be detected in its gripper. The assumption 
was made that the robot could segment and recognise different objects in the 
environment but did not know how its observations of the objects changed with its 
actions or which objects could trigger the infrared beam. 
A distributed-SMDP was introduced in which individual states were created for 
different object types despite observing multiple objects simultaneously. The robot 
selected an action based on the object in its observation that had the lowest temporal 
transition path to a goal state. The robot was able to learn to perform actions to move 
towards markers, which were the only object in the environment that were able to 
trigger the infrared beam. The comparison of different objects based on their 
transition model was explored towards bootstrapped learning. 
A comparison was made between the method for action selection in the 
distributed model and attaining foreground attention based on the affordance of the 
objects. The markers afforded triggering the infrared beam while the walls and floors 
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did not and it was the marker state representations which were more likely to be 
selected to contribute to the action selection. 
8.1.5 Extending the Model to Natural Environments 
Chapter 6 presented extended experiments using the distributed SMDP in natural 
environments, in which the colour based visual segmentation was replaced by a local 
feature and vocabulary representation. The task of the robot was again to select 
actions to minimise the time until an object could be detected in its gripper. The 
objects in the environment that afforded being detected in the gripper were again not 
given a-priori to the robot. 
In the tightly controlled environment, the vocabulary could be tuned such that 
each word represented an object and the robot achieved satisfactory behaviour. In the 
more complex environment, in which vocabulary tuning was not feasible, the robot 
did not converge to coherent behaviour even after multiple runs. 
It was concluded that non-specialised local features were not suitable as input 
to the distributed SMDP due to detection noise, perceptual aliasing and increase in 
state space size. The SMDP could not model the sensorimotor coordination of the 
robot as the underlying state of the natural world was not directly observable despite 
using current, well-established visual representation methods. 
8.1.6 Developing States in a Partially Observable SMDP towards Sensorimotor 
Coordination in a Natural Environment 
Chapter 7 presented experiments with the aim for the robot to develop robust state 
representations that could be used to recognise objects in a natural environment. A 
standard POSMDP model was combined with state-of-the-art in visual place 
recognition to provide a robust likelihood calculation and a method for dealing with 
the open-set recognition problem allowing new states to be added to the model 
during operation. Novel methods were introduced for consolidating the difference 
between location and object representations. 
The POSMDP model was developed from a stream of sensorimotor data 
gathered as the robot performed a set of repeated actions while perceiving multiple 
objects. A comparison between a standard-Bayes and recursive-Bayes approach on 
the state recognition likelihood was made by analysing the resulting state 
representations of each.    
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Results indicated the potential for the methods to develop unsupervised, 
coherent object representations. The experiments showed the benefit of using a 
recursive-Bayesian approach: more accurate state recognition occurred when 
considering motion similarity in addition to visual similarity. The contribution of the 
transitions of the model to the posterior recognition probability was compared to a 
simple recognition by functionality. 
8.2 Research Contributions 
This thesis provides contributions to the difficult but important problem of creating 
methods for robots to develop grounded representations of the world without 
explicitly programming them with concepts. 
A Markov Model Approach to Developing Sensorimotor Coordination 
This thesis employed Markov models for the development of a representation for 
robot-environment interaction through sensorimotor coordination. Markov models 
were formed from states based on sensory input of the environment and transitions 
based on the robot’s actions. A semi-Markov model was used to better represent the 
continual nature of the real world in the typically discrete models.  
The robot developed its sensorimotor coordination with a Markov model as it 
operated in a real environment towards a single goal. The policy was calculated 
online to dynamically select the robot’s actions and improve the robot behaviour as it 
also developed a better sensorimotor coordination model. A graph-based model was 
introduced that took advantage of sparse state connectivity for computational 
improvements. 
The Markov models were experimentally evaluated and it was demonstrated 
that the robot was able to learn to successfully achieve a goal state without prior 
knowledge of the best actions to do so. 
Sensorimotor Coordination as an Affordance Representation 
The sensorimotor coordination model was compared to related work in affordance 
representations for robots. The affordance model forms a relationship between 
objects, actions and outcomes. The relationship developed with the Markov models 
was similarly between object state, robot action, and change in object state. The 
affordance model using the Markov model was different to the previous literature as 
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it formed a continually sequential model that allowed full action sequences to be 
developed by chaining multiple fundamental actions together, as opposed to a single 
discrete interaction (Montesano et al. 2008; Moldovan et al. 2012). 
The affordance of a single object was balanced with the robot’s sensory and 
actuation capabilities. The affordance of the object consisted of how the object’s 
position changed in the visual sensory input given the robot’s actions. The affordance 
also captured the correlation between visually sensing the object in the gripper and 
the physical detection of the infrared beam. 
The Markov model could be used to select the best actions to achieve a goal 
given the object’s affordance. While the goal of the robot could change, the 
affordance of the object was constant and the same model could be used to choose 
actions to achieve a different goal state with the object. 
Emergent Foreground Attention to Objects Important to the Task 
The robot’s sensorimotor coordination was developed in an environment with 
multiple objects using a distributed SMDP. The distributed SMDP represented the 
observation of each object as individual states in the Markov model. The model 
captured an affordance representation of object state, robot action, and change in 
state for each object in the environment. 
The distributed SMDP was able to select the foreground (the important object 
in the environment) based on the object’s affordance to the task. The distributed 
SMDP used a winner-take-all solution to the distributed policy selection forcing a 
single state, and hence object, to control the robot’s actions. The value iteration 
metric used to select the state was dependent on the probability of transitioning to a 
goal state, a representation of the object’s affordance to the task. Objects that were 
causal to achieving the goal were selected as the foreground. 
The selection of objects was an emergent property of the distributed SMDP as 
opposed to a directly programmed method as has previously been demonstrated with 
affordance representations (Montesano et al. 2008; Moldovan et al. 2012).. 
Bootstrapping Behaviour with Affordance Transferral 
Humans are able to recognise the affordance of many objects they encounter for the 
first time based on knowledge of the affordances of known objects. The SMDP was 
developed in an environment with multiple objects and it represented each object 
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individually. The transitions of one object could be compared to the transitions of 
another to give a comparison of their affordance similarity. It was demonstrated that 
correct behavioural action could be achieved for a novel object by transferring the 
transition information from a known object to the novel object given both objects 
shared some transitional similarity. The process was compared to transferral of 
affordance as transitions represent the object’s affordance. 
Augmenting FAB-MAP with Feature Location 
Fast Appearance-based Mapping (FAB-MAP) is the current state-of-the-art in visual 
place recognition. The bag-of-words image representation that is used discards the 
position of the image in which features were detected. A novel method was 
introduced to account for the position in the image that feature were detected and 
alter the likelihood of an image match by how close features were observed to the 
positions in the stored representation. The extension decreases an individual words 
match likelihood the further the detection position was from the representation 
position. Strong image match probabilities only occur when the viewpoint of images 
align. 
Towards Autonomous Appearance Modelling 
The open-set object recognition problem is challenging as there is no hard 
boundaries on how similar an observation has to be to an object representation for it 
to be considered the same object. It is therefore not trivial to assign new observations 
to known object classes or to novel object classes. The problem is also considered in 
simultaneous localisation and mapping as the extent of the environment is unknown 
before a robot explores and creates the map. The state-of-the-art in visual place 
recognition, FAB-MAP, provided a robust solution to the problem by using a set of 
training data to calculate the average appearance of the environment and use it to 
inform the likelihood of novel locations. 
The method for performing open-set recognition was applied to an object 
domain by merging the POSMDP model with FAB-MAP, which was possible as 
both methods used a recursive-Bayes belief update process. The amalgamated system 
was able to determine when new representations were needed based on a comparison 
to the average appearance as well as the stored representations of appearance. 
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Affordance Filtering 
The outcomes of the experiments with the POSMDP indicated the potential for 
accurate appearance-based representations to be formed by considering affordance. 
Noise detrimentally affects unsupervised learning mechanisms, in this case the 
development of state representations to represent a single object. Affordance was 
captured in the transitions between states, which contributed to state estimation in the 
recursive-Bayes framework. The accuracy of the state estimation ultimately affected 
how the resulting state representations were developed, as well as their recall and 
accuracy rates. 
Traditionally object recognition is a case of image comparison considering 
appearance alone. While temporal filtering has previously shown to improve results 
in recognition (Ude et al. 2012; Klank et al. 2012; Paletta and Pinz 2000; Milford 
2012; Maddern, Milford and Wyeth 2012), this thesis tied the temporal cues to the 
affordance of the object. In particular, states could be separated based on different 
robot action, despite having very similar appearances. Objects with consistent 
transitions could be better focussed on and segmented. This work shows the potential 
to create representations that closely tie action and appearance and hence can be 
recognised both by their functionality (affordance) as well as appearance. 
A discussion on Symbol Grounding 
A robot that learns in a meaningful way by interacting with the world can develop 
internal representations that are grounded in the real world. Symbol grounding 
problems in real-world environments have emphasised the importance of private 
grounding through developing an internal representation before completing full 
symbol grounding (Schulz, Wyeth and Wiles 2011). 
This thesis discussed the model of sensorimotor coordination that was 
developed as a form of private grounding. The representations were developed 
through the organisation of data captured by the robot’s sensors as it experienced the 
world and therefore closely tied the representation formed to the sensory and 
actuation capabilities of the robot. Specifically the sensorimotor representations 
formed a private grounding for affordance of a single object (Chapter 4), object type 
based on use (Chapter 5), and object appearance (Chapter 7). 
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Emergent Objects 
Humans develop a view of the world as a collection of spatially arranged objects and 
use a semantic understanding to inform their interpretation. Traditional robotic 
methods involve attempting to transfer the same object representations to a robot, but 
the sensors and capabilities of a robot are different to that of a human. This method 
has only worked in controlled situations in which programmers can spend the time 
tuning their own representation of the object through the robot’s sensors. 
This thesis proposed that simply developing a model of how the perception of 
the environment changed with regard to the robots actions, a model of sensorimotor 
coordination, was all that is required to develop coherent goal-oriented behaviour. 
Pre-defined object definitions and understanding were not required for sensorimotor 
coordination to be modelled. 
The properties we typically associate with objects were instead compared to 
emergent behaviour of the sensorimotor coordination system. With perfect 
segmentation and recognition of a single object the sensorimotor coordination system 
developed a representation of the way in which the sensory input was affected by the 
object. The representation captured the affordance of a marker, its movement in the 
image and the correlation between observing the marker position within the grippers 
and the infrared beam being triggered. With multiple objects and perfect recognition 
the sensorimotor coordination representation captured the affordance of each object. 
The wall, floor and markers had different movement patterns given the robot’s 
actions (mostly due to their different sizes and positions), and the wall and floor were 
not capable of triggering the infrared beam no matter their visual position. The 
representation of the affordance was also used to select the action of the robot and 
the robot therefore selected the best object to complete the task based on the object’s 
affordance to the task. Without perfect recognition or segmentation it was found that 
more concise representations of consistent objects were formed by considering the 
robots actions in the development of state representations. As the transitions in the 
Markov model represent the affordance of the object it is therefore the affordance 
that contributes to the recognition and definition of the representation of appearance. 
This thesis adds to the literature of affordance representations of objects by 
considering them as emergent properties after learning through sensorimotor 
coordination. 
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8.3 Future Work 
Suggestions for the continuation of the work presented in this thesis follow. 
Controlling the Robot in Natural Environments 
The presented Markov models were developed and tested as individual elements of a 
full system, i.e. appearance modelling, affordance learning and multi-object 
representations. The system was not tested as a complete framework live on the 
robot. Further experiments could be performed to evaluate the effect of combining 
the systems together to learn appearance in parallel with a policy calculation for 
robot control. However, policy planning in POMDPs is more complex, and for 
optimality the policy must be developed over the larger and continuous belief space. 
A distributed-POSMDP was not explored. In order to apply the POSMDP to 
recognise multiple objects and develop affordance representations a distributed 
representation would be required. The POSMDP developed in Chapter 7 would need 
to be extended as the ‘background’ features not included in a state were simply 
discarded. These features could instead be used to form states in a parallel distributed 
model. 
Performing Social and Symbol Grounding Experiments 
This thesis compared the development of sensorimotor coordination as a method for 
private grounding discussed in symbolic systems and cognitive robotics. The 
methods for developing sensorimotor coordination formed a potential private 
grounding for environment representations. Private grounding is the first step to 
symbol grounding using the semiotic triangle representation (Schulz, Wyeth and 
Wiles 2011). Social grounding experiments are required to develop a full symbolic 
representation of the environment and performing such experiments would explore 
the development of a symbolic, and lingual, representation of concepts such as 
objects and actions. The semiotic triangle for full symbol grounding from 
sensorimotor coordination is shown in Figure 8.1. 
164 
 
 
Figure 8.1: A semiotic triangle representation for symbol grounding using sensorimotor coordination. 
Increasing the Robot Ecology 
Experiments were performed in a limited ecology. Adding more actions, such as 
gripping and lifting objects as actions in the Markov model would expand the 
capabilities of the robot by allowing the robot to move objects around the room. The 
increased number of actions would increase the dimensionality of the learning 
problem which would need to be resolved. 
Bootstrapping the learning problem further could be used to alleviate some of 
the dimensionality increase. For example, the only time it is worthwhile gripping an 
object is when there is an object physically detected by the grippers; the only time it 
is worthwhile lifting an object is after it is gripped. Learning the correlations between 
these states as functions (Kopicki et al. 2011), rather than for each individual state, or 
through Bayesian networks (Mugan and Kuipers 2012) would significantly reduce 
the learning problem. 
Combining the sensorimotor coordination with a spatial global spatial 
representation would also be necessary for the robot to purposefully move objects, 
such as in a room tidying task. The global position of an object in a room indicates 
whether it is ‘tidy’ or not but currently the robot has no understanding of global 
position. In addition, the robot could achieve more coherent behaviour as more goal 
directed actions could be performed when an important object was not in direct 
visual perception. 
Algorithmic Improvements 
 (Chapter 5) The algorithm to calculate affordance similarity biased the 
similarity measurement towards transitions that were commonly repeated. 
The link was counted multiple times towards the similarity measurement. 
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An improved algorithm which accounted for this bias would improve the 
resulting similarity measurement and reduce noise in policy bootstrapping. 
 (Chapter 7) The Chow-Liu tree was employed in (Cummins and Newman 
2008) to improve the accuracy of visual scene estimation. The tree 
captured co-occurrence of features when produced by the same object, i.e. 
a window frame produces both corner and cross shaped features. The co-
occurrence was measured from a large amount of training data, but did not 
manually label objects. The ability of the robot to create object 
representations would allow a more accurate measurement of co-
occurrence and could improve the formation of the tree structure leading to 
improved recognition accuracy. 
 (Chapter 7) Methods for online vocabulary formation have been 
investigated (Angeli et al. 2008). Employing such methods would remove 
the need for the offline phase of vocabulary development and further 
improve the flexibility, and online nature of the robot. 
8.4 Conclusion 
This thesis presented the development of a robot’s sensorimotor coordination for 
environmental representation and interaction. The use of Markov models as a 
representation of sensorimotor coordination was described and experiments were 
performed to develop the models on a wheeled mobile robot with simple visual and 
haptic perception. 
Several experiments were presented in which the environment was increasingly 
made more complex. The experiments investigated how the robot could learn 
affordance, foreground segmentation and appearance modelling without explicitly 
defining the object of interest, recognition parameters, or how best to perform action 
to reach a goal state. 
It was proposed that objects become an artefact emergent from the system as 
opposed to having to define a system with preconceptions of objects. Sensorimotor 
coordination provided a bootstrapping between appearance, actions and foreground 
selection. The outcomes of the experiments were discussed as a method to develop 
affordance representations through sensorimotor coordination. 
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The thesis provides a contribution towards a difficult and important problem; 
that of creating methods for robots to develop their own understanding of the world 
without human predefining the definition of an object. 
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