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Minimizing the energy of an N-electron system as a functional of a two-electron reduced density
matrix (2-RDM), constrained by necessary N-representability conditions (conditions for the 2-RDM
to represent an ensemble N-electron quantum system), yields a rigorous lower bound to the ground-
state energy in contrast to variational wavefunction methods. We characterize the performance
of two sets of approximate constraints, (2,2)-positivity (DQG) and approximate (2,3)-positivity
(DQGT) conditions, at capturing correlation in one-dimensional and quasi-one-dimensional (ladder)
Hubbard models. We find that, while both the DQG and DQGT conditions capture both the
weak and strong correlation limits, the more stringent DQGT conditions improve the ground-state
energies, the natural occupation numbers, the pair correlation function, the effective hopping, and
the connected (cumulant) part of the 2-RDM. We observe that the DQGT conditions are effective
at capturing strong electron correlation effects in both one- and quasi-one-dimensional lattices for
both half filling and less-than-half filling.
PACS numbers: 71.10.-w, 31.10.+z, 71.10.Fd
I. INTRODUCTION
The authors are honored to dedicate this article in
memory of Isaiah Shavitt whose remarkable contribu-
tions transformed electronic structure theory. Observ-
ables that depend on pairwise interactions can be directly
computed with the two-electron reduced-density-matrix
(2-RDM) without the N -electron wave function.1–3 Inte-
gration of the N -electron density matrix over all electrons
save two yields the 2-RDM
2D(12; 1¯2¯) =
(
N
2
)∫
ND(12..N ; 1¯2¯..N)d3..dN. (1)
Minimization of the energy with respect to the 2-
RDM results in unphysical ground states because the
variational space of two-electron density matrices is
larger than the set of 2-RDMs that can be contracted
from an ensemble N -electron density matrix.4 The con-
straints on the 2-RDM to ensure a valid N -electron den-
sity matrix preimage are known as N -representability
conditions.3,5–7 While the set of necessary and suffi-
cient constraints needed to satisfy Eq. (1) was un-
known until recently,8 an approximate class of N -
representability constraints has been demonstrated to be
sufficient for calculating ground-state properties of the
metal-to-insulator transition of hydrogen chains,9 ground
states and charge distributions of quantum dots,10 quan-
tum phase transitions,11,12 dissociation channels,13 and
quantum lattice systems.14–20
Variational minimization of the energy as a functional
of the 2-RDM is expressible as a special convex optimiza-
tion problem known as a semidefinite program.13,21–25
The convexity of the N -representable set of 2-RDMs
ensures a rigorous lower bound to the ground-state en-
ergy. Because the variational 2-RDM method generates
large semidefinite programs, the second-order interior-
point methods must be exchanged for first-order meth-
ods. We solve the semidefinite program by a boundary-
point method developed for RDMs.25 The boundary-
point method is one to two orders of magnitude faster
than the first-order algorithm, previously applied to the
one-dimensional Hubbard model.14
In this paper we examine the electron correlation
of one-dimensional and quasi-one-dimensional Hubbard
models with two sets of approximate N -representability
conditions. While recent RDM calculations have ex-
amined linear14 as well as 4 × 4 and 6 × 6 Hubbard
lattices,15,20 there has not been an exploration of RDMs
on quasi-one-dimensional Hubbard lattices with a com-
parison to the one-dimensional Hubbard lattices. How
does the electron correlation change as we move from
a one-dimensional to a quasi-one-dimensional Hubbard
model? How are these changes in correlation reflected
in the required N -representability conditions on the 2-
RDM? One- and two-particle correlation functions are
used to compare the electronic structure of the half-filled
states of the 1×10 and 2×10 lattices with periodic bound-
ary conditions. The degree of correlation captured by
approximate N -representability conditions is probed by
examining the 1-particle occupations around the Fermi
surfaces of both lattices and measuring the entanglement
with a size-extensive correlation metric, the Frobenius
norm squared of the cumulant part of the 2-RDM.26
II. THEORY
In this section we review the salient features of vari-
ational reduced density methodology and discuss the
approximate N -representability conditions used in this
work.
2A. 2-RDM Method
In variational 2-RDM theory the energy functional is
minimized with respect to the 2-RDM
E = Tr(2K 2D), (2)
where
2Kijkl =
1
N − 1
(
hikδ
j
l + h
j
l δ
i
k
)
+ uklij (3)
and
2Dijkl = Tr(aˆ
†
i aˆ
†
j aˆlaˆk,
2D). (4)
In Eq. (3) 2Kijkl are the elements of the reduced Hamil-
tonian matrix, in Eq. (4) 2Dijkl are the elements of the
2-RDM in a spin orbital basis set, h and u are tensors
containing the one- and two-electron integrals, and the
aˆ,
(
aˆ†
)
are the fermionic annihilation (creation) opera-
tors. The variational space in which the energy is min-
imized can be constrained by a hierarchical set of N -
representability constraints on the 2-RDM called (2, p)-
positivity conditions. These constraints have recently
been shown when p = r to form a complete set of N -
representability conditions8 where r is the rank of the
one-electron spin-orbital basis set.
The (p, p)-positivity conditions27 on the p-RDM re-
strict the (p+1) metric (or overlap) matrices of the form
M = 〈ψ|CˆCˆ†|ψ〉 (5)
to be positive semidefinite where the operators Cˆ are
linear combinations of all possible products of p creation
and/or annihilation operators. A matrix M is positive
semidefinite, denoted by M  0, if and only if all of its
eigenvalues are nonnegative. The three distinct (2,2)-
positivity conditions5,27–31 are given by
2D  0 (6)
2Q  0 (7)
2G  0, (8)
where
2Dpqij = 〈ψ|a†pa†qajai|ψ〉 (9)
2Qpqij = 〈ψ|apaqa†ja†i |ψ〉 (10)
2Gpqij = 〈ψ|a†paqa†jai|ψ〉. (11)
Physically, the semidefinite conditions on the 2D, 2Q,
and 2G matrices restrict the probabilities of finding
particle-particle, hole-hole, and particle-hole pairs to be
nonnegative, respectively. Even though the nonnegativ-
ity constraints in Eqs. (6-8) are non-redundant, these
matrices contain equivalent information as each matrix
can be expressed in a one-to-one mapping of another
by the fermionic anticommutation relations. The (2,2)-
positivity conditions are often denoted as DQG. Contrac-
tion of the positive semidefinite 2D, 2Q, and 2G matrices
generates 1-particle 1D and 1-hole 1Q matrices that are
also positive semidefinite.
The (2,3)-positivity conditions8 on the 2-RDM may be
formed by taking all convex combinations of the (3,3)-
positivity conditions that depend only on the 2-RDM.
Here we consider two important (2,3)-positivity condi-
tions, proposed by Erdahl7,31
T1 =
3 D +3 Q  0 (12)
T2 =
3 E +3 F  0, (13)
where
3Dqrsijk = 〈ψ|aˆ†q aˆ†raˆ†saˆkaˆj aˆi|ψ〉 (14)
3Eqrsijk = 〈ψ|aˆ†q aˆ†raˆsaˆ†kaˆj aˆi|ψ〉 (15)
3F qrsijk = 〈ψ|aˆq aˆraˆ†saˆkaˆ†j aˆ†i |ψ〉 (16)
3Qqrsijk = 〈ψ|aˆq aˆraˆsaˆ†kaˆ†j aˆ†i |ψ〉. (17)
Previous investigations indicated that the T1 condition is
less important that T2,
31,32 and therefore, it is excluded
from the approximate (2,3)-positivity conditions used in
this work. The (2,2)-positivity plus the T2 condition is
denoted in this work as DQGT.
B. Semidefinite Programming
The computational implementation of the energy min-
imization with respect to the 2-RDM is formulated as a
semidefinite program (SDP). A SDP is a generalization
of a linear program where the objective variable is kept
positive semidefinite. The program is constructed by con-
sidering the minimization of the linear energy functional
in Eq. (2) subject to constraints
minTr(K X) (18)
such that Tr(AiX) = bi (19)
X  0, (20)
where K and X are block matrix representations of the
reduced Hamiltonian and the reduced density matrices
K =


0 0 0 0 0
0 0 0 0 0
0 0 2K 0 0
0 0 0 0 0
0 0 0 0 0

 (21)
and
X =


1D 0 0 0 0
0 1Q 0 0 0
0 0 2D 0 0
0 0 0 2Q 0
0 0 0 0 2G

 . (22)
The constraint matrices Ai in Eq. (19) contain the map-
pings among 2D, 2Q, and 2G, the contractions to 1D
3and 1Q, and the fixed trace condition. Semidefinite pro-
grams for quantum chemical Hamiltonians have been
solved with a variety of algorithms.13,25,31,33,34 In this
work we utilize the boundary-point method,25,35 a type
of quadratic regularization method. The floating point
operations and memory scaling for the boundary-point
method is r6 for DQG (DQGT r9) and r4 (DQGT r6)
where r is the rank of the one-electron basis set.
III. MODEL
The single-band ladder extension of the one-
dimensional Hubbard model36–38 has been utilized as
a minimalist model to study spin-liquid behavior39–41
and high-temperature superconductors.42–46 The ladder
model is a quasi-one-dimensional system with a four-
fold degenerate Fermi surface and correlations in two-
dimensions.
A. Hamiltonian
The Hamiltonian of the ladder single-band model in
position space is defined as follows:
Hˆ = t
∑
n,λ,σ
(aˆ†n,λ,σaˆn+1,λ,σ + aˆ
†
n+1,λ,σaˆn,λ,σ) (23)
+ t⊥
∑
n,σ
(aˆ†n,a,σaˆn,b,σ + aˆ
†
n,b,σaˆn,a,σ) (24)
+ U
∑
n
aˆ†n,λ,σaˆn,λ,σaˆ
†
n,λ,−σaˆn,λ,−σ (25)
where t is a parameter controlling transport between
rungs of the ladder, t⊥ is a parameter controlling trans-
port between the two sides of a ladder’s rung, U is a pa-
rameter controlling the one-site repulsion between elec-
trons, the index n is the rung number, the index λ = a(b)
corresponds to a ladder leg, and the index σ indicates the
spin of the electron created at rung n on leg a(b). We im-
pose periodic boundary conditions along the legs of the
ladder forming a Hubbard ribbon.
B. Spin and Spatial Symmetry Adaptation
One can take advantage of any spin or spatial sym-
metry in the Hamiltonian by symmetry adapting the
metric matrices and thereby reducing the size of the 2-
RDM to be optimized.32 For the ladder model we trans-
form the RDMs to bonding and antibonding spaces and
then Fourier transform to take advantage of the trans-
lational symmetry. We consider linear combination of
creation and annihilation operators to form two disjoint
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FIG. 1. Absolute deviation of ground-state energy of the vari-
ational 2-RDM method with DQG and DQGT constraints
and the percent correlation defined as (ERDM−EHF)/(EFCI−
EHF)× 100 are shown for 2× 4 lattices at (a) 〈nˆ〉 = 1 and (b)
〈nˆ〉 = 3/4.
one-electron subspaces
aˆBn,σ =
1√
2
(aˆn,a,σ + aˆn,b,σ) (26)
aˆAn,σ =
1√
2
(aˆn,a,σ − aˆn,b,σ) , (27)
where aˆBn,σ and aˆ
A
n,σ are annihilation operators for the
bonding and antibonding orbitals with spin σ ∈ {α, β}.
The one-body part of the Hamiltonian divides into anti-
bonding HˆA and bonding HˆB parts:
Hˆ = HˆA + HˆB + Hˆ
AB
int . (28)
When expressed in the bonding and antibonding basis,
the interaction term decomposes into four two-body op-
erators representing inter- and intra-subspace pair scat-
tering and inter- and intra-subspace pair exchange.
Spatial symmetry is imposed in each one-electron space
4by the Bloch transformation
B aˆn,σ =
1√
Nx
∑
kb
e−ikbnaˆkb,σ (29)
Aaˆn,σ =
1√
Nx
∑
ka
e−ikanaˆka,σ, (30)
where aˆkb,σ annihilates an electron with momentum kb in
the bonding band and aˆka,σ annihilates an electron with
momentum ka in the antibonding band. The Hamilto-
nian and 2-RDM can also be spin adapted. As discussed
in Ref. [32], because the three triplet blocks are equiva-
lent in the singlet case, each metric matrix has only two
distinct spin blocks defined by the folded operators
Cˆ0,0i,j;i≤j =
1√
2
(aˆ†i,αaˆ
†
j,β + aˆ
†
j,αaˆ
†
i,β) (31)
Cˆ1,0i,j;i<j =
1√
2
(aˆ†i,αaˆ
†
j,β + aˆ
†
j,αaˆ
†
i,β). (32)
These new Cˆ operators are substituted into Eq. (5) gener-
ating symmetric and antisymmetric parts of 2D and 2Q.
Spin-symmetry adaptation of 2G and T2 can be achieved
by the same methodology.47 The size of the 2-RDM can
be further reduced by additional symmetries,19,20,48 but
they have not been exploited in the present calculations.
IV. RESULTS
In section IVA we compare the ground-state energies
of the 2× 4 ladder system at and below half filling from
the variational 2-RDM method with those from full con-
figuration interaction (FCI). Section IVB contains the
analysis of the 2 × 10 and 1 × 10 lattices through the
α, β-two-point pair correlation function, a measure of
one-particle effective hopping, one-electron natural occu-
pation numbers, and the squared Frobenius norm of the
cumulant (connected) part of the 2-RDM. Results from
2-RDM calculations with DQG and DQGT conditions
are compared.
A. Energies of Hubbard Ladder
We report the errors in the ground-state energies from
the variational 2-RDM method for the 2× 4 ladder Hub-
bard model for a range of interaction strengths where
t = t⊥ = 1 a.u. Comparisons are made to the ground-
state energies from full configuration interaction (FCI).
The FCI calculation determines the ground-state ener-
gies by computing the lowest eigenvalue of the N -electron
Hamiltonian matrix in the basis of all possible Slater
determinants. In the FCI calculation the spin orbitals
are products of a spin function (α or β) and a “spa-
tial” orbital which can be defined either in the position
representation or in the momentum representation. All
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FIG. 2. For the 2 × 4 lattice at 〈nˆ〉 = 1 the connected, un-
connected, and total energies from the variational 2-RDM
method with DQGT constraints as well as the Hartree-Fock
total energies are shown.
2-RDM alculations were optimized until the primal feasi-
bility norm was below 1.0×10−5 and the primal-dual gap
was below 1.0× 10−4. In Fig. 1 the error in the ground-
state energy and the percentage of the correlation en-
ergy recovered from the 2-RDM method with DQG and
DQGT conditions is reported for (a) 〈nˆ〉 = 1 and (b)
〈nˆ〉 = 3/4 fillings. In the case of half-filling the DQG
and the DQGT energies deviate at most from those from
FCI by -0.74 a.u. and -0.087 a.u., respectively. The max-
imum deviations occur in the intermediate interaction
regime U ∈ [4, 8] where there is a large degree of com-
petition between delocalization and localization. For the
〈nˆ〉 = 3/4 filling the DQG and DQGT conditions result
in a larger absolute error than all corresponding values
at half filling, which is consistent with previous obser-
vations in the literature16 that correlated systems with
an imbalance between the number of particles and holes
require more stringent N -representability constraints.
The 2-RDM can be expressed as the wedge product
of 1-RDMs (unconnected) plus a cumulant (connected)
part49,50 denoted as 2∆
2D = 1D ∧ 1D + 2∆, (33)
where the ∧ is the Grassmann wedge product51–53. The
unconnected term captures the statistically independent
part of the electron pair probability. The energies from
the unconnected and connected components14 are
E1 = Tr[
2K (1D ∧ 1D)] (34)
E2 = Tr[
2K 2∆]. (35)
These energies as well as the Hartree-Fock mean-field en-
ergy are plotted in Fig. 2. The Hartree-Fock energy grows
linearly as U is increased which is closely mirrored by the
unconnected piece. Consequently, all the correlated in-
formation of the 2-RDM that results in localization is
contained in its connected part.
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FIG. 3. The α, β-two-point pair correlation functions of the
(a) 2× 10 and (b) 1× 10 lattices at half filling are computed
as a function of R from the variational 2-RDM method with
DQGT where R is the distance along each Hubbard strand
between the pairs. Because of the periodic boundary con-
ditions, the correlation function values are unique until the
lattice inversion center at R = 5.
B. One- and Two-particle Correlations
The α, β-two-point pair correlation function for the 2×
10 and 1×10 lattices is examined at half filling to explore
the variational 2-RDM method with DQG and DQGT
conditions. We can express the two point spin-up, spin-
down correlation as
〈nˆiαnˆi+Rβ〉 − 〈nˆα〉〈nˆβ〉, (36)
where 〈nˆα〉 is the total density of α-electrons in the sys-
tem
〈nˆα〉 = Nα/(2NL), 〈nˆβ〉 = Nα/(2NL). (37)
This correlation function is an extension of the local
double-occupancy, 〈nˆi,αnˆi,β〉, which has been used to ex-
amine the Mott transition of the Hubbard model defined
on various lattices and temperatures.54–57
The pair-correlation function probes the expectation of
an antiferromagnetic pair R-sites away from each other
in the long direction of the lattice. In the U = 0 limit
where the α and β electrons are delocalized across the
lattice the correlation function is zero for all values of
R. As U is increased, antiferromagnetic pairing becomes
less favorable and order is induced. In Figs. 3a and 3b
we plot the two-particle correlation function as a function
of R for representative U values. The correlation func-
tion decays across the lattice until the inversion center is
reached. An exponential fitting of the absolute value of
the pair correlation function, not shown, indicates that
DQGT predicts a similar decay on the one-dimensional
and quasi-one-dimensional lattices. In Fig. 4 we plot the
absolute value of the pair-correlation function for U = 12
from DQG and DQGT to study the differences generated
in the (a) ladder and (b) linear lattices from approximate
N -representability conditions. In the ladder case the re-
sults from DQG and DQGT are in fairly close agreement
while in the linear case DQG deviates significantly from
DQGT.
We can use the effective hopping as a one-particle cor-
relation function. Defined in Eq. (38), the effective hop-
ping is the likelihood of transport normalized by the non-
interacting limit of the model
teff =
〈aˆ†iσ aˆjσ + aˆ†jσaˆiσ〉U
〈aˆ†iσ aˆjσ + aˆ†jσaˆiσ〉U=0
. (38)
For low U , where the kinetic energy has the largest energy
contribution, approximate N -representability conditions
underestimate the effective hopping (kinetic energy), and
at high U , where the repulsive interaction term domi-
nates, approximate N -representability conditions under-
estimate the localization, which causes the effective hop-
ping to be overestimated. In Fig. 5a we plot teff for the
2× 4 lattice calculated with DQG and DQGT compared
against teff from FCI. As expected DQG yields a lower
teff than FCI before U = 4 and a higher teff than FCI
after U = 4. The effective hopping from DQGT shows
a similar trend while exhibiting a much smaller devia-
tion from the FCI curve, which reinforces the accuracy
of the DQGT conditions for lattices with strongly corre-
lated electrons. We compare teff from DQG and DQGT
for the (b) 2× 10 and (c) 1× 10 lattices. Both the linear
and ladder Hubbard models exhibit the same underes-
timation of teff at low U and overestimation of teff at
high U . Figure 5d compares teff calculated from DQGT
for the linear and ladder models. The increase in lattice
dimension facilitates transport down the chain.
C. Natural Occupation Numbers and
Entanglement
We examine the one-electron occupation numbers of
the natural orbitals around the Fermi surface. The nat-
ural orbitals are the eigenfunctions of the 1-RDM. Select
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FIG. 4. The α, β-two-point pair correlation functions calculated with DQG and DQGT constraints are given for the (a) ladder
2× 10 and (b) linear 1× 10 lattices at half filling 〈nˆ〉 = 1.
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FIG. 5. The effective hopping teff for the 2 × 4 lattice is calculated with DQG, DQGT, and FCI. In (a) we plot teff for the
2× 4 lattice calculated with DQG and DQGT compared against teff from FCI. We compare teff from DQG and DQGT for the
(b) 2× 10 and (c) 1× 10 lattices. Both the linear and ladder Hubbard models exhibit the same underestimation of teff at low
U and overestimation of teff at high U . Part (d) compares teff calculated from DQGT for the linear and ladder models. The
increase in lattice dimension facilitates transport down the chain.
7TABLE I. Natural-orbital occupation numbers of the α-spin
block of the 1-RDM in the quasi-momentum basis.
Lattice Conditions U Nα − 1 Nα Nα + 1 Nα + 2
1× 10 DQG 4 0.9022 0.8064 0.1936 0.0978
8 0.7828 0.6566 0.3434 0.2172
12 0.7114 0.6014 0.3986 0.2886
DQGT 4 0.8993 0.7895 0.2104 0.1008
8 0.7634 0.6291 0.3710 0.2366
12 0.6870 0.5812 0.4188 0.3130
2× 10 DQG 4 0.8081 0.7667 0.2333 0.1919
8 0.6629 0.6280 0.3720 0.3371
12 0.6067 0.5827 0.4173 0.3933
DQGT 4 0.7863 0.6897 0.3103 0.2138
8 0.6338 0.5710 0.4290 0.3662
12 0.5811 0.5462 0.4538 0.4189
occupation numbers of the α-spin block of the 1-RDM in
the quasi-momentum basis are provided in Table I. For
both lattices the Nα−1 and Nα occupation numbers cal-
culated with DQG are larger than the occupation num-
bers with DQGT, and the Nα+1 and Nα+2 occupation
numbers calculated with DQG are smaller than the oc-
cupation numbers with DQGT. The difference between
DQG and DQGT occupation numbers is greater for the
2 × 10 lattice than 1 × 10 lattice for all U values. Fur-
thermore, the higher degree of multireference character
of the occupation numbers when calculated with DQGT
constraints indicates that polyradical character induced
by a transition to the Mott-insulating state is better cap-
tured by DQGT conditions.
We measure correlation explicitly by calculating the
squared Frobenius norm of the cumulant portion of the
2-RDM 2∆
||2∆||2 = Tr(2∆† 2∆) (39)
as a function of system size and coupling. The squared
Frobenius norm of the cumulant26 is size-extensive and
contains spin entanglement information not captured by
the correlation energy or von Neumann entropy. Using
this metric, we compare the degree of correlation in each
ladder system. In Fig. 6 we plot the norm-per-lattice site
for the (a) 2 × 10 and (b) 1 × 10 lattices at half filling.
For the 2× 10 lattice DQG predicts a significantly larger
norm at high U . In the case of the 1×10 lattice DQG and
DQGT agree on the amount of correlation in the lattice.
V. CONCLUSION
Calculation of ground-state properties of strongly cor-
related model systems is highly important for under-
standing a plethora of condensed phase N -body physics.
One of the main limitations of wave function methodolo-
gies is the exponential scaling of the Hilbert space with
system size. In exchange for the exponentially scaling
N -particle wave function we have reviewed how to com-
pute the ground-state energy with respect to the polyno-
mial scaling 2-RDM. The variational 2-RDM has some
key benefits: (i) it provides a lower bound to wave func-
tion methods, (ii) can be numerically implemented as
a semidefinite program which is solved with a polyno-
mial scaling algorithm, and (iii) and gives easy access
to pair correlation functions important for characteriz-
ing condensed-matter systems.
We have demonstrated that the variational 2-RDM
method with moderate N -representability constraints
can be used to calculate the ground state energies of
ladder Hubbard models accurately. In keeping with re-
cent results for 4× 4 and 6× 6 two-dimensional Hubbard
models, we observe that partial (2,3)-positivity (DQGT)
conditions are effective at capturing strong electron cor-
relation effects in both one- and quasi-one-dimensional
lattices for both half filling and less-than-half filling. We
have found that certain correlation functions can be ac-
curately predicted with (2,2)-positivity (DQG) condi-
tions. Furthermore, 2-RDM methods offer a way to an-
alyze the correlation per site in a lattice model with a
size-extensive metric and give direct access to occupa-
tion numbers. The 2-RDM methods complement re-
cently developed wave-function-based methods58, and
they may be useful in the context of approximate em-
bedding calculations.59 In general, the variational RDM
method offers a new approach to studying lattice models
of varying topology and filling.
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