The use of embodied agents, defined as visual human-like representations accompanying a computer interface, is becoming prevalent in applications ranging from educational software to advertisements. In the current work, we assimilate previous empirical studies which compare interfaces with visually embodied agents to interfaces without agents, both using an informal, descriptive technique based on experimental results (46 studies) as well as a formal statistical meta-analysis (25 studies). Results revealed significantly larger effect sizes when analyzing subjective responses (i.e., questionnaire ratings, interviews) than when analyzing behavioral responses such as task performance and memory. Furthermore, the effects of adding an agent to an interface are larger than the effects of animating an agent to behave more realistically. However, the overall effect sizes were quite small (e.g., across studies, adding a face to an interface only explains approximately 2.5% of the variance in results). We discuss the implications for both designers building interfaces as well as social scientists designing experiments to evaluate those interfaces.
INTRODUCTION
Embodied agents are visual digital representations of a computer interface often in the form of human-like faces [13] . They typically either accompany or replace traditional computer interfaces and are becoming more and more prevalent in military applications [52] , video games [14] , online learning systems [33] , advertisements [31] and even on cellular phones [54] . Over the past decade, much empirical research has been dedicated towards examining the extent to which these embodied agents improve an interaction with an interface, beginning with an early landmark paper by Walker, Sproull, and Subramani [59] . Although many researchers have examined the presence and the type of embodied agents, there is little consensus as to whether or not the presence of visual agents improves a user's experience with an interface, and if so by what degree.
An early attempt to provide an overview of the literature was offered by Dehn and van Mulken [17] , who descriptively examined eight independent studies in terms of the variables manipulated and the outcome measures. They reported mixed results: adding an embodied agent to an interface made the experience more entertaining according to survey measures, but made no difference in the ratings of the quality of the agent. In terms of behavioral responses, the few studies available at the time showed no consistent differences in a user's performance between the two types of interfaces.
The goal of the current paper is to use both informal (i.e., similar to Dehn and van Mulken [17] ) as well as formal (i.e., a statistical meta-analysis) techniques to summarize the previous work which adds embodied agents to humancomputer interfaces. Scholars examining human-computer interaction have often used meta-analyses to assimilate the research. Previous papers presented at CHI have used both informal, descriptive techniques to explain the literature (e.g., assimilating design approaches [42] ) and more formal statistical techniques as well [63] . This latter paper examined 39 studies that compared interviews either administered in person or via computer, and demonstrated that more personal disclosure occurred in front of a computer than in front of a live person. Moreover, by examining the effects over time, their analyses traced the design changes in interfaces and provided practical implications for building new applications. related to interfaces: the effect of the presence of an embodied agent, how realistic the agent appears through animations and behaviors, and the type of response which was measured (subjective or performance). The current work seeks to provide a thorough review of the literature which has examined embodied agents as interface agents and to provide mathematical summaries of the extent to which embodied agents improve interfaces under various circumstances.
There is much controversy about what constitutes realism in an interface (see [9] for an in-depth discussion of these ideas). Clearly there are many dimensions on which an interface agent can be considered real-it can behave realistically through animations, it can be highly photographically realistic via computer graphics, or alternatively it can be highly humanlike (i.e., anthropomorphic). In our meta-analysis, we were primarily interested in the presence of visual human representations, and the realism level of those representations. In the current work, we excluded a small number of studies that specifically examined non-human interface agents such as animals (see [40] for a discussion of human-nonhuman interfaces). Consequently, the current operationalization of realism is specifically defined as being more realistic on either the behavioral or photographic dimensions of realism (or both). Unfortunately, we did not have a high enough number of papers to conduct systematic comparisons of these two types of realism, because researchers most often manipulated both simultaneously.
Our general research interest could thus be elaborated as the following: Do people react differently to interfaces with 1) no visual representation, 2) a human-like representation with low realism (e.g., cartoon figure), and 3) a human-like representation with high realism (e.g., 3D model animated with gestures)? Thus, we were primarily interested in the concept of realism rather than anthropomorphism (i.e., the degree to which something resembles a human).
There are reasons to assume that adding an embodied agent will improve an interaction with a user. For example, Takeuchi and Naito [53] point out the embodied agent may draw the attention of the user and make him or her more engaged. However, the danger of this addition is that it may distract the user from the very task on which the agent is supposedly aiding. Clearly the design goal when adding an interface agent is to make the visual representation improve task performance, but there is no clear blueprint for creating embodied agents that keep users focused on the content of the interface. In the current work we examined a large number of studies to determine whether, overall, embodied agents tend to augment, distract, or have no effect on task performance.
Hypotheses
The descriptive results reported by Dehn and van Mulken [17] , as well as the overall reporting of the field, suggested several observed effects that we could examine more precisely. First of all, the inclusion of any visual representation seems to improve task performance when compared with not having a visual representation at all. And secondly, animated agents with higher realism seem to lead to higher task performance than agents with lower realism.
Research in this area has primarily employed two kinds of task performance measures -subjective measures and behavioral measures. Over the past decade, some researchers have criticized the validity of subjective measures, particularly questionnaires that are meant to measure the effectiveness of embodied agents and virtual humans. For example, Slater [50] has shown that even meaningless questions can produce seemingly valid and reliable results when used to describe a virtual experience. In other studies [5] , large differences in behavioral measures, such as the amount of mutual gaze a person maintained with a virtual representation of another, were not reflected in self-report surveys of social presence. And finally, subjective measures may provide an accessible outlet for what psychologists term demand characteristics, the phenomenon of experimental subjects conforming to or obstructing the study hypotheses, especially when research objectives become apparent to participants. In other words, there is reason to believe that subjective measures and performance measures may produce very different results, even in the same study. Thus, we could restate the abovementioned observed effects as more specific hypotheses:
H1a. The inclusion of any visual representation will lead to higher behavioral task performance measures than having no visual representation.
H1b. The inclusion of any visual representation will lead to higher subjective task performance measures than having no visual representation.
H2a. Animated agents with higher realism will lead to higher behavioral task performance measures than agents with lower realism.
H2b. Animated agents with higher realism will lead to higher subjective task performance measures than agents with lower realism.
Research Questions
The availability of both subjective and behavioral measures also allows us to explore whether subjective measures produced different results than behavioral measures, however, we did not have specific predictions for how the two may differ. Thus, one research question was:
RQ1. Given the observed mismatches between subjective and behavioral measures in the literature, are there overall differences in effect sizes between these two kinds of dependent variables?
And finally, technology has changed rapidly over the past decade and social norms may differ between different cultures as new technologies are introduced. Moreover, some of the studies were conducted in immersive virtual reality while others were conducted using desktop equipment. Thus, we were also interested in whether study results were significantly influenced by their year of publication, location of study, or the equipment used.
RQ2. Does year of publication have any impact on the findings of the study?
RQ3. Does the location where the research was conducted have any impact on the findings of the study?
RQ4. Do studies conducted in immersive virtual reality produce different results from those conducted in a desktop setting?
METHOD

Selection of Studies
The studies considered for inclusion in this analysis were culled from bibliographic indexes related to the fields of psychology, computer-mediated communication (CMC), and virtual reality. These included Expanded Academic ASAP, Google Scholar, Google keyword, PsycInfo, PsycArticles Fulltext Search, InterDok, ProQuest, and SearchPlus. In this initial pass, articles that appeared to report an experimental study of anthropomorphism, embodied agents, or agent realism were collected and reviewed. Sources were only considered if they were published in a peer-reviewed journal or in published conference proceedings. This ensured a basic level of methodological and data integrity in the pool of included studies. On the other hand, this potentially leads to a bias towards studies that showed results that were significantly different from the null hypothesis. We will return to this issue again in the discussion section.
The literature review yielded 106 studies. Several selection criteria were then applied. First, an article was included only if it was an experimental study that manipulated the variables of interest and contained clear reports of quantitative data relating to the outcome of different conditions. Thus, purely qualitative studies involving openended self-reports or observational user studies without quantitative coding schemes or dependent variables were removed.
In many cases, articles described experimental studies involving dependent variables, but did not report the statistics needed for the formal meta-analysis. For example, a study might report the ANOVA F-value for the outcome of three conditions without reporting the means and standard deviations of the individual conditions. In these cases, it would not be possible to generate an effect size value if we needed to compare one of the three conditions against another. We discuss the details of the necessary statistics in more detail in the next section. For each experimental study that clearly measured dependent variables but did not report specific statistics in the article, we individually contacted the lead authors of the study via email in an effort to gather those statistics.
Of the 106 articles, 61 were discarded because they were outside the scope of the study (e.g., a manipulation of voice with no visual components, or compared agents embodied as animals to ones embodied as humans), were theoretical articles with no empirical data, or were qualitative studies without quantitative measures. Of the 46 papers remaining, 25 provided enough data to be included in the formal metaanalysis (or we were able to get enough information via personal correspondence with the authors), while the other 17 did not provide enough statistics (usually standard deviations) to be included. Although this appears to be a low number of studies, previous meta-analytic studies in computer-mediated communication have also tended to be based on only about a dozen useable studies (for example, see [61] ).
For each study, we coded: 1) means and standard deviations of all relevant conditions according to the mentioned comparison conditions, 2) number of participants in each condition, 3) year of publication, 4) country where the study was conducted (if not available, we used the country of the affiliated institution of the primary author), and 5) platform on which the study was conducted (i.e., desktop or immersive).
Of these 25 studies, the average year of publication was 2001.96 (SD = 2.29) with a median of 2002. The average sample size within each study was 45.40 (SD = 35.55). With regard to study location, 13 were conducted in the US or Canada, 9 were performed in Europe, and the remaining 3 were conducted in Asia. And finally, with regard to equipment used, 17 were conducted on desktop equipment, 6 were conducted using immersive virtual reality, and the remaining 2 were conducted on a large projected screen.
Effect Size Calculations
To generate the necessary effect size tabulations in order to test our hypotheses, we tabulated several possible effect sizes for each paper depending on the available conditions. First, we tabulated the results of performance data separately from the results of subjective data. Performance data might include time to task completion, accuracy measures, or similar behavioral measures. Subjective data, on the other hand, was any measure that was based on selfreport or survey data. Second, we tabulated effect sizes based on two kinds of comparisons between conditions. We wanted to be able to look at the effect of no representation against any degree of representation independently from the effect of low against high realism. In other words, for each included study, there were four potential effect sizes that could be calculated depending on the available conditions and dependent variables -1) subjective measures of representation vs. no representation, 2) behavioral measures of representation vs. no representation, 3) subjective measures of high vs. low realism, and 4) behavioral measures of high vs. low realism. We refer to these as the four comparison conditions in the remainder of the paper. Also note that for studies which reported more than one experiment, effect sizes were calculated for each experiment separately and each experiment counted as its own case for the meta-analysis.
This tabulation process might be clearer with an example. In a hypothetical experimental study, participants are assigned to interact with an agent with either 1) just text, 2) with a cartoon face, or 3) with a highly photorealistic face. During the task, participants are timed for performance. After the task, they are asked to judge the friendliness and appeal of the agent on a survey. In this example, to generate the effect size of the performance differential of no representation against any degree of representation, we would collapse the cartoon and photorealistic face condition and compare the averaged score of the performance times against the score of the textual condition. The other three possible tabulations are derived accordingly. Of course, in many studies, the available conditions do not allow the generation of the effect sizes from all four comparison conditions. For each study, we computed as many of the four comparison conditions as was possible.
We calculated these effect sizes based on formulas described in the widely referenced work by Rosenthal [47] . The effect size variable r is a measure of the impact that a manipulation has on a dependent variable. Squaring this variable to get r 2 shows the amount of variance in the dependent measure that can be accounted for by the manipulation. For example, an r 2 of .15 means that 15% of the variance in the dependent measure can be explained by a manipulation in realism (or whatever the relevant manipulation is). For each study, we calculated an effect size r value for each possible comparison related to our hypotheses. In a study with only two relevant conditions (i.e., no representation against some representation), it is possible to derive the r value from a t value along with the degrees of freedom. If the t value is not reported, the availability of the means and standard deviations along with the number of cases in each condition would allow the derivation of the t value, and thus the r value. In a study with multiple conditions, it is not possible to generate a relevant r value from an ANOVA F value because the omnibus F value doesn't test the specific comparisons of interest to us. Thus, in these cases, we used the means and standard deviations, if reported, to generate the r value via a t value.
In many cases, a study may contain multiple dependent variables of interest. For example, a study may use a variety of performance measures. In these cases, we first calculated the r values independently for each measure. As described in Rosenthal [47] , the averaging of r values must be performed via a z transformation because the r distribution does not follow a normal distribution. Thus, the individual r values are transformed into z values, averaged, and then the averaged z value is transformed back into the new aggregate r value.
The sign of each r value describes the positive or negative effect of the comparison and this was kept constant throughout the meta-analysis. Thus, a positive r value signifies a positive increase in performance or subjective rating when comparing no representation against some form of representation, or low against high realism, while a negative r value signifies a decrease.
Finally, once all the effect sizes for each study had been calculated, we calculated an overall effect size for each of the four comparison conditions by converting the r values into z values. We then averaged the z values after weighting them by the sample size of the study. The averaged z value was then converted back into the overall r value.
Significance Value Calculations
The significance of an effect size is independent of the final r value. For example, a collection of large sample studies may yield a highly significant, but small r value. To tabulate the overall significance value, we converted the t values of each relevant comparison to a z value because the z distribution is normal. We then calculated a significance z value for each effect size calculated as described in the above section (as described in [36] ). In studies where multiple measures were used, we derived each z value from each t value individually before averaging the overall z value for that particular comparison. For the aggregate significance level for each of the four comparison conditions, we used the Stouffer method [36] , summing the z values for a given comparison condition (after weighting the values by the corresponding sample size), and then dividing by the square-root of the number of studies in that condition.
RESULTS
Formal Meta-Analyses
The results of the effect size and significance value aggregation are listed in Appendix A for each individual study and the overall values. The overall effect sizes of the four comparison conditions ranged from -.04 to .14. While three of the four comparison conditions were highly significant at p levels of less than .05, the comparison of high-low realism using performance measures was not significant, with p = .14.
We were also interested in whether the effect sizes in the studies varied as a function of other factors, such as whether a subjective or behavioral measure was used. To this end, we carried out a series of contrasts on the set of effect sizes based on other factors. In cases where a study had effect sizes from several comparison conditions, the effect sizes were first averaged according to the factors of interest. Thus, each study only contributed at most once to each factor. First, we compared the effect sizes based on subjective measures against those based on performance measures. Studies using subjective measures had significantly larger effect sizes (n = 26, r = .16) than studies using performance measures (n = 17, r = .09), z = 2.37, p = .02. In other words, participants indicated larger differences via subjective selfreport than were observed via performance measures.
In our meta-analysis, we had also separated: 1) studies that compared interacting with an agent that had no facial representation versus an agent that had a facial representation (i.e., the yes-no comparisons), and 2) studies that compared interacting with faces of low realism versus faces of high realism (i.e., the high-low comparison). A comparison of these two groups of effect sizes revealed that the effect sizes from yes-no comparisons (n = 25, r = .16) were significantly larger than those from the high-low comparison (n = 18, r = .07), z = 2.43, p = .02.
We also compared the effect sizes of studies that were conducted on a desktop computer against those that were conducted in an immersive virtual reality environment. The effect sizes of studies conducted in immersive virtual reality (n = 4, r = .32) was approaching significance on being larger than those conducted on a desktop computer (n = 25, r = .12), z = 1.85, p = .06.
We also compared studies published before the year 2000 and those afterwards as a crude measure of whether technological advances have impacted the results of studies in the area. The contrast was not significant, z = 1.36, p = .17. And finally, we conducted a series of contrasts to compare the effect sizes of studies conducted in North America, Europe, and Asia. Again, we did not find a significant difference, p's > .10.
Informal Analyses
To provide a more thorough, albeit less rigorous, aggregation of the studies we found during the literature review, we decided to revisit the original data in the set of 46 selected papers and tabulate trends descriptively even if they did not provide the values necessary to make statistical comparisons. The lack of two kinds of data prevented us from making the statistical comparisons for the formal meta-analysis. For example, let us assume a data set that provided four pairs of dependent measures in one of our four comparison conditions. In many cases, these four measures might vary in scale and also standard deviation. Unless the paper reported standard deviations for those measures, it would be impossible to accurately aggregate them. In some cases, papers did not even report the underlying range of scale points a measure was based on.
To work around these limitations, we devised a crude comparison technique. For each pair of dependent measures in each of our comparison conditions, we simply counted the number of times each condition (i.e., low realism versus high realism) had the better score. We would then label the result with whichever condition had more tallies. So in our example, consider the example in which we were working with the comparison of low versus high realism for subjective measures. We might find that in three of the four dependent measures, the high realism condition scored more positively, while the low realism condition only did so once. In this case, we would indicate that the high realism condition produced more positive results. In Appendix B, we list these descriptive results from the available studies. These descriptive results are striking in that they predominantly show that interface agents have positive results on users across all the comparison conditionsimplying more consistent and stronger effect sizes than we found in the formal meta-analysis. We will discuss this disparity in greater detail in the next section.
DISCUSSION
The main comparison conditions in the formal metaanalysis produced several consistent findings. First, the presence of a representation produced more positive social interactions than not having a representation. This effect was found in studies that used both subjective and behavioral measures. Secondly, human-like representations with higher realism produced more positive social interactions than representations with lower realism; however, this effect was only found when subjective measures were used. Behavioral measures did not reveal a significant difference between representations of low and high realism.
In addition, we found several interesting differences via contrasts between studies with different features. For example, effect sizes tended to be larger when subjective measures were used than when behavioral measures were used. There are several potential explanations for this. It may be because subjective measures are more sensitive than performance measures. For example, task performance may be a less sensitive measure of attitudes towards an agent than a direct survey item. However, the opposite has also been shown. Differences in behaviors are sometimes undetected by direct survey items [5, 39] , thus the difference we found may also be driven by demand characteristics. Participants interacting with an animated character (as opposed to a photograph) may suppose that the researcher is expecting a high appraisal. Unfortunately, the data from our meta-analysis is unable to tease out these potential explanations.
It was also interesting that the effect sizes in the yes-no comparisons were larger than the effect sizes in the lowhigh comparisons. This difference suggests that while the presence of a face is better than no face at all, the quality of the face matters much less. One limitation to interpreting this difference (and in fact, a limitation to research in this area in general), however, is the potential of confounding variables in digital renditions of human faces. In other words, it is quite possible that animating highly realistic faces inherently allows for residual attributes of the faces that are negative-for example making 3D human faces may produce gestures and animations that appear unnatural or disturbing [e.g., the uncanny valley effect, see 35] . In other words, it is not clear that a 3D face differs from a photograph or a 2D cartoon simply on the dimension of realism or anthropomorphism. Thus, the difference we found may be magnified if our analyses could reflect this unexplored potential confound of further defining anthropomorphism or realism in this area of research.
Comparing the results from the formal meta-analysis to the descriptive informal table is illuminating. When assimilating the general findings, more than three-quarters of the published papers in our sample indicated that interface agents have positive effects on users. Given such an overwhelming majority, one might expect this to be an extremely large and consistent effect. However, when conducting the formal meta-analysis, we see that the manipulation with the largest effects (i.e., the subjective report data) accounts for less than three percent of all the variance across the studies. Consequently, one must be cautious when generalizing from a large number of published studies without taking into account the effect size. In other words, while most studies have found that interface agents have positive effects on task performance, these effects are overall actually quite small.
While we gave our best effort at being exhaustive in our literature review, it is of course highly likely that we failed to find and include other relevant studies in this area. On the other hand, the studies in our meta-analysis are probably representative of the large majority of studies in this area. A common critique of meta-analyses is the file drawer problem. In fields where significant differences from hypothesized nulls are favored by journals, it is assumed that a great deal of null results go unpublished. The fail-safe n is a measure of the number of such non-significant studies that would be needed to make our finding non-significant. In our case, when examining the ratio of studies which found significant results, we computed the lowest fail-safe n to be 100 in any of the four comparison conditions. Thus, this implies that our findings are likely to be stable given that the fail-safe n is about four times the number of published studies we were able to find.
Another potential concern with meta-analyses is that they combine studies with widely varying tasks and dependent measures, and thus it is not clear what aggregating them actually means. Rosenthal and DiMatteo [48] have addressed this "apples and oranges" critique by noting that "it can be argued, however, that it is a good thing to mix apples and oranges, particularly if one wants to generalize about fruit, and that studies that are exactly the same in all respects are actually limited in generalizability" (pg. 68). Also note that the studies included are actually moderately similar -all of them ask participants to interact with an agent while some measure of task performance is being tracked. Rosenthal and DiMatteo also note that "when studies vary methodologically, well-done meta-analyses take these differences into account by treating them as moderator variables" (pg. 68). In our meta-analysis, we were careful to examine methodological differences (e.g., behavioral vs. subjective measures) that we felt might impact results across studies.
There are implications for designers and researchers that derive from our meta-analysis. For designers, the metaanalysis makes it clear that a visual representation of an agent leads to more positive social interaction than not having a visual representation. On the other hand, it appears that the realism of the embodied agent may matter very little. For researchers, the differences between subjective and performance measures highlights the danger of interpreting results from only one type of measure. For example, it is surprising that subjective measures of the high-low realism conditions show a highly significant effect while the performance measures show no effect at all. As we've mentioned before, this may be due to the lower sensitivity of performance measures or due to demand characteristics in lab experiments. Future studies should be careful to include both types of measures to further our understanding of this mismatch.
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