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Abstract. We prove uniform synchronisation by noise with rates for the stochastic
quantisation equation in dimensions two and three. The proof relies on a combination
of coming down from infinity estimates and the framework of order-preserving Markov
semigroups derived in [Butkovsky, Scheutzow; 2019]. In particular, it is shown that
this framework can be applied to the case of state spaces given in terms of Ho¨lder spaces
of negative exponent.
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1 Introduction
In this work we prove uniform synchronisation by noise for the stochastic quantisation
equation in space dimension d = 2 and 3 given by{
(∂t −∆)u = −
(
u3 − 3∞u)+ u+ ξ on (0,∞)× Td
u|t=0 = f,
(1.1)
where ξ is space-time white noise, the initial condition f lies in a space of distribu-
tions and Td denotes the d-dimensional torus of fixed, but arbitrarily large, size. More
precisely, we prove the following theorem.
Theorem 1.1. Let α0 = 1{d=3} 12 + θ, for θ > 0 sufficiently small, and let u(t; f) be the
solution to (1.1) at time t ≥ 0 with initial condition f . Then, there exists λ∗ > 0 such that
for every α ∈ (α0 − δ, α0], 0 < δ < θ, and p > dα−α0+δ integer, we have that(
E
(
sup
f1,f2∈C−α0
‖u(t; f2)− u(t; f1)‖−α
)p) 1p
.p e−
λ∗
p t. (1.2)
Here, for κ > 0, C−κ denotes a Ho¨lder space of negative exponent with norm ‖ · ‖−κ
(see Section 1.1 below for definitions).
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Theorem 1.1 will be obtained as a special case from a general framework implying
quantified, uniform synchronisation by noise, given in Theorem 2.5 below.
We call (1.2) uniform synchronisation by noise, since the speed at which two trajec-
tories u(t; f2), u(t; f1) approach each other is uniform in the initial conditions f1, f2.
This is in contrast to the long-time behaviour of the deterministic analogon, given by{
(∂t −∆)u = −u3 + u on (0,∞)× Td
u|t=0 = f,
which has finitely many unstable modes. In this sense, the inclusion of noise in (1.1)
produces global asymptotic stability.
As a corollary, we prove the existence of a weak attractor {η(0)} consisting of a
single random point η(0) with law given by the invariant measure of (1.1).
Corollary 1.2. Under the assumptions of Theorem 1.1, there exists a stationary family
of random variables {η(t)}t≥0 in Lp(Ω; C−α), with the law of η(0) being the invariant
measure for (1.1), such that(
E
(
sup
f∈C−α0
‖u(t; f)− η(t)‖−α
)p) 1p
.p e−
λ∗
p t.
The proof of the main result heavily relies on the techniques derived in [5]. In
this context, the main insight of the present work is the realisation that the abstract
condition posed in [5, Theorem 2.3 (3)] can be verified in Ho¨lder spaces of negative
exponent, a fact which may prove fruitful also in further context. Another important
ingredient are the so-called ‘‘coming down from infinity’’ estimates. In the present work
these are used with the slight twist of constructing uniform upper and lower solutions.
This allows to avoid the main assumption of [15, (1.3)] which could not be verified
for singular SPDEs such as the stochastic quantisation equation in more than one
dimension.
We now briefly comment on the existing literature. Synchronisation by noise for
SPDEs has been investigated, for example, in [2, 7, 6, 16]. Recently, some of these works
have been generalised to weak synchronisation for SPDEs with multiplicative noise in
[13]. For the related effect of synchronisation in master-slave systems we refer to [10]
and the references therein. Approaches to synchronisation by noise based on local
stability have been introduced in [4], with extensions in [14, 11], and large deviation
techniques have been employed in [24, 23, 30]. For synchronisation for discrete time
random dynamical systems (RDS) see [20, 21, 22, 27] and the references therein.
Synchronisation by noise for stochastic semi-flows, as in the present work, has
been analysed, for example, in [1, 6, 8, 9, 16, 17]. A rather general framework of
sufficient conditions for synchronisation by noise for order-preserving systems has been
given in [15], which recently has been extended in [5] to yield quantitative estimates.
Synchronisation for the KPZ equation has recently been shown in [29] also relying on
order-preservation.
The ‘‘coming down from infinity’’ property for the stochastic quantisation equation
first was obtained in the two dimensional case in [31], where it was proven that after
positive, but arbitrarily small, time solutions are bounded in a suitable Besov space of
negative exponent uniformly in the initial condition. The same result was obtained in
three dimensions in [26]. Recently, in [25] a stronger version of ‘‘coming down from
infinity’’ was proven, which provides bounds on compact space-time sets. The implicit
constant depends only on the realisation of the noise on an enlargement of the set but
it is uniform in the choice of space-time boundary conditions.
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Long time asymptotic behaviour for the stochastic quantisation equation has been
studied in two dimensions in [32] in the small noise and torus regime. In that work,
the authors prove that, with overwhelming probability, solutions started with initial
conditions in a small neighbourhood of 1 and −1 contract exponentially fast to each
other, with explicit estimates on the rate of contraction. This property can also be seen
as a synchronisation-type result, but the method developed in [32] heavily uses large
deviation theory, hence it is restricted to small noise.
In the present work we are able to treat both two and three dimensions, without any
restriction on the size of the noise and the size of the torus, and prove synchronisation
uniformly over the initial conditions. In fact, in two dimensions, our proof also applies
to higher polynomial non-linearities of odd degree with negative leading coefficient (see
Remark 3.1 below).
Let us now briefly comment on the solution theory for (1.1). The term −3∞u on the
right hand side of (1.1) is reminiscent of renormalisation, since (1.1) is not well-posed
in dimensions two and three otherwise. This can be made rigorous if we let ξε = ξ ∗ ρε,
where ρε is a smooth mollifier in space. Then there exist (a family of) renormalisation
constants Cε ↗∞, as ε↗ 0, such that the solution uε to{
(∂t −∆)uε = −(u3ε − 3Cεuε) + uε + ξε
uε|t=0 = f ∗ ρε,
(1.3)
converges to a distribution u. Moreover, under the right choice of renormalisation
constants Cε the limit is independent of the choice of ρε. We refer the reader to [12]
and [19, Section 9.4] for more details on how one can choose Cε to obtain a (non-trivial)
limit of the solution uε to (1.3). Here we study the limit u := limε↘0 uε as a stochastic
semi-flow taking values in a Ho¨lder space of negative exponent.
1.1 Notation and basic definitions
For p ∈ [1,∞], we denote by ‖ · ‖p the usual Lp-norm on the space of periodic functions
f : Td → R. For α > 0 and p ∈ [1,∞), we define the Besov norm ‖ · ‖−α;p on the space
of periodic distributions f by
‖f‖−α;p :=
(∫ 1
0
s
αp
2 ‖fs‖pp
ds
s
) 1
p
, (1.4)
where for s ∈ (0, 1] we denote by fs the convolution with the heat kernel, that is,
fs := e
s∆f . We also define the Besov norm ‖ · ‖−α by
‖f‖−α := sup
s∈(0,1]
s
α
2 ‖fs‖∞ (1.5)
and we denote by C−α the closure of C∞ with respect to ‖ · ‖−α. Note that C−α ⊂ C−β
if α ≤ β and, in particular, ‖ · ‖−β .α,β ‖ · ‖−α.
Remark 1.3. Let us mention that definitions (1.4) and (1.5) are equivalent to the more
standard definitions of Besov norms through Littlewood–Paley blocks (see for example
[3, Theorem 2.34]). Using the same idea as in [28, proof of Lemma A.3-i], one can
replace the semigroup es∆ in (1.4) and (1.5) by any rescaled smooth function ψs(x) =
s−
d
2ψ(s−
1
2x) such that
∫
Td ψ dx = 1.
It is immediate from (1.4) and (1.5) that for every p ≥ 1 the following holds,
‖f‖−α;p .α,p ‖f‖−α. (1.6)
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For every α ∈ R and p ≥ 1, we also have that
‖f‖−α .α,p ‖f‖−α+ dp ;p. (1.7)
This inequality is essentially [3, Proposition 2.20]. It will be useful in the sequel since
it allows us to pass from (1.5) to (1.4).
For functions f, g we write f  g whenever f(x) ≤ g(x) for almost every x. When
f, g are periodic distributions we also write f  g whenever 〈f, ϕ〉 ≤ 〈g, ϕ〉 for every
non-negative ϕ ∈ C∞.
Let (Ω,F ,P) be a probability space, (Fs,t)t≥s≥0 be a family of sub-σ-algebras of F
and (M,m) be a metric space endowed with the Borel σ-algebra. We call a collection
{u(t; s; ·); t ≥ s ≥ 0} of Fs,t-measurable random maps
u(t; s; ·)(ω) : C−α0 3 f 7→ u(t; s; f)(ω) ∈ C−α0 , ω ∈ Ω,
a white noise stochastic semi-flow onM if the following holds,
1. The σ-algebras Fs,t and Fs′,t′ are independent for s ≤ t ≤ s′ ≤ t′.
2. {u(t; s; ·); t ≥ s ≥ 0} satisfies the flow property, that is, u(t + s; 0; f)(ω) =
u(t; s;u(s; 0; f)(ω))(ω), for every t ≥ s ≥ 0, f ∈M and ω ∈ Ω.
3. For every f ∈ C−α0 and t ≥ s ≥ 0, u(t; s; f) and u(t− s; 0; f) have the same law.
For probability measures µ, ν on a metric space (M,m) and p ≥ 1, we define the
Wasserstein distanceWm;p(µ, ν) by
Wm;p(µ, ν) :=
(
inf
pi∈C (µ,ν)
∫
M×M
m(k, l)p pi(dk, dl)
) 1
p
,
where C (µ, ν) is the space of all probability measures pi which form a coupling of µ and
ν.
Acknowledgements
Financial support by the DFG through the CRC 1283 ‘‘Taming uncertainty and profiting
from randomness and low regularity in analysis, stochastics and their applications’’ is
acknowledged.
2 General framework
In this section we work on a probability space (Ω,F ,P) with a family (Fs,t)t≥s≥0 of
sub-σ-algebras of F . For α0 > 0, we fix an Fs,t-measurable white noise stochastic
semi-flow {u(t; s; ·) : t ≥ s ≥ 0} on C−α0 . Furthermore, we assume that there exists
δ > 0 such that the following holds.
Assumption 2.1. For every t > s ≥ 0 and every α ∈ (α0 − δ, α0] we have that
C−α0 3 f 7→ u(t; s; f)(ω) ∈ C−α, ω ∈ Ω,
and this map is continuous in f .
Assumption 2.2. The stochastic semi-flow is order preserving with respect to , that
is, whenever f  g we have that u(t; s; f)(ω)  u(t; s; g)(ω) for every t ≥ s ≥ 0 and
ω ∈ Ω.
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Assumption 2.3. For every s ≥ 0 there exists a non-negative random variable Ks such
that sups≥0EKps <∞, for every p ≥ 1, and the following bound holds for some γ > 0,
sup
f∈C−α0
sup
t∈[s,s+1]
(t− s)γ‖u(t; s; f)(ω)‖−α ≤ Ks(ω), ω ∈ Ω,
for every α ∈ (α0 − δ, α0].
Assumption 2.4. There exists λ∗ > 0 such that for every α ∈ (α0 − δ, α0] and every
p ≥ 1,
sup
f1,f2∈C−α0
W‖·−·‖−α;p∧1;p
(
u(t; 0; f1), u(t; 0; f2)
)
.α,p e−λ∗t.
With these assumptions at hand we have the following theorem.
Theorem 2.5. Let {u(t; s; ·) : t ≥ s ≥ 0} be a white noise stochastic semi-flow which
satisfies Assumptions 2.1-2.4. Then, for every α ∈ (α0 − δ, α0] and p > dα−α0+δ integer,
we have that (
E
(
sup
f1,f2∈C−α0
‖u(t; 0; f2)− u(t; 0; f1)‖−α
)p) 1p
.p e−
λ∗
p t. (2.1)
Proof. To ease the notation we will drop the dependence on ω. We will also simply write
u(t; f) instead of u(t; 0; f). The proof of the theorem consists of two steps.
Step 1: We fix α ∈ (α0 − δ, α0]. We first construct profiles u+, u− ∈ C([1,∞]; C−α)
with the followings properties,
i. For every u0 ∈ C−α0 and every t ≥ 1, u−(t)  u(t;u0)  u+(t).
ii. For every p > dα−α0+δ , supt≥2
(
E‖u±(t)‖
p2
p−1
−α+ dp ;p
) p−1
p
<∞.
iii. For every p > dα−α0+δ ,
W‖·−·‖−α+ d
p
;p
∧1;p
(
u+(t), u−(t)
)
.α,p e−λ∗t, (2.2)
for every t ≥ 1.
For R > 0 let u±R(1) be given by u(1;±R). By Assumption 2.3 we know that for
every ε > 0 sufficiently small,
sup
R>0
‖u±R(1)‖−α+ε ≤ K.
Using the fact that C−α+ε embeds compactly into C−α, there exists a sequence Rn ↗∞
and u±(1) ∈ C−α such that uRn(1)→ u±(1) in the sense of distributions.
We now prove that u±R(1) → u±(1) in the sense of distributions. Let R˜n ↗ ∞ be
another sequence, fix ϕ ∈ C∞ non-negative and set an = 〈uRn , ϕ〉, bn = 〈uR˜n , ϕ〉. By
Assumptions 2.2 and 2.3 we know that an and bn are non-decreasing and bounded,
hence there exist a and b such that an ↗ a and bn ↗ b. Using again Assumption 2.2 we
see that for every n ≥ 1 there exists n0, n′0 ≥ n such that an0 ≥ bn and bn′0 ≥ an which
implies that a = b. The same holds if ϕ ∈ C∞ is arbitrary since we can find Kϕ > 0
such that ϕ ≥ −Kϕ and use that
lim
n→∞〈uRn , ϕ〉 = limn→∞〈uRn , ϕ+Kϕ〉 − limn→∞〈uRn ,Kϕ〉
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= lim
n→∞〈uR˜n , ϕ+Kϕ〉 − limn→∞〈uR˜n ,Kϕ〉
= lim
n→∞〈uR˜n , ϕ〉.
Therefore, the limit u+(1) is independent of the choice of the sequence Rn and we have
that uR(1) → u+(1) in the sense of distributions. The same argument implies that
u−R(1)→ u−(1) in the sense of distributions.
To construct u±(t) we first notice that for f ∈ C−α0 , if we let f (ε) := f ∗ ρε, where
ρε, ε ∈ (0, 1], is a smooth mollifier, then f (ε) → f in C−α0 , as ε↘ 0, and ‖f (ε)‖∞ ≤ Rε
for some Rε ↗∞. By Assumption 2.2 we know that
u−Rε(1)  u(1; f (ε))  uRε(1),
and letting ε↘ 0, by Assumption 2.1 we get that
u−(1)  u(1; f)  u+(1).
Using once more Assumption 2.2 and the flow property we obtain that
u(t; 1;u−(1))  u(t; f)  u(t; 1;u+(1)) (2.3)
for every t ≥ 1. We now set u±(t) := u(t; 1;u±(1)). Hence property i is satisfied due to
(2.3), while ii and iii are essentially Assumptions 2.3 and 2.4 combined with (1.6) and
the fact that F0,1 and F1,t are independent for t ≥ 1.
Before we proceed to the second step let us introduce the following notation. For
α > 0, p > dα and periodic distribution f , we let
ϕ−α+ dp ;p(f) =
∫ 1
0
s
(α− d
p
)p
2 ϕp(fs)
ds
s
,
where
ϕp(f) = 2
p−1
∫ (
fp1{f≥0} − |f |p1{f<0}
)
dx = 2p−1
∫
sgn(f)|f |p dx.
It is easy to see that ϕ−α+ dp ;p(f) is finite whenever ‖f‖−α+ dp ;p is finite and, in particular,
we have that
ϕ−α;p(f) ≤ 2p−1‖f‖p−α;p.
Step 2: Let f1, f2 ∈ C−α0 . By Step 1 we know that
u+(t)  u(t; fi)  u−(t)
for every t ≥ 1 and i = 1, 2. We then notice that
‖u(t; f2)− u(t; f1)‖p−α
(1.7)
. ‖u(t; f2)− u(t; f1)‖p−α+ dp ;p
. ‖u(t; f2)− u−(t)‖p−α+ dp ;p + ‖u(t; f1)− u−(t)‖
p
−α+ dp ;p
,
while, by Lemma A.1, we know that
‖u(t; fi)− u−(t)‖p−α+ dp ;p . ϕ−α+ dp ;p(u(t; fi))− ϕ−α+ dp ;p(u−(t))
. ϕ−α+ dp ;p(u+(t))− ϕ−α+ dp ;p(u−(t)),
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where we also use that ϕ−α+ dp ;p is non-decreasing with respect to . Hence, we have
proved that(
sup
f1,f2∈C−α0
‖u(t; f2)− u(t; f1)‖−α
)p
. ϕ−α+ dp ;p(u+(t))− ϕ−α+ dp ;p(u−(t))
(2.4)
for every t ≥ 1. We now choose a coupling (u˜+(t), u˜−(t)) of u+(t) and u−(t) such that(
Ec
(
‖u˜+(t)− u˜−(t)‖−α+ dp ;p ∧ 1
)p) 1p . e−λ∗t.
This is possible due to (2.2). By Lemma A.2, we know that
Ec
(
ϕ−α+ dp ;p(u˜+(t))− ϕ−α+ dp ;p(u˜−(t))
)
.
(
Ec(‖u˜+(t)− u˜−(t)‖−α+ dp ;p ∧ 1)
p
) 1
p
max
1,
(
Ec‖u˜±(t)‖
p2
p−1
−α+ dp ;p
) p−1
p
 .
Combining this estimate with property ii we get that
Ec
(
ϕ−α+ dp ;p(u˜+(t))− ϕ−α+ dp ;p(u˜−(t))
)
. e−λ∗t,
for every t ≥ 2. To conclude, we notice that
E
(
sup
f1,f2∈C−α0
‖u(t; f2)− u(t; f1)‖−α
)p
. Eϕ−α+ dp ;p(u+(t))−Eϕ−α+ dp ;p(u−(t))
= Ecϕ−α+ dp ;p(u˜+(t))−Ecϕ−α+ dp ;p(u˜−(t))
. e−λ∗t.
3 Applications to the stochastic quantisation equation
As we already discussed in the introduction, the solutions to the stochastic quantisation
equation (1.1) can be interpreted in a renormalised sense as limits of (1.3) where, in
particular, one has to choose Cε = 1{d=3}C3ε−1 + C2 log ε−1 + C1 for suitable Ci > 0,
i = 1, 2, 3. Then, for θ > 0 sufficiently small and α0 = 1{d=3} 12 +θ, for every f ∈ C−α0 the
solution uε(·; f ∗ ρε) to (1.3) converges to a limit u(·; f) in C−α, for every α ∈ (α0− δ, α0]
and 0 < δ < θ, uniformly on compact subsets of (0,∞), P-almost surely (see [31,
Proposition 2.3 and Proposition 3.4] for d = 2 and [19, Theorem 1.15] for d = 3). The
same statement holds if we consider u(·; s; f) for s > 0, that is, the limit, as ε ↘ 0, of
the solution uε(·; s; f ∗ ρε) to{
(∂t −∆)uε(·; s) = −
(
uε(·; s)3 − 3Cεuε(·; s)
)
+ uε(·; s) + ξε
uε(·; s)|t=s = f ∗ ρε.
(3.1)
Furthermore, one has that P-almost surely, for every f ∈ C−α0 ,
uε(t; 0; f ∗ ρε) = uε(t; s;uε(s; 0; f ∗ ρε))
for every t ≥ s ≥ 0 and ε ∈ (0, 1].
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Proof of Theorem 1.1. The fact that the family {u(t; s; ·); t ≥ s ≥ 0} gives rise to a white
noise stochastic semi-flow follows from the fact that it arises as the P-almost sure limit
of the solution to (3.1) and the corresponding family of sub-σ-algebras is given by the
usual augmentation (Fs,t)t≥s≥0 of
F˜s,t = σ
({ξ(φ) : φ ∈ L2(R× T2) such that φ|[0,s)∪(t,∞)×Td ≡ 0}) , t ≥ s ≥ 0.
To prove Theorem 1.1, we need to verify Assumptions 2.1-2.4.
Assumption 2.1: This is immediate from [31, Proposition 4.3] for d = 2 and [19,
Proposition 6.9 and Theorem 7.8] for d = 3.
Assumption 2.2: We notice that by Proposition B.1 {uε(t; s; ·) : t ≥ s ≥ 0} is
order preserving for every ε > 0. Without loss of generality, we can assume that ρε
is a non-negative smooth mollifier, so that if f1  f2 then f1 ∗ ρε  f2 ∗ ρε. Since
uε(t; s; fi ∗ ρε) → u(t; s; fi) in C−α for i = 1, 2, as ε ↘ 0, we also have that 〈uε(t; s; fi ∗
ρε), ϕ〉 → 〈u(t; s; fi), ϕ〉, for every non-negative ϕ ∈ C∞. This implies order preservation
for {u(t; s; ·) : t ≥ s ≥ 0}.
Assumption 2.3: This was verified in [31, Corollary 3.10] for d = 2 and [26, Eq.
1.27] for d = 3.
Assumption 2.4: This was verified in [31, Theorem 6.5] for d = 2. Actually, in
that work exponential mixing was obtained in the total variation distance which implies
exponential mixing in the Waserstein distance. The same result also holds for d = 3
and it was obtained recently in [18, Corollary 1.9].
Proof of Corollary 1.2. We can extend our time interval to−∞ (by adapting the definition
of Fs,t for t ≥ s > −∞) and let η(t; s) := u(t; s; 0), for t ≥ s ≥ −∞. Then, for
0 ≥ s1 ≥ s2, by the flow property we have that
η(t; s2)− η(t; s1) = u(t; s1;u(s1; s2; 0))− u(t; s1; 0).
By Theorem 1.1 (extended for negative initial times) and the fact that Fs2,s1 and Fs1,t
are independent we know that
E‖u(t; s1;u(s1; s2; 0))− u(t; s1; 0)‖p−α
= E
(
E‖u(t; s1;u(s1; s2; 0))− u(t; s1; 0)‖p−α
∣∣Fs1,s2)
= E
(
E‖u(t; s1; f)− u(t; s1; 0)‖p−α
) ∣∣
f=u(s1;s2;0)
≤ E
(
sup
f1,f2∈C−α0
‖u(t; s1; f2)− u(t; s1; f1)‖−α
)p
. e−λ∗(t−s1).
This implies that the sequence (η(t; s))s≤0 is Cauchy in Lp(Ω; C−α). Hence there exists
η(t) ∈ Lp(Ω; C−α) such that η(t; s)→ η(t) in Lp(Ω; C−α), as s↘ −∞, and furthermore
we have the estimate (
E‖η(t; s)− η(t)‖p−α
) 1
p . e−λp (t−s).
Using again Theorem 1.1 it is easy to see that(
E sup
f∈C−α0
‖u(t; s; f)− η(t)‖p−α
) 1
p
. e−λp (t−s),
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which in particular holds for s = 0. To prove that η(t) is stationary in t it suffices to
notice that since {u(t; s; ·); t ≥ s > −∞} is a white noise stochastic semi-flow, we have
that
u(t; s; 0) = u(t− s; 0; 0) = u(0;−(t− s); 0),
where the above equalities hold in law. Since u(t; s; 0) → η(t) and u(0;−(t − s); 0) →
η(0) in Lp(Ω; C−α), as s↘ −∞, we obtain that η(t) is stationary. It is also easy to see
that the law of η(0) is invariant for (1.1). Indeed, for every continuous bounded function
F on C−α we have that
E
(
EF (u(t; f))
)∣∣
f=η(0)
= lim
s→−∞E
(
EF (u(t; f))
)∣∣
f=u(0;s;0)
= lim
s→−∞EF (u(t; s; 0))
= lim
s→−∞EF (u(0;−(t− s); 0)) = EF (η(0))
which proves the claim.
Remark 3.1. When d = 2 we can actually consider any odd polynomial non-linearity
with negative leading coefficient. In particular, as in [12], we can study the limit u of{
(∂t −∆)uε = −
∑n
k=1 akHk(uε, Cε) + ξε
uε|t=0 = f ∗ ρε,
where n is odd and an > 0. HereHk(u,C) stands for the k-th Hermite polynomial. Com-
bining [31, Corollary 3.10] and [18, Corollary 1.9] the proof of Theorem 1.1 immediately
applies to this case.
A Control of negative Besov norms
Below, for p ≥ 1 and function f ∈ Lp we let
ϕp(f) = 2
p−1
∫ (
fp1{f≥0} − |f |p1{f<0}
)
dx = 2p−1
∫
sgn(f)|f |p dx.
In [5, Example 2.7] the functional ϕp was introduced to provide a bound on the
difference of two ordered functions g  f in the Lp-norm, that is,
‖f − g‖pLp ≤ ϕp(f)− ϕp(g).
In the same spirit one can built a functional ϕ−α;p which allows to bound the difference
of two ordered distributions g  f in the Besov norm ‖ · ‖−α;p, for p ≥ 1 and α > 0, as
we prove in the following lemma.
Lemma A.1. Let α > 0 and p ≥ 1. For periodic distributions g  f such that
‖f‖−α;p, ‖g‖−α;p <∞ the following estimate holds,
‖f − g‖p−α;p ≤
∫ 1
0
s
αp
2 ϕp(fs)
ds
s
−
∫ 1
0
s
αp
2 ϕp(gs)
ds
s
.
Proof. Since g  f , for every s ∈ (0, 1] we also have that gs ≤ fs. By [5, Proof of Example
2.7] we know that
‖fs − gs‖pp ≤ ϕp(fs)− ϕp(gs)
which in turn implies that
‖f − g‖p−α;p =
∫ 1
0
s
αp
2 ‖fs − gs‖pLp
ds
s
≤
∫ 1
0
s
αp
2 (ϕp(fs)− ϕp(gs))ds
s
.
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Lemma A.2. Let α > 0 and p ≥ 1 integer. For periodic distributions f, g such that
‖f‖−α;p, ‖g‖−α;p <∞ the following estimate holds,∣∣∣∣∫ 1
0
s
αp
2 ϕp(fs)
ds
s
−
∫ 1
0
s
αp
2 ϕp(gs)
ds
s
∣∣∣∣
.α,p (‖f − g‖−α;p ∧ 1) max
{
1, ‖f‖p−α;p + ‖g‖p−α;p
}
.
Proof. On the one hand, we have that
|ϕp(fs)− ϕp(gs)| ≤ 2p−1
(‖fs‖pp + ‖gs‖pp) ,
which implies that∣∣∣∣∫ 1
0
s
αp
2 ϕp(fs)
ds
s
−
∫ 1
0
s
αp
2 ϕp(gs)
ds
s
∣∣∣∣ ≤ 2p−1 (‖f‖p−α;p + ‖g‖p−α;p) . (A.1)
On the other hand, we notice that
|ϕp(fs)− ϕp(gs)| ≤ 2p−1
∫
|fps 1{fs≥0} − gps1{gs≥0}|dx
+ 2p−1
∫
|fps 1{fs<0} − gps1{gs<0}|dx.
Then, using the fact that for a, b ∈ R,
|ap1{a≥0} − bp1{b≥0}|
|ap1{a<0} − bp1{b<0}|
}
≤ |a− b| (|a|p−1 + |a|p−2|b|+ . . .+ |a||b|p−2 + |b|p−1) ,
we easily see that∣∣∣∣∫ 1
0
s
αp
2 ϕp(fs)
ds
s
−
∫ 1
0
s
αp
2 ϕp(gs)
ds
s
∣∣∣∣ . 2p−1‖f − g‖−α;p (‖f‖p−1−α;p + ‖g‖p−1−α;p) .
(A.2)
Combining (A.1) and (A.2) we obtain the desired estimate.
B Order preservation for approximations
Proposition B.1. Let f1, f2 be smooth functions such that f1  f2 and denote by uε(·; fi)
the solution to {
(∂t −∆)uε = −
(
u3ε − 3Cuε
)
+ uε + ξ ∗ ρε
uε|t=0 = fi,
for i = 1, 2, C > 0 and ρε a smooth mollifier for ε ∈ (0, 1] . Then, we have that
uε(t; f1)  uε(t; f2), for every t ≥ 0.
Proof. Let v(t) = e−Kt(uε(t; f2)−uε(t; f1)) for some K > 0. Then v solves the following
equation,{
(∂t −∆)v = −(K − 3C − 1)v − 3
∫ 1
0
(
λuε(·; f2) + (1− λ)uε(·; f1)
)2
dλ v
uε|t=0 = f2 − f1.
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Testing with v− := −(v ∧ 0) we obtain that
1
2
∂t‖v−‖22 + ‖∇v−‖22
= −(K − 3C − 1)‖v−‖22 − 3
〈∫ 1
0
(
λuε(·; f2) + (1− λ)uε(·; f1)
)2
dλ, v2−
〉
L2
.
Choosing K ≥ 3C + 1 gives that
1
2
∂t‖v−‖22 ≤ 0
which in turn implies that
‖v−(t)‖2 ≤ ‖v−(0)‖2,
for every t ≥ 0. Since f1  f2 we know that v−(0) = 0, hence ‖v−(t)‖2 = 0, for every
t ≥ 0, which completes the proof.
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