Abstract. In this paper, we propose a novel approach for intensity based atlas construction from a population of anatomical images, that estimates not only a template representative image but also a common optimal parameterization of the anatomical variations evident in the population. First, we introduce a discrete parameterization of large diffeomorphic deformations based on a finite set of control points, so that deformations are characterized by a low dimensional geometric descriptor. Second, we optimally estimate the position of the control points in the template image domain. As a consequence, control points move to where they are needed most to capture the geometric variability evident in the population. Third, the optimal number of control points is estimated by using a log −L 1 sparsity penalty. The estimation of the template image, the template-tosubject mappings and their optimal parameterization is done via a single gradient descent optimization, and at the same computational cost as independent template-to-subject registrations. We present results that show that the anatomical variability of the population can be encoded efficiently with these compact and adapted geometric descriptors.
Introduction
Fundamental to Computational Anatomy is the estimation of the template and the template-to-subject mappings that characterize anatomical variability in a population. For statistical analysis of a set of images it is crucial to efficiently parametrize the anatomical variability. One approach consists of extracting features of the mappings, like the Jacobian matrix of the deformation [1, 2] , or its determinant [3] . More comprehensive approaches rely on the statistical analysis of the displacement fields of the voxels grid by using a log-Euclidean technique [4] , or on the Riemanian characterization of the group of diffeomorphisms parametrized via the continuous initial momenta map in the LDDMM setting [5, 6] .
The intrinsic problem with such approaches is that the fundamental anatomical variability is parametrized in an infinite dimensional space (practically on the order the size of the imaging modality), which does not reflect the intrinsic dimensionality of the anatomical variations in a finite database of images. Indeed, the estimated deformations are usually constrained to be spatially smooth, thus preventing every voxel from moving independently. Moreover, the need for deformation is not equally distributed over the domain, since intensity-based registrations are mostly driven by the level sets of the template image. As a consequence, we hypothesize that the anatomical variability can be characterized by a compact geometric parametrization of much smaller dimension. It has already been shown in [7] that smooth vector fields parameterizing diffeomorphisms can be efficiently approximated by a small number of momenta via a "matching pursuit" technique, where momenta stands for vectors attached to control points.
In this paper we propose a control point parameterization of large deformation diffeomorphisms following [8] to drive template-to-subject image registrations. This differs from LDDMM image registration, for which the deformation is parameterized by a continuous map of momenta that are always parallel to the image gradient [9] . Here, we propose to use a finite set of momenta, which are not constrained in their direction. Control points techniques have been widely used for small deformation transformations [10] , its use for large deformation matching of images is challenging. In [11] , diffeomorphisms were built by a composition of small B-splines transforms without a comprehensive variational formulation. In [12] , diffeomorphisms were characterized via a finite set of initial momenta located at the vertices of a "texture mesh", but no attempt was made to estimate an optimal mesh describing a whole population of images. The inherent difficulty is to find an efficient way to transport information back and forth from source to target. Indeed, control points flow from source to target (via the deformation φ), whereas the variability in the population is in the target image domain and hence needs to be pulled back to the source to build the template (I src • φ −1 ). We solve this issue via a new formulation of the dynamical system which drives the LDDMM registration, borrowed from optimal control theory. It enables us to easily transport points and vectors via simple integration of ODE. One of the striking results of this formulation is that the optimal positions of the control points in the template space can be found at no additional computational cost. We demonstrate that the control points are naturally attracted by the contours of the template image, and a regularity term optimizes their spatial distribution to avoid redundancy in the parameterization. The number of control points determines the number of degrees of freedom of the deformations and therefore the accuracy of the template-to-subject deformations and the sharpness of the atlas. To optimize the number of control points for a given atlas sharpness, we use a log L 1 -penalty term on the set of initial momenta, in the spirit of the in vogue sparse statistical methods. Our results show that this prior enables to prune the set of control points without sacrificing the description of the anatomical variability. This sparse and adapted parameterization of the variability seems therefore adapted to the statistical analysis of a collection of images.
We follow the now well established paradigm for atlas estimation by first defining pairwise image matching and then using it for population analysis.
Image matching with discrete parameterization of deformations
Image matching term. Let I src and I tar two images to be matched and φ a diffeomorphism of the image domain. The source image is deformed into I 1 via
. . , y M ) be the concatenation of the location of the voxels in the target image. The deformed image I 1 linearly interpolates the gray levels of the neighboring voxels around positions φ −1 (y k ). We denote y(0) = φ −1 (y). The deformation estimation is driven by the L 2 norm between the images:
which depends only on the positions y(0), since the target voxel positions y are fixed on a regular lattice.
Non-linear diffeomorphic deformations. A standard way to construct nonlinear diffeomorphisms is to integrate infinitesimal transformation parametrized via a time-varying vector field v t (x) over the time interval [0, 1]:
Under the conditions detailed in [13] and satisfied here, the resulting (φ t ) t∈[0,1] is a flow of diffeomorphisms (for each time t ∈ [0, 1], φ t is a diffeomorphic deformation). Let c 0 = {c 1 , . . . , c N } be a finite set of control points. These points move in space according to the deformation: c i (t) = φ t (c i ). By analogy with landmark matching [8] , we parametrize the instantaneous velocity field v t (x) by a set of time-varying vectors α(t) = {α 1 (t), . . . , α N (t)} as:
where K is an interpolating kernel, assumed hence forth without loss of generality, to be Gaussian: K(x, y) = exp(− |x − y| 2 )/σ 2 ). The positions of the control points c i (t) depend on the velocities and therefore on the vectors α(t). They satisfy a set of N coupled ODEs:
, with initial condition at t = 0: c i (0) = c i . In a matrix form, this can be written as:ċ(t) = f (c(t), α(t)) with c(0) = c 0 .
Once these positions have been estimated, the motion of any point x 0 is computed by solving the ODE:ẋ(t) = v t (x), x(0) = x 0 . It follows that the flow of diffeomorphisms is entirely determined by the time-varying vectors α(t) and the initial control points c 0 .
In particular, the points φ −1 1 (y k ) in the data term are computed by flowing the positions y k from t = 1 (target space) back to time t = 0 (source space): one integrates backward the ODE:
with the final condition y k (1) = y k . This equation in matrix form becomeṡ y = g(y(t), c(t), α(t)), y(1) = y. The solution at time t = 0 is y(0) = φ −1 1 (y). One defines the regularity of the deformation as its total kinetic energy:
, c j (t))α j (t)dt, using the Sobolev norm of the velocity field associated with the kernel K. We write it as
Criterion minimization. Now, the matching criterion can be written as:
where γ is the scalar trade-off between the regularity of the deformation and the fidelity to data. The minimization of this criterion with respect to the timevarying vectors α(t) leads to the source-to-target deformation parameterized by the control points c 0 . The minimization with respect to the c 0 leads to the optimal positions of the control points which parameterize the best matching possible. Both optimizations will be done via a single gradient descent. It has been shown that the regularity term for γ > 0 ensures that the flow of diffeomorphisms builds a geodesic path in a certain group of diffeomorphisms [13] . This means that at the minimum the flow of diffeomorphisms is entirely determined by the initial momenta at time t = 0: (c 0 , α(0)).
We optimize the criterion via a gradient descent. The initial conditions are α(t) = 0 for all t (which gives φ t (x) = x, i.e. no deformation) and the control points c 0 are given on a regular lattice. A variation of the momenta δα(t) and of the control points initial position δc 0 induces a variation of the whole path of the control points δc(t) from source (t = 0) to target (t = 1). Then, this changes the path of the target voxels flowing back to the source: it leads to a variation of the positions δy(0) and hence a variation of the criterion. We show in Appendix A, that the gradient of the criterion with respect to these two variables is:
where η c andη y are 3N dimensional vectors, which satisfy one forward and one backward integral equations:
andη y is the solution of the set of N linear equations for all t:
The auxiliary variable η y is computed forward in time: it transports the usual image force ∇ y k (0) A from the source (t = 0) to the target space (t = 1). Once at time t = 1, this variable is used as a source term in the ODE satisfied by the variable η c , which is integrated backward in time. At time t = 0, this variable is used to update the position of the control points in the source image domain, at no additional cost. The overall gradient descent is summarized in Algorithm 1.
Algorithm 1
{Compute path of control points (forward integration)} 5:
{Compute deformed source image (backward integration)} 7:
{Compute gradient of source image} 9:
10:
{Compute auxiliary variable η y (forward integration)} 11:
η
{Compute auxiliary variable η c (backward integration)}
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:
{Solve the linear system} 15:
{Compute gradient} 17:
{Update time-varying momenta} 19:
{Update initial positions of control points} 21:
Remark 1 (Interpretation in the small deformation setting). To better understand these equations, we linearize this model in time. Then, the flow of diffeomorphisms is reduced to the transform: φ(x) = x + v(x) parameterized by the fixed momenta (c 0 , α(0)). For small deformations, the inverse is approximated by φ −1 (y k ) = y k − v(y k ). The matching criterion becomes:
whose gradient can be computed straightforwardly as:
This is exactly the linearization of the gradient (5), at order 0 for the first equation and at order 1 for the second one (the zeroth order vanishing).
The first equation consists of two terms: the first one is the convolution of the usual image force at the control points, the second one is a regularizer of the estimated momenta, which can be seen as a low-pass filter on the momenta. The second equation is the update rule for the control points positions. The first term shows that they are attracted by the voxels where the gradient of the image is large (i.e. the contours), provided that the momenta α i pushes in the 'right' direction, that of the image force (making the dot product positive). The second term is a repulsion term which moves away two control points which carry momenta pointing in the same direction, thus limiting the redundancy of the parameterization at the scale of the kernel σ.
3 Atlas estimation with common sparse parameterization of deformations
Joint optimization of the template image and the deformations
Given a set of N s images, one wants to find a template image I 0 , the optimal set of control points c 0 in the image domain and the optimal set of N s time-varying vectors α s (t), which drive the registration of the template to every image. As a consequence, the criterion to be minimized is given by:
where we notice that the initial and final condition of the ODEs are shared among the population. This criterion has the same form as in (3). Denoting E s each term of the sum, the gradient with respect to c 0 and the α s (t) is given as:
This means that the weighting vectors are computed for N s parallel registrations by integrating the ODEs of (5). After the back and forth integrations, the auxiliary variables η c s (0) are averaged over the subjects to update the common parameterization of the deformations c 0 .
The gradient with respect to the template image I 0 is the sum of the gradient ∇ I0 A s (y s (0)). The value I 0 (y k (0)) is computed as p∈N (y k (0)) ρ p (y k (0))I 0 (π p (y k (0))), where N (y) denotes the set of 8 neighboring voxels π p (y) of the position y and ρ p (y) the weights corresponding to the trilinear interpolation. Let R s be the residual image I 0 (y(0)) − I s . Then a variation δI 0 of the template image leads to:
where one multiplies the gray levels for each voxel in the source domain instead of the target domain. This shows that the gradient of A is the partial volume projection [14] of the residual image. This is computed by flowing the voxel y k back in the source domain and distributing its gray level at the 8 neighboring voxels with the same weight as for a trilinear interpolation. The accumulation of such values for every voxel and every subject gives the gradient.
Sparsity enforced by log −L 1 penalty term
The number of control points determines the number of degrees of freedom of the deformations. The more control points, the more accurate the registrations, the sharper the template image. Consequently, the optimization of the previous criterion tends to use as many control points as possible. However, as we will see in our experiments, from a certain point, adding more momenta only marginally increase the atlas sharpness at the cost of adding much more noise in the description of the variability. To find the optimal number of degrees of freedom for an accurate description of the variability, we use a numerically stabilized log −L 1 penalty motivated by [15] :
where N denotes the total number of control points, α s i the ith initial momentum vector of the sth subject. For numerical stability we truncate the log function near 0 via: log c (x) = max(log(x), log(c)) − log(c) a positive penalty. This penalty function has almost no effect on large momenta, whereas it enforces the small momenta to converge to zero. The constant c is a threshold to avoid numerical instability, set typically at the voxel size. Every 5 iterations of the gradient descent, control points with an initial momenta smaller than c are pruned.
This penalty induces only a small change in the algorithm. The quantity γ sp α 
Experiments
Our method is independent of the dimension of the images. In this section, we focus on 2D images for a better visualization and understanding of the results.
In Fig. 1 , we show the matching of two synthetic 2D images of size 256 × 256. It shows that a discrete parameterization (with the maximum number of degrees of freedom: one control point every σ) enables a perfect matching, as would do a parameterization by a continuous momenta map as in [13] . Using much fewer momenta, the matching is less accurate. But, moving the control points at their optimal position near the contours drastically increases the matching accuracy.
In Fig. 2 , we construct an atlas from 3 synthetic images. The sparsity prior enables to select the most important momenta and to give a compact representation of the shape variability. Fig. 3 shows that the initial number of control points can be divided by 5 without sacrificing much of the atlas sharpness.
In Fig. 4 , we show the motion of the control points to the contours of the source image during a registration between MRI slices of size 176 × 256. In Fig. 5 , we construct an atlas from 5 of such images. The sparsity prior shows that the main variations in the population are located at the skull, near the ventricles and the main sulci, like the frontal sulcus. These structures are indeed the most salient and variable at the scale of analysis: σ = 5 voxels. Data Attachment Term Fig. 3 . Graph of the the number of control points and the fidelity-to-data term with respect to the sparsity parameter γsp with data of Fig. 2 . There is a whole range γsp ∈]0, 4] for which the number of control points can be divided by 2.4 to 5.3 (from 27 to 12 compared to the initial 64 control points) for an almost constant atlas sharpness.
Discussion and Conclusion
In this paper, we present a new method for parameterizing large and dense image deformations via a discrete set of control points. Given a set of images, we estimate the template image, the template-to-subject deformations and their parameterization via the optimal placement of the control points and the optimal number of them according to a sparse prior. The whole estimation is posed as a single optimization problem and is solved by a single gradient descent. This is more controllable and more efficient than usual alternated minimizations. The algorithm requires only a solution of ODEs and linear systems; no heuristic rule is used to update the control points. By contrast, a death/birth procedure of control points could have been investigated, but at the cost of more heuristic and arbitrary priors. Our results show that the anatomical variability can be efficiently described by small number of well-placed momenta. We expect to show in the future that these new parameterizations substantially improve the statistical analysis of sets of 3D anatomical images. Future work will extend this framework to include the construction of geodesic diffeomorphisms by integration of Hamiltonian systems, as initiated in [12, 16] Future work will also focus on the automatic estimation of the best trade-offs between atlas sharpness, sparsity and regularity of the deformations by adding priors on γ and γ sp . Top row: estimated atlas with update of control points but without sparsity enforced. Bottom row: with enforced sparsity, the control points focus on the skull, the ventricles and the major sulci. The graph shows that we can achieve an equivalent description of the variability with 40.8% to 27.1% of the original 468 momenta, for γsp ∈]0, 0.1]. σ = 5, γ = 5 10 −3 .
