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Abstract—The detection of objects considering a 6DoF pose is
a common requirement to build virtual and augmented reality
applications. It is usually a complex task which requires real-
time processing and high precision results for adequate user
experience. Recently, different deep learning techniques have
been proposed to detect objects in 6DoF in RGB images. However,
they rely on high complexity networks, requiring a computational
power that prevents them from working on mobile devices. In
this paper, we propose an approach to reduce the complexity
of 6DoF detection networks while maintaining accuracy. We
used Knowledge Distillation to teach portables Convolutional
Neural Networks (CNN) to learn from a real-time 6DoF detection
CNN. The proposed method allows real-time applications using
only RGB images while decreasing the hardware requirements.
We used the LINEMOD dataset to evaluate the proposed
method, and the experimental results show that the proposed
method reduces the memory requirement by almost 99% in
comparison to the original architecture with the cost of reducing
half the accuracy in one of the metrics. Code is available at
https://github.com/heitorcfelix/singleshot6Dpose.
Index Terms—6DoF, Knowledge Distillation, Object Detection,
Squeezed Network
I. INTRODUCTION
A key functionality in augmented reality applications is
the ability to recover the pose of an object considering the
position and orientation of the camera. Such information
allows the creation of the interaction between the real and
virtual environments. In robotics, this information allows the
robots to interact, avoid collisions, and manipulate objects.
The object detection with two degrees of freedom retrieves
the object’s coordinates relative to the image plane. In object
detection with three degrees of freedom, the method recovers
the position or translation of a real-world object corresponding
to the camera. These points have the information about the
depth, but not the rotation. In object detection with six
degrees of freedom (6DoF), there are three degrees for object
translation and three degrees for object rotation considering
the relation to the camera. Hence, with the 6DoF approach,
it is possible to make robots to pick an object precisely
[1] or to create augmented reality applications with more
interaction between real and virtual objects [2]. Approaches
Fig. 1: Flowchart of our method of 6DoF object detection and
its possible application in augmented reality. The squeezed
network receives an input image, estimates the bounding box
of the object to be detected. Then, its 6DoF pose is estimated
using a PnP algorithm. With the pose, it is possible to create
augmented reality applications by rendering the 3D model over
the image.
to this problem often use an array of sensors instead of an
RBG camera [2].
There are many efficient methods for detecting objects
in 6DoF. However, these methods suffer from challenges as
weakly textured or untextured objects, and low-resolution im-
ages [3]. Among the relevant works for 6DoF object detection,
Tekin et al. [4] presents results for pose estimation using
only RGB images as input and achieved real-time detection
for untextured objects using a YOLOv2-based architecture
[5]. Many works have already improved the architecture of
YOLOv2 [6]–[8], and one of these improvements can be
efficient for Tekin et al. architecture. The evaluation of the
method considers the object reprojection and pose errors from
the object model points in camera coordinates analyzed in the
LINEMOD dataset. The inference time and network size are
also metrics compared to the related works. These evaluation
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metrics are also used in [9]–[12].
The Tekin et al. [4] approach achieves a reasonable pose
estimate in real-time but requires high-end hardware. This
limitation makes embedding the method on mobile devices and
robots a challenging task, making this approach less accessible
for augmented reality and robotics applications.
There are different approaches to optimize deep learning
networks [13]–[16]. An approach that has been used recently
is the Knowledge Distillation (KD) [14]. The main idea of
this technique is to use a larger and complex network with
high-quality prediction results as a target model (teacher).
Consequently, the small network (student) is trained with the
help of the teacher. The idea is to train the student network
targeting the teacher’s network knowledge instead of using
only the original problem labels, which are, in general, more
complex and challenging to learn in relation to the teacher’s
assistance.
In Mehta and Ozturk’s work [7], the authors used Knowl-
edge Distillation (KD) for object detection. The student net-
work is the Tiny-YOLO network, and the YOLOv2 network
is the teacher network. Mehta and Ozturk achieved better
accuracy with the same network using KD training in relation
to Tiny-YOLO without KD. Since the network used for Mehta
and Ozturk is a direct reduction of the network used as a
basis by Tekin et al., the results of Mehta and Ozturk show
the potential performance gain of using KD to 6DoF object
detection.
In this paper, we use the simplest KD technique that replaces
only target labels of a student training to optimize adapted
Tekin et al. architecture for Deep 6DoF Object Detection.
This KD only replaces the label during the training of the
student network with the prediction of the teacher network.
The replacement allows the student network to learn from
a network that already has its activation regions defined and
makes learning easier. Our 6DoF object detection method is
summarized in Figure 1 and the process diagram of it is shown
in Figure 2. We performed experiments with the LINEMOD
dataset [17] and compared it with the original model.
This paper is organized as follows. In Section II, we
revise works related to complexity reduction in Convolution
Neural Networks (CNNs). In Section, III, we describe our
methodology using KD for CNNs. In Section IV, we define our
experimental protocol, including Dataset, Evaluation Metrics,
and the Knowledge Distillation for pose estimation. Section V
shows the obtained results and, finally, Section VI gives some
concluding remarks.
II. RELATED WORKS
Several techniques have been proposed to reduce the com-
plexity of deep networks, including Parameter Pruning and
Sharing, Low-rank Factorization, Transferred or Compact
Convolution Filters, and Knowledge Distillation (KD) [13].
Pruning weights was one of the primary methods for
reducing complexity [18]. When first proposed, parameter
pruning removed meaningless neurons connections. Although
Fig. 2: The Knowledge Distillation used in this work changes
the training labels of the student network by the prediction of
the teacher network.
this method can drastically reduce the complexity of fully-
connected architectures, in CNN networks, this approach is
overwhelmed by the number of weights in complex networks.
This problem was solved by He et al. [16], which introduced
a channel-pruning to remove a filter altogether.
Low-rank Factorization uses the intrinsic CNN characteris-
tic of matrix multiplication to create filters that can be sepa-
rated into two matrices multiplications. This method intends
to reduce the multiplications needed to apply a filter and can
achieve up to two times speed-up on complex networks such
as VGG-16 [13].
Compact Convolution Filters is another popular and power-
ful method. Based on changing complex 7x7 and 5x5 filters
by 3x3 or 1x1 filters to reduce the number of operations, it
is gaining attention in the field. Works such as [6] and [7]
broadly uses that method to reduce complexity without losing
too much accuracy.
Another method of optimization classified is Knowledge
Distillation (KD) [13]. This method proposes that a complex
and powerful network teaches a smaller network, which is
trained using the output of the bigger network by trying to
mimic it. This method allows the smaller network to achieve
better results by learning from the teacher network than trained
with the original data [7]. It proved to be efficient, and some
variations were proposed for the most diverse problems [19].
Basic KD is done only by replacing the student network
label with the teacher network output. Some works vary the
use of KD. In [7], different loss calculations are used, taking
into account the difference between the student network and
the teacher network outputs. In [19], [20], KD is used for the
teacher network to generate new data for the training of the
student network. In this work, only the basic KD was used,
leaving its changes for possible future works.
Our work aims to create a faster and lighter version of an
object detection model based on Tekin et al. [4] to estimate
the pose of an object. Also, use the original architecture
to train our squeezed architecture using KD. Thus, improve
the inference time and memory consumption with acceptable
accuracy reductions.
III. KNOWLEDGE DISTILLED SQUEEZED MODELS
In 6DoF detection problems, KD approaches can be partic-
ularly useful because the larger network learned a smoother
decision region than what can be learned directly from the
dataset. So the smaller network, called student network, does
not have to learn hard instances during training, because
the larger network, called teacher network, has already dealt
with these cases, creating a specific activation region for the
problem. As expected, in KD, the student network does not
achieve the accuracy of the teacher network, since the teacher
network is more complex and has more parameters, thus
requiring more computational power than the student network.
In this work, Tekin et al. [4] propose an architecture using
YOLOv2 [5] as its base and by changing its last layer and
adding a second shorter network path. The shorter path filters
have a size different from the first path, forcing the network
to learn a completely different set of filters. Problems with
a multidimensional activation region, such as inpainting [21],
use this path addition.
In our work, we use a modified architecture of Tekin et al.
to reduce network complexity. With this new architecture, we
use the KD represented in Figure 2. In this work, to student
network, we substitute the basis of the original work that is
the YOLOv2 architecture by an architecture based on YOLO-
LITE [6] architecture.
The YOLO-LITE work was used for its focus on small
architectures for computers without GPU. With the good
performance obtained by these networks, they are good options
for the basis of the 6DoF object detection architecture.
In YOLO-LITE, several architectures were proposed. These
architectures are called Trials and range from 1 to 13. We
chose the best Trial based on the trade-off between complexity
and mAP. According to Huang et al. [6], Trial 3 without batch
normalization (BN) got the best result. Since the input image
size in Trial 3 is 224x224 pixels and the architecture used as
teacher and base to student uses imagens with 416x416 pixels,
we will use Trial 10 as a basis for the squeezed network, using
with and without BN.
Our model is trained by modifying the label of the associ-
ated image. Instead of using the dataset label, we employ the
output of the teacher architecture. In this case, it is the original
Tekin et al. [4] architecture, associated with the image of the
dataset used. All other training steps of the original network
were maintained.
The baseline model has a complex architecture composed
of 23 layers with filters 1x1 and 3x3 filter sizes. Although
having small filter sizes, it uses up to 1024 filters per layer,
highly increasing the network size.
IV. EXPERIMENTS
All experiments were performed using the Ubuntu 18.04
operating system and developed with Python 3.7 using the
Deep Learning API PyTorch 1.2. We used a computer with an
Intel Xeon 1.7GHz x 16 processor, 16GB RAM, and GeForce
RTX 2080Ti GPU.
Initially, in Subsection IV-A, the dataset used is explained.
In Subsection IV-B, the metrics used are detailed. The details
of the experiments performed are in Section V.
A. Dataset
The dataset used is the LINEMOD [17], which is also
used in other works [4], [9]–[11] for a reliable comparison.
Also, LINEMOD is one of the main datasets used for 6DoF
object detection, having several challenges such as occlusion,
polluted background, blurring, and lighting change. Figure 3
(a) is one of the images contained in the LINEMOD Dataset.
LINEMOD is made up of thirteen objects, where each
object has about twelve hundred color images in 640x480
JPEG format and a 3D model. Also, for each image, the binary
mask for the objects and their rotation and translation vector
values are informed.
Training images went through a process of synthetic data
augmentation as used by Tekin et al. During synthetic data
augmentation, new images are created for each image for
the object being trained. The object is segmented using its
binary mask, available in LINEMOD, and added to a random
background from the dataset VOC2012 [22], besides that, the
object in the image is rotated and translated aiming to avoid
overfitting and to increase the number of images available for
training. Figure 3 (b) was obtained from the Ape object data
augmentation.
B. Evaluation Metrics
For performance evaluation, we used two evaluation metrics
for 6DoF pose estimation and the pose inference time. These
metrics were also used in related works as [4], [9]–[12] and
evaluate the prediction of the pose of objects. The metrics used
are the 2D Projection [10] and 3D Transformation [17].
The 2D Projection metric is defined as the average of 2D
reprojected object hit on the image from the test set images.
The reprojection hit is calculated using (1) when the projection
distance is lower or equal than five pixels is considered a hit
[10].
∆2D(x1, x2) =
{
1, if |x1 − x2| ≤ 5 pixels
0, otherwise
(1)
The 3D Transformation metric is defined as the average of
object model transformation hit on the image from the test set
images. Projection hit is calculated using the 3D model points
of the object, it is ground truth matrix of extrinsic parameters,
and its estimated matrix of extrinsic parameters. For each point
of the transformed 3D model using the matrices, the pose error
is calculated from a distance between the transformed point
using the ground truth matrix and the transformed point using
the estimated matrix. The pose error is calculated using (2),
where n is the total number of points in the 3D model of the
object. Object model transformation hit is considered if m is
(a) (b)
Fig. 3: Data augmentation in the LINEMOD dataset for network training. (a) An original image of the LINEMOD dataset. (b)
The Ape object added to a random background of the VOC2012 dataset with a small rotation and dislocation of the object.
Object Distilled Models Non-distilled Models
YOLO-LITE Trial 10 YOLO-LITE Trial 10
w/ BN
YOLO-LITE Trial 10 YOLO-LITE Trial 10
w/ BN
Tekin et al [4]
Ape 51.428 46.761 44.095 45.809 92.100
Benchvise 45.736 45.445 46.608 40.406 95.060
Cam 36.176 27.156 36.568 26.666 93.240
Can 52.854 51.181 53.444 48.425 97.440
Cat 43.712 40.718 38.722 46.906 97.410
Driller 23.984 20.317 31.714 16.253 79.410
Duck 30.140 24.600 32.394 29.577 94.650
Eggbox 38.591 37.652 38.967 42.065 90.330
Glue 50.965 46.718 50.482 45.173 96.530
Holepuncher 36.822 25.784 34.443 30.542 92.860
Iron 25.638 24.821 24.821 25.331 82.940
Lamp 29.654 24.856 30.134 28.598 76.870
Phone 39.673 13.256 34.774 27.570 86.070
Average 38.875 33.021 38.244 34.871 90,370
TABLE I: Results of 2D Projection for Distilled and non-distilled YOLO-LITE Trial 10, YOLO-LITE Trial 10 with Batch
Normalization (BN), and the teacher network by Tekin et al. [4]. In bold, the best result for the lite models per object.
Object Distilled Models Non-distilled Models
YOLO-LITE Trial 10 YOLO-LITE Trial 10
w/ BN
YOLO-LITE Trial 10 YOLO-LITE Trial 10
w/ BN
Tekin et al [4]
Ape 4.095 4.380 2.571 5.619 21.620
Benchvise 30.620 30.813 30.523 29.360 81.800
Cam 12.156 10.294 14.705 10.392 36.570
Can 22.637 18.503 23.228 21.161 68.800
Cat 7.185 9.880 7.185 10.479 41.820
Driller 21.110 19.127 25.173 13.974 63.510
Duck 3.192 2.629 3.380 2.723 27.230
Eggbox 10.328 9.295 12.582 12.957 69.580
Glue 11.389 10.135 9.845 11.583 80.020
Holepuncher 9.419 7.326 8.087 7.897 42.630
Iron 25.331 27.885 28.804 27.374 74.970
Lamp 25.815 21.305 24.088 23.416 71.110
Phone 20.365 11.623 19.500 15.177 47.740
Average 15.665 14.298 16.129 14.778 55.950
TABLE II: Results of 3D Transformation for Distilled and non-distilled YOLO-LITE Trial 10, YOLO-LITE Trial 10 with
Batch Normalization (BN), and the teacher network by Tekin et al. [4]. In bold, the best result for the lite models per object.
Fig. 4: Qualitative Results on object Ape. On the left, detection performed with the original Tekin et al. network. On the right,
detection using YOLO-LITE Trial 10 without BN.
Model Inference Time (ms)
Baseline 6.5
YOLO-LITE Trial 10 w/ BN 2.0
YOLO-LITE Trial 10 2.0
TABLE III: Evaluation of inference time in the Ape object. In
bold, the best values per method.
lower or equal than 10% of object model diameter [17]. The
3D Transformation metric consists of this hit average in the
test images.
m =
1
n
n∑
i=1
‖(rgtxi + tgt)− (rprxi + tpr)‖ (2)
V. RESULTS AND DISCUSSION
According to the mentioned models, for each metric, the
values shown in Tables I, II, III and IV were obtained. The use
of the 3D Transformation metric produces the results shown
in Table II. Here we can see that for all architectures, the non-
distilled models barely outperforms the distilling ones. For the
2D Reprojection technique, however, as shown in Table I, the
results are balanced between distilled and non-distilled models.
A detailed result for each object in the dataset is showed at
Table I and Table II.
As an explanation, the results show that distilling can im-
prove the performance in this application. 3D Transformation
is a hard task to be performed, as the baseline model only
achieves 55.95%. This result tells us that the quality of the
target in which the student model learns plays an important
role in its performance. On the other side, as 2D projection
is a simpler task, distilling and non-distilled models have
performance equally distributed.
The negative performance of distilled models is explained
by Saputra et al. [23]. In their work, it is proved that if
the teacher is not reliable enough, the KD will not improve
accuracy as it will add noise to the training.
For the inference time, shown in Table III, it can be observed
the significant gain compared to the teacher network because
it is much more complex, requiring longer processing time.
The student network achieves an inference time more than 3x
faster.
The network weight file sizes were compared to analyze the
differences in complexity between network architectures. The
sizes of networks in MB are shown in Table IV. In Tables
III and IV, Trial 10 with BN and without BN have the same
values because of its shares the same architecture. The big
difference between the weight sizes of the network directly
affects the memory space to use the networks. It happens due
to the difference in the number of parameters of the network
architecture. The table shows that the architecture based on
YOLO-LITE is almost 99% smaller than the original reference
architecture.
From a visual qualitative point of view, Figure 4 shows that
our Distilled YOLO-LITE Trial 10 without batch normaliza-
Model Weights (MB)
Baseline 202.3
Yolo-Lite Trial 10 w/ BN 2.2
Yolo-Lite Trial 10 2.2
TABLE IV: Sizes in MB for each evaluated model. In bold,
the smallest models.
tion proposal produces similar results when compared with
the baseline approach. It also achieves a massive gain in time
and processing power. Our results open new possibilities of
using the remaining processing time to increase its precision
by integrating a refinement technique as the DeepIM [24].
VI. CONCLUSIONS AND FUTURE WORKS
This work showed the benefits and consequences of ex-
changing the basis network for the 6DoF object detection
technique proposed by Tekin et al. [4] for the YOLO-LITE
architecture [6]. Thus, it is possible to analyze and compare
which network to use for 6DoF object detection. Thus choose
the right architecture for the target hardware, which can be a
smartphone or a robot. It also shows the effects of a basic KD
[14] usage to train a simpler network with YOLO-LITE [6]
basis. This work’s main goal was to show how it is possible to
reduce the 6DoF object detection network proposed by Tekin
et al. by more than 90x (weights in MB), reducing the hit rate
by a smaller factor, but still achieving comparable results in
the qualitative evaluation.
In robust computer vision systems, detection and tracking
techniques are usually combined. The detection is used to
obtain the initial pose, and then the tracking is used frame
by frame. When the tracking accumulates errors or fails, the
detection is called up again for a system reboot.
Many of these systems look for lightness to run on embed-
ded systems or mobile devices. For these systems, it would be
necessary to use lightweight detectors. Also, even for systems
that use powerful hardware, it can be advantageous to use
lightweight detectors since it would be used only a few times
during an application. Thus, even reducing the total accuracy,
the network developed in this work would be an option for
different systems.
The methodology proposed by this work can also be used in
future works where new state-of-the-art 6DoF object detection
techniques like DPOD [12] can be used as a new teacher
network. This assumption is supported by Saputra et al. [23],
which claims that KD achieves greater can be used as a new
teacher network and thus improve the efficiency of the use of
KD that achieves greater efficiency with detectors that generate
less noise.
Test other KD versions based on mentioned techniques [7],
[19], [23] can improve KD usage. These works use different
loss calculation based on the difference between student and
teacher outputs [7]. Also, Tang et al. [19] and Radosavovic et
al. [20] also use KD to generate new data for student network
training.
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