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Geschichtliche und technologische Entwicklung der EDV 
Von E. Blatt 
Im vergangenen Jahr wurde Konrad Zuse 60 Jahre a~t. Er se~bst hat über sein Leben und die 
Entwiak~ung der Computer in seiner Biographie ausführ~iah und sehr ansahau~iah beriahtet. 
In dieser so sahne~~ebigen Zeit ist es aber immer wieder notwendig und auah nütz~iah, so~ahe 
rüaksahauenden Betraahtungen anzuste~~en, um ggf . auah zu erkennen, warum gewisse Dinge so 
und niaht anders geworden sind. 
Hilfsmittel zur Erleichterung des Zählens und 
Rechnens benutzt der Mensch schon seit langer 
Zeit. Rechenbretter dienten von der Antike bis 
ins Mittelalter zur Vereinfachung von Addition 
und Subtraktion. Anfang des 17. Jahrhunderts wur-
de der Rechenschieber erfunden , der Multiplika-
tion und Division erleichterte; nahezu gleich-
zeicig die erste mechanische Rechenmaschine. In 
den folgenden Jahrhunderten wurde das Konstruk-
tionsprinzip laufend verbessert . Die heutige Form 
der Tischrechenmaschine war Ende des 19. Jahr-
hunderts nahezu erreicht, es bedurfte nur noch 
der Verbindung mit dem Elektromotor. 
Das Rechnen mit mechanischen Rechenmaschinen ist 
jedoch noch keine Datenverarbeitung in unserem 
Sinne. Mechanische Rechenmaschinen erleichtern 
zwar einzelne Rechenschritte; zur Lösung umfang-
reicher Probleme sind sie jedoch nicht geeignet . 
Ihr Konstruktionsprinzip erlaubt es nicht, daß 
sich alle zur Lösung einer größeren Aufgabe nö-
tigen Rechenschritte sowie alle Zahlenwerte auf 
einmal in die Maschine eingeben lassen; man muß 
vielmehr ständig die Maschine bedienen. Zur Daten-
verarbeitung gehört notwendig die automatische 
Steuerungj bei der eine Reihe von Vorgängen nach 
einem "Programm" in vorbestimmter Folge selbst-
tätig abläuft. 
Das Programm, nach welchem eine Maschine eine 
Aufgabe löst, ist von der AufgabensteIlung ab-
hängig. Es darf deshalb nicht - etwa wie die 
Lieder einer Spieluhr - fest und unveränderlich 
eingebaut sein, sonst wäre die Maschine nur für 
ein bestimmtes Problem verwendbar. 
Ein weiteres kommt hinzu. Bei umfangreichen Rech-
nungen entstehen viele Zwischenergebnisse, die 
nur vorübergehend festgehalten werden müssen und 
meistens auch mehrere Endresul~ate - man denke 
nur an Tabellenberechnungen. Ein programmgesteu-
erter Rechenautomat benötigt daher zusätzliche 
"Speicher" für diese Daten. Und schließlich soll-
te er in der Lage sein, das oder die Ergebnisse 
selbst auszugeben, damit man sie nicht von einer 
Anzeige ablesen und niederschreiben muß. 
Die Probleme wurden bald erkannt; die Antwort war 
der Versuch, Maschinen mit einer Dreiteilung zu 
konstruieren. Ein Teilbereich sollte das Programm 
enthalten; cer zweite Bereich sollte ein Speicher 
sein, der alle Eingabedaten, Zwischenergebnisse 
und Endresultate aufnimmt, und der dritte schließ-
lich der eigentliche Rechner, in welchem die ge-
wünschten Operationen ablaufen. 
Um eine Aufgabe automatisch zu lösen, müßten in 
einer solchen Maschine die einzelnen Daten nach-
einander vom Speicher in das Rechenwerk übertra-
gen, dort mit ihnen die gewünschten Operationen 
ausgeführt und die Resultate in den Speicher zu-
rückübertragen werden; all das müßte - gesteuert 
durch das Programm - automatisch und ohne mensch-
liches Zutun ablaufen. Am Schluß müßten die Re-
sultate ausgedruckt werden. 
Zunächst versuchte man, solche Maschinen mit 
mechanischen Bauteilen zu konstruieren. Als Spei-
cher wurden Zahnräder oder geschlitzte Bleche 
verwendet. Durch die verschiedenen Stellungen der 
Räder oder Bleche wurden die Zahlen gespeichert . 
Nach dem gleichen Prinzip waren die Rechenwerke 
aufgebaut. Ein automatischer Programmablauf wurde 
durch Lochkarten oder Lochstreifen erreicht; 
durch Löcher an verschiedenen Stellen wurden be-
stimmte Funktionen der Maschine (etwa "Lesen" 
einer Zahl aus dem Speicher, Addieren zweier Zah-
len im Rechenwerk oder "Schreiben" einer Zahl in 
den Speicher) ausgelöst. Bei anderen Lösungsver-
suchen wurde das Programm auf Schalttafeln mit 
Kabeln "gesteckt" . 
Bedingt durch den mechanischen Aufbau nahmen der-
artige Rechner sehr viel Raum ein. Sie rechneten 
zwar schneller als der Mensch und mit weniger 
Fehlern - aber sie rechneten doch noch relativ 
langsam. Dies lag an der Mechanik: Mechanische 
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Abb. 1: Größenvergleich der Bauteile älterer 
und neuerer Datenverarbeitungsanlagen. 
Links oben eine Elektronenröhre, in der 
Mitte und rechts zwei Transistoren, im 
Vordergrund Plänartransistoren für 
Mikrobauelemente . 
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Bauteile lassen sich nicht beliebig miniaturisie-
ren; bedingt durch die Reibung können sie bei 
Rechenoperationen nicht allzu schnell gegenein-
ander bewegt werden . Verbesserungen waren daher 
nur durch eine Abkehr von der Mechanik möglich. 
Ein befriedigender Ausweg wurde durch die Ver-
wendung elektrischer und elektronischer Bauteile 
gefunden. Elektrische und elektronische Vorgänge 
sind schneller als mechanische; eine Miniaturi-
sierung ist leichter möglich. 
Zunächst wurden in den Rechenanlagen Relais und 
später dann Elektronenröhren verwendet. Eine er-
ste Anlage enthielt z.B . über 18 . 000 Röhren; 
ihre Bediener waren jedoch mehr damit beschäf-
tigt, durchgebrannte Röhren zu suchen und auszu-
wechseln als mit ihr zu rechnen. Wenn die Anlage 
aber einmal rechnete, tat sie dies immerhin über 
2.000 mal schneller als eine mechanische. 
Nach 1955 begannen Transistoren und Dioden die 
Röhren abzulösen. Die Fehleranfälligkeit wurde 
dadurch erheblich reduziert; wegen des geringeren 
Platzbedarfes der neuen Teile wurden die Anlagen 
raumsparender . Außer diesem Handlichkeitsfaktor 
brachte dies eine zweiten, viel wichtigeren Ef-
fekt mit sich. Die Rechenzeiten sind u.a. vom 
Abstand der einzelnen Bauteile voneinander ab-
hängig, die Signale müssen diese Abstände ja 
durchlaufen. Je näher die Bauteile beieinander 
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Abb . 2: Die einzelnen 
Produktions-
stufen der 
Mikrobautech-
nik. 
Abb. 3: Technologie 
der ersten 
drei Genera-
tionen von 
Elektronen-
rechnern. 
liegen, desto kürzer sind die Laufzeiten, desto 
schneller die Anlage. Mit schnelleren Anlagen 
kann man in vernünftigen Zeiten umfangreiche 
Probleme lösen; Probleme, die wegen des damit ver-
bundenen Datenumfangs sonst unlösbar wären. Man 
versuchte deshalb, die Miniaturisierung noch wei-
ter voranzutreiben. 
Anfang der 60er Jahre wurde die "Solid Logic 
Technology" (SLT) entwickelt. Bei dieser Technik 
sind die verwendeten Transistoren und Dioden 
nicht größer als ein Salzkorn. Abbildung 1 zeigt 
einen eindrucksvollen Größenvergleich. 
Zusammen mit den Bauteilen versuchte man, ihre 
Verbindungen zu miniaturisieren. Waren die ein-
zelnen Röhren noch durch Drähte verbunden, so 
wurden bei den Transistoren gedruckte Schaltun-
gen verwendet. In der SLT-Bauweise ging man noch 
einen Schritt weiter, indem man Widerstände, Kon-
densatoren und Spulen nicht gesondert eingelötet, 
sondern in die Verbindungen mit eingedruckt hat. 
Abbildung 2 zeigt die Technik: Ein gepreßtes und 
gestanztes Keramikplättchen wird mit metallisier-
ter Tinte bedruckt. Die Widerstände werden eben-
falls aufgedruckt. Im nächsten Schritt werden 
Kupferstifte angebracht und mit den Leitungeti 
verbunden. Anschließend werden die Widerstände 
mit einem winzigen Sandstrahlgebläse auf ihren 
benötigten Wert "zurechtgestutzt". Im vorletzten 
Arbeitsgang werden Transistoren und Dioden an 
ihren Platz gesetzt; schließlich wird die ganze 
Mikrobaugruppe mit einer Schutzschicht überzogen. 
Im Zusammenhang mit diesen Entwicklungen tauch-
te das Schlagwort der "Computer-Generation" auf. 
Die Technologie der "ersten drei Generationen" 
veranschaulicht Abbildung 3. Im Hintergrund sind 
Schaltkreise der "ersten" mit Elektronenröhren 
bestückten Rechnergeneration zu sehen . Davor 
steht eine gedruckte Schaltung der "zweiten" 
Generation und als Repräsentanten der "dritten" 
sieht man im Vordergrund Mikrobauelemente, ein-
zeln und auf einer Trägerplatte . 
Die "vierte" Generation mit sogenannten mono-
lithischen Schaltkreisen (MST = Monolithic Sy-
stems Technology) gibt es seit 1969. In der Mo-
nolith-Technik ist die Miniaturisierung noch 
weiter fortgeschritten. Transistoren, Dioden und 
Widerstände werden durch eine Vielzahl ineinan-
dergreifender physikalisch-chemischer Prozesse 
gemeinsam "auf einem Siliziumplättchen herge-
stellt . Auf einer Fläche von etwa einem Quadrat-
millimeter können dabei ca. 100 Komponenten 
untergebracht werden (Abbildung 4). 
Die durch die Miniaturisierung erzielten Verringe-
rungen der Rechenzeiten sind erstaunlich. Hatten 
die Elektronenröhren noch Schaltzeiten von etwa 
einer zehnmillionstel Sekunde, so erreicht man 
mit der Monolith-Technik Schaltzeiten von weni-
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Abb. 4: Monolithischer Schaltkreis (zum Größen-
vergleich in einern Nadelöhr). 
ger als einer milliardstel Sekunde. Die heuti-
gen Rechner sind etwa 100mal schneller als die 
Rechner vor 20 Jahren und mehrere 100.000mal 
schneller als mechanische Rechenmaschinen. Mit 
modernen Datenverarbeitungssystemen kann man 
mehr als 100 Mio. Zahlen in der Minute addieren. 
Die Zahl von 200 Additionen pro Minute der mecha-
nischen Rechenmaschinen nimmt sich dagegen sehr 
bescheiden aus. 
Hand in Hand mit der Umstellung der Bauteile 
ging eine Umstellung der Rechenmethoden. In den 
mechanischen Maschinen wurden die Rechenopera-
tionen durch Zahnräder bewirkt. Die Zahnräder 
hatten zehn Zähne, pro Umdrehung erlaubten sie 
daher zehn diskrete Winkeleinstellungen. Diese 
zehn Steilungen waren den zehn Ziffern 0, 1, 2, 
..• 8, 9 zugeordnet (Abbildung 5). Nach einer 
Umdrehung um 360 Grad kehrte jedes Rad wieder in 
seine Ausgangsstellung Null zurück, drehte dabei 
Abb. 5: Zahlendarstellung durch Zahnräder in 
mechanischen Rechenmaschinen. 
Die dargestellte Zahl ist 90614. 
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Tabelle 1: Dezimal- und Dualsystem 
Zehnersystem 
(Dezimalsystem) 
o 
1 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
32 
64 
Zweiersystem 
(Dualsystem) 
o 
1 
10 
11 
100 
101 
110 
111 
1000 
1001 
1010 
1011 
1100 
1101 
1110 
1111 
10000 
100000 
1000000 
aber über einen zusätzlichen (nicht gezeichneten) 
Ubertragungszahn und ein Zwischenrad das nächste 
Zahnrad um einen Schritt weiter, um den "Zehner-
übertrag" zu bilden. Bei der Subtraktion wurden 
die Räder in die Gegenrichtung gedreht. 
Ein Zahnrad kann zehn verschiedene Positionen 
einnehmen, elektrische Bauteile können dies je-
doch nicht. Die "natürliche Zahl" elektrischer 
Bauteile ist 2: Eine Lampe ist entweder an oder 
aus, ein Strom fließt oder er fließt nicht, eine 
Spannung ist positiv oder negativ, eine Elektro-
nenröhre läßt Strom durch oder läßt keinen durch, 
usw •. Es lassen sich zwar elektrische "Gebilde" 
konstruieren, die zehn verschiedene Zustände ein-
nehmen können (man hat anfangs auch Rechner mit 
dieser "Zählradsimulation" gebaut), die Lösung 
ist aber zu umständlich. Viel einfacher ist es, 
die Rechner in "ihrem" Zahlensystem, dem "Dual-
System" arbeiten zu lassen. Das Dual-System kennt 
nur die beiden Ziffern 0 und 1, entsprechend den 
zwei möglichen Zustünden der elektrischen Bau-
teile. Tabelle 1 zeigt eine Gegenüberstellung 
des Dezimalsystems mit dem Dual-System. Durch 
die viel längeren Dualzahlen werden die Rechen-
zeiten zunächst größer; durch den jetzt aber 
viel einfacheren Aufbau der Rechner verringern 
sie sich im. Endeffekt jedoch beträchtlich. 
Durch die Umstellung vom Dezimal- auf das Dual-
System war es möglich, zur Speicherung der Zah-
len ein neues Prinzip zu verwenden. Die ersten 
Speicher bestanden noch aus Röhren; sie wurden 
abgelöst durch magnetische Bausteine. U.a. wur-
den ringförmige Ferritkerne (Ferrit ist ein Ma-
terial mit besonders geeigneten magnetischen 
Eigenschaften) verwendet. Daraus leitet sich der 
Name "Kernspeicher" ab . Wie Abbildung 6 zeigt , 
sind die Kerne an haarfeinen Drähten aufgehängt. 
Durch Ströme, die durch diese Kerne geschickt 
werden, können die Kerne gegen den Uhrzeiger 
oder mit dem Uhrzeiger magnetisiert werden; diese 
beiden Magnetisierungsrichtungen entsprechen wie-
der den beiden Dualziffern 0 und 1 . Ein Kern 
speichert eine Stelle einer Dualzahl; eine mehr-
stellige Zahl wird in mehreren geeignet zusammen-
gefaßten Kernen gespeichert. 
Kernspeicher werden heute von Monolithspeichern 
abgelöst; die Monolith-Technik erlaubt eine noch 
weitergehende Miniaturisierung. Der Monolith-
~peicher in der Mitte von Abbildung 6 vermag die 
gleiche Information zu speichern wie 64 Ferrit-
kerne . 
Die bisher besprochenen Verbesserungen des Re-
chenwerks und des Speichers waren großartige 
technische Leistungen. Die bedeutendste Idee in 
der Entwicklung der Datenverarbeitung war jedoch 
ein neues logisches Konzept der Programmierung . 
Bei den ersten Automaten war das Programm in 
Lochkarten oder Lochstreifen gespeichert; die 
Löcher wurden im Verlauf der Rechnung abgefühlt 
und lösten bestimmte Funktionen aus. Etwa paral-
lel dazu liefen Versuche, Programme mit 'Schalt -
schnüren auf Schalttafeln zu stecken . Solche Pro-
gramme wurden von Anfang bis Schluß "in gerader 
Linie" durchlaufen. Problemstellungen , bei denen 
der Rechner bestimmte Funktionen mehrmals aus-
führen mußte, mußten auch ~ehrmals hintereinan-
der gelocht oder gesteckt werden . Verzweigungen 
im Programm , in Abhängigkeit von Zwischenergeb -
nissen oder "Schleifen" (d . h . mehrmaliges Durch-
laufen desselben Programmteiles) waren schlecht 
möglich ; dies hätte ja bedeutet, daß der Loch-
streifen in Sprüngen vorwärts oder rückwärts 
transportiert werden mußte . 
Speichert man jedoch das Programm genauso wie 
die zu verarbeitende Information im Kernspeicher, 
werden diese SChwierigkeiten übergangen . Ein 
Teil des Speichers enthält dann die Verarbeitungs-
vorschriften, ein anderer die zu verarbeitenden 
Daten und Platz für die Ergebnisse . Der Rechen-
automat wird um eine neue Einheit, das sogenannte 
"Steuerwerk~erweitert . Das Steuerwerk liest aus 
dem Kernspeicher einen Brogrammschritt, inter-
pretiert ihn und veranlaßt seine Ausführung . 
Nachdem alle Schritte gleichermaßen "im Zugriff 
stehen", sind Schleifen und Verzweigungen leicht 
möglich; die Programme können sehr flexibel ge-
staltet werden . Die Anlage kann ein Programm so-
gar selbst verändern oder logische Entscheidungen 
treffen . 
Abb . 6 : Ker~speicher und Monolithspeicher. 
Den Aufbau einer heutigen Datenverarbeitungs-
anlage zeigt Abbildung 7: "Eingabeeinheiten" 
geben Daten in die "Zentraleinheit " ein; "Aus-
gabeeinheiten" geben Daten aus. 
Die Zentraleinheit enthält den Hauptspeicher, 
das Steuerwerk und das Rechenwerk. Im Hauptspei-
cher sind Programm und Daten gespeichert. Das 
Steuerwerk liest die einzelnen Schritte aus dem 
Hauptspeicher, interpretiert sie und führt sie 
aus . Sollen Daten eingelesen werden, werden sie 
vom Eingabegerät in den Hauptspeicher übertragen ; 
umgekehrt verläuft die Ausgabe zu einem Ausgabe-
gerät . Zur Durchführung von Rechenoperationen 
überträgt das Steuerwerk die Operanden aus dem 
Abb. 7 : Aufbau einer Datenverarbeitungsanlage 
Eingabege räte Aus gabe s;erä t e 
Zentraleinhe i t 
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Hauptspeicher in das Rechenwerk, in umgekehrter 
Richtung das oder die Ergebnisse. 
Nachdem die speicherprogrammierten Rechenautoma-
ten nicht nur Rechenoperationen durchführen, son-
dern auch logische Entscheidungen treffen kön-
nen und in der Lage sind, Zahlen wie Buchstaben 
gleichermaßen zu verarbeiten, spricht man heute 
zutreffender von "Datenverarbeitungsanlagen". 
Sie sind schon längst keine Domäne der Naturwis-
Original beiträge 
Programme für Dosis-Wirkungs-Kurven 
Von E. Weber 
Zusammenfassung 
senschaftIer und Kaufleute mehr; Wissenschaftler 
aus allen Fakultäten haben gelernt, mit ihnen 
umzugehen und sie für ihre Zwecke zu program-
mieren. 
Anschrift des Verfassers: 
Dr. E. Blatt 
2 Hamburg 63 
Hummelsbütteler Kirchenweg 121 
In Zusammenarbeit mit PharmakoZogen wurden 2 Programme fUr Dosis-Wirkungskurven entwickeZt, und 
zwar fUr Zwei-Weg-TafeZn (korreZierte Wirkungen) und fUr Ein-Weg-TafeZn (nichtkorreZierte Wirkungen). 
Die Programmsprache ist ALGOL 60. In Experimenten auftretende Sonderf~ZZe sind berUcksichtigt. 
Das Programm ist so aufgebaut, daß es auch auf AnZagen mit geringerer Speicherkapazit~t verwendet 
werden kann. Die Eingabe der Daten und die Ausgabe der Ergebnisse einschZießZich graphischer Dar-
steZZungen werden eingehend, auch an Hand eines numerischen BeispieZs beschrieben. 
Summary 
In cooperation with some pharmacoZogists two programs had been deveZoped for dose-reaction-curves. 
They are deaZing with two-way-dispZays (correZated reactions) and with one-way-dispZays (uncorreZa-
ted reactions). The programming Zanguage is ALGOL 60 . SpeciaZ cases which may occur in experiments 
are incZuded. The program is buiZt up in a way that it may be handZed by computers with a smaZZ core 
memory too. Input of data and output of resuZts incZuding graphicaZ dispZays as weZZ as numericaZ 
exampZes are written about in detaiZ. 
In Zusammenarbeit mit Prof. Dr. med. Zetler, dem 
Direktor des Institutes für Pharmakologie der 
Medizinischen Akademie Lübeck wurden vom Verfas-
ser zwei Programme für die Berechnung und Zeich-
nung von Dosis-Wirkungs-Kurven erstellt. Die 
Programmsprache ist ALGOL 60 (Dialekt 2, System 
Electrologica xl/X8) . Die Programme sind so ab-
gefaßt, daß man bei nur geringfügigen Änderungen 
der Ein- und Ausgabeprozeduren auch auf anderen 
Anlagen damit rechnen kann. Der Kernspeicher-
bedarf der z.Zt. vorliegenden Fassung des Pro-
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gramms beträgt ca. 7 1/2 K. Sollte der Kernspei-
cher einer Anlage zu klein sein, so ist eine Auf-
teilung des Programms ohne weiteres möglich, zu-
mal die Prozeduren keine globalen Parameter en~­
halten. Bei Experimenten häufig auftretende Son-
derfälle, wie z.B. "fehlende Beobachtungen" u. 
dgl. sind berücksiChtigt. 
Die Bezeichnung der beiden Programme lautet: 
"Dosis-Wirkung, für korrelierte Wirkungen" und 
"Dosis-Wirkung, für nicht korrelierte Wirkungen". 
Das erste ist anzuwenden, wenn das gleiche Ob-
jekt oder Individuum (z.B. Versuchstier) die Ant-
worten auf unterschiedliche Dosierungen gibt, 
das zweite, wenn jede Dosierung an einem anderen 
Objekt oder Individuum eine Antwort hervorruft. 
A. Beschreibung der Dateneingabe für das Programm 
"Dosis-Wirkung, für korrelierte Wirkungen" 
Die im folgenden aufgeführten Symbole sind mit 
denen des Programms identisch. Indizierungen 
stehen in (). 
Die Antworten y(i,j) liegen in folgender Zwei-
Weg-Tafel vor (Beispiel für 5 Dosierungen x(l) 
bis x(5) und 4 Versuchstiere): 
Tier x (1) x (2) x (3) x (4) x (5) 
1 Y(l,l) Y(1,2) Y(1,3) Y(1,4) Y(1,5) 
2 Y(2,1) Y(2,2) Y (2,3) Y(2,4) FB (2,5) 
3 Y(3,1) Y(3,2) FB(3,3) Y (3,4) y (3,5) 
4 y (4,1) y(4,2) Y (4,3) y(4,4) y (4 ,5) 
FB(2,5) bzw. FB(3,3) bedeutet, daß bei dieser 
Behandlung bei der 5. Dosis und beim 2. Tier 
bzw. bei der 3. Dosis und beim 3. Tier die Ant-
wort aus irgendeinem Grund nicht erhalten werden 
konnte. 
Da die Wirkungen y(i,j) durch das gleiche Tier 
korreliert sind, resultieren aus dieser Behand-
lung mit 4 Tieren (= 4 Wiederholungen) 4 Dosis-
Wirkungskurven. Daraus wird eine mittlere Dosis-
Wirkungs-Kurve errechnet und zwar aus den Summen 
der Abweichungsquadrate und -produkte innerhalb 
der Tiere. 
(1) NR Nummer des Experimentes, das 
NG Behandlungen einschließt. 
Wenn NR = 0, dann Programmende. 
(2) ALFA = Signifikanzschwelle a in Prozent, 
entweder 1 oder 5 oder 10. 
(3) FB = "Fehlende Beobachtung", das heißt 
nicht, daß keine Wirkung (etwa Meß-
wert 0) vorhanden war, sondern, daß 
die Beobachtung wegen äußerer Umstände 
nicht durchgeführt werden konnte oder 
verloren ging. Die für FB einzusetzen-
de Zahl muß kleiner sein als die 
kleinste in diesem Experiment beobach-
tete Wirkung (z.B. -1000). 
(4) NG Anzahl der Behandlungen des Experimen-
tes 
(5) AG = Gewünschte Anzahl der Behandlungen, 
deren Dosis-Wirkungs-Kurve mit Konfi-
denzintervall in ein Diagramm gezeich-
net werden sollen. 0~AG~9, der Über-
sicht wegen nach Möglichkeit AG<5. 
(6) NED = Anzahl der zu berechnenden effektiven 
Dosen ED. Ist diese Berechnung nicht 
erforderlich, so ist NED = o. 
(7) Wenn NED > 0, dann: 
ED(l), ED(2), ... , ED(NED) = vorgegebene Wir-
kungen, für die eine effektive Dosis 
mit Toleranzintervall zu berechnen ist. 
(8) DO(l),TI(l) Anz.d.Dos.u.Wdh. (Tiere) d.l.Beh. 
DO(2),TI(2) " " " "" " "2." 
DO (NG) ,TI(NG) " " " " " " "NGten B. 
(9) LEG(O) = Name des Experimentes 
LEG(l), LEG(2), •.. , LEG(NG)= Name d. 1., 
2, ..• , NGten Behandlung des Experi-
ments 
Anmerkung: für jeden Namen eine Loch-
Karte; der Name darf daher 80 Symbole 
einschließlich Zwischenräume nicht 
überschreiten. 
(10) Beobachtungen: 
(a) x(l), x(2), ... ,X(DO(l)) = Dos. d. l.Behandl. 
{ 
(1,1) ,y (1 ,2) , ... ,y (1 ,DO (1)) = Wirkg.am l.Tier d .1.Beh. 
y (2,1) J Y (2,2) , ... , y (2,00 (1) ) = 11 2. 11 1. 11 
(b) •. . • 
Y(T~(l) ,1) :Y(TI(l) ,2) ,: .. Y(TI(l) ,DO(l)j: Wirkg. am 
TIten Tier d. 1. Behandl. 
Punkt (10) für die 2., 3., ... , NGte Behandlung 
des Experimentes. (Bei Wirkung Y(i,j) Punkt (3) 
beachten) . 
(11) FX = Kennziffer für die Transformation der 
Dosis x, d.h. eine der Ziffern von 
Obis 3 oder 
FX = -1, d.h. gehe zu Punkt (1) . 
FX Transformation 
0 keine 
1 log x 
2 l/x 
3 l/log x 
(12) FY = Kennziffer für die Transformation der 
Wirkung y, d.h. eine der Ziffern von 
Obis 3. 
FY Transformation 
0 keine 
1 log y 
2 l/y 
3 l/log y 
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Gehe zu .Punkt (11 ) , d.h. daß der ein-
malig eingelesene Datensatz nacheinan-
der mit verschiedenen Transformationen 
verrechnet werden kann. 
Lochung); Kartenende trennt ebenfalls 2 Zahlen. 
Bei Dezimalzahlen ist ein Dezimalpunkt zu lochen. 
Zu den Testdaten siehe ZETLER, G. und G. SING-
BARTL (1970). 
(1) (2) (3) (4) 
1969 5 -100 
(7) 25 50 75 100 
(8) 6 4 6 4 
Die in () stehenden Ziffern werden nicht gelocht; 
sie dienen zur Identifikation mit der vorange-
gangenen Beschreibung der Dateneingabe. Die Daten 
können ohne feste Feldeinteilung auf 80-spaltigen (9) Zetler Vorhof-Refrakt 
_._- _ .. _-- -. -.. 
IBM~Lochkarte-rihacheinander ' abge locht werden. Chinidin-Refrakt-7o 
2 Zahlen werden getrennt entweder durch zwei 
Leerspalten oder durch eine Kommalochung (0-3-8 
XYLOCAIN-Refrakt-7o 
Chinidin-Refrakt-69 
E X PER -t M E N T NR. 19&9 lETLER VORHO~~REFRAKT 
TRANSFORMATIO~ FU!R DOSIS~, FUER WIRKUNG Y 
LOG X LOG Y 
AD~ITIVE KONSTANT~ FU~P Dt~ WIRKUNG. 7.0000000 
BEHANDLUNG 1 CH1NIDrN-R~~RAKT-70 
N Ii 20 
SIGNIFIKANZSC~WELLE ALFA d .05 
REGRES$IONSGLEICHUNGE~ 
AD~ITtVE KONSTANTE BO 
REGRESSIONSKOEF~IttENT BI 
82 
53 
LINEAR QUADRATISCH 
3.527887466 2.314503662 
1.539209621 -.4415745184 
-.7716895674 
RESIDUtN .1&39016376 .1559109931 
.9220 .9076 
.2322 .3485 
JA JA 
KUBISCH 
3.3!)&5~9430 
2.1651:!3S95 
1.339163303 
.55112~438& 
.1&13826371 
.9224 
.4400 
JA 
3 
5 
(5) 
3 
4 
STANDARDABW~ICHUNS DER 
BESTIMMTHEITS~ASS B 
GRtNZWERT FUE~ B 
FuNKTION SIGNIFIKANT 
DIFFERENZ ZWISCHEN DEN B SIGNIFIKANT NEIN NUN LINEARE FUNKTION 
EFFEKTfVE DOSIS ED 25.000 ~ .0485132 FUE~ I.INEARE FUNKTION 
GR~NZEN DES TCLERANZINTERVALLES DER ED 25.000 SINC ,0424055 UND .0553289 
E~FEKTIVE DOSIS ED 50.000 ~ .0705914 FWER LINEARE FUNKTION 
GRENZEN DES TCLERANZINTERVALLES DER ED 50.000 SINC ,061682:3 UND .0824a24 
EFI"'EKTIVE OOSIS EO 75.000 s .08940~1 F'UER LINEARE "UNKTION 
GRENZEN DES TCLERANZINTERvALLES DER ED 75.000 SINC ,0769941 UND .107&003 
EFrEKTIvE DOSIS ED 100.00 d .10&21eQ I"'UER l.INEARE FUNKTION 
GRENZEN DES TCLERANZINTERVALL~S D~R ED 100.00 SIND ,0901422 UND .1:313070 
B E 0 B ACH T UNS E '" j t: S C >i A E T Z T E W I R K U N G (ENTTRANSFORMIERT) 
INtEX DOSIS WIRKUNG L.%NEAR QUACRAT%SCH KUBISCH 
1 .02000COOOO 1.000000000 1.181190214 .0318194384 ".0&e6673637 
2 .03000COOOO 5.000000000 8.270&61496 9.085481231 9.542878178 
3 .04500COOOO 10,00000000 21.5035Q689 25.92855651 2&.30609317 
4 .06750COOOO 30.00000000 46.20354497 53.37456635 52.28&43009 
5 .10200COOOO 65.0001)0000 9~.44199094 92.94375086 90.!i5671617 
& .15300COOOO 
7 .02000COOOO -5.000000000 1.181190214 .031&194384 -.0&Il&Q?3637 
8 .03000COOOO 10.00000000 8.270661496 9.085481231 9.542818178 
9 .04500COOOO 25.00000000 21.5035&689 25.92855651 2&.36609~17 
10 .06750COOOO 
11 01 0200COOOO 90.00000000 9~.44199094 92.9437508& 90.55Q71617 
12 .15300COOOO 130.0000000 lM.4807459 139.7071535 145,33'79921 
13 .02000COOOO 3.000000000 10181190214 .0378194384 ".0&86673637 
14 .03000COOOO 
15 .04500COOOO 30.00000000 21.50356689 25.92855651 2&.36&09317 
16 .06750COOOO 50,00000000 46.20354491 53.3745&635 52.28643009 
17 01 0200COOOO 120.0000000 9'~.44199094 92.94315086 90.55Q11617 
18 015300C 0000 
19 .02000COOOO 5.000000000 1,181190214 .0378194384 -.068&673637 
20 .03000COOOO 20.00000000 8.2706&1496 9.085481231 9.542818178 
21 .04500COOOO 40.00000000 21.5035&689 25.92855651 26.36609317 
22 .0&750COOOO 80,00000000 46.20354491 53,3745&635 52.28643009 
23 .10200COOOO 150.0000000 33.44199094 92,9437$086 90.55611617 
24 .15300COOOO 155.0000000 lM.48074S9 139.7071535 145,337992 1 
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(6) 
4 
(10) (a) 
(b) 
(a) 
(b) 
(a) 
(b) 
.02 .03 .045 .0675 .102 • 153 B • Beschreibun~ der Datenein~abe für das Pro~ramm 
5 10 30 65 -100 "Dosis-Wirkunl!iz für nicht-korrelierte Wir-
10 25 -100 90 130 kungen" 
- 100 30 50 120 -100 
20 40 80 150 155 {-I 
.077 .100 .130 .169 .220 .286 Die Antworten Y (i,j) liegen in folgender Ein-
e 18 40 45 68 85 Weg-Tafel vor (Beispiel für 5 Dosierungen X(l) 15 35 45 50 100 115 bis x (5) mit unterschiedlicher Zahl von Versuchs-35 45 65 80 105 145 tieren, d.h. von Wiederholungen je Dosis): 30 55 70 90 120 -100 
.02 .028 .0392 .0548 .0768 
P 22 49 75 215 17 53 110 255 27 56 115 272 12 35 65 117 290 
(11) (12) (11 ) (1) 
1 1 -1 0 
E X PER I M E N T NR. 1969 lETLER VORHOF-REFRAKT 
TRANSFORMATION FUER DO~IS X. FUER,JIRKUNG Y 
LOG X LOG Y 
ADDITIvE KONSTANTE FUE~ eIE WIRKU~E : 7.0000000 
BEHANDLUNG 2 XYLOCA!~-RE~RAKT~7J 
N • 23 
SIGNIFiKANZSC~WELLE ALFA : .05 
REGRESSIONSG~EICH0NGE N LINEAR QUADRATISCH 
ADDITIvE KONSTANTE BO 
REGRESSIONSKCEFFIZIENT BI 
B2 
B3 
2.162942395 2.4C1389639 
1.159515192 .2497492799 
-.5430347987 
STANDARDABWEICHUNG DER 
BESTIMMTHEITSMASS B 
GRENZWERT r:UER E 
RES IDUE ;~ .0557927274 
.9512 
.0538761995 
.9570 
FUNKT IbN SIG~IFIKANT 
DIFFERENZ ZWISCHEN DEN B 
.1-367 
JA 
s I G~J I F I K 4~~ T NEIN 
.297:3 
JA 
~,El N 
FU ,',KT ION 
KL;BISCH 
3.921150207 
6.095406853 
6.701169863 
2.900942415 
.0529245142 
.9610 
.3772 
JA 
LINEARE FUNKTIO~ 
EFFEKTIVE DOSIS ED 25.~OC •• 0322703 FUER ~INEARE 
GRENZEN DES rOLERANZINTERVÄLLE3 DER ED 25.000 SIND • ;)770000 lND .0887839 
FU :,KT lOt; EFFEKTIVE DOSIS ED 50.00e = .13535f3 FUER LINEARE 
GRENZEN DES TOLEPANZINTERV4LLES DER ED 50.000 SINC .1281099 lND .1427816 
EFFEKTIVE DOSIS ED 75.000 = .la521S4 FUER LINEARE 
GRENZEN DES TOLERANZI Nt ERVILLE3 DEF ED 75.000 SIND 
FU t,KT I ON 
.1748474 U~,D .1974644 
EFFEKTIVE DOSIS ED 100.00 • .2330008 FUER LINEARE 
GRENZEN DES TOLERANZI~TERV_LLE3 DEP ED 100.00 SINC 
FU : ~K T I ON 
.2171490 U~,D .2530879 
B E 0 B ACH T 
(ENTTRANSFOR~IERT) 
INDEX DOsIS 
1 .0770000000 
2 .1000000000 
3 .1300000000 
4 .1690000000 
5 .2200000000 
6 .2860000000 
7 .0770000000 
8 .1000000000 
9 .1300000000 
10 .1690000000 
11 .2200000000 
12 .2860000000 
13 .0770000000 
14 .1000000000 
15 .1300000000 
16 .1690000000 
17 .2200000000 
18 .2860000000 
19 .0770000000 
20 .1000000000 
21 .1300000000 
22 .1690000000 
23 .2200000000 
24 .2860000000 
WIRKU NG 
10.00000000 
18.0000000J 
4::l.0eO:)0000 
45.0eOOoooo 
63,000)0000 
85.00000000 
15.0COOOOOO 
35.00 00 0000 
45.000')00(;0 
50.00000000 
10 0.COCOOOO 
115.COOOOOO 
35.00000000 
45.00000000 
65.00000000 
80.001) ')0000 
lJ5.CO')0000 
14".0000000 
3).000)0000 
55.0CO(JOOOO 
70.0000000J 
9;).OCOOOOOO 
120.CO(JOOOO 
G E S C H A E T Z T E 
LIt;EAR 
22.6354465C 
33.1<2612331 
47.393405('5 
6f:.73357639 
93.10862675 
128.7033447 
22.63544650 
3::.12612331 
47.39340565 
06.733576:39 
93.10862675 
123.7033447 
22.635446S0 
33.12612331 
47.3,,340565 
66.73357639 
93.10862675 
120.7033447 
22.635446SC 
33.126123:11 
47.393405u5 
66.73357639 
'ß.l0862S75 
QUACRATISCH 
21.18260118 
33.00743524 
49.72349384 
69,70432438 
9.;.54202394 
120.3884604 
21.18260118 
33.60743524 
49.7234 :ß84 
69,70432438 
93,54202394 
120.~884604 
21018260118 
33.60743524 
49.72343384 
69.70432438 
93.5.c202394 
12003884604 
21.1e26 0 118 
33.6074,,524 
45.72349384 
69,70432438 
93.54202394 
WIR K U N G 
KUBISCH 
20.38363954 
35.26401997 
50.98657584 
67.89581645 
89.76741885 
125.3888246 
20.38363954 
35.26401997 
50.98657584 
67.89581645 
89.76741885 
125.3883246 
20.38363954 
35.26401997 
50.98657584 
67.89581645 
B9.7b741885 
125.3888246 
20.38363954 
35.<:6401997 
50.98657584 
67.89581645 
89.7b741885 
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x (1) x (2) x (3) x (4) x (5) ~!~~n~!nS!2~_r~1: 
Y(l.l) Y(1,2) y (1.3) Y(1,4) y (1.5) 
y (2.1) Y(2,2) y(2.3) Y(2.4) y (2.5) (1) NR = wie Punkt (1) der Dateneingabe (A) y (3. 1) y(3.2) y (3.3) y (3.4) y (3.5) (2) ALFA = " " (2) " " y(4.1) Y (4.3) y(4.4) (3) NG = " " (4) " " y (5.3) (4) AG = " " (5) " " 
Zahl der (5) NED = " " (6) " " Wiederh. 4 3 5 4 3 (6) ED = n " (7) " " 
Dieses Beispiel erfordert also 19 Versuchstiere. (7) N(1).N(2) ••••• N(NG) = Anzahl der beobachte-
Die Dosis-Wirkungskurve wird hier aus der Summe ten Wirkungen y 
der Abweichungsquadrate und -produkte für Total 1 •• 2 •••••• NGten 
errechnet. (8) wie Punkt (9) 
E X PER I M E N T NR. 1969 ZETLER VORHO~·REFRAKT 
TRANSFORMATION FUER DOSIS X, FUER WIRKUNG Y 
LO~ X LOG Y 
ADDITIVE KONSTANTE FU~~ O%E WIRKUNG • 7.0000000 
BEHANDLUNG 3 CH1NI01N-REFRAKT-b9 
N • 20 
SIGNIFIKANZSCHWELLE ALrA •• 05 
REGRESSIONSG~EICHUNGE~ 
ADOIT1VE KONSTANTE BO 
REGRESSIONSKOEFFIlIENT BI 
B2 
B3 
I.INEAR 
4.102378033 
2.072:1a88461 
STANDARDABWEICHUNd DER 
BESTIM~THEITSMASS B 
6RENZWtRT FUER B 
FUNKT1PN SIG~IFIK~NT 
DI~FERtNZ ZWISCHEN DEN 
REStDUEN .0$64651388 
.9871 
.2322 
JA 
B SIGNIFIKANT NEIN 
QUACRAT1sCH 
S.13386fJ995 
:Ia.69921S483 
.2228145574 
.0576672868 
.9875 
.3485 
JA 
NEIN 
EFFEKTivE DOSIS ED 25.000 •• 0286511 FUER LINEARE FUNKTION 
der Dateneingabe (A) 
KUBISCH 
16.45212364 
27.44897795 
18.03423345 
4.220487505 
.0530549873 
.9901 
.4400 
JA 
I.INEARE FUNKTION 
GRENZEN DES TOLERANZINTERVALLES DER ED 25.000 SIND .0275245 UND .0297511 
EFFEKTivE DOSIS EP 50.000 • .0318565 FUER LINEARE FUNKTIO~ 
GRENZEN DES TOLERANZINTERVALLES DgR ED 50.000 SIND .0366016 UND .0391435 
EFFEKTIVE DOSIS ED 75.000 •• 0451186 FUER LINEARE FUNKTION 
GRENZEN DES TOLERANZINTERVALLES DgR ED 75.000 SINC .0436059 UND .0467360 
EFFEKiIVE DOSIS ED 100.00 s .0513008 !"UER L:INEARE F'UNKTION 
GRENZEN DES TOLERANZINTEAV~LLES DER ED 100.00 SINC .0494621 UND .0533219 
B ~ 0 B ACH TUN G ~ N G E S C H A E T Z T E W I R K U NG 
IENTTRANSF'ORMIERTI 
INOEX DOSIS IJIRKUNG LINEAR QUACRATIsCH KUBISCH 
1 .0200000000 3.000000000 8.192249950 8.528691704 7.974175556 
2 .028-0000000 22.00000000 23.50995304 2~.17781833 25.45613804 
3 .0392000000 49.00000000 54.27184833 52.9451~710 52.94680860 
4 .0548000060 75.00000000 115.6782402 114.3359182 105.8329302 
5 .0708000000 21!i.0000000 239.9021950 245.3747591 254.6829395 
6 .0200000000 9.000000000 8.192249950 8.S28p91704 7.9'74175556 
7 .0280000000 11.00000000 23.50995304 2~.17787833 25.45613804 
8 .0392000000 53.00000000 54.27164833 52.94512770 52.94680860 
9 .0548000060 110.0000000 115.6782402 114.3359162 105.8329302 
10 .0168000000 255.0000000 239.9021950 245.3141591 254.6829395 
11 .0200000000 10.00000000 8.192249950 6.528691704 7.974175556 
12 .02eoOOoooo 21.00000000 23.50995304 2~.17181833 25.45613804 
13 .0392000000 56.00000000 54.27184833 52.94572770 52.94680660 
14 .0548000000 11!5.0000000 115.6762402 114.3359182 105.8329302 
15 .0768000000 212.0000000 2~9.9021950 245.3741591 254.6829395 
16 .0200000000 12.00000000 8.192249950 8.528691704 7.S7411555o 
11 .0280000000 35.0COOOOOO 23.50995304 2~,17781833 25.45613804 
18 .0392000000 65.0CoOOOOO 54.21184833 52.94572'770 52.94680860 
19 .0548000000 117.0000000 115.6782402 114.3359182 105.8329302 
20 .0168000000 290.0000000 239.9021950 245.3747591 254.6829395 
42 EDVin Medizin und Biologie 2/1971 
der 
Beh. 
(9) Beobacht ungen: 
(a) die D .' ( os~s x 
b) dann all . ( ) . _~e W~rku c _ nach d ngen zu .d er letzte  W. er Dosis x 
Dosis x fOlgt d' ~rkung y zu der 
"SchI ~e Zahl ußzahl" k -1000 000 ' (diese 
auch als 
_ 6 ann in ALGO 
10 abgelocht L 
Diese Folge (a) ( werden) . 
, b ), ( c) für d' ~e 1.,2., ... , 
AsIJEICHUNG VO~ DER PARAL.L.~I.ITAET I"UER OIE I.INfÖARE 
I3EHANDL.UNG 
1 2 JA 
1 :3 JA 
2 3 JA 
L E G E N D E 
1 • CHINIDIN-R 
2 • 
:3 • 
XYLOCAIN- EFRAKT-70 
CHINIDIN_=EFRAKT-10 Ef'"~AKT-69 
NGte 
(10) 
(11) 
Behandlung. 
(d) -100 E 0 000 oder - 6 
xperimentes 10 (am Schluß 
also zw' mit NG Beh eines e~mal -100 andlunge o n steht 
FX = wie P 000 oder 
FY ~ " unkt (11) der -'06 ). 
"( Dateneingabe 
Gehe 12) " (A) 
zu Punkt (10) " 
FUNKTI ON SIG~Jlf'"tKANT 
Nil 1969 %ETI.ER VORHOI"-REFRAI<T 
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!~~!:~e!:~!:! 
(1 ) (2) (3) ( 4) (5) 
1970 5 3 3 4 
(6) 25 50 75 100 
(7) 26 27 24 
(8 ) Zetler E Vorhof-Refrakt 
Chinidin-Ref;rakt - 70 
XYLOCAIN-Refrakt-70 
Chinidin-Refrakt-69 
(9) (a) (b) (c) 
. 02 10 5 1 3 -5 -1000 
. 03 20 10 5 35 - 1000 
. 045 25 40 30 10 55 -1000 
. 0675 110 50 30 80 - 1000 
.102 195 150 120 90 65 -1000 
. 153 225 155 130 -1000 
. 077 10 15 30 25 35 -1000 
. 100 18 35 25 55 45 -1000 
. 130 40 45 65 70 -1000 
.169 50 80 45 90 -1000 
. 220 68 120 110 100 105 -1000 
. 286 165 85 115 145 - 1000 
. 02 12 9 3 10 12 -1000 
. 028 37 22 17 27 35 -1000 
. 0392 53 65 53 75 49 - 1000 
. 0542 110 127 75 115 117 - 1000 
. 0768 290 272 215 255 -1000 
(d) -1000 000 
(10) (11) (10) (11) (10) (1 ) 
0 0 1 1 -1 0 
C. Beschreibung der Ausgabe für beide Programme 
(Vgl. Computerausdruck) 
1 . Nummer und Name des Experimentes 
2 . Art der Transformation für die Dosis x und 
die Wirkung y 
3 . Addit-ive Konstante; sie wird vom Programm 
her für die Wirkung y ermittelt , wenn die 
vorgegebene Transformation es erfordert. 
4 . Laufende Nummer und Name der Behandlung 
5 . Anzahl N der beobachteten Wirkungen der 
Behandlung 
6. Signifikanzschwelle a 
7. Regressionsfunktionen für die drei Ansätze 
(in spaltenweiser Anordnung): 
~1 = bo + b1x1 ; Y2 = bo + b1x1 + b2X2 ; 
b + b x + b x2 + 'b x3 
o 1 2 3 
Standardabweichungen der Residuen 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
000 
8. 
9 . Bestimmtheitsmaße B1 , B2 , B3 der drei Funk-
tionen von Punkt (7) mit Grenzwerten und 
Angabe, ob die betreffende Funktion signi-
fikant von Null verschieden ist . 
10. Angabe, ob die Differenz zwischen Bi und B2 
und zwischen B2 und B3 signifikant ist, 
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sowie Angabe , welche der drei Funktionen 
daraufhin in Betracht kommt. 
11 . Effektive Dosis (z . B. der ED50 ) für die 
lineare Funktion mit Angabe der Grenzen des 
Toleranzintervalles . Dabei werden folgende 
4 Fälle a , b, c , d unterschieden (s.Abb . l) . 
Falla : Untere und obere Grenze innerhalb des 
Bereiches der Dosierung . 
Fall bund c : Untere (obere) Grenze außerhalb 
des Bereiches der Dosierung; es wird als 
untere (obere) Grenze der Wert der An-
fangsdosis (Enddosis) angegeben . 
Fall d : Die ED liegt außerhalb des Bereiches der 
Dosierung . 
Eine Extrapolation wird in den Fällen b , c und d 
also nicht vorgenommen . Falls die Daten trans-
formiert wurden , erfolgt die Ausgabe in rücktrans -
formierten Daten . 
12 . Bei der Transformation l/x und l/y (Line-
weaver-Burck) wird die Michaelis-Konstante 
und der Maximalef fekt angegeben . 
13 . Tabellierung der Dosis x, der beobachteten 
Wirkungen y und der Schätzwerte Y1 , 92 , 13 
von Punkt (7) . Falls eine Transformation 
vor liegt, werden di e rücktransformierten 
Daten angegeben . 
Anmerkung: Die Ausgabe der Punkte 10. bis 13 . 
unterbleibt , wenn keine der drei Funktionen sig-
nifikant i st (siehe Punkt (9». 
Diese Ausgabe folgt nacheinander für jede der 
NG Behandlungen. 
14 . Teste auf Parallelität für die lineare Funk-
tion zwischen allen NG Behandlungen des 
Experimentes . 
15. Graphische Darstellung der linearen Regres-
sionen der NG Behandlungen mit Konfidenz-
inter vallen über den Schnelldrucker. Bei 
Transformation beziehen sich die Skalen auf 
rücktransformierte Daten . 
Ein Beispiel für die Ausgabe der Ergebnisse ent~ 
hält der Anhang für die Testdaten aus dem Pro-
gramm "Dosis .. Wirkung, für korrelierte Wirkungen", 
und zwar aus Gründen der Raumersparnis nur für 
die 1 . Behandlung Chinidin-Refrakt-7o . Dann fol -
gen die Parallelitätsteste und zum Schluß die 
Dosis-Wirkungs-Geraden mit Konfidenzintervall. 
Fallen 2 Punkte aufeinander , so wird nur die 
höhere Kennziffer ausgedruckt. In dieser Darstel-
lung wurden die Verbindungslinien zwischen den 
Punkten (Kennziffern) von Hand nachträglich ein-
gezeichnet. 
y 
ED 
y 
ED 
x 
u ED o 
c /: /: 
/ ' 
. +- . - '",,-'-' , . 4-
/': : ..... : 
."" : ....... :: 
/ 
y b / / 
/ 
, ,/ 
ED >.:- . ' .1'f 
: :,..: 
y 
ED 
: /. : 
~/ : ' 
i '*' I U E:D 0 
x 
d / 
.+._._.L._ 
~ 
/ 
"" / 
x 
ED ausserhalb der 
Dosierung 
Regressionsgerade mit -- - Konfidenzgrenzen 
- . _ . Vorgegebene Wi rkung für die zu berechnende ED 
I J. I Toleranzintervall mit unterer (U) und 
U ED 0 oberer (0) Grenze 
Abb. 1 
D. Allgemeine Hinweise zu den beiden Programmen 
Jedes Programm enthält außer den Ein- und Aus -
gabeprozeduren, die ohne Mühe auf andere Anlagen 
mit ALGOL-Compiler abgestimmt werden können , fol -
gende Prozeduren : 
a) Grenzwerte für a = 0 . 01 , 0.05 und 0 . 10 für die 
t- und F- Verteilung 
b) Transformationen und Rücktransformationen 
c) Invertierung einer positiv definiten symmetri-
schen Matrix 
d) Berechnung der Polynome und Toleranzgrenzen 
(die Ausgabe der Punkte 1 . bis 14 . ist darin 
enthalten) 
e) Graphische Darstellung (Punkt 15 . ) über den 
Schnelldrucker . Diese Darstellung könnte auch 
über einen Plotter erfolgen , was aber etwas 
mehr Zeit beanspruchen würde. 
Polynomapproximationen über den dritten Grad 
hinaus sind ohne weiteres möglich . Jedoch zeig-
ten bisher durchgeführte Untersuchungen , daß das 
in der Regel nicht erforderlich ist . Außer den 
hier angegebenen 16 Transformationen kann das 
Programm leicht abgeändert oder erweitert werden 
auf Funktionen des Typs y = b + bxm (für m ~ 0), 
o 
wobei m der Exponent ist, der das lineare Be -
stimmtheitsmaß zwischen y und x maximiert . (Siehe 
E. WEBER, 1967) . 
Die hier programmierten statistischen Methoden 
beziehen sich auf LINDER (1961), FIELER (1964), 
WEBER und BROTT (1963). 
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Ein Algorithmus zur Berechnung des Kendall-Rang-Korrelarionskoeffizienten 
Von H. Hochadel 
Zusammenfassung 
Dep AZgopithmus bepechnet den KendaZZ-Rang-KoppeZationskoeffizienten (KRKK) dipekt aus dep 
Stichppobe ohne Soptiepen und ohne besondepe BehandZung Von WiedephoZungen (ties). 
Tpeten in den Beobachtungs~epten WiedephoZungen auf, die bei übZichep Soptiepung keine 
eindeutige ReihenfoZge epgeben, eppechnet dep AZgopithmus den MitteZ~ept des KRKK aus 
aZZen m~gZichen Anopdnungen. Damit eph~Zt man immep ein eindeutiges Epgebnis. 
Summapy 
The aZgopithm computes the KendaZZ-Rank-CoppeZation-Koeffizient (KRKK) dipectZy fpom the vaZues 
of the sampZe ~ithout sopting op speciaZy handZing of ties. If thepe ape ties in the sampZe, 
~hich do not aZZo~ a unique opdep, the aZgopithm computes the mean of the KRKK of aZZ possibZe 
pepmutations. So you get aZ~ays a unique pesuZt. 
Um aus einer verbundenen Stichprobe (Xi' Yi ), 
i = 1 ..•. n, den Kendall-Rang-Korrelationskoeffi-
zienten (KRKK) zu berechnen, werden den Beobach-
tungswerten üblicherweise zuerst die Zahlen von 
1 bis n als Rangzahlen zugeordnet (vgl. u.a. 
KENDALL (1962)). Da für die Rechnung jedoch nur 
die in den Stichprobewerten in gleicher Weise 
vorhandenen Relationen <, = ,> verwendet werden, 
kann man dem Computer diesen aufwendigen Pro-
grammschritt ersparen. 
Setzt man zunächst die Folge (Yi ) aufsteigend 
geordnet voraus (Yi < Yi +1 ), erhält man den KRKK 
nach der Formel 
T = SX (1) N'l 
Dabei ist SX der Rangwert der Folge (Xi)' NY der 
Rangwert der geordneten Folge (Yi ) und NX der 
Rangwert, den die Folge (Xi) hätte, wenn sie 
ebenfalls aufsteigend geordnet wäre. 
Wenn in den Folgen (Yi ) und (Xi) keine Wieder-
holungen (ties) auftreten, ist die Formel (1) 
nicht prOblematisch. Kommen jedoch in der Folge 
(Yi ) gleiche Werte vor, so hängt die Anordnung 
in der Folge (Xi) und damit die Werte SX und T 
vom Sortiervorgang ab. 
Beispiel: i Xi Yi 
1 2 2 
2 3 3 
3 4 2 
4 1 1 
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Ordnet man die Y-Werte der GrBße nach, so 
ergeben sich die folgenden Anordnungen mit 
unterschiedlichen Werten für den KRKK T. 
a) X 124 3 SX = 4 T = 0,73 
Y 1,2,2,3 
b) X 142 3 SX = 2 T = 0,36 
Y 1,2,2,3 
Die Vielfalt der Ergebnisse läßt sich noch da-
durch erhBhen, daß man die Rollen von X und Y 
bei Berechnung des KRKK vertauscht. 
Mit den Werten des obigen Zahlenbeispiels erhält 
man 
c) Y 1 2 3 2 SY = 3 T = 0,55 
X 1,2,3,4 
Eine Eindeutigkeit des KRKK (auch einschließlich 
für den Fall c) läßt sich dadurch erreichen, daß 
man statt des zufälligen Wertes SX den Mittel-
wert EX aus allen Anordnungsm5glichkeiten (bei 
geordneter Folge (Yi )) verwendet. 
T SX = 
VNX· NY 
(2) 
Der Rechenaufwand für die Formel (2) ist nicht 
grBßer als der für die Formel (1). 
Berechnung von SX 
Der Rangwert SX ist 
n-l n 
SX = I I S .. 
i=l j=i+l J~ 
mit {" falls Xj>Xi Sji = -1 " Xj<Xi 0 " Xj=Xi 
Setzen wir voraus, daß in der Folge (Yi ) nur 
ein Wert mehrfach auftritt, also z.B. 
Yl = YI +1 = •••• = YI +k (im Beispiel a), b): 
(3) 
Y2 = Y3 ), dann kan man die Werte XI'XI+l .••• XI+k 
beliebig permutieren, und jede dieser (k+l)1 An-
ordnungen ist gleichberechtigt zur Bestimmung 
von SX und damit von T (nach (1)) . Die Permuta-
tion verändert natürlich nur die Werte Sji' für 
die Yj = Yi gilt . (Im Beispiel a), b) nur S32)' 
Der Mittelwert SX ist daher eine Konstante 
SX' plus dem Mittelwert SX" der betroffenen Sji 
aus diesen (k+l)1 Permuta~ionen der Werte 
Xl' XI +k • Wegen der vollständigen Permuta-
tion ist der Mittelwert SX" gleich Null, d .h. 
man kann diese Sji von vornherein gleich Null 
setzen. 
Sind in der Folge (Yi ) mehrere Wiederholungs-
gruppen vorhanden, so gilt dies für jede dieser 
Gruppen. 
Damit erhält man für SX folgende Berechnungs-
vorschrift: 
n-l n 
SX = 
iL 
I S .. j=i+l J~ 
mit 
r falls Xj>Xi u. Y j;t Y. ~ Sji = -1 " Xj<Xi u. Yj ;t Y. ~ 0 sonst (4) 
Berechnung von NY und NX 
NY ist der Rangwert der aufsteigend geordneten 
Folge (Yi )· Für die Berechnung gilt: 
n-l n 
NY = I IN . . 
i=l j=i+1 J~ 
mit 
{ +: 
falls Yj>Yi 
Nji = (5) 
sonst 
Für die geordnete Folge (Yi ) kommen in den an-
gegebenen Summationsgrenzen nur die Fälle Y.>Y. J ~ 
und Yj = Yi vor . D.h. die Werte Nji sind i . a. 
+1 außer bei Wiederholungen. 
KENDALL (1962) gibt für diese Summe die folgende 
Formel an 
NY = n(n-l) _ TY , -2--
wobei TY die Anzahl der Werte N .. = 0 ist. J~ 
Entsprechend berechnet sich NX aus der aufstei-
gend geordneten Folge Xi: 
n-1 n 
NX = I IN .. 
i=l j=i+1 J~ 
mit 
N •• 
J~ sonst 
(6) 
Verzicht auf Sortieren 
Nach Formel (5) berechnet sich NY aus der Anzahl 
der Glieder Yj mit Yj>Yi • Da für (5) die Folge 
(Y i ) als aufsteigend geordnet vorausgesetzt ist, 
genügt es, nur die Indizien j>i zu untersuchen, 
d.h. bei der Summe NY läuft der Index j nur von 
i+1 bis n . Ist die Folge (Yi ) dagegen ungeord-
net, erweitern sich in der Formel (5) nur die 
Summationsgrenzen. 
Mit den Differenzen 
Yj - Y. = DYji ~ 
erhält man 
n n 
NY = 
iL 
IN .. j =1 J ~ 
mit 
{+: 
falls DYji>O 
Nji = 
sonst (8) 
Diese Formel erspart zwar das Sortieren, erhöht 
jedoch den Rechenaufwand wesentlich. Eine genau-
ere Betrachtung zeigt jedoch, daß dieser Aufwand 
wieder reduziert werden kann. 
Aus DYji>O folgt DYij<O. Das besagt, man muß nur 
die Indizes j>i betrachten, um auch die Diffe-
renzen für j<i zu kennen. 
Aus Gleichung (8) erhält man damit 
n-1 n 
NY = 
iL 
I N .. j=i+1 J~ 
mit 
{ +: 
falls DYji -J 0 N .. = J~ falls DYji = 0 (9) 
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!:lUÖK JUT}, t Kt~~Uj{K t~ , Y , ~ , lAU . K ) 
c ~~ ~*~*~*.~***.**.»*~**~*******~****.**~.~*****.***. 
C 1,~PIJT - V~L T JI'( k "hStK~'ATIOji:::' I- I ;{ I VAI'( I .lt1lt 
C Y = I~P'.J l - VtCTf K lk DO,tKVAIIIJ; ;tCUNU VAklAtlLt 
C FiPU T - ,\j U ",tH K Ur- (lb!:lE: k.\l AT IUN~ 
eTAt) = OU TPUT - K~ N DAL l KA NK KOKK~ L Al I ON KUtFfICIcN T 
C K. = 'JU TfJU l - + 1 If r Au CdU l l) NIIT t1E co ~,>u r tlJ 
C ~ = DunU T - UkO NORMA L CA;t 
L * ***.~.***************~.***~**~*****~**.*.~****~*** 
U I ~tNS I ON XI I I . YI II 
I ·I~ . LE . I I bU TU 40 
FN X : O . 
f-NY = o. 
S : O. 
K = 0 
NI = N-I 
0(1 20 I = I . ~ I 
NJ : I + 1 
DU 20 J - P.~J , N 
UX = XI J l - XI I I 
l'Y = Y I J I - Y I I I 
If l ox . ~E . O . 1 FNX : f NX +1 . 
I r ( DY . Nt- . O. ) FNY ';NY + 1. 
If CDXY-:'Y ) 1. 0 , 20 t 30 
S = S - I . 
GO TO 20 
j O S = S + I . 
20 CON TI NIJE 
lH FN X. E'J . O. I GO [ U 40 
I FI FNY . EV . O. I GO TO 4 0 
TAU = S/SUk Tlf NX*FN YI 
RET URN 
40 K : 1 
T AU = O . 
kU URN 
END 
Aus (6) erhält man entsprechend 
n-1 n 
NX = I; I; N •. 
.L . L. 1 J1 1=1 J=l+ 
mit 
{ +1 falls 0 falls 
Dabei gilt 
DXji "# 0 
DXji = 0 (10) 
(11) 
Wenn man die Formel (4) auf ungeordnete Stich-
proben ausdehnt und entsprechend den obigen Uber-
legungen weiter untersucht, erhält man schließ~ 
lich für SX die recht einfache Rechenvorschrift 
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n-1 n 
SX = 
.L L S .. 1=1 j=i+1 J1 
mit (12) 
{'~ falls DYji DX .. >0 Jl S .. = falls DYji DX . . =0 J1 J1 
-1 falls DYji DX .. <0 Jl 
In dem nachstehenden FORTRAN-Programm sind die 
Formeln (9), (10) und (12) zur Berechnung des 
KRKK zusammengefaßt . Aus den Formeln ersieht 
man, daß die Folgen (Y i ) und (Xi) völlig gleich-
berechtigt sind, d.h. daß eine Vertauschung nach 
Beispiel c) den gleichen Wert ergibt. 
Die Vorteile dieses Algorithmus für ein Compu-
terprogramm sind: 
Keine Hilfsspeicherplätze, 
kein Sortieren, 
keine Abfragen auf Wiederholungen, 
Eindeutiges Ergebnis, wenn Wiederholungen 
vorhanden sind. 
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Zur Verwendung des Plotters bei der Auswertung von Versuchsergebnissen 
Von H. Geidei, P. Schäfer und W. Fischer 
Zusammenfassung 
Bei der Auswertung eines zweifaktorieZZen DUngungssteigerungsversuahes bereitet die graphisahe 
DarsteZZung der Versuahsergebnisse erhebZiahe Sahwierigkeiten . Mit HiZfe eines PZotterprogrammes 
kann man die siah aus den Versuahsergebnissen ergebenden '~rtragsfZaahen" bereahnen und zeiahnen 
Zassen . 
Summary 
At the interpretation of a bi-faatoriaZ experiment of raising fertiZizers the graph of resuZts 
makes aonsiderabZy diffiauZties. The "ErtragsfUtahen" resuZting from the experimentaZ resuZts 
aan be evaZuated and designed with the heZp of a PZotter program. 
Neben der zahlenmäßigen Auswertung eines Ver-
suches oder einer Versuchsserie mit Hilfe eines 
Computers kann man mit verschiedenen Ausgabe-
geräten auch eine graphische Ausgabe der Ver-
suchsergebnisse erhalten. Im Mittelpunkt steht 
dabei heute die Ausgabe über Plotter, da die so 
angefertigten Zeichnungen sich gegebenenfalls 
leicht vervielfältigen lassen . Es soll hier über 
die Darstellung von Versuchsergebnissen berich-
tet werden, die schon bei der manuellen Erstel-
lung schwierig ist, da bedingt durch die geprüf-
ten Faktoren eine Darstellung nur in einem räum-
lichen Koordinatensystem sinnvoll ist . 
Dabei sind die Punkte - hier 16 - zu verbinden, 
um die sich ergebende Fläche ("Ertragsfläche") 
erkennen zu können . Die Verbindung der einzelnen 
Punkte kann durch Geraden erfolgen oder sinnvol-
Ausgangspunkt waren die Teilstückerträge 
Yijk 
eines N-K Steigerungsversuches bei Kartoffeln , 
wobei je 4 N-Stufen und 4 K- Stufen geprüft 
werden. Da es sich um eine orthogonale Versuchs-
anlage handelt, ergeben sich insgesamt 16 Prüf-
oder Versuchsglieder mit je 3 Wiederholungen . 
Die Aufgabe bestand nun darin, die 16 Prüfglied-
mittelwerte 
Yij 
graphisch darzustellen. 
Zahlenmäßig lassen sich diese Mittelwerte in 
einer Matrix anordnen, die ergänzt wird durch 
die jeweiligen Spalten- und Zeilenmittelwerte 
(vgl. Tabelle 1). 
Graphisch sind diese Werte als Ordinatenwerte 
über einer entsprechend eingeteilten Zeichen-
ebene in einem räumlichen Koordinatensystem aif-
zutragen (vgl. GEIDEL 1970 und MüLLER 1965). 
Tabelle 1: Erträge in kg pro Parzelle 
36.0 
3E . O 
3~. 0 
32.1] 
30 . 0 
28.0 . 
26. 0 
24 . 0 . 
22.0 
20.0 
18.0 
16.0 
14.0 
12,0 
11).0 
8.0 . 
0.0 
2.0 
0.0 
K 0 
8.63 
11.50 
14 . 27 
16.00 
K1 K2 
10 . 47 8 . 40 
12.90 13 . 87 
15 . 63 15 . 77 
17 . 03 17 . 93 
!l» r----- -![-;'~--
~ ~------_:.'. ------,~:~-(' ,,~~ :,r : 
" 
K3 
10 . 10 
13 . 20 
16 . 97 
18.30 
\ 
N 
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ler durch eine Interpolationskurve, die sich den 
jeweiligen Werten besser anpaßt. Bei einer Plot -
terzeichnung können die Interpolationen automa-
tisch durch Plotterroutinen berechnet und an-
schließend gezeichnet werden. 
Die Abb. 1 zeigt die Plotterausgabe für die in 
Tabelle 1 wiedergegebenen Daten . Entsprechend 
der Versuchsplanung wurden bei beiden Nährstof-
fen äquidistante Abstände gewählt . Aber auch dann, 
wenn die einzelnen Düngerstufen unregelmäßige 
Abstände aufweisen, kann das bei der Ausgabe 
entsprechend berücksichtigt werden . 
Statistisch wäre es durchaus sinnvoll, bei dem 
hier vorliegenden Datenmaterial die Ertragsflä-
che als Regressionsfläche zu berechnen und dar-
aus dann mögliche Extremwerte zu berechnen . Eine 
so berechnete Regressionsfläche ließe sich in 
der gleichen Art zeichnerisch darstellen, wobei 
auch die Abweichungen der einzelnen Beobachtungs-
punkte von der Regressionsfläche mit eingezeich-
net werden können . Über diese Art der Auswertung 
wird in einer weiteren Arbeit berichtet. 
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Die zusammenfassende Analyse einer Serie von Spaltanlagen 
Von H. F. Utz 
Zusammenfassung 
Für Spaltanlagen, die als Serie an verschiedenen Orten und über mehrere Jahre angelegt sind, 
wird die zusammenfassende Auswertung gegeben. Varianzanalyse, Erwartungswerte der MQ, F-Tests 
und Grenzdifferenzen werden für drei Modellarten (fix, zufällig und gemischt) dargestellt . 
Die Berücksichtigung von fehlenden Werten und die Auswertung mit Hilfe elektronischer Daten-
verarbeitungsanLagen werden diskutiert. 
Summary 
The combined anaLysis of aseries of split plot experiments conducted OVer several pZaces and 
years is expLained. Analysis of variance, expectations of mean squares, F-tests, and least 
significant differences are given for random, fixed, and mixed models, respectively. The handLing 
of missing data as weLl as the evaluation by means of computers are discussed. 
1. Einleitung 
Im Feldversuchswesen werden oft Spalt anlagen 
über mehrere Orte und Jahre durchgeführt. Zum 
Beispiel werden Landessortenversuche, die primär 
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zur Prüfung von Sorten dienen, mit einem zusätz-
lichen Faktor (Stickstoffdüngung, CCC-Behandlung 
0.1.) angelegt. Auf diese Weise kann die P~ssage­
kraft solcher Versuche vergrößert werden, da die 
Sorten über einen gr6ßeren Umweltbereich geprüft 
werden und Informationen über die günstigsten 
Anbaubedingungen für die einzelne Sorte gewonnen 
werden k6nnen. Technisch gesehen erfährt dabei 
meist ein Teil der B16cke eine zusätzliche Be-
handlung. Etwa k6nnte man. wenn vier B16cke vor-
gesehen sind. zweien dieser vier B16cke eine 
Stickstoffspätdüngung geben. Damit wäre die ein-
fache Blockanlage mit vier Wiederholungen in 
eine Spaltanlage mit zwei Wiederholungen abge-
wandelt. Werden Spaltanlagen über mehrere Orte 
und Jahre in Form einer Versuchsserie angelegt. 
dann wird eine zusammenfassende Auswertung not-
wendig. 
Die Analyse von Versuchsserien. bei denen die 
Basisanlage ein einfacher Block.versuch darstellt. 
ist bekannt (siehe COCHRAN und COX 1957). ebenso 
die Auswertung einer Spaltanlage als Einzelexpe-
riment (siehe z.B. COCHRAN und COX 1957. STEEL 
und TORRIE 1960). Die kombinierte Analyse von 
Spaltanlagen über mehrere Orte und Jahre soll im 
folgenden behandelt werden. Dabei wird nach den 
von EISENHART (1947) unterschiedenen Modellen 
(fix. zufällig und gemischt) differenziert. 
2. Analyse eines Einzelexperiments 
Vor einer kombinierten Analyse ist es nützlich. 
jeden Einzelversuch getrennt zu verrechnen. indem 
eine Varianzanalyse für die einzelne Spaltanlage 
durchgeführt wird. Zu diesem Zweck wird folgen-
des biometrische Modell zugrunde gelegt: 
(1) 
Dabei ist 
der beobachtete Parzellenwert. 
der allgemeine Mittelwert. 
der Effekt der i-ten Behandlung 
(erster Faktor. i = 1.2 ••••• A). 
der Effekt der m-ten Wiederholung 
(m = 1.2 ..... R). 
der Fehler der Großteilstücke. 
der Effekt der j-ten Sorte 
(zweiter Faktor. j = 1.2 ••••• T). 
(at)ij der Interaktionseffekt der i-ten 
Behandlung mit der j-ten Sorte. und 
der Fehler der Kleinteilstücke. 
Als zufällige und normalverteilte Variable sind 
die Fehler e und d anzusehen. Ebenso gelten die 
Wiederholungen r im Feldversuchswesen in der Re-
gel als zufällig und normalverteilt. Dies trifft 
jedoch für die anderen Faktoren nicht zu. In 
einem Landessortenversuch etwa wird man t und a 
als fix betrachten. da nur über die T Sorten und 
die A Düngungen Aussagen gemacht werden sollen. 
Für einen Züchter dürfte andererseits t als zu-
fällig gelten. falls er die genetisch bedingte 
Varianz in seinem Zuchtmaterial feststellen will. 
Ob ein Faktor fix oder zUfällig ist. muß damit 
im Einzelfall entschieden werden. da der Gültig-
keitsbereich der Aussage bzw. die Wahl des F-
Tests davon abhängt. 
Die Freiheitsgrade und die F-Tests sind in Tabel-
le 1 dargestellt. Die F-Werte zum Testen der 
Nullhypothesen sind unterschiedlich. je nachdem 
Tabelle 1: F-Tests für eine Spalt anlage (Einzelexperiment) 
F-Werte 
Varianzursache FG MQ Behandlungen zufällig Behandlungen fix 
Sorten Sorten Sorten Sorten 
zufällig fix zufällig fix 
Großteilstücke RA-I 
Wiederholungen R-l MI Ml/M3 Ml/M3 Ml /M3 Ml /M3 
Behandlungen A-l M2 (M2+M6 )/(M3+ MS) M2/M3 (M 2+M6)/(M3+MS) M2/M3 
Fehler a (R-l) (A-l) M3 M3/M6 M3/M6 M3/M6 M3/M6 
Kleinteilstücke RA(T-l) 
Sorten T-l M4 M4/M5 M4/M5 M4/M6 M4/M6 
Behandlungen x Sorten (A-l) (T-l) MS MS/M6 MS/M6 M5/M6 MS/M6 
Fehler b A(R-l)'(T-l) M6 
Total RAT-l 
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Tabelle 2: Zusammenfassende Varianz analyse 
Varianzursache FG SQ MQ 
Orte P-l S4-S1 M1 
Jahre Q-l S5-S1 M2 
O. x J . (P-l) (Q-l) S17-S4-S5+S1 M3 
Wiederh . in O.u.J. PQ(R-l) S6-S17 M4 
Behandlungen A-l S2-S1 M5 
B. x O. (A-l) (P-l) S8-S2-S4+S1 M6 
B. x J. (A-l) (Q-l) S9 - S2-S5+S1 M7 
B. x O. x J. (A-l) (P-l) (Q-l) S10-S8-S9-817+S4+S5+S2-S1 M8 
zus . gef . Fehler a PQ(A-l) (R-l) S18-S10-S6+S17 M9 
Sorten T-l S3-S1 M10 
B. x S. (A-l) (T-l) S7-S3-S2+S1 Mn 
S . x O. (T-l) (P-l) S14-S3-S4+S1 M12 
S . x J. (T-l) (Q-l) S15-S3-S15+S1 M13 
S. x O. x J. (T-l) (P-l) (Q-'l) S16-S15-S14-S17+S3+S4+S5-S1 M14 
B. x S. x O. (A-l) (T-l)(P-l) S11-S7-S14-S8+S3+S2+S4-S1 M15 
B. x S. x J. (A-l) (T-l) (Q- l) S12-S7- S15-S9+S3+S2+S5-S1 M16 
B. x S. x O. x J . (A-l)(T-l) (P-l) (Q-l) S13-S11-S12-S16-S10+S15+S14+S7+S9+S8+S17-S3-S2 M17 
zus . gef . Fehler b PQA(T-l) (R-l) S19-S18-S13+S10 """"'\...::S4-S5+S1 M18 
Total PQATR-l S19-S1 
ob ein zUfälliges, f i xes oder gemischtes Modell 
vorliegt. Dies läßt sich aufgrund der E~wartungs ­
werte der MQ beweisen. Letztere finden sich z.B . 
bei FEDERER (1955) oder STEEL und TORRIE (1960) . 
Der F-Test für die Behandlungen a wird , sofern 
die Sorten t zUfällig sind , nach SATTERTHWAITE 
(1946) bzw. COCHRAN (1951) berechnet. Dieser 
Test ist approximativ; die dazugehörigen Frei-
heitsgrade für Zähler und Nenner sind 
NI = (M2 + M,)2/(M~/FG2 + M:/FG,) 
N2 = (M, + MS ) 2/ (M!/FG, + M!/FG s )' 
3. Zusammenfassende Analyse 
Nach den Einzelanalysen kann die kombinierte 
Analyse über Orte und Jahre folgen . Dabei soll 
in Erweiterung von (1) folgendes Modell zugrunde 
gelegt werden: 
Xijklm = ~ + a i + Pk+ ql+ (ap)ik+ (aq)il+ (pq)kl 
+ (apq)ikl+ r klm+ diklm+ t j + (at)ij 
+ (tP)jk+ (tq)jl+ (tPq)jkl+ (atp)ijk 
+ (atq)ijl+ (atpq)ijkl+ eijklm • (2) 
Dabei ist 
Xijklm der beobachtete Parzellenwert , 
~ der allgemeine Mittelwert, 
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ai der Effekt der i-ten Behandlung (i = 1,2, ••• , A), 
Pk der Effekt des k-ten Ortes (k = 1 , 2, . .. ,P), 
ql der Effekt des l - ten Jahres (1 = 1,2, ... ,Q), 
(ap)ik' (aq)il ' (pq)kl' (apq)ikl 
die entsprechenden Interaktionseffekte, 
der Effekt der m-ten Wiederholung am 
k- ten Ort im I-ten Jahr (m = 1,2, • •• ,R), 
der Fehler der Großteilstücke, 
der Effekt der j-ten Sorte 
(j = 1 , 2, . .. ,T), 
(at)ij' (tP)jk' (tq)jl ' (atp)ijk' (atq)ijl' 
(tPq)jkl und (atpq)ijkl 
die entsprechenden Interaktionseffekte, 
eijklm der Fehler der Kleinteilstücke . 
Die Variablen p,q,(pq),r,d und e werden als zu-
fällig und normalverteilt mit Mittelwert 0 und 
Varianzen 0 2 0 2 0 2 0 2 0 2 0 2 angenommen. p , q , pq , r ' d ' e 
Die Variablen a und t sind, wie oben dargelegt, 
entweder fix oder zufällig. Die Interaktionen 
sind zufällig, sobald ein darin enthaltener Ef-
fekt zufällig ist. zum Beispiel ist die Inter-
aktion (atp) zufällig, sofern p zufällig ist, 
auch wenn a und t fixiert sein 3.011 ten. 
Die Varianzanalyse ist in Tabelle 2 und 3, die 
Erwartungswerte der MQ sind in Tabelle 4 und die 
F-Tests in Tabelle 5 dargestellt. Die Herleitung 
der ETWartungswerte wurde nach CORNFIELD und 
TUKEY (1956) vorgenommen. Sehr oft kann die Be-
rechnung der MI bis M~ entfallen, z.B. bei Stam-
mesprüfungen, da hier die Orts-, Jahres- oder 
Wiederholungs varianz meist von geringem Interes-
se ist. M" M, und MI7 lassen sich auch durch 
Addieren der entsprechenden SQ bzw. FG aus den 
Einzelexperimenten gewinnen, z.B. ist 
M, = ~SQ(Fehler a) / ~FG(Fehler a), (3) 
wobei jeweils über die PQ Einzelexperimente 
summiert wird. Die F-Tests der Tabelle 5, bei 
denen Zähler und Nenner aus verschiedenen MQ 
gebildet werden, sind wiederum approximativ nach 
SATTERTHWAITE berechnet. 
Etwa ist der F-Wert für Sorten, falls Sorten und 
Behandlungen als fixiert gelten, gleich 
F = (MI, + MH)/(M IZ + MIs ) 
mit den Freiheitsgraden 
Nt = (M I .+ MI,)1/(M~o/FGI'+ M~,/FGH) 
N1 = (M I2 + MIS)2/(M~1/FGI1+ M~s/FGIJ) • 
Die Grenzdifferenz für die Sorten erhält man 
über den Standardfehler der Differenz zwischen 
zwei Sortenmittelwerten 
Tabelle 3: Zusammenfassende Varianzanalyse 
(Berechnung der Quadratsummen) 
/(ATPQR) 
S2 = EX~ /(TPQR) i 1 •••• 
S3 = rx 2 , /(APQR) j • J ••• 
S4 = ~~.k .. /(ATQR) 
S5 = ~X~ •. l./(ATPR) 
S6 = EX~ ••• m/(ATPQ) 
m 
S7 = ~~Xfj ..• /(PQR) 
1J 
S8 = rEx1~ k /(TQR) ik .•. 
S9 = fiXf .. l./(TPR) 
SIO 
Sll 
S12 
S13 
S14 
S15 
S16 
S17 
S18 
S19 
= rrrx~ kl /( TR) ikl 1. • 
= ~~kUfjk • .!(QR) 
1J 
= rrrx~ . 1 /(PR) ijl 1J •• 
= LrELX~ "kl /R ijkl 1J . 
= EEX 2 'k /(AQR) jk . J •• 
= ~iX: j .l./(APR) 
= EEEX 2 'kl /(AR) jkl . J , 
= rr,x 2 kl /(ATR) kl .. • 
= rrLrx~ kl /T iklm 1. m 
= EEEEExf'kl ijklm J m 
wobei die Summen in Punktschreibweise symboli-
siert sindj z.B. steht Xi k für ~~rx. 'kl • 
••• Jlm 1J m 
wobei 
Tabelle 4. Erwartungswerte der MQ für die zusammenfassende Varianzanalyse 
0 2 
Erwartungswerte der MQ 
MQ 0 2 0 2 0 2 0 2 0 2 0 2 0 2 0 2 0 2 0 2 0 2 0 2 0 2 0 2 0 2 0 2 0 2 e d atpq atp atq apq tpq at ap aq tp tq pq r a t p q 
MI 1 T Rk akt QRkakt -- TRk ARkt --a TQRka -- AQRkt -- ATR AT -- -- ATQR --
M2 1 T Rkakt -- PRkakt TRka ARkt -- -- TPRka -- APRkt ATR AT -- -- -- ATPR 
M3 1 T Rkakt -- -- TRka ARkt -- -- -- -- -- ATR AT -- -- -- --
M4 1 T -- -- -- -- -- -- -- -- -- -- -- AT -- -- -- --
M5 1 T Rkt QRkt PRkt TR -- PQRkt TQR TPR -- -- -- -- TPQR -- -- --
M6 1 T Rkt QRkt -- TR -- -- TQR -- -- -- -- -- -- -- -- --
M7 1 T Rkt -- PRkt TR -- -- -- TPR -- -- -- -- -- -- -- --
M8 1 T Rkt -- -- TR -- -- -- -- -- -- -- -- -- -- -- --
M9 1 T -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- --
MIO 1 Rka QRka PRka -- AR PQRka -- -- AQR APR -- -- -- APQR -- --
Mll 1 R ~R PR -- -- PQR -- -- ~- -- -- -- -- -- -- --
M12 1 Rk QRka -- -- AR -- -- -- AQR -- -- -- -- -- -- --a 
M13 1 Rka -- PRka -- AR -- -- -- -- APR -- -- -- -- -- --
M14 1 Rka -- -- -- AR -- -- -- -- -- -- -- -- -- -- --
M15 1 R QR -- -- -- -- -- -- -- -- -- -- -- -- -- --
M16 1 R -- PR -- -- -- -- -- -- -- -- -- -- -- -- --
M17 1 R -- -- -- -- -- -- -- -- -- -- -- -- -- -- --
M18 1 -- -- -- -- -- -- -- -- -- -- -- -- -- -- -- --
p,q,r zufällig k k t { 0 wenn der Faktor fix ist a, = 1 der Faktor zufällig ist wenn 
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Die zum Standardfehler gehörigen Freiheitsgrade 
N sind approximativ 
N = (MI2+MI3-MI~)2/(M~2/FGI2+M~3/FGI,+M~3/FGI3). 
Die Grenzdifferenz für die Sorten bei P% Irrtums-
wahrscheinlichkeit ist GD = tp,N • sd. Analog 
können auch andere Grenzdifferenzen berechnet 
werden, etwa für den Vergleich zweier Behand"" 
lungen mit 
s~ = (Mi + M7 - M.)/(TPQR), 
für den Vergleich zweier Sorten auf einer be-
stimmten Behandlungsstufe mit 
s~ = (M 12 + Ml3 - MI~)/(PQR). 
4. Diskussion 
Es kam hier darauf an zu zeigen, daß nicht nur 
einfache Blockanlanlagen, sondern auch mehrfak-
torielle Versuche als Versuchsserien ausgewertet 
werden können. Natürlich kann die Analyse auch 
auf Spaltanlagen mit mehr .als zwei Faktoren oder 
auf Spaltanlagen, bei denen die Kleinteilstücke 
als Lateinische Quadrate oder als Gitter angelegt 
sind, ausgedehnt werden. In manchen Fällen er-
scheint es riChtig, nur eine Wiederholung vorzu-
sehen, nämlich jedes Großteilstück nur einmal 
anzulegen, etwa in Stammesprüfungen mit sehr 
vielen Stämmen, bei denen aus Kapazitätsgründen 
die Gesamtzahl der Parzellen nicht erhöht werden 
kann. Im Einzelexperiment kann dann nicht mehr 
auf Behandlungen oder auf Interaktionen Behand-
lungen x Stämme getestet werden, da die Behand-
lungen mit den Wiederholungen bzw. die Inter-
aktionen Behandlungen x Stämme mit dem Fehler 
b vermengt sind. Dagegen können in der Serie die 
Behandlungen, die Stämme und die meisten Inter-
aktionen getestet werden, da dazu die beiden zu-
sammengefaßten Fehler M, und MI' nicht benötigt 
werden. 
Die Auswertung der Einzelexperimente vor der zu-
sammenfassenden Analyse ist insbesondere bei der 
Verwendung von elektronischen Datenverarbeitungs-
~nlagen empfehlenswert, da mittels verschiedener 
Testverfahren auf Ausreißer, Normalität, Additivi-
tät, Homogenität der Varianzen u.a. grobe Fehler 
bei der Datengewinnung und Datenverarbeitung 
frühzeitig eliminiert, die Vertrauenswürdigkeit 
des Einzelexperimentes erkannt und die implizier-
ten Modellannahmen nachgeprüft werden k~nnen. 
Außerdem ist es dadurch möglich, die nachfolgen-
de zusammenfassende Analyse nur noch mit PQ·TA 
Mittelwerten durchführen zu müssen statt mit 
RPQ·TA Parzellenwerten. Multipliziert man die SQ 
und MQ dieser Varianzanalyse mit R, dann erhält 
man dieselben Werte wie bei einer Analyse der 
Parzellenwerte. Die SQ(Wiederholungen in Orten 
und Jahren), die SQ(zus.gef. Fehler a) und die 
SQ(zus.gef. Fehler b) werden dabei durch Sum-
mierp.n der entsprechenden SQ aus den Einzelexpe-
Tabelle 51 F-Tests in der zusammenfassenden Varianzanalyse 
MQ Behandlungen a zufällig Behandlungen a fix 
Sorten t zufällig Sorten t fix Sorten t zufällig Sorten t fix 
MI (MI +MS+!I!14+M15)/( JIl3+M6+M12+M17) (MI +MS)/(T<I3+M6 ) (Ml+M14)/(M3+M12) Ml /M3 
M2 (M2+MS+M14+M16)/(M3+I-17+r-113+r-117) (r-12+r-1S )/(r-13+r-17) (r-12+M14)/(M3+r-113) M2/M3 
r-13 (r-13+r-19+M17)/(M4+r-18+M14) (r-13+1>19 ) /(r-14 +r-1S) (r-13+r-117)/(M4+r-114) M3/M4 
r-1 4 r-1 4/M9 r-1 4/M9 M4/M9 M/M9 
r-15 (r-15+r-1S+r-115+r-116)/(r-16+M7+r-1ll+M17) (r-15+r-1S ) /(M6+117 ) 
M6 (r-16+r-117)/(r-18+M15) M6/r-1S 
M7 (M7+M17)/(MS+M16) r-17/Ms siehe Spalte 1 siehe Spalte 2 
r-1S (MS+MlS)/(r-19+M17) Ms/M9 
M9 M9/MIS r-19/Mls 
MIO (MIO+r-114+M15+M16)/(r-111+M12+M13+M17) (MIO+M14)/(M12+r-113) 
Mll (Ml1+M17)/(r-115+r-116) (r-111+M17)/(M15+r-116) 
r-112 (r-112+r-117)/(M14+r-115) r-112/M14 
Mn (r-11 3 +r-11 7) /(r.r14 +I-l16 ) siehe Spalte 1 r-113/M14 siehe Spalte 3 
r-114 r-11 /r-117 r-114/MIS 
M15 r-115/r-117 M15/M17 
r-116 r-116/r-117 M16/N17 
Mn r-117/Mls r-117/MIS 
p,q,r zufällig 
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rimenten gewonnen. Durch Summation erhält man 
auch die dazugehörigen Freiheitsgrade. 
Das Datenmaterial in Versuchs serien ist oft nicht 
vollständig, weil Klein- oder Großteilstücke aus-
gefallen sind bzw . Vermischungen stattgefunden 
haben. Sofern nicht allzu viele solche fehlenden 
Werte auftreten, erscheint es günstig, diese im 
Einzelexperiment nach der Methode von WILKINSON 
(1958 a und b) bzw. BIGGERS (1959,1961) oder 
iterativ nach HEALY und WESTMACOTT (1956) zu 
schätzen . Bei der Auswertung ist in Tabelle 1 
für jedes fehlende Kleinteilstück bei FG(Fehler 
b), für jedes fehlende Großteilstück bei FG(Feh-
ler a) ein Freiheitsgrad abzuziehen. Dasselbe 
gilt für FG(zus.gef. Fehler a) und FG(zus.gef. 
Fehler b) in Tabelle 2. Auf diese Weise lassen 
sich auch lückige Experimente auswerten und auf 
ihren Informationsgehalt prüfen. 
An sich stellt die zusammenfassende Analyse von 
Spaltanlagen einen Spezialfall einer fünffaktori-
ellen Anlage mit den Faktoren A = Orte, B = Jahre, 
C = Wiederholungen, D = Behandlungen, E = Sorten 
dar. Für eine Auswertung mit Hilfe von elektro-
nischen Rechenanlagen bedeutet dies, daß die zu-
gehörige Varianzanalyse mit einem Standardpro-
gramm für eine fünffaktorielle Varianzanalyse 
gerechnet werden kann, wobei bestimmte SQ nach-
träglich zusammenzufassen sind. So besteht die 
SQ(Wiederholungen in Orten und Jahren) aus 
SQC + SQAC + SQBC + SQABC' SQ(zus.gef. Fehler a) 
aus SQCD + SQACD + SQBCD + SQABCD und SQ (zus. 
gef. Fehler b) aus SQCE + SQACE + SQBCE + SQABCE 
+ SQCDE + SQACDE + SQBCDE + SQABCDE' 
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Für kritisches Lesen des Manuskriptes danke ich 
den Herren F.W. Schnell und H. Würtenberger. 
Es sei darauf hingewiesen, daß der letztgenannte 
am Ministerium für Ernährung, Landwirtschaft, 
Weinbau und Forsten (Stuttgart) ein Computer-
programm für die zusammenfassende Analyse einer 
Serie von Spaltanlagen entwickelt hat. 
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Computer Simulation and Information Systems 
in Radiologie Departmental Operations 
Von G. s. Lodwick 
Einleitend wird das sogenannte Missouri Automatic Radiology System (MARS) geschildert, das die 
automatische Auswertung des diagnostischen Gehaltes der R~ntgenaufnahmen, die Entwicklung eines Com-
puter-Simu lationsmode Hs der Abtei lung umfaßt, wobei diagnos tische Computerhi lfe in einem "on- Zine"-
Auflistungs-, Einzelberichts- und Such(Retrieval}-Programm eingeschlossen ist. Das MARS-System ist in 
seiner Konzeption nach dem Informationsfluß in der radiologischen Abteilung ausgerichtet; das Programm 
einer automatischen Bildanalyse ist ausgerichtet nach automatischer Diagnostik und Suchverarbeitung, 
das Simulationsprogramm nach der Art der Patientendurchschleusung. 
Zunächst wird die Entwicklung der Arbeit am MARS-Programm seit 1965 hinsichtlich der hard-ware und der 
soft-ware geschildert, eingebettet in die Fortschritte der Computertechnik im letzten halben Jahrzehnt. 
Die Wirksamkeit von MARS wird beispielsweise an folgenden Zahlen deutlich: bei 805 Untersuchungen vor 
Einführung Von MARS betrug die mittlere Verarbeitungszeit 23,06 Stunden zwischen Ankunft des Patienten 
und Eintreffen des Berichtes; nach Einführung von MARS war die entsprechende Laufzeit bei 805 Patien-
ten 3,33 Stunden. 
Ferner wird über die bisherigen Arbeiten auf dem Gebiet der Grundlagenforschung der R~ntgenbildanalyse 
berichtet. So wurden Computerdiagnostikprogramme erarbeitet für Herzkrankheiten, Schilddrüsenkrank-
heiten, die Differentialdiagnose zwischen benignen und malignen Magengeschwüren, solitären pulmonalen 
Herden und -- am meisten in der Entwicklung vorangetrieben -- für ein Diagnostik-Programm von Knochen-
erkrankungen. Alle Programme sind verfügbar nach dem on-line und time sharing Prinzip. 
Das unmittelbare Ziel einer automatischen R~ntgen-Bild-Auswertung wird bearbeitet für das Knie (und 
andere Gelenke) sowie für die R~ntgen-Herz-Aufnahmen und zwar aus zwei Gründen, die anatomische Ein-
fachheit und, weil die logischen Grundlagen für diese anatomischen Verhältnisse weitgehend erarbeitet 
wurden. Die Autoren hoffen, in 2 - 3 Jahren so weit zu sein, daß der Computer automatisch die R~ntgen­
bilder von Knochentumoren abtastet und diagnostizieren kann. Eine besondere Arbeitsgruppe beschäftigt 
sich ferner mit der Frage des Informationsverlustes bei einer solchen maschinellen Bildauswertung. 
Weiterhin wurde ein Simulationsmodell in der vorhandenen radiologischen Abteilung entwickelt. Zunächst 
wird die Methode des Simulationsverfahrens beschrieben; dabei mußten Modelle für drei verschiedene 
Funktionen simuliert werden: 
1. die Abteilung selbst einschließlich der Art der Patientendurchschleusung 
2. ein theoretisches Konzept der zeitlichen Patientenplanung 
3. ein patientenbezogener Programm-Generator. 
Alle drei Funktionen werden der Reihe nach ausführlich besprochen und am Blockdiagramm und an Bei-
spielen illustriert. 
Die Kontrolle und Bestätigung des Simulators wurde mit zwei Methoden geprüft: 1. an hand einer Plausi-
bilitätskontrolle, ob die erhaltenen Resultate sinnvoll sind. Diese Methode war wirksam, um offen-
sichtliche Fehler im Simulationsprogramm zu korrigieren. Die 2. Methode war der testmäßige Ver-
gleich des Simulatorergebnisses gegen die Erfahrungen in der R~ntgenabteilung. Auftretende Diskrepanzen 
werden an Beispielen besprochen. Schließlich wurden die verschiedenen M~glichkeiten einer Patienten-
blockbildung, insbesondere nach der m~glichen Zeit für die einzelnen Untersuchungen simuliert. Die 
verschiedenen M~glichkeiten und der Einfluß auf Wartezeit, Raumnutzungseffekt usw. werden eingehend 
besprochen. So wird z.B. herausgestellt, daß die Patientenwartezeit auf ein Minimum reduziert werden 
kann, wenn 1. die Zeitplanung aufrecht erhalten wird, 2. die Blockgr~ße minimal gehalten wird und 
3. in jedem Block eine gewisse Leerlaufzeit erlaubt wird. Schließlich wird beim Simulator auch das 
Ergebnis mit variabler Blocklänge durchgespielt und ein Ausblick auf die zukünftigen Anwendungsweisen 
gegeben. Das Simulator- und "Scheduling"-Programm steht auf Anforderung zur Verfügung. 
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INTRODUCTION 
It is becoming increasingly apparent that this 
natiDn's ultimate health care goal is to provide 
equal access to health care for all of its citi-
zens at a quality level consistent with profes-
sional standards, and at a cost which society 
can afford. To perform this tremendous task with 
current outmoded health care delivery systems 
is impossible. The design of systems which can 
fulfill these national health care goals must 
receive top national priority if solutions to 
these complex problems are to be generated. 
While the concept of a total systems approach 
has considerable theoretical merit, it is doubt-
fulthat a system of this magnitude can be de-
signed in its totality. Instead, it appears that 
real progress can only result by focusing atten-
tion on smaller but significant segments of this 
total health care delivery systems problem. 
This paper is to present a partial description 
of an effort to simulate an operating health care 
system, and of two related activities, the auto-
mation of radiant image analysis andthe design 
of a computer mediated health care information 
system. 
An important segment of the total systems problem 
involves the medical discipline of radiology. 
This discipline comprises three major clinical 
specialities: diagnostic radiology, nuclear 
medicine, and radiation therapy. There has been 
an unprecedented demand placed upon each of these 
components in the radiological system. This is 
caused not only by an overall increase in the 
number of examinations, but also by the increa-
sing complexity of these examinations, requiring 
a greater expenditure of time and professional 
expertise. For example, the annual rate of in-
crease in demand for radiologists' time is esti-
mated to be between fifteen and twenty-five 
per cent 1). The radiological process often has 
proven to be a bottle-neck in the delivery of 
health care. The increased demand for radiolo-
gical services can be expected to aggravate the 
current situation unless substantial attention 
is focused on the design of appropriate radio-
logical health care systems. 
For systems design purposes, radiology depart-
ments can be categorized according to two para-
meters: program complexity and patient load. 
Program complexity refers to departmental respon-
sibilities in the areas of teaching, research 
1) 
Protecting and Improving Health through the 
Radiological Sciences, The National Advisory 
Committee on Radiation, April, 1966·0 
and professional services. Patient load refers 
to the number of procedures, classified by types 
of procedure. Each of these parameters must be 
considered in terms of its impact on the flow 
of patients, information, and images, since these 
flows and their interactions completely descri-
be the radiological process. Thus. the design 
problem is to select the proper components, using 
the tools of engineering analysis and synthesis 
and an understanding of the radiological health 
care environment, to produce a system in which 
information, patients, and images flow . in ... t.he .--
most cost-effective manner. 
The design of such systems is an exceptionally 
ambitious undertaking, since it presupposes a 
knowledge of the performance characteristics of 
each of the system components required by systems 
resulting from alternative design philosophies. 
The Department of Radiology at the University 
of Missouri, in cooperation with the Department 
of Industrial Engineering, has taken a leader-
ship role in developing the components required 
by a system which results from a specific design 
philosophy. This philosophy involves the integra-
tion of computer-media ted components into all 
aspects of the radiology flow proces8. This phi-
losophy was chosen because it holds high promise 
of providing a high quality radiological service 
to a much wider segment of the population at a 
reasonable cost. In order to have the maximum 
impact on the problem of delivering radiological 
services, it has been part of the design philo-
sophy at the University of Missouri to design 
components which can be easily transported with 
minimum alteration to other departments of radio-
logy. In order to facilitate this transfer in a 
cost-effective manner, the components developed 
thus far have been developed in a modular 
fashion. 
The Department of Radiology at the University of 
Missouri is an academic department in the true 
sense that its goals are teaching, research and 
service. Traditionally, Radiology is largely ser-
vice oriented especially in the smaller non-
academic hospitals. Unfortunately, the same may 
be said of many of the radiology departments 
within Universities. However, from its first day, 
the principal focus of this department has been 
research and education, with it's first funding 
priority for personneI, second for space, and 
third for equipment. Over the period of fifteen 
years, this policy seems to have been successful 
in development of excellence in teaching and 
research. 
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A number of activities carried out thus far by 
the Department of Radiology and the Departments 
of Industrial, Electrical and Bio-Engineering which 
are related to this total radiology system de-
sign effort have been internationally recognized . 
Foremost among these are the Missouri Automated 
Radiology System (MARS), the automated evaluation 
of the diagnostic content of radiant images, and 
the development of a computer simulation model 
of a radiology department. The MARS system in-
cludes both a computer-aided diagnostic program 
and an on-line radiology reporting and retrieval 
system, and is directed towards informatic, flow 
in a radiology department. The automated image 
analysis program is directed towards automating 
the diagnostic and screening processes, and the 
simulation program is directed towards the pa-
tient flow process. 
THE MARS PRO GRAM 
Developmental work on the present operational 
computer system was begun in 1965. From the out-
set, the entire system was structured around the 
concept of on-line operations in which the physi-
cian would interact with the computer in a con-
versational manner. This concept was somewhat 
in advance of the computer hardware available 
at the time, so that the initial prototype pro-
gram, run on an IBM 1620 computer, required pun-
ched card input from the radiologist and respon-
ded by means of a console typewriter. The advent 
of third generation computers and high speed 
cathode ray terminals made possible the imple-
mentation, late in 1966, of a second prototype 
system RADIATE (Radiologie Diagnoses Instantly 
Accessed and Transmitted Electronically) which 
used an IBM 2260 display station to link the 
radiologist to an IBM 360-50 computer. During 
1967, the system underwent a major software re-
design in order to allow several radiologists 
to use the program simultaneously; and in 1968, 
programs to make computer aided diagnosis availa-
ble on-line to the radiologist were added to the 
reporting system which became known as ODARS 
(On-line Diagnostic and Reporting System). During 
1969, clinical testing of ODARS began, and nume-
rous modifications were made in order to fit the 
program into the complex operation of a depart-
ment of radiology . Finally, on April 1, 1970, 
the system was renamed MARS (Missouri Automated 
Radiology System) and was adopted as the means 
used to process all radiologie consultations at 
the University of Missouri Medical Center. To 
understand how the MARS system works, it is use-
ful to follow the progress of a typical consul-
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tation through the department. A patient presents 
for examination in the departrnent at a reception 
area accompanied by arequest form filled out 
and signed by the referring physician. The recep-
tionist informs the computer o f the patient's 
arrival by entering that patient's unit number 
via an IBM 2260 television display station ter-
minal. The computer searches the hospital master 
disk file for this number and responds by dis-
playing information found there, including the 
patient's name, date of birth, sex, race and 
hospital ward or outpatient clinic code . If the 
information is not on file (as, for example, in 
the case of a patient not previously seen at the 
hospital who required emergency care) , it is 
entered by the receptionist manually, The recep-
tionist then types in the clinical history pro-
vided by the referring physician, along with his 
name. Finally, the examination requested is en-
tered and the computer stores all of this infor-
mation in a temporary holding file. A three digit 
number indicating the location of the record 
within this file is displayed to the receptionist 
who writes it on the request form . 
The patient is examined and the roentgenograms, 
along with the patient's previous x-rays and re-
ports and the request form are both brought to 
a radiologist at one of several 2260 terminals 
for interpretation . The radiologist begins by 
entering the three digit address of the informa-
tion entered by the receptioniste. The computer 
calls forth the pre-processed patient identifi-
cation data and his tory from the temporary hol-
ding file and displays it on the screen. The 
radiologist corrects any errors in this data and 
then completes the report by adding his impres-
sions. He proofreads the entire report, makes any 
final corrections and then signals the computer 
that the report is correct. At this point the 
computer types out a copy of the report on an 
output terminal located on the patient's ward 
and, simultaneously, three copies are produced 
in the department of radiology . (Fig.1). One of 
these copies is affixed to the jacket containing 
the patient's radiographs; the second is sent to 
Fig.1 
PT: I~ISS MIZZOU 
AGE: 25 YR~ SEX: F 
EXAM: 02/ 04/71 AT 
REr.PHY: OSLER. 
EXAMlNATlON:LF." 
RI GHT 
RAD I o LOGY RErORT ****** UI~ I T • 75-00- 0i,-9 
RACE: N lo/ARD: /.17 
REPORTED: 02/04/71 AT 09: 43 11'1 
CL.DATA: SWELLII\G AI\IJ Im~-lT PIII N, RI (}1T KNEE 
S!TE: FB-'/JR, SUPRACONDYLAR PORTION 
DI AGNOSIS:GIIINT CELL TUMOR 
RECOIvt<IEND lHAT PREVlOUS FilMS BE OBTA I I~ED FOR CO,·,PARISON 
li.S. LODlJICK,M.D. 
the referring physician for his convenience; and 
the third is attached to the request form, pre-
sented to the radiologist for signature and, 
finally, returned to the patient's medical record. 
All the reports transmitted during the day are 
kept on a random access disk file and any of them 
can be reviewed instantly by entering patient's 
unit number on a 2260 display terminal. At night, 
each report transmitted is permanently stored in 
a numerically coded form on a large disk file. 
From this file any report for any patient can be 
retrieved for review within a matter of seconds. 
Further,the entire file can be searched quite 
efficiently off line for cases meeting any spe-
cified conditions. The utilization of an auto-
mated system as the primary means to process all 
consultations in a large department of radiolo-
gy is in itself no small accomplishment. Indeed, 
we believe MARS to be the first clinically oper-
ating system of its kind in the United States, 
and probably anywhere. It is clearly important 
to evaluate the impact of such a system on the 
delivery of health care. Full-scale utilization 
of MARS has made it possible to collect data 
needed for this evaluation, and some results can 
be summarized at the present time. 
Since additional steps are required to enter 
patient identification information when a patient 
arrives at the department, there was concern that 
the total time spent by patients in the depart-
ment would increase. Accordingly, this time was 
measured for each patient entering the depart-
ment for a week with MARS in use and compared to 
the same data obtained prior to use of MARS. 
In the week without MARS, 439 patients were pro-
cessed in an average time of 59,8 minutes; with 
MARS, 474 patients were processed in an average 
time of 59,3 minutes. The additional steps clear-
ly did not increase patient time in the depart-
ment. 
Another concern was that the radiologist would 
be slowed down by being required to type into a 
computer terminal rather than simply speak into 
a dictaphone. Radiologist time to report with 
dictation was measured for 327 cases and compared 
with time per report in 325 randomly selected 
cases reported over MARS. The average for each 
group was 2.7 minutes. It should be noted that 
the dictated reports required proofreading at 
a later time and that this additional effort was 
not reflected in the averages. On the other hand, 
the MARS reports are proofread by the radiolo-
gist as they are reported so that this time is 
included in the average for MARS reports. 
An important factor in the delivery cf radiolo-
gical health care is the delay in making the 
radiologist's interpretation of an examination 
available to the referring physician. Clearly, 
the radiologist's opinion, no matter how erudite, 
is of little importance if it is available only 
after the important decisions regarding patient 
care have been made and a course of action has 
already been embarked upon. Data collected on 
805 consultations processed before MARS was in 
use showed an average delay of 23.06 hours be-
tween arrival of the patient in the department 
and transmission (via a tube system) of the re-
port to the appropriate ward or clinic. With MARS 
the average delay for 805 cases was 3.33 hours. 
This dramatic decrease in the time delay between 
examination and report represents, we feel, a 
major improvement in the quality of care deli-
vered to patients. 
The quality of the reports generated and trans-
mitted with MARS has been a major concern from 
the beginning of the project. To insure high 
quality, radiologists were involved at every 
step of the design and implementation of the 
system. The dictionaries of roentgenographic 
terms were carefully checked for completeness 
and provision was made for on-line updating to 
ins ure that the radiologist could always add the 
phrase he needed if it was not present in the 
computer's vocabulary. Finally, the system will 
accept free text comment so that anything which 
can be dictated can also be sent via MARS. These 
precautions are necessary because no reputable 
radiologist would take medico-Iegal responsibi-
lity for areport of inferior quality. The fact 
that all radiologists at a large teaching center, 
including many not involved in the development 
of MARS, have used MARS in their daily practice 
for the past year producing literally thousands 
of legal medical records attests to the adequacy 
of these reports. They have been found acceptable 
by the clinical staff, which especially appreci-
ates their speedy delivery. 
MARS is now under modification and amplification 
for a small computer exportable version. The 
revised MARS is built of modular sections which 
are independent and separable. New programs are 
to be included for scheduling and in-department 
expedition of information flow. The simulator 
and scheduling programs described later in this 
report will serve as pilot models for the develop-
ment of these new modules. 
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RADIANT IMAGE ANALYSIS 
The radiant image program is a basic research 
endeavor. Research on image analysis was under-
way and supported by a research grant at the 
time that the department was organized in 1956. 
This research was originallY in the direction of 
modeling images of bone tumors and pulmonary can-
cer. In 1962, the department received its first 
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research support for computer analysis of tumor 
roentgenograms from the National Cancer Institute. 
This grant, CA06263, has been renewed and is now 
in its tenth year. It has provided the main 
thread of support for our growing computer re-
search program through these many years. 
The direct products of this grant have been com-
puter diagnostic programs in heart disease, 
thyroid disease, differential between benign 
and malignant gastric ulcer, solitary pulmonary 
lesions; and the most advanced, a bone disease 
diagnostic program employing sequential logic 
according to the Limited Bayes' Concept. All of 
these are now available as pro grams for online 
time-sharing modes. Another product, a detailed 
model of the radiographie image of neoplastic 
disease of bone, the detailed logic of the dia-
gnostic process expressed in the form of deci-
sion trees, and an extensive application of the 
model and the Limited Bayes' Concept on several 
hundred illustrated bone tumors, will shortly be 
published as an Atlas of Tumors of Bones and 
Joints by the American College of Radiology 
through Year Book Publishers. 
In 1968, Radiology, Bio-Engineering and Electri-
cal Engineering under the codirection of Dr . Sa-
muel Dwyer and Dr. G.S. Lodwick, began to 
develop the equipment necessary to digitize and 
re-display radiant images (radiant,meaning medi-
cal images produced by penetrating radiation) . 
The University of Missouri (Columbia) now has a 
weIl equipped image analysis laboratory and has 
mobilized a major segment of its staff in the 
effort to automate the interpretation of radiant 
images. Our initial success has been with the 
interpretation of brain scans, and our first 
effort on this sUbject was published in "RADIOLO-
GY, November, 1970. Beyond further work with the 
brain scans, our other immediate goals for auto-
mated interpretation are the knee and other 
joints, and the cardiac silhouette, for two rea-
sons: (1) their anatomie simplicity, and (2) 
because much of the diagnostic logic for these 
anatomie regions has already been largely estab-
lished . Work in recognizing the cardiac silhouet-
te is already weIl advanced. We estimate that it 
will take at least one year to teach the normal 
anatomy of the knee to the computer and, if we 
are fortunate, at the end of three years the com-
puter will be able to directly scan and diagnose 
bone tumors in j oi,nts. Our longer range goals, 
provided we meet continued success, are to auto-
mate the interpretation of pulrnonary diseases. 
As of September 1, 1970, the interdisciplinary 
group working in automation of image analysis was 
awarded major support by the National Institute 
of General Medical Sciences in response to an 
application for a program-project grant. The 
award, which totals more than a million dollars 
for a three year period, is to continue studies 
on decision algorithms, and to intensify efforts 
on image digitization, enhancement, edge follow-
ing and feature extraction techniques. Yet an-
other very import part of this research is to 
set standards for intelligence content and redun-
dancy in radiant images, particularly where 
images have been manipulated and redisplayed, 
in order to determine whether there has been a 
real loss of clinical information in such image 
processing. 
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Nachrichten und Berichte 
Datenverarbeitung in der klinischen Diagnostik 
Vom 1. - 6. Juni 1971 findet im Ausstellungs-
gelände am Funkturm in Berlin ein Kongreß für 
ärztliche Fortbildung statt . Das Hauptthema ist 
"Datenverarbeitung in der klinischen Diagnostik". 
Unter dem Vorsitz von Herrn Priv.Doz. Dr. Ehlers, 
Tübingen, wird man sich u.a. mit der Labordaten-
und diagnostischen Inrormationsgewinnung sowie 
mit EChtzeit-Datenerfassung beschäftigen. 
SYSTEMS 71 
Vom 30. November bis zum 3. Dezember 1971 
findet in München unter dem Titel 
SYSTEMS 71 
ein internationales Symposium, verbunden mit 
Seminaren und einer Fachausstellung "Computer-
systerne und ihre Anwendung", statt. 
Im Rahmen des Symposiums werden u.a. als Com-
puter-Anwendungsbereiche behandelt: Informatik, 
Ausbildung, Medizin, Wissenschaft und Forschung, 
Zukunftsaspekte - 4. Computer-Generation. 
In Form von Seminaren werden u.a. fOlgende 
Themen diskutiert: Timesharing, Datenbanktech-
nik, Minicomputer, Terminals, Datenfernüber-
tragung. 
Die angeschlossene Ausstellung wird in 3 Grup-
pen unterteilt sein: Hardware, Software, Aus-
stattung von Rechenzentren. 
Weitere Informationen erteilt: 
Münchener Messe- und 
Ausstellungsgesellschaft mbH 
8000 München 12 
Theresienhöhe 13 
Betr.: SYSTEMS 71 
Die deutschsprachige COMMON-Gruppe wird aktiv 
Nach der COMMON-European-Jahrestagung in Wien 
im Oktober 1970 trafen sich am 27. Januar 1971 
beim ERNST KLETT VERLAG in Stuttgart die 
deutschsprachigen Mitglieder dieser Gruppe. 
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Wie der "Wiener Kongreß", der von über 150 Teil-
nehmern aus 14 Ländern besucht worden war, 
stand auch die Stuttgarter Arbeitstagung unter 
der Leitung von Herrn Dr. R.S. Stöckelle. 
COMMON ist die weltweite, völlig unabhängige 
Vereinigung der Anwender von IBM-Maschinen 
kleiner und mittlerer Größen. Ebenso vielfältig 
wie die geographische Herkunft der Mitglieder 
war auch das Spektrum der in Stuttgart zusammen-
gekommenen Anwender. Sie kamen aus Forschung 
und Lehre, Industrie und Gewerbe, Versorgungs-
unternehmen und Rechenzentren, Versicherungen, 
Verlagen usw .. 
Der ursprünglich verhältnismäßig kleine Kreis 
der Mitglieder aus österreich, der Schweiz und 
der BRD ist in den letzten Monaten ständig 
größer geworden, weil sich allerorts gezeigt 
hat, daß nur ein enger Informations-, Erfah-
rungs- und Programmausrausch der Anwender unter-
einander gewährleistet, daß aufwendige Doppel-
arbeit vermieden wird. Außer den in Stuttgart 
besprochenen systemorientierten Problemen erbat 
eine Reihe von Mitgliedern Rat, z.B. auf den 
Gebieten des Plotter-Einsatzes und der modernen 
Netzplantechnik. Erfreulicherweise hatten andere 
gerade auf diesen Gebieten besondere praktische 
Erfahrung und konnten den Ratsuchenden ihre 
Unterstützung zusagen . 
Auf der nächsten Zusammenkunft der Gruppe, die 
am 3. Mai 1971 in Frankfurt bei der Firma 
WAYSS & FREYTAG KG, 6 Frankfurt/M., Neue Main-
zer Straße 59, stattfindet, sollen u.a. Fragen 
der Software-Evaluation und die Konsequenzen 
der Unbundling-Politik der IBM besprochen 
werden. 
Die nächste Jahreskonferenz findet vom 18. bis 
20. August 1971 in Genf statt. Einzelheiten 
durch A. de Haller, Secretary Treasurer, 
Societe Genevoise d'Instruments de Physique, 
8 rue des Vieux-Grenadiers, eH 1205 Geneva. 
Anfragen sind zu richten an: 
Herrn 
Dr. R.S. Stöckelle 
Institut für höhere Studien 
Wie n 
Stumpergasse 56 
Bericht über das 17. Biometrische Colloquium 
der Deutschen Region der Internationalen Bio-
metrischen Gesellschaft vom 1. bis 3. April 1971 
in Freiburg i.Br. 
Das 17. Biometrische Colloquium der Deutschen 
Region der Internationalen Biometrischen Gesell-
schaft fand vom 1. bis 3. April 1971 unter Lei-
tung von Herrn Prof. Dr. E. Walter in Freiburg 
im Breisgau statt. An ihm nahmen über 150 Wissen-
schaftler teil, besonders auch aus den Nachbar-
regionen österreich-Schweiz und Niederland. 
Am 1.4. vormittags wurde allgemein über stati-
stisch-methodische Probleme gesprochen. Das Er-
öffnungsreferat von L. Schmetterer ~Grundsätz­
liches zur Anwendung der Entscheidungstheorie~ 
ging auf deren mathematische Entwicklung seit 
A. Wald, auf ~Entscheidungen bei Sicherheit~ 
(lineares und nichtlineares Programmieren) und 
auf das Problem der Nutzen- oder Risikofunktion 
ein. Die übrigen Referate befassten sich mit 
Schätzung von Lageparametern, Normalapproximation 
der hypergeometrischen Verteilung, Frequenz-
Buchbesprechungen 
71-0008 
SCHNEIDER, H.J. und JURKSCH, D. 
Programmierung von Datenverarbeitungsanlagen 
2. erw. Aufl. 1970, 145 S., DM 5.80 
De Gruyter & Co., Berlin 
Sammlung Göschen Bd. 1225/1225a 
Der vorliegende Band ist eine Einführung in die 
Programmierung digitaler Datenverarbeitungs-
anlagen. Neben der maschinenorientierten Assem-
blersprache des IBM Systems /360 werden vor 
allem die problemorientierten Programmierspra-
chen ALGOL 60 und FORTRAN behandelt. Dabei wer-
den die einzelnen Befehle an einfachen Beispie-
len eingeführt und erläutert. 
Ohne viel Redundanz liegt hier eine brauchbare 
Einführung vor. 
schätzung bei Phonokardiogrammen, sequentiellen 
Tests bei der Lebensmittelüberwachung, Cluster-
analyse und Vaterschaftsbegutachtung. Am 1.4. 
nachmittags kamen unter dem Rahmenthema ~Diskri­
minanzanalyse~ hauptsächlich Forscher zu Wort, 
die zum Thema gehörige Methoden für klinische 
Zwecke entwickeln oder brauchbar machen. Das The-
ma ~Auswertung nichtorthogonaler Versuche~ am 
2.4. war dann hauptsächlich von den Anwendungen 
der Versuchsplanung in den Landwirtschaftswissen-
schaften bestimmt. Am 2.4. nachmittags wurde über 
Lebensdauerverteilungen - nicht nur von Lebewe-
sen, sondern auch von technischen Systemen oder 
Bauelementen -, am 3.4. vormittags über Robust-
heit und Verlaufskurven gesprochen. 
Insgesamt wurden 37 Referate gehalten, sodaß hier 
nicht auf jeden Vortrag eingegangen werden kann. 
Das Rahmenprogramm und die Möglichkeit zu per-
sönlichen Kontakten sorgten dafür, daß wohl jeder 
Teilnehmer die Tagung in angenehmer Erinnerung 
behalten wird. Das nächste Biometrische Collo-
quium soll wahrscheinlich im März 1972 in Bad 
Nauheim stattfinden. O. Ludwig 
71-0009 
ZUSE, K. 
Der Computer - mein Lebenswerk 
1970, 221 S., DM 24.80 
Verlag Moderne Industrie, München 
Die Entwicklung der Computer in den letzten Jahr-
zehnten ist faszinierend. Diese Entwicklung ist 
aber schon heute ohne die Arbeiten Konrad Zuses 
nicht denkbar. 
Die jetzt vorgelegte Biographie macht deutlich, 
unter welchen Schwierigkeiten die ersten Computer 
konzipiert und gebaut wurden. Auch die Relationen 
zu Parallelentwicklungen werden aufgezeigt. So 
entstand eine Darstellung, die stellenweise auch 
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eine Einführung in das elektronische Rechnen und 
in die Computertechnik ist. 
Erfreulich ist, daß Konrad Zuse daneben seine 
Gedanken über weitere Entwicklungen zur Diskus-
sion stellt. Die hier geäußerten Ideen mögen zwar 
im Augenblick als ~verrückt~ angesehen werden. 
Die Frage ist aber, ~ob sie verrückt genug sind, 
um eine Chance zu haben, korrekt zu sein~. 
Dieses Buch sollte von allen gelesen werden, die 
heute in irgendeiner Weise mit Computern zu tun 
haben. - Es nicht zu lesen bedeutet, eine Infor-
mationsquelle nicht zu nutzen. Wer kann sich 
das leisten ? 
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BAYER, G. 
Programmierübungen in ALGOL 60 
1971, 90 S., DM 10.-
71-0010 
de Gruyter Lehrbuch, W.de Gruyter & Co, Berlin 
Diese Sammlung von übungsbeispielen ist eine 
sehr nützliche Ergänzung der vom gleichen Autor 
geschriebenen "Einführung in das Programmieren 
in ALGOL". Dabei muß besonders betont werden, 
daß kaum mathematische Vorkenntnisse benötigt 
werden. Die Beispiele sollen dem Leser den Umgang 
mit ALGOL und das Formulieren von Algorithmen 
nahebringen. 
Ein solch nützliches Buch hat schon lange ge-
fehlt und fehlt auch bei anderen Programmier-
sprachen noch. Ge. 
DREYFUS, M. 
Anleitung zum praktischen Gebrauch von 
FORTRAN IV 
1970, 222 S., DM 25.-
71-0011 
Aus dem Französischen übersetzt von A. Lutz 
R. Oldenbourg Verlag, München 
Reihe: Verfahren der Datenverarbeitung 
Problemorientierte Programmiersprachen gewinnen 
bei der Ausnutzung der durch die Computer ge-
schaffenen Rechenkapazitäten eine immer größere 
Bedeutung. Unter diesen Sprachen ist die Beliebt-
heit von FORTRAN bei vielen Programmierern wohl 
unbestritten. 
Das vorliegende Buch ist die übersetzung der 
4. französischen Auflage und berücksichtigt 
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viele der z.Zt. bei den meisten Compilern vor-
handenen Möglichkeiten. Die intensive Behand-
lung der IBM 360 und der Univac-Compiler ist 
für Benutzer dieser Systeme zweifellos von Vor-
teil. 
Insgesamt ist das Buch aber eine gut geglieder-
te, leicht verständliche Einführung in FORTRAN, 
die als Lehrbuch - auch zum Selbststudium -
gut geeignet ist. 
Ge. 
NEUMANN, J. v. 71-0012 
Die Rechenmaschine und das Gehirn 
1970, 3.Aufl., 80 S., DM 10.80 
Aus dem Amerikanischen übersetzt von 
Ch. und H. Gumin, R. Oldenbourg Verlag, München 
Es ist dies die letzte Arbeit von John v. Neu-
mann, in der er in seiner unorthodoxen Denk-
weise den gegenseitigen Beziehungen zwischen den 
Rechenmaschinen und dem menschlichen Denk- und 
Nervensystem nachgeht. 
Als Mathematiker war es für v. Neumann selbst-
verständlich, mit Definitionen zu beginnen, um 
so zu Abgrenzungen zu kommen . 
Ein wirklich lesenswertes Büchlein, das auch zum 
Verständnis der Arbeitsweise der Computer bei-
trägt. Ge. 
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MARINELL, G. 
Statistische Rezeptsammlung 
1970, 207 S., Spiralband DM 18 . -
R. Oldenbourg Verlag München 
71-0013 
In der Praxis wird der Statistiker immer wieder 
nach der adäquaten statistsichen Methode für 
eine bestimmte Fragestellung gefragt. Hier wird 
nun für einen recht umfassenden Themenkreis eine 
"Rezeptsammlung" vorgelegt, die in vielen Fällen 
eine sehr nützliche Hilfe sein wird. 
Hervorzuheben ist die Konsequenz, mit der zwi-
schen Verfahren für "nominale", "ordinale"und 
"metrische" daten unterschieden wird. Diese 
klare Abgrenzung auch innerhalb der Unterab-
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schnitte "Maßzahlen", "Schätzmethoden", "Test-
methoden" und "Stichproben" erleichtert es dem 
Benutzer, die für seine Daten geeignete Methode 
zu finden . 
Instruktive, völlig durchgerechnete Beispiele 
ergänzen die dargestellten Formeln. Ein ausführ-
licher Tabellenanhang und ca. 200 Aufgaben ver-
vollständigen die vorgelegte Rezeptsammlung. 
Ein kritischer Leser würde sich zwar an einigen 
Stellen eine noch übersichtlichere Darstellung 
wünschen, doch ist das Erscheinen dieser Sammlung 
vorbehaltlos zu begrüßen, da eine solche Zusam-
menstellung bei aller Vielfalt statistischer 
Lehrbücher bislang gefehlt hat . 
McDANIEL, H. 
Entscheidungstabellen 
- Eine Einführung -
1970, - 108 S., DM 15.-
Ge. 
71-0014 
Ins Deutsche übersetzt von F.W. Kistermann 
Verlag Kunst und Wissen, Stuttgart 
Bislang werden Block- oder Flußdiagramme zur 
Beschreibung eines Arbeitsablaufessoder eines 
Programmteiles benutzt. Der Verfasser zeigt nun 
in sehr anschaulicher Art an einer Vielzahl von 
Beispielen den Vorteil der Entscheidungstabellen 
für diese Täti~keiten auf . Es ist nur zu hoffen, 
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daß wir bald Computer haben, um diese Technik 
auch bei uns allgemein einsetzen zu können. 
Vielleicht regt gerade dieses Büchlein die Pro-
grammierer an, die Hersteller zu bitten, ent-
sprechende Compiler zur Verfügung zu stellen, 
denn die Verwendung von Entscheidungstabellen 
ist als echter Fortschritt in der Programmierung 
von Compmtern anzusprechen. 
Ge. 
