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1Abstract-Kinect RGB-D Camera is a sensor for human 
gesture recognition. Kinect has built-in infrared array sensor 
which produces a depth image data. In this research, the depth 
image data is used to recognize human hand condition. The 
depth images of human right hand are processed by 
normalized central moment method. Furthermore, the moment 
value of hand depth image is used for backpropagation 
artificial neural network data training. A great training result 
is yielded by 70% accuracy. In addition, the output of neural 
netwok model is used to control a robot hand. 
 
Index Terms – Kinect camera, depth image, neural network. 
INTRODUCTION 
In this research, a human hand motion recognition[1] 
system using Kinect RGB-D Camera[2] sensor is offered. 
This recognition system is used to control a robot hand 
motion [3][4]. The tracked object does not need to wear 
any pattern for recognition processing. The depth image 
of human hand is characterized by moment value. This 
value is extracted using normalized center moment 
method[5].  Hereafter, the moment value is processed 
using backpropagation artificial neural network (BP 
ANN)[6]. Hand grip condition is represented by the ANN 
output data. Finally, the result of hand motion recognition 
is used to put the BuTO robot hand in motion. 
 MATERIAL AND METHODS 
 
I. The robot hand hardware 
 
The shape and size of the robot hand is conditioned to 
grasp the objects with a diameter of 10 cm. Figure1 is the 
result of hardware realization of the robot hand. The robot 
hand actuators are using standard servo HS-255B model. 
The motions degree of servos are controlled through 
ATMega 16 which receives input data from computer via 
serial communication. 
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Figure 1. Robot Hand Hardware. 
 
II. The characterization of depth image and BPANN 
modeling 
The results of depth image cropping is based on 3D 
skeleton data, which then is processed using image 
clipping method to remove the background and change 
the grayscale image into bitmap image. The bitmap image 
is characterized using 1st and 2nd equations. The 
characterization results are used for ANN data input. In 
this study, the ANN model has 8 neurons in the 1st hidden 
layer, 4 neurons in the 2nd hidden layer, and tangen 
sigmoid as activation function. Figure 2 is an example of 
the depth image processing for hand motion recognition. 
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Figure 2. Depth Image Processing. 
 
Each hand condition has different N11, N02, N20, 
N03, N30, N12, N21 value. The moment values which are 
processed by ANN represent the human hand condition. 
The system reads it as opened hand condition if ANN 
output value < 0.55, and closed hand condition if ANN 
output value >=0.55.  
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Figure 3. ANN for human hand recognition. 
RESULT AND DISCUSSION 
For the hand recognition testing, the output of ANN is 
stored in PC every 50ms for 6.25 seconds. As the result of 
closed hand condition test, 96 values of 125 data are 
accurately above the limit value (5.5). So the percentage 
of successful hand recognition system is 76.8%. Figure 4 
is the ANN data output of the first test. 
 
Figure 4. ANN output for first test. 
       The second test is performed on the condition of the 
moving arm. In opened hand condition, 91 values of the 
125 result data are below the limit value (5.5). Hence, the 
percentage of the hand recognition system accuracy is 
72.8%. The ANN data output for the second test is shown 
by Figure 5. 
 
Figure 5. ANN output for SECOND test. 
CONCLUSION 
In this study, a BPANN method is used for human 
hand recognition based on depth image of Kinect camera. 
The accuracy rate of the hand recognition is more than 
70%. For practical implementation, the ANN output can 
be used to control the robot hand for grasping an object. 
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