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BSDES IN UTILITY MAXIMIZATION WITH
BMO MARKET PRICE OF RISK
By Christoph Frei∗, Markus Mocha† and Nicholas Westray
University of Alberta, Humboldt-Universita¨t zu Berlin and Imperial College London
This article studies quadratic semimartingale BSDEs arising in power utility max-
imization when the market price of risk is of BMO type. In a Brownian setting we
provide a necessary and sufficient condition for the existence of a solution but show
that uniqueness fails to hold in the sense that there exists a continuum of distinct
square-integrable solutions. This feature occurs since, contrary to the classical Itoˆ
representation theorem, a representation of random variables in terms of stochastic
exponentials is not unique. We study in detail when the BSDE has a bounded so-
lution and derive a new dynamic exponential moments condition which is shown to
be the minimal sufficient condition in a general filtration. The main results are com-
plemented by several interesting examples which illustrate their sharpness as well as
important properties of the utility maximization BSDE.
1. Introduction. In this article we study quadratic semimartingale BSDEs that
arise in power utility maximization. More precisely, we consider the optimal investment
problem over a finite time horizon [0, T ] for an agent whose goal is to maximize the
expected utility of terminal wealth. Such a problem is classical in mathematical finance
and dates back to Merton [23]. For general utility functions (not necessarily power) the
main solution technique is convex duality, see Karatzas and Shreve [14], Kramkov and
Schachermayer [17] as well as the survey article of Schachermayer [33] which gives an
excellent overview of the ideas involved as well as many further references.
A second approach to tackling the above problem is via BSDEs, using the factorization
property of the value process when the utility function is of power type. This allows one
to apply the martingale optimality principle and, as shown in Hu, Imkeller and Mu¨ller
[12], to describe the value process and optimal trading strategy completely via a BSDE.
Their article can be regarded as an extension of earlier work by Rouge and El Karoui [31]
as well as Sekine [34] and relies on existence and uniqueness results for quadratic BSDEs
first proved in Kobylanski [16]. Those existence results were subsequently extended by
Morlais [26], Briand and Hu [5, 6], Delbaen, Hu and Richou [7] as well as Barrieu and
El Karoui [3]. In particular, the assumption that the mean-variance tradeoff process be
bounded has been weakened to it having certain exponential moments, see Mocha and
Westray [24, 25].
As previously stated, it is the BSDE approach to tackling the utility maximization
problem which is studied in detail in the present paper. The key idea is to derive a BSDE
whose solution provides a candidate optimal wealth process together with a candidate
optimal strategy. Then a verification argument is applied, showing that these are in fact
optimal, see Nutz [28]. This latter step is the difficult part and typically requires extra
regularity of the BSDE solution which is guaranteed by the boundedness or existence of
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2 C. FREI, M. MOCHA AND N. WESTRAY
exponential moments of the mean-variance tradeoff. In particular, when one can show
the existence of a bounded solution, verification is feasible. This is due to the fact that
the martingale part of the corresponding BSDE is then known to be a BMO martingale.
Motivated by the ease of verification given a bounded solution the main aim of this paper
is to quantify, in terms of assumptions on the mean-variance tradeoff process, when one
can expect a bounded solution. This natural question justifies the present study.
When the market is continuous (as assumed in this article) one can write the mean-
variance tradeoff as 〈λ ·M,λ ·M〉T for a continuous local martingale M and predictable
M -integrable process λ. The assumption that the mean-variance tradeoff process be
bounded or have all exponential moments implies that the minimal martingale measure
E(−λ ·M)T is a true probability measure. In particular, the set of equivalent martingale
measures is nonempty, so that there is no arbitrage in the sense of NFLVR, see Delbaen
and Schachermayer [8]. If the local martingale λ ·M is instead assumed to be only a
BMO martingale then from Kazamaki [15] the minimal martingale measure is again
a true probability measure and NFLVR holds. In this case the mean-variance tradeoff
now need not be bounded or have all exponential moments. A secondary objective of
this paper is to study what happens to the solution of the BSDE in this situation.
As discussed, such a condition on λ ·M arises naturally from a no-arbitrage point of
view, additionally however there is a known relation between boundedness of solutions
to quadratic BSDEs and BMO martingales so that this question is also interesting from
a mathematical standpoint.
The present article has three main contributions. Firstly in a Brownian setting, we
show that the BSDE admits a continuum of distinct solutions with square-integrable
martingale parts. This result provides square-integrable counterexamples to uniqueness
of BSDE solutions. The spirit of our counterexamples is similar to that of Ankirchner,
Imkeller and Popier [1] Section 2.2 except that we consider BSDEs related to the utility
maximization problem. Our result stems from the fact that contrary to the classical Itoˆ
representation formula with square-integrable integrands, a “multiplicative” L2-analogue
in terms of stochastic exponentials is not unique, see Lemma 3.4.
The second contribution is a thorough investigation of when the BSDE admits a
bounded solution. If the investor’s relative risk aversion is greater than one and λ ·M is
a BMO martingale, this is automatically satisfied. For a risk aversion smaller than one
the picture is rather different and we provide an example to show that even when the
mean-variance tradeoff has all exponential moments and the process λ ·M is a BMO
martingale, the solution to the utility maximization BSDE need not be bounded. Build-
ing on this example our third and most important result is Theorem 6.5, which shows
how to combine the BMO and exponential moment conditions so as to find the minimal
condition which guarantees, in a general filtration, that the BSDE admits a bounded
solution. We thus fully characterize the boundedness of solutions to the quadratic BSDE
arising in power utility maximization. We mention that the limiting case of risk aversion
equal to one, i.e. the case of logarithmic utility, is covered by our results.
The paper is organized as follows. In the next section we establish the link between
the utility maximization problem and BSDEs for an unbounded mean-variance tradeoff.
Then we analyze the questions of existence and uniqueness of BSDE solutions and in
Section 4 turn our attention to the interplay between boundedness of solutions and the
BMO property of λ ·M . In Section 5 we develop some related counterexamples and then
provide the characterization of boundedness in Section 6. In an additional appendix we
collect some background material on quadratic continuous semimartingale BSDEs.
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2. Power Utility Maximization and Quadratic BSDEs. Throughout this ar-
ticle we work on a filtered probability space (Ω,F , (Ft)0≤t≤T ,P) satisfying the usual
conditions of right-continuity and completeness. We assume that the time horizon T
is a finite number in (0,∞) and that F0 is the completion of the trivial σ-algebra. In
addition all semimartingales are assumed to be equal to their ca`dla`g modification. In a
first step, we assume that the filtration is continuous in the sense that all local martin-
gales are continuous. This condition is relaxed in Section 6 where we provide the main
characterization result for a general filtration.
There is a market consisting of one bond, assumed constant, and d stocks with price
process S = (S1, . . . , Sd)T, which we assume to have dynamics
dSt = Diag(St)
(
dMt + d〈M,M〉tλt
)
,
where M = (M1, . . . ,Md)T is a d-dimensional continuous local martingale with M0 = 0,
λ is a d-dimensional predictable process, the market price of risk, satisfying∫ T
0
λTt d〈M,M〉tλt < +∞ a.s.
and Diag(S) denotes the d× d diagonal matrix whose elements are taken from S.
We consider an investor trading in the above market according to an admissible
investment strategy ν. A predictable d-dimensional process ν is called admissible if it
is M -integrable, i.e.
∫ T
0 ν
T
t d〈M,M〉tνt < +∞ a.s. and we write A for the family of such
investment strategies ν. Observe that each component νi represents the proportion of
wealth invested in the ith stock Si, i = 1, . . . , d. In particular, for some initial capital
x > 0 and an admissible strategy ν, the associated wealth process Xx,ν evolves as follows,
Xx,ν := x E(ν ·M + ν · 〈M,M〉λ),
where E denotes the stochastic exponential. The family of all such wealth processes is
denoted by X (x).
Our investor has preferences modelled by a power utility function U ,
U(x) =
xp
p
, where p ∈ (−∞, 0) ∪ (0, 1).
Starting with initial capital x > 0, they aim to maximize the expected utility of terminal
wealth. This leads to the following primal optimization problem,
(2.1) u(x) := sup
ν∈A
E
[
U
(
Xx,νT
)]
.
Related to the above primal problem is a dual problem which we now describe. For y > 0
we introduce the set
Y(y) := {Y ≥ 0 |Y0 = y and XY is a supermartingale for all X ∈ X (1)},
as well as the minimization problem
u˜(y) := inf
Y ∈Y(y)
E
[
U˜
(
YT
)]
,
where U˜ is the conjugate (or dual) of U given by U˜(y) = − yqq , y > 0, where q := pp−1 is
the dual exponent to p. There is a bijection between p and q so that in what follows we
often state the results for q rather than for p.
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It is shown in Kramkov and Schachermayer [17, 18] (among others) that for general
utility functions (not necessarily power) the following assumption is the weakest possible
for well posedness of the market model and the utility maximization problem.
Assumption 2.1.
(i) The set Me(S) of equivalent local martingale measures for S is non-empty.
(ii) If p > 0, there is an x > 0 such that u(x) < +∞.
Summarizing the results of [17] we then have that there exists a strategy νˆ ∈ A,
independent of x > 0, which is optimal for the primal problem. In particular, for any
other optimal strategy ν¯ ∈ A and x > 0 we have that Xˆx := Xx,νˆ and Xx,ν¯ are
indistinguishable. On the dual side, given y > 0, there exists a Yˆ y ∈ Y(y) which is
optimal for the dual problem and unique up to indistinguishability. Finally, the functions
u and u˜ are continuously differentiable and conjugate and if y = u′(x) then YˆT = U ′(XˆT )
and the process XˆYˆ is a martingale on [0, T ], where we omit writing the dependence on
the initial values.
Remark 2.2. In [17] the authors work in the additive formulation where strategies
represent the number of shares and wealth remains (only) nonnegative. However, for
power utility maximization, the additive formulation and the setting here are equivalent.
We refer the reader to [24] for further details.
We also state here a representation of the dual optimizer shown in [19] when S is
one-dimensional and extended in [24] to the current framework. Using the continuity of
the filtration, there exists a continuous local martingale Nˆ which is orthogonal to M ,
i.e. 〈Nˆ ,M i〉 ≡ 0 for all i = 1, . . . , d, and such that Yˆ = y E(−λ ·M + Nˆ).
Finally, we recall the BSDE satisfied by the so-called opportunity process from [27],
more precisely by its log-transform. We start with the solutions Xˆ and Yˆ to the above
primal and dual problem (when y = u′(x)) and derive the BSDE satisfied by the following
process
Ψˆ := log
(
Yˆ
U ′(Xˆ)
)
.
The logic is now very similar to the procedure in [20], we apriori obtained the existence
of the object Ψˆ of interest. Imposing a suitable assumption we show that Ψˆ lies in a
certain space in which solutions to (a special type of) quadratic semimartingale BSDE
are unique. This approach of using BSDE comparison principles in utility maximization
may be found in [12] and [26]. We observe that in these references the mean-variance
tradeoff 〈λ ·M,λ ·M〉T is bounded. In what follows we extend their reasoning to the
unbounded case under exponential moments which was thoroughly investigated in [24]
where the corresponding assumption is
Assumption 2.3. For all % > 0 we have that
E
[
exp
(
% 〈λ ·M,λ ·M〉T
)]
< +∞,
i.e., the mean-variance tradeoff 〈λ ·M,λ ·M〉T has exponential moments of all orders.
The preceding assumption is compatible with Assumption 2.1 in the following sense.
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Lemma 2.4 ([24] Proposition 2.8). Assumption 2.3 implies Assumption 2.1, more
precisely,
(i) The process Y λ := E(−λ ·M) is a martingale on [0, T ], hence defines an equivalent
local martingale measure for S.
(ii) The function u is finite on all of (0,+∞).
For completeness let us also include the case p = 0, equivalently q = 0, which corre-
sponds to the case of logarithmic utility, i.e. U(x) = log(x) and U˜(y) = − log(y)−1, and
for which the optimizers have a simple structure. Namely, νˆ ≡ λ is the optimal strategy
and Yˆ 1 ≡ E(−λ ·M) is the dual optimizer. We also have Xˆ ≡ Yˆ −1 so that Ψˆ ≡ 0. We
mention that the Assumption 2.1 with item (ii) extended to p = 0 is a sufficient condition
for existence and uniqueness of the optimizers. In particular, Assumption 2.3 or the con-
dition that λ·M be a BMO martingale, see below, are sufficient as can be deduced easily.
Before we discuss properties of the process Ψˆ we first fix some notation.
Definition 2.5. Let E denote the space of all processes Υ on [0, T ] whose supremum
Υ∗ := sup0≤t≤T |Υt| has exponential moments of all orders, i.e. for all % > 0,
E [exp (%Υ∗)] < +∞.
We then recall from [24] that if Assumption 2.3 holds and if (Xˆ, Yˆ ) is the solution to
the primal and dual optimization problem, then Ψˆ ∈ E. With regards to the derivation
of the BSDE satisfied by Ψˆ, we note that, using the formulae for Xˆ and Yˆ ,
Ψˆ = log
(
y E(−λ ·M + Nˆ)
(
x E (νˆ ·M + νˆ · 〈M,M〉λ)
)1−p)
.
After the change of variables
Zˆ := −λ+ (1− p)νˆ
a calculation shows that we have found a solution (Ψˆ, Zˆ, Nˆ) to the following quadratic
semimartingale BSDE (written in the generic variables (Ψ, Z,N)),
(2.2) dΨt = Z
T
t dMt + dNt −
1
2
d〈N,N〉t
+
q
2
(Zt + λt)
T d〈M,M〉t(Zt + λt)− 1
2
ZTt d〈M,M〉tZt, ΨT = 0,
where we refer to Definition A.1 for the notion of a solution to the BSDE (2.2). We
summarize our findings in the following theorem, noting that it is uniqueness which
requires the stronger Assumption 2.3, existence is guaranteed via Assumption 2.1.
Theorem 2.6. Let Assumption 2.3 hold and (Xˆ, Yˆ ) be the solution pair to the pri-
mal/dual optimization problem i.e. for x > 0
Xˆ = x E(νˆ ·M + νˆ · 〈M,M〉λ) and Yˆ = u′(x) E(−λ ·M + Nˆ).
Setting
Ψˆ := log
(
Yˆ
/
U ′(Xˆ)
)
and Zˆ := −λ+ (1− p)νˆ,
then
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(i) The triple (Ψˆ, Zˆ, Nˆ) is the unique solution (Ψ, Z,N) to the BSDE (2.2) where
Ψ ∈ E and Z ·M and N are two square-integrable martingales.
(ii) In terms of the BSDE we may write Yˆ as
Yˆ = exp(Ψˆ)U ′(Xˆ) = eΨˆ0xp−1 E(−λ ·M + Nˆ) ∈ Y(cp xp−1)
with cp := exp
(
Ψˆ0
)
, a.s.
(iii) The process E
([
(1− q)Zˆ − qλ] ·M + Nˆ) is a martingale on [0, T ].
Proof. The content of item (i) follows from Theorem A.3 in the Appendix which
summarizes the main results on quadratic semimartingale BSDEs under an exponential
moments condition. A calculation yields the alternative formula for Yˆ in item (ii) and
the relation
eΨˆ0xp E
([
(1− q)Zˆ − qλ] ·M + Nˆ) ≡ XˆYˆ
gives the remaining assertion in item (iii).
The statement of the above theorem is essentially known. In [12] and [26] the bound-
edness of the mean-variance tradeoff is used to ensure uniqueness, in [24] this argument
is extended to the unbounded case with exponential moments. Building on [21, 22],
the article [28] shows that in a general setting the opportunity process exp(Ψˆ) satis-
fies a BSDE which reduces to (2.2) under the additional assumption of continuity of
the filtration. In particular, exp(Ψˆ) is identified there as the minimal solution to the
corresponding BSDE.
Having identified candidate optimizers from the BSDE, a difficult task is then veri-
fication, i.e. showing that a solution to the BSDE indeed provides the primal and dual
optimizers. A sufficient condition is that E
([
(1 − q)Z − qλ] ·M + N) is a martingale
as can be derived from [28], see also Proposition 3.1 below. However, given a solution
(Ψ, Z,N) to the BSDE (2.2), this condition need not be satisfied, hence a solution to the
BSDE (2.2) need not yield the optimizers even when Z and N are square-integrable, as
demonstrated in Subsection 3.2. In conclusion, if a solution triple (Ψ, Z,N) exists, then
under some conditions it provides the solution (Xˆ, Yˆ ) to the primal and dual problem
and we have uniqueness to the BSDE within a certain class. This is in the spirit of [22]
Theorem 1.3.2 and [28] Theorem 5.2. However, above and in their theorems, the require-
ments imposed are not on the model. In contrast, our goal is to study which conditions
on the model, i.e. on λ and M , ensure such a BSDE characterization and the regularity
of its solution in terms of a bounded dynamic value process.
3. Existence, Uniqueness and Optimality for Quadratic BSDEs. From The-
orem 2.6 we see that under Assumption 2.3 one can connect the duality and BSDE
approaches to solving the utility maximization problem. To analyze this connection in
further detail, we consider in the present section a setting where the BSDE (2.2) is ex-
plicitly solvable. Proposition 3.1 gives a sufficient condition for a solution to the BSDE
(2.2) to exist and provides an expression for Ψˆ in terms of E(−λ ·M).
We go on to study uniqueness and show in Theorem 3.6 that in general there are
many solutions with square-integrable martingale part. This is a consequence of the
fact that a multiplicative representation of random variables as stochastic exponentials
need not be unique, which is the content of Lemma 3.4. Finally, a main aim in the
present article is to study the boundedness of solutions to the BSDE (2.2) under the
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exponential moment and BMO conditions. This involves constructing counterexamples
and some of the key techniques and ideas used for this are introduced in the current
section. Therefore we restrict ourselves to the Brownian setting, which we assume to
be one-dimensional for notational simplicity. Let W be a one-dimensional Brownian
motion under P and (Ft)t∈[0,T ] its augmented natural filtration. In particular, N ≡ 0
is the unique local martingale orthogonal to M = W . A generalization of the following
results to the multidimensional Brownian framework is left to the reader.
3.1. Necessary Conditions for the Existence of Solutions to Quadratic BSDEs.
Proposition 3.1. For q ∈ [0, 1) the BSDE (2.2) always admits a solution. For
q < 0 the BSDE (2.2) admits a solution if and only if
(3.1) E
[(
Y λT
)q]
= E
[E(−λ ·W )qT ] < +∞.
If there exists a solution, there is a unique solution (Ψˆ, Zˆ) with E([(1− q)Zˆ − qλ] ·W )
a martingale. Its first component is given by
(3.2) Ψˆt =
1
1− q log
(
E
[E(−λ ·W )qt,T ∣∣Ft]), t ∈ [0, T ], a.s.
In particular, solving (2.2) and setting (X,Y ) as suggested by Theorem 2.6 gives the
pair of primal and dual optimizers.
As a result, condition (3.1) is sufficient for existence and uniqueness of the optimizers
and we mention that it corresponds to condition (10) in [17]. Hence, the utility maxi-
mization problem is well-defined even if NFLVR (no free lunch with vanishing risk) does
not hold. This is because FLVR strategies cannot be used beneficially by the CRRA-
investor due to the requirement of having a positive wealth at any time.
Proof. Let us first show that the BSDE (2.2) admits a solution if (3.1) holds. Ob-
serve that from Jensen’s inequality, for q ∈ [0, 1),
E
[E(−λ ·W )qT ] ≤ E[E(−λ ·W )T ]q ≤ 1,
so that (3.1) automatically holds in this case. For t ∈ [0, T ] consider
(3.3) M t := E
[
E(−qλ ·W )T exp
(
q(q − 1)
2
∫ T
0
λ2s ds
)∣∣∣∣∣Ft
]
.
Since we have
E
[
E(−qλ ·W )T exp
(
q(q − 1)
2
∫ T
0
λ2s ds
)]
= E
[E(−λ ·W )qT ] < +∞,
M is a positive martingale so that by Itoˆ’s representation theorem there exists a pre-
dictable process Z with
∫ T
0 Z
2
t dt < +∞ a.s. such that 1M ·M ≡ Z ·W . We set
Zˆ :=
Z + qλ
1− q
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and Ψˆ as in (3.2). A calculation then shows that (Ψˆ, Zˆ) solves the BSDE (2.2) with
E([(1− q)Zˆ − qλ] ·W ) ≡ E(Z ·W ) ≡ 1
M0
M a martingale.
We now turn our attention to uniqueness. Let us assume that (Ψ, Z) is a solution to
(2.2) such that E([(1− q)Z − qλ] ·W ) is a martingale. For t ∈ [0, T ] a calculation gives
exp
(−(1− q)Ψt) = exp((1− q)(ΨT −Ψt))(3.4)
= E([(1− q)Z − qλ] ·W )
t,T
E(−λ ·W )−q
t,T
a.s.
so that we obtain
Ψt =
1
1− q log
(
E
[E(−λ ·W )qt,T ∣∣Ft]) a.s.
We derive that Ψ and Ψˆ are indistinguishable due to continuity. From (3.4) we then
obtain that E([(1 − q)Z − qλ] ·W ) is uniquely determined, from which it follows that
Zˆ ·W ≡ Z ·W .
Finally, we show that the condition (3.1) is also necessary. Assume that a solution
(Ψ, Z) to (2.2) exists but E
[E(−λ·W )qT ] = +∞. Then, together with the supermartingale
property of E([(1− q)Z − qλ] ·W ), the equality (3.4) shows that a.s.
exp
(
(1− q)Ψ0
) ≥ E[E([(1− q)Z − qλ] ·W )
T
]
exp
(
(1− q)Ψ0
)
= E
[
E(−λ ·W )q
T
]
= +∞,
from which Ψ0 = +∞ a.s. in contradiction to the existence of Ψ.
We now provide an explicit market price of risk for which condition (3.1) fails to
hold, hence for which the BSDE (2.2) has no solution. While similar examples have
been provided in Delbaen and Tang [9] Theorem 2.8 as well as Frei and dos Reis [11]
Lemma A.1, we give the full construction as it will be used throughout.
Proposition 3.2. For every q < 0 there exists λ such that λ · W is a bounded
martingale and E
[(
Y λT
)q]
= E
[E(−λ ·W )qT ] = +∞.
Proof. For t ∈ [0, T ] define
λt :=
pi
2
√−q(T − t) 1]]T/2,τ ]](t, ·),
where τ is the stopping time
τ := inf
{
t >
T
2
∣∣∣∣∣
∣∣∣∣∣
∫ t
T/2
1√
T − s dWs
∣∣∣∣∣ ≥ 1
}
.
Here, we define λ from time T/2 onwards to be consistent with the construction in
Subsection 5.3. For the present proof, we could equally well replace T/2 by 0 in the
definitions of λ and τ . Observe that we have that P(T/2 < τ < T ) = 1 due to continuity
and the relation〈∫ ·
T/2
1√
T − t dWt,
∫ ·
T/2
1√
T − t dWt
〉
T
=
∫ T
T/2
1
T − t dt = +∞.
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By construction, λ ·W is bounded by pi
2
√−q . We obtain, using [15] Lemma 1.3 similarly
to the proof of [11] Lemma A.1,
E
[
E(−λ ·W )qT
]
= E
[
exp
(
−q(λ ·W )T − q
2
∫ T
0
λ2t dt
)]
≥ e−pi
√−q
2 E
[
exp
(
pi2
8
∫ τ
T/2
1
T − t dt
)]
= +∞,
from which the statement follows immediately.
Let us make two points concerning the above example, firstly that when q ∈ [0, 1) such
a degeneracy cannot occur, as shown by Proposition 3.1. In fact for a BMO martingale
λ ·W there actually always exists a (then unique) bounded solution, as Corollary 4.2
below shows. We recall from [15] that a continuous martingale M on the compact interval
[0, T ] with M0 = 0 is a BMO martingale if∥∥M∥∥
BMO2
:= sup
τ
∥∥∥∥E[(MT −M τ)2∣∣∣Fτ]1/2∥∥∥∥
L∞
< +∞,
where the supremum is over all stopping times τ valued in [0, T ].
Secondly we point out that the martingale in the above proposition is bounded. In-
deed, it is a leitmotiv of the present article that requiring (in addition) the martingale
λ ·M to be bounded does not improve the situation with respect to finiteness of a BSDE
solution. This is because the key estimates are all on the quadratic variation process
〈λ ·M,λ ·M〉 which in general does not inherit such properties.
Remark 3.3. As described in the introduction, the assumption that λ ·M is a BMO
martingale is natural from a no-arbitrage perspective. We now give an additional finan-
cial interpretation of the BMO condition. Suppose for simplicity that S is a geometric
Brownian motion of the form
dSt = St
(
σt dWt + µt dt),
so that λ = µ/σ2 and 〈λ · M,λ · M〉 = ∫ ·0 µ2tσ2t dt. The Sharpe ratio, defined as µ/σ,
measures the return per unit of risk. A BMO condition on λ · M requires that the
conditional expected integral of the squared Sharpe ratio E
[∫ T
·
µ2t
σ2t
dt
∣∣F·] be bounded,
which implies a restriction on the asset not offering huge returns with tiny risk.
Developing this idea further, consider an investment strategy pi which in this re-
mark represents the amount, not, as elsewhere, the proportion, of wealth invested in
S. We assume that E
[〈λ ·M,λ ·M〉T ] < +∞ and that pi is predictable and satisfies
E
[〈pi ·M,pi ·M〉T ] < +∞. From the stock dynamics
dSt = Diag(St)
(
dMt + d〈M,M〉tλt
)
,
it follows that the expected gain (or loss) related to pi is given by
E
[ d∑
i=1
∫ T
0
piit
Sit
dSit
]
= E
[∫ T
0
pit dMt
]
+ E
[∫ T
0
piTt d〈M,M〉tλt
]
= E
[∫ T
0
piTt d〈M,M〉tλt
]
.
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Using [29] Theorem IV.54, we deduce that λ ·M is a BMO martingale if and only if
there exists a constant c such that
(3.5)
∣∣∣∣∣E
[
d∑
i=1
∫ T
0
piit
Sit
dSit
]∣∣∣∣∣ ≤ cE[〈pi ·M,pi ·M〉1/2T ] =: c ‖pi ·M‖H1
for all pi with E
[〈pi ·M,pi ·M〉T ] < +∞. Using〈 d∑
i=1
∫ ·
0
piit
Sit
dSit ,
d∑
i=1
∫ ·
0
piit
Sit
dSit
〉
T
= 〈pi ·M,pi ·M〉T ,
we can view ‖pi ·M‖H1 as a measure of risk in our portfolio. We see from (3.5) that
the assumption of λ ·M being a BMO martingale means that portfolios with bounded
risk (in this H1-sense) always have bounded expected gains. Conversely, if the expected
gains are bounded in terms of such risk uniformly over all investment strategies, then
λ ·M needs to be a BMO martingale.
3.2. Nonoptimality of BSDE Solutions. If a solution to the BSDE (2.2) does exist,
it does not automatically lead to an optimal pair for the utility maximization problem.
This is because it may fail to be in the right space (e.g. with respect to which unique-
ness for BSDE solutions holds). We now provide a theoretical result to illustrate the
problem. More precisely, in contrast to the classical Itoˆ representation theorem with
square-integrable integrands, an analogous representation of random variables in terms
of stochastic exponentials is not unique.
Lemma 3.4. Let ξ be a random variable bounded away from zero and infinity, i.e.
there are constants L, ` > 0 such that ` ≤ ξ ≤ L a.s. Then, for every real number
c ≥ E[ξ], there exists a predictable process αc such that
(3.6) ξ = c E(αc ·W )T , E
[∫ T
0
|αct |2 dt
]
< +∞.
However, there is only one pair (c, α) which satisfies ξ = c E(α ·W )T with α ·W a BMO
martingale or, equivalently, with c = E[ξ].
Remark 3.5. Comparing the multiplicative representation (3.6) with the classical
one, see [13] Theorem 4.15, namely
ξ = k + (β ·W )T , E
[∫ T
0
|βt|2 dt
]
< +∞,
we see that existence holds in both cases, whereas there is no uniqueness of (c, αc) in
(3.6) despite the fact that E
[∫ T
0 |αct |2 dt
]
< +∞, in contrast to the uniqueness of (k, β).
While in the standard Itoˆ representation for L2-random variables the square-integra-
bility and martingale property are equivalent, our result shows that in the multiplicative
form E
[∫ T
0 |αct |2 dt
]
< +∞ does not guarantee uniqueness. The intuition for the differ-
ence between β in the additive and αc in the multiplicative form is the following. Since
β is a square-integrable process, β ·W is a martingale, hence it must be the case that
k = E[ξ]. In contrast, the square-integrability of αc is not sufficient for E(αc ·W ) to be a
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martingale. Indeed, it can be that E[E(αc ·W )T ] < 1 so that increasing c ≥ E[ξ] may be
offset by an appropriate choice of αc such that (3.6) still holds. A consequence of this is
that uniqueness of ξ = c E(α ·W )T holds if α ·W is a BMO martingale or equivalently
(see [15] Theorem 3.4, using the boundedness of ξ) if E(α ·W ) is a martingale.
One could argue that a more natural condition in (3.6) is to assume that E(αc ·W )
be a true martingale, however our aim is a characterization in terms of αc ·W itself and
thus we do not pursue this. Note that it is not possible to find c < E[ξ] such that (3.6)
holds, because E(αc ·W ) is always a positive local martingale, hence a supermartingale.
Proof. We first define M t := E[ξ|Ft], t ∈ [0, T ], and apply Itoˆ’s representation
theorem to the stochastic logarithm of M , which is a BMO martingale by [15] Theorem
3.4 since M is bounded away from zero and infinity. This application yields a predictable
process α such that α ·W is a BMO martingale and ξ = E[ξ] E(α ·W )T . The uniqueness
part of the statement is then immediate; if α ·W is a BMO martingale, we have c = E[ξ]
and α ·W ≡ α ·W since E(α ·W ) is a martingale. Conversely, if c = E[ξ] the process
E(α ·W ) is a supermartingale with constant expectation, hence a martingale. Indeed,
we then have
E(α ·W ) ≡ E[E(α ·W )T | F.] ≡ 1E[ξ] E[ξ| F.] ≡ E[E(α ·W )T | F.] ≡ E(α ·W )
and thus α ·W ≡ α ·W , which is the BMO martingale from above.
To construct αc we fix c ≥ E[ξ] and define the stopping time
τc := inf
{
t ≥ 0
∣∣∣∣ ∫ t
0
1
T − s dWs ≤
t
2T (T − t) + log
M t
c
}
.
We argue that τc < T a.s. To this end consider
τ c := inf
{
t ≥ 0
∣∣∣∣ ∫ t
0
1
T − s dWs ≤
t
2T (T − t) + log
`
c
}
and observe that τc ≤ τ c. If we define the time change ρ : [0, T ] → [0,+∞] by ρ(t) :=
t
T (T−t) , then it follows from [30] II.3.14. that
(3.7) E
[
exp
(
1
8
ρ(τ c)
)]
= exp
(
−1
2
log
`
c
)
=
c1/2
`1/2
< +∞.
We deduce that E[ρ(τ c)] < +∞, ρ(τ c) < +∞ a.s. and τ c < T a.s. from which it follows
that indeed τc < T a.s.
We now define
αct :=
1
T − t 1[[0,τc]](t, ·) + α1]]τc,T ]](t, ·),
which satisfies
c E(αc ·W )T = c MT
M τc
E(αc ·W )τc = c
MT
M τc
M τc
c
= MT = ξ,
where the second equality is due to the specific definition of the stopping time τc. More-
over, we have
E
[∫ T
0
|αct |2 dt
]
≤ E
[∫ τc
0
1
(T − t)2 dt
]
+ E
[∫ T
0
|αt|2 dt
]
= E[ρ(τc)] + E
[∫ T
0
|αt|2 dt
]
,
which is finite because E[ρ(τc)] ≤ E[ρ(τ c)] < +∞ and α ·W is a BMO martingale.
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The standard method of finding solutions to quadratic BSDEs involves an exponential
change of variables. A consequence of the preceding lemma is that the above type of
nonuniqueness transfers to the corresponding BSDE solutions, in particular to those of
the utility maximization problem. Observe that for each c the process αc ·W is square-
integrable in contrast to classical locally integrable counterexamples. Indeed it is well
known that without square-integrability even the standard Itoˆ decomposition is not
unique. In fact, for every k ∈ R there exists βk such that
ξ = k + (βk ·W )T ,
∫ T
0
∣∣βkt ∣∣2 dt < +∞ a.s.
see [10] Proposition 1. We are hence able to construct distinct solutions to the BSDE
(2.2). This amounts to some of those solutions being nonoptimal by Proposition 3.1.
Alternatively, uniqueness of the multiplicative decomposition ξ = c E(α · W )T holds
under an additional BMO assumption which then implies the uniqueness of Ψˆ. We
summarize these comments in the following theorem.
Theorem 3.6. For all p ∈ (−∞, 1) and λ with ∫ T0 λ2t dt bounded, there exists a
continuum of distinct solutions (Ψb, Zb, N b ≡ 0) to the BSDE (2.2), parameterized by
b ≥ 0, satisfying the following properties:
(i) The martingale part Zb ·W is square-integrable for all b ≥ 0.
(ii) The process E
([
(1− q)Zb − qλ] ·W) is a martingale if and only if b = 0.
(iii) Defining νb as suggested by the formula in Theorem 2.6, the admissible process νb
is the optimal strategy if and only if b = 0.
It is known from [1] Section 2.2 that quadratic BSDEs need not have unique square-
integrable solutions. These authors present a specific example of a quadratic BSDE
which allows for distinct solutions with square-integrable martingale part. In contrast,
Theorem 3.6 shows that every BSDE related to power utility maximization with bounded
mean-variance tradeoff has no unique square-integrable solution, independently of the
value of p. This underlines the importance of being able to find a solution to the BSDE
(2.2) with Z ·W a BMO martingale in [12] and [26].
Proof. We set ξ := exp
(
q(q−1)
2
∫ T
0 λ
2
t dt
)
and define the measure change
dP˜
dP
:= E(−qλ ·W )T ,
so that P˜ is an equivalent probability measure under which W˜ is a Brownian motion on
[0, T ] where
W˜t := Wt + q
∫ t
0
λs ds.
Observe that this measure change is implicitly already present in the proof of Proposition
3.1, see (3.3). We now apply Lemma 3.4 to the triple
(
W˜ , P˜, (Ft)t∈[0,T ]
)
noting that in
its proof we may use Itoˆ’s representation theorem in the form of [14] Theorem 1.6.7, i.e.
we can write any P˜-martingale as a stochastic integral with respect to W˜ , although W˜
may not generate the whole filtration (Ft)t∈[0,T ]. For every real number c ≥ EP˜[ξ] we
then derive the existence of a predictable process αc such that
ξ = c E(αc · W˜ )T , EP˜
[∫ T
0
|αct |2 dt
]
< +∞.
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For t ∈ [0, T ] we then set
Ψ˜ct := log(c) +
∫ t
0
αcs dW˜s −
1
2
∫ t
0
|αcs|2 ds−
q(q − 1)
2
∫ t
0
λ2s ds,
so that Ψ˜c solves the BSDE
dΨ˜ct = α
c
t dW˜t −
1
2
|αct |2 dt−
q(q − 1)
2
λ2t dt, Ψ˜
c
T = 0.
Using the transformations b := c − EP˜[ξ] ≥ 0, Ψ˜c =: (1 − q)Ψb and αc =: (1 − q)Zb we
arrive at the BSDE (2.2),
dΨbt = Z
b
t dWt +
q
2
(Zbt + λt)
2 dt− 1
2
(
Zbt
)2
dt, ΨbT = 0,
which admits a continuum of distinct solutions, parameterized by b ≥ 0. We show that
each martingale part is additionally square-integrable under P. This follows from the
inequality
E
[∫ T
0
|αct |2 dt
]
≤ EP˜
[
E(qλ · W˜ )2T
]1/2
EP˜
[(∫ T
0
|αct |2 dt
)2]1/2
.
Note that the second term on the right hand side is finite since from (3.7) in the proof
of Lemma 3.4 we have that EP˜
[
ρ(τ c)
2
]
< +∞. Moreover, using α from this proof, α · W˜
is a BMO martingale (under P˜), hence
∫ T
0 |αt|2 dt has an exponential P˜-moment of some
order by [15] Theorem 2.2, see also Lemma 6.1 and the comments thereafter. To derive
that the first term is finite we use that
EP˜
[
E(qλ · W˜ )2T
]
≤ EP˜
[
exp
(
6q2
∫ T
0
λ2t dt
)]1/2
< +∞.
Clearly, the Assumption 2.3 is satisfied, hence our previous analysis applies. However,
there is a continuum of distinct solutions (Ψb, Zb) to the BSDE (2.2) since for every
b = c− EP˜[ξ] ≥ 0 we have that Ψb0 = log(c)1−q . From [15] Theorem 3.6 we have that αc · W˜
is a BMO martingale under P˜ if and only if αc ·W is a BMO martingale under P. This
last condition holds if and only if Zb ·W is a BMO martingale under P. We conclude
that E([(1 − q)Zb − qλ] ·W ) is a martingale if b = 0. It cannot be a martingale for
b > 0 since otherwise (Ψb, Zb) would coincide with (Ψˆ, Zˆ) ≡ (Ψ0, Z0). The last assertion
is then immediate.
4. Boundedness of BSDE Solutions and the BMO Property. Thus far we
have worked under an exponential moments assumption on the mean-variance trade-
off which provides us with the existence of the primal and dual optimizers as well as
a link between these optimizers and a special quadratic BSDE. We now connect the
above study to the boundedness of solutions to quadratic BSDEs which we show to be
intimately related to the BMO property of the martingale part and the mean-variance
tradeoff.
For q ∈ [0, 1) and under the assumption that λ ·M is a BMO martingale, we show
that the BSDE (2.2) has a bounded solution. This follows as a consequence of existence
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results and a priori estimates for a general class of BSDEs as described below. We
consider the BSDE
(4.1) dΨt = Z
T
t dMt + dNt − F (t,Ψt, Zt) dAt −
1
2
d〈N,N〉t, ΨT = ξ,
where, as in the appendix, A is a nondecreasing bounded process such that 〈M,M〉 =
BTB · A for a predictable process B valued in the space of d × d matrices. We assume
that ξ is a bounded random variable and that the driver F is continuous in (ψ, z) and
satisfies
−δ
2
‖Btz‖2 − ‖Btκt‖2 ≤ F (t, ψ, z) ≤ ϕ(|ψ|) + γ
2
‖Btz‖2 + ‖Btηt‖2,(4.2)
ψ
(
F (t, ψ, z)− F (t, 0, z)) ≤ β|ψ|2;
β, δ, γ ≥ 0 are constants, ϕ is a deterministic continuous nondecreasing function with
ϕ(0) = 0, and κ, η are processes such that κ ·M , η ·M are BMO martingales. If β 6= 0,
we additionally assume that there exists a constant cA such that At ≤ cA · t for all
t ∈ [0, T ], and we set β? = cA · β. For the notion of solution to (4.1), see Appendix A.
Theorem 4.1.
(i) If δ = 0 and η satisfies ‖η ·M‖2BMO2 < e
−Tβ?
max{1,γ} , then the BSDE (4.1) has a solu-
tion with bounded first component.
(ii) Assume ϕ ≡ 0 and that (Ψ, Z,N) is a solution to (4.1). Then Ψ is bounded if and
only if both Z ·M and N are BMO martingales.
(iii) Suppose ϕ ≡ 0, δ = 0 and that η satisfies ‖η ·M‖2BMO2 < e
−Tβ?
max{1,γ} . Then there
exists a solution (Ψ, Z,N) with bounded Ψ and BMO martingales Z ·M and N .
Proof. (i) Using the assumption δ = 0, we can argue similarly to the proof of [7]
Theorem 2.1. That proof is given in a Brownian setting but translates correspondingly
to our semimartingale model similarly to [25]. With γ˜ := max{1, γ} and based on (4.2),
this yields the existence of a solution (Ψ, Z,N) satisfying
Ψt ≤ 1
γ˜
logE
[
exp
(
γ˜e(T−t)β
?
ξ+ + γ˜
∫ T
t
e(s−t)β
?‖Bsηs‖2 dAs
)∣∣∣∣Ft],
Ψt ≥ E
[
ξ −
∫ T
t
‖Bsκs‖2 dAs
∣∣∣∣Ft].
Since ξ ∈ L∞ and κ ·M is a BMO martingale, the latter inequality shows that Ψ is
bounded from below. From the former inequality, we obtain
Ψt ≤ eTβ?‖ξ‖L∞ + 1
γ˜
logE
[
exp
(
γ˜eTβ
?
∫ T
t
‖Bsηs‖2 dAs
)∣∣∣∣Ft]
≤ eTβ?‖ξ‖L∞ − 1
γ˜
log
(
1− γ˜eTβ?‖η ·M‖2BMO2
)
by the John-Nirenberg inequality; see Lemma 6.1. This shows that Ψ is bounded from
above due to the assumptions ξ ∈ L∞ and ‖η ·M‖2BMO2 < e
−Tβ?
max{1,γ} . Hence, Ψ is bounded,
which concludes the proof of (i).
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For (ii), let first (Ψ, Z,N) be a solution to (4.1) with bounded Ψ. The BMO properties
of Z ·M and N follow from [20] Proposition 7, using that (4.2) with ϕ ≡ 0 implies
|F (t, ψ, z)| ≤ γ + δ
2
‖Btz‖2 + ‖Btηt‖2 + ‖Btκt‖2.
Conversely, if Z ·M and N are BMO martingales, then Ψ is bounded. This follows by
taking the conditional t-expectation in the integrated version of (4.1) and estimating
the remaining finite variation parts with the help of the BMO2 norms of κ ·M , η ·M ,
Z ·M and N , uniformly in t.
Finally, the statement (iii) is an immediate consequence of the items (i) and (ii).
Let us now apply this result to the specific BSDE (2.2) related to power utility
maximization.
Corollary 4.2. Assume that q ∈ [0, 1) and that λ ·M is a BMO martingale. Then
the BSDE (2.2) has a solution with bounded first component. In particular, setting (X,Y )
as suggested by Theorem 2.6 gives the pair of primal and dual optimizers.
Proof. By Appendix A, the BSDE (2.2) is of the form (4.1) with the driver given by
F (t, z) = −q
2
(z + λt)
TBTtBt(z + λt) +
1
2
zTBTtBtz.
Using q ∈ [0, 1), we can show by an elementary calculation that
−q
2(1− q)‖Btλt‖
2 ≤ F (t, z) ≤ 1
2
‖Btz‖2
so that (4.2) is satisfied. Thus we can apply Theorem 4.1 (iii) to obtain that there exists
a solution triple (Ψ, Z,N) such that the process Z ·M + N is a BMO martingale. We
derive that
[
(1 − q)Z − qλ] · M + N is a BMO martingale which, by [15] Theorem
2.3, shows that E([(1− q)Z − qλ] ·M +N) is a true martingale. We then deduce that
solving the BSDE with a bounded Ψ gives rise to an optimal pair for the primal and
dual problem.
Remark 4.3. Instead of applying Theorem 4.1, which holds for a more general class
of BSDEs, Corollary 4.2 can also be shown as follows using specific results related to
power utility maximization. Since λ ·M is a BMO martingale, Y λ := E(−λ ·M) defines
an equivalent local martingale measure for S so that Assumption 2.1 is satisfied, where
we use an easy calculation to extend its item (ii) to p = 0. By [15] Corollary 3.4, if
q ∈ (0, 1), the process Y λ ∈ Y(1) satisfies the reverse Ho¨lder inequality. This means that
there is constant crH,p > 0 (which depends on p =
q
q−1) such that for all stopping times
τ valued in [0, T ],
E
[(
Y λT
/
Y λτ
)q ∣∣∣∣Fτ] ≥ crH,p
The assertion of Corollary 4.2 then follows from [27] Proposition 4.5 and from the explicit
formula Ψˆ ≡ 0 that holds in the case q = 0.
Proposition 3.1 shows that in a Brownian framework the BSDE (2.2) always admits
a solution if q ∈ [0, 1). In view of Corollary 4.2 this property extends to the general
framework under the condition that λ ·M is a BMO martingale. In particular, there
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is a unique bounded solution and it is given by the opportunity process for the utility
maximization problem.
Let us now contrast this with the situation when q < 0. The example in Subsection 3.1
provides a bounded BMO martingale λ ·M such that the corresponding BSDE admits
no solution. For this example the utility maximization problem satisfies u(1) = +∞ and
is thus degenerate (Ψ0 ≡ +∞).
The question now becomes whether, given an arbitrary λ such that λ ·M is a BMO
martingale and q < 0, we can still guarantee a bounded solution Ψ to the BSDE (2.2)
when the utility maximization problem is nondegenerate. We settle this question nega-
tively in the next section providing an example for which Assumption 2.3 as well as the
BMO property of λ ·M hold, but the BSDE (2.2) does not have a bounded solution.
To counterbalance this negative result in Section 6 we provide, via the John-Nirenberg
inequality, a condition on the order of the dynamic exponential moments of the mean-
variance tradeoff that guarantees boundedness of Ψˆ. This is accompanied by a further
example showing that this condition cannot be improved. To conclude, Corollary 4.2
and Theorem 6.5 provide a full characterization of the boundedness of solutions to the
BSDE (2.2) in terms of the dynamic exponential moments of 〈λ ·M,λ ·M〉 for a BMO
martingale λ ·M .
5. Counterexamples to the Boundedness of BSDE Solutions. We know that
an optimal pair for the utility maximization problem gives rise to a triple (Ψˆ, Zˆ, Nˆ)
solving the BSDE (2.2). Conversely, under suitable conditions, BSDE theory, based on
[6], [16] or the results stated in the appendix, provides solutions to the BSDE with
Ψˆ bounded (in E), with uniqueness in the class of bounded processes (in E). We now
present an example of a BMO martingale λ ·M which satisfies Assumption 2.3 and for
which the BSDE (2.2) related to the utility maximization problem has an unbounded
solution for a given p.
We develop this example in three steps. Firstly, we show that Assumption 2.3 alone
(rather unsurprisingly) is not sufficient to guarantee a bounded BSDE solution. The
corresponding λ·M involved is however not a BMO martingale. The second example is of
BMO type, but lacks finite exponential moments of a sufficiently high order. It resembles
the example provided in Subsection 3.1. Finally, we combine these two examples to
construct a BMO martingale λ·M such that 〈λ·M,λ·M〉T has all exponential moments,
but for which the BSDE does not allow for a bounded solution. Although this last step
leaves the first two obsolete, we believe that the outlined presentation helps the reader
in gaining insight into the nature of the degeneracy. In addition it hints at the minimal
sufficient condition in Theorem 6.5 below. Namely, instead of simply requiring both the
BMO and the exponential moments properties, they should be combined into a dynamic
condition. While there is no reason to have a bounded solution if one requires only the
BMO and the exponential moments properties, e.g. see the a priori estimate for general
BSDEs in [25] Proposition 3.1, constructing counterexamples appears to be nontrivial
and similar ideas will be used to show sharpness of the dynamic condition in Section
6. Since in the present section we construct suitable counterexamples, let M = W be
again a one-dimensional P-Brownian motion in its augmented natural filtration.
5.1. Unbounded Solutions under All Exponential Moments. Let us assume the mar-
ket price of risk is given by λ := − sgn(W )√|W | so that the stock price dynamics read
as follows,
dSt
St
= dWt − sgn(Wt)
√
|Wt| dt.
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Note that in the above definition “− sgn” is motivated by economic rationale, to simulate
a certain reverting behaviour of the returns. Assumption 2.3 is satisfied since∫ T
0
λ2t d〈M,M〉t =
∫ T
0
|Wt| dt ≤ T · sup
0≤t≤T
|Wt|
and by Doob’s inequality, for % > 1,
E
[
exp
(
% sup
0≤t≤T
|Wt|
)]
= E
[
sup
0≤t≤T
exp(%|Wt|)
]
≤
(
%
%− 1
)%
E[exp(%|WT |)]
≤ 2
(
%
%− 1
)%
e %
2 T/2 < +∞.
Now let p ∈ (0, 1) so that q < 0 and let (Xˆ, Yˆ ) be the optimizers of the utility maxi-
mization problem, where Xˆ0 = x > 0 and Yˆ0 = y := u
′(x). Since we are in a complete
Brownian framework we have that Yˆ = y E(sgn(W )√|W | ·W ). If νˆ denotes the optimal
investment strategy we derive from Theorem 2.6 that (Ψˆ, Zˆ, 0) is the unique solution
to the BSDE (2.2) where Ψˆ := log(Yˆ/ U ′(Xˆ)) ∈ E and Zˆ := sgn(W )√|W | + (1 − p)νˆ.
According to [27] Proposition 4.5 Ψˆ is bounded if and only if Yˆ satisfies the reverse
Ho¨lder inequality
(5.1) E
[(
YˆT
/
Yˆτ
)q ∣∣∣∣Fτ] ≤ crH,p
for some positive constant crH,p and all stopping times τ valued in [0, T ], which we show
is not the case.
The family {|Wt| | t ∈ [0, T ]} is uniformly integrable since E
[
W 2t
]
= t ≤ T , so we may
apply the stochastic Fubini theorem ([4] Lemma A.1) to get, for some t ∈ (0, T ), via
Jensen’s inequality,
E
[(
YˆT
/
Yˆt
)q ∣∣∣∣Ft] = E
[
exp
(
q
∫ T
t
sgn(Ws)
√
|Ws| dWs − q
2
∫ T
t
|Ws| ds
) ∣∣∣∣∣Ft
]
≥ exp
(
E
[
q
∫ T
t
sgn(Ws)
√
|Ws| dWs − q
2
∫ T
t
|Ws| ds
∣∣∣∣Ft])
= exp
(
−q
2
E
[∫ T
t
|Ws| ds
∣∣∣∣Ft]) = exp(−q2
∫ T
t
E
[|Ws| ∣∣Ft] ds)
≥ exp
(
−q
2
∫ T
t
|Wt| ds
)
= exp
(
−q(T − t)
2
|Wt|
)
.
Since the last random variable is unbounded it cannot be the case that (5.1) holds, hence
Ψˆ cannot be bounded.
However, λ ·W from this example is not a BMO martingale since for t ∈ (0, T ),
E
[∫ T
t
|Ws| ds
∣∣∣∣Ft] = ∫ T
t
E
[|Ws| ∣∣Ft] ds ≥ (T − t) |Wt|,
which shows that ‖λ ·M‖BMO2 cannot be finite.
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5.2. Unbounded Solutions under the BMO Property. We continue with a BMO ex-
ample for which the solution to the BSDE (2.2) is unbounded. The idea is the following,
from Proposition 3.2, for q < 0, there exists λ with λ ·W a BMO martingale such that
the BSDE (2.2) has no solution (in any class of possible solutions). Replacing this λ by
c λ for a constant c, it follows from (6.9) below that the BSDE has either no solution (for
|c| ≥ 1) or has a solution which is bounded and fulfills a BMO property (for |c| < 1).
This dichotomy is in line with the fact that for a BMO martingale M the set of all q < 0
such that E(M) satisfies the reverse Ho¨lder inequality Rq is open; compare Lemma 6.3
below. The insight then is to make c a random variable in order to construct λ such
that the BSDE (2.2) has a solution which is not bounded. More precisely, we have the
following result.
Proposition 5.1. For every q < 0 there exists a λ with λ ·W a BMO martingale
such that,
(i) The BSDE (2.2) has a unique solution (Ψˆ, Zˆ, Nˆ ≡ 0) with E([(1−q)Zˆ−qλ] ·W ) a
martingale. In particular, solving (2.2) and setting (X,Y ) as suggested by Theorem
2.6 gives the pair of primal and dual optimizers.
(ii) There does not exist a solution (Ψ, Z) to (2.2) with Z ·W a BMO martingale or
Ψ bounded.
Proof. For t ∈ [0, T ] we set
λt :=
piα
2
√−q(T − t) 1]]T/2,τ ]](t, ·),
where
α :=
2
pi
arccos
√
Φ
(√
2/T WT/2
)
for Φ the standard normal cumulative distribution function and τ the stopping time
from the proof of Proposition 3.2,
(5.2) τ := inf
{
t >
T
2
∣∣∣∣∣
∣∣∣∣∣
∫ t
T/2
1√
T − s dWs
∣∣∣∣∣ ≥ 1
}
.
Note that Φ
(√
2/T WT/2
)
is uniformly distributed on (0, 1] and that α is valued in [0, 1)
a.s. It follows immediately that λ ·W is bounded by pi
2
√−q , in particular it is a BMO
martingale.
Using [15] Lemma 1.3 in the same way as in the proof of [11] Lemma A.1, we obtain
that
E
[
E(−λ ·W )qT
]
≤ epi
√−q
2 E
[
exp
(
pi2α2
8
∫ τ
T/2
1
T − t dt
)]
= e
pi
√−q
2 E
[
1
cos
(
piα/2
)]
= e
pi
√−q
2 E
[
1√
Φ
(√
2/T WT/2
)
]
= 2e
pi
√−q
2 < +∞,
so that Proposition 3.1 gives the first assertion. Due to the FT/2-measurability of α and
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the FT/2-independence of τ , we have
exp
(
(1− q)ΨˆT/2
) ≥ e−pi√−q2 E[exp(pi2α2
8
∫ τ
T/2
1
T − t dt
)∣∣∣∣∣FT/2
]
= e
−pi√−q
2 E
[
exp
(
pi2x2
8
∫ τ
T/2
1
T − t dt
)]∣∣∣∣∣
x=α
=
e
−pi√−q
2
cos(piα/2)
.
This shows that
(1− q)ΨˆT/2 ≥ −
pi
√−q
2
− 1
2
log
(
Φ
(√
2/T WT/2
))
,
which is unbounded by the uniform distribution of Φ
(√
2/T WT/2
)
.
For item (ii) assume that there exists a solution (Ψ, Z) to (2.2) with Z ·W a BMO
martingale or Ψ bounded. By Theorem 4.1(ii) we can restrict ourselves to assuming that
Ψ is bounded, which implies that Z ·W is a BMO martingale so that E([(1−q)Z−qλ]·W )
is a martingale. By uniqueness, (Ψ, Z) coincides with (Ψˆ, Zˆ) in contradiction to the
unboundedness of Ψˆ.
5.3. Unbounded Solutions under All Exponential Moments and the BMO Property.
The two previous subsections raise the question whether we can find a BMO martingale
λ ·M such that its quadratic variation has all exponential moments and the BSDE (2.2)
has only an unbounded solution. Roughly speaking, the idea is to combine the above
two examples by translating the crucial distributional properties of |W | and α into the
corresponding properties of a suitable stopping time σ. This guarantees that the BMO
property and the exponential moments condition are satisfied simultaneously, while we
can also achieve the unboundedness of the BSDE solution by using independence. Table 1
summarizes the key properties.
Form of λ2t Crucial properties
First example (see 5.1) |Wt| |Wt| is unbounded,has all exponential moments
Second example (see 5.2) pi
2α2
4(−q)
1
T−t 1]]T/2,τ ]](t, ·)
α2 ∈ [0, 1), P(α2 ≥ %) > 0 ∀% < 1,
E
[
1/cos(αpi/2)
]
< +∞
Combination pi
2
4(−q)
1
T−t1]]T/2,τ∧σ]](t, ·)
σ ∈ (T/2, T ], P(σ ≥ %) > 0∀% < T ,∫ σ
0
1
T−t dt has all exponential moments
Table 1
Comparison of the BSDE examples from Section 5
Theorem 5.2. For every q < 0, there exists a λ such that,
(i) The process λ ·W is a BMO martingale.
(ii) For all % > 0 we have E
[
exp
(
%
∫ T
0 λ
2
t dt
)]
< +∞.
(iii) The BSDE (2.2) has a unique solution (Ψˆ, Zˆ, Nˆ ≡ 0) with E([(1−q)Zˆ−qλ] ·W ) a
martingale. In particular, solving (2.2) and setting (X,Y ) as suggested by Theorem
2.6 gives the pair of primal and dual optimizer.
(iv) There does not exist a solution (Ψ, Z) to (2.2) with Z ·W a BMO martingale or
Ψ bounded.
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Proof. Let us first construct σ with the desired distributional properties. We define
the nonnegative continuous function f : (T/2, T ]→ R, f(s) := c0 ·e−
1
T−s , where c0 > 0 is
a constant such that
∫ T
T/2 f(s) ds = 1. We then consider the strictly increasing function
F : (T/2, T ] → (0, 1], F (s) := ∫ sT/2 f(u) du and its inverse F−1 : (0, 1] → (T/2, T ]. We
set
σ :=
(
F−1 ◦ Φ)(√2/T WT/2),
so that σ is an FT/2-measurable random variable with values in (T/2, T ] and cumulative
distribution function F . Now define for t ∈ [0, T ],
λt :=
pi
2
√−q(T − t) 1]]T/2,τ∧σ]](t, ·),
where τ is the stopping time from (5.2). It follows immediately that λ ·W is bounded
by pi
2
√−q , hence a BMO martingale.
Let us now show that
∫ T
0 λ
2
t dt has all exponential moments. Take % > 0 and %¯ ≥
pi2%
4(−q) ∨ 2 an integer. We derive
E
[
exp
(
%
∫ T
0
λ2t dt
)]
≤ E
[
exp
(
%¯
∫ σ
T/2
1
T − t dt
)]
= E
[
exp
(
%¯ [log(T/2)− log(T − σ)])] = (T/2)%¯ E[ 1
(T − σ)%¯
]
= c0(T/2)
%¯
∫ T
T/2
(
1
T − s
)%¯
e−
1
T−s ds = c0(T/2)
%¯
∫ +∞
2/T
u%¯−2e−u du
= c0(T/2)
%¯(%¯− 2)! e−2/T
%¯−2∑
k=0
(2/T )k
k!
< +∞,
where in the last equality we used the representation of the incomplete gamma function
at integer points (or, directly, integration by parts). A standard argument then shows
that E
[E(−λ ·W )qT ] < +∞, see the proof of Theorem 6.5(i) below. It follows from the
Proposition 3.1 that there exists a unique solution (Ψˆ, Zˆ) to the BSDE (2.2) such that
E([(1− q)Zˆ − qλ] ·W ) is a martingale and the first component is given by
Ψˆt =
1
1− q log
(
E
[E(−λ ·W )qt,T ∣∣Ft]), t ∈ [0, T ], a.s.
We deduce that a.s.
exp
(
(1− q)ΨˆT/2
) ≥ e−pi√−q2 E[exp(pi2
8
∫ τ∧σ
T/2
1
T − t dt
)∣∣∣∣∣FT/2
]
= e
−pi√−q
2 E
[
exp
(
pi2
8
∫ τ∧s
T/2
1
T − t dt
)]∣∣∣∣∣
s=σ
because σ is FT/2-measurable and τ is independent from FT/2. From monotone conver-
gence, it follows that
(5.3) lim
s↑T
E
[
exp
(
pi2
8
∫ τ∧s
T/2
1
T − t dt
)]
= E
[
exp
(
pi2
8
∫ τ
T/2
1
T − t dt
)]
= +∞.
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We now fix K > 0 and take s0 ∈ (T/2, T ) such that
E
[
exp
(
pi2
8
∫ τ∧s
T/2
1
T − t dt
)]
≥ e(1−q)K+pi
√−q
2 for all s ∈ [s0, T ),
which is possible by (5.3). This implies P(ΨˆT/2 ≥ K) ≥ P(σ ≥ s0) = 1−F (s0) > 0 since
s0 < T , in particular Ψˆ is unbounded. The last item then follows as in the previous
proof.
Remark 5.3. It is interesting to compare, for different constants c ∈ R, the above
different definitions of λ regarding the behaviour of the solution to the BSDE
(5.4) dΨt = Zt dWt +
q
2
(Zt + cλt)
2 dt− 1
2
Z2t dt, ΨT = 0.
In the example of Proposition 3.2 λ2t is of the form
pi2
4(−q)
1
T−t 1]]T/2,τ ]](t, ·), while in Sub-
section 5.2 λ2t equals
pi2α2
4(−q)
1
T−t 1]]T/2,τ ]](t, ·), which we modified to pi
2
4(−q)
1
T−t 1]]T/2,τ∧σ]](t, ·)
in the above discussion. Table 2 shows that by introducing additional random variables
in the construction of λ, the BSDE (5.4) becomes solvable for bigger values of |c|, but
the solution for |c| ≥ 1 is unbounded. The assertions of Table 2 can be deduced from the
arguments in the above proofs together with the additional calculation given in (6.11)
below.
Form of λ2t
(
up to pi
2
4(−q)
) Solution to the BSDE (5.4)
|c| ∈ [0, 1) |c| = 1 |c| > 1
Example from 3.1 1
T−t 1]]T/2,τ ]](t, ·) bounded no solution
Example from 5.2 α2 1
T−t 1]]T/2,τ ]](t, ·) bounded unbounded no solution
Example from 5.3 1
T−t 1]]T/2,τ∧σ]](t, ·) bounded unbounded
Table 2
Description of solutions to the BSDE (5.4)
Remark 5.4. In the Subsections 3.1, 5.2 and above we constructed several coun-
terexamples to the boundedness of BSDE solutions. Such examples can also be given in
Markovian form using Aze´ma-Yor martingales. More precisely, for t ∈ [0, T ) let
Xt :=
∫ t
0
1√
T − s 1(T/2,T ](s) dWs
and τ as in (5.2), noting that τ = inf
{
t ≥ 0 ∣∣ |Xt| ≥ 1}. If X (X) denotes the running
minimum (maximum) of X, then
U := −XX + 1
2
X2 and V := XX − 1
2
X
2
are continuous local martingales on [0, T ) by Aze´ma and Yor [2]. To close the continuity
gap at t = T consider τˇ := inf
{
t ≥ 0 ∣∣ |Xt| ≥ 2} and set M := (X τˇ , U τˇ , V τˇ ). A
calculation then shows that
1[[0,τ ]] = 1{g1(M1,M2)≥−1}1{g2(M1,M3)≤1}
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for
g1(x, u) :=
(
x−
√
x2 + 2u
)
1{x2≥−2u} and g2(x, v) :=
(
x+
√
x2 − 2v)1{x2≥2v}.
For the analogue of Proposition 3.2 we could now take the three-dimensional M from
above, but actually the one-dimensional local martingale M1 turns out to be sufficient.
We obtain that for every q < 0 there exists a predictable process λ which is a function of
M1 such that λ ·M1 is a bounded martingale satisfying E[E(−λ ·M1)qT ] = +∞. Indeed,
λ := pi
2
√−q 1{|M1|≤1} gives the claim. For the analogues of Proposition 5.1 and Theorem
5.2 we set M4 := W1[0,T/2] +WT/21(T/2,T ] and λ = (λ
1, 0, 0, 0), where
λ1 :=
piα
2
√−q 1[[0,τ ]] or λ
1 :=
pi
2
√−q 1[[0,τ∧σ]],
which again prove to be Markovian in M and for which the statements of the cited
results remain valid.
6. Characterization of Boundedness of BSDE Solutions. We have already
shown that for a BMO martingale λ ·M and q ∈ [0, 1) the BSDE (2.2) allows for a
unique bounded solution. In the previous section we gave some examples to show that
for q < 0 the situation is different. In this section we complete the analysis by developing
a sufficient condition that guarantees (necessarily unique) bounded solutions to (2.2).
It is also shown that this particular condition cannot be improved. More precisely, we
consider here a more general situation where (Ft)t∈[0,T ] is not necessarily a continuous
filtration, but only a filtration satisfying the usual conditions. We assume that the local
martingale M is still continuous. In this case the BSDE (2.2) is replaced by
(6.1) dΨt = Z
T
t dMt + dNt −
1
2
d〈N c, N c〉t + log(1 + ∆Nt)−∆Nt
+
q
2
(Zt + λt)
T d〈M,M〉t(Zt + λt)− 1
2
ZTt d〈M,M〉tZt, ΨT = 0.
We mention that all the results which depend only on the specific continuous local
martingale M also hold in this more general setting. In particular, the statements of
[27] Proposition 4.5 and our Corollary 4.2 continue to hold for the BSDE (6.1) in place
of the BSDE (2.2).
6.1. The critical exponent of a BMO martingale. We will see that the boundedness
of BSDE solutions depends crucially on the so-called critical exponent of the market
price of risk. After defining the critical exponent of a general BMO martingale, we give
some properties which will be exploited later. We then explain for a general BSDE
how the critical exponent is related to boundedness. In addition to the counterexamples
in Section 5, this gives a motivation for our main result, Theorem 6.5, about how to
characterize bounded solutions.
We recall the John-Nirenberg inequality for the convenience of the reader. In what
follows M is an arbitrary continuous martingale on [0, T ] with M0 = 0.
Lemma 6.1 (Kazamaki [15] Theorem 2.2). If
∥∥M∥∥
BMO2
< 1 then for every stopping
time τ valued in [0, T ]
(6.2) E
[
exp
(
〈M,M〉T − 〈M,M〉τ
)∣∣∣Fτ] ≤ 1
1− ∥∥M∥∥2
BMO2
.
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Using the definition of [15] and the terminology of Schachermayer [32], we define the
critical exponent b via
(6.3) b(M) := sup
{
b ≥ 0
∣∣∣∣ sup
τ
∥∥∥E[ exp(b(〈M,M〉T − 〈M,M〉τ)) ∣∣∣Fτ]∥∥∥
L∞
< +∞
}
,
where the supremum inside the brackets is over all stopping times τ valued in [0, T ]. We
refer to this inner supremum as a dynamic exponential moment of 〈M,M〉 of order b.
A consequence of Lemma 6.1 is then that a martingale M is a BMO martingale if and
only if b(M) > 0. In addition, the following lemma shows that the supremum in (6.3) is
never attained.
Lemma 6.2. Let k > 0 and M be a continuous martingale with
(6.4) sup
τ
∥∥∥E[ exp(k(〈M,M〉T − 〈M,M〉τ)) ∣∣∣Fτ]∥∥∥
L∞
< +∞.
Then there exists k˜ > k such that
sup
τ
∥∥∥E[ exp(k˜(〈M,M〉T − 〈M,M〉τ)) ∣∣∣Fτ]∥∥∥
L∞
< +∞
and hence b
(
M
)
> k.
Proof. Inspired by [15] Corollary 3.2 we aim to apply Gehring’s inequality. To this
end, fix a stopping time τ and set Γt := exp
(
k
(〈M,M〉t−〈M,M〉τ)) for t ∈ [0, T ]. For
each µ > 1, we then define the stopping time τµ := inf{t ∈ [[τ, T ]] |Γt > µ}. It follows
from µ > 1 and the continuity of Γ that
(6.5) Γτµ = µ on {τµ < +∞}.
Since Γ is nondecreasing, we have that {ΓT > µ} = {τµ < +∞} and this event is
Fτµ-measurable. Therefore, we obtain
E
[
1{ΓT>µ}ΓT
]
= E
[
1{ΓT>µ}E[ΓT |Fτµ ]
]
= E
[
1{ΓT>µ}ΓτµE
[
exp
(
k
(〈M,M〉T − 〈M,M〉τµ))∣∣∣Fτµ]]
≤ ck E
[
1{ΓT>µ}Γτµ
]
,
where we used (6.4) and denoted its left-hand side by ck. Fix now ε ∈ (0, 1). Using (6.5),
we derive
E
[
1{ΓT>µ}Γτµ
]
= µεE
[
1{ΓT>µ}Γ
1−ε
τµ
] ≤ µεE[1{ΓT>µ}Γ1−εT ]
and conclude that
E
[
1{ΓT>µ}ΓT
] ≤ ck µε E[1{ΓT>µ}Γ1−εT ].
It follows from the probabilistic version of Gehring’s inequality given in [15] Theorem
3.5, however see Remark 6.4 below, that there exist r > 1 and C > 0 (depending on ε
and ck only) such that
E
[
ΓrT
] ≤ C E[ΓT ]r.
To obtain the conditional version, we take A ∈ Fτ and derive from the same argument
and Jensen’s inequality that
E
[
ΓrT1A
] ≤ C E[ΓT1A]r ≤ C E[E[ΓT |Fτ ]r1A]
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so that
E
[
ΓrT |Fτ ] ≤ C E[ΓT |Fτ ]r ≤ crk C a.s.
Since this holds for any stopping time τ , we conclude the proof by setting k˜ = rk.
We present another auxiliary result that will be applied in the next subsection.
Lemma 6.3. Let q < 0 and M be a continuous BMO martingale such that the reverse
Ho¨lder inequality (5.1) holds for E(M). Then there exists q˜ < q such that E(M) satisfies
the reverse Ho¨lder inequality (5.1) with q˜.
Proof. We note that the reverse Ho¨lder inequality Rq for q < 0 is equivalent to the
Muckenhoupt inequality A% with % = 1− 1/q > 1, see [15] Definition 2.2. Therefore, the
statement of Lemma 6.3 follows from [15] Corollary 3.3.
Remark 6.4. We mention that in the formulation of [15] Theorem 3.5 as well as the
proof of [15] Corollary 3.2 there is a small gap which can be easily filled. Namely, for a
nonnegative random variable U and positive constants K, β and ε ∈ (0, 1) the author
requires Gehring’s condition
(6.6) E
[
1{U>µ}U
] ≤ Kµε E[1{U>βµ}U1−ε]
to hold for all µ > 0, which cannot be satisfied for U ∈ L1 unless U = 0 a.s. This is
because for an integrable U 6= 0 the right-hand side tends to zero as µ ↓ 0 whereas the
left-hand side tends to E[U ] > 0. However, an inspection of the proof reveals that (6.6)
is needed only for µ > E[U ], i.e. [15] Theorem 3.5 should be stated for µ > E[U ] instead
of µ > 0. If this is the case it then can be applied in the proof of [15] Corollary 3.2,
where for µ > 0 the following stopping time is considered, τµ = inf{t ≥ 0 | E(M)pt > µ}
for a continuous local martingale M , see also the proof of Lemma 6.2. Then, the desired
estimate E(M)pτµ ≤ µ is derived, but the latter holds for µ ≥ 1 only, since for µ ∈ (0, 1)
we obtain that τµ = 0 which in turn gives E(M)pτµ = E(M)p0 = 1 > µ.
To illustrate how dynamic exponential moments lead to boundedness and help moti-
vate our next theorem, consider the following BSDE in a continuous filtration
(6.7) dΨt = Z
T
t dMt + dNt − F (t, Zt) dAt −
1
2
d〈N,N〉t, ΨT = ξ;
where ξ is a bounded random variable. We assume that the driver F is continuous and
satisfies
|F (t, z)| ≤ ‖Btηt‖2 + γ
2
‖Btz‖2,
|F (t, z1)− F (t, z2)| ≤ βF
(‖Btηt‖+ ‖Btz1‖+ ‖Btz2‖)‖Bt(z1 − z2)‖
for all t ∈ [0, T ] and z, z1, z2 ∈ Rd, where βF , γ are constants and η · M is a BMO
martingale such that E
[
exp
(
γ˜
∫ T
0 ‖Btηt‖2 dAt
)]
< +∞ for γ˜ := max{1, γ}.
From [25] Theorem 4.1 (noting that convexity of F in z is not needed by [25] Re-
mark 4.3), we obtain that there exists a solution (Ψ, Z,N) to (6.7) which satisfies
|Ψt| ≤ ‖ξ‖L∞ + 1
γ˜
logE
[
exp
(
γ˜
∫ T
t
‖Bsηs‖2 dAs
)∣∣∣∣Ft].
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We see immediately that if b(η ·M) > γ˜, then Ψ is bounded. Applying this to the specific
BSDE (2.2) related to power utility maximization for q < 0 and using Lemma A.2 (ii)
in the appendix, we obtain that the solution to (2.2) has a bounded first component if
b
(√
q(q−ε0)
2ε0
λ ·M
)
> 1− q + ε0 or, equivalently,
b(λ ·M) > 1
2
(
q2(1− q)
ε0
− q + 2q2 − qε0
)
for some ε0 > 0.
Choosing the minimizing ε0 =
√−q(1− q), the right hand side equals
(6.8) kq := q
2 − q
2
− q
√
q2 − q = 1
2
(
q −
√
q2 − q
)2
> 0
so that b(λ ·M) > kq implies existence of a solution with bounded first component.
Contrary to this result, the specific example of a BMO martingale that does not yield
a bounded solution to the BSDE in Subsection 5.2 exhibits
b(λ ·M) = −q
2
< q2 − q
2
− q
√
q2 − q = kq,
recalling that q < 0 (and where the first equality can be shown using (6.11) below). The
following questions arise.
• Which boundedness properties do hold for solutions to the BSDE (6.1) for those
λ with b(λ ·M) ∈ (− q2 , kq)?
• Can we use the critical exponent b to characterize boundedness of solutions to the
BSDE (6.1)?
We answer these questions in the next subsection by showing that the bound kq is indeed
the minimal one which guarantees boundedness, hence cannot be improved. In doing so
we provide a full description of the boundedness of solutions to the quadratic BSDE
(6.1) with λ · M a BMO martingale in terms of the critical exponent b in a general
filtration.
6.2. Boundedness under Dynamic Exponential Moments. We have seen that neither
the BMO property of λ·M nor an exponential moments condition guarantees the bound-
edness of a BSDE solution. While a counterexample showed that a simple combination of
the two conditions does not suffice, we next see that a dynamic combination provides the
required characterization. In particular, while the existence of all exponential moments
of the mean-variance tradeoff is sufficient for the existence of a unique solution (Ψˆ, Zˆ, Nˆ)
to (2.2) with Ψˆ ∈ E, the existence of all dynamic exponential moments is sufficient for the
existence of a unique solution with Ψˆ bounded, and in general this requirement cannot
be dropped. We recall that by Lemma 6.2 any requirement on the dynamic exponential
moments may be cast in terms of a condition on the critical exponent b.
Theorem 6.5. Fix p ∈ (0, 1), i.e. q < 0, and define kq as in (6.8). Then,
(i) If λ ·M is a martingale with b(λ ·M) > kq then the solution pair (Xˆ, Yˆ ) to the
primal and dual problem exists and if Ψˆ, Zˆ and Nˆ are as in Theorem 2.6, then
the triple (Ψˆ, Zˆ, Nˆ) is the unique solution to the BSDE (6.1) with Ψˆ bounded.
(ii) For a one-dimensional Brownian motion M = W and every k < kq, there exists
a BMO martingale λ ·M with b(λ ·M) > k such that the solutions to the primal
and dual problem exist and the corresponding triple (Ψˆ, Zˆ, Nˆ ≡ 0) is a solution to
the BSDE (6.1) with Ψˆ unbounded.
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(iii) For a one-dimensional Brownian motion M = W , there exists a BMO martingale
λ ·M with b(λ ·M) = kq such that the solutions to the primal and dual problem
exist and the corresponding triple (Ψˆ, Zˆ, Nˆ ≡ 0) is the unique solution to the BSDE
(6.1) with Ψˆ bounded.
We can summarize this result as follows: Item (i) gives a sufficient condition for
boundedness of BSDE solutions in terms of dynamic exponential moments, which is less
restrictive than a bound on the BMO2 norm. Item (ii) shows that this condition is sharp
in the sense that it cannot be improved. In particular, the critical exponent b from (6.3)
characterizes the boundedness property of solutions to the BSDE (6.1) that stem from
the utility maximization problem. Item (iii) gives information about the critical point
kq in the interval (kq,+∞). It yields that the converse of item (i) does not hold.
The following Figure 1 provides a visualization of this discussion, it depicts the value
kq as a function of p. Let us now discuss it briefly, fix p ∈ (0, 1) and assume that we
are on the critical black line, i.e. we have a specific λ ·M with b(λ ·M) > kq. Note that
the black line is included in the area that ensures boundedness because a finite dynamic
exponential moment of order kq is equivalent to b(λ · M) > kq by Lemma 6.2. Now
choosing q˜ < 0 such that b(λ ·M) > kq˜ > kq we can derive the statement of Theorem
6.5 (i) for the corresponding p˜ > p. However, p˜ depends on the specific choice of λ and
therefore, it is not possible to shift the whole black line uniformly for all processes λ.
-1.0 -0.5 0.5
p
10
20
30
40
50
kq
Fig 1. Dynamic exponential moments of 〈λ ·M,λ ·M〉 sharply sufficient for the boundedness of Ψˆ.
Items (ii) and (iii) of the above theorem rely on the construction of a specific example
which we provide in the following auxiliary lemma.
Lemma 6.6. Let W be a one-dimensional Brownian motion. Then, for every b ∈ R,
there exists a predictable process λ˜ such that λ˜ ·W is a BMO martingale and
(6.9) sup
τ stopping time
valued in [0,T]
∥∥∥∥EP˜[exp(c2 ∫ T
τ
λ˜2t dt
)∣∣∣∣Fτ]∥∥∥∥
L∞
{
< +∞ if |c| < 1,
= +∞ if |c| ≥ 1,
where P˜ is the probability measure given by dP˜dP := E
(−bλ˜ ·W )
T
.
Proof. We proceed similarly to the example from Subsection 5.2 and define for
t ∈ [0, T ],
(6.10) λ˜t :=
piα√
8(T − t) 1
]]
T/2,τ˜
]](t, ·),
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where α is as in the proof of Proposition 5.1 and where τ˜ is now the stopping time
τ˜ := inf
{
t >
T
2
∣∣∣∣∣
∣∣∣∣∣
∫ t
T/2
1√
T − s
(
dWs +
bpiα√
8(T − s) ds
)∣∣∣∣∣ ≥ 1
}
,
for which again P(T/2 < τ˜ < T ) = 1. Then
∫ ·
0 λ˜t
(
dWt + bλ˜t dt
)
is bounded by pi√
8
. If
b < 0 we derive from
λ˜ ·W =
∫ ·
0
λ˜t
(
dWt + bλ˜t dt
)− b∫ ·
0
λ˜2t dt ≥ −
pi√
8
,
that the continuous local martingale λ˜ ·W is bounded from below, hence a supermartin-
gale. It then follows from the Optional Sampling Theorem, see Karatzas and Shreve [13]
Theorem 1.3.22, that for any stopping time τ valued in [0, T ],
E
[∫ T
τ
λ˜2t dt
∣∣∣∣∣Fτ
]
=
1
b
E
[∫ T
τ
λ˜t(dWt + bλ˜t dt)
∣∣∣∣∣Fτ
]
− 1
b
E
[∫ T
τ
λ˜t dWt
∣∣∣∣∣Fτ
]
≤ pi√
2 |b| .
In particular, λ˜ · W is a BMO martingale. A similar reasoning applies if b > 0 and
the claim is immediate for b = 0. We hence may consider the measure P˜ given by
dP˜
dP := E
(−bλ˜ ·W )
T
under which W˜ := W + b
∫ ·
0 λ˜t dt is a Brownian motion.
Now, for a stopping time τ valued in [T/2, T ] and for u ∈ R and v ∈ [0, T ), we set
τ˜u,v(τ) : = v + inf
{
t ≥ 0
∣∣∣∣∣
∣∣∣∣∣u+
∫ t
0
1√
T − s− v dW˜τ+s
∣∣∣∣∣ ≥ 1
}
= inf
{
t ≥ v
∣∣∣∣∣
∣∣∣∣∣u+
∫ t
v
1√
T − s dW˜τ+s−v
∣∣∣∣∣ ≥ 1
}
,
where we extend the P˜-Brownian motion W˜ to [0, 2T ].
Let |c| < 1. Since λ˜ vanishes on [0, T/2] and exp(c2 ∫ Tτ λ˜2t dt) = 1 on {τ = T}, for
the first assertion of (6.9), it is enough to consider stopping times τ valued in (T/2, T ).
Using the Fτ -measurable random variable U :=
∫ τ
T/2
1√
T−s dW˜s we have that τ˜ ≤ τ˜U,τ (τ)
a.s. Moreover, τ˜u,v(τ) is P˜-independent of Fτ since it is σ
(
W˜τ+s−W˜τ , s ≥ 0
)
-measurable.
We thus obtain
EP˜
[
exp
(
c2
∫ T
τ
λ˜2t dt
)∣∣∣∣Fτ] ≤ EP˜[exp(c2pi28
∫ τ˜
U,τ
(τ)
τ
1
T − t dt
)∣∣∣∣Fτ]
(6.11)
= EP˜
[
exp
(
c2pi2
8
∫ τ˜u,v(τ)
v
1
T − t dt
)]∣∣∣∣∣
u=U,v=τ
= 1{|U |≥1} +
cos(cpiU/2)
cos(cpi/2)
1{|U |<1} ≤
1
cos(cpi/2)
< +∞,
where we applied [15] Lemma 1.3 in a similar way as in the proof of [11] Lemma A.1 and
used that τ˜u,v(τ) and τ˜u,v(0) have the same distribution under P˜. This gives an upper
bound for (6.9) in the case |c| < 1.
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If |c| ≥ 1, we note that from τ˜ = τ˜0,T/2(T/2) a.s. and the definition of α,
(6.12)
EP˜
[
exp
(
c2
∫ T
T/2
λ˜2t dt
)∣∣∣∣FT/2] ≥ EP˜[exp(pi2α28
∫ τ˜
T/2
1
T − t dt
)∣∣∣∣FT/2] = 1cos(piα/2) ,
which is unbounded and this concludes the proof of Lemma 6.6.
We are now ready to provide the proof of Theorem 6.5.
Proof of Theorem 6.5. For item (i) we proceed similarly to the proof of Lemma
2.4 by choosing the sharpest possible version of Ho¨lder’s inequality in the sense that the
condition on the BMO2 norm of λ ·M is the least restrictive; this is how kq is selected.
We set β := 1− 1q
√
q2 − q > 1, then with % := β/(β − 1) > 1, the dual number to β, we
have that for any stopping time τ valued in [0, T ],
E
[(
Y λT
/
Y λτ
)q∣∣∣∣Fτ] ≤ E
[
E(−βqλ ·M)1/βτ,T exp
(
%q
2
(βq − 1)
∫ T
τ
λTs d〈M,M〉sλs
)1/%∣∣∣∣∣Fτ
]
≤ E
[
exp
(
kq
∫ T
τ
λTs d〈M,M〉sλs
)∣∣∣∣∣Fτ
]1/%
≤ C(6.13)
for some constant C, where we used Ho¨lder’s inequality, the supermartingale property
of E(−βqλ ·M), the definition of the constants and b(λ ·M) > kq. Assumption 2.1 holds
because Y λ := E(−λ ·M) is a martingale by [15] Theorem 2.3. Moreover, using x > 0
and τ ≡ 0 in the previous calculation, we obtain
0 ≤ u(x) = sup
ν∈A
E
[
U
(
Xx,νT
)] ≤ E[U˜(Y λT )]+ sup
ν∈A
E
[
Xx,νT Y
λ
T
]
≤ −1
q
E
[(
Y λT
)q]
+ x
≤ −1
q
crH,p + x < +∞.
For the uniqueness statement we assume that Xˆ, Yˆ , Ψˆ, Zˆ and Nˆ are as in Theorem 2.6.
Then (Ψˆ, Zˆ, Nˆ) is a solution to the BSDE (6.1) where the process Ψˆ is bounded. This is
due to [27] Proposition 4.5. Conversely, if the triple (Ψ, Z,N) is a solution to the BSDE
(6.1) with Ψ bounded, we can identify it with (Ψˆ, Zˆ, Nˆ) by [28] Corollary 5.6 provided
that the utility maximization is finite for some p˜ ∈ (p, 1), which is a consequence of
Lemma 6.3.
For item (ii) observe that since
k < kq := q
2 − q
2
− q
√
q2 − q,
there exists an a > 0 such that
(6.14) k < q2 − q
2
− q
√
q2 − q − 2a2.
Choose such an a and then set b := 1a (q−
√
q2 − q − 2a2) < qa < 0. We mention that the
need for two parameters a and b stems from the fact that we have two conditions which
must both be satisfied, the first concerns the finiteness of exponential moments and the
second relates to the (un)boundedness of Ψˆ. We then define λ˜ and P˜ as in Lemma 6.6
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and observe that contrary to the previous examples the measure change is now part of
the construction. Finally, we set λ := 1a λ˜ and deduce for t ∈ [0, T ] that,
E
[E(−λ ·W )qt,T ∣∣Ft] = EP˜[exp((b− qa
)∫ T
t
λ˜s dW˜s +
(
qb
a
− q
2a2
− b
2
2
)∫ T
t
λ˜2s ds
) ∣∣∣∣Ft]≤ e
(q/a−b)pi√
2 EP˜
[
exp
(∫ T
t λ˜
2
s ds
)∣∣∣Ft],
≥ e
(b−q/a)pi√
2 EP˜
[
exp
(∫ T
t λ˜
2
s ds
)∣∣∣Ft],
where we used the boundedness of λ˜ · W˜ and qba − q2a2 − b
2
2 = 1, together with b < q/a.
By (6.12), this shows that E
[E(−λ · W )qT/2,T ∣∣FT/2] is unbounded, whereas we have
E
[E(−λ ·W )qT ] < +∞ since EP˜[exp(∫ T0 λ˜2t dt)] = 2, see the proof of Proposition 5.1.
Proposition 3.1 now yields the existence of a solution (Ψˆ, Zˆ, Nˆ ≡ 0) and the identification
with the primal and dual problems. The conclusion is that Ψˆ is unbounded. Moreover,
using the boundedness of λ˜ · W˜ again, we have
sup
τ
∥∥∥∥E[exp(k ∫ T
τ
λ2t dt
)∣∣∣∣Fτ]∥∥∥∥
L∞
≤ e
|b|pi√
2 sup
τ
∥∥∥∥EP˜[exp(∫ T
τ
(
k
a2
− b
2
2
)
λ˜2t dt
)∣∣∣∣Fτ]∥∥∥∥
L∞
.
This is finite by (6.9) since the relation k
a2
− b22 < 1 is equivalent to
k < a2 +
a2b2
2
= qab− q
2
= q2 − q
2
− q
√
q2 − q − 2a2,
which is inequality (6.14).
The proof of item (iii) is similar to that of item (ii). We use the same definitions
subject to the modification that now we must choose a > 0 and b ∈ R such that
qb
a
− q
2a2
− b
2
2
< 1 and
kq
a2
− b
2
2
= 1.
This choice ensures the existence of the optimizers and guarantees the boundedness of
Ψˆ, again thanks to Proposition 3.1 and (6.9). Note that now a dynamic exponential
moment of order kq will not exist.
The above equation is satisfied for b :=
√
2kq
a2
− 2 > 0 if a2 < kq, and then the
inequality reads as qa
√
2kq
a2
− 2− q
2a2
− kq
a2
< 0. This last relation holds for any choice of
a ∈ (0,√kq ) since we have kq > − q2 > 0.
A consequence of Theorem 6.5 is the following result.
Corollary 6.7.
(i) If λ ·M is a martingale that satisfies b(λ ·M) = +∞, then for all p ∈ (0, 1) the
solution pair (Xˆ, Yˆ ) to the primal and dual problem exists. If Ψˆ, Zˆ and Nˆ are as
in Theorem 2.6, then the triple (Ψˆ, Zˆ, Nˆ) is the unique solution to the BSDE (6.1)
with Ψˆ bounded.
(ii) The converse statement, however, is not true. More precisely, if λ ·M is a BMO
martingale such that for all p ∈ (0, 1) the solutions to the primal and dual problem
exist with Ψˆ bounded, the critical exponent need not satisfy b(λ ·M) = +∞.
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Proof. The first part is an immediate consequence of Theorem 6.5 (i). For the second
part, we proceed similarly to the proof of its item (ii). Taking a one-dimensional Brow-
nian motion M = W , we define λ via (6.10) with b = 1/2 and λ = λ˜. By construction,∫ ·
0 λt
(
dWt +
λt
2 dt
)
is bounded by pi√
8
so that for q < 0
sup
τ stopping time
valued in [0,T]
∥∥∥∥E[exp(−q ∫ T
τ
λt dWt − q
2
∫ T
τ
λ2t dt
)∣∣∣∣Fτ]∥∥∥∥
L∞
≤ e
−qpi√
2 < +∞.
Hence, for all p ∈ (0, 1), the solutions to the primal and dual problem exist and the
corresponding triple (Ψˆ, Zˆ, Nˆ ≡ 0) is the unique solution to the BSDE (6.1) with Ψˆ
bounded. For the estimate on the process 〈λ ·W,λ ·W 〉 we have
sup
τ
∥∥∥∥E[exp(k ∫ T
τ
λ2t dt
)∣∣∣∣Fτ]∥∥∥∥
L∞
≥ e−pi√8 sup
τ
∥∥∥∥EP˜[exp((k−18
)∫ T
τ
λ2t dt
)∣∣∣∣Fτ]∥∥∥∥
L∞
.
The right hand side is +∞ when k − 18 ≥ 1 by (6.9), this implies b(λ ·W ) ≤ 98 < +∞(
actually, b(λ ·W ) = 98
)
despite the fact that Ψˆ is bounded for arbitrary p ∈ (0, 1).
Remark 6.8. Corollary 6.7 is based on the fact that b(λ ·M) = +∞ is stronger
than requiring that E(−λ ·M) satisfies the reverse Ho¨lder inequality Rq for all q < 0.
However, there exists an equivalence between b(λ ·M) = +∞ and a strengthened reverse
Ho¨lder condition. It follows from [9] Theorem 4.2 that b(λ ·M) = +∞ holds if and only
if for some (or equivalently, all) % ∈ [1,+∞) and all a ∈ C there exists c%,a > 0 such
that
E
[∣∣∣∣E(aλ ·M)σE(aλ ·M)τ
∣∣∣∣%
∣∣∣∣∣Fτ
]
≤ c%,a
for all stopping times τ ≤ σ valued in [0, T ].
APPENDIX A: QUADRATIC CONTINUOUS SEMIMARTINGALE BSDES
UNDER EXPONENTIAL MOMENTS
In this appendix we provide a short introduction to quadratic semimartingale BSDEs
as described in [25, 26]. In particular we show that all the assumptions of [25] are satisfied
and summarize the main results therein which are pertinent to the present study. Let
us consider the BSDE (2.2) on [0, T ],
(A.1) dΨt = Z
T
t dMt + dNt −
1
2
d〈N,N〉t
+
q
2
(Zt + λt)
T d〈M,M〉t(Zt + λt)− 1
2
ZTt d〈M,M〉tZt, ΨT = 0.
To prove existence and uniqueness one must first factor the process 〈M,M〉. We set
A := arctan
(∑d
i=1〈M i,M i〉
)
so that A is bounded by pi/2 and derive the absolute
continuity of each of the 〈M i,M j〉, i, j ∈ {1, . . . , d}, with respect to A from the Kunita-
Watanabe inequality in order to get the existence of a predictable process B valued in
the space of d×d matrices such that 〈M,M〉 = BTB ·A. The BSDE (2.2) then becomes
(A.2) dΨt = Z
T
t dMt + dNt − F (t,Ψt, Zt) dAt −
1
2
d〈N,N〉t, ΨT = 0,
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where F : [0, T ]× Ω× R× Rd → R is a random predictable function, called the driver,
which in (A.1) is given by
F (t, z) = −q
2
(z + λt)
TBTtBt(z + λt) +
1
2
zTBTtBtz = −
q
2
‖Bt(z + λt)‖2 + 1
2
‖Btz‖2.
Since the results in [25] only depend on the boundedness of A, in a d-dimensional Brow-
nian setting we may set At := t for t ∈ [0, T ] and B the identity matrix.
Definition A.1. A solution to the BSDE (A.2) is a triple (Ψ, Z,N) of processes
valued in R× Rd × R satisfying the equation (A.2) a.s. such that:
(i) The function t 7→ Ψt is continuous a.s.
(ii) The process Z is predictable and satisfies
∫ T
0 Zt d〈M,M〉tZt < +∞, a.s. hence is
M -integrable.
(iii) The local martingale N is continuous and orthogonal to each component of M ,
i.e. 〈M i, N〉 ≡ 0 for all i = 1, . . . , d.
(iv) We have that a.s. ∫ T
0
|F (t,Ψt, Zt)| dAt + 〈N,N〉T < +∞.
The process Z ·M +N is called the martingale part of a solution.
We collect some properties of the driver F of (A.1) in the following lemma whose
proof is left to the reader.
Lemma A.2. We have that a.s.
(i) The function z 7→ F (t, z) is continuously differentiable for all t ∈ [0, T ].
(ii) The function F has quadratic growth in z, i.e. for arbitrary ε0 > 0 and all (t, z) ∈
[0, T ]× Rd we have
|F (t, z)| ≤ 1
2
max
(
q(q − ε0)
ε0
,
q
1− q
)
‖Btλt‖2 + γ
2
‖Btz‖2 =: αt + γ
2
‖Btz‖2,
where γ := 1− q + ε0 > 0.
(iii) We have a local Lipschitz condition in z, i.e. for all t ∈ [0, T ] and z1, z2 ∈ Rd,
|F (t, z1)− F (t, z2)| ≤ max
(
1− q
2
, |q|
)(
‖Btλt‖+ ‖Btz1‖+ ‖Btz2‖
)
‖Bt(z1 − z2)‖.
(iv) The driver F is convex in z for all t ∈ [0, T ]. More precisely, its Hessian with
respect to z is given by D2zF (t, z) = (1− q)BTtBt, a positive semidefinite matrix.
Then, recalling Assumption 2.3 on the exponential moments of
∫ T
0 λ
T
t d〈M,M〉tλt, we
find [25] Assumption 2.2 verified. The following theorem collects together [25] Theorems
2.4, 2.5 and Corollary 4.2 (ii).
Theorem A.3. Suppose Assumption 2.3 holds.
(i) There exists a solution (Ψ, Z,N) to the BSDE (A.2) with Ψ ∈ E and Z ·M and
N two square-integrable martingales.
(ii) If (Ψ, Z,N) solves the BSDE (A.2) with Ψ ∈ E then Z ·M and N are two square-
integrable martingales.
(iii) If (Ψ, Z,N) and (Ψ′, Z ′, N ′) both solve the BSDE (A.2) with Ψ,Ψ′ ∈ E then Ψ
and Ψ′, Z ·M and Z ′ ·M as well as N and N ′ are indistinguishable.
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