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ON SOME CA`DLA`GUITY MOMENT ESTIMATES OF
STOCHASTIC JUMP PROCESSES
R. MIKULEVICˇIUS AND FANHUI XU
Abstract. Using X. Fernique’s results on the compactness of distribu-
tions of ca`dla`g random functions, we derive some ca`dla`guity moment
estimates for stochastic processes with jumps.
1. Introduction
As suggested by Kolmogorov, it was proved in [2] (1956) that if Xt, 0 ≤
t ≤ 1, is a separable real valued process (see [5]) such that
(1.1) E [|Xt1 −Xt2 |
p ∧ |Xt2 −Xt3 |
p] ≤ C |t1 − t3|
1+r
with r > 0, p > 0, and C independent of t, then X has no discontinuities of
the second kind with probability 1. If
(1.2) E [|Xt1 −Xt2 |
p] ≤ C |t1 − t2|
1+r
is assumed instead of of (1.1), then X paths are Ho¨lder continuous (Kol-
mogorov, 1934). It can be shown (e.g. [8], [11]), that under (1.2), the Ho¨lder
continuity is a consequence of the well-known Sobolev embedding theorem.
In that case, X Ho¨lder norm moment estimates can be derived. In this note,
we estimate the moments of time supremum and ca`dla`g Ho¨lder coefficient
of X in terms of some integrated time differences of X from which, using
assumption (1.1), we can derive the classical claim about the existence of a
ca`dla`g modification of X. On the other hand, the estimate obtained could
be helpful in the construction of the solutions to SPDEs driven by jump
processes when the method of characteristics with a time reversal is used
(see [4]). Some different type moment estimates were derived in [10] by im-
posing assumptions on the cumulative distribution function of the quantities
introduced in [3] (see [7], Section 4 of Chapter III, as well).
Our note is organized as follows. In Section 2, we introduce some notation
and state the main claim. Some auxiliary results are presented in Section 3,
and the main theorem is proved in Section 4.
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2. Notation and main result
Let E be a Polish space with distance d and D ([0, 1] , E) be the standard
space of E-valued ca`dla`g functions on [0, 1] . For 0 ≤ s ≤ t ≤ u ≤ 1, denote
∆ (f ; s, t, u) = d(f (s) , f (t))∧d(f (t) , f (u)). For σ < τ , let us introduce the
standard modulus of ca`dla`guity
∆ (f ; (σ, τ)) = sup
σ≤s≤t≤u≤τ
d(f (s) , f (t)) ∧ d(f (t) , f (u)).
For µ ∈ (0, 1), we define µ-Ho¨lder ca`dla`g function space Dµ ([0, 1], E) to be
the set of of all f ∈ D([0, 1] , E) such that
[f ]µ + |f ]µ + [f |µ <∞,
where
[f ]µ = sup
0≤s≤t≤u≤1
d(f(s), f (t)) ∧ d (f (t) , f (u))
|u− s|µ
= sup
0≤s≤t≤u≤1
∆(f ; s, t, u)
|u− s|µ
,
|f ]µ = sup
t∈(0,1]
d (f (0) , f (t))
tµ
, [f |µ = sup
t∈[0,1)
d (f (1) , f (t))
|1− t|µ
.
For µ ∈ (0, 1) , p > 1, f ∈ D ([0, 1] , E) , let
[[f ]]µ,p =
(∫ ∫ ∫
s<t<u
|∆(f ; s, t, u)|p
|u− s|µp+3
dsdtdu
)1/p
,
||f ]]µ,p =
(∫
d (f (0) , f (t))p
tµp+1
dt
)1/p
, [[f ||µ,p =
(∫
d (f (1) , f (t))p
|1− t|µp+1
)1/p
.
Our main result is the following estimate.
Theorem 1. Let p > 1, µ ∈ (0, 1). There is C > 0 such that for any
f ∈ Dµ([0, 1], E)
[f ]µ + |f ]µ + [f |µ ≤ C ([[f ]]µ,p + ||f ]]µ,p + [[f ||µ,p) .
Moreover, if E = Rd, d (x, y) = |x− y| , x, y ∈ Rd, then
sup
0≤t≤1
|f (t)| ≤ C
(
|f |Lp([0,1]) + [[f ]]µ,p + ||f ]]µ,p + [[f ||µ,p
)
.
Remark 1. Obviously, for any E-valued measurable function f on [0, 1] ,
[[f ]]pµ,p
≤
∫ ∫ ∫
s<t<u
d(f(s), f (t))
p
2 d (f (t) , f (u))
p
2
|u− s|µp+3
dsdtdu.
Corollary 1. Let (Ω,F ,P) be a probability space and X : [0, 1]×Ω→ E be
a measurable function, p > 1, r > 0. Assume that
E [∆ (X; s, t, u)p] ≤ C0 |u− s|
1+r , 0 ≤ s < t < u ≤ 1,
E [d (X (1) ,X (t))p] ≤ C0 (1− t)
r , 0 ≤ t ≤ 1,
E [d (X (0) ,X (t))p] ≤ C0t
r, 0 ≤ t ≤ 1,
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for some C0 > 0. Then for each µ ∈ (0, 1) , µ < r/p, there is a constant
N = N (µ, r, p) so that
(2.1) E
(
[[X]]pµ,p + ||X]]
p
µ,p + [[X||
p
µ,p
)
≤ NC0.
If E = Rk, d (x, y) = |x− y| , x, y ∈ Rk, and X· ∈ D
µ ([0.1] , E) a.s. with
µ ∈ (0, 1) , µ < r/p, then, in addition,
E
[
sup
0≤t≤1
|Xt|
p
]
≤ N [C0 +E
∫ 1
0
|Xt|
p dt].
Proof. Let r − µp > 0. Then
E
(
[[X]]pµ,p
)
≤ C0
∫ ∫
s<u
|u− s|2+r
|u− s|µp+3
dsdu ≤ NC0
∫ 1
0
ur−µpdu.
Similarly, the other terms can be estimated.
If E = Rk, d (x, y) = |x− y| , x, y ∈ Rk, and X· ∈ D
µ ([0.1] , E) a.s. with
µ ∈ (0, 1) , µ < r/p, then the last estimate obviously follows by Theorem 1
and (2.1). 
Corollary 2. Let Xt, t ∈ [0, 1] , be a real valued and stochastically continuous
process. Assume that
E [|Xt −Xs|
p ∧ |Xt −Xu|
p] ≤ C |u− s|1+r ,
E [|X0 −Xt|
p] ≤ Ctr,
E [|X1 −Xt|
p] ≤ C |1− t|r
for all 0 ≤ s < t < u ≤ 1, and some r > 0, p > 1. Then X has a ca`dla`g
modification.
Proof. Let
Xnt = Xpin(t), t ∈ [0, 1] ,
where pin (t) = k/2
n if k/2n ≤ s < (k+1)/2n, n = 1, 2, . . . , k = 0, . . . , 2n−1,
and pin (1) = 1− 1/2
n. Obviously the sequence Xn· ∈ D
β ([0, 1]) a.s. for any
β ∈ (0, 1). Let µ ∈ (0, 1) , µp < r. It is enough to show that
(2.2) sup
n
E
[
[[Xn]]pµ,p + ||X
n]]pµ,p + [[X
n||pµ,p
]
<∞.
Indeed, every Xn induces a probability measure X
n (P) on D ([0, 1]). The
estimate (2.2) implies that the sequence of measures {Xn (P) , n ≥ 1} is
weakly relatively compact (see [7], [9]). Any weak limit of a weakly converg-
ing subsequence Xnk has ca`dla`g paths with probability 1 and, obviously,
the same finite-dimensional distributions as X. Therefore X has a ca`dla`g
modification according to Lemma 2.24 in [9].
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In order to show (2.2), we estimate, using assumptions imposed,
E
[∫ 1
0
|Xn0 −X
n
t |
p
tµp+1
dt
]
≤
2n−1∑
k=1
∫ (k+1)/2n
k/2n
E
[∣∣X0 −Xk/2n ∣∣p]
(k/2n)µp+1
dt ≤ C2−n
2n−1∑
k=1
(
k
2n
)r−µp−1
= C
(
2−n
)r−µp 2n−1∑
k=1
kr−µp−1 ≤ C,n ≥ 1.
Similarly,
E
[∫
|Xn1 −X
n
t |
p
|1− t|µp+1
dt
]
≤ C,n ≥ 1.
In the same vein,
E
∫ ∫ ∫
s<t<u
|Xnt −X
n
s |
p ∧ |Xnt −X
n
u |
p
|u− s|µp+3
dsdtdu
≤ C
2n−3∑
i=0
2n−2∑
j=i+1
2n−1∑
k=j+1
∫ k+1
2n
k
2n
∫ j+1
2n
j
2n
∫ i+1
2n
i
2n
(
k
2n −
i
2n
)1+r
(u− s)µp+3
dsdtdu.
Note that r > µp and for every set of {n, i, j, k}, 1/2n ≤ (k − i− 1) /2n ≤
u− s ≤ (k − i+ 1) /2n. Hence, (k − i) /2n ≤ 2 (u− s), and
2n−3∑
i=0
2n−2∑
j=i+1
2n−1∑
k=j+1
∫ k+1
2n
k
2n
∫ j+1
2n
j
2n
∫ i+1
2n
i
2n
(
k
2n −
i
2n
)1+r
(u− s)µp+3
dsdtdu
≤ C
∫ 1
0
∫ u
0
1
(u− s)1+µp−r
dsdu ≤ C,
which shows that
E
∫ ∫ ∫
s<t<u
|Xnt −X
n
s |
p ∧ |Xnt −X
n
u |
p
|u− s|µp+3
dsdtdu ≤ C,n ≥ 1.
Thus (2.2) follows, and the statement is proved. 
3. Auxiliary results
Following [6], for 0 ≤ σ < τ ≤ 1, we introduce another modulus of
ca`dla`guity
N (f ; (σ, τ)) = inf
σ<θ≤τ
sup
s∈[σ,θ),u∈[θ,τ ]
[d (f(σ), f(s)) ∨ d (f(u), f (τ))].
Denote for η > 0,
N (f ; η) = sup
σ<τ≤σ+η
N (f ; (σ, τ )) = sup
0<τ−σ≤η
N (f ; (σ, τ)) .
Clearly, N (f ; η) is increasing in η.
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Remark 2. According to Lemma 1.0 in [6],
(a) For any σ < τ,
1
2
N (f ; (σ, τ )) ≤ ∆(f ; (σ, τ)) ≤ 2N (f ; (σ, τ )) .
In particular,
∆(f ; (0, 1)) = sup
0≤s≤t≤u≤1
d(f (s) , f (t)) ∧ d(f (t) , f (u)) ≤ 2N (f ; (0, 1)) .
(b) For (s, t) ⊆ (σ, τ) ,
N (f ; (s, t)) ≤ 2N (f ; (σ, τ)) ,∆(f ; (s, t)) ≤ ∆(f ; (σ, τ )) .
For µ ∈ (0, 1), define
[f ]˜µ := sup
η>0
N (f ; η)
ηµ
, f ∈ Dµ ([0, 1]) .
Remark 3. Obviously,
[f ]µ = sup
0≤s≤t≤u≤1
∆(f ; s, t, u)
|u− s|µ
= sup
a>0
sup
0≤s≤t≤u≤1,
|u−s|≤a
∆(f ; s, t, u)
|u− s|µ
= sup
a>0
sup|u−s|≤a,s≤t≤u∆(f ; s, t, u)
aµ
,
and
(3.1) [f ]µ ≤ sup
s≤t≤u,|u−s|≤1/2
∆(f ; s, t, u)
|u− s|µ
+ 2µ∆(f ; (0, 1)) ;
also,
[f ]˜µ = sup
η>0
N (f ; η)
ηµ
= sup
a>0
sup
η≤a
N (f ; η)
ηµ
= sup
a>0
supη≤aN (f ; η)
aµ
.
We show that [f ]µ and [f ]˜µ are equivalent.
Lemma 1. Let µ ∈ (0, 1). For any f ∈ Dµ ([0, 1], E),
1
2
[f ]˜µ ≤ [f ]µ ≤ 2 [f ]˜µ .
Proof. Since for each σ ≤ r ≤ τ , τ ≤ σ + η,
d(f(σ), f (r)) ∧ d (f (r) , f (τ))
ηµ
≤
∆(f ; (σ, τ))
ηµ
≤
∆(f ; (σ, τ))
(τ − σ)µ
= sup
σ≤s≤t≤u≤τ
∆(f ; s, t, u)
|τ − σ|µ
≤ sup
σ≤s≤t≤u≤τ
∆(f ; s, t, u)
|u− s|µ
≤ [f ]µ
it follows that
sup
σ≤r≤τ ,τ≤σ+η
d(f(σ), f (r)) ∧ d (f (r) , f (τ))
ηµ
≤ sup
σ≤τ ,τ≤σ+η
∆(f ; (σ, τ ))
ηµ
≤ [f ]µ ,
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and, using Remark 3,
(3.2) [f ]µ = sup
η>0
sup
σ≤τ ,τ≤σ+η
∆(f ; (σ, τ ))
ηµ
Hence for any η > 0, by Remark 2(a),
1
2
N (f ; η) =
1
2
sup
σ<τ≤σ+η
N (f ; (σ, τ)) ≤ sup
σ<τ≤σ+η
∆(f ; (σ, τ)) ≤ 2N (f ; η) ,
and by (3.2),
1
2
sup
η>0
N (f ; η)
ηµ
≤ sup
η>0
sup
σ≤τ ,τ≤σ+η
∆(f ; (σ, τ))
ηµ
≤ 2 sup
η>0
N (f ; η)
ηµ
.

The following key estimate was pointed out in [6], Lemma 1.2.4, as an
extraction from Theorem 12.5 in [1] (cf. inequality 12.76 in [1]). For the
sake of completeness we provide its proof.
Lemma 2. (Lemma 1.2.4 in [6]) For any f ∈ D (0.1], E) and every triplet
0 ≤ σ < t < τ ≤ 1,
(3.3) N (f ; (σ, τ )) ≤ N (f ; (σ, t)) ∨N (f ; (t, τ)) + ∆ (f ; (σ, t, τ )) .
Proof. Let 0 ≤ σ < t < τ ≤ 1. By the definition of N , for each ε ∈ (0, 1),
there exist σ < θ1 ≤ t < θ2 ≤ τ such that
d (f (σ) , f (s)) ∨ d (f (u) , f (t)) ≤ N (f ; (σ, t)) + ε, s ∈ [σ, θ1) , u ∈ [θ1, t] ,
d (f (t) , f (s)) ∨ d (f (u) , f (τ)) ≤ N (f ; (t, τ)) + ε, s ∈ [t, θ2) , u ∈ [θ2, τ ] .
We split the proof in two cases: d (f (σ) , f (t)) ≤ d (f (t) , f (τ)) and d (f (σ) , f (t)) >
d (f (t) , f (τ)) respectively.
Case 1 : d (f (σ) , f (t)) ≤ d (f (t) , f (τ)), i.e. ∆ (f ;σ, t, τ) = d (f (σ) , f (t)).
Obviously,
(3.4) N (f ; (σ, τ)) ≤ sup
s∈[σ,θ2)
d (f (σ) , f (s)) ∨ sup
u∈[θ2,τ ]
d (f (u) , f (τ)) ,
and
(3.5) sup
u∈[θ2,τ ]
d (f (u) , f (τ)) ≤ N (f ; (t, τ )) + ε.
Now,
d (f (σ) , f (s)) ≤ N (f ; (σ, t)) + ε, if s ∈ [σ, θ1) ,
and
d (f (σ) , f (s)) ≤ d (f (s) , f (t)) + d (f (σ) , f (t))
≤ N (f ; (σ, t)) + ε+∆(f ;σ, t, τ) , if s ∈ [θ1, t] ,
d (f (σ) , f (s)) ≤ d (f (s) , f (t)) + d (f (σ) , f (t))
≤ N (f ; (t, τ)) + ε+∆(f ;σ, t, τ ) , if s ∈ (t, θ2) .
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Hence
(3.6) sup
s∈[σ,θ2)
d (f (σ) , f (s)) ≤ N (f ; (σ, t))∨N (f ; (t, τ))+∆ (f ;σ, t, τ)+ε.
Using (3.4)-(3.6), we have
(3.7) N (f ; (σ, τ)) ≤ N (f ; (σ, t)) ∨N (f ; (t, τ)) + ∆ (f ;σ, t, τ ) + ε.
Case 2 : d (f (σ) , f (t)) > d (f (t) , f (τ)), i.e. ∆ (f ;σ, t, τ) = d (f (t) , f (τ)).
Obviously,
(3.8) N (f ; (σ, τ)) ≤ sup
s∈[σ,θ1)
d (f (σ) , f (s)) ∨ sup
u∈[θ1,τ ]
d (f (u) , f (τ)) ,
and
(3.9) sup
s∈[σ,θ1)
d (f (σ) , f (s)) ≤ N (f ; (σ, t)) + ε.
Now,
d (f (u) , f (τ)) ≤ N (f ; (t, τ)) + ε, if u ∈ [θ2, τ ] ,
d (f (u) , f (τ)) ≤ d (f (u) , f (t)) + d (f (t) , f (τ))
≤ N (f ; (σ, t)) + ε+∆(f ;σ, t, τ) , if u ∈ [θ1, t],
d (f (u) , f (τ)) ≤ N (f ; (t, τ)) + ε+∆(f ;σ, t, τ ) , if u ∈ [t, θ2)
Therefore, again,
N (f ; (σ, τ )) ≤ N (f ; (σ, t)) ∨N (f ; (t, τ)) + ∆ (f ;σ, t, τ ) + ε.
Since ε ∈ (0, 1) is arbitrary,
N (f ; (σ, τ )) ≤ N (f ; (σ, t)) ∨N (f ; (t, τ)) + ∆ (f ;σ, t, τ ) .

For µ ∈ (0, 1) , define for f ∈ D ([0, 1] , E) ,
[f ]ˆµ = sup
0<s<u≤1
∆
(
f ; s, s+u2 , u
)
|u− s|µ
= sup
a>0
sup|σ−τ |≤a∆
(
f ;σ, σ+τ2 , τ
)
aµ
.
We will need the following equivalence claim.
Lemma 3. Let µ ∈ (0, 1). For any f ∈ Dµ ([0, 1] , E) ,
[f ]ˆµ ≤ [f ]µ ≤ 2 [f ]˜µ ≤
2
1− 2−µ
[f ]ˆµ .
Proof. Let K = [f ]˜µ. According to Remark 3, for any a > 0,
N(f ; a/2) ≤ Kaµ2−µ.
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By (3.3), for every σ < τ ≤ 1 such that |τ − σ| ≤ a, we have, by Lemma 2,
N (f ; (σ, τ))
≤ N
(
f ;
(
σ,
σ + τ
2
))
∨N
(
f ;
(
σ + τ
2
, τ
))
+∆
(
f ;σ,
σ + τ
2
, τ
)
≤ N (f ; a/2) + ∆
(
f ;σ,
σ + τ
2
, τ
)
≤ Kaµ2−µ +∆
(
f ;σ,
σ + τ
2
, τ
)
.
Hence
N (f ; a) ≤ Kaµ2−µ + sup
0<τ−σ≤a
∆
(
f ;
(
σ,
σ + τ
2
, τ
))
and
N (f ; a)
aµ
≤ 2−µK +
sup0<τ−σ≤a∆
(
f ;
(
σ, σ+τ2 , τ
))
aµ
Taking sup in a > 0 on both sides, we see that
K ≤ 2−µK + sup
a>0
sup0<τ−σ≤a∆
(
f ;σ, σ+τ2 , τ
)
aµ
or
[f ]˜µ = K ≤
1
1− 2−µ
sup
a>0
sup0<τ−σ≤a∆
(
f ;σ, σ+τ2 , τ
)
aµ
=
1
1− 2−µ
[f ]ˆµ .
The statement follows by Lemma 1. 
4. Proof of Theorem 1
First we show that there is C = C (µ, p) so that with any δ ∈ (0, 1) ,
(4.1) d (f (0) , f (t)) ≤ Ctµ
(
[f ]µ δ
µ + δ−1/p||f ]]µ,p
)
, t ≤ 3/4.
Assume 0 < t ≤ 3/4. Taking ε < 14t, we have for τ
′ ∈ (t− ε, t) , τ ′′ ∈
(t, t+ ε),
d (f (0) , f (t)) ≤ ∆
(
f ; τ ′, t, τ ′′
)
+ d
(
f (0) , f
(
τ ′
))
+ d
(
f (0) , f
(
τ ′′
))
.
Integrating with respect to τ ′, τ ′′ over Q¯ = [t− ε, t]× [t, t+ ε],
ε2d (f (0) , f (t))(4.2)
≤ ε
∫ t
t−ε
d
(
f (0) , f
(
τ ′
))
dτ ′ + ε
∫ t+ε
t
d
(
f (0) , f
(
τ ′′
))
dτ ′′
+
∫ ∫
Q¯
∆
(
f ; τ ′, t, τ ′′
)
dτ ′dτ ′′ = A1 +A2 +B.
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Now
B ≤ [f ]µ
∫ t
t−ε
∫ t+ε
t
(
τ ′′ − τ ′
)µ
dτ ′′dτ ′ ≤ C [f ]µ ε
2+µ.
Taking ε = 14δt with any δ ∈ (0, 1) , we have
(4.3) ε−2B ≤ C [f ]µ δ
µtµ.
By Ho¨lder inequality, κ = µ+ 1/p, 1/p + 1/q = 1,
A1 = ε
∫ t
t−ε
d (f (0) , f (τ ′))
τ ′
τ ′dτ ′
≤ ε
(∫ t
t−ε
d (f (0) , f (τ ′))p
τ ′κp
dτ ′
)1/p (∫ t
t−ε
τ ′κqdτ ′
)1/q
= Cε
[
t1+κq − (t− ε)1+κq
]1/q
||f ]]µ,p ≤ Ct
κε1+1/q||f ]]µ,p.
Taking ε = 14δt, with any δ ∈ (0, 1) ,
(4.4) ε−2A1 ≤ Ct
κε1/q−1A1 = Ct
κε−1/pA1 = Ct
µδ−1/p||f ]]µ,p
and, the same way,
(4.5) ε−2A2 ≤ Ct
µδ−1/p||f ]]µ,p.
The inequality (4.1) follows from (4.2)-(4.5).
Similarly, with obvious changes, we prove that
(4.6) d (f (1) , f (t)) ≤ C (1− t)µ
(
[f ]µ δ
µ + δ−1/p[[f ||µ,p
)
, t ≥ 1/4,
for some C = C (µ, p) with any δ ∈ (0, 1) .
Finally, (4.1), (4.6) imply that there is C = C (µ, p) so that with any
δ ∈ (0, 1) ,
d (f (1) , f (0))(4.7)
≤ d
(
f
(
1
2
)
, f (0)
)
+ d
(
f (1) , f
(
1
2
))
≤ C
(
1
2
)µ (
[f ]µ δ
µ + δ−1/p[[f ||µ,p
)
+ C
(
1
2
)µ
δ−1/p||f ]]µ,p.
Now,
d (f (1) , f (t)) ≤ d (f (1) , f (0)) + d (f (0) , f (t)) if t ∈ (0, 1/4) ,
d (f (0) , f (t)) ≤ d (f (1) , f (0)) + d (f (1) , f (t)) if t ∈ (3/4, 1) .
Hence, by (4.1), (4.6) and (4.7), there is C = C (µ, p) so that for all δ ∈
(0, 1) , t ∈ (0, 1) ,
(4.8) [f |µ + |f ]µ ≤ C
(
[f ]µ δ
µ + δ−1/p[[f ||µ,p + δ
−1/p||f ]]µ,p
)
.
Now we estimate ∆ (f ; s, t, u) with 0 ≤ s < t < u ≤ 1 and t = s+u2 .
(i) Assume |s| > 14 |u− s| and |1− u| >
1
4 |u− s| .
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Let ε < 14 (u− s) , s
′ ∈ (s− ε, s) , s′′ ∈ (s, s+ ε) , t′ ∈ (t− ε, t) , t′′ ∈
(t, t+ ε) , u′ ∈ (u− ε, u) , u′′ ∈ (u, u+ ε) , and
A = ∆
(
f ; s′, s, s′′
)
+∆
(
f ; t′, t, t′′
)
+∆
(
f ;u′, u, u′′
)
,
B = ∆
(
f ; s′, t′, u′′
)
+∆
(
f ; s′, t′, u′
)
+∆
(
f ; s′, t′′, u′′
)
+∆
(
f ; s′, t′′, u′
)
+∆
(
f ; s′′, t′, u′′
)
+∆
(
f ; s′′, t′, u′
)
+∆
(
f ; s′′, t′′, u′′
)
+∆
(
f ; s′′, t′′, u′
)
.
Let Q = (s− ε, s)× (s, s+ ε)× (t− ε, t)× (t, t+ ε)× (u− ε, u)× (u, u+ ε).
Then |Q| = ε6, and
(4.9) ∆ (f ; s, t, u) ≤ A+B.
Let
A˜ = ε−4
∫
Q
A =
∫ s
s−ε
∫ s+ε
s
∆
(
f ; s′, s, s′′
)
ds′′ds′ +
∫ t
t−ε
∫ t+ε
t
∆
(
f ; t′, t, t′′
)
dt′′dt′
+
∫ u
u−ε
∫ u+ε
u
∆
(
f ;u′, u, u′′
)
du′′du′,
and
B˜
= ε−3
∫
Q
B =
∫ s
s−ε
∫ t
t−ε
∫ u+ε
u
∆
(
f ; s′, t′, u′′
)
du′′dt′ds′
+
∫ s
s−ε
∫ t
t−ε
∫ u
u−ε
∆
(
f ; s′, t′, u′
)
du′dt′ds′
+
∫ s
s−ε
∫ t+ε
t
∫ u+ε
u
∆
(
f ; s′, t′′, u′′
)
du′′dt′′ds′ +
∫ s
s−ε
∫ t+ε
t
∫ u
u−ε
∆
(
f ; s′, t′′, u′
)
du′dt′′ds′
+
∫ s+ε
s
∫ t
t−ε
∫ u+ε
u
∆
(
f ; s′′, t′, u′′
)
du′′dt′ds′′ +
∫ s+ε
s
∫ t
t−ε
∫ u
u−ε
∆
(
f ; s′′, t′, u′
)
du′dt′ds′′
+
∫ s+ε
s
∫ t+ε
t
∫ u+ε
u
∆
(
f ; s′′, t′′, u′′
)
du′′dt′ds′′
+
∫ s+ε
s
∫ t+ε
t
∫ u
u−ε
∆
(
f ; s′′, t′′, u′
)
du′dt′′ds′′
= B˜1 + . . .+ B˜8.
Integrating (4.9) over Q,
(4.10) ∆ (f ; s, t, u) ≤ ε−2A˜+ ε−3B˜.
Now, ∫ s
s−ε
∫ s+ε
s
∆
(
f ; s′, s, s′′
)
ds′ds′′
≤ [f ]µ
∫ s
s−ε
∫ s+ε
s
(s′′ − s′)µds′ds′′ ≤ C [f ]µ ε
2+µ.
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Similarly we estimate the other two terms in A˜ and see that
(4.11) ε−2A˜ ≤ C1 [f ]µ ε
µ.
Using Ho¨lder inequality, 1/q + 1/p = 1, p > 1, with κ = µ+ 3/p,
ε−3B˜1
= ε−3
∫ s+ε
s
∫ t
t−ε
∫ u+ε
u
d (f (s′) , f (t′)) ∧ d (f (u′′) , f (t′))
|s′′ − u′′|κ
∣∣s′′ − u′′∣∣κ ds′dt′du′′
≤ ε−3
(∫ s
s−ε
∫ t
t−ε
∫ u+ε
u
(u′′ − s′)κqds′dt′du′′
)1/q
×
(∫ s
s−ε
∫ t
t−ε
∫ u+ε
u
∆(f ; s′, t′, u′′)p
|u′′ − s′|κ
ds′dt′du′′
)1/p
≤ ε−3
(∫ s+ε
s
∫ t
t−ε
∫ u+ε
u
∣∣s′′ − u′′∣∣qκ ds′′dt′du′′
)1/q
[[f ]]µ,p.
Since ∫ s
s−ε
∫ t
t−ε
∫ u+ε
u
(u′′ − s′)κqds′dt′du′′
≤ Cε (u− s)κq+2
ε2
(u− s)2
= Cε3 (u− s)κq ,
we have
ε−3B˜1 ≤ Cε
−3+ 3
q (u− s)κ [[f ]]µ,p .
Similarly estimating the other terms in B˜, we get
ε−3B˜ ≤ Cε−3+3/q (u− s)κ [[f ]]µ,p = Cε
−3/p (u− s)κ [[f ]]µ,p.
= Cδ−3/p (u− s)κ−3/p [[f ]]µ,p = Cδ
−3/p (u− s)µ [[f ]]µ,p.
Hence by (4.10) and (4.11), for some C = C (µ, p) ,
(4.12) ∆ (f ; s, t, u) ≤ C1 [f ]µ ε
µ + Cε−3/p (u− s)κ [[f ]]µ,p
if |s| > 14 |u− s| and|1− u| >
1
4 |u− s|. Taking ε =
1
4δ (u− s) with any
δ ∈ (0, 1) , we have
(4.13) ∆ (f ; s, t, u) ≤ C (u− s)µ
(
[f ]µ δ
µ + δ
− 3
p [[f ]]µ,p
)
for some C = C (µ, p) if |s| > 14 |u− s| and|1− u| >
1
4 |u− s|.
(ii) Assume |s| ≤ 14 |u− s| or |1− u| ≤
1
4 |u− s| .
If s ≤ 14 |u− s| (recall t =
s+u
2 ), then s ≤ 1/4 and
t = s+
u− s
2
≤
3
4
(u− s) ≤
3
4
.
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By (4.1), there is C = c (µ, p) so that for any δ ∈ (0, 1) , s ≤ 14 |u− s| ,
∆(f ; s, t, u) ≤ d (f (s) , f (0)) ∧ d (f (u) , f (0)) + d (f (t) , f (0))
≤ C |u− s|µ
(
[f ]µ δ
µ + δ−1/p||f ]]µ,p
)
.
If 1− u ≤ 14 |u− s|, then u ≥
3
4 and t ≥ 1/4 because
1− t = 1−
u+ s
2
= 1− u+
u− s
2
≤
3
4
(u− s) ≤
3
4
.
By (4.6), there is C = C (µ, p) so that for any δ ∈ (0, 1) , 1− u ≤ 14 |u− s| ,
we have
∆ (f ; s, t, u) ≤ d (f (s) , f (1)) ∧ d (f (u) , f (1)) + d (f (t) , f (1))
≤ C |u− s|µ
(
[f ]µ δ
µ + δ−1/p[[f ||µ,p
)
.
Hence
(4.14) ∆ (f ; s, t, u) ≤ C (u− s)µ
(
[f ]µ δ
µ + δ−1/p[[f ||µ,p + δ
−1/p||f ]]µ,p
)
if |s| ≤ 14 |u− s| or |1− u| ≤
1
4 |u− s| .
According to (4.13) and (4.14), there is C = C (µ, p) so that
∆ (f ; s, t, u)
≤ C (u− s)µ
(
[f ]µ δ
µ ++δ
− 3
p [[f ]]µ,p + δ
−1/p[[f ||µ,p + δ
−1/p||f ]]µ,p
)
,
for any 0 ≤ s < t < u ≤ 1, t = (s+ u) /2. Hence for all δ ∈ (0, 1) ,
(4.15) [f ]ˆµ ≤ C
(
[f ]µ δ
µ + [[f ]]µ,pδ
−3/p
)
for some C = C (µ, p). Then by Lemma 3 and (4.8), (4.15), there is C1 =
C1 (µ, p) so that for all δ ∈ (0, 1) we have
[f ]µ + |f ]µ + [f |µ
≤ C1
(
[f ]µ δ
µ + δ−
3
p [[f ]]µ,p + δ
− 1
p ||f ]]µ,p + δ
− 1
p [[f ||µ,p
)
.
Choosing δ so that δµC1 ≤ 1/2 we see that for some C = C (µ, p) ,
[f ]µ + |f ]µ + [f |µ ≤ C ([[f ]]µ,p + ||f ]]µ,p + [[f ||µ,p) , f ∈ D
µ ([0, 1] , E) .
If E = Rk, d (x, y) = |x− y| , x, y ∈ Rk, then we can estimate the supre-
mum of f . For each t,
|f (t)| ≤ |f (τ)− f (0)|+ |f (t)− f (0)|+ |f (τ)|
≤ 2|f ]µ + |f (τ)| , τ ∈ [0, 1] .
Hence
|f (t)| ≤ 2|f ]µ +
∫ 1
0
|f (τ)| dτ,
and
sup
0≤t≤1
|f (t)| ≤ 2|f ]µ +
(∫ 1
0
|f (τ)|p dτ
)1/p
.
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The claim of Theorem 1 follows.
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