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EXISTENCE AND STABILITY OF PERIODIC SOLUTIONS IN A NEURAL FIELD
EQUATION
KARINA KOLODINA, VADIM KOSTRYKIN, AND ANNA OLEYNIK
ABSTRACT. We study the existence and linear stability of stationary periodic solutions to a neu-
ral field model, an intergo-differential equation of the Hammerstein type. Under the assumption
that the activation function is a discontinuous step function and the kernel is decaying sufficiently
fast, we formulate necessary and sufficient conditions for the existence of a special class of solu-
tions that we call 1-bump periodic solutions. We then analyze the stability of these solutions by
studying the spectrum of the Frechet derivative of the corresponding Hammerstein operator. We
prove that the spectrum of this operator agrees up to zero with the spectrum of a block Laurent
operator. We show that the non-zero spectrum consists of only eigenvalues and obtain an analyt-
ical expression for the eigenvalues and the eigenfunctions. The results are illustrated by multiple
examples.
1. INTRODUCTION
The behavior of a single layer of neurons can be modeled by a nonlinear integro-differential
equation of the Hammerstein type,
(1.1)
∂
∂t
u(x, t) = −u(x, t) +
∫
R
ω(x− y)f(u(y, t)− h)dy.
Here u(x, t) and f(u(x, t)−h) represent the averaged local activity and the firing rate of neurons
at the position x ∈ R and time t > 0, respectively. The parameter h ∈ R denotes the threshold
of firing and ω(x− y) describes a coupling between neurons at positions x and y.
The model (1.1) belongs to a special class of models, so called neural field models, where the
neural tissue is treated as a continuous structure, and is often referred to as the Amari model.
Since the original paper by Amari [1], this model has been studied in numerous mathematical
papers, for a review see, e.g., [2, 3] and [4]. In particular, the global existence and uniqueness
of solutions to the initial value problem for (1.1) under rather mild assumptions on f and ω has
been proven in [5].
In [1] Amari studied pattern formation in (1.1) for a model under the simplifying assumption
that f is the unit step function H , and ω is of the ”lateral-inhibitory type”, i.e., continuous, inte-
grable and even, with ω(0) > 0 and having exactly one positive zero. In particular, he analyzed
the existence and stability of stationary localized solutions, or so called 1-bump solutions, of the
fixed point problem
(1.2) u(x) = (Hu)(x), (Hu)(x) =
∫ +∞
−∞
ω(x− y)f(u(y)− h)dy.
The equations (1.1) and (1.2) have been studied with respect to various combinations of
firing rate functions and connectivity functions, see [2, 6, 4]. Common examples of ω are the
exponentially decaying function,
(1.3) ω(x) = Se−s|x|, S, s > 0,
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the so-called wizard-hat function,
(1.4) ω(x) = S1e−s1|x| − S2e−s2|x|, S1 > S2 > 0, s1 > s2 > 0,
and the periodically modulated function
(1.5) ω(x) = e−b|x|(b sin(|x|)) + cos(x)), b > 0,
see Fig.1. In the paper we impose the following assumptions on ω.
Assumption A. The connectivity function ω satisfies the following conditions.
(i) ω(x) = ω(−x)
(ii) ω(x)→ 0 as |x| → ∞ and |ω(x)| ≤ C(1 + |x|)−1−δ, C, δ = const > 0.
(iii) ω ∈ C0,1b (R) ∩ L1(R).
(iv)
∫
R ω(x)dx =: h0 > 0.
One can easily check that the functions in (1.3) - (1.5) satisfy Assumption A and decrease
exponentially fast as |x| → 0.
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FIG. 1. Connectivity functions ω(x) given by (1.3) with S = 0.5, s = 1 (blue
curve), (1.4) with S1 = 4, s1 = 2, S2 = 1.5, s2 = 1 (red curve), and (1.5) with
b = 0.5 (green curve).
The firing rate function f : R → [0, 1] is usually given as a smooth function of sigmoid
shape. It is often represented by a parameterized function f(u) = S(βu), see e.g. [7, 8, 9, 10]
where S(βu) approaches (in some specific way) the unit step function H(u) as β → ∞. One
example of f(u) is
(1.6) f(u) = S(βu), S(u) =
up
up + 1
H(u), p > 1,
see Fig. 2.
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FIG. 2. Functions f(u) = S(βu), S is as in (1.6), p = 2, with β = 100 (red
curve) and β = 20 (blue curve) and the unit step function H(u)(black dashed
line).
Already in his seminal paper Amari conjectured that there must exist periodic stationary
solutions in the absence of bump solutions and constant solutions. He however did not pursue a
further study of periodic solutions. Of course the absence of other types of stationary solutions
is not necessary for periodic solutions to exist. In fact, as in some cases bump solutions can
be viewed as a homoclinic orbits of an ordinary differential equation (ODE) with ω being the
Green’s function of its linear part, see e.g. [11], periodic solutions are very likely to co-exist
with the bump solution, see [12, 13] (in Russian) and [14], and [15]. In [16, 17, 3] it has been
shown numerically that stable periodic solutions of the two population version of the Amari
model exist and emerge from homogeneous solutions via Turing-Hopf bifurcation. To the best
of our knowledge there are no theoretical studies that address the existence of periodic solutions
to (1.1) except [8], and no studies on the stability of these solutions.
Krisner in [8] studied the existence of periodic solutions to (1.1) with ω given by (1.5). In
this case, any bounded solution of (1.2) is a solution of a forth order ODE, see [18] and can
be studied by methods developed for ODEs. Given f as a smooth steep sigmoid function it
has been shown that (1.1) has at least two periodic solution under some assumptions on the
parameters. The analysis is however rather cumbersome and is not applicable for general types
of ω as, e.g., (1.3) and (1.4). Thus, we would like to proceed in a different way and address the
existence of periodic solutions without reformulating (1.2) as ODEs.
When f is approximated by a step function H it is possible to obtain analytical expressions
for some types of stationary solutions and travelling waves, see e.g. chapter 3 in [4] and [19].
However, the operator H in this case is discontinuous in any classical functional space and
thus, classical functional analysis tools such as e.g. generalized Picard-Lindelof theorem or
Hartman-Grobman theorem, usually fail. However, many papers still conveniently assume that
the model is well-posed on the considered spaces and study the stability of solutions by first
approximation, see [1, 19, 20] and [21] just to name a few.
The natural way to overcome this problem is to study the model (1.1) with f(u) = S(βu)
and only use the limiting case f = H to gain the knowledge about the existence and stability
of solutions for large values of β. The approximation of f = H with f = S(βu) then must be
properly justified. This has been successfully done for bumps solutions in [10, 22] and [23].
Our overall aim is to generalize the analysis in the mentioned papers for the periodic 1-bump
solutions. In this paper we take the first crucial step towards this direction and study the limiting
case f = H .
The paper organized as follows: Section 2 contains the notation we use. In Section 3 we give
the definition of 1-bump periodic solutions and study their existence by means of the Amari ap-
proach. We formulate necessary and sufficient conditions for the existence of 1-bump periodic
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solutions and show that for ω ≥ 0 there is a unique solution for each period T > 0. Section
4 is dedicated to the linear stability of 1-bump periodic solutions. We show that the spectrum
of the corresponding linearized operator H can be obtained as the spectrum of an infinite block
Laurent (or bi-infinite block Toeplitz) operator. We give an analytical expression for the spec-
trum in terms of the symbol of the Laurent operator and discuss ways how it can be calculated
numerically. We prove that the spectrum consists only of eigenvalues and give a formula for
calculating eigenfunctions. The results in Section 3 and Section 4 are illustrated for the case of
ω given by (1.3) and (1.4). Section 5 contains conclusions and remarks.
2. NOTATIONS
For the convenience of the readers we give a list of functional spaces and specify other nota-
tions we use.
• S1 is the unit circle.
• i is the imaginary unit.
• z is the complex conjugate of z ∈ C.
• cl(Ω) is the closure of a set Ω.
• ‖ · ‖op denotes the operator norm.
• C0,1b (R) is the space of all Lipschitz continuous bounded functions on R equipped with the
norm
‖f‖
C0,1b (R)
= sup
x,y∈R
|f(x)− f(y)|
|x− y| , x 6= y.
• `mp (Z) is the Banach space of sequences with entries from Rm where 1 ≤ p ≤ ∞ and
m ∈ N equipped with the norm
‖x‖`mp (Z) =
(∑
k∈Z
‖xk‖p
)1/p
, 1 ≤ p <∞
and
‖x‖`m∞(Z) = sup
k∈Z
‖xk‖, p =∞,
where ‖ · ‖ is any norm in Rm.
• `m×mp (Z) is the space of sequences where components are matricesm bym onR, equipped
with the norm
‖A‖`m×mp (Z) =
(∑
k∈Z
‖Ak‖pop
)1/p
, 1 ≤ p <∞
and
‖A‖`m×m∞ (Z) = sup
k∈Z
‖Ak‖op, p =∞.
•W(S1) is the Wiener space of functions defined on S1 (continuous functions whose Fourier
coefficients is an `1(Z) sequence) equipped with the norm
‖f‖W =
∑
k∈Z
|ak|,
where ak are the Fourier coefficients of f .
• Wm×m(S1) is the Wiener space of m by m matrix functions defined on S1 equipped with
the norm
‖ϕ‖op = max
1≤i≤m
m∑
j=1
‖ϕij‖W .
• σ(L) is the spectrum of the linear operator L.
PERIODIC SOLUTIONS 5
• ρ(L) is the resolvent of the linear operator L.
3. EXISTENCE OF 1-BUMP PERIODIC SOLUTIONS
We consider a particular type of periodic solution that we call a 1-bump periodic solution, due
to its shape on one considered period, that is, u(x) ≥ h on a (connected) interval and u(x) < h
otherwise. Krisner in [8] proved the existence of the same type of periodic solutions for ω given
in (1.5). Below we define the class of periodic functions that we intent to consider.
Definition 3.1. Let h ∈ R, and u(x) be a continuous periodic function defined on R with a
period T > 0. We say that u(x) is a 1-bump periodic function with period T , or simply 1-bump
periodic, if there is a translation of u(x), say p(x) = u(x− c), with the following properties:
(i) It has two symmetric intersection, say at x = ±a with the straight line y = h, i.e.,
p(±a) = h.
(ii) It lies above y = h for all x ∈ (−a, a) and below for x ∈ [−T/2, T/2] \ [−a, a], i.e.,
p(x) > h for x ∈ (−a, a) and p(x) < h for x ∈ [−T/2, T/2] \ [−a, a].
If in addition u ∈ C1b (R) with p′(±a) 6= 0 then we say that u(x) is regular.
We illustrate the definition above in Fig.3
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FIG. 3. The function corresponding to the blue curve is the regular 1-bump
periodic if h = 0.5 and is not a 1-bump periodic if h = 1. The red curve
corresponds to the 1-bump periodic function for both h = 0.5 and h = 1. Here
we assume that the functions given by blue and red curves both have period
T = 1.
A small perturbation of a regular 1-bump periodic function in C0,1b (R) does not destroy the
1-bump structure of the function. We formulate it as the lemma below.
Lemma 3.2. Let h ∈ R and T > 0 be fixed and p(x) be a regular 1-bump periodic function
with p(±a) = h, 0 < a < T/2. Then there exists ε > 0 such that any v ∈ Bε(up) := {v| :
‖v − up‖C0,1 < ε} has exactly two intersection with the straight line y = h on each of the
intervals (−T/2 + kT, T/2 + kT ), k ∈ Z, i.e., there are a±(ε, k) ∈ (−T/2 + kT, T/2 + kT )
such that v(a±(ε, k)) = h. Moreover a±(ε, k) → ±a + kT as ε → 0 and v(x) > h for
x ∈ (a−(ε, k), a+(ε, k)) and v(x) < h for x ∈ [−T/2 + kT, T/2 + kT ] \ (a−(ε, k), a+(ε, k)).
Proof. The proof goes in line with the proof of Lemma 3.6 in [24]. 
Definition 3.3. A (regular) 1-bump periodic function which is a solution to (1.2) we call a
(regular) 1-bump periodic solution to (1.1).
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We notice that any solution to (1.2) is translation invariant, i.e., if u(x) is a solution to (1.2)
then so is u(x − c) for any c ∈ R. Thus, without loss of generality we can simply consider
p(x) = u(x) in (ii) of Definition 3.1.
Given that f is a unit step function, a 1-bump periodic solution can be expressed as
(3.1) up(x) =
∑
k∈Z
∫ a+kT
−a+kT
ω(x− y)dy =
∑
k∈Z
∫ a
−a
ω(x− y + Tk)dy
where a ∈ (0, T/2) is the root of up(a) = h.
We notice here that the critical cases a = 0 and a = T/2 correspond to the constant solutions
up(x) = 0 and up(x) = h0 where h0 =
∫
R ω(y)dy > 0. This serves as a motivation to consider
h ∈ (0, h0). Further we will show that for some connectivity functions the condition h ∈ (0, h0)
is sufficient for the existence of a 1-bump periodic solution.
It is easy to see that the function in (3.1) is periodic. Indeed,
up(x+ T ) =
∑
k∈Z
∫ a
−a
ω(x− y + T (k + 1))dy = up(x).
Moreover, due to Assumption A (i), it is even
up(−x) =
∑
k∈Z
∫ a
−a
ω(−x− y + Tk)dy =
∑
k∈Z
∫ a
−a
ω(−x+ y + Tk)dy
=
∑
k∈Z
∫ a
−a
ω(x− y − Tk)dy = up(x).
From Assumption A(ii) we obtain the following estimate
max
x ∈ [−T/2, T/2]
y ∈ [−a, a]
|ω(x− y + Tk)| ≤ Cαk, k ∈ Z,
where
αk =
{
1, k = 0,
(1 + T |k| − a− T )−1−δ, |k| ≥ 1.
Since
∑
k∈Z
αk converges, the series
∑
k∈N
ω(x + Tk) converges absolutely and uniformly on
[−a − T/2, a + T/2]. Due to periodicity of this series, it converges absolutely and uniformly
on any bounded interval to an even periodic function
ωp(x;T ) :=
∑
k∈Z
ω(x− Tk)
that has the antiderivative
(3.2) Wp(x;T ) :=
∫ x
0
ωp(y;T )dy =
∑
k∈Z
∫ x
0
ω(y − kT ).
Using the notations above we obtain
(3.3) up(x) =
a∫
−a
ωp(x− y;T )dy
or, equivalently,
(3.4) up(x) = Wp(x+ a;T )−Wp(x− a;T )
where a is then given as
(3.5) Wp(2a;T ) = h.
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Thus, the procedure of finding 1-bump periodic solutions becomes analogous to the one of
finding 1-bump solutions proposed by Amari in [1] where instead of ω and W we use ωp and
Wp, respectively. Namely, first we find a from (3.5). Then we verify that the function in (3.4)
is indeed a 1-bump periodic function. As the function up is even and periodic, it is enough to
consider the interval [0, T/2]. We summarize this in a theorem.
Theorem 3.4. The function up(x) given by (3.4) is a periodic solution to (1.1) if and only if the
following three conditions hold
(1) up(a) = h, or equivalently, Wp(2a;T ) = h, for some 0 < a < T/2,
(2) up(x) > h for all x ∈ (0, a),
(3) up(x) < h for all x ∈ (a, T/2].
Similarly as for the bump solutions, it is not generally possible to verify the conditions of the
theorem above without additional information about ω. However, for a particular choice of ω
the verification procedure is rather simple.
Observe that from (3.4) up ∈ C1b (R). Then we calculate
(3.6) u′p(x) = ωp(x+ a;T )− ωp(x− a;T )
and
(3.7) |u′p(a)| = ωp(0;T )− ωp(2a;T ).
Hence, if up is a 1-bump periodic solution, ωp(0;T ) ≥ ωp(2a;T ) must be satisfied. Then for
ω ≥ 0 we can simplify conditions of Theorem (3.4).
Lemma 3.5. Let T > 0 be arbitrary and ω satisfies Assumption A. Then for any 0 < h < h0
the equation up(a) = h possesses at least one solution a ∈ (0, T/2). If ω ≥ 0 and can have
only isolated zeros then such a = a(T ) is unique and the corresponding up is a 1-bump regular
periodic solution provided that ωp(2a(T );T ) < ωp(0;T ).
Proof. Since the function Wp(x;T ) is continuous and Wp(0;T ) = 0 and Wp(T ;T ) = h0 > 0,
there is at least one solution to the equation Wp(2a;T ) = h with 0 < a < T/2.
Assume now that ω ≥ 0 and does not have non isolated zeros. Then Wp(x;T ) is strictly
monotone increasing on [0, T/2]. Indeed,
d
dx
Wp(x;T ) = ωp(x;T ) =
∑
k∈Z
ω(x+ Tk) ≥ 0
and may have only isolated zeros. This implies the uniqueness of a as a function of T. The final
statement follows from (3.7) and uniqueness of a. 
For more general function ω number of 1-bump periodic solution may vary with the period.
In the next section we give several examples of ω, T and h for which the solutions do not exists,
exists and are unique or non-unique.
3.1. Examples. We consider two examples of the connectivity functions given in (1.3) and
(1.4) where most of the calculations can be done analytically.
Indeed, for ω given by (1.3) we get h0 = 2S/s,
ωp(x;T ) = Sψ(x mod T ; s), and Wp(x) =
2S
s
⌊ x
T
⌋
+ SΨ(x mod T ; s)
where
(3.8) ψ(x; s) =
exp(−sx) + exp(−s(T − x))
1− exp(−sT )
(3.9) Ψ(x; s) =
exp(s(x− T ))− exp(−sx)− exp(−sT ) + 1
s(1− exp(−sT )) ,
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see Fig.4(a).
From Lemma 3.5 the equation Wp(2a;T ) = h, h ∈ (0, h0) possesses a unique solution
0 < a(T ) < T/2. Moreover, ωp(0;T ) = 2S/(1− exp(−sT )) and ωp(2a;T ) = (exp(−2sa) +
exp(−s(T − 2a)))/(1 − exp(−sT )) and thus, ωp(2a;T ) < ωp(0;T ) for any T > 0 which
implies that up(x) is a 1-bump regular periodic solution, see Fig.3.
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FIG. 4. (a)The function ω given in (1.3) with S = 0.5, s = 1 and the cor-
responding ωp and Wp with T = 4. The intersection point corresponds to
a = 0.6633 (rounded up to 4 decimals) and h = 0.4. (b) 1-periodic bump
solution (3.4) with Wp as in (a).
For ω given by (1.4) we find h0 = 2(S1/s1 − S2/s2),
(3.10) ωp(x;T ) = S1ψ(x mod T ; s1)− S2ψ(x mod T ; s2)
and
(3.11) Wp(x;T ) =
(
2S1
s1
− 2S2
s2
)⌊ x
T
⌋
+ S1Ψ(x mod T ; s1)− S2Ψ(x mod T ; s2)
with ψ and Ψ given as in (3.8)-(3.9), see Fig. 5.
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FIG. 5. The function ω given by (1.4) with parameters S1 = 4, s1 = 2, S2 =
1.5, s2 = 1 and the corresponding ωp and Wp , see (3.10)-(3.11) with T = 3.5.
The equation Wp(2a;T ) = h, h ∈ (0, h0) has one, two, or three solutions depending on T .
That is for the parameter values S1 = 4, s1 = 2, S2 = 1.5, s2 = 1 and h = 0.4, it has one
solution for T < T1 := 2.4997, two solutions for T = T1 and three solutions for T > T1, see
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Fig.6. The value T1 = 2.4997 is obtained numerically and is rounded up to four decimals. It
turns out that all of up correspond to 1-periodic bump solutions, see Fig.7 -Fig.8 .
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h
FIG. 6. The function Wp in (3.11) with parameters S1 = 4, s1 = 2, S2 = 1.5,
s2 = 1 for different periods T and the fixed threshold value h = 0.4.
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FIG. 7. (a) 1-bump periodic solutions (3.4) with T = 1.5. The intersection
point corresponds to a = 0.1619 and h = 0.4. (b) 1-bump periodic solutions
(3.4) with T = 2.4997. The intersection points correspond to a1 = 0.1243,
a2 = 0.8919 and h = 0.4. (All the approximated values are rounded up to 4
decimals.)
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FIG. 8. (a) 1-bump periodic solutions (3.4) with T = 3.5. The intersection
points correspond to a1 = 0.1113, a2 = 1.0494 and a3 = 1.5281, and h =
0.4. (b) 1-bump periodic solutions (3.4) with T = 7. The intersection points
correspond to a1 = 0.1046, a2 = 2.2792 and a3 = 3.3036 and h = 0.4. (All
the approximated values are rounded up to 4 decimals.)
There are parameters S1, S2, and s1, s2 that Wp(2a;T ) = h have two solutions for h > h0
and some T > 0. For example, for S1 = 3, s1 = 2, S2 = 1.4, s2 = 1, and h = 0.25
this situation occurs when T > 2.116, see Fig. 9. These solutions correspond to the 1-bump
periodic solutions, see Fig. 10. We however do not aim to study this particular case of the
connectivity function in detail. Thus, we will further restrict our attention to the case h < h0,
see Fig. 6.
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h
FIG. 9. The function Wp(x;T ) in (3.11) with parameters S1 = 3, s1 = 2,
S2 = 1.4, s2 = 1, for different periods T and the fixed threshold value h =
0.25.
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FIG. 10. (a) 1−bump periodic solution (3.4) with T = 2.116. The point of
tangency corresponds to a = 0.2352 and h = 0.25. (b) 1−bump periodic
solutions (3.4) with T = 3. The intersection points correspond to a1 = 0.1272,
a2 = 0.5288 and h = 0.25. (All the approximated values are rounded up to 4
decimals.)
4. STABILITY OF 1-BUMP PERIODIC SOLUTIONS
In this section we study linear stability of regular 1-bump periodic solutions. We first obtain
the Fre´chet derivative of the Hammerstein operator defined in (1.2) and then study its spectrum.
Lemma 4.1. Let h, T > 0 be fixed and up be a 1-bump periodic solution of (1.1). The Fre´chet
derivative of the operatorH : C0,1b (R)→ C0,1b (R) at up exists and is given as
(H′(up)v)(x) = 1|u′p(a)|
∑
k∈Z
(ω(x+ a− kT )v(−a+ kT ) + ω(x− a− kT )v(a+ kT )).
Proof. Due to Lemma 3.2 and periodicity of up the proof in [10] for bumps can be easily adopted
here. 
We would like to emphasize that the regularity condition on up, that is |u′p(a)| > 0, is neces-
sary in order for the Fre´chet derivative to exists.
Next we show how the spectrum of the operator H′(up) relates to the spectrum of a Laurent
block operator, or in some literature, bi-infinite block Toeplitz operator, see e.g. [25] and [26,
27].
Let `mp (Z) be a Banach space of sequences with entries from Rm, see Section 2.
The block Laurent operator L : `mp (Z) → `mp (Z) can be represented as an bi-infinite matrix
with constant diagonal elements, that is, L = (Ai−j)i,j∈Z giving
(4.1) L =

. . .
A0 A−1 A−2
A1 A0 A−1
A2 A1 A0
. . .
 , Ak ∈ Rm×m.
The representation (4.1) means that the action of L is given by(
L (xn)n∈Z
)
= (yn)n∈Z , yj =
∑
i
Ai−jxj .
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For p = 1,∞ we have
(4.2) ‖L‖op =
∑
k∈Z
‖Ak‖op.
Theorem 4.2. The nonzero spectrum of the operator H′(up) agrees with that of the Laurent
block operator L : `2∞(Z)→ `2∞(Z) defined by
(4.3) Ak =
1
|u′p(a)|
(
ω(kT ) ω(−2a+ kT )
ω(2a+ kT ) ω(kT )
)
.
Moreover, any eigenfunction v(x) of H′(up) (if exists) corresponds to the eigenfunction v =
(vk)k∈Z of L where
vk = (v(−a+ kT ), v(a+ kT ))T , k ∈ Z,
and for a given eigenfunction v of L that corresponds to a non-zero eigenvalue, we can calculate
the eigenfunction ofH′(up) as
v(x) =
1
λ
1
|u′p(a)|
∑
k∈Z
(ω(x+ a− kT )v(1)k + ω(x− a− kT )v(2)k .
Proof. First of all we observe that L is a bounded operator on `2∞(Z) since
‖L‖op = 1|u′p(a)|
∑
k∈Z
(|ω(kT )|+ max{|ω(±2a+ kT )|}) <∞
due to Assumption A.
A number λ ∈ C is in the resolvent set of the operatorH′(up) if and only if the equation
H′(up)ξ − λξ = w
has a solution ξ for any w, where ξ and w belong to the complexified C0,1b (R).
Thus, if λ ∈ C is in the resolvent set of the operator H′(up), then for any k ∈ Z the system
of equations
(H′(up)ξ)(a+ kT )− λξ(a+ kT )ξ = w(a+ kT ),
(H′(up)ξ)(−a+ kT )− λξ(−a+ kT )ξ = w(−a+ kT )
possesses a solution. Hence, λ is in the resolvent set of the operator L.
Conversely, assume that λ 6= 0 is in the resolvent set of the operator L. Then for any arbitrary
w the values ξ(a+ kT ) and ξ(−a+ kT ) of the solution toH′(up)ξ − λξ = w are determined.
For arbitrary x ∈ R we set
ξ(x) =
1
λ
((H′(up)ξ)(x)− w(x)).
It is straightforward to verify that ξ ∈ C0,1b and solvesH′(up)ξ − λξ = w. We have shown that
the resolvent sets of H′(up) and L agree up to the point λ = 0. Thus, their spectra agree up to
the point λ = 0 as well. The second part of the statement follows from above. 
The reader can find more information about Laurent operators and their properties in [25]
and more recent studies [27, 26]. The results concerning in particular the spectrum of Laurent
operators can be found in [28]. Finally, as the spectrum of Laurent operator on `m2 (Z) is given
by the spectrum of the corresponding matrix valued multiplication operator we refer to [29]
where the spectrum of the latter operator is studied. For the original paper on the Toeplitz and
Laurent operators see [30]. Since the eigenvalue 0 does not have any impact on the stability of
up, we now turn to the study of the Laurent operator in (4.1) with elements as in (4.3).
As (Ak)k∈Z ∈ `2×21 (Z) we can define a matrix function Φ : S1 → R2×2 as
(4.4) Φ(z) =
∑
k∈Z
Akz
k, z ∈ S1,
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where S1 is the unit circle. The power series is uniformly convergent and thus the function
Φ is continuous on S1. The function Φ is called a symbol or a defining function of L. It is
easily observed that Φ belongs to the Weiner algebra of all periodic functions with absolutely
summable sequence of Fourier coefficients, that is Φ ∈ W2×2(S1). Via the Fourier transform
the Banach algebra of all block Laurent operators on `2∞(Z) is isomorphic toW2×2(S1).
We prove the following important result.
Theorem 4.3. (i) The spectrum of the block Laurent operator L : `m∞(Z) → `m∞(Z) is
given as
(4.5) σ(L) =
⋃
z∈S1
σ(Φ(z))
where Φ(z) is the symbol (4.4) of L.
(ii) The spectrum σ(L) is pointwise, and the eigenvectors vλ = (vk(λ))k∈Z of L can be
calculated as
(4.6) v(k)λ = z¯
kw(zλ)
where zλ ∈ S1 is such that λ ∈ σ(Φ(zλ)), and w(zλ) is the corresponding eigenvalue
of the matrix Φ(zλ).
Proof. To prove the first statement we recall that invertibility (and Fredholmness) of operators
on the Wiener algebra is independent on underlying space, see [31, 32] and references therein.
That is, the spectrum of L : `mp (Z) → `mp (Z), does not depend on 1 ≤ p ≤ ∞, and is given by
all the values λ ∈ C such that det(Φ(z)− λI) = 0 for some z ∈ S1, see [25, 28] and [29].
To prove the second statement let λ ∈ σ(L). From (4.5) there exists zλ = exp(iθλ), θλ ∈
[0, 2pi) such that
det(Φ(zλ)− λI) = 0.
Thus, there exists an eigenvector w(zλ) ∈ Cm such that
Φ(zλ)w(zλ) = λw(zλ).
Let us define v ∈ `m∞(Z) as follows
v = {vk}k∈Z, vk = e−ıkθλw(zλ).
It is easy to check that v ∈ `m∞(Z) and is the eigenfunction of the Laurent operator L corre-
sponding to λ. Indeed, for the nth row we have
(Lv)n =
∑
k∈Z
Ak−neıkθλw(zλ) =
∑
l∈Z
Ale
ı(n+l)θλw(zλ) =
= eınθλ
∑
l∈Z
Ale
ılθλw(zλ) = e
ınθλΦ(zλ) = e
ınθλλw(zλ) =
= λvn.

Next, we describe some properties of the symbol Φ that corresponds to the Laurent operator
(4.3).
Lemma 4.4. The matrix Φ(z) in (4.4) with Ak given by (4.3) is self-adjoint and Φ(z) = Φ(z),
z ∈ S1.
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Proof. The second property follows directly from (4.4) and ω(x) being real. To show that Φ(z)
is self-adjoint let θ ∈ [0, 2pi). Then we have
Φ(z)T =
∑
k∈Z
(
ω(kT ) ω(2a+ kT )
ω(−2a+ kT ) ω(2kT )
)
e−ıkθ =
∑
m∈Z
(
ω(−mT ) ω(2a−mT )
ω(−2a−mT ) ω(−mT )
)
eımθ = Φ(z)
as ω(x) is symmetric, see Assumption A(i). 
From Lemma 4.4 and Theorem 4.3(i) the spectrum of L, and consequently ofH′(up), is real
and
(4.7) σ(L) =
⋃
z∈S1
(λ1,2(z))
where
(4.8) λ1(z) = Φ11(z)− |Φ12(z)| and λ2(z) = Φ11(z) + |Φ12(z)|
and Φij(z) are the entries of the symbol matrix Φ(z). Moreover, it is enough to consider only
half of the circle, that is, z = eıθ with θ ∈ [0, pi].
Let now zλ = eıθ in Theorem 4.3(ii) with θ/(2pi) being a rational number from [0, 0.5],
i.e. θ/(2pi) = p/q, p ∪ {0}, q ∈ N where p and q are in the lowest terms. Then from (4.6)
the corresponding eigenvector v is (1 + q)-periodic. If λ 6= 0 then from Theorem 4.2, the
eigenfunction v of H′(up) is (1 + q)T -periodic. Thus, we can calculate the spectrum even
without calculating the symbol Φ. We summarize it as a theorem.
Theorem 4.5. The spectrum of the operator L is given as
σ(L) = cl
(⋃
σ (L(1 + q))
)
where L(1 + q), q = 1, 2, ..., are 2(1 + q)× 2(1 + q) matrices given as
L(1 + q) =

B0 B1 B2 ... Bq
Bq B0 B1 ... Bq−1
...
...
...
...
...
B1 B2 B3 ... B0

where
Bn =
1
|u′p(a)|
 ωp(nT ; (1 + q)T ) ωp(−2a+ nT ; (1 + q)T )
ωp(2a+ nT ; (1 + q)T ) ωp(nT ; (1 + q)T )
 , n = 0, ..., q.
We illustrate Theorem 4.5 in Fig.12(b) for ω as in (1.3).
When q = 0 we readily calculate L(1) = B0 where
B0 =
1
u′p(a)
 ωp(0;T ) ωp(2a;T )
ωp(2a;T ) ωp(0;T )
 ,
has the eigenvalues
(4.9) λ1,2 =
ωp(0;T )± ωp(2a;T )
ωp(0;T )− ωp(2a;T )
or, equivalently, λ1 = 1 and λ2 = 1 + 2ωp(2a;T )/|ωp(0;T )− ωp(2a;T )|.
These eigenvalues are similar to the ones obtained for bump solutions. Indeed, for a bump
solution one can compute the corresponding eigenvalues of the Fre´chet operator (at a bump
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solution) as µ1 = 1 and µ2 = 1 + 2ω(2a)/|ω(0) − ω(2a)|, see e.g.[33]. The first eigenvalue
λ1 = 1 (µ1 = 1) corresponds to the translation of the solution, see [33]. Thus, for the bump
solutions, the sign of ω(2a) will define the linear stability. In the case of 1-bump periodic
solutions, ωp(2a;T ) > 0 implies instability. If ωp(2a;T ) < 0 the eigenvalues of L(2), then
L(3) and etc., must be calculated. The structure of L(1 + q) could be useful in exploring
spectrum if the analytic expression for Φ is not available.
As we aim at studying Lyapunov stability of 1-bump periodic solutions for (1.1) with smooth
sigmoid like function f by deriving spectral asymptotic, the eigenvalue 1 ideally must be iso-
lated and have multiplicity one. We believe that the second condition could be satisfied under
some additional assumptions on ωp, including ωp(2a;T ) 6= 0. The first condition, however, is
never satisfied. Thus one must employ more detailed analysis of spectral convergence than in
the case of bump solutions [23]. However, this is out of the scope of this paper.
In the next section we apply the theory above to study linear stability of the 1-bump periodic
solutions from Section 3.1.
4.1. Examples. Define the auxiliary functions
(4.10) α(θ; s, T ) =
sinh(sT )
cosh(sT )− cos(θ)
and
(4.11) β(θ; s, T ) =
sinh(2as)e−ıθ + sinh(s(T − 2a))
cosh(sT )− cos(θ) .
Then, for ω as in (1.3) we obtain
Φ(eıθ) =
S
|u′p(a)|
(
α(θ; s) β(θ; s)
β(θ; s) α(θ; s)
)
.
In Fig. 12(a) we plot λ1(eıθ) and λ2(eıθ) as functions of θ, θ ∈ [0, 2pi) for T = 4 and the
parameters as in Fig.4. As λi(z) − 1 < 0 the 1-bump periodic solution is linearly unstable. It
can be shown that this is always the case for all admissible parameters and any T > 0. Indeed,
for S = 0.5 and s = 1, we obtain a → −0.5 log(|2h − 1|) as T → ∞ and λ1 → 1 while
λ2 → 1/h− 1 > 1. We notice that these values could be obtained by passing the limit in (4.9).
In Fig.11 we plot the minimum and maximum of λ2(eiθ) (red curves) and λ1(eiθ) (blue curves)
for different T. As T → 0, maxθ λ2(eiθ)→∞.
2 4 6 8 10
T
1
2
3
4
5
6
min  2
max 2
min 1
max 1
FIG. 11. Bounds for σ(L) in (4.7) depending on T when ω is given by (1.3)
with S = 0.5, s = 1, and h = 0.4.
In order to illustrate Theorem 4.5, we plot the eigenvalues of the matrices L(n) for n = 6,
n = 10 and n = 50 in Fig. 12(b).
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FIG. 12. (a) The eigenvalues λ1,2(eıθ) as functions of θ when ω is given by
(1.3) with parameters S = 0.5, s = 1, h = 0.4 and T = 4. (b) The eigenvalues
of the matrices L(n) for n = 6, n = 20 and n = 50 (black dots) with the same
parameters as in (a).
Let us consider ω in (1.4). We readily find
Φ(eıθ) =
1
|u′p(a)|
(
S1α(θ, s1, T )− S2α(θ, s2, T ) S1β(θ, s1, T )− S2β(θ, s2, T ))
S1β(θ, s1, T )− S2β(θ, s2, T ) S1α(θ, s1, T )− S2α(θ, s2, T )
)
with u′p(a) given by (3.7).
For this case we have different cases depending on T, see Table 1.
Parameters Number of solutions Stability
0 < T < T1 One solution up,1 Unstable
T = T1 Two solutions up,1 and up,cr Unstable
T ∈ (T1, T2) Tree solutions up,i Unstable
T ≥ T2 Tree solutions up,i up,1, up,3 are unstable,
up,2 is stable
TABLE 1. up,k = up(x; ai), i = 1, 2, 3 are 1-bump periodic solutions for a1 ≤
a2 ≤ a3. For parameters S1 = 4, s1 = 2, S2 = 1.5, s2 = 1 and h = 0.4 we
have T1 = 2.4997, T2 = 3.3320 and examples of up,· given in Fig. 7-Fig. 8.
The solution up,1 is always unstable, see Table 1. Similarly to the previous examples, we plot
spectral bounds in Fig. 13. In Fig. 13(b) we plot the boundaries of λ1(z) to illustrate that at
T = T1 the eigenvalue becomes less than 1, which in this case does not effect the stability of
the solution.
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(a)
1.5 2 2.5 3 3.5
T
0.99
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1.01
1.02
1.03
1.04
min 1
max 1
(b)
FIG. 13. Bounds for σ(L) when up = up,1, depending on T . Here ω is given
by (1.4) with S1 = 4, s1 = 2, S2 = 1.5, s2 = 1 and h = 0.4, see Table 1.
The period T = T1 corresponds to the critical situation where the new linearly unstable
solution up,cr appears, and splits into two unstable solutions up,2 and up,3 for T = T1 + ε,
ε > 0. The spectrum of L in this case has no spectral gap, see Fig. 14.
0 2 
0.9
1
1.1
1.2
1.3
1.4
1(e
i ), T= 2.4997
2(e
i ), T= 2.4997
FIG. 14. The eigenvalues λ1(eıθ) and λ1(eıθ) when up = up,cr. Here ω is
given as in (1.4) with S1 = 4, s1 = 2, S2 = 1.5, s2 = 1, h = 0.4, the
critical period value T = T1 = 2.4997 giving σ(L) = [9.8460, 1.3403] (all the
approximated values are rounded up to 4 decimals).
For the solution up,2 we plot the bifurcation diagram in Fig. 15. The red curves corresponds
to the minimum and maximum of λ2 and blue to the minimum and maximum values of λ1 for
different T. From (4.8) the spectrum ofH′(up,2) lies in between of red and blue curves.
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FIG. 15. Bounds for σ(L), when up = up,2, depending on T . The marked
values corresponds to T = 3.1849 (yellow), T = 3.3320 (black) and T =
3.5243 (green) (all the values are rounded up to 4 decimals). Here ω is given as
in (1.4) with S1 = 4, s1 = 2, S2 = 1.5, s2 = 1, h = 0.4, see Table 1.
The point T = 3.1849 in Fig.15 seemingly appears as a bifurcation point. This is however not
the case and T = 3.1849 only corresponds to the situation when minimum of λ2(eiθ) becomes
negative. In order to clarify this point we plot λ2(eiθ) for T = 3.18, T = 3.1849 in Fig. 16(a).
We also plot λ2(eiθ) for T = 3.25 and the bifurcation point T = T2 = 3.3320 in Fig. 16(a).
For T = 3.5243 the spectrum is again a connected set σ(L) = [0.8007, 1], see Fig.16(b).
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1(e
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2(e
i ), T=3.5243
(b)
FIG. 16. The eigenvalue λ2(eiθ) in (a) and λ1,2(eiθ) in (b) when up = up,2,
see Table 1 for different T . Here ω is given as in (1.4) with S1 = 4, s1 = 2,
S2 = 1.5, s2 = 1, h = 0.4.
Similarly, we plot the spectral bounds for up,3 in Fig.17.
PERIODIC SOLUTIONS 19
3 4 5 6 7
T
1
1.2
1.4
1.6
1.8
2
2.2
min  2
max 2
min 1
max 1
FIG. 17. Bounds for σ(L) when up = up,3, depending on T , see Table 1. Here
ω is given as in (1.4) with S1 = 4, s1 = 2, S2 = 1.5, s2 = 1, h = 0.4.
As T → ∞ the limiting values could be calculated from (4.9) once the limiting expression
for a(T ) is obtained. The calculations however are cumbersome and we omit them here. The
numerical calculations however indicate, as illustrated in Fig.13, 15 and 17, that there are no
stability changes for larger period T.
We plot examples of λ1(eıθ) and λ2(eıθ) as functions of θ for T = 1.5,T = 3.2 and T = 3.5
for every solution up,i, i = 1, 2, 3, in Fig. 18-20.
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FIG. 18. The eigenvalues λ1,2(eıθ) when up = up,1. Here ω is given as in (1.4)
with S1 = 4, s1 = 2, S2 = 1.5, s2 = 1, h = 0.4, and T = 1.5. The resulting
spectrum σ(L) = [1, 1.0684] ∪ [1.8449, 2.6479]
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FIG. 19. The eigenvalues λ1,2(eiθ) for up = up,1 in (a), up = up,2 in (b) and
up = up,3 in (c). Here ω is given as in (1.4) with S1 = 4, s1 = 2, S2 =
1.5, s2 = 1, h = 0.4, and T = 3.2. The corresponding spectra are σ(L) =
[0.9969, 1] ∪ [3.1147, 3.4945] , σ(L) = [0.8020, 0.9692] ∪ [0.9978, 1.0022]
and σ(L) = [0.9921, 1]∪ [1.5419, 1.7825], respectively. (All the approximated
values are rounded up to 4 decimals).
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FIG. 20. The eigenvalues λ1,2(eiθ) for up = up,1 in (a), up = up,2 in (b)
and up = up,3 in (c). Here ω is given as in (1.4) with S1 = 4, s1 = 2,
S2 = 1.5, s2 = 1, h = 0.4, and T = 3.5. The corresponding spectra are
σ(L) = [0.9973, 1] ∪ [3.2365, 3.5318], σ(L) = [0.8005, 0.9616] ∪ [0.9633, 1]
and σ(L) = [0.9934, 1]∪ [1.6494, 1.8390], respectively. (All the approximated
values are rounded up to 4 decimals).
5. CONCLUSIONS AND OUTLOOK
In most cases ωp has no analytic expression and has to be approximated. This may lead to
some difficulties in analysing the behaviour of Wp on [0, T/2] needed for the existence analysis
and calculating the symbol Φ. However, the considered approach of constructing periodic so-
lutions is still simpler than the ODE method proposed in [8] and, in addition, allows to address
the uniqueness of solutions. Moreover, it is not restricted to a particular type of ω as in [8]. The
downside of the approach is that, at the moment, we have restricted the choice of f to the Heav-
iside function. This choice however allowed us to analyse linear stability of the solutions which
to the best of our knowledge has not been addressed up till now. We have shown that (1.1) can
posses both linearly stable and unstable periodic solutions. We conjecture that the existence and
stability results hold for steep sigmoid like functions f , see (1.6). To prove this conjecture we
plan to proceed in the way similar to [10] and [23]. It is not possible to apply the results from the
mentioned papers directly here since the eigenvalue λ = 1 of H′(up) is not isolated. However,
the stability analysis in Section 4 shows that the spectrum is pointwise and the eigenfunctions
could be calculated, which gives a possibility of studying the dynamics of solutions on a central
manifold. We plan to address this problem in our future work.
Another topic, that we have not properly addressed in this paper, is the coexistence of the
localized and periodic solutions with different stability properties. The combination of the ODE
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methods [11, 18, 15] with the results obtained here could be used to address this interesting
problem.
Finally, we would like to mention that the analysis presented here could be generalized to the
case of N -bump periodic solutions and several dimensions.
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