We construct commuting families in fraction fields of symmetric powers of algebras. 
Introduction
In [1] , Beauville introduced Lagrangian fibrations associated with a K 3-surface S. These fibrations have the form S [g] → |L | = P(H 0 (S, L )), where S [g] is the Hilbert scheme of g points of S, equipped with a symplectic structure introduced by S. Mukai in [14] , and L is a line bundle on S. Beauville's systems can be generalized to surfaces with a Poisson structure (see [3] ). When S is the canonical cone Cone(C) of an algebraic curve C and L = O(nC ∞ ) (C ∞ is a copy of C in Cone(C)), Beauville's system is birationally isomorphic to the Hitchin system over the cotangent space of a suitable moduli space of rank n bundles over C (see [9] ). This isomorphism is based on the spectral curves construction, which goes back to the original work of N. Hitchin [11] . This birational isomorphism is implicit in [5] , where it is shown that the general Beauville systems are natural deformations of Hitchin's integrable systems.
In [2] , a quantization of the Hitchin system is obtained by explicitly constructing twisted differential operators on the moduli spaces of bundles over C. The purpose of this paper is to construct a quantization of Beauville's systems. It is natural to expect that the Gorsky-Nekrasov-Rubtsov isomorphism can be quantized. In a forthcoming work [7] , we will check this when C = P 1 and n = 2. In this case, the computations are very similar to Sklyanin's separation of variables for the Hitchin system (see [15] , [8] ).
In this paper, we construct generalizations of the birational version of Beauville's construction (Theorem 2.1) and a quantum analogue of this construction (Theorem 1.1). We show that to obtain a quantization of Beauville's fibration, it would be sufficient to have quantizations of function fields of K 3-surfaces. Such a quantization is not known explicitly in general.
However, in the case of the canonical cone of an algebraic curve C, an explicit quantization is known (see [4] , [6] ). In Section 4, we construct the quantized Beauville systems explicitly in this case, and we show that in some cases these systems correspond to commuting families of rational differential operators on symmetric powers of C. We make these operators explicit in the case of a rational curve with marked points.
Finally, in Appendix A, we discuss the relation of Theorems 1.1 and 2.1 with the formal noncommutative geometry of [13] .
Commuting families in skew fields
Let A be an algebra with unit. For f 1 , . . . , f n elements of A, we set 
Since the family ( f 1 , . . . , f n ) is free, 0 = 0. Moreover, any subfamily of ( f 0 , . . . , f n ) is also free, so we can work by induction on n. We prove the following identities:
and
for a = 1, . . . , n − 2. Denote these identities by (1 n ), (2 n ), and (3 n ). We prove the implications
Let us prove (2 2 ). This is the identity
− g (1) [
− g (1) f (2) ). We have
On the other hand, we have
− 1
, which proves (4). Let us prove (3 2 ). This is the identity
We have f (1) [
and g (1) [
which proves (5).
Let us prove (1 2 ). This is the identity
− f (2) h (1) . (6) Write the difference of both sides as
where
+ g
As we have seen, A = D = 0, B = 1, C = −1, so (7) is equal to zero. This proves (6) . Let us now assume that the identities (2 k ), (3 k ), and (1 k ) are proved for k < n. Let us prove (2 n ). Set
We want to prove
Recall that
(1 n−1 ) then allows us to permute
Then we get
Summing up, we get
This proves (2 n ). Assume now that we have proved the identities (2 k ), (3 k ), and (1 k ) for k < n, and let us prove (3 n ). This identity is equivalent to
= 0.
Let us set
.
Then, as in the proof of (2 n ) (in particular, using (1 n−1 )), one shows that
Let us prove (9) . By (2 n−1 ) and (3 n−1 ), we have
and for j = 2, . . . , n, we have
so multiplying (10) by ( f 1 ) (1) and (11) by (−1) j+1 ( f 1 ) ( j) from the left, and adding up the resulting identities, we obtain (9) . This ends the proof of (3 n ).
Let us now assume that the identities (1 n ), (2 n ), and (3 n ) are proved for n < n, as well as (2 n ) and (3 n ), and let us prove (1 n ). Since we have
To prove (1 n ), we prove
for any k = 1, . . . , n, and
when 1 ≤ k < ≤ n. We denote these identities by (12 k ) and (13 k, ). Let us show why the collection of identities (12 k ) and (13 k, ) imply (1 n ). We have
Then (12 k ) implies that the first summand is zero, and (13 k, ) implies that the second summand is zero, so
Let us now show why the identities (1 n ), (2 n ), (3 n ), n < n, together with (2 n ), (3 n ), imply the identities (12 k ) and (13 k, ).
Let us first prove (12 k ). The identity (1 n−1 ) implies the identities
Insert each identity (14) in the factors (1, . . . ,ǩ, . . . , n), multiply it by (−1) ( f ) (k) , and sum up all resulting identities. Using the expansion of 0 in the form
this identity can then be written as follows:
Taking the inverse of this identity, we obtain the identity (12 k ). Let us now prove the identity (13 k, ). Using the symmetries of the brackets
, this identity can be written as follows:
Let us now prove (15) . Recall that we assume that the identities (2 n ) and (3 n ) are proved. Denote the identity (3 n ) corresponding to index a by (3 n,a ). Mul-
..,ǎ,...,n−2,n) from the right, and sum up all resulting identities. Then the identities
(1,...,ǎ,...,n−2)
and [ f 1 , . . . , f n−2 ] = 0 when f i = f j and i = j yield (15) . This proves that (2 n ) and (3 n ) imply (1 n ). 
all commute together.
(Th. 1.1 can be recovered when f i, j = ( f i ) ( j) ; the assumption on the I,J is a replacement of the assumption of freeness of the family ( f 0 , . . . , f n ).)
Remark. Assume that A has an involution. Then if f 0 , . . . , f n are self-adjoint, so is each i . If 0 has a self-adjoint square root ( 0 ) 1/2 , then the family
is a commuting family of self-adjoint operators.
Poisson commuting families on symmetric powers
We fix a base field k of characteristic = 2. 
Poisson commuting families
for any pair (i, j).
Proof
We give two proofs.
First proof Theorem 1.1 may be extended to the case where Frac(A ⊗n ) → F is replaced by an injection Frac(A ⊗n ) → R, where R is an algebra where the
are all invertible. Then we apply this generalization of Theorem 1.1 to the following algebras: the algebra A of Theorem 1.1
with a product defined in the same way. Here k is our base field.
An element f of F[ ]/( 2 ) is invertible if and only if its reduction f 0 modulo is nonzero; on the other hand, if f,
Second proof
We have to prove
We have
if α = i (we set 1 α<i = 1 if α < i and 0 otherwise) and M α,i = 0 if α = i. Now we have
so identity (16) is a consequence of
When card{α, . . . , k} = 3, this identity follows from the antisymmetry relation M i, j + M j,i = 0. When card{α, . . . , k} = 4 (resp., 5, 6), it follows from the following Grassmann identities. (To get (17), one should set V = (A ⊗n ) ⊕n and some partial determinant.) Let V be a vector space. Then we have the following.
•
Let us show these identities. Let ( 1 , 2 , . . .) be a basis of V . In the first identity, we can assume by linearity that = 1 ∧ 2 ; then the identity is easy to check. In the second identity, we assume = 1 ∧ 2 ∧ 3 ; then the identity takes place in a 3-dimensional vector space. Then if rank(b, c, b , c ) < 3, the terms not involving a are all zero, so the identity is satisfied; if rank(b, c, b , c ) = 3, the identity is linear in a, so to check it, it is enough to check the identities where a is replaced by b, c, b , c , which are immediate.
Let us prove identity (18). We may assume that = 1 ∧ 2 ∧ 3 ∧ 4 , and then that V is 4-dimensional. Let Q(a, b, c, a , b , c ) be the left-hand side of (18). Then Q is a polynomial on V 6 . We may replace k by its algebraic closure; then it is sufficient to prove the vanishing of Q on the open subset U 2 of all (a, b, c, a , b , c ), such that  both families (a, b, c) and (a , b , c ) are free. Moreover, we have V 6 = (k 3 ⊕k 3 )⊗V ; there is an action of SL 3 
so Q is constant along the orbits of SL 3 (k)×SL 3 (k) on U 2 . These orbits are uniquely determined by the vector spaces spanned by (a, b, c) and (a , b , c ) , and by the volumes of (a, b, c) and (a , b , c ) in these spaces. Since 4 (V ) is 1-dimensional, we may assume that = 1 ∧ 2 ∧ 3 ∧ 4 , where ( 1 , . . . , 4 ) is a basis of V adapted to the subspaces Vect(a, b, c) and Vect(a , b , c ). There are two possibilities.
• We have Vect(a, b, c) = Vect(a , b , c ). Then (18) is trivially satisfied.
Then each triple product of (18) vanishes, so (18) also holds in this case.
The Beauville fibration associated to a K 3-surface
In this section, we explain, at the birational level, Beauville's construction of a Lagrangian fibration associated to complex K 3-surfaces (see [1, Prop. 3] ). We show that this result can be rederived from Theorem 2.1. Let S be a complex K 3-surface, equipped with a very ample line bundle L . Set g = h 0 (S, L ) − 1. Let ϕ : S → P(H 0 (S, L ) * ) = P g be the corresponding embedding. Let Cone(S) be the cone of this embedding, so we get an embedding Cone(S) → C g+1 compatible with ϕ. Let A S = i≥0 H 0 (S, L ⊗i ) be the graded algebra of Cone(S). Then ϕ induces a morphism of graded algebras
Here (X 0 : · · · : X g ) are projective coordinates on P g .
If B is any algebra, we set B (g) = (B ⊗g ) S g ; then ϕ * induces an algebra morphism
The geometric version of Beauville's construction (see [1] ) is as follows. To a generic g-tuple (P 1 , . . . , P g ) of points of P g , we associate the unique hyperplane containing (P 1 , . . . , P g ). The projective coordinates of this hyperplane are the minors of the matrix (X 1) i h i ) i=1,. ..,g , where h i = i (P 1 , . . . , P g )/ 0 (P 1 , . . . , P g ),
where we set x
α ) α=1,...,g are the affine coordinates of P j ). Let U ⊂ (P g ) (g) be the Zariski open subset defined as {(P 1 , . . . , P g )|X (1) 
; then we get a map
It turns out that ϕ (g) maps the generic point of S (g) to U , so we get a map
This map is Beauville's fibration (see [1] ). In [14] , Mukai defined a Poisson structure on S (g) , which coincides with the symmetric power of the Poisson structure of S on the smooth part of S (g) . According to [1, Prop. 3], we have the following proposition. PROPOSITION 
2.1
The
This result may be derived from Theorem 2.1 as follows: Proposition 2.1 means that for any i, j, we have
Since ϕ (g) (h i ) = i / 0 , where
(19) follows from Theorem 2.1.
An affine version of Beauville's fibration
Let S be a complex surface with Poisson structure, and let ϕ : S → C g be an embedding. Set
for i = 1, . . . , g, and
Then, if 0 is not zero, the rational functions
Beauville fibration in the case of the canonical cone of a curve
Let C be an algebraic curve of genus greater than 1. Let K , O be its canonical and structure sheaves. Set S C = P(O ⊕ K ): S C is a ruled surface, obtained from the total space of the cotangent bundle T * C by adding in each fiber a point at ∞. We can blow down this additional copy of C at infinity to a point. Let S C be the resulting surface. The zero-section of T * C yields an embedding C ⊂ S C . Let us define (S C , O S C ( * C)) as the algebra of all rational functions on S C , with poles only at C. Then we have an isomorphism of algebras
Indeed, an element of H 0 (C, K ⊗i ) can be viewed as a rational function in each fiber of T * C → C, rational of degree −i, and therefore as a function on each fiber of S C → C, vanishing at ∞ and with poles only at zero. The right-hand side of (20) is the function algebra on the canonical cone Cone(C). Then (20) is also an isomorphism of Poisson algebras: the Poisson structure of (S C , O S C ( * C)) is induced by the symplectic structure of T * C, and the Poisson structure of A C = i≥0 H 0 (C, K ⊗i ) was defined in [6] .
Then
Then the projective embedding corresponding to the linear system nC is S C → |nC| * = H * ∪ P(H * ). On the other hand, we have an embedding
commutes. Let us construct the map (21). Recall that the algebra of functions on Cone(C) is
A C = i≥0 H 0 (C, K ⊗i ).
The injection of vector spaces H → A C induces a morphism of algebras
dual to the map (21). So the Beauville system associated to (S C , O S C (nC)) corresponds to the system defined in Section 2.3, with respect to the embedding (21).
We now introduce a generalization of this system. Let (d 1 , . . . , d r ) be integers greater than or equal to 1. Then the injection of vector spaces
and therefore an embedding
where P weight is the weighted projective space corresponding to the action of
Then the integrable system of Section 2.3 is defined by the Hamiltonians h i = i / 0 , where we set x i = ω i , and (ω 1 , . . . , ω N ) is a basis of (h i ) i=1,. ..,N in the particular case of r = 1.
Let us give a direct proof of the Poisson commutativity of the
The Poisson structure on the function algebra A C = i≥0 H 0 (C, K ⊗i ) may be defined as follows (see [6] ): for any rational form α on C, and any i-differential ω, set
and for any i -differential ω , set {ω, ω } = iω∇ α (ω ) − i ω ∇ α (ω). One checks that this definition is independent of α and defines a Poisson structure on A C . Then we get
Then (22) immediately implies
. . , r , we obtain the "separated" version of Hitchin's system (see [11] , [5] ).
Quantization of Beauville fibrations
The purpose of this section is to give a partial solution of the problem of quantizing the Beauville fibrations. In the next section, we give a more explicit solution in the case of canonical cones.
Quantization of fields
Let A be an integral algebra with Poisson structure, and let F be its fraction field. Let A be a quantization of A; that is, A is a topologically free k[[ ]]-module, whose associated Poisson algebra is A. On the other hand, according to Lemma 2.1, F has a uniquely defined Poisson structure, extending the Poisson structure of A. PROPOSITION 
There is a unique quantization F of the Poisson ring F, containing A as a subalgebra. F [ −1
] is a skew field.
Proof
We follow an idea used in [10] . Let n be an integer greater than or equal to 1. Set
is a multiplicative part of A n . It satisfies the Ore conditions: if (a, s) ∈ A n × S n , then s a = a s and sa = as , where s = s = s n+1 , and
Let (A n ) S n be the localization of A n with respect to S n : it consists of fractions as −1 , where (a, s) ∈ A n × S n , and as −1 = a s −1 if and only if, for some (u, u ) ∈ (S n ) 2 , au = a u and su = s u . We have an algebra morphism
There is a unique map (A n ) S n → F, taking the class of as −1 to a 0 (s 0 ) −1 . (Here a 0 , s 0 are the images of a, s by A n → A n / A n = A. ) This is a surjective algebra morphism. Its kernel is equal to A n : if (a, s) is such that a 0 (s 0 ) −1 = 0, then a 0 = 0, so a = a 1 for a 1 ∈ A n , and so as −1 = a 1 s −1 ∈ A n . So we have a linear isomorphism
The inclusion from right to left is obvious; if now x = as −1 is such that n−1 x = 0, then n−1 a = 0, so a = a , with a ∈ A n , and so
]. Then, if x ∈ F is nonzero, there exist a unique integer m and a unique x ∈ F − F such that x = m x. Then −m x −1 is an inverse of x . So F is a skew field.
Quantization of commuting families
Assume that we are given a Poisson algebra A such that A ⊗n is integral, and linearly independent elements f 0 , . . . , f n ∈ A. To these data is associated a Poisson commuting family of elements (h i ) i=1,...,n of Frac(A ⊗n ). By a quantization of the commuting family (h i ) i=1,...,n , we understand (1) a quantization F of the field F = Frac(A ⊗n ); (2) a family of commuting elements (h i ) of F , deforming h i , i = 1, . . . , n. We show the following proposition. PROPOSITION 
3.2
To construct a quantization of the commuting family (h i ) i=1,...,n , it suffices to construct a quantization of the Poisson algebra A.
Indeed, according to Proposition 3.1, if S = (A ) ⊗n − (A ) ⊗n is the valuation zero part of (A ) ⊗n , then the localization ((A ) ⊗n ) S is a quantization of the fraction field of A ⊗n ; we then apply Theorem 1.1 to the embedding
Quantization of Beauville systems
To quantize the commuting families underlying the Beauville fibrations, it is therefore sufficient to quantize the coordinate rings of K 3-surfaces. The solution of this problem is not known explicitly, in general. However, when S is the canonical cone of an algebraic curve, a quantization is known in terms of formal pseudodifferential operators (see [6] ). Using the results of [6] , we can therefore quantize the Beauville systems in this case. In the next section, we make this solution explicit.
The case of the canonical cone of an algebraic curve
Recall the situation of Section 2.4. The surface S is birationally equivalent to the canonical cone Cone(C) of an algebraic curve C, and we have an embedding
To these embeddings correspond classical integrable systems. We explained how to construct their quantizations. We show that when r = 1, these quantized integrable systems can be obtained as a commuting family of differential operators in symmetric powers of C.
Algebras of rational differential operators
Let N be an integer, and let DO rat (C N ) be the algebra of rational differential operators on C N . If X is a fixed nonzero rational vector field on C, then DO rat (C N ) is a subalgebra of End(C(C N )), and an element of this algebra is uniquely written as
where f α 1 ,...,α N ∈ C(C N ) and all but finitely many f α 1 ,...,α N are zero. Set Fil i (DO rat (C N )) = {operators of the form (23), such that f α 1 ,...,α N = 0 when α 1 + · · · + α N > i}. This defines an algebra filtration on DO rat (C N ). The associated graded algebra identifies the algebra
(the tensor product of C(C N ) with a polynomial algebra).
Relation with Cone(C)
Let i be any integer. The space of all rational functions on Cone(C), homogeneous of degree i along the fibers of Cone(C) → C, identifies with
The direct sum i∈Z {rational sections of K ⊗i } is a subalgebra of C(Cone(C)) = C(S C ). Moreover, there is a unique algebra morphism
taking each f ξ n to f X n (a rational section of K ⊗−n ). In the same way, for (i 1 , . . . , i N ) a sequence of integers, the space of rational functions on Cone(C N ), homogeneous of degree (i 1 , . . . , i N ) in the fibers of
and we have an algebra morphism
Commuting differential operators
Let us assume that we are in the situation of Section 2.4, and let us assume that r = 1. We set N = dim(H 0 (C, K ⊗d 1 )). 
Proof
We have Proof Let (ω 1 , . . . , ω N ) be a basis of H 0 (C, K ⊗d 1 ), and let X be a nonzero rational vector field on C. Set f i = ω i X d (product of sections of bundles); then each f i is a rational function on C. Moreover, ω i = f i X −d is a formal pseudodifferential operator on C, with symbol ω i (see [6] ). Let us compute the i and H i corresponding to the family ( ω 1 , . . . , ω N ). We have
,
and (g
is a rational differential operator, and so is H i .
Explicit formulas in the rational case
Applying Theorem 1.1 to the family
for T any rational differential operator on P 1 , we get the following theorem. 
A. Appendix: Relation of Theorem 1.1 to formal noncommutative geometry In this section, we assume char(k) = 0.
A.1 Let x 1 , . . . , x n be formal variables, and let FreeAlg(x 1 , . . . , x n ) be the free algebra with generators x 1 , . . . , x n . This is the enveloping algebra of the free Lie algebra with the same generators, FreeLie(x 1 , . . . , x n ), so symmetrization induces a linear isomorphism S • FreeLie(x 1 , . . . , x n ) → FreeAlg(x 1 , . . . , x n ).
Moreover, we can define a grading on S • (FreeLie(x 1 , . . . , x n )) by giving degree k − 1 to an element of FreeLie(x 1 , . . . , x n ) of degree k. Then the algebra structure of S • (FreeLie(x 1 , . . . , x n )) induced by (24) extends uniquely to its completion for this grading. We denote by FreeAlg(x 1 , . . . , x n ) the resulting completed algebra. Let us denote by FreePoisson(x 1 , . . . , x n ) the free Poisson algebra with generators x 1 , . . . , x n . Then FreePoisson(x 1 , . . . , x n ) is isomorphic to the symmetric algebra S • (FreeLie(x 1 , . . . , x n ) ). Then we have gr FreeAlg(x 1 , . . . , x n ) = FreePoisson(x 1 , . . . , x n ).
We denote by FreePoisson(x 1 , . . . , x n ) the completion of FreePoisson(x 1 , . . . , x n ) for the same grading as above.
A.2
Let F n be the algebra with generators f i,k , i = 0, . . . , n, k = 1, . . . , n, and relations f i,k f j, = f j, f i,k when k = . Then F n is isomorphic to the tensor product According to [13] , we can localize F n with respect to 0 .
Moreover, define P n as the Poisson algebra n k=1 FreePoisson( f 0,k , . . . , f n,k ), where the tensor factors Poisson commute with each other, and define P n as its completion
FreePoisson( f 0,k , . . . , f n,k ).
Let Poisson 0 be the analogue of 0 in P n ; then we can localize P n with respect to 
Proof
Let us denote by (δ α ) α the collection of all minors obtained from the family ( f i,k ) 0≤i≤n, 1≤k≤n . Then we can also localize F n with respect to this family, and we have a sequence of inclusions F n → ( F n ) 0 → ( F n ) 0 ,(δ α ) .
According to Corollary 1.1, the images of the H i in the last algebra commute together. This implies that the H i already commute in ( F n ) 0 .
We also get the following result. Indeed, the hypothesis implies that we have an algebra morphism ( F n ) 0 → A.
