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I codici Low Density Parity Check (LDPC) sono dei codici a correzione
d'errore introdotti da Gallager [8] nel 1960, ma, a causa della complessit a
troppo elevata per l'epoca, abbandonati per pi u di trent'anni.
Grazie al lavoro di Tanner [13], che nel 1981 ne introdusse una rappresen-
tazione graca, furono riscoperti all'inizio degli anni '90. Vennero inventate
tecniche di decodica che sfruttavano tale rappresentazione per costruire un
algoritmo basato sullo scambio di messaggi (Sum-Product).
I codici LDPC riescono a raggiungere prestazioni molto vicine al limite
di Shannon e per questo sono utilizzati in molte applicazioni pratiche come
ad esempio DVB, IEEE 802.11n, IEEE 802.16e.
Il problema degli algoritmi per la decodica attualmente usati, risulta
essere che la probabilit a d'errore tende a saturare per valori di SNR (Signal to
Noise Ratio) elevati. Questo impedisce l'utilizzo degli LDPC in applicazioni
come la trasmissione su bra o la registrazione magnetica in cui sono richieste
probabilit a d'errore particolarmente basse.
In questa tesi si analizzeranno degli algoritmi che considerano la deco-
dica come un problema di programmazione lineare (PL) e lo risolvono.
La decodica tramite PL sembra non sorire la saturazione, tuttavia, uti-
lizzando tecniche tradizionali di risoluzione di problemi PL (ad esempio il
simplesso), la complessit a diventa troppo elevata. Risulta quindi necessario
trovare degli approcci diversi.
Dopo aver rivisto alcuni concetti generali, sui codici LDPC e sulla de-
codica attraverso l'utilizzo dell'algoritmo Sum-Product (SP), si vogliono
analizzare alcuni degli algoritmi PL proposti in letteratura per la decodi-
ca. Si svolgeranno, inne, delle simulazioni per vedere la dierenza tra le
prestazioni degli algoritmi PL e del Sum-Product.
In molti degli articoli analizzati, vengono fatte delle simulazioni molto
lunghe, al ne di dimostrare che gli algoritmi PL, a dierenza del Sum
Product, non saturano. Nelle simulazioni fatte su questa tesi, invece, si
analizzeranno le prestazioni degli algoritmi PL, in termini di BER (Bit Error
Ratio) e di tempo di decodica, senza focalizzarsi sulla saturazione.
L'obiettivo della tesi  e capire se la decodica con tecniche di programma-
zione lineare rappresenta una valida alternativa all'algoritmo Sum Product.
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Si vuole fare una breve introduzione alla codica di canale, con partico-
lare attenzione alla decodica di codici binari. Verranno inoltre introdot-
ti alcuni concetti sull'ottimizzazione convessa e si spiegher a che vantaggi
ha la decodica con tecniche di programmazione lineare rispetto a quella
tradizionale.
1.1 Codica di canale
La codica di canale ha lo scopo di rendere un segnale da trasmettere pi u
robusto agli errori, per fare questo si trasforma il messaggio di partenza u 2
U in uno pi u lungo c 2 C. Per trasmettere il segnale c saranno necessarie pi u
risorse, essendo questo pi u grande di quello originale, ma si pu o in compenso
sfruttare la ridondanza per avere trasmissioni meno soggette ad errori. Il
ricevitore pu o correggere in due modi diversi il messaggio che gli arriva:
1. Automatic repeat request (ARQ): Si rileva se sono stati commessi er-
rori ed eventualmente si chiede al trasmettitore di inviare nuovamente
il messaggio.
2. Foward error correction (FEC): Non solo si rilevano gli errori, ma si
eettua anche la correzione del messaggio ricevuto.
Con la tecnica FEC non c' e ovviamente nessuna sicurezza che il messaggio
venga corretto in modo esatto, l'ARQ invece  e pi u adabile, ma il tempo
richiesto per la ritrasmissione pu o risultare troppo elevato, soprattutto nel
caso di applicazioni real-time.





Figura 1.1: Canale AWGN
1.2 Codica di codici a blocco binari
Si consideri una parola di codice u di lunghezza k che viene codicata in c
di lunghezza n, dove
u 2 U = f0;1gk; jUj = 2k
c 2 C = f0;1gn; jCj = 2k
Nel seguito lavoreremo solo con codici aventi parole binarie.
Si denisce code rate (R = k
n) il rapporto tra le lunghezze della parola
di codice originale e di quella codicata. Si ha 0 < R < 1, pi u ci si avvi-
cina allo 0, maggiore sar a la ridondanza e quindi serviranno pi u risorse per
trasmettere il segnale.
Il canale considerato sar a di tipo AWGN e la sua rappresentazione equi-
valente viene riportata in Figura 1.1, dove il segnale codicato c entra nel
modulatore M, gli si somma il rumore ! 2 N(0;2
!) e si ottiene cos  il
segnale al ricevitore r.
1.3 Decodica di codici a blocco binari
Al ricevitore il segnale verr a decodicato con uno dei seguenti metodi:
 Hard decoding: La demodulazione e la decodica del segnale avven-
gono in momenti diversi; Il modulatore decide il valore di ogni bit e
poi il decodicatore sceglie la parola di codice stimata.
 Soft decoding: C' e un unico blocco che fa sia da demodulatore che
da decodicatore.
Nel seguito si considerer a solo la decodica di tipo Soft, che sar a poi quella
utilizzata da tutti gli algoritmi analizzati.
Si vede ora in maggior dettaglio come viene eettuata la decisione del
simbolo stimato nel soft decoder. A causa del rumore, il segnale ricevuto
pu o essere teoricamente un qualsiasi punto in Rn. Si divide allora lo spazio
in partizioni, Ra con a 2 C , una per ogni parola di codice ammissibile,
in modo che
S
a2C Ra = Rn. Il criterio di decisione  e vedere a che regione
21.3. Decodica di codici a blocco binari
appartiene il vettore ricevuto r e scegliere, quindi, come segnale stimato
^ c = a. Si individuano delle regioni ottime tali che
Ra = argmin
Ra
p(^ c 6= c) = argmax
Ra
p(^ c = c)
oppure equivalentemente
p(^ c = c) =
X
a2C




p(r 2 Rajc = a)p(a)
dove per semplicare la notazione si  e posto p(c = a) = p(a). Integrando
sulle regioni si ottiene






Si distinguono due regole di decisione in base a come vengono scelte le
regioni: maximum a posteriori (MAP) e maximum likelihood (ML).
1.3.1 Maximum a posteriori (MAP)
Una possibile scelta delle regioni, per massimizzare la (1.1), consiste nel
prendere come Ra, tutti i punti in cui la funzione da integrare  e massima










Nel caso MAP, quindi, si costruiscono le regioni come descritto in (1.2) e,
quando al ricevitore arriva il simbolo r, si vede a che regione Ra appartiene
e si decodica il messaggio in ^ c = a. Di conseguenza il criterio di decisione
risulta essere
^ c = argmax
a2C
p(rja)p(a) (1.3)
La (1.3) pu o anche essere riscritta come
^ c = argmax
a2C
p(c = ajr)p(r) (1.4a)
= argmax
a2C
p(c = ajr) (1.4b)
Come si vedr a in seguito l'algoritmo di decodica Sum-Product per codici
LDPC  e di tipo MAP.
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1.3.2 Maximum likelihood (ML)
Nella maggior parte delle applicazioni pratiche i simboli sono equiprobabili
(p(c = a) = 1
C) e, se non  e cos , li si pu o rendere tali con lo scrambling.
Grazie a queste considerazioni la (1.3) pu o essere riscritta, ottenendo la
formulazione ML
^ c = argmax
c2C
p(rjc) (1.5)





Al posto della (1.6) si pu o scegliere di massimizzare log p(rjc) =
Pn
j=1 log p(rjjcj),
si denisce poi la log-likelihood ratio come 
j = log(
p(rjj0)
p(rjj1)). Nel caso di
parole di codice binarie cj 2 0;1 vale la relazione
log p(rjjcj) =  
jcj + log p(rjj0)
Il problema ML diventa minimizzare
Pn
j=1 




Subject to c 2 C (1.7b)
Nei Capitoli 4 e 5 il problema (1.7) verr a risolto con l'uso di tecniche di
programmazione lineare (Linear Programming decoder).
1.4 Ottimizzazione convessa
In [4] un problema di ottimizzazione convessa viene scritto come
Minimize f0(x) (1.8a)
Subject to fi(x)  bi; i = 1;:::;m (1.8b)
Il nome ottimizzazione convessa deriva dal fatto che le funzioni f0;:::;fm :
Rn ! R sono convesse ovvero
fi(x + y)  fi(x) + fi(y); 8x;y 2 Rn;8; 2 R (1.9)
Un problema di programmazione lineare  e un caso di particolare del proble-
ma (1.8), che si distingue per il fatto che tutte le funzioni sono lineari. In
generale un problema di programmazione lineare pu o essere scritto come
Minimize cTx (1.10a)
Subject to aT
i x  bi; i = 1;:::;m (1.10b)
41.4. Ottimizzazione convessa
Dove i vettori c;ai;:::;am 2 Rn e gli scalari b1;:::;bm 2 R sono i parametri
del problema. Si vede allora come la (1.7) sia molto simile alla (1.10), per
farla diventare un problema lineare basta esprimere il vincolo c 2 C nella
forma usata in (1.10b).
1.4.1 Lagrangian
Si consideri il problema di ottimizzazione scritto in forma standard come
Minimize f0(x) (1.11a)
Subject to fi(x)  0; i = 1;:::;m (1.11b)
hi(x) = 0; i = 1;:::;p (1.11c)
con x 2 D  Rn e sia x il valore ottimo. La (1.11)  e una formulazione
generale del problema e quindi non sono state fatte ipotesi sulle funzioni f
e h, se fosse un problema di programmazione lineare tali funzioni sarebbero
lineari. Se il problema non  e scritto in forma standard pu o essere sempre
riportato in tale forma.
Il Lagrangian del problema (1.11) si scrive come







Dove si sono introdotte le variabili  2 Rm e  2 Rp dette moltiplicatori
di Lagrange, che hanno lo scopo di assegnare un peso a tutte le funzioni
rappresentanti i vincoli del problema.
1.4.2 Lagrange dual function
L'idea che sta alla base del Lagrangian  e quella di sommare alla funzione
obiettivo dei termini di penalit a, composti da costanti (i moltiplicatori di
Lagrange) che moltiplicano le funzioni dei vincoli. In questo modo il La-
grangian aumenta in modo proporzionale a quanto sono violati i vincoli. Si










1.4.3 Lagrange dual problem
Per ogni coppia (;) con   0 la Lagrange Dual function (1.13) fornisce
un lower bound per il valore ottimo x del problema primale (1.11). Ri-
sulta quindi necessario trovare qual' e il miglior lower bound ottenibile dalla
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Lagrange dual function, per fare questo si introduce il problema chiamato
Lagrange dual problem ovvero
Mazimize g(;)
Subject to   0
(1.14)
1.4.4 Augmented Lagrangian
In [3] viene spiegato l'Augmented Lagrangian, che nel Capitolo 5 verr a usato
per la decodica con il metodo ADMM.
Si riscrive il problema di programmazione lineare (1.10) in forma pi u com-
patta
Minimize f(x) (1.15a)




































jjAx   bjj2 (1.16a)
Subject to Ax = b (1.16b)
con c costante positiva, che ha in
uenza sulla convergenza dell'algoritmo per
trovare il valore ottimo di x. L'Augmented Lagrangian risulta quindi essere
il Lagrangian del problema (1.16) ovvero
L(x;) = f(x) + (Ax   b) +
c
2
jjAx   bjj2 (1.17)
1.5 Saturazione codici LDPC e soluzione
Nei capitoli successivi verranno analizzati in dettaglio i codici LDPC e vari
algoritmi di decodica. Si pu o introdurre che, per questi codici, la decodica
tradizionale, fatta con decoder di tipo Sum-Product, ha prestazioni vicine
al limite di Shannon per valori di SNR (Signal to Noise Ratio) bassi. A
SNR alti, invece, saturano e, di conseguenza, la BER (Bit Error Ratio) non
scende sotto una certa soglia. Questo preclude l'uso degli LDPC in molte
applicazioni pratiche (trasmissione su bra ottica, registrazione magnetica).
61.5. Saturazione codici LDPC e soluzione
Le tecniche di decodica che usano metodi di programmazione lineare, in-
vece, non sorono la saturazione, inoltre possiedono anche la propriet a del
ML Certicate, la quale assicura che, se la decodica fornisce una soluzione
intera  e quella corretta. L'obiettivo di questa tesi  e quindi di capire se la de-
codica tramite la PL  e competitiva con le tecniche tradizionali, in termini
di BER e tempi di decodica.
La suddivisione della tesi sar a la seguente: Nel Capitolo 2 si enuncia
qualche cenno teorico sui codici LDPC, con particolare attenzione a quelli
usati dall'IEEE 802.11n e ai codici di Margulis, in quanto saranno poi usati
per le simulazioni . Nel Capitolo 3 verr a analizzato l'algoritmo Sum-Product
che, come gi a detto,  e un metodo di tipo MAP usato nella decodica tra-
dizionale di codici LDPC. Si vedranno poi nei Capitoli 4 e 5 dei metodi di
decodica di tipo ML che usano tecniche di programmazione lineare (PL).
Nel Capitolo 6 si riporteranno le simulazioni fatte ed inne nel Capitolo 7
si ricapitoleranno i risultati ottenuti.
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Codici Low Density Parity
Check (LDPC)
Si analizzano ora i codici a correzione d'errore Low Density Parity Check
(LDPC) per i quali, in seguito, verranno analizzati i vari algoritmi di deco-
dica.
2.1 Introduzione ai codici LDPC
I low density parity check code sono dei codici a correzione d'errore, lineari
a blocco. Furono introdotti per la prima volta da Gallanger nel 1963 [8],
ma, visto che la complessit a computazionale era troppo elevata per l'epoca,
furono abbandonati per pi u di trent'anni.
Gli LDPC sono caratterizzati da una parity check matrix H contenente
tanti 0 e qualche 1, da questo deriva il nome low density parity check. De-
nendo con k la lunghezza delle parole di codice in ingresso al codicatore (u)
e n di quelle in uscita (c), la parity check matrix H ha dimensione n kn e
rango pieno. L'insieme delle possibili parole di codice dipende da H e risulta
essere
C = fc 2 Fn
2jHc = 0g (2.1)
Esistono due classi di codici LDPC:
 Codici regolari : La parity check matrix ha esattamente d elementi a
1 per ogni riga e d per ogni colonna
 Codici irregolari: ogni riga-colonna pu o avere un numero diverso di
elementi ad 1
2.1.1 Rappresentazione graca
La rappresentazione graca, dovuta a Tanner,  e un grafo bipartito in cui gli
insiemi dei nodi sono:



















Figura 2.1: Codici LDPC regolari (3,6)
 Variable node: Un nodo per ogni bit del segnale codicato c o equiva-
lentemente per ogni colonna di H, quindi in totale n nodi
 Check node: Un nodo per ogni riga della parity check matrix, com-
plessivamente n   k nodi.
Esiste un lato tra il variable node j e il check node i se nella parity check
matrix si ha H(i;j) = 1.
Nella Figura 2.1 si vede l'esempio del grafo di un codice regolare avente
d = 3 e d = 6, per avere una rappresentazione pi u chiara non  e stato
disegnato tutto il percorso dei lati, ma  e presente un blocco di permutazione
.
2.1.2 Prestazioni
I codici LDPC hanno prestazioni molto vicine al limite di Shannon, in par-
ticolare, in [9] si dimostra che sono i codici LDPC irregolari quelli che ci si
avvicinano di pi u. Per avere un'idea delle prestazioni si riporta in Figura
2.2 il confronto, in termini di Bit Error Ratio (BER), tra dei codici regolari
e irregolari entrambi con Rate R = 1
2.
In generale si pu o aermare che le prestazioni in termini di BER sono
migliori quanto pi u maggiore  e la dimensione del blocco da codicare, d'altra
parte avere blocchi di dimensioni elevati implica l'introduzione di un ritardo
nella codica e nella decodica del segnale.
2.2 Esempi di codici LDPC
2.2.1 IEEE 802.11n
Lo standard IEEE 802.11n [1] prevede l'utilizzo di codici LDPC irregolari.
Nella Figura 2.3 viene riportata la tabella con tutte le possibili dimensioni
102.2. Esempi di codici LDPC
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Fig. 2. Comparison of the error rates achieved by a (3; 6)-regular LDPC code, turbo code, the and optimized irregular LDPC code. All codes are of length 10
and of rate one-half. The bit-error rate for the BIAWGNC is shown as a function of E =N (in decibels), the standard deviation ￿, as well as the raw input bit-error
probability P .
then the (block or bit)-error probability is bounded away from
zero by a constant which is independent of .
Discussion: Note that the capacity of the BSC is equal to
. Since for any finite ,w eh a v e
and, therefore, . A quick calcu-
lation shows that the gap to capacity is well approximated by
which decreases to zero exponentially fast in
.Gallagerstatedtheabovetheoremfor -regularcodes.
An examination of the proof reveals, however, that it remains
valid for the case of irregular codes with interpreted as the
maximum check node degree. The key to the proof lies in the
realizationthattheentropy ofthereceivedwordcan be bounded
as follows: given a received word, describe it by specifying the
value of systematic bits (which is equivalent to specifying a
codeword) plus the value of the parities (which will
specify the coset). Since a parity is one with probability ,
which is strictly less than one-half, the entropy of the received
word is strictly less than bits, which gives rise to the stated
upper bound. Details of the proof can be found in [13, p. 39].9
The outline of this paper is as follows. We start by presenting
tables of some very good degree distribution pairs in Section II.
Although we focus mostly on the BIAWGNC and rate one-half,
wealsogiveafewexamplesfordifferentchannelsandrates.We
discusssomesimulationresultsthatshowthatthepromisedper-
formance can be closely achieved for reasonably long codes. In
Section III, we describe and study properties of density evolu-
tion.Undertheassumptionthattheinputdistributionarisesfrom
a symmetric channel, we show that the message distributions
9We note that a slightly sharper bound can be given if we replace d with the
average degree of the (1￿r)-fraction of highest degree nodes. However, since
the improvement is usually only slight and since the exact size of the gap is not
significant in practice, we leave the details to the interested reader.
satisfy a certain symmetry condition which is invariant under
density evolution. Many simplifications arise in this symmetric
channel case and they afford us considerable insight into the na-
ture of density evolution. In particular, we will derive a stability
condition which gives rise to an upper bound on the threshold
for the case of general binary-input memoryless output-sym-
metric channels. We also show that the threshold can, at least
partially, be characterized by the (non)existence of fixed points
of density evolution. Finally, in Section IV, we describe the nu-
merical optimization techniques which were used to generate
the tables in Section II. Throughout the paper we will motivate
many definitions and statements for general binary-input mem-
orylessoutput-symmetricchannelswiththeircounterpartforthe
BECchannel.Wewill seethatdespite thesimplicity oftheBEC
modelmanyofitsiterativedecodingpropertiesaresharedbythe
general class of channels considered in this paper.
II. CAPACITY-APPROACHING DEGREE DISTRIBUTION PARIS
A. Optimization Results
Using numerical optimization techniques described in some
detail in Section IV, we searched for good degree distribution
pairs of rate one-half with various upper bounds on the max-
imum variable degree . The result of our search for the BI-
AWGNCissummarizedinTablesIandII.TableIcontainsthose
degree distribution pairs with , whereas Table II
contains degree distribution pairs with and
. In each table, columns correspond to one particular degree
distribution pair. For each degree distribution pair, the coeffi-
cients of and are given as well as the threshold ,10 the
10Weassumestandardpulse-amplitudemodulation(PAM)signalingy = x+
z with x = ￿1 and z / N(0;￿).
Figura 2.2: Confronto tra BER di codici LDPC regolari (3,6), turbo codici
e LDPC irregolari: \Richardson, Shokrollahi, Urbanke. Design of Capacity-
Approaching Irregular Low-Density Parity-Check Codes." 2001
della sequenza in ingresso e in uscita al decodicare.
Nelle simulazioni sono stati usati codici con n = 648, k = 324 e n = 1296,
k = 648.
2.2.2 Costruzione della parity check matrix
In Figura 2.4 viene riportato un esempio di matrici di permutazione cicliche
Pi, dove i indica lo shift rispetto alla matrice identit a (P0  e la matrice
identit a). La parity check matrix sar a quindi la composizione di queste
sottomatrici, secondo un certo schema, che viene specicato (attraverso una
matrice) per tutte le dimensioni della sequenza codicata e per i rate previsti
nello standard.
Per quanto riguarda i codici LDPC IEEE802.11n, usati nella simulazione:
Per il (648,324) la matrice per generare la parity check matrix  e quella
riportata in Figura 2.5, mentre per il (1296,648) quella in Figura 2.6. Ogni
numero rappresenta una matrice di dimensione Z  Z che pu o essere nulla
( ) , la matrice identit a (0) oppure la sua i-esima permutazione (i).
Si ricorda, inne, che questo standard utilizza codici LDPC irregolari e
quindi non c' e un numero sso di vicini per ogni check e variable node. Per
quanto riguarda il codice (648;324), costruito secondo le regole riportate
sopra, si ha che il numero di vicini di ogni check node pu o essere 7 o 8,
mentre per i variable node 2;3;4 oppure 11. Per il codice (1296;648) ogni
check node ha sempre 7 o 8 vicini mentre i variable node 2;3 oppure 12
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20.3.11.6.3 LDPC encoder
For  each  of the three available codeword block lengths, the LDPC encoder supports rate 1/2, rate 2/3, 
rate 3/4, and rate 5/6 encoding. The LDPC encoder is systematic, i.e., it encodes an information block, 
c=(i0,i1,..., i(k–1)), of size k, into a codeword, c, of size n, c=(i0,i1,... i(k–1), p0, p1,…, p(n–k–1)), by adding n–k
parity bits obtained so that H×cT = 0, where H is an (n–k)×n parity-check matrix. The selection of the 
codeword block length (n) is achieved via the LDPC PPDU encoding process described in 20.3.11.6.5.
20.3.11.6.4 Parity-check matrices
Each of the parity-check matrices can be partitioned into square subblocks (submatrices) of size Z × Z. 
These submatrices are either cyclic-permutations of the identity matrix or null submatrices. 
The cyclic-permutation matrix Pi is obtained from the Z × Z identity matrix by cyclically shifting the 
columns to the right by i elements. The matrix P0 is the Z × Z identity matrix. Figure 20-12 illustrates 
examples (for a subblock size of 8 × 8) of cyclic-permutation matrices Pi. 
Table 20-14—LDPC parameters 
Coding rate
(R)
LDPC information block length 
(bits)











































Figura 2.3: Possibili dimensioni dei codici LDPC: \IEEE Std 802.11n."
2009
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Figura 2.4: Esempio matrici di permutazione con Z = 8: \IEEE Std
802.11n." 2009
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Insert the following annexes (Annex R through Annex T) after Annex P:
Annex R
(normative) 
HT LDPC matrix definitions
Table R.1 defines the matrix prototypes of the parity-check matrices for a codeword block length n=648 bits, 
with a subblock size Z=27 bits.
Table R.1—Matrix prototypes for codeword block length n=648 bits, 
subblock size is Z = 27 bits
(a) Coding rate R = 1/2.
 0   -   -   -   0   0   -   -   0   -   -   0   1  0  -  -  -  -  -  -  -  -  -  -
22   0   -   -  17   -   0   0  12   -   -   -   -  0  0  -  -  -  -  -  -  -  -  -
 6   -   0   -  10   -   -   -  24   -   0   -   -  -  0  0  -  -  -  -  -  -  -  -
 2   -   -   0  20   -   -   -  25   0   -   -   -  -  -  0  0  -  -  -  -  -  -  -
23   -   -   -   3   -   -   -   0   -   9  11   -  -  -  -  0  0  -  -  -  -  -  -
24   -  23   1  17   -   3   -  10   -   -   -   -  -  -  -  -  0  0  -  -  -  -  -
25   -   -   -   8   -   -   -   7  18   -   -   0  -  -  -  -  -  0  0  -  -  -  -
13  24   -   -   0   -   8   -   6   -   -   -   -  -  -  -  -  -  -  0  0  -  -  -
 7  20   -  16  22  10   -   -  23   -   -   -   -  -  -  -  -  -  -  -  0  0  -  -
11   -   -   -  19   -   -   -  13   -   3  17   -  -  -  -  -  -  -  -  -  0  0  -
25   -   8   -  23  18   -  14   9   -   -   -   -  -  -  -  -  -  -  -  -  -  0  0
 3   -   -   -  16   -   -   2  25   5   -   -   1  -  -  -  -  -  -  -  -  -  -  0
(b) Coding rate R = 2/3.
25  26  14  -   20  -   2   -   4   -   -   8   -   16  -   18  1 0 - - - - - -
10  9   15  11  -   0   -   1   -   -   18  -   8   -   10  -   - 0 0 - - - - -
16  2   20  26  21  -   6   -   1   26  -   7   -   -   -   -   - - 0 0 - - - -
10  13  5   0   -   3   -   7   -   -   26  -   -   13  -   16  - - - 0 0 - - -
23  14  24  -   12  -   19  -   17  -   -   -   20  -   21  -   0 - - - 0 0 - -
6   22  9   20  -   25  -   17  -   8   -   14  -   18  -   -   - - - - - 0 0 -
14  23  21  11  20  -   24  -   18  -   19  -   -   -   -   22  - - - - - - 0 0
17  11  11  20  -   21  -   26  -   3   -   -   18  -   26  -   1 - - - - - - 0
(c) Coding rate R = 3/4.
16  17  22  24   9   3  14   -   4   2   7   -  26   -   2   -  21   -   1 0 - - - -
25  12  12   3   3  26   6  21   -  15  22   -  15   -   4   -   -  16   - 0 0 - - -
25  18  26  16  22  23   9   -   0   -   4   -   4   -   8  23  11   -   - - 0 0 - -
 9   7   0   1  17   -   -   7   3   -   3  23   -  16   -   -  21   -   0 - - 0 0 -
24   5  26   7   1   -   -  15  24  15   -   8   -  13   -  13   -  11   - - - - 0 0
 2   2  19  14  24   1  15  19   -  21   -   2   -  24   -   3   -   2   1 - - - - 0
(d) Coding rate R = 5/6.
17  13   8  21   9   3  18  12  10   0   4  15  19   2   5  10  26  19  13  13  1 0 - -
 3  12  11  14  11  25   5  18   0   9   2  26  26  10  24   7  14  20   4   2  - 0 0 -
22  16   4   3  10  21  12   5  21  14  19   5   -   8   5  18  11   5   5  15  0 - 0 0
 7   7  14  14   4  16  16  24  24  10   1   7  15   6  10  26   8  18  21  14  1 - - 0
Figura 2.5: Matrice per generare la parity check matrix nel caso n = 648
e k = 324, Z = 37: \IEEE Std 802.11n." 2009
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Table R.2 defines the matrix prototypes of the parity-check matrices for a codeword block length n=1296 
bits, with a subblock size Z=54 bits.
Table R.2—Matrix prototypes for codeword block length n=1296 bits, 
subblock size is Z= 54 bits
(a) Coding rate R = 1/2.
40   -   -   -  22   -  49  23  43   -   -   -   1  0  -  -  -  -  -  -  -  -  -  -
50   1   -   -  48  35   -   -  13   -  30   -   -  0  0  -  -  -  -  -  -  -  -  -
39  50   -   -   4   -   2   -   -   -   -  49   -  -  0  0  -  -  -  -  -  -  -  -
33   -   -  38  37   -   -   4   1   -   -   -   -  -  -  0  0  -  -  -  -  -  -  -
45   -   -   -   0  22   -   -  20  42   -   -   -  -  -  -  0  0  -  -  -  -  -  -
51   -   -  48  35   -   -   -  44   -  18   -   -  -  -  -  -  0  0  -  -  -  -  -
47  11   -   -   -  17   -   -  51   -   -   -   0  -  -  -  -  -  0  0  -  -  -  -
 5   -  25   -   6   -  45   -  13  40   -   -   -  -  -  -  -  -  -  0  0  -  -  -
33   -   -  34  24   -   -   -  23   -   -  46   -  -  -  -  -  -  -  -  0  0  -  -
 1   -  27   -   1   -   -   -  38   -  44   -   -  -  -  -  -  -  -  -  -  0  0  -
 -  18   -   -  23   -   -   8   0  35   -   -   -  -  -  -  -  -  -  -  -  -  0  0
49   -  17   -  30   -   -   -  34   -   -  19   1  -  -  -  -  -  -  -  -  -  -  0
(b) Coding rate R = 2/3.
39  31  22  43   -  40   4   -  11   -   -  50   -   -  -    6   1 0 - - - - - -
25  52  41   2   6   -  14   -  34   -   -   -  24   -  37   -   - 0 0 - - - - -
43  31  29   0  21   -  28   -   -   2   -   -   7   -  17   -   - - 0 0 - - - -
20  33  48   -   4  13   -  26   -   -  22   -   -  46  42   -   - - - 0 0 - - -
45   7  18  51  12  25   -   -   -  50   -   -   5   -   -   -   0 - - - 0 0 - -
35  40  32  16   5   -   -  18   -   -  43  51   -  32   -   -   - - - - - 0 0 -
 9  24  13  22  28   -   -  37   -   -  25   -   -  52   -  13   - - - - - - 0 0
32  22   4  21  16   -   -   -  27  28   -  38   -   -   -   8   1 - - - - - - 0
(c) Coding rate R = 3/4.
39  40  51  41   3  29   8  36   -  14   -   6   -  33   -  11   -   4   1 0 - - - -
48  21  47   9  48  35  51   -  38   -  28   -  34   -  50   -  50   -   - 0 0 - - -
30  39  28  42  50  39   5  17   -   6   -  18   -  20   -  15   -  40   - - 0 0 - -
29   0   1  43  36  30  47   -  49   -  47   -   3   -  35   -  34   -   0 - - 0 0 -
 1  32  11  23  10  44  12   7   -  48   -   4   -   9   -  17   -  16   - - - - 0 0
13   7  15  47  23  16  47   -  43   -  29   -  52   -   2   -  53   -   1 - - - - 0
(d) Coding rate R = 5/6.
48  29  37  52   2  16   6  14  53  31  34   5  18  42  53  31  45   -  46  52  1 0 - -
17   4  30   7  43  11  24   6  14  21   6  39  17  40  47   7  15  41  19   -  - 0 0 -
 7   2  51  31  46  23  16  11  53  40  10   7  46  53  33  35   -  25  35  38  0 - 0 0
19  48  41   1  10   7  36  47   5  29  52  52  31  10  26   6   3   2   -  51  1 - - 0
Figura 2.6: Matrice per generare la parity check matrix nel caso n = 1296
e k = 648, Z = 54: \IEEE Std 802.11n." 2009
2.2.3 Margulis LDPC
Si introducono ora i codici LDPC di Margulis [12] , che sono codici regolari
(3;6) aventi dimensioni n = 2640 e k = 1320. La parity check matrix
pu o essere espressa come un array di 120240 matrici permutazione aventi
dimensione 1111. Non si analizzer a in dettaglio come  e fatto il codicatore.
Per le simulazioni eettuate non risulta necessario, in quanto si  e supposto
di utilizzare un segnale tutto a 0.
Il punto debole di questi codici sta nel fatto che, con le tecniche di
decodica tradizionali (Sum-Product), sono molto soggetti al problema della
saturazione come dimostrato in [11]. Nell'articolo appena citato vengono
fatte delle simulazioni su vari codici di Margulis per vedere se saturano e
i risultati vengono riportati in Figura 2.7. In questo caso la simulazione  e
stata fatta con canale AWGN e 7 milioni di blocchi di codice. La curva
riguardante i codici di Margulis (2640,1320) utilizzati in questa tesi  e quella
centrale, si pu o notare che a 2.4 dB inizia a saturare.





















Fig. 2. Performance of all three codes on the Gaussian channel. Horizontal axis:
Eb/N0; vertical axis: block error probability. For each Ramanujan-Margulis code,
the three curves show the total block error probability, the undetected error prob-
ability, and the detected error probability. For the Margulis code, the total block
error probability and the probability of low-weight detected errors are shown. The
Margulis code made no undetected errors.
The low-weight codeword in the 17,5 code carries with it the following
morals:
(i) The widespread practice of plotting error probability without distinguish-
ing detected from undetected errors would not have spotted this code
weakness.
(ii) The widespread practice of simulating performance only down to a bit
error probability of 10−5 is not adequate for revealing a code's practical
properties. It is essential to simulate down to a block error probability of
10−5 or 10−6.
What can we say about algebraic constructions for low-density parity-check
codes? If a construction came accompanied by an impressive distance prop-
erty, there would be a strong case for using it in place of a random construction;
but for large N, while a random LDPC code can be constructed for any value
of N and K, only a handful of algebraically constructed LDPC codes with
a relatively good distance is known. Yes, random code-constructions carry
with them an uncertainty about the properties of any one chosen code. But
non-random constructions also carry a risk: the risk that the structure in the
construction produces low-weight codewords or near-codewords. A compen-
sating advantage of some systematic constructions is that their parity-check
7
Figura 2.7: Block error rate di tre codici diversi in funzione di
Eb
N0 [dB] :
\MacKay, Postol. Weaknesses of Margulis and Ramanujan-Margulis Low-
Density Parity-Check Codes." 2003
14Capitolo 3
Algoritmo Sum Product
3.1 A posteriori probability
Nel Capitolo 1 si  e visto che la decodica con il metodo maximum a posteriori
(MAP) prevede un criterio di decisione del tipo
^ c = argmax
c2C
p(cjr) (3.1)
Riscrivendo il segnale c in funzione del messaggio di ingresso al decodicatore
c = E(u) si ottiene
^ u = argmax
u2U
p(c = E(u)jr)
Concentrando la analisi sul l-esimo bit ul del segnale u si trova










uul si intende la sommatoria tra tutti i possibili valori di u
ottenuti ssando il simbolo l-esimo.























15CAPITOLO 3. Algoritmo Sum Product
dove si  e introdotta la membership function M(c;u) = p(ujc). Dato che la
funzione da massimizzare  e indipendente da r e che p(c) = p(u) si ha





Essendo il canale AWGN e privo di memoria e assumendo i simboli i.i.d. si
ottiene















3.2 Marginalizzazione e factor graph
Le funzioni marginali gi(xi) (con i = 1;::;n) si ottengono sommando g(x1;::;xn)




g(x1;:::;xn) i = 1;:::;n (3.3)
In [10] viene proposto un metodo per ricavare le funzioni marginali attraver-
so l'uso della rappresentazione di Tanner, che nel Capitolo 2  e stata intro-
dotta per i codici LDPC. In questa tesi useremo una rappresentazione pi u
compatta chiamata Forney Style factor graph (FFG), che viene spiegata di
seguito.




con fj funzione locale e Xj sottoinsieme di fx1;:::;xng, la rappresentazione
FFG si ricava nel seguente modo:
1. Disegnare un nodo (factor nodes) per ogni funzione locale fj
2. Per ogni variabile si disegna un lato, che congiunge i factor node aventi
funzioni dipendenti da essa. Nel caso in cui la variabile sia presente in
una sola funzione, si disegna un semi-lato entrante nel factor node.
3. Se ci sono variabili incidenti in pi u di due factor node vengono replicate
con dei nodi ausiliari (equality factor)
Avendo la rappresentazione graca della funzione di partenza, la marginaliz-
zazione si ottiene aggiornando iterativamente il messaggio uscente-entrante
dai vari nodi con le seguente regole (algoritmo Sum-Product):
163.3. Decodica di codici LDPC con algoritmo Sum-Product
1. Per i nodi foglia fj, quelli con un solo lato incidente che collega alla




2. Per i semilati si usa la regola dei nodi foglia, con fj(xi) = 1
xi =) xi fj
3. Per il generico nodo fj che comunica con le variabili xi;xa;xb;xc;::::


















3.3 Decodica di codici LDPC con algoritmo Sum-
Product
La formula (3.2) esprime il fatto che decodicare il simbolo l-esimo equivale a
trovare il valore che massimizza una funzione marginale, la quale pu o essere
fattorizzata dalle funzioni M, da p(rljul) e da p(ul).
La decodica di tipo Sum-Product seguir a quindi i seguenti passaggi:


































Figura 3.1: FFG per codici LDPC
2. Trovare, con l'algoritmo Sum-Product, le funzioni marginalizzate per
ogni variabile ul
3. Per ogni ul calcolare i simboli stimati trovando il valore che massimizza
la funzione marginalizzata riferita alla variabile ul
3.3.1 FFC per la decodica di codici LDPC
In Figura 3.1 viene riportato il Forney style Factor Graph, costruito secondo












La membership function M(c;u)  e rappresentata dal grafo dei codici
LDPC gi a visto nel Capitolo 2. Per quanto riguarda la seconda parte della










! p(ul); se l 2 f1;::;kg
p(ul); se l 2 fk + 1;::;ng
(3.4)
3.3.2 Algoritmo Sum-Product applicato alla decodica di
codici LDPC
L'algoritmo per la decodica di codici LDPC  e formato da 3 fasi:
1. Inizializzazione del messaggio dei check node: Figura 3.2
2. Aggiornamento del messaggio dei variable node: Figura 3.3
3. Aggiornamento del messaggio dei check node: Figura 3.4







































Figura 3.4: Aggiornamento dei messaggi ai variable node
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I punti 2 e 3 sono ripetuti per un certo numero di volte (iterazioni) in modo
da permettere all'algoritmo di convergere.
Si vede ora in maggior dettaglio in cosa consiste l'aggiornamento dei










Il messaggio uscente, per le regole dell'algoritmo Sum-Product spiegato





Visto che il nodo in questione  e di tipo uguaglianza si ha anche














Dopo aver aggiornato iterativamente tutti i messaggi, di tutti i nodi,
la decisione sul simbolo stimato sar a fatta con la regola
^ ul = argmax
ul
f1!xl(ul)f2!xl(ul) (3.7)
203.3. Decodica di codici LDPC con algoritmo Sum-Product
3.3.3 Decodica con LLR
Dato che le variabili considerate sono di tipo binario scriviamo i messaggi







Si possono quindi rivedere le equazioni di aggiornamento, utilizzando le LLR,
in modo da non dover calcolare tutti i messaggi per 0 e 1.





















Si vuole trovare una formulazione pi u compatta che usi le LLR per i check
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La (3.12) contiene un elevato numero di moltiplicazioni e questo pu o aumen-
tare la complessit a computazione, per risolvere questo problema di introduce
un'altra funzione
~ '(x) =  log'(x) = ~ ' 1(x)
Di conseguenza la (3.12) diventa







A questo punto si sono introdotte sia la regola di aggiornamento per i va-
riable node (3.9) che per i check node (3.13), il criterio di decisione (3.7) nel
caso LLR  e quindi del tipo
(






Viene ora introdotto un algoritmo per la decodica ML di codici LDPC, che
risolve il problema di programmazione lineare (PL) introdotto nel Capitolo
1.
4.1 Notazione usata
Sia dato un codice LDPC avente parity check matrix H di dimensione
n kn, con k lunghezza sequenza in ingresso al codicatore e n lunghezza
sequenza decodicata.
Si deniscono gli insiemi
I , f1;:::;ng J , f1;:::;n   kg
Ij , fi 2 Ij[Hj;i = 1]g; j 2 J Ji , fj 2 Jj[Hj;i = 1]g; i 2 I
Sia hj la j-esima riga di H, per ogni check node (j 2 J) l'insieme delle
possibili parole di codice risulta essere
Cj , fx 2 Fn
2jhjxT = 0g
Inne, per coerenza con la notazione usata in [15], il segnale codicato verr a
chiamato x (invece di c) e quello ricevuto y (invece di r).
4.2 Problema primale
Come gi a discusso nel Capitolo 1, la decodica di tipo ML prevede la






Subject to x 2 C (4.1b)
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Dato che C = C1\:::\Cm e di conseguenza conv(C) = conv(C1)\:::\conv(Cm)
Feldman,Wainright e Karger in [7] dimostrano che invece di risolvere la (4.1)






Subject to x 2 conv(Cj) 8j 2 J (4.2b)
Il problema (4.2) pu o essere riformulato, introducendo delle variabili ausi-
liarie, in modo da ri
ettere le caratteristiche della rappresentazione graca






Subject to xi = ui;0 i 2 I (4.3b)
ui;j = vj;i i 2 I; j 2 Ji (4.3c)
X
ai2Ai
aiai = ui i 2 I (4.3d)
X
bj2Bj
bjbj = vj j 2 J (4.3e)
ai  0 i 2 I; ai 2 Ai (4.3f)
bj  0 j 2 J; bj 2 Bj (4.3g)
X
ai2Ai
ai = 1 i 2 I (4.3h)
X
bj2Bj
bj = 1 j 2 J (4.3i)
Le variabili ui;j, con i 2 I; j 2 f0g [ Ji, rappresentano l'uscita (per j 2 Ji)
e l'ingresso (per j = 0) dell'i-esimo variable node. Le vj;i, con j 2 J; i 2 Ij,
sono invece l' ingresso al j-esimo check node. I vettori ai 2 Ai e bj 2 Bj
sono le combinazioni che possono assumere rispettivamente ui e vj. Nelle
equazioni (4.3d), (4.3f) e (4.3h) si assegna ad ui uno tra i possibili valori
di ai, mettendo ai = 1 per questo valore e ai = 0 per gli altri ai. Nelle
equazioni (4.3e), (4.3g) e (4.3i) si fa la stessa cosa per vj, usando le variabili
bj e bj .
244.3. Problema duale
4.3 Problema duale
Vediamo ora come denire il problema duale del primale proposto in (4.3).





































































































































i + Ci) +
X
i2I



























Imponendo le condizioni Ci = Ei;0 =  
i, Di;j =  Ei;j e Di;j = Fj;i, il
problema duale (Lagrange dual problem) diventa








Subject to (Gi;ai + Ki +
X
j2Ji[f0g
Ei;jai;j) = 0 i 2 I; ai 2 Ai
(Hj;bj + Lj +
X
i2Ij
Fj;ibj;i) = 0 j 2 J; bj 2 Bj
Gi;ai  0 i 2 I; ai 2 Ai
Hj;bj  0 j 2 J; bj 2 Bj
Ei;j =  Fj;i i 2 I; j 2 J
Ei;0 =  
i i 2 I








Subject to Ki  min
ai2Ai
h Ei;aii i 2 I (4.4b)
Li  min
bj2Bj
h Fj;bji j 2 J (4.4c)
Ei;j =  Fj;i i 2 I; j 2 J (4.4d)
Ei;0 =  
i i 2 I (4.4e)












Subject to Ei;j =  Fj;i i 2 I; j 2 J (4.5b)
Ei;0 =  
i i 2 I (4.5c)
4.4 Algoritmo di decodica
Vontobel e Kotter in [15] propongono un algoritmo per risolvere il problema
(4.5): Si scelgono i lati (i;j) del grafo seguendo qualche schema (ad esempio
ciclicamente) e si aggiorna la variabile Ei;j in modo da aumentare la funzione













































I vettori ~ ai e ~ Ei;t sono i vettori ai e Ei;t, ma senza il valore nella j-esima
posizione, nel caso di ~ bj e ~ Fj;t, invece,  e stato omesso il valore in posizione
i.
Si pu o notare che in realt a Si;0;t = 0, essendo ai = 0 nel caso in cui un
suo elemento sia a 0.
Dopo aver aggiornato ciclicamente le variabili Ei;j 8(i;j) un certo numero





j=1  Ei;j  0
1; se
Pm
j=1  Ei;j < 0
(4.9)
La (4.9), in pratica, esprime come passare dalla soluzione del problema duale
a quella del primale.
4.5 Risultati articolo
Vontobel e Koetter, nel loro articolo, simulano l'algoritmo per dei codici
LDPC regolari (3,6), con k = 500 e n = 1000. La parity check matrix viene
generata in modo casuale e, nel relativo graco di Tanner, vengono eliminati
i cicli di lunghezza 4.
L'algoritmo usato nell'articolo per le simulazione, in realt a, non  e esat-
tamente quello descritto sopra, ma ha alcune dierenze:














dove k  e una costante. Si pu o dimostrare che per k ! 1 si ha
min
(k)
l zl ! minl zl
 L'aggiornamento di Ei;j viene fatto prendendo un valore casuale nel-
l'intervallo

(Si;0   Si;1); (Ti;0   Ti;1)

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LPD  (after max. 64 Iterations)
LPD  (after max. 256 Iterations)
MSA  (after max. 64 Iterations)
MSA  (after max. 256 Iterations)
Fig. 3. Decoding results for a [1000,500] LDPC code. (See Sec. 8
for more details.)
in [23] has some signiﬁcant differences to the setup
here: ﬁrstly, the objective function of the optimization
problem in [23] does not depend on the observed log-
liklihood ratio vector λ, secondly, the starting point
in [23] is chosen as a function of λ.
8 Simulation Results
As a proof of concept we show some simulation results
for a randomly generated (3,6)-regular [1000,500]
LDPC code where four-cycles in the Tanner graph
have been eliminated. Fig. 3 shows the decoding re-
sults based on Decoding Algorithm 1 with update rule
Lemma 5 compared with standard min-sum algorithm
decoding [11].
9 Conclusions
We have discussed some initial steps towards algo-
rithms that are specially targeted for efﬁciently solving
the LP that appears in LP decoding. It has been shown
that algorithms with memory and time complexity
similar to min-sum algorithm decoding can be achieved.
There are many avenues to pursue this topic further,
e.g. by improving the update schedule, by studying how
to design codes that allow efﬁcient hardware implemen-
tation of the proposed algorithms, or by investigating
other algorithms that use the structure of the LP that
appears in LP decoding. We hope that this paper raises
the interest in exploring these research directions.
Finally, without going into the details, let us remark
that the algorithms here can also be used to solve certain
linear programs whose value can be used to obtain
lower bounds on the minimal AWGNC pseudo-weight
of parity-check matrices, cf. [8, Claim 3]. (Actually,
one does not really need to solve the linear program
in [8, Claim 3] in order to obtain a lower bound on the
minimum AWGNC pseudo-weight, any dual feasible
point is good enough for that purpose.)
APPENDIX
A Proof of Lemma 2


































On the other hand, if (a,b) is not consistent and




B Proof of Lemma 3
This result is obtained by taking the derivative of
h′(u′
i,j), setting it equal to zero, and solving for u′
i,j.
Let us go through this procedure step by step. Using
the fact that u′
i,j = −v′






















































































Setting the derivative of h′(u′
i,j) with respect to u′
i,j


































































Figura 4.1: Decodica di codici LDPC regolari (3,6): Vontobel,Koetter.
\On low-complexity linear programming decoding of LDPC codes." 2006
I risultati ottenuti sono riportati in Figura 4.1. Viene fatto il confronto
tra il Min-Sum-Algorithms MSA (una variante del Sum-Product) e l'algo-
ritmo descritto in questo capitolo, denominato LPD (Linear Programming
Decoding). In entrambi i casi si fa la simulazione sia con 64 che con 256 itera-




Nel Capitolo 6 verranno fatte delle altre simulazioni di questo algoritmo,
comunque dalla Figura 4.1 si possono gi a fare delle osservazioni: Per questo
tipo di codice, in particolare nel caso 256 iterazioni, la WER dell'algoritmo
LPD risulta abbastanza vicina a quella del MSA, la distanza aumenta nel
caso 64 iterazioni. Tuttavia, si vedr a in seguito, che l'algoritmo LPD risulta
molto pi u lento del Sum-Product tradizionale e quindi, avere un numero di
iterazioni elevato, risulta problematico.
4.6 Algoritmo di Burshtein
Nel suo articolo [5] Bushtein propone, partendo dall'implementazione di
Vontobel e Koetter, una versione alternativa dell'algoritmo.
284.6. Algoritmo di Burshtein
4.6.1 Notazione usata
Viene usata una notazione leggermente diversa rispetto all'articolo di Vontobel-
Koetter. L'insieme dei vicini del variable node i viene chiamato Ni invece di
Ji, quello del check node j viene denominato Nj al posto di Ij. Si denisce
poi "j come l'insieme
"j , fS  Nj : jSjparig (4.11)
In pratica tutti i possibili sottoinsiemi del j-esimo check node, contenenti
un numero pari di elementi. In questo modo le possibili combinazioni, che
soddisfano il vincolo del j-esimo check node, sono quelle ottenibili mettendo
a 1 i vicini in S e a 0 gli altri.
Si denisce poi la funzione S(i) tale che
S(i) =
(
1; se i 2 S
0; se i = 2 S
4.6.2 Riformulazione problema Vontobel-Koetter
















i; 8i 2 I (4.12b)
La variabile da massimizzare in questo caso  e chiamata u , fui;jgi2I;j2Nj e
non E come nella (4.5).


























i; 8i 2 I



















i; 8i 2 I (4.14b)
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In [5] Burshtein dimostra che, derivando il Lagrangian e mettendolo a zero,
il valore di uk;j ottimo per il problema vale







































L'algoritmo proposto nell'articolo di Burshtein viene riportato in Figura 4.2.
Dopo una prima fase di inizializzazione, l'algoritmo sceglie un variable node
i e aggiorna prima le variabili ui;j con la regola (4.16) e successivamente i;j,
i e i denite rispettivamente come
i;j ,
1





i;j; i , max
j2Ni
ji;j   ij
Dopo aver svolto tutte le iterazioni dell'algoritmo e, introducendo la variabile
 , max
i2I
i, il segnale decodicato si trova con la regola
^ ci =
(
1; se i(1   6) + 3  0:5
0; se i(1   6) + 3 < 0:5
(4.19)
I parametri dell'algoritmo sono K ed 0: Il primo dipende dall'appros-
simazione della funzione minimo, mentre il secondo determina il numero di
iterazioni dell'algoritmo. Se 0  e grande l'algoritmo far a poche iterazioni e,
304.6. Algoritmo di Burshtein
Figura 4.2: Algoritmo di decodica: Burshtein. \Iterative Approximate
Linear Programming Decoding of LDPC Codes With Linear Complexity."
2009
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di conseguenza, il segnale decodicato potrebbe contenere un numero eleva-
to di errori. Invece, scegliendo 0 pi u piccolo del dovuto, potrebbero essere
necessarie troppe iterazioni. Nelle simulazioni fatte nell'articolo, viene scelto
K = 1000 oppure 10000 e 0 = 0:0001 o 0:00001.
In questa tesi  e stata implementata anche la simulazione dell'algoritmo
di Burshtein riportato in Figura 4.2. Visto l'uso di esponenziali aventi come
parametro la costante K, che pu o assumere valori anche elevati, per evitare
problemi di instabilit a numerica sono state usate alcune approssimazioni
proposte anche nell'articolo di Burshtein.
Si sceglie di non riportare i dettagli implementativi e le simulazioni di
tale algoritmo per i seguenti motivi: Per prima cosa si  e trovato che con
l'algoritmo di Burshtein i risultati erano molto simili a quelli dell'algoritmo
di Vontobel-Koetter. Si  e visto poi che questo algoritmo  e abbastanza veloce
per SNR molto alti, quando ci sono pochi errori, ma per SNR pi u bassi la
convergenza diventa problematica e ci vuole troppo tempo. Di conseguenza





Il metodo Alternating Direction Multiplier Method (ADMM), spiegato con





G1(x) + G2(z) (5.1)
Per fare questo si considera lo augmented Lagrangian
L(x;z;p) = G1(x) + G2(z) + pT(Ax   z) +
c
2
jjAx   zjj2 (5.2)
dove c > 0  e una costante positiva, che ha in
uenza sul tempo che impiega
l'algoritmo a convergere.
La ricerca di un punto ottimo, che soddis i vincoli, viene fatta ssando








pt+1 = pt + c(Axt+1   zt+1) (5.3c)
5.2 Algoritmo BLDR
Barman, Liu, Draper, Recht, in [2] propongono un algoritmo per la decodi-
ca di codici LDPC con il metodo ADMM, il quale verr a chiamato BLDR
dalle iniziali dei suoi autori.
In questa tesi verr a riformulato l'algoritmo in modo leggermente diverso
rispetto all'articolo. Si vuole un algoritmo, che come il Sum-Product, sfrutti
la struttura graca dei codici LDPC e aggiorni i messaggi uscenti dai vari
nodi.
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5.2.1 Notazione usata
Si deniscono Ai; i = 1;:::;n k e Bj; j = 1;:::;n rispettivamente gli insiemi
degli elementi non nulli della riga i-esima e della colonna j-esima di H.
Sia poi Ci = fc 2 Fn
2j
P
i2Ai ci = 0g; i = 1:::n   k. Dato l'insieme
delle parole di codice C = fc 2 Fn
2jHc = 0g, vale la relazione C = \iCi, di
conseguenza per l'inviluppo convesso conv(C) si ha
conv(C) = conv(\iCi)  \iconv(Ci) (5.4)
Inne si denisca il parity polytope di dimensione q come
Pq = conv(fc 2 F
q
2j1T
q c = 0g) (5.5)
dove 1q  e il vettore con tutti i valori ad 1 di dimensione q.
5.2.2 Formulazione ADMM
Sia x , c e si introducono le matrici binarie Ai con i = 1;::;n   k, di
dimensione n  jAij, che selezionano le jAij componenti di x che entrano
nell'i-esimo check node.
Si utilizzano inoltre le variabili ausiliarie zi 2 PjAij in modo tale da poter
formulare il problema di PL come
Minimize 
Tx (5.6a)
Subject to Aix = zi; i = (1;:::;n   k) (5.6b)
zi 2 PjAij i = (1;:::;n   k) (5.6c)
In pratica la (5.6b) e la (5.6c) impongono che l'insieme dei vicini di ogni
check node sia una delle possibili combinazioni ammissibili (quelle per le
quali la somma modulo due  e 0).







































, C2 = PjA1j    PjAn kj
con ATA invertibile.
345.2. Algoritmo BLDR
Lo augmented Lagrangian con cui lavora l'ADMM per questo problema
risulta essere
L(x;z;p) = 
Tx + pT(Ax   z) +
c
2
jjAx   zjj2 (5.8)
Come  e gi a stato detto, dopo aver ssato i valori iniziali z0 e p0, L'ADMM







pt+1 = pt + c(Axt+1   zt+1) (5.9c)
Le equazioni (5.9) possono essere riscritte, eliminando i valori costanti ri-















Tx + xTATAx   2


























+ (Axt+1   zt+1)
Si denisca ~ pt =
pt






Tx + xTATAx   2
 




jjz   (Axt+1 + ~ pt)jj2   jjAxt+1 + ~ ptjj2
= argmin
z2C2
jjz   (Axt+1 + ~ pt)jj2
= PC2[Axt+1 + ~ pt]
~ pt+1 = ~ pt + Axt+1   zt+1






Tx + xTATAx   2
 
AT(zT
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xTMx   2vTMx + vTMv   vTMv
= argmin
x2Rn
(x   v)TM(x   v)   vTMv
Risulta evidente che il valore minimo si ottiene per
x = v = M 1AT(zt   ~ pt)   M 1

c
Si pu o quindi concludere che l'aggiornamento delle variabili dell'ADMM
avviene secondo le seguenti relazioni:
xt+1 = argmin
x2Rn







PC2[Axt+1 + ~ pt] (5.10b)
~ pt+1 = ~ pt + Axt+1   zt+1 (5.10c)
5.2.3 Algoritmo
Data le equazioni (5.10) si scrive un algoritmo che impiega la struttura gra-
ca dei codici LDPC, per aggiornare le variabili. Si aggiorna alternatamente,
per un certo numero di volte, il messaggio uscente dai check node e dai
variable node, come nel caso dell'algoritmo Sum Product.
Aggiornamento variable node















Messaggio uscente 8j 2 f1;:::;ng:
mj!i = xj; i 2 Bj (5.12)
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Aggiornamento check node
Aggiornamento variabili 8i 2 f1;:::;n   kg:
ui = [mj!i]j2Ai + ~ pi (5.13a)
zi = PPjAij(ui) (5.13b)
~ pi = ui   zi (5.13c)
Messaggio uscente 8i 2 f1;:::;n   kg:
mi!j = zi;j   ~ pi;j; j 2 Ai (5.14)
La proiezione sul parity polytope presente in (5.13b) pu o essere eettuata
usando l'algoritmo proposto in [2].
Dopo aver eettuato tutte le iterazioni dell'algoritmo, il segnale stimato
^ x si trova con la seguente regola:
^ xj =
(
0; se xj < 0:5
1; se xj  0:5
(5.15)
5.2.4 Convergenza algoritmo
Nell'algoritmo appena descritto compare il parametro c dell'ADMM da cui
dipende la convergenza. Si vuole capire quale valore di c scegliere per far
si che l'algoritmo converga nel minor tempo possibile. Bisogna poi stimare
quale  e questo tempo in media, ovvero trovare quante volte bisogna iterare
l'algoritmo.
Per fare questo  e utile introdurre una metrica ( t ) che quantica la varia-
zione dei parametri del problema dall'iterazione t+1 alla t. Per l'algoritmo
BLDR  t si ottiene con la formula
 t = jj~ pt+1   ~ ptjj2 + jjxt+1   xtjj2 (5.16)
Se l'algoritmo converge ci si aspetta di vedere il seguente andamento di  t:
Per valori di t piccoli dovrebbe decrescere in modo esponenziale per valori
grandi decrescere linearmente.
Si chiami t l'iterazione a cui avviene il cambio di andamento, si vuole
trovare un valore di c per il quale  t diminuisca il pi u possibile, con il numero
di iterazioni t minore possibile.
5.2.5 Algoritmo articolo
Viene riportato di seguito l'algoritmo presente in [2]. Si pu o notare che  e
molto simile a quello descritto sopra, anche se le variabili usate sono state
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nominate in modo diverso, infatti l'Augmented Lagrangian in questo caso
era
L(x;z;) = 
Tx + (Px   z) +

2
jjPx   zjj2 (5.17)
Rispetto alla (5.8) la matrice A  e stata chiamata P il parametro c diventa
 e p si trasforma in .
In realt a nell'articolo sono stati usati nomi diversi anche per indicare i
vicini dei check node e dei variable node. Tuttavia, per facilitare il confronto
con l'algoritmo BLDR descritto in questo articolo, per questi verr a tenuta
la notazione usata in precedenza.
L'algoritmo diventa:
 Inizializzare zi e i a 0 8i 2 f1;:::;n   kg
















 8i 2 f1;:::;n   kg




zi = PjAij(vi) (5.19b)
i = i + (Pix   zi) (5.19c)
L'algoritmo  e equivalente a quello visto in precedenza, anche se viene formu-
lato in modo leggermente diverso. In questa versione compare l'operazione
proiezione su [0;1] ([0;1]), che mette le componenti maggiori di 1 ad 1 e
quelle minori di 0 a 0. Facendo delle simulazioni si  e trovato che questa
operazione pu o essere omessa, infatti  e suciente il vincolo zi 2 PjAij.
L'algoritmo formulato in questa tesi, a dierenza di quello dell'articolo,
 e pi u simile al Sum Product, in cui c' e uno scambio di messaggi tra i variable
node e i check node.
Nelle simulazioni fatte nel Capitolo 6, per il BLDR proposto nell'articolo,
si  e iterato l'algoritmo per un certo numero di volte che  e stato stabilito
facendo l'analisi su  t. Nell'algoritmo dell'articolo, invece, non viene scelto




jjPix   zijj < " (5.20)
dove "  e una costante maggiore di 0 da cui dipende il numero di iterazioni
che far a l'algoritmo. Minore  e " pi u iterazioni verranno fatte dall'algorit-
mo, tuttavia, se si sceglie " troppo grande, si rischia di non arrivare alla
convergenza in tempi accettabili.
385.3. Algoritmo ZGCE






































Figure 3: Word error rate (WER) of the [2540,1320] “Margulis” LDPC code used on the
AWGN channel plotted as a function of signal-to-noise ratio (SNR). The WER performance
of ADMM is compared to that of non-saturating sum-product BP, as well as to results for
(saturating) sum-product BP from Ryan and Lin [35] and from MacKay and Postol [27].
noted [8,9] that the previously observed error ﬂoor of this code is, at least partially, a result of
saturation in the message LLRs passed by the BP decoder. This issue of implementation can be
greatly mitigated by improving the way large LLRs are handled. Thus, alongside these previous
results we plot results of our own “non-saturating” sum-product BP implementation, which follows
the implementation of [8,9], and which matches the results reported therein. In our simulations of
the ADMM decoder we collect more than 200 errors for all data points other than the highest SNR
(SNR = 2.8dB), for which we collected 10 errors.
The ﬁrst aspect to note is that the LP decoder has a waterfall behavior, but it occurs at a
slightly higher SNR (about 0.4dB in this example) than that of sum-product BP. This observation
is consistent with earlier simulations of LP decoding for long block lengths, e.g., those presented
in [49,55]. It is worth mentioning that it was show in [52] that ﬁxed points of sum-product BP
correspond to stationary points of the Bethe approximation of the free energy when the temperature
parameter T = 1. However, when the temperature parameter in the Bethe approximation is reduced
to T = 0 minimizing the Bethe free energy is the same as LP decoding, see, e.g., [41]. While the
objective function in sum-product and LP is thus quite diﬀerent, both optimization problems are
subject to the same set of constraints – the “local marginal polytope” (equivalent to the fundamental
polytope for LP decoding of binary codes, see [41] for details). Since the objective functions are
diﬀerent, one should not expect identical performance, as the simulations demonstrate.
The second aspect to note is that, as in the prior work, we do not observe an error ﬂoor in
LP decoding. Considering decoding of this code using the non-saturating version of sum-product
we do not observe an abrupt error ﬂoor. However, we do see that at WERs of 10−8 the waterfall
of ADMM is continuing to steepen, while that of sum-product BP appears to be dropping at a
constant slope. In this regime we found that the non-saturating BP decoder is not converging to
a trapping set, but is rather oscillating, as discussed in [57] [34]. However, as we see in our next
21
Figura 5.1: WER per codici di Margulis [2540,1320]: Barman, Liu, Draper,
Recht. \Decomposition Methods for Large Scale LP Decoding." 2012
5.2.6 Risultati articolo
In [2] l'algoritmo BLDR presente nell'articolo viene simulato per i codici di
Margulis, descritti nel Capitolo 2. Viene simulata la word error rate (WER),
di vari codici, in funzione del rapporto segnale rumore (SNR).
Come si vede nella Figura 5.1, vengono confrontati l'algoritmo di tipo
ADMM, simile a quello descritto in questo capitolo, con vari algoritmi di tipo
Sum-Product, che nell'articolo vengono chiamati BP (Belief-Propagation).
Due degli algoritmi BP proposti, saturano, mentre il terzo non lo fa. Si
 e infatti usato un algoritmo BP implementato in modo tale da evitare la
saturazione.
Da questa simulazione si pu o avere una prima idea sulle prestazioni del-
l'algoritmo di tipo ADMM proposto. Per questo codice, infatti, si pu o vedere
che la WER  e molto vicina alle curve del BP e soprattutto non satura.
5.3 Algoritmo ZGCE
Si analizza ora un altro algoritmo di tipo ADMM chiamato ZGCE (Zhu
Giannakis Cano Erseghe) dal nome di alcuni degli autori dei due articoli da
cui deriva. Il primo articolo [16] considera la decodica come un problema
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distribuito, paragonandolo alla comunicazione su una rete di sensori, in [14],
invece, l'approccio distribuito viene analizzato in un ambito pi u generale.
5.3.1 Formulazione ADMM
La formulazione del problema  e diversa da quella vista per il BLDR, in
questo caso, infatti, si duplica il messaggio su tutti i lati collegati ai variable
node ed ai check node. Si ottiene cos  un vettore per ogni variable node xj e
uno per ogni check node  xi che contengono il messaggio verso tutti i vicini.
Si introducono inoltre delle variabili ausiliarie, zj = xj e  zi =  xi, per imporre
che le variabili appartenenti allo stesso lato abbiano lo stesso valore zi;j =
 zi;j.







Subject to  xi;j =  zi;j; 8i; j 2 Ai (5.21b)
xj;i = zj;i; 8j; i 2 Bj (5.21c)
 zi;j = zj;i; 8i; j 2 Ai (5.21d)
 xi 2 PjAij; 8i (5.21e)
xj 2 UjBjj; 8j (5.21f)
dove UjBjj  e l'insieme contenente i vettori 1jBjj e 0jBjj. La formulazione







































































































j;0;:::;0]; j = [1;:::;n]  i = 0jAij; i = [1;:::;n   k]

















  e il prodotto di Kronecker tra matrici.
L' Augmented Lagrangian con cui lavora l'ADMM per questo problema
risulta quindi essere
L(x;z;p) = Tx + pT(x   z) +
c
2
jjx   zjj2 (5.23)







pt+1 = pt + c(xt+1   zt+1) (5.24c)
Si svolgono ora dei passaggi, analoghi a quelli fatti per l'algoritmo BLDR,
per trovare le regole di aggiornamento delle variabili. Per quanto riguarda










jjzjj2   2(xt+1 + ~ pt)Tz
= argmin
z2C2
jjz   (xt+1 + ~ pt)jj2
~ pt+1 = ~ pt + xt+1   zt+1
Utilizzando la matrice L di proiezione su C2 si ottiene
zt+1 = L(xt+1 + ~ pt)
~ pt+1 = (I   L)(~ pt + xt+1)
(5.25)
Imponendo le condizioni iniziali ~ p0 = 0 e z0 = Lx0 si ottiene che
pt ? C2; 8t
zt 2 C2; 8t
Di conseguenza la (5.25) si pu o riformulare come
zt+1 = Lxt+1
~ pt+1 = ~ pt + (I   L)xt+1
(5.27)
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Tx + 2~ pT


























Quindi ricordando che nella (5.27) si era trovato zt = Lxt e introducendo la









mt+1 = mt   xt+1 + Lxt+1 (5.28b)
dove PC1  e l'operatore proiezione su C1.
A questo punto si vuole trovare un algoritmo che, come nel caso del BLDR,
aggiorni alternatamente i messaggi uscenti dai variable node e dai check
node no ad arrivare alla convergenza.
5.3.2 Aggiornamento variable node
Partendo dalle equazioni (5.28) si vuole ottenere una formulazione per ag-
giornare il messaggio uscente dal variable node j. Dalla (5.28a), usando la
notazione yt , Lxt, consegue che
xj;t+1 = PC1














Visto che il segnale viene duplicato su tutte le variabili in uscita dal variable
node, per semplicit a xj;t+1 si pu o indicare come





























Dalla (5.28b) deriva, invece,
mj;t+1 = mj;t + yj;t+1   xj;t+1 (5.31)
Denendo mj;t ,
P
i2Bj mj;i;t da (5.30) e (5.31) si possono riscrivere le

















xj;i;t+1 +  xi;j;t+1
2
  xj;t+1

























 xi;j;t+1   xj;t+1

(5.33b)
5.3.3 Aggiornamento check node












 xi;t +  mi;t

L'equazione (5.28b), invece, implica
 mi;t+1 =  mi;t    xi;t+1 +  yi;t+1







Ricapitolando l'aggiornamento dei messaggi ai check node avviene tramite
le seguenti equazioni:







 xi;t +  mi;t

(5.36a)
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5.3.4 Algoritmo
Come nel caso del BLDR, l'algoritmo prevede di aggiornare tutte le variabili
per un certo numero di volte, no ad arrivare alla convergenza. In questo
caso le variabili sono xj e mj, per i variable node (j = 1;::n), e  xi ,  mi, per
quanto riguarda i check node (i = 1;:::;n k). Le equazioni di aggiornamento
per check e variable node sono state scritte rispettivamente in (5.33) e (5.36).
In questo modo per o, ad ogni istante di tempo sarebbe necessario aggior-
nare una variabile dei variable node, una dei check node e solo successiva-
mente l'altra dei variable node e dei check node. Si vogliono invece ricavare
delle equazioni che permettano di aggiornare prima tutte le equazioni dei
variable node e poi quelle dei check node come nel caso del BLDR.
Per fare questo si introducono le variabili nt , mt 1 e a  nt ,  mt 1. Le
equazioni di aggiornamento diventano per i variable node



























e per i check node














 xi;t +  ni;t+1

(5.38b)
L'algoritmo ZGCE consiste quindi nel aggiornare, no ad arrivare alla con-
vergenza, i messaggi uscenti dai check e dai variable node secondo le seguenti
regole:
Aggiornamento variable node:
Aggiornamento variabili 8j 2 f1;:::;ng:



























Messaggio uscente 8j 2 f1;:::;ng:
mj!i = xj; i 2 Bj (5.40)
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Aggiornamento check node:
Aggiornamento variabili 8i 2 f1;:::;n   kg:




[mj!i]j2Ai    xi

(5.41a)







 xi +  ni

(5.41b)
Messaggio uscente 8i 2 f1;:::;n   kg:
mi!j =  xi;j; j 2 Ai (5.42)
La proiezione sul parity poytope, presente in (5.41b), anche in questo caso
pu o essere eettuata usando l'algoritmo proposto in [2].
Come per l'algoritmo BLDR, dopo aver fatto tutte le iterazioni, il segnale
stimato ^ x si trova con la regola
^ xj =
(
0; se xj < 0:5
1; se xj  0:5
(5.43)
5.3.5 Convergenza algoritmo
Anche nel caso dell'Algoritmo ZGCE, si vuole denire una metrica  t, per
capire il valore del parametro c e del numero di iterazioni necessarie per la
convergenza.
Il concetto  e lo stesso del caso BLDR, ovvero vedere di quanto cambiano le
variabili da una iterazione all'altra, quindi in questo caso  t vale
 t =jjnt+1   ntjj2 + jjxt+1   xtjj2
+ jj nt+1    ntjj2 + jj xt+1    xtjj2 (5.44)
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Simulazioni
Si analizzano ora le simulazioni fatte per gli algoritmi spiegati nei Capitoli
3, 4, 5, per i tre codici LDPC analizzati nel Capitolo 2.
6.1 Codici IEEE 802.11n (648-324)
Per questo codice si confronteranno le prestazioni dei seguenti algoritmi:
 Sum Product, sia quello gi a presente in Matlab (SP Matlab), che quello
implementato con il metodo esposto nel Capitolo 3 (SP)
 Vontobel-Koetter (VK) cos  come descritto nel Capitolo 4
 ADMM, sia BLDR che ZGCE, descritti nel Capitolo 5.
Per prima cosa si analizzano i parametri da utilizzare nella simulazione
dei due ADMM, tramite la metrica  t descritta nel Capitolo 5. Vediamo
quindi i risultati ottenuti per i due algoritmi.
6.1.1 Convergenza BLDR
Al ne di trovare il valore del parametro c e del numero di iterazioni t, si
calcola la metrica  t come descritto in (5.16). Per renderla meno dipendente
dalla singola simulazione si  e preferito mediare  t su pi u realizzazioni, in ogni
caso non sono state rilevate variazioni evidenti tra le varie realizzazioni.
Nella Figura 6.1 viene riportato l'andamento di  t, in funzione del nu-
mero di iterazioni t, al variare di c per SNR = 0dB e SNR = 4dB. Si vede
che, nel caso SNR = 4dB, le dierenze tra le varie curve sono molto pi u
evidenti e quindi  e pi u facile fare delle considerazioni sulla scelta di c.
Si pu o escludere subito il valore c = 1000 in quanto l'algoritmo non
converge entro le 1000 iterazioni, anche i casi c = 0:1 e c = 100 sono proble-
matici, in quanto la curva scende dopo tante iterazioni. Tra c = 1 e c = 10
 e da preferire il secondo valore, in quanto l'algoritmo converge prima.
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Γt con SNR=0 dB
 
 
c=0.1 c=1 c=10 c=100 c=1000














Γt con SNR=4 dB
 
 
c=0.1 c=1 c=10 c=100 c=1000
Figura 6.1:  t per algoritmo BLDR e codice LDPC IEEE 802.11n (648,324)
Per quanto riguarda il numero di iterazioni t necessario per la conver-
genza dell'algoritmo, guardando le curva con c = 10, per entrambi gli SNR,
si conclude che un buon valore risulta essere t = 100. Nel caso SNR = 0dB,
infatti, il  t della curva scende gradualmente e sembra assestarsi intorno a
t = 100. Nel secondo caso (SNR = 4dB), invece, la curva scende con un
gradino, intorno a t = 50, e poi rimane costante. Tuttavia, visto che il punto
in cui scende la curva cambia abbastanza tra le varie simulazioni, per avere
un margine di sicurezza si sceglie t = 100 anche in questo caso.
L'analisi della convergenza  e stata fatta anche per altri valori di SNR
e altri c, ma non vengono riportati in quanto i risultati ottenuti hanno
confermato l'ottimalit a del parametro c = 10 e del numero di iterazioni
t = 100 per tutti gli SNR.
Si vuole sottolineare che pi u  e grande il numero di iterazioni t, migliori
sono le prestazioni in termini di BER, ma, aumentando di tanto t rispetto
al valore scelto 100, si avrebbe un guadagno limitato a costo di un aumento
notevole dei tempi di decodica.
6.1.2 Convergenza ZGCE
Anche per l'algoritmo ZGCE risulta necessario trovare i parametri c e t e,
per fare questo, ci si ada alla metrica  t come denita in (5.44).
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In Figura 6.2 viene riportato l'andamento di  t al variare del numero di
iterazioni t per l'algoritmo ZGCE.













Γt con SNR=0 dB
 
 
c=0.1 c=1 c=10 c=100 c=1000














Γt con SNR=4 dB
 
 
c=0.1 c=1 c=10 c=100 c=1000
Figura 6.2:  t per algoritmo ZGCE e codice LDPC IEEE 802.11n (648,324)
Potrebbe sembrare, osservando il caso SNR = 0dB, che pi u si aumenti il
valore di c pi u sia rapida la convergenza. Facendo altre veriche si  e visto
che questo non risulta essere vero, infatti, usando c = 100   1000, serve un
numero molto elevato di iterazioni per far si che l'algoritmo converga.
Questo fatto  e pi u evidente nel caso SNR = 4dB, dove si nota che le
curve con c = 100 e 1000, all'inizio scendono pi u velocemente delle altre, ma
poi non si assestano intorno ad un certo valore di   e continuano a scendere
in modo rapido. Questo sta a indicare che, entro le 1000 iterazioni della
simulazione fatta, non arrivano a convergenza.
Viste le osservazioni appena fatte, anche in questo caso si sceglie c = 10.
Per quanto riguarda il numero di iterazioni necessarie t si osserva che, in
entrambi i graci della Figura 6.2, la curva con c = 10 si assesta dopo circa
100 iterazioni. Di conseguenza per tutti gli SNR i parametri utilizzati sono
c = 10 e t = 100.
6.1.3 Simulazioni BER
Si analizzano ora le prestazioni, in termini di probabilit a di errore sul bit
(BER), per tutti gli algoritmi di decodica descritti, per i quali sono stati
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adottati i seguenti parametri per le simulazioni:
 SP e SP Matlab ! Numero iterazioni: 20
 Vontobel-Koetter ! Numero iterazioni: 128
 ADMM BLDR e ZGCE ! c: 10, Numero iterazioni (t): 100
La scelta dei parametri per i due algoritmi ADMM  e stata motivata, per
quanto riguarda gli altri due algoritmi, si  e scelto un numero di iterazioni
rappresentate un buon compromesso tra la BER e la velocit a di esecuzione,
facendo anche riferimento alla letteratura esistente.

























Figura 6.3: BER per il codice LDPC IEEE 802.11n (648,324)
In Figura 6.3 viene riportata la simulazione eettuata. Di seguito ven-
gono elencate alcune osservazioni:
 Per quanto riguarda l'algoritmo Sum-Product, si pu o notare che la
versione di Matlab ha una BER leggermente pi u elevata, questo proba-
bilmente a causa delle approssimazioni utilizzate per rendere il codice
pi u veloce.
 I tre algoritmi che usano tecniche di PL hanno pi u o meno le stesse
prestazioni in termini di BER, tuttavia si vedr a che l'algoritmo VK
risulta molto pi u lento rispetto ai due ADMM.
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Figura 6.4: Confronto prestazioni per il codice LDPC IEEE 802.11n
(648,324)
 Tra i due algoritmi ADMM, lo ZGCE sembra funzionare leggermen-
te meglio per SNR bassi, mentre per valori pi u elevati le prestazioni
sostanzialmente si equivalgono
 Si pu o notare come tra gli algoritmi che usano tecniche di program-
mazione lineare e quelli SP ci sia circa 1:5 dB di dierenza
6.1.4 Confronto prestazioni
Si vogliono analizzare ora le prestazioni dei vari algoritmi, non solo in termini
di probabilit a di errore sul bit, ma considerando anche i tempi di esecuzio-
ne. Per fare questo si prender a come tempo di riferimento l'algoritmo SP
implementato in Matlab, essendo il pi u veloce, e si confronteranno i tempi
di decodica degli altri rispetto a questo.
Nella Figura 6.4 vengono riportati i tempi di decodica per tutti gli algo-
ritmi, normalizzati rispetto a quello del SP Matlab. In pratica la grandezza





dove T e T0 sono rispettivamente il tempo di decodica del generico algorit-
mo e del SP Matlab. L'SNR a cui sono stati calcolati i tempi  e quello a cui
i vari algoritmi raggiungono la BER = 10 6.
L'algoritmo ideale dovrebbe avere tempo di decodica limitato e raggiun-
gere la BER di 10 6 per il valore di SNR minore possibile, di conseguenza
dovrebbe trovarsi in basso a sinistra nel graco riportato.
Anche in questo caso si nota che tra gli algoritmi che sfruttano tecniche
PL e il Sum-Product esiste circa 1:5dB di dierenza e i due ADMM e il VK
hanno BER simili tra loro. Tralasciando l'algoritmo SP Matlab, che  e stato
preso solo come riferimento, si vede che i tempi dei due ADMM sono in linea
con quello del Sum-Product. Il Vontobel-Koetter, invece, oltre ad avere una
BER peggiore risulta anche molto pi u lento.
Per quanto riguarda il confronto tra i due ADMM, il ZGCE risulta leg-
germente pi u performante rispetto al BLDR, sia in termini di BER che di
tempi di decodica.
6.2 Codici IEEE 802.11n (1296-648)
Si analizzano ora i risultati ottenuti per un altro codice LDPC, denito nello
Standard IEEE 802.11n e introdotto nel Capitolo 2.
Questo codice  e molto simile al precedente, ma avr a delle prestazioni in
termini di BER migliori, in quanto, la dimensione dei blocchi di segnale  e
doppia. Si vuole vedere come si comportano i vari algoritmi di tipo PL con
un codice pi u grande, osservando, in particolare, come cambia la distanza
rispetto al Sum Product.
Come nel caso precedente iniziamo con l'analisi di convergenza dell'ADMM.
6.2.1 Convergenza
In Figura 6.5 viene riportato l'andamento di  t per gli stessi valori di c e
SNR usati nel caso del codice IEEE 802.11n 648-324.
Le curve ottenute per il nuovo codice, sono molto simili a quelle trovate in
Figura 6.1, di conseguenza valgono gli stessi ragionamenti e si sceglie anche
in questo caso c = 10 e t = 100.
Per quanto riguarda l'algoritmo ZGCE, invece, le curve vengono ripor-
tate in Figura 6.6. In questo caso il graco con SNR = 0dB  e molto simile
a quello del codice (648,324) mentre, per SNR = 4dB, per tutti i valori
di c, le curve tendono a scendere di pi u e a non assestarsi intorno ad un
valore costante. Tuttavia, facendo delle prove sulla BER, si  e trovato che i
parametri ottimi sono anche in questo caso gli stessi.
Sulle simulazioni della BER si noter a che, per entrambi gli algoritmi
ADMM, i parametri scelti vanno bene per quasi tutti i valori di SNR, ma
per quelli pi u elevati sarebbe necessaria qualche iterazione in pi u.
526.2. Codici IEEE 802.11n (1296-648)











Γt con SNR=0 dB
 
 
c=0.1 c=1 c=10 c=100 c=1000














Γt con SNR=4 dB
 
 
c=0.1 c=1 c=10 c=100 c=1000
Figura 6.5:  t per algoritmo BLDR e codice LDPC IEEE 802.11n
(1296,648)
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Γt con SNR=0 dB
 
 
c=0.1 c=1 c=10 c=100 c=1000














Γt con SNR=4 dB
 
 
c=0.1 c=1 c=10 c=100 c=1000
Figura 6.6:  t per algoritmo ZGCE e codice LDPC IEEE 802.11n
(1296,648)
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6.2.2 Simulazione BER
I parametri scelti per le simulazioni sono gli stessi del caso precedente per
tutti gli algoritmi.
In Figura 6.7 viene riportata la simulazione eettuata. Avendo utilizzato























Figura 6.7: BER per il codice LDPC IEEE 802.11n (1296,648)
un codice di dimensione maggiore, le curve risultano spostate pi u a sinistra
rispetto a prima (BER minore). Le relazioni tra i vari algoritmi rimangono
quelle descritte in precedenza, con gli algoritmi di tipo PL che sono sempre
a circa 1:5dB dal Sum-Product.
I due algoritmi ADMM sembrano saturare intorno a 4:25dB, in realt a
questo  e dovuto al fatto che per SNR pi u elevati servirebbe qualche iterazioni
in pi u per la convergenza. Si  e notato che gi a facendo solo altre 10 iterazioni
(ovvero con t = 110) il problema sparisce.
Come ci si aspettava, sia per questo codice che per il precedente, non si
 e riusciti a vedere la saturazione della BER per l'algoritmo Sum Product.
Come  e gi a stato spiegato in precedenza, la saturazione avviene a BER molto




Si analizzano ora le prestazioni facendo un graco che, come prima, metta
a risalto contemporaneamente sia i tempi di decodica che il valore di SNR
a cui viene raggiunta la BER di 10 6 (Figura 6.8).





































Figura 6.8: Confronto prestazioni per il codice LDPC IEEE 802.11n
(1296,648)
Le dierenze rispetto al codice precedente sono:
 L'algoritmo BLDR raggiunge la BER di 10 6 un po' prima rispetto al
ZGCE
 Tralasciando l'algoritmo SP Matlab, preso come riferimento, il ZGCE
 e quello avente tempo di decodica minore.
 Il VK continua ad essere molto lontano come tempi rispetto agli altri,
ma in questo caso la dierenza diminuisce leggermente.
In ogni caso dierenze sostanziali tra le prestazioni degli algoritmi, ri-
spetto al caso precedente, non ce ne sono. Si pu o quindi aermare che i codici
LDPC IEEE 802.11n hanno performance indipendenti dalla dimensione del
codice.
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6.3 Codici di Margulis
Analizziamo ora le prestazioni del codice di Margulis.
6.3.1 Convergenza
Ancora una volta vengono riportati i graci di  t per l'algoritmo BLDR
(Figura 6.9) e per il ZGCE (Figura 6.10). I valori di c usati sono gli stessi
mentre per l'SNR si sono scelti i valori di 0 e 2:5dB.
I graci in Figura 6.9 e 6.10 sono molto simili a quelli dei due codici











Γt algoritmo BLDR con SNR=0 dB
 
 
c=0.1 c=1 c=10 c=100 c=1000














Γt algoritmo BLDR con SNR=2.5 dB
 
 
c=0.1 c=1 c=10 c=100 c=1000
Figura 6.9:  t per algoritmo BLDR e codice di Margulis (2640,1320)
precedenti e quindi si arriva alla stessa scelta di parametri ovvero c = 10 e
t = 100.
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Γt algoritmo ZGCE con SNR=0 dB
 
 
c=0.1 c=1 c=10 c=100 c=1000














Γt algoritmo ZGCE con SNR=2.5 dB
 
 
c=0.1 c=1 c=10 c=100 c=1000
Figura 6.10:  t per algoritmo ZGCE e codice di Margulis (2640,1320)
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6.3.2 Simulazione BER
In Figura 6.11 sono riportate le curve di BER per il codice di Margulis.
L'algoritmo Sum Product di Matlab richiede una parity check matrix
invertibile in GF(2). Di conseguenza non risulta possibile applicarlo al codice
di Margulis, caratterizzato da una parity check matrix generata in modo
casuale.
























Figura 6.11: BER per il codice di Margulis (2640,1320)
Per il codice di Margulis i risultati in termini di BER sono leggermente
diversi dagli altri codici, in particolare:
 Tutte le curve sono pi u vicine tra loro e la distanza tra i codici PL e
il sum product si riduce di molto
 L'algoritmo ZGCE ha una BER prossima a quella del Sum Product e
per SNR bassi  e addirittura minore
Per concludere l'analisi sulla probabilit a d'errore, si osserva che non  e
stato possibile osservare la saturazione nemmeno per i codici di Margulis, che




In questo caso, visto che non viene simulato l'algoritmo SP Matlab, non  e
possibile prenderlo come tempo di riferimento T0. Si nota che per entrambi





dove si  e indicato con TSP il tempo di decodica dell'algoritmo Sum Product.
Ne consegue che TSP ' 3T0 e quindi si decide che, per il codice di Margulis,




In Figura 6.12 viene riportato il graco dei confronti, cos  come spiegato per
gli altri codici.









































Figura 6.12: Confronto prestazioni per il codice di Margulis (2640,1320)
Si nota subito che, per il codice di Margulis, le prestazioni dei vari codici
sono molto vicine tra loro. In particolare:
 L'algoritmo di Vontobel-Kotter  e a meno di 0.4 dB dal SP, ma rimane
sempre molto lento, anche se meno rispetto ai codici precedenti.
606.3. Codici di Margulis
 Il BLDR risulta pi u veloce del SP ed, inoltre, gli  e molto vicino come
BER
 Il ZGCE ha prestazioni migliori del SP, in quanto raggiunge circa allo
stesso SNR il valore di 10 6, ma ha il vantaggio di impiegare quasi la
met a del tempo ad eettuare la decodica
Quindi per questo particolare tipo di codice non solo gli algoritmi ADMM




Si sono analizzati vari algoritmi per la decodica di codici LDPC, con l'o-
biettivo di vedere se l'utilizzo di tecniche di programmazione lineare (PL)  e
una valida alternativa all'algoritmo Sum Product.
Nelle simulazioni eettuate ci si  e concentrati fondamentalmente su due
aspetti: La probabilit a d'errore sul bit, al variare del rapporto segnale ru-
more (SNR), e i tempi di decodica. Si riassumono ora i risultati ottenuti
da entrambi i punti di vista.
 Probabilit a d'errore sul bit (BER):
Si  e visto che i risultati dipendono molto dal tipo di codice LDPC
usato, infatti, i due codici IEEE 802.11n hanno prestazioni diverse
dal Margulis. Per i primi le curve di BER, dei tre algoritmi di tipo
PL, sono a 1;5dB dal Sum-Product, mentre per il secondo sono molto
pi u vicine. Si  e per o notato che la dierenza tra le prestazioni non
dipende tanto dalle dimensioni del codice, infatti i due codici IEEE
802.11n, aventi dimensioni diverse, presentano la stessa distanza tra i
vari algoritmi. Invece, per quanto riguarda i codici di Margulis, che
sono regolari e hanno una parity check matrix molto meno densa, la
decodica con metodo PL  e pi u vicina a quella SP. Ne consegue che le
prestazioni dipendono molto dalla struttura della parity check matrix
del codice. In ogni caso, tra tutti i codici analizzati, si  e trovato che
dal punto di vista della BER tra gli algoritmi PL il pi u performante
sembra il ZGCE, seguito dal BLDR e per ultimo il Vontobel-Koetter.
Bisogna comunque specicare, che sotto questo aspetto la dierenza  e
sempre molto contenuta (0;2   0;4) dB.
 Tempo di decodica:
Per quanto riguarda i codici IEEE 802.11n, i tempi di decodica sono
simili per gli algoritmi SP, BLDR e ZGCE, mentre il VK  e poco com-
petitivo in quanto ha tempi di decodica molto pi u elevati rispetto agli
altri. Per il codice di Margulis, invece, i due algoritmi ADMM sono
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pi u rapidi anche rispetto al Sum Product. Il Vontobel-Koetter  e un
po' pi u veloce rispetto al caso dell'IEEE 802.11n, ma rimane ancora
poco competitivo.
In generale per tutti i codici analizzati si  e visto che la decodica tramite
la programmazione lineare usando la tecnica ADMM, sia per il BLDR che
per il ZGCE, risulta avere prestazioni abbastanza vicine all'algoritmo Sum-
Product.
I codici IEEE 802.11n sono stati progettati per decodicatori di tipo
Sum-Product e quindi era normale attendersi che le performance di tale
algoritmo fossero leggermente superiori.
I risultati ottenuti con il codice di Margulis suggeriscono un interessante
sviluppo per quanto riguarda l'algoritmo ZGCE, in quanto non solo ha una
BER inferiore per SNR bassi a quella del SP, ma soprattutto impiega quasi
la met a del tempo per eettuare la decodica.
Questo suggerisce quindi che, con una parity check matrix adeguata,
si potrebbero costruire dei codici LDPC decodicabili con algoritmi veloci,
con buone prestazioni e che, essendo basati su tecniche di programmazione
lineare, non sorono la saturazione.
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