This paper proposes a new concept of a semi-canonical process. As an uncertain process, it is mainly proved that the total variation of a semi-canonical process is bounded almost surely, and the quadratic variation is 0 almost surely. Some other conclusions of variation are also given in this paper.
variation of a semi-canonical process is discussed. In Section 5, the property of quadratic variation of a semi-canonical process is discussed. Section 6 concludes this paper with a brief summary.
Uncertainty theory
When dealing with non-deterministic information, such as ''about 10 min'', ''approximately 50 km'', ''very young'', ''high speed'', etc., some people employ probability, some people employ fuzzy set theory, and some employ rough set theory. However, none of these theories is suitable for all non-deterministic information in all situations. Uncertainty theory is a new tool to deal with non-deterministic information, and it is particularly suitable for subjective estimation or experimental data.
Here, we introduce the main development of uncertainty theory in different fields in simple words. In the theoretical aspect, in 2008, Liu [16] first introduced uncertain processes. Later, uncertain calculus was proposed by Liu [4] in 2009, and Chen and Liu [8] proved the existence and uniqueness theorem for an uncertain differential equation. At nearly the same time, uncertain set theory was proposed by Liu [9] in 2010 as a generalization of uncertainty theory to the domain of uncertain sets. In the practical aspect, Liu [11] built the framework of uncertain programming, which was soon applied to the machine scheduling problem, the vehicle routing problem and the project scheduling problem. Through the work of Liu [9] and Gao et al. [13] , uncertain inference was developed under uncertain set theory. In 2010, Liu [2] started the research of uncertain statistics, which gives an empirical uncertainty distribution from an expert's experimental data. Meanwhile, Zhu [15] studied uncertain optimal control, and applied it to the portfolio selection model. In short, uncertainty theory is researched and used more and more.
Let Γ be a nonempty set, and L a σ -algebra over Γ . Each element Λ ∈ L is assigned a number M{Λ}. In order to ensure that the number M{Λ} has certain mathematical properties, Liu [1, 2] presented the four axioms: normality, self-duality, countable subadditivity, and product measure axioms. If the first three axioms are satisfied, the set function M{Λ} is called an uncertain measure.
Definition 1 (Liu [1] ). An uncertain variable is a measurable function ξ from an uncertainty space (Γ , L, M) to the set of real numbers, i.e., for any Borel set B of real numbers, the set
The uncertainty distribution of an uncertain variable ξ is defined by Φ(x) = M{ξ ≤ x}.
Definition 2 (Liu [1] ). Let ξ be an uncertain variable. Then the expected value of ξ is defined by 
denoted by N (e, σ ) where e and σ are real numbers with σ > 0. It is easy to verify that the expected value of ξ is e, and the standard deviation is σ . Let ξ 1 , ξ 2 be independent normal uncertain variables with expected values e 1 and e 2 , standard deviations σ 1 and σ 2 , respectively. Then for any real numbers a and b, the uncertain variable (aξ 1 + bξ 2 ) is also normal with expected value (ae 1 + be 2 ) and standard deviation (|a|σ 1 + |b|σ 2 ).
Theorem 1 (Liu [1] , Markov Inequality). Let ξ be an uncertain variable. Then for any given number t > 0 and p > 0, we have
Theorem 2 (Liu [2]). Let ξ and η be independent uncertain variables with finite expected values. Then for any real numbers a and b, we have
E[aξ + bη] = aE[ξ ] + bE[η].
Semi-canonical process
First, the concept of an uncertain process is given as follows.
Definition 3 (Liu [16] ). Let T be an index set and let (Γ , L, M) be an uncertainty space. An uncertain process is a measurable function from T × (Γ , L, M) to the set of real numbers, i.e., for each t ∈ T and any Borel set B of real numbers, the set
Now, we propose the concept of a semi-canonical process.
Definition 4.
An uncertain process X t is said to be a semi-canonical process if (i) X 0 = 0 and X t has stationary and independent increments, (ii) every increment X s+t − X s is a normal uncertain variable with expected value 0 and variance t 2 .
Let X t be a semi-canonical process, and let Π = {t 0 , t 1 , . . . , t n } with 0 = t 0 = t 1 = · · · = t n = t be a partition of [0, t] . In this paper, the p-th variation (p > 0) of X t over the partition Π is defined to be
The mesh of the partition Π is defined as ‖Π‖ = max 1≤k≤n |t k
t (Π) converges in some sense as ‖Π‖ → 0, (a) when p = 1, the limit is called the total variation of X t ; (b) when p = 2, the limit is called the quadratic variation of X t .
Adding a third condition: (iii) almost every path is Lipschitz continuous on the semi-canonical process, gives a canonical process. A canonical process is the base of uncertain calculus and uncertain differential equations. More details may be found in Refs. [2, 4, 8] .
Total variation
This section will give some properties of the total variation of a semi-canonical process. First, we prove the following lemma. Lemma 1. Let ξ be a normal uncertain variable with expected value 0 and standard deviation σ . Then
Proof. According to the definition of expected value, we have
Thus, we obtain the inequality. 
By Theorem 2 and Lemma 1, it is easy to get
Thus, the theorem is proved.
Theorem 3 tells us that the expected value of V 
Then, we have
Proof. It is known, for the partition Π n = {t
where Y t
In order to prove expression (1), we only need to prove
In fact, for any n ≥ 1, M{V (1) t (Π n ) = ∞} = 0. It is proved as follows:
, where m 0 ≥ 1 is an arbitrary integer, and the third inequality comes from Markov inequality, the fourth comes from Theorem 3. Then, we have M{V (1) t (Π n ) = ∞} = 0 for any n ≥ 1.
According to the countable axioms of uncertain measure, it is clear that
Thus, we get
The theorem is proved.
Since {Π n } ∞ n=1 is arbitrary, Theorem 4 actually tells us that almost every path of a semi-canonical process is of bounded total variation on any finite interval, that is, almost every path has finite length on finite interval.
Quadratic variation
In this section, we will discuss the converge property of quadratic variation in a different sense. The following theorem shows that V (2) t (Π) converges to 0 in mean, as ‖Π‖ → 0. 
Then, we have
. . , m n . According to Theorem 2, we obtain 
Proof. It follows from Markov inequality and Theorem 5 that for any ϵ > 0, we have
as n → ∞. Thus we get the corollary.
As Theorem 4 in total variation, we have following theorem in quadratic variation. 
Proof. It is clear that
Then, in order to prove Theorem 6, we only need to prove
According to Markov inequality and the proof of Theorem 5, for any m ≥ 1, we get
For any m ≥ 1, l ≥ 1 and n 0 ≥ 1, it is easy to verify
Since n 0 is arbitrary and ‖Π n ‖ → 0, we have
Since {Π n } ∞ n=1 is arbitrary, Theorem 6 actually tells that almost every path of a semi-canonical process has zero quadratic variation on any finite interval.
For any sequence of partitions {Π n } ∞ n=1 on interval [0, t] , it is known that {lim inf n→∞ (V (2) t (Π n ) = 0)} ⊂ {lim sup n→∞ (V (2) t (Π n ) = 0)}. Generally, we cannot get M{lim inf n→∞ (V (2) t (Π n ) = 0)} = 1. However, if we choose some special {Π n } ∞ n=1 , the following theorem is obtained. 
Proof. It is clear that
Then, in order to prove Theorem 7, we only need to prove
t (Π l ) <
