Abstract: This paper contributes to the analysis of large sporting events using highly disaggregated data. We use the 1996 Olympic Games in Atlanta, which are also outstanding as one of the very few large sporting events where ex post academic analysis found significant positive effects. This paper extends earlier studies in several ways. First, monthly rather than quarterly data will be employed.
Introduction
The vast majority of ex post analyses in the last two decades suggest that sports franchises, facilities, and mega-events have little or no significant positive effect on aggregated wages, income and/or employment. In the recent past, some effort has been undertaken to use new methods, more disaggregated data or other variables. 1 This paper contributes to the body of impact literature with highly disaggregated data using the case of the 1996 Olympic Games in Atlanta, which are also outstanding in being one of the very few large sporting events where ex post analysis has found significant positive effects: HOTCHKISS, MOORE, & ZOBAY (2003) isolate a boost of employment by 17.2% in Georgia counties affiliated with and 1 For example, BAADE, BAUMANN, & MATHESON (2008a , 2008b and Coates (2006) close to Olympic activities. This level shift can be translated into roughly 293,000 additional jobs that resulted from the Olympic Games. 2 The remainder of the paper is organized as follows. Section 2 provides an extensive literature review as well as some methodological remarks. Section 3 describes the background of the 1996 Olympics and introduces the data. In section 4, the empirical strategy is presented. The results for the aggregated employment data are provided in section 5, while the results for sector-specific employment data can be found in section 6. Finally, section 7 concludes.
Furthermore, as a second key result, they report a positive and significant trend shift caused by the 1996
Olympics of additional 0.2 percentage points for their Olympic treatment group in comparison with the other counties in Georgia. BAADE & MATHESON (2002) estimate employment gains that ranged from 3,500 to 42,500 additional jobs. This paper extends these two studies in several ways. First, monthly rather than quarterly data will be employed. Second, the impact of the 1996 Olympics will be analyzed for 16 different employment sectors or subsectors. Third, in addition to standard Difference-in-Difference (DD) models, we use a non-parametric approach to flexibly isolate employment effects.
Literature Review and Methodological Issues
According to BAADE, BAUMANN, & MATHESON (2010) , identifying the economic impacts of sports franchises, stadiums, and mega-events is equivalent to trying to uncover the proverbial needle in the haystack. Almost all ex post studies conclude that mega-sporting events like the Olympic Games or the FIFA World Cup do not exert any significant impact on economic indicators (e.g., GDP) at the country lev-2 As their model is semi-logarithmic, the coefficients are biased according to HALVORSEN & PALMQUIST (1980) and should be corrected. For a parameter , the percentage effect is equal to − 1. Accounting for this bias, the employment boost estimated by HOTCHKISS, MOORE, & ZOBAY (2003) is even higher at 18.8%, which could be translated into 324,000 additional jobs in their treatment area.
el.
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(1) If the effects of a mega-event are very localized, then examining smaller administrative units such as counties or cities can provide additional insights. Most regionalized studies employ data on the US Metropolitan Statistical Area (MSA) level, including BAADE & DYE (1988 , 1990 , BAADE & MATHESON (2001 , 2002 , COATES & HUMPHREYS (1999 , 2002 , DAVIS &END (2010), LERTWA-CHARA & COCHRAN (2007) , MATHESON (2005) , NELSON (2001) , and SANTO This might be due to the size of the host countries. For example, KURSCHEIDT, PREUß, & SCHÜTTE (2008) , using poll data, estimate an impact of the 2006 FIFA World Cup in Germany through substitution-adjusted consumer spending of €3.2 billion. At first glance, this seems to be an impressive figure, but compared with Germany's GDP in 2006 of €2,325 billion, only a small relative impact of 0.14% remains. A similar example can be found in BAADE, BAUMANN, & MATHESON (2010, p. 4) . Here, an average Super Bowl-led boost of US$300 million, as assumed by the NFL, is translated into 0.1% of the annual personal income within a large metropolitan statistical area (MSA). Bearing this in mind, it could be concluded that any positive impact of a mega-event will almost certainly be lost within normal fluctuations in the economy and, from a statistical point of view, will disappear in the white noise. This effect will be stronger as the data become more aggregated. Reverting to the above-mentioned simile, the haystack is too large to isolate the needle. Several strategies exist to deal with this problem. Common to these strategies is that the data have to be more disaggregated. Attempts have been made to achieve disaggregation of the data on four scales: (1) on a regional scale; (2) on the scale of the target variable; (3) on an industry scale; and (4) on a time scale. 3 To mention some of the few exceptions, aside from the two above-mentioned Atlanta studies, ALLMERS & MAENNIG (2009) find a significant but small increase in the number of overnight stays of foreigners during the World Cup 2006 in Germany. CARLINO & COULSON (2004) report that the presence of an NFL franchise in a city increases rents in the central city by about 8%. JASMAND & MAENNIG (2008) find some significant income effects of the Olympic Games in Munich in 1972 . STERKEN (2006 finds a stimulating effect of the Olympic Games on per capita GDP growth but finds no effect of the FIFA World Cup. Notably, BAIM (1994, pp. 183-194) estimates that a large city with more than 3 million inhabitants will gain 620,000 jobs in the presence of both an NFL and an MLB franchise. See COATES & HUMPHREYS (2008) for a literature survey, especially of the literature on the USA. (2) The three most popular target variables are income, wages, and employment.
As the results for these "classical" data are sobering from the booster's perspective and to preserve academic impartiality, the focus of the research was switched to other data that might be more appropriate for the measurement of economic impact. As a result, a growing body of impact studies exists that makes use of other data, such as taxable sales (BAADE, BAUMANN, & MATHESON, 2008a , 2008b COATES, 2006; COATES & DEPKEN II, 2006; LEEDS, 2008; PORTER, 1999 analyze the effect of hosting a mega-event as well as the success of national athletes at mega-events on subjective well-being.
(3) It is widely accepted that mega-events may have a stronger impact on, for example, service-related industries than on the mining or utility industry. The strongly impacted sectors may include food services and hospitality as well as the retail trade. For example, BAADE (1996) , BAADE, BAUMANN, & MATHESON (2008a , 2008b , BAADE & DYE (1988) , BAADE & SANDERSON (1997) , BAIM (1994) , COATES & HUMPHREYS (2003) , LEEDS (2008), and MILLER (2002) analyze sectorally differentiated data.
(4) As almost all mega-events have a maximum duration of two to four weeks, impacts might only be present in a narrow time span. Using aggregated data such as annual or quarterly data carries the risk that the event effect might be smoothed with the normal variation within the data-generation process. This rule is absolutely relevant in the case of the analysis of a mega-event but loses trenchancy if the existence of a sports franchise is the variable of interest. The absolute majority of scholarly studies employ annual data. Data on a quarterly basis are used by BAADE, BAUMANN, & MATHESON (2008b) After categorizing the existing literature according to the degree of data disaggregation, one important methodological challenge remains to be discussed. Any analysis of the economic impact of sports franchises, stadiums, and mega-events has to deal with one major concern: the counterfactual. , use DD approaches to isolate the impact of sports stadiums and events from pure macroeconomic shocks using other geographic units as a control group. Both approaches depend on the assumption that a stable relationship between the predicted counterfactual and the true (not observable) counterfactual exists. However, even if this assumption does not apply completely, these approaches are preferable because the bias when ignoring counterfactuals is definitely stronger than it is if the predicted counterfactual is not exactly matched.
Finally, the research design of this study should be situated within the context of the existing literature. We analyze employment data for the state of Georgia, USA, and try to reduce the size of the metaphorical haystack in several ways. First, data differentiated by industry classifications will be used. Furthermore, the frequency of the available data is monthly. Finally, spatially comprehensive countrylevel data are used. As mentioned above, some literature employing sectoral or monthly data already exists. However, to the knowledge of the authors, none of the studies based on employment make use of monthly and regionalized data. In addition to conventional DD analysis, we also use a partially non-parametric model.
Background and Data
The (centennial) Games of the XXVI Olympiad were held in Atlanta, Georgia, USA, from July 19 to August 4, 1996. Overall, 197 National Olympic Committees with 10,318 athletes took part in 271 sports events. Over 15,000 media representatives and 47,000 volunteers were registered (IOC, 2010) . A record-breaking 8.6 million tickets were sold (LA84 FOUNDATION, 2010) . During the 17 days of the Olympic Games, more than 2 million visitors came to Atlanta, and an estimated 3.5 billion people around the world watched the sports events on television. The preparations for the Games were intense; many of the sports venues were expanded or newly built. The financing for the 1996 Olympics came from a variety of sources, including more than US$1 billion in public money as well as ticket sales, corporate sponsorships and donations by the IOC. Also, approximately 7,500 hotel rooms were built between 1990 and 1996, raising the total number of hotel rooms within the Atlanta area to more than 60,000 (NGE, 2010) . The 271 events were staged in 27 venues, of which 22 were located within the state of Georgia, while the remaining five 5 venues, which hosted matches of the Olympic men's and women's soccer tournaments, were located in other states (Alabama, Florida, Tennessee, and the District of Columbia). The 22 Georgia venues lay within 9 different counties. The "Olympic Center" was located in the city of Atlanta and thus in Fulton County, while some special events were displaced to venues providing the needed infrastructure (e.g., sailing and yachting in Savannah/Chatham County). Figure 1 displays the geographical distribution of the Olympic venues.
Fig. 1 Venues of the 1996 Olympic Games
Notes: Gray circles are Olympic venues within Georgia (see Table 1 ). Venue counties are labeled with their FIPS county codes.
Monthly data on employment for each county in Georgia were obtained from the At first glance, two-digit main sectors can be employed for the empirical analysis.
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There are two main reasons why no data may be reported for a given month and county: (1) there were no people employed for the specific industry or (2) the data are subject to disclosure restrictions. As we need continuous data for the DD analysis, only counties with no missing data can enter the empirical analysis.
Furthermore, we identified several three-digit subsectors that will also be worthwhile targets of analysis due to the supposed high importance of these sectors to the Olympic Games. In particular, these subsectors are spectator-related industries such as "food and beverage stores", "accommodations", and "food services and drinking places". Aside from plausibility considerations, the choice of the analyzed sectors is mainly driven by data availability. The "public administration" sector (NAICS 92) has to be excluded because of inconsistencies in the data. In particular, in 1990 and 2000, several months showed extreme jumps in employment, with numbers sometimes quadrupling.
As a result, a balanced panel has to be constructed for every subsample, and, consequently, the control group is composed of different numbers of counties. Table 1 displays the number of available counties that provide a continuous employment sequence.
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No data are available for the information sector (NAICS 51). The seasonally adjusted data are calculated by a monthly dummy variable regression. After conducting these regressions, the predicted residuals were taken as seasonally adjusted time series.
Tab. 1 Availability of Continuous Time Series for Sectoral Employment Data

employment in
Georgia. The data are averaged within two different regionally distinct groups.
One group, referred to as venue counties, consists of the counties that hosted at least one Olympic competition. The other group, referred to as the control group, is composed of the remaining counties of Georgia. The top panel shows the development of relative employment in both groups. Here, the data are averaged among the groups for every month and then normalized to the starting value in January 1990. The two groups showed, with the exception of a peak in the differ- looks at the difference-in-mean sequence. Here, a peak in the difference between the two groups is evident and seems to be limited to July 1996.
Fig. 2 Development of Seasonally Adjusted Employment (All Industries)
[a]
[b]
[c]
Notes: QCEW employment is seasonally adjusted by a dummy variable regression. Employment figures are arithmetic means for both groups. The vertical line marks the month of the Olympic Games (July 1996). 
Econometric Model
Difference-in-difference analysis (BERTRAND, DUFLO, & MULLAINATHAN, 2004) or regression discontinuity designs (IMBENS & LEMIEUX, 2008) are established approaches to identify treatment effects that occur at particular locations after a specific intervention. Common to both approaches is the comparison of the difference in outcomes before and after an intervention for groups affected by the intervention to the difference for unaffected groups (BERTRAND, DUFLO, & MULLAINATHAN, 2004) . Moreover, such an analysis works best if the shock can be modeled discretionarily with respect to both location (treatment vs. control) and time (before vs. after the shock). For our analysis, we employ a method introduced by DACHIS, DURANTON, & TURNER (2010, pp. 9-13) in another research context.
Let t denote time, with t=July 1996 as the intervention point, t<July 1996 before the staging of the Olympic Games, and t>July 1996 after. Let i denote the county code within the state of Georgia according to the FIPS system. Then, two indicators based on time dimension t and spatial dimension i can be defined:
That means that changes from zero to one in the month during which the Olympic Games were held, while is one if a county belongs to the treatment group .
Let ( , ) denote total employment at a particular location and time. This function can then be decomposed into five parts: (1) the function ( , ) is a latent employment surface that is continuous in i and t; (2) a jump in the employment surface that occurs at the month the Olympic Games began: 1 ; (3) a jump in the employment surface that only takes place in the venue counties: 2 ; (4) an interaction effect of the former jumps: ; (5) a zero-mean error term (DACHIS, DURANTON, & TURNER (2010) .
Following this notation, employment at location i and time t can be written as
Using the case of ( , ) = (0,0) it is possible to demonstrate how this strategy identifies the treatment effect of the Olympic Games in Atlanta 1996. Here, all variation in is a result of the discontinuities created by and .
Equation (2) is the simplest specification that permits detecting the discontinuity caused by the Olympic Games; it is more or less equal to the regression from HOTCHKISS, MOORE, & ZOBAY (2003) . Two main problems arise when estimating equation (2). First, the assumption that is constant with respect to i and t seems to be restrictive and might only be correct for a small region around (0,0). If a larger variation of the surface ( , ) is analyzed, variation of the latent employment surface can no longer be ignored. Consequently, equation (4) has to be reformulated:
The difference between the two equations is that in equation (5), the variation of the latent employment surface is assigned to , . Consequently, the error term is , = , + , − (0,0). Assigning the variation to the error term is somewhat problematic if , is correlated with either of the two indicators or . Therefore, to obtain unbiased estimates, the following constraints must hold:
The top panel of Figure 2 shows that both the venue county group and the control group enjoyed positive employment growth rates. This suggests a positive correlation between and , . Furthermore, the bottom panel of Figure 2 shows a substantial difference in the employment levels between the venue county group and the control group. This observation leads to the suggestion that a positive correlation between and , exists. Obviously, and as pointed out by DACHIS, DURANTON, & TURNER (2010, p. 12) , correlations between the two indicator variables ( , ) and the error term could bias estimates of 1 , 2 and, especially importantly, . To address this problem, county-fixed effects as well as time-fixed effects were included in equation (3).
where denotes a dummy variable for each single regional unit, that is, county- 
In equation (4), the county-fixed effects ( ) capture non-parametrically the proportion of variation in the employment surface that is solely attributable to re-
where k is the order of the Taylor-series expansion. Analogously, the time-fixed effect (∑ ) controls non-parametrically for all variation that depends solely on time t; therefore,
In equation (4), the error term , , consists purely of noise and terms involving both i and t , or, formally, , = 2 + (3) − , + , . Here, (3) − , denotes third-and higher-order terms of the Taylor-series expansion that involve both i and t.
Even in the case that county-fixed effects and time-fixed effects capture all variation that is purely attributable to temporal and spatial variation, estimates of equation (4) can be biased. In particular, if different employment trends for the venue counties and non-venue counties exist, confounded estimates of the impact of the Olympic Games might occur if these trends are correlated with the indica-tor variables. To obtain unbiased estimates of using equation (4), the following constraint must hold:
A glance at the middle panel of Figure 1 suggests, in fact, that condition (8) as a variable in the empirical model. Accordingly, the augmented estimation equation, which includes group-specific trends, can be written as
Here, is a trend for the treatment group, which consists of the Olympic venue counties, and is the month of the Olympic Games, July 1996. This second trend term indicates a so-called linear spline trend. Here, the turning point in employ- 
Identifying the Treatment
A problem common to all empirical analysis of a treatment -whether it is DD or RDD -is the exact definition of this treatment with respect to several inherent dimensions. The analyzed intervention is rarely completely exogenous and clearly distinct for those dimensions. In the case of the 1996 Olympic Games, the treatment must be defined in three dimensions: time, space, and magnitude.
Regarding the time dimension, the start of the treatment effect might be gradual because the intended measures were conducted step-by-step, or it might be preceded by a kind of anticipation effect. Analogously, the amplitude as well as the duration of the effect might not be derived from theoretical considerations.
Second, from a spatial point of view, the treatment might generate spillover effects to adjacent geographic units. Therefore, an empirical identification strategy must be found that considers these facts. With respect to the time dimension of the treatment, the intervention function can be modeled in several ways. Second, because such a sustainable effect is not supported by the empirical sports economics literature, the treatment effect should also be modeled as an impulse function; that is, it is assumed that the effect is only active during the staging of the Olympics:
First, the intervention can be the result of a pure jump; that is, a level shift occurs within the treatment group immediately after the event. In this case, the estimation equation will be equation (4) or equation (9). This specification requires a lasting impact of the Olympic Games on employment.
= � 1 if = 1996 7 0 else .
Third and finally, the intervention should be modeled as being more flexible to capture adjustment effects and/or anticipation effects (AHLFELDT, 2010). Therefore, the treatment effect can be identified non-parametrically for a period starting with the announcement of the host of the 1996 Olympic Games.
Here, 12 separate time dummies are interacted with the respective treatment group dummy. This specification allows the treatment effect to vary freely over time.
Concerning the space dimension, one has to define which geographical units 51, 59, 63, 67, 89, 121, 135, 139, 215, 247) . According to Table 2 , almost 80% of the capacity-weighted Olympic events took place in the City of Atlanta ("Fulton County"), followed by Clark County with about 11%. The other counties each hosted between 0.5% and 3.5% of the capacity-weighted events. From a theoretical viewpoint, the economic impacts of sports events are mostly driven by the additional spending of non-resident spectatorsone would thus expect that counties hosting more Olympic events will benefit the most.
Tab. 2 Frequencies of Olympic Sporting Events in Venue Counties
To test whether the effect depends on the number of Olympic events hosted, the empirical strategy will be trimmed to consider differences in the magnitude of the effect for the different venue counties. We thus set the magnitude of the Olympic treatment dummy equal to a county's percentage share of the overall spectator capacity. Consequently, the indicator variable is modified as follows:
Here, is equal to county i's percentage share of the Olympic session-weighted spectator capacity, as displayed in column (5) of Table 2 , and is defined as before. Furthermore, aside from Olympic events, the Hartsfield-Jackson Atlanta International Airport 9
Furthermore, at first glance, Figure 5 in the appendix might suggest that Fulton
County is the only county that shows a clear employment peak in July 1996, while no clear visual effect of the Olympic Games can be seen for the other venue counties. Analogous to the modification in equation (11) , equation (9) should be adjusted to consider a narrow treatment group definition. We thus restrict the treatment group to Fulton County only.
might also benefit from additional visitors. As the airport is located only 7 miles south of the city center of Atlanta and is sited mostly in unincorporated areas of Fulton and Clayton counties, the main impact of the airport could also be expected in Fulton County. As neither Figure 3 nor the seasonally adjusted employment sequence of Clayton County (FIPS 63) reveal any indication of an airport impact in Clayton County, the Hartsfield-Jackson Atlanta International Airport was not considered.
Employing approximately 56,000 people, the Hartsfield-Jackson Atlanta International Airport is the largest employer in the state of Georgia (CITY OF ATLANTA, 2010).
Fig. 3 Absolute Employment Difference and Growth Rates for Counties in Georgia and Distance to the Olympic Center
Notes: Employment differences (first row) and growth rates (second row) are based on the change from June 1996 to July 1996 (left column) and from July 1995 to July 1996 (right column). Venue counties are labeled according to their FIPS codes. The solid line is a lowess (smoothed) trend line that is calculated based solely on the non-venue counties.
Last, the treatment might not only be limited to counties hosting Olympic competitions or events. Two main reasons why conjunct areas might also gain from the mega-event are discussed in the sports economics and regional economics literature: (1) avoiding strategies, such as tourists' staying in hotels in the surrounding areas to avoid the overcrowded and potentially expensive Olympic venue regions;
(2) spillover effects, that is, the positive effects originally occurring in the main venue regions also extend into surrounding regions. In this case, the effect occurring in the Olympic core is felt in other regions, diminishing with distance from the origin of the primary impact. Figure 3 depicts the relationship between growth in a county and its distance from the Olympic core. No systematic spillovers can be detected either for absolute employment differences or for employment growth. Further, the story does not change if one looks at one-year differences and growth rates instead of one month. One of the aims of this approach is to allow for different effects during the observation period. The period starting with the announcement of Atlanta being chosen as the host of the 1996 Olympics in September 1990 and ending with the opening of the Games in July 1996 is especially interesting. During this period, potential anticipation and adjustment processes could occur. The findings are disappointing for "boosters" as they would predict that due to spending on infrastructure, employment should increase during this preparation phase. Instead, it seems as though the development of employment in Fulton County was less favorable than in the non-treatment group. Until the beginning of 1995, even a negative trend is observable in the effect series. From that date on, a positive trend is obvious, but it has to be mentioned that the performance is still negative relative to the control group. In July 1996, a peak can be observed, revealing a strong employment increase, while the relative performance in August 1996 had already turned into (small) negative figures. Until 2001, the positive local trend beginning in 1995 remains positive, whereas the coefficients remain negative for most of this period. It should also be mentioned that the 's are significant for most months in the run-up to the Olympic Games, while -with a few exceptions -they become insignificant in the aftermath.
The results for the weighted treatment group definition as depicted in panel [b] are quite similar to those of the top panel of Figure [c]
Notes: Treatment index is constructed of the interaction between monthly fixed effects and the treatment group dummy. So far, these results indicate evidence of a very narrow Olympic effect that is extremely concentrated in the time dimension as well as in the spatial dimension. In the next step, we turn back to a more traditional DD setup. A dummy variable testing for a persistent level shift caused by the Olympic Games was included. We abstain from including an additional dummy variable capturing a potential adjustment process in the pre-Olympics era as no indication of the existence of such a process could be found previously. Table 3 contains the results for different regressions based on equation (12) . The first three columns belong to the treatment group "Fulton County", the next three columns belong to the "session capacity weighted" treatment group according to equation (15), and the last three columns refer to the treatment group definition based on the "unweighted venue counties" according to equation (2).
For each of these three definitions, the first column is estimated without any trend, while the second (third) columns consider a linear (spline) trend for the treatment group. As shown by BERTRAND, DUFLO, & MULLAINATHAN (2004) , DD models are frequently subject to serial correlation, which might lead to an overestimation of the significance of the "intervention" dummy. To check for such problems, we performed an LM test for serial correlation in a fixed effects model as suggested by BALTAGI (2001, pp. 94-95 ).
11 Table 4 shows the results of equation (12) subject to definition (13) . The structure of the table is the same as described before. These results confirm the insights generated by the flexible approach based on equation (14). If the treatment group is defined according to the definition "unweighted venue counties", no
Note that the test clearly rejects the null hypothesis of no serial correlation and that, as a result, the standard errors are corrected using an arbitrary variance-covariance matrix as recommended by BERTRAND, DUFLO, & MULLAINATHAN (2004) in all estimations. In all nine models, the coefficient of the variable of interest is insignificant on all conventional levels; that is, for none of the different treatment group definitions can a persistent level shift in aggregated employment be attested. 11 The LM test statistic is
, which is asymptotically distributed as (0,1). significant impulse can be detected in July 1996. In contrast, regarding the other two treatment group definitions, "session capacity weighted venue counties" and "Fulton County", the coefficients isolating a pure impulse are always significant at the 1% level. These effects are robust with respect to the inclusion of spatially differentiated trends. The last row of the table displays the Olympic employment increases in percentages. Insignificant coefficients of the variable of interest are denoted by "no", while in the opposite case, the displayed figures are adjusted coefficients.
Based on the econometric analysis of aggregated employment for counties in Georgia, it can be concluded that -according to two different DD variants -a highly localized Olympic effect occurred. In other words, this effect appears only in Fulton County and exclusively during July 1996. Regardless of the short duration of just one month, the effect of about 4.2%, which can be translated into some 29,000 additional jobs in July 1996, is impressive. 
Tab. 3 Treatment Effect: Persistent Level Shift
Results of Sectoral Analysis
As described above, a preferable strategy in identifying an economic impact of a sports mega-event is to reduce the size of the metaphorical haystack. As shown above, the reduction of noise by using monthly county data was already promising. Here, the potential statistical noise should be further reduced by employing sector-specific employment data. Again, the two different variants of the DD approach will be applied.
As this treatment group specification proved to be superior in the empirical analyses of aggregated employment, and to save space, only the Fulton County treatment group definition is displayed. Furthermore, in the case of the more traditional DD regressions, only the impulse intervention is employed. As mentioned above, the availability of county-level data is limited due to the absence of any establishment in this industry or because the data are subject to disclosure restrictions. In addition, some sectors were excluded because (1) Fulton County has no complete employment sequence in this sector and/or (2) the number of available counties exhibiting a complete employment sequence is too small. Finally, 12 two-digit and four three-digit NAICS sectors could be included in the analysis.
It is important to mention that this leads to different compositions of the control group among the different sector-specific regressions. As a result, the sizes of significant Olympic effects cannot be compared without caution. Finally, when interpreting Figures 5 and 6 , one has to consider that the scale of the ordinate axis differs between the panels. The non-effect might be due to a relatively low infrastructure investment budget for Atlanta of some US$609 million, 12 12 Cf. UNITED STATES GENERAL ACCOUNTING OFFICE (2000, pp. 5-6) , which also reports investments of some US$1.3 billion for the 2002 Salt Lake City Olympic Games.
which the Corporation for Olympic Development in Atlanta (CODA) also used for neighborhood developments and pedestrian improvements (FRENCH & DISHER, 1997, p. 385) . These limited investments stand in contrast to cases such as the 1992 Barcelona Olympic Games and the 1988 Seoul Olympic Games, which used the mega-events to drive fundamental urban renovation (MUÑOZ, 1997, p. 6) . Even in the case of the FIFA World Cup 2006 in Germany, where €3.8 billion was spent for stadium construction and related infrastructure, no short-term employment boost during the construction phase could be identified (FEDDERSEN, GRÖTZINGER, & MAENNIG, 2009) .
Fig. 5 Monthly Treatment Effects for Sectors
Notes: Treatment index is constructed of the interactions between monthly fixed effects and the treatment group dummy. The treatment group is defined as Fulton County. The vertical line marks the month of the Olympic Games (July 1996). The more traditional DD approach of applying a single impulse as an intervention (Tables 5 and 6 ) does not replicate the positive Olympic impulse found in the aggregated time series for all sectors of Georgia's labor market. Indeed, the Olympic impulse dummy is not significantly different from zero for five of the 12 two-digit sectors. On the level of three-digit subsectors, two sectors are not significantly affected, one is positively affected, and one is negatively affected.
Starting with the two-digit sectors, the coefficient for "manufacturing (NAICS 31-33)" is negative and highly significant. It can be translated into a 7.2% decrease in jobs during the month of the Olympic Games. In contrast, the same sectors as above show a significantly positive Olympic effect. The largest employment effect can be found in the "arts, entertainment, and recreation (NAICS 71)" industry (+33%), followed by the "accommodation and food services (NAICS 72)" industry (17%). Also, remarkable job impulses can be estimated for the "retail trade (NAICS 44-45)" sector (+7.5%), the "other services (NAICS 81)" sector (+5.1%), and the "transportation and warehousing (NAICS 48-49)" sector (+4.9%). Other industries, such as "health care (NAICS 62)" and "real estate (NAICS 53)", appear to show no significant effect.
The analysis on the three-digit level of sectors clarifies that the employment effect in the sector "accommodation and food services (NAICS 72)" is driven by the subsector "food services and drinking places (NAICS 722)", while no significant Olympic effect can be shown for the "accommodation (NAICS 721)" subsector.
Within the overall positively affected sector "retail trade (NAICS 44-45)", the subsector "food and beverage stores (NAICS 445)" even realized a decrease in jobs for the duration of the Olympic Games, while another subsector, "sporting goods, hobby, book, and music stores (NAICS 451)", had an increase of 28%.
13 13 The result has to be interpreted carefully as for NAICS 451 ("sporting goods, hobby, book, and music stores"), the effective control group is small, with only 23 counties. In a second innovative step, the data are disaggregated to two-digit and threedigit sector levels. This analysis clarifies that the short-term effect is concentrated in some few sectors, namely, "arts, entertainment, and recreation", "accommodation and food service", and "retail trade". The analysis on the three-digit level of sectors made it evident that the effects found at the sector level might differ among the corresponding subsectors. For example, within the overall positively affected sector "retail trade", the subsector "food and beverage stores" actually realized a decrease in jobs for the duration of the Olympic Games, while another subsector, "sporting goods, hobby, book, and music stores" enjoyed an increase in employment. The 17% employment gain found for the "accommodation and food service" industry during July 1996 can be translated into some 9,900 additional jobs, while the 33% jump in the "arts, entertainment, and recreation" industry corresponds to some 3,000 additional employees for the same time period. In the same way, the 7.5% (5.1%) jump in the "retail trade" ("other services") sector is equivalent to some 4,300 (1,000) additional jobs. 14 Coming to the implications for economic policy and public funding, we have to conclude that the absolute increases in employment are small, even in the obviously outstanding case of the 1996 Atlanta Olympic Games. Whereas effects in areas such as feelgood, happiness, and image caused by mega-sporting events might be an argument for public funding, the employment effects seem too small and too concentrated sectorally and locally to justify public funding from general sources at the state level. However, disaggregated analysis such as our study might contribute to identifying potential sources for future funding: Sectors such as "arts, entertainment, and recreation", "accommodation and food service", and "retail trade" might have enough self-interest to cooperate in contributing to funding these mega-events.
Tab. 5 Treatment Effect on Sectors
The strategy of reducing the size of the haystack by using more disaggregated Games, but they do find significant income effects; these findings may be associated with a reduced local mobility of labor and a more rigid regulation of labor markets (LAYARD, NICKELL, & JACKMAN, 2005; NICKELL, 1997). 14 If one compares these figures for the subsectors with the number of additional jobs derived from the analysis of aggregated employment it has to be considered that, the control group compositions differ between the regressions. Furthermore, the "public administration" sector was excluded from the sectorally disaggregated analysis but not from the aggregated one. 
