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Concept paper
Falls Prediction in eldery people
using Gated Recurrent Units
Abstract Falls prevention, especially in older people, becomes an increasingly
important topic in the times of aging societies. In this work, we
present Gated Recurrent Unit-based neural networks models de-
signed for predicting falls (syncope). The cardiovascular systems
signals used in the study come from Gravitational Physiology, Ag-
ing and Medicine Research Unit, Institute of Physiology, Medical
University of Graz. We used two of the collected signals, heart rate,
andmean blood pressure. By using bidirectional GRUmodel, it was
possible to predict the syncope occurrence approximately ten min-
utes before the manual marker.
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Falls Prediction in eldery people using Gated Recurrent Units Introduction
1 Introduction
Patients residing in hospitals, especially elders, tend to weaken over time and are prone to never
fully recovering [2]. The adequate exercise regime during hospitalization can stop or even reverse
that effect [3]. Sometimes, however, during the remobilization, the patients happen to faint. Af-
ter undergoing the syncope, patients experience additional stress, which then results in a lack of
self-confidence and undermines trust in the rehabilitation process. Often it could be avoided by
predicting whether the person is likely to faint. Such an individual could be commissioned to
further rehabilitation while not being exposed to stress associated with the collapse.
When it comes to falls prediction, therewere several systems proposed [4]. Among others, there
were attempts to asses the syncope risk by applying theML (and isolation forest in particular) to the
outcome of cognitive and motor tests [5], or use the accelerometer data gathered by the wearable
sensor [6].
The purpose of this work is to develop a model based on recurrent neural networks that would
be capable of forecasting occurrences of syncope by using real-life cardiological time series. The
collapse ideally should be predicted ahead of time, allowing the technician to interrupt the exami-
nation. The models should also be highly sensitive – patients who are certainly going to faint must
be classified correctly, even at the cost of the overall accuracy.
The section 2 of the paper provides information about the dataset and preprocessing. Qual-
ity measures are described in section 3, and the experimental setup and results are presented in
section 4. Finally, the conclusions of our research are presented in section 5.
2 Dataset
Theprovideddata consisted of nearly 700 files. Eachfilewas labeled either as „syncope” (indicating
fainting during examination) or „no findings”, which for simplicity we will call „nosyncope” from
nowon. For each patient, severalmeasurementswere performed, which upon further investigation
turned out to be strongly correlated. After consultations, we used only two signals (with sampling
rate 1.25Hz) in further tests:
• mBP – mean blood pressure, and
• HR – heart rate.
Since the selected data was incomplete, unbalanced, and fuzzy, it needed further cleaning. In
a few cases, data happened to be wrongly labeled or existed in both classes. For some time, no
one noticed this issue. As a result, we trained, evaluated, and tested the models on erroneous
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Figure 1: Example signals before and after interpolation.
data, which caused their low predictive capabilities and worse overall accuracy. The problem was
eventually solved by fixing the labels and removing the redundant files.
We trimmed the first 500 and the last 50 samples of every time series, as their collecting hap-
pened during the start, fine-tuning or stopping the measuring devices. After the trimming, we
removed the series shorter than 500 samples, since they were deemed unusable for model training.
Often, there were gaps in the signals, and the mBP and HR started and ended independently from
each other. Depending on the gap location, we followed one of the two scenarios:
• when the missing data was at the start or the end of the series, the first or last available data
value, respectively, was used to fill in the gap, or
• when the gap was in the middle of the signal, the linear interpolation was used.
Please see Fig. 1 for the example data series before and after interpolation.
We devised an iterative procedure composed of several steps to remove the outliers from the
signal:
1. perform input signal studentization,
2. apply the median filter (window size 31),
3. find difference between the studentized signal and the median filter output,
4. identify outliers by comparing the difference to the threshold value,
5. remove outliers from the input signal and interpolate the gaps.
2
Falls Prediction in eldery people using Gated Recurrent Units Quality measures
The threshold value decreasedwith each iteration, and 2 to 5 iterationswere sufficient to clean even
very noisy signals.
As a final preprocessing step, the data was normalized using the minmax normalization and
rescaled to [−1, 1] range.
The ratio of „nosyncope” to „syncope” series in the dataset was almost 6:1. In order to use the
classification approach, we applied the data balancing – we used all „syncope” series, while the
„nosyncope” were selected at random to match the cardinality. Then, we divided the balanced
data into two sets:
• training set (154 series) – used to train the models,
• test set (38 series) – used to evaluate the models.
3 Quality measures
An F-measure was used as a quality metric during conducted experiments. It is calculated using
two helper metrics, a recall (1), also called sensitivity, and a precision (2):
recall =
tp
tp + fn
, (1)
precision =
tp
tp + fp
, (2)
where:
• tp – true positive – item correctly classified as an anomaly,
• fp – false positive – item incorrectly classified as an anomaly,
• fn – false negative – item incorrectly classified as a part of normal operation.
The β parameter controls the recall importance in relevance to the precision when calculating
an F-measure:
Fβ = (1 + β
2) · recall · precision
recall + β2 · precision . (3)
During the experiments β = 1was used.
Additionally, since the classes were balanced, accuracy could be used as a quality measure.
Given the values t and f representing, respectively, an amount of correctly and incorrectly classified
samples, the accuracy can be defined as in (4):
accuracy =
t
t + f
. (4)
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Figure 2: Neural network architecture
4 Experiments
Asmentioned, we structured the syncope prediction problem as a classification task. The overview
of the used neural network architecture is presented in Fig. 2. Two main architecture variants
involved using vanilla GRU layers and the bidirectional variant. The loss used during training was
categorical cross-entropy, with the batch size equal to 16 and ADADELTA optimizer. The softmax
output was comparedwith the threshold to select the final label. We optimized the threshold value
during the experiments.
4.1 Hyperparameters optimization
The hyperparameters optimization, using Bayesian optimization, was conducted in two phases.
The first one aimed to determine which among the parameters have the most significant impact
on proposed model quality. There were seven parameters tested: the number of GRU units, the
number of GRU layers, history window size, batch size, learning rate, learning rate decay, and
output threshold. The experiments showed that:
• the relevance of the number of layers decreases when the number of unit increases,
• models tend to perform better when with smaller batch size,
• the output threshold should be no higher than 0.75.
The second phase focused on the most influential of the parameters: the number of GRU units,
the number of GRU layers a history window size. Fig. 3 shows the partial dependence plot for
those parameters.
4.2 Vanilla GRU
All vanilla GRU models generated false negatives and did not significantly improve the reaction
time when compared to the manually labeled time of the syncope. Applying the per-model opti-
mized threshold generally improved the accuracy and F1 score results when compared to applying
4
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Figure 3: Partial dependence plots showing the relations between the number of GRU units in layer (x0), the
number of GRU layers (x1) and history window size (x2) and their influence on classification error (line charts).
threshold = 0.7 best optimized threshold
F1 score accuracy F1 score accuracy
Single layer, 100 units 0.667 0.526 0.750 0.789
Single layer, 200 units 0.731 0.632 0.872 0.868
Two layers, 100 units each 0.808 0.763 0.808 0.763
Table 1: F1 score and accuracy obtained for three vanilla GRU architecture variants.
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Figure 4: Relationships between threshold value and quality scores (on the left) and its influence on the syncope
detection when compared to the manual marking (on the right) for the model with single vanilla GRU layer
containing 200 units.
threshold = 0.7 best optimized threshold
F1 score accuracy F1 score accuracy
Single layer, 100 units 0.745 0.658 0.800 0.763
Single layer, 200 units 0.792 0.737 0.826 0.789
Two layers, 100 units each 0.905 0.895 0.905 0.895
Table 2: F1 score and accuracy obtained for three bidirectional GRU architecture variants.
a fixed threshold = 0.7 (Fig. 1). However, when one considers the recall (sensitivity) and the reac-
tion time, the lower thresholds tended to yield better results (Fig. 4).
4.3 Bidirectional GRU
In the case of bidirectional GRU, applying the per-model optimized threshold also improved the
results when compared to applying a fixed threshold = 0.7 (see Tab. 2). However, the gains were
not as significant as in the vanilla GRU case. Moreover, as can be seen in Fig. 5, in case of the
best of considered models, change of the threshold value has almost no impact on model quality.
Additionally, only the extreme values significantly impact the reaction time.
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Figure 5: Relationships between threshold value and quality scores (on the left) and its influence on the syncope
detection when compared to the manual marking (on the right) for the model with two bidirectional GRU layers
containing 100 units each.
5 Conclusions and future work
This work is preliminary research which addresses several issues related to falls prediction such
as data preparation and model training. The best bidirectional GRU model enabled detection of
forthcoming fall approx ten minutes before the event with approx 90 % accuracy. It is worth noting
the model is well suited for implementation in wearable divides with appropriate compression [7].
As future work, the authors are going to focus on enhancing the vanilla GRU solution with more
advanced mechanisms and its architecture modifications for better performance.
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