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Abstract
Decoherence is the suppression of the interference of quantum states. It plays important
roles in the study of the quantum-classical transition. It is also the major obstacle in the
implementation of various schemes of quantum computers. Decoherence can be affected by
many factors. The interactions between quantum systems of interest and dissipative envi-
ronments cause the extensively studied environment-induced-decoherence. Decoherence can
also occur as the result of a temperature effect. A recent experiment investigated the en-
gineering of decoherence, which involves applying an external field to the quantum system.
In this thesis, we study the effect of an external field on decoherence in the case of a har-
monic oscillator coupled to a heat bath by calculating its contribution to the attenuation
coefficient, which is a measure of decoherence in coordinate space and involves directly ob-
servable probability distributions. It is found that, while non-random external force does
not result in decoherence, a random external force can lead to intrinsic decoherence that
does not require a dissipative environment. The attenuation coefficient for a free harmonic
oscillator in a dissipative environment is also calculated using the solution of the initial value
quantum Langevin equation. One of the key results obtained is that ”decoherence without
dissipation” does not occur in the case of a free harmonic oscillator, in contrast to the case
of a free particle.
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Chapter 1
Introduction to Decoherence
This chapter presents a brief introduction to the concept of decoherence and its significance
both for the understanding of the foundations of quantum mechanics and for the implemen-
tation of quantum information technology. In the first section, the concept of decoherence is
introduced by discussion of the double-slit experiment. Then various interpretations of the
transition from quantum to classical world, including the role of decoherence, are mentioned.
The second section gives a brief account of the history of the proposed quantum computer.
By clarifying decoherence as the major obstacle to the development of quantum computer,
it is stated that research on decoherence is crucial in quantum information technology. The
last section discusses some experiments on the generation of the Schrodinger cat superposi-
tion state and the measurement of decoherence rates, especially the pioneering experiment
on engineering decoherence using an external field.
1.1 Decoherence and the Quantum-classical Interface
Quantum mechanics is fundamentally different from classical mechanics. Although
the behavior of a quantum state can be described by the Schrodinger equation, which is a
deterministic equation just as the Newtonian equations are, the superposition of quantum
states leads to non-classical cross terms indicating interference between the original states.
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The interference of quantum states can be illustrated by the famous double-slit experi-
ment. In that experiment, a beam of particles are fired from a source at two narrow slits
very close to each other. The particles that pass through the two slits impinge on a position
detector, such as a screen, at some distance behind the slits. By recording the positions of
large numbers of particles, the detector can show how the particles are spatially distributed
on that plane, i.e. the probability with which particles can reach every point.
When microscopic particles, such as photons and electrons, or even molecules as large
as fullerenes [1], are fired at the slits, there are clear interference patterns, e.g. alternating
dark and bright fringes, on the screen. But if macroscopic objects, such as bullets, are used,
there won’t be any interference pattern.
The interference patterns of microscopic particles come from the contribution of the cross
term, which depends on both components passing through the upper and lower slits. The
classical macroscopic objects, however, demonstrate no effect from the superposition of states
and their probability distributions have no cross term.
It should be clarified that quantum interference does not necessarily mean the objects
in discussion must be microscopic in their sizes. In some situations, macroscopic objects
need to be treated by quantum mechanics. For example, the Weber bar, which is used to
search for gravitational waves and sometimes may be as heavy as a car, can be considered
as a quantum harmonic oscillator [12]. Another example of a macroscopic quantum object
is the superconducting ring of a radio frequency superconducting quantum interference de-
vice (rfSQUID) [62, 75]. Thus it is more appropriate to say that objects governed by the
Schrodinger equation are quantum objects, which are entirely described by a state, i.e. a
vector in Hilbert space.
Another difference between quantum and classical objects can be shown in the double
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slit experiment when the two slits are closed in turn during the experiment. In this way,
the objects are forced to either go through the open slit or be blocked out. For macroscopic
objects, when the records on the screen for upper slit passage and lower slit passage are
put together, they can reproduce the result from the two-open-slit experiment. However,
if microscopic particles are used, the summation of one-open-slit records can not give any
interference fringes. The interference patterns are lost because of the blocking of one of the
two slits. The suppression of interference of quantum states, such as in the above experiment,
is called decoherence.
The effect of decoherence has been considered as early as near the beginning of quantum
mechanics [57]. This topic gained much interest following the study of the theory of mea-
surement [87, 86, 84] and the boundary between the quantum world and the classical world
[89].
The vast success of quantum mechanics is demonstrated by its numerous applications.
The precise agreements between calculations using methods in quantum mechanics and the
corresponding experiments can be found in the studies of physics, chemistry, biology, etc. Yet
there are always questions about the foundation of quantum mechanics. A main problem is,
while quantum objects clearly and definitely show interference effects, how come people can
not perceive such effects from many objects in our daily life? How does an instrument used
in a measurement ”decide” to choose one of the alternative results? Where does quantum
mechanics end and classical mechanics begin?
There have been many interpretations to this problem. Von Neumann [80] introduced a
Process I in which the wave functions do not follow the Schrodinger equation but suddenly
collapse onto one of the many possibilities. Before the collapse, the wave functions obey the
evolution described by the Schrodinger equation. But it is not clear what the reason of this
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sudden collapse is. Von Neumann proposed that the observer’s consciousness is involved in
this sudden collapse. However, the collapse can happen anytime during the measurement
process, not necessarily after the observer’s consciousness steps in.
A modified collapse interpretation is the theory of spontaneous collapse [3, 4, 38] in which
a wave function can be spontaneously localized just as if its position is measured. The rates
of spontaneous collapse for different particles are related to their masses, thus the larger the
object, the faster it goes through a spontaneous collapse. This rapid reduction of super-
position of states is achieved by adding non-linear and stochastic terms to the Schrodinger
equation. A constant parameter λ is contained in those added terms to decide the strength
of the collapse mechanism. Although this method attempts to provide a unified description
of quantum and classical world, it causes the energy of the system not to be conserved, but
increases in time. Even though this increase of energy can be slowed down to an immeasur-
able pace by adjusting the value of the parameter λ, it is still a violation of the fundamental
belief of energy conservation.
Another approach [7] is to regard the alternative results in quantum mechanics as caused
by the lack of knowledge of some hidden variables, which, if taken into consideration, can
lead to deterministic and predictable answers to all measurements. This is similar to regard-
ing statistical mechanics as the foundation of thermodynamic phenomenon. But after the
experiments [2] following Bell’s ideas [5] to compare predictions of hidden variables theory
and quantum mechanics, it is now believed that hidden variables theory thus far has failed
to provide a deeper and better foundation for quantum mechanics.
There is an interpretation that acknowledges the realization of every possible alternative
allowed by quantum mechanics. This is the many-world interpretation [17, 18], in which
every interaction between two quantum objects leads to the splitting of the whole world
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into many branches of parallel worlds, and each of those branches evolves along its own
direction and realizes one of the possibilities. By this proliferation of the world, one avoids
the question of where to find the disappeared possible results. However, another question
immediately comes up: among all those parallel worlds, why does the observer perceive only
one? Why the present observer perceives this specific world but not any other world? A
possible answer is that, since the observer also splits, in each different world there is an
independent observer perceiving that world; but for an observer to perceive more than one
world requires communication and interaction between different worlds, which is forbidden
by the conservation laws in each world. Yet this can not answer the question about the
specific choice of a world.
Since a couple of decades ago, decoherence theory has been explored to find the answer
to the transition from quantum behavior to classical behavior. It is now believed that every
object, quantum or classical, obeys the principle of quantum mechanics and can display an
interference effect. However, the interference may decay at a very fast rate, which causes the
disappearance of the interference effect. For a classical object, the interference vanishes so
quick that there is no way to actually measure or observe it. For example, it was estimated
[89] that, in the presence of a dissipative heat bath, at room temperature (T=300K), for a
dust particle with mass m = 0.01 gram and ∆x = 1 cm, the decoherence time is 10−38 times
the relaxation time. That is to say, even if the relaxation takes as long as the age of the
universe (1017s), decoherence of that tiny dust still happens in the small time of 10−21s. On
the contrary, for a small mass quantum object, the decay rate can be slower. On the other
hand, it was shown that ”decoherence without dissipation” can occur due to temperature
effects alone [27, 30] in the case of a free particle.
However, in all cases, there is agreement on a scaling law [81] that states that the rate
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of decoherence scales as the square of the separation of the superposing states.
Although there are many definitions of decoherence [58], including decoherence in co-
ordinate space, momentum space or phase space, it was argued [58, 65]that the preferred
definition is that in coordinate space since it involves probability distributions that can be
measured in practice. This is in contrast to the widely used definition of the off-diagonal
elements of the density matrix. Refs. [27, 31] introduced a measure of decoherence in co-
ordinate space, namely the attenuation coefficient, which is defined as the ratio between
the factor multiplying the cosine in the interference term of the probability distribution and
two times the geometric mean of the non-interference terms. In chapters 3 and 4, this at-
tenuation coefficient is used to study the contributions of external forces and dissipation to
decoherence.
As for the mechanics of decoherence, most investigations believed [45, 86, 87, 89] that
decoherence is induced by irreversible coupling between the system and a dissipative environ-
ment. Those investigations mostly make use of the master equations of the density matrix.
However, it was pointed out [65, 29, 63] that the master equation approach has assumed that
the entanglement of the system and the environment does not exist at all time, but happens
at some initial time, say, t = 0, when the system is suddenly coupled to the environment.
This sudden coupling is infeasible to be carried out in practice. Moreover, after the sudden
coupling, it still takes a duration of the characteristic relaxation time of the heat bath for
the total system to reach thermal equilibrium. This relaxation time is normally much larger
than the decoherence time. Thus the approach of master equations is not very helpful to
the study of decoherence phenomena, which features very short time scales.
Another approach [27, 34] has employed the quantum Langevin equation and the Wigner
distribution function, and considers the case of complete entanglement of the quantum par-
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ticle and the heat bath at all time. It was shown [27] that, in the high temperature case,
a characteristic time τd can be obtained to be independent of the Ohmic decay rate, which
indicates the strength of the coupling between the system and the environment. This means
decoherence can occur without dissipation at high temperature. At zero temperature, deco-
herence does require a dissipative heat bath [32].
1.2 The Role of Decoherence in Quantum Information
Although decoherence has been considered in the study of the foundation of quantum
mechanics, it was during the past decade or so that decoherence has taken center stage in
research on quantum physics. The reason is that decoherence plays an important role in
quantum information technology.
The possibility of a quantum computer was mentioned as early as 1982 by Feynman
[19]. He pointed out that, when classical computers are used to simulate quantum systems,
enormous coefficients need to be handled even for some simple models. It may be better to
use another quantum system, i.e. a quantum computer, to simulate the original quantum
system. Later on in 1985, Deutsch [16] designed a search algorithm which makes use of the
superposition of quantum states.
A surprising progress came in 1994 when the famous Shor’s algorithm [73] was invented
to help factoring the product of very large prime numbers. This problem relates to a widely
applied cryptographic method, the RSA public key method. The foundation of this method
is the assumption that the above mentioned RSA product is extremely hard and time con-
suming to decompose using even the fastest computer. Shor’s algorithm uses not a classical
computer, but a quantum state that can register multiple entries of data and calculate them
all at once. This quantum parallelism can solve a factoring problem in seconds, while the
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best classical computer may need decades to crack it. That means the present safest security
codes may be totally vulnerable to quantum computers once they are built.
On knowing Shor’s algorithm, countries and organizations who are interested in protect-
ing information began to put huge amounts of attention into the research of implementation
of this algorithm. Various designs of quantum computers have been proposed based on ion
traps, cavity electrodynamics, nuclear magnetic resonance [42], linear optical methods, etc.
At the same time, other applications of quantum mechanics in information technology, such
as quantum cryptography, quantum teleportation, etc. also attracted many researchers.
A main obstacle to the building of a quantum computer is the problem of decoherence.
To see how decoherence can spoil the operation of a quantum computer, let us start by
considering the basic building block of quantum computers, i.e. a qubit. A qubit is actually
a two-level quantum system, such as the spin of an electron or the chiral property of some
molecules. Its two basis states, say, |a > and |b >, can be used to represent the binary
numbers 0 and 1. The difference from a classical bit is that the quantum system can be in
any state of the following form:
|ψ >= ca|a > +cb|b > (1.1)
where ca and cb are two complex numbers that satisfy |ca|2 + |cb|2 = 1. It’s easy to see that
there are an infinite number of possible states. When neither ca or cb is zero, the system
is in a superposition state, in which the system is simultaneously in both of the two basis
states.
In Shor’s algorithm, a quantum Fourier transform is applied to the qubit so that the
original superposition state is converted into another superposition state. Given by the
Fourier transformation of the original coefficients, the coefficients of the new state are used
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to determine the period of a modulus function, which in turn gives the factors of the product.
It was pointed out [41, 78] that, to successfully carry out the quantum Fourier transform,
the superposition state of the qubit must not be ruined during the computing time. Un-
fortunately, decoherence can destroy the superposition at a fast rate. What is worse is this
rate of destruction of superposition increases with the size of system. This suggests that the
time that can be used for a quantum computer to do calculations decreases exponentially
with the increase of the scale of the quantum computer, thus the benefit of more qubits is
essentially cancelled by much less available time.
Immediately after the discovery of this problem, solutions were proposed. It was found
[68, 74] that quantum computing can be made fault-tolerant, and the errors caused by
decoherence, if not too serious, can be eliminated at high probabilities by the quantum error
correction methods. One basic idea is to use redundant qubits for comparison to check if
any error occurred and, if there is an error, the original superposition state can be restored
by copying from the redundant qubits. By continuously checking and correcting errors, the
superposition state can be kept long enough to finish the calculations.
For the quantum error correction to be successful with acceptable probability, the prob-
ability of error occurrence must be lower than a threshold. The error probability can be
obtained from the density matrix of the system. If ρ0 is the supposed density matrix, and
ρ is the actual density matrix, then the complete overlap of them gives the probability that
no error occurs. Thus, the error probability can be given by
P = 1− Tr(ρρ0) (1.2)
The actual error probability varies for different systems and under different conditions, but
it was estimated [36] that, in most cases, the threshold of this error probability is around
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10−4 in order to carry out effective error correction.
Further studies on the feasibility of error correction [36, 67] found a restriction imposed
on this method by conservation laws. It was estimated [36] that, to carry out a quantum
logical operation with error probability of the order of 10−4, at least 104 photons are needed.
However, the need for duplication of qubits in error correction greatly increases the number
of quantum logical operations. This leads to the need for a large amount of energy in a
single step of calculation. Furthermore, since the decoherence time is normally very short,
this amount of energy must be input into the system in a shorter time to continuously check
and correct errors and protect the initial superposition state. For a large scale quantum
computer built with qubits of short decoherence time, even though error correction can in
principle allow the quantum computing to be done, the power supply for that computer will
become a major technical challenge. Thus research to achieve a long decoherence time qubit
is crucial to the building of quantum computers.
1.3 Experiments on Decoherence
Beside theoretical investigations, several experiments were already done to reveal de-
coherence in different systems and to measure the decay rate of quantum coherence. One
studied the electromagnetic fields in a microwave cavity [9]. Another used traps to study
individual ions [55]. Both experiments have confirmed the existence of decoherence and the
scale law of its rate.
The experiments on decoherence typically employ a Schrodinger cat state, the super-
position of two coherent wave packets. This name came from a thought experiment by
Schrodinger, in which a bottle of poison and a live cat are used to amplify the consequence
of the superposition of two wave packets. The result is that the cat falls into a superposition
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of two states, in one state it being alive, and in the other dead. It is hard to realize such a
state using macroscopic system because decoherence will be too fast to be observed. How-
ever, mesoscopic systems, such as coherent states, can be used to generate the Schrodinger
cat state and demonstrate measurable decoherence.
For example, in the ion trap experiment [55], one Be ion is placed into a coaxial-resonator
ion trap. Its motion in the trap is like that of a harmonic oscillator, thus the harmonic
oscillation states, with ground state |0 >, can be used to describe the ion. The ion also has
an internal degree of freedom. Its spin up state | ↑> and spin down state | ↓> are given by
the hyperfine states. A carrier beam in the axial direction is used to transit the ion between
the up and down spin states.
To generate the Schrodinger cat state, the ion is first cooled by a laser into the ground
state:
ψ0 = |0 > | ↓> . (1.3)
Then the carrier beam splits the spin state and thus the initial wave packet becomes a two
component state:
ψ1 =
1√
2
(|0 > | ↓> +|0 > | ↑>) (1.4)
In the following step, an electric field that does not affect the spin down state is used
to apply a sudden force on one of the components. A harmonic oscillation state being
suddenly displaced from its ground state is just a coherent state |α >. Nicely localized and
having minimal uncertainty in both position and momentum, the coherent state is the best
simulation of a classical object. Now the total state of the ion is:
ψ2 =
1√
2
(|α > | ↑> +|0 > | ↓>) (1.5)
In order to force the other ground harmonic oscillation state into a coherent state too, first
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the spin states need to be flipped, which is done by exposing the ion to the carrier beam
again, but this time for a different duration. This leads to
ψ3 =
1√
2
(|α > | ↓> +|0 > | ↑>) (1.6)
Finally, a second displacement beam in the opposite direction to the first one is applied to
knock the second ground harmonic oscillation state into a coherent state. The final state,
ψ4 =
1√
2
(|α > | ↑> +| − α > | ↓>), (1.7)
is the superposition of two coherent states, and thus the Schrodinger cat state is obtained.
The successful experimental realization of it provides results that can be used to test
various theoretical predictions. The generation of cat states using particles or molecules of
larger sizes is also in process [89]. The calculations in later chapters of this work will make
extensive use of the Schrodinger cat state.
A more recent experiment [59, 76] went further to investigate engineered decoherence. In
this experiment, a trapped ion was coupled to three different engineered reservoirs, and mea-
surements on the resulted decoherence of superposition states confirmed the aforementioned
scale law [81] of decoherence rate.
Of the three engineered reservoirs, the spontaneous emission reservoir uses a laser to
induce internal transitions of the ion. The ion then spontaneously decays to the ground
state, which indicates zero temperature. This process relies on the existence of quantum
fluctuations in a dissipative environment at zero temperature.
The other two, the amplitude reservoir and the phase noise reservoir, apply an external
electric field axial to the harmonic motion of the trapped ion. In both cases the external
electric fields are random, but the phase noise reservoir employs a slow-changing field so that
the phase of the superposition is changed while the energy of the ion is essentially intact.
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In this experiment, an external field is the main tool used to engineer decoherence. Thus
we are motivated to carry out an analysis of the effect of such an external field on decoherence.
A model that can be used in such a study is a driven harmonic oscillator coupled to a very
general heat bath which can be described by an infinite number of independent oscillators
[referred to as the independent oscillator (IO) model] [24]. It was found [64, 88] that, while
a non-random external force does not give rise to decoherence, a random external force can
result in intrinsic decoherence that does not require a dissipative environment.
It should be pointed out that the trapped ion experiments have not explored wider
parameter space, such as the dependence of decoherence rate on temperature or rate of
dissipation, which worths further study.
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Chapter 2
A Quantum Particle in Passive Heat
Bath: A Macroscopic Description
This chapter introduces the general approaches to the problem in hand, namely the Wigner
distribution function and the quantum Langevin equation. The first section discusses the
quantum Langevin equation, which provides a simple and physically meaningful macroscopic
description of a quantum particle coupled to a passive heat bath and moving in an arbitrary
external potential. The model of independent oscillators, a realization of the macroscopic
description, is presented and compared with some other models. The second section gives
the definition and some important properties of the Wigner distribution function. In the
third section, several forms of quantum Langevin equation are presented, the solutions to
the initial value quantum Langevin equation for a harmonic oscillator coupled to a linear
passive heat bath are given. Then the solutions and the Wigner distribution function are
used to derive a general expression for probability distribution of the harmonic oscillator.
2.1 Quantum Langevin Equation
The classical Langevin equation was proposed by Langevin [48, 83] to analyze the
stochastic Brownian motion of a particle. It was first generalized to quantum objects by
Ford et al. [22]. Further investigations [6, 23] found that, to get a unique equilibrium
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state for a quantum particle coupled to passive heat bath, the general retarded form of
the Langevin equation should be used along with the Planck power spectrum for quantum
noise and the existing random force is Gaussian. Using fundamental principles such as the
causality principle and the second law of thermodynamics, the quantum Langevin equation
can be precisely formulated and gives a complete macroscopic quantum description of the
quantum dissipative system [24].
2.1.1 A Description of Quantum Langevin Equation
Consider a quantum particle moving in an external potential V (x) and linearly coupled
to a passive heat bath at temperature T . The motion of this particle can be described by
the following quantum Langevin equation [24, 63]:
mx¨+
∫ t
−∞
dt′µ(t− t′)x˙(t′) + dV (x)
dx
= F (t) + f(t). (2.1)
Here m is the mass of the particle, and f(t) is a c-number external force. µ(t) is the memory
function, which, by convention, is zero before t = 0. The passivity of the heat path means
that the system should be able to relax to a unique equilibrium state, i.e. the memory
function must also vanish after long times. The particle is coupled to the heat bath in two
ways: one is described by the mean force characterized by the memory function, the other
is provided by the operator-valued random force F (t), which satisfies < F (t) >= 0.
The autocorrelation function of F (t) is given by
CFF (t− t′) = 1
2
< F (t)F (t′) + F (t′)F (t) >
=
1
pi
∫ ∞
0
dωRe[µ˜(ω + io+)]h¯ω coth
(
h¯ω
2kT
)
cos[ω(t− t′)] (2.2)
This relation is regarded by Kubo [46] as the second fluctuation-dissipation theorem. It can
be written down once the quantum Langevin equation is obtained. Once the autocorrelation
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is given, all the correlation functions of F (t) are actually determined in the following way:
the correlations of even numbers of F (t) equal to the summation of the products of all
possible combinations of autocorrelation with preserved order, while the correlations of odd
numbers of F (t) simply vanish. This demonstrates that F (t) is Gaussian.
The different-time commutator of F (t) is
[F (t), F (t′)] =
2
ipi
∫ ∞
0
dωRe[µ˜(ω + io+)]h¯ω sin[ω(t− t′)] (2.3)
In Eqns. [2.2] and [2.3],
µ˜(z) =
∫ ∞
0
dtµ(t)eizt, Imz > 0 (2.4)
is the Fourier transform of the memory function µ(t). The coupling of the particle to the
heat bath is characterized by this function µ˜(z). It features three mathematical properties
which correspond to three fundamental physical principles. The definition of µ˜(z) shows that
it is analytic in the upper half plane Imz > 0. This is the reflection of the causality principle:
the mean force from the heat path on the particle depends only on the past motion of the
particle. Another property is given by
Re[µ˜(ω + io+)] > 0,−∞ < ω <∞ (2.5)
which means the boundary value of µ˜(z) on the real axis always has a positive real part.
It was proven [24] that this property comes from the requirement of the second law of
thermodynamics. The last property is called the reality condition:
µ˜(ω + i0+) = µ˜(−ω + i0+)∗ (2.6)
which implies that Re[µ˜(ω + i0+)] is an even function of ω. This is because the operator
x is Hermitian. This boundary value, Re[µ˜(ω + io+)], is called the spectral distribution of
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the memory function, and it belongs to a special class of complex variable functions termed
positive real functions.
One special case of the passive heat bath is the Ohmic heat bath, which has a constant
friction γ given by its spectral distribution:
Re[µ˜(ω + i0+)] = mγ (2.7)
Substitute this into the quantum Langevin equation (2.1), and considering the case of free
particle, f(t) = 0, one has
mx¨+mγx˙+
dV (x)
dx
= F (t), (2.8)
which is just the original classical Langevin equation. In the classical limit (kT  h¯ω), the
autocorrelation function of F (t), given in (2.2), becomes
< F (t)F (t′) >→ 2mkTγδ(t− t′) (2.9)
There are some general physical constraints on the systems that can be described by the
quantum Langevin equation. One is that the mean force from the heat bath should be linear
in the particle motion. Another is that the memory function should be independent of the
external potential but depends only on the interactions between the particle and the heat
bath.
It should be noted that, the operator x is not limited to the case of coordinate of a
particle. It can be a generalized displacement operator, such as the phase difference of the
superconducting wave function in a Josephson junction. This enables the translation of the
quantum Langevin equation to an equation with similar form but different physical meaning
of x.
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2.1.2 The Independent Oscillator Model [24]
Although the quantum Langevin equation given above is general and model-independent,
it can be conveniently realized by the independent oscillator model, in which infinite number
of harmonic oscillators in the heat bath are attached by individual springs to the quantum
particle in concern.
First let us have a look at the physical picture of the independent oscillator model. The
quantum particle is fixed at x = 0 starting from t = −∞, while the independent oscillators
in the heat bath are relaxed to equilibrium at a temperature T . After that but still in the
past, the quantum particle and all oscillators are let go. From then on, the system evolves
by itself, with the total Hamiltonian being
H = H0 +HB +HI
=
p2
2m
+ V (x) +
∑
j
[ p2j
2mj
+
1
2
mjω
2
j (qj − x)2
]
(2.10)
Here m, p and x are the mass, momentum and coordinate of the quantum particle, mj, pj, qj
and ωj are the mass, momentum, position and frequency of the jth oscillator, respectively.
They satisfy the usual commutation relations, i.e. the only non-vanishing commutators are:
[x, p] = ih¯, [qj, pk] = ih¯δjk (2.11)
H0 in the first line of Eq. (2.10) is the Hamiltonian of the quantum particle, which becomes
the first two terms in the second line. HB is the Hamiltonian of all the independent oscillators,
i.e. of the heat bath, while HI is the interaction between the particle and the oscillators. HB
and HI combine to give the summation term in the second line. It should be noted that, as
long as H0 has a spectrum bounded from the lower end, the total Hamiltonian will also have
a lower bound. This is obvious because HB and HI provide just some squared terms to be
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added to H0. The existence of ground state in this system guarantees its passivity because
a unique equilibrium state can exist.
The Heisenberg equations of motion for the quantum particle and oscillators are:
x˙ =
1
ih¯
[x,H] =
p
m
p˙ =
1
ih¯
[p,H] = −dV (x)
dx
+
∑
j
mjω
2
j (qj − x)
q˙j =
1
ih¯
[qj, H] =
pj
mj
p˙j =
1
ih¯
[pj, H] = −mjw2j (qj − x) (2.12)
These equations can be rearranged to get rid of the momentum variables and give
mx¨+
dV (x)
dx
=
∑
j
mjω
2
j (qj − x) (2.13)
q¨j + ω
2
j qj = ω
2
jx (2.14)
The last equation is an inhomogeneous differential equation. Its general solution can be
written as
qj(t) = q
h
j (t) + x(t)−
∫ t
∞
dt′ cos[ωj(t− t′)]x˙(t′), (2.15)
where
qhj (t) = qj cosωjt+
pj
mj
sinωjt
ωj
(2.16)
is the general solution of the corresponding homogeneous equation. qj(t) is substituted into
Eq. (2.13) to give
mx¨+
∫ t
∞
dt′
∑
j
mjω
2
j cos[ωj(t− t′)]x˙(t′) +
dV (x)
dx
=
∑
j
mjω
2
j q
h
j (2.17)
This is exactly the quantum Langevin equation (2.1) with f(t) = 0 if we have the following
relations:
µ(t) =
∑
j
mjω
2
j cosωjtΘ(t)
19
F (t) =
∑
j
mjω
2
j q
h
j (2.18)
Here the Heaviside step function Θ(t) is introduced to meet the requirement that the memory
function must be zero before t = 0. The above relations can be used to find the autocorre-
lation and commutator of F (t) as well as the spectral distribution of the memory function.
Knowing that the heat bath oscillators are in equilibrium at temperature T , one has
< qjqk > =
Tr[qjqk exp(−HBkT )]
Tr[exp(−HB
kT
)]
=
h¯
2mjωj
coth
(
h¯ωj
2kT
)
δjk (2.19)
and similarly,
< pjpk > =
1
2
h¯mjωj coth
(
h¯ωj
2kT
)
δjk
< qjpk > = − < pjqk >= 1
2
ih¯δjk (2.20)
Substitute these correlations and Eq. (2.18) into the autocorrelation of F (t), we get
1
2
< F (t)F (t′) + F (t′)F (t) >=
1
2
∑
j
h¯mjω
3
j coth
(
h¯ωj
2kT
)
cos[ωj(t− t′)] (2.21)
In the same way we get the commutator
[F (t), F (t′)] = −i∑
j
h¯mjω
3
j sin[ωj(t− t′)] (2.22)
The spectral distribution can be obtained using the Fourier transform of the memory
function
µ˜(z) =
∫ ∞
0
dteizt
∑
j
mjω
2
j cosωjt
=
i
2
∑
j
mjω
2
j
[
1
z − ωj +
1
z − ωj
]
(2.23)
Since
1
x+ i0+
= P (
1
x
)− ipiδ(x) (2.24)
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the spectral distribution is then written as
Re[µ˜(ω + io+)] =
pi
2
∑
j
mjω
2
j [δ(ω − ωj) + δ(ω + ωj)] (2.25)
The independent oscillator model provides a simple and physically meaningful realization
of the quantum Langevin equation. By choosing different distribution of the frequencies of
the independent oscillators, it can be used to represent the most general heat bath.
There has been many models to describe the heat bath. Some demonstrate their advan-
tages while some contain serious flaws. It is of interest to compare some widely used models
to the independent oscillator model.
The velocity-coupling model let the momentum of the particle be coupled to the heat
bath. Its Hamiltonian can be written as [24]
Hvc =
1
2m
[p+
∑
j
mjωjqj]
2 + V (x) +
∑
j
[ p2j
2mj
+
1
2
mjω
2
j q
2
j
]
(2.26)
After a unitary transformation
U1 = exp
[
− i
h¯
x
∑
j
mjωjqj
]
(2.27)
the Hamiltonian becomes
U †1HvcU1 =
p2
2m
+ V (x) +
∑
j
[
1
2mj
(pj −mjωjx)2 + 1
2
mjω
2
j q
2
j ] (2.28)
Then another unitary transformation
U2 = exp
[
ipi
2h¯
∑
j
( p2j
2mjωj
+
1
2
mjωjq
2
j
)]
(2.29)
changes it exactly into the Hamiltonian (2.10) of the independent oscillator model.
A three-dimensional version of the velocity-coupling Hamiltonian Hvc is the quantum
electrodynamic Hamiltonian describing a one-electron atom interacting with the blackbody
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radiation (BBR) field [70]:
HQED =
1
2m
(p+
e
c
A)2 + V (r) +
∑
k,s
h¯ωk(a
†
k,sak,s +
1
2
) (2.30)
where A is the vector potential. Because of the equivalence between HQED and Hvc, this
BBR model is a particular case of the independent oscillator model [24].
Similar to the case of the velocity-coupling model, the FKM model [22] and the Lamb
model [47] were proved [24, 49] to be equivalent to the independent oscillator model.
In the linear-coupling model [21, 53, 77], and equivalently the Schwabl-Thirring model
[71], the particle is coupled to the heat bath through a linear term of its position. The
Hamiltonian is
Hlc =
p2
2m
+ V (x) +
∑
j
[ p2j
2Mj
+
1
2
Mjω
2
j q
2
j
]
+ x
∑
j
λjqj (2.31)
There is a serious defect in this model: for a free particle, the energy of the system is not
bounded at the lower end because not all terms beside the free particle energy are quadratic
and positive. The result is that no unique equilibrium state can exist and the heat bath is
not passive, thus it violates the second law of thermodynamics.
This defect can be repaired by adding a quadratic ”counter” term later in calculations,
such as [10]
∑
j
λ2x2
2Mjω2j
, (2.32)
to change the Hamiltonian into
H ′lc =
p2
2m
+ V (x) +
∑
j
[ p2j
2Mj
+
1
2
Mjω
2
j
(
qj +
λ
Mjω2j
)2]
(2.33)
But this, after a canonical transformation, is equivalent to the Hamiltonian of the indepen-
dent oscillator model. Furthermore, the repair is not unique. Beside adding the ”counter”
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term, other repairs, such as an imposed positive condition on the external potential [77],
were proposed. The defect and various repairs have led to confusions in the literature.
Another important model is the rotating-wave approximation (RWA) [52], which is fun-
damental to quantum optics. The Hamiltonian of this model can be written as
HRWA = h¯ω0(a
†a+
1
2
) +
∑
j
h¯ωj(b
†
jbj +
1
2
) +
∑
j
h¯λj
2(mMjω0ωj)1/2
(ab†j + a
†bj) (2.34)
where a and bj are the annihilation operators corresponding to the quantum harmonic oscil-
lator and the jth bath oscillator, respectively, while a† and b†j are the corresponding creation
operators. They are related to the coordinates and momentums by
a =
mω0x+ ip
(2mh¯ω0)1/2
, bj =
Mjωjqj + ip
(2Mjh¯ωj)1/2
(2.35)
Substitute the above relation into the RWA Hamiltonian, it becomes
Hlc =
p2
2m
+ V (x) +
∑
j
[ p2j
2Mj
+
1
2
Mjω
2
j q
2
j
]
+
1
2
x
∑
j
λjqj +
1
2
p
mω0
∑
j
λjpj
Mjωj
, (2.36)
which can be obtained by replacing one half of the coordinate-coordinate coupling term in
the linear-coupling Hamiltonian with a momentum-momentum coupling term. This model
was shown [26] to exhibit the same problem of there being no unique equilibrium state,
as also occurs in the linear-coupling Hamiltonian. Besides, it was also found that [25] the
equation of motion derived from the RWA Hamiltonian is inconsistent with the Ehrenfest
theorem. Like the linear-coupling model, this Hamiltonian can be repaired by adding to it
the self-interaction terms
∑
j
λ2j
8Mjω2j
x2 +
1
8mω20
(∑
j
λ
Mjωj
pj
)2
, (2.37)
but again, this changes the RWA Hamiltonian into that of the independent oscillator model
[24].
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Unlike the linear-coupling model and the rotating wave approximation, the independent
oscillator model, along with the macroscopic description by the quantum Langevin equation,
guarantees the existence of the lower bound of energy and thus the passivity of the heat bath.
2.2 The Wigner Distribution Function
The Wigner distribution function was introduced by Wigner [85] in 1932 as an ana-
logue of classical distribution function for a quantum particle. It has real values, but is
not always positive. This forbids the Wigner distribution function to be regarded as a true
probability distribution function. However, the integrals of the Wigner distribution func-
tion over coordinates or momentum can give the momentum and coordinate probability
distributions, respectively, of a quantum particle. Thus sometimes the Wigner distribution
function is called a ”quasi probability distribution” [43]. Because of its phase space nature,
the Wigner distribution function provides a classical description of states that is parallel
to the Schrodinger equation. Since its introduction, the Wigner distribution function has
been applied to various fields such as statistical mechanics [56, 66], quantum chemistry and
quantum optics [61]. It is also widely used to facilitate the recent discussions of decoherence
[63, 89].
For the purpose of a simple introduction, a one-dimensional system is considered here.
Let ψ be the state of such a system, the Wigner distribution function is then defined as [43]:
W (q, p) =
1
pih¯
∫ ∞
−∞
dyψ∗(q + y)ψ(q − y)e2ipy/h¯ (2.38)
For a mixed state denoted by a density matrix ρ, it becomes
W (q, p) =
1
pih¯
∫ ∞
−∞
dy < q − y|ρ|q + y > e2ipy/h¯. (2.39)
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The Wigner distribution function was examined [60] and found to satisfy a set of prop-
erties, which can uniquely determine its form.
First, W (q, p) is a Hermitian form of the state vector ψ:
W (q, p) =< ψ|M(q, p)|ψ > (2.40)
where M(q, p) is self-adjoint. This leads to the result that W (q, p) is real, but it does not
rule out negative values.
Second, the integral of W (q, p) over one of its variables gives the probability distribution
for the other:
∫ ∞
−∞
dpW (q, p) =
1
pih¯
∫ ∞
−∞
dp
∫ ∞
−∞
dyψ∗(q + y)ψ(q − y)e2ipy/h¯
=
∫ ∞
−∞
dyψ∗(q + y)ψ(q − y)
∫ ∞
−∞
dpe2ipy/h¯
= |ψ(q)|2 (2.41)
and similarly, ∫ ∞
−∞
dqW (q, p) = |ψ(p)|2 (2.42)
Naturally, the integral over both of the variables leads to 1 so that the total probability is
conserved.
The next two properties of the Wigner distribution function describes its behavior under
space-time transformations. It was pointed out [60, 43] that W (q, p) is invariant under
Galilei translational transformation: when ψ(q)→ ψ(q+a), the Wigner distribution function
demonstrates just a translation in coordinates, W (q, p) → W (q + a, p). Also, W (q, p) is
invariant under spatial reflection and time reversion:
ψ(q)→ ψ(−q) ⇒ W (q, p)→ W (−q,−p)
ψ(q)→ ψ∗(q) ⇒ W (q, p)→ W (q,−p) (2.43)
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However, the Wigner distribution function is not relativistic because it breaks the invariance
of the Lorentz transformation.
The symmetry between coordinate and momentum in the Wigner distribution function
can be shown by the Fourier transformation of the state:
φ(p) =
1
2pih¯
∫
dqψ(q)e−ipq/h¯ (2.44)
which is then used to rewrite W (q, p) as
W (q, p) =
1
pih¯
∫ ∞
−∞
dsφ∗(p+ s)φ(p− s)e−2iqs/h¯ (2.45)
Suppose there are two states, ψ1(q) and ψ2(q), their corresponding Wigner distribution
functions are W1(q, p) and W2(q, p), respectively, then it can be derived that
∫
dq
∫
dpW1(q, p)W2(q, p) =
1
2pih¯
|
∫
ψ∗1(q)ψ2(q)|2 (2.46)
In the case of orthogonal ψ1(q) and ψ2(q), the above property becomes
∫
dq
∫
dpW1(q, p)W2(q, p) = 0 (2.47)
Since the integrals are for all values, it means there must be somewhere that the Wigner
distribution functions take negative values.
The next property deals with the Wigner transformation of operators in quantum me-
chanics. Let Oˆ be an operator, its Wigner transformation is defined as
O(q, p) =
∫
dy < q − 1
2
y|Oˆ|q + 1
2
y > eipy/h¯ (2.48)
where O(q, p) is a classical function. It is then obtained that
∫
dq
∫
dpO(q, p) = 2pih¯Tr(Oˆ) (2.49)
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This can be generalized to the case of two operators Oˆ1 and Oˆ2 that
∫
dq
∫
dpO1(q, p)O2(q, p) = 2pih¯Tr(Oˆ1Oˆ2) (2.50)
O(q, p) is called the phase space description of the quantum operator Oˆ [43]. Thus both states
and operators in quantum mechanics can be translated into this phase space formulation.
Some useful correspondences was obtained [43] by the use of the Bopp operators [8]:
xρ↔
(
q +
ih¯
2
∂
∂p
)
W, ρx↔
(
q − ih¯
2
∂
∂p
)
W
pρ↔
(
p− ih¯
2
∂
∂q
)
W, ρp↔
(
p+
ih¯
2
∂
∂q
)
W (2.51)
in which the x and p on left hand sides are the position and momentum operators, ρ is the
density matrix operator; and the q and p on right hand sides are the c-number variables of
the Wigner distribution function. These correspondences can be used to translate the oper-
ator equation for density matrix to the quasi classical equation for the Wigner distribution
function.
Finally let us have a look at the dynamics ofW (q, p). For a particle moving in an external
potential V , the time dependence of its Wigner distribution function comes from two parts:
∂W
∂t
=
∂kW
∂t
+
∂VW
∂t
(2.52)
By plugging in the definition ofW (q, p), and assuming that the potential V can be expanded
into a Taylor series as
V (q + y) =
∞∑
λ
yλ
λ!
V λ(q), (2.53)
it is derived [43] that
∂W
∂t
= − p
m
∂W
∂q
+
∑
λ
1
λ!
(
h¯
2i
)λ−1∂λV (q)
∂qλ
∂λW
∂pλ
(2.54)
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This equation of motion for the Wigner distribution function is the same as the classical
equation of motion when the potential has no third or higher order derivatives. One such
example is a harmonic oscillator potential, another is a uniform electric field, which is the
case in the experiment of engineering decoherence [59].
2.3 The Initial Value Quantum Langevin Equation
There are several forms of quantum Langevin equation: the Langevin equation for
stationary process, the initial value Langevin equation, and the form local in time. For
a harmonic oscillator with force constant K, we already saw [Eq.(2.1)] that the Langevin
equation for stationary process is
mx¨+
∫ t
−∞
dt′µ(t− t′)x˙(t′) +Kx = F (t) (2.55)
where we have taken the external force f(t) to be zero. Its solution can be written as
xs(t) =
∫ t
−∞
dt′G(t− t′)F (t′) (2.56)
where the subscribe s is introduced to denote stationary process. G(t) is the Green function
G(t) =
1
2pi
∫ ∞
−∞
dωα(ω + i0+)e−iωt (2.57)
and α(z) is the response function
α(z) =
1
−mz2 + izµ˜(z) +K (2.58)
The autocorrelation of xs is
Cxx =
1
2
< xs(t)xs(t
′) + xs(t′)xs(t) >
=
h¯
pi
∫ ∞
0
dωIm[α(ω + i0+)] coth
h¯ω
2kT
cosω(t− t′) (2.59)
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Since this is stationery process, the correlations are invariant under time translation and
thus they are functions of t− t′ only.
The initial value quantum Langevin equation [24] is
mx¨+
∫ t
−∞
dt′µ(t− t′)x˙(t′) +Kx = −µ(t)x(0)F (t), (2.60)
where x(0) is the initial position. Here the memory function is obtained from the independent
oscillator model
µ(t) =
∑
j
mjω
2
j cosωjtΘ(t) (2.61)
and the random force is a function of the initial values of the heat bath:
F (t) =
∑
j
[qj(0)mjω
2
j cosωj + pj(0)ωj sinωjt] (2.62)
The solution of this initial value equation can be obtained in terms of the Green function
(2.57), which is the solution of the homogeneous equation
mG¨+
∫ t
0
dt′µ(t− t′)G˙(t′) +KG = 0 (2.63)
with the initial conditions
G(0) = 0, G˙ =
1
m
(2.64)
Thus the solutions of Eq. (2.60) are derived to be [29]
x(t) = mG˙(t)x(0) +mG(t)x˙(0) +X(t)
x˙(t) = mG¨(t)x(0) +mG˙(t)x˙(0) + X˙(t) (2.65)
in which X(t) is the fluctuating displacement operator
X(t) =
∫ t
0
dt′G(t− t′)F (t′) (2.66)
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In the case of a harmonic oscillator, for times long compared with the oscillator decay time
after t = 0, the Green function vanishes exponentially as can be seen from (2.57) , so does the
dependence on initial values in Eq. (2.65). At that time, the lower limit in the integration
can be taken to −∞, and X(t) becomes the solution of the stationary Langevin equation.
The local form of Langevin equation can be derived from the solutions (2.65). First the
solutions are rearranged to give
x(0) =
G[x˙− X˙(t)]− G˙[x−X(t)]
m(GG¨− G˙2)
x˙(0) =
G¨[x−X(t)]− G˙[x˙− X˙(t)]
m(GG¨− G˙2) (2.67)
then the time derivative of the second equation in (2.65) gives
x¨(0) = m
...
G (t)x(0) + 2mG¨x˙(0) +mG˙x¨(0) + X¨(t) (2.68)
Substituting the expressions for the initial values into the above equation, finally we have
x¨+ 2Γ(t)x˙+ Ω2(t)x =
1
m
F (t) (2.69)
where the time dependent coefficients are
2Γ(t) =
G(t)
...
G (t)− G˙(t)G¨(t)
G˙2(t)−G(t)G¨(t)
Ω2(t) =
G¨2(t)− G˙(t) ...G (t)
G˙2(t)−G(t)G¨(t) (2.70)
It was found [29] that this local form of Langevin equation is equivalent to the following
exact master equation [40]:
∂W
∂t
= − p
m
∂W
∂q
+mΩ2(t)q
∂W
∂p
+ 2Γ(t)
∂W
∂p
+h¯mΓ(t)h(t)
∂2W
∂p2
+ h¯Γ(t)g(t)
∂W
∂q
∂W
∂p
(2.71)
Here Ω2(t),Γ2(t), h(t), g(t) are some time dependent parameters.
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There are several master equations [44, 11, 79] that are equivalent to the above equation.
Those are equations of density matrices, which are widely used in analyzing many problems
of the nature of dissipative environments [15, 51, 82]. However, it was pointed out [35]
that the utility of exact master equations like that of Hu-Paz-Zhang [44] is seriously limited
by several drawbacks. At low temperature, the exact master equation displays irreparable
divergence [24]. At high temperature, its solution breaks translational invariance. What
is more, the solution leads to a density matrix that, for short times, has negative diagonal
elements, which should correspond to probabilities. Although the last difficulty can be
avoided by carrying out a time average of the master equation to give the Lindblad form
[51], these problems are caused by an unphysical assumption in the derivation of the master
equation, which says the particle and the heat bath are initially not coupled, and at t = 0 the
coupling is suddenly turned on. This assumption is unphysical in that such sudden coupling
can not be achieved by any practical method. A more accurate description is one that the
particle and the heat bath are entangled at all time.
Since the Wigner distribution function is the Fourier transform of the density matrix [43],
it should provide the same information as given by the latter. Moreover, the Wigner distri-
bution functions are easier to use because they are classical functions rather than operators,
and they are directly related to the probability distribution, which can be experimentally
measured.
To get the general expression of the probability distribution for the quantum harmonic
oscillator, we need to use some properties of the Wigner distribution function. First, the
Wigner function of the initial state of the system is the product of the Wigner function of
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the oscillator and the Wigner function of the heat bath:
Wsystem(q, p;q,p, 0) = W (q, p, 0)
∏
j
Wj(qj, pj) (2.72)
where q, p are the particle variables, and q,p are the bath variables. The Wigner function
of the bath is the product of the Wigner functions of every independent oscillator. For the
jth bath oscillator we have [43]
Wj(qj, pj) =
1
pih¯ coth(h¯ωj/2kT )
exp
[
− p
2
j +m
2
jω
2
j q
2
j
mjh¯ωj coth(h¯ωj/2kT )
]
(2.73)
For coupled harmonics oscillators, the Wigner function evolves like that of a classical
system. Thus the Wigner function at a later time can be given by the Wigner function at
t = 0:
Wsystem(q, p;q,p, t) =Wsystem(q(0), p(0);q(0),p(0), 0) (2.74)
For the reduced system, the Wigner function can be obtained by integrating the Wigner
function Wsystem(q, p;q,p, t) over the bath variables:
W (q, p; t) =
∫
dq
∫
dpWsystem(q, p;q,p, t)
=
∫
dq
∫
dpW (q(0), p(0), 0)
∏
j
Wj(qj(0), pj(0)) (2.75)
This is formally the solution. But we need to find the explicit expression of it. To do that,
it is helpful to transform the integral variables to the initial bath variables:
dqdp =
∂(q, p;q,p)
∂(q, p;q(0),p(0))
dq(0), dp(0) (2.76)
The Jacobian can be written as
∂(q, p;q,p)
∂(q, p;q(0),p(0))
=
∂(q, p;q,p)
∂(q(0), p(0);q(0),p(0))
∂(q(0), p(0);q,p)
∂(q, p;q(0),p(0))
(2.77)
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Since the change of the variables of the system from those at t = 0 into those at a late time
is a canonical transformation, the Jacobian of such a change, which is the first factor on the
right hand side of last equation, is unity. Therefore,
∂(q, p;q,p)
∂(q, p;q(0),p(0))
=
∂q(0), p(0);q,p)
∂(q, p;q(0),p(0))
=
(
∂(q, p;q(0),p(0))
∂q(0), p(0);q,p)
)−1
=
(
∂q
∂q(0)
∂p
∂p(0)
− ∂q
∂p(0)
∂p
∂q(0)
)−1
(2.78)
Next we turn for the help of the initial value quantum Langevin equation, which has the
solutions (2.65). Let p = mx˙, we can rewrite the solutions as
q = q(t) = mG˙(t)q(0) +G(t)p(0) +X(t)
p = p(t) = m2G¨(t)q(0) +mG˙(t)p(0) +mX˙(t) (2.79)
Substitute these into the Jacobian, one gets
∂(q, p;qp)
∂(q, p;q(0),p(0))
=
1
m2(G˙2 −GG¨) (2.80)
Thus the Wigner function now takes the form
W (q, p; t) =
1
m2(G˙2 −GG¨)
∫
dq(0)
∫
dp(0)W (q(0), p(0); 0)
∏
j
Wj(qj(0), pj(0))
=
< W (q(0), p(0); 0) >
m2(G˙2 −GG¨) (2.81)
where the brackets indicate the average over the initial equilibrium distribution of the heat
bath. This average can be carried out by the use of the Fourier transform of the initial
Wigner function:
W (q, p; 0) =
1
(2pih¯)2
∫ ∞
−∞
dQ
∫ ∞
−∞
dPW˜ (Q,P ; 0) exp[i(Pq +Qp)/h¯] (2.82)
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Now the Wigner distribution function at later time becomes
W (q, p; t) =
1
(2pih¯)2m2(G˙2 −GG¨)
∫ ∞
−∞
dQ
∫ ∞
−∞
dPW˜ (Q,P ; 0)
× < exp{i[Pq(0) +Qp(0)]/h¯} > (2.83)
Introduce the coordinate transformations
Q = mG˙r +Gs, P = m2G¨r +mG˙s (2.84)
and make use of the inverse coordinate relation (2.67) with p = mq˙, then the factor in the
exponential function becomes
Pq(0) +Qp(0) = (p−mX˙)r + (q −X)s (2.85)
These transformations also lead to
dQdP = m2(G˙2 −GG¨)drds (2.86)
The fluctuation displacement X is linear in the initial bath variables, so its average has the
Gaussian property that the averages of all its moments can be given by the averages of the
second moments. This results in
< exp[−i(mX˙r +Xs)/h¯] > = exp
[
− 1
2h¯2
(m < XX˙ + X˙X > rs
+m2 < X˙2 > r2+ < X2 > s2)
]
(2.87)
Plug the above relations into W (q, p; t), we can have
W (q, p; t) =
1
(2pih¯)2
∫ ∞
−∞
dr
∫ ∞
−∞
dsW˜ (mG˙r +Gs,m2G¨r +mG˙s; 0)
× exp[i(rp+ sq)/h¯] exp
[
− 1
2h¯2
(m < XX˙ + X˙X > rs
+m2 < X˙2 > r2+ < X2 > s2)
]
(2.88)
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This can be regarded as the exact solution to the master equation of the Wigner function
(2.71). As mentioned in last section, the integral of this Wigner distribution function over p
can lead to the probability distribution in coordinate space, so we finally obtain
P (q, t) =
∫ ∞
−∞
dpW (q, p; t)
=
1
2pih¯
∫ ∞
−∞
dsW˜ (Gs,mG˙s; 0) exp
[
− 1
2h¯2
< X2 > s2 + i
q
h¯
s
]
(2.89)
If we know the Green function and the mean square displacement, then we can use this
formula to directly calculate probability distribution. In Chapter 4, we use this technique to
discuss the influence of dissipation on decoherence for both a free particle and a harmonic
oscillator.
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Chapter 3
Effect of an External Field on
Decoherence
This chapter discusses the problem of how decoherence can be affected by an external
field, as arises in the Myatt et al experiment [59]. The first section introduces an attenuation
coefficient, to indicate a measure of decoherence, and presents an example, i.e. the decoher-
ence for a free particle. The second section analyzes the case of a harmonic oscillator driven
by an external field in two ways. First a heuristic approach is presented, then some more
rigorous calculations are done for both random and non-random external fields.
3.1 The Attenuation Coefficient and a Free Particle
Example
Decoherence can be most clearly demonstrated by the discussion of a particle with an
initial Schrodinger’s cat state, which corresponds to two widely separated Gaussian wave
packets. The spatial probability distribution consists of the sum of the probability distribu-
tions for the individual states plus an interference term that depends on time:
P (x, t) = P1(x, t) + P2(x, t) + PI(x, t) cos[h(t)] (3.1)
where the h(t) in the cosine factor is a function of time, and PI is an amplitude factor
that decays in time. Decoherence is often described as the disappearance of the interference
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term. But this is not very accurate because the integrated probability of each term in (3.1)
is constant [65]. The effect of decoherence, beside causing the amplitude of the interference
term to decrease, also leads to the spreading of the interference wave packet in such a way
that the integrated probability is not changed.
A measure of decoherence was introduced [27] by defining an attenuation coefficient a(t),
which is the ratio of the factor multiplying the oscillatory term to twice the geometric mean
of the first two terms:
a(t) =
PI(x, t)
2
√
P1(x, t)P2(x, t)
(3.2)
If the attenuation coefficient is unity, then the interference term does not vanish, therefore
there is no decoherence. But if the the attenuation coefficient decays along with time,
the contribution from the interference term will become smaller and smaller, which means
decoherence occurs. This should be a desirable measurement of decoherence because it is
directly related to quantities that can be observed experimentally. It can also be used to
reveal ”decoherence without dissipation” [27, 30], which had not been noticed before in the
literature.
For the initial Schrodinger’s cat state, we have
ψ(x, 0) = (8piσ2)−1/4(1 + e−d
2/8σ2)−1/2
{
exp
[
− (x− d/2)
2
4σ2
]
+ exp
[
− (x+ d/2)
2
4σ2
]}
(3.3)
The corresponding probability distribution is given by [34]:
P (x, t) =
1
2
(1 + e−d
2/8σ2)−1
{
P0(x− d
2
, t) + P0(x+
d
2
, t)
+2 exp
[
− d
2
8w2(t)
]
a(t)P0(x, t) cos
[x(0), x(t)]xd
4iσ2w2(t)
}
(3.4)
where P0(x, t) is the probability distribution for a single wave packet:
P0(x, t) =
1√
2piw2(t)
exp
[
− x
2
2w2(t)
]
(3.5)
37
and w2(t) is the variance of a single wave packet:
w2(t) = σ2 − [x(0), x(t)]
2
4σ2
+ s(t) (3.6)
with s(t) =< [x(t)− x(0)]2 > being the mean square displacement. The attenuation coeffi-
cient is
a(t) = exp
[
− s(t)d
2
8σ2w2(t)
]
(3.7)
In the case of a Brownian particle, the mean square displacement and the commutator
are given by [27]
s(t) =
2h¯
pi
∫ ∞
0
dωIm[α(ω + i0+)] coth
h¯ω
2kT
(1− cosωt)
[x(0), x(t)] =
2ih¯
pi
∫ ∞
0
dωIm[α(ω + i0+)] sinωt (3.8)
where α is the response function. In the limit of vanishing dissipation γ → 0, we can have
s(t) =
kT
m
t2, [x(0), x(t)] =
ih¯
m
t (3.9)
and thus
a(t) = exp
(
− d
2
8σ2 + 2λ¯2 + 8mσ4/kT t2
)
(3.10)
where λ¯ = h¯/
√
mkT is the thermal de Broglie wavelength. When the two initial wave packets
are widely separated, i.e. d σ, and the temperature T is sufficiently high so that d λ¯,
the attenuation coefficient approaches
a(t)→ exp
[
−
(
t
τd
)2]
(3.11)
where
τd =
√
8σ2√
kT/md
(3.12)
is the decoherence time. For long time, the attenuation coefficient is small, thus there
is decoherence. Since γ characterizes the strength of the coupling of the particle to the
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environment, this means decoherence can occur at vanishing dissipation. This is different
from a common belief [89] that decoherence occurs only as the result of irreversible coupling
to the environment. Eq. (3.10) is obtained for the case of the particle being coupled to the
heat bath at all times, while the results that require dissipation for decoherence to occur
assume that the particle is initially uncoupled to the heat bath.
3.2 Harmonic Oscillator
The wave packet of a free particle can have dynamical spreading, but the wave packet of
a free harmonic oscillator does not. For a free harmonic oscillator, its wave packet keeps the
shape but the peak of the wave packet oscillates back and forth at its intrinsic frequency. It
will be interesting to see whether decoherence can occur for a harmonic oscillator driven by
an external force f(t).
3.2.1 A Heuristic Analysis
Let x(t) be the dynamical variable corresponding to the coordinate of the wave function of
the superposition state of the oscillator of Myatt et al.[59]. As shown in [24], in the presence
of an external force f(t) in addition to the fluctuation force F (t), the steady-state motion
can be described by means of a generalized quantum Langevin equation
mx¨+
∫ t
−∞
dt′µ(t− t′)x˙(t′) +Kx = F (t) + f(t) (3.13)
where µ(t) is the memory function, K is the oscillator force constant (K = mω20) and F (t) is
a fluctuating operator force with mean 〈F (t)〉 = 0. The steady-state solution of Eq. (3.13)
can be written as
x(t) =
∫ t
−∞
dt′G(t− t′)[F (t′) + f(t′)] ≡ xs(t) + xd(t) (3.14)
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where xs(t) is the stationary solution and xd is due to the driven motion. Also, G(t), the
Green function, is given by
G(t) =
1
2pi
∫ ∞
−∞
dωα(ω + i0+)e−iωt, (3.15)
with α(z) the familiar response function
α(z) =
1
−mz2 − izµ˜(z) +K . (3.16)
In addition,
µ˜(z) =
∫ ∞
0
dtµ(t)eizt ≡ mγ(z) (3.17)
is the Fourier transform of the memory function, which characterizes the reservoir [24, 30].
The fact that α(z) does not depend on f(t) follows simply by taking the Fourier transform
of (3.14) which enables the solution to be written in Fourier transform language as
x˜(ω) = α(ω)[F˜ (ω) + f˜(ω)], (3.18)
where superposed tildes indicate Fourier transforms.
Because of the linearity of the oscillator, it is clear that the motion of the driven oscillator
will be a superposition of a driven mean motion and a motion about the mean that is identical
with the motion about the equilibrium state [28]. The starting-point of our calculation is
the correlation
1
2
〈xs(t)xs(t′) + xs(t′)xs(t)〉 ≡ C(t− t′) ≡ C0 + Cd
=
h¯
pi
∫ ∞
0
dωIm{α(ω + i0+)} coth h¯ω
2kT
cosω(t− t′) + Cd, (3.19)
where C0 and Cd are the contribution due to F (t) and f(t), respectively. It follows that the
mean-square displacement (which characterizes the spreading of the wave packet) is
s(t) ≡ 〈[xs(t)− xs(0)]2〉 = 2{C(0)− C(t)}
=
2h¯
pi
∫ ∞
0
dωIm{α(ω + i0+)} coth h¯ω
2kT
(1− cosωt) + sd, (3.20)
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where α is given by (3.16) and sd is the contribution due to the ”driven motion”.
Here, we have used the fact that since < F (t) >= 0 and since there is no correlation
between F (t) and f(t), it is clear that
s(t) = s0(t) + sd(t), (3.21)
where s0 denotes the contributions due to F (t). Since s0(t) has been calculated in detail,
in Ref. [27], which considers entanglement between the system and the environment at the
initial time t = 0, we will henceforth concentrate on sd. Consider that the external force is
applied at t = 0. It follows from (3.13) that
xd(t) =
∫ t
0
dt′G(t− t′)f(t′). (3.22)
Since xd(0) = 0, it follows that
sd(t) = 〈x2d(t)〉
=
∫ t
0
dt′
∫ t
0
dt′′G(t− t′)G(t− t′′)g(t′ − t′′), (3.23)
where
g(t′ − t′′) = 〈f(t′)f(t′′)〉. (3.24)
Further progress clearly depends on the nature of f(t) but, keeping in mind the existing
experiments [59, 76], let us consider a random δ-correlated force so that
g(t′ − t′′) = gδ(t′ − t′′). (3.25)
where g is time-independent. Hence, substituting (3.25) in (3.23), we obtain
sd = g
∫ t
0
dt′G2(t′). (3.26)
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In the case of the oscillator potential of Myatt et al.[59], we find that in the case of Ohmic
coupling (γ(ω) = γ = constant)
G(t) = e−(γt/2)
sinω1t
mω1
, (3.27)
where
ω21 = ω
2
0 − (γ/2)2, (3.28)
and ω0 is the oscillator frequency. Thus, substituting (3.27) in (3.26), it follows that
sd =
g
4mγω20ω
2
1
{
(1− e−γt)2ω21 − e−γt(γ2 sin2 ω1t+ γω1 sin 2ω1t)
}
. (3.29)
In the case of negligible dissipation (γ → 0), which approximates the experiment of Myatt
et al., we have
sd → g
2m2ω20
t
{
1− sin 2ω0t
2ω0t
}
. (3.30)
In the absence of dissipation and for negligibly low temperatures (which approximates
the experiment of Myatt et al.) it readily follows [30] that
a(t) = exp
{
− sd(t)d
2
8σ2[σ2 + sd(t)]
}
(3.31)
where σ is the initial width of the individual wave packets. Thus, the dependence on d2 in
the numerator always emerges, regardless of the value of sd. We also note the absence of a
term analogous to the second term in (3.6), corresponding to the fact that, when f(t) = 0,
the width of the oscillator wave function is constant in time whereas that of the free particle
continually increases.
We can see from (3.31) that the relative magnitude of sd and the initial value of variance
σ2 play a crucial role. In particular, when sd is far greater than σ
2, the attenuation coefficient
becomes
a(t) ≈ exp
{
− d
2
8σ2
}
if sd >> σ
2. (3.32)
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while when sd is far less than σ
2,
a(t) ≈ exp
{
− sd
σ2
d2
8σ2
}
if sd << σ
2, (3.33)
In the former case, a(t) is independent of sd, i.e. it does not depend on the external force
f(t). In the later case, we can substitute (3.30) into (3.33) to get
a(t) = exp
[
− t
τ0
(
1− sin 2ω0t
2ω0t
)]
(3.34)
where
τ0 =
16σ4m2ω20
gd2
(3.35)
For small time (2ω0t  1) after the initial time t = 0, we can expand the sine function to
get
a(t) = exp
[
− t
τ0
(2ω0t)
2
6
]
= exp
(
− gd
2
24m2σ4
t3
)
, 2ω0t 1 (3.36)
Here the decay rate of decoherence is independent of ω0, corresponding to free particle
behavior. However, when t further increases, there is a change in the time behavior until at
the end of the first cycle at 2ω0t = 2pi when
a(t) = exp
(
− t
τ0
)
(3.37)
As we go into the next and subsequent cycles, the sin(2ω0t)/(2ω0t) term becomes more and
more negligible, and (3.37) becomes more and more accurate as we go beyond the first cycle.
It should be noted that Eq. (3.25) also corresponds to that obtained with a white noise
spectrum. However, it is very different in nature than the white noise spectrum associated
with the fluctuation force F (t). A random c-number field feeds energy into the quantum
particle. In fact, if the coupling between a particle ( either a free particle or a harmonic
oscillator) and a heat bath is negligibly weak, the energy of the particle increases linearly in
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time. On the other hand, in the case of a fluctuation force, we are necessarily dealing with
a heat bath; in other words, we have a dynamical system in which the particle also loses
energy due to the emission of bath excitations. Thus, for example, in the case where the
white noise spectrum is associated with an equilibrium temperature [24]
< F (t′)F (t”) >= 2mγTδ(t′ − t”), (3.38)
for the case of constant γ and in the classical limit. Moreover, the rate of work being done
by the fluctuation force is given by [50]
PF = kTγ (3.39)
Thus, the rate of work being done by the fluctuation force is proportional to the dissipation.
This is a manifestation of the general principle that, at equilibrium, the energy lost by
a particle due to dissipation is compensated by the energy received from the fluctuation
force. Therefore, there is a crucial difference between the effects of f(t) and F (t) so that, in
particular, an external field that has a white noise spectrum can not be approximated by a
weakly coupled thermal reservoir, and as a result, one must use the analysis given above.
3.2.2 More Rigorous Calculations
In the last subsection, the analysis of the problem with f(t) 6= 0 was heuristic to a certain
degree since it assumed that the well-established results given in [27] for the f(t) = 0 case
could be taken over to the f(t) 6= 0 case by simply incorporating the effect of f(t) in the
result for the mean-square-displacement of the charged quantum particle, a key ingredient
of [27]. Whereas this method has the merit of getting an answer quickly in a physically
appealing manner, it is desirable to also carry out a more rigorous calculation. In fact, since
for the case of the NIST experiment [59, 76], both the temperature T → 0 and the dissipative
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decay rate γ → 0, it should be clearly possible to carry out such a calculation within the
realm of standard quantum mechanics. This subsection shows that this can be achieved by
making use of the Feynman-Hibbs expression [20] for the propagator and wave-function of
an oscillator driven by an external force f(t). The results we obtain for the decoherence
agree with those previous obtained in the case of a random f(t). In addition, we reach
the important conclusion that, for the case of a random force, decoherence is intrinsic to
quantum mechanics and does not require a dissipative environment. (Decoherence without
dissipation can also occur due to temperature effects [30, 31]).
In the following, first we discuss the case of the oscillator subject to a driven (external)
force f(t) and, using the relevant propagator, we obtain the time dependent wave function.
Next we obtain a very general expression for the probability distribution at time t for the case
of an arbitrary initial state. After that, we explicitly evaluate the probability distribution
for the case of the oscillator in a single Gaussian state and we analyze the effect of f(t) both
for the random and non-random cases. Then we consider a superposition of Gaussian states,
separated by a distance d, which leads us to an analysis of the effect of f(t) on decoherence.
A. A Driven Oscillator
In general, a wave function at time t may be written in terms of the initial (t = 0) wave
function as
ψ(x, t) =
∫ ∞
−∞
dx′K(x, t;x′, 0)ψ(x′, 0), (3.40)
where K is the propagator. In the particular case where H is time-independent
K(x, t;x′, 0) = 〈x| exp
(
− i
h¯
Ht
)
|x′〉. (3.41)
For the driven oscillator, the Lagrangian is [20]
L =
m
2
x˙2 − mω
2
2
x2 + f(t)x, (3.42)
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and the action is given by
S =
∫ t
0
dsL(s). (3.43)
The result for the classical action is (see Ref. [20], p. 64)
Scl =
mω
2 sin(ωt)
[(
x2i + x
2
f
)
cos(ωt)− 2xixf
]
+
xf
sin(ωt)
∫ t
0
ds sin(ωs)f(s) +
xi
sin(ωt)
∫ t
0
ds sin(ω(t− s))f(s)
− 1
mω sin(ωt)
∫ t
0
ds
∫ s
0
du sin(ωu) sin(ω(t− s))f(s)f(u), (3.44)
where xi and xf refer to the initial and final coordinates of the path and t is the time
difference. Also
K(xf , t;xi, 0) =
{
mω
2piih¯ sin(ωt)
}1/2
exp
{
i
h¯
Scl
}
. (3.45)
It is convenient to re-write (3.44) in the form
Scl = S1(xi, xf ) + xfI1 + xiI2 − I3
= S1(xi, xf ) +
xf
sinωt
J1 +
xi
sinωt
J2 − 1
mω sinωt
J3, (3.46)
where
S1(xi, xf ) =
mω
2 sin(ωt)
[(x2i + x
2
f ) cos(ωt)− 2xixf ] (3.47)
J1 =
∫ t
0
ds sin(ωs)f(s) (3.48)
J2 =
∫ t
0
ds sin(ω(t− s))f(s) (3.49)
J3 =
∫ t
0
ds
∫ s
0
du sin(ωu) sin(ω(t− s))f(s)f(u). (3.50)
As a check, we note that when f(t) = 0, it is clear from (3.48) to (3.50) that the integrals
J1 = J2 = J3 = 0. Hence, Sc` → S1 given by (3.47) so, from (3.45), we obtain
K(xf , t;xi, 0) =
{
mω
2piih¯ sin(ωt)
}1/2
exp
{
i
h¯
mω
2 sin(ωt)
[(
x2i + x
2
f
)
cos(ωt)− 2xixf
]}
, (3.51)
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which is the propagator for the free oscillator [54]. Next, we define
J ≡ xd(t) =
∫ t
0
dsG(t− s)f(s)ds, (3.52)
where xd(t) denotes the coordinate displacement due to the external force and where the
Green function for the oscillator is given by (making use of equations (3.45) and (3.46) of
Ref. [29] in the limit of zero dissipation)
G(t) =
sinωt
mω
. (3.53)
Thus, it follows that
J2 = mωJ, (3.54)
and
J =
1
mω
∫ t
0
ds sinω(t− s)f(s). (3.55)
We now go beyond the exposition of Feynman-Hibbs to discuss the probability distribu-
tion
P (x; t) = |ψ(x, t)|2
=
∫ ∞
−∞
dx′′
∫ ∞
−∞
dx′K∗(x, x′′; t)K(x, x′; t)ψ∗(x′′, 0)ψ(x′, 0). (3.56)
Thus, using (3.45), and noting from (3.44) that Scl is real, we obtain
K∗(x, x′′; t)K(x, x′; t)
=
{
mω
2pih¯ sinωt
}
exp
{
i
h¯
[Scl(x, x
′)− Scl(x, x′′)]
}
=
{
mω
2pih¯ sinωt
}
exp
{
i
h¯
([S1(x, x
′)− S1(x1, x′′)] + (x′ − x′′)I2)
}
=
{
mω
2pih¯ sinωt
}
exp{ i
h¯
mω
2 sinωt
[(
x′
2 − x′′2
)
cosωt− 2x(x′ − x′′)
]
+
i
h¯
(x′ − x′′)
sinωt
J2}
=
{
mω
2pih¯ sinωt
}
exp
{
a
(
x′
2 − x′′2
)
+ b(x′ − x′′)
}
, (3.57)
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where
a =
i
h¯
mω
2 sinωt
cosωt =
i
4σ2
cosωt
sinωt
(3.58)
and
b = − i
h¯
mωx
sinωt
+
i
h¯ sinωt
J2
=
i
2σ2 sinωt
(J − x), (3.59)
Here
σ2 =
h¯
2mω
. (3.60)
B. A Single Gaussian State
For a harmonic oscillator in a single Gaussian state, the initial wave function is given by
ψ(x, 0) = (2piσ2)−1/4 exp
{
− x
2
4σ2
}
. (3.61)
where σ2 = h¯/2mω. Hence
ψ∗(x′′, 0)ψ(x′, 0) = (2piσ2)−1/2 exp
{
−x
′2 + x′′
2
4σ2
}
. (3.62)
Substitute (3.57) and (3.62) in (3.56) to get
P (x, t) = (2piσ2)−1/2
{
mω
2pih¯ sinωt
} ∫ ∞
−∞
dx′ exp
{
−
(
−a+ 1
4σ2
)
x′
2
+ bx′
}
×
∫ ∞
−∞
dx′′ exp
{
−
(
a+
1
4σ2
)
x′′
2 − bx′′
}
. (3.63)
Integration leads to
P (x, t) = (2piσ2)−1/2
{
mω
2pih¯ sinωt
}
pi
[(
−a+ 1
4σ2
)(
a+
1
4σ2
)]−1/2
× exp
{
b2σ2
−4aσ2 + 1 +
b2σ2
4aσ2 + 1
}
= (2piσ2)−1/2
{
mω
2h¯ sinωt
}
4σ2
[−(4aσ2)2 + 1]1/2 exp
{
2b2σ2
[−(4aσ2)2 + 1]
}
(3.64)
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where, from (3.58) and (3.59),
a2 = − m
2ω2
4h¯2 sin2 ωt
cos2 ωt = − 1
(4σ2)2
cos2 ωt
sin2 ωt
, (3.65)
b2 = − (J − x)
2
(2σ2)2 sin2 ωt
(3.66)
so that
1
−(4aσ2)2 + 1 =
sin2 ωt
cos2 ωt+ sin2 ωt
= sin2 ωt. (3.67)
Hence
4σ2
[−(4aσ2)2 + 1]1/2 = 4σ
2 sinωt, (3.68)
and
2b2σ2
[−(4aσ2)2 + 1] = −
(J − x)2
2σ2
. (3.69)
Thus, from (3.64), (3.68) and (3.69), one obtains
P (x, t) = (2piσ2)−1/2 exp
{
−(x− J)
2
2σ2
}
= (2piσ2)−1/2 exp
{
− [x− xd(t)]
2
2σ2
}
, (3.70)
where xd(t) is given by (3.52). We now examine two different scenarios:
(a) External Force not Random
We see immediately from (3.70) that if f(t) is not random, the width of the wave packet
remains the same but the position of the maximum of P (x, t) changes in time as f(t) changes
in time. It is of interest to note that this is similar to the probability for a coherent state
with an equilibrium position xd(t) which is continually changing in time. As a result, it will
be no surprise to see that this leads (as we will see in Section 5), in the 2-Gaussian case, to
no decoherence at zero temperature.
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However, if f(t) is random, then (as we will now show) the width changes in time but the
position of the maximum remains the same. It also leads to a decoherence (analogous to the
situation where a translational velocity does not contribute to decoherence but a random
velocity does [30, 31]).
(b) Random External Force
Motivated by the situation for the NIST experiment [59, 76], we now assume the external
force is a classical Gaussian process, with correlation
〈f(t)f(t′)〉 = 2ζkTeffδ(t− t′) ≡ gδ(t− t′), (3.71)
and
〈f(t)〉 = 0. (3.72)
Hence, from (3.52) to (3.54),
〈J〉 = 0, (3.73)
and
m2ω2〈J2〉 = g
∫ t
0
ds sin2{ω(t− s)} = g
∫ t
0
dt′ sin2 ωt′
= g
t
2
{
1− sin 2ωt
2ωt
}
. (3.74)
Now, we consider P (x, t) given in (3.70), in order to evaluate its ensemble average. From
the basic result
〈exp iA〉 = exp
{
−1
2
〈
A2
〉}
. (3.75)
one obtains the following very general relationship:
〈P (x, t)〉 =
〈[
2piσ2
]−1/2
exp
{
−(J − x)
2
2σ2
}〉
=
[
2pi(σ2 + 〈J2〉)
]−1/2
exp
{
− x
2
2 [σ2 + 〈J2〉]
}
=
[
2piW 2(t)
]−1/2
exp
{
− x
2
2W 2(t)
}
, (3.76)
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where
W 2(t) = σ2 + 〈J2〉 = σ2 + 〈x2d(t)〉. (3.77)
A detailed derivation of (3.76) is given in Appendix A. Now we obtain the key result that,
in contrast to a non-random force, a delta-correlated random force leads to a contribution
to the width of a wave-packet which, as we shall see next, leads to decoherence in the case
of a superposition state of two separated Gaussian wave packets. Because of the importance
of this result, as a check, we also employed a second method of derivation, in which the
ensemble average is calculated prior to carrying out the integrations over x1 and x2 and we
obtained identical results.
In the case where f(t) = 0, we see thatW 2(t)→ σ2 i.e. the oscillator width then remains
unchanged with time, as expected [72].
C. The Two-Gaussian Schrodinger Cat Superposition State
In general, the probability P (x, t) for a Schrodinger cat superposition consists of three
contributions, two of which correspond to the separate packets whereas the third is an
interference term. Decoherence is generally understood to refer to the disappearance of
the oscillatory nature of the interference term but we should emphasize that the integrated
probability associated with the interference term is actually constant in time. Moreover,
whereas it is true that, for a free particle, the interference term spreads out so much that
the oscillatory nature is no longer manifest, in the case of an oscillator at finite temperature
but with γ = 0 and f(t) = 0, recurrences occur so that the oscillations in the interference
term persist for all time [33]. Thus, turning to the question of how decoherence should be
measured leads to the conclusion that there is no unique answer. It really depends on the
system being studied and what is of interest experimentally. For example, one might focus
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solely on the behavior of the interference term but, keeping in mind that the two direct
terms also depend on time, another possibility (which we have adopted) is to contrast the
behavior of the interference term with these terms. Thus, as before [27, 31], as a measure
of decoherence, we define an attenuation coefficient a(t) as the ratio of the amplitude of the
interference term to twice the geometric mean of the first two terms.
Returning to the problem at hand, the initial state is
ψ(x, 0) = (8piσ2)−1/4
(
1 + e−
d2
8σ2
)−1/2 {
exp
[
−(x− d/2)
2
4σ2
]
+ exp
[
−(x+ d/2)
2
4σ2
]}
. (3.78)
Next, we calculate ψ(x, t) which enables us to obtain the following possibilities.
(a) External Field not Random
Using (3.78) in (3.56), we obtain
P (x, t) = |ψ(x, t)|2
=
1
2(1 + e−d2/8σ2)
1√
2piσ2
{
exp
[
−(x
′ − d
2
cosωt)2
2σ2
]
+exp
[
−(x
′ + d
2
cosωt)2
2σ2
]
+ 2a(t) exp
(
−d
2 cos2 ωt
8σ2
)
× exp
(
−(x
′)2
2σ2
)
cos
(
dx′ sinωt
2σ2
)}
(3.79)
where
x′ ≡ x− J(t) (3.80)
and
a(t) = 1. (3.81)
We note that our definition of a(t) is such as to ensure that a(t) = 1 for all times in the
case where T = 0 and γ = 0, corresponding to a pure Schro¨dinger cat state at all times (as
discussed in detail in Sec. VI B of [31]). What we have now shown is that a non-random
field does not affect the result, i.e. it does not give rise to decoherence. This conclusion,
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of course, is not surprising because in this case we are simply creating a coherent state [72]
but it does provide a check on our specific calculation. We now turn to the more interesting
case of a random field.
(b) Random External Field
In this case we make use of the result given in (3.76) for the single Gaussian case and calculate
the ensemble average of the two-Gaussian superposition probability:
〈P (x, t)〉 = 〈|ψ(x, t)|2〉
=
1
2(1 + e−d2/8σ2)
1√
2piW 2
{
exp
[
−(x−
d
2
cosωt)2
2W 2
]
+exp
[
−(x+
d
2
cosωt)2
2W 2
]
+ 2a(t) exp
(
−d
2 cos2 ωt
8W 2
)
× exp
(
− x
2
2W 2
)
cos
(
dx sinωt
2W 2
)}
, (3.82)
where W 2(t) is given in (3.77) and now
a(t) = exp
(
−d
2〈J2(t)〉
8σ2W 2
)
. (3.83)
From (3.52) and the discussion immediately following, we identified J as xd, the coordi-
nate displacement due to the external force. Thus, as in [64], we define
sd(t) = 〈x2d(t)〉, (3.84)
which is the mean-square displacement due to the external force. Hence, also using (3.77),
we may write (3.83) in the form
a(t) = exp
{
− sd(t)d
2
8σ2 [σ2 + sd(t)]
}
, (3.85)
where we recall that σ is the initial width of the individual wave packets.
We stress again that our definition of decoherence is not unique. However, if one is
interested in observing only how the interference term behaves as a function of time, it is
clear from (3.82) that a(t) again plays a dominant role.
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Finally, we note that one could also obtain probabilities in momentum space or phase
space [58]. In the latter case, one is either dealing with Wigner functions or density matrices
but, since these are quantities which are not measurable, our view is that definitions of
decoherence are best expressed in terms of the measurable coordinate probabilities.
The result given in (3.85) coincides with that given in equation (3.31). Thus, we have
obtained a rigorous justification that the intuitive approach given in last subsection. We
have also verified that, in contrast to the case of a random external field and as expected,
a non-random field does not give rise to decoherence. Moreover, an important conclusion
which follows explicitly from our present analysis, is that, for the case of a random external
force, decoherence is intrinsic to quantum mechanics and does not require the presence of
a dissipative environment. This is another example of ”decoherence without dissipation”
which can also occur due to temperature effects [30, 31].
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Chapter 4
Effect of Dissipation on Decoherence
This chapter deals with the effect of dissipation on decoherence, again by deriving the
attenuation coefficient with contribution from dissipation. In the first section, the main
results for a free particle in an Ohmic bath [29] are presented. The second section considers
the case of a harmonic oscillator. In both cases, we make use of the general result for
probability distribution (2.89) obtained in Chapter 2.
4.1 A Free Particle
In the case of a free particle in an Ohmic bath, the memory function is
µ(t) = 2mγδ(t) (4.1)
the response function takes the form
α(z) =
1
−mz2 − imγz (4.2)
To calculate the probability distribution using (2.89), one needs to know the mean square
of the fluctuating displacement operator < X2(t) >. This is done using the general relation
[29]
X(t) = xs(t)− xs(0) +
∫ 0
−∞
dt′[G(−t′)−G(t− t′)]F (t′) (4.3)
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The Green function for the free particle is
G(t) =
1
mγ
(1− e−γt) (4.4)
thus
G(−t′)−G(t− t′) = −mG(t)G˙(−t′) (4.5)
Plug this into X(t), we have
X(t) = xs(t)− xs(0)−mG(t)x˙s(0) (4.6)
The mean square is then given by
< X2(t) >= s(t)−mG(t)s˙(t) + 1
2
m2G2(t)s¨(0) (4.7)
where
s(t) = < [xs(t)− xs(0)]2 >
=
2h¯
pi
∫ ∞
0
dωIm[α(ω + i0+)] coth
h¯ω
2kT
(1− cosωt)
=
2mh¯γ
pi
∫ ∞
0
dω
1
m2ω(ω2 + γ2)
coth
h¯ω
2kT
(1− cosωt) (4.8)
is the mean square displacement for the stationary process. It was pointed out [29] that s(t)
is divergent at zero temperature because of zero point oscillations. Thus we focus on the
limit of high temperature in the following discussions. At high temperature, kT  h¯γ, we
have coth h¯ω
2kT
→ 2kT
h¯ω
and thus
s(t) =
2kT
mγ
(
t− 1− e
−γt
γ
)
(4.9)
Therefore, the mean square of the fluctuating displacement operator in the high temperature
limit is
< X2(t) >=
kT
mγ
(
2t− 21− e
−γt
γ
− (1− e
−γt)2
γ
)
(4.10)
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Now consider an initial state of a Gaussian wave packet
ψ(x, 0) =
1
(2piσ2)1/4
exp
[
− (x− x0)
2
4σ2
]
(4.11)
The corresponding Wigner function is
W (q, p; 0) =
1
pih¯
exp
[
− (q − x0)
2
2σ2
− 2σ
2p2
h¯2
]
(4.12)
and its Fourier transform can be written as
W˜ (Q,P ; 0) = exp
(
− Q
2
8σ2
− σ
2P 2
2h¯2
− ix0P
h¯
)
(4.13)
It seems straightforward to substitute this into Eq. (2.89) and get the probability distribution
P (x; t) =
1√
2pi < ∆x2(t) >
exp
{
− [x−mG˙(t)x0]
2
2 < ∆x2(t) >
}
(4.14)
where < ∆x2(t) > is the variance of the position
< ∆x2(t) >= m2G˙2(t)σ2 +
h¯2G2(t)
4σ2
+ < X2(t) > (4.15)
However, in the case of high temperature, the above variance becomes
< ∆x2(t) > = σ2e−2γt +
h¯2(1− e−γt)2
4m2γ2σ2
+
kT
mγ
(
2t− 21− e
−γt
γ
− (1− e
−γt)2
γ
)
(4.16)
At times much shorter than the Ohmic decay time, the variance is approximately σ2+ h¯
2t2
4m2σ2
,
which corresponds to zero temperature. To correct this, we need to thermalize the initial
wave packet by averaging the Wigner function over a thermal distribution of initial velocities.
For a particle with initial speed v, the initial state becomes
ψ(0) =
1
(2piσ2)1/4
exp
[
− (x− x0)
2
4σ2
+ i
mvx
h¯
]
(4.17)
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The extra factor eimvx/h¯ in the initial state leads to an extra factor e−mvQ/h¯ in the Fourier
transform of the Wigner function. The thermal average of this extra factor is done as
√
m
2pikT
∫ ∞
−∞
dv exp
[
− mv
2
2kT
− imQv
h¯
]
= exp
(
− Q
2
2λ¯2
)
(4.18)
where
λ¯ =
h¯√
mkT
(4.19)
is the thermal de Broglie wavelength. Now the thermalized Fourier transform of the Wigner
function is
W˜T (Q,P ; 0) = exp
[
−
(
1
8σ2
+
1
2λ¯2
)
Q2 − σ
2P 2
2h¯2
− ix0P
h¯
]
(4.20)
which is substituted into Eq. (2.89) to give the thermalized probability distribution
PT (x; t) =
1√
2pi < ∆x2(t) >T
exp
[
− (x− x0e
−γt)2
2 < ∆x2(t) >T
]
(4.21)
where
< ∆x2(t) >T = < ∆x
2(t) > +
h¯2
λ¯2m2γ2
(1− e−γt)2
= σ2e−2γt +
h¯2(1− e−γt)2
4m2γ2σ2
+ < X2(t) >T (4.22)
and
< X2(t) >T=
2kT
mγ
[t− 1
γ
(1− e−γt)] (4.23)
Finally let us consider the decoherence. If the initial state is a pair of Gaussian wave
packets
ψ(x, 0) = (8piσ2)−1/4(1 + e−d
2/8σ2)−1/2
{
exp
[
− (x− d/2)
2
4σ2
]
+ exp
[
− (x+ d/2)
2
4σ2
]}
(4.24)
then the thermalized Fourier transform of the Wigner function is calculated to be
W˜T (Q,P ; 0) = (1 + e
−d2/8σ2)−1 exp
[
−
(
1
8σ2
+
1
2λ¯2
)
Q2 − σ
2P 2
2h¯2
]
[
cos
(
Pd
2h¯
)
+ e−d
2/8σ2 cosh
(
Qd
4σ2
)]
(4.25)
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The corresponding probability distribution is then
PT (x; t) =
1
2
(1 + e−d
2/2σ2)−1(2pi < ∆x2(t) >T )−1/2
{
exp
[
− (x− e
−γtd/2)2
2 < ∆x2(t) >T
]
+exp
[
− (x+ e
−γtd/2)2
2 < ∆x2(t) >T
]
+ 2 exp
[
− x
2
2 < ∆x2(t) >T
− d
2
8σ2
+
(1− e−γt)2h¯2d2
32m2γ2σ4 < ∆x2(t) >T
]
cos
(
Gh¯dx
4σ2 < ∆x2(t) >T
}
(4.26)
Thus the attenuation coefficient is
aT (t) = exp
[
− < X
2(t) >T d
2
8σ2 < ∆x2(t) >T
]
(4.27)
where < X2(t) > and < ∆x2(t) >T are given by (4.23) and (4.22). For times much shorter
than the Ohmic decay time
aT (t) ' exp
[
−
kT
m
t2d2
8
(
σ4 + σ2 kT
m
t2 + h¯
2
4m2
t2
)], γt 1 (4.28)
For very short times, this is in the form aT (t) ' exp(−t2/τ 2d ), where the decoherence time
is given by
τd =
√
8σ2
v¯d
(4.29)
where v¯ = (kT/m)1/2. This is in agreement with the exact results given in [30].
4.2 Harmonic Oscillator
4.2.1 Mean Square Displacement
We start from the response function
α =
1
−mω2 − imγω +K (4.30)
The roots for the denominator are
ω =
1
2
{−iγ ±
√
4K
m
− γ2}
≡ ±ω1 − iγ
2
(4.31)
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where
ω1 =
√
ω20 −
γ2
4
(4.32)
and ω20 =
K
m
.
The Green function is
G(t) =
1
2pi
∫ ∞
−∞
dωα(ω + i0+)e−iωt (4.33)
We can continuate the integrand to the complex plane. The function is analytic everywhere
except for two single poles, a1 and a2, in the lower half plane. By constructing a contour
that consists of the real axis and a semicircle in the lower half plane, we can use the theorem
of residues to get
G(t) =
1
2pi
2pii{Res[α(ω)e−iωt, a1] + Res[α(ω)e−iωt, a2]}
=
i
2mω1
e−γt/2{exp[−iω1t]− exp[iω1t]}
=
1
mω1
e−γt/2 sin(ω1t) (4.34)
This goes back to the free particle case
G(t) =
1
mγ
(1− e−γt) (4.35)
when K → 0, i.e.ω1 → iγ/2.
The derivatives of the Green function are found as
G˙(t) =
1
m
e−γt/2[− γ
2ω1
sinω1t+ cosω1t]
G¨(t) =
1
m
e−γt/2
[ 1
2
γ2 − ω20
ω1
sinω1t− γ cosω1t
]
...
G (t) =
1
m
e−γt/2
[
γ
2
3ω20 − γ2
ω1
sinω1t+ (γ
2 − ω20) cosω1t
]
(4.36)
To find the average of the fluctuating position operator, we make use of the general
relation
X(t) = xs(t)− xs(0) +
∫ 0
−∞
dt′{G(−t′)−G(t− t′)}F (t′) (4.37)
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From (4.34) we get
G(−t′) = 1
mω1
e−γ(−t
′)/2 sin(−ω1t)
= − 1
mω1
eγt
′/2 sinω1t
′ (4.38)
G(t− t′) = 1
mω1
e−γ(t−t
′)/2[sinω1t cosω1t
′ − cosω1t sinω1t′] (4.39)
From the expression of ˙G(t), we find that
cosω1t = mG˙(t)e
γt/2 +
γ
2ω1
sinω1t (4.40)
Plug it into G(t− t′), it gives
G(t− t′) = 1
mω1
e−γt/2eγt
′
mG˙(t′) sinω1t− 1
mω1
eγt
′/2 sinω1t
′mG˙(t)
= mG(t)G˙(t′)eγt
′
+mG˙(t)G(−t′) (4.41)
Part of the first term can be re-written as
G˙(t′)eγt
′
=
1
m
eγt
′/2[cosω1t
′ − γ
2ω1
sinω1t
′]
= G˙(−t′)− γ
w1
1
m
eγt
′/2 sinω1t
′ (4.42)
Thus we have
G(t− t′) = mG(t)[G˙(−t′)− γ
w1
1
m
eγt
′/2 sinω1t
′] +mG˙(t)G(−t′)
= mG(t)G˙(−t′) +mγG(t)G(−t′) +mG˙(t)G(−t′)
= mG(t)G˙(−t′) +G(−t′)[mγG(t) +mG˙(t)] (4.43)
and
G(−t′)−G(t− t′) = G(−t′)[1−mγG(t)−mG˙(t)]−mG(t)G˙(−t′) (4.44)
Plug this into (4.37), we get
X(t) = xs(t)− xs(0)m[γG(t) + G˙(t)]−mG(t)x˙s(0) (4.45)
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In the case of K = 0, this returns to Eq. (5.7) of [29], the free particle case. X(t) can be
re-written as
X(t) = xs(t)− xs(0) + xs(0)D(t)−mG(t)x˙s(0) (4.46)
where
D(t) ≡ 1−m[γG(t) + G˙(t)] (4.47)
Plug in G(t) and G˙(t), we have
D(t) = 1− e−γt/2[cosω1t+ γ
2ω1
sinω1t] (4.48)
When ω0 → 0, i.e.ω1 → iγ/2, D(t) becomes zero.
Next we calculate the mean square of X(t). Forming the mean square, we have
< X2(t) > = < [xs(t)− xs(0) + xs(0)D(t)−mG(t)x˙s(0)]2 >
= < [xs(t)− xs(0)]2 > + < x2s(0) > D2(t) +m2G2(t) < x˙s2(0) >
+D(t) < [xs(t)− xs(0)]xs(0) + xs(0)[xs(t)− xs(0)] >
−mG(t) < [xs(t)− xs(0)]x˙s(0) + x˙s(0)[xs(t)− xs(0)] >
−mG(t)D(t) < xs(0)x˙s(0) + x˙s(0)xs(0) > (4.49)
The averages are:
< x˙s
2(0) >=
1
2
s¨(0)
< x¨s
2(0) >= −1
2
s(4)(0)
< [xs(t)− xs(0)]x˙s(0) + x˙s(0)xs(t)− xs(0)] >= s˙(t)
< [xs(t)− xs(0)]x¨s(0) + x¨s(0)xs(t)− xs(0)] >= [s¨(t)− s¨(0)] (4.50)
and
< xs(0)x˙s(0) + x˙s(0)xs(0) >= s˙(0) = 0 (4.51)
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Besides, we know
< xs(t)xs(t
′) + xs(t′)xs(t) >= 2C(t− t′), (4.52)
which leads to
< x2s(0) >= 2C(0− 0) = 2C(0) =
kT
mω20
< [xs(t)− xs(0)]xs(0) + xs(0)[xs(t)− xs(0)] >
= 2C(t)− 2C(0) = −s(t) (4.53)
Put the averages into the first equation of this section, we finally get
< X2(t) > = s(t)+ < x2s > D
2(t) +
1
2
m2G2(t)s¨(0)− s(t)D(t)
−mG(t)s˙(t)−mG(t)D(t)s˙(0)
= s(t)[1−D(t)]+ < x2s > D2(t) +
1
2
m2G2(t)s¨(0)
−mG(t)s˙(t)
(4.54)
As we noted before, D(t) becomes zero along with ω0, thus the above equation nicely reduces
to the free particle case, Eq.(5.8) of [29].
The mean square displacement of the stationary process is:
s(t) =
2h¯
pi
∫ ∞
0
dωIm[α(ω + io+)] coth
h¯ω
2kT
(1− cosωt)
=
2h¯
pi
∫ ∞
0
dωIm[−mω2 − imγω +mω20]−1 coth
h¯ω
2kT
(1− cosωt) (4.55)
which can be calculated to be
s(t) =
2kT
mω20
[1− e−γt/2(cosω1t+ γ
2ω1
sinω1t)]
=
2kT
mω20
D(t) (4.56)
63
The detailed derivation of the above expression is given in Appendix B.
To return to free particle case, we can expand ω1 as
ω1 =
√
ω20 −
γ2
4
= i(
γ
2
− ω
2
0
γ
) (4.57)
then expand the exponential factor
eω
2
0t/γ = 1 +
ω20t
γ
, (4.58)
the above s(t) reduces to
s(t) =
2kT
m
(
t
γ
− 1− e
−γt
γ2
), (4.59)
which is Eq. (5.11) of [29].
Next let us find out s˙(t) and s¨(t). Comparing (4.36) and (B.14), it can be noted that
s(t) =
2kT
mω20
[1−mG˙(−t)e−γt] (4.60)
Hence one gets
s˙(t) = 2kTG(t)
s¨(t) = 2kTG˙(t) (4.61)
and especially,
s˙(0) = 0
s¨(0) =
2kT
m
(4.62)
which suggest a zero initial ”speed” and an initial ”force” being 2kT .
Now put (B.14) back into < X2(t) >, we find its expression in high temperature limit:
< X2(t) > =
kT
mω20
{
1− e−γt[cos 2ω1t+ γ
2ω1
sin 2ω1t]
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−2ω
2
0
ω21
e−γt sin2 ω1t
}
=
kT
mω20
{
1− e−γt[1 + γ
2
2ω21
sin2 ω1t+
γ
ω1
sinω1t cosω1t]
}
=
kT
mω20
{
1− e−γtB(t)
}
(4.63)
where the function B(t) is
B(t) = 1 +
γ2
2ω21
sin2 ω1t+
γ
ω1
sinω1t cosω1t (4.64)
To check its behavior in the free particle limit, we have ω0 → 0, thus ω1 ≡ iω2 = i(γ/2 −
ω20/γ), and
B(t) = 1 +
γ2
2ω22
sinhω22t+
γ
ω2
sinhω2t coshω2t
' eγt(1 + 3ω
2
0
γ2
− 2ω
2
0t
γ
) +
ω20
γ2
e−γt − 4ω
2
0
γ2
(4.65)
which leads to
< X2(t) >=
kT
mγ2
[2γt− 3− e−2γt + 4e−γt] (4.66)
This is equivalent to Eq.(5.12) of [29].
4.2.2 Single Gaussian Wave Packet
For a single Gaussian wave packet
ψ(x, 0) = (2piσ2)−1/4 exp
[
− (x− d)
2
4σ2
]
(4.67)
we can use the general relation
P (x, t) =
1
2pih¯
∫ ∞
−∞
dsW˜ (Gs,mG˙s; 0) exp
{
− 1
2h¯2
< X2(t) > s2 + i
x
h¯
s
}
(4.68)
to find the probability distribution, which is
P (x, t) = (2pi < ∆x2(t) >)−1/2 exp
{
− [x−mG˙(t)d]
2
2 < ∆x2(t) >
}
(4.69)
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where the variance at a later time is
< ∆x2(t) >= m2G˙2(t)σ2 +
h¯2G2(t)
4σ2
+ < X2(t) > (4.70)
< X2(t) > is given by (4.54), and by (4.63) in high temperature limit.
Let us have a look at the first two terms of the variance < ∆x2(t) >. Recall G(t) and
G˙(t) from (4.34) and (4.36), and knowing that σ2 = h¯/2mω0, we have
∆ ≡ m2G˙2(t)σ2 + h¯
2G2(t)
4σ2
= e−γt(cosω1t− γ
2ω1
sinω1t)
2σ2 +
h¯2
4σ2
1
m2ω21
e−γt sin2 ω1t
= σ2e−γt[cos2 ω1t− γ
ω1
sinω1t cosω1t+
γ2
4ω21
sin2 ω1t]
+
h¯2
4σ2m2ω21
e−γt sin2 ω1t (4.71)
Combining the above with the high temperature < X2(t) > given by (4.63), we get the
variance as
< ∆x2(t) > =
kT
mω20
{
1− e−γt[1 + γ
ω1
sinω1t cosω1t+
γ2
2ω21
sin2 ω1t]
}
+e−γtσ2[cos2 ω1t− γ
ω1
sinω1t cosω1t+
γ2
4ω21
sin2 ω1t]
+
h¯2
4σ2m2ω21
e−γt sin2 ω1t (4.72)
As ω0 → 0, the last two terms in (4.72) become
∆ = σ2e−2γt +
h¯2
4σ2m2γ2
(1− e−γt)2, (4.73)
which is exactly the same as given in the free particle case, Eq.(5.25) of [29].
To consider the case of non-zero initial temperature, we take the same step as in [29] and
section 4.1, i.e. multiplying the Fourier transform of Wigner function by a factor exp
{
−
Q2
2λ¯2
}
, in which λ¯ the thermal de Broglie wavelength given by (4.19). Thus the probability
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distribution becomes
PT (x, t) =
1
2pih¯
∫ ∞
−∞
ds exp
{
−
(
1
8σ2
+
1
2λ¯2
)
G2s2 − σ
2m2G˙2
2h¯2
s2
−< X
2(t) >
2h¯2
s2
}
exp
{
i
x
h¯
s− idmG˙
h¯
s
}
= (2pi < ∆x2(t) >T )
−1/2 exp
{
− (x−mG˙d)
2
2 < ∆x2(t) >T
}
(4.74)
where
< ∆x2(t) >T = 2h¯
2
(
1
8σ2
+
1
2λ¯2
)
G2(t) + σ2m2G˙2(t)+ < X2(t) >
= < ∆x2(t) > +
h¯2
λ¯2
G2(t)
= m2G˙2(t)σ2 +
h¯2G2(t)
4σ2
+ < X2(t) >T (4.75)
and
< X2(t) >T = < X
2(t) > +mkTG2(t)
=
kT
mω20
{1− e−γt[cosω1t+ γ
2ω1
sinω1t]
2}
=
kT
mω20
D(t)[2−D(t)] (4.76)
For very short time, γt 1, ω1t 1, we have
G(t) =
st
m
− γt
2
2m
mG˙(t) = (1− γt
2
)2 − 1
2
ω21t
2
D(t) =
1
2
ω20t
2 +
γ2t2
8
< X2(t) >T =
kT
mω20
(ω20 +
γ2
4
)t2 (4.77)
with terms with orders of time higher than t2 omitted. Thus the variance becomes
< ∆x2(t) >T= σ
2[(1− γt
2
)2 − 1
2
ω21t
2] +
h¯2t2
4m2σ2
(1− γt
2
)2 +
kT
mω20
(ω20 +
γ2
4
)t2 (4.78)
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Taking the limits of ω0 → 0, γ → 0, this variance returns to Eq. (5.34) of [29], i.e. the free
particle case. Therefore for very short time, the spreading of the wave packet comes from
two factors, one is the temperature effect, the other is the contribution from dissipation.
For very long time, the exponential factor e−γt/2 damps the contributions from G(t), G˙(t),
and D(t) = 1, then the variance is
< ∆x2(t) >T=
kT
mω20
(4.79)
Thus after very long time, the spreading of the wave packet is mostly because of the tem-
perature effect.
4.2.3 Double Gaussian Wave Packets
For an initial cat state of double Gaussian wave packets:
ψ(x, 0) = (8piσ2)−1/4(1 + e−d
2/8σ2)−1
{
exp
[
− (x− d/2)
2
4σ2
]
+exp
[
− (x+ d/2)
2
4σ2
]}
(4.80)
the Fourier transformation of Wigner function is
W˜ (Q,P, 0) = (1 + e−d
2/8σ2)−1 exp
{
− Q
2
8σ2
− σ
2P 2
2h¯2
}
×
(
cos
Pd
2h¯
+ e−d
2/8σ2 cosh
Qd
4σ2
)
(4.81)
Substitute this into (4.68):
P (x, t) =
1
2pih¯
∫ ∞
−∞
dsW˜ (Gs,mG˙s, 0) exp
[
− < X
2(t) >
2h¯2
s2 + i
x
h¯
s
]
=
1
4pih¯(1 + e−d2/8σ2)
∫ ∞
−∞
ds exp
[
− G
2s2
8σ2
− σ
2m2G˙2s2
2h¯2
−< X
2(t) >
2h¯2
s2 + i
x
h¯
s
]{
exp
(
i
dmG˙
2h¯
s
)
+ exp
(
− idmG˙
2h¯
s
)
+e−d
2/8σ2
[
exp
(
dGs
4σ2
)
+ exp
(
− dGs
4σ2
)]}
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=
1
2(1 + e−d2/8σ2)
√
2pi < ∆x2(t) >
{
exp
[
− (x+mG˙d/2)
2
2 < ∆x2(t) >
]
+exp
[
− (x−mG˙d/2)
2
2 < ∆x2(t) >
]
+ 2e−d
2/8σ2
× exp
[
− 1
2 < ∆x2(t) >
(x2 − h¯
2G2d2
16σ4
)
]
cos
(
h¯Gdx
4σ2 < ∆x2(t) >
)}
(4.82)
Thus the attenuation coefficient is
a(t) = exp
(
− < X
2(t) > d2
8σ2 < ∆x2(t) >
)
(4.83)
This looks exactly the same as the attenuation coefficient of the free particle case, i.e.
Eq.(5.38) of [29]. But of course the < ∆x2(t) > and < X2(t) > in the harmonic oscil-
lator case are different from those of the free particle.
If we take the limit of γ → 0 in(4.82), and noticing that σ2 = h¯/2mω0, we have
ω1 → ω0
mG˙(t)→ cosω0t
G(t)→ 1
mω0
sinω0t
− d
2
8σ2
+
h¯2G2(t)d2
32σ4
→ −d
2 cos2 ω0t
8σ2
< ∆x2(t) >→ σ2 cos2 ω0t+ σ2 sin2 ω0t = σ2, (4.84)
verifying that (4.82) reduces to Eq. (5.5) of [88] when the external field being taken to zero
there.
To take into account the more physical situation of non-zero initial temperature, we
do the same thing as in the single Gaussian case, i.e. multiply the corresponding Wigner
function by a factor exp
{
− Q2
2λ¯2
}
, then we will get the thermal probability distribution
PT (x, t) in the same form as (4.82), except that all the < ∆x
2(t) > in (4.82) be replaced by
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the thermal variance given in (4.75):
PT (x, t) =
1
2(1 + e−d2/8σ2)
√
2pi < ∆x2(t) >T
{
exp
[
− (x+mG˙d/2)
2
2 < ∆x2(t) >T
]
+exp
[
− (x−mG˙d/2)
2
2 < ∆x2(t) >T
]
+ 2e−d
2/8σ2
× exp
[
− 1
2 < ∆x2(t) >T
(x2 − h¯
2G2d2
16σ4
)
]
cos
(
h¯Gdx
4σ2 < ∆x2(t) >T
)}
(4.85)
Also, the attenuation coefficient is now
aT (t) = exp
(
− < X
2(t) >T d
2
8σ2 < ∆x2(t) >T
)
(4.86)
Note that in the above PT (x, t), if we take the free particle limit of ω0 → 0, we have the
following correspondence:
mG˙(t)→ e−γt
G(t)→ 1
mγ
(1− e−γt), (4.87)
so that PT (x, t) reduces exactly to the probability distribution for the case of a free particle
(4.26), which gives the attenuation coefficient as (4.27). Hence the attenuation coefficient
(4.86) takes the same form as that of the free particle case.
For very short time, γt 1, ω1t 1, the attenuation coefficient can be written as
aT (t) = exp
(
− t
2
τ 2d
)
(4.88)
with the decoherence time given by
τ 2d =
8σ4[1− 2γt− (ω20 − 2γ2)t2 + 2kTmσ2 t2]
(2kT/m)d2
(4.89)
Now let us look at the attenuation coefficient aT (t) in the limit of γ → 0. For the case
of finite time, when we let γ be zero, we have
e−γt → 1
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ω1 → ω0 (4.90)
thus
< X2(t) >T =
kT
mω20
{1− cos2 ω0t}
=
kT
mω20
sin2 ω0t (4.91)
and
< ∆x2(t) >T =
kT
mω20
[1− 1× 1] + σ2 cos2 ω0t
+
h¯2
4σ2m2ω20
sin2 ω0t+
kT
mω20
sin2 ω0t
= σ2 +
kT
mω20
sin2 ω0t (4.92)
in which we used σ2 = h¯
2mω0
. Put the above equations into aT (t) to obtain
aT (t) = exp
{
−
kT
mω20
d2 sin2 ω0t
8σ4 + 8σ2 kT
mω20
sin2 ω0t
}
= exp
{
−
kT
mω20
d2 sin2 ω0t
2h¯2
m2ω20
+ 4h¯kT
m2ω30
sin2 ω0t
}
= exp
{
− mkTd
2 sin2 ω0t
2h¯2(1 + 2kT
h¯ω0
sin2 ω0t)
}
(4.93)
For comparison, let us look at the attenuation coefficient obtained in an earlier paper [33]:
a′(t) = exp
{
− mω0d
2 cos2 ω0t
2h¯ sinh( h¯ω0
kT
)
}
(4.94)
In the high temperature case, sinh( h¯ω0
kT
)→ h¯ω0
kT
, so
a′(t) = exp
{
− mkTd
2 cos2 ω0t
2h¯2
}
(4.95)
Comparing aT (t) and a
′(t), we see that
1
aT (t) cos2 ω0t
− 1
a′(t) sin2 ω0t
=
2h¯2 2kT
h¯ω0
sin2 ω0t
mkTd2 sin2 ω0t cos2 ω0t
=
4h¯
mωd2 cos2 ω0t
= 2σ2(
d
2
cosω0t)
−2 (4.96)
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The difference between the two attenuation coefficients comes from the fact that, while aT (t)
is obtained using the solutions of the initial value quantum Langevin equation, which assumes
the harmonic oscillator and the heat bath are initially uncoupled, a′(t) is derived assuming
complete coupling for all time. However, both results show that, for a harmonic oscillator,
if there is no dissipative environment, decoherence does not occur. This is in contrast to the
case of a free particle.
In the case of time approaching infinity, we know from the end of section 4.2.2 that, since
the exponential factor e−γt/2 damps the contributions from G(t), G˙(t), both the mean square
displacement and the variance become kT
mω20
, thus the attenuation coefficient turns out to be
aT (t) = exp(−d2/8σ2). It does not change with time, which means there is no decoherence.
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Chapter 5
Conclusion
This thesis discusses the effects of an external field on decoherence, in addition to the
usual effects due to an environment, by calculating their contributions to the attenuation
coefficient, which is a measure of decoherence in coordinate space and involves directly
measurable probability distributions.
Chapter one presents a simple review of the concept of decoherence and its significance
to the understanding of quantum-classical transition and the implementation of quantum
information techniques. The short time nature of decoherence is emphasized. Two different
approaches to the study of decoherence phenomena are compared. One of the approaches
is the master equations of the density matrix, which assumes an initially uncoupled particle
and heat bath. The other approach is the macroscopic description by quantum Langevin
equation and the Wigner distribution functions. While the generalized quantum Langevin
equation considers the cases of complete entanglement of quantum particle and the heat bath
at all time and leads to decoherence without dissipation, the initial value quantum Langevin
equation can provide equivalent results given by the exact master equation.
A brief history of quantum information, especially the possible quantum computer, is
presented, with emphasis on the main obstacle caused by decoherence phenomena. The last
things discussed in the first chapter are the experimental investigations of decoherence, es-
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pecially the creation of the Schrodinger’s cat state, which can be used to clearly demonstrate
decoherence, and the engineering of decoherence using several reservoirs, which motivates
the study of the effect of an external field on decoherence.
The second chapter describes the Wigner distribution function and the quantum Langevin
equation. The quantum Langevin equation provides a simple and physically meaningful
macroscopic description of a quantum particle coupled to a passive heat bath and moving in
an arbitrary external potential. While it is model-independent, the independent oscillators
(IO) model is presented as a realization of the macroscopic description.
After the definition and some important properties of the Wigner distribution function are
introduced, it is used, along with the solution of the initial value quantum Langevin equation,
to derive a general expression for probability distribution for the harmonic oscillator coupled
to a linear passive heat bath. This provides the tools for the calculations in Chapter 4.
The third chapter discusses the effect of a classical external field on decoherence. It
first gives the definition of the attenuation coefficient, which is introduced as a measure
of decoherence in coordinate space. In contrast to the off-diagonal elements of the density
matrix, which is usually used in literature to indicate decoherence, the attenuation coefficient
involves directly observable probability distributions. This makes it a preferred indication
of decoherence.
The attenuation coefficient is used to explicitly demonstrate the effect of an external force
on decoherence in the case of a harmonic oscillator. This is closely related to the experiment
of engineering decoherence. First a heuristic approach is given, in which the well-established
results [27] for the zero external force case is taken over. Then a more rigorous calculation
using elementary quantum mechanics techniques is presented for both random and non-
random external forces. It is found that, while non-random external force does not result in
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decoherence, a random external force can lead to intrinsic decoherence that does not require
dissipation.
The fourth chapter calculates again the attenuation coefficient, this time with non-zero
dissipation but zero external field. The free particle case was examined in Ref. [29] and
the main results are presented in Chapter 4. A detailed calculation is then given for the
case of a harmonic oscillator. The attenuation coefficient obtained has the same form as
that of a free particle, but with generalized mean square displacement and variance that
include contributions from thermal spreading, dynamical spreading and spreading because
of dissipation. This attenuation coefficient is obtained by using the initial value quantum
Langevin equation. While it is not exactly the same as the attenuation coefficient derived in
Ref. [33], which assumes complete coupling at all time, both results indicate that, without a
dissipative environment, the wave packets of harmonic oscillators does not spread out, and
decoherence does not occur.
We have considered the effects of an external field and dissipation on decoherence sep-
arately. It will be a natural follow-up to explore the case of simultaneous existence of an
external field and dissipation. An intuitive answer is that the attenuation coefficient will
still keep its form, but with contributions from the external field, dissipation and thermal
spreading all contained in the new mean square displacement and variance. Further calcula-
tions need to be done to verify this. Also, the engineering decoherence experiments [59, 76]
can be extended to include wider parameter space such as the dependence of decoherence
on temperature and dissipation rate, etc.
Another interesting topic related to our study is the problem of moving trapped ions
without exciting them from their ground states. The ion trap method is an important
approach in quantum computing research. To keep the trapped ions in appropriate ground
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states is essential for the accurate execution of quantum logic gate operation [13]. This is
not easy to achieve when an external field is presented. However, in some recent discussions
of a possible quantum logic gate operation, it is suggested that ions be separated into groups
to go through separate operations before they are brought back together. To move the ions
around requires the use of an external field, which can easily affect the accuracy of the
quantum logic gate, and this needs to be explored.
It will be interesting if we can find a scheme in which the external field can be applied to
the ions to move them around but still keeps their quantum states for duration that is long
enough to finish the operations. It is shown [88] that a non-random force does not change the
width of the wave packets and give rise to no decoherence. But that external force depends
only on time and not on the coordinates. Thus, in particular, it will be interesting to try
other forms of interaction, such as a spatially non-uniform external field which may lead to
a term quadratic in coordinates, in order to see if we can achieve the desired slow rate of
decoherence.
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Appendix A
Average Probability Distribution Due
to a Random External Force
This appendix provides the verification of equation (3.76). From (3.75), we see that
〈
exp
{
i
h¯
(x′ − x′′)
sinωt
J2
}〉
= exp
{
− (x
′ − x′′)2
2h¯2 sin2 ωt
〈J22 〉
}
= exp
{
−(x
′2 + x′′
2 − 2x′x′′)
8σ4 sin2 ωt
〈J2〉
}
. (A.1)
Substitute (A.1) in second to last line of (3.57) to get
〈K∗(x, x′′; t)K(x, x′; t)〉
=
{
mω
2pih¯ sinωt
}
exp
{
i
4σ2 sinωt
[(
x′
2 − x′′2
)
cosωt− 2x(x′ − x′′)
]
− x
′2 + x′′
2 − 2x′x′′
8σ4 sin2 ωt
〈J2〉
}
=
{
mω
2pih¯ sinωt
}
exp
{
A1x
′2 − A2x′′2 +B(x′ − x′′) +Dx′x′′
}
, (A.2)
where
A1 =
i
4σ2
cosωt
sinωt
− 〈J
2〉
8σ4 sin2 ωt
, (A.3)
A2 = −A∗1 =
i
4σ2
cosωt
sinωt
+
〈J2〉
8σ4 sin2 ωt
, (A.4)
B = − i
2σ2
x
sinωt
, (A.5)
and
D =
〈J2〉
4σ4 sin2 ωt
= −2ReA1. (A.6)
81
Once again, we consider a single Gaussian state where, as before,
ψ∗(x′′, 0)ψ(x′, 0) = (2piσ2)−1/2 exp
{
−x
′2 + x′′
2
4σ2
}
. (A.7)
Thus, substituting (A.2) and (A.7) in (3.56), we get
〈P (x, t)〉 = (2piσ2)−1/2
{
mω
2pih¯ sinωt
} ∫ ∞
−∞
dx′
∫ ∞
−∞
dx′′
× exp{−
(
1
4σ2
− A1
)
x′
2 −
(
1
4σ2
+ A2
)
x′′
2
+B(x′ − x′′) +Dx′x′′}
≡ (2piσ2)−1/2
{
mω
2pih¯ sinωt
}
I. (A.8)
Now, in general, [69]
∫ ∞
−∞
dx1
∫ ∞
−∞
dx2 exp
{
−1
2
xiAijxj +Bixi
}
, i = 1, 2
=
∫ ∞
−∞
dx1dx2 exp
{
−1
2
[
A11x
2
1 + A22x
2
2 + 2A12x1x2
]
+B1x1 +B2x2
}
=
2pi√
detA
exp
{
1
2
Bi(A
−1)ijBj
}
=
2pi√
detA
exp
{
1
2
[
B21(A
−1)11 +B22(A
−1)22
]
+B1B2(A
−1)12
}
. (A.9)
Thus, in the particular case of the integral, I, defined in (A.8),
A11 =
(
1
2σ2
− 2A1
)
(A.10)
A22 =
(
1
2σ2
+ 2A2
)
=
(
1
2σ2
− 2A∗1
)
(A.11)
A12 = A21 = −D = − 〈J
2〉
4σ4 sin2 ωt
(A.12)
B1 = B (A.13)
B2 = −B. (A.14)
Also
detA = A11A22 − A212
=
(
1
2σ2
− 2A1
)(
1
2σ2
+ 2A2
)
−D2
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=
1
(2σ2)2
− 4A1A2 + 1
σ2
(A2 − A1)−D2
=
1
(2σ2)2
+ 4|A1|2 − 2
σ2
ReA1 − 4(ReA1)2
=
1
(2σ2)2
+ 4(ImA1)
2 − 2
σ2
ReA1
=
1
(2σ2)2
+
1
(2σ2)2
cos2 ωt
sin2 ωt
+
〈J2〉
4σ6 sin2 ωt
=
1
4σ6 sin2 ωt
{
σ2 + 〈J2〉
}
=
1
4σ6 sin2 ωt
W 2(t), (A.15)
where
W 2(t) = σ2 + 〈J2〉. (A.16)
In addition (
A−1
)
ij
=
cji
detA
, (A.17)
where cji is the co-factor, so that
(
A−1
)
11
= A22/ detA (A.18)(
A−1
)
22
= A11/ detA (A.19)(
A−1
)
12
=
(
A−1
)
21
/ detA = −A12/ detA. (A.20)
Hence
I =
2pi√
detA
exp
{
1
2
[
B21(A
−1)11 +B22(A
−1)22
]
+B1B2(A
−1)12
}
=
2pi√
detA
exp
({
1
2
[
B21A22 +B
2
2A11
]
−B1B2A12
}
/ detA
)
=
2pi√
detA
exp
({
1
2
(A11 + A22)B
2 +B2A12
}
/ detA
)
=
2pi√
detA
exp
({[
1
2
(A11 + A22) + A12
]
B2
}
/ detA
)
=
2pi√
detA
exp
({[(
1
2σ2
− 2ReA1
)
−D
]
B2
}
/ detA
)
=
2pi√
detA
exp
{
B2
2σ2
1
detA
}
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=
2pi√
detA
exp
{
− 1
8σ6 sin2 ωt
x2
detA
}
. (A.21)
Thus, using (A.21) and (A.15) in (3.73), we obtain
〈P (x, t)〉 = N exp
{
− x
2
2W 2(t)
}
, (A.22)
where
N = (2piσ2)−1/2
mω
h¯ sinωt
1√
detA
, (A.23)
and, from (A.15),
W 2(t) = σ2
(
h¯ sinωt
mω
)2
detA
=
1
2piN2
. (A.24)
Hence
〈P (x, t)〉 =
[
2piW 2(t)
]−1/2
exp
{
− x
2
2W 2(t)
}
, (A.25)
where
W 2(t) = σ2 + 〈J2〉, (A.26)
in agreement with (3.76).
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Appendix B
Calculation of s(t), the Mean Square
Displacement of the Stationary
Process
The mean square displacement of the stationary process is:
s(t) =
2h¯
pi
∫ ∞
0
dωIm[α(ω + io+)] coth
h¯ω
2kT
(1− cosωt)
=
2h¯
pi
∫ ∞
0
dωIm[−mω2 − imγω +mω20]−1 coth
h¯ω
2kT
(1− cosωt) (B.1)
Imα = Im
ω2 − ω20 − iγω
−m(ω2 − ω20 − iγω)(ω2 − ω20 + iγω)
=
γω
m[(ω2 − ω20)2 + γ2ω2]
(B.2)
Plug this into the integral, and considering high temperature limit, i.e. kT >> h¯γ, and
thus coth h¯ω
2kT
→ 2kT
h¯ω
, one has
s(t) =
2h¯
pi
∫ ∞
0
dω
γω
m[(ω2 − ω20)2 + γ2ω2]
2kT
h¯ω
(1− cosωt)
=
4kT
pi
∫ ∞
0
dω
γ/m
(ω2 − ω20)2 + γ2ω2
(1− cosωt)
=
4kTγ
pim
{ ∫ ∞
0
dω
1
ω4 + 2(γ
2
2
− ω20)ω2 + ω40
−
∫ ∞
0
dω
cosωt
ω4 + 2(γ
2
2
− ω20)ω2 + ω40
}
≡ 4kTγ
pim
{I1 − I2} (B.3)
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To calculate the two integrals, we introduce the notations:
b =
γ2
2
− ω20, c = ω40 (B.4)
from which we can see that
b2 − c = γ
4
4
− γ2ω20 = −γ2ω21 < 0 (B.5)
Noting that the integrands in I1 and I2 are even functions, we can change the limits and
first calculate
I11 =
∫ ∞
−∞
dω
1
ω4 + 2bω2 + c
= 2I1 (B.6)
The roots of the denominator of the integrand are
ω2 = −b± iγω21
= ω21 −
γ2
4
± iγω1
= (ω1 ± iγ
2
)2 (B.7)
To calculate I11, we consider a contour in the complex plane. It consists of the real axis
and a semicircle of radius R in the upper half plane. The integral along the semicircle shall
be zero since ∫
CR
f(ω)dω ≤ piR
(R2 + b)2
∼ 1
R3
∼ 0 (B.8)
when R→∞.
We see that the integrand has two single poles, p1 = −ω1 + iγ2 and p2 = ω1 + iγ2 , in the
upper half complex plane. Thus
I11 = 2piiRes[f(ω), p1] + 2piiRes[f(ω), p2] (B.9)
where
Res[f(ω), p1] = lim
ω→p1
1
(ω + p1)(ω + p2)(ω − p2)
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=
1
2p1(p21 − p22)
=
1
4iγω1(ω1 − iγ2 )
(B.10)
and
Res[f(ω), p2] = lim
ω→p2
1
(ω + p1)(ω − p1)(ω + p2)
=
1
2p2(p22 − p21)
=
1
4iγω1(ω1 + i
γ
2
)
(B.11)
and we can find
I1 =
pi
4γω1(ω1 − iγ2 )
+
pi
4γω1(ω1 + i
γ
2
)
=
pi
2γ(ω21 +
γ2
4
)
=
pi
2γω20
(B.12)
Now we turn to I2. Similar to the above, we first calculate another integral
I21 = 2I2 =
∫ ∞
−∞
dω
cosωt
ω4 + 2bω2 + c
= Re
∫ ∞
−∞
dω
eiωt
ω4 + 2bω2 + c
= Re
{
2piiRes
[
eiωt
ω4 + 2bω2 + c
, p1
]
+ 2piiRes
[
eiωt
ω4 + 2bω2 + c
, p2
]}
= Re
{
pie−iω1te−γt/2
2γω1(ω1 − iγ2 )
+
pieiω1te−γt/2
2γω1(ω1 + i
γ
2
)
}
=
pi
2γω1
Re
{
e−iω1t
ω1 − iγ2
+
eiω1t
ω1 + i
γ
2
}
=
pi
γω1ω20
e−γt/2(ω1 cosω1t+
γ
2
sinω1t) (B.13)
Plug the results of integrals into Eq. (B.1), we have
s(t) =
2kT
mω20
[1− e−γt/2(cosω1t+ γ
2ω1
sinω1t)]
=
2kT
mω20
D(t) (B.14)
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