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promotes expansion in college attendance, analysts need to estimate the return to college
for the marginal student, and compare it to the marginal cost of the policy.
This is a relatively simple task (a) if the eect of the policy is the same for everyone
(conditional on observed variables) or (b) if the eect of the policy varies across individuals
given observed variables but agents either do not know their idiosyncratic returns to the
policy, or if they know them, they do not act on them. In these cases, individuals do not
choose their schooling based on their realized idiosyncratic individual returns, and thus
the marginal and average ex post returns to schooling are the same.1
Under these conditions, the mean marginal return to college can be estimated using
conventional methods applied to the following Mincer equation:
(1) Y =  + S + ";
where Y is the log wage, S is a dummy variable indicating college attendance,  is the
return to schooling (which may vary among persons) and " is a residual. The stan-
dard problem of selection bias (S correlated with ") may be present, but this problem
can be solved by a variety of conventional methods (instrumental variables, regression
discontinuity, and selection models).
The recent literature shows how to empirically test the conditions that justify con-
ventional methods (James J. Heckman, Daniel Schmierer and Sergio Urzua 2010 and
Heckman and Schmierer 2010). Applying these methods on data from the National Lon-
gitudinal Survey of Youth of 1979 (NLSY), we nd that returns vary (i.e.  is random)
and furthermore agents act as if they possess some knowledge of their idiosyncratic return
(i.e.,  is correlated with S). Selection on gains complicates the estimation of marginal
returns.
Under assumptions presented in Guido W. Imbens and Joshua D. Angrist (1994), an in-
strumental variable estimator identies a Local Average Treatment Eect (LATE), which
measures the return to college for individuals induced to go to school by the change in
the instrument. Unfortunately, the people induced to go to school by a change in an
instrument need not be the same as the people induced to go to school by a given policy
change, and the returns to the two groups of people can dier substantially as we illus-
trate in this paper. This paper shows how to use a local version of instrumental variables
introduced in Heckman and Vytlacil (1999, 2005, 2007b) to estimate the marginal returns
1See James J. Heckman and Edward J. Vytlacil (2007b).VOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 3
to alternative ways of producing marginal expansions in college attendance without re-
quiring that the variation in the available instruments correspond exactly to the variation
induced by a policy.
For a sample of white males from the NLSY, we establish that marginal expansions
in college attendance attract students with lower returns than those enjoyed by persons
currently attending college. The contrast between what conventional IV measures and
the marginal return to a policy can be stark. For example, while the conventional IV
estimate is 0.0951, the estimated marginal return to a policy that expands each individ-
ual's probability of attending college by the same proportion is only 0.0148. This policy
induces students who should not attend college to attend it. Too many people go to
college.2
The methods used in this paper improve on LATE by identifying what sections of
an economically interpretable mean marginal benet surface are identied by dierent
instruments. It is thus possible to compare on a common scale the dierent margins iden-
tied by dierent instruments. Furthermore, our methods allow the evaluation of policy
changes that do not directly correspond to current variation in any particular instrument
and are thus not directly identied by standard instrumental variables procedures.
The plan of this paper is as follows. In the next section, we present the empirical
framework used in this paper. The next section discusses the estimation method and
presents empirical estimates and robustness checks. The nal section concludes.
I. Methods for Estimating Marginal Returns
The generalized Roy Model is a basic choice-theoretic framework for policy analysis.3
Let Y1 be the potential log wage if the individual were to attend college, and Y0 the
potential log wage if the individual were not to attend college.4 Dene potential outcomes
as
(2) Y1 = 1(X) + U1 and Y0 = 0(X) + U0;
2For this policy change, the analysis of Charles Murray (2008a, 2008b) that too many students go to
college appears to be correct.
3The model originates in the work of A.D. Roy (1951) and Richard E. Quandt (1958, 1972). See, e.g.,
Heckman and Vytlacil (2007a) for a discussion of the model, its origins, and its wide uses in economics.
4We reduce schooling choices to two levels, as in Robert J. Willis and Sherwin Rosen (1979), Christo-
pher R. Taber (2001), or Robert A. Mott (2008). Heckman and Vytlacil (2007b) and Heckman, Urzua
and Vytlacil (2006, 2008) present methods for multiple schooling levels. We annualize our estimates by
dividing them by the dierence in the average years of schooling of individuals in each group. Since
this is a potentially important restriction, in the empirical work reported below we present results using
alternative denitions of schooling.4 THE AMERICAN ECONOMIC REVIEW MONTH YEAR
where 1(x)  E(Y1 j X = x) and 0(x)  E(Y0 j X = x). The return to schooling is
Y1 Y0 =  = 1(X) 0(X)+U1 U0, so that the average treatment eect conditional
on X = x is given by  (x) = E( j X = x) = 1(x)   0(x) and the average eect
of treatment on those who choose to attend college conditional on X = x is given by
E( j X = x;S = 1) =  (x) + E(U1   U0 j S = 1;X = x). X need not be statistically
independent of (U0;U1). We condition on X throughout.
A standard latent variable discrete choice model represents the individual's decision
to enroll in college (see, e.g., Willis and Rosen 1979). Let IS be the net benet to the
individual of enrolling in college, which depends on observed (Z) and unobserved (V )
variables:
(3)
IS = S(Z)   V ,
S = 1 if IS  0; S = 0 otherwise.
A person goes to college (S = 1) if IS  0; otherwise S = 0. In this notation, the analyst
observes (Z;X) but not (U0;U1;V ). V is assumed to be a continuous random variable
with a strictly increasing distribution function FV . V may depend on U1 and U0 in a
general way. The Z vector may include some or all of the components of X, but it also
includes variables excluded from equation (2) (i.e., excluded from X). We assume that
(U0;U1;V ) is statistically independent of Z given X. The additive separability between
Z and V in the latent index plays an essential role in the instrumental variables literature.
Model (3) with Z statistically independent of (U0;U1;V ) given X implies and is implied
by the Imbens-Angrist independence and\monotonicity" assumptions (see Vytlacil, 2002,
and the discussion in Heckman, 2010).
Let P(z) denote the probability of attending college (S = 1) conditional on Z = z,
P(z)  Pr(S = 1jZ = z) = FV (S(z)), where we keep the conditioning on X implicit.
P(z) is sometimes called the propensity score. Dene US = FV (V ). It is uniformly
distributed by construction, and dierent values of US correspond to dierent quantiles
of V . We can rewrite (3) using FV (S(Z)) = P (Z) so that S = 1 if P(Z)  US. P(Z)
is the mean scale utility function in discrete choice theory (Daniel McFadden 1974).
The marginal treatment eect (MTE), dened by
MTE(x;uS)  E( j X = x;US = uS);
is central to our analysis of how to go from (local) IV estimates to policy eects. ThisVOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 5
parameter was introduced in the literature by Anders Bj orklund and Robert Mott
(1987) and extended in Heckman and Vytlacil (1999, 2001a, 2005, 2007b). It is the mean
return to schooling for individuals with characteristics X = x and US = uS. Recall that
US has been normalized to be unit uniform, so that tracing MTE over uS values shows
how the returns to schooling vary with dierent quantiles of the unobserved component
of the desire to go to college. Alternatively, it is the mean return to schooling for persons
indierent between going to college or not who have mean scale utility value P(Z) = uS.
The MTE can be estimated by the method of local instrumental variables proposed
by Heckman and Vytlacil (1999, 2001a, 2005), which we implement in this paper. It
is identied by dierentiating E(Y j X = x;P(Z) = p) with respect to p, which can
be computed over the support of the distribution of P(Z). Using the equations in (2),
observed earnings are
Y = (S)Y1 + (1   S)Y0 = 0 (X) + [1 (X)   0 (X) + U1   U0]S + U0
= 0 (X) + [1 (X)   0 (X)]S + fU0 + S(U1   U0)g: (4)
The conditional expectation of Y given X = x and P(Z) = p is
E(Y j X = x;P(Z) = p)
= E(Y0 j X = x;P(Z) = p) + E(Y1   Y0 j X = x;S = 1;P(Z) = p)p:
Using choice equation (3), this expression can be written as
E(Y j X = x;P(Z) = p) (5)






(u1   u0)f(u1   u0 j X = x;US = uS)duS d(u1   u0);
where f(u1   u0 j X = x;US = uS) is the conditional density of U1   U0.5 Simplifying
5We are assuming for this derivation that U1   U0 is a continuous random variable. However, the
result holds under more general conditions. See Heckman and Vytlacil (2001a, 2005) and Heckman,
Urzua and Vytlacil (2006).6 THE AMERICAN ECONOMIC REVIEW MONTH YEAR
the expression, we can rewrite it as




The left-hand side of this expression can be consistently estimated from sample data.
Dierentiating with respect to p, we obtain the MTE:
@E(Y j X = x;P(Z) = p)
@p
= MTE(x;p): (6)
Applied to sample data, this is the local instrumental variable (LIV) estimator of Heck-
man and Vytlacil (1999). We can recover the return to schooling for persons indierent
between S = 1 and S = 0 at all margins of US within the empirical support of P(Z) (con-
ditional on X). Notice that persons with a high mean scale utility function P(Z) identify
the return for those with a high value of US, i.e., a value of US that makes persons less
likely to participate in schooling. Marginal increases in P(Z) starting from high values of
P(Z) induce those individuals with high US values into schooling. Those with low values
of US are already in school for such values of P(Z) so that a marginal increase in P(Z)
starting from a high value has no eect on those with low values of US. We can identify
returns at all quantiles of US within the support of the distribution of P(Z). Thus we
can determine which persons (identied by the quantile of the unobserved component
of the desire to go to college, US) are induced to go into college (S = 1) by a marginal
change in P(Z).
As noted by Heckman, Urzua and Vytlacil (2006), the probability of selection (P(Z)),
sometimes called the \propensity score," plays a central role in instrumental variable
models that satisfy the independence and monotonicity conditions of Imbens and Angrist
(1994) (or equivalently that are characterized by the latent variable discrete choice model
of equation (3)). Aggregating the instruments into the scalar index P(Z) enlarges the
range of values over which we can identify MTE in comparison to using each instrumentVOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 7
one at a time.6. One can also determine the contribution of each instrument to identifying
dierent regions of the MTE function.
Heckman and Vytlacil (1999, 2001a, 2005, 2007a, 2007b) establish that standard sum-
mary measures of the return to college such as the average return to college in the
population (E (jX)), and the average return to college among those who attend college
(E (jX;S = 1)), can be expressed as dierent weighted averages of the MTE. They show





See Table A-1B in the attached Web Appendix for the weights for dierent treatment
parameters in the literature.7 Heckman and Vytlacil also show that the standard IV









where again the weights can be consistently estimated from sample data. Observe that if
MTE(x;uS) does not depend on uS, all instruments estimate the same parameter which
is (x), the average treatment eect.8 In this case, marginal and average ex post returns
are equal and all IVs estimate a common policy eect that is the same no matter how
P(Z) is varied by policy shifts. The instrumental variable weights arise because dierent
values of the instruments identify dierent segments of the MTE and IV averages out the
dierent values using weight hk(x;uS). The explicit formula for the IV weight is given
in Appendix Table A-1B.9 In general, the IV weights are dierent from the treatment
parameter weights.
6In the case of multiple instruments when  is correlated with S, the common practice of using one
instrument at a time to identify the marginal eect of that instrument (e.g., David Card 1999, 2001)
is fraught with danger. It is necessary to account for the variation in other instruments associated
with the variation in the instrument used in order to isolate the ceteris paribus eect of any particular
instrument. Thus, if Z = (Z1;:::;ZK), and K  2 computing the LATE for Z1 not controlling for
Z2;:::;ZK produces the direct eect of Z1 on S as it aects Y , as well as the eect produced by varying
Z2;:::;ZK and their eects on S and hence Y . They covary with Z1. Aggregating all Z into P(Z), and
looking at the eect of variations in P(Z) on outcomes, avoids this problem. From the economics of the
problem, all Z enter choices through their eects on P(Z). See Heckman (2010) for a discussion of this
issue.
7http://jenni.uchicago.edu/estimating_returns_ed/.
8The weights integrate to one no matter what the instrument.
9The Web Appendix shows the relationship between LATE and MTE. The former is the integral of
the latter.8 THE AMERICAN ECONOMIC REVIEW MONTH YEAR
A. Policy Relevant Treatment Eects and Marginal Policy Relevant Treatment Eects
Following Heckman and Vytlacil (2001b, 2005, 2007b), we consider a class of policies
that change P(Z), the probability of participation in the program, but that do not aect
potential outcomes or the unobservables related to the selection process, (Y0;Y1;V ).10
An example from the literature on the economic returns to schooling would be policies
that change tuition or distance to school but that do not directly aect potential wages
(Card 2001).11
Let S be the treatment choice that would be made after the policy change. Let P
be the corresponding probability that S = 1 after the policy change. S is dened by
S = 1[P  US]. Let Y  = SY1 + (1   S)Y0 be the outcome under the alternative
policy. Heckman and Vytlacil (2005, 2007b) show that the mean eect of going from
a baseline policy to an alternative policy per net person shifted is the Policy Relevant
Treatment Eect (PRTE), dened when E(S) 6= E(S) as
E(Y j Alternative Policy)   E(Y j Baseline Policy)
E(S j Alternative Policy)   E(S j Baseline Policy)
=








FP(uS)   FP (uS)
EFP(P)   EFP(P)
;
where FP  and FP are the distributions of P and P, respectively, and we suppress X
to simplify notation. The condition E(S) 6= E(S) is consistent with the policy having
a non-monotonic eect on participation as long as the fraction switching into treatment
is not exactly oset by the fraction switching out of treatment. The PRTE parameter
gives the normalized eect of a change from a baseline policy to an alternative policy and
depends on the alternative being considered.12
As shown by the above equation, PRTE depends on the policy change only through the
distribution of P after the policy change. In other words, given our assumptions, FP 
is sucient to summarize everything about the proposed policy change that is relevant
10This restriction can be relaxed to a weaker policy invariance assumption for the distribution of
(Y0;Y1;V ), see Heckman and Vytlacil (2005, 2007b).
11We ignore general equilibrium eects.
12The PRTE can be interpreted as an economically more explicit version of James Stock's (1989)
nonparametric policy analysis parameter for a class of policy interventions with explicit agent preferences
where the policies evaluated operate solely on agent choice sets.VOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 9
for calculating the average eect of the policy change. The PRTE maps the proposed
policy change (corresponding to a distribution of P) to the resulting per-person change
in outcomes. In general, the PRTE for a proposed policy change of interest will dier from
the probability limit of an IV estimator. The change in the distribution of P induced
by the policy in general diers from the change induced by an instrument, unless the
instrument is the policy change. For example, policy variations in tuition will not in
general have the same eects as instrument variations in distance to college.
The PRTE is dened for a discrete change from a baseline policy to a xed alternative.
As noted in Pedro Carneiro, James J. Heckman and Edward J. Vytlacil (2010), identify-
ing it in any sample can be a challenging task because it often requires that the support
of P(Z) be the full unit interval. Below, we show that our estimated P(Z) does not
satisfy this requirement. Instead we estimate a marginal version of the PRTE parameter
(MPRTE) that corresponds to a marginal change from a baseline policy. It is less em-
pirically demanding to estimate yet answers an economically interesting question. The
marginal version of the PRTE depends on the nature of the perturbation that denes
the marginal change. For example, a policy change that subsidizes tuition by a xed
amount and a policy change that subsidizes tuition so that the probability of college-
going expands proportionately will, in general, have dierent limits for innitesimally
small subsidies (Carneiro, Heckman and Vytlacil 2010).
More formally, we dene the MPRTE as follows. Consider a sequence of policies
indexed by a scalar variable , with  = 0 denoting the baseline, status quo policy. We
associate with each policy  the corresponding tted probability of schooling P, where
P0 = P(Z), the baseline propensity score. For each policy  we dene the corresponding
PRTE parameter for going from the baseline status quo to policy . We dene the
MPRTE as the limit of such a sequence of PRTEs as  goes to zero. We will consider the
following examples of such sequences of policies: (i) a policy that increases the probability
of attending college by an amount , so that P = P0 +  and F(t) = F0(t   ); (ii)
a policy that changes each person's probability of attending college by the proportion
(1 + ), so that P = (1 + )P0 and F(t) = F0( t
1+); and (iii) a policy intervention
that has an eect similar to a shift in one of the components of Z, say Z[k], so that
Z
[k]
 = Z[k] +  and Z
[j]
 = Z[j] for j 6= k. For example, the kth element of Z might be
college tuition, and the policy under consideration subsidizes college tuition by the xed
amount . In each of these three cases, we consider the corresponding PRTE for going
from the status quo to policy , and consider the limit of such PRTEs as  goes to zero.10 THE AMERICAN ECONOMIC REVIEW MONTH YEAR
These limits dier from IV estimates in general. Just as IV is a weighted average of the
MTE, as in equation (8), there is a similar expression for average marginal policy changes
that weights up the MTE by the proportion of persons induced to change by the policy.
In general, the weights are dierent for IV and MPRTE. (Compare the IV weights in
Table A-1B in the Appendix and the weights in Table 1 in the text.)
Table 1|Weights for MPRTE
Measure of Distance Denition of Weight
for People Near the Margin Policy Change
jS(Z)   V j < e Zk




jP   Uj < e P = P +  hMPRTE (x;uS) = fPjX (uS)   
P
U   1
   < e P = (1 + )P hMPRTE (x;uS) =
uSfPjX(uS)
E(PjX)
Source: Carneiro, Heckman and Vytlacil (2010).
The MPRTE is the appropriate parameter with which to conduct cost-benet analysis
of marginal policy changes. In our empirical work we contrast our estimates of the
MPRTE with conventional IV estimates of the returns to college.
Carneiro, Heckman and Vytlacil (2010) relate the MPRTE to the Average Marginal
Treatment Eect (AMTE): the mean benet of treatment for people indierent between
participation in treatment and non-participation. There are technical issues that arise in
identifying the marginal gain to persons in indierence sets that arise from the thinness
of the indierence sets. For conventional economic models, the probability that anyone is
indierent is exactly zero. Dierent ways to approximate the indierence set P(Z) = US
through limit operations determine dierent values of the AMTE. The eect of a marginal
policy change for a particular perturbation of P(Z) is the same as the average eect of
treatment for those who are arbitrarily close to being indierent between treatment or not,
using a metric m(P;US) measuring the distance between P(Z) and US. This parameter
is dened as AMTE = lim
e!0
E[Y1   Y0jm(P;US)  e]. For the three examples of MPRTE





V (P)   F
 1
V (US)







. Table 1 shows the dierent weights associated with the dierent
denitions of the Average Marginal Treatment Eect and the associated MPRTE.VOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 11
B. Practical Issues In Estimating the MPRTE
In practice, it is very dicult to condition on X non-parametrically, especially when X
includes many variables (as is the case in our empirical work). Therefore, in our empirical
work we proceed by imposing an additional assumption, which is standard in the literature
applying both IV and selection models to estimate the returns to schooling: that (X;Z)
is independent of (U0;U1;US) (as opposed to the weaker assumption that (U0;U1;US) is
independent of Z given X). Under this assumption the MTE is additively separable in
X and US. One important consequence of imposing this assumption is that the MTE is
identied over the unconditional support of P, as opposed to the support of P conditional
X. We discuss this assumption further in Section II.C below.
In our empirical analysis, we work with linear-in-the-parameters versions of 1(X),
0(X), and S(Z): 1(X) = X1, 0(X) = X0, S(Z) = Z. In this case,
(9) E(Y j X = x;P(Z) = p) = x0 + px[1   0] + K(p);
where K(p) = E(U1   U0 j S = 1;P(Z) = p) can be estimated nonparametrically. It
is straightforward to estimate the levels and derivatives of E(Y j X = x;P(Z) = p)
and their standard errors using the methods developed in James J. Heckman, Hidehiko
Ichimura, Jerey Smith and Petra E. Todd (1998).
An alternative to the semi-parametric model just described is to invoke parametric
assumptions on the joint distribution of (U0;U1;V ) and derive the expression for the
MTE (see James J. Heckman, Justin L. Tobias and Edward J. Vytlacil 2001, Arild Aakvik,
James J. Heckman and Edward J. Vytlacil 2005). Below we also present estimates based
on the assumption that (U0;U1;V ) is jointly normally distributed, and independent of
(X;Z). Following conventions in discrete choice analysis (McFadden 1974), we normalize
the variance of V to 1. In this case:
(10)
MTE(x;uS) = x(1   0) + E (U1   U0jUS = uS)
= x(1   0) + E
 
U1   U0jV =  1 (uS)

= x(1   0)   (1V   0V ) 1 (uS)
where 1V = Cov(U1;V ), 0V = Cov(U0;V ) and where  1 () is the inverse of the
standard normal cumulative distribution function. The parameters (0;1;1V ;0V ) and
their standard errors can be estimated by maximum likelihood with the resulting param-12 THE AMERICAN ECONOMIC REVIEW MONTH YEAR
eter estimates plugged into equation (10) to form an estimate of MTE.
II. Estimates of the MTE and Comparison of Marginal Returns, Policy
Relevant Returns, and IV Estimands
A. Data
This section reports estimates of the MTE using a sample of white males from the
National Longitudinal Survey of Youth of 1979 (NLSY). The data are described in the
Web Appendix. Individuals are separated into two groups: S = 0 (high school dropouts
and high school graduates) and S = 1 (individuals with some college, college graduates
and post-graduates). Below we study the sensitivity of our estimates to alternative deni-
tions of schooling groups, alternative specications of the model, and alternative samples.
Schooling is measured in 1991 (individuals are between 28 and 34 years of age in 1991).
The variables Y , S, X and ZnX (the instruments or identifying exclusion restrictions)
are presented in Table 2, together with the main papers which have previously used these
instruments. The instruments (ZnX) are (a) the presence of a four year college in the
county of residence at age 14 as a measure of distance to college, (b) local wage in the
county of residence at age 17, (c) local unemployment in the state of residence at age 17,
and (d) average tuition in public 4 year colleges in the county of residence at age 17.13
Distance to college was rst used as an instrument for schooling by David Card (1995)
and was subsequently used by Kane and Rouse (1995), Jerey R. Kling (2001), Janet
Currie and Enrico Moretti (2003) and Cameron and Taber (2004). Cameron and Taber
(2004) and Carneiro and Heckman (2002) show that distance to college in the NLSY79
is correlated with a measure of ability (AFQT). In this paper, we include this measure
of ability in the outcome equation.
Cameron and Heckman (1998, 2001) and the papers they cite emphasize the importance
of controlling for local labor market characteristics (see also Cameron and Taber 2004). If
local unemployment and local earnings at age 17 are correlated with the unobservables in
the earnings equations in the adult years, our measures of local labor market conditions
would not be valid instruments. To mitigate this concern, we have included measures of
permanent local labor market conditions (which we dene as the average earnings and
unemployment between 1973 and 2000 for each location of residence at 17) both in the
13We have constructed both county and state measures of unemployment, but our state measure has
better predictive power for schooling (perhaps because of less measurement error), and therefore we
choose to use it instead of county unemployment.VOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 13
Table 2|Definitions of the variables used in the empirical analysis
Variable Denition
Y Log Wage in 1991 (average of all non-missing wages between 1989 and
1993)
S=1 If ever Enrolled in College by 1991: zero otherwise
X AFQT,A Mother's Education, Number of Siblings; Average Log Earn-
ings 1979-2000 in County of Residence at 17, Average Unemployment
1979-2000 in State of Residence at 17; Urban Residence at 14, Cohort
Dummies, Years of Experience in 1991, Average Local Log Earnings in
1991, Local Unemployment in 1991.
ZnXB Presence of a College at Age 14 (David Card 1993, Stephen V. Cameron
and Christopher Taber 2004), Local Earnings at 17 (Stephen V.
Cameron and James J. Heckman 1998, Cameron and Taber 2004),
Local Unemployment at 17 (Cameron and Heckman 1998), Local Tu-
ition in Public 4 Year Colleges at 17 (Thomas J. Kane and Cecilia E.
Rouse 1995).
Notes: AWe use a measure of this score corrected for the eect of schooling attained by the participant
at the date of the test, since at the date the test was taken, in 1981, dierent individuals have dierent
amounts of schooling and the eect of schooling on AFQT scores is important. We use a correction
based on the method developed in Karsten T. Hansen, James J. Heckman and Kathleen J. Mullen
(2004). We take the sample of white males, perform this correction and then standardize the AFQT to
have mean 0 and variance 1 within this sample. See Table A-2. BThe papers in parentheses are papers
that previously used these instruments.
selection and outcome equations. Eectively, we only use the innovations in the local
labor market variables as instruments. This is similar to the procedure used by Cameron
and Taber (2004). Further, in the outcome equations we also include the average log
earnings in the county of residence in 1991, and the average unemployment rate in the
state of residence in 1991.14
Tuition is used to predict college attendance in Cameron and Heckman (1998, 2001)
and Kane and Rouse (1995). We control for AFQT and maternal education in all of
our models. These variables are likely to be highly correlated with college quality. We
use these variables to account for any correlation between our measure of tuition (which
corresponds only to 4 year public colleges) and college quality. In order to examine the
sensitivity of our estimates to the choice of instruments, we estimate models with and
without tuition.
Included among X and Z in the linear-in-parameter representations are linear and
14As Cameron and Taber (2004) argue, the sign of the total impact of these variables on schooling
choice is theoretically ambiguous. Local labor market conditions can inuence schooling through two
possible channels. On the one hand, better labor market conditions increase the opportunity costs
of schooling, and reduce educational attainment. On the other hand, better labor market conditions
lead to an increase in the resources of credit constrained households, and therefore promote educational
attainment.14 THE AMERICAN ECONOMIC REVIEW MONTH YEAR
quadratic terms in AFQT, mother's education, number of siblings, permanent local earn-
ings, and permanent local unemployment, as well as a dummy variable indicating urban
residence at age 14, and cohort dummies. The four exclusion restrictions or instruments
enter S(Z) but not the outcome equations 1(X) or 0(X). They are interacted with
AFQT, maternal education, and number of siblings.15 In addition, three variables are
included in the outcome equations but not the selection equation: years of experience in
1991 (and its square), earnings in the county of residence in 1991, and unemployment in
the state of residence in 1991. Given that these variables are only realized in 1991 and
that we condition on earlier values of these variables, it is natural to assume the residual-
ized variables do not enter the individuals' information sets at the time individuals make
their college decision, which for most of them takes place more than 12 years earlier.16
Table 3 presents estimates of the parameters of a logit model for schooling choice.
We provide estimates of the average marginal derivatives of each variable in the choice
model (the coecients are in Table A-4 in the Appendix). The instruments are (jointly)
strong predictors of schooling, as are mother's education, AFQT, number of siblings, and
permanent local earnings in the county of residence at age 17.
The tests for selection on returns ( correlated with S in equation (1), also known as
selection on gains), developed and applied in James J. Heckman, Daniel Schmierer and
Sergio Urzua (2010), test whether the MTE is constant in uS ( uncorrelated with S),
or whether it varies with uS ( correlated with S). Given equations (5) and (6), a simple
test of selection on gains consists of estimating equation (9), specifying K(P) to be a
polynomial in P (P is estimated using a logit), and testing whether the coecients on
the polynomial terms of order higher than 1 are jointly equal to zero.
The results of this test are presented in Table 4(a). In each column of the table
we specify a polynomial in P of orders 2 through 5. For each specication (i.e., each
model dened by the highest order of the polynomial in P) we present the p-values of
15The total sample size is 1747 (882 with S = 0 and 865 with S = 1). Table A-3 in the Appendix
documents that individuals who attend college have on average a 34% higher wage than those who do not
attend college. They also have 3.25 less years of work experience since they spend more time in school
(on average they have 4 additional years of completed schooling). The scores on a measure of cognitive
ability, the Armed Forces Qualifying Test (AFQT), are much higher for individuals who attend college
than they are for those who do not. Those who only attend high school have less educated mothers, come
from larger families, and are less likely to have grown up in an urban area and in an area with a public
four year college than individuals who attend college. They face higher tuition in the areas where they
grew up. Local labor market variables are not much dierent between these two groups of individuals,
independently of the time of measurement.
16Below we also present results where instruments are not interacted with X, and where these experi-
ence and local labor market conditions in 1991 are not excluded from the selection equation. The results
are very similar to the ones we obtain in our main specication, although with larger standard errors in
the rst case.VOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 15





Mother's Years of Schooling 0.0441
(0.0059)***
Number of Siblings -0.0233
(0.0068)***
Urban Residence at 14 0.0340
(0.0274)
\Permanent" Local Log Earnings at 17 0.1820
(0.0941)**
\Permanent" State Unemployment Rate at 17 0.0058
(0.0165)
INSTRUMENTS (Z):
Presence of a College at 14 0.0529
(0.0273)**
Local Log Earnings at 17 -0.2687
(0.1008)***
Local Unemployment Rate at 17 0.0149
(in %) (0.0100)
Tuition in 4 Year Public Colleges at 17 -0.0027
(in $100) (0.0017)*
Test for joint signicance of instruments: p-value 0.0001
Notes: This table reports the coecients and average marginal derivatives from a logit regression of
college attendance (a dummy variable that is equal to 1 if an individual has ever attended college and
equal to 0 if he has never attended college but has graduated from high school) on polynomials in the set
of variables listed in the table and on cohort dummies (not reported). For each individual we compute
the eect of increasing each variable by one unit (keeping all the others constant) on the probability
of enrolling in college and then we average across all individuals. Bootstrapped standard errors (in
parentheses) are presented below the corresponding parameters (250 replications). At the bottom we
present p-value for the test of joint signicance of coecients on the instruments. Corrected AFQT
corresponds to a standardized measure of the Armed Forces Qualifying Test score corrected for the fact
that dierent individuals have dierent amounts of schooling at the time they take the test (see Hansen,
Heckman and Mullen (2004); see also the Web Appendix). This variable is standardized within the
NLSY sample to have mean zero and variance 1. Local earnings and unemployment rates are averages
across all individuals in the population residing in a given area (county for log earnings, state for
unemployment), independent of age, gender, race, and skill level. For each location, \Permanent" local
earnings and unemployment takes the average of each variable between 1979 and 2000 (and then assigns
it to the location of residence at 17). ***Signicant at 1%. **Signicant at 5%. *Signicant at 10%.16 THE AMERICAN ECONOMIC REVIEW MONTH YEAR
joint tests that the coecients on the terms of order higher than 1 in each polynomial
are equal to zero (rejection would indicate that K (P) is a nonlinear function of P).
We account for the fact that we test multiple hypotheses simultaneously (Joseph P.
Romano and Michael Wolf 2005) by constructing an adjusted critical value, following the
procedure in Heckman, Schmierer and Urzua (2010). We also account for the fact that P
is estimated by using standard corrections to asymptotic standard errors (in Table A-5
of the Web appendix, we present alternative results where this correction is done using
the bootstrap). Using this test we reject that the MTE is constant in uS | agents in
our sample select in part on ex post gains to schooling.
Table 4(b) presents another test of the hypothesis that  is uncorrelated with S that is
developed in Heckman, Schmierer and Urzua (2010). It tests whether LATEs are equal
over dierent values of US within the support of P(Z). Under the null, all LATEs are
equal. We reject equality, supporting the inference drawn from Table 4(a). We discuss
this test further in Section II.C.
Table 4|(a) Test of linearity of E (Y jX;P = p) using polynomials in P; (b) Test of equality












= 0) - baseline model
(a) Test of linearity of E (Y jX;P = p) using models with dierent orders of polynomials in PA
Degree of Polynomial for model 2 3 4 5
p-value of joint test of nonlinear terms 0.035 0.049 0.086 0.122
Adjusted critical value 0.057
Outcome of test: Reject












= 0) - baseline modelB
Ranges of US for LATE1 (0,0.04)- (0.08,0.12)- (0.12,0.20)- (0.24,0.28)- (0.32,0.36)- (0.40,0.44)-
Ranges of US for LATE2 -(0.08,0.12) -(0.16,0.20) -(0.24,0.28) -(0.32,0.36) -(0.40,0.44) -(0.48,0.52)
Difference in LATEs 0.0689 0.0629 0.0577 0.0531 0.0492 0.0459
p-value 0.0240 0.0280 0.0280 0.0320 0.0320 0.0520
Ranges of US for LATE1 (0.48,0.52)- (0.56,0.60)- (0.64,0.68)- (0.72,0.76)- (0.80,0.84)- (0.88,0.92)-
Ranges of US for LATE2 -(0.56,0.60) -(0.64,0.68) -(0.72,0.76) -(0.80,0.84) -(0.88,0.92) -(0.96,1)
Difference in LATEs 0.0431 0.0408 0.0385 0.0364 0.0339 0.0311
p-value 0.0520 0.0760 0.0960 0.1320 0.1800 0.2400
Joint p-value 0.0520
Notes: AThe size of the test is controlled using a critical value constructed by the bootstrap method of
Romano and Wolf (2005) (using a 10% signicance level). BIn order to compute the numbers in this
table we construct groups of values of US and average the MTE within these groups, by computing
E
 
Y1   Y0jX = x;UL





S are the lowest and highest values of US for a
given group. Then we compare the average MTE across adjacent groups and test whether the dierence
is equal to zero using the bootstrap with 250 replications.VOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 17
B. Estimating the MTE and Marginal Policy Eects using a Normal Selection Model
The traditional approach to estimating the model of equations (2) and (3) species a
parametric joint distribution for (U0;U1;V ), usually that (U0;U1;V ) are jointly normal
distributed and independent of (X;Z), and estimates the outcome and choice equations
together using the method of maximum likelihood (e.g., Bj orklund and Mott 1987).
Although our primary empirical results are from a semi-parametric method, the results
based on a parametric normal model is a useful benchmark against which to compare our
estimates from less functional form dependent estimators. The parametric specication is
less exible than our semi-parametric specication, but the resulting estimates are much
more precise.
Maximum likelihood estimates of the parameters 0;1;  and their standard errors
are presented in Table A-6 in the Web Appendix. The MTE for this model is equation
(10). A simple test of whether the slope of the MTE is zero (i.e., individuals do not select
into college based on variability in ) is a test of whether 1V   0V = 0. We estimate
that 1V   0V =  0:2388 with a standard error of 0.0982, so we reject this hypothesis
(p-value = 0.0150). This supports the results in Table 4 that do not impose the joint
normality assumption.
Figure 1 plots the estimated MTE with 90% condence bands, evaluated at mean
values of X (we obtain annualized estimates of the returns to college by dividing the
MTE by 4, which is the average dierence in years of schooling for those with S = 1
and those with S = 0). The MTE is declining and precisely estimated. The people with
the highest high gross returns are more likely to go to college (have low US). Individuals
choose the schooling sector in which they have comparative advantage. The magnitude
of the heterogeneity in returns on which agents select is substantial: returns can vary
from -15.6% (for high US persons, who would lose from attending college) to 28.8% per
year of college (for low US persons).17 The magnitude of total heterogeneity is likely to
be even higher since the MTE is the average gain at that quantile of desire to attend
college. In general, there will be a distribution of returns centered at each value of the
MTE. Furthermore, once we account for variation in X and its impact on returns through
X(1   0), we observe returns as low as  31:56% and as high as 51:02%.
Using the weights presented in Web Appendix Table A-1B, we can construct the stan-
17One unattractive feature of the normal model is that (for our estimates of 1V and 0V )
MTE(x;0) = +1 and MTE(x;1) =  1. In order to get nite values at the extremes of the nor-
mal MTE we restrict the support of US to be between 0.0001 and 0.9999.18 THE AMERICAN ECONOMIC REVIEW MONTH YEAR















Figure 1. MTE estimated from a normal selection model
Notes: To estimate the function plotted here we estimate a parametric normal selection
model by maximum likelihood. The gure is computed using the following formula:
MTE(x;uS) = 1 (x)   0 (x)   (1V   0V ) 1 (uS)
where 1V and 0V are the covariances between the unobservables of the college and high
school equation and the unobservable in the selection equation. X includes experience,
current average earnings in the county of residence, current average unemployment in
the state of residence, AFQT, mother's education, number of siblings, urban residence at
14, permanent local earnings in the county of residence at 17, permanent unemployment
in the state of residence at 17, and cohort dummies. We also plot 90% condence bands.VOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 19
dard treatment parameters from the MTE. We present the results in the rst column of
Table 5 (standard errors are bootstrapped). These include marginal returns to the three
dierent policies considered in Table 1 (MPRTE), which are all below the return to the
average student (TT = E(jS = 1)), the average person (ATE = E()), and the IV
estimate. But it is not clear if these estimates are reliable given the strong normality
assumption used to generate them. We next corroborate these estimates of marginal
returns using a more robust semiparametric approach.
Table 5|Returns to a year of college
Model Normal Semi-Parametric
ATE= E() 0.0670 Not Identied
(0.0378)
TT= E( j S = 1) 0.1433 Not Identied
(0.0346)





 = Zk +  jZ   V j < e 0.0662 0.0802
(0.0373) (0.0424)
P = P +  jP   Uj < e 0.0637 0.0865
(0.0379) (0.0455)
P = (1 + )P
 P
U   1
  < e 0.0363 0.0148
(0.0569) (0.0589)




Notes: This table presents estimates of various returns to college, for the semi-parametric and the
normal selection models: average treatment eect (ATE), treatment on the treated (TT), treatment on
the untreated (TUT), and dierent versions of the marginal policy relevant treatment eect (MPRTE).
The linear IV estimate uses P as the instrument. Standard errors are bootstrapped (250 replications).
See Web Appendix Table A-1 for the exact denitions of the weights. See Table 1 for the weights for
MPRTE. For more discussion of MPRTE, see Carneiro, Heckman and Vytlacil (2010).
C. Estimating the MTE and Marginal Policy Eects using Local Instrumental
Variables
An alternative and more robust approach for estimating the MTE estimates E(Y j
X;P(Z) = p) semi-parametrically and then computes its derivative with respect to p, as
shown in the analysis of equations (5) and (6). If all we are willing to assume is that
(U0;U1;V ) is independent of Z given X then it is only possible to estimate the MTE over20 THE AMERICAN ECONOMIC REVIEW MONTH YEAR
the support of P conditional on X. Figure 2 plots f(PjX), the density of P given X (P is
estimated by a logit). Since X is multidimensional, we use an index of X (X[1 0]). It
is striking how small the support of P is for each value of the X index. It is not possible
to estimate MTE over the full unit interval, and as a consequence, it is not possible to
estimate conventional treatment parameters such as the average treatment eect (E())
or the eect of treatment on the treated (E( j S = 1)). However, it is still possible
to estimate MPRTE, since this parameter only puts positive weight over sections of the































Figure 2. Support of P conditional on X
Notes: P is the estimated probability of going to college. It is estimated from a logit
regression of college attendance on corrected AFQT, mother's education, number of
siblings, urban residence at 14, permanent earnings in the county of residence at 17,
permanent unemployment in the state of residence at 17, cohort dummies, a dummy
variable indicating the presence of a college in the county of residence at age 14, average
log earnings in the county of residence at age 17, average state unemployment in the
state of residence at age 17 (see Table 3). X corresponds to an index of variables in the
outcome equation.VOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 21
Empirically, it is very dicult to apply the procedure described in Section I while
conditioning on X non-parametrically. Therefore, we proceed by invoking the stronger
assumption that (X;Z) is independent of (U0;U1;US). Under this assumption, MTE is
identied over the marginal support of P(Z), and thus it is only necessary to investigate
the marginal support of P(Z) as opposed to the support of P(Z) given X. The support
of the estimated P(Z) is shown in Figure 3, and it is almost the full unit interval. We
trim observations for which the estimated P (Z) is below 0.0324 or above 0.9775, which
are the minimum and maximum values of P for which we have common support.18
The parameters of equation (9) can be estimated by a partially linear regression of Y
on X and P (Z). We proceed in two steps. The rst step is construction of the estimated
P (Z) and the second step is estimation of 1 and 0 using the estimated P (Z). The rst
step is carried out using a logit regression of S on Z. Our specication is quite exible,
and alternative functional form specications for the choice model (e.g., probit) produce
results similar to the ones reported here. In the second step we use the Peter M. Robinson
(1988) method for estimating partially linear models as extended in James J. Heckman,
Hidehiko Ichimura and Petra E. Todd (1997).19 Estimates of 1 and 0 are presented in
Web Appendix Table A-7.
Next consider estimation of K(P(Z)). Equation (9) implies that
E(Y   X0   P(Z)X[1   0] j P(Z)) = K(P(Z)):
We thus use local polynomial regression of Y  X^ 0  ^ P(Z)X[^ 1 ^ 0] on ^ P(Z) to estimate
K(P(Z)) and its partial derivative with respect to P(Z). Local polynomial estimation
not only provides a unied framework for estimating both a function and its derivative but
also has a variety of desirable properties in comparison with other available nonparametric
18We dene common support as the intersection of the support of P(Z) given D = 1 and the support
of P(Z) given D = 0. Restricting our empirical estimates to the common support leads us to delete 67
observations, corresponding to 4.35% of the sample.
19We run kernel regressions of each of the regressors on P using a bandwidth of 0.05. We compute
the residuals of each of these regressions and then run a linear regression of Y on these residuals. Our
results are robust to choices of bandwidth between 0.01 and 0.2.22 THE AMERICAN ECONOMIC REVIEW MONTH YEAR

















Figure 3. Support of P for S = 0 and S = 1
Notes: P is the estimated probability of going to college. It is estimated from a logit
regression of college attendance on corrected AFQT, mother's education, number of
siblings, urban residence at 14, permanent earnings in the county of residence at 17,
permanent unemployment in the state of residence at 17, cohort dummies, a dummy
variable indicating the presence of a college in the county of residence at age 14, average
log earnings in the county of residence at age 17, average state unemployment in the
state of residence at age 17 (see Table 3).VOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 23
methods.20
Figure 4 plots the component of the MTE that depends on US, with 90% condence
bands computed from the bootstrap.21 We x the components of X at their mean values
in the sample. As above, we annualize the MTE. Our estimates show that, in agreement
with the normal model, E(U1  U0 j US = uS) is declining in uS, i.e., that students with
high values of US have lower returns than those with low values of US.
Even though the semi-parametric estimate of the MTE has larger standard errors than
the estimate based on the normal model, we still reject the hypothesis that its slope is
zero. We have already discussed the rejection of the hypothesis that MTE is constant
in uS, based on the test results reported in Table 4(a). But we can also directly test
whether the semi-parametric MTE is constant in uS or not. We evaluate the MTE at
26 points, equally spaced between 0 and 1 (with intervals of 0.04). We construct pairs
of adjacent points (0-0.04, 0.08-0.12, 0.16-0.20, 0.24-0.28,...) and we take the mean of
the MTE for each pair. These are local average treatment eects (LATEs) for dierent
sections of the MTE. We compare adjacent LATEs. Table 4(b) reports the outcome of
these comparisons. For example, the rst column reports that
E (Y1   Y0 j X = x;0  US  0:04)   E (Y1   Y0jX = x;0:08  US  0:12) = 0:0689:
The p-value of the test of the hypothesis that this dierence is equal to zero is reported
below this number and is 0.0240, which implies that we reject this hypothesis at conven-
20Jianqing Fan and Irene Gijbels (1996) provide a detailed discussion of the properties of local polyno-
mial estimators. In general, use of higher order polynomials may reduce the bias but increase the variance
by introducing more parameters. Fan and Gijbels (1996) suggest that the order  of the polynomial be
equal to  =  + 1, where  is the order of the derivative of the function of interest that we want to
t. That is, Fan and Gijbels (1996) recommend a local linear estimator for tting a function and a local
quadratic estimator for tting a rst-order derivative. Therefore, we use a local quadratic estimator of
@K (p)=@p. We choose the bandwidth that minimizes the residual square criterion proposed in Fan and
Gijbels (1996), which gives us a bandwidth of 0:322. Our results are robust to the choice of bandwidths
between 0.1 and 0.4.
21Heckman, Ichimura and Todd (1997) show that the bootstrap provides a better approximation to
the true standard errors than asymptotic standard errors for the estimation of 1, 0, and K (P) in a
model similar to the one we present here. We use 250 bootstrap replications. Throughout the paper,
in each iteration of the bootstrap we re-estimate P (Z) so all standard errors account for the fact that
P (Z) is itself an estimated object.24 THE AMERICAN ECONOMIC REVIEW MONTH YEAR
Figure 4. E(Y1   Y0jX;US) with 90 percent confidence interval{locally quadratic regression
estimates













Notes for (a): To estimate the function plotted here we rst use a partially linear regression of log wages
on polynomials in X, interactions of polynomials in X and P, and K (P), a locally quadratic function
of P (where P is the predicted probability of attending college), with a bandwidth of 0.32. X includes
experience, current average earnings in the county of residence, current average unemployment in the
state of residence, AFQT, mother's education, number of siblings, urban residence at 14, permanent
local earnings in the county of residence at 17, permanent unemployment in the state of residence at
17, and cohort dummies. The gure is generated by taking the coecient in the linear term in P from
K (P) and taking X at its average value multiplied by the coecients on PX. 90% standard error
bands are obtained using the bootstrap (250 replications).VOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 25
tional levels of signicance.22 This table shows that the slope of the MTE is negative and
statistically signicant (at a 10% level of signicance) for values of US up to 0.76 (p-values
are reported in the bottom row of the table), and it remains negative but statistically
insignicant after that. This is further evidence that individuals select into college based
on heterogeneous returns in realized outcomes, although the rejection is only strong in
the left tail of the estimated MTEs.23 A joint test that the dierence across all adjacent
LATEs is dierent from zero has a p-value of 0.0520.
P only has support between 0.0324 and 0.9775, and thus it is not possible to estimate
parameters which require full support such as E(), E( j S = 1) and E( j S = 0).
Estimation of such parameters is possible in the normal model only because of its para-
metric assumptions. Analysts often dene such parameters as the objects of interest, even
though they are very hard to identify,24 and even though they are often not economically
interesting.
In contrast, the MPRTE parameter not only answers interesting economic questions
about the marginal gains of specic policies, but it is also identied without strong
support assumptions since it only requires estimating the MTE within the support of
the data (see Carneiro, Heckman and Vytlacil 2010). The second column of Table 5
presents estimates of three dierent versions of the MPRTE where the policy considered
is either a marginal change in tuition or a marginal change in P. The estimates are
obtained in the following way. First we construct dierent weighted averages of the MTE
by applying the weights presented in Table 1. Recall, however, that these weights are
22Given that we bootstrap the non-parametric MTE, we implement the following test. For each pair of
adjacent LATEs, the null is that the two LATEs are equal, and the alternative is that they are dierent.
We construct 250 bootstrap replications of the MTE, evaluated at mean values of X. The MTEs are
evaluated on 26 equally spaced points on a grid (between 0 and 1). Let LATEA   LATEB be the
dierence between two adjacent LATEs (A and B), and let LATEA
b -LATEB
b be bth bootstrap replication
of this dierence. Then we compute the following statistics: T =
 LATEA   LATEB  (the absolute value








LATEA   LATEB 
(the recentered absolute value of the dierence between two adjacent LATEs). The p-value of the test
is the proportion of bootstrap replications for which Tb > T. A p-value for a joint test is also possible
to construct by constructing C =
J 1 P
j=1














]2, where J is the number of LATEs taken (12 in our case). The p-value of the
test is the proportion of bootstrap replications for which Cb > C.
23This and the other tests assume the validity of the instruments. If the instruments are not valid,
these test results could be a consequence of the invalidity of the instruments.
24One alternative is to construct bounds, following James J. Heckman and Edward J. Vytlacil (2000).
For example, applying the Heckman and Vytlacil bounds to our data, the estimated lower bound on ATE
is 0.0411 and the estimated upper bound is 0.1043 (assuming a minimum value for the hourly wage of
$1 and a maximum value of $100). We have also computed approximations to E(), E( j S = 1), and
E( j S = 0), where we rescale the weights in Table 1 to integrate to one over the region [0:0324;0:9775].
These estimates are respectively (bootstrapped standard errors in parenthesis): 0.0815 (0.0454), 0.2420
(0.0713), and -0.0662 (0.0819).26 THE AMERICAN ECONOMIC REVIEW MONTH YEAR
dened conditional on X and they dene parameters conditional on X. Therefore, after
computing each of these parameters for each value of X = x, we need to integrate them
against the appropriate distribution of X.25
It is informative to visualize the weights behind each parameter, which show us why
some parameters are higher or lower than others. Figure 5 graphs the weights on E(Y1  
Y0jX;US = uS) for the three MPRTE parameters with estimates reported in Table 5,
all evaluated at the mean of X. While the MPRTE weights for the rst two policies
(Zk
 = Zk +  and P = P + ) weight mainly the middle section of the MTE, the third
policy (P = (1 + )P) overweights individuals with high levels of US because its eect
on enrollment is larger for those with already high levels of P.26
The IV estimate, presented in the second to the last row of Table 5, is 0.0951. We use
P(Z) as the instrument, but it is possible to construct IV estimates for other combinations
of instruments (see Table A-8 in the Appendix). IV does not correspond to any of the
MPRTE parameters that we consider, and it is particularly far from MPRTE in the case
of the third policy. Figure A-1 in the Web Appendix shows the sharp dierence in the
MTE weights for IV/LATE and the third of the MPRTE parameters, evaluated at mean
X.
Notice that both MPRTE and LATE correspond to some marginal eect (see Guido W.
Imbens 2010, for arguments for using LATE). However, LATE only estimates the policy
eect of interest if the instrument variation corresponds exactly to the policy variation.
For a specic policy of interest LATE can be wildly o the mark.27
One benet of our approach over the LATE approach is that it enables us to determine
what portion of the MTE each instrument in ZnX identies, i.e., it enables analysts to
identify the quantiles of US that each instrument traces out. Thus in our approach, the
margin traced out by variation in each instrument is clearly identied. In the LATE
approach that does not specify an explicit choice equation, the margin identied by
25Since X is a high dimensional vector it is not computationally feasible to condition on it. Therefore,
as an approximation, we condition instead on an index of X: X(1   0). A better approach would
be to estimate the index using, for example, semiparametric least squares (SLS; see Hidehiko Ichimura
1993), exploiting the fact that f(PjX) = f(PjX) ) E(PjX) = E(PjX). Since this procedure is
computationally very intensive it is not feasible to compute standard errors from it. We show below that
the point estimates we obtain when estimating this index by SLS are very similar to the ones we get
with the index we use.
26Throughout the paper, we refer to the MPRTE of the policy Zk
 = Zk +  as a short hand for the
limit as  ! 0 of the PRTE parameters dened by Zk
 = Zk + , and likewise with the MPRTE for
P = P +  and P = (1 + )P.
27In fact, the IV estimate is a much better approximation to either of the other two MPRTE parame-
ters, although the dierences are still substantial (but not statistically signicant). This approximation
implicit in the estimates depends on the weights graphed in Figure A-1.VOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 27



























Figure 5. Weights for three different versions of the MPRTE
Notes: The scale of the y-axis is the scale of the MTE, not the scale of the weights,
which are scaled to t the picture.28 THE AMERICAN ECONOMIC REVIEW MONTH YEAR
variation in an instrument is not clearly dened.
Figure 6 shows the support of P(Z) when we x the variables in X at two dierent
values and vary the instruments one at a time. This is the approach required to secure es-
timates if we condition on X and do not invoke independence between X and (U0;U1;V ).
This exercise informs us about what margin each instrument identies under more gen-
eral conditions. It also shows how far we expand the support of P (Z) (and therefore,
the support of US over which we can estimate the MTE) by using multiple instruments
simultaneously, as opposed to using them one at a time.
There are two curves in the picture corresponding to the MTE evaluated at dierent
values of X. The two lines correspond to the 25th (bottom) and 75th (top) percentiles
of the distribution of X (1   0). The curves have dashed and solid segments. The solid
segment represents the portion of the MTE we can identify at each value of X if we do
not invoke independence between X and (U0;U1;V ). To be precise, we nd values of
X for which X (1   0) is at the 25th percentile of its distribution (we pick values of
this index between the 24th and 26th percentile of its distribution and compute mean X
in this interval). Then we vary the instruments within this range and we trace out the
corresponding support of P for X xed at this value. Then we take our estimate of the
MTE and select only the segment which is contained within the support of P for xed
X. We do the same for values of X for which X (1   0) is at the 75th percentile of its
distribution. The dashed segments in each curve correspond to the additional portions of
the MTE that we identify if instead we assume independence between X and (U0;U1;V ).
It is informative to know not only what section of the MTE is identied at each value of
X, but also what section of the MTE is identied by varying each instrument at a time.
To generate the graph labeled \Distance," we not only x X at the two values referred to
above, but we also x all the other instruments at the corresponding mean values for each
of the two percentiles of the distribution of X (1   0) that we consider. Because the
distance variable only takes two values for each X, the support of P(Z) in this case only
has two points. The line labeled \Wage" corresponds to the support of P(Z) we obtain
when all variables except local wage at 17 are kept at their mean values (conditional on a
given percentile of X (1   0)), the line labeled \Unemp." is generated by varying only
local unemployment at 17, and the line labeled \Tuition" is generated by varying only
local tuition at 17. Finally, the line labeled \All" is the support of P(Z) when all the
instruments are allowed to vary and the variables in X are xed. Each instrument has
dierent support, so if we were to use each instrument in isolation at mean X we wouldVOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 29
only be able to identify a small section of the MTE. When we allow all the instruments
to vary simultaneously we get larger support for the MTE, but it is still not close to the
full unit interval. This analysis makes clear which instruments contribute to identifying
which portions of the MTE.
D. Sensitivity to Alternative Models and Specications
In order to examine the robustness of our estimates, it is useful to examine the sensitiv-
ity of our results to changes in specications. The simplest way to do this is to examine
how various summary measures of returns vary across specications. It would be natural
to present estimates of such parameters as the average treatment eect (ATE) (= E()),
the eect of treatment on the treated (TT) (= E( j S = 1)), and the eect of treatment
on the untreated (TUT) (= E( j S = 0)), which put most of their weight in very dierent
sections the MTE, and therefore should be sensitive to changes in the estimated MTE.
Unfortunately, these parameters cannot be identied in our data, because the support of
P is not quite the unit interval, even invoking assumptions about the independence of X
and the unobservables. However, the support of P is close to the unit interval. We report
estimates of what ATE, TT and TUT would be if we restricted the weights to integrate
to 1 in the support of the MTE ([0.0324;0.9775]). We call these parameters g ATE, g TT,
and g TUT (to distinguish them from ATE, TT, and TUT, which are not identied). In
addition to these, we also consider (for parsimony, only) the rst of the three denitions
of MPRTE (Zk
 = Zk +), and the equivalent AMTE (jZ   V j < e), shown in Table 5.
Results are reported in Tables 6(a) (where we focus mainly on choice of sample and
specication of the outcome equations) and 6(b) (where we focus mainly on the speci-
cation of the choice equation). Column 1 of Table 6(a) presents estimates of the baseline
specication, in addition to the p-values for two simples tests of selection on returns: a
test of the null that MPRTE = g TT (does the marginal student attracted into schooling by
the policy change have the same return as the average student in college?); and for a test
of the null that there is no selection on returns in the normal model (H0 : 1V  0V = 0).
Our baseline model has the important limitation that we restrict the schooling variable
to take only two values. It is possible to extend this methodology to multiple levels
of schooling (e.g., Heckman, Urzua and Vytlacil 2006, Heckman, Urzua and Vytlacil
2008, Heckman and Vytlacil 2007b) but this requires multiple instrumental variables, one
for each schooling transition. Even though the specication we use is common in the
literature (e.g., Willis and Rosen 1979, Taber 2001, Carneiro and Heckman 2002, Mott30 THE AMERICAN ECONOMIC REVIEW MONTH YEAR



























Figure 6. Support of P for fixed X
Notes: This gures shows the support of P and the corresponding identied portion
of the MTE when we x the variables in X at a given value. We start by computing
the average X for values of X (1   0) at the 25th and 75th percentile of its distribu-
tion. The two curves in the gure represent the MTE evaluated at these two values of
X (1   0), with the solid component corresponding to the portion of the MTE that
is identied if we do not assume independence between X and (U0;U1;V ). In order
to draw the line labeled \Distance," we not only x X at the two values referred to
above, but we also x all the other instruments at the corresponding mean values. The
line labeled \Wage" corresponds to the support of P(Z) we obtain when all variables
except local wage at 17 are kept at their mean values (conditional on a given percentile
of X (1   0)), the line labeled \Unemp." is generated by varying only local unemploy-
ment at 17, and the line labeled \Tuition" is generated by varying only local tuition at
17. Finally, the line labeled \All" is the support of P(Z) when all the instruments are
allowed to vary and the variables in X are xed.VOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 31
























Figure 7. Weights for IV and MPRTE
Notes: The scale of the y-axis is the scale of the MTE, not the scale of the weights,
which are scaled to t the picture.32 THE AMERICAN ECONOMIC REVIEW MONTH YEAR
Table 6|(a) Returns to a year of college - sensitivity to different samples and specification
of the outcome equations; (b) Returns to a year of college - sensitivity to the specification
of the choice equation
(a) Returns to a year of college - sensitivity to dierent samples and specication of the outcome
equations
Baseline No Dropouts Dummies for Dropout
and Some College
g ATE 0.0815 0.1246 0.0995
(0.0454) (0.0555) (0.0449)
g TT 0.2420 0.2605 0.2500
(0.0713) (0.0913) (0.0712)
g TUT 0.0135 0.0274 -0.0388
(0.0702) (0.0879) (0.0815)
MPRTE (jZ   V j < e) 0.0802 0.1104 0.0988
(0.0424) (0.0514) (0.0425)
p-values for:
g TT = AMTE 0.0200 0.0565 0.0403
Normal - Selection Test 0.0150 0.0018 0.0019
(b) Returns to a year of college - sensitivity to the specication of the choice equation
All X No Cameron No Use SLS
in Z Interactions and Taber Tuition for Index
with Z (2004) of X
g ATE 0.1409 0.1208 0.0851 0.0626 0.0871
(0.0448) (0.0703) (0.0547) (0.0560)
g TT 0.2233 0.2125 0.2409 0.2056 0.2154
(0.0713) (0.0952) (0.0895) (0.0822)
g TUT 0.0135 0.0350 -0.0570 -0.0682 -0.0337
(0.0702) (0.1003) (0.0864) (0.0924)
MPRTE (jZ   V j < e) 0.0802 0.1156 0.0821 0.0591 0.0799
(0.0424) (0.0666) (0.0518) (0.0528)
p-values for:
g TT = AMTE 0.0200 0.1694 0.0403 0.0605
Normal - Selection Test 0.0150 0.1080 0.0560 0.0120
Notes: This table presents estimates of various returns to college for the semi-parametric model esti-
mated on several samples: average treatment eect (ATE), treatment on the treated (TT), treatment
on the untreated (TUT), and the marginal policy relevant treatment eect. The ATE, TT, and TUT
estimates are computed such that the weights integrate to 1 in the interval [0.0324;0.9775]. The table
also shows two tests of selection: the rst tests whether TT=MPRTE in the semi-parametric model;
the second tests whether COV (U1;V ) = COV (U0;V ) in the normal model. Standard errors are boot-
strapped (250 replications). The last column of Table 6(b) shows estimates of the main parameters
when semi-parametric least squares (SLS) is used to construct the index of X on which we condition
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2008) it is still worthwhile to examine the robustness of our results to simple changes
in it. To start with, note that other papers in the literature have either excluded high
school dropouts from the sample (Willis and Rosen 1979, Mott 2008) or have imposed
a simple model for the dropout decision (Taber 2001). In column 2 of Table 6(a) we
present estimates for a model where high school dropouts are excluded from the sample.
The main dierence, relative to the model with estimates reported in column 1, is an
increase in the standard errors and a small increase in the point estimates.
Column 3 presents estimates from a model where the sample is the same as in the
baseline specication, but we include additional controls in the wage equations. The
college equation includes a dummy for whether or not a person has some college but not
a college degree (Willis and Rosen 1979), and the high school equation includes a dummy
for whether or a person has dropped out of high school (these dummies are assumed to
be exogenous). The estimates of the return to schooling are similar to the ones in the
baseline model, although slightly higher. However, the main patterns remain the same.
Table 6(b) considers changes in the specication of the decision equation. We start
by noting that in our baseline specication there are three variables that are included in
the wage equation but not in the college decision equations: years of experience, local
earnings in the county of residence in 1991, and local unemployment in the county of
residence in 1991. The assumption is that (conditional on all other controls) the agent
does not have information about the eect of these variables on earnings at the time of
the college decision that is typically made 8{15 years before and therefore they would
have a zero coecient in the selection equation. Alternatively, we could include these
variables in the selection equation. The results from this exercise are shown in column
1 of Table 6(b). The magnitude and main pattern of the estimates resembles that of
the baseline model, although heterogeneity is less pronounced. In particular, the values
for TT and TUT are not as far apart, because the MTE is atter than in the baseline
specication.
Recall from Section II.A that the instruments (presence of college in area of residence,
local wage and unemployment rate, local tuition) enter the college decision equation inter-
acted with some of the control variables (AFQT, maternal education, number of siblings).
It is natural to use this specication because the eect of each of these instruments is
likely to vary across dierent families. Furthermore, such a specication is helpful in
achieving lower standard errors. However, one may worry that in such a specication
what drives independent variation in college attendance is the set of controls (entering in34 THE AMERICAN ECONOMIC REVIEW MONTH YEAR
a nonlinear way) as opposed to the instruments, even though we safeguard against this
by having a very exible specication of the wage equations. In column 2 of Table 6(b)
we estimate a specication where none of the instruments is interacted with any other
variable. The results are very similar to our baseline results, but with larger standard
errors.
Columns 3 and 4 of Table 6(b) explore the sensitivity of our results to the choice of
instruments. In the third column of Table 6(b), we only use the instruments in Cameron
and Taber (2004) (the presence of a college and local wage in the area of residence in
adolescence), and in the fourth column of the table we exclude only tuition from the set of
instruments in case it is correlated with college quality, even after controlling for AFQT
and maternal education. The overall conclusion is that our main results are insensitive
to the inclusion of tuition and of the local unemployment rate in the set of instruments,
over and above the instruments used in Cameron and Taber (2004). The null hypothesis
of no selection on returns is rejected in all of these samples, whether we use the normality
test or the test that f TT=MPRTE.28
Finally, the last column of Table 6(b) shows the point estimates of the main parameters
which result from using an alternative method to estimate the index of X on which to
condition when estimating the density of P conditional on X f(PjX). In particular, we
estimate E(PjX) assuming a linear index in X and using semiparametric least squares
(SLS; see Ichimura 1993). We then use this index instead of the full X vector (and instead
of an arbitrary index) to estimate f(PjX), which we use to construct the parameter
weights of Tables 1 and Web Appendix Table A-1B. The estimates we obtain using this
method are very similar to the point estimates of our baseline specication. However,
they are computationally very demanding and it is not feasible to produce standard errors
for our parameters using this method.
III. Summary and Conclusions
This paper estimates marginal returns to college when returns dier among individuals
and persons select into economic activities based in part on their idiosyncratic returns.
Consistent with Heckman, Schmierer and Urzua (2010), we nd evidence that people
select into schooling on the basis of realized returns to schooling. In general, marginal and
average returns to college are not the same.29 Conventional average return parameters
28One exception is the model with estimates reported in column 2 of Table 6(b).
29This has implications for propensity score matching, which imposes that marginal and average
returns are equal. See Heckman and Vytlacil (2007b).VOL. VOL NO. ISSUE ESTIMATING MARGINAL RETURNS TO EDUCATION 35
and IV estimators are weighted averages of the marginal treatment eect (MTE). Unless
the instruments are the policy changes of interest, these parameters do not answer well-
posed policy questions. We show how to use the estimates from a local version of IV
(LIV) to determine the marginal policy relevant treatment eect (MPRTE).
We show how to identify and estimate the MTE using a robust semi-parametric selec-
tion model. Focusing on a policy relevant question, we construct estimators based on the
MTE to answer it, rather than hoping that a particular instrumental variable estimator
happens to answer a question of economic interest.
It has been written \better LATE than nothing" (Imbens 2010). We say that in
addressing policy questions, \better MPRTE than LATE." We also use the MTE to
identify the margins which dierent instruments identify.
We test for the importance of self-selection on ex post gains in the labor market. The
data suggest that self-selection on gains (the correlation of  with S) is an empirically
important phenomenon governing schooling choices, consistent with the analysis of Willis
and Rosen (1979). Individuals sort into schooling on the basis of gains which are observed
by the economist as well as unobserved (by the economist) variables. Some marginal
expansions of schooling produce marginal gains that are well below average returns, in
general agreement with the analysis of Charles Murray (2008a, 2008b). For other policies
associated with other marginal expansions, the marginal gains are substantial.
Comparing estimates from our semiparametric IV approach with estimates from a
normal selection model of the sort used by Willis and Rosen (1979) and Bj orklund and
Mott (1987), the semiparametric estimates produce an MTE with the same general
shape consistent with diminishing returns to education for additional students, but with
larger standard errors.36 THE AMERICAN ECONOMIC REVIEW MONTH YEAR
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1Description of the Data
Our sample is white males from the NLSY.1 We deﬁne participation in college as having attended
some college or having completed more than 12 grades in school. The wage variable that is used is
an average of deﬂated (to 1983) non-missing hourly wages reported in 1989, 1990, 1991, 1992 and
1993. We delete all wage observations that are below 1 or above 100. Experience is actual work
experience in weeks (we divide it by 52 to express it as a fraction of a year) accumulated from
1979 to 1991 (annual weeks worked are imputed to be zero if they are missing in any given year).
The remaining variables that we include in the X and Z vectors are mother’s years of schooling,
number of siblings, urban residence at 14, schooling corrected AFQT, dummies indicating the
year of birth, the presence of a four-year college in the county of residence at age 14 (from Kling,
2001),2 average tuition in public four year colleges in the county of residence at age 17 (deﬂated to
1993) local average earnings in the county of residence at 17 and local unemployment rate in state
of residence at age 17, and in 1991. Permanent local earnings and unemployment are computed
by location of residence at 17 (county for wages, state for unemployment), by averaging values
of (deﬂated) local labor market variables between 1973 and 2000. County earnings correspond
to the average wage per job in the county constructed using data from the Bureau of Economic
Analysis, deﬂated to 2000. The state unemployment rate data come from the BLS website. How-
ever, from the BLS website it is not possible to get state unemployment data for all states for all
the 1970s. Data are available for all states from 1976 on, and for 29 states for 1973, 1974 and
1975. Therefore for some of the individuals we have to assign them the unemployment rate in the
state of residence in 1976 (which will correspond to age 19 for those born in 1957 and age 18 for
those born in 1958). Annual records on tuition, enrollment, and location of all public four year
colleges in the United States were constructed from the Department of Education’s annual Higher
Education General Information Survey and Integrated Postsecondary Education Data System “In-
stitutional Characteristics” surveys. By matching location with county of residence, we determined
1For a description of the NLSY 1979, see Bureau of Labor Statistics (2001).
2The distance variable we use is the one used in Kling (2001), available at the Journal of Business and Economics
Statistics website.
2the presence of four-year colleges. Tuition measures are taken as enrollment weighted averages of
all public four-year colleges in a person’s county of residence (if available) or at the state level if
no college is available. County and state of residence at 17 are not available for everyone in the
NLSY, but only for the cohorts born in 1962, 1963 and 1964 (age 17 in 1979, 1980 and 1981).
However, county and state of residence at age 14 is available for most respondents. Therefore, we
impute location at 17 to be equal to location at 14 for cohorts born between 1957 and 1962 unless
location at 14 is missing, in which case we use location in 1979 for the imputation. Many individ-
uals report having obtained a bachelors degree or more and, at the same time, having attended only
15 years of schooling (or less). We recode years of schooling for these individuals to be 16. This
variable is only used to annualize the returns to schooling (divide returns to college by 4, which
is the average difference in years of schooling between individuals in each schooling group. The
NLSY79 has an oversample of poor whites which we exclude from this analysis. We also exclude
the military sample. To remove the effect of schooling on AFQT we implement the procedure of
Hansen, Heckman, and Mullen (2004). See the estimates reported in Table A-2.
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3Table A-1A
Treatment Effects and Estimands as Weighted Averages
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Source: Heckman and Vytlacil (2005).
For a general instrument, see Heckman, Urzua, and Vytlacil (2006) or Heckman and Vytlacil (2007b).
1Table A-2
Regression of AFQT on Schooling at Test Date
and Completed Schooling









13 to 15 26.6032
(1.7298)
16 or greater 29.0213
(2.1278)
Note: These are coefﬁcients of the AFQT score on schooling at test date and completed schooling:
AFQT = 0 + STDSTST + SCDSCSC + 
DST are dummy variables, one for each level of schooling at test date and ST are the coefﬁcients on these variables. DSC are dummy variables, one for each level of
completed schooling and SC are the coefﬁcients on these variables. The omitted category in the table is “less or equal to eight years of schooling.”
2Table A-3
Sample Statistics
S = 0 (N = 882) S = 1 (N = 865)
Log of Average Hourly Wage 1989-1993 2.2089 2.5496
(0.4412) (0.4959)
Years of Actual Experience 10.1042 6.8404
(3.1260) (3.2522)
Corrected AFQT -0.0446 0.9515
(0.8673) (0.7498)
Mother’s Years of Schooling 11.3083 12.9121
(2.1056) (2.2789)
Number of Siblings 3.2630 2.5849
(2.0842) (1.6450)
Urban Residence at 14 0.6995 0.7895
(0.4587) (0.4078)
Local Log Earnings in 1991 10.2645 10.3220
(0.1597) (0.1660)
Local Unemployment in 1991 6.7971 6.8226
(in %) (1.3310) (1.1983)
Presence of a 4 Year College at 14 0.4625 0.5884
(0.4988) (0.4924)
Local Log Earnings at 17 10.2780 10.2736
(0.1619) (0.1651)
Local Unemployment Rate at 17 7.0804 7.0846
(in %) (1.7846) (1.8449)
Tuition in 4 Year Public Colleges at 17 22.0164 21.1105
(in $100) (7.8730) 8.0683
“Permanent” Local Log Earnings at 17 10.2673 10.2991
(0.1798) (0.1945)
“Permanent” Local Unemployment Rate at 17 6.2942 6.2077
(1.0156) (0.9536)
Note: Corrected AFQT corresponds to a standardized measure of the Armed Forces Qualifying Test score corrected for the fact that different individuals have different
amounts of schooling at the time they take the test (see Hansen, Heckman and Mullen, 2004). This variable is standardized within the NLSY sample to have mean zero
and variance 1. Local earnings and unemployment rates are averages across all individuals in the population residing in a given area (county for log earnings, state for
unemployment), independent of age, gender, race, and skill level. For each location, “Permanent” local earnings and unemployment are based on the average of each
variable between 1973 and 2000 (and then assigns it to the location of residence at 17). We use only white males from the NLSY79, excluding the oversample of poor
whites and the military sample. Standard deviations are in parentheses.
3Table A-4
College Decision Model - All Coefﬁcients
Coefﬁcient Average Derivative
CONTROLS (X):
Corrected AFQT 8.2491 0.2826
(5.1332) (0.0114)***
Corrected AFQT Squared 0.3560
(0.0725)***
Mother’s Years of Schooling -2.8522 0.0441
(2.0466) (0.0059)***
Mother’s Years of Schooling Squared 0.0159
(0.0070)**
Number of Siblings -7.0471 -0.0233
(2.3462)*** (0.0068)***
Number of Siblings Squared 0.0032
(0.0118)
Urban Residence at 14 0.1819 0.0340
(0.1481) (0.0274)
“Permanent” Local Log Earnings at 17 -95.5184 0.1820
(31.1053)*** (0.0941)**
“Permanent” Local Log Earnings at 17 Squared 4.6890
(1.5180)***
“Permanent” State Unemployment Rate at 17 0.5161 0.0058
(0.6713) (0.0165)
“Permanent” State Unemployment Rate at 17 Squared -0.0386
(0.0511)
INSTRUMENTS (Z):




* Mother’s Education -0.0981
(0.0726)*
* Number of Siblings 0.0340
(0.0737)




* Mother’s Education 0.2838
(0.2019)
* Number of Siblings 0.6867
(0.2324)***
Local Unemployment Rate at 17 0.7294 0.0149
(in %) (0.2506)*** (0.0100)
* AFQT -0.0261
(0.0464)
* Mother’s Education -0.0505
(0.0193)***
* Number of Siblings -0.0106
(0.0198)
Tuition in 4 Year Public Colleges at 17 -0.1229 -0.0027
(in $100) (0.0617)** (0.0017)*
* AFQT 0.0125
(0.0113)
* Mother’s Education 0.0095
(0.0049)**
* Number of Siblings -0.0043
(0.0049)
Test for joint signiﬁcance of instruments: p-value 0.0001
Note: This table reports the coefﬁcients and average marginal derivatives from a logit regression of college attendance (a dummy variable that is equal to 1 if an individual
has ever attended college and equal to 0 if he has never attended college but has graduated from high school) on polynomials in the set of variables listed in the table and
on cohort dummies (not reported). For each individual we compute the effect of increasing each variable by one unit (keeping all the others constant) on the probability
of enrolling in college and then we average across all individuals. Bootstrapped standard errors (in parentheses) are presented below the corresponding parameters (250
replications). At the bottom we present p-value for the test of joint signiﬁcance of coefﬁcients on the instruments (bottom 12 variables of the table). Corrected AFQT
corresponds to a standardized measure of the Armed Forces Qualifying Test score corrected for the fact that different individuals have different amounts of schooling at the
time they take the test (see Hansen, Heckman and Mullen, 2004). This variable is standardized within the NLSY sample to have mean zero and variance 1. Local earnings
and unemployment rates are averages across all individuals in the population residing in a given area (county for log earnings, state for unemployment), independent of
age, gender, race, and skill level. For each location, “Permanent” local earnings and unemployment takes the average of each variable between 1973 and 2000 (and then
assigns it to the location of residence at 17). *** Signiﬁcant at 1%. ** Signiﬁcant at 5%. * Signiﬁcant at 10%.
4Table A-5
Test of Linearity of E (Y j X;P = p) using polynomials in Pa
Degree of Polynomial 2 3 4 5
p-value of joint test of nonlinear terms 0.004 0.006 0.022 0.026
Adjusted critical value 0.0518
Outcome of test: Reject
Thesizeofthetestiscontrolledusingacriticalvalueconstructedbytheboot-




Maximum Likelihood Estimates of the Normal Switching Regression Model
1 (X) 0 (X) Z (X)
CONTROLS (X):
Years of Experience 0.0794 0.0540
(0.0180) (0.0203)
Years of Experience Squared -0.0035 0.0004
(0.0012) (0.0011)
Local Log Earnings in 1991 0.8319 0.5766
(0.1080) (0.1066)
Local Unemployment in 1991 0.0032 -0.0037
(0.0155) (0.0147)
Corrected AFQT 0.1222 0.0506 3.6671
(0.0468) (0.0267) (2.8315)
Corrected AFQT Squared 0.0546 -0.0494 0.2008
(0.0186) (0.0168) (0.0384)
Mother’s Years of Schooling -0.0097 -0.0186 -1.8348
(0.0460) (0.0300) (1.1254)
Mother’s Years of Schooling Squared 0.0014 0.0009 0.0096
(0.0017) (0.0014) (0.0040)
Number of Siblings -0.0102 0.0043 -4.2234
(0.0277) (0.0173) (1.3538)
Number of Siblings Squared 0.0002 -0.0005 0.0016
(0.0036) (0.0017) (0.0067)
Urban Residence at 14 0.0547 0.0077 0.1058
(0.0403) (0.0307) (0.0864)
“Permanent” Local Log Earnings at 17 0.8999 12.5816 -52.9084
(7.0669) (7.2287) (17.4845)
“Permanent” Local Log Earnings at 17 Squared -0.0431 -0.6056 2.5985
(0.3445) (0.3532) (0.8533)
“Permanent” State Unemployment Rate at 17 0.1459 0.0717 0.2693
(0.1683) (0.1356) (0.3829)
“Permanent” State Unemployment Rate at 17 Squared -0.0135 -0.0059 -0.0205
(0.0132) (0.0104) (0.0292)
INSTRUMENTS (Z):




* Mother’s Education -0.0559
(0.0397)
* Number of Siblings 0.0103
(0.0423)




* Mother’s Education 0.1846
(0.1112)
* Number of Siblings 0.4107
(0.1343)




* Mother’s Education -0.0309
(0.0107)
* Number of Siblings -0.0026
(0.0116)




* Mother’s Education 0.0044
(0.0026)
* Number of Siblings -0.0033
(0.0029)
Note: This table reports the maximum likelihood estimates of the coefﬁcients of the variables in the selection and outcome equations for the normal selection model. The
model also includes cohort dummies which are not reported.
6Table A-7
Average Derivatives for the Wage Equation - Estimates from the Partially Linear Model
0 (X) 1 (X)   0 (X)
Years of Experience 0.0439 -0.0608
(0.0014)*** (0.0209)***
Local Log Earnings in 1991 0.4550 0.6570
(0.1645)*** (0.3002)**
Local Unemployment in 1991 0.0020 0.0030
(0.0240) (0.0436)
Corrected AFQT -0.1297 0.3723
(0.1064) (0.2112)*
Mother’s Years of Schooling 0.0094 0.0016
(0.0200) (0.0325)
Number of Siblings 0.0270 -0.0277
(0.0521) (0.0305)
Urban Residence at 14 0.0173 -0.0280
(0.0165) (0.0957)
“Permanent” Local Log Earnings at 17 0.1249 -0.3051
(0.1639) (0.2594)
“Permanent” State Unemployment Rate at 17 -0.0005 -0.0395
(0.0303) (0.0557)
Note: *** Signiﬁcant at 1%. ** Signiﬁcant at 5%. * Signiﬁcant at 10%. This table reports the coefﬁcients on the variables in the outcome equations for the semi-
parametric selection model. These coefﬁcients are obtained using Robinson’s (1989) partially linear regression method. The model also includes cohort dummies which
are not reported. Standard Errors are Bootstrapped (250 Replications).
7Table A-8 - OLS and IV Estimates of the Return to a Year of College
OLS IV
Presence of Local earnings Local Average Two stage least P(Z) as
a college of unskilled unemployment Tuition in 4 squares using the instrument
workers year colleges all instruments
Return to College 0.0836 0.0576 0.1736 0.1582 0.1211 0.1253 0.0951
(0.0068) (0.0727) (0.0788) (0.1897) (0.0909) (0.0433) (0.0386)
Note: This table reports OLS and IV estimates of the return to college attendance (a dummy variable that is equal to 1 if an individual has ever attended college and equal
to 0 if he has never attended college but has graduated from high school). The coefﬁcient on college is divided by 4 to reﬂect the difference in years of schooling between
those with and without college. Instruments are the presence of a college in the county of residence at 14, local earnings and local unemployment in the area of residence
at 17, and average tuition in public 4 year colleges in the county of residence at 17 (interacted with AFQT, mother’s education and number of siblings). Standard Errors
are bootstrapped (250 replications).
8Figure A-1: Weights for IV and two other versions of the MPRTE



























Notes: The scale of the y-axis is the scale of the MTE, not the scale of the weights, which are scaled to ﬁt the
picture.
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