One-month-ahead streamflow forecasting is important for water utilities to manage water resources such as irrigation water usage and hydropower generation. While deterministic streamflow forecasts have been utilized extensively in research and practice, ensemble streamflow forecasts and probabilistic information are gaining more attention. This study aims to examine a multivariate linear Bayesian regression approach to provide probabilistic streamflow forecasts by incorporating gridded precipitation forecasts from climate models and lagged monthly streamflow data. Principal component analysis is applied to reduce the size of the regression model. A Markov Chain Monte Carlo (MCMC) algorithm is used to sample from the posterior distribution of model parameters. The proposed approach is tested on gauge data acquired during 1961-2000 in North Carolina. Results reveal that the proposed method is a promising alternative forecasting technique and that it performs well for probabilistic streamflow forecasts. Key words | climate model forecasted precipitation, Gibbs Sampling, Markov Chain Monte Carlo, principal component analysis, water management related with streamflow data (e.g. Sankarasubramanian et al. ; Block et al. ) and the correlation value varies temporally and spatially. Given the large number of potentially correlated predictors that are available, principal component
INTRODUCTION
Alemu et al. ). Wang () used streamflow ensembles to investigate different water usage scenarios in deciding water allocation for different users. This study aims to examine multivariate linear Bayesian regression approach to provide probabilistic streamflow forecasts by incorporating gridded precipitation forecasts from climate models, as well as lagged monthly streamflow data.
There are many factors influencing monthly streamflow time series, including all the processes which contribute to the overall water movement cycle, e.g. precipitation, evaporation and infiltration. In building a statistical forecasting model, the components that are found significantly correlated with streamflow are often chosen as predictors. Autocorrelation in monthly streamflow data can often be detected due to storage effect of the basin. Hence, lagged streamflow time series are usually potential predictors for monthly streamflow forecasts (Piechota & Dracup ) . Recently, studies have found that monthly forecasted precipitation is also highly cor-analysis (PCA) is an appealing approach for reducing the number of parameters in the regression model (Sankarasubramanian et al. ) . Many similar studies (e.g. Grantz In this study, PCA is first applied to reduce problem dimension. Further, the Bayesian approach is applied to estimate the parameters of the multivariate linear regression model. From a classical frequentist point of view, the model that is regarded the best fit is the one for which the set of model parameters produces the minimum difference between observation and model output. In contrast, the Bayesian approach regards the model parameter as 'random variables' with uncertainty. Prior information about such random variables can be incorporated; meanwhile, observed streamflow data are used as 'evidence' to update prior information. The Bayesian approach therefore enjoys the advantage of incorporating prior information of the model parameters and streamflow data to obtain the posterior distribution for model parameters of interest. The Bayesian approach has been applied in water resources and hydrological engineering and has gained popularity due to advances in computing techniques and its advantage of naturally propagating uncertainty of model parameters to prediction distribution.
In this study, predictors for streamflow forecasting are first identified and then PCA is used to reduce the dimension of the regression problem. Bayesian multivariate linear regression is applied to estimate the regression parameters and, finally, the constructed linear regression is utilized to provide streamflow forecasts. As a general procedure proposed in this study, it is tested for monthly streamflow forecasting.
The objectives of this study are to: (1) propose a Bayesian linear regression approach for monthly streamflow forecasts; and (2) examine the performance of the proposed approach in a case study of streamflow prediction in North Carolina (NC), USA. Analysis of streamflow data presents several challenges, including non-normality and collinearity.
In the following methodology section, we describe the Box-Cox transformation to deal with non-normality, PCA to deal with colinearity and finally the Bayesian linear regression used to make predictions. There follows a description of the data sources used in this study. The proposed method is applied to a streamflow gauge in North Carolina and the results are described, followed by a concise discussion and final conclusions.
METHODOLOGY

Box-Cox transformation
The Box-Cox transformation (Box & Cox ) is used to transform a time series which is non-normally distributed to approximate the normal distribution. The Box-Cox transformation is applied to the original time series y i according to: 
Bayesian linear regression
A multivariate linear regression model can be defined:
where Y ¼ {y 1 , y 2 , …, y n } is the dependent variable; X is the n × p design matrix and the first column are all 1s; β ¼ {β 1 , β 2 , …, β p } is the regression coefficient vector and the first element corresponds to the intercept; and Φ is error with elements following the normal distribution with mean 0 and variance σ 2 .
The unknown parameters in Equation (2) 
The prior distribution reflects knowledge about θ before observing data. In a Bayesian analysis, this uncertainty is quantified with a probability distribution P(θ). The likelihood term P(Yjθ) is the distribution of the data given model parameters. In the case of Bayesian linear regression, the likelihood is derived by Equation (2) The MCMC algorithm is used to draw dependent samples, Gibbs sampling approach is applied here due to its simplicity and the characteristic of the problem defined in this paper.
Gibbs sampling is a convenient algorithm when the priors are conjugate. A prior is called a conjugate prior if the posterior belongs to the same family of the prior probability distributions. One major advantage of using conjugate priors is that an analytical expression can be derived for the posterior and samples can be easily drawn from it (Carlin & Louis ) . To facilitate the following discussion, a reparameterization of σ 2 is used and its reciprocal is defined as τ. A typical conjugate prior for the parameters is:
where P(τ) is a gamma distribution with parameter a and b:
and P(β|τ) is a normal distribution:
Using such priors ensures that the posterior distribution is analytically derived and samples can be drawn using a Gibbs sampler. Gibbs sampling proceeds by selecting initial values for all parameters, and then updating the parameters one at a time from their full conditional distributions which assume that all other parameters are temporarily fixed. After choosing parameters a, b and σ 2 β for prior distribution of τ and β, Gibbs sampling is implemented in the following steps.
1. Assign initial values to regression parameters β (0) and τ (0) .
Sample β
1s on the main diagonal and zero everywhere else.
3. Sample τ ( jþ1) |β ( jþ1) from its conditional density for
4. If j is less than pre-designated iterations J, go to step 2. Otherwise, stop sampling.
Note that in step 2, the updated value of β is used to obtain the sample of τ and the updated τ value is used in step 3 to obtain the sample for β. Convergence diagnostics are applied to determine whether the algorithm has converged and, if it is valid, to make any inference about the posterior distribution of model parameters based on MCMC samples. The Gibbs sampling algorithm is fundamentally different from an optimization algorithm. Rather than stopping once the optimal value has been reached, after the algorithm has converged it is run for many more iterations to produce representative samples from the posterior. It is therefore common practice to run the algorithm for a fixed number of iterations and then retain all samples after a burn-in period.
The 
RESULTS AND ANALYSIS
Box-Cox transformation 
Principal component analysis
Lagged streamflow data are usually significantly correlated with current-month streamflow due to system memory effect for watersheds where groundwater or surface water storage plays an important role in the hydrological cycle. Figure 3 shows the correlation between monthly streamflow and lag-1 
)
. Figure 1(a) shows the correlation between onemonth lead time precipitation forecasts from ECHAM4.5 at neighboring grids and the concurrent monthly streamflow data. For seven out of nine grids, there is significant correlation between the streamflow data and the retrospective precipitation forecasts with a minimum correlation value of 0.214 and a maximum of 0.578.
In total, nine variables are identified as the predictors for the monthly streamflow series. These are lag-1 streamflow, lag-2 streamflow and ECHAM4.5 forecasted monthly precipitation over seven neighboring grids of the streamflow guage. To reduce the model dimension, PCA is applied to those nine variables.
As shown in Figure 4 (a), the first three PCs explain 64.2, 15.3 and 12.3% of the totally variance exhibiting in the nine variables. Over 90% of the variance can be explained by those PCs; they are therefore identified as the three predictors for monthly streamflow forecasting.
The dimension is reduced significantly from nine to three by choosing three PCs and abandoning the rest. Apart from the dimension reduction, correlation among PCs is zero since they are orthogonal to each other. Figure 4(b) shows the coefficients of the variables contributing to the PCs. The absolute values of the coefficients represent the contribution to the PCs. For example, lag-1 streamflow data, lag-2 streamflow data, precipitation forecasts over grid 1, grid 2 and grid 3 are the major components of the first PC (PC_1), while the other variables have negligible contribution to PC_1.
Markov Chain Monte Carlo diagnostic
A MCMC chain is composed of samples from all iterations.
As an example, Figure 5 shows the samples from iteration 1,000 to iteration 1,500. Before drawing conclusions about the posterior distribution of interested parameters from a MCMC chain, it is necessary to examine its convergence.
A converged MCMC chain indicates that the samples are from the posterior distribution of the estimated parameters.
There are many different ways to analyze the convergence of the chain (Cowles & Carlin ) , some of which calculate the statistics from the samples of the chain. MCMC samples for parameters which pass the convergence diagnostics; they can be used to infer posterior distributions. Figure 6 shows When forecasting streamflow for February 1996, streamflow data from January 1996 is incorporated in constructing the PCs.
As described in the previous section, all posterior samples of regression parameters are used to provide onemonth-ahead streamflow forecasts and ensemble streamflow forecasts comprising 19,000 individual forecasting members. Each forecast is transformed back to the original space, and this can be easily done via Equation (1). The mean value of the probabilistic streamflow forecasts can be used as deterministic forecasts (Figure 8 ), whereas there are two additional outputs derived from ensemble forecasts.
One is the credible interval as shown in Figure 8 ; the 95% credible interval is the range between 2.5% percentile and 97.5% of the ensemble forecasts for a specific month. The other is probabilistic forecasts of streamflow residing in different categories, such as below normal (BN), normal (N) and above normal (AN). These three categories are divided by 33% percentile and 67% percentile of the long-term mean of the month of interest. Figure 9 shows the probabilistic forecasts for each category over the validation period.
There are many different ways to verify probabilistic forecasts (Wilks ); ranked probabilistic score (RPS) is chosen in this study due to its simplicity. RPS summarizes the sum of 
Comparison with other models
This study aims to examine the proposed Bayesian regression method which explicitly incorporates precipitation forecasts from climate models to provide streamflow forecasts.
In the comparison below, the proposed approach is referred to as model A. It is compared with another three models, namely models B, C and D. Model B is the same except that the ordinary least squares (OLS) approach (and not Bayesian) is applied to obtain regression coefficients. The Nash-Sutcliffe efficiency coefficient is often used to assess the predictive performance of a hydrological model and it is calculated:
where Q t 0 is observed streamflow; Q t m is streamflow prediction, Q 0 is averaged streamflow during validation period and T is the total number of forecasting periods. Nash-Sutcliffe coefficients are 0.40, 0.42, 0.41 and 0.26 for models A, B, C and D, respectively. There is therefore no substantial difference between the first three models, while model D has the poorest performance.
Similar to the Nash-Sutcliffe efficiency coefficient, the coefficient of determination (r 2 ) is often used to indicate how much variance evident in the streamflow data during the validation period could be explained by the regression model. Correlation value (r) is shown in Table 1 , and it can be seen that model A is of the highest correlation and model D is of the lowest correlation.
DISCUSSION
One advantage of the Bayesian approach is that prior information of the parameters of interest, e.g. mean and variance for the multivariate normal distribution of β 0 , β 1 , β 2 and β 3 can be easily incorporated into consideration.
One question raised is whether this approach is robust, such that it is not sensitive to the availability of prior information? There are at least two different decisions to make: one is the form of probability density function for prior, e.g. gamma distribution for τ and normal distribution for β; the other is the parameters of the probability density function once a specific function is chosen. In this study, two parameters (a and b) of the gamma distribution of τ, as well as prior mean and variance of the normal distribution for β, are tested for different values. We find that results are not sensitive to the choice of priors for these data.
The main purpose of this study is to investigate the scheme providing adaptive monthly streamflow forecasts.
This scheme enjoys the flexibility of extending to streamflow forecasts over different temporal scales, e.g. seasonal and annual, since probabilistic streamflow has its own application in water resources planning and management.
There are many different ways to further fine-tune the Bayesian linear regression model, e.g. selecting different predictors for different forecasting months (Wei & Watkins ; Schepen et al. ) . In the forecast verification section, Further studies extending the proposed scheme to seasonal/annual time scales and selecting the best predictors for different seasons are needed.
