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Re´sume´
L’ope´ration neOCampus, initie´e en 2013 par l’Universite´ Paul Sabatier, a pour objectif de
cre´er un campus connecte´, innovant, intelligent et durable en exploitant les compe´tences de
11 laboratoires et de plusieurs partenaires industriels. Pluridisciplinaires, ces compe´tences sont
croise´es dans le but d’ame´liorer le confort au quotidien des usagers du campus (e´tudiants, corps
enseignant, personnel administratif) et de diminuer son empreinte e´cologique. L’intelligence que
nous souhaitons apporter au Campus du futur exige de fournir a` ses baˆtiments une perception
de son activite´ interne. En effet, l’optimisation des ressources e´nerge´tiques ne´cessite une ca-
racte´risation des activite´s des usagers afin que le baˆtiment puisse s’y adapter automatiquement.
L’activite´ humaine e´tant sujet a` plusieurs niveaux d’interpre´tation nos travaux se focalisent sur
l’extraction des de´placements des personnes pre´sentes, sa composante la plus e´le´mentaire.
La caracte´risation de l’activite´ des usagers, en termes de de´placements, exploite des donne´es
extraites de came´ras et de microphones disse´mine´s dans une pie`ce, ces derniers formant ainsi
un re´seau e´pars de capteurs he´te´roge`nes. Nous cherchons alors a` extraire de ces donne´es une
signature audiovisuelle et une localisation grossie`re des personnes transitant dans ce re´seau de
capteurs. Tout en pre´servant la vie prive´e de l’individu, la signature doit eˆtre discriminante, afin
de distinguer les personnes entre elles, et compacte, afin d’optimiser les temps de traitement et
permettre au baˆtiment de s’auto-adapter. Eu e´gard a` ces contraintes, les caracte´ristiques que
nous mode´lisons sont le timbre de la voix du locuteur, et son apparence vestimentaire en termes
de distribution colorime´trique.
Les contributions scientifiques de ces travaux s’inscrivent ainsi au croisement des commu-
naute´s parole et vision, en introduisant des me´thodes de fusion de signatures sonores et visuelles
d’individus. Pour re´aliser cette fusion, des nouveaux indices de localisation de source sonore
ainsi qu’une adaptation audiovisuelle d’une me´thode de suivi multi-cibles ont e´te´ introduits,
repre´sentant les contributions principales de ces travaux. Le me´moire est structure´ en 4 cha-
pitres. Le premier pre´sente un e´tat de l’art sur les proble`mes de re´-identification visuelle de
personnes et de reconnaissance de locuteurs. Les modalite´s sonores et visuelles ne pre´sentant
aucune corre´lation, deux signatures, une vide´o et une audio sont ge´ne´re´es se´pare´ment, a` l’aide de
me´thodes pre´existantes de la litte´rature. Le de´tail de la ge´ne´ration de ces signatures est l’objet
du chapitre 2. La fusion de ces signatures est alors traite´e comme un proble`me de mise en cor-
respondance d’observations audio et vide´o, dont les de´tections correspondantes sont cohe´rentes
et compatibles spatialement, et pour lesquelles deux nouvelles strate´gies d’association sont in-
troduites au chapitre 3. La cohe´rence spatio-temporelle des observations sonores et visuelles est
ensuite traite´e dans le chapitre 4, dans un contexte de suivi multi-cibles.
Abstract
The neOCampus operation, started in 2013 by Paul Sabatier University in Toulouse, aims
to create a connected, innovative, intelligent and sustainable campus, by exploiting the skills
of 11 laboratories and several industrial partners. These multidisciplinary skills are combined
in order to improve users (students, teachers, administrative staff) daily comfort and to reduce
the ecological footprint of the campus. The intelligence we want to bring to the campus of the
future requires to provide to its buildings a perception of its intern activity. Indeed, optimi-
zing the energy resources needs a characterization of the user’s activities so that the building
can automatically adapt itself to it. Human activity being open to multiple levels of interpre-
tation, our work is focused on extracting people trajectories, its more elementary component.
Characterizing users activities, in terms of movement, uses data extracted from cameras and
microphones distributed in a room, forming a sparse network of heterogeneous sensors. From
these data, we then seek to extract audiovisual signatures and rough localizations of the people
transiting through this network of sensors. While protecting person privacy, signatures must be
discriminative, to distinguish a person from another one, and compact, to optimize computa-
tional costs and enables the building to adapt itself. Having regard to these constraints, the
characteristics we model are the speaker’s timbre, and his appearance, in terms of colorimetric
distribution. The scientific contributions of this thesis are thus at the intersection of the fields of
speech processing and computer vision, by introducing new methods of fusing audio and visual
signatures of individuals. To achieve this fusion, new sound source location indices as well as
an audiovisual adaptation of a multi-target tracking method were introduced, representing the
main contributions of this work. The thesis is structured in 4 chapters, and the first one presents
the state of the art on visual reidentification of persons and speaker recognition. Acoustic and
visual modalities are not correlated, so two signatures are separately computed, one for video
and one for audio, using existing methods in the literature. After a first chapter dedicated to the
state of the art in re-identification and speaker recognition methods, the details of the compu-
tation of the signatures is explored in chapter 2. The fusion of the signatures is then dealt as a
problem of matching between audio and video observations, whose corresponding detections are
spatially coherent and compatible. Two novel association strategies are introduced in chapter
3. Spatio-temporal coherence of the bimodal observations is then discussed in chapter 4, in a
context of multi-target tracking.
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Introduction
Contexte, enjeux et proble´matique
La ville de demain, les enjeux d’une transition e´co-responsable
La transition d’une e´conomie fonde´e sur l’agriculture a` une e´conomie fonde´e sur l’industrie
de masse, les services et les nouvelles technologies est responsable d’une explosion de la taille
des villes dans le monde et d’un exode rural massif. Le taux de la population urbaine mondiale
e´tait estime´ a` un tiers de la population totale en 1960. Il s’est e´leve´ a` 54% en 2014 et devrait
atteindre 66% en 2050 selon un rapport des Nations Unies [UN14]. Cette urbanisation massive
pose alors de nouveaux enjeux e´cologiques : les villes sont responsables a` 80% des e´missions de
gaz a` effet de serre, provoquant l’urgence d’une transition e´nerge´tique globale (COP 21), mais
aussi locale. Le concept de ville intelligente ( Smart City ) apparaˆıt de`s les anne´es 80 dans
les me´galopoles asiatiques, comme Singapour ou Shanghai et se popularise dans de nombreuses
grandes villes. Il est fonde´ sur une optimisation des couˆts, de l’organisation et du bien-eˆtre des
habitants. La ville de Toulouse pre´sente ainsi un plan d’investissement public de 500 millions
d’euros en 2020 pour transformer Toulouse en Open Me´tropole 1 sur des objectifs de mobilite´,
de respirabilite´ et de suˆrete´. Des initiatives apparaissent e´galement au niveau universitaire,
citons parmi celles-ci le Smart Campus de l’Universite´ Versailles-Saint-Quentin 2, l’Open Smart
Campus de l’Universite´ Joseph Fourier de Grenoble-Alpes 3, ou encore le programme Living
Smart Campus de l’Universite´ de Twente 4, aux Pays-Bas. L’ope´ration neOCampus s’inscrit
dans cette de´marche.
Une mise a` l’e´chelle : l’ope´ration neOCampus
Initie´e en 2013 par Bertrand Monthubert, pre´sident de l’Universite´ Paul Sabatier de Tou-
louse, l’ope´ration neOCampus 5 a pour objectif de faire un campus innovant, intelligent et du-
rable, transfe´rant a` son e´chelle les concepts de la ville intelligente. A` ce jour, le savoir-faire de plus
de 10 laboratoires est mis a` contribution pour re´duire son empreinte e´cologique et ame´liorer le
confort des usagers, e´tudiants, enseignants et personnels administratifs. Les axes de recherche de
ce projet sont ainsi pluridisciplinaires et croisent plusieurs communaute´s scientifiques (e´nergie,
nume´rique, ge´nie e´lectrique, mate´riaux, robotique, biodiversite´...). Le socle commun est la col-
lecte et l’exploitation de donne´es dans une approche  Open Data  participative ainsi qu’un
pilotage distribue´. Ces donne´es sont extraites d’un re´seau de capteurs he´te´roge`nes disse´mine´s sur
1. http://www.toulouse-metropole.fr/projets/smart-city
2. http://www.smartgrids-cre.fr/index.php?p=smart-campus
3. http://www.filiere-3e.fr/2014/06/25/open-smart-campus-etudiants-grenoblois-inventent-
campus-demain/
4. https://www.utwente.nl/en/organization/news-agenda/special/2016/living-smart-campus/
5. https://www.irit.fr/neocampus/fr/
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2 Introduction
le campus de manie`re e´parse : s’il peut communiquer avec les autres composantes du re´seau, un
capteur doit pouvoir fonctionner en autonomie, et ne pas eˆtre contraint par la topologie ge´ne´rale
du re´seau, dans une philosophie  plug and play . Nous de´signons par baˆtiment intelligent un
baˆtiment capable non seulement d’agre´ger les informations issues des capteurs mais e´galement
de s’adapter a` l’activite´ de ses usagers en fonction des informations collecte´es. Le baˆtiment
ADREAM du LAAS-CNRS 6, inaugure´ en 2012, en est un exemple par sa gestion e´nerge´tique
optimise´e en fonction des besoins des diffe´rents utilisateurs. Au niveau du campus, 3 salles
d’enseignement de l’Universite´ ont de´ja` e´te´ ainsi e´quipe´es de capteurs ambiants de diffe´rents
types (luminosite´, pre´sence, came´ras, microphones,...), et font figure de de´monstrateurs des ou-
tils de´veloppe´s dans le cadre de neOCampus : gestion automatique des stores, monitoring des
ressources e´nerge´tiques... Une des salles d’expe´rimentation est illustre´e sur la figure 1. Cette
the`se ayant de´marre´ en meˆme temps que le projet neOCampus, il e´tait primordial dans ce cadre
applicatif tre`s large et ambitieux de s’inte´resser a` des fonctionnalite´s bas niveau (ou atomiques)
de ce re´seau large e´chelle de capteurs intelligents et communicants. Les travaux de cette the`se
se focalisent donc sur le monitoring d’activite´ a` partir de came´ras et de microphones, et le cadre
applicatif choisi est une salle pe´dagogique, cœur des activite´s du campus.
Figure 1 – Photographie d’une salle d’enseignement de l’Universite´ Paul Sabatier e´quipe´e de
capteurs.
Objectifs de nos travaux : focus sur l’apprentissage de signatures audiovisuelles
A` l’inverse d’autres modalite´s, plus neutres, le monitoring audiovisuel pose de re´elles ques-
tions e´thiques et juridiques. Loin de la surveillance et du controˆle de masse par l’identification
biome´trique, the`me cher a` la litte´rature d’anticipation, il vise une compre´hension non nomina-
tive de l’activite´ des usagers, dont les interactions principales sont visuelles et sonores. L’objectif
de ces travaux de the`se est alors d’extraire des flux sonores et visuels des capteurs ambiants une
information non intrusive pour les usagers qui puisse aider a` la compre´hension de leur activite´ et
de leurs interactions, entre eux ou avec les infrastructures pre´sentes. L’activite´ pouvant endosser
plusieurs de´finitions, selon les domaines d’e´tude, il est important de rester a` une description bas
niveau des percepts audiovisuels. Pour monitorer l’activite´ des usagers a` l’e´chelle d’un baˆtiment,
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3il faut ainsi re´-identifier ces usagers a` partir du re´seau e´pars instrumentant cet environnement
et ainsi apprendre en ligne, leurs signatures audiovisuelles non-nominatives.
Nous entendons par signature une caracte´risation a` fort pouvoir discriminant de chaque
usager cible. Celle-ci ne porte aucune information personnelle et se place au-dela` de la biome´trie
(reconnaissance faciale, puces RFID...) : une identite´ audiovisuelle virtuelle apprise en ligne est
assigne´e a` chaque individu de´tecte´ dans la zone couverte par les capteurs. Cette re´-identification
directe est effectue´e en quasi temps re´el et sur une e´chelle temporelle limite´e a` quelques heures,
nous permettant ainsi d’exploiter l’apparence vestimentaire des usagers pour apprendre notre
signature vide´o. Une carte des de´placements (donc des activite´s) et des interactions audiovisuelles
peut ainsi eˆtre e´tablie et transmise aux actionneurs et superviseur du baˆtiment intelligent.
Contributions et verrous scientifiques
Les objectifs pre´sente´s ci-dessus placent ces travaux au croisement d’une communaute´ vision
et d’une communaute´ audio qui ne partagent pas toujours les meˆmes codes. Un monitoring audio
s’affranchit ge´ne´ralement de la localisation de la source sonore, a` l’inverse du monitoring vide´o.
La difficulte´ majeure a` laquelle se sont confronte´s ces travaux est le caracte`re novateur de la
proble´matique, notamment duˆ a` la faible densite´ et l’he´te´roge´ne´ite´ des capteurs, qui la met en
marge des proble´matiques classiques de fusion audiovisuelle.
Association des modalite´s audio et vide´o a` travers un re´seau e´pars de capteurs.
Les repre´sentations sonores et visuelles d’individus sont des proble´matiques largement e´tudie´es :
l’e´tat de l’art peut eˆtre conside´re´ suffisamment riche pour notre application. En revanche la fusion
de ces modalite´s a` travers un re´seau e´pars de capteurs he´te´roge`nes repre´sente un de´fi important.
Sans identification re´elle, il est impossible de lier une signature sonore et une signature visuelle en
s’appuyant uniquement sur leur caracte´risation, les deux modalite´s e´tant de´corre´le´es (une voix
peut correspondre a` n’importe quelle apparence, et inversement). Ce  verrouillage  audiovisuel
exploitera la cohe´rence spatio-temporelle des percepts, particulie`rement difficile a` observer dans
un re´seau e´pars de capteurs. En effet ce verrouillage est sensible a` l’encombrement de la sce`ne
observe´e, a` l’intermittence des percepts et aux erreurs pouvant intervenir a` chaque composante
des syste`mes de ge´ne´ration des signatures.
Localisation monocapteur des sources sonores. Une taˆche inhe´rente a` la fusion e´voque´e
ci-dessus est la localisation des sources. Si c’est une proble´matique re´solue en vision, par la ca-
libration des came´ras, elle est bien plus ardue pour les sources sonores. De manie`re analogue a`
la perception humaine, la localisation pre´cise d’une source sonore repose sur l’exploitation d’in-
dices multi-auraux, condition hors de notre contexte e´pars et  plug and play . Chaque percept
audio monophonique doit pouvoir eˆtre associe´ inde´pendamment a` une estimation spatiale de la
source, sortant ainsi des contextes courants des proble´matiques de fusion audiovisuelle dans la
litte´rature. En effet celles-ci exploitent ge´ne´ralement des chaˆınes de microphones pour l’estima-
tion d’un azimut de la source sonore et un tel e´quipement sort de notre contexte applicatif.
Inte´gration des signatures dans un suivi multimodal. L’e´tablissement de la carte des
de´placements des usagers e´tant l’un des objectifs de ces travaux, une e´tape de suivi est ne´cessaire.
L’inte´gration des signatures sonores et visuelles des usagers dans un traqueur pour un suivi
multimodal repre´sente alors la dernie`re contribution de ces travaux.
4 Introduction
Organisation du manuscrit
Le me´moire est structure´ en 4 chapitres.
Le chapitre 1 expose diffe´rentes me´thodes de la litte´rature dans le but d’identifier les ten-
dances en terme de ge´ne´ration de signatures sonores et visuelles d’individus. Ceci nous permet
de choisir les outils, techniques, bases de donne´es et me´triques pertinentes, eu e´gard a` notre
contexte applicatif. Concernant la reconnaissance de locuteurs, il s’agit de re´pondre a` la ques-
tion :  qui parle, parmi les locuteurs connus ? . Pour la re´-identification visuelle de personnes,
la question est :  a` quelle identite´ locale associer l’individu de´tecte´ ? . Ce chapitre vise ainsi
a` positionner notre de´marche et a` exposer les concepts et le cadre d’e´tude adopte´s par la suite.
Les me´thodes choisies pour la re´-identification visuelle de personnes ainsi que la reconnais-
sance de locuteurs sont de´taille´es dans le chapitre 2 et e´value´es sur une plate-forme expe´rimentale
personnelle, face a` l’absence de base de donne´es publiques correspondant pre´cise´ment a` notre
contexte. Les proble´matiques les plus proches, notamment l’identification audiovisuelle du locu-
teur actif, ne se placent en effet pas dans un contexte ambiant mais dans des configurations plus
controˆle´es, e.g. de visio-confe´rence. Nous avons alors acquis un jeu de donne´es audiovisuelles
avec un petit nombre de participants e´voluant librement dans l’espace couvert par le champ des
capteurs. L’enjeu de cette taˆche est de valider l’adaptabilite´ des me´thodes pour une de´finition
robuste des signatures dans notre contexte.
Le chapitre 3 pre´sente deux me´thodes de fusion de signatures audiovisuelles dans un cas
mono-cible, a` travers l’exploration d’indices de localisation des sources sonores. Face a` l’impos-
sibilite´ d’une estimation de la position en deux dimensions du locuteur actif, nous extrayons une
mesure de distance par l’exploitation d’une proprie´te´ acoustique de la pie`ce, sa re´verbe´ration.
Cette mesure permet la de´finition de zones de saillance audiovisuelle dans lesquelles peuvent eˆtre
fusionne´es les signatures audio et vide´o d’un individu. Dans un second temps nous e´tudions le
me´lange de plusieurs mesures pour ame´liorer l’estimation de cette distance. Ce chapitre re´sout
ainsi le proble`me du verrouillage audiovisuel des signatures en contexte mono-cible.
Le chapitre 4 ouvre au suivi multi-cibles. Nous adaptons une approche existante de suivi par
l’utilisation des signatures sonores et visuelles des individus. Celles-ci sont inte´gre´es se´pare´ment
et fusionne´es au sein de l’outil de suivi. En effet, le verrouillage des identite´s audio et vide´o
e´tant limite´ a` des scenarii mono-cibles ou dans des environnements peu encombre´s hors suivi,
l’analyse de la cohe´rence et compatibilite´ spatio-temporelle des percepts audio et vide´o permet
de renforcer cette fusion dans le cas multi-cibles.
Chapitre 1
Proble´matique et positionnement
des travaux
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Introduction
Ce chapitre de´taille notre proble´matique ge´ne´rale puis pre´sente les me´thodes et outils exis-
tants qui traitent de ge´ne´ration de signatures sonores et visuelles d’individus. Celles-ci se re´fe`rent
aux taˆches de re´-identification pour la signature visuelle et de reconnaissance de locuteurs pour
la signature sonore. Un e´tat de l’art exhaustif sort du cadre de ce chapitre, nous e´nume´rons ici les
principaux outils, techniques, bases de donne´es et me´triques d’e´valuation afin de positionner nos
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travaux et justifier, autant que possible, nos choix eu e´gard a` cette litte´rature et notre contexte
applicatif.
La section 1.1 rappelle la proble´matique et pre´cise le cahier des charges associe´. La sec-
tion 1.2 (respectivement 1.3) e´nume`re les principales me´thodes de reconnaissance de locuteurs
(respectivement de re´-identification de personnes). Nous relevons, au fur et a` mesure, les outils,
techniques, etc. pertinents pour notre contexte applicatif.
1.1 Proble´matique ge´ne´rale de la the`se
Pre´cisons ci-apre`s la proble´matique, les verrous et hypothe`ses sous-jacentes associe´es, afin
de positionner nos investigations eu e´gard a` la litte´rature.
1.1.1 Cahier des charges
Re´seau e´pars de capteurs he´te´roge`nes. Un verrou majeur re´side dans l’instrumentalisa-
tion de la plate-forme expe´rimentale. Nous privile´gions des capteurs bas couˆts pour limiter les
frais de de´ploiement large e´chelle (a` terme) du re´seau. Nous utiliserons alors des came´ras et mi-
crophones standards du commerce, installe´s de manie`re e´parse, et dont les champs sont disjoints
ou partiellement joints. Notre focus e´tant sur l’association audio-vide´o, nous nous concentrons
alors sur l’exploitation d’un couple came´ra/microphone.
Traitement des donne´es en environnement ferme´. Une hypothe`se simplificatrice, mais
courante sur cette proble´matique de re´-identification de personnes, est celle du  closed set  ,
soit un environnement ferme´, ici non seulement spatialement mais e´galement temporellement :
la re´-identification s’effectue sur des sessions a` dure´e re´duite (entre 30 minutes et deux heures).
Nous conside´rons ainsi que les cibles perc¸ues/de´tecte´es  en live  font partie d’une base de
donne´es de cibles pre´alablement apprises en de´but de session. En pratique, nous supposons que
tous les acce`s au baˆtiment sont instrumente´s de capteurs afin de ge´ne´rer une premie`re perception
des cibles et donc incre´menter la base de donne´es.
Infe´rence quasi temps re´elle a` horizon temporel borne´. Notre application de baˆtiments
auto-adaptatifs ne´cessite que le monitoring s’effectue en  live et que les traitements n’exce`dent
pas quelques minutes. De plus, les sessions d’acquisition et le traitement des flux sensoriels sont
borne´s temporellement, de l’ordre de quelques heures maximum. Ceci permet de monitorer les
de´placements des usagers sur une journe´e.
De´ploiement peu contraignant du re´seau multi-capteurs. Les capteurs sont ge´re´s en
mode  plug and play . Les phases d’e´talonnage ge´ome´triques intra- ou inter-capteurs et tem-
porelles (synchronisation inter-capteurs) doivent induire une intervention humaine minimale lors
de leur installation/retrait.
Intermittence des modalite´s. Les percepts audio et vide´o sont par nature intermittents.
Particulie`rement en audio, ou` les discours ne se superposent que rarement dans le contexte qui
nous inte´resse, mais e´galement en vision ou` des personnes cibles, en mouvement, peuvent eˆtre
temporairement occulte´es par du mobilier ou d’autres personnes. La perception du (ou des)
cible(s), a` chaque instant, n’est donc pas syste´matiquement multimodale !
1.2. Reconnaissance de locuteur 7
1.1.2 Synthe`se
Eu e´gard a` ces spe´cifications, les signatures doivent eˆtre discriminantes et robustes sur un
horizon de quelques heures, tout en fournissant des infe´rences de re´-identification quasi temps
re´el, sans contrainte forte sur la configuration multi-capteurs et avec de possibles intermittences
sur les observations associe´es. Enfin, nous supposons que l’environnement est ferme´, c’est-a`-dire
compose´ d’une base de donne´es de cibles (a` re´-identifier) pre´alablement e´tablie.
Nous proce´dons maintenant a` la pre´sentation d’un e´tat de l’art non exhaustif en audio puis
en vide´o afin d’exhiber des signatures sonore et visuelle compatibles avec notre application.
1.2 Reconnaissance de locuteur
Nous donnons d’abord un positionnement de nos travaux vis a` vis de cette modalite´ de
reconnaissance de locuteurs, ainsi qu’une description des me´thodes usuelles. Pour finir, une mise
en œuvre est effectue´e via les outils et les cadres d’e´valuations existants.
1.2.1 Positionnement de nos travaux
Nous nous inte´ressons ici aux interactions impliquant potentiellement une activite´ de parole
car porteuse d’information pouvant caracte´riser la personne qui parle, ou plutoˆt sa voix. Parole et
langage se distinguent depuis le de´but des travaux en linguistique [Sau16] et nous nous inte´ressons
ici a` la parole en tant que signal physique, produit par un individu et capte´ par les microphones
avec e´ventuellement une de´gradation due au bruit ambiant et/ou a` la qualite´ du capteur lui
meˆme ou a` la distance locuteur microphone. Nous ne nous inte´resserons pas au contenu du
message qui transite du locuteur vers ses e´ventuels interlocuteurs. Nous nous plac¸ons dans un
cadre  inde´pendant de ce qui est dit, donc inde´pendant du texte  sans analyse linguistique
et sans utilisation des informations qu’elle pourrait de´gager (nom des personnes, et autres infos
personnelles, etc.).
Les travaux de cette the`se se focalisent sur la reconnaissance de locuteurs, soit l’identification
de la singularite´ de chaque individu en terme de production vocale. Nous pre´sentons par la suite
les diffe´rentes taˆches et me´thodes de la litte´rature relatives a` cette proble´matique.
1.2.1.1 Taˆches de reconnaissance lie´es au locuteur
En fonction de l’application cible´e, la reconnaissance du locuteur peut s’exprimer comme
une taˆche de ve´rification, d’identification ou de structuration (segmentation et regroupement ou
 speaker diarization  en anglais). Ces taˆches sont illustre´es dans le tableau 1.1.
— Ve´rification du locuteur : nous testons l’hypothe`se que le signal de parole en entre´e
du syste`me provient d’un locuteur cible, dont les caracte´ristiques sont pre´alablement
apprises,
— Identification du locuteurs : l’e´metteur du signal inconnu est recherche´ parmi un
ensemble de N locuteurs, pre´alablement appris,
— Structuration en locuteurs : un signal audio est de´coupe´ a` chaque changement de
locuteur, et les segments ainsi produits sont agre´ge´s par locuteur.
Les taˆches de ve´rification et d’identification du locuteur se distinguent uniquement par leur
bloc de´cisionnel. Dans les deux cas, le syste`me calcule un score de confiance dans l’hypothe`se que
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le segment de parole inconnu soit produit par un locuteur pre´alablement appris. En ve´rification
de locuteur, ce score est confronte´ a` un seuil θ pour l’acceptation ou le rejet de l’hypothe`se. En
identification, N hypothe`ses sont teste´es, une par locuteur, et le choix du locuteur est de´fini par
le meilleur des N scores correspondant a` chaque locuteur de la Base de Donne´es (BD).
Dans la suite, nous nous concentrons uniquement sur ces deux taˆches sous le meˆme terme
de  reconnaissance du locuteur .
Table 1.1 – Illustration des taˆches de ve´rification, d’identification et de structuration en locu-
teurs.
Ve´rification de locuteur Locuteur cible Accept/Rejet
Identification de locuteurs
BD
Locuteur 1
Locuteur 2
...
Locuteur N
Locuteur reconnu
Structuration en locuteurs
1.2.2 Architecture des syste`mes de reconnaissance de locuteurs et me´thodes
associe´es
Cette partie de´taille l’architecture traditionnelle sur laquelle sont construits les syste`mes de
reconnaissance de locuteurs. Si la litte´rature est fournie et dynamique sur le sujet, les approches
s’appuient sur une meˆme se´quence (figure 1.1). Celle-ci est compose´e de trois e´tapes princi-
pales : l’extraction de parame`tres propre a` chaque locuteur, la mode´lisation du locuteur et la
classification.
Extraction de
parame`tres
Mode´lisation Classification
BD
Locuteur 1
Locuteur 2
...
Locuteur N
De´cision
Figure 1.1 – Architecture traditionnelle des syste`mes de reconnaissance de locuteurs.
De´crivons brie`vement les me´thodes de l’e´tat de l’art qui s’inscrivent dans chacune des e´tapes
de cette se´quence.
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1.2.2.1 Extraction de parame`tres acoustiques
Un signal de parole contient de l’information propre a` la voix du locuteur, de l’information
relative au conduit vocal (ce qui est produit), ainsi que des de´gradations dues a` la production, la
transmission et l’acquisition du signal. Reconnaˆıtre un locuteur ne´cessite alors dans un premier
temps d’extraire des parame`tres discriminant un locuteur d’un autre, inde´pendamment des sons
et des conditions d’enregistrement. Il s’agit alors de minimiser les variabilite´s intra-locuteur et
a` maximiser les variabilite´s inter-locuteurs.
La grande majorite´ des approches existantes s’appuient sur des parame`tres bas niveau ex-
traits sur de courtes feneˆtres temporelles. En effet, le signal de parole ne peut eˆtre conside´re´
stationnaire que sur de petites feneˆtres temporelles, d’environ 25 millisecondes, entre deux articu-
lations. Le vecteur des e´chantillons dans chaque trame peut alors eˆtre repre´sente´ par un ensemble
de parame`tres : les plus populaires en traitement automatique de la parole sont les coefficients
cepstraux utilisant l’e´chelle Mel (MFCC, pour  Mel Frequency Cesptral Coefficients ) [DM80].
Ces coefficients repre´sentent une projection dans un espace pseudo-temporel qui de´corre`le les in-
formations issues des cordes vocales de celles issues du conduit vocal. Le processus de ge´ne´ration
de ces coefficients est traite´ en de´tail dans le chapitre 2. Pre`s de 40 ans apre`s leur introduction,
ils constituent encore la re´fe´rence dans l’extraction de parame`tres. Parmi les variantes de ces
coefficients, les LPCC [RJ93] remplacent l’estimation du spectre du signal par transformation
de Fourier par une analyse par pre´diction line´aire (LPC pour  Linear Predictive Coding ),
qui a la proprie´te´ d’isoler la production des cordes vocales des re´sonances du tractus vocal. De
l’analyse LPC, les PLP ( Perceptual Linear Prediction ) sont extraits dans [Her90], eu e´gard
a` une analyse psychoacoustique du signal de parole.
Les parame`tres ci-dessus sont les plus courants et le lecteur pourra se re´fe´rer a` [Hat+06] pour
une pre´sentation plus exhaustive.
La comparaison entre un vecteur de parame`tres acoustiques et un mode`le de locuteur peut
souffrir des variabilite´s des conditions d’acquisition et de transmission des signaux de parole.
Une e´tape de normalisation permet d’augmenter la robustesse du syste`me de reconnaissance.
En effet, dans le domaine cepstral, l’effet du canal de communication (production, trans-
mission, acquisition) s’exprime comme un offset, une composante continue dans les valeurs des
coefficients. Un proce´de´ de soustraction de la moyenne cepstrale (CMS pour  Cepstral Mean
Substraction ) est alors propose´ dans [Fur81] pour harmoniser les distributions des coefficients
cepstraux extraits des diffe´rents fichiers de test ainsi que d’apprentissage. Cette normalisation
peut aussi eˆtre e´tendue a` la variance cepstrale (CMVN pour  Cepstral Mean and Variance
Normalization ) dans [VL98].
Le  Feature Wrapping  propose´ dans [PS01] effectue une transformation non line´aire des
coefficients dans le but de forcer la distribution des coefficients a` adopter un comportement
gaussien de moyenne nulle.
Le filtrage RASTA ( RelAtive SpecTrAL ) [HM94] utilise un a priori sur la distribution
log-spectrale de la parole, pour supprimer a` l’aide d’un filtre passe-bande des variations poten-
tiellement provoque´es par un bruit de fond ou du canal de transmission.
1.2.2.2 Mode´lisation du locuteur
Mode´lisation GMM-UBM Les syste`mes de reconnaissance de locuteurs utilisent le plus
ge´ne´ralement une mode´lisation GMM ( Gaussian Mixture Models ) [Rey95], soit une somme
ponde´re´es de M lois gaussiennes pour repre´senter la distribution du vecteur de parame`tres
acoustiques. Un GMM s’exprime alors par les moments (moyenne µ, matrice de covariance Σ)
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de chaque loi gaussienne, ainsi que le poids associe´ ω.
GMM = {µi,Σi, wi}Mi=1 (1.1)
En pratique, l’estimation d’un tel mode`le ne´cessite une tre`s grande quantite´ de donne´es, ra-
rement disponible en conditions re´elles. On substituera alors l’estimation directe des parame`tres
du GMM en adaptation par Maximum A Posteriori (MAP) d’un mode`le du monde (UBM
pour  Universal Background Model ) [RQD00]. Un UBM est un GMM appris pre´alablement
sur de grandes quantite´s de donne´es, ide´alement proches du contexte applicatif. Il repre´sente la
re´partition des vecteurs de coefficients du locuteur moyen et ses parame`tres sont ensuite adapte´s
aux donne´es du locuteur cible pour ge´ne´rer leurs propres mode`les. Cette mode´lisation constitue
la ”baseline” des syste`mes de reconnaissance de locuteurs. Nous la formalisons dans le chapitre
2.
Les repre´sentations ge´ne´ralement utilise´es sont un vecteur de 39 coefficients pour la pa-
rame´trisation et des GMM a` 1024 composantes. Nous de´taillons les composantes de ce vecteur
dans le chapitre 2. La taille de la repre´sentation d’un locuteur i est donc de 1 × 1024 pour
ωi, 39 × 1024 pour µi et e´galement 39 × 1024 pour Σi, en utilisant des matrices de covariance
diagonales. Pour alle´ger cette repre´sentation nous pourrons la re´duire en un supervecteur de
dimensions 39× 1024, exprime´ comme le vecteur des moyennes µi, normalise´ par Σi et ωi.
Comme pour la normalisation des parame`tres acoustiques, le post-traitement des supervec-
teurs cre´e´s par le syste`me GMM-UBM a e´te´ explore´ pour en re´duire la dimensionnalite´ et traiter
les variabilite´s du signal. Un mode`le d’analyse conjointe de facteurs (JFA pour  Joint Factor
Analysis ) est propose´ dans [Ken+05], sous l’hypothe`se qu’un supervecteur Mh(s) d’un en-
registrement h d’un locuteur s peut eˆtre exprime´ comme une somme d’un supervecteur M(s)
uniquement de´pendant du locuteur et d’un autre supervecteur, uniquement de´pendant du ca-
nal, Uxh(s), ou` xh(s) sont les facteurs du canal et U une matrice de faible rang qui porte
les variabilite´s inter-canaux de transmission. Les de´compositions suivantes sont alors re´alise´es
(e´quation 1.2) :
Mh(s) = M(s) + Uxh(s) (1.2)
M(s) = M + Vy(s) + Dz(s) (1.3)
ou` la matrice D est diagonale, V rectangulaire a` faible rang et y(s) et z(s) sont des vecteurs
distribue´s selon une loi normale standard.
Nous pre´sumons alors que M(s) suit une loi normale de moyenne M, supervecteur de l’UBM,
et de matrice de covariance VV′+D2. V porte les variabilite´s entre locuteurs, ses colonnes sont
alors les vecteurs propres de la voix, et y(s) sont les facteurs du locuteur, en dimension re´duite.
La matrice D porte une information proche du prior dans l’adaptation MAP du syste`me GMM-
UBM et z(s) sont appele´s les facteurs communs.
L’exhaustivite´ de cette de´composition est remise en question dans [Deh+09] ou` les variabilite´s
inter-locuteurs et inter-canaux sont projete´s dans un unique espace et non deux. Cette espace
est nomme´ espace de variabilite´ totale. La de´composition suivante est alors re´alise´e :
Mh(s) = M + Tw(s) (1.4)
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avec T la matrice de la variabilite´ totale, rectangulaire et a` faible rang, et w(s), a` dimension
re´duite est appele´ i-vecteur.
L’analyse discriminante line´aire probabiliste (PLDA, pour  Probabilistic Linear Discrimi-
nant Analysis ), initialement de´die´e a` la reconnaissance faciale [PE07], constitue l’e´tat de l’art
pour la comparaison des i-vecteurs. Cette version probabiliste de l’analyse line´aire discriminante
mode´lise les variabilite´s du locuteur et celles du canal de transmission dans deux sous-espaces
se´pare´s. Elle peut eˆtre interpre´te´e comme une JFA dans l’espace des variabilite´s totales.
1.2.2.3 Classification
La classification d’un segment de parole comme e´tant prononce´ par un des locuteurs de la base
de donne´es repose sur des scores assigne´s a` chaque locuteur. En mode´lisation GMM-UBM clas-
sique, ce score pour un locuteur i s’exprime ge´ne´ralement comme un rapport de vraisemblance
entre l’hypothe`se que le segment de parole y soit bien prononce´ par le locuteur i, et l’hypothe`se
que le segment soit prononce´ par un autre locuteur, repre´sente´ par le mode`le du monde. Ce score
est ge´ne´ralement exprime´ sur une e´chelle logarithmique (LLR pour  Log-Likelihood Ratio ),
ce qui permet une simple de´cision de reconnaissance selon son signe.
LLRi(y) = log (P (y|λi))− log(P (y|λUBM )) (1.5)
avec λi le mode`le du locuteur et λUBM le mode`le du monde.
Malgre´ les e´tapes de compensation des variabilite´s, au niveau de l’extraction des parame`tres
et de la mode´lisation, une partie des effets du canal peut subsister et affecter la re´partition des
scores de classification. Afin d’atte´nuer leurs variabilite´s, les scores s sont centre´s re´duits selon
normalisation suivante :
snorm =
s− µimp
σimp
(1.6)
ou` µimp et σimp sont les parame`tres de la distribution, suppose´e gaussiennes, des distances
entre un locuteur cible et un imposteur (un autre locuteur de la base de donne´e).
Nous distinguons deux normes principales : la Z-Norm (pour  Zero Normalisation ) qui
compense les variabilite´s inter-locuteurs et la T-Norm ( Test Normalisation ) qui se concentre
sur les variabilite´s inter-sessions. L’apprentissage peut eˆtre alors re´alise´ hors ligne pour la Z-Norm
mais la T-Norm ne´cessite le segment de test et l’apprentissage des parame`tres imposteurs est
alors effectue´ en ligne.
1.2.3 Mise en pratique et cadre d’e´valuation
1.2.3.1 Campagnes d’e´valuation NIST-SRE
Le NIST 7 ( National Institute of Standards and Technology ) conduit une campagne
annuelle depuis 1996 et bi-annuelle depuis 2006 d’e´valuation de me´thodes de reconnaissance
de locuteurs (SRE pour  Speaker Recognition Evaluation ). Il fournit un cadre d’e´valuation
compose´ de jeux de donne´es distincts par campagnes, pose de nouveaux de´fis (e.g. SRE’16 a
introduit de nouvelles langues dans les segments de test) et permet a` la communaute´ scientifique
de se positionner par rapport a` un e´tat de l’art relativement a` jour.
7. https://www.nist.gov/
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1.2.3.2 Me´triques usuelles
Un syste`me de reconnaissance de locuteurs extrait d’un signal de parole un score de confiance,
ainsi qu’une de´cision binaire acceptation/rejet en fonction du score et d’un seuil θ. A` θ fixe il
est alors possible d’e´valuer les performances d’un syste`me a` travers l’analyse des taux de Faux
Rejets (FR) et de Fausses Acceptation (FA) :
FR =
nombre de comparaisons faussement rejete´es
nombre de comparaisons cible
(1.7)
FA =
nombre de comparaisons faussement accepte´es
nombre de comparaisons imposteur
(1.8)
Courbe DET. Une valeur e´leve´e de θ imposera une grande exigence pour l’acceptation d’une
comparaison test/cible et aura pour conse´quence un taux de FR e´leve´ et un taux de FA bas.
Inversement, une faible valeur de θ relaxera le syste`me et provoquera un taux de FR bas et
un taux de FA e´leve´. Les performances du syste`me peuvent alors eˆtre repre´sente´es exhausti-
vement dans le plan FA-FR par une courbe, fonction de θ, appele´e Detection Error Tradeoff
(DET) [Mar+97]. Un exemple de courbe DET est illustre´ en figure 1.2.
Figure 1.2 – Exemple d’une courbe DET : en abscisses le taux de Fausses Acceptations et en
ordonne´es le taux de Faux Rejets. Figure extraite de [Mar+97].
Taux E´gal d’Erreur (EER pour Equal Error Rate). Par souci de concision, nous pouvons
extraire de cette courbe une valeur caracte´ristique permettant de comparer plusieurs syste`mes
a` l’aide d’un simple indice de performance. Ce point est situe´ a` l’intersection de la courbe DET
et de la courbe d’e´quation y = x, donc a` la valeur de θ pour laquelle FA = FR. Cette mesure est
particulie`rement pertinente pour des e´valuations inde´pendantes d’une application particulie`re,
un poids identique e´tant associe´ aux deux types d’erreur.
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1.2.3.3 Outils pour l’imple´mentation des syste`mes de reconnaissance de locuteurs
L’imple´mentation directe de syste`mes de reconnaissance de locuteurs au niveau de l’e´tat de
l’art est inenvisageable pour nous du fait de la complexite´ du syste`me a` mettre en place. Nous
pre´sentons ici les boˆıtes a` outils les plus couramment utilise´es dans la litte´rature.
ALIZE. Il s’agit d’une plate-forme open-source en C++ dont la dernie`re version [Lar+13]
contient les me´thodes re´centes de l’e´tat de l’art. Largement employe´e, elle pre´sente une simplicite´
d’utilisation mais la modification de son architecture est complexe. Par son anciennete´, nous
pouvons la conside´rer comme baseline des outils de reconnaissance de locuteurs.
SideKit. Pre´sente´ dans [LLM16], cette boˆıte a` outils en Python facilite le prototypage d’un
syste`me complet de reconnaissance de locuteurs, a` l’inverse d’ALIZE qui ne´cessite un pro-
gramme externe pour l’extraction des parame`tres et la visualisation des re´sultats. Elle dispose
des me´thodes les plus populaires de normalisation (CMS, CMVS, feature wrapping, filtrage
RASTA) comme de mode´lisation et de classification (GMM-UBM, JFA, PLDA, repre´sentation
i-vecteurs).
Kaldi. Initialement destine´ a` la reconnaissance de la parole, Kaldi [Pov+11] est une boˆıte a` ou-
tils, de´veloppe´e en C++ et adapte´e a` la recherche qui jouit d’une grande popularite´, notamment
due au support des re´seaux de neurone profonds. Nous retrouvons de nombreuses composantes
communes aux taˆches de reconnaissance de la parole et de locuteurs, notamment l’emploi des
i-vecteurs, motivant ainsi son utilisation.
MSR. Il s’agit d’une boˆıte a` outils MATLAB qui permet la mise en place d’un syste`me de
reconnaissance de locuteurs base´ sur des i-vecteurs couple´s a` un classifieur PLDA [SSH13].
SPEAR. Base´e sur le package Python Bob [Anj+12], destine´ a` l’apprentissage automatique et
au traitement du signal, la boˆıte a` outils SPEAR [KESM14] est de´veloppe´e en C++ et Python,
proposant un bon compromis performance/accessibilite´. Elle est cependant plus axe´e utilisateurs
que de´veloppeurs et son back-end est ainsi assez complexe a` modifier.
1.2.4 Tendances et positionnement
1.2.4.1 Tendances actuelles en reconnaissance du locuteur
Le consortium I4U fait l’inventaire dans [Lee+17] de 17 syste`mes de reconnaissance de locu-
teurs parmi les plus performants lors de la dernie`re campagne d’e´valuation NIST-SRE, en 2016,
dont les donne´es d’e´valuations et de test comportent pour la premie`re fois plusieurs langues
diffe´rentes. De cet inventaire il est possible de de´gager les tendances actuelles en reconnaissance
du locuteur :
— i-Vecteurs et PLDA : l’ensemble des 17 syste`mes ont utilise´ une approche par i-Vecteurs,
la plac¸ant comme standard actuel en reconnaissance de locuteurs inde´pendante du texte.
Leur dimension varie entre 400 et 600 selon les syste`mes. En outre, hormis une approche
utilisant une machine a` vecteurs de support (SVM), un classifieur PLDA est utilise´ dans
tous les syste`mes pour traiter les variabilite´s inter-sessions,
— extraction de parame`tres : les parame`tres MFCC restent toujours tre`s majoritaires, et
a` dimension croissante, formant un vecteur contenant les coefficients, leurs de´rive´es et
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de´rive´es secondes le plus souvent de dimension 60 (contre ge´ne´ralement 39 dans les cam-
pagnes pre´ce´dentes),
— le deep learning en reconnaissance de locuteurs : incorpore´ dans 6 des 17 syste`mes, il
s’inte`gre a` plusieurs niveaux, que ce soit sur le vecteur de parame`tres, directement appris
sur le signal brut ou couple´ a` des MFCC, ou en remplacement de la mode´lisation GMM-
UBM [Lei+14].
1.2.4.2 Choix pour nos investigations mene´es dans le cadre de ces travaux
Les syste`mes utilise´s dans les campagnes d’e´valuation visent a` traiter des signaux de parole
en conditions de plus en plus difficiles mais ne´cessitent e´galement des traitements informatiques
assez conse´quents. Les conditions de notre applications sont bien plus favorables et ne justifient
alors pas leur emploi. Par souci de concision, d’imple´mentation disponible et de simplicite´ cal-
culatoire et de mise en place, nous privile´gions alors une approche classique par GMM-UBM
sur un vecteur contenant des MFCC et ses de´rive´es premie`res et secondes et de taille totale 39,
ainsi que des normalisation CMS pour les descripteurs et ZT-norm pour le scoring.
1.3 Signature Visuelle pour la re´-identification de personnes
Nous pre´sentons dans un premier temps la proble´matique de la re´-identification visuelle, ses
enjeux et les principaux de´fis sous-jacents. Puis, un bref e´tat de l’art est propose´. La section
se termine par une description des principales bases publiques d’images et les me´triques usite´es
dans ce contexte.
1.3.1 Constats sur la re´-identification
Cette proble´matique a e´te´ initie´e dans [GSH06] et largement investigue´e depuis. Plusieurs
enqueˆtes synthe´tisent ces nombreux travaux [Sat13 ; BGS14 ; ZYH16].
De´finition. Dans [GSH06], la re´-identification est de´finie comme la capacite´ a`  de´terminer si
un individu donne´ a e´te´ observe´ pre´ce´demment au sein d’un re´seau de came´ras . Cette recherche
peut e´galement eˆtre e´tendue a` une unique came´ra, a` instants diffe´re´s. La re´-identification se
de´compose ge´ne´ralement en deux e´tapes :
— caracte´risation de signature suppose´e discriminante et invariante aux conditions de prise
de vue,
— appariement entre signature de la cible courante observe´e et signature(s) de la Base de
Donne´es (BD) via une mesure de similarite´.
Son synoptique, illustre´ figure 1.3, se de´compose comme suit : segmentation/de´tection de
personne(s) dans l’image courante, puis caracte´risation du descripteur a` partir de re´gion image
d’inte´reˆt (RoI) 8. Le processus d’appariement (donc de re´-identification) s’effectue alors via une
mesure de similarite´ entre ce descripteur ainsi extrait et la base de donne´es des descripteurs
relatives aux cibles pre´alablement perc¸ues.
La de´tection visuelle de cibles est largement investigue´e dans la communaute´ Vision et sort
des objectifs de cette the`se. Nous privile´gierons quelques de´tecteurs existants. ces choix seront
motive´s dans le chapitre suivant.
8. On parlera de RoI ou d’e´chantillon.
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Figure 1.3 – Synoptique d’un syste`me de re´-identification traditionnel.
Variabilite´ des prises de vue, un verrou cle´ en re´-identification. Le processus de re´-
identification doit rester robuste aux fortes variabilite´s de prises de vue. Citons ci-apre`s quelques
exemples.
Variabilite´ des cibles perc¸ues. Elle est induite par les situations came´ras/cibles, la
diversite´ des postures humaines observables, etc.
Variations d’illumination. Elles sont en premier lieu observe´es pour des environnements
non controˆle´s. Sur la dure´e d’une session d’acquisition, ces conditions d’e´clairage peuvent varier.
Ceci est accentue´ si la re´-identification est relative a` des came´ras distinctes, leur rendu est alors
lie´ aux conditions locales d’illumination. Dans ces divers cas, le descripteur doit eˆtre robuste a`
ces variations d’e´clairage.
Occultations partielles. Les occultations partielles de toute cible sont re´currentes dans
les environnements humains : mobilier, architecture de la pie`ce, autres cibles.
Variabilite´ d’apparence. Le rendu image pour deux came´ras distinctes d’un meˆme in-
dividu est a priori tre`s diffe´rent. Des changements de balance des blancs, de contraste ou de
saturation peuvent ainsi provoquer de grandes disparite´s dans la distribution colorime´trique des
images, ce dont un descripteur robuste doit pouvoir s’affranchir.
Ces constats motivent notamment la gestion de descripteurs issus de plusieurs e´chantillons
(images). Ainsi, le descripteur agre`ge les informations issues de plusieurs images successibles de
la cibles, extraites de de´tections apparie´es dans le flux vide´o.
1.3.2 Bref e´tat de l’art en re´-identification
Vous trouverez ci-apre`s un aperc¸u des me´thodes usuelles de re´-identification de la litte´rature,
et notamment un focus sur : (i) les descripteurs, puis (ii) les mesures de similarite´ entre descrip-
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teurs, qui sont, comme e´voque´ pre´ce´demment, des choix cle´s lors de l’imple´mentation.
1.3.2.1 Descripteurs
Nous distinguons classiquement les descripteurs base´s sur des Points d’Inte´reˆts (PI), soit la
recherche de points particuliers, robustes au mouvement, ge´ne´ralement sur le contour de la cible,
des descripteurs base´s sur des re´gions d’inte´reˆts (RoI), soit les zones de l’image qui englobent les
cibles. Citons ici les travaux de Ghessairi [GSH06] et de Hamdoun [Ham+08] qui exploitent les
PI pour la re´-identification. Une me´thode par PI est plus robuste aux occultations mais traite
une quantite´ d’information plus faible que les RoI. Les descripteurs associe´s s’expriment le plus
souvent sous forme de distributions de symboles (niveaux).
Citons ici les travaux de [GBT07] dans lesquels le descripteur ELF ( Ensemble of Localized
Features ) est une somme ponde´re´e de diverses composantes : histogrammes RGB, YCbCr et
HS, filtres de Gabor et de Schmid. La RoI image segmentant une cible/personne est divise´e en
5 bandes, repre´sente´es chacune par ces 10 indices. Les poids associe´s a` chaque composante du
descripteur sont estime´s sur un ensemble de donne´es d’apprentissage a` l’aide de l’algorithme
Adaboost, qui permet d’isoler les indices les plus discriminants. Les canaux H et S (teinte et
saturation) obtiennent les poids les plus forts, validant la robustesse de l’espace couleur HSV
sur l’espace RVB.
[SD09a] propose un vecteur de caracte´ristiques similaires, ici a` 12 dimensions, qui est extrait
des images. Celui-ci est alors re´duit en un vecteur de dimension infe´rieure par analyse PLS
( Partial Least Squares ). Cet outil statistique maximise la se´parabilite´ des classes, a` l’image
de l’Analyse en Composante Principale (ACP), mais conserve l’identite´ des classes.
Dans [Far+10], la RoI contenant la cible est partitionne´e en teˆte, torse, et jambes, suivant
les axes de syme´trie et d’antisyme´trie de la silhouette d’une personne. Trois descripteurs locaux
sont extraits du torse et des jambes de la cible : des histogrammes HSV ponde´re´s par un noyau
gaussien centre´ sur l’axe vertical de syme´trie de la silhouette, des re´gions stables en couleurs
(MSCR) [For07] et des patch re´currents de texture (RHCP) [Far+10]. Ce descripteur est nomme´
SDALF ( Symetry Driven Accumulation of Local Features ) et est de´taille´ dans le chapitre
suivant. Les composantes du descripteur sont illustre´es sur la figure 1.4.
1.3.2.2 Mesures de similarite´ entre descripteurs
La litte´rature propose ici de nombreuses mesures de distances entre vecteurs de descripteurs.
Parmi les plus usite´es, citons la distance de Bhattacharyya pour comparer des distributions
(histogrammes) couleurs. Dans la meˆme veine, citons la distance de Kolmogorov qui, reposant
sur la comparaison d’histogrammes cumule´s, est certes plus robuste mais reste sensible a` l’or-
donnancement des couleurs et pour un couˆt de calcul supe´rieur.
Une autre distance adapte´e aux proble`mes de classification est la distance de Mahalanobis,
qui effectue une transformation line´aire globale des donne´es d’entre´e dans le but d’en e´liminer
les composantes les plus disperse´es. Cette distance requiert le calcul pre´alable de la matrice de
covariance, matrice syme´trique semi-de´finie positive. Dans [WS09], le classifieur LMNN ( Large
Margin Nearest Neighbor ) apprend une matrice qui minimise les distances entre les images du
set d’apprentissage et ses K plus proches voisins portant le meˆme label, et qui les maximise
lorsque les labels sont diffe´rents. Cette me´thode est de´veloppe´e dans [Dik+11] en ajoutant une
e´tape de rejet si les voisins sont trop e´loigne´s. [ZGX11] utilise lui un cadre probabiliste pour
maximiser la probabilite´ qu’une paire d’appariements corrects ait une distance infe´rieure a` celle
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Figure 1.4 – Descripteur SDALF : (a) images brutes, (b) partition de la silhouette segmente´e,
(c) histogrammes HSV, (d) MSCR, et (e) RHCP [Far+10].
d’une paire d’appariements incorrects (PRDC pour  Probabilistic Relative Distance Compari-
son ).
Parmi les me´thodes usuelles, KISSME [Ko¨+12] apprend une distance de Mahalanobis a` partir
d’un rapport logarithmique de vraisemblances entre l’hypothe`se de dissimilarite´ entre xi et xj
et l’hypothe`se de similarite´, projete´e dans l’espace des diffe´rences (xij = xi− xj) dans lequel les
vraisemblances ont un comportement gaussien de moyenne nulle.
Les travaux de [GBT07] ont e´te´ e´tendus dans [Pro+10] ou` l’inte´gration de machines a` vecteurs
de support (SVM) dans la classification transforme le bloc de´cisionnel base´ sur des minimisation
de distances en recherche de rang.
Enfin, les avance´es re´centes de l’apprentissage profond en classification ont initie´ la de´finition
de me´triques spe´cifiques pour la re´-identification. L’apprentissage d’une me´trique DML ( Deep
Metric Learning ) est propose´ dans [Lei+14] a` partir des pixels de l’images et qui extrait des
descripteurs couleurs et textures puis apprend leur similarite´ dans un unique  framework ,
base´ sur des re´seaux de neurones siamois.
1.3.2.3 Choix pour nos investigations futures
Le choix du (ou des) de´tecteur(s) visuel(s) sera discute´ dans le chapitre suivant. Nous nous
appuyons par ailleurs sur des descripteurs et mesures de similarite´ usuels. Pour les raisons
e´voque´es, nous nous focalisons sur des descripteurs base´s RoI. Eu e´gard a` (i) ses performances
ge´ne´rales, et (ii) sa robustesse aux variabilite´s e´voque´es, nous privile´gions le descripteur SDALF.
Pour rappel, il repose sur des statistiques relatives a` une discre´tisation de l’espace des symboles
(niveaux) permettant ainsi une signature compacte/compresse´e, induisant alors des gains CPU
lors de leur manipulation. Ce descripteur sera donc de´taille´ dans le chapitre suivant.
Pour la mesure de similarite´ entre paires de descripteurs, nous conside´rons la distance de
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Bhattacharrya ; celle-ci, tre`s usite´e, est aussi rapide a` calculer.
Dans notre contexte, la philosophie  plug and play  des capteurs impose de simplifier au
maximum les e´tapes de de´ploiement des capteurs. Les capteurs seront e´talonne´s ge´ome´triquement
via une e´tape hors ligne et sommaire d’e´talonnage. Cette e´tape permettra alors d’infe´rer les mou-
vements des cibles dans le plan du sol donc tirer parti de leurs mouvements re´els, et non leurs
mouvements apparents (souvent plus ambigus...) dans les plans capteurs. Nous de´taillons ci-
apre`s quelques me´triques et bases publiques pour e´valuer les fonctionnalite´s visuelles seules en
vue d’une de´marche incre´mentale de validation.
1.3.3 Evaluations : me´triques et bases de donne´es en vision
1.3.3.1 Me´triques usuelles
Courbes CMC. La re´-identification de personnes peut eˆtre traite´e comme un proble`me de
rang. Sous l’hypothe`se d’un environnement ferme´, l’ensemble des images test correspond a` un
sous-ensemble de la base de donne´es des cibles. Ainsi pour chaque image, nous pourrons classer
les cibles de la base de donne´es par distance croissante image test/cible.
Les me´thodes de re´-identification sont alors couramment e´value´es par des courbes CMC, pour
 Cumulative Matching Curves  qui repre´sentent le taux de re´-identification en fonction des
son rang r, i.e. la probabilite´ de retrouver la bonne cible a` apparier a` une image test parmi les r
cibles les plus probables. L’aire normalise´e sous une courbe CMC (nAUC pour  normalized Area
Under Curve ) peut e´galement eˆtre utilise´e comme indice de performance de la re´-identification
en une seule dimension. Enfin, certaines valeurs particulie`res peuvent eˆtre extraites des courbes
CMC, notamment la valeur au rang 1. Un exemple de courbe CMC est illustre´ en figure 1.5.
Figure 1.5 – Exemple d’une courbe CMC : taux de re´-identification vs. rang r [GSH06].
1.3.3.2 Bases de donne´es
Les nombreux travaux sur la re´-identification de personnes ont conduit a` la cre´ation de bases
publiques pour  benchmarks . Citons ici trois exemples : VIPeR, ETHZ, et i-LIDS.
VIPeR (Viewpoint Invariant Pedestrian Recognition). Cette base de donne´es est inhe´rente
a` [GBT07] pour de la re´-identification au sein d’une paire de came´ras, en mono-e´chantillon :
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seules deux occurrences de chaque cible y sont pre´sentes. Elle contient 632 paires d’images de
pie´tons, capture´es avec des points de vue diffe´rents et soumis a` des variations de luminosite´ et a`
des occultations se´ve`res, ce qui constitue alors une base de donne´es complexe (voir figure 1.6).
Figure 1.6 – E´chantillons issus de la base de donne´es VIPeR [GBT07].
ETHZ-REID (Eidgeno¨ssische Technische Hochschule Zu¨rich). Pre´sente´e dans [ELG07],
cette base de donne´es contient des images extraites de came´ras mobiles, changeant ainsi les
points de vues relatifs et suivant des pie´tons en environnement dense. A` l’inverse de la base
VIPeR, elle est multi-e´chantillons (voir figure 1.7). Elle est ensuite divise´e dans [SD09b] en trois
sous-ensembles : ETHZ1 (83 personnes, 4857 images), ETHZ2 (35 personnes, 1936 images) et
ETHZ3 (28 personnes, 1762 images). Les images d’une meˆme cible sont ici toutes extraites de
la meˆme came´ra, pour les donne´es de´die´es a` l’apprentissage comme celles de´die´es aux tests, la
rendant beaucoup moins contraignante que VIPeR. Ainsi, elle montre ses limites et des me´thodes
re´centes [Lis+15 ; Mar+15] approchent les 100% de taux de re´-identification au rang r = 1.
Figure 1.7 – E´chantillons issus de la base de donne´es ETHZ-REID [ELG07].
i-LIDS (Imagery Library for Intelligent Detection Systems). Situe´e a` l’intersection de
VIPeR et d’ETHZ, les donne´es de cette base prive´e [Pro+10] sont multi-e´chantillons et issues
de plusieurs came´ras ambiantes, dans un terminal d’ae´roport aux heures de pointes. La taille
de la base est de 476 images pour 119 cibles. Les came´ras sont a` champs disjoints (NOFOV
pour  Non Overlapping Field of View ) et les images sont soumises a` de fortes variabilite´s
d’illumination et a` un grand nombre d’occultations (voir figure 1.8).
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Figure 1.8 – E´chantillons issus de la base de donne´es i-LIDS [Pro+10].
Synthe`se. La base de donne´es i-LIDS re´pond a priori a` nos attentes, mais elle est prive´e et
nous n’avons pas pu y avoir acce`s. La base VIPeR est mono-e´chantillon et ainsi inadapte´e a`
notre proble`me. Nous choisissons alors d’utiliser les donne´es ETHZ pour valider nos investiga-
tions coˆte´ vision. Elle correspond certes partiellement avec notre contexte (came´ra mobile en
exte´rieur), mais les images extraites pre´sentent des similarite´s satisfaisantes avec notre sce´nario
expe´rimental.
Conclusion
Ce chapitre a de´taille´ en pre´ambule la proble´matique, ses tenants et aboutissants. Les
me´thodes existantes ont e´te´ ensuite brie`vement e´nume´re´es : (i) reconnaissance de locuteurs,
taˆche utile a` la ge´ne´ration de la signature audio d’une cible, et (ii) en re´-identification de per-
sonnes, pour la ge´ne´ration de la signature vide´o.
En reconnaissance de locuteurs, en 1.2, nous avons pre´sente´ la chaˆıne de traitement sur
laquelle se greffent les nouvelles me´thodes de la litte´rature : extraction de caracte´ristiques,
mode´lisation, et classification. Le de´fi majeur est la se´parabilite´ des effets du locuteur, du
texte, et du canal de transmission dans un signal de parole. La parame´trisation est quasi
syste´matiquement re´alise´e par des MFCC mais plusieurs normalisations de ces parame`tres sont
propose´es afin de minimiser les variabilite´s inter-locuteurs et inter-sessions. La de´marche est
similaire pour la mode´lisation, souvent base´e sur un syste`me GMM-UBM qui peut ensuite eˆtre
converti en supervecteur et eˆtre projete´ dans des sous espaces de dimensions re´duites (i-vecteurs),
ce qui minimise les variabilite´s qui affectent la reconnaissance.
Par analogie, nous avons liste´ les verrous en re´-identification visuelle de personnes puis
pre´sente´ quelques approches usuelles 1.3, en focalisant sur les descripteurs et mesures de si-
milarite´ (re`gle de de´cision) associe´es.
Pour chacune des modalite´s, nous avons e´galement pre´sente´ les outils et les bases de donne´es
pour des e´valuations quantitatives (me´triques, boˆıtes a` outils ou campagne d’e´valuation) les plus
usite´s dans leurs communaute´s respectives.
Cet e´tat de l’art, certes non exhaustif, a permis de confirmer/affiner nos choix. Ainsi, notre
signature audio privile´gie une approche classique GMM-UBM sur des MFCC pour sa simplicite´
d’inte´gration. Dans des contextes contraignants, elle est de´passe´e par les meilleures approches
(couplage i-vecteurs et PLDA) mais convient parfaitement a` notre contexte applicatif. Coˆte´
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vision, notre signature privile´gie le descripteur SDALF car il est largement usite´ de par sa
robustesse aux variabilite´s diverses de prises de vue. Ce descripteur statistique a trois compo-
santes : deux utilisent la distance de Bhattacharryya et la troisie`me une mesure personnalise´e.
Enfin, nous utiliserons la base de donne´es publiques ETHZ pour valider notre signature vide´o.
En s’appuyant sur les choix liste´s et justifie´s ici, nous expliciterons les signatures audio et
vide´o et (surtout) leur association dans notre contexte applicatif, dans les chapitres suivants.

Chapitre 2
Signature audio, signature vide´o :
concepts et techniques
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Pre´ambule
Dans l’introduction ge´ne´rale, nous avons releve´ le coˆte´ novateur de notre proble´matique,
dans son aspect de fusion audiovisuelle en contexte ambiant. Il est ainsi difficile de trouver des
bases de donne´es publiques correspondant pre´cise´ment a` notre contexte applicatif.
Parmi les bases de donne´es audiovisuelles existantes, certaines sont de´die´es a` l’identification
du locuteur, avec de prise de vue face came´ra, comme VidTIMIT [SL09] et sortent de notre
contexte. Parmi les bases de donne´es en contexte plus ambiant, nous pouvons relever la base
AV16.3 [LOGP05] qui instrumente une salle de re´union avec 3 came´ras et deux chaˆınes de 8
microphones. Si ces acquisitions se placent en contexte ambiant, l’aspect e´pars de l’instrumen-
tation n’est cependant pas retrouve´ ici. De plus la salle est plus petite que dans notre contexte
(salle pe´dagogique) et limite ainsi le nombre d’usagers ainsi que leurs interactions.
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Cre´ation d’une base de donne´es audiovisuelles personnelle
Face a` l’absence de donne´es publiques correspondant a` notre proble´matique, nous avons choisi
de re´aliser des acquisitions audio-vide´o, en environnement controˆle´ dans un premier temps, afin
d’e´tablir aise´ment une ve´rite´-terrain en terme de locuteurs et de localisation. Nous avons e´quipe´
une salle de l’Universite´ de came´ras et microphones, dans la configuration repre´sente´e en vue
ze´nithale sur la figure 2.1 (a).
Figure 2.1 – Configuration de notre plate-forme expe´rimentale (a), image extraite de la came´ra
1 (b).
Instrumentation Nous avons place´ des marquages, re´gulie`rement espace´s de 62 cm sur le
sol de la salle d’expe´rimentation, de dimensions approximatives 6 m par 6 m. 81 positions sont
alors extraites, formant une discre´tisation spatiale de l’espace d’acquisition. Deux microphones
sont installe´s, respectivement dans un coin de la salle et au centre de la pie`ce, ainsi que deux
came´ras dans deux coins oppose´s de la salle, a` plus de 2 me`tres de hauteur. Dans notre contexte
de capteurs e´pars, tous les capteurs n’ont pas vocation a` eˆtre utilise´s simultane´ment, cette ins-
tallation nous permet alors d’explorer plusieurs configurations. Cette installation est repre´sente´e
en figure 2.1 (a).
Les capteurs utilise´s sont les suivants :
— microphones MXL AC-404, a` faible couˆt (infe´rieur a` 100e) et avec interface en USB,
de´die´s a` des applications type visioconfe´rence. Enregistrement monophonique a` 16 kHz,
— came´ras Microsoft Kinect, dont nous utilisons uniquement les canaux RGB. Re´solution
de 640× 480 pixels et enregistrement a` 24 images par seconde. Un exemple d’image issue
d’une came´ra est illustre´e en figure 2.1 (b).
Scenarii d’acquisition L’objectif de ces premie`res acquisitions est d’obtenir un jeu de donne´es
controˆle´es, afin de valider les me´thodes de´veloppe´es dans ces travaux dans des conditions simples
dans un premier temps. Ainsi, 3 participants, dont les apparences vestimentaires sont distinctes,
parcourent successivement le trajet repre´sente´ en figure 2.1 (a), a` l’aide des marquages au sol.
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Nous obtenons ainsi un parcours exhaustif de l’ensemble de la pie`ce ainsi qu’une ve´rite´-terrain
discre`te et sans e´quipement de la localisation des locuteurs.
A` chacune des 81 positions de la pie`ce, les participants diffusent, a` l’aide d’une enceinte
Bluetooth, un fichier sonore contenant 20 secondes de parole et issu du corpus de parole propre
BREF [Lam+]. Chaque participant diffuse un segment de parole diffe´rent et prononce´ par un
locuteur diffe´rent, cre´ant ainsi un corpus de parole a` plusieurs distances du microphones.
Enfin, afin de simuler des conditions de foule, ces expe´riences sont reproduites en diffusant
un  babble  a` l’aide d’une enceinte dans la pie`ce. Ce bruit est cre´e´ par la superposition de 7
segments de paroles, prononce´s par des locuteurs diffe´rents, de´cale´s temporellement et diffuse´s en
boucle. Nous avons arbitrairement fait varier sa puissance sonore et mesure´ ensuite son rapport
signal sur bruit (SNR pour  Signal to Noise Ratio ) en comparant des trames de bruit seul et
des trames me´langeant parole et bruit. Nous obtenons alors les valeurs suivantes : 13.3 dB pour
le bruit le plus faible, 6 dB pour le bruit interme´diaire, et -3.4 dB pour le bruit le plus fort.
La base de donne´es ainsi cre´e´e sera alors utilise´e dans ce manuscrit pour supporter nos
diverses e´valuations audiovisuelles.
Me´triques d’e´valuation Nous avons pre´sente´ dans l’introduction ge´ne´rale un certain nombre
de me´triques propres aux taˆches de re´-identification visuelle de personne et de reconnaissance
de locuteurs. Nous rappelons ici quelques me´triques usuelles en classification.
Conside´rons les notations suivantes : c l’e´ve´nement cible, FN un Faux Ne´gatif, FP un Faux
Positif, TP un Vrai Positif, TN un Vrai Ne´gatif, T (c) le nombre de trames ou` c est pre´sent,
T (nc) le nombre de trame ou` c n’est pas pre´sent. On de´finit alors les me´triques suivantes :
— Taux d’erreur (Error Rate) :
ER =
∑
FN +
∑
FP∑
T (c) +
∑
T (nc)
— Rappel : la proportion des solutions pertinentes qui sont trouve´es
rec =
∑
TP∑
TP +
∑
FN
=
∑
TP∑
T (c)
— Pre´cision : la proportion de solutions trouve´es qui sont pertinentes
prec =
∑
TP∑
TP +
∑
FP
— F-mesure : la moyenne harmonique de la pre´cision et du rappel, regroupant en une unique
mesure la pre´cision et le rappel
F =
2 ∗ rec ∗ prec
rec+ prec
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Introduction
Pour rappel, la re´-identification consiste ici a` apparier des observations issues de capteurs
audios et optiques. Elle peut s’ope´rer au sein d’un re´seau de capteurs : nous rechercherons, par
exemple, a` reconnaˆıtre dans le champ de vue d’une came´ra un individu pre´alablement perc¸u
par une autre came´ra du re´seau. La re´-identification peut e´galement intervenir au niveau d’un
simple capteur mais a` des instants diffe´rents : nous rechercherons, par exemple, a` regrouper les
diffe´rentes occurrences d’un locuteur enregistre´ par un microphone.
Dans notre contexte applicatif, de´crit dans le chapitre d’introduction, une salle est e´quipe´e
de microphones et de came´ras ambiants, fixes, dont les positions dans le plan du sol sont connues
et a` champs partiellement joints, formant ainsi un re´seau e´pars. Afin de respecter une philoso-
phie  plug and play , avec la de´sactivation possible de certains e´le´ments du re´seau, chaque
capteur doit pouvoir contribuer individuellement, sans s’appuyer sur un quelconque a priori sur
la topologie du re´seau de capteurs. Notre objectif est donc d’associer les percepts produits a`
diffe´rents instants et/ou issus de diffe´rents capteurs, potentiellement he´te´roge`nes, relatifs a` la
personne cible transitant au sein du re´seau.
Re´-identifier un individu, aussi bien visuellement qu’auditivement, ne´cessite l’extraction
pre´alable de signatures qui lui sont propres. Sa robustesse est e´value´e par sa capacite´ a` re-
connaˆıtre une cible observe´e auparavant et par sa capacite´ a` la distinguer d’une autre, elle doit
ainsi :
— minimiser les variabilite´s intra-cibles, soit maximiser P (obsi|signi),
— maximiser les variabilite´s inter-cibles, soit minimiser P (obsi|signj).
Avec i l’index de la cible observe´e, obsi, signi et signj les signatures respectivement observe´es
et apprises des cibles i et j pour (i, j) ∈ [1, N ]2, i 6= j, et N le nombre total de cibles.
Proble´matique et verrous scientifiques
La question suivante se pose alors : quelles signatures discriminantes et compactes pouvons-
nous privile´gier eu e´gard au contexte de notre e´tude ? Les caracte´ristiques audiovisuelles d’un
individu inconnu les plus discriminantes a priori sont le timbre de sa voix et certains traits de
son visage. Si les flux audio des microphones ambiants en environnement non controˆle´ peuvent
contenir l’information suffisante a` caracte´riser le timbre du locuteur, un protocole expe´rimental
supervise´ est ne´cessaire a` l’extraction de descripteurs visuels du visage et sort donc de notre
contexte applicatif. Les sce`nes observe´es e´tant contraintes dans le temps, de l’e´chelle de la demi-
heure a` 2 ou 3 heures, nous pourrons alors nous appuyer sur l’hypothe`se que les participants
conservent les meˆmes veˆtements pour construire une signature visuelle base´e sur l’apparence du
corps complet.
Synoptique de notre approche
Nous pre´sentons ici les e´tapes menant a` la conception d’un syste`me d’apprentissage d’une
signature audiovisuelle d’un individu a` partir de flux audio et vide´o extraits respectivement d’un
microphone et d’une came´ra. Les caracte´ristiques que nous mode´lisons ne pre´sentent cependant
pas de corre´lation. L’apparence et le timbre de voix d’un individu sont en effet inde´pendants,
ainsi les signatures audio et vide´o seront produites se´pare´ment, puis associe´es par fusion tardive
lorsque les observations d’ou` elles sont extraites seront localise´es au meˆme emplacement ou
suffisamment proches. L’architecture comple`te du syste`me est pre´sente´e sur le sche´ma-bloc 2.2.
Sa composante bleue illustre la ge´ne´ration des mode`les audio et vide´o et fera l’objet de ce
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chapitre, a` travers les sections 2.1 et 2.2 respectivement. La localisation multimodale de la
personne de´tecte´e (en vert sur le synoptique), sera traite´e dans le chapitre suivant, en section 3.1,
pre´alablement a` la fusion des signatures (partie rouge), traite´e en section 3.2.
Figure 2.2 – Synoptique de notre syste`me d’apprentissage d’une signature audiovisuelle de
personne.
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2.1 Signature Audio
Cette section est consacre´e a` la pre´sentation des concepts et outils qui composent la chaˆıne
de traitement sonore, illustre´e sur le diagramme 2.3, utilise´e pour ge´ne´rer la signature audio
d’une personne. Elle suit une approche se´quentielle, et les blocs la composant sont explicite´s
dans les sous-sections ci-apre`s. Une premie`re e´tape, la de´tection d’activite´ vocale, segmente le
flux audio capte´ par le microphone pour ne conserver que des segments de parole. Elle sera
traite´e en section 2.1.1. De ces segments sont ensuite extraits des descripteurs, explicite´s en
section 2.1.2, portant l’identite´ du locuteur. Enfin, un mode`le est appris a` partir de ceux-ci,
formant la signature audio du locuteur. L’apprentissage du mode`le sera de´taille´ en section 2.1.3.
Figure 2.3 – Chaˆıne de traitement pour la ge´ne´ration d’une signature audio.
2.1.1 De´tection d’Activite´ Vocale
Nous entendons par de´tection d’activite´ vocale (VAD, pour  Voice Activity Detection )
l’extraction des zones temporelles d’un signal audio comportant de la parole ou du chant. Par
abus de langage et duˆ a` son grand nombre d’applications, en amont des syste`mes de codage, de
synthe`se, d’analyse ou de reconnaissance automatique de la parole, elle est ge´ne´ralement utilise´e
pour de´finir la de´tection des zones de parole. Les re´sultats attendus s’expriment via l’e´quation 2.1
et sont illustre´s sur la figure 2.4 :
VAD(i) =
{
1 si la trame i contient de la parole
0 sinon
i = 1, . . . , T (2.1)
avec T le nombre total de trames extraites du signal audio original.
De nombreuses techniques ont e´te´ propose´es, qu’il est possible de re´partir en deux cate´gories :
les approches base´es apprentissage automatique, et les approches base´es traitement de signal.
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Figure 2.4 – Exemple de sortie d’un de´tecteur d’activite´ vocale sur un fichier audio de 14
secondes, contenant deux segments de parole. Le signal, e´chantillonne´ a` 16 kHz, a e´te´ analyse´
par en utilisant des trames de 16 ms.
2.1.1.1 Approches fonde´es sur l’apprentissage automatique
Ces approches ne´cessitent en amont une description du signal de parole le plus souvent
re´alise´e par l’extraction de parame`tres MFCC (voir 2.1.2).
Parmi les me´thodes de classification les plus classiques, les machines a` vecteurs de support
(SVM), ainsi que ses extensions, comme les SVM a` noyaux multiples, ont e´te´ applique´es a` la
de´tection d’activite´ vocale [WZ11]. Une alternative [SKS99] consiste a` entraˆıner des mode`les
statistiques de trames contenant de la parole et d’autres contenant uniquement du silence ou du
bruit, sous forme de me´langes de lois gaussiennes (GMM). En phase de test, les nouvelles trames
sont classe´es en fonction du rapport de log-vraisemblance a` ces deux mode`les. Enfin, la re´cente
popularite´ de l’apprentissage profond a amene´ de nouvelle me´thodes base´es sur des re´seaux de
neurones re´currents (RNN) et convolutifs (CNN). Une e´valuation de leur robustesse a` diffe´rents
niveaux de bruits est re´alise´e en [TGY16].
Ces me´thodes e´tant mal adapte´es au contexte de notre e´tude par leur complexite´ et surtout
la ne´cessite´ d’un corpus d’apprentissage, nous ne nous sommes ici focalise´s que sur quelques
travaux repre´sentatifs dans ce domaine.
2.1.1.2 Approches fonde´es sur le traitement de signal
Bien que leurs performances en conditions bruite´es puissent eˆtre surpasse´es, les me´thodes
base´es sur l’extraction d’indices acoustiques bas ou haut niveau offrent une alternative e´le´gante
et tout a` fait adapte´e a` de nombreuses applications. Pour l’extraction de ces parame`tres, le
signal original est de´coupe´ en trames de ge´ne´ralement 16 ms, avec possible recouvrement entre
elles. Les notations suivantes seront alors employe´es :
— i l’index de la trame conside´re´e,
— N le nombre total d’e´chantillons de signal dans la trame,
— xn(i) le n-ie`me e´chantillon de la trame i du signal x.
Nous pre´senterons ci-apre`s les mesures les plus populaires et les e´valuerons ulte´rieurement
sur la base de donne´es constitue´e dans le pre´ambule de ce chapitre.
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E´nergie a` court terme du signal Un des indices les plus instinctifs est l’e´nergie a` court
terme du signal, calcule´e sur chaque trame du signal. Elle s’exprime comme suit :
E(i) =
N∑
n=1
x2n(i) (2.2)
Si elle est peu robuste a` des distinctions parole/musique ou parole/bruits environnementaux,
elle peut toutefois se re´ve´ler performante dans des scenarii ne contenant a priori aucun autre
signal aussi e´nergique, et de nombreux syste`mes l’utilisent encore pour sa simplicite´.
Le ZCR Le taux de passage par ze´ro (ZCR pour  Zero Crossing Rate ) est un autre indice
temporel qui observe les alternances d’amplitude autour de la valeur centrale du signal, en
ge´ne´ral ze´ro. En raison de sa nature ale´atoire, une trame de bruit posse´dera un ZCR plus e´leve´
qu’une trame de signal voise´. Il est calcule´ de la manie`re suivante :
ZCR(i) =
1
N
N∑
n=1
1{xn−1(i)xn(i) < 0} (2.3)
avec 1 la fonction indicatrice.
L’e´nergie et le ZCR comme mesures de de´tection d’activite´ vocale ont e´te´ exploite´s de longue
date, et les variations de ces descripteurs sur des feneˆtre temporelles adjacentes ont e´galement
prouve´ leur pouvoir discriminant [LJZ01].
Modulation de l’e´nergie a` 4 Hertz Ce descripteur, plus haut niveau, exploite des proprie´te´s
propres au signal de parole. Le de´bit syllabique (comprendre le nombre de syllabes prononce´es
par seconde) s’e´le`ve aux alentours de 4 Hz. En conside´rant qu’une syllabe est ge´ne´ralement
compose´e d’une partie voise´e (haute en e´nergie) et d’une non voise´e (faible en e´nergie), il est
possible d’observer cette alternance dans son spectre de modulation [HS85].
Dans le domaine fre´quentiel une banque de filtre suivant l’e´chelle perceptive Mel est applique´e
a` chaque trame, ge´ne´rant une valeur d’e´nergie par canal. Les signaux d’e´nergie par canal ainsi
produits sont filtre´s par un filtre passe-bande centre´ en 4 Hz, puis somme´s et normalise´s par le
maximum de l’e´nergie. Le calcul de la variance sur des feneˆtres d’une seconde donne la valeur
de la modulation de l’e´nergie a` 4 Hz.
Autres indices pour la de´tection d’activite´ vocale De meˆme que pour la modulation de
l’e´nergie a` 4 Hertz, l’analyse de la modulation de l’entropie permet d’extraire les alternances
des segments voise´es, a` faible entropie, et des segments non voise´s, a` haute entropie [PSAo02].
Dans le domaine fre´quentiel, l’estimation de la fre´quence fondamentale, de l’harmonicite´ et de la
divergence spectrale peuvent eˆtre des indicateurs efficaces de la pre´sence d’activite´ vocale. Enfin,
l’e´tude des statistiques d’ordre supe´rieur dans les re´sidus des LPC est utilise´e dans [NGM01].
2.1.1.3 E´valuations des descripteurs
Les me´thodes utilisant la modulation de l’e´nergie a` 4 Hz et la modulation de l’entropie ont
montre´ de tre`s bonnes performances [Gal+05] par l’e´quipe SAMoVA de de l’IRIT lors de la cam-
pagne d’e´valuation des Syste`mes de Transcription Enrichie d’E´missions Radiophoniques 9 (ES-
TER). Nous e´valuons la performance des me´thodes sur une partie du corpus de´crit en pre´ambule
9. http://www.afcp-parole.org/camp_eval_systemes_transcription/
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de ce chapitre, comportant des alternances de parole a` plusieurs distances du microphone et de
silence. Les me´triques suivantes, de´taille´es en pre´ambule, seront utilise´es : taux d’erreur (ER)
et F-mesure (F ). Les re´sultats sont pre´sente´s sur le tableau 2.1 :
Table 2.1 – E´valuations des me´thodes de VAD sur le corpus.
Me´triques
Me´thodes ER F
E´nergie 0.37 0.73
ZCR 0.43 0.73
Modul. e´nergie 4 Hz 0.33 0.78
Modul. entropie 0.34 0.77
Les meilleures performances sont obtenues avec la de´tection par la modulation de l’e´nergie a`
4 Hz et nous utiliserons alors cette me´thode par la suite. La modulation de l’entropie pre´sente des
performances semblables alors que les parame`tres plus bas niveau (e´nergie, et ZCR) se re´ve`lent
le´ge`rement moins efficaces. Notons l’importance de l’e´tablissement de la ve´rite´ terrain dans le
processus d’e´valuation : une annotation manuelle aura tendance a` regrouper de longs segments
de parole (plusieurs secondes) alors que les parame`tres ci-dessus sont extraits sur des trames de
16 ms, d’ou` certaines ambigu¨ıte´s d’e´tiquetage.
Le signal de parole ainsi filtre´, seuls les segments contenant de la parole seront traite´s. Nous
nous inte´ressons maintenant a` l’extraction des descripteurs portant l’information du timbre du
locuteur dans ces segments.
2.1.2 Parame`tres pour la reconnaissance du locuteur
La question centrale de la taˆche de reconnaissance de locuteur est d’isoler ce qui porte
l’identite´ du locuteur dans le signal de parole. Pouvoir se´parer les informations relatives au
texte et celles propres au locuteur est ne´cessaire aussi bien aux syste`mes de reconnaissance de
locuteurs qu’aux syste`mes de reconnaissance automatique de la parole (transcription). Il est
donc ne´cessaire d’en extraire des descripteurs inde´pendants du texte et robustes aux variations
de l’appareil de production de la parole, puis d’en ge´ne´rer des mode`les.
Calcul des coefficients cepstraux
Du a` son caracte`re articule´, le signal de parole change continuellement et ne´cessite d’eˆtre
de´coupe´ en segments de 15-30 ms sur lesquels le signal pourra eˆtre conside´re´ comme stationnaire
et nous pourrons alors extraire des descripteurs bas niveau sur ces trames. S’il reste un domaine
de recherche actif, la cre´ation de descripteurs bas niveau est domine´e par l’utilisation des co-
efficients cepstraux suivant l’e´chelle Mel (MFCC, pour Mel-Frequency Cepstral Coefficients)
introduits par [DM80]. Le calcul de ces coefficients est de´taille´ dans le paragraphe suivant. Les
coefficients cepstraux peuvent e´galement eˆtre extraits sur une e´chelle line´aire, et non Mel, il
s’agit alors de LFCC ( Linear Filter Cepstral Coefficients ).
MFCC La conception de ces parame`tres repose sur la the´orie source-filtre [Fan60], selon la-
quelle la production de la parole re´sulte d’un produit de convolution entre une source g(.),
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ensemble de ge´ne´rateurs de sons, et un filtre h(.), ensemble de re´sonateurs qui affectent le son
source :
x(t) = g(t) ∗ h(t) (2.4)
La source est compose´e d’ondes glottiques, ge´ne´re´es par la vibration des cordes vocales et
fortement harmoniques, ainsi que de constrictions dans le conduit vocal, qui sont a` l’origine de
bruit, ape´riodique. Le filtrage est re´alise´ par l’ensemble du tractus vocal, compose´ de plusieurs
cavite´s supra-glottiques, qui amplifie certaines harmoniques du signal source, et est responsable
du timbre du locuteur. L’ide´e derrie`re l’extraction des coefficients cepstraux d’un signal est d’ef-
fectuer une suite de transformations visant a` se´parer la source du filtre, de faire de la convolution
une simple addition.
Le processus de ge´ne´ration des MFCC est pre´sente´ sur le diagramme 2.5.
Feneˆtrage
temporel
FFT
Filtrage
Mel
Log DCT
x(i)
c(i)
Figure 2.5 – Processus de ge´ne´ration des MFCC, note´s c(i), depuis une trame de signal x(i).
Les e´tapes sont les suivantes :
Feneˆtrage et passage dans le domaine de Fourier Le passage du domaine temporel au
domaine fre´quentiel par transforme´e de Fourier rapide (FFT pour  Fast Fourier Transform )
transforme la convolution en produit. L’e´quation 2.4 devient alors :
X(ω) = G(ω)H(ω) (2.5)
Un feneˆtrage (type Hamming ou Hanning) en amont de la FFT est ne´cessaire afin de lisser
les transitions au de´but et a` la fin de la trame et ainsi limiter l’amplitude des lobes secondaires
dans l’estimation du spectre.
Banque de filtres Mel et passage a` l’e´chelle logarithmique Le mel est une unite´ de
hauteur de son qui respecte les distances perceptives. L’audition humaine posse`de une sensibilite´
aux hautes fre´quences plus faibles, notamment a` partir de 1000 Hz : a` plusieurs centaines de
Hertz diffe´rentes pourra correspondre une unique hauteur de son perceptible, alors repre´sente´e
par un mel. La transformation Hertz-Mel se calcule de la fac¸on suivante :
m = 1127.ln
(
1 +
f
700
)
(2.6)
Cette repre´sentation est exploite´e a` travers l’application d’une banque de N filtres trian-
gulaires dont les fre´quences centrales suivent l’e´chelle Mel, comme illustre´ en figure 2.6. Nous
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Figure 2.6 – Re´ponse fre´quentielle d’une banque de 10 filtres suivant l’e´chelle perceptive Mel
sur l’espace fre´quentiel [0-8000Hz].
retenons ensuite une valeur en sortie de chaque canal, somme des composantes e´nerge´tiques dans
la bande de fre´quences correspondante.
En outre, la psychoacoustique a montre´ la pertinence de l’utilisation d’e´chelle logarithmique
comme e´chelle de sonie [RD56]. L’humain perc¸oit mieux les variations de stimuli de faible in-
tensite´ que ceux de haute intensite´. L’e´chelle line´aire est ainsi inade´quate a` la repre´sentation de
la perception auditive.
Transforme´e en cosinus discre`te La transforme´e en cosinus discre`te (DCT pour  Dis-
crete Cosine Transform ) effectue une reprojection dans un domaine pseudo-temporel. Par sa
proximite´ avec la transforme´e de Karhunen-Loeve, elle tend a` de´corre´ler les log-e´nergies (en
e´chelle Mel) et ge´ne`re K coefficients re´els :
ck(i) =
1
K
N∑
n=1
log(MF (n)) cos
(
pi
N
(
n− 1
2
)
k
)
(2.7)
ck(i) est le k-e`me coefficient cepstral de la trame i, MF (n) l’e´nergie dans la bande n de la
banque de filtres Mel. Les premiers coefficients portent l’information de timbre. Les variations
de ces coefficients peuvent e´galement porter de l’information, duˆ au caracte`re changeant de
la parole. Notre vecteur de parame`tres sera classiquement compose´ des coefficients, de leurs
de´rive´es ∆ et de leurs de´rive´es secondes ∆∆, ainsi que de l’e´nergie :
— 12 coefficients cepstraux,
— 12 ∆ coefficients cepstraux (vitesse),
— 12 ∆∆ coefficients cesptraux (acce´le´ration),
— 1 coefficient d’e´nergie,
— 1 ∆ coefficient d’e´nergie,
— 1 ∆∆ coefficient d’e´nergie.
Soit un vecteur de taille 39 par trame. Ces coefficients extraits vont ensuite alimenter un
mode`le statistique qui repre´sentera notre signature audio.
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2.1.3 Mode´lisation
Comme pre´sente´ en chapitre 1, les mode`les de re´fe´rence en reconnaissance automatique du
locuteur sont base´es sur des me´langes de lois gaussiennes (GMM) adapte´es depuis un mode`le
du monde (UBM). Cette chaˆıne de traitement GMM-UBM est de´taille´e ci-apre`s.
2.1.3.1 Mode´lisation par GMM-UBM
Mode`le de me´lange de Gaussiennes Un GMM est un mode`le statistique repre´sentant un
e´chantillon comme suivant une somme ponde´re´e de M lois gaussiennes. Sa densite´ s’e´crit alors :
P (x|λaud) =
M∑
i=1
wiN (x|µi,Σi) (2.8)
ou` :
N (x|µi,Σi) = 1√
(2pi)D|Σi|
e−
1
2
(x−µi)TΣi(x−µi) (2.9)
et :
M∑
i=1
wi = 1 avec x notre e´chantillon de RD et wi le poids associe´ a` chaque composante
gaussienne de densite´ N (x|µi,Σi) ; ou` µi est sa moyenne et Σi sa matrice de covariance.
Les parame`tres du mode`le a` estimer sont l’ensemble des moments de chaque loi gaus-
sienne (moyenne et matrice de covariance) ainsi que les poids a` assigner a` chaque composante,
de´finissant ainsi la signature audio d’un locuteur :
λaud = {µi,Σi, wi}Mi=1 (2.10)
Par souci de compacite´ et pour limiter le nombre de parame`tres a` estimer, nous conside´rons
le plus souvent des matrices de covariance diagonales, et non pleines. L’estimation des pa-
rame`tres est ge´ne´ralement ope´re´e par estimation du maximum de vraisemblance (MLE, pour
 Maximum Likelihood Estimation ) [Fis25], et en pratique re´alise´e via l’algorithme Espe´rance-
Maximisation (EM, pour  Expectation-Maximisation ) [DLR77 ; Bis06].
Adaptation d’un mode`le du monde Un proble`me majeur de l’apprentissage direct d’un
GMM pour caracte´riser la signature d’un locuteur, et de l’apprentissage automatique en ge´ne´ral,
est la quantite´ de donne´es ne´cessaire a` l’estimation efficace du mode`le. Dans de nombreux
contextes, dont le notre, une mode´lisation rapide est de´sire´e, de l’ordre de quelques minutes
d’enregistrement sonore. L’apprentissage direct d’un GMM en ne´cessitant bien plus, [RQD00]
sugge`re alors d’avoir recours a` l’adaptation d’un mode`le du monde (UBM pour  Universal
Background Model ) aux donne´es (limite´es) du locuteur a` mode´liser. Nous entendons par
mode`le du monde un GMM appris en amont a` partir de plusieurs centaines d’heures d’enregis-
trement, pre´fe´rablement dans des conditions proche des donne´es a` traiter. Deux mode`les peuvent
e´galement eˆtre ge´ne´re´s, un par genre. L’UBM est ensuite adapte´ par la me´thode de Maximum
A Posteriori (MAP) :
λaud = argmax
λ
P (X|λ)P (λ) (2.11)
Nous cherchons le meilleur ensemble de parame`tres λaud qui maximise la probabilite´ a pos-
teriori, avec X le vecteur de coefficients, P (X|λ) la vraisemblance de λ, P (λ) la probabilite´ a
priori de λ. En pratique, l’adaptation des moyennes des gaussiennes est souvent suffisante a` une
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adaptation performante du mode`le du monde, laissant les poids et les matrices de covariance
inchange´es.
L’e´tape de ve´rification du locuteur est enfin ope´re´e par comparaison des log-vraisemblances
d’appartenance a` un mode`le d’un locuteur vs. le mode`le du monde. Soit y un vecteur de pa-
rame`tres extraits d’un segment de parole, le rapport des vraisemblances en e´chelle logarithmique
(LLR pour Log Likelihood Ratio) s’exprime comme suit :
LLRi(y) = log (P (y|λi))− log(P (y|λUBM )) (2.12)
Ainsi :
— si LLRi(y) > 0, alors le segment y est classe´ comme prononce´ par le locuteur i.
— si LLRi(y) ≤ 0, ∀i ∈ [1, . . . , N ], avec N le nombre de signatures de´ja` apprises, alors le
segment y est classe´ comme prononce´ par un nouveau locuteur, dont la signature sera
ajoute´e au catalogue.
Imple´mentation La construction de la signature audio a e´te´ re´alise´e a` l’aide de la plate-forme
open-source ALIZE [Lar+13] et de sa boˆıte a` outils LIA-RAL, ainsi que de la librairie SPro 10
pour l’extraction des parame`tres cepstraux. Nous ge´ne´rons ainsi un mode`le du monde compose´
de 512 lois gaussiennes, a` matrices de covariances diagonales, a` partir de donne´es extraites
du corpus BREF80 [Lam+] ampute´ de deux locuteurs, respectivement le locuteur teste´ et un
imposteur. Ces derniers sont scinde´s en donne´es d’apprentissage et donne´es de test. Suivant le
protocole expe´rimental de´crit en pre´ambule de ce chapitre, nous e´valuons les performances de
la reconnaissance de locuteur aux trois niveaux de bruit du corpus, pour des segments de parole
e´mis a` plusieurs distances du microphone. Les re´sultats, en terme de pre´cision et de rappel, sont
pre´sente´s dans le tableau 2.2.
Table 2.2 – Performances de la reconnaissance du locuteur a` trois niveaux de bruits.
RSB (dB)
Parame`tres 13.3 6 -3.4
Rappel/Pre´cision 1.0/1.0 0.91/1.0 0.33/1.0
Si le score de pre´cision n’est ici pas tre`s significatif par le faible nombre de locuteurs teste´s, le
score de rappel exhibe la sensibilite´ du syste`me au RSB. De plus, aux trois valeurs de SNR, le LLR
subit une de´gradation avec l’augmentation de la distance source-microphone : la reconnaissance
est d’autant plus fiable que la source est proche. Cette proprie´te´ sera exploite´e dans la section 3.2.
Conclusion La chaˆıne de traitement illustre´e sur le synoptique 2.3 a conduit a` l’apprentissage
d’une signature audio d’un locuteur a` travers les e´tapes suivantes : de´tection d’activite´ vocale
par exploitation de la modulation de l’e´nergie a` 4 Hertz, extraction des MFCC sur les segments
de parole et mode´lisation GMM par une adaptation MAP d’un mode`le du monde. La signature
audio est note´e λaud et compose´e des moments (moyenne, matrice de covariance) de chaque loi
composant le me´lange gaussien, ainsi que les poids associe´s.
Une de´marche similaire est pre´sente´e ci-apre`s pour apprendre la signature vide´o d’une per-
sonne.
10. http ://spro.gforge.inria.fr/
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2.2 Signature Vide´o
Cette section est consacre´e a` l’e´tude de la chaˆıne de traitement utilise´e pour construire
une signature visuelle d’un individu a` partir d’un flux vide´o. Cette chaˆıne est illustre´e sur le
diagramme 2.7. Nous en de´taillons chacune des e´tapes, repre´sente´es par des blocs, ci-apre`s.
Figure 2.7 – Chaˆıne de traitement pour la ge´ne´ration d’une signature vide´o.
A` partir du flux vide´o provenant d’une came´ra ambiante, deux processus ope`rent en paralle`le :
le premier est responsable de la de´tection de personnes dans l’image, le second de la soustraction
de l’arrie`re-plan de l’image, afin d’isoler les pixels de l’image correspondant aux silhouettes des
cibles. La section 2.2.1 sera consacre´e au choix du de´tecteur a` partir d’e´valuations pre´alables de
de´tecteurs existants. A` partir des boˆıtes englobantes ainsi extraites et du masquage de l’arrie`re
plan, des descripteurs visuels discriminant les individus entre eux sont ensuite extraits. Cette
e´tape, repre´sente´e par le bloc  Caracte´risation de signature , fait l’objet de la section 2.2.2.
Enfin, la section 2.2.3 de´crit la mise en correspondance de ces derniers ainsi qu’a` l’apprentissage
final de la signature.
2.2.1 De´tection de personnes
La de´tection de personnes consiste a` segmenter les re´gions contenant des personnes dans
une image nume´rique. De meˆme que pour un de´tecteur d’objet, dont il he´rite, un de´tecteur de
personnes de´livre l’ensemble des hypothe`ses de pre´sence des cibles sous la forme suivante :
Pi : {xi, yi, li, hi}, i = 1, . . . , N (2.13)
avec Pi la i-e`me personne parmi les N de´tecte´es dans l’image, (xi, yi) les coordonne´es pixels
du coin haut gauche de la boˆıte englobante, li sa largeur et hi sa hauteur. Une illustration de
de´tection (boˆıte englobante) est illustre´e en figure 2.8.
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Figure 2.8 – Exemple de de´tection de personne sur notre corpus : extraction de la boˆıte englo-
bante contenant la cible.
Elle trouve de nombreuses applications en surveillance, en robotique ou en se´curite´ routie`re,
ce qui a conduit a` l’imple´mentation de nombreux de´tecteurs ces vingt dernie`res anne´es. Nous
listons ci-apre`s les de´tecteurs usuels et adapte´s a` notre proble´matique sachant que la litte´rature
est riche sur le sujet. Le lecteur pourra se re´fe´rer a` [Zha+16] pour une synthe`se des de´tecteurs
existants.
2.2.1.1 Focus sur les de´tecteurs visuels
Nous avons privile´gie´ 4 de´tecteurs (HOG+SVM, DPM, ACF, RCNN), parmi les plus popu-
laires, pre´sentant un aperc¸u de la diversite´ des approches. Ils sont explicite´s dans les paragraphes
suivants.
HOG+SVM (Histogram of Oriented Gradients) Dalal et Triggs proposent de caracte´riser
l’apparence par des Histogrammes de Gradient Oriente´, calcule´s localement sur des cellules
carre´es de quelques dizaines de pixels, formant une grille dense [DT05]. Cet ensemble d’histo-
grammes mode´lise l’orientation des contours d’un objet et se re´ve`le tre`s discriminant, ce qui en
fait un descripteur de re´fe´rence en de´tection. Une simple Machine a` Vecteurs de Support (SVM)
est ensuite entraˆıne´e pour la taˆche de classification.
DPM (Deformable Part Models) A` l’inverse des autres de´tecteurs pre´sente´s ici, le DPM
ope`re sur des parties du corps se´pare´ment [Fel+10]. Ainsi des mode`les a` bases de variantes de
HOG et de SVM latents sont appris pour chaque division, obtenant chacun un score. La pre´sence
d’une personne est ensuite de´termine´e par le rassemblement des de´cisions partielles.
ACF (Aggregate Channel Features) Ce de´tecteur a montre´ d’excellentes performances
sur plusieurs bases de donne´es publiques, pour un faible temps de calcul [Dol+14]. De l’image
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sont extraits plusieurs canaux, pouvant contenir des informations de couleur ainsi que des va-
riantes des HOG. Chaque canal est ensuite de´compose´ en blocs et les agre´gats (la somme de ces
blocs) sont regroupe´s en un vecteur, formant le descripteur. La de´cision est ensuite prise par un
classifieur en cascade souple.
RCNN (Regions with CNN Features) Girshick extrait les re´gions d’inte´reˆt probable de
l’image, puis les injecte dans un re´seau de neurones convolutionnel (CNN). Enfin la taˆche de
classification sur chaque classe du re´seau est accomplie par des SVM [Gir+13]. Le souci majeur
de cette me´thode est sa lenteur, ainsi des variantes ont e´te´ propose´es : le Fast-RCNN [Gir15] et
le Faster-RCNN [Ren+15].
2.2.1.2 E´valuation des de´tecteurs sur les bases de donne´es ETH, CAVIAR et PETS
Les donne´es visuelles que nous traitons sont bien moins marginales par rapport a` la litte´rature
que le sont nos donne´es sonores. En effet, la composante vide´o de notre corpus pre´sente des
similarite´s avec les bases de donne´es publiques pre´sente´es en chapitre 1. De plus, le nombre
limite´ de participants et l’environnement d’acquisition non contraignant (espace ouvert, occul-
tations rares) ge´ne`re un jeu de donne´es assez peu proble´matique. Ainsi nous e´valuerons les
me´thodes de de´tection et de re´-identification sur des bases de donne´es publiques afin d’e´viter
que la trop grande simplicite´ de nos donne´es ne fausse les interpre´tations. Les performances de
ces 4 de´tecteurs sont ainsi e´value´es, en terme de pre´cision et de rappel, sur les bases de donne´es
ETH, CAVIAR et PETS, re´gulie`rement utilise´es dans le MOT Challenge 11. Les re´sultats sont
synthe´tise´s dans le tableau 2.3
Table 2.3 – Performances des de´tecteurs de personnes de l’e´tat de l’art
De´tecteur (rappel/pre´cision)
Dataset HOG+SVM DPM ACF RCNN
CAVIAR-EnterExit 0.62/0.84 0.69/0.89 0.69/0.94 0.73/0.91
CAVIAR-OneShop 0.37/0.76 0.51/0.88 0.43/0.95 0.57/0.82
PETS 0.81/0.89 0.85/0.95 0.92/0.94 0.70/0.79
ETH-Bahnoff 0.52/0.47 0.57/0.73 0.63/0.78 0.58/0.75
ETH-Jelmoli 0.43/0.52 0.56/0.79 0.52/0.87 0.52/0.76
ETH-Sunnyday 0.67/0.60 0.76/0.85 0.62/0.91 0.69/0.81
Le de´tecteur ACF surclasse quasi-syste´matiquement ses concurrents, particulie`rement en
terme de pre´cision ; exception faite sur la base de donne´es PETS qui contient le plus grand
nombre d’occlusions, mieux ge´re´es par le DPM qui ope`re par parties, et non sur le corps complet.
Le de´tecteur RCNN exploite pertinemment les possibilite´s offertes par les re´centes avance´es de
l’apprentissage profond mais reste encore tre`s couˆteux et l’approche HOG+SVM, malgre´ des
performances moindres, se distingue par sa simplicite´ algorithmique et son ade´quation a` des
contextes simples. Le choix de notre de´tecteur de personnes se tournera alors vers l’ACF.
Pour la boˆıte englobante ainsi segmente´e, nous extrayons ci-apre`s des descripteurs discrimi-
nants qui constitueront la signature visuelle de la personne de´tecte´e.
11. https://motchallenge.net/
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2.2.2 Repre´sentation : proble`me de la re´-identification
Un e´tat de l’art sur le proble`me de la re´-identification a e´te´ re´alise´ dans le chapitre 1. Nous
justifions et de´taillons dans cette partie le descripteur choisi pour construire notre signature
visuelle.
2.2.2.1 Descripteur SDALF (Symmetry-Driven Accumulation of Local Features)
Les travaux de Farenzena ont abouti a` un mode`le d’apparence ne ne´cessitant pas de technique
d’apprentissage ni pour l’extraction des parame`tres, ni pour leur mise en correspondance tout en
atteignant des performances similaires a` celles de me´thodes supervise´es [Far+10]. Il s’appuie sur
une partition dynamique de la silhouette par la recherche d’axes de syme´trie et d’antisyme´trie ;
partition sur laquelle sont extraits des informations de couleur et de texture. Le choix de ce
descripteur est motive´ non seulement par son proce´de´ non supervise´, mais e´galement par sa
robustesse aux variabilite´s de point de vue, voire d’illumination, pre´sentes dans notre contexte
applicatif.
La partition dynamique de la silhouette et les diffe´rents descripteurs extraits sont explicite´s
dans les paragraphes suivants.
Partition de la silhouette Plutoˆt que de scinder la boˆıte englobante fournie par le de´tecteur
de personnes en conside´rant des proportions statiques, Farenzena propose de rechercher auto-
matiquement des axes de syme´trie et d’antisyme´trie pour distinguer les diffe´rentes parties du
corps, a` savoir la teˆte, le torse et les jambes. Pour cela, il de´finit deux ope´rateurs. Le premier
est l’Ope´rateur Chromatique Bilate´ral :
C(i, δ) =
∑
B[i−δ,i+δ]
d2(pi, pˆi) (2.14)
ou` d(., .) est la distance euclidienne entre les valeurs HSV des pixels pi et pˆi, syme´triques l’un
de l’autre par rapport a` l’axe horizontal situe´ a` la hauteur i. Ces distances sont somme´es sur
une re´gion de largeur 2δ autour de l’axe horizontal en i. Cet ope´rateur sera maximise´ lorsque
l’axe situe´ en i se confondra avec une transition de couleur, par exemple a` l’intersection du
buste et des jambes. Le deuxie`me ope´rateur est l’Ope´rateur de Couverture Spatiale, qui e´tudie
les re´partitions des pixels appartenant au premier plan. Afin d’obtenir les masques de premier
plan pour chaque image, nous proce´derons a` une soustraction du fond, par un clustering GMM
en ligne de l’arrie`re plan, comme de´taille´ en [Ziv04]. L’ope´rateur est de´fini ainsi :
S(i, δ) =
1
Jδ
|A(B[i−δ,i])−B[i,i+δ]| (2.15)
avec A(B[i−δ,i]) l’aire du premier plan dans la re´gion de largeur J et de´limite´ par les axes
situe´ en i− δ et i.
Les axes de syme´trie et d’antisyme´trie peuvent eˆtre obtenus a` partir de ces ope´rateurs. L’axe
horizontal principal d’antisyme´trie, se´parant ge´ne´ralement le torse des jambes, est situe´ a` la
hauteur iTL :
iTL = argmin
i
((1− C(i, δ)) + S(i, δ)) (2.16)
40 Chapitre 2. Signature audio, signature vide´o : concepts et techniques
Le deuxie`me axe horizontal, cherchant les diffe´rences d’aires de pixels de premier plan dans
la re´gion infe´rieurement borne´e par iTL , se´pare la teˆte du torse, a` la hauteur iHT :
iHT = argmin
i
(−S(i, δ)) (2.17)
Enfin les axes de syme´trie verticaux dans les deux re´gions R1 et R2, contenant respectivement
le torse et les jambes, sont localise´s en jLRk, k = 1, 2 :
jLRk = argmin
j
(C(j, δ) + S(j, δ)) (2.18)
La cre´ation de la partition est illustre´e sur la figure 2.9. Nous de´taillons ensuite le calcul des
3 composantes du descripteur SDALF, respectivement les histogrammes HSV, les MSCR, et les
RHCP.
Figure 2.9 – Ge´ne´ration des axes de syme´trie et d’antisyme´trie, et exemples de partitions de
plusieurs silhouettes. Image extraite de [Far+10].
Histogrammes HSV (WH) : L’espace de couleur HSV (Hue Saturation Value) est robuste
aux changements de luminosite´ par se´paration de l’information de couleur et d’intensite´. La
re´partition des couleurs de chaque partie de la silhouette est ainsi repre´sente´e par un histo-
gramme dans cet espace. Afin de renforcer le poids de l’information pertinente, chaque pixel est
ponde´re´ par un noyau gaussien centre´ sur l’axe de syme´trie vertical correspondant. Nous e´vitons
ainsi d’inte´grer les re´sidus e´ventuels de l’arrie`re plan dans le calcul des histogrammes.
Maximally Stable Color Region (MSCR) : Forssen propose un descripteur qui e´value
des distances de couleur entre des pixels d’une image pour en trouver les re´gions homoge`nes,
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alors mode´lise´es par des ellipses [For07]. Ces dernie`res sont ensuite repre´sente´es par leur aire,
centro¨ıde, matrice de second moment et leur couleur.
Recurrent High-Structured Patches (RHSP) : Ce parame`tre, directement propose´ par
Farenzena, caracte´rise l’information de texture dans des zones a` haute entropie en analysant
les invariances de portions d’images tire´es ale´atoirement. De meˆme que pour les histogrammes
HSV, les portions seront tire´es eu e´gard aux axes de syme´trie, en re´utilisant le noyau gaussien,
favorisant l’information proche du centre de la silhouette. La re´currence d’un patch est e´value´e
par corre´lation croise´e locale.
Un exemple des composantes du SDALF extraits d’une paire d’images est illustre´ sur la
figure 2.10
Figure 2.10 – Parame`tres extraits de SDALF : en (a) une paire d’imagettes du meˆme individu,
en (b) les axes de syme´trie et d’antisyme´trie extraits, en (c) les histogrammes HSV, en (d) les
MSCR et en (e) les RHCP. Image extraite de [Far+10].
2.2.3 Mode`le et appariement de signatures
La de´cision d’un syste`me de re´-identification revient a` associer deux caracte´risations issues
des boˆıtes englobantes IA et IB en minimisant une distance entre les deux. Chaque composante
du SDALF e´tant de nature diffe´rente et ayant des dimensions et e´chelles distinctes, 3 distances
seront alors utilise´es : dWH , dMSCR et dRHCP .
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La distance dWH emploie la distance de Bhattacharrya, calcule´e entre les histogrammes de
chaque partie du corps [Bha46]. Pour dMSCR, nous recherchons les distances les plus faibles parmi
les combinaisons possibles des ellipses ge´ne´re´es. Nous ope´rons a` l’aide de distances euclidiennes
entre leurs centro¨ıdes, et entre leurs couleurs. dRHCP est calcule´e sur la meilleure paire de
patches, e´galement par la distance de Bhattacharrya sur des histogrammes des RHCP.
Nous e´valuons ci-apre`s les performances de chaque descripteur se´pare´ment ainsi que la com-
binaison des 3 selon l’imple´mentation originale de [Far+10].
2.2.3.1 Performance des diffe´rents descripteurs
Le descripteur conc¸u par Farenzena devait pouvoir re´pondre a` d’e´ventuels forts changements
de luminosite´, de variations de poses ou encore de diffe´rences de fonctions colorime´triques, dans
le cas multi-came´ras. Ils exploitent ainsi la comple´mentarite´ des trois descripteurs en utilisant
une mesure de distance comme somme ponde´re´e des 3 distances cite´es pre´ce´demment :
d(IA, IB) = βWH .dWH(WH(IA),WH(IB))
+ βMSCR.dMSCR(MSCR(IA),MSCR(IB))
+ βRHCP .dRHCP (RHCP (IA), RHCP (IB)) (2.19)
Utilisant des donne´es de la base VIPER, les valeurs des poids ont e´te´ ajuste´es comme suit :
βWH = 0.4, βMSCR = 0.4 et βRHCP = 0.2, le descripteur complet gagnant ainsi en performance
sur cette base de donne´es.
Si la fusion de ces parame`tres peut se re´ve´ler pertinente dans des contextes critiques, certains
scenarii moins exigeants ne la ne´cessiteront pas. Nous e´valuons la performance des descripteurs
pris se´pare´ment ou combine´s 2.19, sur 3 jeux de donne´es : ETHZ1, ETHZ2 et ETHZ3, notamment
moins complexes que VIPER et non limite´s a` des uniques paires d’observation. Nos donne´es e´tant
extraites d’un flux vide´o, nous sommes dans le cas  Multi Shot , comme ETHZ. Les re´sultats
sont illustre´s sur la figure 2.11 et re´sume´s dans le tableau 2.4.
Figure 2.11 – Courbes CMC pour chaque composante se´pare´e de SDALF sur les jeux de donne´es
ETHZ1 (a), ETHZ2 (b) et ETHZ3 (c).
Au vu des performances des histogrammes HSV par rapport a` celles des MSCR et des
RHCP, ces deux derniers ne seront plus pris en compte dans la construction de la signature
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vide´o, gagnant ainsi en compacite´, en couˆt calculatoire et en simplicite´ de repre´sentation. De
plus, sur la base ETHZ, le syste`me de re´-identification n’employant que l’information apporte´e
par les histogrammes HSV peut meˆme devancer les scores de re´-identification obtenus par le
descripteur SDALF complet. Ceci est duˆ aux ponde´rations βWH , βMSCR et βRHCP , apprises
sur la base de donne´es VIPER, et non optimales sur ETHZ. En ignorant la contribution des
MSCR et des RHCP, outre le gain de compacite´, nous nous affranchissons e´galement du re´glage
des poids des parame`tres. Au final : βWH = 1, βMSCR = 0 et βRHCP = 0.
Table 2.4 – Score nAUC (normalized Area Under the Curve) pour les 3 parame`tres du SDALF,
ainsi que le descripteur complet, sur les trois jeux de donne´es ETHZ1, ETHZ2 et ETHZ3.
Dataset
Parame`tres ETHZ1 ETHZ2 ETHZ3
Histogrammes HSV 99.02 99.49 99.68
MSCR 95.57 93.88 94.09
RHCP 68.23 68.23 74.42
SDALF 99.06 99.25 99.39
Enfin, afin de limiter les redondances, nous appliquons sur les histogrammes HSV de toutes
les imagettes des individus un partitionnement en k-moyennes, et les k histogrammes les plus
proches des centro¨ıdes constitueront la signature audiovisuelle, contenant ainsi les variations
principales de vue et de pose. Le choix de k de´pendra de l’importance de ces variations (notam-
ment de´pendant de l’inclinaison de la came´ra). La figure 2.12 illustre les imagettes se´lectionne´es
apre`s clustering pour k=6, sur notre corpus de 3 participants, k e´tant fixe´ empiriquement.
Figure 2.12 – Images correspondante aux signatures vide´o des 3 personnes cibles.
Le faible nombre de participants ainsi que leur faible ressemblance re´sulte d’un taux de
re´-identification de 100% sur ces acquisitions. Pour confronter une nouvelle observation, nous
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calculerons la distance moyenne aux descripteurs des k images qui constituent la signature. La
signature vide´o d’un individu s’exprimera alors ainsi :
λvid = {WHi}, i = 1, . . . , k. (2.20)
avec k le nombre de clusters choisis.
Synthe`se A` travers les diffe´rentes e´valuations re´alise´es, nous avons identifie´ les outils qui com-
posent la chaˆıne de traitement illustre´e sur le synoptique 2.7. La de´tection de personne est re´alise´e
par la me´thode ACF (Aggregate Channel Features), la description de l’apparence vestimentaire
de la cible est ensuite ge´ne´re´e par des histogrammes HSV ponde´re´s par les axes de syme´trie de
la cible, et la similarite´ de deux apparences est e´value´e par la distance de Bhattacharyya. La
signature vide´o est enfin ge´ne´re´e par un regroupement k-means des images de la cible.
Conclusion
Ce chapitre a pre´sente´ une me´thode d’apprentissage en ligne d’une signature audio λaud
et d’une signature vide´o λvid d’une cible tout en justifiant les choix sous-jacents eu e´gard a`
la litte´rature. Les caracte´ristiques que nous avons mode´lise´ sont le timbre du locuteur et la
distribution colorime´trique sur des bandes corporelles relatives a` l’anatomie humaine. Les blocs
de la partie bleue du sche´ma-bloc 2.2 sont re´sume´s dans le tableau 2.5.
Table 2.5 – Outils pour l’apprentissage des signatures audio et vide´o.
Taˆche Outil
Signature audio
De´tection d’activite´ vocale Modulation d’e´nergie a` 4Hz
Descripteurs 12 MFCC + e´nergie et leurs de´rive´es premie`res et secondes
Appariement et mode`le GMM-UBM et diffe´rence des log-vraisemblances
Signature vide´o
De´tection de personne Aggregate Channel Features (ACF)
Descripteurs Histogrammes HSV ponde´re´s par les axes de syme´trie
Appariement et mode`le Distance de Bhattacharrya et k-means
Nous avons valide´ les choix de chacun des outils pre´sente´s ici a` travers des e´valuations
re´alise´es sur des bases de donne´es vide´o publiques proches de notre contexte applicatif, ainsi que
sur un corpus personnel, pour les donne´es audio.
Afin d’obtenir la signature audiovisuelle d’une personne cible, nous nous inte´resserons dans le
chapitre suivant a` l’association, a` travers deux nouvelles strate´gies introduites, des observations
audio et vide´o correspondantes.
Chapitre 3
Fusion par localisation des
observations audio et vide´o
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Introduction
Dans le chapitre pre´ce´dent, nous avons pre´sente´ deux syste`mes inde´pendants d’apprentissage
de signatures d’une personne, une audio note´e λaud et une vide´o note´e λvid, a` partir des percepts
audio et vide´o respectivement fournis par un microphone et une came´ra. L’objectif de ce chapitre
est de fusionner ces signatures en une signature audiovisuelle d’une personne : λav.
Comme annonce´ en introduction, la fusion des signatures audio et vide´o est re´alise´e par l’as-
sociation d’observations he´te´roge`nes issues de la meˆme cible. Elle s’ope`re lorsque les de´tections
audio et vide´o correspondantes seront cohe´rentes et compatibles spatialement et ne´cessite alors
un processus de localisation.
Localisation visuelle de la personne cible Le plan du sol est calibre´ relativement a` la
came´ra a` l’aide des marqueurs place´s sur le sol. Les projections des de´tections visuelles dans
ce plan peuvent alors eˆtre obtenues en extrayant la position des pieds du sujet. Conside´rant la
boˆıte englobante de hauteur J , nous l’estimerons a` l’intersection de l’axe de syme´trie jLR2 : voir
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la figure 2.9 et l’axe de hauteur J/10. Elle est repre´sente´e sur la figure 3.1 (a) par un cercle
jaune.
Figure 3.1 – Calibrage pour la localisation des observation vide´o. En (a) l’extraction dans le
plan image de la position des pieds de la cible de´tecte´e, et en (b) la projection dans le plan
image de la grille du repe`re came´ra obtenu par calibration.
A` l’image de la perception humaine, si les positions des de´tections vide´o peuvent eˆtre infe´re´es
aise´ment, la localisation des sources sonores se re´ve`le bien plus de´licate, et encore plus parti-
culie`rement dans le cas monocanal. Nous proposons dans ce chapitre deux me´thodes de locali-
sation grossie`re des observations audio. La premie`re approche, de´taille´e en 3.1 vise a` segmenter
une zone de saillance audiovisuelle autour d’un microphone par l’e´tude du taux de re´verbe´ration
dans le signal de parole. Dans cette zone les observations audio et vide´o de´tecte´es au meˆme
instant peuvent eˆtre ainsi associe´es. L’e´tendue des zones e´tant limite´e, nous explorons diverses
associations d’indices acoustiques pre´sentant des corre´lations a` la distance source-microphone
en section 3.3. Nous apprenons ainsi un estimateur de la distance source-microphone a` plusieurs
niveaux de bruit ambiant.
3.1 Localisation audio et limites observe´es
3.1.1 Strate´gies existantes et positionnement de notre approche
Localiser une source sonore consiste a` estimer ses coordonne´es relatives par rapport au
syste`me d’e´coute. A` l’instar du syste`me auditif humain, nous rechercherons principalement l’azi-
mut, soit la direction de la provenance de la source (DOA, pour Direction of Arrival), souvent
suffisant pour distinguer le locuteur actif.
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3.1.1.1 Paradigmes en localisation : binaural et traitement d’antennes
Deux strate´gies ont alors e´merge´ face a` la proble´matique de localisation de source sonore :
les approches binaurales et des approches fonde´es sur le traitement d’antenne. Ces dernie`res
exploitent des re´seaux de microphones en diverses configurations, line´aires, circulaires (pour
estimer le DOA) ou rectangulaires (estimation du DOA et de l’e´le´vation). Le traitement des
signaux extraits des re´seaux rele`vent alors de l’estimation parame´trique et nous chercherons a`
maximiser la puissance rec¸ue en fonction de l’angle d’arrive´e a` l’aide d’algorithmes comme MU-
SIC [Sch86], Root-MUSIC [RH89] ou ESPRIT [RPK86]. Les approches binaurales, elles, perdent
la redondance d’information apporte´e par les re´seaux, mais offrent un paralle`le inte´ressant avec
la perception humaine. Des indices comme la diffe´rence de niveaux inter-auraux, la diffe´rence de
temps inter-auraux ou encore la diffe´rence de phase peuvent fournir une estimation de l’azimut.
Enfin, la perception de l’e´le´vation (axe bas-haut) est principalement effectue´e a` l’aide du pavillon
de l’oreille qui filtre le son diffe´remment en fonction de son angle d’incidence. Cette proprie´te´
est exploite´e dans [SN09] ou` diffe´rents pavillons artificiels sont utilise´s pour infe´rer le DOA a`
l’aide d’une unique source sonore.
Le cadre de cette the`se ne pre´voit cependant pas d’utiliser de tels dispositifs, mais d’extraire
de l’information a` partir de microphones e´pars et donc sans recouvrement spatial. Il est donc
ne´cessaire de repenser le proble`me de localisation, insoluble en l’e´tat.
3.1.1.2 Vers une approche monorale par estimation de distance
En plus de traiter la source sonore, il est possible d’extraire des indices spatiaux a` partir de
la re´sonance de la pie`ce. En environnement clos, un syste`me de capture sonore va non seulement
enregistrer les ondes directement propage´es depuis la source, mais e´galement les ondes re´fle´chies
par les parois de la pie`ce d’acquisition. En re´ponse a` une impulsion de Dirac, le signal acquis
s’exprimera comme une somme d’une composante directe et de plusieurs re´flexions d’intensite´
de´croissante, formant la re´verbe´ration, en fonction des coefficients d’absorption des parois sur
lesquelles l’onde s’est re´fle´chie. Cette relation entre la re´verbe´ration et l’aire de la pie`ce ainsi que
les coefficients d’absorption de ses parois a e´te´ mise en e´vidence par Sabine en 1898. Elle s’exprime
a` l’aide du temps de re´verbe´ration, note´ T60 qui repre´sente la dure´e que met la puissance d’une
impulsion a` de´croˆıtre de 60 dB. L’estimation de cette mesure peut eˆtre effectue´e de manie`re
supervise´e, en mesurant le de´clin a` l’arreˆt d’un bruit blanc,, ou encore a` partir de la re´ponse
impulsionnelle de la salle [Sch65]. Nous pouvons aussi l’estimer de manie`re aveugle, en analysant
les distributions du de´clin de la parole dans le domaine spectral [WHN08] ou par des me´thodes
base´es sur l’estimation du maximum de vraisemblance d’un mode`le de de´clin [Rat+03 ; RJO04].
Cependant ces me´thodes peuvent ne´cessiter l’apprentissage au pre´alable de mode`les, ou encore
des couˆts de calcul e´leve´s. Une mesure d’intelligibilite´ de la parole a e´te´ propose´e en [FZC10],
exploitant le blanchissement du spectre de modulation du signal de parole en environnement
re´verbe´re´. La corre´lation entre cette mesure et le T60 a e´te´ mise en e´vidence dans [Gau+12]. Le
calcul de cette mesure est de´taille´e dans le paragraphe suivant.
Speech to Reverberation Modulation energy Ratio - SRMR Comme e´voque´ pre´ce´dem-
ment, le spectre de modulation d’un signal de parole propre atteint son maximum vers 4 Hertz,
correspondant au de´bit syllabique, et l’ensemble de ses composantes se situent dans les basses
fre´quences, typiquement dans la bande [2Hz-16Hz]. En revanche celui d’un signal de parole
re´verbe´re´ s’e´talera sur tout l’espace des fre´quences de modulation [DFP94]. En effet, un signal
re´verbe´re´ peut eˆtre exprime´ comme la convolution entre le signal propre x et la re´ponse impul-
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sionnelle r de la salle dans laquelle le son se propage, dont le comportement est proche d’un
bruit blanc amorti par une enveloppe exponentielle :
s(n) = x(n) ∗ r(n) (3.1)
Le signal est au pre´alable passe´ dans un banc de 23 filtres gammatone, mode´lisation proche
du traitement du son dans la cochle´e. Les enveloppes ej des signaux re´sultants sj du filtrage par le
j-ie`me canal, sont ensuite extraites a` l’aide de la transforme´e de Hilbert H (Eq. 3.2), de´coupe´es
en trames de 256 ms, puis le spectre de modulation est estime´ a` l’aide de la transforme´e de
Fourier discre`te (Eq. 3.3).
ej(n) =
√
sj(n)2 +H{sj(n)2} (3.2)
Ej(i, f) = |DFT (ej(i, k))|2 (3.3)
ou` i et k repre´sentent les index respectifs de la trame et de l’e´chantillon dans la trame.
Le spectre de modulation ainsi obtenu est scinde´ en 8 bandes fre´quentielles a` l’aide d’un
banc de filtres, inspire´ par la perception auditive, dont les fre´quences centrales et les largeurs de
bande sont liste´es dans le tableau 3.1 :
Table 3.1 – Fre´quences de modulation centrales (fc) et bandes passantes (BP ), en Hz, du banc
de filtres
Index de Bande
1 2 3 4 5 6 7 8
fc(Hz) 4.0 6.5 10.7 17.6 28.9 47.5 78.1 128.0
BP (Hz) 1.9 3.4 5.9 9.8 15.9 26.4 43.2 70.8
Nous notons E¯j,k l’e´nergie de modulation moyenne sur l’ensemble des trames dans la bande
de modulation k et dans la bande j du filtre gammatone, et E¯k l’e´nergie de modulation moyenne
sur l’ensemble des trames et l’ensemble des bandes du banc de filtre gammatone, pour la bande
de modulation k. La Figure 3.2 illustre le comportement de E¯k pour 4 niveaux de re´verbe´ration
sur le meˆme signal de parole.
Nous pouvons observer une nette inversion des rapports des e´nergies de modulation par
bande au taux de re´verbe´ration entre les 4 premie`res bandes et les 4 dernie`res. Nous de´finissons
alors le SRMR comme le rapport des premie`res bandes de modulation sur les dernie`res :
SRMR =
4∑
k=1
E¯k
8∑
k=5
E¯k
(3.4)
3.1.2 Taux de re´verbe´ration et indice de proximite´
Cette partie traite de l’exploitation de la relation entre le taux de re´verbe´ration et la proximite´
source-microphone.
Plus la cible est proche du syste`me d’e´coute, plus le signal direct rec¸u est haut en e´nergie, la
pression sonore subissant une perte de 6 dB en doublant la distance dans des espaces ouverts.
Ainsi, e´loigner une source sonore accroˆıt la force de la re´verbe´ration du signal rec¸u. Afin de
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Figure 3.2 – E´nergie de modulation par bande E¯k pour k = 1, . . . , 8, a` 4 niveaux de
re´verbe´ration.
valider cette hypothe`se, nous estimons le SRMR du meˆme signal de parole e´mis a` 3 distances
diffe´rentes, en synthe`se puis en conditions re´elles. Le signal de re´fe´rence, 16 secondes de parole
lue en condition studio, est extrait du corpus BREF [Lam+]. Afin de synthe´tiser la distance,
il est ensuite filtre´ par convolution avec 3 re´ponses impulsionnelles, issues de la base donne´e
MARDY 12, enregistre´es respectivement a` 1, 2 et 3 me`tres de la source sonore. En conditions
re´elles, le meˆme fichier de parole est diffuse´ a` travers une enceinte a` 1, 2 et 3 me`tres, ainsi que
juste a` coˆte´ du microphone comme re´fe´rence. Le SRMR est ensuite calcule´ sur des feneˆtres d’une
seconde sur chacun des signaux. Les re´sultats sont illustre´s en figure 3.3. En (a) sont pre´sente´s
les re´sultats de synthe`se et en (b) les re´sultats en conditions re´elles.
Les re´sultats en donne´es re´elles pour des distances proches, jusqu’a` 1 me`tre, corroborent
l’hypothe`se valide´e en donne´es synthe´tiques de l’estimation du taux de re´verbe´ration comme
indice de proximite´. Cependant les limites du mode`le sont atteintes ensuite, l’ensemble des
re´flexions restreignant la distinction des distances.
Nous e´tendons ces e´valuations en couvrant cette fois l’ensemble de la salle d’acquisition
selon le protocole expe´rimental de´crit en pre´ambule du chapitre 2. Par commodite´ le SRMR
n’est pas calcule´ aux positions des microphones. Nous pouvons alors observer son e´volution en
fonction de la distance sur la figure 3.4. Deux comportements en ressortent : une de´gradation
pseudo-exponentielle dans une zone d’approximativement 1 me`tre de rayon, centre´e autour du
microphone, et des valeurs plus faibles et plus homoge`nes dans le reste de la pie`ce.
Nous de´finissons l’Indice de Proximite´ Audio (IPA) suivant, a` l’instant t pour le micro Mk :
IPAt,Mk =
1
α
SRMRt,Mk (3.5)
12. http://www.commsp.ee.ic.ac.uk/~sap/resources/mardy-multichannel-acoustic-reverberation-
database-at-york-database/
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Figure 3.3 – SRMR sur un signal de parole e´mis a` plusieurs distances, en synthe`se (a) et en
donne´es re´elles (b).
Figure 3.4 – E´volution du SRMR en fonction de la distance au microphone en vue 3D en (a)
et ze´nithale en (b)
avec α coefficient de normalisation, fixe´ empiriquement, pour borner l’indice entre 0 et 1.
Dans la section suivante l’inte´gration des estimations de proximite´ pour la fusion des signatures
est traite´e a` travers deux approches : une approche par zones, en section 3.2.1 et une approche
ge´ne´ralise´e en section 3.3.
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3.2 Fusion bimodale pour une signature audiovisuelle
Nous entendons par fusion l’agre´gation de donne´es, de descripteurs ou de scores, dans le
but de perfectionner, d’enrichir un mode`le ou une estimation. Elle peut avoir lieu a` plusieurs
niveaux, en fonction des corre´lations pre´sume´es des entre´es. De manie`re non exhaustive, nous
pouvons en distinguer trois principales :
— fusion pre´coce : lorsque les donne´es a` traiter sont directement corre´le´es et pre´sume´es
comple´mentaires,
— fusion interme´diaire : lorsque nous cherchons a` aggre´ger des parame`tres extraits de
donne´es, possiblement he´te´roge`nes, visant a` caracte´riser la meˆme information,
— fusion tardive : aussi nomme´e fusion de de´cision, lorsqu’elle est effectue´e sur la sortie
(de´cisions binaires ou scores) de plusieurs syste`mes de classification par exemple, utilisant
des donne´es et des parame`tres n’ayant pas de lien apparent entre eux.
3.2.1 Strate´gie no 1 : fusion tardive
Par rapport a` la classification pre´ce´dente, l’association des signatures sera effectue´e en fusion
tardive. Deux observations he´te´roge`nes, une audio et une vide´o, seront jointes lorsqu’elles pro-
viennent de positions suffisamment proches. Cependant l’e´tude mene´e en section 3.1 montre que
l’infe´rence de la position d’une source sonore est irre´alisable dans notre contexte, et que seule
la forte proximite´ peut eˆtre de´tecte´e avec une confiance acceptable. Nous exploiterons alors ce
comportement proximal pour extraire des zones dans lesquelles seront fusionne´es les signatures.
3.2.1.1 Proximite´ et saillance audiovisuelle
Nous de´signons par zone de saillance audiovisuelle l’ensemble des positions sur lesquelles un
indice de proximite´ audiovisuel atteint des valeurs re´solument distinctes dans l’espace d’acquisi-
tion. Elle sera centre´e autour d’un microphone, note´Mk et de position (xMk , yMk). La localisation
de l’observation vide´o, note´e (x, y) dans le plan du sol e´tant elle re´alisable, il est possible d’en
extraire un Indice de Proximite´ Vide´o (IPV) comme l’inverse de la distance euclidienne dans le
plan du sol entre la position estime´e de l’observation et celle du microphone Mk :
IPVt,Mk =
1√
(x− xMk)2 + (y − yMk)2
(3.6)
Enfin nous exprimerons l’Indice de Proximite´ Audio Vide´o comme le produit des deux indices,
mesure de la saillance audiovisuelle pour deux observations he´te´roge`nes, une sonore et une
visuelle, a` l’instant t :
IPAVt,Mk = IPAt,Mk ∗ IPVt,Mk (3.7)
La de´limitation de la zone est fonction d’un seuil th, ne´cessitant un compromis entre sa
largeur et sa robustesse.
3.2.1.2 Segmentation des zones de saillance
Conside´rons le protocole expe´rimental de´crit dans le pre´ambule du chapitre 2, utilisant les
percepts issus de la came´ra 1 et du micro 2. Ce dernier e´tant place´ au centre de la salle, nous
pouvons espe´rer de´finir autour une zone circulaire. L’IPAV est calcule´ a` chaque position, hormis
celle ou` est place´e le microphone, et les re´sultats sont illustre´s en figure 3.5.
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Figure 3.5 – Indice de Proximite´ Audio Vide´o calcule´ sur tout l’espace d’acquisition. Les
maxima locaux correspondent aux positions voisines du microphone. A` titre d’exemple, deux
valeurs de th sont affiche´es, dessinant des zones de largeurs diffe´rentes.
Afin d’optimiser la taille et la robustesse des zones, nous de´coupons nos donne´es en un jeu
d’apprentissage et un jeu de test, extraites de 3 sessions a` 3 locuteurs diffe´rents. Nous faisons
varier th de 0,1 a` 0,5 avec un pas de 0,05 et pour chaque valeur. Nous apprenons les contours
de la zone de saillance graˆce un SVM a` noyau gaussien. La robustesse de la zone est quantifie´e
en terme de taux d’erreur de classification binaire (dans la zone versus hors zone) pour chaque
locuteur. Les re´sultats sont illustre´s sur la figure 3.6.
Figure 3.6 – Re´glage du contour de la zone. En (a) la classification apprise par le SVM pour
th=0.4, en (b) l’erreur de classification en fonction de th pour les 3 locuteurs
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Un compromis satisfaisant est atteint pour th = 0, 4 pour les 3 locuteurs, de´limitant des
zones de largeur 1,3 m et une erreur de classification faible. La classification des observations
est illustre´e en figure 3.7.
Figure 3.7 – Classification des positions a` chaque position pour les 3 locuteurs. En jaune les
positions observations classe´es saillantes, et en noir le contour de la zone de saillance. Erreurs
de classification : locuteur 1 : 3,75%, locuteur 2 : 2,5%, locuteur 3 : 5%.
Cette me´thode de fusion audiovisuelle pour la construction de la signature audio-vide´o d’un
individu est publie´e dans [Dec+16]. L’inconve´nient principal de cette me´thode est la restriction
spatiale de la sensibilite´ audiovisuelle de la salle. La fusion des signatures audio et vide´o est
contrainte par le comportement des usagers, peu en phase avec le contexte non supervise´ de
l’e´tude. En effet, un usager ne se de´plac¸ant jamais dans la zone de saillance audiovisuelle de´finie
rendra impossible la fusion. Cependant, le placement des microphones a` certains emplacements
strate´giques (bureau de l’enseignant, paillasse de Travaux Pratiques. . . ) eu e´gard au contexte
applicatif, permet de maximiser les chances d’associations audio-vide´o par l’exploitation de ses
percepts.
Nous pre´sentons ci-apre`s une seconde strate´gie de fusion des signatures audiovisuelles ope´rant
sur un espace plus e´tendu.
3.3 Strate´gie no 2 : localisation de la cible
Le taux de re´verbe´ration dans un signal de parole se re´ve`le eˆtre un estimateur relativement
robuste de la forte proximite´ d’une source sonore a` un microphone, mais il est rapidement mis
en de´faut a` des distances plus importantes. Dans cette section nous nous attacherons a` affiner
cette estimation, non plus en de´finissant des zones saillantes, mais en tentant d’extraire une
re´elle information de distance a` partir d’un simple flux audio monocanal. L’emploi de nouvelles
mesures comple´mentaires est alors ne´cessaire.
3.3.1 Fusion de mesures audio pour l’estimation de la distance
Le choix d’exploiter le SRMR comme mesure est motive´ par sa robustesse pre´sume´e aux varia-
bilite´s intra et inter-locuteurs, a` l’inverse d’autres parame`tres, notamment l’e´nergie, de´pendante
de l’effort vocal, impossible a` estimer en contexte de champ lointain. Cependant il est possible de
conside´rer ses variations limite´es, eu e´gard a` la the´orie de l’accommodation communicative [Gil]
qui exhibe le phe´nome`ne de convergence au sein d’un groupe d’individus, soit l’alte´ration de leurs
parame`tres non-verbaux comme leur prononciation, les temps et fre´quences des pauses, le de´bit
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syllabique ou particulie`rement l’intensite´ vocale dans le but de les harmoniser. En apprenant
nos mode`les avec des donne´es e´mises a` une intensite´ vocale standard, nous espe´rons ainsi de´crire
une caracte´risation moyenne avec une variance raisonnable. Enfin, outre l’e´nergie du signal et le
SRMR, la log-vraisemblance de la reconnaissance du locuteur semble e´galement pre´senter une
de´gradation proportionnelle a` la distance de la source sonore et constitue un troisie`me parame`tre
pouvant porter l’information spatiale recherche´e. Dans la suite de cette partie nous explorerons
alors la fusion de ces parame`tres pour l’estimation de la distance d’une source sonore.
Comme indique´ en introduction de cette section, nous de´ciderons du niveau d’une ope´ration
de fusion en fonction des corre´lations suppose´es entre les donne´es ou les parame`tres conside´re´s.
A` l’inverse de la fusion des signatures sonores et visuelles, totalement de´corre´le´es l’une de l’autre,
les trois parame`tres ci-dessus sont tous de´pendants de la distance au locuteur. Nous nous pla-
cerons alors dans un contexte de fusion interme´diaire, soit une fusion de parame`tres dans le but
d’exhiber leur information mutuelle.
3.3.1.1 Un outil : l’Analyse Canonique des Corre´lations
Les proble`mes majeurs de la fusion de descripteurs sont les diffe´rences de dimensions et
d’e´chelles de ceux-ci. Ces dernie`res ne´cessitent des ope´rations pre´alables sur les descripteurs pour
les rendre comparables et conjointement traitables. Parmi les me´thodes relevant de la statistique
descriptive multidimensionnelle, la plus notable est l’Analyse en Composantes Principales (ACP)
qui vise a` re´duire la redondance au sein de l’ensemble des variables par projection dans un es-
pace de dimension re´duite et conservant un maximum d’information. L’Analyse Factorielle des
Correspondances (AFC) poursuit le meˆme objectif tout en offrant un espace de repre´sentation
commun aux variables et aux individus. Dans notre contexte, nous avons cependant une connais-
sance a priori des corre´lations des trois variables conside´re´es, toutes de´pendantes de la distance
de la source sonore au microphone, et c’est cette information mutuelle que nous cherchons a`
cristalliser.
L’Analyse Canonique des Corre´lations (ACC), introduite dans [Hot36], effectue une projec-
tion de deux vecteurs de variables x et y de dimensions respectives Nx et Ny dans un nouvel
espace commun de dimension N : N ≤ min(Nx, Ny) tel que les corre´lations croise´es entre ceux-ci
soit maximales.
Les transforme´es ACC x′ et y′ s’exprimeront alors de la manie`re suivante :
x′ = Hxx (3.8)
y′ = Hyy (3.9)
ou` Hx et Hy de´crivent les transformations line´aires projetant x et y dans l’espace de dimen-
sion N . Elles sont repre´sente´es par des matrices de tailles respectives N ×Nx et N ×Ny :
Hx =

hTx1
hTx2
...
hTxN
 , Hy =

hTy1
hTy2
...
hTyN
 (3.10)
Les lignes de ces matrices forment alors une base orthonormale pour le nouvel espace. Nous
pouvons les calculer en re´solvant le syste`me d’e´quations aux valeurs propres suivant :{
C−1xxCxyC−1yy Cyxhx=γ2hx
C−1yy CyxC−1xxCxyhy=γ2hy
(3.11)
3.3. Strate´gie no 2 : localisation de la cible 55
ou` les vecteurs propres correspondent aux vecteurs de la base de l’espace ACC, γ leurs valeurs
propres associe´es et en notant C la matrice de covariance de x et y :
C =
[
Cxx Cxy
Cyx Cyy
]
(3.12)
Cette me´thode a trouve´ des applications dans plusieurs domaines [HSST04], et notamment
en fusion audiovisuelle [Sar+07].
Dans notre contexte, plutoˆt que de comparer les parame`tres entre eux, nous effectuerons une
ACC entre la ve´rite´ terrain, soit l’inverse de la distance de la source sonore, et la concate´nation
de nos 3 parame`tres calcule´s a` chaque position de la source sonore. Ainsi, nous nous assurons de
mettre en avant la de´pendance a` la distance dans chaque parame`tre. En reprenant les notations
pre´ce´dentes nous avons alors :
x =
[
1
d
]
, y =
 E´nergieSRMR
logV
 (3.13)
avec d le vecteur contenant les distances euclidiennes source-microphone et logV le vecteur
des log-vraisemblances en sortie du syste`me de reconnaissance de locuteur. Pour apprendre les
matrices Hx et Hy, nous utilisons un jeu de donne´es d’apprentissage ge´ne´re´es en diffusant de la
parole produite par un locuteur a` 81 positions uniforme´ment re´parties dans la salle, formant un
quadrillage, suivant le protocole de´crit en pre´ambule du chapitre 2. Les parame`tres extraits, ainsi
que la transforme´e ACC de ceux-ci sont illustre´s sur la figure 3.8. Par commodite´ de visualisation
les parame`tres affiche´s en (a) sont ici normalise´s par leur maximum.
Figure 3.8 – ACC entre un vecteur de trois parame`tres et l’inverse de la distance de la source
sonore pour plusieurs positions, en (a) les parame`tres, en (b) leur transforme´e par ACC.
56 Chapitre 3. Fusion par localisation des observations audio et vide´o
E´valuation des performances des combinaisons de parame`tres Les 3 parame`tres consi-
de´re´s individuellement semblent eˆtre des estimateurs uniquement efficaces lorsque la distance
source-microphone est faible (aux maxima locaux de la courbe 1/d), mais un gain est obser-
vable en combinant les 3 par l’ACC. Nous le quantifions en calculant la corre´lation de Pearson
(e´quation 3.14) entre diffe´rentes combinaisons de parame`tres sur 3 jeux de donne´es plus ou moins
bruite´es.
r(x,y) =
∑n
i=1(xi − x)(yi − y)√∑n
i=1(xi − x)2
√∑n
i=1(yi − y)2
(3.14)
Les re´sultats sont pre´sente´s dans le tableau 3.2. En confrontant les meilleurs scores extraits
des combinaisons d’au moins 2 parame`tres avec les meilleurs re´sultats issus des parame`tres
conside´re´s individuellement, des gains de 4,8%, 4,1% et 0,4% sont obtenus pour les signaux
respectivement propres, faiblement et fortement bruite´s, validant ainsi l’apport de la me´thode
de fusion.
Table 3.2 – Corre´lation de Pearson entre diffe´rentes combinaisons de parame`tres et l’inverse de
la distance.
RSB (dB)
Parame`tres 13.3 6 -3.4
logV 0.825 0.849 0.914
SRMR 0.85 0.934 0.938
E´nergie 0.901 0.928 0.917
E´nergie + logV 0.941 0.969 0.922
E´nergie + SRMR 0.939 0.969 0.928
SRMR + logV 0.921 0.969 0.942
E´nergie + SRMR + logV 0.949 0.975 0.937
Afin d’e´valuer leur stationnarite´, les performances des descripteurs sont teste´es sur un nou-
veau jeu de donne´es issu de la meˆme session expe´rimentale que celle qui a servi a` ge´ne´rer les
donne´es d’apprentissage. Les 4 descripteurs, correspondant aux diffe´rentes combinaisons des 3
parame`tres, sont calcule´s et projete´s dans l’espace appris par l’ACC. Leurs valeurs sont illustre´es
sur la figure 3.9 et la qualite´ de l’estimation est e´value´e en terme d’erreur quadratique moyenne
(MSE), dont les valeurs sont expose´es pour les 4 configurations dans le tableau 3.3 :
MSE(y′) =
1
n
n∑
i=1
(x′i − y′i)2 (3.15)
Les estimations utilisant les configurations (a), (c) et (d) posse`dent comme parame`tre com-
mun la vraisemblance de la reconnaissance du locuteur (notation  logV ) et pre´sentent toutes
un de´calage par rapport a` la re´fe´rence, les rendant inefficaces. Ce de´calage est en revanche absent
de la configuration (b), qui combine uniquement l’e´nergie et le SRMR et qui sera alors choisie
comme estimateur de la distance source-microphone.
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Figure 3.9 – Re´sultat du CCA sur les donne´es de test pour 4 combinaisons de descripteurs :
e´nergie + logV en (a), e´nergie + SRMR en (b), SRMR + logV en (c) et e´nergie + logV + SRMR
en (d)
Table 3.3 – Erreur Quadratique Moyenne entre la re´fe´rence et les 4 configurations des pa-
rame`tres
RSB (dB)
Parame`tres 13.3 6 -3.4
E´nergie + logV 1.164 0.944 0.798
E´nergie + SRMR 0.198 0.371 0.324
SRMR + logV 2.263 0.797 0.721
E´nergie + SRMR + logV 1.228 1.137 1.031
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3.3.1.2 Ge´ne´ralisation d’un mode`le mathe´matique de l’estimateur de la distance
source-microphone
Eu e´gard aux e´valuations des performances des parame`tres, l’estimateur de la distance
source-microphone est de´fini de la manie`re suivante :
hx1.
1
di
+ hx2 ≈ hy1.Energiei + hy2.SRMRi + hy3 (3.16)
soit :
di ≈ hx1
hy1.Energiei + hy2.SRMRi + hy3 − hx2 (3.17)
Cependant, afin de respecter la contrainte d ∈ R+, au calcul direct par la formule 3.17 nous
pre´fe´rerons l’estimation de d par mise en correspondance par la me´thode des moindres carre´s
des valeurs des parame`tres avec la ve´rite´-terrain, soit :
di ≈ d(argmin
j
(hx1.
1
dj
+ hx2 − (hy1.Energiei + hy2.SRMRi + hy3))2) (3.18)
Les re´sultats de l’estimation de la distance, pour le quadrant le plus proche du microphone,
sont illustre´s sur la figure 3.10, au SNR le plus e´leve´. Conside´rant un micro place´ a` la position
(0,0), les positions re´elles de la source sonore sont repre´sente´es par un point rouge, et l’ensemble
possible des positions estime´es par un quart de cercle vert centre´ a` la position du microphone
et de rayon la distance estime´e. Sur les axes des abscisses et des ordonne´es sont note´es les
distances en x et en y au microphone. Les erreurs d’estimations sont quantifie´es en terme d’erreur
quadratique moyenne et d’erreur moyenne absolue (MAE) sur l’ensemble des 81 positions de la
salle, les valeurs de ces indicateurs sont regroupe´es dans le tableau 3.4.
Table 3.4 – Statistiques sur les erreurs d’estimation de la distance.
RSB (dB)
Indicateurs 13.3 6 -3.4
MSE (m2) 0.60 9.14 10.28
MAE (m) 0.88 1.16 1.31
Si l’erreur absolue moyenne augmente peu en fonction du niveau de bruit, l’erreur quadra-
tique moyenne explose de`s l’ajout de bruit. La MSE majorant les grosses erreurs, il est possible de
conclure que pour des observations bruite´es l’estimation reste relativement efficace sur l’ensemble
des positions, mais qu’elle peut totalement de´faillir, contrairement au contexte non bruite´.
Dans cette section, nous avons appris un estimateur de la distance source-microphone a` partir
d’une combinaison de l’e´nergie du signal source et du taux de re´verbe´ration capte´. Nous associons
ci-apre`s les observations audio et vide´o qui partagent de possibles positions suffisamment proches
au meˆme instant.
3.4 Association audio-vide´o par estimation de distance mutuelle
De manie`re similaire a` la fusion par extraction de zones audiovisuelles saillantes, vue en
section 3.2.1, nous proce´dons a` l’association des observations audio et vide´o lorsque leurs dis-
tances respectives estime´es sont suffisamment proches. Soient yai (t) et y
v
j (t) deux observations
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Figure 3.10 – Re´sultat d’estimation de la distance pour 20 positions comprises entre 0 et 4 m.
respectivement audio et vide´o, acquises au temps t, yav(t) l’observation audiovisuelle re´sultant
de leur association et th un seuil repre´sentant l’e´cart tole´re´ entre les distances estime´es des deux
observations en dessous duquel les observations audio et vide´o peuvent eˆtre conside´re´es comme
suffisamment proches pour eˆtre associe´es :
yav(t) =
{{
yai (t), y
v
j (t)
}
, si
∣∣d(yai (t))− d(yvj (t))∣∣ ≤ th
∅, sinon (3.19)
En faisant varier le seuil th entre 0 et 4m, nous pouvons extraire le taux d’association d’ob-
servations audio et vide´o en fonction de la tole´rance aux erreurs, soit le nombre de positions ou`
l’association a e´te´ re´alise´e parmi les 81 positions de la salle. En fixant une tole´rance d’association
de 1m, nous affichons sur la figure 3.11 a), b) et c) les associations (ligne verte) entre les observa-
tions vide´o (symbole  plus  rouge) et les observations audio (cercle bleu) aux 3 RSB de notre
corpus. L’e´volution de cette proportion d’observations fusionne´es est illustre´e en figure 3.11 d)
pour les 3 niveaux de bruits du jeu de donne´es de test. Ainsi pour un RSB de 13,3 dB, en
autorisant une erreur d’estimation de 50 cm, la fusion des observations pourra eˆtre re´alise´e sur
environ un tiers de la surface de la salle. La valeur de ce seuil est a` fixer en fonction du contexte
des acquisitions. Dans un lieu peu peuple´, une plus grande tole´rance est envisageable, acce´le´rant
la fusion des observations.
Nous comparons e´galement avec la me´thode pre´sente´e dans la section 3.2 en superposant la
zone de saillance audiovisuelle, en tirets noirs sur les figures 3.11 a), b) et c). L’inte´reˆt d’une
estimation directe de la distance source-microphone est ici bien visible, l’association des obser-
vations n’est plus limite´e spatialement, donc moins contrainte par le de´placement des usagers.
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Nous pourrons ainsi verrouiller les signatures sur des porte´es plus grandes.
Figure 3.11 – Associations des observations audio et vide´o pour 3 niveaux de bruits en a), b)
et c) lorsque th = 1 et taux d’observations associe´es en fonction du seuil th.
3.5 Conclusion
Dans ce chapitre nous avons traite´ de la fusion des signatures audio et vide´o de´finies au
chapitre pre´ce´dent, afin d’en cre´er une signature unique, audiovisuelle. Les deux caracte´ristiques
qui les constituent e´tant inde´pendantes, nous les avons associe´es en fusion tardive, en s’appuyant
sur la cohe´rence spatiale des observations a` chaque instant. Si la localisation des observations
vide´o est directement re´alisable, sous re´serve d’une e´tape de calibration, la localisation de la
source sonore ne´cessiterait un tout autre appareillage que celui a` notre disposition. Nous avons
alors propose´, e´value´ et valide´ deux me´thodes pour une estimation de la distance entre une
source sonore et un microphone.
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Par l’exploitation d’une mesure d’intelligibilite´ de la parole en environnement re´verbe´re´, le
SRMR, nous avons pu dessiner les contours d’une zone de saillance audiovisuelle, autour du
microphone, par l’introduction d’un Indice de Proximite´ Audio Vide´o (IPAV). Ainsi une valeur
de l’IPAV supe´rieure a` un seuil assure que les observations audio et vide´o correspondantes se
situent dans une zone proximale autour du microphone et qu’elles proviennent de la meˆme
personne, permettant la fusion des deux signatures.
Face a` la faible porte´e de ces zones, nous avons explore´ des combinaisons de parame`tres
par l’Analyse Canonique des Corre´lations afin d’obtenir une estimation directe de la distance
source-microphone et de pouvoir ainsi fusionner les signatures sur tout l’espace expe´rimental,
et non plus sur uniquement certaines zones, augmentant grandement le nombre d’associations
d’observations audio-vide´o, et donc de fusion de signatures associe´es.
Dans le chapitre suivant, nous chercherons a` inte´grer la cohe´rence spatio-temporelle des
percepts audio et vide´o dans le processus de re´-identification multimodale.
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Introduction et verrous scientifiques
Dans les chapitres pre´ce´dents, les taˆches relatives a` l’apprentissage de signatures audiovi-
suelles ont e´te´ traite´es inde´pendamment a` chaque instant t et dans un contexte mono-cible.
En effet, hormis la soustraction de l’arrie`re-plan, tous les outils (de´tection visuelle, d’activite´
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vocale, extraction des descripteurs, localisation et mise en correspondance) ne s’appuient que
sur la cohe´rence et la compatibilite´ spatiale des de´tections sonores et visuelles. Ce chapitre est
une extension portant sur deux niveaux : (i) spatio-temporel, soit en raisonnant sur des obser-
vations audio et vide´o acquises a` des instants diffe´rents, et (ii) multi-cibles, soit par la pre´sence
simultane´e de plusieurs cibles dans les flux audio et vide´o donc un processus d’association de
donne´es plus complexe.
Nous nous inte´ressons donc ici au proble`me du suivi multi-cibles audiovisuel. Pre´ce´demment,
la mise en correspondance des de´tections sonores et visuelles pour le verrouillage d’une signature
audiovisuelle e´tait re´alise´e sous l’hypothe`se de leur forte proximite´ spatiale, se rapportant ainsi
a` une classification binaire. Valide dans le cas mono-cible, ou si les cibles sont suffisamment
distantes les unes des autres, cette hypothe`se se re´ve`le trop laˆche lorsque la densite´ des cibles
augmente. L’extension a` des sce`nes encombre´es donc multi-cibles pose le proble`me de l’associa-
tion des observations ; il est alors opportun de raisonner sur des horizons temporels pour agre´ger
davantage d’information.
Conside´rant un ensemble d’observations sur une feneˆtre temporelle de dure´e T , nous cher-
chons a` associer entre elles les de´tections appartenant a` la meˆme cible, formant ainsi une tra-
jectoire ou  tracklet . La recherche de la meilleure partition, c’est-a`-dire l’ensemble des tra-
jectoires eu e´gard a` l’ensemble des observations, s’appuie sur un mode`le dynamique des cibles,
ainsi que sur les signatures audio et vide´o inhe´rentes a` chaque cible.
Ce chapitre propose un traqueur multimodal multi-cibles, inte´grant les signatures sonores et
visuelles vues pre´ce´demment dans le but de robustifier leur verrouillage, au sein d’une technique
d’association de donne´es de l’e´tat de l’art s’appuyant initialement sur un mode`le dynamique
des cibles observe´es. Le chapitre est organise´ comme suit : la section 4.1 est consacre´e a` la
proble´matique du suivi multi-cibles et des approches existantes associe´es. La section suivante
de´taille notre approche, son imple´mentation, et les e´valuations sur donne´es synthe´tiques. Enfin,
l’inte´gration des signatures audiovisuelles des cibles au suivi, ainsi que son e´valuation, font l’objet
de la section 4.3.
Nous privile´gions ici des e´valuations sur donne´es simule´es pour les raisons suivantes :
— Il n’existe pas de bases de donne´es publiques audio-visuelles compatibles avec nos besoins.
— Nous souhaitons disposer d’une base de donne´es avec ve´rite´ terrain.
— Nous souhaitons e´valuer la robustesse de notre processus d’apprentissage de signature
aux artefacts lie´s aux observations (non de´tection des cibles, etc.).
Si les donne´es relatives a` la dynamiques sont bien synthe´tiques, l’inte´gration des signatures audio
et vide´o reposera sur des mode`les ge´ne´re´s a` partir de donne´es re´elles, afin d’en faire la meilleure
repre´sentation.
4.1 Proble´matique et positionnement de nos travaux
Pour rappel, le suivi consiste a` estimer les trajectoires des personnes cibles, en liant les
observations correspondantes. La figure 4.1 montre le sche´ma bloc d’un traqueur visuel multi-
cibles dans le plan du sol. Ce chapitre focalise sur la ge´ne´ration des trajectoires, repre´sente´e par
le bloc rouge, en conside´rant les blocs interme´diaires comme acquis.
Pour la suite, nous notons :
— yjt : le vecteur contenant la j-e`me observation, ou mesure, au temps t,
— Y : l’ensemble de toutes les observations sur la dure´e d’acquisition,
— xkt : le vecteur d’e´tat de l’objet k, au temps t,
— τk : la k-e`me trajectoire, contenant la totalite´ des observations associe´es a` l’objet k,
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Figure 4.1 – Synoptique d’un traqueur visuel multi-cibles depuis un ensemble d’images suc-
cessives (en haut a` gauche) aux trajectoires des cibles infe´re´es dans le plan du sol (en bas a`
droite).
— ω = {τ0, τ1, τ2, ..., τK} : une partition des observations, regroupant toutes les trajectoires
estime´e ainsi que l’ensemble des fausses alarmes, note´ τ0,
— Ω : la collection des diffe´rentes partitions estime´es.
Pour re´aliser la ge´ne´ration des trajectoires, la modalite´ MOT (pour  Multiple Object Tra-
cking ) englobe classiquement :
— une taˆche d’association des observations (de´tections),
— une taˆche de filtrage pour estimer l’e´tat propre a` chaque cible a` l’aide des observations
passe´es et e´ventuellement pre´sentes,
— une taˆche de gestion des e´tapes de cre´ation/terminaison des trajectoires.
4.1.1 Etat de l’art et justification de nos choix
Les traqueurs sont cate´gorisables en terme de (i) nombre de cibles, (ii) feneˆtre/horizon tem-
porel(le) conside´re´(e), ou (iii) strate´gies d’association de donne´es. Nous pre´sentons ci-apre`s cette
cate´gorisation.
Nous nous positionnons naturellement dans un cas de suivi multi-cibles (MOT), ainsi le
suivi mono-cible (SOT pour  Single Object Tracking ) est hors de notre contexte et ne sera
pas de´taille´ ici. Nous retrouverons cependant certaines composantes communes au SOT et au
MOT, notamment au niveau du filtrage.
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4.1.1.1 Approches en ligne/hors ligne/en logique diffe´re´e
Le suivi de cible, unique comme multiples, est re´alise´ a` partir d’un ensemble d’observations,
ou de mesures, capture´es sur une feneˆtre temporelle de taille T . Les approches existantes diffe`rent
dans l’utilisation des observations passe´es, pre´sentes et futures pour l’estimation de l’e´tat des
cibles a` un instant t. Nous cate´gorisons les approches comme suit (cf. tableau 4.1) :
— Approches en ligne : particulie`rement adapte´es aux applications ou` le temps re´el est re-
quis, les approches en ligne exploitent uniquement les observations capture´es dans l’espace
temporel [0, t] pour estimer l’e´tat des cibles en t, t ∈ [0, T ]. La latence entre acquisition
des observations et infe´rence de l’e´tat est faible ou nulle, mais au de´triment de l’absence
d’information sur les observations futures, pourtant pre´cieuse, en particulier en suivi
multi-cibles.
— Approches hors ligne, ou globales : a` l’inverse des approches en ligne, les approches
globales vont prendre en conside´ration l’ensemble des observations capture´es sur tout
l’espace temporel [0, T ] pour estimer l’e´tat des cibles a` l’instant t, t ∈ [0, T ]. On infe`re
donc l’e´tat de chaque cible a` partir d’un maximum d’information.
— Approches en logique diffe´re´e, ou multi-scan : a` l’interface entre les deux, les approches en
logique diffe´re´e adoptent la philosophie du traitement hors ligne sur une feneˆtre temporelle
glissante : pour estimer l’e´tat des cibles a` l’instant t, les observations jusqu’a` t + ∆t
sont exploite´es, ∆t repre´sentant un futur proche. La latence est ainsi minimise´e, tout en
s’approchant des performances hors ligne.
Table 4.1 – Spe´cificite´s des strate´gies SOT/MOT en ligne vs. hors ligne vs. logique diffe´re´e.
Suivi
Spe´cificite´s En ligne Hors ligne Logique diffe´re´e
Feneˆtre d’observation [0, t] [0, T ] [0, t+ ∆t]
Me´thode
Extension se´quentielle Association de Prolongement des
des trajectoires avec toutes les observations trajectoires avec prise
les observations en t a` t = T en compte du futur proche
Avantages Adapte´ au temps re´el
Exploitation optimale de Compromis entre
l’ensemble d’observations latence et performance
Inconve´nients
Ensemble Re´sultats de´laye´s, Latence, mais moindre
d’observations re´duit pas de temps re´el qu’en hors ligne
4.1.1.2 Approches de´terministes/probabilistes
Enfin, le processus d’association de donne´es se cate´gorise comme suit :
— Approches de´terministes : celles-ci cherchent la meilleure observation a` associer a` chaque
trajectoire pour la prolonger, parmi l’ensemble des observations satisfaisant certaines
contraintes.
— Approches probabilistes : ces me´thodes font intervenir l’estimation des probabilite´s des
hypothe`se en remplacement de de´cisions binaires, permettant ainsi de ge´rer un grand
nombre d’incertitudes.
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4.1.1.3 Strate´gies usuelles d’association de donne´es (de´tections) -
Nous pre´sentons par la suite quatre strate´gies usuelles d’association de donne´es respective-
ment en ligne et hors ligne ainsi que respectivement de´terministe et probabiliste.
Global Nearest Neighbors (GNN) - Cette approche de´terministe en ligne s’appuie sur la
minimisation d’une fonction de couˆt de´pendante des observations et des e´tats estime´s des cibles
[FF84]. L’e´tat xkt d’une trajectoire τk a` l’instant t est pre´dit par filtrage a` l’aide de son e´tat
pre´ce´dent xkt−1 : on propage une densite´ de probabilite´ centre´e a` la position de l’e´tat pre´dit et
dont la matrice de covariance repre´sente la zone d’incertitude de la pre´diction.
Par seuillage de cette densite´ ( gating ), on de´finit ainsi une zone dans laquelle une ou
plusieurs observations peuvent eˆtre pre´sentes a` l’instant t. L’approche GNN consiste alors a`
assigner un couˆt a` chaque observation, commune´ment base´ sur la distance (euclidienne, Maha-
lanobis) entre la pre´diction et l’observation, mais pouvant e´galement eˆtre enrichi, notamment
par la similarite´ des apparences.
L’association des donne´es aux trajectoires est ensuite re´alise´e par minimisation de ces fonc-
tions de couˆt, sous la contrainte d’unicite´ d’affectation d’une observation a` une trajectoire. Ce
proble`me d’assignation peut eˆtre re´solu par me´thode gloutonne ou en utilisation des me´thodes
d’optimisation comme l’algorithme hongrois [Mun57].
Joint Probabilistic Association (JPDA) - Cette me´thode re´alise e´galement le suivi multi-
cibles en ligne mais de manie`re probabiliste [FBSS83]. Elle reprend une de´marche similaire au
GNN de pre´diction puis gating, mais diffe`re dans le choix des observations. La` ou` le GNN n’en
choisit qu’une et l’assigne a` la trajectoire, l’ensemble des observations dans la zone de´finie par
le gating contribuent au prolongement de la trajectoire.
Pour chaque observation de la zone, on calcule la probabilite´ d’appariement aux trajectoires,
dans toutes les partitions possibles, sur les meˆmes indices que la fonction de couˆt du GNN. Les
trajectoires sont ensuite prolonge´es par filtrage de Kalman a` observations multiples, ou` on utilise
une somme des re´sidus ponde´re´es par ces probabilite´s.
Multiple Hypothesis Tracker (MHT) - Contrairement au GNN et au JPDA, le MHT
traite le suivi multi-cibles hors ligne, ou en logique diffe´re´e [Rei79]. Dans cette approche de´termi-
niste, toutes les partitions possibles des trajectoires sont teste´es, sous certaines hypothe`se de
voisinage d’observations successives.
A` partir de l’observation initiale, cette collection de partitions se structure alors en arbre
de possibilite´s. Afin d’en re´duire la taille, une ope´ration d’e´lagage ( pruning ) est re´alise´e. La
probabilite´ de chaque partition est calcule´e comme la somme des probabilite´s des trajectoires la
constituant, celles-ci e´tant calcule´es a` partir d’une vraisemblance de la dynamique par filtrage.
L’association des observations aux trajectoires est alors re´alise´e en choisissant la partition la
plus probable parmi la collection.
Markov Chain Monte Carlo for Data Association (MCMCDA) - Cette approche,
initie´e dans [Oh+08], traite e´galement le proble`me de suivi multi-cibles hors ligne ou en logique
diffe´re´e mais en utilisant une approche probabiliste. Elle utilise un processus MCMC pour ge´ne´rer
de manie`re ite´rative des partitions ale´atoires successives sur toute la dure´e d’observation.
La probabilite´ de la partition ge´ne´re´e a` une ite´ration i est calcule´e, en se basant sur le
mode`le dynamique, et compare´e a` la probabilite´ de la partition a` l’ite´ration i − 1. On de´cide
d’accepter cette partition ou de la rejeter en fonction de ce rapport des probabilite´s, puis la
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nouvelle partition (celle a` l’ite´ration i en cas d’acceptation, et celle a` l’ite´ration i− 1 en cas de
rejet) est remise en cause a` l’ite´ration i+ 1. Selon certaines conditions, on peut alors montrer la
convergence vers la partition optimale.
Synthe`se Eu e´gard a` notre contexte applicatif, soit un suivi multi-cibles non contraint au
temps re´el, mais toutefois a` de´lai court pour la prise de de´cision, nous privile´gions un traqueur
MOT en logique diffe´re´e pour le compromis latence/performance.
Les quatre strate´gies d’association de donne´es pre´sente´es re´alisent le suivi de manie`re de´termi-
niste en ligne (GNN), probabiliste en ligne (JPDA), de´terministe hors ligne (MHT) et probabi-
liste hors ligne (MCMCDA). Le GNN et le JPDA souffrent non seulement de l’absence de remise
en cause des partitions, duˆ au caracte`re en ligne des approches, mais ne´cessitent une supervision
pour la gestion de la cre´ation et de la terminaison des trajectoire. Dans notre contexte applicatif,
le nombre et l’apparition des cibles sont inconnus, ces me´thodes sont alors inadapte´es a` notre
application.
L’approche MHT ge`re ces inconnues et offre la possibilite´ d’exploiter l’information de toute la
dure´e d’observation par son caracte`re hors-ligne. Le couˆt machine de cette me´thode est cependant
tre`s e´leve´ et subit une croissance exponentielle avec le nombre de cibles a` suivre. L’ope´ration
de pruning permet de re´duire ce couˆt mais au de´triment du risque de suppression de la bonne
partition. Nous se´lectionnons alors l’approche MCMCDA, en accord avec le choix de l’emploi
d’une me´thode probabiliste hors ligne/en logique diffe´re´e, qui combine les forces du MHT et une
gestion moins couˆteuse des grands nombres de cibles. Cette technique sera de´taille´e en §4.2.
L’e´tat des cibles sera classiquement ge´re´ par un filtrage de Kalman, donc e´galement un
formalisme probabiliste. La section suivante en rappelle les grandes lignes.
4.1.2 Rappels sur le filtrage de Kalman
Le principe est d’estimer une suite d’e´tats x = {xt}t=1:T dans lesquels e´volue la cible au cours
de la pe´riode d’observation [0, T ]. Les e´tats e´tant cache´s, a` savoir non mesurables directement,
ils seront estime´s a` partir d’un ensemble d’observations y = {yt}t=1:T . L’e´volution du syste`me
peut eˆtre de´crite a` l’aide de deux mode`les : un mode`le d’e´tat et un mode`le d’observation. Ils
sont explicite´s par la suite dans le cas ou` cette e´volution est suppose´e line´aire.
Mode`le d’e´tat - Il repre´sente la dynamique du syste`me, l’e´volution the´orique de l’e´tat par
rapport au passe´. Un mode`le fre´quemment utilise´ en suivi est un mode`le markovien d’ordre 1
(l’e´tat de la cible en t+ 1 ne de´pend que de l’e´tat en t, et non des e´tats ante´rieurs, en [0, t− 1]) :
xt+1 = F (xt) + wt, pour t = ti, . . . , tf−1 (4.1)
en conside´rant :
— [ti, tf ] ⊂ [1, T ] la pe´riode pendant laquelle l’objet e´volue dans la re´gion d’observation,
— F : Rnx → Rnx la dynamique, a` temps discret de l’objet avec nx la dimension de la
variable d’e´tat x,
— wt ∈ Rnx un processus ale´atoire mode´lisant un bruit de pre´diction.
Mode`le d’observation - Il exprime le comportement des mesures par rapport aux e´tats.
Chaque mesure yit ne de´pend que de l’e´tat xt, et les mesures sont inde´pendantes entre elles. Une
mesure pouvant eˆtre une re´elle observation de l’objet, comme une fausse alarme, nous exprimons
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son mode`le comme suit :
yjt =
{
H(xt) + vt si la j-e`me observation est une mesure de xt
ut sinon
(4.2)
avec :
— nt le nombre d’observations au temps t, aussi bien les vraies observations bruite´es que
les fausses alarmes,
— H : Rny → Rny la fonction d’observation, ou` ny est la dimension des vecteurs d’observa-
tion,
— yjt ∈ Rny la j-e`me observation au temps t pour j = 1, . . . , nt.
Filtre de Kalman - Nous pre´sentons ici succinctement le fonctionnement d’un filtre de Kal-
man, car il est utilise´ dans toutes les approches pre´sente´e ensuite, et particulie`rement dans celle
que nous retenons. Introduit en [Kal60], il est une approximation line´aire du filtrage baye´sien.
Il estime re´cursivement l’e´tat du syste`me a` travers une e´tape de pre´diction (xt pre´dit a` partir
de xt−1) et de mise a` jour (xt corrige´ par yt). Ces e´tapes s’appuient sur l’estimation de densite´s
de probabilite´s, eu e´gard aux mode`les d’e´tat et d’observation ci-dessus, centre´es sur les e´tats,
respectivement pre´dits et mis a` jour, et dont les matrices de covariance, respectivement d’erreur
de pre´diction, et d’erreur de mise a` jour, sont estime´es re´cursivement.
L’inconve´nient principal de ce filtre est sa limitation aux syste`mes line´aires. Il a e´te´ e´tendu
aux syste`mes non-line´aires dans [SJJ97], mais dans notre contexte ne´anmoins, nous pouvons
accepter cette hypothe`se de line´arite´ et utiliser un filtre de Kalman classique.
4.1.3 Me´triques d’e´valuation
Les me´triques CLEARMOT [BS08] sont couramment usite´es pour e´valuer les traqueurs
MOT. Elles de´pendent du nombre de Faux Ne´gatifs (FN, le nombre d’associations manque´es),
du nombre de Faux Positifs (FP, le nombre de fausses associations re´alise´es), du nombre de
mauvaises associations (IDS pour ID Switch, le nombre d’observations appartenant a` une tra-
jectoire et associe´es a` une autre) ainsi qu’un score de pre´cision (de´pendant de la distance entre
les trajectoires estime´es τk et la ve´rite´ terrain τ
∗
k ). Ces me´triques se formulent ainsi :
— Multiple Object Tracking Accuracy (MOTA) : l’exactitude du suivi repre´sente le
nombre de bonnes associations sur le nombre total PO de positions des cibles de la ve´rite´
terrain :
MOTA = 1− FN + FP + IDS
PO
(4.3)
— Multiple Object Tracking Precision (MOTP) : la pre´cision du suivi repre´sente la
distance moyenne des trajectoires estime´es {τk}k=1,...,K a` la ve´rite´ terrain {τ∗k}k=1,...,K :
MOTP =
∑
k
∑
n ||τk(n), τ∗k (n)||∑
k |τk|
(4.4)
avec ||., .|| la distance euclidienne, et |.| le cardinal, soit le nombre d’e´le´ments dans la tra-
jectoire. Les performances d’un traqueur sont e´value´es via ces deux crite`res, voire seulement le
MOTA si nous e´valuons uniquement l’association des de´tections entre elles (sans estimation de
pre´cision de localisation).
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4.2 MCMCDA : association de donne´es par MCMC
Eu e´gard a` nos propos pre´alables, notre choix s’est porte´ sur le MCMCDA pour ses perfor-
mances en environnement dense, son traitement en logique diffe´re´e et son maintien du nombre in-
connu de cibles ainsi que de leur identite´. Cette section rappelle son formalisme, notre imple´menta-
tion puis validation sur donne´es synthe´tiques.
La technique MCMCDA re´alise l’association des observations en employant une me´thode de
Monte-Carlo par chaˆınes de Markov (MCMC). Une partition des observations ω (regroupement
en trajectoires et fausses alarmes) est tire´e ale´atoirement a` travers une distribution de mouve-
ments possibles des trajectoires et la partition tire´e a` l’ite´ration pre´ce´dente. La vraisemblance
de la nouvelle partition est ensuite compare´e a` celle de la pre´ce´dente, et est soit accepte´e soit
refuse´e. Le processus est re´pe´te´ sur un nombre nmc d’ite´rations et converge ainsi vers la partition
optimale.
4.2.1 Formalisation du MCMC
Re´sumons ici le principe ge´ne´ral de cette technique.
4.2.1.1 Concepts ge´ne´raux et inte´reˆts
Un calcul de probabilite´ ne´cessite ge´ne´ralement l’inte´gration d’une distribution qui, si elle est
re´alisable, se re´ve`le ge´ne´ralement fastidieuse. En effet, en reprenant le the´ore`me de Bayes, si nous
voulons exprimer la probabilite´ a posteriori d’avoir la partition omega connaissant l’ensemble
d’observation Y, P (ω|Y), nous avons :
P (ω|Y) = P (Y|ω)P (ω)
P (Y)
(4.5)
Il est possible de calculer directement les e´le´ments du nume´rateur, la fonction de vraisem-
blance P (Y|ω) et la loi marginale P (ω), mais le calcul du de´nominateur ne´cessite l’inte´gration
suivante :
P (Y) =
∫
Ω
P (Y|ω′)P (ω′)dω′ (4.6)
L’inte´reˆt des me´thodes MCMC est de s’affranchir de ce calcul, et de tirer des e´chantillons suc-
cessifs (ω1, ω2, . . . , ωn) de la distribution, tels qu’ils forment une chaˆıne de Markov (la ge´ne´ration
de ωi ne de´pend que de ωi−1, et non des ω0,..,i−2) qui converge vers la distribution stationnaire
P (ω|Y). Selon le the´ore`me ergodique la chaˆıne doit alors eˆtre irre´ductible, re´currente positive
et ape´riodique.
4.2.1.2 Algorithme de Metropolis-Hastings
Dans cette classe de me´thodes d’e´chantillonnage, nous pouvons relever deux me´thodes no-
tables : l’algorithme de Metropolis-Hastings et l’e´chantillonneur de Gibbs. Introduit en [Met+53]
et ge´ne´ralise´ en [Has70], l’algorithme de Metropolis-Hastings est un processus ite´ratif en deux
e´tapes. On e´chantillonne une distribution q(ω′, ω) de probabilite´ de la partition ω′ par rap-
port a` la partition courante ω. La de´cision sur l’e´chantillon est ensuite prise par un crite`re
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d’acceptation-rejet A(ω′, ω), en e´tudiant le rapport des probabilite´s des deux e´tats ω et ω′ de la
chaˆıne :
A(ω′, ω) = min
(
1,
P (ω′|Y)q(ω′, ω)
P (ω|Y)q(ω, ω′)
)
(4.7)
Les e´tapes de la me´thode sont pre´sente´es dans l’algorithme 1.
Algorithm 1: Metropolis-Hastings
Input : Y , nmc, ωinit
Output: ωˆ = argmaxn(P (ω(n)|Y ))
ω ← ωinit
for n = 1 to nmc do
proposer ω′ selon ω par q
tirer U ∼ Unif[0, 1]
if U < A(ω, ω′) then
ω ← ω′
end
ω(n)← ω
end
L’e´chantillonneur de Gibbs [GG84] propose lui de diviser l’e´chantillonnage d’une variable ω
de grande dimension N et de tirer se´pare´ment des e´chantillons a` une seule dimension
[ω1, ω2, ..., ωN ], permettant ainsi de traiter simplement des proble`mes en grande dimension.
Nous ne le de´taillerons pas ici, car seul l’algorithme de Metropolis-Hastings est employe´ dans le
MCMCDA.
Nous pre´sentons ensuite l’adaptation de cet algorithme au proble`me d’association de donne´es.
4.2.2 Formalisation adapte´e au MOT
L’approche MCMCDA propose un traitement global de l’ensemble Y des observations de´tec-
te´es dans la re´gion conside´re´e et au cours de toute la pe´riode d’observation [0, T ]. Eu e´gard a`
l’agencement spatio-temporel de Y, la variable e´chantillonne´e ω est la partition des observations,
soit leur re´partition au sein de trajectoires {τi}i=1,...,K . Les observations non affecte´es a` une
trajectoire sont regroupe´es dans l’ensemble des fausses alarmes τ0. La partition doit respecter
les contraintes suivantes :
— unicite´ d’affectation des observations : τi ∩ τj = ∅, pour i 6= j
— e´tiquetage de toutes les observations : ∪Kk=0τk = Y
— au maximum une observation par instant et par trajectoire : |τk ∩Y(t)| ≤ 1
— longueur minimum d’une trajectoire : |τk| ≥ 2 pour k = 1, . . . ,K
Avec ces contraintes, de´finissons la distribution q(ω′, ω), dont les e´chantillons forment la
chaˆıne de Markov convergeant vers la partition optimale des observations. Nous synthe´tisons
dans le tableau 4.2 l’ensemble des e´le´ments traite´s en MOT ainsi que les notations usite´es.
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Table 4.2 – Notations et illustrations des e´le´ments traite´s en suivi multi-cibles.
E´le´ment Notation Illustration
Ensemble des observations Y
n-e`me observation de la
k-e`me trajectoire
ykn ou τk(n)
k-e`me trajectoire τk
Partition ω
4.2.2.1 Mouvements sur les trajectoires
Proposer une partition ω′, a` partir d’une partition existante ω, consiste a` effectuer des
ope´rations sur les trajectoires sous-jacentes. Afin de respecter les proprie´te´s d’irre´ductibilite´, de
re´currence positive et d’ape´riodicite´, 5 types d’ope´rations sont propose´s : cre´ation/suppression,
division/fusion, extension/re´duction, mise a` jour et inversion. Ces ope´rations sont illustre´es sur
la figure 4.2 et de´crites par la suite.
Figure 4.2 – Illustrations des mouvements de trajectoires. Les lignes et les formes ge´ome´triques
colore´es repre´sentent respectivement les trajectoires et leurs observations. Les cercles noirs
repre´sentent les fausses alarmes. Figure extraite de [Oh+08].
Cre´ation/Suppression - La cre´ation d’une trajectoire est effectue´e en associant au mini-
mum deux observations (pre´alablement e´tiquete´es comme de fausses alarmes) qui respectent
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une contrainte de voisinage spatio-temporel. Soient dmax la dure´e maximale autorise´e entre
deux observations (e.g. pour dmax=4, nous autorisons 3 non-de´tections successives) et vmax
la vitesse maximale autorise´e des cibles. La cre´ation d’une trajectoire s’apparente alors a` une
marche ale´atoire sur les observations se trouvant dans le voisinage Ld, initie´e a` un temps ti
tire´ uniforme´ment sur [0,T-1] : on tire ale´atoirement une observation dans le voisinage spatio-
temporel de l’observation courante, puis on se place sur l’observation choisie et on re´pe`te le
processus. Le voisinage de la j-e`me observation a` l’instant t, yjt , est de´fini comme suit :
Ld(y
j
t ) = {ykt+d | ||ykt+d − yjt || ≤ d.vmax} (4.8)
L’ajout de nouvelles observations, tire´es ale´atoirement dans Ld, a` la trajectoire se poursuit
tant que le voisinage contient au moins une observation candidate. A` chaque nouvelle association,
la trajectoire a une probabilite´ de terminaison γ < 1. On tire un e´chantillon z d’une loi uniforme
sur [0, 1] et on interrompt pre´mature´ment la marche ale´atoire si z < γ. La nouvelle trajectoire τk
est ajoute´e a` la partition ω et les observations associe´es a` la trajectoire sont retire´es de l’ensemble
τ0 contenant les fausses alarmes. La suppression d’une trajectoire effectue l’ope´ration inverse :
une trajectoire est tire´e ale´atoirement dans la partition, en est efface´e, et les observations qui la
composaient sont transfe´re´es dans τ0.
Division/fusion - La division d’une trajectoire est re´alise´e selon les e´tapes suivantes : une
trajectoire τk est se´lectionne´e ale´atoirement dans la partition ω telle que |τk| ≥ 4, puis un instant
t est tire´ tel que |τk(ti, t − 1)| ≥ 2 et |τk(t, tf )| ≥ 2 avec ti et tf les temps respectivement de
de´but et de fin de τk. La trajectoire d’origine τk est ensuite retire´e de ω et les trajectoires
τk1 = τk(ti, . . . , t− 1) et τk2 = τk(t, . . . , tf ) y sont ajoute´es.
L’ope´ration inverse de la division, la fusion, requiert deux trajectoires τk1 et τk2 dont les
extre´mite´s (fin pour τk1 et de´but pour τk2) sont dans le meˆme voisinage : τ
tf
k1
∈ Ld(τ tik2) et
τ tik2 ∈ Ld(τ
tf
k1
). Un couple (τk1 , τk2) de trajectoires respectant cette contrainte de voisinage est
tire´ ale´atoirement parmi tous les couples candidats et les deux trajectoires sont supprime´es de
la partition ω. Enfin nous incluons a` cette dernie`re la nouvelle trajectoire τk = τk1 ∩ τk2 .
Extension/Re´duction - Pour re´aliser une extension, nous reproduisons la de´marche de
cre´ation d’une trajectoire depuis une extre´mite´ d’une trajectoire existante, choisie ale´atoirement
dans la partition. La trajectoire peut eˆtre e´tendue en partant de sa dernie`re observation, ou
de sa premie`re. Dans ce dernier cas, la marche ale´atoire est inverse´e en parcourant le temps de
manie`re de´croissante.
La re´duction d’une trajectoire τk consiste a` re´assigner successivement les observations qui
la composent a` l’ensemble des fausses alarmes τ0. A` chaque re´affectation, et tant que |τk| ≥ 2,
nous testons l’hypothe`se d’interrompre la re´duction, comme pour les mouvements pre´ce´dents.
Mise a` jour - Nous appelons mise a` jour l’insertion d’une observation y0t de τ0 dans une
trajectoire τk et le retrait de l’observation y
k
t ∈ τk. Cette ope´ration est re´alisable a` condition que
y0t ∈ Ld(ykt ). Comme pour les autres mouvements, une trajectoire est tire´e ale´atoirement de la
partition ω, puis une de ses observations respectant la contrainte de voisinage est se´lectionne´e.
Interversion - Cette dernie`re ope´ration vise a` e´changer l’identite´ de deux trajectoires τk1 et
τk2 a` leur croisement. Elle ne´cessite que l’observation d’une premie`re trajectoire τk1 a` un instant
t soit dans le voisinage de l’observation a` t + 1 d’une autre trajectoire τk2 , et inversement :
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yk1t ∈ Ld(yk2t+1) et yk2t ∈ Ld(yk1t+1). Les observations de τk1 ulte´rieures a` t sont alors affecte´es
a` τk2 et les observations de τk2 ulte´rieures a` t sont affecte´es a` τk1 . Les nouvelles versions des
trajectoires sont alors :
τk1 = {τk1(tk1i ), ..., τk1(t), τk2(t+ 1), ..., τk2(tk2f )} (4.9)
τk2 = {τk2(tk2i ), ..., τk2(t), τk1(t+ 1), ..., τk1(tk1f )} (4.10)
L’ensemble des ope´rations, leurs index et l’e´tat des trajectoires avant/apre`s application, est
re´sume´ dans le tableau 4.3.
Table 4.3 – Ope´rations sur les trajectoires
Ope´ration Index Entre´e Sortie
Cre´ation 1 ∅ τk
Suppression 2 τk ∅
Extension 3 τk τk
Re´duction 4 τk τk
Mise a` jour 5 τk τk
Division 6 τk τk1 , τk2
Fusion 7 τk1 , τk2 τk
Interversion 8 τk1 , τk2 τk2 , τk1
En pratique, pour effectuer la proposition q(ω′, ω), l’index d’un des 8 mouvements possibles
est choisi ale´atoirement a` l’aide d’une distribution ξK(ω) de´finie comme suit :
ξK(ω) :

= 1 si |ω| = 0
∼ U(1, 6) si |ω| = 1
∼ U(1, 8) si |ω| ≥ 1
(4.11)
avec U(a, b) la distribution uniforme des entiers entre a et b.
4.2.2.2 Vraisemblance de la partition
Pour accepter ou refuser la nouvelle partition ω′ cre´e´e a` partir de la partition courante
ω subissant une ope´ration q(ω′, ω), il est ne´cessaire de pouvoir estimer sa vraisemblance aux
observations P (ω′|Y) relative a` la vraisemblance de la partition courante P (ω|Y). L’inte´reˆt de
l’approche MCMC est de n’avoir a` les calculer qu’a` une constante multiplicative pre`s :
P (ω|Y) ∝ P (Y|ω)
T∏
t=1
pztz (1− pz)ctpdtd (1− pd)gtλatb λftf (4.12)
avec pz la probabilite´ de terminaison d’une trajectoire, zt le nombre de trajectoires se termi-
nant a` l’instant t, ct le nombre de trajectoires se poursuivant a` t, pd la probabilite´ de de´tection
des observations, dt le nombre d’observations de´tecte´es a` l’instant t, gt le nombre d’observations
non de´tecte´es a` t, λb le taux de cre´ation de trajectoires a` chaque instant, at le nombre de tra-
jectoires apparues a` t, λf le taux de fausses alarmes a` chaque instant et ft le nombre de fausses
alarmes a` l’instant t.
Le terme P (Y|ω) repre´sente quant a` lui la vraisemblance de l’ensemble d’observations eu
e´gard a` la partition propose´e. En reprenant les e´quations du filtre de Kalman, l’e´cart entre
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les observations et les e´tats estime´s est exprime´ a` travers la matrice de covariance d’erreur
de pre´diction. Pour chaque observation ykt , dans une trajectoire τk et x
k
t l’e´tat correspondant
estime´, P (ykt |xkt ) suit une loi normale bidimensionnelle centre´e en xkt , et dont la matrice de
covariance correspond a` une fonction de l’erreur de pre´diction. La vraisemblance totale P (Y|ω)
est le produit de toutes les vraisemblances des observations :
P (Y|ω) =
|ω|∏
τ=τ1
|τ |∏
t=1
N (τ(t)|xt(τ), Bt(τ)) (4.13)
ou` Bt(τ) est la matrice de covariance de la t-e`me observation de la trajectoire τ , estime´e a`
l’aide de la matrice d’erreur de pre´diction du filtre de Kalman.
Imple´mentation - Nous avons entie`rement imple´mente´ cet algorithme en C++ a` l’aide
des bibliothe`ques OpenCV 13 pour le filtrage des observations et Boost 14 pour la gestion de
l’e´chantillonnage des diffe´rentes distributions. Par la suite, nous e´valuons ses performances sur
plusieurs scenarii a` partir de donne´es synthe´tiques.
4.2.3 E´valuations sur donne´es simule´es
L’efficacite´ d’une me´thode d’association de donne´es de´pend de sa capacite´ a` associer deux
observations de´rive´es de la meˆme trajectoire, a` dissocier deux observations issues de trajectoires
diffe´rentes (ou de fausses alarmes) et a` conserver l’identite´ des trajectoires, soit limiter le nombre
de fragmentations. Ces objectifs sont d’autant plus contraignants dans les cas suivants :
— une grande densite´ de trajectoires,
— un taux e´leve´ de fausses alarmes,
— une faible probabilite´ de de´tection des observations.
Nous e´valuons alors les performances du MCMCDA sur des donne´es synthe´tiques mode´lisant
ces cas critiques, afin de valider notre imple´mentation et d’en caracte´riser fonctionnement aux
limites.
Crite`res utilise´s - Nous ge´ne´rons trois scenarii expe´rimentaux de´die´s aux trois situations
pre´-cite´es. Notre de´marche s’inspire de [Oh+08]. Deux crite`res supple´mentaires sont conside´re´s :
— Normalized Correct Associations (NCA) : le rapport entre le nombre d’associations cor-
rectes (CA) dans la partition propose´e ω et le nombre total d’associations (SA) dans la
vraie partition ω∗. Ce crite`re est a` maximiser.
NCA(ω) =
|CA(ω)|
|SA(ω∗)| (4.14)
— Incorrect to Correct Association Ratio (ICAR) : le rapport entre le nombre d’erreurs
d’association et le nombre d’associations correctes. Ce crite`re est a` minimiser.
ICAR(ω) =
|SA(ω)| − |CA(ω)|
|CA(ω)| (4.15)
13. OpenCV : http://opencv.org/
14. Boost : http://www.boost.org/
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Ces crite`res sont assimilables au crite`re de rappel pour le crite`re NCA, et comme un pseudo
inverse d’un crite`re de pre´cision pour le crite`re ICAR (l’inverse formel de la pre´cision aurait
oppose´ l’ensemble des associations aux associations correctes, la` ou` le crite`re ICAR n’y oppose
que les associations incorrectes). Notre privile´gions ici la confiance des associations, plutoˆt que
leur quantite´, et focalisons donc sur la minimisation du crite`re ICAR.
4.2.3.1 Sce´nario 1 : variation du nombre de trajectoires
Cette premie`re expe´rience vise a` e´valuer les performances de l’association de donne´es en
environnement de plus en plus dense. Conside´rons une re´gion d’observation R de taille [1000×
1000] dans laquelle K cibles e´voluent au cours de la pe´riode d’observation [0, T ], T = 30 unite´s
de temps. Les mesures associe´es a` chaque trajectoire sont toutes de´tecte´es, et des fausses alarmes
sont ajoute´es a` l’ensemble des observations, uniforme´ment re´parties sur R et avec une probabilite´
d’apparition par volume λfV = 1. Les vitesses maximales des cibles sont fixe´es a` vmax = 50
unite´s de distance par unite´ de temps. Les temps et positions d’apparition des trajectoires
sont tire´s ale´atoirement sur [0, T − 1], une trajectoire devant toujours contenir au moins deux
observations. Enfin, elles se terminent avec une probabilite´ de disparition γ. Pour chaque test
nous utilisons 10000 ite´rations.
Dans ce sce´nario, nous faisons varier le nombre de trajectoires en conservant les autres
parame`tres fixes, augmentant ainsi la densite´ des observations sur la re´gion R. L’association de
donne´es est re´alise´e pour K = [5, 10, 20, 30, 40, 50, 75, 100]. Des exemples de trajectoires ainsi
produites sont illustre´s en figure 4.3 (toutes les observations de [0, T ] sont ici agre´ge´es).
Figure 4.3 – De haut-gauche a` bas-droit : scenarii de test comportant un nombre variable de
K trajectoires, K = [5, 10, 20, 30, 40, 50, 75, 100].
Analyse qualitative des erreurs - Les erreurs possibles en association de donne´es sont
la non association de deux observations appartenant a` la meˆme trajectoire (faux ne´gatif) et
l’association de deux observations appartenant a` deux trajectoires diffe´rentes ou e´tant des fausses
alarmes (faux positif). Ces erreurs peuvent alors causer l’interruption pre´mature´e de trajectoires,
mais e´galement les fragmenter (deux trajectoires ou plus estime´es au lieu d’une unique), ne
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pas associer ponctuellement une bonne observation ou encore intervertir deux trajectoires. Des
exemples de fragmentation, d’observation manque´e et de ID Switch sont illustre´s figure 4.4.
Figure 4.4 – Types d’erreurs d’association : (a) fragmentation, (b) association a` une fausse
alarme, (c) changement d’identite´ (ID Switch).
Protocole expe´rimental et e´valuations quantitatives - Pour chaque valeur de K, 5 sce-
narii de test sont ge´ne´re´s, avec une nouvelle partition ale´atoire, afin de ve´rifier la re´pe´tabilite´ des
re´sultats eu e´gard au caracte`re stochastique du processus MCMCDA. L’association de donne´es
est alors exe´cute´e 10 fois par sce´nario, totalisant 400 tests. La moyenne des re´sultats, exprime´e
a` l’aide des mesures introduites pre´ce´demment, est ensuite calcule´e pour chaque valeur de K et
illustre´e sur la figure 4.5.
Figure 4.5 – Re´sultats de l’association de donne´es en fonction du nombre de trajectoires et (a)
du nombre estime´ de trajectoires, (b) du crite`re ICAR et (c) du crite`re NCA.
Dans leur ensemble, ces re´sultats exhibent la grande robustesse de l’approche a` des densite´s
e´leve´es de trajectoires. L’e´cart d’estimation du nombre de trajectoires, en (a) sur la figure 4.5,
n’exce`de pas 11% jusqu’a` 50 trajectoires. Pour des valeurs supe´rieures, nous pouvons observer
une divergence atteignant 37% d’e´cart de trajectoires de´tecte´es pour K = 100. Elle est principa-
lement due a` l’apparition de fragmentations, cause´es par la non-association de deux observations
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successives d’une trajectoire. Le taux d’associations manque´es (comple´mentaire de la me´trique
NCA en (c) sur la figure 4.5) est ainsi borne´ a` 20% jusqu’a` 50 trajectoires et augmente le´ge`rement
ensuite jusqu’a` 30% pour 100 trajectoires.
Enfin, le taux d’associations incorrectes par rapport aux associations correctes, en (b) sur
la figure 4.5, n’exce`de pas les 10% jusqu’a` la limite des 50 trajectoires : en moyenne, pour 10
associations correctes, nous risquons d’obtenir au maximum une association incorrecte.
4.2.3.2 Sce´nario 2 : variation du taux de fausses alarmes
Ce sce´nario reprend le pre´ce´dent mais en fixant le nombre de trajectoires a` K = 10 et
en faisant varier le taux de fausses alarmes λfV = [1, 10, 20, 30, 40, 50, 60, 70, 80, 90, 100]. λfV
repre´sente le nombre moyen de fausses alarmes a` chaque instant, sur toute la re´gion R. Un
exemple du type de partition ainsi cre´e´e est illustre´ sur la figure 4.6.
Figure 4.6 – De haut-gauche a` bas-droit : scenarii de test comportant 10 trajectoires,
ge´ne´re´es ale´atoirement, a` plusieurs taux de fausses alarmes par temps et par volume :
λbV=[1,10,20,30,40,50,60,70,80,90,100].
Protocole expe´rimental et e´valuations quantitatives - Les performances, en terme de
nombre de trajectoires, de crite`res ICAR et NCA, moyenne´es, sont illustre´s sur la figure 4.7.
Analyse quantitative des re´sultats - Malgre´ un faible nombre de trajectoires, ce sce´nario
est complexe a` traiter. Dans le cas le plus extreˆme, pour λbV = 100, les donne´es sont compose´es
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Figure 4.7 – Re´sultats de l’association de donne´es en termes de (a) nombre estime´ de trajec-
toires, (b) crite`re ICAR et (c) crite`re NCA.
en moyenne d’une observation issue d’une trajectoire pour 10 fausses alarmes a` chaque instant
t. La figure exhibe une limite qualitative a` λbV = 40, en dessous de laquelle l’e´cart entre le
nombre de trajectoires estime´es et le nombre re´el de trajectoires atteint un maximum de 6,2%
(pour λbV = 30). Au dela`, cet e´cart prend des valeurs entre 16% et 33%.
Pour λbV ≤ 40, plus de 72% des associations correctes (c) sont re´alise´es, puis cette valeur
chute fortement et a` λbV = 100, seul un quart des bonnes observations sont associe´es. Enfin le
taux d’associations incorrectes (b) par rapport aux associations correctes croˆıt exponentiellement
mais reste en dessous des 20% a` λbV = 40.
4.2.3.3 Sce´nario 3 : variation de la probabilite´ de de´tection
Dans ce sce´nario, nous relaxons l’hypothe`se de persistance des observations, propre aux
sce´narii 1 et 2. Les observations sont donc de´tecte´es avec une probabilite´ pd < 1 ; on observe
donc des non de´tections, i.e. des faux ne´gatifs. Pour pouvoir traiter ces faux ne´gatifs, nous
e´tendons temporellement la recherche d’observations voisines. Nous fixons a` dmax = 3 le nombre
d’observations successives possiblement manque´es. Ainsi une observation a` t + 3 pourra eˆtre
associe´e a` une observation a` t dans un rayon de dmaxvmax = 150. Nous fixons e´galement le
nombre de trajectoire a` K = 10, le taux de fausses alarmes a` λfV = 10 et nous faisons varier
le taux de de´tection des observations pd = [0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9]. Un exemple du type de
partition ainsi cre´e´e est illustre´ sur la figure 4.8.
Protocole expe´rimental et e´valuations quantitatives - Comme pre´ce´demment, 5 jeux
de donne´es sont cre´e´s pour chaque valeur de pd et traite´s 10 fois chacun. Les performances
moyenne´es sont illustre´es figure 4.9.
Analyse des re´sultats - Comme pour l’analyse des re´sultats sur les jeux de donne´es des
scenarii 1 et 2, il est possible de de´finir une limite de bon fonctionnement de l’approche. En
effet, nous pouvons distinguer qualitativement deux comportements en dec¸a` et au dela` de la
valeur pd = 0.5. Lorsqu’en moyenne, au moins une observation sur deux est de´tecte´e (fausses
alarmes excepte´es), l’e´cart d’estimation d’une trajectoire n’exce`de pas 14%. A` l’inverse, pour
pd = 0.4 et pd = 0.3, ces e´carts atteignent respectivement 35% et 49%.
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Figure 4.8 – De haut-gauche a` bas-droit, scenarii de test comportant un taux variable de
de´tection des observations, pd = [0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9].
Figure 4.9 – Re´sultats de l’association de donne´es en termes de (a) nombre estime´ de trajec-
toires, (b) ICAR et (c) NCA.
La meˆme rupture est observable sur la mesure du taux d’associations correctes qui atteint
quasiment 70% a` pd = 0.5 alors que moins de la moitie´ des associations e´taient re´alise´es a`
pd = 0.4. De meˆme la mesure de l’ICAR passe en dessous des 15% a` pd = 0.5 et double pour
pd = 0.4.
Synthe`se des expe´rimentations - Pour chacun des trois scenarii, simulant respectivement
une grande densite´ de trajectoires, un taux important de fausses alarmes et un taux de de´tection
faible, des limites de fonctionnement ont pu eˆtre fixe´es, que nous re´sumons dans le tableau 4.4.
Les valeurs indique´es des trois mesures sont les valeurs maximales pour l’erreur d’estimation du
nombre de trajectoires (en notant |ω| le cardinal de la partition ω), les valeurs maximales pour
l’ICAR, et les valeurs minimales pour le NCA, toutes dans l’espace borne´ par les valeurs limites
du bon fonctionnement de la me´thode.
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Table 4.4 – Synthe`se des re´sultats sur les 3 jeux de donne´es.
Parame`tre Valeur limite Erreur de |ω| (%) NCA ICAR
Nombre de trajectoires 50 10.8 0.81 0.09
Taux de fausses alarmes 40 6.2 0.72 0.18
Taux de de´tection 0.5 13.6 0.69 0.15
Suite a` ces e´valuations synthe´tiques concluantes, nous de´crivons maintenant notre imple´men-
tation MCMCDA avec une prise en compte d’observations re´alistes audiovisuelles.
4.3 Vers le suivi multi-cibles audiovisuel
Notre approche MCMCDA se base pre´ce´demment sur un mode`le dynamique des cibles a`
suivre. Ainsi, seules les positions 2D dans le plan du sol des observations sont prises en compte
pour les associer ; leur association est donc base´e sur la seule cohe´rence spatiale. Nous inte´grons
ci-apre`s les signatures audiovisuelles vues aux chapitres 2 et 3.
Mode`le d’apparence - Un mode`le d’apparence est donc conside´re´ pour chaque cible, en plus
de son mode`le dynamique. Comme e´voque´ au chapitre 2, ces descripteurs sont issus des re´gions
image englobant les cibles. Il s’agit ici d’histogrammes HSV (pour  Hue Saturation Value )
contraints par les axes de syme´trie de la cible, comme de´taille´ en 2.2.2. La contribution majeure
de ce chapitre est l’inte´gration d’un mode`le d’apparence, non seulement visuel, mais e´galement
sonore, des cibles a` suivre, a` travers la signature de´crite en 2.1.3, sous forme de GMM sur des
MFCC. Nous cherchons ainsi a` robustifier la fusion des signatures sonores des cibles graˆce a`
l’assistance du traqueur MCMCDA.
4.3.1 Inte´gration des mode`les d’apparence
Dans un premier temps, nous nous inte´ressons a` l’inte´gration de la signature visuelle au sein
du MCMCDA. En effet, la position des de´tections visuelles peut eˆtre infe´re´e assez pre´cise´ment
alors que seule une estimation de la distance au microphone peut eˆtre extraite a` partir du flux
audio. L’information apporte´e par la vide´o est ainsi le socle sur lequel se greffe l’information issue
de l’audio. L’inte´gration des signatures doit ainsi maximiser la vraisemblance des trajectoires
portant une grande majorite´ d’observations appartenant a` la meˆme identite´ et minimiser les
autres.
4.3.1.1 Gestion des intermittences des signatures
Une trajectoire est compose´e d’observations extraites d’instants image non ne´cessairement
conse´cutifs, en cas de non-de´tection d’une ou plusieurs observations. Le traitement en logique
diffe´re´e permet de la prolonger jusqu’a` une observation future et son e´tat estime´ par le filtre
de Kalman est alors une suite de pre´dictions non mises a` jour. Dans le cas de suivi audiovisuel
nous pouvons alors distinguer 3 cas, en fonction des de´tections capture´es a` chaque instant :
— de´tection audiovisuelle de la cible, sa signature bimodale est donc disponible,
— de´tection visuelle et non de´tection sonore de la cible, seule la signature visuelle sera
conside´re´e,
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— non de´tection visuelle de la cible avec/sans de´tection sonore : l’e´tat estime´ est pre´dit a` par-
tir de l’e´tat pre´ce´dent, et seul le mode`le dynamique de la cible est employe´, e´ventuellement
renforce´ par sa signature sonore.
Dans le processus ite´ratif de la me´thode MCMC, un ensemble ω′ de trajectoires est propose´ et
compare´ au dernier ensemble accepte´ ω, et est accepte´ ou refuse´ en fonction de sa vraisemblance
aux observations P (ω′|Y ) par rapport a` celle de la partition courante P (ω|Y ). L’expression de
la vraisemblance des mode`les vide´o et audio doit ainsi eˆtre capable de ge´rer des comparaisons
d’observations he´te´roge`nes et possiblement multimodales (Eq. 4.20). Conside´rons yjt la j-ie`me
observation au temps t et λkAUD la signature audio associe´e a` la cible k. La log-vraisemblance
log
(
P
(
yjt |λkAUD
))
de l’appartenance de l’observation yjt en terme de signature audio a` la tra-
jectoire τk prenant ne´cessairement des valeurs ne´gatives, les observations uniquement visuelles
seront ne´cessairement favorise´es. De meˆme, les observations non de´tecte´es l’emporteront sur une
observation de´tecte´e et portant une signature visuelle. Afin de compenser les variabilite´s des
dimensions des mode`les d’apparence, l’inte´gration est alors re´alise´e a` travers le rapport de vrai-
semblance d’une observation a` une cible vs. un imposteur, ou la diffe´rence des log-vraisemblances
en e´chelle logarithmique :
log
(
P
(
yjt |λkAUD
))
− log
(
P
(
yjt |λUBMAUD
))
> 0 si yjt ∈ τk
< 0 si yjt /∈ τk
= 0 en l’absence de signature audio
(4.16)
log
(
P
(
yjt |λkV ID
))
− log
(
P
(
yjt |λUBMV ID
))
> 0 si yjt ∈ τk
< 0 si yjt /∈ τk
= 0 en l’absence de signature vide´o
(4.17)
ou` λUBMAUD est le mode`le du monde, de´taille´ en §2.1.3, mode´lisant la signature audio d’un
locuteur moyen, et par analogie λUBMV ID un mode`le visuel de l’apparence moyenne d’une personne.
La construction de ce dernier mode`le est de´taille´e par la suite.
4.3.1.2 Mode`le d’apparence visuel
Les mode`les audio et vide´o sont construits de manie`re similaire. Les scores de rapport de vrai-
semblance en e´chelle logarithmique pour l’audio ont e´te´ de´taille´s en 2.1.3, et nous reproduisons
la de´marche pour l’information vide´o.
Les e´valuations de l’association de donne´es sont re´alise´es en donne´es synthe´tiques, et nous
devons alors construire des mode`les d’apparence ge´ne´riques les plus proches de la re´alite´. Les
donne´es utilise´es sont issues des datasets ETHZ [Ess+08], relativement semblables a` nos donne´es,
et plus fournies. Le corpus, compose´ d’imagettes de 83 personnes, est scinde´ en ensemble de per-
sonnes cibles (un tiers, soit 28 personnes) et en mode`le du monde (deux tiers, soit 55 personnes).
Pour chaque cible du corpus d’apprentissage l’ensemble des imagettes correspondantes est lui
meˆme divise´ en corpus de de´veloppement (un tiers) et corpus de test (deux tiers). Les nombres
de cibles et d’images utilise´s sont re´sume´s dans le tableau 4.5.
Pour chaque individu du mode`le du monde, la signature vide´o telle que de´crite dans la
section 2.2.2 est extraite de chaque image et la moyenne de toutes les signatures (sous forme
d’histogrammes HSV) constitue la signature de la cible. La meˆme de´marche est re´alise´e pour
l’ensemble d’apprentissage du mode`le des cibles. Enfin, les signatures des images de l’ensemble
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Table 4.5 – Corpus utilise´ pour la construction des mode`les visuels
Mode`le du monde
Mode`le des cibles
Apprentissage Test
Nombre de cibles 55 28
Nombre d’images 2905 1275 677
de test sont extraites et nous les comparons aux diffe´rentes cibles a` l’aide de la distance de Bhat-
tacharyya. L’histogramme des distances aux bonnes cibles est illustre´ en bleu sur la figure 4.10
et l’histogramme des distances au mode`le du monde est illustre´ en rouge.
Figure 4.10 – Estimation d’un mode`le de distance d’une observation a` la bonne cible (courbe
bleue) et d’un mode`le de distance d’une observation a` une mauvaise cible (courbe rouge).
Si la distance de la signature d’une image test a` une cible du mode`le du monde (erreur de
re´identification) dWH(WH(I
k
test),CUBM ) (la notation WH se re´fe`re aux histogrammes ponde´re´es
”Weighted Histograms” par les axes de syme´tries, qui repre´sente la signature visuelle) a un com-
portement manifestement gaussien, la distance a` la bonne cible Ck (re´identification correcte)
dWH(WH(I
k
test),Ck) s’apparie plutoˆt a` une loi Beˆta. Nous ajustons alors deux densite´s de pro-
babilite´ en conse´quence.
dWH(WH(I
k
test),CUBM ) ∼ N (µUBM , σ2UBM ) (4.18)
dWH(WH(I
k
test),Ck) ∼ B(α, β) (4.19)
Les parame`tres estime´s des distributions prennent les valeurs suivantes : µUBM = 0.31,
σUBM = 0.07, α = 8.19, β = 57.25. La vraisemblance des observations s’exprime maintenant
comme suit :
P (Y|ω) =
|ω|∏
τ=τ1
|τ |∏
t=1
N (τ(t)|xt(τ), Bt(τ))︸ ︷︷ ︸
mode`le dynamique
× P (τ(t)|λ
τ
V ID)
P (τ(t)|λUBMV ID )︸ ︷︷ ︸
mode`le d’apparence
(4.20)
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4.3.1.3 E´valuations quantitatives
Afin d’e´valuer l’apport de l’inte´gration d’un mode`le d’apparence, les expe´riences re´alise´es en
section 4.2 sont reproduites en utilisant les meˆmes jeux de donne´es synthe´tise´es, pour les trois
scenarii comportant respectivement une grande densite´ de trajectoires, un taux e´leve´ de fausses
alarmes et un faible taux de de´tection. L’e´valuation quantitative des performances est effectue´e
a` l’aide des trois me´triques pre´ce´dentes : nombre estime´ de trajectoire, taux d’associations in-
correctes par rapport aux associations correctes, et taux d’associations correctes re´alise´es.
Les re´sultats sont illustre´s sur figure 4.11 (a)-(c) pour le sce´nario faisant varier le nombre
de trajectoires, figure 4.11 (d)-(f) pour le sce´nario faisant varier le taux de fausses alarmes, et
figure 4.11 (g)-(i) pour le sce´nario faisant varier le taux de de´tection. Les performances pour le
MCMCDA avec dynamique seule sont repre´sente´es par les courbes bleues et les performances
pour le MCMCDA enrichi du mode`le d’apparence sont repre´sente´s par les courbes rouges.
Analyse des re´sultats - On note d’emble´e la re´duction sensible du taux d’associations incor-
rectes dans les trois scenarii ; pour rappel, ceci constituait notre priorite´. Le crite`re ICAR du pre-
mier sce´nario, en figure 4.11 (b), dans la limite de fonctionnement de´finie (K = 50), atteint 0.02
en valeur maximale avec l’inte´gration du mode`le d’apparence, contre presque 0.1 sans. Le gain est
encore plus notable dans le deuxie`me sce´nario, en figure 4.11 (e), ou` cette mesure subissait une
croissance exponentielle qui disparaˆıt totalement, avec l’ajout du mode`le d’apparence : elle est
alors borne´e a` 0.09. Enfin, la meˆme ame´lioration est visible dans le dernier sce´nario, en figure 4.11
(h), : l’approche MCMCDA avec apparence conserve un taux d’associations incorrectes bien plus
faible qu’a` l’aide d’un mode`le dynamique seul, notamment a` des taux de de´tection pd des ob-
servations faibles : ICARMCMCDA(pd = 0.3) = 0.39 et ICARMCMCDA+Vid(pd = 0.3) = 0.09.
Ce gain en pre´cision s’accompagne e´galement d’une ame´lioration du rappel avec l’inte´gration
d’un mode`le d’apparence au MCMCDA. Le score NCA, i.e. le taux d’associations correctes
re´alise´es, subit une nette augmentation dans le premier sce´nario, visible sur la figure 4.11 (c) :
pour une densite´ de trajectoires maximales, 100 trajectoires dans la re´gion R, plus de 85% des
associations sont re´alise´es contre 70% en exploitant seulement le mode`le dynamique des cibles.
Dans la zone de fonctionnement, jusqu’a` K = 50, ce score s’e´le`ve a` 90% pour un MCMCDA
avec mode`le d’apparence, contre 81% sans. Dans le deuxie`me sce´nario, en figure 4.11 (f), ce
score be´ne´ficie d’un gain d’environ 10% des valeurs minimales dans les limites de la zone de
fonctionnement. Ainsi nous avons : NCAMCMCDA(λbV = 40) = 0.72 et NCAMCMCDA+Vid(λbV =
40) = 0.82. Cependant, pour des valeurs e´leve´es du taux de fausses alarmes, nous observons la
meˆme chute de ce score, aussi bien avec des mode`le d’apparence, que sans. Dans le dernier
sce´nario, en figure 4.11 (i), l’exploitation d’un mode`le d’apparence apporte un gain modeste de
2% a` 5% dans la zone de fonctionnement (a` partir d’un taux d’observations de´tecte´es pd = 0.5).
L’estimation du nombre de trajectoires dans la partition ne tire pas parti en revanche de
l’ajout du mode`le d’apparence. Dans le premier sce´nario, en figure 4.11 (a), les deux approches
produisent des re´sultats similaires et dans le deuxie`me, l’e´cart au nombre de trajectoires s’est
meˆme amplifie´, passant de 6.2% maximum dans la zone de fonctionnement a` 14.2% en valeur
maximale. Enfin, cet e´cart est le´ge`rement re´duit dans le troisie`me sce´nario, sur la figure 4.11 (g),
ou` son maximum dans la zone de fonctionnement atteint 7.4% contre 13.6% avec une approche
n’exploitant que le mode`le dynamique.
Synthe`se : L’inte´gration d’un mode`le d’apparence au MCMCDA a prouve´ sa pertinence en
ame´liorant fortement la pre´cision de sa partition et en proposant des gains inte´ressants en terme
de rappel, dans les trois cas de figure e´tudie´s : variations successives du nombre de trajectoires,
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Figure 4.11 – Comparaison des re´sultats de l’approche MCMCDA avec mode`le dynamique seul
(courbes bleues) et en ajoutant un mode`le d’apparence visuel (courbes rouges).
du taux de fausses alarmes et du taux de de´tection des observations. Les re´sultats quantitatifs
sont synthe´tise´s dans le tableau 4.6. Pour chaque score (note´ ./.), la premie`re valeur correspond
au score donne´ par le MCMCDA initial, et la seconde par le MCMCDA avec ajout du mode`le
d’apparence. En reprenant la nomenclature du tableau 4.4, les valeurs indique´es des trois mesures
sont les valeurs maximales pour l’erreur d’estimation du nombre |ω| de trajectoires et l’ICAR,
et les valeurs minimales pour le NCA, toutes dans l’espace borne´ par les valeurs limites du bon
fonctionnement de la me´thode.
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Table 4.6 – Synthe`se des re´sultats sur les 3 jeux de donne´es
Parame`tre Valeur limite Erreur de |ω| (%) NCA ICAR
Nombre de trajectoires 50 10.8/13.7 0.81/0.90 0.09/0.02
Taux de fausses alarmes 40 6.2/14.2 0.72/0.82 0.18/0.06
Taux de de´tection 0.5 13.6/7.4 0.69/0.74 0.15/0.05
4.3.2 Inte´gration des signatures audio
Les e´valuations pre´ce´dentes ont de´montre´ l’apport global de mode`les d’apparence visuelle
dans l’algorithme MCMCDA sur les jeux de donne´es relatifs aux trois sce´narios. L’e´tude porte
ici sur les gains induits par l’ajout de signatures sonores des cibles. Cette de´marche est motive´e
par le caracte`re intermittent des deux modalite´s et de leur possible comple´mentarite´. En effet
l’absence de de´tection vide´o et audio n’auront pas les meˆmes causes (e.g. occultation pour la
vide´o, interruption du discours pour l’audio) et n’interviendront pas ne´cessairement aux meˆmes
instants.
Le challenge du signal audio re´side dans l’absence de localisation pre´cise des locuteurs.
Comme e´voque´ au chapitre 3, l’information spatiale disponible est la distance estime´e de la
source sonore au microphone. Dans le cas mono-cible la fusion audiovisuelle s’appuyait sur la
cohe´rence et la compatibilite´ spatiale des percepts audio et vide´o a` chaque instant t. Dans le cas
multi-cibles, afin de lever les ambigu¨ıte´s des identite´s des trajectoires la fusion s’appuie sur la
compatibilite´ spatio-temporelle des de´tections audio et vide´o sur toute la feneˆtre d’observation.
La fusion est alors se´quence´e comme suit :
1. Ge´ne´ration de la partition ω(i) a` l’ite´ration i de l’algorithme MCMC,
2. Recherche des associations audiovisuelles candidates a` chaque instant t par l’e´tude de
leur cohe´rence et compatibilite´ spatiale,
3. Association des identite´s sonores et visuelles par couple majoritaire.
La gestion des intermittences audio et vide´o a e´te´ e´voque´e en de´but de section, pour lesquelles
3 cas ont e´te´ isole´s en fonction de la pre´sence ou l’absence d’information sonore et visuelle.
Conside´rons une trajectoire, repre´sente´e sur la figure 4.12 par la ligne continue orange. Elle est
initie´e au temps t = 1 et se poursuit jusqu’a` t = 7.
La construction de cette trajectoire s’appuiera sur les observations pre´sentes aux temps
t = [1, 2, 3, 6, 7], repre´sente´es dans les cercles au contour orange. Les observations aux temps
t = 4 et t = 5 ne sont elles pas de´tecte´es, ainsi leurs e´tats sont pre´dits par le filtre de Kalman
aux positions repre´sente´es par des croix oranges. En paralle`le des de´tections audio sont pre´sentes
aux temps t = [2, 3, 4, 5, 6] pour lesquelles la distance au microphone peut eˆtre extraite. Les
possibles associations audiovisuelles sont repre´sente´es par les cercles noirs. Les IDs audiovisuelles
(IDτVID, ID
τ
AUD) peuvent alors eˆtre de´termine´es par occurrence majoritaire respective dans la
trajectoire :
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Figure 4.12 – Principe d’inte´gration des signatures audiovisuelles dans le suivi d’une trajectoire
IDτVID = argmaxi
∑
idvid
idvid = i
 (4.21)
IDτAUD = argmaxi
∑
idaud
idaud = i
 (4.22)
Les identite´s respectivement sonores et visuelles les plus re´currentes sont alors verrouille´es et
forment la signature audiovisuelle de la cible traque´e. La vraisemblance P (Y|ω) des observations
respectant le couple (IDτVID, ID
τ
AUD) s’exprime alors en fonction du mode`le dynamique des cibles
et des signatures visuelle et sonore :
P (Y|ω) =
|ω|∏
τ=τ1
|τ |∏
t=1
N (τ(t)|xt(τ), Bt(τ))︸ ︷︷ ︸
mode`le dynamique
× P (τ(t)|λ
τ
V ID)
P (τ(t)|λUBMV ID )︸ ︷︷ ︸
mode`le visuel
× P (τ(t)|λ
τ
AUD)
P (τ(t)|λUBMAUD )︸ ︷︷ ︸
mode`le sonore
(4.23)
4.3.2.1 E´valuations du verrouillage des signatures audiovisuelles
Dans le chapitre 3, nous avons introduit une me´thode d’association des signatures sonores
et visuelles d’un individu par leur cohe´rence spatiale : a` un instant t, si la distance euclidienne
minimale entre deux de´tections he´te´roge`nes est infe´rieure a` un seuil de tole´rance, les deux si-
gnatures sont verrouille´es. Cette association est re´alise´e sous l’hypothe`se d’absence d’ambigu¨ıte´s
entre identite´s : un unique couple de signatures est pre´sent dans la zone de verrouillage. Si cette
hypothe`se est valide dans un contexte mono-cible, elle est non applicable en contexte multi-cibles
de`s lors que des individus se croisent ou sont trop proches les uns des autres.
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La mise en place d’un suivi multi-cibles permet alors d’effectuer ce verrouillage de manie`re
isole´e, trajectoire par trajectoire, et ainsi de le traiter de manie`re similaire au cas mono-cible. Le
proble`me s’apparentant a` de la classification, nous e´valuerons l’association en terme de pre´cision
(rapport du nombre de bons couples d’observations cre´e´s au nombre total de couples cre´e´s) et
de rappel (rapport du nombre de bons couples d’observations cre´e´s au nombre total de vrais
couples possibles). Afin de valider l’apport du suivi, nous comparons la me´thode d’association
avec celle introduite dans le chapitre 3, qui n’utilise que la cohe´rence et compatibilite´ spatiale
des observations. Si plusieurs couples sont candidats dans le meˆme voisinage, le choix est tire´
ale´atoirement parmi eux.
E´valuations quantitatives de classification - Le protocole expe´rimental des sessions
pre´ce´dentes est reproduit a` l’identique, mais seul le sce´nario 3, faisant varier le taux de de´tection
des observations visuelles est e´value´. En effet l’information audio propose de renforcer la vrai-
semblance des trajectoires aux instants de non-de´tection visuelle. En revanche son apport est
ne´gligeable si l’observation est de´tecte´e visuellement, l’information vide´o e´tant localisable bien
plus pre´cise´ment. Nous ne nous inte´ressons alors qu’a` des taux de de´tections pd < 1. Nous
e´valuons ci-apre`s le verrouillage des identite´s visuelles et sonores au niveau de l’ensemble des ob-
servations en terme de pre´cision ( combien de verrouillages corrects parmi tous les verrouillages
re´alise´es ? ) et de rappel ( combien de verrouillages corrects parmi tous les verrouillages qu’il
est possible de re´aliser ? ). Les re´sultats sont illustre´s en figure 4.13.
Figure 4.13 – Re´sultats d’associations audiovisuelles, en terme de pre´cision et de rappel,
avec/sans suivi multi-cibles.
Les crite`res rappel et pre´cision oscillent entre 0.3 et 0.4, quel que soit le taux de de´tection.
En revanche, a` partir d’un taux de de´tection de 0.6, environ 70% des associations sont re´alise´es
en s’appuyant sur le suivi multi-cibles. En outre, aux taux de de´tection les plus faibles, la
pre´cision des associations approche 0.5 et atteint 0.8 aux taux les plus e´leve´s, marquant un gain
de pre´cision de 0.5 par rapport a` la strate´gie sans suivi multi-cibles. ces e´valuations valident
de´finitivement la plus-value du MCMCDA pour associer les signatures audiovisuelles.
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4.3.2.2 E´valuations du suivi multi-cibles audiovisuel
Le verrouillage des signatures audiovisuelles et leur inte´gration dans le calcul de la vraisem-
blance de la partition propose´e sont re´alise´es en paralle`le, a` chaque ite´ration de l’algorithme
MCMC. Nous avons de´montre´ ci-dessus l’efficacite´ du traqueur pour le verrouillage, et nous
e´tudions ici sa plus-value pour la taˆche de suivi donc eu e´gard aux me´triques MOT.
Le protocole expe´rimental de´crit en §4.2.3.3, faisant varier le taux de de´tection des observa-
tions, est utilise´ pour e´valuer l’apport de l’inte´gration de la signature audiovisuelle de la cible.
A` titre de comparaison et afin d’identifier les limites de l’approche, les performances du syste`me
sont compare´es avec celles de l’approche n’utilisant que le mode`le dynamique et la signature
vide´o, ainsi qu’avec un syste`me simule´ avec mode`le dynamique, signature vide´o et audio, et
dont les positions dans le plan du sol des observations audio (xaud, yaud) seraient connues par
l’ajout d’un deuxie`me microphone, par triangulation. Les re´sultats en terme de MOTA (”Mul-
tiple Object Tracking Accuracy”) sont illustre´s figure 4.14.
Figure 4.14 – Crite`re MOTA : MCMCDA+signature visuelle avec/sans signature audio (confi-
gurations a` 1 ou 2 microphones).
Un premier constat face a` ces re´sultats est l’absence de gain apporte´ par l’information audio,
dans la configuration a` un microphone, par rapport au MCMCDA avec uniquement la signature
vide´o. En revanche, l’ajout d’un second microphone, en contraignant les localisations des obser-
vations audio, ame´liore les performances du traqueur. Nous avons ainsi quantifie´ la plus-value
induite par des de´tections sonores plus pre´cises.
Concernant l’information visuelle, la signature associe´e est discriminante sous hypothe`se
que les apparences vestimentaires des cibles perc¸ues sont diffe´rentes. Il nous a semble´ oppor-
tun d’e´valuer en levant cette hypothe`se, donc de reproduire l’expe´rimentation pre´ce´dente sans
signature visuelle. Les re´sultats sont illustre´s en figure 4.15.
Pour une configuration a` un microphone, l’ajout de la signature audio dans le MCMCDA est
peu probant et illustre ici encore la ne´cessite´ d’une meilleure localisation audio pour obtenir des
gains significatifs (> 5%). Ces e´valuations quantitatives (statistiques) sont comple´te´es ci-apre`s
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Figure 4.15 – Crite`re MOTA : MCMCDA seul vs. MCMCDA avec signature audio (configura-
tions a` 1 et 2 microphones).
par une analyse qualitative donc sur des cas pratiques.
4.3.2.3 Analyse qualitative avec ambigu¨ıte´s visuelles
La signature audio permet, dans certaines situations e´videntes, de robustifier le maintien
des IDs des cibles. Conside´rons, par exemple, le sce´nario suivant : deux cibles avec signatures
visuelles similaires, qui se rapprochent puis s’e´loignent. De manie`re instinctive, deux hypothe`ses
de partitions peuvent eˆtre sugge´re´es : une correcte, maintenant l’identite´ des deux cibles et une,
incorrecte, les intervertissant leurs IDs. Le sce´nario est illustre´ en (a) sur la figure 4.16, et les
partitions propose´es en (b) et (c), respectivement correctes et incorrectes.
Nous e´valuons alors les composantes des vraisemblances, exprime´es en Eq. 4.23, de ces deux
hypothe`ses de partitions. Celles-ci sont liste´es dans le tableau 4.7.
Table 4.7 – Vraisemblance des partitions avec/sans ID Switch.
Log-vraisemblance Partition correcte Partition incorrecte
Mode`le dynamique -35.8 -28.8
Signature audio 52.9 20.4
Mode`le dynamique + audio 17.1 -8.4
Le mode`le dynamique seul dans ce sce´nario e´choue a` distinguer la meilleure partition. En
effet la partition incorrecte est tout a` fait probable d’un point de vue dynamique, et a meˆme
une vraisemblance plus e´leve´e que la partition correcte, les cibles effectuant un virage, plus
contraignant qu’une trajectoire rectiligne dans un mode`le de vitesse constante. L’information
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Figure 4.16 – Sce´nario avec deux cibles induisant des observations ambigue¨s en (a), et deux
propositions de partition, correcte en (b) et une incorrecte avec changement ID en (c).
audio contenue dans chaque trajectoire permet en revanche de relever la vraisemblance de la
partition correcte et ainsi de lever l’ambigu¨ıte´ des identite´s.
En pratique, dans le processus MCMC, ce cas s’apparente a` l’hypothe`se d’un mouvement
d’interversion. L’hypothe`se d’interversion de la partition incorrecte a` la partition correcte sera
alors valide´e uniquement en tenant compte de l’information apporte´e par les signatures sonores
des cibles, la diffe´rence des log-vraisemblances e´tant positive.
Conclusion
Les strate´gies d’associations audiovisuelles pre´sente´es au chapitre 3 sont logiquement
inope´rantes dans le cas multi-cibles. En effet, elles sont base´es sur la seule cohe´rence spatiale
a` l’instant courant. En contexte multi-cibles, nous avons propose´ un traqueur MOT ge´rant les
signatures sonores et visuelles des cibles.
Inspire´e d’une me´thode employant des me´thodes MCMC pour re´aliser l’association de donne´es
(MCMCDA) en utilisant un simple mode`le dynamique des cibles a` suivre, nous avons inte´gre´ les
signatures des personnes au cœur du processus. L’association de donne´es est re´alise´e en logique
diffe´re´e, en estimant la vraisemblance d’une partition des observations, soit leur re´partition en
trajectoires ou en fausses alarmes. Cette vraisemblance est enrichie par les signatures audio et
vide´o, et ces dernie`res sont dans le meˆme temps associe´es en utilisant leur cohe´rence et compa-
tibilite´ spatio-temporelle sur un horizon temporel pour agre´ger un maximum d’information.
Des e´valuations ont e´te´ re´alise´es sur donne´es synthe´tiques, en simulant plusieurs scenarii,
comportant respectivement une grande densite´ de trajectoires, un taux e´leve´ de fausses alarmes
et un taux variable de de´tection des observations. L’inte´gration d’une signature visuelle des
cibles filtre efficacement un grand nombre de fausses associations, et le me´canisme d’association
des signatures audiovisuelles tire clairement parti du traqueur imple´mente´. En cas de signature
visuelle de´ficiente (veˆtements de meˆme couleur), le pouvoir de disambiguation de la signature
audio s’observe plutoˆt via une analyse qualitative et intuitive, certes e´bauche´e ici, sur des cas
particuliers, donc statistiquement peu rencontre´es. La plus-value quantitative de la signature au-
dio est notable pour une configuration e´tendue a` plusieurs microphones i.e. pour une localisation
plus pre´cise des sources sonores.
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Notons enfin que le traqueur MOT ame´liore ses performances (MOTA) si on inte`gre notre
me´canisme d’association de signature multimodale. En d’autres termes, cette strate´gie de ve-
rouillage de signatures et le traqueur par MCMCDA se bonifient mutuellement.
Conclusion
Synthe`se de nos travaux
Les travaux pre´sente´s dans ce manuscrit se sont focalise´s sur l’apprentissage de signatures
audiovisuelles de cibles transitant dans le champ de vue et d’e´coute, respectivement de came´ras
et de microphones ambiants installe´s de manie`re e´parse. Cette caracte´risation non nominative de
l’identite´ sonore et visuelle d’un individu constitue la brique atomique de son activite´ en terme
d’interactions avec ses semblables et avec les infrastructures du baˆtiment occupe´. Rester a` une
description bas niveau de l’activite´ favorise ainsi son inte´gration dans l’ope´ration neOCampus,
a` large e´chelle et pluridisciplinaire, dans laquelle s’inscrivent nos travaux de the`se.
La proble´matique de cette the`se s’est distingue´e par son caracte`re novateur : les ge´ne´rations
dans notre contexte de signatures visuelles d’une part, et sonores d’autre part ne constituent en
elles-meˆme pas une contribution, mais le verrouillage, soit l’association correcte des deux moda-
lite´s correspondant a` la meˆme cible, repre´sente un de´fi important et peu traite´ dans des contextes
de capteurs ambiants et e´pars. L’absence de corre´lation entre les signatures sonores et visuelles a
impose´ de les associer par localisation des observations sources. Cependant l’instrumentalisation
bas couˆt de la salle d’acquisition ne permet pas d’appliquer les approches classiques de locali-
sation de sources sonores, qui exploitent ge´ne´ralement des indices multi-auraux. Une nouvelle
estimation spatiale d’une source sonore en mono-canal a du ainsi eˆtre investigue´e. L’approche de
verrouillage audiovisuel propose´e a montre´ son efficacite´ dans le cas mono-cible, ou lorsque les
cibles sont spatialement tre`s distinctes, mais a atteint ses limites sur des scenarii multi-cibles,
donc comportant de nombreuses ambigu¨ıte´s d’association audio-vide´o.
Le manuscrit a e´te´ structure´ en 4 chapitres. Le chapitre 1 a pre´sente´ les me´thodes de l’e´tat
de l’art les plus courantes en reconnaissance de locuteurs et en re´-identification visuelle de
personnes, ces taˆches e´tant respectivement responsables de la ge´ne´ration d’une signature sonore
et d’une signature visuelle de la cible. Nous avons ainsi justifie´ le choix des me´thodes, outils,
bases de donne´es et me´triques d’e´valuations utilise´es. Ceux-ci ont e´te´ juge´s pertinents eu e´gard a`
notre contexte applicatif. Ainsi, la signature sonore d’un locuteur est mode´lise´e par un syste`me
GMM-UBM construit sur un vecteur de coefficients cepstraux, architecture traditionnelle en
reconnaissance de locuteurs, et adapte´e a` la nature relativement simple des donne´es traite´es. La
signature visuelle de la cible s’appuie, quant a` elle, sur une accumulation de descripteurs locaux
ponde´re´s par les axes de syme´trie de la silhouette de la cible, suivant une approche tre`s populaire
et performante de la litte´rature, qui ne ne´cessite en outre pas de calibration au pre´alable.
Le chapitre 2 a e´te´ consacre´ a` la description et a` l’e´valuation des e´le´ments constitutifs des
chaˆınes de ge´ne´ration des signatures. En vide´o, la de´tection visuelle de personnes a e´te´ re´alise´e
par l’approche ACF, eu e´gard a` la litte´rature de´die´e et aux e´valuations sur des bases de donne´es
publiques ; la partie descripteur a e´te´ re´duite a` l’extraction d’histogrammes HSV, sous ensemble
de l’approche se´lectionne´e au chapitre 1, gagnant ainsi en couˆt calculatoire ; l’appariement a e´te´
effectue´ par la distance de Bhattacharyya. Coˆte´ sonore, la de´tection d’activite´ vocale a e´te´ re´alise´e
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par l’analyse de la modulation de l’e´nergie a` 4 Hertz. Contrairement a` la vision, les bases de
donne´es couramment utilise´es en audio ne correspondait pas a` notre contexte applicatif et nous
avons alors construit des jeux de donne´es audiovisuels simples et controˆle´s (peu de locuteurs,
de´placements sce´narise´s) sur lesquels nous avons valide´ les diffe´rentes briques de notre syste`me.
Le chapitre 3 pre´sente deux strate´gies de verrouillage audiovisuel de signatures. La locali-
sation pre´cise des sources n’e´tant pas re´alisable avec l’instrumentation de la pie`ce, nous avons
dans un premier temps extrait un indice de proximite´ d’une source sonore a` un microphone base´
sur le taux de signal de parole a` la re´verbe´ration de la pie`ce (SRMR). Cet indice, couple´ a` un
indice visuel similaire de proximite´, exprime´ comme l’inverse de la distance euclidienne entre
l’observation et le microphone, permet de de´finir des zones de verrouillage ( lock ) audiovisuel
centre´ sur le microphone. Les identite´s sonores et visuelles d’un couple d’observations audio et
vide´o se situant conjointement dans cette zone pourront alors eˆtre fusionne´es. Ces zones sont
cependant peu larges, mais une installation judicieuse des microphones dans la pie`ce peut maxi-
miser leur exploitation. La seconde strate´gie de fusion s’appuie sur une estimation de la distance
source-microphone a` l’aide d’une combinaison line´aire du SRMR et de l’e´nergie du signal. La
combinaison ide´ale de ces parame`tres pour l’estimation de la distance est obtenue par l’analyse
canonique des corre´lations (ACC). Ainsi, une observation visuelle et une observation sonore sont
cohe´rentes et compatibles spatialement si l’estimation respective de la distance au microphone
est suffisamment proche : elles peuvent alors eˆtre associe´es.
Le chapitre 4 e´tend la deuxie`me strate´gie de fusion au cas multi-cibles. Cette strate´gie n’est
plus applicable directement, le nombre d’ambigu¨ıte´s d’association croissant avec le nombre et
la densite´ des cibles. Nous nous sommes alors inte´resse´s au proble`me du suivi multi-cibles pour
assister cette fusion. Nous avons fait le choix d’utiliser une me´thode de suivi probabiliste en
logique diffe´re´e, afin de maximiser l’information traite´e (la contrainte de temps re´el n’e´tant pas
requise). Nous avons ainsi entie`rement imple´mente´ l’algorithme MCMCDA qui re´alise l’asso-
ciation de donne´es (cre´ation et gestion de trajectoires a` partir des observations) par processus
MCMC. Des partitions ale´atoires (ensemble des trajectoires) sont propose´es ite´rativement et
sont accepte´es ou refuse´es selon leur vraisemblance aux observations. Cette suite converge alors
vers la partition optimale. L’imple´mentation a e´te´ valide´e sur des donne´es synthe´tiques simu-
lant des scenarii pre´sentant respectivement un grand nombre de trajectoires, un taux e´leve´ de
fausses alarmes, et un taux de de´tection des observations faible. Nous avons ensuite propose´
une inte´gration des signatures audio et vide´o, en ge´rant leurs intermittences possibles, dans le
calcul de la vraisemblance de la partition. Cette inte´gration profonde permet alors d’associer
les identite´s a` l’e´chelle de chaque trajectoire, filtrant ainsi les ambigu¨ıte´s provoque´es par les
autres cibles. Cette fusion audiovisuelle assiste´e par suivi multi-cibles surpasse alors, en terme
de pre´cision et de rappel, la me´thode de fusion initiale. L’inte´gration de la signature visuelle
dans le suivi a e´galement grandement ame´liore´ ses performances, notamment sur la re´duction
des associations incorrectes d’observations dans les trajectoires. L’inte´gration de la signature
audio seule offre des gains quantitatifs moins marque´s mais peut toutefois se re´ve´ler efficace
pour lever certaines ambigu¨ıte´s visuelles dans des contextes pre´cis.
Ouverture et perspectives
Ces travaux se situent au croisement de deux communaute´s Vision et Audio, et donc de
nombreuses proble´matiques apparaissent : re´-identification de personnes, reconnaissance de lo-
cuteurs, suivi multi-cibles, localisation de sources sonores. Ce positionnement le´ge`rement en
marge de ces the´matiques ont confe´re´ aux travaux un caracte`re exploratoire, et nous avons e´te´
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ainsi re´gulie`rement confronte´ a` la difficulte´ du manque de cadre standard d’e´valuation et de
donne´es.
Perspectives a` court terme
Afin de valider l’efficacite´ de nos me´thodes nous avons eu recours a` nos propres acquisitions
pour les chapitres 2 et 3, et a` des donne´es purement synthe´tiques dans le chapitre 4. Si celles-
ci s’appuient certes sur des signatures re´elles, l’e´tape suivante est de re´aliser une campagne
d’acquisition et d’e´valuer les performances des diffe´rents outils pre´sente´s dans cette the`se dans
un environnement humain multi-cibles. Nous avons ainsi re´alise´ des acquisitions audiovisuelles a`
plus grande e´chelle, dans le baˆtiment ADREAM du LAAS-CNRS, avec les spe´cificite´s suivantes :
— Instrumentation :
• 3 came´ras Point Grey Blackfly calibre´es, enregistrement a` 8 images par secondes,
• 2 microphones MXL AC-404, enregistrement mono a` 16 kHz, 16 bits,
— 3 sessions de 30 minutes,
— 1  enseignant  par session et entre 6 et 11  e´tudiants .
Chacune des trois sessions simule une situation pe´dagogique :
— un Cours Magistral (CM),
— des Travaux Dirige´s (TD),
— des Travaux Pratiques (TP).
Les comportements des usagers pre´sentent alors de grandes variabilite´s inter-sessions : en
CM, l’activite´ est re´duite a` l’enseignant, en TD certaines interactions s’e´tablissent (passage au
tableau, e´changes en binoˆmes) et en TP tous les usagers interagissent de manie`re plus chaotique.
Des exemples des images extraites des came´ras sont pre´sente´s sur le figure 1 : en (a) la came´ra
1 dans le sce´nario CM, en (b) la came´ra 2 pendant le sce´nario TD, en (c) la came´ra 3 pendant
le sce´nario TP.
Figure 1 – E´chantillons visuels du jeu de donne´es en sessions CM (a), TD (b) et TP (c).
Les vide´os ont e´te´ annote´es manuellement a` l’aide de l’outil collaboratif VATIC 15 ( Video
Annotation Tool from Irvine, California ) qui permet de propager aise´ment les boˆıtes englo-
bantes des personnes a` travers les trames tout en conservant leur ID. La ve´rite´-terrain audio,
en termes de de´tection d’activite´ vocale et de locuteurs, a e´te´ re´alise´e a` l’aide du logiciel libre
15. http://carlvondrick.com/vatic/
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Audacity 16. Nous pre´voyons de mettre rapidement ces donne´es a` disposition de la communaute´
scientifique. A` notre connaissance, il n’existe pas de bases publiques e´quivalentes dans la com-
munaute´.
Perspectives a` moyen et long termes
Une fois les outils valide´s sur des donne´es re´elles, une interpre´tation plus haut niveau pourrait
eˆtre envisage´e. Nous nous sommes focalise´s dans ces travaux sur des briques atomiques qui
de´finissent les de´placements des usagers d’une pie`ce et leur signature audiovisuelle. Dans notre
contexte pe´dagogique, ces indices pourraient eˆtre transpose´s a` l’identification de concepts plus
haut niveau, de la typologie des interactions pour aider a` la caracte´risation des activite´s. A` titre
d’exemple ces interactions pourraient permettre d’identifier le roˆle de chaque usager dans la
sce`ne (enseignant, e´tudiant) ou encore la nature du cours dispense´ (CM, TD, TP).
Enfin il est possible d’envisager une mise a` l’e´chelle progressive de ces outils. Nous avions
e´mis dans nos travaux l’hypothe`se d’un environnement ferme´, car nous nous sommes restreints
a` une salle pe´dagogique, et a` des couples de came´ras microphones. La mise a` l’e´chelle peut
alors intervenir a` deux niveaux : (i) par l’ajout de nouveaux types de capteurs dans le re´seau,
et l’e´valuation de la modularite´ de ce re´seau et de son aspect  plug and play , ainsi que (ii)
par l’inte´gration de la topologie du re´seau de capteurs lors de la mise a` l’e´chelle de ces outils
a` l’e´chelle d’un baˆtiment, permettrait de faire transiter les signatures dans le re´seau et ainsi
e´tendre la de´tection de l’activite´ des usagers dans l’ensemble du baˆtiment.
16. https://audacity.fr/
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