ABSTRACT Fog computing is a disruptive technology in the big data analytics area. Smartphone users and organizations use cellular services, which can support decision-making in disaster scenarios with the data that have been collected. Nevertheless, the regular communication infrastructure can be damaged by disasters. NTT provided an easily deployable solution to construct an emergency communication network (ECN), but ECNs are slow at propagating big data due to their limited transmission capabilities. One major issue is efficiently integrating data processing in the ECN to realize effective data processing and transmission in disaster scenarios. In this paper, we present-a detailed mathematical model to represent data processing and transmission in an ECN fog network; an NP-hard proof for the problem of optimizing the overall delay; and a novel algorithm to minimize the overall delay for wirelessly-networked disaster areas that can be run in real-time. We evaluated the systems across various transmission speeds, processing speeds, and network sizes. We also tested the calculation time, accuracy, and percent age error of the systems. Through evaluation, we found that the proposed disaster area adaptive delay minimization (DAADM) algorithm showed to have a reduced overall delay over various network sizes when compared with some conventional solutions. The proposed DAADM algorithm matched the curve of the genetic algorithm (GA), even if its results did not yield delays as small as the GA. The DAADM had one major advantage over the GA which was the processing time, which allows the DAADM to be implemented in a real-time system, where a GA solution would take far too much time.
a significant advantage to get processing done before the data is sent to the server.
To address the latency issues, fog computing [2] provided a high-efficiency platform for task scheduling between cloud and edge devices, such as access points or base stations, which are available for nearby users. The proposed original computing paradigm from [2] was able to support distributed edge servers with a number of nodes that are able to process independently but still utilize a major cloud destination. Edge computing would greatly decrease the burden on the cloud, as well as reduce the overall delay of the network.
According to [3] and [4] task offloading is presented as the main research issue in fog computing systems. Nevertheless, these papers' proposed concept focuses on data transmission more than data processing. The proposal is unsatisfactory in an emergency communication network due to the bandwidth constraints. Additionally, in task distribution circumstances, it is extremely complicated if we treat each smartphone as an element unit when collecting data from a multitude of smartphones.
Another major research challenge in ECNs is rapidly delivering related information, because the data right after a disaster can sometimes be critical for life. A rapid and flexible disaster recovery network is required because traffic loads can change unpredictably [5] . A truly flexible network is able to take full advantage of all resources in real-time after the loads change.
To this end, in our previous work [6] , we introduced a big data processing scheme based on WNDA systems. To promptly reconstruct the emergency communication network, we have utilized MBSs to support recovery of network service in a disaster area. Mobile devices send the data to an MBS in the beginning. Second, the percentage of data to be processed will be determined locally by each MBS. Then, the residual data will be transferred to the next MBS until it arrives at the cloud center. The previous paper solved this problem using a genetic algorithm (GA), which was quite slow. In order to minimize the overall delay for the network, we demonstrated an efficient architecture and an adaptive algorithm for idealistic computation, which determines the data processing ratios for each node that would yield the minimal overall delay for the fog system.
Hence, we propose a real-time algorithm which can minimize the overall system delay while considering big data analysis and transmission in a real-time manner. It is our goal to reduce the processing speed incurred by the genetic algorithm solution, and still maintain a result that has lower or equal latency, when compared to conventional algorithms, such as Fog [2] and Cloud [7] Computing. It is key to have better results than the conventional algorithms, otherwise, there is no reason to implement an adaptive one.
We attempt to minimize the effect that each node has on the system delay. One important aspect of each algorithms' efficacy is its calculation time. The current conventional methods (fog and cloud) determine the data processing ration before run-time and will not adapt to changes in transmission speed and processing speed, but at least they will not hold the system up trying to calculate how much data to process. Genetic algorithms, such as in [8] , will yield a final solution that will minimize the system's delay, but they may take more time to determine the final solution than the saved delay resulting from the calculations. Thus, our proposed algorithm will attempt to get better results, in particular, be able to adapt to high and low processing and transmission rates, but not require a large amount of processing power, which is feasible with a simple calculation.
The main contributions of this paper are summarized as follows:
• We developed an MBS-based wireless network model that considers real-time computations for big data collection and analysis. The problem model is demonstrated to be a non-deterministic polynomial-time hardness (NP-Hard) problem.
• We propose an adaptive algorithm for fog-layer big data analysis which determines the data processing ratio for real-time wireless computation structures. The optimization objective is to achieve delay minimization for data processing of a WNDA in a real-time manner.
• We demonstrate the instant response of the proposed scheme through theoretical and simulation studies, which prove that the proposed adaptive algorithm can achieve high-performance results. The remainder of this paper has the following structure: In section II we introduce the related works. In section III, we propose our fog system model and problem as well as prove the NP-hardness of the problem. After that, the methodology and results are described in section IV. In section V, we highlight the advantages and summarize the main conclusion of this paper.
II. RELATED WORK
Cisco [2] designed the first fog computing system to improve cloud resource utilization for edge devices by relocating some of the computation and communication infrastructure closer to the users. Fog computing can be divided into four main layers: internet-connected devices, the fog nodes, the core network and the cloud. All data must traverse across all of the layers. In a typical emergency communication network, the second and third layers can be significantly slower than on a normal network.
Fog computing and its non-stationary counterpart, mobile fog computing, have been proven to be an efficient way to process big data algorithms. Yang et al. [9] proved that mobile fog networks had three main advantages: high-performance, low operational costs, and high elasticity/adaptivity. They applied a data flow algorithm to the network and then optimized the computation partitioning. This allowed them to achieve a higher throughput.
Since its earliest development, fog computing has had two major performance-based research topics: task offloading and task distribution. Gu et al. [3] formalized the task distribution and VM placement as a Mixed Integer Nonlinear Problem (MINLP). The problem was then solved through linearization. Oueis [4] have solved the problem using a similar method.
Deng [10] focus on the interplay and cooperation between the edge (fog) and the core (cloud). They investigated the tradeoff between power consumption and transmission delay in fog-cloud computing systems. They formulate the workload allocation problem and approximately decompose the primal problem into three subproblems, which can be, respectively, solved within corresponding subsystems. Based on the simulation and results, they presented that sacrificing a modest amount of computation resources could save communication bandwidth and reduce transmission latency, and that fog computing would significantly improve the performance of cloud computing. As such, fog computing complements cloud computing toward low-latency high-performance services for mobile users.
The delay benefits of using a fog-computing architecture for smart-cities has been demonstrated in [11] . The system leveraged closer processing nodes to reduce the overall system delay and energy consumption. But, this paper did not consider the possibility that partially processing the data in the cloud could result in an even lower delay.
Efficient computation distribution is a technique in this field in order to efficiently use the limited computation and communication resources in the fog layer, as studied in [3] , [4] , [12] , and [13] .
Chen et al. [13] first studied the multi-user computation offloading problem for mobile-edge cloud computing in a multi-channel wireless interference environment, then designed a distributed computation offloading algorithm. They mainly showed that computing a centralized optimal solution is NP-hard, and hence adopt a game theory approach for achieving efficient computation offloading in a distributed manner. Numerical results verified that the proposed algorithm can achieve superior computation offloading performance and scale well as the number of users increases.
There are several studies on efficient computation distributions for mobile edge-clouds (MECs) computing. Wang et al. [12] studied the dynamic service migration problem in mobile edge-clouds that host cloud-based services at the network edge, and formulate a sequential decision-making problem for service migration using the framework of Markov Decision Process (MDP). The results provide an efficient solution to service migration in MECs. This offers benefits in the form of a reduction in network overhead and latency.
Cheng et al. [14] developed a task offloading algorithm for wearable devices, mobile terminals, and the cloud center. Task-offloading for Mobile Cloud Computing (MCC) has also been solved via game-theory by Chen [15] .
Amendola et al. [16] provide a high-performance computation system for mobile devices by introducing the optimal tunable-complexity bandwidth manager (TCBM). They tested an optimal bandwidth manager for live migration of virtual machines in wireless channels from smartphone to access point. In order to reduce the energy consumption, a novel approach for bandwidth management was proposed using live migration of virtual machines in a wireless network context. The results showed a significant improvement when using TCBM.
Cloudlets [17] have arisen as a possible solution for taskoffloading. These work by deploying special servers in heavy-traffic areas, which can handle some of the processing locally. Determining the ideal deployment of the cloudlets [18] has become a hot research topic. Our research can be seen as a way to optimize a network of cloudlet servers.
The aformentioned researches do not consider the data processing capabilities of the nodes. They assume that the processing and transmission capabilities are stable, which is not suitable for an MBS-based fog network.
III. SYSTEM MODEL AND PROBLEM DEFINITION
A. SYSTEM MODEL Fig. 1 represents the system model for a WNDA. It is created by deploying MBSs to a disaster area in order to patch up the holes in the network. From a user's point-of-view, the network should work seamlessly, but slower. The proposed scenario is similar to [6] , but the solution proposed in this paper is solvable in real-time.
A single node which has computation and communication capabilities is denoted by the letter k. Smartphones connect with k, and upload large amounts of data. The total amount of data that k receives from these smartphones is denoted as d k . The big-data processing algorithm that we are trying to optimize has a data compression ratio of ρ, where 0 < ρ ≤ 1. The algorithm can be run at a rate of µ k Gbps on the MBSs. The communication speed between a node k, and another node i, is denoted as R ik .
Due to the aggregation needs of most big-data processing, we assume that all the data must be collected by a single node, j, which is located at the edge of the disaster, and is capable of transmitting data to the cloud in a quick and FIGURE 1. System model. efficient manner because the wired connection from that point is still intact. This paper considers and discusses a case with a single j node, but a multiple-j-node case can be solved similarly. Because of the nature of big-data algorithms, the data analysis generally does not begin until all the data from the area has been collected into a single node, but some of the processing can be done to reduce the size of the data that is transmitted. This means that the algorithm cannot begin its final step until the data from the last node is received at the cloud. The time between starting to send data, and the last bit of data being received by the cloud is called the overall delay, and this paper attempts to minimize that overall delay using a real-time algorithm. To do this we assume that for each node i, there is a path P i that is predetermined and terminates at j. Each node k has a set of child nodes C k based on all of P i 's for each node in N, the set that contains all nodes in the system.
To help understand how data processing can achieve a significant size reduction, figure 3 demonstrates one way to handle spatial data processing. We can see that the raw tweet structure contains several bytes of information related to twitter and linking to other tweets. The algorithm only saves a few pieces of this data to make a single data point, namely: Time, Position, and Keywords. The time and position values are carried from the raw structure, but keywords must be generated using an algorithm that is specific to the application. The remaining data that is not used, such as hash-tags, can be discarded.
Xia et al. [19] have used spatial data to track human mobility throughout the day. Instead of analyzing tweets, they take data submitted by taxis and subways, and perform some analysis. Through the spatial analysis they are able to determine the travel distance, trip duration and trip interval. This information led the authors to conclude things such as whether people travel more for work or for pleasure on the subway, but that taxi users do not lean one way or another. This is one such algorithm that could run on an MBS-based Fog system in order to track a city's return to work after a disaster.
B. PROBLEM FORMULATION
Based on the system model in Fig. 1 , we came up with a series of equations in [6] . We attempt to solve the same model, but with an additional guarantee that the calculation time is small enough to be run in real-time. We also assume that no node knows the traffic of any other node, this way none of the bandwidth of the infrastructure is used to transfer traffic information.
Given the abbreviations in table 1, we consider the output data to be: Figure 2 demonstrates the basic data flow, and the adopted abbreviation. Node k receives raw data from nearby cellphones, labeled as d k , as well as any unprocessed data (O u l and O u m ) from the child nodes (C k ∈ {l, m}). All of these points combine to make the unprocessed input to node k (I u k ). The child nodes also output some processed data to node k (O 
The delay for i to process and send its data to j can be calculated as:
And because the system's overall delay is based on the time to receive the last bit of data, the overall delay of the VOLUME 7, 2019 system is: (2), and (3)
We then formalize the delay minimization problem for wirelessly networked disaster areas (DMP-WNDA) as: DMP-WNDA: Minimize the overall delay for sending all data to the cloud by adjusting the data processing ratios of the nodes in the system. Definition 1: The Partition Problem (PP): decide whether a given multi-set S of positive integers can be partitioned into two subsets S 1 and S 2 such that the sum of S 1 is equal to the sum of S 2 .
Instance 1: Given a list of positive integers {A 1 , A 2 , ..., A n }, determine whether there is a set of I ⊆ {1, 2, ..., n} such that
The PP has been proven to be an NP-hard problem [20] . In the following Proof 1, we show that the DMP-WNDA problem is an expansion of the PP.
Proposition 1: DMP-WNDA is an NP-hard problem.
Proof 1:
We start by assuming that the DMP-WNDA can be simplified from the original problem as a system which has one fog node F and one cloud node C. Second, we denote the data collected from devices as
where d e is the size of data block e, and there are n data blocks in total. Then, the original problem can be redefined to find the minimal delay based on the data block allocation instead of based on the data processing ratio. We build a WNDA fog computing system instance as {C, F, S, D} to evaluate the delay according to the aforementioned conditions.
We can formalize these notions as follows: S = {s e } n is a set to denote the data distribution strategy for n blocks data, where s e is a binary value: 1 denotes fog and 0 represents cloud allocation respectively, and a system delay D(S) that is based on the s e values. Given that s e ∈ S, 1 ≤ e ≤ n, determine if there are two subsets S 1 , S 2 ⊆ S and 
where D T = e∈n d e is the total generated data and X a is the distribution ratio between the cloud and the fog layer, which is equivalent to X k in the original DMP-WNDA problem, where a can be 1 or 2 to represent them based on which distribution strategy S 1 or S 2 is used. X 1 and X 2 can be further represented as follows,
When considering X 1 = X 2 , which yields the minimum system delay as long as R = (1 − ρ) * µ, we can achieve two equal system delays for S 1 
The above statements combined with the fact that X 1 is X 2 's complement means that they are both equal to 1 2 . In such cases, the DMP-WNDA problem can be represented as:
which is the definition of the PP problem as long as we assume that the data block sizes are integers, therefore DMP-WNDA is an NP-hard problem.
D. PROPOSED ALGORITHM (DAADM)
Since the problem is NP-Hard, we settled for an adaptive algorithm that accounts for the number of hops to reach node j and various network parameters and has each node calculate its own X k . We relaxed the problem for our proposed solution, so we expected that the delay results would not be as good as the GA. We still demanded that the solution is never worse than the conventional methods for every variation of topology and network parameters. We propose a solution that minimizes the delay effect of each node ( D k ), which is the amount of delay that comes from processing the data in node k affects the D o i of P i . The model does not account for transmission delay of data that has already been processed in a previous node ( i∈C k O p i /R ik ), because the current node cannot process it any further or do anything that would affect the delay caused by that data, but can only forward the data to the next node in the path. The number of hops to reach node j is multiplied by the estimated delay per hop, so we can get an estimate for the effect that processing the data in the current node has on the transmission delay for all hops in the path P i . The set of unprocessed data from node i (i ∈ C k ) denoted as I u k , where H k represents the number of hops that remain in the path from i to j in P i (i ∈ C k ), and the D k is defined as:
After reduction, we can see that D k is linearly related to X k . Algorithm 1 provides the X k that will yield the minimum D k when it is bounded by [0,1]. This does not perfectly align with the problem statement where partial processing ratios are available, but this is true for minimizing the D k , which means that the GA is a more accurate solution to the problem. This is a small sacrifice for achieving much faster calculation times.
By performing a derivative of (9), the D k is defined as:
We use Algorithm (1) to have each node calculate their own X k value within a few cycles. This new algorithm is called the Disaster Area Adaptive Delay Minimization (DAADM) Algorithm.
Algorithm 1 Disaster Area Adaptive Delay Minimization
Input: D k : objective function; H k : hops; ρ: compression ratio; µ: processing rate; R ik : communication rate; I u k : unprocessed input in node k; Output: X k , the processing ratio for the current node 1: calculate D k using equation (10) 2: if D k < 0 then 3:
The purpose of the algorithm is to calculate an ideal set X that will yield the minimal overall system delay, while keeping the algorithm simple enough to be useful for decision making on a fog node. The two aforementioned equations should be calculable with only a few cycles on the processor, which is orders of magnitude faster than a Genetic Algorithm.
To make sure that the complexity matches up with our goal, we perform some basic Big-O analysis. We will do the complexity analysis from the view of whatever is actually performing the calculation of the algorithms. The Fog-based, Cloud-based, and DAADM solutions calculate or set X k on a node-by-node basis, but the GA solution must be calculated as a whole system. The Fog-based and the Cloud-based solutions preset X k to 0 or 1, and require no calculations at all. Therefore, they are independent of the network size, which is the problem size 'n'. The complexity analysis of the Fog-based and Cloud-based solutions are both O(1). The GA solution is run multiple times based on the network size. First, the length of a chromosome is n*8 (one byte per node). This alone would not affect the complexity, but the amount of chromosomes in the pool must be increased so that the crossover and mutation applications can have enough genetic diversity to be effective. Additionally, each gene needs to be run individually, and accounts for calculations of the whole network. Therefore, the GA solution has a complexity of O(n 2 ). The proposed DAADM algorithm is shown in algorithm 1, and is run one time which calculates D k once. The calculation of D k is unrelated to the network size, thus it is O(1), making the DAADM algorithm have a complexity of O(1).
IV. SIMULATIONS AND PERFORMANCE EVALUATION A. EVALUATION METHODOLOGY
In order to evaluate our DAADM algorithm, we tested it in a simulator, and compared it to conventional methods and a genetic algorithm (GA). The first conventional method is one where all of the processing is done in the cloud [7] , and each node just forwards the data. The second conventional method is the one where all of the data is processed entirely in the fog, and the results are sent to the cloud. The genetic algorithm is run exhaustively and represents the baseline solution. The biggest problem with the GA is its run time.
The mathematical models and computations were all done in MATLAB. We test each system across a variety of parameters such as: network size, R ik , and µ k . For network size, 3 networks were randomly generated with a random number of nodes, which were randomly scattered around the map, and links were create. The 3 random sizes ended up being 11, 35, and 154 to represent the small, medium and large networks, respectively. All networks were formed using a tree topology, which each node having no more than 6 child nodes. The largest system is 50% larger than the network coverage of the island of Okinawa in Japan which has 105 base stations [21] . The other network constraints were taken to match realistic cases, which were surveyed from other papers. The raw data input values varied randomly for each node. The communication speed was assumed to match 5G speeds, which was 20Gbps according to [22] . A GPU-based processor for wireless networks had a demonstrated performance capability of 4Gbps [23] This number is expected to increase rapidly as time goes on, especially as the next generation of computation-based GPUs was just announced [24] . The data compression ratio varies greatly between data processing and data compression algorithms. Guo et al. [25] estimate that a one third ratio is possible for LTE data compression. Most data processing algorithms are able to almost completely reduce the data down to a fraction of a percent. The previously mentioned spatial big data processing algorithm is capable of a data compression ratio of 0.01 from our tests. For each of the tests, we held all values at their default, except for the variable being tested. All tests comparing the different data processing ratio algorithms used the same network map and data input values.
B. EVALUATION ACROSS WITH VARIED BANDWIDTH CONSTRAINTS
Next, we need to determine how successful the adaptive algorithm is at achieving the minimum delays across the different bandwidth parameters. Figure 4 and 5 show the response that the delays have to changes in the processing speed on the large and small systems, respectively. Figure 6 and 7 show the response that the delay has to changes in the transmission rate for the large and small systems, respectively. In order to perform the tests, the network constraints that were not being tested were set to the default values, which correspond to the surveyed values. In the following tests, we only show the results for the large and the small system because the largest system is the one that is most likely to react to small changes in bandwidth, while the small network has the least sensitivity. Figure 4 shows that all networks perform better as the processing capabilities are increased except for the cloud-based solution. One particular area to notice is the transition of the ideal case between the cloud and the fog. The GA is very apt at finding specific cases and can find the perfect combination of nodes that will yield the best possible solution. The adaptive algorithm is able to switch between the two main schemes, one node at a time, but this is handled less gracefully. As we shift to the small system in figure 5 , we can see that the DAADM handles the transition much better, and is able to perform very similarly to the GA.
As expected, all of the systems other than the fog-based one perform better as the communication speeds are increased. The X k values for the GA and the DAADM shift closer to 0 as the R ik increases, which suggests that if the transmission speeds can be significantly improved in the future, then cloud computing will once again become the best solution. Unfortunately, the opposite seems to be true, and the computation speeds are rapidly increasing, while our wireless communication speeds are lagging behind. In figure 7 , we can see that the DAADM algorithm has a much better transition than in the large system (Fig. 6 ).
C. TIME COMPLEXITY EVALUATION
As the final and most important test, we needed to confirm that the complexity of our algorithm could be handled in an appropriate time frame and with appropriate accuracy and error. We measured the accuracy as
where n is the number of data points collected. For both the accuracy and the percent error, we assume that the genetic algorithm was able to find the ideal result. We understand that increasing the number of data points, and the data point selection itself will affect the results of these two values, but they do help to give an overall idea of how the different algorithms compare overall. The accuracy represents how often the result aligns with the ideal, so higher is better (max of 100%). The percent error more accurately represents how far off a target can be from the ideal result, and so lower is better. Figure 8 shows the results of our experimentations, and how long each algorithm took to calculate their respective results. The cloud and fog based solutions took exactly one cycle to assign either fully unprocessed or fully processed, respectively. The proposed DAADM took 3 cycles, which is still fast enough for a real-time system. However, the GA required over 8000 cycles per node (8.4s). While different processors will yield different times per cycle, these results should accurately approximate the ratio of the processing times between the different solutions.
As far as accuracy and error go, the GA was assumed to be the ideal solution, and so it had 100% accuracy, and 0% error. Because the cloud and fog solutions did not adapt well, they both had accuracies of around 65% of the time, but would have even worse results if we took data points from a wider range. This is because as the data points expand in either direction, either the fog or the cloud solution will have points that miss the ideal value. The percent error shows that the fog solution tends to miss the goal by a larger amount, with a percent error greater than 160%. The DAADM algorithm, which only took 3 cycles to calculate, had 95.2% accuracy and had a percent error of 5.7%. Additionally, taking more data points into consideration would improve the results of the DAADM. These results are promising for the use of algorithms such as DAADM to determine proper data processing ratios at each node.
As we make the network slightly smaller, it reduces the runtime of the GA because it required a smaller gene pool. The results are still approximately 1.4 seconds, which is too slow to be used in real-time. It's also important to notice that for this particular network size and configuration that the percent error of the Fog-computing solution exceeded 600%. This likely happens on a case by case basis and does not reflect the efficacy of the algorithm at all times, but does show how the conventional algorithms can be susceptible to network structures. Again the DAADM algorithm solved the systems with a reasonable time and accurate results.
On the small-sized network, we can see that the cloud-computing solution is becoming more feasible, but still has a fairly low accuracy of 85%, while the DAADM has 99% accuracy. As the networks get smaller, the DAADM seems to have even less error, with only 0.8%. Then when we compare the calculation times, the DAADM has a 235x reduction compared to the GA.
V. CONCLUSION AND FUTURE WORK
This paper presented delay models for the various delays of big data applications seen in a WNDA. The models account for the time spent on processing as well as the time spent on transmitting the data at each of the nodes. After collecting some realistic network parameters, we simulated our proposed algorithm on various network sizes, and compared it to a GA and the two most common conventional methods. The DAADM was proposed to significantly reduce the calculation time that the genetic algorithm has, and still maintain better results than the conventional methods.
Evaluation results show that for the realistic parameters, the DAADM algorithm could be solved with minimal processing, enough to be considered a real-time algorithm. This means that it can be run constantly, and the results can adapt as the network does. With our researched values, for conventional algorithms, the cloud system was closest to the GA, but the DAADM algorithm matched the curve shape of the GA. However, as µ k was increased, the maximum processing algorithm got much stronger, and the DAADM and GA adjusted accordingly.
The proposed DAADM solution shows that the appropriate X k value is greatly determined by the processing speed, communication speed, and the number of hops that the current node is away from node j. There is a tradeoff between the time for transmitting raw data versus processing at the fog node, which is only amplified the further away a node is from the cloud. While the ρ value did affect the delays, the trend between different solutions was not greatly affected once ρ was small enough. This means that a smaller ρ value did improve the cloud, DAADM and GA's delays, but affected them all in a similar manner as long as ρ was not too large. Additionally, we saw the best results on a small network, which is more likely to be the case for an MDRU deployment as it would cover a small and dense area, not a county or something larger.
As a future work, we plan to implement the DAADM algorithm on a real MBSs network system. Furthermore, we will determine the ideal paths for a set of coordinates for MBSs. We can also calculate the packet loss rate while we are generating the maps, because we can calculate the signal loss based on the paths and distances.
