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Abstract 
Jodar, L., Closed-form solutions for boundary value coupled differential and difference systems, Journal of 
Computational and Applied Mathematics 35 (1991) 259-268. 
In this paper we study existence conditions and explicit closed-form solutions of boundary value problems for 
coupled differential and difference systems. Our algebraic approach is based on the concept of rectangular 
co-solution of an algebraic matrix equation of polynomial type. This avoids the increase of the dimension of the 
problem and permits to find an explicit expression of the general solution of the problem. 
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1. Introduction 
Throughout this paper Cm Xn denotes the set of all m X n matrices with complex entries. 
Systems of high-order differential equations of the type 
G)(t) +A,_,x(P_l)(t) + . . * +&x(t) =f(t), (1.1) 
where Ai, for 0 G i <p - 1, are matrices in CrXr, x(t), f(t) are in Crxl and f is continuous, 
appear in vibrational systems theory [lo], in thermal and electrical problems [2] and from finite 
approximations to distributed parameter systems described by partial differential equations [l]. 
The aim of this paper is to study solvability conditions and closed-form solutions of 
high-order multi-point boundary value problems defined by the system (1.1) together with the 
mixed boundary conditions 
P 
C EiikX (‘-‘)(a;) = Gk, 
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When one wishes to solve approximately boundary value problems related to the system (l.l), 
it is natural to solve boundary value difference systems of the type 
Y,+, +Ap-lYp+n-l + . . . +AIY, = bn, 
B;,y, + B,,,_,y,_, + * - * +&)y(J = r;, 1 < i < m, n 2 0, 
(1.3) 
where A,,, Bi,q for 0 G h <p - 1, 0 < q G w, are matrices in UZrXr and b,, r, and Y,+~ are vectors 
in crX1. 
Different approaches have been considered in the literature to study initial-value problems 
and unmixed two-point boundary value problems related to system (l.l), see [9,11,12], for 
instance. All these papers are based on the consideration of the change x = y,, x’ = y,, . . . , 
x(P-l) =yP, and the extended first-order system 
Y’(l) = CY(f> + g(t), (1.4) 
where 
[ 
Yl 
yz ; 
YP I3 I c= -A, -A, -A, --. -A,-, 1 
Then the solutions x(t) of (1.1) are related to the solutions y(t) of the extended system by the 
expressions 
x(t) = ~,O,...,Oly(tL 04 
y(t)=exp(tC)(L+Jbexp(-sC)g(s) d,s). (1.7) 
The consideration of the extended system (1.4), (1.5) presents some inconveniences. First of all, 
the loss of information derived from the reduction of the order of the differential system makes 
the study of complicated boundary value problems like the mixed multi-point boundary 
conditions (1.2) impossible. Apart from this fact, as it is shown in (1.6), (1.7), the computation of 
solutions of y(t) involves an increase of the computational cost due to the existence of the 
matrix exponentials exp( tC) and the integral appearing in (1.7). 
The study of the general solution of the difference equation 
Yp+n p-lYp+n-1 A + . . . +A,y,, = b,, (1.8) 
has been treated in [12] considering again an equivalent extended first-order system and the 
increase of the data dimension. 
Our approach is based on the concept of rectangular co-solution of the algebraic matrix 
equation 
Z”+A _ Zp-‘+ ... +A,=0 P 1 (1.9) 
that generalizes the concept of co-solution recently introduced in [6]. This concept permits us to 
solve equations (1.1) and (1.8) avoiding the extended first-order problem and without the 
existence hypothesis of an appropriate set of solutions of (1.9), as it has been studied in [5,6]. 
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If S is a rectangular matrix, element of Cmx,, we represent by S+ its Moore-Penrose 
pseudo-inverse, and we recall that an interesting procedure for computing S+ may be found in 
P31- 
2. Algebraic preliminaries 
We begin this section by introducing the concept of rectangular co-solution of the matrix 
equation (1.9) generalizing the concept of square co-solution recently introduced in [5]. 
Definition 2.1. We say that (X, T) is an (r, 4) co-solution of (1.9) if XE CrXq, TE Cqxq, X# 0 
and 
XTP + Ap_iXY1 + *. . +A,X= 0. (2.1) 
Definition 2.2. Let (Xi, q) be an (r, mi) co-solution of (1.9) for 1 G i < k, with m, + m2 
+ . . . + mk =pr. We say that {(X,, T,), 1 < i G k} is a k-complete set of co-solutions of (1.9), if 
the block matrix 
W=(y,)=(X,I;‘-‘1, l<i<p, l<j<k, 
is invertible in Cprxp,.. 
(2.2) 
Note that for the cases k =p and m, = p, and m, = p for 1 6 i < k, Definition 2.2 coincides 
with [7, Definition 2.21. The next result shows that any equation of the type (1.9) admits a 
k-complete set of co-solutions for some positive integer k. 
Theorem 2.3. Let us suppose that the companion matrix C defined by (1.5) is similar to a 
block-diagonal matrix J = diag( J1,. . . , Jk), where 3. E Q=m,xm,, m, + * . . +m, =pr, and let M = 
(M,j), with M!, E crX,,,,, for 1 < i <p, 1 <j < k, an invertible matrix in Cprxpr satisfying 
MJ=CM. (2.3) 
Proof. From (2.3) it follows that 
P 
M,, = - 2 A,_,M,, and M,,Js = M,+,,,, 1 < i <p - 1. (2.4) 
k=l 
From (2.4) one gets 
Mi, = MI,A’-l, 1 < i <p, (2.5) 
and from (2.4), (2.5) we have 
i=l 
From (2.5) and the invertibility of M, the matrix M,, is nonzero and thus the pair (M,,, J,) is an 
(r, m,) co-solution of (1.9). In order to prove that the set {(MI,, J,), 1 G s < k} is a k-complete 
set of co-solutions, we have to show that the matrix W associated to {(M,,, J,)} by Definition 
2.2 is invertible, but from (2.5) the matrix W coincides with M. q 
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Remark 2.4. Note that if the Jordan canonical form of the companion matrix C has k Jordan 
blocks, then from Theorem 2.3 the matrix equation (1.9) admits a k-complete set of co-solutions. 
We recall that an efficient algorithm for computing the Jordan form of a matrix may be found in 
[8]. By using the concept of standard pair of matrix polynomials, some equivalent results to the 
one described in Theorem 2.3 may be found in [4], but such an approach increases the problem 
dimension and requires matrix polynomial theory, which is not necessary. 
3. Multi-point boundary value problems 
Note that if (X, T) is an (r, q) co-solution of (1.9), then it is clear that x(t) = X exp( tT)D is 
a solution of the homogeneous system 
x(P)(t) +A,_,x(p-l)(t) + * * - +A,x(t) = 0 (3.1) 
for any vector D in Q= 4x t. This suggests us to look for solutions of the inhomogeneous equation 
(l.l), of the form 
x(t) = 5 MIS expM)Q(t), (3.2) 
S=l 
where {(MI,, 01 is a k-complete set of co-solutions of (1.9), and II,, 1 < s G k, is a Q=, ,,-val- 
ued function, to be determined so that x(t) defined by (3.2), is a solution of (1.i). Let 
w-t = V= ( Yj)T, 
WP’=V=(Fi)T, Fj~@m,Xr, l<i<p, l<j<k. 
Let us choose the vector functions O,(t) such that 
D;(t) 0 
W(Diag(exp(tJ,)); 1 <s< k) ! = i 
I IH 
. 
W) f(t) 
Then, from (3.3), (3.4) one gets 
D,(t)=L,+/dexp(-uJ,)V,,f(u)du, l<s<k, &~@,.~~t, 
Note that from (3.4), the derivatives of x(t) defined by (3.2) take the form 
xci)(t) = 5 M,,J,‘exp(tJ,)D,(t), 0 < i<p - 1, 
s=l 
(3.3) 
(3.4) 
(3.5) 
xcp)(t) = 5 M,,J,p exp(tJ,)D,(t) +f(t), 
(3.6) 
s=l 
and thus 
x(P)(t) + Ap_lx(p-‘y t) + . . - +A,x( t) 
=k( MI,Jsp + A _ MIsJsp-l + - - . P 1 +444,) exdtJ,)D,(t) +-f(t) =f(t). 
s=l 
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Hence the following result has been established. 
Theorem 3.1. Let {(M,,, J,)} be a k-complete set of co-solutions of (1.9), let j( t) be a continuous 
junction on [O,a] and let V be defined by (3.3). Then the general solution of the nonhomogeneous 
equation (1.1) is given by (3.2) where D,(t), for 1 <s G k, are defined by (3.5) and L, are 
arbitrary vectors in 6 m, X 1. 
Let us write the vector functions D,(t) defined by (3.5) in the form 
D,(t)=L,+Q,(t), Q,(t)=~‘exp(-~s)J$sf(u)du, l<s<k. 
From (3.6) and (3.7), it follows that 
(3.7) 
k 
x(‘)(t)= ~M,,J,‘exp(tJ,){L,+Q,(t)}, O<i<p-1. 
s=l 
Now let us consider the block matrix H = ( HS,)i is G q,l G u G k, defined by 
(3.8) 
P 
H,, = c Eij,MI, Ji-l exp( ajJs), 
i,j=l 
(3 -9) 
and let K, be the matrix defined by 
KS= G,- i i EirsMI,J;-l exp(ajJ,)Qu(aj), l<s~q, (3.10) 
i,j=l o=l 
If we impose that x(t) defined by (3.2) (3.5) satisfies the conditions (1.2), it follows that 
Li,..., L, must solve the algebraic system 
(3.11) 
From [14, Theorem 2.1, p.241, the algebraic system (3.11) is compatible if and only if 
(3.12) 
Furthermore, under the condition (3.12) the general solution of (3.11) is given by 
+ (I- H+H)T, (3.13) 
where T is an arbitrary vector in C rPXl and I denotes the identity matrix in CrpXrP. Thus the 
following result has been established. 
264 L. Jhdar / Closed-form solutions for boundary value systems 
Theorem 3.2. Let f(t) be a continuous @ rX,-valued function and let {(M,,, J,)} be a k-complete 
set of co-solutions of (1.9), where 1 < s < k, MI, E C r x m, J, E C M., x m ,. If H is the block matrix 
defined by (3.9) and K,, . . . , K, are defined by (3.10) then theproblem (l.l), (1.2) is solvable tfand 
only if (3.12) IS satisfied. Under the condition (3.12), the general solution of the problem (l.l), (1.2) 
is given by x(t), defined by (3.2), (3.5) w h ere L, takes the form (3.13) for 1 <s < k, and T is an 
arbitrary vector in C ‘p x 1. 
Remark 3.3. If in the multi-point boundary value problem (l.l), (1.2) the number of conditions 4 
coincides with the degree p of the differential system (l.l), then, considering the notation of 
Theorem 3.2, a necessary and sufficient condition for the existence and uniqueness of solution of 
the problem (l.l), (1.2) is the invertibility of the matrix H; in this case the unique solution x(t) 
of the problem is given by (3.2), where D,(t) is defined by (3.5) and 
L, 
I: L, 
By considering the extends :d equivalent system (1.4) (1.5), a slight variation of the results of 
Theorem 3.2 and Theorem 3.1 may be found in [ll]. By using the same technique as in [ll], 
unmixed two-point boundary value problems related to the system (1.1) are studied in [4]. 
However, apart from the increase of the problem dimension, the method proposed in the quoted 
papers is not interesting to solve the problem (1.1) (1.2), studied in Theorem 3.2. 
I= H-l (3.14) 
4. Boundary value difference problems 
Note that if (X, T) is an (r, a) co-solution of (1.9), then for any vector c in Cqxl, the 
sequence y, = XT”c satisfies the homogeneous difference equation 
Yp+n p-lYn+p-1 A + . . . +A,y, = 0, (4.1) 
because 
Yp+, + A,-1Yn+,-1 + * *. +A,y, = ( XTP + A,_,XTr-’ + . . . +A,X)T”c = 0. 
Lemma 4.1. Let us assume that {(X,, T,), 1 < s < k} be a k-complete set of co-solutions of (1.9) 
where X, E @rXm,, T, E @,,,+,,,, for 1 < s < k. Then the general solution of (4.1) is given by 
k 
Yn = c XsT3.s~ 
s=l 
where c, is an arbitrary vector in C m,X 1. 
(4.2) 
Proof. From the previous comment, it is clear that each sequence { y,,,} defined by y,,, = XST,“c,, 
with c, E CmzX1, 1 < s < k, is a solution of (4.1). To prove that (4.2) represents the general 
solution of (4.1), let { zn} be a solution of (4.1), such that zj = d,, for 0 <j <p - 1. If we impose 
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to the sequence { yn} given by (4.2) that yj = dj, then it follows that the vectors c, E Q=m,xl must 
satisfy 
> P-3) 
where W is the block matrix defined by (2.2), which is invertible from the hypothesis. Solving 
(4.2), it follows that 
(4.4) 
Taking these values for vectors c,, it follows that { y,} defined by (4.2) coincides with { z,,}. 0 
Now we are interested in obtaining a particular solution of the nonhomogeneous difference 
equation (1.8). Let us consider the matrix difference equation 
Z p+n + Ap-lZp+n_t + *. * +A$, = 0, (4.5) 
where 2, lies in crX,., for j > 0. By using the proof of Lemma 4.1, it is an easy matter to show 
that the solution { 2, } of (4.5) such that 2, = 2, = . . . = .ZP_-2 = 0 and ZP_-l = I, is given by 
z, = 5 X,T,“C,, (4.6) 
s=l 
where {(X,, T,), 1 <s < k} is a k-complete set of co-solutions of (1.9) and C, is a matrix in 
Q= m,xr, determined by the equation 
From (4.6), we have 
k 
Let us introduce 
z = n,m 
the sequence of matrices { Z,,n}n,m21 in crx, defined by 
0, n<m, 
1, n=m, 
z- m+l, n>mZp, 
where { Z,} j a 0 is defined by (4.7) and let us define the sequence { jn }n a 0 by 
j& =pl = . . . =pP_l = 0, 
J,,= ?Z ,,,m ,,eP= b ? 5 X,T,“-m+ll/p~b,,,-p, n >,p. 
m=p m=p s=l 
(4.8) 
P-9) 
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Note that {Z,,,} is a solution of (4.5) for II > m >,p, and Z,,, = I, Zm_h,n = 0, for 0 < h < m 
and thus 
Z n+p,mAp-lZn+p-~,m + * -. +A,&,, = 
0, n+m-p, 
I 
> n=m- P. 
(4.10) 
From (4.8)-(4.10) it follows that 
k+p A,-&+,-, + . . . +A,_& = i { -T,+p,m +Ap-2k-~,m + . . . +4-Ll> Lp 
l?l=p 
= Zn+p,n+pbn = &I* 
This proves that { j,, }n r ,, defined by (4.9) is a particular solution of the nonhomogeneous 
difference equation (1.8). 
From this fact and Lemma 4.1 the following result has been established. 
Theorem 4.2. Let {(M,,, J,), 1 < s < k } be a k-complete set of rectangular co-solutions (1.9), 
where M,, E CrXm,, J, E CmSXm,, for 1 <s < k and m, + . . . +m, =pr. If { j,,} is given by 
k 
jo==l = . . . =jp_l = 0, j& = 2 c M1,J,“-m+lVpSb,,,_p, n >,P, 
m=p s=l 
then the general solution of the nonhomogeneous equation (1.8) is given by 
where c, is an arbitrary vector in C,Sxl for 1 < s < k and { j,, } is defined by (4.11). 
Now, in order to find existence conditions as well as an explicit expression of the general 
(4.11) 
(4.12) 
solution of the boundary value problem (1.3), we only have to impose to the general solution of 
the difference equation (1.8) that it satisfies the boundary value conditions appearing in (1.3). If 
{ jn} is defined by (4.11) where c, are vectors in CmVxl for 1 < s < k, it follows that these vectors 
c, must be chosen so that 
or 
cj=Ri, l<i<m, 
where 
W W 
Ri=ri- C Biqyq=ri- C Biqyqq, 1 <i<m. 
q=o 4=P 
(4.13) 
(4.14) 
L. Jcidar / Closed-form solutions for boundary value systems 261 
Thus there exist solutions of the boundary value problem (1.3) if and only if there exist vectors 
c, E C7z,XI, for 1 G s < k, such that 
(4.15) 
where s = ( sji), 1 6 i < m, 1 <j <p, is the block partitioned matrix, whose entries are defined 
by 
and Ri, for 1 G i < m, are defined by (4.14). From [14, Theorem 2.3.21 it follows that system 
(4.15) is compatible if and only if 
Rl Rl 
ss+;= ) I][] R, Rm 
and under this condition, the general solution of (4.15) takes the form 
Cl Rl 
i:] II = s+ ; + (I- S’S)Q, 'k K?l 
(4.17) 
(4.18) 
where I denotes the identity matrix in Cprxpr and Q is an arbitrary vector in CrpXl. 
The following result has been established. 
Theorem 4.3. Let { ( AI,,, J,), 1 < s < k} be the k-complete set of rectangular co-solutions of (1.9) 
provided by Theorem 2.3. Let S = ( S,j) be the block partitioned matrix in Crmxrp, defined by 
(4.16) and let R,, for 1 < i < m, be matrices defined by (4.14). 
(i) The boundary 1 va ue problem (1.3) is solvable if and only if (4.17) is satisfied. 
(ii) Under the condition (4.17), the general solution of problem (1.3) is given by (4.12), where 
{ j,,} is defined by (4.11) and vectors cl, c2,. . . , ck, are given by (4.18). 
Remark 4.4. The general solution of the difference equation (1.8) has been studied in [12] where a 
closed-form expression of its general solution has been proposed by using spectral pairs of the 
matrix polynomial associated to the problem and these results are extended in [3] for nonmonic 
equations. Both papers require matrix polynomials theory and they involve the extended 
equivalent first-order system. The method proposed in this section is autonomous, does not 
require matrix polynomial theory, avoids the increase of the problem dimension and it allows us 
to solve complicated boundary value problems of the type (1.3). 
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