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Anotace 
V této práci jsem se seznámil s hardwarovou realizací CLINICOM. Po popisu tohoto 
nemocničního systému jsem se zabýval důleţitými vlastnostmi serveru. Dále bylo popsáno 
zařízení UPS, jeho druhy a parametry. Následně jsem se seznamoval se způsoby měření 
spotřeby počítačů a popisem měřicího přístroje Energy Logger. Dále jsem se zabýval 
měřením zatíţení serveru NIS CLINICOM UBMI pomocí přístroje Energy Logger 3500 
s následným výpočtem teoretické doby zálohování. Následně jsem všechna měření a odhady 
doby zálohování srovnal s reálným měřením doby zálohování. Nakonec jsem se zabýval 
moţnostmi realizace automatického zasílání varovné zprávy správci a všem přihlášeným 
uţivatelům nemocničního informačního systému o elektrickém výpadku v napájení sítě. 
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In this work I have been briefed by hardware realization of CLINICOM. After description of 
this hospital information system I concerned with important attributes of the server. Next the 
UPS has been described with its kinds and parameters. Consequently I was getting acquainted 
with methods of measuring of power consumption of computers and description of instrument 
Energy Logger. At next I concerned with load measuring of the server NIS CLINICOM 
UBMI with instrument Energy Logger 3500 and in the next section of this part I have 
calculated theoretic backup time. Sequentially all gauging have been compared with real 
gauging of backup time. At the end I concerned with methods realizat ion of automated 
sending of warning message about electric feed problems to administrator and every logged 
users of the hospital information system. 
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V této práci se seznámím s hardwarovou realizací nemocničního operačního systému  
CLINICOM. Nejdříve popíši co je to NIS CLINICOM. A poté se budu zabývat serverem, 
jeho stavbou a co je na něm důleţité. Dále popíši zařízení s názvem UPS, jeho druhy a 
parametry. Dalším krokem bude popsání způsobů, kterými se měří spotřeba počítačů, kterou 
potřebujeme znát pro návrh dostatečně výkonné UPS. Dále se budu zabývat popisem 
měřicího přístroje Energy Logger 3500. V další části práce se budu zabývat měřením zatíţení 
serveru NIS CLINICOM UBMI pomocí přístroje Energy Logger 3500 a následným výpočtem 
teoretické doby zálohování. K výpočtu teoretické doby zálohování přidám také další moţnosti 
odhadu doby zálohování. Všechna měření a odhady poté srovnám s reálným měřením doby 
zálohování. V poslední části práce se budu zabývat moţnostmi realizace automatického 
zasílání varovné zprávy správci a všem přihlášeným uţivatelům nemocničního informačního 




2 Teoretický úvod 
 
2.1 Nemocniční informační systém CLINICOM 
NIS CLINICOM je nemocniční informační systém vyuţívající databázi Caché od 
firmy InterSystems. V dnešní době se často mění financování nemocniční péče, a proto na to 
bylo myšleno v systému NIS CLINICOM , který je plně přizpůsobitelný k systému 
financování (paušální platby). Systém vychází ze zkušeností v Evropské Unii a Spojených 
státech Amerických, lze jej tedy jednoduše přizpůsobit všem standardům účtování za péči. 
Systém je tvořen tak, aby byl jednoduše nastavitelný. Toho bylo docíleno maximálním 
vyuţitím proměnných poloţek a číselníků. Nastavením jednotlivých parametrů jde ovládat 
chování celého systému. 
Vyuţitím specializovaných modulů, uvedených v podkapitole 2.1.2, je moţné NIS 
CLINICOM přizpůsobovat uţivatelským nárokům, ale také jej snadno připojovat k jiným IS 
(Informačním Systémům) v nemocnici a pomocí komunikačních protokolů můţe snadno 
komunikovat s dalšími systémy, nebo počítači. Nabízí se také moţnost připojit se do 
nadnárodních zdravotnických sítí [1]. 
2.1.1 Základní části NIS CLINICOM  
2.1.1.1 Správa pacientů 
Data se zadávají jen jednou, coţ sniţuje pravděpodobnost omylu. Správa dat je 
centralizovaná. 
2.1.1.2 Správa výkonů 
Systém pracuje samostatně a nezávisle na nemocničním personálu. Lékaři jako uživatelé 
systému, pouze vkládají uskutečněné výkony, zatímco systém se stará o správný chod v 
souladu s legislativou a metodikou (tyto změny kontroluje několik lidí, kteří mění nastavení 
systému). 
2.1.1.3 Komunikace 
Domluva mezi uţivatelem a počítačem. Zde se jedná o práci s poţadavky o 
vyšetření (ţádankami). Ţádanky jsou vystavovány, odesílány a opětovně přijímány s výsledky 
z vyšetření nebo laboratoře. Výsledky lze filtrovat podle potřeby. 
 
Systém není pouze nástroj pro administrativu lékařských výkonů a archivaci povinné 
dokumentace. Systém také sleduje ekonomiku nemocnice, tyto data můţete zpracovávat 




2.1.2 Specializované moduly systému CLINICOM  
NIS CLINICOM je podle poţadavků uţivatelů stále rozšiřován, kromě výkonného 
jádra jsou v systému i specializované moduly: 
1. Modul CC Porodnice 
2. Modul CC OptimDRG 
3. Modul CC Rehabilitace 
4. Modul CC JIP 
5. Modul CC Ošetřovatelská péče 
6. Modul CC Protokoly péče 
7. Modul CC Medikace 
8. Modul MemoMXS 
2.1.3 Uživatelská rozhraní CLINICOM  
2.1.3.1 CARECenter 
Jedná se o grafické uţivatelské rozhraní pracující pod operačním systémem Windows. 
Realizuje se v něm okamţitý přístup ke hledaným datům, v našem případě ţádankám, 
lékařské dokumentaci, lékařským nálezům. Vše je v uspořádání podle uţivatelských 
poţadavků. Slouţí k rychlému a snadnému dohledání informací o hledaném pacientovi. Data 
lze kromě jejich zobrazení také tisknout.  
Po přihlášení do systému má lékař přehled o všem, co se s pacientem děje. Má tedy 
informace o pohybu a stavu pacienta od přijetí, přes ordinovaná, provedená vyšetření a 
výsledky těchto vyšetření aţ po ukončení celé léčby [1]. 
Důleţité výsledky lze zobrazovat v podobě grafů a trendů. K tomuto zobrazení lze 
vyuţít textové, nebo tabulkové editory, například MS Word. Tyto aplikace jsou integrovány 
do modulu CARE Center [1]. 
2.1.3.2 NetAccess 
Je to jednoduchý a zabezpečený vzdálený přístup k informacím prostřednictvím 
internetové, nebo intranetové sítě. To umoţňuje přístup uţivatelům NIS k datům nejen z 
místního připojení v nemocnici, ale umoţňuje se připojit kdekoliv pomocí internetu, tedy i 
z jiných nemocničních zařízení. Je podobný, jako CARECenter a podporuje prohlíţeče, jako 
je MS IE (Internet Explorer). Slouţí k zadávání a zobrazování zadaných poţadavků.  
Dále můţeme NetAccess označit jako aplikaci klient – server. Data zobrazovaná 
v uţivatelském počítači nejsou nikam ukládána, proto je nelze později zneuţít a zobrazit. Data 
jsou přenášena v kódované podobě. Ke kódování je vyuţíván standard SSL [1]. 
2.1.4 Výhody a nevýhody NIS CLINICOM  
Tento systém má svoje výhody i nevýhody. Mezi výhody virtuální kartotéky by mohla 
patřit dostupnost dat, menší prostorová náročnost, rychlý přístup. Samozřejmě mohou být tyto 
výhody i nevýhodami, například dostupnost. Jelikoţ se k datům lze dostat odkudkoliv, je stále 
problém s jejich zabezpečením proti zneuţití. Prostorová náročnost je opravdu menší, neţ u 
papírového vedení. Papírové vedení záznamů je levnější, neţ počáteční náklady na pořízení 
integrovaného informačního systému. Pořízením systému nekončí problémy s penězi, protoţe 
se musí zaškolit personál, aby s ním uměl pracovat. S tím souvisí i rychlý přístup. Zaškolený 
pracovník v něm bude umět hledat rychle, nezaškolený to umět nebude.  
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2.2 Základní princip integrace 
Na obrázku číslo 1 znázorněná funkce realizace NIS CLINICOM obecně pro dvě 
nemocnice a ambulanci. K tomu jsou tam odvětví managementu, jak uţ bylo psáno, NIS vede 
i data o hospodaření nemocnice. A další záloţkou je Integrační centrum kde jsou uloţena data  
[1]. 
 
Obrázek 1: Obecné schéma práce NIS CLINICOM [1] 
2.3 Hardware realizace 
IS je propletená síť počítačů připojených k datovému serveru. Tyto počítače jsou na 
server připojeny pomocí lokální sítě přes router, nebo switch, která slouţí, jako ústředny pro 
rozesílání dat více příjemcům. Počítače mohou být také připojeny k serveru vzdáleně pomocí 
sítě Internet. Uţivatelské počítače, které se mohou připojit k síti, nebo internetu. Se serverem 
je to uţ sloţitější, jelikoţ musí mít určitý výpočetní výkon. Většinou to závisí na počtu 
připojených uţivatelů, čili na počtu připojených dalších počítačů, kterým server posílá data. 
Právě na tento úkon by měl být dostatečně výkonný, aby dokázal všechny poţadavky od 
připojených lokálních PC pokrýt [2]. 
2.3.1 Server 
Je počítač, nebo soustava počítačů, na kterém jsou uloţena data, která si ostatní 
počítače stahují, nebo je pouţívají pro svou činnost, která je od nich poţadována uţivateli. 
Vzhledem k mohutnému a rychlému technologickému rozvoji na poli výpočetní techniky by 
nebylo objektivní uvádět konkrétní údaje komponentů z hlediska jejich rozvoje. Architektura 
serveru se však nijak výrazně nemění, proto bude nejvýhodnější se na tyto body zaměřit a 
prostudovat jejich úlohu v serverovém systému [3]. 
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Server se skladbou komponent od běţného PC moc neodlišuje. Ovšem poţadavky na 
parametry komponentů směřují jiným směrem. Základní deska (Motherboard) disponuje 
paticemi pro připojení pamětí RAM, sloty PCI, AGP (dnes jiţ téměř minulostí) nebo PCI-
express jako náhrada za slot AGP. Patice procesoru můţe být stejná s komerčními PC, ale 
často se objevují atypické sockety pro procesory určené jen pro servery. Není výjimkou, ţe na 
serverové desce je obsaţeno více socketů pro procesory. Pro připojení harddisků slouţí často 
SCSI sběrnice, která je nyní vytlačovaná sběrnicí typu SATA. Základní deska serveru se 
můţe od PC lišit pracovními frekvencemi, hlavně rychlostí sběrnice procesoru FSB, rychlostí 
sběrnice pamětí RAM. Upravené mohou být i datové propustnosti některých sběrnic [3]. 
2.3.2 Paměti  
Paměti serveru se pouţívají s výrazně vyššími frekvencemi neţ u PC. Základní desky 
serverů jsou dimenzovány, aby pojaly více vysokokapacitních paměťových mod ulů v řádu aţ 
desítek GB [2]. 
2.3.3 Harddisk (HDD) 
Jako úloţiště dat na serveru bývají vyuţity harddisky i s terabajtovými kapacitami. 
Tyto disky mají obsáhlý paměťový buffer, který je schopen flexibilně dodávat data k zápisu 
aniţ by vzniklo větší prodlení. Dalším parametrem jsou otáčky, které jsou u serverových 
harddisků standardem 10000 ot/sec a umoţňují tak spolu s bufferem zrychlit přístupovou 
dobu pro získání informací z disku. Dříve byly hojně vyuţívány disky s SCSI interfacem, 
dnes jiţ ustupují technologii typu SATA, která má vyšší datovou propustnost. Pro servery je 
vhodné pouţívat harddisky certifikované výrobcem právě pro nepřetrţitý běh. Další 
důleţitým faktem je zapojení disku vzhledem k ostatním diskům v přístroji. K zapojení je 
pouţíváno tzv. RAID pole, které umoţňuje dvěma nebo více pevným diskům zvýšit svou 
rychlost a kapacitu,  nebo zvýšit bezpečnost dat jejich duplikováním pomocí násobení či 
dělení dat mezi pevné disky za účelem automatické zálohy, zvýšení rychlosti nebo kapacity. 
Disky zapojené do RAID pole se v systému jeví jako jedna fyzická jednotka. V dnešní době 
není problémem vyuţívat také externí boxy (disková pole) které mohou být spojeny se 
serverem pomocí USB, firewire ale i LAN [2]. 
2.3.4 Procesor (CPU) 
U CPU by nás měla zajímat frekvence práce jeho jádra a vyrovnávací cache paměť. 
Frekvence udává počet instrukcí, které procesor spočítá za sekundu. Dále závisí na rychlosti a 
šířce externí paměti a také na velikosti a uspořádání vyrovnávacích pamětí cache, které jsou 
uvnitř CPU. Také závisí na počtu jader. Z normálních počítačů jsou známé dvou jádrové, tří a 
čtyř jádrové. Server by mohl mít jader víc, není to však podmínkou, záleţí na poţadavcích, 
které budou na server kladeny. V této souvislosti je vhodné rovněţ připomenout, ţe celkový 
výkon systému je určen výkonem procesoru pouze z jedné části. Rychlost je vţdy určena 
úzkým místem v systému. Pokud je např. malá operační paměť, operační systém se ji pokusí 
nahradit odkládáním na řádově pomalejší pevný disk a chod paměťově náročných aplikací 
bude výrazně zpomalen. Taková situace se dá přirovnat k postupnému převáţení mnoha 
předmětů v autě s malým kufrem - vyšší maximální rychlost ani vyšší výkon motoru nevyváţí 
nedostatek prostoru. Rovněţ vhodně navrţená struktura periferií můţe výrazně odlehčit zátěţ 
procesoru [3]. 
2.3.5 Síťová karta 
Vzhledem k přenosové a komunikační funkci serveru je naprosto nutné mu zajistit 
dostatečný datový tok pomocí 1G LAN, nebo pomocí optické sítě. WiFi adaptéry nejsou z 
hlediska přenosu a celkového zabezpečení vhodné [3]. 
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2.3.6 Zdroj, chlazení a ventilace  
Server je počítač určený k extrémnímu výkonu za dlouhodobého provozu. Proto je 
nutné aby  server byl energeticky zajištěn kvalitním zdrojem s perfektními zátěţovými 
charakteristikami a dostatečným a nad rámcovým výkonem. Objevují se i servery s více 
zdroji. Další kapitolou je chlazení server musíme zabezpečit proti přehřívání kvalitními 
ventilátory a pasivním chlazením. Ventilátory musejí být určeny pro non-stop provoz. Hojně 
pouţívané jsou s kuličkovými loţisky. Jeden z faktorů ventilace spadá i skříň serveru, je 
důleţité aby byla vyrobena z materiálu který dobře odvádí teplo a také aby byla prostorná. 
Prostor je důleţitý kvůli cirkulaci a výměně vzduchu a také kvůli přehlednosti [3]. 
2.4 UPS 
2.4.1 Co je UPS 
Jedná se o záloţní zdroj energie pro jakýkoliv elektrospotřebič vyuţívající napětí 230 
V u kterého potřebujeme, aby fungoval i v případě výpadku proudu. Problémy s výpadky 
proudu jsou popsány v kapitole pojednávající o typech problémů. V době výpadku energie 
pro udrţení chodu počítače, neţ se spustí alternativní stálý zdroj energie ( např. generátor), 
nebo dokud nedojde ke znovu obnovení dodávky elektrické energie. Také mohou slouţit při 
delších výpadcích, jako poslední záchrana, která nám koupí trochu času na zálohu naší práce. 
Přístroje chráněné pomocí UPS nalezneme například v lékařství, ve výzkumu, nebo jako 
podpory počítačových serverů v nemocnicích i v jiných zařízeních, kde si nelze dovolit ztrátu 
neuloţených dat. Záloţní zdroj poslouţí i domácím uţivatelům PC v oblastech, kde se 
vyskytuje podpětí, přepětí, nebo časté výpadky proudu. Ovšem pro domácí uţivatele je UPS 
spíše něco navíc, neţ například ve zmiňovaném lékařství, kde můţe výpadek proudu způsobit 
více, neţ jen ztrátu dat a jedná se tedy o nezbytnost [4]. 
2.4.2 Popis a součástky 
UPS se připojuje do rozvodné sítě a na ní jsou napojeny přístroje, které má za úkol 
chránit. Tedy zapojují se mezi přístroj a zásuvku. Kromě zásuvek pro napájení přístrojů, mají 
některé UPS zdířky pro připojení telefonní linky a Ethernetu, aby při výpadku nedocházelo 
jednak k odpojení od sítě a také, aby nedocházelo ke vzniku přepětí. Zvenku na této krabici 
můţeme ještě najít štítek udávající název, model, číslo modelu, zdánlivý výkon a skutečný 
výkon. Uvnitř UPS se nachází desky s tištěnými spoji a také akumulátor. Tištěné spoje jsou 
řídící elektronika, která ovlivňuje vlastnosti UPS a také určuje, jestli se bude jednat o off- line, 




Obrázek 2: APC BACK-UPS BR1500VA FR 
 
Obrázek 2 zobrazuje přední panel, na kterém je viditelný hlavní vypínač (1), diody 
indikace stavu (2), dvířka pro uloţení akumulátoru (3) a chladící mříţ (4). LED Diody jsou 4 
jejich rozsvícení indikuje stav. První LED dioda značí napájení ze sítě, druhá LED dioda chod 
na akumulátor, třetí se rozsvítí při přesáhnutí maximálního zatíţení UPS a poslední dioda 




Obrázek 3: Zadní panel UPS  
 
Na obrázku 3 je viditelný vstup napájení (1), pět přepěťově chráněných zásuvek, 
z toho jsou tři zálohovány baterií (2) a dvě jsou pouze chráněny proti přepětí (3). Označení 
FR v názvu UPS pojednává o typu zásuvek, v našem případě Francie/Belgie, jak označuje 
výrobce. Dále jsou zde viditelné konektory chránící Ethernetovou síť proti přepětí (4) a 
rozhraní pro komunikaci s počítačem (5). Nedílnou součástí je jistící pojistka na automatické 
odpojení UPS při přetíţení (6). Poslední viditelné očíslované prvky na zadním panelu jsou 
nadstandardní a u většiny UPS nejsou tak často k vidění. Jedná se o ventilátor chlazení (7) a 




Obrázek 4: Akumulátor UPS [5] 
 
Akumulátor je asi nejdůleţitější součást UPS, protoţe bez něj by při výpadku proudu 
nic nedodávalo energii do připojených přístrojů. Je to technické zařízení slouţící pro 
opakované uchovávání elektrické energie. Jedná se o sekundární článek, který je potřeba 
nejdříve nabít a poté jej můţeme pouţít jako zdroj energie. Kdybychom pouţili primární 
článek, byla by UPS pouze na jedno pouţití, jelikoţ tyto články nelze opětovně nabíjet. Do 
UPS se většinou pouţívají olověné gelové akumulátory jako na Obrázek 4. Jedním z 
důleţitých parametrů akumulátoru je jeho ţivotnost. Ta se u většiny pohybuje řádově ve 
stovkách nabíjecích/vybíjecích cyklů; např. NiMH akumulátory 500–1000 cyklů. Po tuto 
dobu postupně klesá kapacita akumulátoru kvůli chemické korozi jeho elektrod. Ţivotnost je 
značně ovlivněna způsobem vybíjení a nabíjení a také provozní teplotou [5]. 
2.4.3 Druhy UPS 
UPS se liší v mnoha ohledech a parametrech. Tyto parametry se odvíjejí jednak od 
jejich výkonu a doby výdrţe, ale také od jejich vnitřní konstrukce. Rozlišujeme 3 typy UPS: 
1. Off-line UPS 
Jedná se o nejjednodušší verzi záloţního zdroje s připojenými odrušovacími 
filtry. Tento filtr koriguje rušivé elementy sítě, jako jsou kolísání napětí, nebo 
napěťové rázy. Pokud filtr uţ není schopen korigovat rušivý element, dojde k přepnutí 
ze sítě na obvod s akumulátorem. V síti je střídavý proud a akumulátory jsou zdrojem 
stejnosměrného proudu. Z toho důvodu je potřebný měnič napětí. Tato součástka 
přemění stejnosměrný proudu na proud střídavý a zvýší napětí na potřebných 230 V. 
Teprve po průchodu měničem je energie přiváděna ke spotřebiči. Je- li vše v pořádku, 
není akumulátor připojen. Výhodou tohoto druhu UPS je jednoduchost a niţší 
pořizovací cena. Nevýhodou je nemoţnost automatické regulace výstupního napětí a 
delší čas přepnutí na akumulátor, který je však zanedbatelný, protoţe s ním počítačové 




2. Line-interactive UPS: 
Je vylepšenou verzí předchozího typu. Vylepšení se skrývá v lepších 
filtračních vlastnostech a v kratším čase přepínání na akumulátor. Dále je zde 
přítomna automatická regulace napětí, která slouţí k vyrovnání dočasného přepětí, 
nebo podpětí na poţadovaných 230 V. Stabilizace je realizována přepínáním odboček 
vinutí transformátoru a skokovým přičítáním určitého napětí. AVR, čili automatickou 
napěťovou regulaci mají všechny tyto zdroje. Jednodušší a také levnější přístroje umí 




Obrázek 5:Schéma Off-line UPS [4] 
Obrázek 6: Schéma Line -interactive UPS [4] 
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3. On-line UPS: 
Tyto přístroje pracují na jiném principu, neţ oba předchozí typy. Tímto 
principem je dvojitá konverze napětí pro dosaţení maximální kvality výstupního 
napětí. Baterie je neustále připojena na vstupní usměrňovač a zároveň na výstupní 
střídač. Akumulátor se tedy neustále nabíjí a v případě výpadku proudu je ihned 
vyuţit, jako náhradní zdroj a není zde přítomen ţádný přepínací čas. Čili tyto zdroje 
mají nulový přepínací čas, čímţ se dosáhne minimálního rušení. Nevýhodou ale je 
velké opotřebení akumulátoru, větší výhřevnost UPS a také vysoká pořizovací cena 
[4]. 
 
2.4.4 Možnosti komunikace UPS s PC 
Pokud máme na počítač připojené UPS, chceme většinou vědět, v jakém stavu je 
baterie, kolik nám zbývá času do vypnutí apod. V tomto případě pouţijeme UPS, která 
umoţňuje komunikovat s počítačem. Moţností komunikace je více.  
2.4.4.1 Přímá komunikace s PC 
Přímá komunikace s počítačem je jednou z moţností, kdy počítač a UPS jsou 
v podstatě v jedné místnosti, nebo jsou na sebe přímo napojeny pomocí jednoho kabelu a není 
mezi nimi ţádné další zařízení zprostředkovávající komunikaci, jako například router, switch, 
další počítač. Moţnostmi jsou: 
 Sériový port 
Jedná se o starší typ komunikačního rozhraní. Umoţňuje propojení a komunikaci 
počítače a jiných zařízení. Tuto komunikaci označujeme, jako sériovou z důvodu 
přenášení jednotlivých bitů dat postupně za sebou po jednom vodiči. Obdobná 
komunikace se vyuţívá u síťové technologie Ethernet a USB. V dnešní době sériový 
port ustupuje rozhraní USB [2]. 
 USB 
Neboli Universal Serial Bus je universální sériovou sběrnicí a modernějším způsobem 
připojení různých zařízení k počítači. V dnešní době nahrazuje kromě sériového portu 
i další rozhraní, jako například PS/2 a Gameport [2]. 
Obrázek 7: Schéma On-line UPS [4] 
12 
 
2.4.4.2 Nepřímá komunikace s PC 
U nepřímé komunikace se jedná o komunikace zprostředkovanou dalším zařízením na 
cestě mezi UPS a PC. Můţe to být router, switch, modem. Přičemţ je UPS připojena 
k jednomu počítači, který rozesílá informace o stavu UPS dalším počítačům. Rozhraní:  
 Ethernet 
V tomto případě komunikuje UPS s počítačem pomocí síťové karty počítače. Je to 
také jediné připojení moţné pro komunikaci po síti.  
2.4.4.3 Nekomunikační připojení k PC 
V případě, ţe UPS není vybavena moţností komunikace s počítačem a je pouze 
fyzicky přítomna v rozvodné síti mezi počítačem a zásuvkou ve zdi. Tato moţnost se v dnešní 
době vyskytuje uţ jen zřídka. UPS dá vědět o výpadku pouze zvukovým signálem od kterého 
si musíte hlídat čas, a nebo se co nejdříve odhlásit.  
2.4.5 Možnosti zapojení 
Druhů zapojení je celá řada, většinou se modelují podle potřeb uţivatele. Uvádím zde 
příklad dvou zapojení, které se týkají zapojení UPS s počítači způsobem, který budu 
potřebovat. 
 
Obrázek 8: Zapojení jednoho počítače [6] 
 
První schéma popisuje připojení jednoho počítače na jednu UPS. Počítač je přímo 
napojen na zálohu, se kterou komunikuje prostřednictvím USB kabelu, nebo sériového 
kabelu. Důleţité je mít správně nakonfigurované ovladače pro sériový a USB port.  
Uvedené zapojení pro jeden počítač na jednu UPS vyuţijí domácí uţivatele počítačů, a 
také je to nejjednodušší zapojení pro test komunikace. Toto zapojení jsem při své práci také 





Obrázek 9: Zapojení více počí tačů [6 ] 
 
Druhé schéma popisuje moţnost připojení více počítačů na jednu UPS. První počítač 
s označením master je napojen na UPS prostřednictvím USB, nebo sériového kabelu a 
zároveň je zálohován zdrojem. Ostatní počítače s označením slave A aţ N jsou připojeny na 
zálohu také. Tyto počítače komunikují prostřednictvím Ethernetové sítě s počítačem napřímo 
připojeným k UPS, který jim posílá data o stavu UPS v určitých intervalech.  
Toto schéma je pouţitelné pro místnosti o více počítačích, které chceme zálohovat 
baterií a zároveň chceme, aby dostávaly informace o stavu zdroje při výpadku napájení. Lze 




2.5 Typy problémů 
Celkem existuje devět obecných typů problémů s napájením z veřejné elektrovodné 
sítě, které UPS mohou eliminovat s moţnými nebezpečími při nepouţití UPS [5]: 
 Blackout 
Jedná se ztrátu napájecího napětí po dobu delší, neţ dva sinusové cykly. Tento 
problém při nevyuţití UPS způsobí nefunkčnost zátěţe.  
 Krátkodobý pokles 
Jedná se o časově téměř nepatrný pokles napětí o 15-20%, které můţeme sledovat, 
jako tzv. bliknutí světel, které je ve většině případů neškodné.  
 Napěťová špička 
Špičku lze charakterizovat, jako krátkodobé přepětí přesahující 10%. Toto přepětí 
můţe poškodit zařízení nepřipojené na UPS. 
 Brownout 
Je tzv. dlouhodobé přepětí. Jedná se o dlouhou linii nízkého napětí, které můţe 
způsobit nadměrné opotřebení spotřebičů a nefunkčnost citlivých zařízení.  
 Dlouhodobé přepětí 
Na rozdíl od dlouhodobého podpětí jde o dlouhou linii vysokého napětí. Tato linie 
způsobuje rychlé opotřebení spotřebičů, či jejich poškození.  
 Síťový brum 
Ten způsobuje elektromagnetické rušení.  
 Změna frekvence 
Změnou frekvence se myslí odchylka od standardní frekvence v síti. Naše 
elektrovodná síť má frekvenci 50Hz. Změna frekvence způsobuje například změnu rychlosti 
elektromotorů, nebo tzv. spadnutí počítače.  
 Napěťové rázy 
Ty se projevují náhlými krátkodobými špičkami napětí o maximech aţ 20 000V. Tyto 
rázy mohou být způsobeny přeskakováním jisker při spínání jiných přístrojů, nebo mohou být 
způsobeny elektrostatickými výboji. Rázy mohou mít za následek chyby dat, nebo poškození 
počítačů.  
 Harmonické zkreslení 
Jedná se o harmonické zkreslení sinusového průběhu napětí v elektrovodné síti. 
Zkreslení bývá obvykle způsobeno nelineární zátěţí, způsobované například elektromotory. 
Způsobené problémy jsou například chyby v komunikaci, nebo poškození hardware. 
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2.6 Různé způsoby ukončení operačního systému  
Dnešní operační systémy mají různé funkce pro správu napájení počítače, včetně stále 
se rozrůstající rodiny přednastavených akcí, které se budou provádět v případě výpadku 
proudu. Tyto moţnosti jsou navrţeny především podle poţadavků uţivatelů přenosných 
počítačů. Základní akce jsou Ukončení, Ukončení a vypnutí, Reţim spánku a Úsporný reţim. 
Blíţe ke zmíněným akcím.  
Akce Ukončení je v podstatě standardní způsob vypnutí počítače. Systém počítače 
obdrţí od UPS, nebo uţivatele ukončovací příkaz, provede ukončovací sekvenci s uloţením 
dat a ukončením aktivních procesů. V systému Windows je příkladem postup, kdy se na 
obrazovce ukáţe nápis „Nyní můţete počítač bezpečně vypnout“ [5].  
Následující akce Ukončení a vypnutí je stejná, jako akce Ukončení, aţ na to, ţe 
počítač dostane automatický příkaz od systému, aby se vypnul. Ve vypnutém stavu počítač 
neodebírá proud a lze toho vyuţít při připojení více počítačů na jednu UPS, kdy potřebujeme 
šetřit energii a prodlouţit výdrţ ostatních počítačů [5].  
Reţim spánku je vylepšenou verzí předcházejících akcí. Lepší je v tom, ţe se před 
vypnutím uloţí celá práce na ploše na pevný disk počítače. Jednotlivými kroky je to tak, ţe se 
uloţí RAM paměť do souboru na pevném disku. Poté dojde k ukončení a vypnutí. 
Opakovaným zavedením operačního systému, ať uţ obnovením dodávky proudu, nebo 
opětovným spuštěním, dojde k obnovení RAM paměti z pevného disku a můţete pokračovat v 
otevřené práci. Otevře se tedy pracovní plocha se všemi soubory a dokumenty, které byly 
otevřené před vstupem do Reţimu spánku [5].  
Úsporný reţim není akcí, která by počítač vypínala nadobro. Počítač přechází do stavu 
s nízkým odběrem energie. Jsou vypnuty neuţitečné komponenty jako například monitor, 
nebo vstupní a výstupní zařízení. V počítači stále probíhá aktualizace paměti DRAM a 
udrţování kritických procesů. Při této akci je důleţité, aby UPS uměla počítač znovu 
aktivovat před vybitím akumulátoru. Vybitím akumulátoru by došlo k vypnutí počítače bez 
řádného ukončení procesů a uloţení dat. Došlo by tedy k tomu samému, jako kdyby počítač 
nebyl připojen k UPS. Proto je důleţité, aby UPS uměla počítač znovu aktivovat a vyvolat 
standardní ukončení, například akcí Reţim spánku, nebo Ukončit a vypnout [5]. 
3 CentOS 5.4 
OS CentOS je robustní, stabilní, bezpečná linuxová distribuce, která je postavena  z 
otevřených zdrojových kódů linuxové distribuce Red Hat. Na rozdíl od Red Hat je CentOS 
poskytován zdarma. Svým obsahem softwaru a zaměřením vůbec je směrován spíše pro práci 
na serveru a vývoj, ovšem lze i plně vyuţívat jako desktop, který jako výchozí grafické 
rozhraní pouţívá KDE. CentOS, jako kaţdá moderní linuxová distribuce, obsahuje jiţ v 
základu bohatý zdroj softwarového vybavení ve formě balíčků rpm, které se instalují pomocí 
instalátoru Yum. Aplikace potřebné pro provoz serveru jako Apache, apcupsd, sshd je snadné 
nainstalovat. 
Jak uţ bylo zmíněno, je aplikace Yum důleţitou součástí systému. Abychom ji mohli 
pouţívat je třeba do ní vloţit Internetové stránky s knihovnami instalačních balíčků, ty se 
nazývají Repozitory. Ke kaţdé knihovně je potřeba doplnit elektronický klíč, který slouţí 
například k ověření kompatibility, nebo způsobilosti balíčku být spuštěn v určité verzi 
CentOS. Knihovna obsahuje základní prameny pro čerpání balíčků uţ po prvním spuštění 
systému po jeho instalaci.  Knihovny se vkládají více způsoby. Můţete stáhnout a nainstalovat 
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nejnovější verzi yum, kaţdá verze má více knihoven. Nebo můţete další repozita vkládat 
manuálně do sloţky /etc/yum.repos.d. Ve sloţce vytvoříte nový soubor název.repo a do něj 
vloţíte text, jak je uvedeno níţe.  
### Name: RPMforge RPM Repository for Red Hat Enterprise 5 - dag 
### URL: http://rpmforge.net/ 
[rpmforge] 
name = Red Hat Enterprise $releasever - RPMforge.net - dag 
baseurl = http://apt.sw.be/redhat/el5/en/$basearch/rpmforge 
mirrorlist = http://apt.sw.be/redhat/el5/en/mirrors-rpmforge 
#mirrorlist = file:///etc/yum.repos.d/mirrors-rpmforge 
enabled = 1 
protect = 0 
gpgkey = file:///etc/pki/rpm-gpg/RPM-GPG-KEY-rpmforge-dag 
gpgcheck = 1 
 
Tímto způsobem můţete vloţit více dalších knihoven, ze kterých bude moci systém 
při hledání poţadovaných balíčků hledat. Celou sloţku s rozšířenými knihovnami vkládám na 
CD, pro snadnější instalaci programů. 
4 Hardwarová realizace NIS CLINICOM UBMI 
Server pro NIS CLINICOM na UBMI patří mezi nededikované servery. V průběhu 
zimního semestru 2009 došlo k výměně serveru. Popisuji dále oba servery.  
4.1 Porovnání serverů 
4.1.1 Starý server 
Jednalo se o stroj firmy AT Computers. Byl vyroben 14. 11. 2006. Byl odstaven 
během prosince roku 2009.  
Hardware - důleţité parametry pro server: 
 dvou jádrový procesor Intel Core 2 Duo E6300 s taktovací frekvencí jádra 1,86GHz, 
rychlost externí sběrnice byla 1066MHz, velikost cache 2MB L2 
 síťová karta Intel Lemont iP965 Gb LAN  
 dvě RAM paměti typu DDR2 o frekvenci 667MHz a kapacitě 512MB od firmy 
Kingston 
 jeden SATA HDD o kapacitě 250GB s velikostí sběrnice 16MB a 7200 otáčkami od 
firmy Seagate 
 dva přídavné ventilátory firmy Glacial 
Software: 
 Linux Red Hat 
UPS: 
 APC, model Back-UPS RS 800VA. 
4.1.2 Nový server 





 dvou jádrový procesor Intel Core 2 Duo E6600 BOX s frekvencí jádra 2,4GHz, 
rychlostí externí sběrnice 1066MHz, velikost cache je 4MB L2. Přídomek BO X značí 
přítomnost box chladiče 
 síťová karta Intel Lemont iP965 Gb LAN  
 dva SATA HDD o kapacitě 250GB s velikostí sběrnice 16MB a 7200 otáčkami od 
firmy Seagate 
 čtyři RAM paměti typu DDR2 o frekvenci 667MHz a kapacitě 1024MB od firmy 
Kingston 
 dva přídavné ventilátory firmy Glacial 
Software: 
 CentOS verze 2.6.18-164.e/5PAE kompatibilní s Linux Red Hat nash verze 5.1.19.6 
UPS: 
 APC, model Back-UPS RS 1500VA  
 
Nově pouţívaný server má výkonnější CPU, stejně rychlé RAM paměti s čtyřikrát 
větší kapacitou. Navíc má dva pevné disky o celkové kapacitě 500GB. V novějším serveru se 
vyskytují ještě navíc redukce napájení pro SATA disky firmy Seagate a datový kabel 
SerialATA150 HDD. 
4.2 NIS CLINICOM na UBMI 
Byl veden nejdříve na původním serveru pro něj určeném, v dnešní době běţí na 
novém výše popsaném serveru.  
Jak uţ bylo popsáno výše, je NIS na UBMI řešen obdobně. Systém zde nefunguje, 
jako opravdová databáze s kartami ţivých pacientů. Jména pacientů i jejich rodná čísla a 
samozřejmě nemoci a zranění jsou smyšlená. Vše je pouze pro názornou ukázku funkce 
tohoto systému. 
Server je připojen k místní síti a zároveň má přístup k síti Internet. Lze se tedy na něj 
připojit odkudkoliv, kde bude přítomno připojení k Internetu. Připojením serveru NIS k místní 




Obrázek 10: Realizace NIS CLINICOM UBMI 
5 Teorie k měření odběru elektrické energie serveru 
Odběr energie u počítače je věcí, která většinou nikoho moc nezajímá. U normálních 
osobních počítačů se odběr měří  většinou pro zjištění, kolik se bude za elektřinu platit, 
pojede-li počítač celý den, nebo pokud si chceme pořídit UPS pro domácí pouţití. Zde ovšem 
není problém počítač po ukončení práce vypnout. U serverů je tomu jinak. Ty by měly 
pracovat nepřetrţitě, protoţe na jejich práci závisí práce ostatních počítačů.  
Většinou se měří odběr počítače bez zatíţení, čili v době, kdy má počítač spuštěný 
například jen operační systém. Poté se měří odběr počítače v případě maximálního zatíţení. 
Zatíţení se samozřejmě provádí jinak u domácího počítače a jinak u dedikovaného serveru. 
Vţdy ale platí pouţití co nejvíce náročných aplikací. Na server připojíme co nejvíce uţivatelů, 
kteří od něj budou poţadovat velké výkony. Na domácím počítači pustíme několik náročných 
aplikací. V podstatě počítačům nachystáme velké mnoţství úkonů, které by mělo být větší, 
neţ by mohlo být v reálu moţné. 
5.1 Teoretické postupy měření odběru 
Měření lze provést několika způsoby: 
1. Použitím přístroje měřícího odběr 
 Koupíme, nebo si vypůjčíme měřicí přístroj, který se umístí mezi zásuvku a napájecí 
kabel počítače. Byl pouţit měřicí přístroj Energy Logger 3500 od firmy FK technics, 
jehoţ funkci a součásti budou rozebrány později 
 Počítač, nebo server poté na určitou dobu co nejvíce zatíţíme  
 Z hodnot naměřených přístrojem vytvoříme graf 
 V grafu určíme maximální hodnotu odběru 
 Podle této hodnoty budeme vybírat UPS tak, aby její výkon stačil na poţadovaný 
odběr i s rezervou 

















 Na stránkách firmy APC najdeme část pro navrhování UPS  
 
 
Obrázek 11: Konfigurátor pro návrh UPS [5] 
 
 Zadáme parametry počítače  
 Hodnocení nám samo najde tři UPS, dělení podle nejlepší ceny, podle nejlepších 
hodnot, podle nejvyššího výkonu 
 
 
Obrázek 12: Tři UPS doporučené konfigurátorem [5] 
 
 Níţe na Internetovém odkazu jsou uvedeny srovnání parametrů jednotlivých UPS  
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5.1.1 Měřící přístroj Energy Logger 3500 
 
Obrázek 13: Přístroj Energy Logger 3500 [7] 
5.1.2 Prvky přístroje 
Výstupní zástrčka (1), do ní se zapojuje počítač, nebo zařízení, které chceme měřit, 
z druhé strany se nachází vstupní vidlice. Přístroj má pro zobrazování dat LCD displej (2), 
který je ovládán tlačítky vpravo od displeje. Mode tlačítko (5) slouţí k přepínání zobrazení, 
tlačítko max. (4) se vzestupnou hodnotou a tlačítko min. (3) se sestupnou hodnotou a tlačítko 
pro ovládání přenosu dat (7). Na boku přístroje se nachází čtečka SD karet (6). SD karty lze 
pouţít s kapacitou v rozmezí 512MB a 2GB. [7] 
5.1.3 Měřené hodnoty přístroje 
 Napětí (V), proud (A) a frekvence (Hz)  
 Typ spotřebiče (odporová nebo kapacitní zátěţ)  
 Reálný výkon (W), zdánlivý výkon (VA) a činitel výkonu (cosPHI)  
 Maxima a minima všech jmenovaných hodnot 
 Celková spotřeba energie (kWh) 
5.1.4 Zobrazované hodnoty 
 Počítá spotřebu nákladů podle tarifů a také rozpočet nákladů na měsíc a rok  
 Provozní doba (ON-time) 
 Délka záznamu (REC-time) 
 Zobrazuje čas a datum a zbývající paměť v procentech 
5.1.5 Základní technické údaje přístroje  
Provozní napětí      230 V/AC  
Měření spotřeby      1 Wh aţ 9999 kWh  
Třída přesnosti      ± 1 % + 1 digit  
Max. příkon měřeného spotřebiče     1,5 aţ 3500 W  
Rozlišení       0,1 W  
Jmenovitý vlastní příkon     cca 1,8 W  
Doba záznamu      max. 4 měsíce  




5.1.6 Měření přístrojem Energy Logger 3500 
Přístroj ukládá data do své integrované paměti do souborů s označením hodnota.BIN. 
Po jejich nahrání do počítače je lze zobrazit v programu Energy Logger Viewer, který se 
dodává s přístrojem na přiloţeném kompaktním disku. Data se zobrazují v závislosti výkonu 
na čase. Pro své měření vyhledám hodnotu průměrného a nejvyššího reálného výkonu, kterou 
odečtu. 
6 Naměřené hodnoty a výpočet  
6.1 Měření teoretické hodnoty zbývajícího času 
6.1.1 Hodnoty naměřené pomocí přístroje Energy Logger 3500 
Měření probíhalo na starém serveru NIS CLINICOM UBMI (147.229.77.5) po dobu 
22. 3. 2010 aţ 16. 4. 2010 s občasným přerušením. 
 
 
Obrázek 14: Měření výkonu počítače přístrojem Energy Logger 
 
Byl vybrán rozsah od 6. 4. 2010 do 10. 4. 2010 pro vyčtení maximální hodnoty 





Obrázek 15: Výběr maximální hodnoty z měření přístrojem Energy Logger  
 
Maximálně zvětšená oblast jednoho peaku pro přesnější odečtení hodnot z grafu. 
 
 
Obrázek 16: Zobrazení maximální hodnoty reálného výkonu z měření přístrojem Energy Logger 
 
Ze tří hodnot byla vybrána jedna znázorněná na obrázku nahoře. Tato hodnota bude 
vzata, jako maximální reálného výkonu. Průměrná hodnota z grafů je 112 W, ale ve svém 




6.1.2 Výpočet doby zálohování z hodnot přístroje Energy Logger 3500 
Kapacita akumulátoru APC BR 1500l uváděná výrobcem by měla být 8,5 Ah. Proud 
dodávaný akumulátorem by měl být 1,7 A. Napětí na akumulátoru by mělo být 12 V, 
akumulátor je sloţený ze dvou modulů v sérii, napětí je tedy 24V. Za pomoci nalezených 
vzorců se dá vypočítat teoretická hodnota zbývajícího času.  
t = zbývající čas = ? 
C = kapacita pro dodávání stejnosměrného proudu 24 V = 8500 mAh = 8,5 Ah 
P´ = reálný výkon = 115 W 
U = napětí = 230 V 
Iakumulátoru = 1,7 A 
Uakumulátoru = 24 V 
 
Pokud bereme hodnoty udávané výrobcem 865W, jako maximální výkon a hodnotu 







= 0,577 ∙ 100 = 57,7 % 
Akumulátor při napětí 24 V má kapacitu 8,5 Ah, převedením napětí ze stejnosměrného 
na střídavé se musí změnit i kapacita akumulátoru. Čím více se zvýší napětí, tím větší bude 
odběr, ale menší kapacita, pouţijeme tedy trojčlenku pro řešení nepřímé úměrnosti: 
24 V  8,5 Ah 





= 0,887 𝐴ℎ 
Kapacita baterie pro dodávání střídavého proudu je 0,887 Ah.  
Nyní obdobným způsobem vypočítáme příkon. K výpočtu pouţijeme úpravu vzorce 










= 199,31 𝑊 
Z hodnoty příkonu můţeme vypočítat hodnotu proudu, která by nám měla potvrdit 
kapacitu. Kapacita je definována, jako hodnota proudu dodávaná po dobu jedné hodiny.  






= 0,87 𝐴 
Proud je 0,87 A a kapacita je 0,887 Ah, tedy baterie o kapacitě 0,887 Ah by dokázala 

























= 61 𝑚𝑖𝑛𝑢𝑡, 25 𝑠𝑒𝑘𝑢𝑛𝑑 
V dalším hodnocení bych pouţil hodnotu 61 minut, 12 sekund nemodifikovaného 
vzorce (5). 
Další moţnost výpočtu slouţící pro výpočet doby zálohování vodních čerpadel, zde je 







=  44 𝑚𝑖𝑛𝑢𝑡,21 𝑠𝑒𝑘𝑢𝑛𝑑 
 
6.1.3 Měření podle grafu stránek výrobce UPS  
Za další moţnosti odhadu doby zálohy by mohl být povaţován interaktivní graf na 
stránkách firmy APC, kde si najdete hodnotu zátěţe a dostanete vypočtenou teoretickou dobu 
zálohy. 
 
Obrázek 17: Graf odhadování doby zálohy za zátěže ze strany výrobce APC [5 ] 
 
Jako zátěţ jsem vybral průměrnou hodnotu zatíţení podle přístroje Energy Logger 
3500, která činí 115 W. Odečtená hodnota odhadu času z grafu je 56 minut a 48 sekund. 
Odhadovaná hodnota času při špičce 125 W je 52 minut a 6 sekund.  
Další moţnost teoretického odhadu doby zálohování UPS je hodnota času, kterou 





po instalaci apcupsd, nebo můţe být tato hodnota zobrazena i správcem napájení. 
Odhadovaná hodnota byla před reálným měřením 61 minut.  
6.2 Měření reálné hodnoty zbývajícího času 
Měření reálné hodnoty bylo provedeno na serveru NIS CLINICOM (147.229.77.5). 
Začátek měření byl v 10:08:40. Kaţdých 30 sekund se ozvaly 4 přerušované tóny, ty podle 
návodu znamená oznámení o chodu na akumulátor. Kapacita akumulátoru byla na začátku 
měření 100%. V 11:03:40 se ozvalo nepřetrţité pípání, coţ je podle návodu znamením ţe 
došlo k podstatnému sníţení kapacity akumulátoru a doba do úplného vybití je krátká. Konec 
měření byl v 11:05:20, kdy došlo k úplnému vypnutí při kapacitě 0%, které jsme nastavili pro 
přesnější měření. Doba běhu na baterii byla 56 minut a 40 sekund. 
Měření jsem provedl pouze jednou z důvodu velké časové náročnosti a častých 
problémů s hardwarem. 
6.3 Srovnání teoretických a reálných hodnot  
Odhadovaný čas měření získaný výpočtem podle vzorce (5), z hodnot výkonu 
naměřených na přístroji Enegry Logger 3500 a ostatních hodnot UPS udávaných výrobcem, je 
61 minut a 12 sekund. Tato hodnota se nejvíce blíţí hodnotě, kterou odhadovala samotná UPS 
těsně před konáním testu výdrţe. Tato hodnota se liší od reálného měření o 4 minuty a 32 
sekund. To by mohlo být způsobeno nestejným zatíţením testovaného počítače, nebo také 
změnou kapacity akumulátoru z důvodu jejího opotřebování. Nestejné zatíţení je myšleno 
v porovnání s měřením přístrojem Energy Logger 3500. V době měření přístrojem mohl být 
počítač více zatěţován, mohlo být připojeno více uţivatelů. V době reálného měření byl na 
serveru z počátku připojen jeden uţivatel a asi po čtyřiceti minutách testu dva uţivatelé. 
Hodnota odhadu doby z grafu stránek výrobce vyšla 56 minut a 48 sekund. 
V porovnání s reálnou hodnotou 56 minut a 40 sekund je tato metoda odhadu asi nejpřesnější, 
nebo jsme svědky náhody. 
Dále můţeme srovnat čas odhadovaný UPS (61 minut) s reálnou hodnotou měření, 
rozdíl jsou zde 4 minuty 20 sekund. To by také mohlo být způsobeno různými hodnotami 
zátěţe během testu oproti hodnotě odhadu před výpadkem a aktuálním opotřebením 
akumulátoru. 
7 Realizace zasílání zprávy o výpadku 
Mým dalším úkolem bylo realizovat zasílání varovné zprávy o výpadku napájení na 
serveru NIS CLINICOM UBMI.  Ke splnění tohoto úkolu bylo téţ potřeba realizovat 
komunikaci UPS s PC. Teorie o moţnostech komunikace je shrnuta v kapitole 2.4.4. Ke 
komunikaci PC-UPS sice slouţí v systému CentOS program PowerManager a v prostředí OS 
Windows XP správce napájení, bohuţel je nelze upravovat pro potřeby zadání. Z toho důvodu 
jsem pouţil program APCUPSD. 
Zapojení počítačů, pro které jsem nastavoval programy, vychází ze schémat na 




Obrázek 18: Zapojení použité pro realizaci zasílání varovné zprávy 
 
K UPS je připojen pouze počítač v označení master. V našem případě je tímto 
počítačem server NIS CLINICOM UBMI s operačním systémem CentOS 5.4. Počítače 
s označením slave jsou pouze připojeny k serveru z důvodu komunikace, nejsou však 
zálohovány. Na těchto počítačích je instalován OS Windows XP, service pack 3. 
7.1 APCUPSD 
Jedná se o volně šiřitelný program pro OS Linux i OS Windows. Pro komunikaci mezi 
počítačem a UPS, tedy v případě OS CentOS 5.4, jsem vyuţil verzi 3.14.0. Tato verze také 
komunikuje s apcupsd-cgi, který se pouţívá pro sledování UPS přes Internet zadáním IP 
adresy k ní připojeného počítače. Pro zobrazování zpráv v OS Windows jsem pouţil 
winapcupsd verze 3.14.8. V této verzi je uţ součástí instalačního balíčku také program 
Apctray, který je jedním z moţných řešení notifikace o výpadku proudu. 
Instalační balíčky v obou verzích budou součástí přiloţeného CD i s vloţenými 
soubory, které byly editovány. 
7.1.1 Instalace v systému CentOS 5.4 
Instalaci programu provedeme v příkazovém řádku systému CentOS 5.4 pomocí 
příkazu „yum install apcupsd“. Pro tuto moţnost musí být v systému, běţícím pod systémem 
CentOS 5.4, správně nastavena knihovna repositories. Důvodem je fakt, ţe defaultně 
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nastavená knihovna (dále repo) nemusí obsahovat poţadovanou verzi programu. Příkaz „yum 
install NÁZEV“ většinou k instalaci pouţije nejnovější verzi, kterou má na skladě. Ke 
zpětnému downgrade pouţijte příkaz „yum install downgrade“. Lze také vyuţít instalace 
balíčku z lokální sloţky. Balíček stáhnete ze sítě Internet a vloţíte jej do jakékoliv sloţky. 
K instalaci z lokální sloţky pouţijete příkaz „yum localinstall NÁZEV“. 
Další moţností je instalace v grafickém prostředí systému CentOS 5.4. V tomto 
případě stáhnete balíček pomocí prohlíţeče kamkoliv do systému (nejčastěji na plochu) a 
odtud poklepáním balíček nainstalujete. 
Balíček bude nainstalován do nového adresáře s názvem apcupsd. Sloţka se nachází 
na cestě /etc/apcupsd. 
7.1.2 Instalace v systému windows 
Instalační balíček winapcupsd.exe stáhnete na svůj počítač a program nainstalujete. 
Celou instalací vás bude provázet průvodce instalací, který vás před dokončením instalace 
vyzve ke konfiguraci apcupsd.conf. Ten se nachází ve sloţce, kterou jste při instalaci vybrali.  
Dále budete dotázáni na instalaci programu Apctray. Tento program slouţí pro zobrazování 
„bublinových“ zpráv o stavu UPS a je umístěn mezi ikonami na liště. 
7.1.3 Konfigurace programu pro CentOS 5.4 
Pro správný chod programu je třeba nastavit konfigurační soubor apcupsd.conf. Ten se 
nachází ve sloţce apcupsd ve sloţce /etc/apcupsd.  
Lze jej konfigurovat z příkazového řádku pouţitím prohlíţeče vim, pouţitím příkazu 
„vim apcupsd.conf“. V tomto případě pouţijte pro přepis tlačítko insert umístěné na 
klávesnici. V případě, ţe jste hotovi s konfigurací, zmáčknete „esc“ pro odstranění funkce 
přepisu textu. Editovaný text uloţíte příkazem „:w“ a samotný editor zavřete pomocí „:q“. 
Konfigurační soubor je moţné otevřít i v grafickém prostředí v editoru gedit. 
Poţadované hodnoty pouze přepíšete, poté uloţíte. 
Po kaţdé nové editaci konfiguračního souboru je potřeba spuštěný program 
restartovat. Přes příkazový řádek zadáním příkazu „service apcupsd restart“. 
V samotném konfiguračním souboru apcupsd.conf se nachází vţdy kolonka, za kterou 
se klade poţadovaná hodnota. Popíšu nejdůleţitější kolonky, které jsou pro funkci programu 
nejdůleţitější [6]: 
 UPSNAME 
o Pokud změníte tuto hodnotu vloţením stringu s textem, bude tento text 
jménem UPS, v jiném případě bude přidělen název počítače 
v konfiguraci master 
 UPSCABLE 
o Způsob připojení UPS k PC s moţnostmi: usb, simple, smart, ether 
o Hodnota pouţité konfigurace je podle pouţitého kabelu – usb 
 UPSTYPE 
o Nastavení komunikace UPS 
o Moţnosti jsou usb, net, snmp, dump, pcnet, apcsmart 





o Tento parametr se nastavuje podle UPSTYPE s bliţšími specifiky: 
 usb – nechat prázdné 
 net – zde se bude vyplňovat IP a port adresa v případě připojení 
UPS k jinému počítači 
 snmp – nastavuje se IP, port, vendor, community 
 dump - jedná se o starší typ komunikace přes sériový port 
– nastavuje se cesta, kde budou odchytávána data 
posílaná UPS 
- /dev/tty** 
 apcsmart – novější typ komunikace přes sériový port 
- /dev/tty** 
 pcnet – tento parametr se pouţívá v případě, ţe je vyuţíván 
PowerChute Network Shutdown protokol a UPS management 
card, která je dodávaná firmou APC 
- nastavujeme zde IP, jméno uţivatele, heslo 
o Tato hodnota musí pro náš případ zůstat prázdná 
Dále se nastavují parametry pro stav výpadku napětí. Vyberu nejdůleţitější [6]: 
 ONBATTERYDELAY 
o Čas v sekundách mezi detekcí výpadku proudu a reakcí programu 
o Doporučuji čas do 10 sekund pro rychlé zjištění výpadku 
 BATTERYLEVEL 
o Nastaví procentuální hodnotu, při které bude systém vypnut 
o Původně nastavená hodnota je 5% 
o Doporučuji minimálně 10%, aby zbývalo dost energie pro bezpečné 
vypnutí počítače 
 MINUTES 
o Nastaví čas v minutách, kdy se porovnávají minuty, které ještě zbývají, 
při rovnání, nebo přesáhnutí této hodnoty dojde k vypnutí 
o Doporučuji hodnotu 3 minuty odhadu času samotné UPS 
 ANNOY 
o Nastaví se interval, po kterém budou uţivatelé periodicky notifikováni 
o výpadku proudu, čas je nastaven v sekundách 
 ANNOYDELAY 
o Úvodní zpoţdění prvního varování o výpadku proudu, čas v sekundách 
 NOLOGON 
o Podmínka pro odmítnutí uţivatelům se přihlásit k počítači, pokud jede 
na zálohu 
o Nastavitelné parametry jsou: 
 disable – vypne podmínku 
 timeout – v případě nastavení TIMEOUT nenulově, platí od 
doby uplynutí času pro hodnotu TIMEOUT 
 percent – podle hodnoty BATTERYLEVEL 
 minutes – podle nastaveného času 
 always – uţivatelům je vţdy při výpadku zakázáno se přihlásit 
k počítači 
o Nastavená hodnota je disable 
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Parametry MINUTES, BATTERYLEVEL a TIMEOUT spolupracují. 
První, který nastane při trvání výpadku proudu, spustí příkaz k vypnutí 
počítače. To je dobré jištění v případě, ţe by došlo k enormnímu zatíţení 
počítače a akumulátor UPS by se vybil před uplynutím nastaveného času. 
Parametry pro nastavení Network Information Server (NIS) [6]: 
 NETSERVER 
o Parametr pro vybrání funkce Network Information Server 
o Hodnoty na výběr jsou: 
 on – zapne funkci informačního serveru 
 off – vypne funkci informačního serveru 
 NISIP 
o IP adresa na které bude informační server přijímat příchozí připojení 
o Standardní nastavení je na IP 0.0.0.0 a znamená, ţe kaţdé příchozí 
připojení bude obslouţeno, tudíţ mu bude poslána hodnota stavu UPS, 
dobré v případě pouţití s více obsluhovanými počítači 
o IP adresa lze nastavit na jakoukoliv specifickou adresu a případně na 
adresu 127.0.0.1, která se vyuţívá při testech, protoţe vytváří zpětnou 
smyčku pro obsluhu připojení pouze z lokálního přístroje 
o Naše nastavená hodnota je 0.0.0.0 
 NISPORT 
o Port pro posílání parametru STATUS a EVENTS po síti 
o Standardně nastaven na 3551 
o Lze změnit, ovšem je potřeba přestavět programy cgi, pro komunikaci 
po síti 
o Nastavená hodnota: 3551 
Konfigurační parametry uţívané v případě sdílení [6]: 
 NETTIME  
o Znamená interval v sekundách, ve kterém bude NIS klient ţádat server 
o data k UPS 
o Pouţívá se jen v případě, ţe je apcupsd konfigurováno, jako UPSTYPE 
net, coţ znamená, ţe se jedná o počítač komunikující s UPS 
prostřednictvím Ethernetu a je v konfiguraci slave 
 UPSCLASS 
o UPS můţe být umístěna samostatně (standalone), nebo můţe 
komunikovat přes speciální ShareUPS kartu firmy APC 
(sharemaster/shareslave) 
o Moţnosti: 
 standalone – pouţijene v případě, ţe nemáme speciální kartu 
pro sdílení od firmy APC 
 sharemaster – pouţijeme v případě, ţe máme k dispozici 
speciální kartu pro sdílení UPS od firmy APC s nastavením 
master, pro vůdčí postavení počítače, ve kterém je apcupsd 
instalován a nastaven s touto hodnotou 
 shareslave – stejné jako v případě sharemaster, ovšem zde se 
jedná o postavení počítače na úroveň slave 






 disable – pouţijeme v případě, ţe nemáme speciální ShareUPS 
kartu od APC 
 share – UPS je sdílená přes ShareUPS kartu od APC 
o Nastavená hodnota: disable 
Dále se musí nastavit soubor hosts.conf. To provedeme přidáním řádku „MONITOR –
IP adresa-“Název počítače””. Další popis konfigurace bude uveden při konfiguraci hosts.conf 
pro Windows. 
7.1.4 Funkce zasílání zpráv v CentOS 5.4 
Uvedené moţnosti jsou spíše okrajovým řešením, která se nabízejí. 
7.1.4.1 Realizace hlášení pomocí všeobecné zprávy 
V prostředí OS CentOS 5.4 jsou zprávy o výpadku zasílány všem připojeným 
uţivatelům, kteří vyuţívají příkazový řádek pro svoji činnost. Tato zpráva je posílána jako 
všeobecná zpráva příkazem echo “Informační text $proměnná“. Také je zde moţnost 
notifikace pomocí příkazu „zenity –info –text=“Informační text““. Oba příkazy se vkládají do 
souboru apccontrol, umístěného ve sloţce etc/apcupsd a jsou přiřazeny k jednotlivým stavům, 
které jsou charakterizovány jednotlivými skripty, např. onbattery. 
Tato moţnost by se dala povaţovat za jednu z moţných realizací zasílání varovné 
zprávy, pokud by byl uţivatel počítače v nastavení slave s OS Windows připojen k serveru 
pomocí konzole pracující s příkazovým řádkem připojeného počítače v našem případě serveru 
NIS CLINICOM UBMI. Jako tuto konzoli můţeme pouţít program PuTTy, nebo KoalaTerm. 
Tyto programy se k počítači připojují přes IP adresu volaného počítače a port 22 s vyuţitím 
SSH připojení. 
7.1.4.2 Realizace hlášení pomocí apcupsd-cgi 
Apcupsd-cgi je rozšířením programu apcupsd o moţnost sledování parametrů UPS 
přes síť Internet.  
Program ve verzi 3.14.0-3 stáhneme ze sítě Internet, nebo jej stáhneme a 
nainstalujeme z balíčku příkazem „yum install apcupsd-cgi“. V případě stáhnutí ze sítě 
Internet pouţijte lokální instalaci příkazem „yum localinstall --nogpgcheck  apcupsd.i386 
3.14.0-3.el5“, toto provedeme i pro balíček apcupsd-cgi.i386 3.14.0-3.el5. Parametr příkazu --
nogpgcheck je pouţit, protoţe balíčky jsou z neoficiálního zdroje a yum o nich nemá 
elektronický podpis ve své databázi, takţe volba --nogpgchceck je nainstaluje silou. 
Po instalaci apcupsd-cgi je třeba zkontrolovat verzi apache, ten musí mít verzi 2 a 
vyšší. Instalace vyšší verze se provádí pomocí příkazu „yum install apache2“. Případně si 
můţete instalační balíček stáhnout ze sítě Internet, nebo si u apache pouze zvýšit verzi 
příkazem „yum update apache2“. Důleţité je také zkontrolovat verze programů apcupsd a 
apcupsd-cgi, ty by měly být stejné. 
Po instalaci by měli být v umístění /var/www/cgi-bin/apcupsd/ soubory multimon.cgi 
 upsfstats.cgi  upsimage.cgi  upsstats.cgi. Pokud na této cestě nebudou, zkopírujete je tam z 
adresáře /usr/lib/cgi-bin/apcupsd nebo z /var/www/apcupsd. Nic není třeba konfigurovat, pro 
správnou funkci jen stačí mít beţící proces httpd, coţ je web server Apache. Pokud neběţí, 
spustí se příkazem /sbin/service httpd start. Po zadání http://IPadresaserveru/cgi-
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bin/apcupsd/multimon.cgi by měly být vidět grafy. Na tuto funkci dále potřebujete mít 
nastavený SELinux a také je třeba mít veřejnou IP adresu. [8] 
7.1.5 Konfigurace programu pro Windows XP 
Konfigurace se provádí obdobným způsobem, jako v případě OS CentOS 5.4. 
V konfiguračním souboru apcupsd.conf se pouze změní nastavení UPSCABLE z usb na ether, 
UPSTYPE vyplníme jako net a do kolonky DEVICE napíšete IP adresu serveru a jeho 
NISPORT, který je defaultně nastaven na hodnotu 3551. V sekci pro nastavení v případě 
sdílení povolit parametr NETTIME a nastavit jeho hodnotu na 30 a méně sekund. Dále je 
potřeba změnit parametr NETSERVER z on na off. 
Dále musíte nakonfigurovat konfigurační soubor hosts.conf. Jeho konfigurace spočívá 
s přidání řádku MONITOR –IP adresa- “Název počítače“ pro kaţdý počítač, který má být 
monitorován, nebo který má přístup k zisku informací od NIS serveru. Je nutné, aby byly 
přidány adresy pro oba počítače do obou konfiguračních souborů. Funguje to, jako výměna 
klíčů, kdy například počítač v nastavení slave dostane adresu serveru, na kterém je připojena 
UPS a zároveň se musí i on představit tomuto serveru. Do souboru tedy pro komunikaci dvou 
počítačů vloţíte řádek MONITOR –IP-“Název počítače“ dvakrát a pro kaţdý další sledovaný 
počítač vloţíte jeho IP adresu do obou konfiguračních souborů hosts.conf. Oběma soubory je 
myšlen konfigurační soubor hosts.conf i na serveru i na připojeném počítači v nastavení slave. 
Dále musíte pro povolení komunikace nastavit firewall vytvořením výjimky pro 
program apcupsd a dále pro program apctray, případně pro samotný port 3551. 
 
Obrázek 19: Konfigurace Apctray 
 
Apctray se po instalaci objeví na liště v pravo dole, my jej musíme nakonfigurovat. 
Konfigurace se provede otevřením nabídky pravým tlačítkem na ikonu apctray a výběrem 
poloţky Configure spustíme okno, ve kterém se nastavuje IP adresa serveru, port serveru a 
interval obnovení hodnot (Refresh). Na obrázku je pouţit testovací počítač, proto je IP jiné, 
neţ IP serveru NIS CLINICOM UBMI. 
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7.1.6 Funkce zasílání zprávy v OS Windows XP 
Pro zasílání zpráv v OS Windows XP existují 2 moţnosti realizace. 
7.1.6.1 Realizace pomocí Apctray 
Během instalace Vám bude nabídnuta moţnost instalace Apctray. Tento program 
slouţí pro verze Windows XP a výše, čili ve verzích Windows, kde fungují oznamovací 
bubliny. Tento program se také nedá jinak nastavit, neţ pomocí popsané konfigurace a plně 
nahrazuje funkci Moţnosti napájení. Pokud Vám tato funkce stačí a nevadí Vám, ţe bude 
slave počítač vypnut po vypnutí serveru, nebo po uplynutí vlastního času, pouţijte tuto 
moţnost. 
 
Obrázek 20: S puštění okna status  
 
Apctray oznamuje stav nejen v okně Status for UPS: jméno UPS, ale i v ikonách na 
liště, ale i v bublinách. 
 
Obrázek 21: Oznamovací ikony z lišty 
 
 
Obrázek 22: Bublinové hlášení programu apctray se změnou ikony  
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7.1.6.2 Realizace pomocí Apcupsd 
Tato moţnost realizace vyţaduje zásah do dávkového souboru apccontrol.bat 
programu apcupsd, který se nachází ve sloţce apcupsd/etc/apcupsd, podle toho, kam jste 
uvedli instalaci. Dávkový soubor otevřete v poznámkovém bloku, nebo ve wordpadu. 
Nejdříve musíte vymazat, nebo opoznámkovat funkci pro zjišťování verze Windows. Tato 
funkce vyhodnocuje verzi Windows a v případě, ţe nebudou nalezeny verze niţší, neţ XP, čili 
98, NT, 95, 2000, bude program počítat s tím, ţe máte instalovaný Apctray a nebude ragovat. 
Opoznámkování provedete pomocí příkazu rem. 
Dále je důleţité opoznámkovat příkaz SHUTDOWN, nebo jej vymazat a tím zamezit 
vypnutí počítače, na kterém je apcupsd instalován. 
Při výpadku napájení by měl program otevřít funkci popup a vyhlásit pro kaţdý 
případ, který nastane, nastavenou hlášku. Tyto hlášky můţete podle libosti přeloţit. 
Poslední změnou, která byla provedena je vyhodnocování spuštění programu pro 
zakázání, nebo povolení zobrazení hlášení popup. Tato úprava spočívá v přidání funkce pro 
vyhledávání názvu spuštěného programu. Kaţdý spuštěný program je zobrazen ve správci 
úloh v sekci procesy. V příkazovém řádku se správce úloh spouští příkazem tasklist. Zbývá 
jen specifikovat název tohoto programu a počet písmen názvu tohoto programu. Program, pro 
který potřebujeme vytvořit funkci vypnutí, nebo zapnutí je CareCenter. Zkratka programu 
CareCenter je v tasklistu cws405.exe. V případě nálezu této zkratky budou popup hlášení 
zobrazovány na ploše, zatímco v případě nenalezení nebude zobrazováno nic. Důvodem 
vytvoření této funkce je zamezení zbytečného hlášení v případě výpadku serveru, kdyţ právě 
nepotřebujeme jeho sluţby. Program CareCenter vyuţívá sluţby serveru a proto budou během 
jeho funkce popup hlášení zapnuta. 
 
Obrázek 23: Přidaná funkce do skriptu apccontrol.bat 
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Úprava spočívá ve vloţení řádků označených červeným obdélníkem. Popis 
jednotlivých řádků: 
 První řádek: tasklist | find "cws405" > temp.txt 
Příkaz “tasklist“ vypíše seznam běţících procesů, příkaz “find” najde řetězec ze 
standardního vstupu a vypíše na standardní výstup pouze ten řádek, ve kterém se daný 
řetězec vyskytuje. Standardním vstupem je obvykle klávesnice a standardním výstupem 
je obvykle obrazovka. Znak | je roura. Roura přesměruje standardní výstup z příkazu na 
vstup dalšího příkazu. Takţe tasklist | find “cws405” zobrazí řádek, ve kterém se 
vyskytuje slovo cws405. Výpis z tasklist nejde na obrazovku, ale jako vstup příkazu find, 
který jej zpracuje a výsledek pošle na standardní výstup. Řádek se zobrazí samozřejmě 
pouze v případě, ţe běţí CareCenter, který se jeví v tasklist zkratkou cws405. Tento stav 
se musí někam uloţit, protoţe na obrazovce se s tím nedá pracovat. Stav se uloţí do 
proměnné, ale jelikoţ jsem nenašel způsob jak to do proměnné přímo uloţit, uloţil jsem 
jej do pomocného souboru temp.txt, pouţitím operátoru >(standardní výstup do souboru). 
Takţe celý řádek vytvoří soubor temp.txt, ve kterém buď bude řádek ze seznamu, nebo 
nebude. To uţ závisí na spuštění programu a tím pádem na jeho existenci v tasklist. 
 Druhý řádek: set /p MOJE= < temp.txt 
V druhém řádku v podstatě uloţíme hodnotu stavu z pomocného souboru do proměnné 
MOJE. Jelikoţ chci do proměnné uloţit řetězec ze standardního vstupu, pouţil jsem 
přepínač /p. Znak < je přesměrováním obsahu souboru na standardní vstup. 
 Třetí řádek: del temp.txt 
Tento řádek slouţí ke smazání pomocného souboru, protoţe jej uţ nebudeme dále 
potřebovat. 
 Čtvrtý řádek: IF "%MOJE:~0,10%" == "cws405.exe" %POPUP% “hlášení k danému 
stavu“ 
Procenta se zde pouţijí, protoţe MOJE je proměnná. Uvozovky se pouţijí proto, ţe 
příkaz IF a ostatní cykly mají v OS Windows tuto syntaxi. IF je podmíněný příkaz typu 
"jestliţe splněna podmínka, proveď příkaz, jinak neproveď". V proměnné MOJE je celý 
řádek včetně ID procesu (ten můţe být pokaţdé jiný, záleţí na nastavení). Z proměnné 
MOJE proto pouţiju z tohoto řádku jen ten počáteční název. Číslo :~0,10 udává počet 
znaků v pouţitém řetězci. Z tohoto řetězce vybere program jen prvních 10 znaků, coţ 
odpovídá cws405.exe a pomocí operátoru == (znamenajícího rovnost) jej porovná s 
řetězcem cws405.exe. Pokud se rovnají, znamená to, ţe je spuštěn program CareCenter a 
zobrazí se i popup hlášení. Text v hlášení nastavíme podle stavu, které se nachází ve 
skriptu apccontrol.bat. 
 Pátý řádek: SET MOJE=0 
Nastaví proměnnou MOJE na hodnotu 0. Tento příkaz je pouţit, protoţe v případě 
nespuštění programu CareCenter se vytvoří prázdný soubor a přesměrováním prázdného 
souboru příkazem < do proměnné MOJE její obsah nesmaţe, tudíţ by podmínka IF byla 
vyhodnocována stále jako pravdivá. Po skončení podmínky je tedy vhodné proměnnou 
MOJE vynulovat. 
Skript apccontrol.bat poté uloţíte a program apcupsd vypnete a znovu zapnete, jelikoţ 
aţ po znovu zapnutí programu se projeví nové nastavení. Vypnutí lze provést přes správce 
úloh. V záloţce procesy vyhledáte a ukončíte proces apcupsd.exe, nebo pouţijete příkaz kill 
apcupsd.exe v příkazovém řádku. Program znovu spustíte z apcupsd/bin/apcupsd. Skript si 
raději uloţte i jinam, neţ do sloţky apcupsd, jelikoţ kaţdou novou instalací, nebo updatem 





Obrázek 24: Popup hlášení programu apcups d v případě s puštění CareCenter  
 






Ve své práci jsem uvedl potřebnou teorii, se kterou jsem se musel seznámit pro 
samotnou realizaci. V teorii se nachází informace o nemocničním informačním systému 
CLINICOM, jeho základních částech, specializovaných modulech, uţivatelských rozhraních a 
také o výhodách a nevýhodách nemocničního informačního systému. Dále se v teorii nachází 
informace o hardwaru, s popisem, co je server a dále s popisem součástí důleţitých pro server. 
Další součástí je popis zařízení UPS, popis jejích součástek, popis druhů UPS, způsoby 
komunikace UPS s PC a také způsoby zapojení UPS. Dále se v teorii nachází výpis moţných 
druhů problémů, které mohou nastat nepouţitím UPS a také jsou tu uvedeny způsoby 
ukončení operačního systému. Ve třetí kapitole své práce jednoduše popisuji operační systém 
CentOS 5.4, v této části také uvádím postup k vytvoření knihoven pro příkaz yum. Se 
samotným systémem CentOS 5.4 i s jakoukoliv prací v systémech Linux jsem se učil zacházet 
z nulových znalostí. Ve čtvrté kapitole je uveden popis hardwarové realizace NIS 
CLINICOM UBMI s výpisy parametrů jednotlivých serverů. V současné době běţí 
nemocniční informační systém na novém serveru. V páté kapitole jsou uvedeny moţné 
postupy měření odběru energie serverem. Mezi pouţívané postupy patří vyuţití konfigurátoru 
na stránkách výrobce UPS, firmy APC. Pomocí konfigurátoru je také moţné z velkého 
mnoţství existujících UPS vybrat dostačující model pro server. Ze zobrazených tří modelů 
bych v případě pouţití UPS k záloze obou serverů doporučil model APC BACK-UPS 
RS1500VA FR, pro její velký výkon. V případě, ţe budeme poţadovat dobu zálohování 
aspoň 10 minut, které jsou plně dostačující pro odhlášení všech uţivatelů, postačuje model 
APC BACK-UPS RS800VA l. jak je potvrzeno v šesté kapitole, kdy vychází reálná doba 
zálohování staršího serveru na 56 minut, 20 sekund při pouţití APC BACK-UPS RS1500VA 
FR. UPS jsou navrhovány především na udrţení počítače do doby, neţ uţivatel ukončí práci a 
bezpečně vypne počítač, ne pro dlouhodobou práci. Proto by pro jeden server stačil model 
APC BACK-UPS800VA. UPS byla ovšem koupena během zimního semestru, ještě před 
provedením měření. V kapitole šest je popsán zisk hodnot z přístroje Energy Logger 3500 a 
jejich následné pouţití pro výpočet teoretické doby zálohováni. Tato doba vyšla 61 minut a 12 
sekund, téměř se shoduje s hodnotou času, kterou odhadla sama UPS před začátkem měření. 
Odhadovaná doba byla 61 minut. Další časovou hodnotu jsem získal z interaktivního grafu 
stránek výrobce, kde se pro hodnotu 115 W nachází adekvátní čas v podobě 56 minut a 48 
sekund. Reálná doba zálohy ovšem vyšla 56 minut a 20 sekund, coţ by mohlo být způsobeno 
různými hodnotami zatíţení a také jiným opotřebením akumulátorů oproti měření pomocí 
přístroje Energy Logger 3500, které se konalo měsíc před reálným testem. Reálné měření bylo 
provedeno jedenkrát z důvodů velké časové náročnosti měření a problémů s hardwarem. 
V poslední kapitole jsem popsal realizaci zasílání varovné zprávy o výpadku. Pro realizaci je 
nutné zaručit komunikaci serveru s UPS a dále komunikaci UPS prostřednictvím serveru 
s ostatními počítači v síti nemocničního informačního systému. Vyuţil jsem volně šiřitelný 
program Apcupsd s jehoţ pomocí jsem překonal komunikační propast operačních systémů 
CentOS 5.4 a Windows XP. Ve své práci uvádím moţnosti instalace, nastavení a nakonec 
zobrazení varovné zprávy o výpadku proudu na serveru nemocničního informačního systému. 
Zasílání jsem realizoval dvěma způsoby. Realizace je moţná buď pomocí přídavného 
programu Apctray, který je při instalaci Apcupsd na OS Windows XP doporučován, nebo 
pomocí programu Apcupsd se změnou jeho dávkového souboru. Tento soubor jsem upravil, 
aby nedocházelo k vypnutí připojených počítačů vypnutím serveru, také jsem upravil zasílání 
hlášení. Hlášení je zasláno pouze v případě zapnutí programu CareCenter, které je vyuţíváno 
pro zobrazování pacientských dat. Také z důvodu, aby nebyli uţivatelé zbytečně rušeni 
hlášeními o výpadcích v případě, ţe nevyuţívají sluţeb serveru nemocničního informačního 
systému. Svůj zásah do programu jsem kompletně popsal v poslední sedmé kapitole. 
Programy jsem zkoušel a editoval na domácích počítačích s vypůjčenou UPS. Na jednou 
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počítači byl instalován CentOS 5.4 (32bit) a na druhém OS Windows XP Service pack 3. 
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10 Seznam zkratek 
NIS  nemocniční informační systém 
IS  informační systém 
UPS  Uninterruptible Power Supply, záloţní zdroj energie 
CPU  Central Processing Unit, procesor 
HDD  Hard Disk, pevný disk 
RAM  Read Access Memory, operační paměť 
HW   hardware 
OS  Operating System, operační systém 
LAN  Local Area Network, lokální síť 
SCSI  Small Computer System Interface 
SSL  Secure Sockets Layer, vrstva bezpečných socketů 
PC  Osobní počítač 
SSH Secure Shell, zabezpečený komunikační protokol 
IP Internet Protocol, Protokol sítě Internet 
USB Universal Seriál Bus, universální datová sběrnice 
SATA Serial Advanced Technology Attachment, velkokapacitní počítačová 
sběrnice 
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