We study the effective time evolution of a large quantum system consisting of a mixture of different species of identical bosons in interaction. If the system is initially prepared so as to exhibit condensation in each component, we prove that condensation persists at later times and we show quantitatively that the many-body Schrödinger dynamics is effectively described by a system of coupled cubic non-linear Schrödinger equations, one for each component.
as a crowding phenomenon where the many-body state is for a large part factorised into the product of identical copies of the same one-body orbital, the condensate wave-function.
The mathematics of the Bose gas and its condensation is an extraordinarily rich and active subject that dates back from the very first systematic treatment of Bogolubov in the mid 1940's (that is, some 20 years after the theoretical discovery of BEC), boosted recently by the first experimental realisations of condensates in the mid 1990's and the subsequent advances in the techniques for manipulating ultra-cold atoms. The literature is therefore huge: we refer to the monograph [8] for what concerns the "static" picture (emergence of BEC, characterisation of the ground state, etc.) and to the works we will be mentioning in the following and to the references therein for the "dynamical" picture (the condensate's evolution).
Let us only recall here a few main and well-known points in order to formulate our problem. Let us consider the Hilbert space
(1.1)
for a quantum particle of spin s ∈ 2) namely the N -fold and the symmetric N -fold tensor product of h. Let γ N , a positive trace-class operator on H N,sym with unit trace, be the density matrix describing a state of a given bosonic system. Consistently with the physical notion of "occupation numbers", the standard mathematical tool to express the occurrence of BEC when the system is in the state γ N is the so-called one-body marginal (or one-body reduced density matrix)
Here, the map Tr N −1 : B 1 (H N,sym ) → B 1 (h) is the partial trace from trace class operators on H N to trace class operators on h, defined by
where (ξ k ) k is an orthonormal basis of H N −1,sym . Observe that (1.4) is in fact independent of the choice of the basis and is equivalent to 
N is obtained by "tracing out" N − 1 degrees of freedom from γ N : for example, for a system of N spinless (s = 0) bosons in the pure
N,sim ≡ the wave-functions that are symmetric under permutation of any two variables), the corresponding onebody marginal γ (1.6) Being a density matrix, the one-body marginal γ (1) N has a complete set of real non-negative eigenvalues that sum up to 1, and being it the partial trace of a many-body state γ N , it is natural to think of these eigenvalues as the occupation numbers in γ N , that is, each eigenvalue of γ (1) N can be interpreted as the fraction of the N particles that are in the same one-body state given by eigenvector associated with the considered eigenvalue.
In a sense to be specified in the given context, one therefore says that the many-body state γ N exhibits condensation in the state ϕ ∈ h ( ϕ = 1) if ϕ is an eigenvector of γ (1) N that belongs to a non-degenerate eigenvalue that is by far larger than all other eigenvalues, i.e., it is almost 1 while all other eigenvalues are almost zero. In other words, γ (1) N ≈ |ϕ ϕ|, the rankone projection onto ϕ. This notion of condensation becomes conceptually well-posed and mathematically rigorous in the limit N → ∞ -a genuine thermodynamic limit, or some simpler prescription on N → ∞ that mimics the thermodynamic limit. For the present discussion we only consider the case of complete condensation, namely Even if a priori the limit in (1.7) can be stated in several inequivalent operator topologies, from the trace norm to the weak operator topology, the bounds 1 − ϕ, γ
N ϕ Tr γ
N − |ϕ ϕ| 2 1 − ϕ, γ
N ϕ (1.8) (see Lemma 3.2 below) show that the occurrence of the convergence γ
N → |ϕ ϕ| can be monitored equivalently in any of them.
In (1.7) ϕ is customarily referred to as the condensate wave-function and in the presence of condensation the diagonal γ N (x, x) of the one-body marginal becomes, for large N , a good approximation of the condensate profile |ϕ(x)| 2 . While the limit (1.7) is naturally interpreted as if the many-body state was almost completely factorised as ϕ ⊗N , the closeness γ (1) N ≈ |ϕ ϕ| is obviously much weaker than the actual closeness Ψ N ≈ ϕ ⊗N in the norm of H N . It can instead be argued that γ (1) N ≈ |ϕ ϕ| implies a factorisation of the many-body state when an amount k = O(N ) of particles are considered: for the precise meaning of this control, as well as for equivalent characterisation of complete BEC, we refer to [11] and [6, Section 2] , as well as to the following considerations in Section 3.
Within this formalism, the dynamical problem for the time evolution of a condensate is the problem of the persistence of BEC, in the form of the asymptotic condition (1.7), along the evolution γ N → γ N,t = e −itH N γ N e itH N governed by a given many-body Hamiltonian H N , and thus of the rigorous derivation of the law ϕ → ϕ t that gives the condensate wave-function at later times. Whereas the solution to the Schrödinger equation for a system of N interacting particles is obviously out of reach when N is large, both analytically and numerically, the language of the reduced density matrix boils down the dynamical problem to the level of one-body states, a major simplification in which one renounces to the complete knowledge of γ N,t . The price is the replacement of the many-body linear dynamics for γ N,t with an effective non-linear dynamics for ϕ t , the non-linearity being due to the inter-particle interaction and emerging in the form of a non-linear selfinteraction term (a cubic non-linearity, for typical two-body interactions) in the non-linear Schrödinger equation for ϕ t . In shorts, the dynamical problem consists of the completion of the following diagram, assuming that the first line holds at time t = 0: There is a vast literature on the rigorous derivation of non-linear Schrödinger equations as the effective equations for the dynamics of a many-body Bose gas that at time t = 0 displays the asymptotic factorisation (1.7). It covers different space dimensions (d = 1, 2, 3), a wide range of local singularities and long-distance decays for the inter-particle interactions, and various types of scaling limits in the many-body Hamiltonian H N . We refer to the reviews [19, 20, 1] for a comprehensive outlook, remarking that this problem has involved a variety of approaches and techniques from analysis, operator theory, kinetic theory, and probability.
Let us emphasize that in the lack (so far) of a rigorous control of the asymptotics (1.7) in a genuine thermodynamic limit, it is customary to investigate and reproduce it in an ad hoc scaling limit in which the N -body Hamiltonian is suitably re-scaled with N , thus making the actual interparticle interaction N -dependent. This artifact on the one hand allows for an explicit determination of the limit N → ∞ in γ (1) N , while on the other hand it preserves at any N an amount of relevant physical features of the system and of its Hamiltonian, among which the property that kinetic and potential energy remain of the same order so that the interaction is still visible in the limit, as well as certain dilution properties of the system and short-range features of the interaction. Typical relevant scaling limits are those in which the two-body potential V that models the interaction among particles is replaced by a N -dependent two-body potential
(here x = x i − x j is the relative coordinate between particle i and particle j). The regime β = 0 is the mean-field regime, whereas β = 1 gives the so-called Gross-Pitaevskii scaling regime. We refer to [10] for an extended discussion.
Coming now to the problem we intend to study, let us mention that a large amount of theoretical and experimental studies in the dynamics of Bose gases involve the interaction among two or more samples, each of which is in a condensate (see [18, Section 12.11] and the references therein). These configurations are usually realised using atoms occupying different hyperfine states [13, 21] or also different atoms [12] . In either case the particles of the two samples must be considered as different species and one then refers to such a system as a mixture of condensates. For mixtures one has the additional possibility of producing transitions between the two components, typically by applying an external oscillating magnetic field tuned close to the hyperfine splitting, which gives rise to a new variety of physical phenomena. In suitable circumstances condensation is robust enough to be preserved in time, each condensate keeping its own individuality, even in the presence of a significant transfer of atoms from one state to the other.
Physical arguments corroborated by experimental data show that to a very good approximation the effective dynamics of the mixture is described by a system of two coupled non-linear Schrödinger equations, the coupling among them accounting for how each of the two condensates affect the evolution of the other. The rich variety of phases exhibited by the mixture is also well described in terms of the sign and the magnitude of the effective couplings appearing in the non-linear system [18, Section 12.11] . In analogy to the rigorous derivation of the effective evolution equation from the quantum dynamics of a condensate, we are therefore interested in reproducing the effective evolution equations for the mixture dynamics.
To this aim, we shall study a large three-dimensional system consisting of two distinguishable populations of identical bosons, with two-body interactions among particles of the same species and of different species. We also allow for the possibility of an external electro-magnetic field coupled with the particles, by means of a confining potential in case of a mixture in a trap or an external magnetic potential. We will assume that at time t = 0 condensation occurs in both components and we will consider the quantum evolution of this mixture. As we shall discuss in Sections 2, 3, and 4, where the model will be set up, the appropriate language to formulate the assumption of condensation and to conveniently monitor the many-body dynamics is the generalisation of the notion of reduced density matrix for a Bose gas with two distinguishable components. The effective dynamics will then emerge in a scheme that doubles (1.9) in a suitable sense: this is our main result, presented in Section 2.
On a more technical level, we find that several among the many alternative techniques developed so far for the (one-component) dynamical problem (1.9) can be conveniently adapted to approach the multiple-component setting, with an amount of non-trivial modifications that depend on the considered techniques. In this work we employ a particularly robust and versatile method, invented and refined in a recent series of papers by P. Pickl [15, 16, 17] , with the contribution of A. Knowles [6] , which monitors how the displacement γ N,t − |ϕ t ϕ t | changes with time by means of an ad hoc "counting" of the amount of particles in the many-body state γ N,t that occupy the one-body state ϕ t . A number of tools and estimates that are crucial for this approach are reviewed in Appendix A. Such a counting method has the virtue of being based on a few key algebraic steps that only involve the potential part of the Hamiltonian, and the estimates that then follow do not concern the differential part of the operator. In Section 5, where we prove our main result, we discuss the non-trivial adaptation that we developed for Pickl's method in the multi-component setting.
In order to access complementary aspects of the present analysis, in particular the very much relevant control of the fluctuations around the emergent effective dynamics, a parallel study by one of us in collaboration with G. De Oliveira [3] is being developed within the Fock space approach [1, Chapters 3 and 4] , so that the two works are in fact part of a unified project.
One last comment is about our treatment of the problem within the mean-field approximation. As our primary goal is to give evidence of the mechanism by which the many-body Schrödinger dynamics of an initial mixture of condensates give rise to an effective dynamics of coupled non-linear equations for the persistence of condensation in each component, we found it instructive to place our discussion in the technically easiest framework, the mean field. As discussed in Section 4, in order to derive the effective dynamics actually expected in a regime of almost zero temperature and high dilution one has to adopt the more realistic Gross-Pitaevskii scaling. Given the high versatility of Pickl's method, that has been proved to be successful also for the Gross-Pitaevskii scaling [15, 17] , the results of our multi-component analysis too can be proved to hold also for in such a (technically more difficult) scheme.
Notation. Essentially all the notation adopted here is standard, and we defer to Subsection 5.1 the introduction of ad hoc extra notation for the proof of our main result. Let us only emphasize the following. As customary, by " " we shall mean inequalities with a universal constant as an overall pre-factor, otherwise the dependence of the constants on other quantities of interest will be declared. Scalar products and norms in the considered Hilbert spaces will only be explicitly indexed whenever the underlying Hilbert space is not evident from the context or when we want to emphasize it. In the same spirit we shall deal with the identity operator ½.
We shall also adopt the customary convention to distinguish the operator domain and the form domain of any given self-adjoint operator H by means of the notation D(H) vs D [H] . When taking the trace of an operator, suitable subscripts will be occasionally added, such as Tr h or Tr h ⊗2 , in order to clarify the underlying Hilbert space, while unambiguously symbols like Tr N −k will denote the partial trace map.
2 Model and main results 2.1 Many-body and one-body picture and condensate mixture
For N 1 , N 2 ∈ N we consider the Hilbert spaces
where H N 1 ,N 2 (resp., H N,sym ) is the N -body (resp. N -body bosonic) Hilbert space introduced in (1.2) built upon the one-body Hilbert space h = L 2 (R 3 ). An element Ψ of H N 1 ,N 2 ,sym is a square-integrable function with two distinguishable sets of variables and
is invariant under exchange of any two x-variables or any two y-variables, with no overall permutation symmetry among the two sets of variables. The same double bosonic symmetry is induced on the density matrices acting on
The states of H N 1 ,N 2 ,sym describe systems consisting of N 1 identical bosons of the species A and N 2 identical bosons of the (different) species B. We want to focus on those states where condensation occurs in both species. For concreteness one may think of the special case of a density matrix γ N 1 ⊗ γ N 2 on H N 1 ,N 2 ,sym = H N 1 ,sym ⊗ H N 2 ,sym where for j = 1, 2 γ N j ,sym is a bosonic density matrix on H N j that exhibits complete condensation in the asymptotic sense (1.7). For a generic density matrix γ N 1 ,N 2 on H N 1 ,N 2 ,sym the assumption of double condensation has a natural formulation in terms of the double partial trace realised by doubling (i.e., tensoring) the map Tr N −1 discussed in (1.3)-(1.5). This leads us to introduce the "double" reduced density matrix 
has integral kernel
In general γ
is neither factorised as a product of two density matrices on h ⊗ h nor with rank one.
Instead of averaging out all but one particles for each species, one could also think of controlling a small portion of each component of the system that corresponds to an arbitrary number k 1 N 1 of A-particles and k 2 N 2 of B-particles, thus tracing out N j − k j degrees of freedom, j = 1, 2, from γ N 1 ,N 2 . Definitions (2.3)-(2.4) are then modified straightforwardly so as to define the (k 1 , k 2 )-reduced density matrix γ
on the space H k 1 ,k 2 . This is the appropriate marginal to study the particle correlations. Another relevant indicator is obtained by tracing out from the many-body state all the degrees of freedom of one component, and all but one of the other component, thus ending up with γ
, that are density matrices on the onebody space h. In Section 3 we develop a more systematic discussion on the marginals γ
, their algebra, and an amount of useful bounds for them. In full analogy with the corresponding definition for a one-component condensate, one says that the state γ N 1 ,N 2 on H N 1 ,N 2 ,sym exhibits condensation for both species of particles (that is, a two-component mixture BEC), with condensate functions u and v (two normalised one-body wavefunctions), if for the associated reduced density matrix one has lim
As for (1.7), the limit in (2.5) is of thermodynamic type. It expresses, in the interpretation of occupation numbers discussed in Section 1, the idea that the actual many-body state has the double-condensate form u ⊗N 1 ⊗ v ⊗N 2 , although the vanishing of γ
Observe that the distinguishability of the two species results in a precise ordering in the product u ⊗ v ∈ h ⊗ h of the two condensate functions. Thus, even in the case u = v (as elements in L 2 (R 3 )), the double condensation γ
≈ |u ⊗ u u ⊗ u| expresses the fact that each component undergoes BEC with the same spatial profile of the condensate: the two condensates then sit on top of each other, while the two species remain distinguishable.
While γ
allows for a simultaneous control of BEC for each species, the reduced density matrices γ
monitor the occurrence of condensation in one component, irrespectively of the other. In Section 3 (Lemma 3.1), we establish the bound
which shows that γ
Double-component Hamiltonian
Let us now come to the dynamical model we intend to study. First of all, we introduce two one-particle Hamiltonians h 1 and h 2 on h, one for each species. We have in mind for concreteness two non-relativistic Schrödinger operators with given external magnetic and electric potentials, namely
for suitable measurable functions A j : R 3 → R 3 (magnetic potentials) and U j : R 3 → R (trapping potentials), j = 1, 2, or their pseudo-relativistic version
We then consider a model for N 1 identical bosons of one species and N 2 identical bosons of another species, in which each particle of the first (resp., of the second) species is subject to the one-body Hamiltonian h 1 (resp., h 2 ) and is coupled with the other particles of the same species via a two-body potential V 1 : R 3 → R (resp., V 2 : R 3 → R), plus an additional inter-species two-body potential V 12 : R 3 → R that couples the two components of the mixture. We consider the mean-field Hamiltonian for this system, namely the operator
acting on H N 1 ,N 2 . In (2.8) and throughout this work, we adopt the following compact notation: if T is an operator acting only on one of the two factors of H N 1 ,N 2 and we need to consider it as an operator on the whole H N 1 ,N 2 with trivial action on the other factor, we shall denote T ⊗ ½ (resp., ½ ⊗ T ) as T A (resp., T B ). Clearly T A and S B commute for any single-sector operators T and S. Thus, if V 12 ≡ 0, then H N 1 ,N 2 consists of the sum of two (commuting) Hamiltonians, one for each species.
As we intend to study the quantum evolution governed by H N 1 ,N 2 in the limit of very large N 1 and N 2 , keeping the ratio N 1 /N 2 (asymptotically) constant and non-zero, it is easily seen that the mean-field pre-factors N −1
2 , and (N 1 + N 2 ) −1 inserted in front of the potential terms ensure that in this limit the kinetic and the potential part of the Hamiltonian remain comparable. Indeed, there are N 1 + N 2 kinetic terms and
, however the mean-field pre-factors reduce the order of the potential energy to
There are of course other choices that would preserve the mean-field character of the Hamiltonian, for example a common pre-factor (N 1 + N 2 ) −1 in front of all potential terms, or a pre-factor (N 1 N 2 ) −1/2 in front of the mixed interaction term. In Section 4 we will show that our choice in (2.8) is the physically meaningful one, for it yields the physically correct effective dynamics. We also remark that H N 1 ,N 2 , albeit not factorised (unless V 12 ≡ 0), maps H N 1 ,N 2 ,sym into itself, because of its permutation symmetry separately in each set of variables. Therefore, given a density matrix γ N 1 ,N 2 on H N 1 ,N 2 ,sym , i.e., a many-body state that is bosonic for each species of particles, its evolution e −itH N 1 ,N 2 γ N 1 ,N 2 e itH N 1 ,N 2 along the dynamics generated by H N 1 ,N 2 remains a density matrix on H N 1 ,N 2 ,sym . In this evolution the number of particles of each kind is constant, there is an inter-species interaction (V 12 ) but no transfer of particles among the two populations.
Asymptotic limit and effective dynamics
As discussed in the Introduction, if the system is prepared at time t = 0 in a state γ N 1 ,N 2 where (complete) BEC occurs in both components, one expects that
• condensation persists also at later times for the quantum dynamics generated by H N 1 ,N 2 ,
• and the evolution of the two condensate functions is governed by a system of two coupled non-linear Schrödinger equations.
In this work we prove these facts in the sense of the reduced density matrices. What equations have to be expected can be seen by means of several heuristic arguments. We discuss them in detail in Section 4. To give a sketch here of the 'formal' derivation, let us fix first of all the precise sense of the double limit N 1 → ∞, N 2 → ∞. We want the two population numbers to remain comparable when they become arbitrarily large, so we assume that there are two constants c 1 , c 2 > 0 such that
that is, the ratio N 1 /N 2 is assumed to be asymptotically constant. From now on, by lim N 1 ,N 2 →∞ we shall mean a limit under the constraint (2.9). To see formally the emergence of the effective dynamics it is enough to make the Ansatz
for some time-dependent functions u t and v t in h, given u 0 and v 0 at time t = 0. This, of course, cannot be true at finite N 1 , N 2 , owing to the presence of the mixed interaction potential V 12 in H N 1 ,N 2 , still, one can compute the limit energy-per-particle functional
and then determine, by taking the variations of E[u t , v t ], the equations that u t and v t must satisfy in order to preserve the value of this energy in time.
Alternatively, one can re-write the initial value problem for many-body Schrödinger equation
in terms of the corresponding initial value problem for the finite hierarchy of equations for the marginals γ
N 1 ,N 2 ,t (the BBGKY hierarchy) and close formally the limit hierarchy as N 1 , N 2 → ∞ by plugging in the Ansatz above, re-written in the reduced density matrix form
this decouples the equation for γ
N 1 ,N 2 ,t , which yields the corresponding equations for u t and v t . We work out these formal calculations in Section 4.
What one finds is the system
of two coupled non-linear Schrödinger equations of Hartree type, in the two unknowns u t and v t , with initial condition u t=0 = u 0 and v t=0 = v 0 . Observe in the first equation of (2.10) the two self-interaction terms: the first, (V 1 * |u t | 2 )u t , accounts for the interaction of an A-particle with the effective potential due to the presence of the other particles of the same species around it, the second, c 2 (V 12 * |v t | 2 )u t accounts for the analog effective interaction of the A-particle with the B-particles. Same considerations for the second equation in (2.10). The weights c 1 and c 2 adjust the magnitude of each inter-species self-interaction term with respect to the the relative ratio of each population in terms of the total number of particles. It can be argued that, within the mean-field scheme, (2.10) is the correct system of evolution equations for the effective dynamics of a condensate mixture. Indeed, it is the mean-field version of the system of non-linear Schrödinger equations that physical theoretical heuristics produce, in extraordinary agreement with the experimental data, when the mixture is modelled with the more realistic assumption of strong short-scale interactions and high dilution. This is another point that we discuss in detail in in Section 4.
Assumptions and main theorem
We shall work under the following set of assumptions.
(A1) The one-particle Hamiltonians h 1 and h 2 are self-adjoint and semibounded below on h. It is not restrictive to assume both of them positive. This implies that for any N 1 , N 2 ∈ N the free (kinetic) part in the Hamiltonian (2.8), namely
is self-adjoint and positive on H N 1 ,N 2 , and that the corresponding form domain
] is a Hilbert space w.r.t. the scalar product
(A2) The potentials V 1 , V 2 , and V 12 are real-valued even functions satisfying
(A4) The initial value problem consisting of the system (2.10) with initial condition u(0) = u 0 and
where
We remark that assumptions (A1)-(A4) above are cast in an "operational" form that is immediately ready to be exploited in our proofs, whereas the precise constraints that they impose on the potentials
are left in a somewhat implicit form -observe, for instance that a priori conditions (A3) and (A4) select a sub-class of potentials from condition (A2). It is however easy to recognise that (A1)-(A4) cover a wide range of practically relevant cases (analogously to what observed already in [6, Section 3.2]), including for example the inter-particle Coulomb interactions V α (x) = c α |x| −1 , α ∈ {1, 2, 12} for ordinary one-body Hamiltonians h 1 = h 2 = −∆.
In particular, concerning the non-emptiness of assumption (A4), the global-in-time well-posedness of the non-linear Cauchy problem associated with (2.10) holds for generic (i.e., not too singular) potentials irrespective of the sign of the interaction: this is due to the fact that the cubic non-linearity is non-local (i.e., of convolution form V * |ϕ| 2 ) and hence energy sub-critical, in full analogy to what happens with the usual one-component non-linear Schrödinger equation [2, Corollary 6.1.2]. For local non-linearities as in the system (4.5) below, which are expected to emerge from the more realistic scaling (4.4), finite time blow-up phenomena may instead occur, depending on whether the interactions are attractive or repulsive -see, e.g., [9, 7, 5] : in this case one still has existence and uniqueness locally in time, but the analog of Theorem 2.1 below would then make only sense at any fixed time in the interval of local well-posedness of the non-linear problem.
We can now state our main result.
Theorem 2.1. Consider a two-species bosonic system under assumptions (A1)-(A4) above. Suppose, at time 17) and let (u t , v t ) be the unique solution in C(R, X) (the space (2.14)-(2.15) of assumption (A4)) to the initial value problem consisting of the Hartree system (2.10) with initial condition
(t) be the double reduced density matrix associated with Ψ N 1 ,N 2 (t), given by (2.4), and define α
Assume further that in the limit N 1 , N 2 → ∞ the two populations have given asymptotic ratios c 1 , c 2 > 0, according to (2.9). Then there exists a constant
19)
We are clearly interested in applying Theorem 2.1 to the case where the initial many-body state of the mixture displays double condensation in the orbitals u 0 and v 0 , in the sense of the discussion of Subsection 2.1 and of the asymptotics (2.5) therein. This, together with the estimates of Section 3 for the indicators of convergence, leads to the following: Corollary 2.1. If, in addition to the hypothesis of Theorem 2.1, the se- 20) for some constant K that depends only on the population fractions c 1 and c 2 , then ∀t ∈ R one has
and also
Corollary 2.1 provides therefore a quantitative proof of the persistence of the double condensation in the mixture at any finite time. Observe that no matter how faster than (N 1 + N 2 ) −1 is the asymptotic BEC (2.20) at t = 0, the bound (2.19) always gives at later times a rate of convergence of magnitude (N 1 + N 2 ) −1 in (2.21). We emphasize also that the exponential deterioration in time of all the above controls (2.19), (2.21), (2.22) of BEC along the time evolution is certainly non optimal and is rather a consequence of the Grönwall-type estimate at the basis of the proof of Theorem 2.1.
Further consequences and remarks
Controls in the energy space. By replacing assumptions (A2) and (A4) above with (A2') The potentials V α , α ∈ {1, 2, 12} are real-valued, even, and such that
The initial value problem consisting of the system (2.10) with initial condition u(0) = u 0 and
then Theorem 2.1 and Corollary 2.1 hold with
Indeed, assumptions (2.23) take the role of Lemma 5.1 below and our proof remains virtually unchanged.
Persistence of condensation for a fraction of the two populations. It follows straightforwardly from the properties of the indicators of condensation discussed in Lemma 3.2 of Section 3 below that the conclusion of Corollary 2.1 implies also
which is interpreted as the control of the persistence in time of condensation for o(N j ) particles of the j-th species, j = 1, 2.
More singular potentials. Although we are not interested in discussing in full generality the class of interaction potentials that can be dealt with by the present method, it is worth remarking that with a moderate additional effort one can adapt the proof of Theorem 2.1 (in the spirit of [6, Section 5]) so as to include potentials with stronger singularities than those admitted by Assumptions (A1)-(A4) above.
Control of condensation separately in each component. In a similar setting to the one analysed here, T. Heil [4] has discussed the large N 1 , N 2 asymptotics separately for each one-component reduced density matrix, γ
(t) in our notation. As remarked already with our bound (2.6), such a control is covered by our collective indicator γ
Partial marginals and indicators of condensation
We have already introduced in Subsection 2.1 the notion of double reduced density matrix γ
associated with a given state γ N 1 ,N 2 for a mixture of N 1 + N 2 particles and relative to a choice of k j N j particles of the j-th species, j = 1, 2, see equations (2.3)-(2.4) and the discussion thereafter. In this Section we elaborate further on these indicators and on equivalent quantitative characterisations of asymptotic BEC.
Explicitly, for a pure state (a normalised function)
As long as
is a density matrix acting on H k 1 ,k 2 ,sym . In the extremal cases, (3.1)-(3.2) above define reduced density matrices γ
acting, respectively, on the single-species bosonic spaces H k 1 and H k 2 , that is, all the degrees of freedom of one of the two components are traced out.
For given one-body orbitals u, v ∈ h with u = v = 1, which are going to play the role of condensate functions for the two component of the mixture, and for given k j N j , j = 1, 2, we define
and R
The scalar product in (3.3) and the trace in (3.4) are taken in the Hilbert space
Both these indicators measure a displacement of the marginal γ relative to the first component (and the analogs for the second component).
We discuss the properties of such indicators in these two Lemmas and in the following observations. For notational convenience we omit the subscripts N 1 , N 2 .
Lemma 3.1. For the quantities defined in (3.3) for k 1 , k 2 ∈ {0, 1}, one has
and α
In this work we are mainly concerned with the α-indicators, that measure the displacement between the maximal possible value 1 and the expectation of the reduced density matrix on the factorised state. The apparently stronger trace norm displacement (the R-indicators) turns out to be equivalent to the former, in view of (3.7). Lemma 3.1 shows that for the control of the double condensation, simultaneously in each component, one can equivalently monitor the vanishing of α (1,1) or the vanishing of α (1,0) and α (0,1) . Lemma 3.2 shows in addition that the vanishing of α (1,1) or of higher order α-indicators are also equivalent, with a deterioration (the factor max{k 1 , k 2 } in (3.8)) that depends on the size of the subsystem of particles in each component on which one monitors the absence of correlation, that is, the pure factorisation and hence the occurrence of condensation.
where the inequality is due to the positivity of γ (1, 1) and in the following identity we used the definition of partial trace. This shows that α (1,0) α (1, 1) , and analogously α (0,1) α (1, 1) . To prove (3.6), we exploit the positivity of the projections ½ − |u u| and ½ − |v v|, and hence of their tensor product: one finds
and the conclusion follows.
Proof of Lemma 3.2. Inequalities (3.7) are established precisely as in the one-component case, since here one only deals with the rank-one projection 
By iteration, and supposing for example k 1 < k 2 , one gets
In turn, for the one-component (
and by Lemma 3.1 α (0,1) α (1, 1) . By combining these inequalities,
which proves (3.8).
4 Mean-field scaling for a two-component mixture
The purpose of this Section is to justify the mean-field scaling factors chosen in (2.8) for the many-body Hamiltonian H N 1 ,N 2 . It was already remarked after (2.8) that there is large freedom in finding N 1 , N 2 -dependent pre-factors that ensure that the kinetic and the potential part of H N 1 ,N 2 remain of the same order as N 1 , N 2 → ∞. One then has to make a choice driven by physical considerations, given the asymptotic fractions c 1 and c 2 of the two populations of particles. We focus first on the expected system (2.10) of non-linear Schrödinger equations for the effective dynamics of the mixture. It is a well familiar fact in the quest for effective evolution equations of many-body quantum dynamics that performing a mean-field scaling in the Hamiltonian produces at the effective level non-linear Schrödinger equations of Hartree type, that is, with "non-local" non-linearities of the form (V * |u| 2 )u -see, e.g., [1, Chapter 2] . Realistic interaction potentials have strong magnitude on a short range and as opposite to the mean-field picture each particle interacts with the neighbouring others on a short scale only: the non-linearity expected in the effective dynamics is then "local", namely of the form g|u| 2 u. For the two-component condensate mixture under consideration, an amount of physical heuristics and experimental observations [18, Section 12.11] show that the effective dynamics is governed by the system
as an accurate approximation in the regime of ultra-low temperature, high dilution, and large N 1 , N 2 . In (4.1) the couplings g 1 , g 2 , g 12 are, in suitable units, the two-body scattering lengths of the corresponding particle-particle interactions and the functions √ N 1 u, √ N 2 v, with u 2 = v 2 = 1, represent the so-called "order parameters" of the two components of the mixture.
For a mathematical derivation of (4.1) one goes through a suitable scaling of the interaction potentials, and hence of the couplings g 1 (N 1 , N 2 ), N 2 ) , as N 1 , N 2 → ∞, so as to have asymptotically constant couplings
in a limiting, N 1 , N 2 -independent version of (4.1). It is then immediate to see that (4.2), under the constraint N 1 /N 2 → c 1 /c 2 , imposes D 1 = γ 12 c 2 and D 2 = γ 12 c 1 for some constant γ 12 > 0 and hence the scalings
3) Based on the definition of scattering length for short-range potentials [8, Appendix C], it is easy to see that the re-scaling (4.3) of the scattering lengths g 1 , g 2 , g 12 is reproduced by scaling the interaction potentials as
for fixed potentials V 1 , V 2 , V 12 with scattering length, respectively, γ 1 , γ 2 , γ 12 : this is precisely the Gross-Pitaevskii scaling, namely the case β = 1 in (1.10). In this scaling, the non-linear effective system to be derived takes therefore the form
As in the present work we put emphasis on the mechanism for the emergence of a non-linear effective description and for this we content ourselves to discuss the mean-field problem, (4.5) has to be converted to its meanfield form: using that the Born approximation for the scattering length is γ α = V α , α ∈ {1, 2, 12}, we see that for a formal short-range potential V α (x) = γ α δ(x) the counterpart of the non-linearities γ α |f | 2 g has the form (V α * |f | 2 )g. The mean-field version of (4.5) is therefore the Hartree system (2.10). This also indicates that the mean-field version of the Gross-Pitaevskii scaling (4.4) for the interaction potentials is, in view of (1.10),
which accounts for the actual mean-field pre-factors chosen in (2.8).
We find it instructive to present two alternative arguments for the emergence of the choice (4.6) in the many-body Hamiltonian. In the first one we allow for generic mean-field pre-factors
in the expression (2.8) for the many-body Hamiltonian H N 1 ,N 2 and we compute the asymptotics of the energy per particle for the purely double condensate state with orbitals u and v, thus finding
where we set
The energy E has to be conserved along the time evolution generated by H N 1 ,N 2 : making the Ansatz that the pure factorisation of the initial state is preserved in time, an easy computation shows that for smooth enough solutions (u t , v t ) to the system
which shows that (4.10) is the correct effective description of the many-body dynamics under the formal factorisation Ansatz. The comparison between (4.10) and the expected (2.10) gives
whence, owing to (4.9),
With the choice (4.12), (4.7) reproduces precisely (4.6). Alternatively, one can check the correctness of the chosen mean-field pre-factors by plugging the formal Ansatz of complete factorisation into the hierarchy of coupled PDE's that must be satisfied by the reduced marginals γ
(t) associated with the solution Ψ N 1 ,N 2 (t) to the many-body Schrödinger
. This is the so-called BBGKY hierarchy [1, Chapter 2] , that consists of coupled equations for the (k 1 , k 2 )-marginals for each k 1 and k 2 in {1, . . . , N j }, the first of which is
In (4.13) and in the following the notation Tr x 2 and its analogs denotes the partial trace over the degrees of freedom of the second particle of the first species, etc. Taking formally γ
∞,∞ (t) as N 1 , N 2 → ∞ yields the limiting infinite BBGKY hierarchy for which (4.13) takes the limiting form
(4.14)
With a direct computation one then checks that the formal Ansatz γ
⊗k 2 in the limit of infinitely many particles, where (u t , v t ) is a solution to the Hartree system (2.10), produces a solution to (4.14) and in fact to all the other equations of the infinite BBGKY hierarchy.
Proof of Theorem 2.1
In this Section we present the proof of our main result, Theorem 2.1, and of Corollary 2.1. We shall discuss it in various steps.
The proof goes through a suitable modification of Pickl's counting method for the dynamics of a single-component condensate [6, 15, 16, 17] , in order to deal with the inter-species interaction terms and the new mean-field coupling factors. This method is specifically tailored for the quantity α
and it is designed to control it in terms of its value at t = 0. In fact, what in an appropriate sense is actually "counted" is, informally speaking, the number of "bad" particles of each species in the many-body state Ψ N 1 ,N 2 (t) which are not of the type u t or v t , more precisely which are described by a one-body orbital orthogonal to u t or v t . The quantity of interest, according to this interpretation, is therefore the expectation of the single-orbital observable |u t ⊗ v t u t ⊗ v t | on h ⊗ h on the state Ψ N 1 ,N 2 (t) ∈ H N 1 ,N 2 ,sym , and hence the quantity
In order to obtain the bound (2.19) in Theorem 2.1 we shall establish the following estimate on the time derivative of α
for some function B(t) that is given in terms of certain norms of the interaction potentials V 1 , V 2 , V 12 and of the solutions u t , v t to the Hartree system, and independent of the number of particles. Explicitly, 
which is of the form 
By further integrations by parts we finally conclude that (5.2) implies
The bound (5.5) above, together with (5.3), leads to (2.19).
Additional notation
An amount of simplified notation will be useful from now on. We shall drop the t-variable and N -subscripts, thus setting Ψ ≡ Ψ N 1 ,N 2 (t) for the solution to the many-body Schrödinger equation, u ≡ u t and v ≡ v t for the solutions to the Hartree system (2.10), and α (1,1) ≡ α (1,1) N 1 ,N 2 (t) for the corresponding quantity (5.1). Also, we shall denote the time derivative aṡ α (1,1) .
We shall keep the convention T A (resp.,
where T is an operator that acts only on one of the two factors of H N 1 ,N 2 and we need to consider it as an operator on the whole H N 1 ,N 2 with trivial action on the other factor. When, in particular, T is a one-particle operator (that is, T acts on h), the notation T A j for some j ∈ {1, . . . , N 1 } or T B ℓ for some ℓ ∈ {1, . . . , N 2 } indicates that we are considering T as acting non-trivially on the one-body space of the j-th particle of type A or the ℓ-th particle of type B. In analogy to this convention, we shall write T ij when a two-body operator T (i.e., an operator on h ⊗ h, meant to be the one-body spaces of each component) acts on H N 1 ,N 2 non-trivially only in the variables x i and y j of the wave-function Ψ(x 1 , . . . , x N 1 ; y 1 , . . . , y N 2 ). Observe that this is clearly not to be confused with the symbol V 12 for the inter-species potential: when needed, according to the convention above we shall rather write (V 12 ) ij as a multiplication operator.
Henceforth we shall also omit the explicit tensor product notation ⊗: this will leave product expressions that it will be straightforward to interpret as tensor products based on the context.
A special notation for a number of relevant one-particle operators will be convenient. By h u and h v we shall denote the two "one-body non-linear Hamiltonians"
and by p A , p B and q A , q B we shall denote the orthogonal projections
Furthermore, we shall make use of the shorthands
Observe that according to our convention (V u 1 ) A i denotes the multiplication operator by the function (V 1 * |u t | 2 )(x i ) in the i-th of the variables for the species A, and so on.
If f ϕ is any of the shorthands (5.8) for some functions f and ϕ, then in terms of the above conventions one has
as an identity of two-body operators acting on the A-sector of the manybody Hilbert space -here f A 12 is the function f (x 1 − x 2 ) -and the same holds for the B-sector. Analogously,
as an identity of mixed-component two-body operators -here f 11 is the function f (x 1 − y 1 ).
Estimates on convolutions
As we will systematically need to bound the L ∞ -norm of functions of the form V * |φ| 2 or V 2 * |φ| 2 , where V = V 1 , V 2 , V 12 and φ = u t , v t , we cast two standard estimates in the following Lemma.
Lemma 5.1. For given r, s such that 2 r s ∞ let r and s be defined by
where the second step follows by Young's inequality and the last step by interpolation on 2r r−1 ∈ [2, r] and on 2s s−1 ∈ [2, s], using also the fact that φ 2 = 1. By taking the infimum over all decompositions of V one obtains
which proves (5.11). Analogously one finds
using again Young's inequality in the second step. By taking the infimum over all decompositions of V one obtains
which proves (5.12).
Time derivative of α
(1,1)
(t) and cancellation of the kinetic terms
We intend to differentiate in time the quantity α (1,1) written in the form (5.1), that is,
When the time derivative hits the Ψ's, this produces a commutator term (2.17) , and this term is well defined because assumptions (A2) and (A4) imply (2.10) , where h u and h v are the operators (5.6). This term too is well defined: indeed, on the one hand Lemma 5.1 together with assumptions (A2) and (A4) implies that the multiplicative parts of h u and h v (i.e., the functions V 1 * |u| 2 , V 2 * |v| 2 , V 12 * |u| 2 , and V 12 * |v| 2 ) are all bounded, which in turn implies the boundedness of h u and h v as operators h u :
] owing to assumptions (A3), which makes the expectation Ψ,
In the r.h.s. of (5.14) the insertion of further terms (h u j ) A and (h v j ) B with j 2 does not produce any effect, since their commutator with
vanishes. This giveṡ
Further, one can re-write the r.h.s. of (5.15) as the expectation of an operator that is completely symmetric in each component, namelẏ
Observe that when passing from (5.14) to (5.15) one obtains a complete cancellation of the kinetic terms and they will play no role henceforth. Thus,
where we used the shorthands (5.8).
We separate the contributions given toα (1, 1) by each potential V 1 , V 2 , V 12 and writeα (1, 1) 
In the following Subsections we shall estimate separately these three terms, see Propositions 5.1 and 5.2 below. The final result, obtained by plugging (5.26) and (5.33) into (5.19), iṡ
for some constant κ that depends only on the population fractions c 1 and c 2 .
Comparing (5.23) with (5.2), we obtain (5.5) and hence the thesis (2.19).
Terms containing V 1 and V 2
By means of straightforward commutation properties we re-write (5.20) as
where m is the auxiliary operator defined in (A.5) and (A.8), and where in the third step we applied property (A.9) for m and in the last step we exploited the symmetry of Ψ. Analogously, from (5.21),
Proposition 5.1. Under the hypotheses of Theorem 2.1,
(5.26)
For both j = 1, 2 the constant κ j depends only on the population fraction c j .
Proof. We shall focus on C V 1 , the proof for C V 2 is completely analogous. In fact, since the commutator in the r.h.s. of (5.24) is non-trivial on the first component only, the treatment of C V 1 is analogous to the single-component case. By inserting on both sides of the commutator in (5.24) the identity
one obtains 16 terms; however, owing to Lemma A.3, only those terms with different numbers of q's on the left and on the right are non-zero (see the remark after (A.17)). We cast them in the following self-explanatory notation
We shall estimate each summand above in terms of α (1, 1) and (
The first term is
where we used p A 1 q A 1 = 0 in the first and last identities and property (5.9) in the second identity. Therefore, by Lemma 5.1,
Following analogous steps, the second summand in (5.28) becomes
Splitting the difference we obtain two terms: the second is controlled by a Cauchy-Schwarz inequality and by estimate (5.11) of Lemma 5.1 as
having bounded q A 1 Ψ 2 = α (1,0) with α (1,1) (Lemma 3.1). The first term is again controlled by Cauchy-Schwarz as
having used Lemma 3.1 in the last step. Then, owing to estimate (5.12) of Lemma 5.1,
and the conclusion is
The third summand in (5.28) reads
where in the second step we applied Lemma (A.3) and we introduced the auxiliary operator n defined in (A.5) and (A.7), using the fact that ( n −1 ) A is well defined on the range of q A 1 since (
(N/k) 1/2 P k q 1 Ψ, while the last identity follows from Lemma A.3 in the form (A.17). Then
where we used the Cauchy-Schwarz inequality in the first step, (5.9) and (A.13) of Lemma A.2 in the second, the control α (1,0) α (1,1) (Lemma 3.1) in the third, (A.5), (A.7), and (A.15) in the fourth, and
in the last, for N 1 , N 2 sufficiently large. Then, owing to estimate (5.12) of Lemma 5.1 we conclude 
Term containing V 12
We first exploit in (5.22) the asymptotics N j (N 1 + N 2 ) −1 ∼ c j , j = 1, 2 and the symmetry of Ψ: 
where the constant κ 12 depends only on the population fractions c 1 and c 2 .
Proof. We insert on both sides of the commutator in (5.32) the identity 
Terms with the same number of q's on the left and on the right
In order to apply a number of straightforward symmetry and permutation arguments it will be convenient to re-write systematically
whenever we deal with an observable A 11 acting on the first variable of each component. The summand (pp, pp) in (5.35) vanishes because
where in the first identity we used (5.39) and in the second one we used the fact that the p 1 -operators inside the commutator can be re-absorbed in the corresponding p 1 's outside, thus yielding a vanishing commutator. The summand (pq, pq) in (5.35) vanishes because
where in the first identity we used (5.39), in the second identity we used p B 1 q B 1 = O and we re-absorbed p A 1 outside the commutator, and in the last one we used the fact that the two entries of the commutator act on different variables. Obviously, the summand (qp, qp) in (5.35) vanishes for the same reason, upon exchanging the roles of A and B.
The summand (qq, qq) in (5.35) vanishes owing to pq = O, indeed
Thus, in order to estimate the quantity Λ in (5.35) it only remains to give a bound to the term of type (pq, qp). One has
where in the first identity the summand (V v 12 ) A 1 (respectively (V u 12 ) B 1 ) does not contribute because p B 1 (resp., q A 1 ) from the right can be pulled through the commutator all the way to the left with q B 1 p B 1 = O (resp., p A 1 q A 1 = O), in the second identity we used (5.39) and again pq = O, and in the last identity we used the fact that one term of each commutator vanishes because of pq = O.
For the first summand in the r.h.s. of (5.40) one has
where we used the Cauchy-Schwarz inequality in the first step, the operator bound O p ½ in the second and fourth step, identity (5.10) in the third step, and the identities α (1,0) = q A 1 Ψ 2 and α (0,1) = q B 1 Ψ 2 in the fourth step together with the bounds (3.5) of Lemma 3.1 that produce α (1, 1) . Along the same line, the second summand in the r.h.s. of (5.40) is estimated as We first check that the terms (pp, qp) and (pp, pq) in (5.36) are zero. Indeed,
where in the first identity the term (V u 12 ) B 1 does not contribute because q A 1 from the right can be pulled through the commutator all the way to the left with p A 1 q A 1 = O, and in the second identity we applied (5.10). This shows that (pp, qp) = 0 and an analogous argument shows that (pp, pq) = 0.
For the term (qp, qq) in (5.36) one has
where in the first identity we applied (5.39) and we dropped the (V v 12 ) A 1 -term owing to the commutation of q B 1 from the right all the way through to the left with p B 1 q B 1 = O, in the second identity we used p A 1 q A 1 = O, and in the third we used the symmetry of Ψ and again p B 1 q B 1 = O. In the above quantity, the summand with (V 12 ) 11 can be estimated with the very same arguments used for the control of the first summand in the r.h.s. of (5.40) above, that is,
The summand with (V u 12 ) B 1 is estimated via a Cauchy-Schwarz inequality and the bound (5.12) of Lemma 5.1 as
Therefore, since asymptotically ( 
where in the first identity we applied (5.39) and we dropped the (V v 12 ) A 1 -term (respectively, the (V u 12 ) B 1 -term) owing to the commutation of q B 1 (resp., q A 1 ) from the right all the way through to the left with p 1 q 1 = O, and in the second identity we used the symmetry of Ψ.
One has
where in the third step we introduced the auxiliary operator n defined in (A.5) and (A.7), using again the fact that ( n −1 ) A is well defined on the range of q A 1 , and in the last step we applied Lemma A.3 in the form (A.17). where in the first step we used the asymptotic bound (N 1 − 1)(N 1 + N 2 ) −1 c 1 1, in the second we applied the Cauchy-Schwarz inequality, in the third we used (5.10) and (A.7), as well as Lemma A.2 in the form (A.14), in the fourth we used again (A.7) and q A 1 Ψ 2 = α (1,0) α (1,1) ((3.5) of Lemma 3.1), in the fifth we used (A.5), in the sixth we used (A.8) and again q A 1 Ψ 2 α (1,1) , and in the last we applied (5. A Tools exported from the treatment of the singlecomponent case
We collect in this Appendix a number of tools, needed in the proof of Theorem 2.1, on which the "counting" method is based, quoting their properties from the previous treatments of the single-component case [6, 15, 16, 17] . The notation is that introduced in Subsection 5.1 as applicable for one component only. Thus, in particular, we consider the projections Associated to p and q one defines the family of orthogonal projections P k acting on H N , defined by In particular, in the context of Subsection 5.4, the bound (A.12) above implies .13) and similarly, in the context of Subsection 5.5.2,
(A.14)
Next to the operators of the form f , a relevant role in the estimates for the "counting" method is played by the operators of the form τ n f , where τ n for given n ∈ Z is the operation that produces the shifted function that acts non-trivially only on the first factor H r , and let Q j , j = 1, 2, be two orthogonal projections on H r given by monomials of p's and q's, each with n j factors q and r − n j factors p. Set n := n 2 − n 1 . Then Q 1 A 1...r f Q 2 = Q 1 τ n f A 1...r Q 2 (A. 16) as an identity of bounded operators on H N (with a tacit identification Q j ≡ Q j ⊗ ½ N −r ).
In fact, as a consequence of the presence of two-body interactions only in the many-body Hamiltonian H N 1 ,N 2 , the use of Lemma A.3 is in practice limited to the case r = 2: formula (A.16) then reads p 1 p 2 A 12 f q 1 p 2 = p 1 p 2 τ 1 f A 12 q 1 p 2 p 1 p 2 A 12 f q 1 q 2 = p 1 p 2 τ 2 f A 12 q 1 q 2 q 1 p 2 A 12 f q 1 q 2 = q 1 p 2 τ 1 f A 12 q 1 q 2 (A. 17) while in all other cases with equal number of q's on the left and on the right we have a commutation of the form ♯ 1 ♯ 2 A 12 f ♯ 1 ♯ 2 = ♯ 1 ♯ 2 f A 12 ♯ 1 ♯ 2 .
