Abstract-In the first part of this paper, the basic theory of interleavers is revisited in a semi-tutorial manner, and extended to encompass noncausal interleavers. The parameters that characterize the interleaver behavior (like delay, latency, and period) are clearly defined. The input-output interleaver code is introduced and its complexity studied. Connections among various interleaver parameters are explored. The classes of convolutional and block interleavers are considered, and their practical implementation discussed. In the second part, the trellis complexity of turbo codes is tied to the complexity of the constituent interleaver. A procedure of complexity reduction by coordinate permutation is presented, together with some examples of its application.
I. INTRODUCTION

I
NTERLEAVERS are simple devices that permute (usually binary) sequences: they are widely used for improving error correction capabilities of coding schemes over bursty channels. Their basic theory has received a relatively limited attention in the past, apart from some classical papers [1] , [2] . Since the introduction of turbo codes [3] , where interleavers play a fundamental role, researchers have dedicated many efforts to interleaver design. However, misunderstanding of basic interleaver theory often causes confusion in the turbo code literature.
In this paper, interleaver theory is revisited. Our intent is twofold: first, we want to establish a clear mathematical framework which encompasses old definitions and results on causal interleavers. Second, we want to extend this theory to noncausal interleavers, which can be useful for some application like, for example, turbo codes.
We begin by a proper definition of the key quantities that characterize an interleaver, like its minimum/maximum delay, its characteristic latency, and its period. Then, interleaver equivalence and deinterleavers are carefully studied. Interleaver trellis complexity is analyzed by the introduction of a proper input/output interleaver code. Connections between interleaver quantities are then explored, especially those concerning latency, a key parameter for applications.
Finally, the class of convolutional interleavers is considered, and their practical implementation discussed. Block interleavers, which are the basis of most turbo code schemes, are introduced as a special case.
A turbo code is obtained by the parallel concatenation of simple constituent convolutional codes connected through an interleaver. Turbo codes, although decoded through an iterative suboptimum decoding algorithm, yield performance extremely close to the Shannon limit [3] . In spite of the fact that several research issues are still open, turbo codes are obtaining a large success and their introduction in many international standards is in progress. For decoding purposes, the trellises of the constituent convolutional encoders are almost always terminated, so that the turbo code can be considered as a block code.
Every linear block code can be represented by a minimal trellis, which, in turn, can be used for soft-decision decoding with the Viterbi or the BCJR [4] algorithms. For decoding purposes, the complexity of a given trellis is usually expressed in terms of complexity parameters like the maximum state complexity (logarithm of the maximum number of states), the maximum branch complexity (logarithm of the maximum number of branches), and the average branch symbol complexity (average number of branch symbols per information bit). Moreover, for a given block code, it is well known that all complexity measures strongly depend on the ordering of the time axis, which in turn involves in principle all possible permutations of its segments.
It is a folk theorem among researchers in the field that Maximum Likelihood decoding of turbo codes presents a computational complexity increasing exponentially with the interleaver length, so that it becomes prohibitively complex when the turbo code employs a large interleaver, because of the huge number of states involved. Thus, simpler, suboptimum iterative decoding strategies have been proposed and successfully applied. The previous, qualitative folk theorem may contain a reasonable amount of truth. The trellis complexity of turbo codes, however, has never been properly studied. In this paper, it is analyzed and related to that of the constituent codes and interleaver. By the introduction of the uniform interleaver, the evaluation of the "average" complexity of a turbo code of a given length can also be performed.
Strong connections exist between the "true" trellis complexity parameters (minimized by coordinate permutation) and the free distance of the code , that characterizes the error probability performance at high signal-to-noise ratios. As a matter of fact, large values of trellis complexity quantities are a necessary (but not sufficient) condition to achieve a large [5] , [6] . Finally, a procedure to reduce turbo code complexity by coordinate permutation, suggested by interleaver properties, is presented. Its application is particularly interesting for the class of row-by-column block interleavers, where it allows an impressive reduction that helps to understand the interleaver properties.
In Section II, the definitions of the trellis complexity parameters are recalled. In Section III, past work on interleaver theory is reviewed. In Section IV, interleaver theory is revisited and extended to noncausal interleavers. The input-output trellis complexity of interleavers is studied in Section V. In Section VI, the connections between various interleaver parameters are explored. Convolutional and block interleavers are considered in Section VII. In Section VIII, turbo codes are introduced, and their complexity studied.
II. TRELLIS COMPLEXITY DEFINITIONS
For a linear binary block code of rate , we will use the following notations referred to its minimal trellis [7] :
• any codeword is an -tuple ; • is the state space at time its cardinality, i.e., the number of states at time , and the state (space dimension) profile; • , is the trellis section at time its cardinality, i.e., the number of branches at time , and the branch profile. Following [7] , the state space can be defined as , where is the projection of over the interval and is the subcode of , composed by the codewords with support enclosed in . The trellis complexity parameters considered in this paper are as follows.
• The maximum state complexity , defined as the maximum of the state profile
• The maximum branch complexity , defined as the maximum of the branch profile
• The average branch symbol complexity , defined as the average number of branch symbols per information bit (See Section II-D for a definition of that holds when more than 1 bit labels each branch.)
A. Complexity: Past Work on the Subject
The literature on the trellis complexity of block codes is very rich. The subject was introduced in some classical papers [4] , [8] - [10] . Many other papers deal with the subject, covering methods to compute the complexity parameters, build the trellis, and establish bounds, or studies on the complexity reduction by coordinate permutation. Among them we can cite [11] - [26] . Recent results on the complexity of convolutional codes are reported in [17] and [27] . For a complete list of references on the subject, see [28] .
B. Minimal Span Generator Matrix (MSGM) Matrices
A procedure for practically computing the state and branch profile of a code has been presented in [20] and [22] . We say that a generator matrix for with the LR (left/right) property has MSGM form. Given a row of , let be the smallest such that the largest such that , and . has the LR property if and for any pair of rows . Any generator matrix can be easily transformed into an MSGM form [22] . For any we say that a row is edge-active in if , and is state-active in if and . Given in MSGM form, is the number of rows that are state-active at time , and is the number of rows that are edge-active at time .
Example 1: Consider the simple block code with and . The generator matrix has the LR property. It follows then
We have . The minimal trellis for is depicted in Fig. 1(a) .
C. Complexity Minimization by Coordinate Permutation
Coordinate permutations can strongly change the complexity parameters. In other words, given , there can exist an equivalent code , where is an -long permutation, mapping any sequence into , with , such that , and/or , and/or (in general, there may occur different permutations to minimize different complexity parameters). As a consequence, one can base a "real" measure of the complexity of the code upon the parameters We have . The minimal trellis of is depicted in Fig. 1(b) .
In general, the problem of finding the best permutation for complexity minimization is NP-complete [25] , [26] .
D. Sectionalization
So far, we have considered an "atomic" representation of , i.e., a bit at every time . For clearness, in the following we will denote by , and , the complexity parameters obtained when a sectionalization occurs such that a group of bits corresponds to any time . The superscript will be omitted only when obvious from the context. As pointed out in [16] , trellis sectionalization varies the state and branch complexities, up to pathological cases like . When , the definition of the average branch symbol complexity becomes is not affected by sectionalization; moreover, it is strictly tied to the computational complexity of the decoding algorithms [22] . This suggests that is perhaps the most appropriate parameter for complexity considerations. Optimal sectionalization of the code trellis to reduce its complexity has been studied in [29] . Several authors also allow for sectionalization into varying numbers of bits per trellis section, as in [29] .
III. INTERLEAVER THEORY: PAST WORK ON THE SUBJECT
The theory of interleavers was established in the two classical papers [1] and [2] . In [1] causal interleavers were deeply analyzed: several definitions and results, equivalent to those presented in this paper, will be referred in the following. Moreover, many significant results on the spreading properties of interleavers (a subject that we have not considered in this paper) and on their implementation were presented.
Other results were presented in [2] (see also [30] ): Forney invented periodic convolutional interleavers that are employed in many applications and international standards.
Two considerations are important. First, classical interleaver theory only concerned causal devices. As a consequence, some quantities defined in our paper (like, for example, equivalence classes of interleavers, or the interleaver code) were not strictly necessary, and not introduced in [1] and [2] . Second, other results on causal interleavers were not explicitly presented in [1] and [2] , and are poorly documented or scattered elsewhere in the literature.
As a matter of fact, we think that most of the results on causal interleavers presented in this paper are to be considered as a re-interpretation of previous ones, even when an explicit reference is missing. Among the main contribution of this paper are the general mathematical framework and all results concerning noncausal interleavers, a subject which was not studied in the past.
Recently, we partially presented our results in a preliminary form in [31] . Similar definitions for causal interleavers can be found in [32] together with some results about the interleaver spread. Some other results concerning the cycle decomposition of an interleaver and its implementation are presented in [33] . 
IV. INTERLEAVERS: BASIC DEFINITIONS
We begin to revisit interleaver theory by introducing some basic definitions. They can be considered an extension of the definitions introduced in [1] for causal interleavers.
An interleaver is a device characterized by a fixed permutation of the infinite time axis
. maps bi-infinite input sequences into permuted output sequences , with . Although irrelevant for the interleaver properties, for simplicity we will assume in the following that is the binary alphabet .
A. Delays and Period
We define the delay function as
The interleaver action can then be described as
We also define the following.
The maximum delay
The minimum delay
The characteristic latency
We say that is periodic with period , if there exists a positive integer such that for all i.e.,
In this paper, we will only consider periodic interleavers, because nonperiodic permutations are not used in practice. The period is usually referred to, in the turbo code literature, as the interleaver length or size, and is a crucial parameter in determining the code performance. Often, it is also directly related to the latency introduced in the transmission chain; this is not strictly correct, as we will see soon that the minimum delay introduced by the interleaver-deinterleaver pair is instead the characteristic latency . The ambiguity stems from the common suboptimal implementation of a block interleaver (see Section VII-B).
Example 3: Consider this interleaver and its action on the binary sequences , as shown at the bottom of the page.
has period , minimum and maximum delay , and characteristic latency . Its delay function is depicted in Fig. 2 .
In the following, we will describe an interleaver of period only by its values in the fundamental interval . For the interleaver of Example 3 we have .
B. Interleaver Equivalence
Formal definition of equivalence classes of interleavers, not introduced in classical theory, will prove useful in our framework.
We say that two interleavers are equivalent if one differs from the other only by a pure delay of the input or output sequence:
and (with for and for ), and . The characteristic latency is still equal to nine for both and .
C. Inverse Interleaver
Given , its inverse interleaver is . The delay functions of and are tied by:
. has the same period and characteristic latency of , and its minimum/maximum delays are: and .
D. Deinterleavers and Latency
The action of an interleaver must be inverted at the receiver side by a deinterleaver such that any sequence that enters is permuted into an output sequence that is a delayed version of , with (in general, we admit negative ). is the latency, i.e., the delay introduced in the transmission chain by the interleaver/deinterleaver pair.
Given , its inverse interleaver is certainly a deinterleaver of , and it yields . Moreover, all the elements of are deinterleavers for . This simple lemma follows.
Lemma 1: Given an interleaver with period and characteristic latency , and its inverse , all deinterleavers for are characterized by a permutation of the kind , i.e., belong to . All of them have period and characteristic latency . The latency introduced by an interleaver/deinterleaver pair is equal to .
Proof: If is a deinterleaver for , we must have: , but: . Then and . Clearly, . All the elements of have the same period and characteristic latency of and .
Example 5: Given the interleaver of Example 3, its inverse interleaver is:
. For the pair , we have . The interleavers and are deinterleavers for . For the pair we have , and for the pair we have .
E. Causal and Canonical Interleavers
For practical purposes, an interleaver must be physically realizable, or causal, i.e., it must satisfy the property i.e.,
i.e., with This Corollary coincides with the results presented in [1, Section II], where it was shown that the latency introduced by the interleaver/deinterleaving (called unscrambler) pair is equal to the maximum delay (called the encoding delay) when the minimum delay is equal to zero. It also coincides with Theorem 1 of [32] on latency (called minimum total delay).
The latency is important for system applications having stringent delay requirements. The previous corollary shows that the minimum latency introduced by an interleaver/deinterleaver causal pair is equal to the characteristic latency . Practical motivations can lead to latencies greater than this minimum value (see Section VII-B for the two-register implementation of block interleavers). For this reason, in the turbo code literature, the minimum latency and the period are often confused.
V. THE INPUT-OUTPUT INTERLEAVER CODE AND ITS COMPLEXITY
The study of the state space of a causal interleaver is intuitive and does not need a specific theory. However, in this paper we also study noncausal interleavers which are important for some applications, for example, turbo code schemes. For this reason, we introduce the new concept of input-output interleaver code.
The "code" formed by the set of all output sequences of an interleaver with unconstrained input sequences spans over all . As a consequence, it has a trivial state space of cardinality for any . Given an interleaver , we introduce the (input-output) interleaver code defined as the set of all input/output interleaver sequence pairs , where the input sequences span over all (see Fig. 3 ). Every codeword is a bi-infinite sequence , where is the pair composed by the input and the output bit at time . A minimal trellis for will have 2 bits labeling any branch; the number of branches exiting any state will be equal to two for all times only for causal interleavers.
Example 8: Consider an interleaver with period and . All sequences of are of the kind Clearly, are three sequences belonging to the code. The generators of are all possible shifted versions of those three sequences. The minimal trellis for is depicted in Fig. 4 . Any branch is labelled by 2 bits that are the input and the output bits at time . The interleaver is not causal. The number of branches exiting any state is equal to two only for . For the connections between the state space of the interleaver code and that of a real machine able to exactly realize the interleaver input/output relationship, see Sections V-C and VII.
A. Interleaver Trellis Complexity
For causal interleavers, it is well known and intuitive that the state space size is constant, because at each time 1 bit comes in and 1 bit goes out. When more general interleavers (noncausal, too) are considered, the following general theorem holds for the state profile of the interleaver code (simply in the following). , where is an all-zero sequence with the exception of (then is an all-zero sequence, with the exception of ), form a set of generators for . All sequences with and are generators of and all those with and are all-zero sequences. The remaining are linear independent sequences.
The state space of an interleaver code at time is composed by two components:
consists of the input bits that must be kept in memory because they will be output in the future, while consists of the bits that have been output previously in the past and must be kept in memory until time to give the corresponding input bit.
Example 9: For the interleaver of the previous example we have the following.
• For and .
• For
, which contributes with to , and , which contributes with to . Then and . • For and .
B. The Trellis Complexity of a Causal Interleaver
For a causal, realizable, interleaver, one always has: . The previous Theorem 1 becomes the following corollary.
Corollary 2: For a causal interleaver, given the set , we have and , constant with . Proof: By the definition of causal interleaver, . Given , consider the set . There are two possibilities: if then ; otherwise, if then . In both cases . A causal interleaver has a constant number of states for each : we will call the constraint length of . As a consequence, the trellis complexity parameters of the interleaver code for a causal interleaver are simply Example 10: Consider the (noncausal) interleaver of period two with
To compute the state profile of the interleaver code , we have the following.
• For . Then and .
• For and . Then and . The equivalent causal canonical interleaver for is with
We have the following.
The interleavers belonging to an equivalence class have another invariant (other than the period and the characteristic latency).
Lemma 2: Any interleaver belonging to the equivalence class has a canonical interleaver with the same constraint length.
Proof 
C. Minimal Encoder of a Causal Interleaver
Given a causal interleaver , we are interested in the construction of a finite-state machine able to realize its input/output relationship. In analogy with the code terminology, we will call it an encoder for . If the interleaver is not causal, an encoder can be built for a causal equivalent.
Following [34] (Section III-C), an encoder can be viewed as the set of all the admissible input-output sequence pairs of the interleaver, i.e., as a code over the product alphabet . Formally, we could then build the minimal space state of this code (as in [7] ), and a minimal (systematic) encoder for it (as in [34] ), which exactly realizes the input/output relationship.
This means that a minimal (with the minimum possible number of states) encoder for a causal interleaver has a space state in one-to-one correspondence with the space state of the interleaver code . An important consequence of Corollary 2 is that a minimal encoder for a causal interleaver does not need to keep memory of , or bits, but only at each time . They are the input bits forming that must be kept in memory to be released in the future, and their number is constant because, in a causal interleaver, at any time an input bit arrives and one of the input bits in memory, or itself, is output. See Section VII for more details on the practical implementation of the encoder.
VI. CONNECTIONS AMONG INTERLEAVER PARAMETERS
In this section, we explore the relations between the various interleaver parameters. The connection between the state spaces of an interleaver and its inverse is clarified by the following lemma.
Lemma 3: Given an interleaver and its inverse , and their interleaver codes and , their state space profiles are equal:
. Proof: For any , there is a one-to-one correspondence between and for , and and for . In fact, . By posing one has: . A strong relation exists between the delay function of an interleaver and its state space.
Theorem 2: Given an interleaver of period , the average of the absolute values of the delays is equal to the average of the state profile Proof: Consider a position with a certain delay . If is negative, belongs to the sets for all the following positions . If is positive, belongs to the sets for all the previous positions . In both cases, increases of units the sum .
A. Causal Interleavers
We have seen that for a causal interleaver the state profile is constant and equal to . The previous Theorem 2 becomes the following corollary.
Corollary 3: For a causal interleaver, the average delay is equal to the constraint length Example 11: Given the interleaver of Example 10, we have and . The average absolute delay is 2. Since and , it coincides with the average of the state profile. Given the causal canonical interleaver of the same Example, we have and . The average absolute delay is 2 and coincides with the constraint length . Finally, given the interleaver with of Example 9, we have , and . The average absolute delay is and it coincides with the average of the state profile.
Given a causal interleaver and a causal deinterleaver , the sum of the average delays through and is clearly equal to the introduced latency . This lemma follows from Corollary 3.
Lemma 4: The sum of the constraint lengths of a causal interleaver/deinterleaver pair is equal to the latency When and are the canonical causal interleaver/deinterleaver pair, the introduced latency is equal to the characteristic latency, and then we have the following key property.
Corollary 4: The sum of the constraint lengths of a causal canonical interleaver/deinterleaver pair is equal to the characteristic latency This corollary coincides with [1, Theorem 4] , where it was shown that the sum of the constraint lengths of the interleaving and the deinterleaving (called minimum storage capacities) is equal to the latency.
Corollary 4 completely clarifies the fundamental role of the characteristic latency of an interleaver. In fact, given , its characteristic latency is equal to the following: • the difference between the maximum and the minimum delay of ; • the difference between the maximum and the minimum delay of any interleaver equivalent to ; • the difference between the maximum and the minimum delay of any deinterleaver for ; • the maximum delay of the canonical interleaver associate with ;
• the maximum delay of the canonical deinterleaver associate with ; • the sum of the constraint lengths of and ; • the minimum latency introduced in the transmission chain by an interleaver/deinterleaver pair involving or any interleaver equivalent to .
VII. CONVOLUTIONAL AND BLOCK INTERLEAVERS
The interleaver parameters and properties previously introduced hold for all periodic interleavers. In the following, we will introduce a way to describe general periodic interleavers that will be called convolutional interleavers, as opposed to the special and important subclass of block interleavers.
A. Convolutional Interleavers
Given a periodic interleaver of period , a convenient and completely general way to represent the permutation is the following:
(1) where is a finite basic permutation of length , and is the th element of a shift vector of elements taking values in .
A visual implementation of the convolutional interleaver described in (1) is shown in Fig. 5 , where the reader can recognize the similarities with the familiar structure of convolutional interleavers described by Ramsey and Forney in [1] and [2] . The input stream is permuted according to the basic permutation . The th output of the permutation register is sent to a delay line with a delay , whose output is read and sent out. Notice that in the realization of Fig. 5 the permutation is always noncausal, except for the case of the identity permutation. As a consequence, it is in general not physically realizable. In the next subsection, we will describe a minimal realization of any periodic causal interleaver.
Example 12: A simple class of interleavers stems from the choice of the identity basic permutation
As an example, choosing , and yields the equation shown at the bottom of the page.
1) Implementation of Convolutional Interleavers with Minimal Memory Requirement:
We have already proved in Corollary 2 that the minimal memory requirement for the implementation of a causal interleaver is the constraint length , which in turn is equal to the average of the delay profile. An important property that relates the shift vector to the constraint length of causal interleavers is given in the following lemma.
Lemma 5: The constraint length of a causal interleaver of period is related to the shift vector through Proof: For a causal interleaver, we proved in Corollary 3 that the average delay is equal to the constraint length, so that
From (1) we then have
In this section we describe an implementation with minimal memory requirements of the encoder for a generic periodic causal interleaver. The encoder is realized through a single memory with size equal to the constraint length . The input and output bits at a given time are read and stored with a single Read-Modify-Write operation acting on a single memory cell whose address is derived as follows (see Fig. 6 ). At time we read from a memory cell, and write into it. As a consequence, the successive contents of that memory cell are Thus, the permutation induces a partition of the set of integers with the following equivalence relationship:
and the constraint length is also the cardinality of this partition.
With the previous considerations in mind, we can devise the following algorithm to compute the addresses to be used in the minimal memory interleaver of Fig. 6. 1 where is the length of the cycle and is its th element. The periods of a cycle then corresponds to the sum of all the shift vector elements associated to the cycle elements.
Finally, it can be proved that the period of the address sequence is times the least common multiple of all periods lcm Example 13: As an example, consider the causal periodic permutation with period ; we have
The basic permutation can be decomposed as follows:
So that lcm Applying the algorithm previously described, we have in fact that the address sequence is periodic with period 12
Example 14: The delay permutation has the following parameters: so that and the address sequence is given by
Example 15:
The equivalent causal canonical interleaver of Example 10 has the following parameter: so that lcm and the address sequence is given by
B. Block Interleavers
Block interleavers, a particular case of the general class of periodic interleavers previously described, are very important for applications, and form the basis of most turbo code schemes. A block interleaver is generated by a permutation of length , made periodic on all , and so yielding the infinite permutation (2) The period of is clearly equal to the length of . A block interleaver (apart when is the identity) is not causal, and has a nonpositive minimum delay . The maximum delay is and then the characteristic latency is . Block interleavers are a particular case of convolutional interleavers, obtained by posing in the general representation (1) . A convolutional interleaver with period is equivalent to a block interleaver if there exists an such that the set is a set of adjacent numbers. As an example, this happens if the shift vector in the representation (1) has the form Among all possible choices to construct a causal interleaver equivalent to a given block interleaver, two are particularly interesting, and will be described in the following.
1) The Canonical Causal Interleaver of a Block Interleaver: For a block interleaver , generated by an -length permutation with a certain minimum delay , we can consider its equivalent causal canonical interleaver , with , with , and
. By definition of canonical interleaver, is the best choice in terms of latency. By using the canonical deinterleaver, the latency is equal to . The constraint length of is characterized by the following lemma.
Lemma 6:
2) The Two-Register Causal Interleaver of a Block Interleaver: In practice, to make a block interleaver causal, the causal interleaver with is often used instead of the canonical interleaver.
corresponds to an encoder implementation largely used in practice, which consists of two registers of length used alternatively, one for writing the input bits of the current block, and the other for reading the output permuted bits of the preceding block. Clearly, in this case has a maximum delay usually larger than , and then it leads to a nonminimum latency. If also the deinterleaver for is realized by the same two-register strategy, the introduced latency is equal to . Example 16: The block interleaver with and has and . Its canonical interleaver is with , with a minimum . The two-register causal interleaver is with , with . By using the canonical deinterleaver of with , the pair introduces a latency equal to 7.
By using the two-register deinterleaver for with , the pair introduces a latency equal to 16.
3) The Trellis Complexity of a Block Interleaver: The state profile of noncausal interleavers has been characterized in Theorem 1. For a block interleaver, the minimal trellis has a particular form: it only has one state at the beginning and at the end of its period.
Corollary 5: For a block interleaver for and .
4) Row-by-Column Block Interleavers:
Row-by-column interleavers are a class of block interleavers widely used in practice. Given , the input bits are written row-wise into a matrix with rows and columns and read columnwise. The corresponding permutation is An row-by-column interleaver has parameters , and . The minimal trellis of a row-by-column interleaver is very regular. In particular, when is a power of two, it is easy to prove that (in the middle of the permutation, bits have been anticipated and bits will be released in the future). Example 17: The case yields this permutation of length and the corresponding state profile computed by applying Theorem 1 VIII. APPLICATION TO TURBO CODES For simplicity, in this paper we focus on turbo codes, or parallel concatenated convolutional codes (PCCC), of rateobtained from the following:
• two equal binary systematic convolutional encoders and of rateand constraint length ; • a block interleaver of length . Every information frame of bits is read out in two different orders for the two encoders. The input bits of are not permuted, whereas those of are permuted by . Therefore, given the information frame , the th input bit is for and for . The two encoders are systematic, and produce two parity check bits and , respectively. The input bits of the second encoder are not transmitted, while the information bits and the two parity check bits are multiplexed from top to bottom. At the end of the information frame of bits, the two encoders are terminated, i.e., driven back to the zero state. As explained in [35] , this can be done in bit times. In this way, other triplets are generated. Let us define . By termination, the turbo code becomes an block code with parameters . Every codeword will be denoted by , with .
A. The Trellis Complexity of Turbo Codes
To compute the minimal trellis of a turbo code and its complexity measures, one can directly apply the procedure based on the MSGM form of a generator matrix described in Section II. We will consider a sectionalization of bits for each time . The following theorem ties the state space of a turbo code (simply in the following) to the state profile of the constituent block interleaver .
Theorem 3: Given a turbo code constituted by two constituent encoders of constraint length and a block interleaver with state profile , the state profile of the turbo code is equal to Example 18: Consider a turbo code composed by two equal four-state, rate-, convolutional encoders with and , and a block rectangular interleaver with and . In Fig. 7 we report the state profile of the turbo code and of the constituent interleaver. The largest difference is equal to according to Theorem 3.
B. The Average Complexity of Turbo Codes
A "uniform interleaver" of length , introduced in [36] , is a probabilistic device that acts as the "average" of all possible block interleavers of length . Formally, given a binary input frame of Hamming weight maps into one of the output frames of weight with probability . The following theorem allows to compute the state profile of a block uniform interleaver of length , that coincides with the "average" of the state profile over all block interleavers of length . can be a noninteger number, because it corresponds to the "average" of the state profiles of all interleavers with length . Even if a uniform interleaver does not really exist, all the theorems of this section are referred to it (instead of the average over all the interleavers). This way, the theorems look more immediate. This is in fact the reason why the uniform interleaver has become a standard tool for turbo code analysis.
The "average" of the maximum state complexity over all block interleavers of length is easily computed.
Corollary 6: A uniform block interleaver of length has a maximum state complexity equal to:
Proof: The maximum of the state profile is reached in the middle point . Given Theorem 3 and Theorem 4, we can now establish the "average" of the state profile and the "average" of the maximum state complexity over all turbo codes employing a block interleaver of length .
Corollary 7: The state profile of a turbo code formed by two constituent encoders of constraint length and a uniform block interleaver of length is equal to with and its maximum state complexity to with
C. Reducing the Trellis Complexity of Turbo Codes
A terminated turbo code is a block code , and its complexity parameters , and strongly depend on the constituent interleaver, as explained by Theorem 3.
It would be of great interest to find a permutation of the code sequences that minimizes the complexity parameters, i.e., search for , and . Finding the best permutation for minimizing turbo code trellis complexity is still an open research problem at this stage, and we cannot offer the final solution. (Note that, in general, the problem of finding the best permutation is NP-complete [25] , [26] .) Instead, we will present a permutation choice, based on a result on interleaver code complexity minimization, and show through examples how it can substantially decrease the trellis complexity of the turbo code.
1) Minimizing the Complexity of an Interleaver Code:
In this section, we will use coordinate permutations of the interleaver code sequences. Given a sequence , a permutation acting on will be denoted by the pair where and are infinite permutations and . Note that for two equivalent interleavers , there always exists a permutation , where and are pure delay permutations, such that . Given an interleaver and its code , we can look for some permutation that minimizes the complexity parameters of . The obvious solution for any is the permutation . In this case is composed by all pairs , for any input sequence . The code has trivial dynamics with , and . Obviously, the permutation yields the same minimization results.
2) Application to the Reduction of the State Complexity of Turbo Code: Given a turbo code and a code sequence , we will consider permutations acting on of the kind where and are permutations of and . To reduce the complexity of the turbo code employing a block interleaver , we consider two permutations. They derive directly from those minimizing the complexity of the interleaver code, which had been shown to be or, equivalently, . The two permutations are 1 Example 19: Consider a turbo code composed by the same constituent convolutional encoders of Example 18, and a "palindrome" interleaver with : . In Fig. 8 we report the state and branch profile of the turbo code evaluated directly and through the permutation , by applying the MSGM method of [22] recalled in Section II. The curves obtained after applying show a significant complexity reduction: the maximum state complexity passes from (65536 states) to (16 states). The same profiles are obtained by applying . 1 Since the permutation has length N , while the turbo codewords have length n = N + after termination, we extend by posing (i) = i for N i < n . 
D. The Trellis Complexity of Turbo Codes with Rectangular Interleavers
Impressive results in terms of reduction of turbo code trellis complexity through the application of the two previously introduced permutations can be obtained for the class of row-bycolumn block interleavers. By using the results obtained in Section VII-B-4 and Theorem 3, we know that when is a power of two By applying ( , respectively) when , we obtain a consistent reduction to Example 20: Consider a turbo code composed by the same constituent convolutional encoders of Example 18, and a block rectangular interleaver with and . In Fig. 9 we report the state and branch profile of the turbo code evaluated directly and through the permutation , by applying the MSGM method. The curves obtained after applying show a significant complexity reduction. The average branch symbol complexity decreases from 253 625 branch symbols per information bits to 77 625 branch symbols per information bits. Example 21: Consider a turbo code with the same constituent convolutional encoders of Example 18, and rectangular interleavers with different length , but equal column number . Let us consider , and . In Fig. 10 we report the state profile of the two turbo codes, evaluated directly and through the permutation . The result is striking: the two curves obtained directly show a dependence of the maximum state complexity on , and, in particular, a value of equal to 18 for and to 130 for . Instead, the two curves obtained after applying yield a significant complexity reduction, and, more important, a maximum state complexity that is independent from , and given by . Using the algorithm described in [37] , we have computed the free distance of the two turbo codes, and verified that it is also independent from ; this suggests that a simple increase of the interleaver length may not be beneficial, and, instead, that the interleaver in a PCCC construction should be chosen aiming at maximizing the "true" trellis complexities parameters.
IX. CONCLUSION
In this paper, we have defined the main parameters that characterize an interleaver, by extending classical concepts to noncausal interleavers, too. After introducing the input/output interleaver code, we have evaluated its complexity, and explored the connections between the various parameters. We have then focused on causal interleavers and on block interleavers, that are both important for applications. These concepts have been applied to the evaluation of the trellis complexity of turbo codes. We have also faced the problem of finding a time axis permutation that reduces the complexity of turbo codes.
