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Abstract Let G be a graph of order n where n ≥ 12 is even, and let α ∈ [0, 1/2].
In this paper, it is shown that G has a perfect matching if the Aα-spectral radius of
G is greater than the largest root of x3 − ((α+ 1)n+ α− 4)x2 + (αn2 + (α2 − 2α−
1)n− 2α+ 1)x− α2n2 + (5α2 − 3α + 2)n− 10α2 + 15α− 8 = 0. This generalizes a
result of S. O [Spectral radius and matchings in graphs, Linear Algebra Appl., 2020,
in press], which gives a sufficient condition for the existence of a perfect matching
in a graph in terms of the adjacency spectral radius.
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1 Introduction
Let G be an undirected simple graph with vertex set V (G) and edge set E(G).
The adjacency matrix of G is defined as A(G) = (au,v)u,v∈V (G), where au,v = 1 if
uv ∈ E(G), and au,v = 0 otherwise. Let D(G) denote the diagonal matrix of vertex
degrees of G. Then L(G) = D(G) − A(G) and Q(G) = D(G) + A(G) are called
the Laplacian matrix and signless Laplacian matrix of G, respectively. For any
α ∈ [0, 1), Nikiforov [12] introduced the Aα-matrix of G as
Aα(G) = αD(G) + (1− α)A(G).
Notice that A0(G) = A(G) and A 1
2
(G) = 1
2
Q(G). The eigenvalues of Aα(G) are
called the Aα-eigenvalues of G, and the largest one of them is called the Aα-spectral
radius of G, and denoted by ρα(G). The adjacency, Laplacian and signless Laplacian
eigenvalues (and spectral radius) can be similarly defined. For some interesting
spectral properties of Aα(G), we refer the reader to [8–15].
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2For any S ⊆ V (G), we denote by G− S the graph obtained from G by deleting
S together with those edges incident to S. Let G ∪ H denote the disjoint union
of two graphs G and H . The join of G and H , denoted by G∇H , is the graph
obtained from G ∪ H by adding all edges between G and H . Also, we denote by
Kn the complete graph on n vertices. A matching M of G is a subset of E(G) such
that any two edges of M have no common vertices. If each vertex of G is incident
to exactly one edge of M , then M is called a perfect matching of G. The matching
number of a graph is the number of edges in a maximum matching.
The relationships between the matching number and the eigenvalues of vari-
ous graph matrices have been investigated by several researchers in the past two
decades. In 2005, Brouwer and Haemers [2] provided some sufficient conditions for
the existence of a perfect matching in a graph in terms of the largest and the second
smallest Laplacian eigenvalues. Also, they proved that a k-regular graph G of even
order has a perfect matching if the third largest adjacency eigenvalue of G is at most
k− 1+3/(k+1) for k even and k− 1+3/(k+2) for k odd. Later, Cioaba˘, Gregory
and Haemers [3–5] improved and extended the result of Brouwer and Haemers, and
gave some sufficient conditions for the existence of large matchings in regular graphs.
In addition, the relationships between the fractional matching number (see [19] for
the definition) and the adjacency, Laplacian and signless Laplacian spectral radius
were studied in [16], [21] and [18], respectively.
Very recently, O [17] presented a lower bound for the adjacency spectral radius
ρ(G) which guarantees the existence of a perfect matching in G.
Theorem 1.1. (O, [17]) Let n ≥ 8 be an even integer or n = 4. If G is an n-vertex
graph with ρ(G) > θ(n), where θ(n) is the largest root of x3− (n−4)x2− (n−1)x+
2(n − 4) = 0, then G has a perfect matching. For n = 6, if ρ(G) > 1+
√
33
2
, then G
has a perfect matching.
It is natural to ask whether the above result can be extended to the Aα-spectral
radius of a graph. In this paper, we give a positive answer to this question for
α ∈ [0, 1/2], and prove the following result.
Theorem 1.2. Let G be a graph of order n where n ≥ 12 is even, and let α ∈ [0, 1
2
].
If ρα(G) > ρα(n), where ρα(n) is the largest root of x
3 − ((α + 1)n + α − 4)x2 +
(αn2 + (α2 − 2α− 1)n− 2α+ 1)x− α2n2 + (5α2 − 3α+ 2)n− 10α2 + 15α− 8 = 0,
then G has a perfect matching.
Since 2A1/2(G) = Q(G), from Theorem 1.2 we immediately obtain the following
corollary.
Corollary 1.3. Let G be a graph of order n where n ≥ 12 is even. If the signless
Laplacian radius of G is greater than two times the largest root of x3 − (3n− 7)/2 ·
x2 + (2n2 − 7n)/4 · x− (n2 − 7n + 12)/4, then G has a perfect matching.
2 Preliminaries
In this section, we list three lemmas, which are useful in the proof of Theorem 1.2.
3Let M be a real n × n matrix, and let X = {1, 2, . . . , n}. Given a partition
Π : X = X1 ∪X2 ∪ · · · ∪Xk, the matrix M can be correspondingly partitioned as
M =


M1,1 M1,2 · · · M1,k
M2,1 M2,2 · · · M2,k
...
...
. . .
...
Mk,1 Mk,2 · · · Mk,k

 .
The quotient matrix of M with respect to Π, written BΠ = (bi,j)
k
i,j=1, is defined by
bi,j =
1
|Xi|j
T
|Xi|Mi,jj|Xj |
for all i, j ∈ {1, 2, . . . , k}, where js denotes the all ones vector in Rs. The partition
Π is called equitable if each block Mi,j of M has constant row sum bi,j . Also, the
quotient matrix BΠ is called equitable if Π is an equitable partition of M .
Lemma 2.1. (See [22, Theorem 2.5]) Let M be a nonnegative matrix, and let B be
an equitable quotient matrix of M . Then the eigenvalues of B are also eigenvalues
of M , and
ρ(M) = ρ(B),
where ρ(M) and ρ(B) are the spectral radius of M and B, respectively.
Lemma 2.2. (See [6]) If M1 and M2 are two nonnegative n× n matrices such that
M1 −M2 is nonnegative, then
ρ(M1) ≥ ρ(M2),
where ρ(Mi) is the spectral radius of Mi for i = 1, 2.
Lemma 2.3. (Tutte’s Theorem, [1, 20]) A graph G has a perfect matching if and
only if
o(G− S) ≤ |S| for all S ⊆ V (G),
where o(G− S) is the number of odd components of G− S.
3 Proof of Theorem 1.2
Now we shall give the proof of Theorem 1.2.
Proof of Theorem 1.2. Assume to the contrary that G has no perfect matchings.
By Lemma 2.3, there exists some S ⊆ V (G) such that o(G − S) − |S| ≥ 1 and
all components of G − S are odd. Let s = |S| and q = o(G − S). Notice that q
and s must be of the same parity because n is even. Thus we have q ≥ s + 2. Let
n1, n2, . . . , nq be the orders of the q components of G − S, respectively. Without
loss of generality, we take n1 ≥ n2 ≥ · · · ≥ nq. Then G is a spanning subgraph of
Ks∇(Kn1 ∪Kn2 ∪ · · · ∪Knq), and so ρα(G) ≤ ρα(Ks∇(Kn1 ∪Kn2 ∪ · · · ∪Knq)) by
Lemma 2.2. To prove Theorem 1.2, we need the following three claims.
4Claim 1. ρα(Ks∇(Kn1 ∪Kn2 ∪ · · · ∪Knq)) ≤ ρα(Ks∇(Kn−s−q+1 ∪ (q − 1)K1)) for
α ∈ [0, 1).
Proof. Since all ni’s are odd, to prove Claim 1, it suffices to show that if nj ≥ 3 for
some j ∈ {2, . . . , q} then ρα(Ks∇(Kn1 ∪Kn2 ∪ · · · ∪Knq) ≤ ρα(Ks∇(Kn1+2 ∪Kn2 ∪
· · · ∪ Knj−2 ∪ · · · ∪ Knq). Without loss of generality, we take j = q, and for other
cases the proof is similar.
Let G1 = Ks∇(Kn1∪Kn2 ∪· · ·∪Knq) and G2 = Ks∇(Kn1+2∪Kn2∪· · ·∪Knq−2).
It is easy to see that Aα(G1) has the equitable quotient matrix
B1 =


nα − sα + s− 1 n1(1− α) n2(1− α) · · · nq(1− α)
s(1− α) sα + n1 − 1 0 · · · 0
s(1− α) 0 sα + n2 − 1 · · · 0
...
...
. . .
...
...
s(1− α) 0 · · · 0 sα+ nq − 1


.
By simple calculation, we find that the characteristic polynomial of B1 is equal to
ϕB1(x) = (x− nα + sα− s+ 1) ·
q∏
j=1
(x− sα− nj + 1)
+ s(1− α)2 ·
q∑
i=1
(−1)ini
∏
j 6=i
(x− sα− nj + 1)
= ψ(s, n1, n2, . . . , nq; x).
(1)
According to Lemma 2.1, we see that ρα(G1) coincides with the largest root of
ϕB1(x). Then, by Lemma 2.2, we obtain
ρα(G1) ≥ nα− sα + s− 1. (2)
Considering that Aα(G1) is irreducible andG1 containsKn1+s as its proper subgraph,
we have
ρα(G1) > ρα(Kn1+s) = n1 + s− 1 (3)
by the Perron-Frobenius theorem and the Rayleigh quotient. Notice that Aα(G2)
has the equitable quotient matrix
B2 =


nα− sα + s− 1 (n1 + 2)(1− α) n2(1− α) · · · (nq − 2)(1− α)
s(1− α) sα + n1 + 1 0 · · · 0
s(1− α) 0 sα+ n2 − 1 · · · 0
...
...
. . .
...
...
s(1− α) 0 · · · 0 sα + nq − 3


.
The characteristic polynomials of B2 is
ϕB2(x) = ψ(s, n1 + 2, n2, . . . , nq − 2; x),
5where ψ(·) is defined in (1). As above, we see that ρα(G2) is equal to the largest
root of ϕB2(x). By simple computation, we obtain
ϕB2(x)− ϕB1(x) = ψ(s, n1 + 2, n2, . . . , nq − 2; x)− ψ(s, n1, n2, . . . , nq; x)
= b0(x) + 2s(1− α)2
q∑
i=1
bi(x),
(4)
where

b0(x) = −(n1 − nq + 4)(x− nα + sα− s+ 1)
q−1∏
j=2
(x− sα− nj + 1),
b1(x) = −(x+ n1 − nq − sα + 3)
q−1∏
j=2
(x− sα− nj + 1),
bi(x) = (−1)i+1ni(n1 − nq + 4)
q−1∏
j=2,j 6=i
(x− sα− nj + 1) for i = 2, . . . , q − 1,
bq(x) = (−1)q+1(x− n1 + nq − sα− 1)
q−1∏
j=2
(x− sα− nj + 1).
Combining (2), (3) and n1 ≥ n2 ≥ · · · ≥ nq, we have b0(ρα(G1)) ≤ 0. If q is odd,
again by (3), we obtian
b1(ρα(G1)) + bq(ρα(G1)) = −2(n1 − nq + 4)
q−1∏
j=2
(ρα(G1)− sα− nj + 1) < 0,
bq−1(ρα(G1)) = −nq−1(n1 − nq + 4)
q−2∏
j=2
(ρα(G1)− sα− nj + 1) < 0,
and
bi(ρα(G1)) + bi+1(ρα(G1)) = −(ni − ni+1)(n1 − nq + 4)(ρα(G1)− sα + 1)·
q−1∏
j=2,j 6=i,i+1
(ρα(G1)− sα− nj + 1) ≤ 0,
for all even i with 2 ≤ i ≤ q − 3. Similarly, if q is even, we have b1(ρα(G1)) +
bq(ρα(G1)) < 0, and bi(ρα(G1)) + bi+1(ρα(G1)) ≤ 0 for all even i with 2 ≤ i ≤ q − 2.
Since ϕB1(ρα(G1)) = 0, in both cases, from the above arguments and (4) we get
ϕB2(ρα(G1)) = ϕB2(ρα(G1))− ϕB1(ρα(G1)) < 0,
which implies that ρα(G1) < ρα(G2). This proves Claim 1.
Claim 2. ρα(Ks∇(Kn−s−q+1 ∪ (q − 1)K1)) ≤ ρα(Ks∇(Kn−2s−1 ∪ (s + 1)K1)) for
α ∈ [0, 1).
6Proof. Recall that q ≥ s+ 2. It suffices to prove ρα(Ks∇(Kn−s−q+1 ∪ (q− 1)K1)) ≤
ρα(Ks∇(Kn−s−q+3∪ (q−3)K1)) for q ≥ s+4. Let G3 = Ks∇(Kn−s−q+1∪ (q−1)K1)
and G4 = Ks∇(Kn−s−q+3 ∪ (q − 3)K1). Notice that Aα(G3) and Aα(G4) have the
equitable quotient matrices
B3 =

nα− sα+ s− 1 (n− q − s+ 1)(1− α) (q − 1)(1− α)s(1− α) n− q + sα− s 0
s(1− α) 0 sα


and
B4 =

nα− sα+ s− 1 (n− q − s+ 3)(1− α) (q − 3)(1− α)s(1− α) n− q + sα− s + 2 0
s(1− α) 0 sα

 ,
for which we denote the characteristic polynomials by ϕB3(x) and ϕB4(x), respec-
tively. From ϕB4(ρα(G4)) = 0 we obtain
(ρα(G4)− n + q − sα + s− 2)[(ρα(G4)− sα)(ρα(G4)− nα + sα− s+ 1)
− s(1− α)2(q − 3)]− (n− s− q + 3)s(1− α)2(ρα(G4)− sα) = 0.
Combining this with the fact that ρα(G4) > n − q + 2 > n − q + sα − s + 2 > sα
(by (3)), we can deduce that
(ρα(G4)− sα)(ρα(G4)− nα + sα− s+ 1)− s(1− α)2(q − 3) > 0. (5)
A simple calculation yields that
ϕB3(x)− ϕB4(x) = 2s(1− α)2(n− q − s)
+ 2[(x− sα)(x− nα + sα− s+ 1)− s(1− α)2(q − 3)].
Then from (5) we have
ϕB3(ρα(G4)) = ϕB3(ρα(G4))− ϕB4(ρα(G4))
= 2s(1− α)2(n− q − s)
+ 2
[
(ρα(G4)− sα)(ρα(G4)− nα + sα− s + 1)− s(1− α)2(q − 3)
]
> 0.
(6)
Let γ1 = ρα(G3) ≥ γ2 ≥ γ3 be the three roots of ϕB3(x). We assert that
λ2 ≤ ρα(G4). In fact, let D = diag(s, n− q − s + 1, q − 1). It is easy to check that
D1/2B3D
−1/2 is symmetric, and also contains[
n− q + sα− s 0
0 sα
]
as its submatrix. As D1/2B3D
−1/2 and B3 have the same eigenvalues, the Cauchy
interlacing theorem (cf. [7]) implies that λ2 ≤ n− q + sα − s ≤ ρα(G4). Therefore,
we obtain ρα(G3) < ρα(G4).
Claim 3. ρα(Ks∇(Kn−2s−1 ∪ (s+ 1)K1)) ≤ ρα(K1∇(Kn−3 ∪ 2K1)) for α ∈ [0, 1/2)
and n ≥ 12.
7Proof. Let Gs5 = Ks∇(Kn−2s−1 ∪ (s + 1)K1). Notice that 1 ≤ s ≤ n/2 − 1, G15 =
K1∇(Kn−3 ∪ 2K1) and Gn/2−15 = Kn/2−1∇(n/2 + 1)K1. Observe that Aα(Gs5) have
the equitable quotient matrix
Bs5 =

nα− sα + s− 1 (n− 2s− 1)(1− α) (s+ 1)(1− α)s(1− α) n+ sα− 2s− 2 0
s(1− α) 0 sα

 .
By simple computation, we obtain
ϕBs
5
(x)− ϕB1
5
(x) = (s− 1)[(1− α)x2 + (nα2 − 2α− s− 1)x
− α2n2 + ((2s+ 5)α2 − (2s+ 3)α+ s+ 2)n
− (3s2 + 8s+ 10)α2 + (5s2 + 13s+ 15)α− 2s2 − 6s− 8].
Notice that ρα(G
1
5) > n− 3 by (3). If s ≤ n/2− 2, i.e., n ≥ 2s+ 4, we have
ϕBs
5
(ρα(G
1
5)) = ϕBs5(ρα(G
1
5))− ϕB1
5
(ρα(G
1
5))
> (s− 1)[(1− α)(n− 3)2 + (nα2 − 2α− s− 1)(n− 3)
− α2n2 + ((2s+ 5)α2 − (2s+ 3)α + s+ 2)n
− (3s2 + 8s+ 10)α2 + (5s2 + 13s+ 15)α− 2s2 − 6s− 8]
= (s− 1)[(1− α)n2 + ((2s+ 2)α2 − (2s− 1)α− 5)n
− (3s2 + 8s+ 10)α2 + (5s2 + 13s+ 12)α− 2s2 − 3s+ 4]
≥ (s− 1)[(1− α)(2s+ 4)2 + ((2s+ 2)α2 − (2s− 1)α− 5)(2s+ 4)
− (3s2 + 8s+ 10)α2 + (5s2 + 13s+ 12)α− 2s2 − 3s+ 4]
= (s− 1)[(s2 + 4s− 2)α2 − (3s2 + 9s)α+ 2s2 + 3s]
≥ (s− 1)
[
1
4
(s2 + 4s− 2)− 1
2
(3s2 + 9s) + 2s2 + 3s
]
=
1
4
(s− 1)(3s2 − 2s− 2)
≥ 0,
where the second and the third inequalities follow from 0 ≤ α ≤ 1/2. Let γ1 =
ρα(G
s
5) ≥ γ2 ≥ γ3 be the three roots of ϕBs5(x). As in Claim 2, we have ρα(G15) >
n− 3 > n + sα− 2s− 2 ≥ γ2. Thus ρα(Gs5) ≤ ρα(G15) for s ≤ n/2− 2.
If s = n/2 − 1, then Gs5 = Gn/2−15 = Kn/2−1∇(n/2 + 1)K1, which has the Aα-
spectral radius
ρα(G
n
2
−1
5 ) =
1
4
(
2nα + n− 4 +
√
4n2α2 − 8n(n− 1)α + 5n2 − 8n
)
.
Since 0 ≤ α ≤ 1/2 and n ≥ 12, one can verify that
ρα(G
n
2
−1
5 ) < n− 3 < ρα(G15).
Therefore, we conclude that ρα(G
s
5) ≤ ρα(G15) for 1 ≤ s ≤ n/2−1 whenever n ≥ 12.
This proves Claim 3.
8Combining Claims 1–3 and the arguments at the beginning of the proof, we have
ρα(G) ≤ ρα(n) := ρα(K1∇(Kn−3∪2K1)) for n ≥ 12. Notice that ρα(n) is the largest
root of ϕB1
5
(x) = x3 − ((α + 1)n + α− 4)x2 + (αn2 + (α2 − 2α− 1)n− 2α + 1)x−
α2n2 + (5α2 − 3α+ 2)n− 10α2 + 15α− 8. Thus we deduce a contradiction.
We complete the proof.
Remark 1. It is worth mentioning that in Theorem 1.2 we always take n ≥ 12 and
0 ≤ α ≤ 1/2. According to the proof of Claim 3, for n ≤ 10, it suffices to compare
the Aα-spectral radiuses of G
1
5 and G
n/2−1
5 . If n = 4, there is nothing to prove. If
n = 6, one can easily check that
ρα(G
2
5) = 3α+
1 +
√
36α2 − 60α+ 33
2
> ρα(G
1
5).
Thus if ρα(G) > ρα(G
2
5) = ρα(K2∇4K1) then G has a perfect matching. How-
ever, for n = 8 or 10, we find whether ρα(G
n/2−1
5 ) is greater than ρα(G
1
5) or not
is dependent on the choice of α. Nevertheless, we have known that if ρα(G) >
max{ρα(K1∇(K5 ∪ 2K1)), ρα(K3∇5K1)} then G has a perfect matching. In addi-
tion, for 1/2 < α < 1, according to Claims 1 and 2, we conclude that if ρα(G) >
max{ρα(Ks∇(Kn−2s−1∪ (s+1)K1)) : 1 ≤ s ≤ n/2− 1} then G has a perfect match-
ing. However, it is difficult to determine the maximum value of ρα(Ks∇(Kn−2s−1 ∪
(s+1)K1)) when s ranges over [1, n/2− 1]. By examining some special values of α,
we find that the maximum value is always attained at s = 1 or s = n/2− 1.
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