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Abstract
In this paper we propose an extension of the generalized Lagrangian multiplier method (GLM) of Munz
et al. [52, 30], which was originally conceived for the numerical solution of the Maxwell and MHD equa-
tions with divergence-type involutions, to the case of hyperbolic PDE systems with curl-type involutions.
The key idea here is to solve an augmented PDE system, in which curl errors propagate away via a Maxwell-
type evolution system. The new approach is first presented on a simple model problem, in order to explain
the basic ideas. Subsequently, we apply it to a strongly hyperbolic first order reduction of the CCZ4
formulation (FO-CCZ4) of the Einstein field equations of general relativity, which is endowed with 11
curl constraints. Several numerical examples, including the long-time evolution of a stable neutron star in
anti-Cowling approximation, are presented in order to show the obtained improvements with respect to the
standard formulation without special treatment of the curl involution constraints.
The main advantages of the proposed GLM approach are its complete independence of the underlying
numerical scheme and grid topology and its easy implementation into existing computer codes. However,
this flexibility comes at the price of needing to add for each curl involution one additional 3 vector plus
another scalar in the augmented system for homogeneous curl constraints, and even two additional scalars
for non-homogeneous curl involutions. For the FO-CCZ4 system with 11 homogeneous curl involutions,
this means that additional 44 evolution quantities need to be added.
Keywords: generalized Lagrangian multiplier approach (GLM), hyperbolic PDE systems with curl
involutions, Einstein field equations with matter source terms, first order reduction of the CCZ4 system
(FO-CCZ4), stable neutron star in anti-Cowling approximation
1. Introduction
Hyperbolic PDE systems with involutions are very frequent in science and engineering. The most
common involutions are linear and of the divergence and curl type, the most famous involution being the
divergence-free condition of the magnetic field in the Maxwell and the magnetohydrodynamics (MHD)
equations. While a lot of research has been dedicated in the past to the appropriate numerical discretization
of PDE with divergence constraints, much less is known on curl-preserving numerical schemes for PDE
with curl involutions. However, nowadays there exists an increasing number of hyperbolic PDE systems in
mechanics and physics that is endowed with natural curl involutions, where the curl of a vector field should
∗Corresponding author
Email addresses: michael.dumbser@unitn.it (Michael Dumbser∗), francesco.fambri@ipp.mpg.de (Francesco
Fambri), elena.gaburro@unitn.it (Elena Gaburro), reinarz.in@tum.de (Anne Reinarz)
Preprint submitted to Journal of Computational Physics November 21, 2019
ar
X
iv
:1
90
9.
03
45
5v
5 
 [m
ath
.N
A]
  2
0 N
ov
 20
19
remain zero for all times, if it was initially zero. The most prominent examples are the system of nonlin-
ear hyperelasticity of Godunov, Peshkov and Romenski (GPR model) [43, 56, 36] written in terms of the
distortion field A and the conservative compressible multi-phase flow model of Romenski et al. [62, 60].
All the aforementioned mathematical models fall into the larger class of symmetric hyperbolic and ther-
modynamically compatible (SHTC) systems, studied by Godunov and Romenski et al. in [45, 62, 44, 55].
Further systems with curl involutions include the new hyperbolic model for surface tension and the recent
hyperbolic reformulation of the Schro¨dinger equation of Gavrilyuk and Favrie et al. [63, 33], as well as
first order reductions of the Einstein field equations such as those proposed, e.g., in [2, 27, 35]. Finally,
we also would like to point out that the model of Newtonian continuum physics including solid mechanics
and electro-dynamics proposed and discretized in [62, 37] contains both, curl and divergence involutions.
Furthermore, the Einstein field equations in 3+1 ADM split [4] include also nonlinear second order in-
volutions for the four-dimensional metric tensor, which are the well-known ADM constraints, namely the
Hamiltonian constraint and the three momentum constraints, see [1]. These nonlinear involutions are typ-
ically treated either by adding suitable multiples of the constraint to the governing PDE system, similar to
the Godunov-Powell term in MHD [46, 58, 59], or via the so-called Z4 constraint cleaning [2, 3], which can
be seen as a generalization of the GLM approach of Munz et al. [52, 30] to the preservation of nonlinear
involutions within the Einstein field equations.
Here we briefly recall the hyperbolic GLM approach of Munz et al. [52, 30] for the Maxwell and MHD
equations. Throughout this paper we employ the Einstein summation convention, which implies summation
over two repeated indices. Furthermore, we will use greek indices that range from 0 to 3 and latin indices
ranging from 1 to 3. We furthermore use the notation ∂t = ∂/∂t, ∂k = ∂/∂xk and εi jk is the usual fully
anti-symmetric Levi-Civita symbol. The induction equation in electrodynamics reads
∂tBk + εki j∂iE j = 0, (1)
with the magnetic field Bk and the electric field E j. A consequence of the above induction equation is the
famous divergence-free condition
I = ∂mBm = 0 (2)
of the magnetic field, which states that there exist no magnetic monopoles, or, in other words, the mag-
netic field will remain divergence-free for all times if it was initially divergence-free. One way to preserve
a divergence-free magnetic field within a numerical scheme is the use of an exactly divergence-free dis-
cretization on appropriately staggered meshes, see e.g. [71, 32, 17, 6, 42, 8, 9, 11]. However, the imple-
mentation of such exactly structure-preserving methods into an existing code is rather invasive and often
requires substantial changes in the algorithm structure of existing general purpose solvers for hyperbolic
conservation laws that were not right from the beginning designed for the solution hyperbolic PDE with
involution constraints. The very popular GLM method proposed by Munz et al. in [52, 30] is an alternative
to exactly constraint–preserving schemes and requires only a rather small change at the PDE level, where
simply an additional equation for a cleaning scalar φ is added to the system, so that divergence errors cannot
accumulate locally any more, but instead are transported away under the form of acoustic-like waves with
finite speed. This approach is very easy to implement in any general purpose CFD code and is completely
independent of the underlying numerical scheme or mesh topology. The role of the cleaning scalar φ is
the one of a generalized Lagrangian multiplier (GLM) that accounts for the involution constraint. The way
how it works can best be explained with a physical example, which is the role of the pressure in the com-
pressible Euler equations: for low Mach numbers (i.e. for large sound speed compared to the flow speed),
the coupling of the momentum equation with the pressure equation drives the divergence of the velocity
field to zero for M → 0. In the same manner, the evolution equation of the additional cleaning scalar φ
coupled with the induction equation drives the divergence of the magnetic field to zero if the cleaning speed
is chosen large enough. The augmented induction equation according to the GLM approach of Munz et al.
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[52, 30] therefore reads
∂tBk + εki j∂iE j + ∂kϕ = 0, (3)
∂tϕ + a2d ∂mBm = −dϕ, (4)
with the new cleaning scalar ϕ, an artificial cleaning speed ad and a small damping parameter d. The new
terms in the augmented system (3) and (4) with respect to the original equation (1) are highlighted in red,
for convenience. It is easy to see that for ad → ∞ the equation (4) leads to ∂mBm → 0, which is the above
involution (2). The rest of this paper is structured as follows: in order to show the main idea on a simple and
clear example, in Section 2 we first present the extended GLM approach for hyperbolic PDE with curl-type
involutions on a simple toy model. Next, in Section 3 we introduce the extended GLM approach for the full
first order reduction of the CCZ4 formulation of the Einstein field equations (FO-CCZ4) with matter source
terms. In Section 4 we present some numerical results that clearly show the benefits of the extended GLM
method and in Section 5 we give some concluding remarks and an outlook to future work.
At this point we clearly emphasize that in this paper we do not yet consider the fully coupled Einstein-
Euler system, i.e. the self-consistent evolution of the spacetime coupled with the matter via the general
relativistic Euler or MHD equations. This is out of scope of the present manuscript and will be considered
elsewhere. In this paper, we only consider the Einstein field equations in vacuum or with prescribed matter
source terms, i.e. the so-called anti-Cowling approximation.
2. Hyperbolic curl cleaning with an extended generalized Lagrangian multiplier approach
We first show the basic idea of our new approach on a simple toy model, in order to ease notation and
to facilitate the understanding of the underlying concepts, before applying the method to the full Einstein
field equations. Consider the following evolution system for one scalar ρ and two vector fields vk and Jk,
∂tρ + ∂i (ρvi) = 0, (5)
∂t(ρvk) + ∂i
(
ρvivk + ρc20JiJk
)
= 0, (6)
∂t Jk + ∂k(vmJm) + vm (∂mJk − ∂k Jm) = 0, (7)
with c0 a given constant. Defining a scalar quantity χ = vmJm and with the use of the Schwarz theorem
∂k∂mχ = ∂m∂kχ (symmetry of second derivatives) it is very easy to see that the second PDE above, eqn. (7),
is endowed with the linear involution constraint
Imk = ∂mJk − ∂k Jm = 0. (8)
This means that if Imk = 0 at the initial time, it will remain zero for all times. Indeed, one can immediately
notice that the involution itself is contained in the third term on the left hand side of eqn. (7). This term is
very similar to the so-called Godunov-Powell term in the MHD equations, see [46, 58], which was found
by Godunov in 1972 in order to symmetrize the MHD system and which was later used by Powell in order
to improve the behavior of numerical methods when discretizing the MHD equations in multiple space
dimensions. For a general purpose numerical method applied to (7), it is very hard to guarantee Imk = 0
at the discrete level. Satisfying the involution exactly would require a structure-preserving scheme, similar
to those employed for the Maxwell and MHD equations [71, 32, 17] or those forwarded in [50, 51, 69].
However, it might be very cumbersome to add such structure preserving schemes into an existing general
purpose scheme for hyperbolic conservation laws, since these exactly involution satisfying methods usually
require a particular staggering of the data on edges, faces and volumes and have thus to be foreseen right
from the beginning when designing the scheme and the related software. Also, these structure preserving
schemes might not be easy to implement on general meshes or for all types of high order discretizations
(finite differences, ENO/WENO finite volume schemes, discontinuous Galerkin methods etc.).
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Nowadays, exactly divergence–preserving discontinuous Galerkin and finite volume schemes are avail-
able at all orders on Cartesian grids, on structured curvilinear meshes, on unstructured simplex meshes and
on geodesic meshes, see e.g. [17, 5, 13, 11, 7, 10, 9, 12, 15, 16, 14, 49, 65]. However, much less is known so
far on the construction of arbitrary high order accurate exactly divergence-preserving schemes on general
polygonal and polyhedral meshes [67, 41, 26], or on general space-trees with arbitrary refinement factor r,
see e.g. [38].
As already mentioned in the introduction, the main advantage of the GLM approach of Munz et al.
[52, 30] for divergence constraints is not only the ease of implementation, but also its great flexibility and its
compatibility with all types of mesh topologies and numerical schemes, since it only requires the solution
of an additional scalar PDE for the cleaning scalar, which can easily be added to an existing code.
The extended GLM curl cleaning proposed in this paper can now be explained on the toy system (6)-(7)
as follows. The original governing PDE system (6) and (7) is simply replaced by the following augmented
system
∂tρ + ∂i (ρvi) = 0, (9)
∂t(ρvk) + ∂i
(
ρvivk + ρc20JiJk
)
= 0, (10)
∂t Jk + ∂k(vmJm) + vm (∂mJk − ∂k Jm) + εklm∂lψm = 0, (11)
∂tψk − a2c εklm∂lJm+∂kϕ = −c ψk, (12)
∂tϕ + a2d ∂mψm = −dϕ, (13)
where ac is a new cleaning speed associated with the curl cleaning. The new terms associated with the curl
cleaning are highlighted in blue, for convenience, while the terms of the original PDE (7) are written in
black. Since the evolution equation for the cleaning vector field ψk has formally the same structure as the
induction equation (1) of the Maxwell equations, it is again endowed with the divergence-free constraint
∂mψm = 0, which is taken into account via the classical GLM method (red terms). It is easy to see that
from (12) for ac → ∞ we obtain klm∂lJm → 0 in the limit, thus satisfying the involution in the sense
Imk → 0. The augmented system (9)-(13) can now be solved with any standard numerical method for
nonlinear systems of hyperbolic partial differential equations.
In case the curl involutions are not homogeneous, but where the curl has to assume a prescribed non-zero
value, which is the case when the evolution equation (7) for Jk contains a source term S k,
∂t Jk + ∂k(vmJm) + vm (∂mJk − ∂k Jm) = S k, (14)
see [62, 44, 36, 57, 55], then the following strategy can be used: We first define the curl of J to be equal to
another quantity
Bi = εi jk∂ jJk, (15)
which according to [55] is the so-called Burgers vector. Its evolution equation can be obtained by taking
the curl of (14), leading to the following additional evolution equation (see Appendix C of [55]):
∂tBi + ∂k
(
Bivk − viBk − εik jS j
)
+ vi ∂kBk = 0. (16)
Directly from its definition (15) it is obvious that the Burgers vector must be divergence-free, i.e. ∂kBk = 0.
The divergence constraint on the Burgers vector is explicitly contained in (16) in order to achieve a Galilean
invariant formulation, see also [46, 62, 37, 57]. Therefore, the GLM approach for a general, non-trivial curl
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of Jk reads as follows:
∂tρ + ∂i (ρvi) = 0, (17)
∂t(ρvk) + ∂i
(
ρvivk + ρc20JiJk
)
= 0, (18)
∂t Jk + ∂k(vmJm) + vm (∂mJk − ∂k Jm) + εklm∂lψm = S k, (19)
∂tBi + ∂k
(
Bivk − viBk − εik jS j
)
+ vi∂kBk + ∂iχ = 0, (20)
∂tψk − a2c εklm∂lJm+∂kϕ = −c ψk − a2c Bk (21)
∂tϕ + a2d ∂mψm = −dϕ, (22)
∂tχ + a2b ∂mBm = −bχ. (23)
Here, we have used the usual blue color for the curl cleaning, the red color for the divergence cleaning and
the green color due to the additional terms and equations that are necessary in the case the curl of J is equal
to a non-zero Burgers vector. It is again obvious that for ac → ∞we obtain εi jk∂ jJk → Bi, i.e. the involution
(15). However, the FO-CCZ4 system considered in the rest of this paper will only have homogeneous curl
involutions, i.e. the additional field χ is not needed.
At this point we stress again very clearly that the proposed GLM curl cleaning approach comes at the
expense of needing to evolve one additional 3 vector ψk and one additional scalar ϕ for homogeneous curl
involutions. For non-homogeneous curl involutions, one additional 3 vector ψk and two additional cleaning
scalars ϕ and χ are needed. This is the price to pay for the great flexibility and ease of implementation of
the proposed method.
We also would like to clearly stress at this point that the choice of the cleaning speeds is not unique and
is left to the user. Compared to an exactly structure-preserving scheme, this may be considered as another
major drawback of the proposed GLM cleaning approach, besides the large number of required additional
evolution variables.
Note that in the special case of a linear source term S k in (14), e.g.
∂t Jk + ∂k(vmJm) + vm (∂mJk − ∂k Jm) = −1
τ
Jk, (24)
with a constant relaxation time τ > 0, it is obvious that the field Jk will still remain curl-free and thus Bk = 0
for all times, if the curl of Jk was initially zero. In other words, to generate a non-vanishing curl of Jk, one
needs a nonlinear source term, such as the one proposed in [36], where the factor in front of Jk in the source
term also depends on temperature and density.
3. Governing equations of the FO-CCZ4 system with GLM curl cleaning
In compact 4D tensor notation, the Einstein field equations with matter source terms read
Rµν − 12gµνR = 8piTµν, (25)
where gµν is the 4-metric of the spacetime, which is the primary unknown of the system, Rµν = Rλµλν
is the 4-Ricci tensor, which is a contraction of the Riemann curvature tensor Rκµλν associated with the
metric, R = gµνRµν is the 4-Ricci scalar and Tµν is the energy-momentum tensor, which in this work will
be considered as an externally given quantity. The original second-order CCZ4 governing system [3] is a
nonlinear time-dependent PDE system with first order time derivatives and mixed first and second order
spatial derivatives. It can be derived from the Z4 Lagrangian
L = gµν(Rµν + 2∇µZν), (26)
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which adds a new vector Zµ to the classical Einstein-Hilbert Lagrangian (see [24] for details). The Z4 vector
(Zµ ) has been introduced in a series of papers by Bona et al. [25, 20, 21, 23] in order to enforce the nonlinear
involutions of the Einstein field equations via a hyperbolic constraint-cleaning approach, which can be seen
as an extension of the GLM method of Munz et al. [52, 30] to nonlinear involution constraints. In the
Einstein field equations, the involutions are the so-called Hamiltonian constraint H and the momentum
constraintsMi defined later. Additional algebraic constraint-damping terms can be added [48], so that the
Einstein field equations with Z4 constraint cleaning and constraint damping [2, 3] finally read
Rµν + ∇(µZν) + κ1
(
n(µZν) − (1 + κ2)gµνnαZα
)
= 8pi
(
Tµν − 12gµνT
)
, (27)
where T = gµνTµν denotes the trace of the energy-momentum tensor, n is the unit vector normal to the
spatial hypersurfaces and the κi are adjustable constants that are related to the damping of the Z4 vector.
Since the covariant forms of the field equations above are not directly suitable for numerical treatment, a
usual 3+1 decomposition of spacetime is adopted, see, e.g.[1, 19, 24]. Hence, the line element is written as
ds2 = −α2dt2 + γi j
(
dxi + βidt
) (
dx j + β jdt
)
, (28)
with the usual lapse function α, the shift vector βi and the spatial 3-metric γi j, which is related to the 4-
metric by γµν = gµν + nµnν. The 3+1 split then leads to evolution equations for γi j, as well as for the
extrinsic curvature Ki j = − 12Lnγi j, where Ln denotes the Lie derivative along the vector nµ. Due to the
freedom concerning the choice of the coordinate system in general relativity (gauge freedom), the lapse and
the shift can in principle be freely chosen. The four constraint equations of the ADM system, namely the
Hamiltonian constraint
H = Ri jgi j − Ki jKi j + K2 − 16piτ = 0 (29)
and the three momentum constraints
Mi = γ jl
(
∂lKi j − ∂iK jl − Γmj,lKmi + ΓmjiKml
)
− 8piS i = 0, (30)
including the matter source terms, are taken into account by additional evolution equations for the Zµ vector.
In (29) and (30) τ = nµnνTµν and S i = −P µi nνTµν (with the spatial projector P µν = δ µν +nνnµ) are projections
of the energy-momentum tensor into the spatial hyperplane and represent the usual evolution quantities for
total energy and momentum in the general relativistic Euler equations [31]. The CCZ4 formulation of [3]
introduces a conformal factor φ := |γi j|−1/6 in order to define a conformal 3-metric with unit determinant as
γ˜i j := φ2γi j, |γ˜i j| = 1. (31)
Like in the BSSNOK system [66, 18, 53], the extrinsic curvature is decomposed into its trace-free part A˜i j
A˜i j := φ2
(
Ki j − 13 Kγi j
)
, (32)
and into its trace K = Ki jγi j, which both become new evolution variables. More details about the original
second order CCZ4 system and its derivation can be found in [3], while a detailed discussion of its first
order reduction together with a proof of strong hyperbolicity were given in [35].
In the following, we show how our new GLM curl cleaning approach described on the toy system in
the previous section can be applied to the full FO-CCZ4 formulation of the Einstein field equations. The
FO-CCZ4 system as proposed in [35] has a very particular split structure, where the quantities that define
the 4-metric, namely the lapse function α, the shift vector βi, the conformal spatial metric tensor γ˜i j and the
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conformal factor φ are governed by an ODE-type system, i.e. by a system that contains only first order time
derivatives and purely algebraic source terms, but no spatial derivatives:
∂tγ˜i j = β
k2Dki j + γ˜kiBkj + γ˜k jB
k
i −
2
3
γ˜i jBkk − 2α
(
A˜i j − 13 γ˜i jtrA˜
)
, (33a)
∂t lnα = βkAk − αg(α)(K − K0 − 2Θc), ∂tK0 = 0, (33b)
∂tβ
i = sβkBik + s f b
i, (33c)
∂t ln φ = βkPk +
1
3
(
αK − Bkk
)
, (33d)
The use of the logarithms in the evolution equations for the lapse and the conformal factor is for conve-
nience, in order to always guarantee positivty of α and φ also at the discrete level. The next primary evo-
lution quantities are the trace-free extrinsic curvature tensor A˜i j, the trace of the extrinsic curvature K, the
GLM cleaning scalar Θ that accounts for the Hamiltonian constraintH , the modified contracted Christoffel
symbols Γˆi, which contain the spatial part of the Z4 cleaning vector Zi = 12φ
2
(
Γˆi − Γ˜i
)
for the cleaning of
the momentum constraints, and the variable bi that is needed for the gamma driver shift condition:
∂tA˜i j − βk∂kA˜i j + φ2
[
∇i∇ jα − α
(
Ri j + ∇iZ j + ∇ jZi − 8piS i j
) ]
− 1
3
γ˜i j
[
∇k∇kα − α(R + 2∇kZk − 8piS )
]
= A˜kiBkj + A˜k jB
k
i −
2
3
A˜i jBkk + αA˜i j(K − 2Θc) − 2αA˜ilγ˜lmA˜m j, (34a)
∂tK − βk∂kK + ∇i∇iα − α(R + 2∇iZi) = αK(K − 2Θc) − 3ακ1(1 + κ2)Θ + 4piα(S − 3τ), (34b)
∂tΘ − βk∂kΘ − 12αe
2(R + 2∇iZi) = αe2
(
1
3
K2 − 1
2
A˜i jA˜i j − 8piτ
)
− αΘKc − ZiαAi − ακ1(2 + κ2)Θ, (34c)
∂tΓˆ
i − βk∂kΓˆi + 43αγ˜
i j∂ jK − 2αγ˜ki∂kΘ − γ˜kl∂(kBil) −
1
3
γ˜ik∂(kBll) − s2αγ˜ikγ˜nm∂kA˜nm
=
2
3
Γ˜iBkk − Γ˜kBik + 2α
(
Γ˜ijkA˜
jk − 3A˜i jP j
)
− 2αγ˜ki
(
ΘAk +
2
3
KZk
)
− 2αA˜i jA j
−4sαγ˜ikD nmk A˜nm + 2κ3
(
2
3
γ˜i jZ jBkk − γ˜ jkZ jBik
)
− 2ακ1γ˜i jZ j − 16piαγ˜i jS j, (34d)
∂tbi − sβk∂kbi = s
(
∂tΓˆ
i − βk∂kΓˆi − ηbi
)
, (34e)
In order to obtain a strongly hyperbolic first order reduction, the following evolution system for the auxiliary
variables Ak := ∂kα/α, Bik := ∂kβ
i, Dki j := 12∂kγ˜i j and Pk := ∂kφ/φ is added:
∂tAk − βl∂lAk + αg(α) (∂kK − ∂kK0 − 2c∂kΘ) + sαg(α)γ˜nm∂kA˜nm (35a)
= +2sαg(α)D nmk A˜nm − αAk (K − K0 − 2Θc) h(α) + Blk Al ,
∂tBik − sβl∂lBik − s
(
f∂kbi − α2µ γ˜i j
(
∂kP j − ∂ jPk
)
+ α2µ γ˜i jγ˜nl
(
∂kDl jn − ∂lDk jn
))
= sBlk B
i
l , (35b)
∂tDki j − βl∂lDki j + s
(
−1
2
γ˜mi∂(kBmj) −
1
2
γ˜m j∂(kBmi) +
1
3
γ˜i j∂(kBmm)
)
+ α∂kA˜i j − α13 γ˜i jγ˜
nm∂kA˜nm
= BlkDli j + B
l
jDkli + B
l
iDkl j −
2
3
BllDki j − α
2
3
γ˜i jD nmk A˜nm − αAk
(
A˜i j − 13 γ˜i jtrA˜
)
, (35c)
∂tPk − βl∂lPk − 13α∂kK +
1
3
∂(kBii) − s
1
3
αγ˜nm∂kA˜nm =
1
3
αAkK + BlkPl − s
2
3
αD nmk A˜nm. (35d)
7
The governing PDE system (33a)-(35d) contains the following terms as defined below:
trA˜ = γ˜i jA˜i j, and γ˜ = det(γ˜i j), (36)
∂kγ˜
i j = −2γ˜inγ˜m jDknm := −2D i jk , (theorem of the derivative of the inverse matrix) (37)
Γ˜ki j = γ˜
kl
(
Di jl + D jil − Dli j
)
, (38)
∂kΓ˜
m
i j = −2Dmlk
(
Di jl + D jil − Dli j
)
+ γ˜ml
(
∂(kDi) jl + ∂(kD j)il − ∂(kDl)i j
)
, (39)
Γki j = γ˜
kl
(
Di jl + D jil − Dli j
)
− γ˜kl
(
γ˜ jlPi + γ˜ilP j − γ˜i jPl
)
= Γ˜ki j − γ˜kl
(
γ˜ jlPi + γ˜ilP j − γ˜i jPl
)
, (40)
∂kΓ
m
i j = −2Dmlk
(
Di jl + D jil − Dli j
)
+ 2Dmlk
(
γ˜ jlPi + γ˜ilP j − γ˜i jPl
)
− 2γ˜ml
(
Dk jlPi + DkilP j − Dki jPl
)
+γ˜ml
(
∂(kDi) jl + ∂(kD j)il − ∂(kDl)i j
)
− γ˜ml
(
γ˜ jl∂(kPi) + γ˜il∂(kP j) − γ˜i j∂(kPl)
)
, (41)
Rmik j = ∂kΓ
m
i j − ∂ jΓmik + Γli jΓmlk − ΓlikΓml j, (42)
Ri j = Rmim j, (43)
∇i∇ jα = αAiA j − αΓki jAk + α∂(iA j), (44)
∇i∇iα = φ2γ˜i j
(
∇i∇ jα
)
, (45)
Γ˜i = γ˜ jlΓ˜ijl, (46)
∂kΓ˜
i = −2D jlk Γ˜ijl + γ˜ jl ∂kΓ˜ijl, (47)
Zi =
1
2
γ˜i j
(
Γˆ j − Γ˜ j
)
, Zi =
1
2
φ2(Γˆi − Γ˜i), (48)
∇iZ j = Di jl
(
Γˆl − Γ˜l
)
+
1
2
γ˜ jl
(
∂iΓˆ
l − ∂iΓ˜l
)
− Γli jZl, (49)
R + 2∇kZk = φ2γ˜i j
(
Ri j + ∇iZ j + ∇ jZi
)
, (50)
h(α) =
(
g(α) + α
∂g(α)
∂α
)
. (51)
The function g(α) in the PDE for the lapse α controls the slicing condition, where g(α) = 1 leads to
harmonic slicing and g(α) = 2/α leads to the so-called 1 + log slicing condition, see [22]. As already
mentioned above, the auxiliary quantities Ak, Pk, Bik and Dki j are defined as (scaled) spatial gradients of the
primary variables α, φ, βi and γ˜i j, respectively, and read:
Ai := ∂i lnα =
∂iα
α
, Bik := ∂kβ
i , Dki j :=
1
2
∂kγ˜i j , Pi := ∂i ln φ =
∂iφ
φ
. (52)
Hence, as a result, they must satisfy the following curl involutions or so-called second order ordering
constraints [2, 47]:
Alk := ∂lAk − ∂kAl = 0, Plk := ∂lPk − ∂kPl = 0,
Bilk := ∂lBik − ∂kBil = 0, Dlki j := ∂lDki j − ∂kDli j = 0. (53)
In the governing PDE system above, we have already made use of these curl involutions by symmetrizing
the spatial derivatives of the auxiliary variables as follows:
∂(kAi) :=
∂kAi + ∂iAk
2
, ∂(kPi) :=
∂kPi + ∂iPk
2
, ∂(kBij) :=
∂kBij + ∂ jB
i
k
2
, ∂(kDl)i j :=
∂kDli j + ∂lDki j
2
.
(54)
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The new hyperbolic curl cleaning approach applied to system (33a)-(35d) obviously affects only the gov-
erning PDE for the auxiliary variables Ak, Pk, Bik and Dki j, which are now augmented as follows:
∂tAk − βl∂lAk + εklm ∂lψAm + αg(α) (∂kK − ∂kK0 − 2c∂kΘ) + sαg(α)γ˜nm∂kA˜nm
= +2sαg(α)D nmk A˜nm − αAk (K − K0 − 2Θc) h(α) + Blk Al , (55a)
∂tψ
A
k − (aAc )2 εklm ∂lAm + ∂kϕA = −Ac ψAk , (55b)
∂tϕ
A + (aAd )
2 ∂mψ
A
m = −Ad ϕA, (55c)
∂tBik − sβl∂lBik+εklm ∂l(ψB)im − s
(
f∂kbi − α2µ γ˜i j
(
∂kP j − ∂ jPk
)
+ α2µ γ˜i jγ˜nl
(
∂kDl jn − ∂lDk jn
))
= sBlk B
i
l, (55d)
∂t(ψB)ik − (aBc )2 εklm ∂lBim + ∂k(ϕB)i = −Bc (ψB)ik, (55e)
∂t(ϕB)i + (aBd )
2 ∂m(ψB)im = −Bd (ϕB)i, (55f)
∂tDki j − βl∂lDki j + εklm ∂lψDmi j + s
(
−1
2
γ˜mi∂(kBmj) −
1
2
γ˜m j∂(kBmi) +
1
3
γ˜i j∂(kBmm)
)
+ α∂kA˜i j − α13 γ˜i jγ˜
nm∂kA˜nm
= BlkDli j + B
l
jDkli + B
l
iDkl j −
2
3
BllDki j − α
2
3
γ˜i jD nmk A˜nm
−αAk
(
A˜i j − 13 γ˜i jtrA˜
)
, (55g)
∂tψ
D
ki j − (aDc )2 εklm ∂lDmi j + ∂kϕDi j = −Dc ψDki j (55h)
∂tϕ
D
i j + (a
D
d )
2 ∂mψ
D
mi j = −Dd ϕDi j (55i)
∂tPk − βl∂lPk + εklm ∂lψPm −
1
3
α∂kK +
1
3
∂(kBii) − s
1
3
αγ˜nm∂kA˜nm (55j)
=
1
3
αAkK + BlkPl − s
2
3
αD nmk A˜nm.
∂tψ
P
k − (aPc )2 εklm ∂lPm + ∂kϕP = −Pc ψPk (55k)
∂tϕ
P + (aPd )
2 ∂mψ
P
m = −Pd ϕP. (55l)
Here, we have used essentially the same notation for the cleaning fields as the one employed in the previous
section for the toy system. We have again used blue color in order to highlight the additional terms that are
responsible for the curl cleaning and in red those that are used for the divergence cleaning. The associated
cleaning fields are ψAk , ψ
P
k , (ψ
B)ik and ψ
D
ki j and ϕ
A, ϕP, (ϕB)ik and ϕ
D
ki j for the variables Ak, Pk, B
i
k and Dki j,
respectively. The final FO-CCZ4 system with GLM cleaning is therefore given by (33a)-(33d), (34a)-(34e)
and (55a)-(55l), i.e. the set of equations (55a)-(55l) replaces the equations for the auxiliary variables (35a)-
(35d) of the original FO-CCZ4 system.
At this point we clearly emphasize that the additional equations for the GLM cleaning inside the pro-
posed augmented FO-CCZ4 system are not covariant. However, in the view of the authors this is not a
problem, since all these additional equations have no physical meaning but are only needed to properly ac-
count for the involution constraints on the discrete level when applying a numerical scheme to (33a)-(55l).
For the same reason, it is also possible to choose superluminal cleaning speeds, in particular because the
involutions are asymptotically retrieved in the limit when the cleaning speeds tend to infinity. Of course, the
negative side effect of superluminal cleaning speeds is an increased numerical dissipation for the physical
quantities and an increased computational effort, due to the CFL stability condition of explicit schemes.
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4. Numerical results
The augmented FO-CCZ4 system with GLM curl cleaning presented in the previous section can for-
mally be written as one big first order hyperbolic PDE system of 103 evolution quantities:
∂tQ + A(Q) · ∇Q = S(Q), (56)
whereQ = (α, βi, γ˜i j, φ,K0, A˜i j,K,Θ, Γˆi, bi, Ak, ψAk , ϕ
A, Bik, (ψ
B)ik, (ϕ
B)i,Dki j, ψDki j, ϕ
D
i j , Pk, ψ
P
k , ϕ
P)T is the state
vector, A(Q) = (A1,A2,A3) are the system matrices in the three coordinate directions and S(Q) is the alge-
braic source term on the right hand side. For the complete set of eigenvalues and associated eigenvectors
of the original FO-CCZ4 system without GLM cleaning, see [35]. The governing PDE system (56) is
now solved numerically with the aid of a high order accurate fully-discrete one-step ADER discontinuous
Galerkin (DG) finite element scheme, exactly as described in [39, 72, 73, 36, 37, 35, 34]. Since all the
technical details of the ADER-DG scheme can be found in these references, we omit the description of
the numerical method here, since this is not the main focus of this paper. Indeed, any suitable discretiza-
tion for hyperbolic systems of the type (56) could be used in principle, and this total independence of the
underlying numerical method and grid topology is indeed the main strength of the GLM approach. In the
following, the performance of the new GLM curl cleaning approach proposed in this paper is assessed on
several benchmark problems. In all the following tests we use uniform Cartesian grids and set K0 = 0.
4.1. Robust stability test
The first test case under consideration is the so-called robust stability test, which is a standard test prob-
lem in numerical general relativity and is taken from [40]. The three-dimensional computational domain is
given by the box Ω = [−0.5, 0.5]3. In this test problem, matter is absent, hence τ = 0 and S i = 0.
As gauge conditions we employ a frozen shift condition ∂tβi = 0 by setting s = 0 in the FO-CCZ4
system, together with a harmonic lapse, which corresponds to g(α) = 1. The GLM cleaning speeds are set
to e = 2 for the cleaning of the nonlinear ADM constraints, while the cleaning speeds for the curl involutions
are chosen as aAc = a
P
c = a
D
c = 1.5, a
A
d = a
D
d = a
P
d = 2, and the respective damping parameters are set to
Ac,d = 
P
c,d = 
D
c,d = 1. The remaining constants in the FO-CCZ4 system are chosen as κ1 = κ2 = κ3 = 0,
c = 0 and η = 0. As usual, in this test we start from a flat Minkowski metric
ds2 = −dt2 + dx2 + dy2 + dz2. (57)
Different simulations are run with an unlimited ADER-DG P3 scheme (polynomial approximation degree
N = 3) on two different meshes with refinement factor ρ ∈ {1, 2}. The meshes are composed of (10 · ρ)3
elements, corresponding to ((N + 1) · 10 · ρ)3 spatial degrees of freedom. We then add uniformly distributed
random perturbations with perturbation amplitude  = 10−6/ρ2 to all variables of the FO-CCZ4 system.
Note that the chosen perturbations are four orders of magnitude larger that those suggested in [40].
The time evolution of the four ADM constraints and of all curl involutions until t = 1000 is reported in
Fig. 1 for both simulations. For comparison, we also show the results obtained with the original FO-CCZ4
system [35] without curl cleaning. One can observe that the new hyperbolic GLM curl cleaning proposed in
this paper reduces the errors in the Hamiltonian constraint by two orders of magnitude. The curl constraints
for the auxiliary variable Dki j improve by one order of magnitude, while the involutionsAlk andPlk improve
by more than four orders of magnitude. These results clearly show the effectiveness of the new GLM curl
cleaning approach proposed in this paper for the FO-CCZ4 formulation of the Einstein field equations.
4.2. Stable neutron star
The next test problem under consideration is the long time evolution of the spacetime generated by a
stable neutron star (TOV star) in anti-Cowling approximation, i.e. we assume the matter quantities τ and S i
to be stationary in time and externally given by the Tolman-Oppenheimer-Volkoff (TOV) solution. For all
10
Figure 1: Long-time constraint evolution for the robust stability test on the coarse mesh (left) and on the fine mesh (right). Dashed lines:
FO-CCZ4 system without curl cleaning. Continuous lines: FO-CCZ4 with the new hyperbolic GLM curl cleaning. The following
constraints are monitored: Hamiltonian constraint H (red), momentum constraintsMi (black), curl constraints Alk (light blue), Plk
(dark blue) andDlki j (green).
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details on the derivation of the radially symmetric TOV solution, which is used as initial condition for the
present test case, see [68, 54, 70, 29, 28]. We run the test problem until a final time of t = 1000 in the three-
dimensional computational domain Ω = [−64,+64]3 using 633 elements of polynomial approximation
degree N = 3. As gauge conditions we employ a frozen shift condition ∂tβi = 0 by setting s = 0 in the
FO-CCZ4 system, together with the 1 + log slicing, which corresponds to g(α) = 2/α. The GLM cleaning
speeds are set to e = 1.2 for the cleaning of the nonlinear ADM constraints, while the cleaning speeds for
the curl involutions are chosen as aAc = a
P
c = a
D
c = 0.1, a
A
d = a
D
d = a
P
d = 0.1. The respective damping
parameters are set to Ac,d = 
P
c,d = 
D
c,d = 5. This means that only a very small amount of GLM cleaning
is used here. The reason for this choice is that the exact solution of the problem is smooth and stationary,
hence we expect only very small constraint violations to develop due to the discretization errors of our
fourth order ADER-DG scheme. The remaining constants in the FO-CCZ4 system are chosen as κ1 = 0.03,
κ2 = κ3 = 0, K0 = 0, c = 0 and η = 0. The temporal evolution of the constraints without and with GLM
cleaning are compared to each other in Figure 2, from which we can clearly conclude that even a very small
amount of GLM cleaning is able to reduce the curl errors. This also means that despite the use of a very
high order accurate scheme, the GLM cleaning is able to further reduce numerical errors in the constraints
Alk, Plk and Dlki j. In order to check the quality of our computational results at t = 1000 in Figure 3 we
compare radial cuts through the numerical solution along the x axis for the quantities φ, α, P1 and A2 with
the exact solution, which is given by the initial condition. The agreement between numerical and exact
solution is excellent for all quantities under consideration. Finally, in order to visually check whether the
numerical solution remains spherically symmetric, or not, we show iso contour surfaces for the conformal
factor φ at the final time t = 1000 in Figure 4. From the obtained results one can conclude that the solution
remains clean and symmetric even after long integration times.
4.3. Wavefield generated by two rotating masses
This last test problem is only meant to be a showcase in order to demonstrate that the FO-CCZ4 system
with the novel GLM curl cleaning proposed in this paper can also be used to simulate the propagation of
waves in the space-time that are generated by the matter source terms. For this purpose, we start from a flat
Minkowski spacetime and define an initial distribution of τ as
τ(x, 0) = AL exp
− 1
2σ2L
(x − xL)2
 + AR exp − 1
2σ2R
(x − xR)2
 , (58)
which is then evolved in time via an artificially prescribed motion
∂tτ + vk ∂kτ = 0 (59)
given by the background velocity field v = Ω × x for ‖x‖ < 5 and v = 0 for ‖x‖ ≥ 5. Furthermore, in
this test we set S i = 0 for all times and choose AL = AR = 5 · 10−4, σL = σR = 1, xL = (−2, 0, 0),
xR = (2, 0, 0) and Ω = (0, 0, 0.2). The computational domain is Ω = [−160,+160]2 × [−3.2, 3.2] with
periodic boundary conditions in z-direction, which would allow to solve the problem also in a purely two-
dimensional setting. We employ a total of 3202 · 4 elements with polynomial approximation degree N = 3
in order to compute the generated wavefield up to a final time of t = 175. We run this test problem with
two different setups. First, the standard FO-CCZ4 system [35] with the default choice e = 1, c = 1,
κi = 0 and without GLM curl cleaning is used. Then we run the same test problem again with GLM
curl cleaning, using the cleaning speeds e = 2, aAc = a
P
c = a
D
c = a
A
d = a
P
d = a
D
d = 1.5, the damping
parameters Ac = 
P
c = 
D
c = 
A
d = 
P
d = 
D
d = 1 and c = 0, κi = 0. In Figure 5 we show the temporal
evolution of the constraint violations obtained for this test problem using a fourth order ADER-DG scheme
(N = 3). While the standard FO-CCZ4 system quickly becomes highly unstable, the FO-CCZ4 system with
GLM cleaning remains stable until the final time. In Figure 6 we also show a snapshot of the generated
wavefield by plotting the iso-contours of the extrinsic curvature at time t = 175. The wavefield has a typical
quadrupole-type behaviour with its characteristic spirals, as expected from two rotating masses.
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Figure 2: Long-time constraint evolution for a stable neutron star until t = 1000. Dashed lines: FO-CCZ4 system without curl
cleaning. Continuous lines: FO-CCZ4 with hyperbolic GLM curl cleaning.
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Figure 3: Numerical simulation of a stable neutron star in anti-Cowling approximation at time t = 1000. Comparison of the numerical
solution (symbols) with the exact one (solid line) for the conformal factor φ (top left), for the lapse function α (bottom left) and for
the associated auxiliary variables P1 (top right) and A1 (bottom right), which are subject to the curl constraints Plk = 0 and Alk = 0,
respectively.
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Figure 4: Numerical simulation of a stable neutron star in anti-Cowling approximation at time t = 1000 using the new hyperbolic
GLM curl cleaning approach. Contour surfaces of the conformal factor φ.
5. Conclusion
In this paper we have extended the GLM approach of Munz et al. [52, 30], which has originally only
been developed for the divergence constraints in the Maxwell and MHD equations, to hyperbolic PDE
systems with curl-type involutions. We have first presented the key ideas on a simple toy problem and have
later extended the methodology to the first order reduction of the CCZ4 formulation of the Einstein field
equations. The CCZ4 system is endowed with 11 natural curl involutions, namely one constraint on the
variables Ak, another one on the variables Pk, three involutions for the field Bik and six constraints for the
variables Dki j. While the classical GLM cleaning for divergence-type constraints was based on a pair of
div - grad operators, the new GLM approach proposed in this paper for the curl-type involutions makes
use of pairs of curl - curl operators, which are therefore similar to Maxwell-type equations and thus are
themselves endowed again with the usual divergence-free constraint that can again be taken into account by
an additional GLM cleaning scalar. For non-homogeneous curl involutions, even two additional cleaning
scalars are needed. We have shown several computational examples from computational general relativity
in order to show that the proposed GLM cleaning can in some cases substantially improve the accuracy of
the obtained computational results, even in the context of very high order accurate discontinuous Galerkin
finite element schemes.
In the near future, we plan to extend this approach also to the fully coupled Einstein-Euler system, i.e.
where the matter source terms are given in a self-consistent manner by solving the general relativistic Euler
or GRMHD equations, coupled with the FO-CCZ4 formulation of the Einstein field equations.
Further work will concern the application of the new GLM curl cleaning approach to other curl–
constrained hyperbolic PDE systems, such as the novel hyperbolic surface tension model and the hyper-
bolic reformulation of the nonlinear Schro¨dinger equation of Gavrilyuk et al. [64, 33], as well as to the
compressible multi-phase model of Romenski et al. [62, 61, 60].
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Figure 5: Constraint evolution for the rotating Gaussian density distributions. Dashed lines: standard FO-CCZ4 system without curl
cleaning. Continuous lines: FO-CCZ4 with hyperbolic GLM curl cleaning. The following constraints are monitored: Hamiltonian
constraintH (red), momentum constraintsMi (black), curl constraintsAlk (light blue), Plk (dark blue) andDlki j (green).
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Figure 6: Contour colors of the trace of the extrinsic curvature (K) at time t = 175 generated by two rotating Gaussian density
distributions.
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Last but not least, the authors would also like to emphasize again that the proposed GLM curl clean-
ing approach is meant to be only a first step into the direction of the design of curl-preserving numerical
schemes. More work on the subject will be clearly necessary in the future, in particular concerning the de-
velopment of high order accurate exactly curl-preserving schemes on appropriately staggered meshes. The
clear advantage of exactly curl preserving schemes would be not only that they require much less evolu-
tion variables, but also the fact that their structure-preserving property could be mathematically rigorously
proven, while for GLM the structure is only asymptotically retrieved for large enough cleaning speeds.
At this point we would like to emphasize again that the proposed GLM curl cleaning approach will only
lead to a curl-preserving scheme in the asymptotic limit of infinitely fast cleaning speeds, which is obviously
unfeasible in practice. It therefore remains up to the user to decide what level of curl errors are considered to
be acceptable and which curl cleaning speeds are affordable for an explicit scheme due to the CFL stability
condition. However, since the solutions of the FO-CCZ4 formulation of the Einstein field equations do not
allow shock waves because all fields are linearly degenerate, see [35], we believe that for the applications
presented in this paper, and in combination with very high order discontinuous Galerkin finite element
schemes, the proposed GLM curl cleaning approach is a very simple but appropriate technique for dealing
with curl-constrained hyperbolic systems.
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