We present a simple new linear-time algorithm for finding the quadrilateral of largest area contained in a convex polygon.
Largest Anchored Quadrilaterals
We assume that a convex polygon P is given by the ordered list of its n vertices. A direction is given by a nonzero vector u ∈ R 2 . Parallel vectors represent the same direction. Directions are conveniently parameterized by the polar angle θ: u(θ) = cos θ sin θ . The width w P (u ⊥ ) of P in the direction perpendicular to u is the distance between two opposite lines of support parallel to u. Definition 1. A quadrilateral ABCD is anchored to u if the diagonal AC is parallel to u. h ACD h ABC Figure 1 : A largest quadrilateral ABCD anchored to the direction u. The heights h ACD and h ABC of the two triangles into which ABCD is decomposed by the diagonal AC sum up to the width w P (u ⊥ ) = h ACD + h ABC .
Lemma 1. Let P be a convex region in the plane and u be a direction. A quadrilateral ABCD of largest area that is contained in P and anchored to u is found as follows, see Figure 1 : a) AC is a longest segment contained in P parallel to u.
b) B and D are points where two opposite lines of support parallel to u touch P .
Every quadrilateral satisfying these conditions is optimal, and its area is
Proof. The quadrilateral ABCD is composed from the triangles ABC and ACD, which share the common base AC. Therefore, for any fixed segment AC parallel to u, the area of ABCD is largest if the distance of B and D from the line AC is maximized, because these distances are the heights of the triangles ABC and ACD over their common base AC. Therefore, the choice of B and D according to (b) is clear, and the area of ABCD is (1). The only quantity that is left to optimize in this formula is |AC|, and this justifies (a).
The idea is to construct the largest anchored quadrilaterals A(θ)B(θ)C(θ)D(θ) for all directions u(θ) in the range 0 • ≤ θ ≤ 180 • and select the largest among them. By Lemma 1, this task can be separated into two subtasks. Finding point pairs B(θ), D(θ) that satisfy condition (b) and finding longest contained segments A(θ)C(θ), for all directions u(θ). As we will show in Section 3, both tasks can easily be carried out with the classical rotating-calipers technique: 
• , and a sequence of vertex-edge pairs (Q 1 , e 1 ), (Q 2 , e 2 ), . . . , (Q n+1 , e n+1 ), such that for any θ in each closed interval [θ i−1 . . θ i ], a longest segment A(θ)C(θ) contained in P parallel to u(θ) can be found by intersecting the line through Q i parallel to u(θ) with the edge e i .
From there it is clear how to proceed. We merge the lists of breakpoints θ 0 , θ 1 , . . . and θ 0 , θ 1 , . . . and obtain a list of O(n) intervals such that in each interval, there are largest anchored quadrilaterals A(θ)B(θ)C(θ)D(θ) with a fixed structure: The points B(θ) = B and D(θ) = D are fixed vertices. On the segment A(θ)C(θ), one point, say A(θ) = A, is fixed to a vertex Q i , while the other point C(θ) moves on a fixed edge e i .
In a quadrilateral ABC(θ)D with one moving point C, the area is a linear function of C. The corner C(θ) moves monotonically on an edge e i , and therefore, the extremes are attained at the endpoints of the intervals. We thus just need to evaluate the area at all interval endpoints θ i and θ i of the merged sequence and pick the largest one. Since each endpoint belongs to two intervals, the quadrilateral A(θ)B(θ)C(θ)D(θ) prescribed by Lemmas 2 and 3 may be ambiguous, but this does not matter. All these quadrilaterals are optimal and have the same area.
Theorem 4. The quadrilateral of largest area contained in a convex polygon can be found in linear time.
It is perhaps instructive to reflect on some features of this algorithm and compare it to other approaches. An easy property of largest quadrilaterals (in fact, largest k-gons for any k) contained in a polygon P is the vertex property: Their corners must be vertices of P . Our algorithm does not use this property at all. It considers an infinite family A(θ)B(θ)C(θ)D(θ) of quadrilaterals. Even after reducing them to a discrete set of directions (the interval endpoints θ i and θ i ), many of these candidates don't fulfill the vertex property. Most previous algorithms for largest contained k-gons, and in particular, the algorithms of Dobkin and Snyder [1] , consider only k-gons with the vertex property. By concentrating on the vertex property too early, one may miss useful avenues to finding good and simple algorithms.
We may of course still use the vertex property as an "afterthought" to introduce shortcuts and simplify the implementation. For example, once the point C(θ) lies in the middle of an edge, one can skip the area computations and fast-forward θ until C(θ) arrives at a vertex.
There are other possible simplifications. In practice, the two lists of breakpoints θ 0 , θ 1 , . . . and θ 0 , θ 1 , . . . need not be computed separately in advance. It is better to generate them on the fly while merging them, and to process them right away, after an appropriate initialization. We have described the algorithm in terms of angles θ for convenience. When implementing the algorithm on a computer, it is better to avoid angle calculations and use direct comparisons of vector directions or signed areas. (Anyway, since the problem is invariant under affine transformations, angular quantities are not really suited to the problem.)
Rotating Calipers
Proof of Lemma 2. For 0 • ≤ θ ≤ 180 • , we let B and D be the vertices where the right and left supporting lines in direction u(θ) touch P . These vertices are unique whenever u(θ) is not is parallel to some edge of P , but they jump at these directions.
The directions θ i are therefore the directions for which u(θ i ) is parallel to some edge of P . There are at most n such angles. The sequence θ 1 , θ 2 , . . . is obtained by merging the two lists of edge directions obtained from traversing the left boundary of P and the right boundary of P counterclockwise, between the extreme points in vertical direction.
For the proof of Lemma 3 we need the well-known optimality criterion for the longest segment in P with a fixed direction:
Lemma 5. A segment AC contained in a convex region P parallel to u is a longest segment with these properties if there are two parallel opposite lines of support of P that go through A and C.
Proof. Let f and g be two such lines of support that contain P between them. Then no segment parallel to u can be longer than AC, even if it just has to be contained between f and g.
The condition of the lemma is also a necessary condition for a longest segment, but we don't need this property. Instead, we will for each direction u(θ) construct a segment A(θ)C(θ) that satisfies the condition of the lemma.
A pair of points that admits parallel supporting lines is called antipodal. An algorithm for listing all antipodal pairs of vertices of a convex polygon P is given in [3, Section 4.2.3]. We just need to "fill the gaps" in order to get antipodal pairs for a continuous range of directions, as required by Lemma 3.
Proof of Lemma 3. Let f and g be two opposite lines of support in direction u(φ), see Figure 2 . We will increase φ from φ = 0 • to φ = 180 • and maintain the points A and C where they touch P . Since we want these points to move continuously, we parameterize the process by a new parameter t = φ + s, where s it the combined distance moved by A(t) and C(t) along the boundary of P since the beginning. We start with A(0) and C(0) as the lowest and highest points of P . In case of ties, we take the leftmost lowest and the rightmost highest point. Now we start to increase t. Whenever u(φ) is parallel to an edge of P , we continuously advance A(t) or C(t) to the other endpoint of this edge, increasing s while leaving φ constant. If P has two sides parallel to u(φ), we arbitrarily use the convention that we first advance A(t) and then C(t). Now, f (t) and g(t) are ready to tilt around the vertices A(t) and C(t), increasing φ while s remains constant, until f (t) or g(t) hits the next edge.
We continue this process in a loop until φ = 180 • . At this point, A and C have swapped places, and s equals the perimeter of P . The segment A(t)C(t) has completed a rotation by 180 • .
The points A(t) and C(t) move continuosly in counterclockwise direction as a function of t, and for every t, the points A(t) and C(t) are antipodal, as witnessed by supporting lines f (t) and g(t). Thus we have achieved our primary goal of finding an antipodal pair for every direction.
The parameter range of t is decomposed into intervals where A remains stationary, C remains stationary, or both points remain stationary. We cut out those intervals where none of the points move. For the remaining intervals, we choose yet another parameterization, namely by the direction u(θ) pointing from A(t) to C(t).
Each of the remaining intervals is characterized by one stationary point, Q i , while the other point moves on a fixed edge, e i . If u(θ) is the direction pointing from A(t) to C(t), The breakpoints θ i−1 and θ i are the directions at the end of the intervals, when both A(t) and C(t) are at vertices. It only remains to rearrange the interval breakpoints cyclically modulo 180 • in order to start with θ 0 = 0 • . Since each interval advances either A or C by one vertex and A and C together make a full tour around P , the number of interval breakpoints θ i is n.
