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7 Spectral properties of polynomials in independent
Wigner and deterministic matrices
S. T. Belinschi∗and M. Capitaine†
Abstract
On the one hand, we prove that almost surely, for large dimen-
sion, there is no eigenvalue of a Hermitian polynomial in indepen-
dent Wigner and deterministic matrices, in any interval lying at some
distance from the supports of a sequence of deterministic probability
measures, which is computed with the tools of free probability. On the
other hand, we establish the strong asymptotic freeness of independent
Wigner matrices and any family of deterministic matrices with strong
limiting distribution.
Key words: Random matrices; Free probability; Asymptotic spectrum;
Strong asymptotic freeness; Stieltjes transform; Operator-valued subordina-
tion.
1 Introduction
Free probability theory was introduced by Voiculescu around 1983 moti-
vated by the isomorphism problem of von Neumann algebras of free groups.
He developed a noncommutative probability theory, on a noncommutative
probability space, in which a new notion of freeness plays the role of in-
dependence in classical probability. Around 1991, Voiculescu [33] threw a
bridge connecting random matrix theory with free probability since he re-
alized that the freeness property is also present for many classes of random
matrices, in the asymptotic regime when the size of the matrices tends to
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infinity. Since then, random matrices have played a key role in operator
algebra whereas tools developed in operator algebras and free probability
theory could now be applied to random matrix problems.
For the reader’s convenience, we recall the following basic definitions from
free probability theory. For a thorough introduction to free probability the-
ory, we refer to [39].
• A C∗-probability space is a pair (A, τ) consisting of a unital C∗-algebra
A and a linear map τ : A → C such that τ(1A) = 1 and τ(aa∗) ≥ 0 for
all a ∈ A. τ is a trace if it satisfies τ(ab) = τ(ba) for every (a, b) ∈ A2.
A trace is said to be faithful if τ(aa∗) > 0 whenever a 6= 0. An element
of A is called a noncommutative random variable.
• The noncommutative distribution of a family a = (a1, . . . , ak) of non-
commutative random variables in a C∗-probability space (A, τ) is de-
fined as the linear functional µa : P 7→ τ(P (a, a∗)) defined on the set
of polynomials in 2k noncommutative indeterminates, where (a, a∗)
denotes the 2k-tuple (a1, . . . , ak, a
∗
1, . . . , a
∗
k). For any self-adjoint ele-
ment a1 in A, there exists a probability measure νa1 on R such that,
for every polynomial P, we have
µa1(P ) =
∫
P (t)dνa1(t).
Then, we identify µa1 and νa1 . If τ is faithful then the support of νa1
is the spectrum of a1 and thus ‖a1‖ = sup{|z|, z ∈ support(νa1)}.
• A family of noncommutative random variables (ai)i∈I in a C∗-probability
space (A, τ) is free if for all k ∈ N and all polynomials p1, . . . , pk in
two noncommutative indeterminates, one has
τ(p1(ai1 , a
∗
i1) · · · pk(aik , a∗ik)) = 0 (1.1)
whenever i1 6= i2, i2 6= i3, . . . , ik−1 6= ik and τ(pl(ail , a∗il)) = 0 for
l = 1, . . . , k.
• A family (xi)i∈I of noncommutative random variables in a C∗-probability
space (A, τ) is a semicircular system if xi = x∗i for all i ∈ I, (xi)i∈I is
a free family and for any k ∈ N,
τ(xki ) =
∫
tkdµsc(t)
where dµsc(t) =
1
2π
√
4− t21I[−2;2](t)dt is the semicircular standard dis-
tribution.
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• Let k be a nonnull integer number. Denote by P the set of polyno-
mials in 2k noncommutative indeterminates. A sequence of families
of variables (an)n≥1 = (a1(n), . . . , ak(n))n≥1 in C∗-probability spaces
(An, τn) converge, when n goes to infinity, respectively in distribution
if the map P ∈ P 7→ τn(P (an, a∗n)) converges pointwise and strongly
in distribution if moreover the map P ∈ P 7→ ‖P (an, a∗n)‖ converges
pointwise.
Voiculescu considered random matrices in this noncommutative proba-
bility context. Let An be the algebra of n × n matrices whose entries are
random variables with finite moments and endow this algebra with the ex-
pectation of the normalized trace defined for any M ∈ An by τn(M) =
E[ 1n Tr(M)]. Let us consider r independent n× n so-called G.U.E matrices,
that is to say random Hermitian matrices X
(v)
n = [X
(v)
jk ]
n
j,k=1, v = 1, . . . , r,
for which the random variables (X
(v)
ii ), (
√
2Re(X
(v)
ij ))i<j , (
√
2Im(X
(v)
ij ))i<j
are independent centred gaussian distribution with variance 1. Voiculescu
discovered that these independent G.U.E matrices are asymptotically free
and provide a model for a free semi-circular system since he established that
for any polynomial P in r noncommutative indeterminates,
τn
{
P
(
X
(1)
n√
n
, . . . ,
X
(r)
n√
n
)}
→n→+∞ τ (P (x1, . . . , xr)) (1.2)
where (x1, . . . , xr) is a semicircular system in some C∗-probability space
(A, τ). It turns out that this result still holds on the one hand almost surely
dealing with the normalized trace τn(M) =
1
n Tr(M) instead of the mean
normalized trace [31] and on the other hand for non-gaussian Wigner ma-
trices [18].
In [20], Haagerup and Thorbjørsen proved the strong asymptotic freeness
of independent G.U.E matrices, namely: almost surely, for any polynomial
P in r noncommutative indeterminates,∥∥∥∥∥P
(
X
(1)
n√
n
, . . . ,
X
(r)
n√
n
)∥∥∥∥∥→n→+∞ ‖P (x1, . . . , xr)‖. (1.3)
Note that this result led to the proof of the very important result in the
theory of operator algebras that Ext(C∗red(F2)) is not a group. (1.3) was
proved for Gaussian random matrices with real or symplectic entries by
Schultz [28], for Wigner matrices with symmetric distribution of the entries
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satisfying a Poincare´ inequality by Capitaine and Donati-Martin [14] and
for Wigner matrices under i.i.d assumptions and fourth moment hypotheses
by Anderson [2].
The result (1.2) of Voiculescu is actually more general since Voiculescu
[33, 35] proved the asymptotic freeness of independent G.U.E matrices with
an extra family of deterministic matrices with limiting distribution. Male
[26] established the strong asymptotic freeness of independent G.U.E ma-
trices with an extra independent family of matrices with strong limiting
distribution. Note that in [16], Collins and Male established the strong
asymptotic freeness of Haar-distributed random unitary matrices and deter-
ministic matrices with strong limiting distribution.
In this paper, on the one hand, we prove the strong asymptotic freeness of
independent non-Gaussian Wigner matrices and an extra family of deter-
ministic matrices with strong limiting distribution (see Theorem 1.2).
On the other hand we prove that a sequence of deterministic measures
plays a central role in the study of the spectrum of a Hermitian polyno-
mial in independent Wigner matrices and deterministic matrices. Roughly
speaking, these measures are in some sense obtained by taking partially the
limit when n goes to infinity, only for the Wigner matrices. We establish
that almost surely, for large n, each interval lying at some distance from
the supports of these deterministic measures contains no eigenvalue of the
Hermitian polynomial (see Theorem 1.1). This type of result was first estab-
lished by Bai and Silverstein in [6] for sample covariance matrices and in [8]
for Information-plus-noise type models, and by Capitaine, Donati-Martin,
Fe´ral and Fe´vrier in [15] for additive deformations of a Wigner matrix.
Here are the matricial models we deal with. Let t and r be fixed nonull
integer numbers independent from n.
• (A(1)n , . . . , A(t)n ) is a t−tuple of n× n deterministic matrices such that for
any u = 1, . . . , t,
sup
n
‖A(u)n ‖ <∞, (1.4)
where ‖ · ‖ denotes the spectral norm.
• We consider r independent n × n random Hermitian Wigner matrices
X
(v)
n = [X
(v)
ij ]
n
i,j=1, v = 1, . . . , r, where, for each v, [X
(v)
ij ]i≥1,j≥1 is an infinite
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array of random variables such that X
(v)
ii ,
√
2ℜ(X(v)ij ), i < j,
√
2ℑ(X(v)ij ), i <
j, are independent, centred with variance 1 and satisfy:
1. There exists a Kv and a random variable Z
(v) with finite fourth mo-
ment for which there exists x0 > 0 and an integer number n0 > 0 such
that, for any x > x0 and any integer number n > n0, we have
1
n2
∑
1≤i,j≤n
P
(
|X(v)ij | > x
)
≤ KvP
(
|Z(v)| > x
)
. (1.5)
2.
sup
1≤i<j
E(|X(v)ij |3) < +∞.
Remark 1. The independence of the real and imaginary parts of the entries
of the Wigner matrices is necessary in our approach since, after condition-
ing, we use Lemma 5.1 for the real and imaginary parts of each entry.
Remark 2. Note that assumption such as (1.5) appears in [17]. It obvi-
ously holds if the X
(v)
ii ,
√
2ℜ(X(v)ij ), i < j,
√
2ℑ(X(v)ij ), i < j, are identically
distributed with finite fourth moment.
Here are our main results.
Theorem 1.1. Let (A, τ) be a C∗-probability space equipped with a faithful
tracial state and x = (x1, . . . , xr) be a semi-circular system in (A, τ). Let
an = (a
(1)
n , . . . , a
(t)
n ) be a t-tuple of noncommutative random variables which
is free from x in (A, τ) and such that the distribution of an in (A, τ) coin-
cides with the distribution of (A
(1)
n , . . . , A
(t)
n ) in (Mn(C),
1
n Tr). Let P be a
self-adjoint polynomial in 2t+r noncommutative indeterminates X1, . . . ,Xr,
where for any i = 1, . . . , r, Xi = X
∗
i , and Xr+1, . . . ,Xr+t,X
∗
r+1, . . . ,X
∗
r+t.
Let [b, c] be a real interval such that there exists δ > 0 such that, for any
large n, [b−δ, c+δ] lies outside the support of the distribution of the noncom-
mutative random variable P
(
x1, . . . , xr, a
(1)
n , . . . , a
(t)
n , (a
(1)
n )∗, . . . , (a
(t)
n )∗
)
in
(A, τ). Then, almost surely, for all large n, there is no eigenvalue of the
n× n matrix P
(
X
(1)
n√
n
, . . . , X
(r)
n√
n
, A
(1)
n , . . . , A
(t)
n , (A
(1)
n )∗, . . . , (A
(t)
n )∗
)
in [b, c].
Remark 3. When r = t = 1, A
(1)
n = (A
(1)
n )∗ and P (X1,X2,X∗2 ) = X1 +
X2+X∗2
2 , the distribution of P (x1, a
(1)
n , (a
(1)
n )∗) is the so-called free convolution
µsc⊞µA(1)n
where µ
A
(1)
n
= 1n
∑n
i=1 λi(A
(1)
n ), denoting by λi(A
(1)
n ), i = 1, . . . , n,
the eigenvalues of A
(1)
n .
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Theorem 1.2. Let (A, τ) be a C∗-probability space equipped with a faith-
ful tracial state. Let x = (x1, . . . , xr) be a semi-circular system and a =
(a1, . . . , at) be a t-tuple of noncommutative random variables which is free
from x in (A, τ).
Assume moreover that (A
(1)
n , . . . , A
(t)
n , (A
(1)
n )∗, . . . , (A
(t)
n )∗) converges strongly
towards a = (a1, . . . , at, a
∗
1, . . . , a
∗
t ) in (A, τ), that is for any polynomial P
in 2t noncommutative indeterminates,
1
n TrP
(
A
(1)
n , . . . , A
(t)
n , (A
(1)
n )∗, . . . , (A
(t)
n )∗
)
→n→+∞ τ (P (a1, . . . , at, a∗1, . . . , a∗t )
and∥∥∥P (A(1)n , . . . , A(t)n , (A(1)n )∗, . . . , (A(t)n )∗)∥∥∥
→n→+∞ ‖P (a1, . . . , at, a∗1, . . . , a∗t )‖A .
Then, almost surely, for any polynomial P in r+2tnoncommutative variables,
lim
n→+∞
1
n
TrP
(
X
(1)
n√
n
, . . . ,
X
(r)
n√
n
,A(1)n , . . . , A
(t)
n , (A
(1)
n )
∗, . . . , (A(t)n )
∗
)
= τ (P (x1, . . . , xr, a1, . . . , at, a
∗
1, . . . , a
∗
t )) (1.6)
and
lim
n→+∞
∥∥∥∥∥P
(
X
(1)
n√
n
, . . . ,
X
(r)
n√
n
,A(1)n , . . . , A
(t)
n , (A
(1)
n )
∗, . . . , (A(t)n )
∗
)∥∥∥∥∥
= ‖P (x1, . . . , xr, a1, . . . , at, a∗1, . . . , a∗t )‖A . (1.7)
Remark 4. Note that it is sufficient to prove Theorem 1.1 and Theorem
1.2 for Hermitian matrices A
(1)
n , . . . , A
(t)
n by considering their Hermitian and
anti-Hermitian parts, so that throughout the paper we assume that the A
(i)
n ’s
are Hermitian.
We adopt the strategy from [20] and [28] based on a linearization trick
and sharp estimates on matricial Stieltjes transforms. More precisely, both
proofs of Theorem 1.2 and Theorem 1.1 are based on the following key
Lemma 1.3. First, note that the algebra Mm(C)⊗A formed by the m×m
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matrices with coefficients in A, inherits the structure of C∗-probability space
with trace 1m Trm⊗τ and norm
‖b‖ = lim
k→+∞
(
1
m
Trm⊗τ
[
(b∗b)k
]) 12k
, ∀b ∈Mm(C)⊗A.
Lemma 1.3. Let (A, τ) be a C∗-probability space equipped with a faithful
tracial state and x = (x1, . . . , xr) be a semi-circular system in (A, τ). Let
an = (a
(1)
n , . . . , a
(t)
n ) be a t-tuple of noncommutative self-adjoint random vari-
ables which is free from x in (A, τ), such that the distribution of an coin-
cides with the distribution of (A
(1)
n , . . . , A
(t)
n ) in (Mn(C),
1
n Trn). Then, for
all m ∈ N, all self-adjoint matrices γ, α1, . . . , αr, β1, . . . , βt of size m × m
and all ǫ > 0, almost surely, for all large n, we have
sp(γ ⊗ In +
∑r
v=1 αv ⊗ X
(v)
n√
n
+
∑t
u=1 βu ⊗A(u)n )
⊂ sp(γ ⊗ 1A +
r∑
v=1
αv ⊗ xv +
t∑
u=1
βu ⊗ a(u)n )+]− ǫ, ǫ[. (1.8)
Here, sp(T ) denotes the spectrum of the operator T , In the identity matrix
and 1A denotes the unit of A.
Remark 5. By a density argument, it is sufficient to prove Lemma 1.3
for invertible self-adjoint matrices γ, α1, . . . , αr, β1, . . . , βt. This invertibility
will be used in the proof of Lemma 4.2.
The proof of (1.8) requires sharp estimates of gn(z) − g˜n(z) where for
z ∈ C \R,
gn(z) = E
1
m
Trm⊗ 1
n
Trn[(zIm⊗In−γ⊗In−
r∑
v=1
αv⊗X
(v)
n√
n
(ω)−
t∑
u=1
βu⊗A(u)n )−1]
and
g˜n(z) =
1
m
Trm⊗τ [(zIm ⊗ 1A − γ ⊗ 1A −
r∑
v=1
αv ⊗ xv −
t∑
u=1
βu ⊗ a(u)n )−1].
More precisely we are going to establish that there exists a polynomial Q
with nonnegative coefficients such that, for z ∈ C \ R,∣∣∣gn(z)− g˜n(z) + E˜n(z)∣∣∣ ≤ Q(|ℑz|−1)
n
√
n
, (1.9)
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where E˜n is the Stieltjes transform of a compactly supported distribution
∇n on R whose support is included in the spectrum of γ ⊗ 1A +
∑r
v=1 αv ⊗
xv +
∑t
u=1 βu ⊗ a(u)n and such that ∇n(1) = 0.
But this required sharp estimate makes necessary a technical piece of work
and a fit use of free operator-valued subordination maps (see Section 4). In
particular, we need an explicit development of the Stieltjes transform up to
the order 1
n
√
n
but the stability under perturbation argument used in [26]
does not provide this development from the approximate matricial subor-
dination equation. Therefore we use a strategy based on an invertibility
property of matricial subordination maps related to semi-circular system
(see Lemma 4.2).
Theorem 1.2 can be deduced from Lemma 1.3 by following the proofs in
[20] and [28]. Given a noncommutative polynomial P , choosing in Lemma
1.3 the γ, (αv)v=1,...,r, (βu)u=1,...,t corresponding to a self-adjoint lineariza-
tion of P as defined in [2] allows to deduce Theorem 1.1.
In Section 2, we explain why, using a truncation and Gaussian convolu-
tion procedure, it is sufficient to prove Theorem 1.2 and Theorem 1.1 when
we assume that the X
(v)
ij ’s satisfy:
(H) the variables
√
2ℜX(v)ij ,
√
2ℑX(v)ij , 1 ≤ i < j, X(v)ii , i ≥ 1, v = 1, . . . , r,
are independent, centred with variance 1 and satisfy a Poincare´ in-
equality with common constant CPI .
Note that, according to Corollary 3.2 in [24], (H) implies that for any p ∈ N,
max
v=1,...,r
sup
i≥1,j≥1
E
(
|X(v)ij |p
)
< +∞. (1.10)
We also explain how the proof of Theorem 1.2 may be reduced to prove that
for any polynomial P in r + t noncommutative variables, almost surely,
lim
n→+∞
∥∥∥∥∥P
(
X
(1)
n√
n
, . . . ,
X
(r)
n√
n
,A(1)n , . . . , A
(t)
n
)∥∥∥∥∥ = ‖P (x1, . . . , xr, a1, . . . , at)‖A .
(1.11)
Such a truncation and Gaussian convolution procedure also allows us to
relax the assumption of uniform boundness of moments of entries of Wigner
matrices in the almost sure asymptotic freeness result of Theorem 5.4.5 in
[3] (see Proposition 2.2 below). Note that Proposition 2.2 does not need
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the independence of real and imaginary parts of the entries of the Wigner
matrices or the strong convergence of {A(1)n , . . . , A(t)n }.
In Section 3, we introduce numerous notations and objects that will
be used in the proofs. Section 4 provides required preliminaries on free
operator-valued subordination properties. The main section is Section 5
where we establish Lemma 1.3. In Sections 6 and 7, we show how to deduce
Theorem 1.1 and Theorem 1.2 respectively from Lemma 1.3. We end with an
Appendix which gathers several useful basic algebraic lemmas and variance
estimates.
2 Truncation and Gaussian convolution
We start with a slightly modified version of Bai-Yin’s theorem (see [9] for
the symmetric case and Theorem 5.1 in [7] for the Hermitian case).
Lemma 2.1. Let Zn = [Zij ]
n
i,j=1 be a Hermitian n × n matrix such that
(Zij)i≤j , are independent, centred random variables such that
sup
1≤i<j
E(|Zij|3) < +∞
and there exists a real number K > 0 and a nonnegative random variable
Y with finite fourth moment for which there exists x0 > 0 and an integer
number n0 > 0 such that, for any x > x0 and any integer number n > n0,
we have
1
n2
∑
1≤i≤n,1≤j≤n
P (|Zij | > x) ≤ KP (Y > x) . (2.1)
Then, setting σ∗ = {sup1≤i<j E(|Zij |2)}1/2, we have that almost surely
lim sup
n→+∞
∥∥∥∥ Zn√n
∥∥∥∥ ≤ 2σ∗.
Proof. Noting that, for any nonnegative increasing sequence (ul)l≥1, we have
E
((
Y
σ∗
)4)
= 4
∫ +∞
0
t3P
(
Y
σ∗
> t
)
dt ≥
+∞∑
l=1
u3l (ul+1−ul)P
(
Y
σ∗
> ul+1
)
,
it readily follows that for any δ > 0, choosing ul = δ2
(l−1)/2, we have
∞∑
l=1
22lP
(
Y
σ∗
> δ2l/2
)
<∞.
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In particular, there exists an increasing sequence (Nk)k≥1 of integer numbers
such that for any k ≥ 1,
∞∑
l=Nk+1
22lP
(
Y
σ∗
>
1
2
k
8
2l/2
)
≤ 1
2k
.
Set for any l ∈]0, N1], ǫl = 1 and for any l ∈]Nk, Nk+1], ǫl = 1
2
k
8
. Then,
∞∑
l=N1+1
22lP
(
Y
σ∗
> ǫl2
l/2
)
=
+∞∑
k=1
Nk+1∑
l=Nk+1
22lP
(
Y
σ∗
>
1
2
k
8
2l/2
)
≤
+∞∑
k=1
1
2k
<∞.
Define δn =
√
2ǫl for 2
l−1 < n ≤ 2l. Thus, we exhibited a sequence of
nonnegative numbers such that δn ↓ 0, δ2n
√
n→ +∞ and
∞∑
n=1
22nP
(
Y
σ∗
> δ2n2
(n−1)/2
)
<∞.
Let us considerX = Zn/σ
∗. Define for any i ≥ 1, j ≥ 1, Xˇij = Xij1I|Xij |≤√nδn .
We have for any k large enough,
P
(
X 6= Xˇ i.o) ≤ ∞∑
l=k
P

 ⋃
2l−1<n≤2l
⋃
1≤i,j≤n
{|Xij | > √nδn}


≤
∞∑
l=k
P

 ⋃
2l−1<n≤2l
⋃
1≤i,j≤n
{
|Xij | > 2
l−1
2 δ2l
}
≤
∞∑
l=k
∑
1≤i,j≤2l
P
(
|Xij | > 2
l−1
2 δ2l
)
≤ K
∞∑
l=k
22lP
(
Y > 2
l−1
2 δ2lσ
∗
)
→k→+∞ 0.
Define for i 6= j, 1 ≤ i, j ≤ n, Xˆij = Xij1I|Xij |≤√nδn and for any i, Xˆii = 0.
Then, we have
∥∥∥ Xˇ√n − Xˆ√n∥∥∥ ≤ δn →n→+∞ 0. Finally define for i 6= j, 1 ≤
i, j ≤ n, X˜ij = Xij1I|Xij |≤√nδn − E
(
Xij1I|Xij |≤
√
nδn
)
and for any i, X˜ii = 0.
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We have for large n (denoting by ‖ · ‖2 the Hilbert-Schmidt norm)∥∥∥∥∥ Xˆ√n − X˜√n
∥∥∥∥∥ ≤
∥∥∥∥∥ Xˆ√n − X˜√n
∥∥∥∥∥
2
=

 1
n
n∑
i,j=1;i 6=j
∣∣∣E(Xij1I|Xij |>√nδn)∣∣∣2

1/2
≤

 1
n3δ4n
n∑
i,j=1
E
(∣∣X2ij∣∣)E(|Xij |4 1I|Xij |>√nδn)

1/2
≤
(
K
nδ4n
E
(∣∣∣∣ Yσ∗
∣∣∣∣4 1I| Yσ∗ |>√nδn
))1/2
→n→+∞ 0.
Thus, we have that almost surely∥∥∥∥∥ X√n − X˜√n
∥∥∥∥∥→n→+∞ 0. (2.2)
Note that the entries of X˜ satisfy
• X˜ii = 0;
• X˜ij, i < j, are independent;
• E
(
X˜ij
)
= 0,E
(
|X˜ij |2
)
≤ 1, for i 6= j;
• |X˜ij | ≤ 2δn
√
n, for i 6= j;
• E
(
|X˜ij |l
)
≤ b (2δn
√
n)
l−3
, for some constant b > 0 and all i 6= j, l ≥ 3.
Then, sticking to the end of the proof of Theorem 5.1 pages 87-93 in [7], one
can prove that for any even integer k, one has
E

Tr
(
X˜√
n
)k ≤ n2 [2 + (10(2δn)1/3k/ log n)3]k .
Chebychev’s inequality yields that for any η > 2,
P
(∥∥∥∥∥ X˜√n
∥∥∥∥∥ > η
)
≤ 1
ηk
E

Tr
(
X˜√
n
)k ≤ n2
[
2
η
+
(10(2δn)
1/3k/ log n)3
η
]k
.
(2.3)
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Selecting the sequence of even integers kn = 2
⌊
logn
δ
1/6
n
⌋
with the properties
kn/ log n → +∞ and knδ1/3n / log n → 0, we obtain that the right hand side
of (2.3) is summable. Using Borel-Cantelli’s Lemma, we easily deduce that
almost surely
lim sup
n→+∞
∥∥∥∥∥ X˜√n
∥∥∥∥∥ ≤ 2
and then, using (2.2), that almost surely
lim sup
n→+∞
∥∥∥∥ X√n
∥∥∥∥ ≤ 2.
According to Lemma 2.1, for any v = 1, . . . , r, almost surely, supn
∥∥∥X(v)n√n ∥∥∥ <
+∞. Therefore by a simple approximation argument using polynomials with
coefficients in Q+ iQ, to establish Theorem 1.2, it is sufficient to prove that
for any polynomial, almost surely (1.6) and (1.7) hold. Now, we are going
to show that the proof of Theorem 1.2 can be reduced to the proof of (1.7)
in the case where the X
(v)
ij ’s satisfy (H).
Let X = [Xjk]
n
j,k=1 be a Hermitian n × n matrix such that the random
variables Xii,
√
2ℜ(Xij),
√
2ℑ(Xij), i < j, are independent, centred with
variance 1 such that
θ∗ = sup
1≤i<j
E(|Xij |3) < +∞,
and there exists a K and a random variable Z with finite fourth moment
for which there exists x0 > 0 and an integer number n0 > 0 such that, for
any x > x0 and any integer number n > n0, we have
1
n2
∑
i≤n,j≤n
P (|Xij | > x) ≤ KP (|Z| > x) . (2.4)
Define for any C > 0, for any 1 ≤ i, j ≤ n,
Y Cij = ℜXij1I|ℜXij |≤C − E
(
ℜXij1I|ℜXij |≤C
)
+
√−1
{
ℑXij1I|ℑXij |≤C − E
(
ℑXij1I|ℑXij |≤C
)}
. (2.5)
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We have
E
(|Xij − Y Cij |2) = E(|ℜXij |21I|ℜXij |>C)+ E(|ℑXij|21I|ℑXij |>C)
−
{
E
(
ℜXij1I|ℜXij |>C
)}2
−
{
E
(
ℑXij1I|ℑXij |>C
)}2
≤ E
(|ℜXij|3)+ E (|ℑXij |3)
C
so that
sup
i≥1,j≥1
E
(|Xij − Y Cij |2) ≤ 2θ∗C .
According to Lemma 2.1, we have almost surely
lim sup
n→+∞
∥∥∥∥ X√n − Y
C
√
n
∥∥∥∥ ≤ 2
√
2θ∗√
C
. (2.6)
Note that
1− 2E (|ℜY Cij |2) = 1− 2E
{(
ℜXij1I|ℜXij |≤C − E
(
ℜXij1I|ℜXij |≤C
))2}
= 2
[
1
2
− E
(
|ℜXij |21I|ℜXij |≤C
)]
+ 2
{
E
(
ℜXij1I|ℜXij |≤C
)}2
= 2E
(
|ℜXij |21I|ℜXij |>C
)
+ 2
{
E
(
ℜXij1I|ℜXij |>C
)}2
.
so that
sup
i≥1,j≥1
|1− 2E (|ℜY Cij |2) | ≤ 4θ∗C .
Similarly
sup
i≥1,j≥1
|1− 2E (|ℑY Cij |2) | ≤ 4θ∗C .
Let us assume that C > 8θ∗. Then, we have
E
(|ℜY Cij |2) > 14 and E (|ℑY Cij |2) > 14 .
Now define
XCij =
ℜY Cij√
2E
(
|ℜY Cij |2
) +√−1 ℑY Cij√
2E
(
|ℑY Cij |2
) . (2.7)
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Note that
XCij − Y Cij = ℜXCij
(
1−
√
2E
(|ℜY Cij |2)1/2)+√−1ℑXCij (1−√2E (|ℑY Cij |2)1/2)
= ℜXCij
1− 2E
(
|ℜY Cij |2
)
1 +
√
2E
(
|ℜY Cij |2
)1/2 +√−1ℑXCij 1− 2E
(
|ℑY Cij |2
)
1 +
√
2E
(
|ℑY Cij |2
)1/2 .
Thus, according to Lemma 2.1, we have almost surely
lim sup
n→+∞
∥∥∥∥XC√n − Y
C
√
n
∥∥∥∥ ≤ 8θ∗C . (2.8)
Thus, by (2.6) and (2.8), we obtain that almost surely
lim sup
n→+∞
∥∥∥∥ X√n − X
C
√
n
∥∥∥∥ ≤ 2
√
2θ∗√
C
+
8θ∗
C
. (2.9)
Let [Gij]i≥1,j≥1 be an infinite array which is independent of theX ′ijs and such
that
√
2ℜGij ,
√
2ℑGij , i < j, and Gii are independent centred standard real
Gaussian variables and for any i ≥ 1, j ≥ 1, Gji = Gij . Thus, G = [Gij ]ni,j=1
is a random G.U.E matrix being independent of X. Define for any δ > 0,
XC,δ =
XC + δG√
1 + δ2
. (2.10)
Note that the random variables
√
2ℜ(X(v))C,δij ,
√
2ℑ(X(v))C,δij , i < j, (X(v))C,δii
are independent, centred with variance 1.
From Bai-Yin’s theorem (Theorem 5.8 in [7]), we have that almost surely,∥∥∥∥ G√n
∥∥∥∥ = 2 + o(1) (2.11)
and by Lemma 2.1, for any C > 8θ∗, we have almost surely
lim sup
n→+∞
∥∥∥∥XC√n
∥∥∥∥ ≤ 2. (2.12)
Now, (2.9), (2.11) and (2.12) yield that for any C > 8θ∗, any δ > 0, almost
surely lim supn→+∞
∥∥∥X−XC,δ√n ∥∥∥ ≤ uC + vδ where uC and vδ are deterministic
positive functions tending to zero when respectively C goes to infinity and
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δ goes to zero. Hence, it is easy to see that for any 0 < ǫ < 1, there exists
Cǫ and δǫ such that almost surely for all large n,∥∥∥∥X −XCǫ,δǫ√n
∥∥∥∥ ≤ ǫ.
We can deduce that for any polynomial P in r + t noncommutative vari-
ables, there exists some constant L > 0 such that the following holds: for
any 0 < ǫ < 1, there exists Cǫ and δǫ such that almost surely for all large n,∥∥∥P (X(1)n√n , . . . , X(r)n√n , A(1)n , . . . , A(t)n )
−P
(
(X
(1)
n )Cǫ,δǫ√
n
, . . . ,
(X
(r)
n )Cǫ,δǫ√
n
,A(1)n , . . . , A
(t)
n
)∥∥∥∥∥ ≤ Lǫ. (2.13)
Then, it is clear that it is sufficient to establish Theorem 1.2 and Theorem
1.1 for the (X
(v)
n )Cǫ,δǫ ’s.
Moreover, we obviously have that for any ǫ and for any p ∈ N,
max
v=1,...,r
sup
i≥1,j≥1
E
(
|(X(v)ij )Cǫ,δǫ |p
)
< +∞. (2.14)
Then, (1.6) is a consequence of Theorem 5.4.5 in [3].
Moreover, note that, by definition, the distributions of the random vari-
ables
√
2ℜ(X(v))Cǫ,δǫij ,
√
2ℑ(X(v))Cǫ,δǫij , i < j, (X(v))Cǫ,δǫii , v = 1 . . . , r, are all
a convolution of a centred Gaussian distribution with variance δ2ǫ /(1 + δ
2
ǫ ),
with some law with bounded support in the ball of radius 2Cǫ; thus, accord-
ing to Lemma 8.5, they satisfy a Poincare´ inequality with some common
constant CPI(Cǫ, δǫ).
Hence in the following we will focus on establishing Theorem 1.1 and
(1.11) when the X
(v)
ij ’s satisfy (H).
Note that a similar truncation and Gaussian convolution procedure also
allows to establish the following asymptotic freeness result.
Proposition 2.2. Assume that (A
(1)
n , . . . , A
(t)
n ) is a t−tuple of n × n Her-
mitian deterministic matrices such that maxu∈{1,...,t} supn ‖A(u)n ‖ < ∞ and
(A
(1)
n , . . . , A
(t)
n ) converges in distribution in (Mn(C),
1
n Trn) towards some
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t-tuple of noncommutative random variables (a1, . . . at) in some noncom-
mutative probability space (A, τ). Let X(v)n = [X(v)ij ]ni,j=1, v = 1, . . . , r,
be r independent n × n random Hermitian matrices such that, for each
v, [X
(v)
ij ]i≥1,j≥1 is an infinite array of random variables such that X
(v)
ii ,
X
(v)
ij , i < j, are independent, centred and E(|Xij |2) = 1. Let (x1, . . . , xr)
be a semi-circular system in (A, τ) which is free from (a1, . . . at). Then,(
X(1), . . . ,X(r), A
(1)
n , . . . , A
(t)
n
)
converges in distribution in (Mn(C),
1
n Trn)
towards (x1, . . . , xr, a1, . . . at)
Proof. In the arguments above the present proposition, one can consider
Y˜ Cij = Xij1I|Xij |≤C − E
(
Xij1I|Xij |≤C
)
, and X˜Cij =
Y˜ Cij√
E
(
|Y˜ Cij |2
) ,
instead of Y C in (2.5) and XC in (2.7) and similarly obtain that almost
surely
lim sup
n→+∞
∥∥∥∥∥ X√n − X˜
C
√
n
∥∥∥∥∥ ≤ 2
√
θ∗√
C
+
4θ∗
C
. (2.15)
Then, one can similarly prove that (2.13) holds with
X˜C,δ =
X˜C + δG√
1 + δ2
instead of XC,δ in (2.10), so that the result follows from Theorem 5.4.5 in
[3].
3 Notations
The main part of the following consists in proving Lemma 1.3. For that
purpose, we fix some integer number m and Hermitian m × m matrices
{αv}v=1,...,r, {βu}u=1,...,t, γ. To begin with, we introduce some notations on
the set of matrices.
• Mp(C) is the set of p× p matrices with complex entries, Mp(C)sa the
subset of self-adjoint elements of Mp(C) and Ip the identity matrix.
In the following, we shall consider two sets of matrices with p = m (m
fixed) and p = n with n−→∞.
• Trp denotes the trace and trp = 1p Trp the normalized trace on Mp(C).
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• ||.|| denotes the spectral norm on Mp(C) and ||M ||2 = (Trp(M∗M))1/2
the Hilbert-Schmidt norm.
• idp denotes the identity operator from Mp(C) to Mp(C).
• Let (Eij)ni,j=1 be the canonical basis of Mn(C) and define a basis of
the real vector space of the self-adjoint matrices Mn(C)sa by:
ejj = Ejj, 1 ≤ j ≤ n
ejk =
1√
2
(Ejk + Ekj), 1 ≤ j < k ≤ n
fjk =
√−1√
2
(Ejk − Ekj), 1 ≤ j < k ≤ n
- (Eˆij)
m
i,j=1 is the canonical basis of Mm(C).
- For a matrix M in Mm(C)⊗Mn(C), we set
Mij := (idm ⊗ Trn)(M(1m ⊗ Eji)) ∈Mm(C), 1 ≤ i, j ≤ n.
- For any matrix M (or, more generally, any operator M), we define
its real part to be ℜM = (M +M∗)/2 and its imaginary part to be
ℑM = (M −M∗)/2i. We write M > 0 if the matrix M is positive
definite and M ≥ 0 if it is nonnegative definite. In general M > P
means that M − P is positive definite.
We now define the random variables of interest. Let (A, τ) be a C∗-probability
space with unit 1A, equipped with a faithful tracial state and x = (x1, . . . , xr)
be a semi-circular system in (A, τ). Let an = (a(1)n , . . . , a(t)n ) be a t-tuple of
noncommutative self-adjoint random variables which is free from x in (A, τ)
and such that the distribution of an in (A, τ) coincides with the distribution
of (A
(1)
n , . . . , A
(t)
n ) in (Mn(C), trn).
- We define the random variable Sn with values in Mm(C)⊗Mn(C) by:
Sn = γ ⊗ In +
r∑
v=1
αv ⊗ X
(v)
n√
n
+
t∑
u=1
βu ⊗A(u)n (3.1)
and sn ∈Mm(C)⊗A by
sn = γ ⊗ 1A +
r∑
v=1
αv ⊗ xv +
t∑
u=1
βu ⊗ a(u)n .
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- For any matrix λ in Mm(C) such that ℑ(λ) is positive definite, we
define the Mm(C) ⊗ Mn(C)-valued respectively Mm(C) ⊗ A-valued
random variables:
Rn(λ) = (λ⊗ In − Sn)−1, (3.2)
rn(λ) = (λ⊗ 1A − sn)−1 ,
and the Mm(C)-valued random variables:
Hn(λ) = (idm ⊗ trn)[(λ⊗ In − Sn)−1], (3.3)
Gn(λ) = E[Hn(λ)] (3.4)
and
G˜n(λ) = idm ⊗ τ (rn(λ)) . (3.5)
Since
∑r
v=1 αv⊗xv is anMm(C)-valued semicircular of variance η : b 7→∑r
v=1 αvbαv which is free over Mm(C) from γ ⊗ 1A +
∑t
u=1 βu ⊗ a(u)n ,
we know from [5] (see proof of Theorem 8.3) that G˜n satisfies (see
Section 4 Theorem 4.1 for p = 1)
G˜n(λ) = G∑t
u=1 βs⊗a(u)n
(ωn(λ)) (3.6)
where
ωn(λ) = λ− γ −
r∑
v=1
αvG˜n(λ)αv (3.7)
and
G∑t
u=1 βu⊗a(u)n
(λ) = idm ⊗ τ
(
λ⊗ 1A −
t∑
u=1
βu ⊗ a(u)n
)−1
.
For z ∈ C \ R, we also define
gn(z) = trm(Gn(zIm)) (3.8)
and
g˜n(z) = trm(G˜n(zIm)). (3.9)
In the sequel, we will say that a random term in some Mp(C), depending on
n, λ ∈Mm(C) such that ℑλ is positive definite, the {αv}v=1,...,r, {βu}u=1,...,t
and γ, is O
(
1
nk
)
if its operator norm is smaller than
Q(‖(ℑλ)−1‖)
nk
for some
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deterministic polynomial Q whose coefficients are nonnegative real numbers
and can depend on m, {αv}v=1,...,r, {βu}u=1,...,t, γ.
For a family of random terms Ipq, (p, q) ∈ {1, . . . , n}2, we will set Ipq =
O
(u)
p,q
(
1
nk
)
if for each (p, q), Ipq = O
(
1
nk
)
and moreover one can find a bound
of the norm of each Ip,q as above involving a common polynomial Q.
Throughout the paper, K, C denote some positive constants and Q
denotes some deterministic polynomial in one variable whose coefficients are
nonnegative real numbers; they can depend on m, {αv}v=1,...,r, {βu}u=1,...,t
and γ and they may vary from line to line.
4 Operator-valued subordination
In this section we introduce one of the main tools used in describing joint
distributions of random variables that do not necessarily commute. It was
a crucial insight of Voiculescu [36, 37, 38] that J. L. Taylor’s theory of free
noncommutative functions [30] provides the appropriate analogue of the
classical Stieltjes transform for encoding operator-valued distributions [34],
and hence joint distributions of q-tuples of noncommuting random variables.
We shall only present below the case of relevance to our present work, and
refer the reader to [34, 36, 38] for the general case and for the proofs of the
main results.
Given a tracial C∗-probability space (A, τ) and a trace and order pre-
serving unital C∗ inclusion Mm(C) ⊆ A (i.e. such that Im ∈ Mm(C) iden-
tifies with the unit of A and trm(b) = τ(b) for all b ∈ Mm(C)), there ex-
ists a conditional expectation E : A → Mm(C), i.e. a linear map send-
ing the unit to itself and such that E(b1yb2) = b1E(y)b2 for all b1, b2 ∈
Mm(C), y ∈ A - see [13, Section II.6.10.13]. We will only be concerned
with the trivial case of the canonical inclusion Mm(C) ⊆ Mm(C) ⊗ A
given by b 7→ b⊗ 1A, when the conditional expectation is the partial trace:
E(b ⊗ y) = (idm ⊗ τ)(b ⊗ y) = τ(y)b. The Mm(C)-valued distribution of
an element y ∈ A with respect to E is by definition the family of multilin-
ear maps µy = {Ψq : Mm(C)× · · · ×Mm(C)︸ ︷︷ ︸
q−1 times
→ Mm(C) : Ψq(b1, . . . , bq−1) =
E[yb1y · · · bq−1y], q ∈ N}. By convention, Ψ0 = 1 ∈Mm(C), Ψ1 = E[y].
For a given y = y∗ ∈ A with distribution µy, define its noncommu-
tative Stieltjes transform to be the countable family of maps Gµy ,p(b) =
(E ⊗ idp)
[
(b− y ⊗ Ip)−1
]
, p ∈ N \ {0}. Thus, Gµy ,1(b) = E
[
(b− y)−1] , b ∈
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Mm(C), Gµy ,2(b) = (E⊗id2)
[([
b11 b12
b21 b22
]
−
[
y 0
0 y
])−1]
, b11, b12, b21, b22 ∈
Mm(C) etc. These maps are clearly analytic on the open sets {b ∈Mm(C)⊗
Mp(C) : b− y ⊗ Ip invertible in A⊗Mp(C)}. Two such sets will be impor-
tant in this paper: the noncommutative upper half-plane H+p (Mm(C)) =
{b ∈ Mm(C) ⊗Mp(C) : ℑb := (b − b∗)/2i > 0}, p ∈ N \ {0}, and the “ball
around infinity” {b ∈ Mm(C) ⊗Mp(C) : b invertible, ‖b−1‖ < ‖y‖−1} (ac-
tually only for p = 1). The maps b 7→ Gµy ,p(b−1) have thus an analytic
extension around zero, which maps zero to zero and has the identity as
first (Frechet) derivative. While Gµy ,p does not map these “balls around
infinity” into themselves, it does map H+p (Mm(C)) into −H+p (Mm(C)), and
moreover Gµy ,p(b)
−1 maps H+p (Mm(C)) into itself (see [36, Section 3.6]).
(In addition, the family of maps {Gµy ,p}p∈N\{0} satisfy certain compatibil-
ity conditions that make them into free noncommutative maps - see [23].
It is known [40] that there is a bijection between such families of maps G
that send for any p ∈ N \ {0}, H+p (Mm(C)) into −H+p (Mm(C)) and have
the above-described behavior on “balls around infinity” and Mm(C)-valued
distributions of self-adjoint elements; however, since we will not make use
of this correspondence, we chose to only mention it in order to illustrate the
parallel to the case of classical Stieltjes transforms, and direct the interested
reader to [40] for details.)
As in scalar-valued free probability, one defines [34] freeness with amalga-
mation over Mm(C) via an algebraic relation similar to (1.1), but involving
E instead of τ and noncommutative polynomials with coefficients inMm(C).
Since it is not important for us here, we refer the interested reader to [34]
for more details. The essential result of Voiculescu that we will need in this
paper is the following analytic subordination result:
Theorem 4.1. With the above notations, assume that y1 = y
∗
1 , y2 = y
∗
2 ∈ A
are free with amalgamation over Mm(C). For any p ∈ N there exist analytic
maps ω1,p, ω2,p : H
+
p (Mm(C))→ H+p (Mm(C)) such that:
1. For all b ∈ H+p (Mm(C)), ℑωj,n(b) ≥ ℑb, j = 1, 2;
2. For all b ∈ H+p (Mm(C))
Gµy1+y2 ,p(b) = Gµy1 ,p(ω1,p(b)) = Gµy2 ,p(ω2,p(b)) = [ω1,p(b) + ω2,p(b)− b]
−1
3. ω1,p, ω2,p are noncommutative maps in the sense of [30] (see [23]).
The result as phrased here is a combination of parts of [36, Theorem
3.8] and [12, Theorem 2.7]. We shall use this theorem in the particular
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case when y2 = s is a centred operator-valued semicircular random variable
(and actually only for p = 1). As for the scalar-valued semicircular centred
random variables, it is uniquely determined by its variance η : b 7→ E(sbs),
which is a completely positive self-map of Mm(C). A characterization in
terms of moments and cumulants via η is provided by Speicher in [29]. Given
the context of our paper, we find it more useful to provide a characterization
in terms of the noncommutative Stieltjes transform [21]: the functions Gµs,p
are the unique solutions mapping H+p (Mm(C)) into −H+p (Mm(C)) of the
functional equations
Gp(b)
−1 = b− (η ⊗ idp)(Gp(b)), b ∈ H+p (Mm(C)), p ∈ N.
Starting from this equation, it can be shown (see [5]) that the subordination
function associated to a semicircular operator-valued random variable is
particularly nice: if y1 and s are free with amalgamation over Mm(C), then
ω1,p(b) = b− (η ⊗ idp)(Gµy1 ,p(ω1,p(b))) = b− (η ⊗ idp)(Gµy1+s,p(b)), (4.1)
for b ∈ H+p (Mm(C)), p ∈ N, or, equivalently,
Gµy1 ,p(b−(η⊗idp)(Gµy1+s,p(ω1,p(b))) = Gµy1+s,p(b), b ∈ H+p (Mm(C)), p ∈ N.
(4.2)
This indicates that the ω1,p’s are injective maps on H
+
p (Mm(C)), p ∈ N.
Their left inverses are defined as
Λ1,p(w) = w + (η ⊗ idp)(Gµy1 ,p(w)), w ∈ H+p (Mm(C)), p ∈ N. (4.3)
Let us explain how all this relates to the joint distributions of free random
variables. It turns out (see, for example, [27], but it can be easily verified
directly) that if {x1 = x∗1, . . . , xr = x∗r}, {y1 = y∗1, . . . , yt = y∗t } ⊂ A are free
over C and for v = 1, . . . , r, αv = α
∗
v, for u = 1, . . . , t, βu = β
∗
u ∈ Mm(C),
then {α1 ⊗ x1, . . . , αr ⊗ xr} and {β1 ⊗ y1, . . . , βt ⊗ yt} are free with amal-
gamation over Mm(C). Thus, they can be treated with the tools described
above. Moreover, if x1, . . . , xr are free C-valued semicircular centred random
variables of variance one and α1, . . . , αr are self-adjoint m×m complex ma-
trices, then α1⊗x1+ · · ·+αr⊗xr is a centred Mm(C)-valued semicircular of
variance b 7→ ∑rj=1 αjbαj . These simple facts together with a linearization
trick (see Section 6.1 and Step 1 of Section 7) will allow us in principle to
treat, from the point of view of the Stieltjes transform, an r-tuple of Wigner
matrices and deterministic matrices as we would treat a single Wigner ma-
trix together with a single deterministic matrix.
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Let us conclude this section with the following invertibility property of ma-
tricial subordination maps related to semi-circular system that will funda-
mental in our approach.
Lemma 4.2. Using the notations of Section 3, define for any ρ in Mm(C)
such that ℑρ > 0,
Λn(ρ) = γ + ρ+
r∑
v=1
αvG∑t
u=1 βu⊗a(u)n
(ρ)αv . (4.4)
With ωn defined in (3.7), when ℑρ > 0 and ℑΛn(ρ) > 0 we have
ωn(Λn(ρ)) = ρ.
Proof. The equality Λn(ωn(ρ)) = ρ holds tautologically for all ρ with ℑρ > 0
(see (4.3)). Let us first show that the equality ωn(Λn(ρ)) = ρ holds when ρ
has a small enough inverse. The map Λn has a power series expansion
Λn(ρ) = ρ+ γ +
r∑
v=1
αv

 ∞∑
k=0
(idm ⊗ τ)

ρ−1
[
t∑
u=1
(βu ⊗ a(u)n )ρ−1
]k

αv,
convergent when ‖ρ−1‖ <
∥∥∥∑tu=1 βu ⊗ a(u)n ∥∥∥−1. For simplicity we let h(λ) =∑r
v=1 αv
(∑∞
k=0(idm ⊗ τ)
(
λ
[∑t
u=1(βu ⊗ a(u)n )λ
]k))
αv, norm convergent
on a ball of radius
∥∥∥∑tu=1 βu ⊗ a(u)n ∥∥∥−1 and fixing zero. Performing the
change of variable λ = ρ−1, we obtain Λn(ρ) = Λn(λ−1) = λ−1 + γ + h(λ).
Then (Λn(λ
−1))−1 = (λ−1 + γ + h(λ))−1 = λ(1 + (γ + h(λ))λ)−1, which is
analytic on the set of all λ ∈ Mm(C) such that ‖λ‖ <
∥∥∥∑tu=1 βu ⊗ a(u)n ∥∥∥−1
and ‖γ + h(λ)‖ < ‖λ‖−1.
Define Λˇn(ρ) = (Λn(ρ
−1))−1 and ωˇn(ρ) = (ωn(ρ−1))−1. We have estab-
lished above that Λˇn is analytic on a neighbourhood of zero, and a direct
computation shows that Λˇn(0) = 0, Λˇ
′
n(0) = id. The inverse function theo-
rem for analytic maps allows us to conclude that there exists a neighbour-
hood of zero on which Λˇn has a unique inverse which fixes zero and whose
derivative at zero is equal to the identity. The map ωˇn is shown precisely
the same way to satisfy the same properties as Λˇn. In particular, for ‖ρ‖
small enough, Λˇn(ωˇn(ρ)) = (Λn(ωˇn(ρ)
−1))−1 = (Λn(((ωn(ρ−1))−1)−1))−1 =
(Λn(ωn(ρ
−1))−1 = (ρ−1)−1 = ρ for any ρ with strictly positive imaginary
part. Since zero is in the closure of {ρ ∈Mm(C) : ℑρ > 0}, it follows that ωˇn
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and Λˇn are compositional inverses to each other on a small enough neigh-
bourhood of zero. We conclude that for all ρ such that the lower bound of
the spectrum of ℑρ is sufficiently large, ωn(Λn(ρ)) = ρ.
Let now ρ be fixed in Mm(C) such that ℑρ > 0 and ℑΛn(ρ) > 0. Let φ
be a positive linear functional on Mm(C) such that φ(1) = 1 (i.e. a state).
Define ϕρ(·) = φ(·)/φ(ℑρ). It is linear and positive (well defined because
ℑρ ≥ 1‖(ℑρ)−1‖1, so that φ(ℑρ) ≥ 1‖(ℑρ)−1‖ > 0). Define
fρ(z) = ϕρ (Λn(ℜρ+ zℑρ)) , z ∈ C+.
Note that
fρ(z) = z + ϕρ(γ + ℜρ)) + F (z)
where
F (z) =
φ
[∑r
v=1 αvidm ⊗ τ
{(
(ℜρ+ zℑρ)⊗ 1A −
∑t
u=1 βu ⊗ a(u)n
)−1}
αv
]
φ(ℑρ) .
F (z) is analytic on C \ R and satisfies F (z) = F (z¯). Let z ∈ C+. We have
ℑF (z)
=
φ
[∑r
v=1 αvidm ⊗ τ
{
ℑ
{(
(ℜρ+ zℑρ)⊗ 1A −
∑t
u=1 βu ⊗ a(u)n
)−1}}
αv
]
φ(ℑρ)
where
ℑ
{(
(ℜρ+ zℑρ)⊗ 1A −
∑t
u=1 βu ⊗ a(u)n
)−1}
= −ℑz
(
(ℜρ+ zℑρ)⊗ 1A −
t∑
u=1
βu ⊗ a(u)n
)−1
(ℑρ⊗ 1A)
×
(
(ℜρ+ z¯ℑρ)⊗ 1A −
t∑
u=1
βu ⊗ a(u)n
)−1
< 0.
It follows by the complete positivity of the trace τ that
idm ⊗ τ

ℑ


(
(ℜρ+ zℑρ)⊗ 1A −
t∑
u=1
βu ⊗ a(u)n
)−1


 < 0.
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Now, according to Remark 5, we can assume the αv’s invertible so that∑r
v=1 αv idm⊗τ
{
ℑ
{(
(ℜρ+ zℑρ)⊗ 1A −
∑t
u=1 βu ⊗ a(u)n
)−1}}
αv < 0 and
then ℑF (z) < 0. Thus for any z ∈ C \R, we have ℑzℑF (z) < 0. Finally
lim
y→+∞ iyF (iy) = ϕρ
(
r∑
v=1
αv(ℑρ)−1αv
)
:= cρ > 0.
Thus, by Akhiezer-Krein’s Theorem ([1] page 93), there exists a probability
measure µ on R such that
F (z) = cρ
∫
R
dµ(s)
z − s , z ∈ C
+.
Then
fρ(z) = z + ϕρ(γ + ℜρ) + cρ
∫
R
dµ(s)
z − s , z ∈ C
+.
Thus ℑfρ(u+ iv) = v
(
1− cρ
∫
R
dµ(s)
(u−s)2+v2
)
. We observe that what’s under
parenthesis is strictly increasing in v. Since by hypothesis, we have ℑΛn(ρ) >
0 and thus ℑfρ(i) = ℑϕρ (Λn(ℜρ+ iℑρ)) > 0, we obtain immediately that
ℑfρ(iv) > 0 for all v ≥ 1. This means that ℑφ(Λn(ℜρ + ivℑρ)) > 0 for all
v ∈ [1,+∞) and all states φ, so that
ℑΛn(ℜρ+ ivℑρ) > 0, for all v ≥ 1. (4.5)
Now it is clear that
Ω = {z ∈ C+,ℑΛn(ℜρ+ zℑρ) > 0}
is an open set which contains d = {iv, v ≥ 1}. Let Ωd be the connected
component of Ω which contains d. Note that Ωd is an open set.
As we have shown at the beginning of our proof, for given ρ,ℑρ > 0, there
exists an M > 0 (possibly depending on ρ) such that ωn(Λn(ℜρ+ ivℑρ)) =
ℜρ+ ivℑρ for all v > M. By the identity principle for analytic functions, we
immediately obtain that ωn(Λn(ℜρ+ zℑρ)) = ℜρ+ zℑρ for all z ∈ Ωd and
in particular for z = i. The proof of Lemma 4.2 is complete.
5 Proof of Lemma 1.3
5.1 Sharp estimates of Stieltjes transforms
The proof of (1.8) requires the sharp estimate (1.9) we are going to prove
here.
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According to Section 2, from now on, we assume that the X
(v)
ij ’s satisfy (H).
Note that this assumption implies that for any v ∈ {1, . . . , r},
∀i ≥ 1,∀j ≥ 1, κi,j,v1 = 0, κi,j,v2 = 1,
∀i ≥ 1,∀j ≥ 1, , i 6= j, κ˜i,j,v1 = 0, κ˜i,j,v2 = 1
and for any p ∈ N \ {0},
max
v=1,...,r
sup
i≥1,j≥1
|κi,j,vp | < +∞, max
v=1,...,r
sup
i≥1,j≥1
|κ˜i,j,vp | < +∞, (5.1)
where for i 6= j, (κi,j,vp )p≥1 and (κ˜i,j,vp )p≥1 denote the classical cumulants
of
√
2ℜX(v)ij and
√
2ℑX(v)ij respectively and (κi,i,vp )p≥1 denotes the classical
cumulants of X
(v)
ii (we set (κ˜
i,i,v
p )p≥1 ≡ 0).
Now, we present our main technical tool (see [22]):
Lemma 5.1. Let ξ be a real-valued random variable such that E(|ξ|p+2) <
∞. Let φ be a function from R to C such that the first p+1 derivatives are
continuous and bounded. Then,
E(ξφ(ξ)) =
p∑
a=0
κa+1
a!
E(φ(a)(ξ)) + ǫ (5.2)
where κa are the classical cumulants of ξ, ǫ ≤ C supt |φ(p+1)(t)|E(|ξ|p+2), C
depends on p only.
In the following, we shall apply this identity with a function φ(ξ) given
by the entries of the resolvent of Sn. It follows from Lemma 8.4 and (8.9)
below that the conditions of Lemma 5.1 (bounded derivatives) are fulfilled.
We first need the following preliminary lemma.
Lemma 5.2. For any λ ∈Mm(C) such that ℑλ is positive definite, (λ−γ−∑r
v=1 αvGn(λ)αv)⊗ In −
∑t
u=1 βu⊗A(u)n and (λ− γ −
∑r
v=1 αvG˜n(λ)αv)⊗
In −
∑t
u=1 βu ⊗A(u)n are invertible. Set
Yn(λ) =
(
(λ− γ −
r∑
v=1
αvGn(λ)αv)⊗ In −
t∑
u=1
βu ⊗A(u)n
)−1
(5.3)
and
Y˜n(λ) =
(
(λ− γ −
r∑
v=1
αvG˜n(λ)αv)⊗ In −
t∑
u=1
βu ⊗A(u)n
)−1
. (5.4)
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We have
‖Yn(λ)‖ ≤ ‖(ℑλ)−1‖ (5.5)
and ∥∥∥Y˜n(λ)∥∥∥ ≤ ‖(ℑλ)−1‖. (5.6)
Proof. We only present the proof for Yn(λ) since the proof is similar for
Y˜n(λ). Note that
ℑ
[
(λ⊗ In − Sn)−1
]
=
1
2i
[
(λ⊗ In − Sn)−1 − (λ∗ ⊗ In − Sn)−1
]
= − (λ⊗ In − Sn)−1 (ℑλ⊗ In) (λ∗ ⊗ In − Sn)−1 .
This yields that −ℑRn(λ) is positive definite. Since the map idm ⊗ trn is
positive we can deduce that −ℑHn(λ) is positive and then that −ℑGn(λ) is
positive. It readily follows that
ℑ
[
λ− γ −
r∑
v=1
αvGn(λ)αv
]
≥ ℑλ (5.7)
and then
ℑ
[(
λ− γ −
r∑
v=1
αvGn(λ)αv
)
⊗ In −
t∑
u=1
βu ⊗A(u)n
]
≥ ℑλ⊗ In.
Hence Lemma 5.2 follows by lemma 3.1 in [20].
Theorem 5.3. For any λ ∈ Mm(C) such that ℑλ is positive definite, we
have
E (Rn(λ)) = Yn(λ) + Yn(λ)Ξ(λ) (5.8)
where Yn(λ) is defined in Lemma 5.2 and Ξ(λ) =
∑
l,j Ξlj(λ)⊗Elj satisfies
that for all l, j ∈ {1, . . . , n},
Ξlj(λ) = Ψlj(λ) +O
(u)
lj (
1
n2
)
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where
Ψlj(λ) =
r∑
v=1
{
E [αv[Hn(λ)− E(Hn(λ))]αv [Rn(λ)]lj ]
+
1
2
√
2n
√
n
n∑
i=1
{
1− δil
(
1− 1√
2
)}
M (3)(v, i, l, j)
+
1
4n2
n∑
i=1
(
1− 1
2
δil
)
M (4)(v, i, l, j)
+
1
4
√
2n2
√
n
n∑
i=1
[
1− δil
(
1− 1
2
√
2
)]
M (5)(v, i, l, j)
}
,(5.9)
with
M (3)(v, i, l, j)
= E{(κi,l,v3 + κ˜i,l,v3
√−1)αv(Rn(λ))iiαv(Rn(λ))liαv(Rn(λ))lj
+(κi,l,v3 − κ˜i,l,v3
√−1)αv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ))ij (5.10)
+(κi,l,v3 − κ˜i,l,v3
√−1)αv(Rn(λ))ilαv(Rn(λ))iiαv(Rn(λ))lj
+(κi,l,v3 + κ˜
i,l,v
3
√−1)αv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))ij},
M (4)(v, i, l, j)
= (κi,l,v4 + κ˜
i,l,v
4 )E{αv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))ij(5.11)
+αv(Rn(λ))ilαv(Rn(λ))iiαv(Rn(λ))liαv(Rn(λ))lj (5.12)
+αv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ))iiαv(Rn(λ))lj (5.13)
+αv(Rn(λ))iiαv(Rn(λ))liαv(Rn(λ))llαv(Rn(λ))ij} (5.14)
+(κi,l,v4 − κ˜i,l,v4 )E{αv(Rn(λ))iiαv(Rn(λ))liαv(Rn(λ))liαv(Rn(λ))lj (5.15)
+αv(Rn(λ))ilαv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ))ij (5.16)
+αv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))iiαv(Rn(λ))lj (5.17)
+αv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ))ilαv(Rn(λ))ij}, (5.18)
M (5)(v, i, l, j)
= E{(κi,l,v5 + κ˜i,l,v5
√−1)
× [αv(Rn(λ))iiαv(Rn(λ))liαv(Rn(λ))liαv(Rn(λ))llαv(Rn(λ))ij
+αv(Rn(λ))iiαv(Rn(λ))liαv(Rn(λ))llαv(Rn(λ))iiαv(Rn(λ))lj
+αv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ))iiαv(Rn(λ))liαv(Rn(λ))lj
+αv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))ij
+αv(Rn(λ))ilαv(Rn(λ))iiαv(Rn(λ))liαv(Rn(λ))liαv(Rn(λ))lj
+αv(Rn(λ))ilαv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ))ilαv(Rn(λ))ij
+αv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ))ij
+ αv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))iiαv(Rn(λ))lj ]
+(κi,l,v5 − κ˜i,l,v5
√−1)
[αv(Rn(λ))iiαv(Rn(λ))liαv(Rn(λ))liαv(Rn(λ))liαv(Rn(λ))lj
+αv(Rn(λ))iiαv(Rn(λ))liαv(Rn(λ))llαv(Rn(λ))ilαv(Rn(λ))ij
+αv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ))ij
+ αv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ))ilαv(Rn(λ))iiαv(Rn(λ))lj ]
+αv(Rn(λ))ilαv(Rn(λ))iiαv(Rn(λ))liαv(Rn(λ))llαv(Rn(λ))ij
+αv(Rn(λ))ilαv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ))iiαv(Rn(λ))lj
+αv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))iiαv(Rn(λ))liαv(Rn(λ))lj
+ αv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))ij ]}.
Proof. We shall apply formula (5.2) to the Mm(C)-valued function φ(ξ) =
(Rn(λ))ij for 1 ≤ i, j ≤ n and ξ is one of the variable X
(v)
kk√
n
,
√
2
Re(X
(v)
kl )√
n
,
√
2
Im(X
(v)
kl )√
n
for 1 ≤ k < l ≤ n and 1 ≤ v ≤ r.
We notice that
∂φ
∂Re(
X
(v)
kk√
n
)
= φ′
X
(v)
n√
n
.ekk,
X
(v)
kk√
n
= Tr(
X
(v)
n√
n
ekk), 1 ≤ k ≤ n,
∂φ
∂
√
2Re(
X
(v)
kl√
n
)
= φ′
X
(v)
n√
n
.ekl,
√
2Re(
X
(v)
kl√
n
) = Tr(
X
(v)
n√
n
ekl), 1 ≤ k < l ≤ n,
∂φ
∂
√
2Im(
X
(v)
kl√
n
)
= φ′
X
(v)
n√
n
.fkl,
√
2Im(
X
(v)
kl√
n
) = Tr(
X
(v)
n√
n
fkl), 1 ≤ k < l ≤ n.
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Let 1 ≤ k < l ≤ n be fixed. For simplicity, we write φ′, φ′′, φ′′′ and φ′′′′ for
the first derivatives of φ with respect to
√
2Re(
X
(v)
kl√
n
). Then, according to
(8.9),
φ′ = [Rn(λ)αv ⊗ eklRn(λ)]ij
φ′′ = 2 [Rn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)]ij
φ′′′ = 6 [Rn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)]ij
φ′′′′ = 24 [Rn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)]ij
Writing (5.2) in this setting gives
E[Tr(
X
(v)
n√
n
ekl)(Rn(λ))ij ] =
1
n
E[φ′]+
κk,l,v3
2n
√
n
E[φ′′]+
κk,l,v4
6n2
E[φ′′′]+
κk,l,v5
24n2
√
n
E[φ′′′′]
+Ok,l,i,j,v
(
1
n3
)
(5.19)
where there exists C > 0 such that for every k, l, i, j ∈ {1, . . . , n} and every
v ∈ {1, . . . , r}, ∥∥∥∥Ok,l,i,j
(
1
n3
)∥∥∥∥ ≤ C‖αv‖5‖(ℑλ)−1‖6n3 , (5.20)
with the analogous equations with fkl and ekk replacing the κ
k,l,v
i ’s by the
κ˜k,l,vi ’s and κ
k,k,v
i ’s respectively.
Noticing that for k < l,
Ekl =
ekl −
√−1fkl√
2
and Elk =
ekl +
√−1fkl√
2
,
we deduce that :
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E[Tr(X
(v)
n√
n
Ekl)(Rn(λ))ij ]
=
1
n
E [Rn(λ)αv ⊗EklRn(λ)]ij
+
κk,l,v3√
2n
√
n
E
{
[Rn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)]ij
}
−√−1 κ˜
k,l,v
3√
2n
√
n
E
{
[Rn(λ)αv ⊗ fklRn(λ)αv ⊗ fklRn(λ))]ij
}
+
κk,l,v4√
2n2
E
{
[Rn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)]ij
}
−√−1 κ˜
k,l,v
4√
2n2
E
{
[Rn(λ)αv ⊗ fklRn(λ)αv ⊗ fklRn(λ)αv ⊗ fklRn(λ)]ij
}
+
κk,l,v5√
2n2
√
n
× E
{
[Rn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)]ij
}
−√−1 κ˜
k,l,v
5√
2n2
√
n
× E
{
[Rn(λ)αv ⊗ fklRn(λ)αv ⊗ fklRn(λ)αv ⊗ fklRn(λ)αv ⊗ fklRn(λ)]ij
}
+Ol,k,i,j,v
(
1
n3
)
,
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E[Tr(X
(v)
n√
n
Elk)(Rn(λ))ij ]
=
1
n
E [Rn(λ)αv ⊗ElkRn(λ)]ij
+
κk,l,v3√
2n
√
n
E
{
[Rn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)]ij
}
+
√−1 κ˜
k,l,v
3√
2n
√
n
E
{
[Rn(λ)αv ⊗ fklRn(λ)αv ⊗ fklRn(λ))]ij
}
+
κk,l,v4√
2n2
E
{
[Rn(λ)αv ⊗ eklRn(λ)α ⊗ eklRn(λ)αv ⊗ eklRn(λ)]ij
}
+
√−1 κ˜
k,l,v
4√
2n2
E
{
[Rn(λ)αv ⊗ fklRn(λ)αv ⊗ fklRn(λ)αv ⊗ fklRn(λ)]ij
}
+
κk,l,v5√
2n2
√
n
× E
{
[Rn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)αv ⊗ eklRn(λ)]ij
}
+
√−1 κ˜
k,l,v
5√
2n2
√
n
× E
{
[Rn(λ)αv ⊗ fklRn(λ)αv ⊗ fklRn(λ)αv ⊗ fklRn(λ)αv ⊗ fklRn(λ)]ij
}
+Ok,l,i,j,v
(
1
n3
)
and
E[Tr(X
(v)
n√
n
Ekk)(Rn(λ))ij ]
=
1
n
E [Rn(λ)αv ⊗EkkRn(λ)]ij
+
κk,k,v3
n
√
n
E
{
[Rn(λ)αv ⊗ ekkRn(λ)αv ⊗ ekkRn(λ)]ij
}
+
κk,k,v4
n2
E
{
[Rn(λ)αv ⊗ ekkRn(λ)αv ⊗ ekkRn(λ)αv ⊗ ekkRn(λ)]ij
}
+
κk,k,v5
n2
√
n
E
{
[Rn(λ)αv ⊗ ekkRn(λ)αv ⊗ ekkRn(λ)αv ⊗ ekkRn(λ)ekkRn(λ)]ij
}
+Ok,k,i,j,v
(
1
n3
)
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where the Ok,l,i,j
(
1
n3
)
’s satisfy (5.20). We then obtain:
E[(αv ⊗ X
(v)
n√
n
)Rn(λ)]lj = E [αvHn(λ)αv [Rn(λ)]lj ]
+
1
2
√
2n
√
n
n∑
i=1
{
1− δil
(
1− 1√
2
)}
M (3)(v, i, l, j)
+
1
4n2
n∑
i=1
(
1− 1
2
δil
)
M (4)(v, i, l, j)
+
1
4
√
2n2
√
n
n∑
i=1
{
1− δil
(
1− 1
2
√
2
)}
M (5)(v, i, l, j)
+Ol,j,v(1/n
2), (5.21)
where the M (q)(v, i, l, j) for q = 3, 4, 5 are defined in Theorem 5.3 and there
exists C > 0 such that for every l, j ∈ {1, . . . , n} and any v ∈ {1, . . . , r},∥∥∥∥Ol,j,v
(
1
n2
)∥∥∥∥ ≤ C‖αv‖5‖(ℑλ)−1‖6n2 . (5.22)
Now,
r∑
v=1
(αv ⊗X(v)n )Rn(λ) = (Sn −
t∑
u=1
βu ⊗A(u)n − γ ⊗ In)(λ⊗ In − Sn)−1
= −Im ⊗ In +
[
(λ− γ)⊗ In −
t∑
u=1
βu ⊗A(u)n
]
Rn(λ)
implying
r∑
v=1
E[(αv ⊗ X
(v)
n√
n
)Rn(λ)]lj = −δjlIm + (λ− γ)E(Rn(λ))lj
−
[
t∑
u=1
βu ⊗A(u)n E(Rn(λ))
]
lj
. (5.23)
On the other hand, we have
E [αvHn(λ)αv[Rn(λ)]lj ] = E [αv[Hn(λ)− E(Hn(λ))]αv [Rn(λ)]lj ]
+αvGn(λ)αvE [[Rn(λ)]lj ] . (5.24)
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Hence (5.21), (5.23) and (5.24) yield
−δjlIm + (λ− γ)E(Rn(λ))lj −
[∑t
u=1 βu ⊗A(u)n E(Rn(λ))
]
lj
=
r∑
v=1
αvGn(λ)αvE [[Rn(λ)]lj ] + Ξlj(λ) (5.25)
where
Ξlj(λ) = Ψlj(λ) +O
(u)
l,j (1/n
2)
and Ψlj is defined in Theorem 5.3. Thus, we have[(
λ− γ −
r∑
v=1
αvGn(λ)αv
)
⊗ In −
t∑
u=1
βu ⊗A(u)n
]
E(Rn(λ)) = In⊗Im+Ξ(λ).
(5.8) readily follows.
Proposition 5.4. For any p, q ∈ {1, . . . , n}2, for any mn×mn determinis-
tic matrix Fn(λ) such that Fn(λ) = O(1), setting Ψ(λ) =
∑
l,j Ψlj(λ) ⊗ Elj
where Ψlj is defined by (5.9), we have
{Yn(λ)Ψ(λ)Fn(λ)}pq
=
1
2
√
2n
√
n
r∑
v=1
n∑
i,l=1
(κi,l,v3 − κ˜i,l,v3
√−1)(Yn)pl
× E{αv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ)Fn(λ))iq}
+O(u)p,q (
1
n
). (5.26)
Proof. Let us fix v ∈ {1, . . . , r}. Using (5.1), (5.5) and (8.11), one can
easily deduce from (8.5) (respectively from (8.4)) that all the terms in
{Yn(λ)Ψ(λ)Fn(λ)}pq corresponding to the M (3)(v, i, l, j)’s in (5.9) exclud-
ing
(κi,l,v3 − κ˜i,l,v3
√−1)αv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ))ij
(respectively all the terms corresponding to the M (4)(v, i, l, j)’s) are equal
to O(1/n).
Let C be some constant such that supi,l,v{|κi,l,v5 |+ |κ˜i,l,v5 |} ≤ C. For the
terms in {Yn(λ)Ψ(λ)Fn(λ)}pq corresponding to M (5)(v, i, l, j)’s, note that
using (8.11) they can be all obviously bounded by
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C‖Fn(λ)‖‖αv‖5‖(Im(λ))−1‖5
n
√
n
∑n
l=1 ‖(Yn(λ))pl‖
≤ C‖Fn(λ)‖‖αv‖
5‖(Im(λ))−1‖5
n
{
n∑
l=1
‖(Yn(λ))pl‖2
} 1
2
≤
√
mC‖Fn(λ)‖‖αv‖5‖(Im(λ))−1‖6
n
= O(1/n)
where we used (8.2) and (5.5).
Finally define
Rˆ = [αv[Hn(λ)− E(Hn(λ))]αv ]⊗ In
so that there exists some constant C > 0 such that
∑n
j,l=1(Yn(λ))plE [αv[Hn(λ)− E(Hn(λ))]αv [Rn(λ)]lj(Fn(λ)jq]
= E
[
[Yn(λ)RˆRn(λ)Fn(λ)]pq
]
≤ ‖Fn(λ)‖‖(Im(λ))−1‖2E
[
‖Rˆ‖
]
≤ C
√
m‖Fn(λ)‖‖αv‖2
n
‖(Im(λ))−1‖4
= O(1/n).
where we used (5.5), (8.11) and (8.14) in the last lines.
It is moreover clear that one can find a common polynomial to bound the
involved nOp,q(1/n). (5.26) follows.
Corollary 5.5. For any mn × mn deterministic matrix Fn(λ) such that
Fn(λ) = O(1), we have
E [[Rn(λ)Fn(λ)]pq]
= (Yn(λ)Fn(λ))pq
+
r∑
v=1
n∑
i,l=1
(κi,l,v3 − κ˜i,l,v3
√−1)
2
√
2n
√
n
(Yn(λ))plαv(Yn(λ))iiαv(Yn(λ))llαv
× E [(Rn(λ)Fn(λ))iq]
+O(u)p,q (1/n).
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Proof. Noticing that∥∥∥∑nl,j=1 (Yn(λ))plO(u)l,j (1/n2) (Fn(λ))jq∥∥∥
≤ O
(
1
n
){ n∑
l=1
‖ (Yn(λ))pl ‖2
}1/2

n∑
j=1
‖ (Fn(λ))jq ‖2


1/2
= O(u)p,q (1/n),
(using Lemma 8.1 and (5.5) in the last line) it readily follows from Theorem
5.3 and Proposition 5.4 that
E [[Rn(λ)Fn(λ)]pq]
= (Yn(λ)Fn(λ))pq
+
r∑
v=1
n∑
i,l=1
(κi,l,v3 − κ˜i,l,v3
√−1)
2
√
2n
√
n
(Yn(λ))plαv
× E [(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ)Fn(λ))iq]
+O(u)p,q (1/n).
To simplify the writing let us set Ui = αv(Rn(λ))ii, Vl = αv(Rn(λ))ll
and Wi = αv(Rn(λ)Fn(λ))iq. We have
E [UiVlWi]
= E [(Ui − E(Ui))(Vl − E(Vl))Wi]
+E [(Ui − E(Ui))E(Vl)(Wi − E(Wi))]
+E(Ui)E [(Vl − E(Vl))(Wi − E(Wi))] + E [Ui]E [Vl]E [Wi] .(5.27)
Now,∥∥∥∑ni,l=1(κi,l,v3 − κ˜i,l,v3 √−1)(Yn(λ))plE [(Ui − E(Ui))(Vl − E(Vl))Wi]∥∥∥
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≤ C‖αv‖‖(ℑλ)−1‖‖Fn(λ)‖
×
n∑
i,l=1
‖(Yn(λ))pl‖
{
E
(
‖Ui − E (Ui)‖2
)}1/2 {
E
(
‖Vl − E (Vl)‖2
)}1/2
≤ √nC‖αv‖‖(ℑλ)−1‖‖Fn(λ)‖
{
n∑
l=1
‖(Yn(λ))pl‖2
}1/2
×
{
n∑
l=1
E
(
‖Vl − E (Vl)‖2
)}1/2{ n∑
i=1
E
(
‖Ui − E (Ui)‖2
)}1/2
.
Moreover,∥∥∥∥∥∥
n∑
i,l=1
(κi,l,v3 − κ˜i,l,v3
√−1)(Yn(λ))plE [(Ui − E(Ui))E(Vl)(Wi − E(Wi))]
∥∥∥∥∥∥
≤ C‖αv‖‖(ℑλ)−1‖
n∑
i,l=1
‖(Yn(λ))pl‖
×
{
E
(
‖Ui − E (Ui)‖2
)}1/2 {
E
(
‖Wi − E (Wi)‖2
)}1/2
≤ √nC‖αv‖‖(ℑλ)−1‖
{
n∑
l=1
‖(Yn(λ))pl‖2
}1/2
×
{
n∑
l=1
E
(
‖Wi − E (Wi)‖2
)}1/2{ n∑
i=1
E
(
‖Ui − E (Ui)‖2
)}1/2
.
Finally∥∥∥∥∥∥
n∑
i,l=1
(κi,l,v3 − κ˜i,l,v3
√−1)(Yn(λ))plE [Ui]E [(Vl − E(Vl))(Wi − E(Wi))]
∥∥∥∥∥∥
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≤ C‖αv‖‖(ℑλ)−1‖
n∑
i,l=1
‖(Yn(λ))pl‖
×
{
E
(
‖Vl − E (Vl)‖2
)}1/2 {
E
(
‖Wi − E (Wi)‖2
)}1/2
≤ √nC‖αv‖‖(ℑλ)−1‖
{
n∑
l=1
‖(Yn(λ))pl‖2
}1/2
×
{
n∑
l=1
E
(
‖Vl − E (Vl)‖2
)}1/2{ n∑
i=1
E
(
‖Wi − E (Wi)‖2
)}1/2
.
Using Lemma 8.7, (8.2) and (5.5), we readily deduce that
E [[Rn(λ)Fn(λ)]pq]
= (Yn(λ)Fn(λ))pq
+
1
2
√
2n
√
n
r∑
v=1
n∑
i,l=1
(κi,l,v3 − κ˜i,l,v3
√−1)(Yn(λ)plαv (5.28)
× E [(Rn(λ))ii]αvE [(Rn(λ))ll]αvE [(Rn(λ)Fn(λ))iq]
+O(u)p,q (1/n). (5.29)
Now, define
R =
r∑
v=1
n∑
i,l=1
(κi,l,v3 − κ˜i,l,v3
√−1)αvE [(Rn(λ))ii]αvE [(Rn(λ))ll]αv ⊗ Eli,
It is easy to see that ‖R‖ ≤ C‖(ℑλ)−1‖2n. We have
∑r
v=1
∑n
i,l=1(κ
i,l,v
3 − κ˜i,l,v3
√−1)(Yn(λ))plαvE [(Rn(λ))ii]
×αvE [(Rn(λ))ll]αvE [(Rn(λ)Fn(λ))iq] = [Yn(λ)RE(Rn(λ)Fn(λ))]pq .
So that if we define
T =
n∑
p,q=1
Tpq ⊗ Epq
where
Tpq =
1
2
√
2n
√
n
r∑
v=1
n∑
l,i=1
(κi,l,v3 − κ˜i,l,v3
√−1)(Yn(λ))plαvE [(Rn(λ))ii]
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× αvE [(Rn(λ))ll]αvE [(Rn(λ)Fn(λ))iq] ,
we have
‖T‖ =
∥∥∥∥ 12√2n√nYn(λ)RE(Rn(λ)Fn(λ))
∥∥∥∥ = O(1/√n). (5.30)
Hence, in particular we have
E [[Rn(λ)Fn]pq] = (Yn(λ)Fn(λ))pq +O
(u)
p,q (1/
√
n). (5.31)
Now, we have∥∥∥∥∥∥
n∑
i,l=1
(κi,l,v3 − κ˜i,l,v3
√−1)
2
√
2n
√
n
(Yn(λ))plαvO
(u)
i,i (
1√
n
)αv(Yn(λ))llαvE [(Rn(λ)Fn(λ))iq]
∥∥∥∥∥∥
≤ C‖(ℑλ)
−1‖
n
(
n∑
l=1
‖(Yn(λ))pl‖2
)1/2{ n∑
i=1
‖E [(Rn(λ)Fn(λ))iq]‖2
}1/2
×
{
n∑
i=1
‖O(u)i,i (1/
√
n)‖2
}1/2
= O(u)p,q (1/n) (5.32)
where we used (8.2) twice and (5.5) and (8.11) in the last line. Similarly∥∥∥∥∥∥
n∑
i,l=1
(κi,l,v3 − κ˜i,l,v3
√−1)
2
√
2n
√
n
(Yn(λ))plαv(Yn(λ))iiαvOl,l(
1√
n
)αvE [(Rn(λ)Fn(λ))iq]
∥∥∥∥∥∥
= O(u)p,q (
1
n
), (5.33)∥∥∥∥∥∥
n∑
i,l=1
(κi,l,v3 − κ˜i,l,v3
√−1)
2
√
2n
√
n
(Yn(λ))plαvOi,i(
1√
n
)αvOl,l(1/
√
n)αvE [(Rn(λ)Fn(λ))iq]
∥∥∥∥∥∥
= O(u)p,q (
1
n
√
n
) (5.34)
(5.29), (5.31) and (5.32), (5.33), (5.34) readily yields Corollary 5.5.
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Corollary 5.6. With the notations of Section 3,
Gn(λ) = E (idm ⊗ trnRn(λ))
= G∑t
u=1 βu⊗a(u)n
(
λ− γ −
r∑
v=1
αvGn(λ)αv
)
+Ln(λ) + ǫn(λ)
where
Ln(λ) =
1
n
n∑
p=1
[Yn(λ)Ψ(λ)]pp ,
(with Ψ(λ) defined in Theorem 5.3 and Yn(λ) defined in Lemma 5.2) and
ǫn(λ) = O
(
1
n
√
n
)
.
Moreover
Ln(λ) = O
(
1√
n
)
. (5.35)
Proof. First note that, since the distribution of an = (a
(1)
n , . . . , a
(t)
n ) in (A, τ)
coincides with the distribution of (A
(1)
n , . . . , A
(t)
n ) in (Mn(C), trn), we have
idm ⊗ trnYn(λ) = idm ⊗ τ
(
(λ− γ −
r∑
v=1
αvGn(λ)αv)⊗ 1A −
t∑
u=1
βu ⊗ a(u)n
)−1
= G∑t
u=1 βu⊗a(u)n
(
λ− γ −
r∑
v=1
αvGn(λ)αv
)
.
Then, the corollary readily follows from Theorem 5.3 and Proposition 5.4
by noting that
• 1n‖
∑n
p,l=1(Yn(λ))plO
(u)
lp (1/n
2)‖
≤ 1
n

 n∑
p,l=1
‖(Yn(λ))pl‖2

1/2

 n∑
p,l=1
‖O(u)lp (1/n2)‖2

1/2
= O(
1
n
√
n
)
where we used Lemma 8.1 and (5.5) in the last line.
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•‖
n∑
i,l,p=1
(κi,l,v3 − κ˜i,l,v3
√−1)
n2
√
n
(Yn(λ))plE{αv(Rn(λ))iiαv(Rn(λ))llαv(Rn(λ))ip‖
≤ C‖αv‖
3‖(ℑλ)−1‖2
n2
n∑
l,p=1
‖(Yn(λ))pl‖
(
n∑
i=1
‖(Rn(λ))ip‖2
)1/2
≤ C
√
m‖αv‖3‖(ℑλ)−1‖3
n

 n∑
p,l=1
‖(Yn(λ))pl‖2

1/2 = O(1/√n)
where we used Lemma 8.1, (8.11) and (5.5) in the two last lines.
Theorem 5.7. Let λ be in Mm(C) such that ℑλ > 0, and G˜n(λ) as defined
in (3.5). We have
Gn(λ)− G˜n(λ) + En(λ) = O( 1
n
√
n
), (5.36)
where En(λ) is given by
En(λ) =
r∑
v=1
G˜′n(λ) ·αvLn(λ)αv−
1
2
G˜′′n(λ) ·
(
r∑
v=1
αvLn(λ)αv,
r∑
v=1
αvLn(λ)αv
)
−Ln(λ)
(5.37)
with Ln(λ) defined in Corollary 5.6.
Proof. Let λ be in Mm(C) such that ℑλ > 0. Note that according to (5.7),
we have ℑ (λ− γ −∑rv=1 αvGn(λ)αv) > 0. Define (using the notations of
Section 3)
Λn(λ) = γ + λ+
r∑
v=1
αvG∑t
u=1 βu⊗a(u)n
(λ)αv (5.38)
and λ′ = Λn(λ− γ −
∑r
v=1 αvGn(λ)αv). Using Corollary 5.6, we have
λ′ − λ = −
r∑
v=1
αvGn(λ)αv +
r∑
v=1
αvG∑t
u=1 βu⊗a(u)n
(λ− γ −
r∑
v=1
αvGn(λ)αv)αv
= −
r∑
v=1
αvLn(λ)αv +O(
1
n
√
n
) (5.39)
= O(1/
√
n). (5.40)
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Thus there exists a polynomial Q with nonnegative coefficients such that
∥∥λ′ − λ∥∥ ≤ Q(‖(ℑλ)−1‖)√
n
.
-On the one hand, if
Q(‖(ℑλ)−1‖)√
n
≥ 1
2‖(ℑλ)−1‖ ,
or equivalently
1 ≤ 2‖(ℑλ)
−1‖Q(‖(ℑλ)−1‖)√
n
, (5.41)
to prove (5.36) it is enough to prove that
Gn(λ)− G˜n(λ) + En(λ) = O(1). (5.42)
Indeed, if we assume that (5.41) and (5.42) hold, then there exists a poly-
nomial Q˜ with nonnegative coefficients such that∥∥∥Gn(λ)− G˜n(λ) + En(λ)∥∥∥ ≤ Q˜(‖(ℑλ)−1‖)
≤ Q˜(‖(ℑλ)−1‖)2‖(ℑλ)
−1‖Q(‖(ℑλ)−1‖)√
n
≤ Q˜(‖(ℑλ)−1‖)(2‖(ℑλ)
−1‖Q(‖(ℑλ)−1‖)√
n
)4.
Hence,
Gn(λ)− G˜n(λ) + En(λ) = O( 1
n2
)
so that (5.36) holds. To prove (5.42), one can notice that, using (8.11) and
(8.10), both Gn(λ) and G˜n(λ) are bounded by ‖(ℑλ)−1‖, and that
‖En(λ)‖
≤
{
r
r
max
v=1
‖αv‖2‖(ℑλ)−1‖2 + 1
}
‖Ln(λ)‖+r2 rmax
v=1
‖αv‖4‖(ℑλ)−1‖3 ‖Ln(λ)‖2 ,
where Ln(λ) = O(1/
√
n) according to (5.35).
-On the other hand, if
Q(‖(ℑλ)−1‖)√
n
≤ 1
2‖(ℑλ)−1‖ ,
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one has : ∥∥ℑλ′ −ℑλ∥∥ ≤ ∥∥λ′ − λ∥∥ ≤ 1
2‖(ℑλ)−1‖ (5.43)
Denoting for any Hermitian matrix H by l1(H) the smallest eigenvalue of
H, we readily deduce from (5.43) that l1(ℑλ′) ≥ l1(ℑλ)2 and therefore
ℑλ′ > 0. (5.44)
Then, it makes sense to consider G˜n(λ
′) which satisfies according to (3.6)
G˜n(λ
′) = G∑t
u=1 βu⊗a(u)n
(λ′ − γ −
r∑
v=1
αvG˜n(λ
′)αv)
= G∑t
u=1 βu⊗a(u)n
(
ωn(λ
′)
)
= G∑t
u=1 βu⊗a(u)n
(
ωn(Λn(λ− γ −
r∑
v=1
αvGn(λ)αv))
)
.(5.45)
Applying Lemma 4.2 to ρ = λ− γ −∑rv=1 αvGn(λ)αv ( using (5.7) and
(5.44)) we obtain that since ℑλ′ = ℑΛn(ρ) > 0 we have ωn(Λn(ρ)) = ρ and
according to (5.45)
G˜n
(
λ′
)
= G∑t
u=1 βu⊗a(u)n
(
λ− γ −
r∑
v=1
αvGn(λ)αv
)
.
Hence, by Corollary 5.6, we have
Gn(λ)− G˜n(λ′)− Ln(λ) = O( 1
n
√
n
). (5.46)
Now, we have
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G˜n(λ
′)− G˜n(λ)
= idm ⊗ τ
{
rn(λ
′)
[
(λ− λ′)⊗ 1A
]
rn(λ)
}
= idm ⊗ τ
{
rn(λ)
[
(λ− λ′)⊗ 1A
]
rn(λ)
}
+idm ⊗ τ
{
rn(λ)
[
(λ− λ′)⊗ 1A
]
rn(λ)
[
(λ− λ′)⊗ 1A
]
rn(λ)
}
+idm ⊗ τ
{
rn(λ
′)
[
(λ− λ′)⊗ 1A
]
rn(λ)
[
(λ− λ′)⊗ 1A
]
rn(λ)
[
(λ− λ′)⊗ 1A
]
rn(λ)
}
=
r∑
v=1
idm ⊗ τ {rn(λ) [αvLn(λ)αv ⊗ 1A] rn(λ)}
+
r∑
v,v′=1
idm ⊗ τ {rn(λ) [αvLn(λ)αv ⊗ 1A] rn(λ) [αv′Ln(λ)αv′ ⊗ 1A] rn(λ)}
+O(
1
n
√
n
)
where we used (5.39), (5.40) and (8.10) in the last line. Hence we have
G˜n(λ
′)−G˜n(λ)+
r∑
v=1
G˜′n(λ)·αvLn(λ)αv−
1
2
G˜′′n(λ)·
(
r∑
v=1
αvLn(λ)αv ,
r∑
v=1
αvLn(λ)αv
)
= O(
1
n
√
n
). (5.47)
(5.36) follows from (5.46) and (5.47) since∥∥∥Gn(λ)− G˜n(λ) +En(λ)∥∥∥ ≤ ∥∥∥Gn(λ)− G˜n(λ′)− Ln(λ)∥∥∥
+
∥∥∥∥∥∥G˜n(λ′)− G˜n(λ) +
r∑
p=1
G˜′n(λ) · αvLn(z)αv −
1
2
G˜′′n(λ) ·

 r∑
p=1
αvLn(λ)αv ,
r∑
p=1
αvLn(λ)αv


∥∥∥∥∥∥ .
Remark 6. (5.35) and (8.10) readily yield that En(λ) = O(
1√
n
). Thus, we
can deduce from (5.36) that
Gn(λ)− G˜n(λ) = O( 1√
n
). (5.48)
Proposition 5.8. For z ∈ C \ R, let gn(z) and g˜n(z) as defined in (3.8)
and (3.9) respectively. We have
gn(z)− g˜n(z) + E˜n(z) = O( 1
n
√
n
), (5.49)
43
where E˜n(z) is given by
E˜n(z) =
r∑
v=1
trm
(
G˜′n(zIm) · αvL˜n(z)αv
)
− trm L˜n(z) (5.50)
with
L˜n(z) =
r∑
v=1{ n∑
i,l,p=1
(κi,l,v4 + κ˜
i,l,v
4 )
4n3
Y˜n(zIm)plαv(Y˜n(zIm))iiαv(Y˜n(zIm))llαv(Y˜n(zIm))iiαv
(
Y˜n(zIm)
)
lp
+
n∑
i,l,p=1
(κi,l,v3 + κ˜
i,l,v
3
√−1)
2
√
2n2
√
n
Y˜n(zIm)plαv(Y˜n(zIm))iiαv(Y˜n(zIm))liαv
(
Y˜n(zIm)
)
lp
+
n∑
i,l,p=1
(κi,l,v3 − κ˜i,l,v3
√−1)
2
√
2n2
√
n
Y˜n(zIm)plαv(Y˜n(zIm))iiαv(Y˜n(zIm))llαv
(
Y˜n(zIm)
)
ip
+
n∑
i,l,p=1
(κi,l,v3 − κ˜i,l,v3
√−1)
2
√
2n2
√
n
Y˜n(zIm)plαv(Y˜n(zIm))ilαv(Y˜n(zIm))iiαv
(
Y˜n(zIm)
)
lp
}
where Y˜n and G˜n were defined in (5.4) and (3.5) respectively so that
Y˜n(zIm) =
(
(zIm − γ −
r∑
v=1
αvG˜n(zIm)αv)⊗ In −
t∑
u=1
βu ⊗A(u)n
)−1
=
(
ωn(zIm)⊗ In −
t∑
u=1
βu ⊗A(u)n
)−1
and
G˜n(zIm) = idm ⊗ τ
(
(zIm − γ)⊗ 1A −
r∑
v=1
αv ⊗ xv −
t∑
u=1
βu ⊗ a(u)n
)−1
= idm ⊗ τ (zIm ⊗ 1A − sn)−1 .
Proof. Let z ∈ C \ R such that ℑz > 0. Theorem 5.7 yields
gn(z)− g˜n(z) +
r∑
v=1
trmG˜
′
n(zIm) · αvLn(zIm)αv − trmLn(zIm)
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− 1
2
trm G˜
′′
n(zIm) ·
(
r∑
v=1
αvLn(zIm)αv ,
r∑
v=1
αvLn(zIm)αv
)
= O(
1
n
√
n
).
(5.51)
First note that, by Riesz-Fre´chet’s Theorem (and using (8.10) and (5.35)),
there exists B
(1)
n (z) and B
(2)
n (z) in Mm(C) such that
‖B(1)n (z)‖2 ≤ |ℑz|−2
(
r∑
v=1
‖αv‖2
)
= O(1),
‖B(2)n (z)‖2 = O(1/
√
n), (5.52)
and
r∑
v=1
trm G˜
′
n(zIm) · αvLn(zIm)αv = Trm
[
B(1)n (z)Ln(zIm)
]
,
trm G˜
′′
n(zIm)·
(
r∑
v=1
αvLn(zIm)αv,
r∑
v=1
αvLn(zIm)αv
)
= Trm
[
B(2)n (z)Ln(zIm)
]
.
(5.53)
Recall that for λ ∈Mm(C) such that ℑλ > 0,
Ln(λ) =
1
n
n∑
p=1
[Yn(λ)Ψ(λ)]pp ,
where Ψ is defined in (5.9). First, note that according to (5.26), we have
(setting cl,i,v =
(κi,l,v3 −κ˜i,l,v3
√−1)
2
√
2
)
Trm
[
B
(2)
n (z)Ln(zIm)
]
=
r∑
v=1
n∑
i,l=1
cl,i,v
n2
√
n
ETrm
{
αv(Rn(zIm))iiαv(Rn(zIm))llαv
(
Rn(zIm)(B
(2)
n (z) ⊗ In)Yn(zIm)
)
il
}
+O( 1
n
√
n
).
Moreover, we have
r∑
v=1
n∑
i,l=1
cl,i,v
n2
√
n
ETrm
{
αv(Rn(zIm))iiαv(Rn(zIm))llαv
(
Rn(zIm)(B
(2)
n (z) ⊗ In)Yn(zIm)
)
il
}
= O(
1
n
√
n
),
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where we used (8.6), (8.11), (5.5) and (5.52). Hence
Trm
[
B(2)n (z)Ln(zIm)
]
= O(
1
n
√
n
). (5.54)
(5.51), (5.53) and (5.54) yield
gn(z)− g˜n(z) +
r∑
v=1
trmG˜
′
n(zIm) · αvLn(zIm)αv − trmLn(zIm) = O(
1
n
√
n
).
(5.55)
Thus, in the following we will consider 1n
∑n
p=1 trmBn(λ) [Yn(λ)T (λ)]pp for
any λ ∈Mm (C) such that ℑλ > 0, for each term T (λ) involving in (5.9) and
any m×m matrix Bn(λ) = O(1) (in the interests of simplifying notations,
we deal with any λ ∈ Mm (C) such that ℑλ > 0 instead of zIm). We set
B(λ) = Bn(λ)⊗ In.
First, for any fixed v ∈ {1, . . . , r},∣∣∣ 1n∑np,l=1 trmBn(λ)(Yn(λ))plE [αv[Hn(λ)− E(Hn(λ))]αv [Rn(λ)]lp]∣∣∣
= |trm E [αv[Hn(λ)− E(Hn(λ))]αvid⊗ trn[Rn(λ)B(λ)Yn(λ)]]|
= |trm E {αv[Hn(λ)− E(Hn(λ))]αv
× [id⊗ trn[Rn(λ)B(λ)Yn(λ)] − E(id⊗ trn[Rn(λ)B(λ)Yn(λ)])]}|
≤ ‖Bn(λ)‖‖αv‖
2Cm
n2
‖(Im(λ))−1‖5
= O(1/n2).
where we used Cauchy Schwarz’s inequality, (8.11), (5.5) and Lemma 8.7 in
the last line.
We also have∣∣∣∣∣∣
n∑
i,p,l=1
(κi,l,v3 + κ˜
i,l,v
3
√−1)
n2
√
n
trmBn(λ)(Yn(λ))plE{αv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))ip}
∣∣∣∣∣∣
=
1
n2
√
n
∣∣∣∣∣∣
n∑
i,l=1
(κi,l,v3 + κ˜
i,l,v
3
√−1)E trm{αv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ)B(λ)Yn(λ))il}
∣∣∣∣∣∣
= O(
1
n
√
n
)
where we used (8.7), (8.11) and (5.5).
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Now, let us investigate the terms corresponding to the the M (4)(v, i, l, j)’s
in (5.9). We have
1
4n3
n∑
i,p,l=1
(κi,l,v4 +κ˜
i,l,v
4 )E trmBn(λ)(Yn(λ))plαv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))ip
=
1
4n3
n∑
i,l=1
(κi,l,v4 + κ˜
i,l,v
4 )E trm αv(Rn(λ))ilαv(Rn(λ))ilαv(Rn(λ))ilαv (Rn(λ)B(λ)Yn(λ))il
= O(1/n2)
where we used (8.7), (8.11) and (5.5). Similarly the terms corresponding to
(5.12), (5.14), (5.15), (5.16), (5.17) and (5.18) are O(1/n2).
Since moreover each term in (5.9) corresponding to theM (3)(v, i, i, j),M (4)(v, i, i, j)
and M (5)(v, i, l, j) leads obviously to a term which is a O( 1
n
√
n
), it readily
follows from (5.55) that
gn(z)− g˜n(z) +
r∑
v=1
trmG˜
′
n(zIm) · αvLˆn(zIm)αv − trmLˆn(zIm) = O(
1
n
√
n
),
where
Lˆn(zIm) =
∑r
v=1
∑n
i,p,l=1{
(κi,l,v4 + κ˜
i,l,v
4 )
4n3
(Yn(zIm))plαvE {(Rn(zIm))iiαv(Rn(zIm))llαv(Rn(zIm))iiαv(Rn(zIm))lp}
+
(κi,l,v3 + κ˜
i,l,v
3
√−1)
2
√
2n2
√
n
(Yn(zIm))plαvE {(Rn(zIm))iiαv(Rn(zIm))liαv(Rn(zIm))lp}
+
(κi,l,v3 − κ˜i,l,v3
√−1)
2
√
2n2
√
n
(Yn(zIm))plαvE {(Rn(zIm))iiαv(Rn(zIm))llαv(Rn(zIm))ip}
+
(κi,l,v3 − κ˜i,l,v3
√−1)
2
√
2n2
√
n
(Yn(zIm))plαvE {(Rn(zIm))ilαv(Rn(zIm))iiαv(Rn(zIm))lp}
}
For any m×m deterministic matrix Bn(z),
47
trmBn(z)Lˆn(zIm) =
∑r
v=1
∑n
i,l=1{
(κi,l,v4 + κ˜
i,l,v
4 )
4n3
E {trm αv(Rn(zIm))iiαv(Rn(zIm))llαv(Rn(zIm))iiαv(Rn(zIm)B(z)Yn(zIm))ll}
+
(κi,l,v3 + κ˜
i,l,v
3
√−1)
2
√
2n2
√
n
E trm {αv(Rn(zIm))iiαv(Rn(zIm))liαv (Rn(zIm)B(z)Yn(zIm))ll}
+
(κi,l,v3 − κ˜i,l,v3
√−1)
2
√
2n2
√
n
E trm {αv(Rn(zIm))iiαv(Rn(zIm))llαv (Rn(zIm)B(z)Yn(zIm))il}
+
(κi,l,v3 − κ˜i,l,v3
√−1)
2
√
2n2
√
n
E trm {αv(Rn(zIm))ilαv(Rn(zIm))iiαv (Rn(zIm)B(z)Yn(zIm))ll}
}
Hence (using a decomposition similar to (5.27)) Lemma 8.7 readily yields
that
trmBnLˆn(zIm) +O(
1
n
√
n
) =
∑r
v=1
∑n
i,l=1 trm{
(κi,l,v4 + κ˜
i,l,v
4 )
4n3
αvE [(Rn(zIm))ii]αvE [(Rn(zIm))ll]αvE [(Rn(zIm))ii]αv[E [(Rn(zIm)B(z)Yn(zIm))ll]
+
(κi,l,v3 + κ˜
i,l,v
3
√−1)
2
√
2n2
√
n
αvE [(Rn(zIm))ii]αvE [(Rn(zIm))li]αvE [(Rn(zIm)B(z)Yn(zIm))ll]
+
(κi,l,v3 − κ˜i,l,v3
√−1)
2
√
2n2
√
n
αvE [(Rn(zIm))ii]αvE [(Rn(zIm))ll]αvE [(Rn(zIm)B(z)Yn(zIm))il]
+
(κi,l,v3 − κ˜i,l,v3
√−1)
2
√
2n2
√
n
αvE [(Rn(zIm))il]αvE [(Rn(zIm))ii]αvE [(Rn(zIm)B(z)Yn(zIm))ll]
}
.
Note that, with Yn and Y˜n defined in (5.3) and (5.4), we have
Yn(zIm)−Y˜n(zIm) =
r∑
v=1
Yn(zIm)
[
αv(Gn(zIm)− G˜n(zIm))αv ⊗ In
]
Y˜n(zIm)
so that, using (5.48), (5.5) and (5.6), we can deduce that
‖Yn(zIm)− Y˜n(zIm)‖ = O(1/
√
n). (5.56)
Now, (5.31) and (5.56) obviously yield that, up to a O( 1
n
√
n
) correction term,
one can replace any Rn(zIm) and Yn(zIm) by Y˜n(zIm) in any term in the
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sum corresponding to the fourth cumulants. Now, using (8.3), (5.31) and
(5.56) also yield that, up to a O( 1
n
√
n
) correction term, for any p = 1, . . . , n,
one can replace (Rn(zIm)) and (Yn(zIm)) by Y˜n(zIm) in any diagonal term
(Rn(zIm))pp or (Rn(zIm)B(z)Yn(zIm))pp in the sums corresponding to the
third cumulants.
Finally, assume that for i = 1, 2, Q(i) = Y˜n(zIm) or Y˜n(zIm)B(z)Y˜n(zIm).
Let us consider any Q(3) =
∑n
i,l=1Q
(3)
il ⊗ Eil. It is clear that if there exists
some polynomial Q with nonnegative coefficients such that for any i, l ∈
{1, . . . , n}2, ‖Q(3)il ‖ ≤ Q(|ℑz|
−1)
n , then
1
n2
√
n
n∑
i,l=1
‖Q(1)ii ‖‖Q(2)ll ‖‖Q(3)il ‖ = O(1/n
√
n).
Now, if ‖Q(3)‖ = O(1/√n), we have
1
n2
√
n
n∑
i,l=1
‖Q(1)ii ‖‖Q(2)ll ‖‖Q
(3)
il ‖
≤ 1
n
√
n
|(ℑz)−1|q

 n∑
i,l=1
‖Q(3)il ‖2

1/2 ≤ √m
n
|(ℑz)−1|q‖Q(3)‖ = O(1/n√n)
for some q ∈ N \ {0}, where we used (8.3).
It is then clear that using Corollary 5.5, (5.30) and (5.56), up to a 0( 1
n
√
n
)
correction term, for any (i, l) ∈ {1, . . . , n}2, one can replace Rn(zIm) and
Yn(zIm) by Y˜n(zIm) in any non-diagonal term (Rn(zIm))il, (Rn(zIm))li or
(Rn(zIm)BYn)il in the sums corresponding to the third cumulants. Hence
(5.49) is proved for any z ∈ C such that ℑz > 0.
Set α = (α1, . . . αr), β = (β1, . . . , βt). Let us denote for a while gn = g
α,β,γ
n ,
g˜n = g˜
α,β,γ
n and E˜n = E˜
α,β,γ
n . Note that we have similarly for any z ∈ C
such that ℑz > 0,
g−α,−β,−γn (z)− g˜−α,−β,−γn (z) + E˜−α,−β,−γn (z) = O(
1
n
√
n
). (5.57)
Thus, since g−α,−β,−γn (z) = −gα,β,γn (−z), g˜−α,−β,−γn (z) = −g˜α,β,γn (−z) and
E˜−α,−β,−γn (z) = −E˜α,β,γn (−z), it readily follows that (5.49) is also valid for
any z ∈ C such that ℑz < 0.
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5.2 From Stieltjes transform estimates to spectra.
We start with the following key lemma.
Lemma 5.9. For any fixed large n, E˜n defined in Proposition 5.8 is the
Stieltjes transform of a compactly supported distribution ∇n on R whose
support is included in the spectrum of sn = γ⊗1A+
∑r
v=1 αv⊗xv+
∑t
u=1 βu⊗
a
(u)
n and such that ∇n(1) = 0 .
The proof relies on the following characterization already used in [28].
Theorem 5.10. [32]
• Let Λ be a distribution on R with compact support. Define the Stieltjes
transform of Λ, l : C \R→ C by
l(z) = Λ
(
1
z − x
)
.
Then l is analytic on C \ R and has an analytic continuation to C \
supp(Λ). Moreover
(c1) l(z)→ 0 as |z| → ∞,
(c2) there exists a constant C > 0, an integer q ∈ N and a compact
set K ⊂ R containing supp(Λ), such that for any z ∈ C \ R,
|l(z)| ≤ Cmax{dist(z,K)−q, 1},
(c3) for any φ ∈ C∞(R,R) with compact support
Λ(φ) =
i
2π
lim
y→0+
∫
R
φ(x)[l(x+ iy)− l(x− iy)]dx.
• Conversely, if K is a compact subset of R and if l : C \K → C is an
analytic function satisfying (c1) and (c2) above, then l is the Stieltjes
transform of a compactly supported distribution Λ on R. Moreover,
supp(Λ) is exactly the set of singular points of l in K.
Lemma 5.11. The singular points of E˜N defined in (5.50) are included in
the spectrum of sn = γ ⊗ 1A +
∑r
v=1 αv ⊗ xv +
∑t
u=1 βu ⊗ a(u)n .
Proof. Let us start by noting that, as it follows from the definition (5.50) of
E˜N , it is enough to show that ωn(zIm)⊗ In −
∑t
u=1 βu ⊗ A(u)n ∈ GLnm(C)
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(the group of invertible nm×nm complex matrices) for any z in the domain
of definition of C ∋ z 7→ ωn(zIm) ∈Mm(C).
Assume towards contradiction that x0 ∈ C is in the domain of ωn(·Im),
and yet ωn(x0Im)⊗In−
∑t
u=1 βu⊗A(u)n is not invertible. First, observe that a
point x0 with this property must be isolated and real. Indeed, otherwise the
zeros of the analytic map C ∋ z 7→ det
(
ωn(zIm)⊗ In −
∑t
u=1 βu ⊗A(u)n
)
∈
C would have x0 as a cluster point in the interior of its domain (which
coincides with the domain of ωn(·Im)), and thus it would be identically
equal to zero. However, ωn(zIm) ⊗ In −
∑t
u=1 βu ⊗ A(u)n is invertible when
ℑz 6= 0, providing us with a contradiction. Consider now such an isolated
x0. Recall
g˜n(z) = (trm⊗τ)

(ωn(zIm)⊗ 1A − t∑
u=1
βu ⊗ a(u)n
)−1
= (trm⊗ trn)

(ωn(zIm)⊗ In − t∑
u=1
βu ⊗A(u)n
)−1 ,
from before (the second equality is justified by the hypothesis that the distri-
bution of (A
(1)
n , . . . , A
(t)
n ) with respect to trn coincides with the distribution
of (a
(1)
n , . . . , a
(t)
n ) with respect to τ). We have seen that g˜n is defined exactly
on the complement of the spectrum of sn. Thus, it is enough to show that,
given an analytic function f : C+ → H−(Mp(C)) = {b ∈ Mp(C),ℑb < 0},
and x0 ∈ R with the property that there exists some ǫ > 0 such that f ex-
tends analytically through (x0− ǫ, x0)∪ (x0, x0+ ǫ) with self-adjoint values,
then either both or none of f and trp ◦f extend analytically to x0. We shall
then apply this to p = mn and f(z) =
(
ωn(zIm)⊗ In −
∑t
u=1 βu ⊗A(u)n
)−1
to conclude.
It is clear that if f extends analytically through x0, then so does trp ◦f .
Assume towards contradiction that trp ◦f extends analytically through x0,
but f does not. Consider an arbitrary system {e1, . . . , ep} of minimal mu-
tually orthogonal projections in Mp(C). It is clear that z 7→ ejf(z)ej ∈
ejMp(C)ej ≃ C is analytic wherever f is. Moreover, ℑejf(z)ej ≤ 0 when-
ever z ∈ C+, and ejf(z)ej ∈ R whenever f(z) is self-adjoint. If z 7→ ejf(z)ej
extends analytically through x0 for any ej ∈ {e1, . . . , ep} and all systems
{e1, . . . , ep}, then z 7→ ϕ(f(z)) extends analytically through x0 for all linear
functionals ϕ : Mp(C) → C. This implies that f itself is analytic around
x0. On the other hand, if there exists a system {e1, . . . , ep} of minimal
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mutually orthogonal projections in Mp(C) which contains an ej such that
z 7→ ejf(z)ej does not extend analytically through x0, then, as z 7→ ejf(z)ej
does extend analytically with real values through (x0 − ǫ, x0) ∪ (x0, x0 + ǫ)
and maps C+ into C−∪R, it follows that x0 is a simple pole of z 7→ ejf(z)ej
and limy→0 iyejf(x0+ iy)ej ∈ (0,+∞) by the Julia-Carathe´odory Theorem
applied to 1/ejf(z)ej (see (2) Theorem 2.1 in [11]). But then trp(f(z)) =∑p
k=1 ekf(z)ek, so that
lim
y→0
iy trp(f(x0 + iy)) =
p∑
k=1
lim
y→0
iyekf(x0 + iy)ek > 0,
which contradicts the assumption that trp ◦f extends analytically through
x0.
Now, we are going to show that for any fixed large n, E˜n satisfies (c1)
and (c2) of Theorem 5.10.
First note that there exists a polynomial Q in two variables with positive
coefficients such that
|E˜n(z)| ≤ ‖Y˜ (zIm))‖4Q(‖Y˜ (zIm))‖, ‖rn(zIm)‖). (5.58)
Let C > 0 be such that, for all n, sp(
∑t
u=1 βu ⊗ A(u)n ) ⊂ [−C;C] and
sp(γ ⊗ 1A +
∑r
v=1 αv ⊗ xv +
∑t
u=1 βu ⊗ a(u)n ) ⊂ [−C;C].
Let d > C +
√
rmaxrv=1 ‖αv‖. For any z ∈ C such that |z| > ‖γ‖+ d,
‖γ +
r∑
v=1
αvG˜n(zIm)αv‖ ≤ ‖γ‖+ rmax
r
v=1 ‖αv‖2
|z| − C
≤ ‖γ‖+ rmax
r
v=1 ‖αv‖2
d− C
< ‖γ‖+ (d− C)
2
d− C
= ‖γ‖+ d− C
Thus,
‖γ +
r∑
v=1
αvG˜n(zIm)αv +
t∑
u=1
βu ⊗A(u)n ‖ ≤ ‖γ‖+ d
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so that we get that for any z ∈ C such that |z| > ‖γ‖ + d,
‖Y˜n(zIm)‖ = ‖((zIm − γ −
r∑
v=1
αvG˜n(zIm)αv)⊗ In −
t∑
u=1
βu ⊗A(u)n )−1‖
≤ 1|z| − ‖γ‖ − d.
We get readily from (5.58) that, for |z| > ‖γ‖+ d,
|E˜n(z)| ≤ 1
(|z| − ‖γ‖ − d)4Q
(
1
(|z| − ‖γ‖ − d) ,
1
(|z| − C)
)
. (5.59)
Then, it is clear than |E˜n(z)| → 0 when |z| → +∞ and (c1) is satisfied.
Now we are going to prove (c2) using the approach of [28](Lemma 5.5).
Denote by En the convex envelope of the spectrum of sn = γ⊗1A+
∑r
v=1 αv⊗
xv +
∑t
u=1 βu ⊗ a(u)n and define
Kn := {x ∈ R; dist(x, En) ≤ 1}
and
Dn = {z ∈ C; 0 < dist(z,Kn) ≤ 1} .
• Let z ∈ Dn∩ (C\R) with ℜ(z) ∈ Kn. We have dist(z,Kn) = |ℑz| ≤ 1.
We have from (5.58), (8.10) and (5.6) that
|E˜n(z)| ≤ |ℑz|−4Q
(|ℑz|−1, |ℑz|−1) .
Noticing that 1 ≤ |ℑz|−1, we easily deduce that there exists some
constant C0 and some number q0 ∈ N \ {0} such that for any z ∈
Dn ∩ C \R with ℜ(z) ∈ Kn,
|E˜n(z)| ≤ C0|ℑz|−q0
≤ C0dist(z,Kn)−q0
≤ C0max(dist(z,Kn)−q0 ; 1)
• Let z ∈ Dn ∩ (C \ R) with ℜ(z) /∈ Kn. Then dist(z, sp(sn)) ≥ 1.
Since E˜n is bounded on compact subsets of C\ sp(γ⊗1A+
∑r
v=1 αv⊗
xv+
∑t
u=1 βu⊗a(u)n ), we easily deduce that there exists some constant
C1(n) such that for any z ∈ Dn with ℜ(z) /∈ Kn,
|E˜n(z)| ≤ C1(n) ≤ C1(n)max(dist(z,Kn)−q0 ; 1).
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• Since |E˜n(z)| → 0 when |z| → +∞, E˜n is bounded on C \Dn. Thus,
there exists some constant C2(n) such that for any z ∈ C \Dn,
|E˜n(z)| ≤ C2(n) = C2(n)max(dist(z,Kn)−q0 ; 1).
Hence (c2) is satisfied with C(n) = max(C0, C1(n), C2(n)) and l = q0. Thus,
Theorem 5.10 implies that for any fixed large n, E˜n defined in Proposition
5.8 is the Stieltjes transform of a compactly supported distribution ∇n on
R whose support is included in the spectrum of sn = γ ⊗ 1A +
∑r
v=1 αv ⊗
xv +
∑t
u=1 βu ⊗ a(u)n . Following the proof of Lemma 5.6 in [28] and using
(5.59), one can show that∇n(1) = 0. The proof of Lemma 5.9 is complete. ✷
Now, (1.8) can be deduced from (1.9) by an approach inspired by [20] and
[28] as follows.
Using the inverse Stieltjes tranform, we get respectively that, for any ϕn in
C∞(R,R) with compact support,
E[trm⊗ trn(ϕn(Sn))] − trm⊗τ(ϕn(sn)) +∇n(ϕn)
=
1
π
lim
y→0+
ℑ
∫
R
ϕn(x)ǫn(x+ iy)dx,
where ǫn(z) = g˜n(z)− gn(z)− E˜n(z) satisfies, according to Proposition 5.8,
for any z ∈ C \ R,
|ǫn(z)| ≤ 1
n
√
n
P (|ℑz|−1).
We refer the reader to the Appendix of [14] where it is proved using the
ideas of [20] that if h is an analytic function on C \ R which satisfies
|h(z)| ≤ P (|ℑz|−1)
for some polynomial P with nonnegative coefficients and degree k, then
there exists a polynomial Q such that
lim sup
y→0+
|
∫
R
ϕn(x)h(x + iy)dx|
≤
∫
R
∫ +∞
0
|(1 +D)k+1ϕn(x)|Q(t) exp(−t)dtdx
where D stands for the derivative operator. Hence, if there exists K > 0
such that, for all large n, the support of ϕn is included in [−K,K] and
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supn supx∈[−K,K] |Dpϕn(x)| = Cp < ∞ for any p ≤ k + 1, dealing with
h(z) = n
√
nǫn(z), we deduce that there exists C > 0 such that for all large
n,
lim sup
y→0+
|
∫
R
ϕn(x)ǫn(x+ iy)dx| ≤ C
n
√
n
and then
E[trm⊗ trn(ϕn(Sn))]− trm⊗τ(ϕn(sn)) +∇n(ϕn) = O( 1
n
√
n
). (5.60)
Let ρ ≥ 0 be in C∞(R,R) such that its support is included in [−1; 1] and∫
ρ(x)dx = 1. Let 0 < ǫ < 1. Define for any x ∈ R,
ρ ǫ
2
(x) =
2
ǫ
ρ(
2x
ǫ
).
Set
Kn(ǫ) = {x,dist(x, sp(sn)) ≤ ǫ}
and define for any x ∈ R,
fn(ǫ)(x) =
∫
R
1IKn(ǫ)(y)ρ ǫ2 (x− y)dy.
The function fn(ǫ) is in C∞(R,R), fn(ǫ) ≡ 1 on Kn( ǫ2); its support is in-
cluded in Kn(2ǫ). Since there exists K such that, for all large n, the spec-
trum of sn is included in [−K;K], for all large n the support of fn(ǫ) is
included in [−K − 2;K + 2] and for any p > 0,
sup
x∈[−K−2;K+2]
|Dpfn(ǫ)(x)| ≤ sup
x∈[−K−2;K+2]
∫ K+1
−K−1
|Dpρ ǫ
2
(x− y)|dy ≤ Cp(ǫ).
Thus, according to (5.60),
E[trm⊗ trn(fn(ǫ)(Sn))]− trm⊗τfn(ǫ)(sn) +∇n(fn(ǫ)) = Oǫ( 1
n
√
n
) (5.61)
and
E[trm⊗ trn((f ′n(ǫ))2(Sn))]− trm⊗τ(f ′n(ǫ)(sn))2+∇n((f ′n(ǫ))2) = Oǫ(
1
n
√
n
).
(5.62)
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According to Lemma 5.9, we have ∇n(1) = 0. Then, the function ψn(ǫ) ≡
1− fn(ǫ) also satisfies
E[trm⊗ trn(ψn(ǫ)(Sn))]− trm⊗τ (ψn(ǫ)(sn)) +∇n(ψn(ǫ)) = Oǫ( 1
n
√
n
).
(5.63)
Moreover, since ψ′n(ǫ) = −f ′n(ǫ), it comes readily from (5.62) that
E[trn((ψ
′
n(ǫ))
2(Sn))]− trm⊗τ(ψ′n(ǫ)(sn))2 +∇n((ψ′n(ǫ))2) = Oǫ(
1
n
√
n
).
Now, since ψn(ǫ) ≡ 0 on the spectrum of sn, we deduce that
E[trm⊗ trn(ψn(ǫ)(Sn))] = Oǫ
(
1
n
√
n
)
(5.64)
and
E[trm⊗ trn((ψ′n(ǫ))2(Sn))] = Oǫ
(
1
n
√
n
)
. (5.65)
By Lemma 8.6 (sticking to the proof of Proposition 4.7 in [20] with ϕ =
fn(ǫ)), we have
V[trm⊗ trn(ψn(ǫ)(Sn))] ≤ C
n2
E
[
trm⊗ trn{(ψ′n(ǫ)(Sn))2}
]
.
Hence, using (5.65), one can deduce that
V[trm⊗ trn(ψn(ǫ)(Sn))] = Oǫ
(
1
n3
√
n
)
. (5.66)
Fix 0 < δ < 14 . Set
Zn,ǫ := trm⊗ trn(ψn(ǫ)(Sn))
and
Ωn,ǫ = {|Zn,ǫ − E (Zn,ǫ)| > n−(1+δ)}.
Hence, using (5.66), we have
P(Ωn,ǫ) ≤ n2+2δV{Zn,ǫ} = Oǫ
(
1
n1+
1
2
−2δ
)
.
By Borel-Cantelli lemma, we deduce that, almost surely for all large n,
|Zn,ǫ − E (Zn,ǫ)| ≤ n−(1+δ). (5.67)
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From (5.64) and (5.67), we deduce that there exists some constant Cǫ such
that, almost surely for all large n,
|Zn,ǫ| ≤ n−1
(
n−δ + Cǫn−1/2
)
.
Since ψn(ǫ) ≥ 1IR\Kn(2ǫ), it readily follows that, almost surely for all large
n, the number of eigenvalues of Sn which are in R \ Kn(2ǫ) is lower than
m
(
n−δ + Cǫn−1/2
)
and thus obviously, almost surely for all large n, the
number of eigenvalues of Sn which are in R\Kn(2ǫ) has to be equal to zero.
Thus we have the following
Theorem 5.12. Let ǫ > 0. Almost surely for all large n, the spectrum of
Sn is included in Kn(ǫ) = {x,dist(x, sp(sn)) ≤ ǫ}.
Since the above theorem holds for any m × m Hermitian matrices γ,
{αv}v=1,...,r, {βu}u=1,...,t, the proof of Lemma 1.3 is complete.
6 Proof of Theorem 1.1
6.1 Linearization
Linearization procedures are by no means unique, and no agreed upon def-
inition of what a linearization is exists in the literature. We use the proce-
dure introduced in [2, Proposition 3], which has several advantages, to be
described below.
It is shown in [2] that, given a polynomial P ∈ C〈X1, . . . ,Xk〉, there exist
m ∈ N and matrices ζ1, . . . , ζk, γ ∈Mm(C) such that (z−P (X1, . . . ,Xk))−1 =[(
zEˆ11 ⊗ 1− γ ⊗ 1−
∑k
j=1 ζj ⊗Xj
)−1]
11
. Moreover, if P = P ∗, then γ
and ζ1, . . . , ζk can be chosen to be self-adjoint. We denote LP = γ ⊗ 1 +∑k
j=1 ζj ⊗ Xj ∈ Mm(C〈X1, . . . ,Xk〉) and call it a linearization of P . The
size m and the matrix coefficients γ, ζ1, . . . , ζk aren’t unique. Following [12]
(see also [25]), we provide a very brief outline of a recursive construction for
a linearization LP such that
LP :=
(
0 u
v Q
)
∈Mm(C)⊗ C〈X1, . . . ,Xk〉
where
1. m ∈ N,
2. Q ∈Mm−1(C)⊗ C〈X1, . . . ,Xk〉 is invertible,
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3. u is a row vector and v is a column vector, both of size m − 1 with
entries in C〈X1, . . . ,Xk〉,
4. the polynomial entries in Q,u and v all have degree ≤ 1,
5.
P = −uQ−1v,
6. and moreover, if P is self-adjoint, LP is self-adjoint.
Thus, to linearize a monomial P = Xi1Xi2Xi3 · · ·Xik−1Xil , write
LP = −


0 0 · · · 0 0 Xi1
0 0 · · · 0 Xi2 −1
0 0 · · · Xi3 −1 0
...
... · · · ... ... ...
0 Xil−1 · · · 0 0 0
Xil −1 · · · 0 0 0


,
with the obvious adaptations if l = 1, 2. The (l−1)×(l−1) lower right corner
of the above matrix is invertible in the algebra Ml−1(C〈X1, . . . ,Xk〉) and its
inverse has as entries polynomials of degree up to l−1 (again with the obvious
modifications when l ≤ 2). The constant term in the inverse’s formula is sim-
ply the matrix having −1 on its second diagonal, and its spectrum included
in {−1, 1}. If the matrices
[
0 uj
vj Qj
]
, with uj ∈M1×nj(C〈X1, . . . ,Xk〉), vj ∈
Mnj×1(C〈X1, . . . ,Xk〉), Qj ∈ Mnj (C〈X1, . . . ,Xk〉) are linearizations for Pj ,
j = 1, 2, then
LP1+P2 =

 0 u1 u2v1 Q1 0
v2 0 Q2

 ∈Mn1+n2+1(C〈X1, . . . ,Xk〉).
In particular, we have again that
[
Q1 0
0 Q2
]−1
∈ Mn1+n2(C〈X1, . . . ,Xk〉),
with entries of degrees no more max{n1, n2}. Again, its constant term has
all its eigenvalues of absolute value equal to one. The above construction
does not necessarily provide a self-adjoint LP , even if P = P
∗. However, any
self-adjoint polynomial P is written as a sum P = P0 + P
∗
0 for some other
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polynomial P0 (self-adjoint or not) of the same degree. Let LP0 =
[
0 u0
v0 Q0
]
.
To insure that the linearization we obtain is self-adjoint, we write
LP = LP0+P ∗0 =

 0 u0 v∗0u∗0 0 Q∗0
v0 Q0 0

 ,
which satisfies LP = L
∗
P and linearizes P . Moreover, since
[
0 Q∗0
Q0 0
]−1
=[
0 Q−10
(Q∗0)
−1 0
]
, the matrix
[
0 Q∗0
Q0 0
]−1
has entries which are polynomials
in X1, . . . ,Xk, all of them of degree majorized by the degree of P , and its
constant term is a complex matrix having spectrum included in the unit
circle of the complex plane. These remarks, which the reader can find in
[25], will be most useful in our analysis below.
It follows from the above that ifX1, . . . ,Xk are elements in some complex
algebra R with unit 1, then z1−P (X1, . . . ,Xk) is invertible in R if and only
if zEˆ11 − LP (X1, . . . ,Xk) is invertible in Mm(R) (m being the size of the
matrix LP ). Moreover, the construction above guarantees that the matrix Q
in the linearization LP (X1, . . . ,Xk) =
[
0 u
v Q
]
is invertible independently of
the elements X1, . . . ,Xk ∈ R. We apply this to the case when R ⊆ B(H) is
a unital C∗-algebra of bounded linear operators on the Hilbert space H, for
various separable Hilbert spaces H. We formalize this result in the following
Lemma 6.1. Let P = P ∗ ∈ C〈X1, . . . ,Xk〉 and let LP ∈Mm(C〈X1, . . . ,Xk〉)
be a linearization of P with the properties outlined above. Let y = (y1, . . . , yk)
be a k-tuple of self-adjoint operators in a C∗-algebra A. Then, for any z ∈ C,
zEˆ11 ⊗ 1A − LP (y) is invertible if and only if z1A − P (y) is invertible.
Beyond the property described above, we want also to compare the norms
of the inverses of zEˆ11 ⊗ 1A − LP (y) and z1A − P (y) when one (and hence
the other) exists.
Lemma 6.2. Let P = P ∗ ∈ C〈X1, . . . ,Xk〉 and let LP ∈Mm(C〈X1, . . . ,Xk〉)
be a linearization of P constructed as above. Let yn = (y
(n)
1 , . . . , y
(n)
k ) be a k-
tuple of self-adjoint operators in a C∗-algebra A such that supnmaxki=1 ‖y(i)n ‖ =
C < +∞. Let z0 ∈ C be such that, for all large n, the distance from z0 to
sp(P (yn)) is greater than δ. Then, there exists a constant ǫ > 0, depending
only on δ, LP and C such that the distance from 0 to sp(z0Eˆ11⊗1A−LP (yn))
is at least ǫ.
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Proof. In this proof we only consider P, u and Q evaluated in yn, so we
will suppress yn from the notation without any risk of confusion. Let
LP =
[
0 u∗
u Q
]
, so that z0Eˆ11 ⊗ 1A − LP =
[
z0 −u∗
−u −Q
]
, as above. We
seek an ǫ > 0 such that z0Eˆ11 ⊗ 1A −LP − z(Im ⊗ 1A) =
[
z0 − z −u∗
−u −Q− z
]
is invertible for all |z| < ǫ. We naturally require first that −Q − z re-
mains invertible. As Q = Q∗, it follows by functional calculus that the
spectrum of −Q is at distance equal to ‖Q−1‖−1 from zero. As noted be-
fore, Q−1 ∈ Mm−1(C〈y(n)1 , . . . , y(n)k 〉), with entries depending only on P , so
that we can majorize ‖Q−1‖ by a constant κ > 0 depending only on C
and LP (and independent of the particular yn). Thus, our first condition
on ǫ is ǫ ≤ κ−1/2. Note that it follows that ‖(Q + z)−1‖ < 2κ. Next,
we require that in addition (z0 − z − u∗(−Q − z)−1u) is invertible for all
|z| < ǫ. By the openness of the resolvent set, we do know that such an
ǫ > 0 exists. More precisely, by a geometric series argument, if a is invert-
ible, then b = ((b − a)a−1 + 1)a is invertible whenever ‖b − a‖ < ‖a−1‖−1.
We apply this to a = z0 − P = z0 + u∗Q−1u (so that ‖a−1‖−1 > δ) and
b = z0 − z − u∗(−Q− z)−1u. We have
‖z0 + u∗Q−1u− z0 + z + u∗(−Q− z)−1u‖
≤ |z|+ ‖u∗[(−Q− z)−1 +Q−1]u‖
≤ |z|+ |z|‖u‖2‖Q−1‖‖(Q + z)−1‖
≤ |z|(1 + 2κ2‖u‖2).
Since the norm of u is majorized in terms of C and LP only by some constant
ℓ > 0, we deduce that ‖z0 + u∗Q−1u− z0 + z + u∗(−Q− z)−1u‖ ≤ |z|(1 +
2κ2ℓ2). Thus, we require |z|(1 + 2κ2ℓ2) < δ. This yields that , if |z| <
min{κ−1/2, δ(1+2κ2ℓ2)}, then z0Eˆ11⊗1A−LP −z(Im⊗1A) is invertible. This
concludes the proof of our lemma.
6.2 From Lemma 1.3 to Theorem 1.1
Let an = (a
(1)
n , . . . , a
(t)
n ) be a t-tuple of noncommutative self-adjoint ran-
dom variables which is free with the semicircular system x = (x1, . . . , xr) in
(A, τ), such that the distribution of an in (A, τ) coincides with the distri-
bution of (A
(1)
n , . . . , A
(t)
n ) in (Mn(C), trn). Let P be a Hermitian polynomial
in t+r noncommutative indeterminates. Let LP ∈ Mm (C〈X1, . . . ,Xt+r〉)
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be a linearization of P as constructed in Section 6.1. Fix δ > 0 and
let z ∈ R be such that for all large n, the distance from z to the spec-
trum of
(
P
(
x1, . . . , xr, a
(1)
n , . . . , a
(t)
n
))
is greater than δ. According to
Lemma 6.2 (and (1.4)), there exists a constant ǫ > 0, depending only on
δ, LP and supnmax1≤u≤t ‖A(u)n ‖ such that the distance from 0 to sp(zEˆ11⊗
1A − LP (x1, . . . , xr, a(1)n , . . . , a(t)n )) is as least ǫ. Now, according to Lemma
1.3, almost surely, for all large n, the distance from 0 to the spectrum
of (zEˆ11 ⊗ In − LP (X
(1)
n√
n
, . . . , X
(r)
n√
n
, A
(1)
n , . . . , A
(t)
n )) is as least ǫ/2. Hence,
for any z′ ∈]z − ǫ/4; z + ǫ/4[, 0 is not in the spectrum of (z′Eˆ11 ⊗ In −
LP (
X
(1)
n√
n
, . . . , X
(r)
n√
n
, A
(1)
n , . . . , A
(t)
n )). Finally, according to Lemma 6.1, al-
most surely, for large n, ]z − ǫ/4; z + ǫ/4[ lies outside the spectrum of
P (X
(1)
n√
n
, . . . , X
(r)
n√
n
, A
(1)
n , . . . , A
(t)
n ). A compacity argument readily yields The-
orem 1.1.
7 Proof of (1.11)
Our approach is then very similar to that of [20] and [28]. Therefore, we
will recall the main steps.
First, the almost sure minoration
lim inf
n−→+∞
∥∥∥∥∥P
(
X
(1)
n√
n
, . . . ,
X
(r)
n√
n
,A(1)n , . . . , A
(t)
n
)∥∥∥∥∥ ≥ ‖P (x1, . . . xr, a1, . . . , at)‖
comes rather easily from (1.6); this can be proved by closely following the
proof of Lemma 7.2 in [20]. So, the main difficulty is the proof of the almost
sure reverse inequality:
lim sup
n−→+∞
∥∥∥∥∥P
(
X
(1)
n√
n
, . . . ,
X
(r)
n√
n
, ,A(1)n , . . . , A
(t)
n
)∥∥∥∥∥ ≤ ‖P (x1, . . . xr, , a1, . . . , at)‖A .
(7.1)
The proof of (7.1) consists in two steps.
Step 1: A linearization trick (see Section 2 and the proof of Proposition
7.3 in [20])
In order to prove (7.1), it is sufficient to prove:
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Lemma 7.1. For allm ∈ N, all self-adjoint matrices γ, α1, . . . , αr, β1, . . . , βt
of size m×m and all ǫ > 0, almost surely for all large n,
sp(γ ⊗ In +
r∑
v=1
αv ⊗ X
(v)
n√
n
+
t∑
u=1
βu ⊗A(u)n )
⊂ sp(γ ⊗ 1A +
r∑
v=1
αv ⊗ xv +
t∑
u=1
βu ⊗ au)+]− ǫ, ǫ[. (7.2)
Step 2: An intermediate inclusion Let an = (a
(1)
n , . . . , a
(t)
n ) be a t-tuple
of noncommutative self-adjoint random variables which is free with the semi-
circular system x = (x1, . . . , xr) in (A, τ), such that the distribution of an
coincides with the distribution of (A
(1)
n , . . . , A
(t)
n ) in (Mn(C), trn). Male [26]
proved that if (A
(1)
n , . . . , A
(t)
n ) converges strongly to (a1, . . . , at), then, for
any ǫ > 0, for all large n,
sp(γ ⊗ 1A +
∑r
v=1 αv ⊗ xv +
∑t
u=1 βu ⊗ a(u)n )
⊂ sp(γ ⊗ 1A +
r∑
v=1
αv ⊗ xi +
t∑
u=1
βu ⊗ au)+]− ǫ, ǫ[. (7.3)
Therefore, Lemma 7.1 can be deduced from Lemma 1.3.
8 Appendix
8.1 Basic identities and inequalities
Lemma 8.1. For any matrix M ∈ Mm(C) ⊗Mn(C) and for any fixed k,
we have
n∑
l=1
||Mlk||2 ≤ m||M ||2 (8.1)
(or equivalently
n∑
l=1
||Mkl||2 ≤ m||M ||2.) (8.2)
Therefore, we have
1
n
n∑
k,l=1
||Mkl||2 ≤ m||M ||2. (8.3)
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Proof. Note that
n∑
l=1
||Mlk||2 ≤
n∑
l=1
||Mlk||22
= TrM(Im ⊗ Ekk)M∗
= Tr(Im ⊗ Ekk)M∗M(Im ⊗ Ekk)
≤ ‖M‖2 Tr(Im ⊗ Ekk) = m‖M‖2.
Now, since
n∑
l=1
||Mkl||2 =
n∑
l=1
||M∗kl||2 =
n∑
l=1
||(M∗)lk||2 and ‖M∗‖ = ‖M‖,
(8.1) and (8.2) can be deduced from each other thanks to conjugate trans-
position. Finally (8.2) readily yields (8.3).
Lemma 8.2. Let k ≥ 1. Let M (0),M (1), . . . ,M (k),M (k+1), be nm × nm
matrices depending on λ ∈ {ρ ∈Mm(C),ℑρ > 0} such that ∀w = 0, . . . , k +
1,
∥∥M (w)∥∥ = O(1). Assume that for any (i, l) ∈ {1, . . . , n}2, zi,l are complex
numbers such that supi,l |zi,l| ≤ C for some constant C and {iw(i, l)}w=1,...,k+1
and {jw(i, l)}w=0,...,k are equal to either i or l.
Then,
• for any (p, q) ∈ {1, . . . , n}2,
n∑
i,l=1
zi,lM
(0)
pj0
M
(1)
i1j1
· · ·M (k)ikjkM
(k+1)
ik+1q
= O(u)p,q (n), (8.4)
• if there exists w0 ∈ {1, . . . , k} such that (iw0 , jw0) ∈ {(i, l), (l, i)}, then
for any (p, q) ∈ {1, . . . , n}2,
n∑
i,l=1
zi,lM
(0)
pj0
M
(1)
i1j1
· · ·M (k)ikjkM
(k+1)
ik+1q
= O(u)p,q (
√
n), (8.5)
• if there exists w0 ∈ {1, . . . , k} such that (iw0 , jw0) ∈ {(i, l), (l, i)}, then
n∑
i,l=1
zi,lM
(1)
i1j1
· · ·M (k)ikjk = O(n
√
n), (8.6)
• if there exists (w0, w1) ∈ {1, . . . , k}2, w0 6= w1, such that {(iw0 , jw0), (iw1 , jw1)}
is a subset of {(i, l), (l, i)}2 then
n∑
i,l=1
zi,lM
(1)
i1j1
· · ·M (k)ikjk = O(n). (8.7)
Proof. If (j0, ik+1) ∈ {(i, l), (l, i)}, noticing (using Lemma 8.1) that
n∑
i,l=1
∥∥∥M (0)pi ∥∥∥ ∥∥∥M (k+1)lq ∥∥∥ ≤
(
n∑
i=1
∥∥∥M (0)pi ∥∥∥2
)1/2√
n
(
n∑
l=1
∥∥∥M (k+1)lq ∥∥∥2
)1/2√
n
= O(u)p,q (n),
(8.4) follows.
Now, if (j0, ik+1) ∈ {(i, i), (l, l)}, noticing (using Lemma 8.1) that
n∑
i,l=1
∥∥∥M (0)pi ∥∥∥ ∥∥∥M (k+1)iq ∥∥∥ ≤ n
(
n∑
i=1
∥∥∥M (0)pi ∥∥∥2
)1/2( n∑
i=1
∥∥∥M (k+1)iq ∥∥∥2
)1/2
= O(u)p,q (n),
(8.4) follows. The proof of (8.4) is complete.
Now, assume that there exists w0 ∈ {1, . . . , k} such that (iw0 , jw0) ∈ {(i, l), (l, i)}.
Let M˜ (w0) be either M (w0) or (M (w0))∗.
If (j0, ik+1) ∈ {(i, l), (l, i)}, noticing (using Lemma 8.1) that∑n
i,l=1
∥∥∥M (0)pi ∥∥∥ ∥∥∥M˜ (w0)il ∥∥∥ ∥∥∥M (k+1)lq ∥∥∥
≤
n∑
l=1
∥∥∥M (k+1)lq ∥∥∥
(
n∑
i=1
∥∥∥M (0)pi ∥∥∥2
)1/2( n∑
i=1
∥∥∥M˜ (w0)il ∥∥∥2
)1/2
≤
(
n∑
i=1
∥∥∥M (0)pi ∥∥∥2
)1/2( n∑
i=1
∥∥∥M (k+1)lq ∥∥∥2
)1/2 n∑
i,l=1
∥∥∥M˜ (w0)il ∥∥∥2

1/2
= O(u)p,q (
√
n),
(8.5) follows.
Now, if (j0, ik+1) ∈ {(i, i), (l, l)}, noticing (using Lemma 8.1) that
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∑n
i,l=1
∥∥∥M (0)pi ∥∥∥ ∥∥∥M˜ (w0)il ∥∥∥∥∥∥M (k+1)iq ∥∥∥
≤ n
∥∥∥M˜ (w0)∥∥∥
(
n∑
i=1
∥∥∥M (0)pi ∥∥∥2
)1/2( n∑
i=1
∥∥∥M (k+1)iq ∥∥∥2
)1/2
= O(u)p,q (n),
(8.5) follows. The proof of (8.5) is complete.
Assume that there exists w0 ∈ {1, . . . , k} such that (iw0 , jw0) ∈ {(i, l), (l, i)};
then noticing (using Lemma 8.1) that
n∑
i,l=1
∥∥∥M˜ (w0)il ∥∥∥ ≤ n

 n∑
i,l=1
∥∥∥M˜ (w0)il ∥∥∥2

1/2
= O(n
√
n),
(8.6) follows.
Now, assume that there exists (w0, w1) ∈ {1, . . . , k}2, w0 6= w1, such that
{(iw0 , jw0), (iw1 , jw1)} is a subset of {(i, l), (l, i)}2 . Let for h = 0, 1, M˜ (wh)
be either M (wh) or (M (wh))∗; then noticing (using Lemma 8.1) that
n∑
i,l=1
∥∥∥M˜ (w0)il ∥∥∥∥∥∥M˜ (w1)il ∥∥∥ ≤

 n∑
i,l=1
∥∥∥M˜ (w0)il ∥∥∥2

1/2

 n∑
i,l=1
∥∥∥M˜ (w1)il ∥∥∥2

1/2
= O(n),
(8.7) follows.
We end by recalling some properties of resolvents. First, one can easily
see that for any λ and λ
′
in Mm(C) such that ℑ(λ) and ℑ(λ′) are positive
definite,
(λ⊗1A−s)−1−(λ′⊗1A−s)−1 = (λ⊗1A−s)−1(λ′−λ)(λ′⊗1A−s)−1. (8.8)
For a Hermitian matrix M , the derivative w.r.t M of the resolvent R(z) =
(z −M)−1 satisfies:
R′M (z).H = R(z)HR(z) for all Hermitian matrix H. (8.9)
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Lemma 8.3. Let λ in Mm(C) such that ℑ(λ) is positive definite and h be
a self-adjoint element in Mm(C)⊗A where A is a C∗-algebra endowed with
some state τ . Then
‖(λ⊗ 1A − h)−1‖ ≤ ||ℑ(λ)−1‖ and ||G(λ)|| ≤ ||ℑ(λ)−1||, (8.10)
where G(λ) = (idm ⊗ τ)[(λ⊗ 1A − h)−1].
Lemma 8.4. Let λ in Mm(C) such that ℑ(λ) is positive definite, then for
any mn×mn Hermitian matrix H
||(λ⊗ In −H)−1|| ≤ ||ℑ(λ)−1||, (8.11)
∀1 ≤ k, l ≤ n, ||(λ⊗ In −H)−1kl || ≤ ||ℑ(λ)−1||,
and for p ≥ 2,
1
n
n∑
k,l=1
||(λ ⊗ In −H)−1kl ||p ≤ m||ℑ(λ)−1||p. (8.12)
8.2 Variance estimates
We refer the reader to the book [4]. A probability measure µ on R is said
to satisfy the Poincare´ inequality with constant CPI if for any C1 function
f : R→ C such that f and f ′ are in L2(µ),
V(f) ≤ CPI
∫
|f ′|2dµ,
with V(f) =
∫ |f − ∫ fdµ|2dµ.
Remark 7. If the law of a random variable X satisfies the Poincare´ in-
equality with constant CPI then, for any fixed α 6= 0, the law of αX satisfies
the Poincare´ inequality with constant α2CPI .
Assume that probability measures µ1, . . . , µM on R satisfy the Poincare´ in-
equality with constant CPI(1), . . . , CPI(M) respectively. Then the product
measure µ1⊗· · ·⊗µM on RM satisfies the Poincare´ inequality with constant
C∗PI = max
i∈{1,...,M}
CPI(i) in the sense that for any differentiable function f
such that f and its gradient gradf are in L2(µ1 ⊗ · · · ⊗ µM ),
V(f) ≤ C∗PI
∫
‖gradf‖22dµ1 ⊗ · · · ⊗ µM
with V(f) =
∫ |f − ∫ fdµ1 ⊗ · · · ⊗ µM |2dµ1 ⊗ · · · ⊗ µM (see Theorem 2.5 in
[19]) .
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Lemma 8.5. [Theorem 1.2 in [10]] Assume that the distribution of a random
variable X is supported in [−C;C] for some constant C > 1. Let g be an
independent standard real Gaussian random variable. Then X + δg satisfies
a Poincare´ inequality with constant CPI ≤ δ2 exp
(
4C2/δ2
)
.
Consider the linear isomorphism Ψ0 between Mn(C)sa and R
n2 defined
for any [bkl]
n
k,l=1 ∈Mn(C)sa by
Ψ0([bkl]
n
k,l=1) = ((bkk)1≤k≤n, (
√
2ℜ(bkl))1≤k<l≤n, (
√
2ℑ(bkl))1≤k<l≤n).
Denote by Ψ the natural extension of Ψ0 to a linear isomorphism between
(Mn(C)sa)
r and Rrn
2
defined for any (B1, . . . , Br) in (Mn(C)sa)
r by
Ψ(B1, . . . , Br) = (Ψ0(B1), . . . ,Ψ0(Br)).
Lemma 8.6. Consider r independent n × n random Hermitian matrices
X
(v)
n = [X
(v)
jk ]
n
j,k=1, v = 1, . . . , r, such that the random variables X
(v)
ii ,√
2Re(X
(v)
ij ),
√
2Im(X
(v)
ij ), i < j, are independent and satisfies a Poincare´
inequality with common constant CPI . Let f˜ : R
rn2 → C be a C1 func-
tion such that f˜ and gradf˜ are bounded. Consider the C1 function f :
(Mn(C)sa)
r → C given by f = f˜ ◦Ψ. Then
Vf(
X
(1)
n√
n
, . . . ,
X
(r)
n√
n
) ≤ CPI
n
E{‖gradf(X
(1)
n√
n
, . . . ,
X
(r)
n√
n
)‖2e} (8.13)
where for any Hermitian matrices Z1, . . . , Zr,W1, . . . ,Wr,
〈(Z1, . . . , Zr), (W1, . . . ,Wr)〉e =
r∑
v=1
Tr(ZvWv).
Proof. (8.13) follows from Remark 7, using that Ψ is a linear isometry from
((Mn(C)sa)
r, 〈, 〉e) to Rrn2 with usual Euclidean inner product.
Thanks to (8.13), sticking to the proof (from “(4.6)” to “(4.13)”) of Theorem
4.5 in [20], we similarly get the following variance estimates.
Lemma 8.7. Let X
(v)
n , v = 1, . . . , r be as defined in Lemma 8.6 and A
(u)
n ,
u = 1, . . . , t, be n × n deterministic Hermitian matrices such that for any
u = 1, . . . , t, supn
∥∥∥A(u)n ∥∥∥ < ∞. Let RN and HN be as defined in (3.2)
and (3.3). There exists some constant C > 0 such that, for any n ≥ 1
and for any λ in Mm(C) such that ℑλ is positive definite, we have, for any
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deterministic nm × nm matrices F (1)n and F (2)n such that ‖F (1)n ‖ ≤ K and
‖F (2)n ‖ ≤ K, for any (p, q) ∈ {1, . . . , n}2,
E{‖idm ⊗ trn(F (1)n Rn(λ)F (2)n )− E(idm ⊗ trn(F (1)n Rn(λ)F (2)n ))‖2}
≤ K
4Cm3
n2
‖(ℑ(λ))−1‖4, (8.14)
E{‖(F (1)n Rn(λ)F (2)n )pq − E((F (1)n Rn(λ)F (2)n )pq)‖2}
≤ K
4Cm3
n
‖(ℑ(λ))−1‖4.
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