Strategie di gestione energetica in terminali radiomobili alimentati da sorgenti rinnovabili by Mansutti, Giulia
Università degli Studi di Padova
Dipartimento di Ingegneria dell’Informazione
Corso di Laurea in Ingegneria dell’Informazione
Strategie di gestione energetica in
terminali radiomobili alimentati da
sorgenti rinnovabili
Laureando Relatore




2.1 Catene di Markov a tempo discreto . . . . . . . . . . . . . . . 5
2.2 Transizioni del sistema . . . . . . . . . . . . . . . . . . . . . . 8
2.3 Comportamento asintotico . . . . . . . . . . . . . . . . . . . . 10
2.3.1 Probabilità di stato . . . . . . . . . . . . . . . . . . . . 10
2.3.2 Probabilità di stato asintotiche . . . . . . . . . . . . . 11
3 Il sistema 13
3.1 Il modello generale . . . . . . . . . . . . . . . . . . . . . . . . 13
3.2 Politiche di gestione energetica . . . . . . . . . . . . . . . . . . 14
3.2.1 Reward media e politica ottima . . . . . . . . . . . . . 15
3.2.2 Politiche implementate . . . . . . . . . . . . . . . . . . 16
4 Implementazione e risultati numerici 19
4.1 Implementazione matlab . . . . . . . . . . . . . . . . . . . . . 19
4.1.1 Matrice di transizione dei pacchetti dati . . . . . . . . 20
4.1.2 Matrice di transisizione dei i quanti di energia . . . . . 21
4.1.3 Vettore delle probabilità stazionarie . . . . . . . . . . . 24
4.1.4 Reward media normalizzata . . . . . . . . . . . . . . . 24
4.2 Reward media vs. capacità del buﬀer . . . . . . . . . . . . . . 26
4.3 Simulazioni dell’andamento del sistema . . . . . . . . . . . . . 28
5 Conclusioni e sviluppi futuri 31
5.1 Conclusioni . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
5.2 Sviluppi futuri . . . . . . . . . . . . . . . . . . . . . . . . . . . 32INDICE iii
Bibliograﬁa 34Sommario
Questo lavoro si propone di studiare l’eﬃcienza di diverse politiche di ge-
stione energetica, adottabili in terminali radiomobili alimentati da sorgenti
rinnovabili (Energy Harvesting Devices), sulla base dell’assunzione che i pro-
cessi degli arrivi dei quanti di energia e dei pacchetti dati che il dispositivo
deve gestire siano modellati da due catene di Markov a tempo discreto.
L’obiettivo ﬁnale è quello di confrontare tra loro le diverse politiche imple-
mentate per determinare quale sia la più eﬃciente in termini di informazione
trasmessa, al variare della capacità della batteria utilizzata dal dispositivo.
Si fornisce inoltre un contributo originale estendendo il modello a considerare
anche il mancato arrivo di pacchetti dati.vCapitolo 1
Introduzione
L’imponente sviluppo della tecnologia wireless, che vanta tra le sue appli-
cazioni telefoni cellulari, computer portatili, reti di sensori e dispositivi bio-
medicali, è stato favorito in larga misura dall’avanzamento tecnologico che
ha portato ad una signiﬁcativa riduzione delle dimensioni e del prezzo delle
batterie utilizzate dai terminali. Tuttavia, la sempre maggiore diﬀusione di
dispositivi wireless ha generato un’altra esigenza primaria: trovare un modo
per evitare o ridurre drasticamente la necessità di ricaricare, mantenere e
sostituire le batterie utilizzate dai terminali [17]. Si pensi per esempio ad
una rete formata da molti sensori che devono necessariamente essere wireless
a causa della loro collocazione in un luogo in cui non è economicamente con-
veniente portare una rete di distribuzione elettrica (per esempio una stazione
di monitoraggio meteo): la ricarica e la sostituzione di un grande numero di
batterie costituisce un problema non indiﬀerente.
Nonostante i passi avanti compiuti dalla tecnologia, il miglioramento delle
prestazioni delle batterie, in termini di densità di energia, non ha un anda-
mento tanto promettente (ovvero esponenziale in funzione del tempo) quanto
quello di altre ﬁgure di merito. In Fig. 1.1 è riportato un graﬁco che confron-
ta, nel caso di una tecnologia mobile ormai consolidata quale un computer
portatile, l’andamento in funzione del tempo di diverse metriche che stabi-
liscono l’eﬃcienza del dispositivo [17]; come si può vedere, l’aumento della
densità di energia della batteria registra l’andamento più lento.
In questo scenario si è cominciato a guardare con interesse a dispositivi
in grado di sfruttare l’energia proveniente dall’ambiente esterno raccoglien-
dola e immagazzinandola sotto forma di energia elettrica [4], [7]: gli energy
harvesting devices (EHD). Questi dispositivi hanno la capacità di utilizza-
re l’energia proveniente dall’ambiente in cui si trovano, e dunque sono in
grado di operare autonomamente per lunghi periodi di tempo, riducendo la
necessità di manutenzione e sostituzione.
1CAPITOLO 1. INTRODUZIONE 2
Figura 1.1: Miglioramenti relativi nella tecnologia dei personal computer dal
1990 al 2003.[17]
L’energia raccolta dagli energy harvesting devices può derivare da diverse
fonti e avere diversi impieghi. Tra le fonti di energia rinnovabile utilizzate
da questi dispositivi, si annoverano per esempio: quella solare, quella eolica,
quella derivante dalle vibrazioni meccaniche (VEH: vibration energy harve-
sters [13]), dalle radiazioni elettromagnetiche e quella generata dal corpo
umano [5], [16] (dal movimento o dal calore). Gli EHD possono avere diver-
se applicazioni nell’ambito della tecnologia wireless: vengono utilizzati per
alimentare nodi di reti di sensori [6], [7], dispositivi biomedicali (sfruttando
soprattutto il movimento e il calore come fonte di energia) [5], in applicazio-
ni industriali di vario genere [13], e per alimentare dispositivi come orologi,
cellulari e personal computer [17].
Gli EHD, grazie alla loro capacità di sfruttare l’energia proveniente da
fonti rinnovabili al ﬁne di compiere operazioni di rilevamento e trasmissione
di dati, sono quindi particolarmente utili in situazioni in cui una sorgente
di energia elettrica sicura e costante (come quella derivante da una centrale
elettrica o da una batteria) non sia disponibile, oppure nel caso in cui sia
troppo dispendiosa in termini di costo di installazione e manutenzione.CAPITOLO 1. INTRODUZIONE 3
Consideriamo ora un terminale radiomobile che si occupa di gestire del-
l’informazione, ovvero che si occupa del rilevamento, dell’elaborazione, della
generazione e della trasmissione di dati. Nel caso in cui il dispositivo sia
alimentato da energia elettrica proveniente da sorgenti “tradizionali” quali
una rete di distribuzione, l’obiettivo che generalmente si persegue è quello di
minimizzare il consumo di energia, senza compromettere dei requisiti minimi
in termini di performance, per esempio senza far aumentare sopra una cer-
ta soglia il ritardo nella trasmissione dei dati. Nel caso di un EHD invece,
l’obiettivo che si persegue è quello di elaborare una strategia per gestire al
meglio l’energia immagazzinata dall’ambiente [10].
Questo lavoro prende in considerazione un dispositivo che si occupa di
trasmettere dati di diversa “importanza”, con l’obiettivo di elaborare e con-
frontare tra loro diverse strategie (chiamate anche politiche) di gestione ener-
getica per arrivare a determinare quale tra le diverse politiche sia più eﬃcien-
te. L’analisi è stata condotta utilizzando due catene di Markov per modellare
i processi degli arrivi dei quanti di energia e dei pacchetti dati, prendendo
ispirazione da quanto fatto in [10], [11], [7], [9]. Il contributo originale di
questa tesi consiste nell’aver considerato uno scenario nel quale in un dato
istante di tempo può anche non arrivare alcun pacchetto dati da trasmettere.
Nel capitolo 2 vengono riportati alcuni concetti fondamentali alla base
della teoria delle catene di Markov, così da poter comprendere meglio il
lavoro svolto. Nel capitolo 3 viene presentato il modello generale del sistema
analizzato e vengono deﬁnite le tre politiche implementate. Nel capitolo
4 viene brevemente descritta l’implementazione matlab del sistema per poi
arrivare a presentare e commentare i risultati ottenuti. Inﬁne il capitolo 5
raccoglie le conclusioni del lavoro e i possibili sviluppi futuri.Capitolo 2
Background
I dispositivi radiomobili alimentati da una fonte rinnovabile, noti come Ener-
gy Harvesting Devices (EHD), si servono dell’energia fornita dall’ambiente
esterno ed accumulata in una batteria, per gestire informazioni: ovvero ri-
cevere, eleaborare, generare e trasmettere dati [10] [17]. Tuttavia, l’energia
proveniente da fonti rinnovabili ha l’inconveniente di non essere sempre dispo-
nibile e costante: si pensi ad un pannello fotovoltaico che sfrutta la radiazione
luminosa emanata dal sole per accumulare energia, in questo caso l’approv-
vigionamento di energia dipende dall’ora del giorno (di notte l’energia non è
disponibile) come anche dalle condizioni metereologiche (se è nuvoloso, l’e-
nergia che raggiunge il dispositivo potrebbe essere intermittente). Proprio
per la natura non costante delle sorgenti di cui si servono gli energy harve-
sting devices, è cruciale elaborare delle strategie di gestione energetica che
rendano sempre più eﬃciente l’utilizzo della batteria [9] [10].
Un EHD può essere rappresentato dal modello riportato in Figura 2.1.
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Figura 2.1: Modello di un Energy Harvesting Device [1]
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L’energia perviene all’EHD sotto forma di quanti che, tramite un apposito
dispositivo (un pannello solare, nell’esempio in ﬁgura) vengono trasferiti alla
batteria ricaricabile, rappresentata da un buﬀer [10], [11]. Per quanto riguar-
da i dati gestiti, essi sono costituiti da pacchetti di diverso valore, dipendente
dalla loro importanza; ciascuno di questi pacchetti arriva ad un dispositivo
di controllo: questo dispositivo si occupa della trasmissione dei dati e quindi,
in deﬁnitiva, dell’utilizzo dell’energia immagazzinata nella batteria, secondo
la strategia adottata.
Vogliamo deﬁnire il concetto di strategia di gestione energetica per poi
analizzarne diverse, al ﬁne ultimo di determinare quale di queste sia più eﬃ-
ciente e a quali condizioni. La metrica per deﬁnire l’eﬃcienza di una determi-
nata politica energetica è costituita dal guadagno medio ottenibile adottando
la politica in questione. Il guadagno può essere pensato in linea generale, co-
me una misura della quantità media di pacchetti dati trasmettibili adottando
una determinata strategia di gestione [10]: esso dipende dalla strategia adot-
tata, dal processo degli arrivi dei quanti di energia e dal processo degli arrivi
dei pacchetti dati.
In particolare esso dipende dalla probabilità che il livello di energia nella
batteria assuma un certo valore a regime, ovvero dopo un intervallo di tem-
po suﬃcientemente lungo aﬃnché le condizioni iniziali (cioé la carica della
batteria all’istante iniziale) non inﬂuenzino l’evoluzione del processo.
Per poter calcolare questa probabilità, detta probabilità asintotica di sta-
to (def 2.10) e quindi il guadagno, poiché i processi degli arrivi dell’energia
e dei dati sono rappresentati da due catene di Markov tra loro indipendenti,
è necessario introdurre alcuni concetti fondamentali sulla teoria delle catene
di Markov. Questo capitolo si occupa per l’appunto di presentare i concetti
teorici fondamentali utilizzati in questo lavoro: si comincia dalla deﬁnizione
di cosa sia una catena di Markov (MC ovvero Markov Chain), per arrivare
alla deﬁnizione del vettore delle probabilità di stato stazionario e di alcune
sue proprietà che sono state sfruttate per implementare il sistema in matlab.
2.1 Catene di Markov a tempo discreto
Il sistema considerato in Figura 2.1 è un sistema a tempo discreto: l’asse
temporale è suddiviso in intervalli (chiamati anche passi) in ognuno dei quali
può arrivare o meno un pacchetto dati e può arrivare o meno un quanto
di energia. Il pacchetto dati che perviene al dispositivo nell’intervallo k, è
rappresentato da una variabile aleatoria discreta Vk che assume valori su
un alfabeto ﬁnito di interi, che nel caso considerato contiene 4 valori: V =CAPITOLO 2. BACKGROUND 6
f0;v1;v2;v3g con probabilità p0;p1;p2;p3, dove Vk = 0 indica l’evento “non è
arrivato alcun pacchetto nell’intervallo k”, che si veriﬁca con probabilità p0.
Ricordando la deﬁnizione di processo aleatorio a tempo discreto [3]:
Deﬁnizione Un processo aleatorio a tempo discreto è costituito da una fa-
miglia di variabili aleatorie fXng, dove n assume valori in uno speciﬁco sot-
toinsieme degli interi; l’insieme dei valori che fXng può assumere, è detto
spazio di stato. [3]
la sequenza costituita dalle variabili aleatorie fV1;V2;:::;Vn;:::g, dove Vi
rappresenta il pacchetto dati che arriva nell’intervallo temporale i, costituisce
un processo aleatorio; l’insieme V dei valori assumibili dalle variabili Vi è
lo spazio di stato del processo fVkg. Assumiamo che le variabili Vk siano
indipendenti tra loro e identicamente distribuite (i.i.d.).
Analogamente il quanto di energia che può arrivare nell’intervallo k è
rappresentato da una variabile aleatoria Qk che può assumere solo due va-
lori Q = f0;1g con probabilità p0 e p1 = 1   p0: se Qk = 1, signiﬁca che
al passo k è arrivato un quanto di energia, altrimenti non è arrivato alcun
quanto. Per la deﬁnizione appena data, anche la sequenza di variabili aleato-
rie fQ1;Q2;:::;Qn;:::g, dove Qi rappresenta il quanto di energia che arriva
nell’intervallo i, costituisce un processo aleatorio di spazio di stato Q. Anche
in questo caso, assumiamo che le variabili Qk siano i.i.d..
I processi degli arrivi dei pacchetti dati e dei quanti di energia sono due
processi particolari, ovvero sono due catene di Markov [3]:
Deﬁnizione Il processo aleatorio fX0;X1;:::g è una catena di Markov (MC,
ovvero Markov Chain) se gode della proprietà di Markov, ovvero se per ogni
n  1: [3]
P(Xn+1 = in+1jXn = in;:::;X0 = i0) = P(Xn+1 = in+1jXn = in) (2.1)
In altre parole, data una sequenza di valori assunti dal processo in diversi
istanti f0;1;:::;ng, la probabilità che il processo assuma un determinato va-
lore al tempo n + 1, dipende solamente dal valore che il processo ha assunto
nel precedente istante n, e non dall’intera sequenza di valori.
Descrivere l’evoluzione dello stato della batteria nel tempo, ovvero l’e-
voluzione della sequenza di variabili aleatorie fEkg al variare di k è più
complicato, in quanto esso dipende, oltre che dai processi degli arrivi dei
quanti di energia e dei pacchetti dati, anche da come è modellata la batte-
ria, ovvero dalla sua capacità massima emax che determina lo spazio di stato
E = f0;1;:::;emaxg di fEkg; inoltre dipende anche dalla strategia di gestioneCAPITOLO 2. BACKGROUND 7
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Figura 2.2: Modello di una batteria di capacità massima emax, il cui livello
di energia è pari a e.
energetica adottata dal dispositivo, nella misura in cui questa determina la
probabilità di trasmettere un determinato pacchetto (e quindi di consumare
un quanto di energia) quando il dispositivo si trova in un certo stato.
L’evoluzione della carica in una batteria di capacità emax, come quella in
Figura 2.2 può essere quindi visto come un processo di decisione di Markov
(MDP, cioé Markov Decision Process), ovvero [14]:
Deﬁnizione Un processo di decisione di Markov (MDP) è una 4-tupla (S;A;
Pa(Sij;Slm); Ra(Sij;Slm)) dove [14]:
 S è un insieme ﬁnito di stati; in questo caso S = fSijgi2E;j2V con
Sij = (Ei;Vj), ovvero ogni stato è formato da una coppia costituita da
un possibile livello di energia nella batteria Ei 2 E = f0;:::;emaxg e
da un possibile pacchetto dati Vj 2 V = f0;v1;v2;v3g.
 A è un insieme ﬁnito di azioni; in questo caso A={trasmettere V1,
trasmettere V2, trasmettere V3, non trasmettere V1, non trasmettere
V2, non trasmettere V3}.
 Pa(Sij;Slm) = P[S(n + 1) = SlmjS(n) = Sij;an = a] è la probabilità
che lo stato al tempo n + 1 sia S(n + 1) dato che al tempo n lo stato
era S(n) ed è stata compiuta l’azione a.
 Ra(Sij;Slm) è il guadagno immediato che si ottiene passando dallo stato
s allo stato s + 1 compiendo l’azione a. Per esempio se al tempo n la
batteria ha 3 quanti di energia e non viene ricevuto alcun ulteriore
quanto, ma viene invece ricevuto un pacchetto dati di valore v = 3 e
si decide di compiere l’azione {trasmettere v} (consumando quindi un
quanto di energia per la trasmissione di v), il guadagno immediato che
si ottiene passando dallo stato (3;v) allo stato (2;v) è 3.CAPITOLO 2. BACKGROUND 8
Figura 2.3: Esempio di MDP: gli stati sono evidenziati in verde, le azioni
in rosso, mentre le frecce gialle indicano il guadagno immediato ottenibile
passando da uno stato ad un altro tramite la particolare azione ai.
2.2 Transizioni del sistema
Le due MC che rappresentano gli arrivi dei quanti di energia e dei pacchetti
dati e il MDP che rappresenta l’energia nella batteria, hanno spazi di stato
rispettivamente Q = f0;1g, V = f0;v1;v2;v3g e E = f0;:::;emaxg. Per
determinare l’evoluzione dei tre processi, dobbiamo conoscere la descrizione
statistica dell’evoluzione di ciascun processo da uno stato ad un altro.
Per fare questo richiamiamo la deﬁnizione di matrice di transizione in k
passi per una MC di N stati [2]:
P(k) =
2
6 6 6 6
6 6 6 6 6 6
6
4
P0;0(k) P0;1(k) ::: P0;j(k) ::: P0;N(k)














PN;0(k) PN;1(k) ::: PN;j(k) ::: PN;N(k)
3
7 7 7 7 7




dove Pi;j(k) = P[Xn+k = jjXn = i] è la probabilità che il processo evolva
dallo stato i allo stato j in k passi. E dove per deﬁnizione P(0) = I, poichéCAPITOLO 2. BACKGROUND 9
in zero passi il sistema rimane nello stato in cui si trova e quindi gli unici
elementi non nulli della matrice sono quelli sulla diagonale del tipo Pi;i(0).
Prendendo in considerazione il caso k = 1, otteniamo la matrice di
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P0;0 P0;1 ::: P0;j ::: P0;N














PN;0 PN;1 ::: PN;j ::: PN;N
3
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5
(2.3)
questa matrice ha la proprietà di generare qualsiasi altra matrice di transi-
zione in k passi. Infatti dalle equazioni di Chapman-Kolmogorov:
Proposizione 2.2.1 Per ogni coppia di interi positivi n; k, vale che [2]:
Pi;j(n + k) =
N X
s=0
Pi;s(n)Ps;j(k); i;j 2 S (2.4)
che in forma matriciale diventa: P(n+k) = P(n)P(k), o equivalentemente:
P(k) = P
k (2.5)
segue che è suﬃciente conoscere la matrice di transizione in un passo per
poter determinare tutte le altre probabilità di transizione in k passi.
La matrice di transizione in un passo del processo di generazione dei
pacchetti dati, è quindi deﬁnita da:
Pv =
2
6 6 6 6
6
4
Pv0;v0 Pv0;v1 Pv0;v2 Pv0;v3
Pv1;v0 Pv1;v1 Pv1;v2 Pv1;v3
Pv2;v0 Pv2;v1 Pv2;v2 Pv2;v3










p0 p1 p2 p3
p0 p1 p2 p3
p0 p1 p2 p3






dove Pvi;vj = P[Vk+1 = vjjVk = vi] indica la probabilità che all’istante k + 1
arrivi il pacchetto j dato che all’istante k è arrivato il pacchetto i.
La seconda uguaglianza segue dal fatto che si è assunto che gli arrivi
siano indipendenti, perciò Pvi;vj = pj 8i 2 f0;1;2;3g, ovvero la probabilitàCAPITOLO 2. BACKGROUND 10
che in un certo istante arrivi il pacchetto i   esimo è indipendente da quale
pacchetto sia arrivato nell’istante precedente.








4p0 1   p0
p0 1   p0
3
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6 6 6 6
4
P0;0 P0;1 ::: P0;emax
P1;0 P1;1 ::: P1;emax
. . .
. . . ... . . .
Pemax;0 Pemax;1 ::: Pemax;emax
3
7 7 7 7 7
5
(2.7)
dove Pi;j = P[Ek+1 = jjEk = i] con i;j 2 f0;:::;emaxg; ovvero Pi;j è la
probabilità che l’energia nel buﬀer all’istante k+1 sia j dato che all’istante k
era i. I singoli termini della matrice dipendono dalle probabilità delle azioni
che si possono compiere da un dato stato i, ovvero dipendono dalla strategia
di gestione energetica
2.3 Comportamento asintotico
La probabilità che la batteria, si trovi in un certo stato quando è a regime,
ovvero dopo un tempo suﬃcientemente lungo (il signiﬁcato di questo agget-
tivo verrà chiarito a breve), al limite tendente ad inﬁnito, prende il nome di
probabilità (di stato) asintotica. A partire dalle probabilità di transizione,
è possibile calcolare le probabilità asintotiche, servendosi di un altro tipo di
probabilità, dette probabilità di stato.
2.3.1 Probabilità di stato
Le probabilità di stato sono le probabilità assolute che il sistema si trovi in un
certo stato j, a diﬀerenza delle probabilità di transizione che sono probabilità
condizionate, ovvero probabilità che il sistema sia nello stato j al tempo n+k,
dato che si trovava nello stato i al tempo n.
Prendendo come esempio una batteria di capacità emax, il vettore delle
probabilità di stato (in k passi) è:
p(k) = [p0(k);p1(k);:::;pemax(k)]: (2.8)CAPITOLO 2. BACKGROUND 11
dove pj(k) = P(Ek = j) è la probabilità che il livello di energia nel buﬀer sia
j all’istante k.
Dalla condizione di normalizzazione e dal teorema della probabilità totale,
segue che [2]:
















pi(0)Pi;j(k) = p(0)P(k) = p(0)P
k
(2.9)
dove p(0) è il vettore delle probabilità di stato iniziali, e l’ultimo passaggio
è una conseguenza dell’equazione di Chapman-Kolmogorov (2.5). Dunque
il comportamento delle probabilità di stato in funzione del tempo, è uni-
vocamente determinato dal vettore delle probabilità di stato iniziali e dalla
matrice di transizione del sistema.
2.3.2 Probabilità di stato asintotiche
Il vettore delle probabilità di stato asintotiche, sempre considerando una
batteria di capacità massima emax, è deﬁnito da:
 = [0;1;:::;emax] con j = lim
k!1
Pi;j(k); j 2 S (2.10)
In sostanza j fornisce la probabilità che, campionando il processo in
un istante casuale arbitrariamente lontano nel tempo, si osservi il processo
nello stato j. Quando esiste (e questo non è messo in discussione in questa
trattazione), la probabilità asintotica di stato è indipendente dal vettore delle
probabilità iniziali di stato p(0).











Introduciamo ora un’altra deﬁnizione:
Deﬁnizione Il vettore p delle probabilità di stato, è detto stazionario se, a
partire da p, il vettore delle probabilità di stato non evolve più nel tempo,
ovvero rimane costante: p = pP(k) = p per ogni k > 0.CAPITOLO 2. BACKGROUND 12
Il MDP che rappresenta l’evoluzione della carica nella batteria soddisfa
le condizioni (vedi teorema 7.9 in [2]) aﬃnchè valga la seguente proprietà:
il vettore  è l’unico vettore delle probabilità di stato stazionarie, ovvero
 = P.
Da  = P segue che (I  P) = 0. Aggiungendo a questo, la condizione
di normalizzazione, otteniamo il seguente sistema:
(
(I   P) = 0
1 =
Pemax
j=0 j = 1




dove 1 indica il vettore di dimensione emax  1 con tutti gli elementi 1.
Ponendo emax = N, risolvendo il sistema di N+1 equazioni (delle quali una è
combinazione lineare delle altre, e quindi ridondante), possiamo determinare
tutte le componenti del vettore delle probabilità stazionarie.
Quindi conoscendo la matrice di transizione in un passo, è possibile cal-
colare la probabilità che il livello della batteria sia i quando il sistema è a
regime.
Per calcolare il guadagno, siamo interessati a conoscere qual è la proba-
bilità che a regime il sistema si trovi nello stato (e;vi), ovvero la probabilità
che a regime il livello della batteria sia e, e che venga ricevuto il pacchetto
vi. Dobbiamo quindi calcolare i valori degli elementi del vettore:
 = [(0;0):::(emax;0) (0;v1):::(emax;v1):::(emax;v3)] (2.13)
Tuttavia, le due MC degli arrivi dei quanti di energia e dei pacchetti dati,
sono indipendenti, quindi la probabilità che il sistema si trovi con la batteria
nello stato e e con un pacchetto dati di valore vi è semplicemente il prodotto
delle due probabilità, quindi il vettore  diventa:
 = [(0)p0 :::(emax)p0 (0)p1 :::(emax)p1 :::(emax)p3] (2.14)







3.1 Il modello generale
Il modello del sistema analizzato, che prende ispirazione da quello considerato
in [10], comprende quattro componenti fondamentali: il tempo, la batteria
utilizzata dal dispositivo, i pacchetti dati e i quanti di energia gestiti dal
dispositivo.
1. Il tempo. Nel sistema considerato, il tempo è suddiviso in intervalli:
un dato intervallo k va dall’istante k all’istante k +1: [k;k +1);k 2 Z.
2. La batteria. La batteria del dispositivo è modellata come un buﬀer
di capacità massima emax, ovvero il livello di energia della batteria può
assumere valori in E = f0;1;:::;emaxg.
3. I pacchetti dati. L’informazione che il dispositivo deve gestire è stata
considerata in forma di pacchetti, a ciascuno dei quali è stato assegnato
un determinato valore v di valore crescente in base alla sua importanza:
v 2 V = fv1;v2;v3g, dove v1 indica un pacchetto poco importante, v2
uno di importanza media e v3 uno molto importante.
Il contributo originale di questo lavoro consiste nell’aver preso in con-
siderazione anche il caso in cui in un dato intervallo di tempo possa
non arrivare alcun pacchetto dati: questa situazione è stata modellata
introducendo un ulteriore valore v0 = 0 che il pacchetto v assume con
probabilità p0, ovvero p0 coincide con la probabilità che non arrivino
pacchetti dati al sistema.
In ogni intervallo temporale k, può arrivare al massimo un pacchet-
to dati al dispositivo, e analogamente può essere inviato al massimo
un pacchetto dati dal dispositivo. Un pacchetto dati che arriva al di-
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spositivo all’istante k può essere solo trasmesso oppure scartato dal
dispositivo.
4. L’energia. L’energia arriva al dispositivo sotto forma di quanti: in
ogni intervallo di tempo può arrivare al massimo un quanto di energia;
quindi, come visto nel capitolo 2, indicando con Qk il processo degli
arrivi dei quanti nell’intervallo temporale k, si ha che: Qk 2 Q =
f0;1g, dove Qk = 1, se al tempo k arriva un quanto di energia, mentre
Qk = 0 altrimenti. Per trasmettere un pacchetto dati nell’intervallo
k, è necessario un quanto di energia, indipendentemente dal valore del
pacchetto.
Inoltre è stata fatta l’ulteriore assunzione che un quanto di energia che
arriva al dispositivo nell’intervallo k può essere utilizzato per trasmet-
tere pacchetti dati solo a partire dall’intervallo k + 1. Quindi se per
esempio nell’intervallo k: la batteria è scarica (Ek = 0) e arrivano un
pacchetto dati ed un quanto di energia, quest’ultimo non può essere
utilizzato per trasmettere il pacchetto dati; quindi il pacchetto sarà
scartato e il quanto di energia verrà accumulato nella batteria.
Il numero di quanti di energia Ek+1 presenti al tempo k+1 nella batteria,
è così determinato:
Ek+1 = minf[Ek   Ak]
+ + Qk;emaxg
dove Ak indica l’azione compiuta dal dispositivo all’istante k: Ak è 1
se all’istante k viene trasmesso un pacchetto dati e conseguentemente viene
consumato un quanto di energia del buﬀer, mentre è 0 se all’istante k non
viene trasmesso alcun pacchetto dati e quindi non viene consumato alcun
quanto di energia.
Due situazioni limite indesiderate in cui si può trovare il buﬀer sono:
energy outage e energy overﬂow. Il primo caso si veriﬁca quando Ek = 0,
ovvero quando il buﬀer è vuoto; di conseguenza se all’istante k arriva un
pacchetto dati, il dispositivo non può trasmetterlo perchè non ha energia nella
batteria. Il secondo caso si veriﬁca quando (Ek = emax)^(Ak = 1)^(Qk = 0),
ovvero quando arriva un quanto di energia in un istante in cui il buﬀer è già
pieno e dunque questo non può essere immagazzinato andando così sprecato.
3.2 Politiche di gestione energetica
Dato il modello del sistema appena delineato, si vuole rendere eﬃciente la
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rinnovabili, non è costante nè perfettamente prevedibile. L’eﬃcienza di un
dispositivo è deﬁnita dal rapporto tra i dati trasmessi dal dispositivo e quelli
da esso trasmettibili, se disponesse sempre di energia nella batteria. Assu-
miamo che la struttura della batteria, il processo degli arrivi dei quanti di
energia e il processo degli arrivi dei pacchetti dati siano non modiﬁcabili (e
quindi non migliorabili). Per rendere eﬃciente il dispositivo in termini di
dati trasmessi, il parametro sul quale agiremo è Ak, ovvero l’azione che il
dispositivo compie al tempo k. Una politica di gestione energetica impo-
ne appunto la probabilità che il dispositivo compia una determinata azione
(trasmetta/non trasmetta un determinato pacchetto v ricevuto al tempo k),
dato che la sua energia nella batteria è e.
La deﬁnizione di politica di gestione energetica di un EHD richiede l’in-
troduzione del concetto di stato:
Deﬁnizione lo stato di un EHD al tempo k è deﬁnito come Sk = (Ek;Vk),
dove Ek è il livello di energia del buﬀer nell’intervallo k, mentre Vk indica il
valore dell’importanza del pacchetto ricevuto nell’intervallo k, oppure è zero
se nell’intervallo considerato non è stato ricevuto alcun pacchetto.
Deﬁnizione Dato un dispositivo EHD, il cui stato al tempo k è Sk =
(Ek;Vk), una politica  è una misura di probabilità, parametrizzata da Sk,
sullo spazio delle azioni A = f0;1g.
Quindi dato Sk, una politica determina l’azione da svolgere al tempo k,
ovvero determina Ak 2 f0;1g. Per esempio: dato Sk = (e;v) 2 E  V , la
politica  assegna (0;e;v) = 1   (1;e;v), ovvero assegna una probabilità
agli eventi ”trasmettere il pacchetto v” e ”non trasmettere il pacchetto v”,
rispettivamente [10].
3.2.1 Reward media e politica ottima
Data una certa politica , la metrica utilizzata per misurare le sue prestazioni,
è il guadagno medio (ovvero la reward media): il guadagno medio fornisce
un’indicazione della quantità di dati che il dispositivo riesce a trasmettere,
adottando una certa politica , quando è “a regime”, ovvero per k ! 1 (dove
k indica un istante temporale ).











   S0

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dove il valore atteso è calcolato rispetto alle variabili fAk;Qk;Vkg, e dove Ak
dipende da .
Una politica è ottima se massimizza la reward media deﬁnita in (3.1). Si
può dimostrare [10] che la politica ottima ha una struttura a soglia, ovvero
è del tipo:
(
(1;e;v) = 1 v  vth(e)
(1;e;v) = 0 v < vth(e)
(3.2)
dove vth(e) è un opportuna soglia deﬁnita per ogni livello di energia e 2
E; e 6= 0 del buﬀer.
Si procede adesso a deﬁnire tre diverse politche: una non a soglia (poli-
tica “greedy”), una a soglia indipendente dal livello di energia (politica “ba-
lanced”), e una a soglia (politica “low complexity”), con il duplice obiettivo
di studiarne il comportamento singolarmente al variare della capacità massi-
ma del buﬀer e di confrontarle tra loro, per arrivare a mostrare come quella




La politica greedy (cioè aggressiva) è una politica che impone al dispositivo
di trasmettere qualunque pacchetto dati gli arrivi, sia esso poco o molto
importante, indipendentemente dal livello di energia presente nella batteria
(ovviamente ﬁno a quando il buﬀer non è vuoto). Formalmente per la politica
greedy si ha che:
(1;e;v) = 1 8v 2 V 8e 2 E;e 6= 0
Questa politica non è a soglia, o meglio, ha soglia nulla vth(e) = 0; 8e 2
E0. Lo svantaggio della politica greedy è che, trasmettendo qualsiasi pac-
chetto dati, indipendentemente dal livello di energia nel buﬀer, aumenta la
probabilità che il buﬀer vada in energy outage: aumenta quindi la probabilità
che la batteria sia scarica, e in particolare che sia scarica quando arriva un
pacchetto molto importante, che di conseguenza non può essere trasmesso.
Per esempio, se all’istante k il livello di energia nel buﬀer è e = 1, e arriva
un pacchetto di valore v1 (poco importante) mentre non arriva alcun quanto
di energia, utilizzando la politica greedy, il dispositivo trasmette v1, consu-
mando l’unico quanto di energia presente nel buﬀer. All’istante k+1 il livello
di energia nel buﬀer sarà quindi e = 0: se adesso arrivasse un pacchetto diCAPITOLO 3. IL SISTEMA 17
valore v3 (molto importante), il dispositivo non avrebbe quanti a disposizio-
ne per la trasmissione di v3, che andrebbe così scartato (la situazione non
cambierebbe nemmeno se all’istante k + 1 arrivasse un quanto di energia,
perchè per ipotesi questo potrebbe essere utilizzato solo a partire dall’istante
successivo).
Politica balanced
La politica balanced (bilanciata) è una politica a soglia, dove la soglia è stata
scelta in modo che il tasso medio di consumo dei quanti di energia, cioè il
tasso medio di trasmissione dei pacchetti dati, sia uguale al tasso di arrivo
dei quanti di energia . Così facendo, il consumo dei quanti di energia è
statisticamente bilanciato dalla generazione dei quanti stessi.
Nella pratica, per ottenere questo eﬀetto senza complicare il modello consi-
derato, è stata scelta  = pv2 +pv3 dove i termini a secondo membro indicano
rispettivamente la probabilità di ricevere i pacchetti v2 (media importanza)
e v3 (elevata importanza). Così facendo, la probabilità che il dispositivo
trasmetta un pacchetto di media-alta importanza nell’intervallo k è uguale
alla probabilità di ricevere un quanto di energia nello stesso intervallo. La
politica balanced è deﬁnita da:
(
(1;e;v) = 1 v  v2
(1;e;v) = 0 v < v2.
(3.3)
Rispetto alla politica greedy, la politica balanced fa sì che il dispositivo
assuma un comportamento più bilanciato: il tasso di consumo e di genera-
zione dei quanti, in questo caso sono uguali; mentre utilizzando la politica
greedy, il tasso di consumo dell’energia è maggiore del tasso di generazione
della stessa, facendo aumentare la probabilità che la batteria vada in energy
outage.
D’altra parte, anche la politica greedy ha uno svantaggio. Per esempio,
supponiamo che al tempo k l’energia nel buﬀer sia e = emax, e supponiamo
che nello stesso istante arrivino un pacchetto v1 ed un quanto di energia: il
dispositivo scarta v1, non consumando alcun quanto di energia; così facendo
però, il buﬀer è ancora pieno e non può accumulare il quanto che è appena
arrivato che va quindi sprecato.
Non trasmettendo mai ad un tasso maggiore di quello di generazione dei
quanti di energia, aumenta la probabilità che il buﬀer vada in overﬂow, cioè
aumenta la probabilit‘a che venga sprecata energia.CAPITOLO 3. IL SISTEMA 18
Politica low complexity
La politica low complexity è una politica a soglia che rappresenta un com-
promesso tra la politica balanced e la politica greedy. Essa compendia le
caratteristiche desiderabili delle due: la politica greedy evita l’overﬂow, e
la politica balanced garantisce un bilanciamento dei tassi di consumo e di
generazione dell’energia quando il livello di energia nel buﬀer assume valori
intermedi. La politica low complexity implementata in questo lavoro prende
ispirazione da quella sviluppata in [10], dove sono state anche dimostrate
alcune sue proprietà teoriche.
Assumendo emax  3 (i casi limite sono trattati subito dopo), la politica low
complexity è costruita in modo tale da essere:
 conservativa, cioè tale da trasmettere solo il pacchetto molto impor-
tante v3, quando c’è poca energia nel buﬀer (e = 1); così da diminuire
la probabilità che questo si trovi in energy outage;
 bilanciata, cioè tale da simulare la politica balanced trasmettendo v2
e v3, quando il livello di energia nel buﬀer assume valori intermedi
(2  e  emax   1);
 aggressiva, cioè tale da trasmettere tutti i pacchetti dati (compresi
quelli meno importanti) come fa la politica greedy, quando il livello
di energia nel buﬀer è uguale ad emax; così da mantenere bassa la
probabilità che il buﬀer vada in overﬂow.




(1;1;v) = 1 v  v3
(1;e;v) = 1 v  v2, 2  e  emax
(1;emax;v) = 1 v  v1
(3.4)
Per quanto riguarda i casi limite: se emax = 1 la politica low complexity si
comporta come quella balanced, trasmettendo solo v2 e v3; invece se emax = 2
la politica low complexity è conservativa per e = 1 trasmettendo solo v3 ed
è aggressiva per e = emax = 2, trasmettendo v1;v2 e v3.Capitolo 4
Implementazione e risultati
numerici
Il modello del sistema considerato è stato utilizzato per implementare in
matlab le tre diverse politiche di gestione energetica (greedy, balanced, low
complexity) presentate nel capitolo precedente. Innanzitutto il sistema è
stato implementato in via teorica utilizzando la teoria delle catene di Markov
presentata nel capitolo 2; in secondo luogo si è proceduto alla validazione
dei risultati così ottenuti tramite opportune simulazioni dell’andamento del
sistema.
Sono stati perseguiti tre obiettivi: viene mostrato come i risultati ottenuti
mediante l’implementazione teorica del sistema siano consistenti con quelli
ottenuti mediante le simulazioni dello stesso; in secondo luogo si procede a
determinare e commentare, per ciascuna delle tre politiche, l’andamento della
reward media normalizzata in funzione della capacità massima del buﬀer; in
terzo luogo, si confrontano gli andamenti della reward media normalizzata
ottenuti per ciascuna delle tre diverse politiche per arrivare a determinare
quale delle tre sia più conveniente e sotto quali condizioni.
4.1 Implementazione matlab
Per implementare il modello del sistema in matlab, si è assunto che i pacchet-
ti dati ricevibili dal dispositivo siano modellati da variabili aleatorie discrete,
indipendenti e identicamente distribuite. Poiché il modello è stato gene-
ralizzato assumendo che in ogni istante k possa anche non arrivare alcun
pacchetto dati, per indicare il caso in cui non ne viene ricevuto alcuno, è
stato introdotto il pacchetto v0 = 0 con la relativa probabilità p0. Quindi il
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dispositivo ha una probabilità p0 di ricevere il pacchetto v0 = 0, ovvero ha
una probabilità p0 di non ricevere alcun pacchetto.
Per l’implementazione del sistema sono stati assegnati i seguenti valori
numerici:
v valore probabilità importanza
v0 0 p0 = 0:01  
v1 2 p1 = 0:3 bassa
v2 4 p2 = 0:3 media
v3 6 p3 = 0:39 alta
dove pi indica la probabilità di ricevere il pacchetto vi ad un certo tempo k.
Come i pacchetti dati, anche i quanti di energia sono rappresentati da
variabili aleatorie indipendenti e identicamente ditribuite; la probabilità che
in un dato intervallo arrivi un quanto di energia è  = p2 + p3 = 0:69.
L’implementazione matlab delle tre politiche mediante l’uso della teoria
delle catene di Markov si basa su quattro passi fondamentali: la costruzione
della matrice di transizione per la catena di Markov che rappresenta il pro-
cesso degli arrivi dei pacchetti dati, la costruzione dell’analoga matrice per la
catena di Markov che rappresenta il processo degli arrivi e delle partenze dei
quanti di energia; la costruzione del vettore delle probabilià stazionarie del
sistema, e la computazione della reward in funzione della capacità massima
del buﬀer.
4.1.1 Matrice di transizione dei pacchetti dati
La matrice di transizione per il processo markoviano di generazione dei
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dove Pvi;vj = P[Vk+1 = vjjVk = vi] , ovvero Pvi;vj indica la probabilità
che all’istante k + 1 arrivi il pacchetto j dato che all’istante k è arrivato il
pacchetto i; e dove la seconda uguaglianza deriva dal fatto che gli arrivi sonoCAPITOLO 4. IMPLEMENTAZIONE E RISULTATI NUMERICI 21
indipendenti, perciò la probabilità che in un certo istante arrivi il pacchetto
i-esimo è indipendente da quale pacchetto sia arrivato nell’istante precedente.
La matrice di transizione dei pacchetti dati è uguale per tutte e tre le
politiche analizzate.
4.1.2 Matrice di transisizione dei i quanti di energia
La costruzione della matrice di transizione (a un passo) della catena di Mar-
kov del processo degli arrivi e delle partenze dei quanti di energia, è diversa a
seconda della politica implementata. Come visto nel capitolo 2, la struttura





P0;0 P0;1 ::: P0;emax
P1;0 P1;1 ::: P1;emax
. . .
. . . ... . . .






dove Pi;j = P[Ek+1 = jjEk = i] con i;j 2 f0;:::;emaxg; ovvero Pi;j è la
probabilità che l’energia nel buﬀer all’istante k + 1 sia j dato che all’istante
k era i.
Poiché in ogni intervallo di tempo, per quanto assunto nel capitolo 3,
può arrivare al massimo un quanto di energia e può essere consumato al
massimo un quanto di energia, il processo secondo il quale evolve la carica
nella batteria è un caso di processo QBD, ovvero Quasi-Birth-and-Death
process. In un processo di questo tipo le evoluzioni del sistema tra due
istanti consecutivi possono essere solo di tre tipi: lo stato del sistema passa
allo stato successivo (birth), lo stato rimane invariato, lo stato regredisce
allo stato precedente (death) [12]. Nella matrice di transizione di un processo
QBD gli unici termini non nulli sono quelli del tipo: Pi;i;Pi;i+1;Pi;i 1. Dunque
la struttura generale della matrice di transizione del QBD che rappresenta
l’evoluzione della carica nella batteria, è:
2
6
6 6 6 6
4
P0;0 P0;1 0 ::: 0
P1;0 P1;1 P1;2 ::: 0
. . .
. . .
. . . ... . . .
0 0 ::: Pemax;emax 1 Pemax;emax
3
7 7 7 7 7
5
(4.3)
Chiamiamo i la probabilità media, dipendente dalla politica adottata,
che venga trasmesso un pacchetto dati, ovvero la probabilità che venga con-
sumato un quanto di energia, quando il livello di carica nella batteria è i.CAPITOLO 4. IMPLEMENTAZIONE E RISULTATI NUMERICI 22
Ricordando inoltre che la probabilità che arrivi un quanto di energia è ,
abbiamo che:
 Pi;i+1 =   (1   i): la probabilità che il livello di energia nel buﬀer
aumenti di un quanto, è pari alla probabilità che si veriﬁchi la coppia
di eventi “arriva un quanto di energia ^ non devo trasmettere alcun
pacchetto dati” (P = 1   i); poiché le due MC dei pacchetti dati e
dei quanti di energia sono indipendenti, la probabilità che si veriﬁchino
entrambi gli eventi appena citati, è semplicemente il prodotto delle
probabilità che si veriﬁchino i singoli eventi.
 Pi;i = i+(1 )(1 i): la probabilità che il livello della batteria
rimanga invariato nell’intervallo k è pari alla probabilità che si veriﬁchi
una delle due coppie di eventi: “arriva un quanto di energia ^ trasmetto
un pacchetto dati” oppure “non arriva alcun quanto di energia ^ non
trasmetto alcun pacchetto dati”. Come per il caso precedente, vista
l’indipendenza delle due MC, Pi;i è data dalla somma dei prodotti delle
due coppie di eventi
 Pi;i 1 = (1   )  i: la probabilità che il livello di energia nel buﬀer
diminuisca di uno, è pari alla probabilità che si veriﬁchino gli eventi
“non arriva alcun quanto di energia ^ trasmetto un pacchetto dati”.
questo per i 6= 0 ^ i 6= emax.
Nel caso i = 0, ovvero nel caso di buﬀer vuoto, la probabilità che il
dispositivo trasmetta un pacchetto dati è nulla poiché non c’è energia nel
buﬀer, quindi sostituendo i = 0 in P0;1 si ottiene P0;1 = ; analogamente,
P0;0 =   0 + (1   )  (1   0) = (1   ).
Nel caso i = emax, il buﬀer è in overﬂow, conseguentemente la probabilità
che il buﬀer rimanga nello stato emax è la somma dei contributi Pi;i + Pi;i+1:
infatti anche quando si veriﬁcasse la possibilità di accumulare un quanto di
energia e quindi passare dallo stato i allo stato i+1, essendo il buﬀer in over-
ﬂow questo non può avvenire, perché il buﬀer è già pieno; dunque abbiamo
che Pemax;emax = 1   Pemax;emax 1 = 1   (1   ).
Mentre il tasso degli arrivi  è lo stesso per tutte e tre le politiche, il
termine i varia. Per le politiche greedy e balanced,  è costante: greedy =
p1 + p2 + p3 e balanced = . Dunque la matrice di transizione per entrambe
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2
6 6 6 6
6
4
1     0 ::: 0 0
(1   )  + (1   )(1   ) (1   ) ::: 0 0
. . .
. . .
. . . ... . . .
. . .
0 0 0 ::: (1   ) 1   (1   )
3
7 7 7 7
7
5
Per la politica low complexity invece, per quanto detto nel capitolo 3 circa
la sua struttura,  dipende dal livello di energia nel buﬀer e dalla capacità
massima dello stesso. Per semplicità si riporta la struttura della matrice solo
per emax = 3:
2
6 6 6 6 6
4
1     0 0
1(1   ) 1 + (1   )(1   1) (1   1) 0
0 2(1   ) 2 + (1   )(1   2) (1   2)
0 0 (1   )3 1   (1   )3
3
7 7 7 7 7
5
con 1 = p3; 2 = ; 3 = p1 + p2 + p3.
L’implementazione matlab di tutta la matrice per la politica low complexity
è la seguente:








9 elseif i>=3 && i<=emax
10 mu = lambda;
11 end
12 Te(i,i-1) = (1-lambda)*mu;
13 Te(i,i+1) = lambda*(1-mu);
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20 mu=etaHigh;
21 end
22 if emax >=3
23 mu=etaHigh;
24 end
25 Te(emax+1,emax) = (1-lambda)*mu;
26 Te(emax+1,emax+1) = 1-Te(emax+1,emax);
4.1.3 Vettore delle probabilità stazionarie
Tramite le due matrici di transizione per i pacchetti dati e per i quanti di
energia, è possibile costruire il vettore delle probabilità stazionarie, ovvero:
 = [(0;0);:::;(emax;0);(0;v1);:::;(emax;v1);:::;(emax;v3)] (4.4)
dove (e;vi) indica la probabilità che dopo un numero inﬁnito di transizioni, il
sistema si trovi nello stato (e;vi). Per quanto detto nel capitolo 2, considera-
to che i due processi degli arrivi dei quanti di energia e dei pacchetti dati sono
indipendenti, si ha che (e;vi) = (e)pi. Quindi per computare la matrice,
è suﬃciente trovare e risolvendo il sistema di emax +1 equazioni presentato
nel capitolo 2, e moltiplicare poi opportunamente per pi; i 2 f0;1;2;3g:
1 be = zeros(1,emax+2);
2 be(1,emax+2)=1;
3 Qe = horzcat(Te-eye(emax+1), ones(emax+1,1));
4 Pie=be/Qe; % prob stazionarie energia
5 Pi=horzcat(Pie*p0, Pie*p1, Pie*p2, Pie*p3);
4.1.4 Reward media normalizzata






i=1 vi  (e;vi)  (1;e;vi)
P3
i=3 j vi  pi
(4.5)
La quantità a numeratore indica la reward media ottenibile adottando la
particolare politica . La quantità a denominatore corrisponde invece alla
reward media massima che si otterrebbe, se si disponesse di un buﬀer di capa-
cità inﬁnita e quindi se fossimo nel caso ideale in cui sono sempre disponibili
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Esplicitiamo il signiﬁcato di j che, nel caso considerato in cui la proba-
bilità di ricevere un quanto di energia è  (= p2 +p3), assume un valore pari
a 1.
Il caso ideale si veriﬁca quando la probabilità di trasmettere un pacchetto
è uguale alla probabilità di riceverlo, ovvero quando in media il dispositivo
è in grado di trasmettere un pacchetto ogni volta che lo riceve; in sostanza
ciò si veriﬁca se la probabilità che il dispositivo sia in energy outage è nulla.
Infatti la probabilità di ricevere un dato pacchetto vi è:
pi = (0;vi) + (1;vi) +  + (emax;vi) (4.6)
ma la probabilità di trasmetterlo è sempre minore di pi:
ptx;i = (1;vi) +  + (emax;vi) = pi   (0;vi) < pi (4.7)
Tuttavia, poiché non abbiamo potere di azione sul processo degli arrivi
dei quanti di energia, anche nel caso ideale c’è un limite non superabile: il
tasso di arrivi dei quanti di energia. Se, come nel sistema considerato, la
probabilità che arrivi un quanto è  = p2 +p3, il caso ideale corrisponde alla
situazione in cui il dispositivo trasmette v2 e v3 con la stessa probabilità con
cui li riceve, ovvero p2 e p3; non si può considerare come caso ideale il caso in
cui il dispositivo trasmette sempre v1 v2 e v3, perché in questo caso, anche se
disponessimo di una batteria di capacità inﬁnita, il tasso delle trasmissioni
sarebbe maggiore del tasso degli arrivi, quindi la probabilità che la batteria
vada in energy outage non sarebbe più nulla.
Dunque nel nostro caso j = 1, quindi la reward media massima otteni-
bile, corrispondente alla situazione ideale in cui la probabilità di trasmettere
v2 o v3 coincide con la probabilità di ricevere v2 o v3 è:
Gmax = v2  ptx;2 + v3  ptx;3 = v2  prc;2 + v3  prc;3 = v2p2 + v3p3
Per esempio, considerando un sistema formato da un buﬀer di capacità
massima emax = 2, per il quale venga adottata la politica balanced deﬁnita
da (1;e;v2) = (1;e;v3) = 1 8e 2 E0: la reward media normalizzata è
data da:
G =
v2  (1;v2) + v3  (1;v3)
v2p2 + v3p3
+




v2[(1;v2) + (2;v2)] + v3[(1;v3) + (2;v3)]
v2p2 + v3p3
(4.8)CAPITOLO 4. IMPLEMENTAZIONE E RISULTATI NUMERICI 26







































Figura 4.1: reward media normalizzata vs. capacità massima della batteria
per le politiche greedy, balanced e low complexity. tasso degli arrivi:  = 0:69
4.2 Reward media vs. capacità del buﬀer
L’andamento della reward media in funzione della capacità massima del
buﬀer, per ciascuna delle tre politiche è stato riportato in ﬁgura 4.1.
Politica greedy
L’andamento della reward media ottenibile utilizzando la politica greedy,
è costante a 0.82 circa e non varia al variare della capacità massima della
batteria. Questo è dovuto al fatto che sotto la politica greedy, il dispositivo
trasmette sempre ﬁntanto che ha energia, conseguentemente il dispositivo
rischia di trovarsi in energy outage e quindi per trasmettere sempre tutti i
pacchetti anche quelli meno importanti, ﬁnisce alla ﬁne ad avere una reward
normalizzata abbastanza bassa. Nessun vantaggio si ha quindi ad aumentare
la capacità sotto la politica greedy.CAPITOLO 4. IMPLEMENTAZIONE E RISULTATI NUMERICI 27
Politica balanced
Per quanto riguarda la politica balanced, l’andamento è ben diverso: si ha un
notevole incremento della reward media all’aumentare della capacità massima
della batteria per valori di emax compresi tra 1 e 10; invece per valori di
emax maggiori di 10, il guadagno in termini di reward non è più ugualmente
signiﬁcativo. Tuttavia, al tendere di emax all’inﬁnito, la reward ottenibile
mediante la politica balanced tende al valore ideale 1. Dunque la politica
balanced ha una performance migliore sotto due aspetti rispetto alla politica
greedy: innanzitutto la reward media normalizzata della politica balanced
è più alta per ogni valore della capacità massima del buﬀer fatta eccezione
per emax = 1; in secondo luogo, l’andamento della politica balanced tende
asintoticamente a 1 all’aumentare di emax, dunque aumentando la capacità
della batteria si possono migliorare le prestazioni del dispositivo, mentre con
la politica greedy, le prestazioni non sono migliorabili anche se si potesse
disporre di una batteria di capacità maggiore.
Politica low complexity
Nel caso della politica low complexity, l’andamento della reward media nor-
malizzata in funzione della capacità massima della batteria è molto simile
a quello della politica balanced (i due andamenti coincidono addirittura nel
caso limite emax = 1 per come è stata costruita la politica low complexity):
all’aumentare della capacità della battera, le prestazioni migliorano signiﬁ-
cativamente per valori di emax minori di 5, mentre per valori maggiori il mi-
glioramento è più modesto. Anche in questo caso, al tendere della capacità
all’inﬁnito, la reward media tende al valore ideale massimo ottenibile.
Confrontando gli andamenti della reward in funzione della capacità del
buﬀer, emerge che le due politiche a soglia, ovvero quella balanced e quella
low complexity, hanno prestazioni migliori rispetto a quelle della politica
greedy che non è a soglia: le prestazioni relative migliorano tanto più è alta
la capacità massima del buﬀer, raggiungendo valori anche superiori al 20%,
come si può vedere dalla ﬁgura 4.2. Inoltre la politica low complexity, avendo
una soglia più ”raﬃnata” (tale che il dispositivo sia conservativo quando c’è
poca energia nel buﬀer, bilanciato quando ce n’è media e aggressivo quando ce
nè molta) ha una performance leggermente migliore della politica balanced.
Tuttavia come si può estrapolare dalla ﬁgura 4.3, questo miglioramento è
modesto se confrontato con quello delle due politiche rispetto alla politica
greedy, e diventa sempre più modesto all’aumentare della capacità massima
della batteria, arrivando ad essere inferiore al 2:5% per valori di emax maggiori
di 5.CAPITOLO 4. IMPLEMENTAZIONE E RISULTATI NUMERICI 28






































Figura 4.2: miglioramento di LCP e BP rispetto a GP
4.3 Simulazioni dell’andamento del sistema
Per veriﬁcare i risultati ottenuti tramite la teoria della catene di Markov, circa
l’andamento della reward media normalizzata in funzione della capacità della
batteria, sono state eseguite delle simulazioni tramite matlab.
Per ogni politica analizzata, sono state eseguite 100000 simulazioni del-
l’andamento del sistema, per ogni valore della capacità della batteria. Ciascu-
na simulazione consta di 300 transizioni tra gli stati del sistema, un numero
suﬃcientemente grande per approssimare un valore inﬁnito di transizioni,
com’è stato rilevato facendo diverse prove al variare di questo parametro.
Il risultato delle simulazioni è presentato in ﬁgura 4.4. Si può notare
come l’andamento del sistema simulato sia consistente con i risultati ottenuti
dall’implementazione teorica.CAPITOLO 4. IMPLEMENTAZIONE E RISULTATI NUMERICI 29
































Figura 4.3: miglioramento della low complexity policy rispetto alla balanced
policyCAPITOLO 4. IMPLEMENTAZIONE E RISULTATI NUMERICI 30






































Figura 4.4: simulazioni dell’andamento della reward in funzione della
capacità massima della batteriaCapitolo 5
Conclusioni e sviluppi futuri
5.1 Conclusioni
In questa tesi è stato aﬀrontato il problema di deﬁnire politiche di gestione
energetica eﬃcienti ma non troppo complicate da realizzare per dispositivi
EHD. Sono state costruite tre politiche: una non a soglia (politica greedy),
una a soglia “semplice” (politica balanced) e una a soglia un più elaborata
(low complexity); si è studiato l’andamento del guadagno medio normalizzato
di ciascuna politica in funzione della capacità del buﬀer e poi tali andamenti
sono stati confrontati tra loro. In particolare è stato ampliato il modello
considerato in [10] includendo anche la possibilità che il dispositivo possa
non ricevere alcun pacchetto dati in un determinato intervallo di tempo.
Dal confronto tra gli andamenti dei guadagni delle varie politiche si è
potuto constatare, come supposto in partenza [10], che una politica a soglia
(come quelle balanced e low complexity) ha una performance nettamente
superiore rispetto ad una politica non a soglia (come la politica greedy).
Inoltre una politica a soglia un po’ più “intelligente” della semplice politica
balanced dimostra di avere prestazioni ancora superiori.
Nel caso di dispositivi EHD, poichè essi non dispongono di grandi capaci-
tà computazionali, l’implementazione di una politica ottima (che deve essere
valutata numericamente mediante un programma lineare [15]) può diventa-
re troppo dispendiosa a causa dell’eccessiva capacità di calcolo richiesta al
dispositivo; d’altro canto adottare una politica troppo semplice come quella
a soglia o quella balanced può compromettere eccessivamente le prestazioni.
In questo scenario la politica low complexity può essere una valida soluzio-
ne in quanto rappresenta un buon compromesso tra prestazioni e semplicità
computazionale.
Inoltre possiamo notare come le prestazioni di una politica a soglia mi-
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gliorino all’aumentare della capacità massima della batteria, tendendo a rag-
giungere il valore ideale per emax che tende all’inﬁnito, mentre ciò non accade
per una politica non a soglia, la cui performance è indipendente da quanta
energia possa essere accumulata nella batteria.
Confrontando i guadagni medi ottenibili adottando la politica balanced
e quella low complexity, emerge come il miglioramento delle prestazioni che
si ottengono adottando la seconda, sia in realtà modesto per valori della
capacità massima emax > 5, e tenda a zero al tendere della capacità massima
all’inﬁnito. Ciò si traduce in un’altra considerazione: se si dispone di una
batteria di capacità medio-alta, può essere adottata la politica balanced al
posto della low complexity, senza il rischio di signiﬁcative perdite in termini
di prestazioni.
5.2 Sviluppi futuri
In questo lavoro il processo degli arrivi dei quanti di energia e dei pacchet-
ti dati, sono stati modellati come due catene di Markov in cui ciascuna è
costituita da variabili aleatorie indipendenti e quindi scorrelate. Ovvero la
probabilità che arrivi un quanto di energia all’istante k, non varia a seconda
che all’istante k   1 sia o non sia arrivato un quanto di energia. Così co-
me la probabilità di ricevere un pacchetto molto importante all’istante k è
indipendente da quale pacchetto sia arrivato all’istante k   1.
Il prossimo passo consiste nel valutare la correlazione tra gli arrivi dei
quanti di energia [8]. Per esempio, nel caso di un pannello fotovoltaico, questo
scenario sarebbe adatto a rappresentare l’alternanza di notte e giorno, nella
misura in cui di giorno possono arrivare quanti e mentre di notte no. In
questo caso la probabilità che arrivi un quanto dato che ne è appena arrivato
uno, non è uguale, bensì maggiore della probabilità che arrivi un quanto dato
che all’istante precedente non ne è arrivato nessuno.
Il terzo caso da analizzare consiste invece nel tenere conto della correla-
zione tra gli arrivi dei pacchetti dati. In questo scenario i pacchetti dati che
arrivano vanno inseriti in una coda, e all’istante k possono essere prese non
due ma tre decisioni: trasmettere, scartare o aspettare. Quindi lo spazio di
stato delle azioni possibili diventa A = ftrasmettere; scartare ;aspettareg.
Lo stato del sistema al tempo k viene deﬁnito da Sk = (Ek;Vk;Qk), dove
le tre variabili indicano rispettivamente il livello di energia nella batteria,
il valore del pacchetto dati corrente e la lunghezza della coda al tempo k.
La deﬁnizione di politica non cambia:  è una misura di probabilità su A
parametrizzata da Sk.CAPITOLO 5. CONCLUSIONI E SVILUPPI FUTURI 33
Intuitivamente, anche in questo caso la politica ottima avrà una struttura
a soglia, dove però la soglia non dipenderà solo da Ek e Vk, ma anche dalla
lunghezza della coda dei pacchetti dati: per esempio, se ho un pacchetto poco
importante, un livello medio di energia nella batteria e la coda dei pacchetti
vuota, mi converrà aspettare, se invece lo scenario è lo stesso ma la coda dei
pacchetti è piena, mi converrà trasmettere.Bibliograﬁa
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