When eliciting judgements from humans for an unknown quantity, one often has the choice of making direct-scoring (cardinal) or comparative (ordinal) measurements. In this paper we study the relative merits of either choice, providing empirical and theoretical guidelines for the selection of a measurement scheme. We provide empirical evidence based on experiments on Amazon Mechanical Turk that in a variety of tasks, (pairwise-comparative) ordinal measurements have lower per sample noise and are typically faster to elicit than cardinal ones. Ordinal measurements however typically provide less information. We then consider the popular Thurstone and Bradley-Terry-Luce (BTL) models for ordinal measurements and characterize the minimax error rates for estimating the unknown quantity. We compare these minimax error rates to those under cardinal measurement models and quantify for what noise levels ordinal measurements are better. Finally, we revisit the data collected from our experiments and show that fitting these models confirms this prediction: for tasks where the noise in ordinal measurements is sufficiently low, the ordinal approach results in smaller errors in the estimation.
Introduction
Eliciting judgements or knowledge about unknown quantities from non-expert humans is commonplace in many domains of society today. This has been facilitated by the emergence of several new 'crowdsourcing' platforms such as Amazon Mechanical Turk, that have become powerful, low-cost tools for collecting human knowledge and judgements. However, this low cost comes at the price of noise, due to the unreliability in the crowd response. This paper addresses this issue of noise at the source by studying how responses should be elicited.
We consider a setting in which humans perform evaluations that have numeric answers. Examples include a crowdsourcing task that involves counting the number of malaria parasites in an image of a blood smear [13] , or a peer-grading task that involves students assigning grades to homeworks submitted by other students [18] . A standard design of such a task takes a cardinal approach where the evaluators directly enter numeric scores as the answers. This is illustrated by the example in Figure 1a where the subject is asked to rate the relevance of an image for the search query 'Internet' as a numeric entry between 0 and 100. Alternatively, one could take an ordinal approach, asking the evaluator to compare (or rank order) multiple items. Such an ordinal method is illustrated in Figure 1b where the evaluator is shown a pair of images, and is asked to select the one that is more relevant for the search query 'Internet'. In this paper, we restrict our attention to comparisons of only pairs of items in the ordinal setting.
Cardinal measurements allow for more precise measurements; in Figure 1 , one cardinal measurement can take 100 values, whereas one ordinal measurement provides a single bit. One may be tempted to go even further and argue that ordinal measurements necessarily give less information, for one can always convert a set of cardinal measurements into ordinal, simply by ordering the measurements by value. The data processing inequality [5, Section 2.8] then suggests that an estimation procedure on any manipulation of the data cannot perform better than estimating from the original data. This may lead one to conclude that the ordinal data cannot yield superior results.
In contrast, ordinal measurements avoid calibration issues that are frequently encountered in cardinal measurements [23] , such as the evaluators' inherent (and possibly time-varying) biases, or tendencies to give inflated or conservative evaluations. Ordinal measurements are also recognized to be easier or faster for humans to make [2, 20] , allowing for more evaluations for the same level of time, effort and perhaps cost as well.
The lack of clarity regarding when to use a cardinal versus an ordinal approach forms the motivation for this paper. We first address the fundamental question of how much information we gain from each type of measurement. In extensive experiments on a variety of tasks, we find that the average per-sample noise is often significantly higher in cardinal measurements than in ordinal ones. In other words, the data processing inequality does not apply when comparing cardinal and ordinal work from humans.
While revealing, this still leaves two questions: Can we still make reliable estimates from paired comparisons? How much lower does the noise have to be for comparative measurements to be preferred over cardinal measurements? To address this, we invoke theoretical models for pairwise and cardinal measurements. We study the Thurstone (Case V) model [22] , one of the most widely used models in both theory [4, 9] and practice [7, 19, 21] . We will show that it is indeed possible to perform estimation using pairwise comparisons, and via minimax theory we will quantify the settings in which pairwise comparisons are preferable to cardinal measurements. Minimax theory is a cornerstone of statistical decision theory and is a standard tool used in the comparison of estimators in a given model. In this paper, we will investigate the utility of this statistical perspective in comparing estimators across cardinal and ordinal models.
We also provide topology-aware bounds that incorporate the choice of pairs to be compared for the Thurstone and other popular pairwise-comparison models. Of particular importance is the popular Bradley-Terry-Luce (BTL) model [3, 12] . These bounds highlight the influence of the comparison graph on the estimation error.
Finally, we return to the data obtained from our experiments and fit our ordinal and cardinal models. We observe that the estimates produced from the ordinal data are more accurate than those from cardinal data when the ordinal noise is low enough. This suggests the following practical guideline in choosing between the cardinal and ordinal methods of data collection, of first estimating the noise in the two approaches by eliciting a few samples where the ground truth is known. The ordinal approach is then preferred if the ordinal noise is "low enough". For tasks in which the ordinal approach is preferred, our topology-aware results provide guidelines for the selection of items to compare when given a fixed budget.
Experiments Comparing Per-sample Noise in Cardinal and Ordinal
It is tempting to argue that a cardinal sample always gives more information than an ordinal sample: given cardinal samples, one can always order them thereby obtaining ordinal values. This argument suggests that an ordinal approach leads to a loss of information, and due to the data-processing inequality, cannot lead to better results. In this section, by means of seven different experiments conducted on Amazon Mechanical Turk (mturk.com), we show that such an argument is flawed. The experiments also provide insights into the per-sample noise in the ordinal and cardinal methods of data collection, which is a metric that the subsequent theory in this paper will also focus on.
Each experiment involved a certain task that was given to 100 human subjects. Each of these subjects was randomly given either the ordinal or the cardinal version of the task. Both versions had the same set of questions, and each question had a numeric answer. In the cardinal version of the task, the subject was Figure 2 : Screenshots of the tasks presented to the subjects. For each task, only one version (cardinal or ordinal) is shown here.
required to directly provide this number as the answer. The ordinal version presented the questions in pairs, and for each pair, the subject had to select the one which she believed had a larger number as the answer.
We now describe the tasks presented to the subjects in the seven experiments. The tasks were selected to have broad coverage of several important subjective judgment paradigms such as preference elicitation, knowledge elicitation, audio and visual perception, and skill utilization.
(a) Rating taglines for a product: A product was described and ten taglines for this product were shown ( Figure 2a ). The subject had to rate each of these taglines in terms of its originality, clarity and relevance to this product.
(b) Estimating areas of circles: The task comprised 25 questions. In each question, the subject was shown a circle in a bounding box (Figure 2b ), and the subject was required to identify the fraction of the box's area that the circle occupied.
(c) Finding spelling mistakes in text: Eight paragraphs of text were shown, and the subject had to identify the number of words that were misspelled in each paragraph ( Figure 2c ).
(d) Estimating age of people from photographs: The subject was shown photographs of ten people (Figure 2d ) and was asked to estimate the ages of the ten people.
(e) Estimating distances between pairs of cities: The subject was shown sixteen pairs of cities ( Figure 2e ) and for each pair, the subject had to estimate the distance between them.
(f) Identifying sounds: The subject was presented with ten audio clips, each of which was the sound of a single key on a piano (which corresponds to a single frequency). The subject had to estimate the frequency of the sound in each audio clip ( Figure 2f ).
(g) Rating relevance of the results of a search query: Twenty results for the query 'Internet' for an image search were shown ( Figure 1 ) and the subject had to rate the relevance of these results with respect to the given query.
Upon obtaining the data from the experiments, we first reduced the cardinal data into ordinal form by comparing answers given by the subjects to consecutive questions. For five of the seven experiments ((b) through (f)), we had access to the "ground truth" solutions, using which we computed the fraction of answers that Table 1 : Comparison of the average amount of error when ordinal data was collected directly vs. when cardinal data was collected and converted to ordinal. Also tabulated is the median time (in seconds) taken to complete a task by a subject in either type of task.
were incorrect in the ordinal and the cardinal-converted-to-ordinal data (any tie in the latter case was counted as half an error). For the two remaining experiments ((a) and (g)) for which there is no ground truth, we computed the 'error' as the fraction of (ordinal or cardinal-converted-to-ordinal) answers provided by the subjects that disagreed with each other.
The results are tabulated in Table 1 (boldface indicates a better performance). If the data-processing inequality were true, then it would be unlikely for the amount of error in the ordinal setting to be lower than that in the cardinal setting. On the contrary, one can see from Table 1 that converting cardinal data to an ordinal form results in a typically higher (and sometimes significantly higher) per-sample error than directly asking for ordinal evaluations. This absence of data-processing inequality may be explained by the argument that the inherent evaluation process in the human subjects is not the same in the cardinal and ordinal cases -humans do not perform an ordinal evaluation by first performing cardinal evaluations and then comparing them (this is why it is often found to be easier to compare than score [2, 20] ). One can also see from Table 1 that the amount of time required for cardinal evaluations was typically (much) higher than for ordinal evaluations.
Theoretical Comparison of Cardinal and Ordinal Measurement Schemes
The experiments in the previous section established that the 'per-sample noise' in the cardinal setup is typically larger than that in the ordinal setting. However, each ordinal sample, unlike a cardinal value, can provide just one bit of information. This discrepancy is further complicated by the fact that the multitude of samples collected from multiple workers need to be aggregated in order to produce final estimates of the answers. It is thus not clear for a given a problem setting, whether an ordinal or a cardinal method of data collection would yield a superior performance. This section aims at addressing this issue: given that ordinal and cardinal samples have a different nature and amount of noise, which method of data collection will produce a smaller aggregate error?
In this section we focus our attention on the Thurstone (Case V) generative model [22] , which is one of the most popular models considered in both theory [4, 9, 16] and practice [7, 19, 21] . This model assumes that every item has a certain numeric quality score, and a comparison of two items is generated via a comparison of the two qualities in the presence of an additive Gaussian noise.
We define a vector w * ∈ R d of qualities, so item j ∈ [d] has quality w * j . Under the Thurstone model we compare pairs of items items. For i ∈ [n] the outcome of the i th comparison is y
is independent Gaussian noise with variance σ 2 o , and x i ∈ R d is a differencing vector with one entry +1, one entry −1 and the rest 0. Observe that the ordinal model is identifiable only upto a shift in w * so we always assume 1 T w * = 0.
The cardinal analogue of this model involves a cardinal evaluation of individual items, where for
where u i in this case is a coordinate vector with one of its entries equal to 1 and remaining entries 0, and
is independent Gaussian noise, with a different variance σ 2 c . In order to build intuition on how to compare these models, in this section we focus on a simple scenario. Subsequently, in Section 4 we consider general settings. Analogous to the fixed design regression setup, we choose the vectors x i a priori. Suppose that n is large enough, and that in the ordinal case we compare each pair n/ d 2 times. In the cardinal case suppose that we evaluate the quality of each item n/d times. To facilitate a comparison between the CARDINAL and THURSTONE models we consider the minimax risk. In each case a vector w induces a distribution P w from which the observed samples {y 1 , . . . , y n } are drawn (recall that the vectors x i are fixed). Let P denote the family of induced distributions and W denote the set of allowed vectors w. An estimatorŵ is a (measurable) map from the observed samples to W. For a semi-norm ρ the minimax risk is M ρ n := inf
Cardinal noise: Ordinal noise: Figure 3 : Characterizing the regions of (σ c , σ o ) where cardinal or ordinal methods lead to a lower minimax error under the CARDINAL and THURSTONE models respectively. B is fixed at 1. The bounds for the THURSTONE model are loose when the signal to noise ratio (SNR) is high but relatively tighter at low SNR; the log-log scale of the axes attempts to focus on this low-SNR regime.
where the expectation is taken over the samples {y 1 , . . . , y n }. The minimax risk characterizes the performance of the best estimator in the metric induced by ρ. In this section we focus on the case when ρ(ŵ, w) = ŵ − w 2 2 and we denote the minimax risk as M 2 n . With these preliminaries in place we can attempt to ask a basic question for the simple case of evenly budgeted measurements: Given n samples with noise standard-deviation σ c in the cardinal case and σ o in the ordinal case, is the expected minimax error in the estimation of d items lower in the cardinal case or the ordinal case? The following theorem provides an answer for many regimes of (σ c , σ o ).
Theorem 1 Suppose that n is large enough and that in the CARDINAL model we observe each coordinate
Suppose that n is large enough and that in the THURSTONE model we observe each pair n/ 
In the cardinal case when each coordinate is measured the same number of times, the CARDINAL model reduces to the well-studied normal location model, for which the MLE is known to be the minimax estimator and its risk is straightforward to characterize (see [10] for instance). In the ordinal case the result follows from the general treatment in Section 4. Observe that the THURSTONE minimax bounds depend on w * ∞ . This is related to the strong convexity parameter of the likelihood in the THURSTONE model which degrades for increasing w * ∞ . Informally, this is related to the difficulty of estimating very small (or very large) probabilities that can arise in the THURSTONE model for large w * ∞ . Observe from Theorem 1 that the minimax risks in the cardinal and ordinal settings have the same dependency on d and n. An ordinal approach of collecting data is thus better overall whenever its per-sample error is "low enough". Figure 3 summarizes the result of Theorem 1.
General Bounds and Topology Considerations
In the previous section, we analyzed one paired comparison model, the THURSTONE model. We now provide a more general treatment by considering three models while allowing arbitrary comparisons. In addition to the THURSTONE model we also provide results for its linear and logistic analogues:
where i are i.i.d. N (0, σ 2 ), and
As before, the x i 's are difference vectors, and we assume 1 T w * = 0. The second model is the popular Bradley-Terry-Luce (BTL) model [3, 12] . The BTL model is also a popular choice for modeling pairwise comparisons [1, 6, 8, 11, 16] , especially since it allows for a computationally simple maximum likelihood inference. The parameter σ plays the role of a noise parameter, with a higher value of σ leading to more uncertainty in the comparisons. We will assume, under all the models, that the value of σ is known. We note in passing that each of these models is a special case of generalized linear models (GLMs) [14] , and that many of the insights here carry over to this general class. We defer a detailed treatment of GLMs to an extended version.
In this section we will not assume that items are chosen uniformly at random, rather we provide bounds in the general case when the measurements are fixed a priori. This will highlight the central role of the Laplacian of the weighted graph of chosen comparisons. The minimax rate for estimating the underlying quality in 2 2 will depend on the spectral properties of the Laplacian which in turn depends on the topology of the underlying comparison graph.
In the ordinal models, each measurement is related to a difference of two quality assessments. Observe that the covariance matrix of the measurements iŝ
where L is the combinatorial graph Laplacian of the undirected graph with each edge having a weight equal to the number of times its end points are compared. We refer toΣ as the standardized Laplacian. The standardized Laplacian is positive semi-definite and has at least one zero-eigenvalue corresponding to the all ones vector. We assume that the graph induced by the comparisons is connected, since it is easy to verify that without this the model is not identifiable. The covariance matrix induces a semi-norm on vectors in
We denote the Moore-Penrose pseudo inverse ofΣ byΣ † . We first focus on the minimax risk of estimating w * in the squared semi-norm induced byΣ. We denote this as MΣ n . Theorem 2 below bounds this minimax risk in each of the three models. To cleanly state our results we make the simplifying assumption that d > 9. 0.035B 2 . The minimax rate is bounded as
Theorem 2.C (BTL) Assume that w * ∞ ≤ B (known) and n ≥ 0.04467σ
. The minimax rate is bounded as
The upper bound in each case is from an analysis of the maximum likelihood (ML) estimator. The ML estimator, in all three settings, is the solution to a convex-optimization problem (while this is clear for the PAIRED LINEAR and BTL models, see for instance [23] for a proof in the THURSTONE case). Proof Sketch: Lower bound: The lower bounds are based on a combination of information-theoretic techniques and carefully constructed packings of the parameter set W. Such techniques are standard in minimax analysis [24] . The main technical difficulty is in constructing a packing in the semi-norm induced byΣ. A consequence of Fano's inequality (see for instance Theorem 2.5 in [24] ) is that if we can construct a packing of vectors {w 1 , . . . , w M } of vectors in W such that (a) the KL divergence between the induced distributions is small, i.e. max ij D KL (P wi P wj ) ≤ β log M for a sufficient small (universal) constant β, and (b) min ij w i − w j 2 Σ ≥ δ for some parameter δ, then for a small constant c, the minimax risk above is at least cδ. The main effort is in constructing an exponentially large (in d) packing in theΣ norm with sufficiently large δ, and bounding the model specific constants β and c above. The condition on n is used to ensure that the constituents of the packing satisfy w ∞ ≤ B. We relegate the details to the Appendix.
Upper bound:
In each case we analyze the maximum likelihood estimatorŵ = arg min 1 T w=0 (w) where : W → R is the negative log-likelihood under the corresponding model. In the case of the BTL and THURSTONE models we impose the additional constraint that w ∞ ≤ B.
The optimization problem in each case is convex. The analysis follows along the lines of standard statistical analyses of M-estimators [25] . We proceed by upper and lower bounding the quantity
where ∇ (w * ) ∈ R d is the gradient of the negative log-likelihood.
In particular, an analysis of the strong convexity parameter of the negative log-likelihood provides a lower bound of the form f (ŵ) ≥ γ ŵ − w * 2 Σ
for an appropriate γ. Sinceŵ is the maximum-likelihood estimator, we get (ŵ) ≤ (w * ). This implies f (ŵ) ≤ − ∇ (w * ),ŵ − w * ≤ ŵ − w * Σ ∇ (w * ) Σ † via CauchySchwarz under appropriate conditions (recall that Σ only induces a semi-norm). Putting these together we arrive at the bound, γ ŵ − w * Σ ≤ ∇ (w * ) Σ † . The main model-specific effort is in analyzing the strong convexity parameter and bounding the Σ † -norm of ∇ (w * ). We defer the details to the Appendix.
A minimax analysis of the BTL model is also provided in Negahban et al. [15] . Although their main focus is the analysis of a random walk based algorithm, they also provide an analysis for the MLE for the case of uniformly randomly chosen x i . Their information theoretic lower bound studies a related but different problem. Their analysis applies only to the specific sampling schemes considered and show a considerable gap between the MLE and the lower bound. Our analysis however eliminates this discrepancy and shows that MLE is in fact minimax (rate) optimal for MΣ n .
To conclude this section, let us develop some consequences of this theorem. Let us focus on upper bounds in the ordinal setting, and consider estimation error in 2 2 . As in the theorem, we assume that the graph induced by the comparisons is connected. Now ignoring model specific constants we can see that
where λ 2 (Σ) is the second smallest eigenvalue ofΣ. Recall thatΣ is simply the standardized Laplacian of the comparison graph, and its second eigenvalue is determined by the topology of the chosen comparisons. To understand this we consider three canonical examples, and in each case we assume that the comparison graph is fixed, n is large enough and that the samples are distributed evenly along the fixed graph. It is straightforward to extend this to the case of randomly chosen comparisons from a fixed graph using matrix concentration inequalities (see for instance [17] ). To summarize we see the 2 2 error scaling of
n for the complete graph and the degree-k expander. We conjecture that this is in fact the best possible scaling. Observe that the degree-k expander requires n ≥ kd while the complete graph requires n ≥ d 2 , so in practical applications at least for small sample sizes, we should prefer a low-degree expander. On the other hand, for the dumbell graph, the error scales as d 3 σ 2 /n indicating that is a bad topology.
Inference in the Experimental Data
In this section we return to our experimental data from Section 2. We consider data from the three experiments of identifying number of spelling errors, estimating the distances between cities, and recognizing the frequencies of audio, for which we know the ground truth. For each of the three experiments, we execute 100 iterations of the following procedure. Select five workers from the cardinal and five from the ordinal pool of workers who did this experiment, uniformly at random without replacement. (The number five is inspired by practical systems [18, 26] .) Run the maximum-likelihood estimator of the CARDINAL model on the data from the five workers selected from the cardinal pool, and the maximum-likelihood estimator of the THURSTONE model on the data from the five workers of the ordinal pool. In particular, the estimator for the ordinal case first estimates σ via 3-fold cross-validation, choosing the value that maximizes held-out data log likelihood, and then uses this best fit for the rest of the estimation procedure. Note that unlike Section 2, the cardinal data here is not converted to ordinal.
We evaluated the performance of these two estimators as follows. The true and inferred vectors were first scaled to have their maximum elements equal to 1 and minimum elements equal to −1; this mimics the effect of knowing the scaling B via 'domain knowledge'. The (scaled) inferred vectors in either case were then compared with the (scaled) true vector in terms of two metrics: (i) The results of this evaluation are enumerated in Table 2 (boldface indicates a better performance). To put the results in perspective of the rest of the paper, let us also recall the per-sample errors in these experiments from Table 1. Observe that in the experiment of estimating distances, the per-sample error in the cardinal data was significantly higher than the ordinal data. This is reflected in the results of Table 2 where the estimator on the ordinal data performs much better (in terms of the 2 error) than the estimator on the cardinal data. On the other hand, the task of identifying the number of spelling mistakes involved a per-sample noise that was comparable across the two settings, and hence the estimator on the cardinal data scores over the ordinal one. As one would expect, the ordinal approach outperforms cardinal in terms of the (ordinal) Kendall's tau coefficient.
Task
Spelling Table 2 : Evaluation of the inferred solution from the data received from multiple workers.
Conclusion
This paper compares cardinal and ordinal approaches to evaluation performed by humans. With an increasing number of systems relying on non-expert human evaluators (e.g., using crowdsourcing), the choice of the evaluation mechanism forms a critical component of these systems. We argue by means of experiments and fundamental theoretical bounds that ordinal data provides a better estimate of the true solution when the per-sample noise is low enough relative to cardinal data, and the threshold for this choice is independent of the number of observations and the number of questions. This suggests a guideline for deciding whether to deploy a cardinal or an ordinal method of data collection: estimate the noise in the data by obtaining a few samples from either method, and then use the bounds on the overall error to determine the better of the two options.
We suggest further research to understand the tradeoffs in cardinal and ordinal measurements. Our theoretical results were based on simple models, but more complex models, such as ones incorporating the abilities of the different human workers, could be more accurate. Other model classes might have different noise thresholds determining when cardinal or ordinal performs best. Also, it would be useful to make in-depth studies of noise in specific crowdsourcing settings, such as user experience testing and peer grading in classes.
Future research could also improve data collection. For both cardinal and ordinal data, it would be useful to derive methods for adaptively choosing which measurements to take. Our results on topology-aware bounds could potentially be used to improve ordinal evaluation by analyzing the best topologies for choosing pairs of items to compare.
Appendix A provides some additional details on the experiments. Appendix B reviews some technical results that are used in our theoretical proofs. Appendix C presents proofs of the theoretical results.
A Additional Details on Experiments
This section presents additional details on the experiments presented in Section 2 and Section 5. We first discuss the experiments of Section 2. The data was collected by putting up tasks on Amazon Mechanical Turk (mturk.com). Amazon Mechanical Turk is an online platform for putting up tasks, where any individual or institution can put up tasks and offer certain payments, and anyone can log in and complete the tasks in exchange for some payment that was specified along with the task. The following are some additional specifics about the experiments described in Section 2.
• Each experiment comprised of 100 tasks, all comprising the same set of questions but organized in either a cardinal or ordinal format at random.
• A worker was offered 20 cents for any task she completed.
• A worker was allowed to do no more than one task in an experiment.
• Workers were required to answer all the questions in a task.
• Only those workers who had 100 or more approved works prior to this and also had at least 95% approval rate were allowed.
• Workers from any country were allowed to participate, except for the task of estimating distances between cities where only workers from the USA were allowed since all the questions were about American cities.
We now move on to discuss the inference algorithms of Section 5. The inference algorithms in this section operated on the data from three of the experiments. The four remaining experiments were unsuitable for this purpose: the experiments on rating the relevance of search results and rating taglines for a product had no ground truth; the task of identifying the area of circles had each question drawn independently at random from a Beta distribution, and hence no two workers answered the same questions; the comparison graph for the experiment on identifying age from pictures was not a connected graph. Table 2 in Section 5 presented the average errors across 100 runs of the inference procedure; Table 3 Table 3 : The standard deviation of the errors incurred in the 100 runs of the inference procedure of Section 5. The average of the errors is listed in Table 2 .
B Review of some Technical Results
In this section we present some well known information-theoretic results that we use in our proofs. See for instance [3] for proofs of these claims.
B.1 Fano's inequality: Multiple hypothesis version
Lemma 3 Let X be a random variable with distribution equal to one of r + 1 possible distributions P 1 , . . . , P r+1 . Furthermore, the Kullback-Leibler divergence between any pair of densities cannot be too large,
, . . . , r + 1} be an estimate of the index. Then
log r .
B.2 Fano's inequality: Two hypothesis version
Lemma 4 Let X be a random variable with distribution either P 0 or P 1 , and suppose that the KL divergence between f 0 and f 1 be bounded as
Then for any ψ(X) ∈ {0, 1} we have
B.3 Estimation error
Let P be a family of distributions. Consider a map θ : P → Ω, and let ρ be a semi-norm on Ω. An estimator θ is a measurable functionθ : P → Ω. The following Lemma gives a lower bound on the minimax error in estimating θ in the metric induced by ρ.
Lemma 5 Let X be a random variable with distribution equal to one of r + 1 possible distributions
then the minimax estimation error of any estimator is lower bounded as
C Proofs
We first introduce some notation which will be employed subsequently in the proofs. Observe that L is a positive semi-definite matrix (recall from Section 4). Let We first state two lemmas that we will use to prove our results. Lemma 6 is used to prove lower bounds and Lemma 7 is used to prove upper bounds. The proofs of the two Lemmas are provided at the end of this section.
Lemma 6 For any δ > 0, α ∈ (0, 1), β ∈ (0, 1) with β = log 2+α log α−α 2
, there exist a set of e βd vectors {w 1 , . . . , w e βd }, each of length d, such that every pair of vectors satisfies
and every vector in this set also satisfies 
Proof of Theorem 1 In the cardinal case when each coordinate is measured the same number of times, the CARDINAL model reduces to the well-studied normal location model, for which the MLE is known to be the minimax estimator and its risk is straightforward to characterize (see [2] for instance).
In the ordinal case the result follows from Theorem 2.B, withΣ =
T , i.e., an appropriately scaled Laplacian of the complete graph. We know that 1 T w * = 0, and further observe in the proof of Theorem 2.B that it suffices to considerŵ such that 1 Tŵ = 0. It follows that MΣ n (THURSTONE) =
. The quantity MΣ n (THURSTONE) is bounded in Theorem 2.B.
Proof of Theorem 2.A (PAIRED LINEAR):
Lower Bounds: For any w 1 and w 2 , the KL divergence between the distributions of y under w 1 and w 2 as the true values is
For any δ > 0, Lemma 6 constructs a packing {w 1 , . . . , w e βd } such that every pair of distinct vectors w i and w j in this packing satisfies (with α = 0.15 and β = 0.13)
and furthermore every vector in this set also satisfies
Given this packing, we have
Using Fano's inequality, we get 
we get the desired result.
Upper Bounds: Define function as
Consider the maximum likelihood estimatorŵ
The solution is not unique (since the objective is invariant to shifting of w), and hence we impose an additional constraintŵ
This is a loss function for the maximum likelihood estimator (and needs to be minimized). Now, the gradient and Hessian of this loss function is
The third and higher order derivatives of are zero.
Defining ∆ :=ŵ − w * , we have
Also, sinceŵ minimizes this loss function, we have
where the last equation follows from Lemma 7 proved below.
We shall now upper bound the quantity ∇ (w * ) T K∇ (w * ). We have
2 ) and hence
We will use [1, Proposition 1] which says that for ∼ N (0, σ 2 I) and any matrix A,
In our setting, we have A =Λ 1 2 U T X T and hence
where the last equation follows from setting the singular value decomposition of X as U ΣV T and noting that by definition of K, we have
Substituting these values, we have
Putting everything together, we get
Squaring both sides and substitutingΣ = 1 n L, we get In terms of the standardized Laplacian, we have
Proof of Theorem 2.B (THURSTONE): Lower Bounds: Let Φ denote the c.d.f. of the standard Gaussian distribution and let φ denote its p.d.f. For any w 1 and w 2 , the KL divergence between the distributions of y under w 1 and w 2 as the true values is
and furthermore every vector w i in this set also satisfies
Using Fano's inequality, we get
bounding log 2 d < 0.07 whenever d > 9, and noting that
we get the desired result. The only issue remaining to consider is the bounded assumption of w, and this is verified below.
where (3) follows from the fact that w (2) ∈ {−1, 0, 1} d and the final equation follows from our assumption relating n and tr(Σ † ).
Consider the maximum likelihood estimator w ∈ arg min w:1 T w=0, w ∞ ≤B (w) .
The gradient and Hessian of this loss function are
and
respectively. The scalar in the summation is always non-negative (since Φ is log-concave), and hence maximum likelihood inference is a convex optimization problem.
We will now apply [1, Theorem 2.1] which says that any random vector that is zero-mean and sub-gaussian with parameter σ, and any matrix A, must satisfy (1). We will now set θ as andΛ Substituting these in (1) and following the simplifications of (2), we get
Putting everything together, we have One can see that the Hessian is positive semi-definite, making function a convex function.
Then for all w in the allowed set, any observation y i ∈ {−1, 1} and any differencing vector x i , it must be that e The existence of such a set is guaranteed by the Gilbert-Varshamov bound, which guarantees existence of a (binary) code of length (d − 1), minimum Hamming distance αd, and the number of code words at least It follows from the construction that for every pair of distinct vectors in this set, 4αd ≤ (w It is easy to see that every pair of distinct vectors in this set satisfies
Finally, construct a third set of e βd vectors {w 1 , . . . , w e βd }, each of length d, as
