Abstract One of the main challenges faced by the current face recognition techniques lies in the difficulties of collecting samples. Fewer samples per person mean less laborious effort for collecting them, lower costs for storing and processing them. Unfortunately, many reported face recognition techniques rely heavily on the size and representative of training set, and most of them will suffer serious performance drop or even fail to work if only one training sample per person is available to the systems. This situation is called "one sample per person" problem: given a stored database of faces, the goal is to identify a person from the database later in time in any different and unpredictable poses, lighting, etc from just one image.
Introduction
As one of the few biometric methods that possess the merits of both high accuracy and low intrusiveness, Face Recognition Technology (FRT) has a variety of potential applications in information security, law enforcement and surveillance, smart cards, access control, among others [1] [2] [3] . For this reason, FRT has received significantly increased attention from both the academic and industrial communities during the past twenty years. Several authors have recently surveyed and evaluated the current FRTs from different aspects. For example, Smal et al. [4] and Valentin et al. [5] surveyed the feature-based and the neuralnetwork-based techniques, respectively, Yang et al. reviewed face detection techniques [6] , Pantic and Rothkrantz [7] surveyed the automatic facial expression analysis, Daugman [3] pointed out several critical issues involved in an effective face recognition system, while the most recent and comprehensive survey is possibly from that of Zhao et al [1] , where many of the latest techniques are reviewed.
The aim of face recognition is to identify or verify one or more persons from still images or video im-ages of a scene using a stored database of faces. Many research efforts [1] have been focused on how to improve the accuracy of a recognition system, however, it seems that most of them ignore the potential problem that may stem from the face database at hand, where there may be only one sample image per person stored, possibly due to the difficulties of collecting samples or the limitations of storage capability of the systems, etc. Under this condition, most of the traditional methods such as eigenface [9] [10] and fisherface [12] [13] [14] [15] will suffer serious performance drop or even fail to work (see more details in section 2).
This problem, called the one sample per person problem (or, one sample problem for short), is defined as follows. Given a stored database of faces with only one image per person, the goal is to identify a person from the database later in time in any different and unpredictable poses, lighting, etc from the individual image. Due to its challenge and significance for real-world applications, this problem has rapidly emerged as an active research sub-area of FRT in recent years, and many ad hoc techniques have been developed to attack this problem, such as synthesizing virtual samples [33] [34] [35] , localizing the single training image [47, 48] , probabilistic matching [30] [31] [32] and neural network methods [42, 43] .
The significant contribution of this paper is to give a comprehensive and critical survey of those ad hoc methods that recognize face from one individual image. We believe this work would be a useful complement to [1] - [7] , where most of the techniques surveyed do not consider the one sample problem. Indeed, through a more focused and detailed study of the techniques addressing this problem, we hope this survey can provide more insights into the underlying principles, interrelations, advantages, limitations, and design tradeoffs of these techniques. Relevant issues such as data collection, the influence of the small sample size, and system evaluation are also discussed.
In the following section we first try to establish common ground regarding what the one sample per person problem is and why and when this problem should be considered. Specifically, we also discuss what the problem is not. Then in section 3 we continue to review state of the art techniques addressing this problem. From this, we hope some useful lessons can be learned to help address this problem more effectively. In section 4, we discuss a few issues concerning performance evaluation. Finally, we conclude this paper with a discussion of several promising directions for the one sample problem in section 5.
The One Sample per Person Problem
In this section, we discuss what the problem of one sample per person indeed is. At first, we give some background relating directly to the generation of the one sample problem. Then we describe how the problem influences the existing FR algorithms and some challenges it arises to the face recognition algorithm designs. At last, we discuss why and when we should consider this problem.
Background
The origin of the one sample problem can be traced back to the early period when the geometric-based methods were popular, where various configural features such as the distance between two eyes are manually extracted from the single face image and stored as templates for later recognition [8] . One image per person is not a problem at all for these methods.
However, in some application scenarios where a large amount of face images are available (e.g., in law enforcement), one may need more intelligent and less laborious way to process faces. This directly leads to the birth of the so-called appearance-based techniques. Armed with modern intelligent tools from diverse disciplines such as computer vision, pattern recognition, machine learning and neural network, appearance-based techniques circumvent the laborious procedure of geometrical feature extraction with a vectorlized representation of face image, and greatly improve the effectiveness and efficiency of face recognition systems. Consequently, these methods have become one of the dominant techniques in the field of face recognition since the 1990s.
However, one of the key components of appearance-based methods is their learning mechanism, whose performance is heavily affected by the number of training samples for each face [11] . Most of current FR techniques assume that several (at least two) samples of the same person are always available for training.
Unfortunately, in many real-world applications, the number of training samples we actually have is by far smaller than that we supposedly have. More specifically, in many application scenarios, especially in large-scale identification applications, such as law enforcement, driver license or passport card identification, there is usually only one training sample per person in the database. In addition, we seldom have opportunity to add more samples of the same person to the underlying database, because collecting samples is costly and even we can do so, there is the question of how many samples to add and in what way.
Those situations have been less studied in the field so far.
Therefore, it makes sense to distinguish the face recognition techniques using only one training sample per person between those using multiple (at least two) training samples of the same person. In this paper, these two categories of face recognition problems are named the one sample problem and the multiple samples problem, respectively. At the first sight, the difference between them seems to lie in how many number of training images they possess for each person. In this sense, the one sample problem appears to be a special case of the multiple samples problem. Is that true? Can algorithms handling multiple samples problem be simply used to deal with the one sample problem as well? We will discuss these questions in the following section.
The Challenges of One Sample Problem
In this section, we discuss the influence and challenges brought by the one sample per person problem.
Broadly speaking, one sample problem is directly related to the small sample size problem in statistics and pattern recognition (see [11, 107, 108] for a general discussion on this topic). As mentioned before, the basis of appearance-based methods is their learning mechanisms, while the classic families of learning mechanisms (or classifiers) basically need sufficiently large training set for a good generation performance [109] , partly due to the high-dimensional representation of face images (recall that in the appearancebased domain, face images are vectorlized directly with the gray value of each image pixel). For example [30] , for a 100x100 face image being vectorlized into a 10000 dimensions feature space, theoretically the number of training images for each person should be at least ten times that of the dimensionality [11] , that is, 100,000 images in total per person. Intuitively, it is hardly conceivable that we human being need so many photos of a person in order to develop a good model of his appearance.
To address this problem, dimensionality reduction techniques can be employed. One of the most suc-cessful techniques used in face recognition is Principal-Component Analysis (PCA).The method based on PCA technique is named eigenface in literatures [9] [10] . Formally, each n dimensional face image x can be represented as a linearly weighted sum of a set of orthogonal basis u i (i=1…n):
( typically m n ), by solving the eigenproblem CU=UΛ, where C is the covariance matrix for the N training samples and can be rewritten as follows [16 
That is, the total scatter matrix C equals the sum of intra-person scatter matrix C I and inter-person scatter matrix C E . Under the situation of only one training sample per person, C I =0, therefore, e.q.(1) reduces to C E . The eigenspace estimated using only C E is not reliable, however, because it cannot effectively capture the major identification difference among other transformation errors and random noise [16] .
To illustrate how the performance of eigenface is influenced by different number of training samples per person, we take ORL dataset [17] only one training sample per person is used, the average recognition rate of eigenface falls to below 65%, a 30% drop from 95% when 9 training samples per person are given. Based on the standard eigenface technique, researchers have developed various extended algorithms during the last decades, including probabilistic-based eigenface [18] , Linear Discriminative Analysis (LDA) based subspace algorithms [12] [13] [14] [15] , Support Vector Machine (SVM) based method [19] , feature line method [20] , Evolution pursuit [21] , and Laplacianfaces [22] , et al. All of these approaches claimed to be superior to eigenface. However, it may not be the case if only one training sample per person is available, due to the fact that most of them will either reduce to the basic eigenface approach or simply fail to work in that case. Detailed explanations are given below:
1) The goal of most LDA-based subspace algorithms is to find the most discriminative projection directions in eigenspace, by maximizing the ratio of inter-person variations to intra-person variations. However, LDA-based method works well only when a lot of representative training samples per person are given, otherwise, its performance may be even worse than eigenface [23] . When there is only one training sample per person stored in the database, LDA-based subspace methods fail to work because the soneeded intra-person variation cannot be obtained. As a remedial measure, [15] proposed to replace the intra-person scatter matrix using a constant matrix and by doing so, the LDA-based method actually reduces to eigenface method.
2) Probabilistic-based [18] turns face recognition problem into a two-class problem by estimating the probability of the difference between a test image and a prototype image belongs to intra-person variation or inter-person-variation. Based on the same reason given above, the distribution of intra-person can not be estimated in the situation of one sample per person and thus the method also reduces to eigenface.
3) Both Evolution pursuit [21] and more recent Laplacianfaces [22] depend on large number of training samples per person to reliably estimate the so-needed low-dimensional manifold. In the situation of one sample per person, both methods also reduce to their starting points, i.e. eigenface. [19] and feature line method [20] are actually the classification method in eigenspace. If only one sample per person is given, neither of them works.
4) SVM-based method
In summary, most of state of the art face recognition methods will suffer a lot from the one sample per person problem, and some of them even fail to work. In other words, this problem has indeed become a blind area for most current face recognition techniques. However, only may ask the question: is investigating this problem really worthwhile?
The Significance of the One Sample Problem
We have shown that the performance of most face recognition algorithms can be seriously influenced by the limited number of training sample per person. However, one might still question whether it deserves further investigation. In this section, we will discuss these problems from two aspects.
On one hand, as mentioned above, the extreme case of one sample per person really commonly happens in real scenarios, and therefore, this problem needs be carefully addressed so as to make face recognition techniques applicable in those situations.
On the other hand, despite likely bad news for most FR techniques, storing only one sample per person in the database has several advantages, which are desired by most real world applications:
1) Easy to collect samples, either directly or indirectly: One common component of face recognition systems is the face database, where the "template" face images are stored. Construction of such a face database is a very laborious and time-consuming work. This problem can now be effectively alleviated if only one image per person is needed to be sampled. For the same reason, the deployment of face recognition system would also become much easier. Furthermore, in those application scenarios where direct image sampling is very difficult (if not impossible), one sample per person has its distinctive prevalence.
Consider an application in surveillance of public place such as airports and train stations, where a large number of people need to be identified. In this case, we can construct the needed face database efficiently by scanning photographs attached on most certificates such as passports, identification cards, student ID, driver license ID and so on, rather than really taking photos for each people.
2) Save storage cost: The storage costs of face recognition system will be reduced when only one image per person is needed to be stored in the database.
3) Save computational cost: The computational expense for large-scale applications could be significantly reduced, because the number of training samples per person has direct effect on the costs of operations involved in face recognition, such as preprocessing, feature extraction and recognition.
In summary, the above observations reveal that one sample problem is unavoidable in real world scenarios and it has equally impressive advantages. In addition, developing a clear insight into this particular problem will have broader-ranging implications not only for face recognition but for solving the more general small sample problems as well. Therefore, recognition from one sample per person is an important problem for both practice and research. It provides new challenges and new opportunity to the face recognition community. By addressing this problem, the application areas of FRT could be much extended and the underlying techniques could also be enhanced.
Meanwhile, it should be noted the essence of one sample problem is not a problem concerning how many number of training samples each person has, but that concerning how to improve robustness performance against different variations under this extremely small sample size condition. Fortunately, this problem has drawn attention from more and more researchers, and numerous techniques have been developed to deal with it. We will categorize and review these techniques in the next section.
Recognizing From One Sample per Person
In this section, we review existing methods dealing with robust face recognition from a single intensity image. We have broadly classified these methods into three categories, according to the type of features used by various methods; some methods clearly overlap category boundaries and are discussed at the end of this section.
1. Holistic methods. These methods identify a face using the whole face image as input. The main challenge faced by these methods is how to address the extremely small sample problem.
2. Local methods. These methods use the local facial features for recognition. Care should be taken when deciding how to incorporate global configurational information into local face model.
3. Hybrid methods. These methods use both the local and holistic features to recognize a face.
These methods have the potential to offer better performance than individual holistic or local methods, since more comprehensive information could be utilized. -Discriminant eigenface Select discriminant eigenfaces for face recognition [29] Enlarge the size of training set -Construct new representations ROCA [36] , Imprecisely location method [30] , E(PC) 2 A [25] -Generate novel views View synthesis using prior class-specific information [33] [34] [35] 
Local Methods
Local feature-based -DCP Use directional corner points (DCP) features for recognition [37] -Feature graph Graph matching methods [38] [39] [40] [41] Local appearance-based -Local probabilistic subspace Local probabilistic subspace method [30] -Neural network method SOM learning based recognition [42, 43] -Hidden Markov Model HMM method [44] -Subpattern-based FLDA Modified LDA method [47, 48] -Analytic-to-holistic approach Hybrid local features [49] -Local binary model Face recognition with local binary patterns [45] -Fractal features Fractal-based face recognition [46] Hybrid methods -virtual samples + local features Local probabilistic subspace method [30] 
Holistic Methods
In these methods, each face image is represented as a single high dimensional vector by concatenating the gray values of all pixels in the face. The advantages of this representation are two folds. First, it implicitly preserves all the detailed texture and shape information that are useful for distinguishing faces.
Second, it can capture more global aspects of faces than local feature-based descriptions [50] . On the other hand, there are two unfavorable consequences of this representation under the condition of one sample per person: 1) it makes the dilemma between high dimensions of image data and small samples more serious;
2) since only one vector exists for each class, the within-class variation needed by many PR techniques can not be estimated directly any more.
Accordingly, these problems can be addressed by roughly two ways under the holistic representation framework. The first way is trying to squeeze as much information as possible from the single face image, either in the high dimensional face space or more commonly, in the dimensionality-reduced eigenspace, as an extension of the standard PCA technique. As the second way, one can incorporate prior information by constructing novel views or different representations for each image, so that the actual training set can be effectively enlarged.
Extensions of Principal-Component analysis (PCA)
As illustrated above, one generally cannot expect to get good generalization performance from the standard eigenface technique if only one sample per person is given. However, it is possible to use this method for any sample size based on the viewpoint of computation. Therefore, extending this method for higher robustness performance becomes a natural choice.
Wu and Zhou presented a method named (PC) 2 A to enrich the information of face space [24] . Their work was motivated in part by the projection method from the face detection field [51] . Then, the obtained projections are used to synthesize a new image (Fig.3b) , defined as
, where J is the average intensity of the image. This new projection image is then combined with the original face image to complete the information-enriching procedure (see Fig.3c ). As a result, unimportant features for face recognition are faded out and the important features become more salient after the preprocessing. After that, the traditional eigenface technique is used for face recognition.
Their method had been tested on a subset of FERET database [52] with one training image for each person, and they reported that this method achieves 3%-5% higher accuracy than the standard eigenface technique through using 10%-15% fewer eigenfaces. The (PC) 2 reported that the enhanced versions of (PC) 2 A is more effective and more efficient than its counterpart.
The essence of both (PC) 2 A and E(PC) 2 A is trying to enrich the information of eigenspace by perturbing spatially the single training sample. Another similar method is the SVD (Single Vector Decomposition) perturbation introduced by Zhang et al. [26] . According to SVD theorem [54, 69] , an intensity face image I can be written as The fisherface approach [12] can be regarded as an extension of eigenface as well, in that it tries to find the most discriminative subspace in the eigensapce. However, this method fails when each person just has only one training face sample because of nonexistence of its within-class scatter. Wang et al. [29] presented a method to solve this problem by incorporating prior information of the within-class scatter from other people, based on the assumption that human being exhibits similar intraclass variation. For that purpose, a generic training set with multiple samples per person are collected and used to provide the so-needed intra-person variation. Once the intra-person variation has been obtained, a method similar to fisher criterion is employed to select the most discriminative eigenvectors for recognition. This method was tested on a subset of FERET database with 256 subjects and a 10% performance margin over traditional eigenface method was obtained. The authors also investigated the influence of the generic training set on recognition performance and suggested that a larger sample size would be preferable. However, generic set can provide a useful or harmful bias during the learning of a new task, thus the problem of how to collect suitable generic set so as to obtain the optimal performance should be carefully considered. It is worthy mentioning that the idea of incorporating prior information is widely used to enlarge the actual training set when needed, which will be discussed in the following section.
Enlarge the Training Set
Another main stream to solve the one sample problem using holistic features is to enlarge the size of training set. This can be done by synthesizing virtual samples. Here virtual samples include both new representations for the single training sample and new visual samples that are not previously existed in the database. It follows then that for virtual samples generation, one can choose to either construct new representations or create novel visual images, based on the single training image. As we will see later, the fundamental difference between the two methods lies in whether prior information is used: the representation construction method focuses on mining more information from the face image at hand, while visual sample generation method concentrates on learning extra information from the domain, besides the given training set. Note that, however, the boundary between the two methods is not so crisp, since novel visual image can also be thought of as a new representation of the given face. Both the two types of methods are discussed in more detail in the subsection below.
Construct new representations
Representation is crucial for the success of a recognition system. Different representations are robust against different types of noises and appearance changes. However, it is generally difficult to choose the optimal representation that maximizes recognition performance. Instead, one can combine various representations of the same image so as to exploit their specific merit. Motivated by this, Torre et al. [36] Image perturbation is another convenient way to construct new representations (samples) for each training image. Martinez introduced a perturbation-based approach for generating new samples [30, 31] , which is actually a byproduct when handling the imprecisely location problem in face image preprocessing.
More specifically, given a face image x, an error range can be set for horizontal and vertical localization error, respectively. Each time, by changing the horizontal or vertical coordinate value (i.e., perturb spatially the given image), a new sample is generated, accounting for the localization error at that position. As a result, a large number of new samples are created for each person. Subsequently, the standard eigenspace technique is used for feature extraction and recognition. Experimental results on a test set of 200 images with 50 persons show that this method is superior to the classical PCA approach.
Other algorithms belonging to this class include E(PC) 2 A and SVD perturbation method described above. Theoretically, one can generate any number of imitated face images for each face by perturbing its n-ordered images. Consequently, the problem of face recognition with one training image per person becomes a common face recognition problem. In addition, these methods can potentially be used to counter the curse of dimensionality, due to the large amount of additional virtual samples. However, as pointed out by Martinez [30] , one drawback of these methods that cannot be ignored is that these generated virtual images may be highly correlated and therefore the new samples should not be considered as independent training images.
Generate novel views
Ideally, the really-needed virtual samples should be diverse and representative enough, i.e., they occupy different locations in the face space and represent specific variations of face images. One possible way to achieve the goal is to exploit prior information that can be learned from prototypical examples in the domain. As a simple way to create new samples, one can introduce some geometrical transformations on the original face images, such as rotation, scale transformation, and bilaterally symmetric transformation. Yang et al [55] described an approach known as symmetrical PCA: In the beginning, two virtual image sets, i.e., the even and odd symmetrical image sets are constructed, respectively, which are then input to a standard PCA algorithm for feature extraction. The different energy ratio of the obtained even and odd symmetrical principal components is employed as criterion for feature selection, due on their different sensitivities to pattern variations. On a large database of 1005 persons with single sample for each person, they reported a 90.0% recognition accuracy using only 20 eigenfaces. Another work in this direction is reported by Gutta et al [56] , who used mirror image of one face to handle the half face occlusion problem.
More complicated ways to create virtual samples with prior knowledge mainly aim to address the face recognition problem in uncontrolled conditions (e.g. in an outdoor environment), where pose and illumination may change significantly. We can reasonably expected that, given a training face image, synthesizing faithfully its multiple new images under different poses and different illumination conditions would greatly improve the generalization of a face recognizer. However, this is a very challenging task if only one training sample per person is given. One way to accomplish that task is by exploiting prior information about how face images transform, which can be learned through extensive experience with other faces.
Poggio and Vetter considered a computational model known as linear classes in order to synthesize virtual views that can be used as additional samples [58] . Their idea is to learn class-specific image-plane transformations from examples of objects of the same class (which can be collected beforehand as generic training set), and then apply them to the real image of the new object for the purpose of virtual sample generation. In particular, A 3D face image can be represented by a vector , where i α is the linear coefficient. The linear coefficients are then learned for each face, and with the same coefficients, a rotated view of X can be generated by regarding it as a linear combination of the rotated views of the other objects.
The above idea has been successfully extended to 2D image by Beymer at al. [33] . They presented a method called parallel deformation to generate novel views of a single face image under different poses.
The transformation operator is still needed to be learned from other prototypical face images. Let the difference image of an original face X to the reference face be X Δ , and the difference images of other prototypical face i X to the same reference face be their experiments achieved a 85% recognition rate using a test set of 620 images with 60 persons, compared to 32.1% with only real samples. These results clearly demonstrate the effectiveness of this method.
Indeed, Niyogi et al. [35] have shown that incorporating prior knowledge is mathematically equivalent to introducing a regularizer in function learning, thus implicitly improving the generalization of the recognition system. Nevertheless, there are still several disadvantages of this method that needs to be mentioned.
First, this method does not distinguish different transformation coefficients according to different transformations, thus one cannot generate virtual image of given pose at will. Second, since the number of virtual images needed to be generated depends on the number of modes of variation to be modeled, this approach has difficulty as the number of modes of variation grows large. Third, to enable texture rendering for novel image, one needs to know the correspondence between the real image and the referenced image.
Although such correspondence can be learned using the so-called optical flow technique [59] , this technique may fail to work under the condition of partial occlusions or too large variation. A possible solution to this problem that reconstructs partially damaged face images from other faces was presented in [60] . Besides novel images compensating for pose variations, illumination changed images can also be synthesizing for robust face recognition using such methods as active shape model (ASM, [63] ) and illumination cones method [64] [65] [66] . However, these methods generally need more than one samples of the same person for training, thus are beyond the scope of this paper. Readers are referred to the excellent survey of Zhao et al [1] for detailed description about this topic. In addition, the generated virtual samples can be used to construct class-specific face subspaces, as done in [61] and [62] .
Discussion
Although much success has been achieved by holistic methods, only one single feature vector is used to represent each face image. Such a representation is known to be sensitive to large appearance changes due to expression, illumination, pose and partial occlusion, especially when Euclidean structure on the face space is assumed, as in most cases. One possible way to handle this problem is to adopt a more flexible non-metric similarity measure for image matching, such as p l distance (or p-distance), with 0<p<1, as suggested by [67] . It has been found that non-metric distance measures are less affected by extreme differences than Euclidean distance, thus being more robust to outliers [68] . Another way to attack this problem is to use local facial representations, due to the observation that local features are generally not as sensitive as global features to appearance changes. In the following section, we turn to local methods.
Local Methods
Local methods which use local facial features for face recognition are a relatively mature approach in the field with a long history [71, 80-82, 6, 8, 38-42] . Compared with holistic methods, local methods may be more suitable for handling the one sample problem due to the following observations: Firstly, in local methods, the original face is represented by a set of low dimensional local feature vectors, rather than one single full high dimensional vector, thus the "curse of dimensionality" can be alleviated from the beginning. Secondly, local methods provide additional flexibility to recognize a face based on its parts, thus the common and class-specific features can be easily identified [77] . Thirdly, different facial features can increase the diversity [76] of the classifiers, which is helpful for face identification.
Despite those advantages, incorporating global configurational information in faces is extremely critical for the performance of a local method. Generally, there are two ways for that purpose. First, the global information can be explicitly embedded into the algorithm using such data structure as graph, where each node represents a local feature, while the edge connecting two nodes accounts for the spatial relationship between them. Face recognition are then formulated as a problem of graph matching. Alternative approach to incorporating global information is by classifier combination technique [70] . In particular, separate classifier is employed on each local feature to calculate a similarity score, and then all the similarity scores of different features can be integrated to obtain a global score for final decision.
Similar to the taxonomy that successfully used in [1] , we classify local methods into two categories, i.e., the local feature-based method and the local appearance-based method. The former detects local features first, and then extracts features on the located feature points. The latter simply partitions the face image into sub-regions, based on which local features are directly extracted.
Local feature-based methods
Most of earlier face recognition methods [71, [80] [81] [82] belong to this category. In these methods, usually only a single image per person is used to extract geometrical measures such as the width of the head, the distances between the eyes, and so on. The extracted features are then stored in the database as templates for later matching usage. In early 1990s, Brunelli and Poggio described a face recognition system, which can automatically extract 35 geometrical features to form a 35-dimensional vector for face representation, and the similarity matching is performed with a Bayes classifier [8] . A good recognition rate of 90% on a database of 47 subjects was reported. The storage cost of such systems is very low compared to appearance-based method. However, these methods are usually criticized for two reasons: 1) geometrical-features are hard to be extracted in some complicated cases; 2) geometrical features alone is not enough to fully represent a face, while other useful information such as the gray level values of the image is totally lost.
The above two problems of geometrical methods actually suggest two research directions. The first direction focuses on how to detect facial features more robustly and more accurately. This direction is subject to a lot of studies [6, 8, [72] [73] [74] [75] . Brunelli and Poggio [8] presented a method that uses a set of templates to detect the eye position in a new image, by looking for the maximum absolute values of the normalized correlation coefficient of these templates at each point in the test image; Rowley et al. [72] endeavored to train several specific feature detectors corresponding to each facial part (e.g. eyes, nose, mouth and profile); Wu et al [73] introduced a method to automatically locate the region of eyeglasses, using an offline trained eye region detector; Lanitis et al. [74] and Jain et al. proposed to construct statistical model for face shape. Despites all the efforts, there is still a long way to go before the method becomes really mature.
In the second direction, more powerful local feature representation methods rather than the purely geometrical ones are pursued. Manjunath et al. [38] proposed a method for facial feature detection and representation, based on Gabor wavelet decomposition [78] i-th feature points to its j-th nearest neighbor. To model the relationship among the feature points, a topological graph is constructed according to the following rule: two feature points in some spatial range with minimal distance will be connected with an edge. After the topological graph has been constructed, face recognition is formulated as a graph matching problem. In particular, the total similarity between two graphs is estimated by decomposing it into two parts: one focuses on the similarity of local features, the other on the global topology similarity. The effectiveness of this method was validated on a face dataset of 86 subjects, containing variations of expression and pose, and 86% and 94% recognition accuracies were reported in terms of the top one and top three candidate matches, respectively, showing good robust performance. However, one drawback of this method is that once the topology graph is constructed, no more modification is allowed. In fact, face images are easy to change due to different variations, thus a fixed topology graph scheme is not adequate.
Based on this observation, Lades et al. [39] proposed a deformable topology graph matching method, now known as Elastic Bunch Graph Matching (EBGM [40] ). As in [38] , a topology graph is constructed for each face first, with each node attached one or several Gabor jets. Each component of a jet is a filter response of a specific Gabor wavelet extracted at a predefined critical feature point. These locally estimated Gabor features are known robust against illumination change, distortion and scaling [78] . This is the first key factor in EBGM method. Another key point of this method lies in the graph matching, whose fist step is similar to that in [38] , i.e., both the local and global similarities are considered. The novelty lies in the second step, where a deformable matching mechanism is employed, that is, each node of the template graph is allowed to vary its scale and position (thus named as brunch graph, see Both of the above problems of EBGM have close connection with the graph-based representation of human face. Hopefully, relaxing the rigid graph constrains would help to alleviate these problems. Regarding each face as a bag of local features extracted from different feature points instead of a list of graph nodes may be an acceptable compromise between robustness and efficiency. Kepenekci et al. [41] presented an implementation of this idea, based on Gabor features. Instead of predefining fixed number of feature points in the given face image as EBGM, they used a set of Gabor filter matrix to scan local facial regions, and those feature points with higher response of Gabor filter are automatically chosen to be candidates for face representation. Since the resulting feature points are different face to face, the possibility of finding class-specific features is increased. For each feature point, besides the Gabor response values, its location is also recorded, thus implicitly considering the spatial structure of the face. This data structure makes the matching procedure very simple: just by summing the similarity scores of each pair of corre-sponding local features first, and then assigning the label of the training image with largest total similarity score to the given test image. Experimental results on the ORL dataset show a 95.25% top 1 recognition accuracy, with only one image per person used for training. In the standard FERET test [52] , the performance of this method is reported to be comparable to that of EBGM, while its computational complexity is much smaller than the latter. However, there exist some risks in its too flexible way for detecting feature points, due to possible nonexistence of corresponding features in a local area.
Unlike the methods mentioned above, where local feature points are isolated and extra mechanism (e.g. topology graph) needs to be used to describe the neighboring relationship, Gao et al. [37] presented a method that directly integrates such a mechanism into the representation of local feature points, and a novel geometrical feature descriptor, named directional corner point (DCP), is obtained. More specifically, a DCP is a feature point companying with two parameters which provide the isolated point with additional structural information about the connectivity to their neighbors. As shown in Fig.7 , where P is the DCP at hand, and two additional attributes i.e., 1 An illustration of DCPs [37] In summary, local feature points based methods have been proven to be an effective method dealing with the one sample problem. However, their performance depends critically upon the accurate localization of feature points. Unfortunately, this is not a trivial task in practice, especially in some situation where the shape or appearance of a face image can be changed a lot. For example, the over-illumination would cause strong specular reflection on the face skin and thus making the shape information on faces suppressed or lost. Another example is the large expression changes such as "screaming", which has effects on both the upper and the lower face appearance. These situations may cause much trouble to the local feature-based methods. The performance of the DCP method, for example, drops to 61.61% and 27.68% under the above two conditions, respectively. One possible method to circumvent this problem is to use local appearance-based methods, where accurate localization of feature points is generally not needed.
Local appearance-based methods
In this section, before reviewing local appearance-based methods, we give a high-level block diagram of these methods, for readers' convenience. As shown in Fig.8 , four steps are generally involved in these methods, i.e., local region partition, feature extraction, feature selection and classification. Details of these steps are given below. Fig.8 Overall framework of local appearance-based methods
Step 1: Local regions partition
At the beginning, local regions should be defined. This involved two factors, i.e., the shape and the size of the local regions. The simplest and most widely-used region shape is rectangular window [42, 43, 45, 47] , as shown in Fig.9a . The windows can be either overlapped with each other [42, 44, 45] or not [42, 43, 47] . Besides rectangle, other shapes such as ellipse (Fig.9b ) [30] and strip (Fig.9c ) [83] can also be used.
The size of local areas has direct influence on the number of local features and the robustness of the underlying method [43] .
(a) (b) (c) Fig.9 Typical local shapes used by the local appearance-based methods a) rectangular shape b) ellipse shape, c) strip shape
Step 2: Local feature extraction
Once the local regions are defined, one has to decide how to represent the information of them. This is very critical for the performance of a recognition system. The commonly used features include gray-value features [30, 42, 43, 47, 48] and a variety of derived features, such as Gabor wavelet [38, 39, 40, 41] , Harr wavelet [44] , fractal features, and so on. It's hard to give a "winner" feature descriptor that is suitable for all the applications. In general, gray-value feature is the simplest feature without loss of texture information, while Gabor features and other derived features are more robust against illumination change and some geometrical translations [38, 39] .
Step 3: Feature selection
If lots of features are generated in the previous step, additional feature selection stage is usually needed for effectiveness and efficiency consideration. PCA [9] is a commonly used feature selection method guaranteeing minimal loss of information; LDA [47, 48] can be used for selecting the features with most discriminative power; some local statistics such as the degree of texture variation [84, 85] are also used for feature selection.
Step 4: Classification The final step is face identification. Combining Classifiers is the most common way for that purpose. In particular, each component classifier is applied on one local feature, and then, the final decision is made by majority voting or linearly weighted summing.
Note that the above four steps are not a must for each method. Some steps, such as the feature selection, may be cancelled or combined with other steps according to some specific situation.
Now, we will give a detailed review of the local appearance-based methods. Martinez presented a local probabilistic approach to recognize partially occluded and expression variant face from a single sample per class [30] . As mentioned in previous section, lots of virtual samples accounting for localization errors are first generated using an image-perturbation method, and then, each face (including the generated face images) is divided into six ellipse-shaped local areas. Next, all the local patches at the same position of each face are grouped into a face subspace separately (thus 6 subspaces in total). For a more compact and efficient representation, each face subspace is further transformed into an eigenspace, where the distribution is estimated by means of a mixture model of Gaussians using the EM algorithm. In the identification stage, the test images are also divided into six local areas and are projected onto the above computed eigenspaces respectively. A probabilistic rather than a voting approach is used to measure the similarity of a given match. Experiments on a set of 2600 images show that the local probabilistic approach does not reduce accuracy even when 1/6 of the face is occluded (on the average). However, the mixture of Gaussians used in this method is parametric in nature, which heavily depends on the assumption that the underlying distribution can be faithfully represented with the given samples. Although lots of samples are synthetically generated as the way described above, the computational and storage costs along with the procedure of generating virtual samples may be very high (e.g. 6,615 samples per individual in [30] ) when the face database is very large.
Based on the above observation, Tan et al. [43] extended the local probabilistic approach by proposing an alternative way of representing the face subspace with Self-Organizing Maps (SOM, [86] ). More specifically, each face image I is partitioned into M different local sub-blocks Martinez [30] except that only some facial components such as mouth and eyes instead of the whole face are perturbed. In this way, the number of training patterns per class is enlarged and LDA thus can be performed.
Pose change is one of the most important and difficult issues for the use of automatic face recognition.
To deal with this problem under the condition of one sample per person, Kanade et al. proposed a multisubregion based probabilistic approach [101] . Similar to the Bayesian method proposed by Moghaddam et al. [18] , the face recognition problem at hand is formulated as a two-class pattern classification problem, i.e., whether the two faces are from the same identity or not. In particular, they divided each face into a set of subregions and then tried to construct a probabilistic model of how each local subregion of a face changes its appearance as the pose changes. Such a model is difficult to estimate reliably if adequate training information is absent. Therefore, an accessorial face dataset with many viewing angles are collected for training. After the so-needed probabilistic model is obtained under a Gaussian assumption, the utility of each subregion for the task of face recognition can be calculated and further combined for the final decision. Experiments on the CMU PIE database [102] show that the recognition performance retains within a less than 10% difference until the probe pose begins to differ more than 45 degree from the fron-tal face.
Lam K.M et al. also presented a method for pose-invariant recognition from one sample per person [49] .
Their idea is to combine analytic-based and appearance-based features in a two-stage strategy (see also [103] for more discussion). In the first stage, 15 feature points were manually located on a face, which were then used to estimate a head model to characterize the rotation of the face. In the second stage, the correlation of local appearance features of the eyes, nose, and mouth were computed for face identification.
Note that before the correlation computation, the previously-estimated head model was employed to provide the local components a suitable compensation for possible geometrical distortion caused by head rotation. Experiments on the ORL face dataset [17] show that under different perspective variations, the overall recognition rates of their method are over 84% and 96% for the first and the first three likely matched faces, respectively.
The methods mentioned above don't explicitly consider the relationship between local features. It is conceivable that using that information would be beneficial for a recognition system. A possible way for that purpose is to construct a flexible geometrical model over the local features as done in EBGM [38, 39, 40] . Motivated by this, Huang et al [89] and Heisele et al [88] proposed can be modeled by a multivariate Gaussian distribution, and the probabilistic transitions between states can be learned from the boundaries between regions. After the HMM has been trained, a face can be recognized by calculating the output probability of its observation sequence. One drawback of this method lies in its greedy requirement in training samples to ensure the reliability of parameter estimation. Le et al.
[44] presented a method to make HMM technique applicable in one sample circumstances. Two factors contributed to the feasibility and effectiveness of their method. First, they generated a large collection of observation vectors from each image, in both vertical and horizontal directions, thus enlarging the training set. Second, the Haar wavelet transform was applied to the image to lessen the dimension of the observation vectors and improve the robustness performance. Their experiment results tested on the frontal view AR face database show that the proposed method outperforms the PCA, LDA, and Local Feature Analysis (LFA [91] ) approaches.
Ahonen et al. described a local-appearance-based approach, with a single, spatially enhanced feature histogram for global information representation. In their method, three different levels of locality are de-signed, i.e., pixel-level, regional level and holistic level. The first two levels of locality are realized by dividing the face image into small regions (Fig.9a) , from which the Local Binary Pattern (LBP) features [97] are extracted for efficient texture information representation. The holistic level of locality, i.e., the global description of the face, can be obtained by concatenating the regional LBP features extracted. The recognition is performed using a nearest neighbor classifier in the computed feature space with Chi square as a dissimilarity measure. Their experiments on the FERET dataset show good robust performance using five samples per person for training. Due to its local nature for representation and the simple nonparametric classifier, this method can naturally support the one sample problem. Besides LBP, other features that widely used in computer vision field can also be used in face recognition, such as fractal features.
For example, Komleh et al [46] presented a method based on fractal features for expression-invariant face
recognition. Their method is tested on the MIT face database with 100 subjects. One image per subject was used for training while 10 images per subject with different expressions for testing. Experimental results show that the fractal features are robust against expression variation.
Relevant studies in psychophysics and neuroscience have revealed that different facial features have different degree of significance to face recognition [1] . For example, it has been found that hair, face outline, eyes and mouth are more important for perceiving and remembering faces, while the nose plays a relatively unimportant role [92] . Inspired by this finding, Brunelli and Poggio used four masks respectively to get the regions of eyes, nose, mouth and the whole face for recognition [8] . Subsequently, Pentland et al.
[93] extended Brunelli and Poggio's work by projecting each local feature onto its corresponding eigenspace and using the obtained eigenfeatures for recognition. Experimental results of both studies indicate that these facial features are indeed important for face identification, which are conformed to the outcome of Shepherd et al. [92] in the field of neuroscience. However, defining in advance the same regions for all the classes seems to be inconsistent with our intuition that each class should have its own class-specific features, which are really meaningful to the recognition. In this sense, automatic feature selection, as a specific case of feature weighting techniques [95] , may be more appropriate.
Automatic feature selection, however, is generally very difficult for high-dimensional, unstructured face image. Tan et al. [96] proposed a possible solution to this problem. Their idea is to transform the high dimensional face image data to lower dimensional space first, and then select features in the latter space.
The task of feature selection may be much easier due to the simplification of the feature space. This method is actually a direct extension to their SOM-face algorithm [43] . More specifically, after representing each face image as a set of nodes in low-dimensional SOM topological space, some simple statistics based on the class distribution of face image data (e.g. the number of faces absorbed by each node) is computed and used to identify important local features of face images. Their experimental results on AR database reveal that up to 80% sub-blocks of a face can be safely removed from the probe set without loss of the classification accuracy. This could be particularly useful when a compact representation of face is needed, such as in the application of smart card, where the storage capability is very limited. Geng and
Zhou [94] also proposed a method named SEME to automatically select the appropriate regions for face recognition, based on the idea from ensemble learning field that the facial regions which are both accurate and diverse should be chosen as candidates.
Martinez described a local area weighting based method for expression-invariant face recognition [30] [31] [32] . His work was motivated in part by the fact that different face expressions influence different parts of the face more than others. This information can be incorporated into the classifier as prior knowledge. To do that, the author built a learning mechanism to search for those areas that are less affected by a given emotion within a group of people, and an accessorial dataset were employed for this purpose. Once the soneeded weights have been obtained, they can be used for recognition within the same group of individuals.
Their experiments on the AR database with 50 persons show a significant increase on the recognition rate than the un-weighted version, even when the expression is largely changed on the probe image. However, one drawback of this method is that the facial expression of the testing data must be given, which suggests that additional expression detection may be performed before the identification could be really carried out.
Discussion
We have reviewed and classified local methods dealing with the one sample problem into two major categories, i.e., feature-based and appearance-based method. However, in some specific situation, these two categories are not so distinct, due to the fact that local regions are actually consisted of a series of pixels, among which interesting feature points could be detected. Furthermore, other categorical standards may be applicable, such as the types of local features, the recognition method, or the way to model global information. Nevertheless, we believe that since the manner to extract local feature is the start point of any local method and has global influence on the followed processes, using it as the categorical guideline is both sufficient and appropriate.
Before ending this section, it should be noted that although local methods are proven to be an effective way to handle the one sample problem, some common problems are still unsolved in these method. For example, it is not clear which kind of local features and in which way to incorporate global information is more appropriate for a given application scenario. In addition, most methods mentioned above are only robust against some variations while not against others. For instance, EGBM is known robust against changes of expression, illumination and pose, but not against occlusion; Local probabilistic method and SOM-face are robust against large expression variation and occlusion, but not against pose changes. A possible way to further improve the robustness performance of a recognition system, as pointed out by
Zhao et al. [1] , may lie in the combination of different methods, called hybrid methods here.
Hybrid methods
Hybrid methods are those approaches using both holistic and local features. The key factors that influence the performance of hybrid methods include how to determine which features should be combined and how to combine, so as to preserve their advantages and avert their disadvantages at the same time. These problems have close relationship with the multiple classifier system (MCS [70] ) and ensemble learning [100] in the field of machine learning. Unfortunately, even in these fields, these problems remain unsolved.
In spite of this, numerous efforts made in these fields indeed provide us some insights into solving these problems, and these lessons can be used as guidelines in designing a hybrid face recognition system. For example, components of a hybrid system, either feature or classifier, should be both accurate and diverse, such that a complementary advantages can be feasible.
In fact, local features and global features have quite different properties and can hopefully offer complementary information about the classification task. Despite the potential advantages, the work in this the category is still relatively few, possibly due to the difficulties mentioned above, while typical hybrid methods in traditional sense (i.e., multiple samples per person), such as flexible appearance models [104] , hybrid LFA [91] , are generally not suitable for handling the one sample problem. We hope more researching efforts could be engaged in this method, and in doing so, we believe that the potential power of hybrid method would put forth sooner or later.
Before ending the discussion of this topic, we note that, from some point of view, local methods can be regarded as a specific kind of hybrid method, since global information is usually incorporated in some way into the algorithm. In local probabilistic method [30] , for example, novel training samples are first generated for each person with the holistic method, and then local method is utilized for recognition.
Performance Evaluation
To quantitatively assess and fairly compare the methods that aim at addressing the one sample per person problem, algorithms should be tested on the same benchmark dataset according to a standard testing procedure. Unfortunately, such a requirement is seldom satisfied in practice. Although numerous algorithms have been developed, most of them have been tested on different datasets in a different manner. In this section, we review the recognition performance reported by these algorithms and a few issues that need to be carefully considered when evaluating algorithms under the condition of only one sample per person. Table 3 summarizes the reported performance among several reviewed methods dealing with the one sample problem. According to the suggestion from [53] , in this table, several statistics directly relating to the experimental results are selected to describe the performance of the given algorithms. These include the name of the dataset used, primary variation contained in the probe set, the total number of testing images and persons, whether accessorial dataset is used to help for training, and the performance percentages for the top one rank score. To help understand the difficulty of the given problem, the performance of standard eigenface algorithm is also given here as benchmark. Note that information about training set except accessorial dataset is not mentioned here, since for most algorithms considered here, the number of persons in the gallery set is the same as that in the probe set, and the number of training image per person is only one. It is also worthy mentioning that from the perspective of performance evaluation, however, the experimental statistics listed here may not fully characterize the behavior of these methods, and furthermore, it is really difficult to declare a "winner" algorithm from this table. Firstly, according to FERET, basically two types of face recognition methods, i.e., gallery insensitive and gallery sensitive, can be classified. The gallery set consists of a set of known individuals, while the probe set is input images to be labeled. Note that gallery set is not necessarily the training set. If an algorithm's training procedure is completed prior to the start of the test, such an algorithm is called gallery insensitive, otherwise gallery sensitive. FERET design principles force each algorithm to be gallery insensitive to ensure that each algorithm has a general representation for faces, not a representation tuned to a specific gallery. This requirement is desired for commercial systems, since users are usually not care about how the system at hand is trained. However, if one cannot adjust system parameters according to the gallery set, some problems may be encountered. From the perspective of pattern recognition, it is always assumed that some close relationship exists between the training set and the probe set. For example, intuitively, a recognition system trained on a dataset of American people may not be directly used for the face identification of Chinese people. In other words, only a large amount of representative training samples were pre-collected such that the gallery is fully covered, the gallery-insensitiveness could be really possible. This seems to deviate the goal of the algorithm evaluation to a pursuit of high quality training set, and algorithms having good training set are obvious in the ascendant of those not. Therefore, we urge members of the community to give a detailed description of training set (including accessorial set), if they want their algorithms to be evaluated fairly as a learning mechanism rather than a commercial system. Besides, the turning parameters involved should not be ignored as well, since they may have a direct effect on the classification performance.
Secondly, most of current algorithms don't report how their performance is influenced by the number of training images per person. This is particular important for one sample problem, since in this case, the efficiency of learning from only a single face image is critical. Indeed, we should not ignore the following question: at least how many training images are required to achieve certain performance in a particular task? Fortunately, this question has begun to drawn attention from researchers most recently [114] .
Thirdly, for some applications, especially real-time application, time taken is a very important factor. In [115] , Ting Shan builds a real-time automatic person identification system using a gallery of still images containing only one frontal view image per person.
Finally, the evaluation criteria should also take the specific application scenarios into account. Different applications present different constraints and need different processing requirements. For example, when recognizing National ID card, credit card, passport, driver license, et al., the shooting condition is usually controllable and the quality of photographs is relatively good; while in the situation of video surveillance, the obtained image may be both small in size and blurred, and the background of pictures can be very complicated as well. Therefore, the probe set should be statistically as similar as possible to the images in real world.
In summary, for a fair and effective performance evaluation of the methods of one sample per person, great attention should be paid on the protocols, the training and testing data sets. If existed evaluation protocol such as FERET is applied, special care should also be taken on whether it is suitable for the one sample problem. Needless to say, some suggestions in FERET are appropriate for the problem considered here. For example, in its close-universe model, not only 'is the top match correct' but also 'is the correct answer in top n matches? ' are considered, which indeed agrees with the general application scenarios of one sample per person.
Discussion and Conclusion
Face recognition from one sample per person is an important but a challenging problem both in theory and for real-world applications. In this paper, we attempt to provide a comprehensive survey of current researches on this problem. Firstly, we discussed what the one sample problem is, how it affects the current face recognition algorithms, and revealed its important implications for both face recognition and artificial intelligence research. Secondly, we described the current state of the art in dealing with this problem with a three-categories-based taxonomy, i.e., holistic, local and hybrid methods. This, we believe, could help us to develop a clear understanding of this particular problem. Thirdly, we reviewed the relative recognition performance of current algorithms and discussed several issues that need to be carefully considered when deciding how to evaluate a proposed method. Specifically, we urge the community to report the effect of training-set size on the performance of the underlying algorithm. Finally, it is worthy mentioning that some closely related problems are deliberately ignored in this paper, such as face detection and normalization of the images. For these topics, we can refer to [6] and [1] for a detailed discussion.
Obviously, the one sample per person problem and the multiple samples per person problem are twoaspects of the same problem. Separately considering the two problems is motivated in part by the observation that the major part of current research still focuses on the latter problem, while the former does not gain enough deserved attention from the face recognition community. We have revealed in this paper that face recognition algorithms under the assumption of multiple training samples per person may not be applied directly to solve the one training sample per person problem. The relationship between such two problems is beyond the number of training samples per person, and it lies in such aspects as application scenarios, algorithm designing methodology and performance evaluation. Table 4 briefly summarizes these two problems. We can see from this table that there are both commonness and diversity between them.
Diversity indicates the necessity of studying the one sample problem, while the commonness suggests the potential value of multiple samples problem in dealing with the one sample problem and vice versa. We believe that bridging these two aspects of face recognition problem could help us designing more efficient algorithms. For example, we can generate additional samples as the way in [33] from a single sample per person, and use them for facilitating the learning of manifold structure of face images in low-dimensional space, where the requirement of training samples is usually demanding. Although the one sample problem is by far not solved, some promising research directions can be suggested. Firstly, the solution of this problem may benefit from other related fields, especially from the field of biometrics, where other biometric features, such as iris, fingerprints and speech can be used along with the single training sample to construct more robust recognition system [106] . Secondly, one can seek alternative methods that have the capability to provide more information to the recognizer so as to compensate for the limited representative of a single image. Among them, we believe that at least two methods likely influence the future developments of the one sample problem, i.e., the 3D recognition techniques and techniques that can exploit information from other faces. 3D enhanced approaches can help to overcome sensitivity to geometric and lighting changes of faces. In [113] , a 3D Spherical Harmonic Basis Morphable Model (SHBMM) is proposed, with which, both face synthesis and recognition can be feasible even if only one single image under unknown lighting is available. The idea of using prior knowledge, also referred to as learning to learn [87] in the machine learning field, has been widely used and studied in the last decade. Recent results [112] show interesting cases in handwritten digit recognition, where, by exploiting prior knowledge, a recognition system trained on only a single example for each class can achieve better performance than that of the one using thousands of training examples per character.
Thirdly, one of the major contributions from Turk M et al [10] is that they successfully bring the face recognition into the field of pattern recognition in an efficient and convenient manner, such that a large amount of mature methods in PR, including Bayesian method, PCA, LDA, SVM, et al., can be immediately used for face recognition. However, if only a single sample per person is presented to the system, most of pattern recognition methods are helpless. Therefore, we think that the final solution of this problem depends heavily on the advances of related areas, such as pattern recognition, machine learning and machine vision.
Finally, although there do exist some results from statistical learning theory [111] , more study needs to be carried out on how the generalization capacity of an algorithm is influenced by the training set size (especially with extremely small size). It is also meaningful to theoretically investigate how much information can be gained when additional training samples could be presented to the system. Nevertheless, these difficulties do not mean that addressing this problem cannot be achieved under the current technique framework. As shown in Table 3 , considerable efforts in this field are very encouraging.
Actually, recent studies [57] have shown that a single training image, especially the front-view images, contains plentiful information that could be used for recognition. Moses et al [110] also experimentally revealed that human has the ability to generalize the recognition of faces to novel images, from just a single view.
