T
he scientific method is a process of proposing a study, designing an experiment to collect evidence, arranging the observations to test the hypothesis, and interpreting the results. The model of plan-do-study-act (PDSA) quality improvement uses the scientific method to answer "How will we know that a change is an improvement?" 1,2 ( Figure 1 ). The PDSA model advocates the formation of a hypothesis for improvement (Plan), a study protocol with collection of data (Do), analysis and interpretation of the results (Study), and the iteration for what to do next (Act). Conducting a scientific study is the core concept of PDSA quality improvement that is fundamental to iterative learning. [3] [4] [5] [6] Deming recommends that organizations adopt the real-time use of the scientific method, as multiple studies accumulate over time, an organization will then develop a profound knowledge about achieving quality. 3 The core objective in PDSA quality improvement research is to assess whether a study intervention imposed to change a process produces an improvement in outcome. Like all scientific studies, PDSA quality improvement research can be viewed as probes for knowledge that involve testing interventions by manipulating variables and observing the effect upon 18 QUALITY MANAGEMENT IN HEALTH CARE/VOLUME 13, ISSUE 1, JANUARY-MARCH 2004 other variables. Knowledge derived from this process of science is predicated on research methodology, which is the skill of putting the scientific method into practice. In 1963, Campbell and Stanley published a classic handbook on research methodology that still provides a solid framework for evaluating the validity and generalizability of scientific evidence. 7, 8 The Campbell and Stanley framework classifies research design as preexperimental, experimental, and quasi-experimental based on the basic principles of valid interpretation and replication of findings. Preexperimental designs are the clinical case study, the pretest-posttest design and the static-group comparison design. 7 All the preexperimental designs are weak examples of research because they are subject to extraneous factors that interfere with the conclusion or inferences to be drawn (Table 1) . A study free of these sources of error has internal validity because the rival explanations are ruled out as not plausible.
The case study is a report written or told with great detail and precision to illuminate on an interesting case. The report is anecdotal and implies an implicit comparison to an expectation of what would have been had an intervention, exposure, or treatment not occurred or had circumstances been common, typical, or status quo. From case studies, we learn about new phenomena, paradoxes, techniques, and applications. Logical analysis is used to extract principles for case-based learning or to formulate hypotheses from qualitative examples. The problem, of course, is that rival sources of explanation are numerous and uncontrolled. Although the case report makes an interesting, compelling story and communicates powerfully a lesson to remember, it is weak science because there are no controls over how and when the intervention was applied.
The pretest-posttest design (also called the beforeafter study) is the comparison of observations at baseline to observations that occur after intervention. A difference across 2 points in time is attributed to intervention. The flaw in before-after studies is posthoc reasoning that jumps to conclusions based on the error in logic called ergo propter hoc (after this, therefore, because of this). 9 Two measurements at single points in time are not sufficient to unequivocally rule out pre-existing trends, regression toward the mean, extraneous factors associated in time, chance fluctuation, or placebo effect. 7, 10 The static-group design includes 1 group that has experienced an intervention and 1 that has not experienced the intervention; the 2 groups are compared on observations collected only following the intervention period. Without knowing baseline equivalence, the groups' differential susceptibility to the experience or self-selection to an exposure confounds and precludes a fair comparison. 7, 9 The experimental design arose to control all the factors that potentially jeopardize internal validity. 7 In the randomized controlled trial, subjects are randomly allocated to the intervention and control groups to promote the equivalence of experience between the 2 groups. If large numbers of subjects are randomly assigned, a balanced representation permits interpretation of the difference between the intervention and control group to the effects of the intervention. In addition, investigators implement rigorous methodological procedures to secure maximum internal validity. A consequence is that the randomized controlled trial may not be applicable to the subjects, environment, or circumstances outside the tight control of the experiment. Changes in the calibration of instruments (decay in mechanical parts) or observers (changes in performance) that occur over time. Examples include fatigue of data collectors, breaking-in or learning effects in grading or scoring, drift or a change in criteria during observation over time, observer familiarity with procedure or respondents, or knowledge bias resulting from unblinded procedures.
Statistical regression
Regression-to-the-mean operates when selection of subjects is based on extreme scores. Change from pre to post testing is related to correlation between measures, chance variability and error of measurement. Regression toward the mean is an artifact recognized when those who initially scored the lowest have gained the most during post-testing or vice versa.
Selection bias
Bias occurs when subjects are differentially recruited into comparison groups based on characteristics or prognostic factors that interact with the intervention. Sampling procedures using volunteerism, captive or conveniently available audiences, and self-selection are prone to selection bias. Random allocation to comparison groups avoids selection bias. Drop out Differential loss of respondents or drop out between comparison groups can result in bias when comparing outcomes. Intent to treat analysis is performed to lessen the effect of bias. Reactivity to testing or measurement (external validity)
Subjects can experience heightened sensitivity to intervention due to measurement or awareness of participation (e.g., Hawthorne effect). The process of measuring may change what is being measured. Behavior may change when people realize they are being monitored. Testing or observing becomes a stimulus to change and is not just a passive recording of behavior.
Multiple treatment interference
This category includes all antecedent contributing factors that carry-over to the study. Experience with similar prior treatments can effect the response to the current study intervention. Characteristics of the subject's environment, community or setting that are similar to the context of the study influence the familiarity and comfort to the study situation. All the socio-demographic and behavioral characteristics, readiness for change and preferences of the subjects are cofactors that influence outcomes. These factors are controlled by defining the target population based on eligibility and exclusion criteria. Random sampling from the target population promotes generalization and representativeness of results.
Research designs that lack random allocation but address issues of internal validity are quasiexperimental. The seminal work by Campbell and Stanley was to encourage use of relevant and robust quasi-experimental designs that secure adequate and proper results tempered by knowing which competing interpretations the designs fail to control. 7 Rigorous observational studies are often valid and replicate results found in randomized controlled trials.
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Because every study is merely a probe for knowledge and not a proof of fact, a study requires scrutiny on its probing value, that is, the contributions of the study relative to its limitations. Campbell and Stanley remind us that quasi-experimental designs are able to overcome internal validity issues of pre-experimental designs by replication schemes that lessen the plausibility of rival hypotheses due to uncontrolled factors or historical effects. 7 On the one hand, quality improvement is typically conducted in settings where random allocation to groups is often not feasible for ethical reasons or where the environmental condition prevents experimenter manipulation. On the other hand, case reports and before-after studies are common in the health care quality improvement literature. 10, 12 One reason that health care quality improvement has gravitated to the case report and the before-after design is to quickly disseminate stories of success where a change in behavior led to a change in outcome. Weak designs, however, do not allow internally valid conclusions and the consequence is that the science of quality improvement will proceed ineffectively in health care. PDSA quality improvement research should avoid these pragmatic shortcuts in order to demonstrate clearly that it was the strategic maneuver that caused improvement. The purpose of this article is to advocate for the use of quasi-experimental strategies to improve the scientific foundation of PDSA quality improvement in health care. The issues essential to this purpose are to distinguish the type of knowledge pursued by PDSA quality improvement research and to map the quasi-experimental research designs appropriate to enhancing the rigor of PDSA quality improvement studies.
A PERSPECTIVE ON PDSA QUALITY IMPROVEMENT RESEARCH
The aim of PDSA quality improvement is to pursue effective changes in process that favorably affect outcomes. 3, 13 Several characteristics distinguish the discipline of quality improvement. Quality improvement operates with a systems point of view. A system is an organizational structure of interrelated processes operating to produce an output. In industry, we think of a system as the fabrication and assembly operations to make products. A system, however, may comprise a mass of interactions involving mental activity, attitudes, and behaviors of a single human or among a group of people orchestrated to produce services and outcomes.
14 Quality improvement involves understanding how the system works and sharing that knowledge within the organization. 3, 15 Thus, the focus of intervention in PDSA quality improvement is on a system of production that predicts the sources of variation of its output.
The Dartmouth clinical improvement model is a schematic process-outcomes representation of the systems point of view in health care quality improvement. [16] [17] [18] In this schematic, patients access a system of interrelated human and technology processes that provide diagnosis, treatment, and followup to alter the patient's health. Outcomes are measured using targets selected for a value compass. 19 To show that health outcomes following changes to a system of care are better than the outcomes prior to the change requires tracking of health status and clinical outcomes. The purpose of PDSA quality improvement research is to clearly establish the functional or causal relationship between changes in behavior (interventions on system performance) and impact on outcome, that is, the direct relationship between process changes and variation in outcome. The type of knowledge pursued by PDSA quality improvement research is how to improve the behaviors and capabilities of the process that affect the end product.
Total quality management deals with organizational management, teamwork, systems thinking, understanding process, and the psychology of change to create an environment for improvement. 3, [20] [21] [22] Health services management and research on organizational practice typically starts by understanding the pathway of these processes using a variety of qualitative, case analysis tools to identify the set of key conditions and causes which work together. 14, 23 Outcomes are considered a function of the processes that comprise the system and every key step of the process is made explicit and examined for its contribution to the desired output. Creative thinking, innovations, and change ideas are solicited to either change or create new structure or modify the existing behaviors that drive the processes to enable better outcomes. 1 These aspects of the quality movement are necessary, but not sufficient, to qualify as PDSA quality improvement. PDSA quality improvement is defined when data are collected to demonstrate that change by intervention resulted in improvement. From the findings of PDSA quality improvement studies, we gain information about system variables and their importance to affecting outcomes. 1, 14 From this perspective, PDSA quality improvement requires research methodology to test hypotheses that are derived from theory and to change ideas about improving a process.
The systems approach requires that quality improvement direct intervention at the organizational unit responsible for the processes that produce the outcome of interest. Although outcomes are frequently measured at the individual product or patient level, the intervention is aimed at the organizational unit or microsystem that operationally defines and distinguishes the process of treatment. 15, 18, 24 Redesign of structure or changes in behavior are meant to improve the human or mechanical production or service which influence the quality of outcomes. Thus, the targets for quality improvement can range from practice management of a clinic, emergency department, operating room, or hospital to clinical management of a single patient or group of patients with a certain disease or need for service. Hence, it is common for PDSA quality improvement studies to have a sample size of 1. The objective of such PDSA quality improvement studies is to show that behavioral or organizational change is functionally related to an improved outcome in the individual case. This mandate for quality improvement to make statements about the individual brings research and practice closer together. Whether the individual case is a single patient or an organization of care such as a clinic or operating room, we will refer to the object receiving intervention as the subject.
Various disciplines have a history of attempting to establish functional relationships between process change and outcome improvement that we designate as PDSA quality improvement research. The present manuscript integrates concepts from behavioral psychology, 22, [25] [26] [27] [28] [29] single-case methodology, [30] [31] [32] [33] [34] and statistical process control. 1, 14, [35] [36] [37] [38] [39] [40] Common to these methods are carefully constructed measures of responses administered repeatedly and regularly over time in an individual to discover the effectiveness of a change idea in particular circumstances. In the following sections, we will present scenarios that illustrate the major quasi-experimental designs that are relevant to PDSA quality improvement research (see Table 2 ) and factors pertinent to their limitations, addressing both single-case and comparative-group applications. 
TIME SERIES (AB) DESIGN
Saturno et al 41 conducted a study to improve thrombolytic therapy in acute myocardial infarction by reducing the time from the arrival at the emergency department to the provision of the thrombolysis (door-to-needle time). Treatment times for 46 patients comprise the baseline period (see Figure 2 ) and averaged 72 minutes. Intervention comprised guidelines for the management of acute myocardial infarction patients. Times for the next 56 postintervention patients are shown in Figure 2 , the average time improved to 26 minutes. Additional examples of similar published studies include optimizing inhaled corticosteroids or environmental controls to improve peak expiratory flow rates in asthma patients, 42, 43 solving, and maintaining safety issues to decrease needlestick injuries 44 and re-engineering physician office tasks to improve productivity and revenue. 29 These studies are examples of the AB design (also called the timeseries design). 7, [30] [31] [32] [33] The architecture of this design consists of a baseline period (phase A) followed by the introduction of intervention or treatment (phase B). The AB design is the most elementary and popular version of single-case design and contains several principles fundamental to the single-case methodology ( Table 3 ) that overcome the pitfalls of the beforeafter design. 7 Single-case designs rely on continuous or repeated observations over time. The basic comparison is to demonstrate a change from baseline. Rejection of the null hypothesis requires a discontinuity in results between phases A and B that corresponds with onset of intervention. The assessment requires confidence in the use of baseline as an historical control. A feature critical in statistical process control is that a process undisturbed by extraneous causes tends to repeat itself.
14 A stable process implies that the variation, and central tendency in outcomes will remain predictable within statistically controlled limits unless a fundamental change is made to the factors that control the process. Failure to demonstrate baseline stability is a sign that special causes or unusual variables are exerting influence that can alter the variation and predictability of outcomes. The steps in statistical process control are to examine data for special sources of variation that cause a process to be unstable, segment special from random variation, Table 3 PRINCIPLES FUNDAMENTAL TO SINGLE-CASE METHODOLOGY
Study characteristic Principle
Continuous assessment A reliance on repeated observations of performance over time is needed to make the comparison of interest. The outcome is examined over time to determine whether changes in behavior coincide with the intervention. Baseline assessment
The pattern and stability of performance at baseline serves as the criterion to evaluate whether the intervention leads to change. If treatment is effective, future performance will differ from the level predicted by repeated observations at baseline. Stability of performance Confidence in projecting baseline requires absence of a trend in the data and relatively little variability in performance.
Variability in the data
Variability is fluctuation in performance over time. Wider variation makes it more difficult to draw conclusions about the effects of intervention.
and establish stability in random fluctuation (also called common cause variation) prior to PDSA quality improvement. 14, 35, 38, 40 Constancy or stability during baseline is required to rule out extraneous trends and to document convincingly that intervention is superior to the processes previously responsible for performance.
Once baseline conditions are established for stability, the baseline performance is statistically compared as the reference set to treatment performance for changes in slope (the rate or trend of change) and/or change in level (the incremental gain) related to the timing of intervention. 1, 26, 27, 29 If intervention is effective, performance will differ from the projected level extrapolated from the stable baseline, that is, a large effect on the process alters the pattern of results. Changes that occur immediately after onset of treatment and that have a marked shift in level of performance are more easily attributed to the special introduction of an intervention. When the pattern of results is not dramatic, the influence of alternative explanations is more plausible. Changes that are delayed and take place well after treatment has been applied are more difficult to interpret because of intervening experiences. Furthermore, continuous application of the intervention should produce a stable but altered course of performance and not result in a temporary or transient effect. Thus, we apply the criteria of immediacy, magnitude, and stability to the pattern of results to determine the effectiveness of intervention.
Statistical process control provides relatively uncomplicated statistical rules for evaluating whether the pattern of observations from baseline through intervention differs from the random fluctuation that underlies the natural history of the baseline process. 14, 35, 39, 40 For example, the statistical process control analysis of the thrombolysis guidelines derived the statistical control limits shown in Figure 2 . 41 Rules for testing significance provide the statistical argument for an immediate improvement in door-to-needle time attributable to guideline implementation. Had a downward trend been present during baseline, outcomes following intervention may be mere continuation of the trend, making it difficult for Saturno et al to attribute improvement to the guideline intervention. Even if baseline reveals a trend, there are other sophisticated analysis techniques that can test for changes in slope and discontinuity in performance. 45 The disadvantage is that as many as 50 data points may be needed for continuitydiscontinuity time-series analysis. The preference in PDSA quality improvement is to establish stability at baseline and use statistical process control methods 24 QUALITY MANAGEMENT IN HEALTH CARE/VOLUME 13, ISSUE 1, JANUARY-MARCH 2004 to lend support to the idea that intervention is responsible for driving outcomes in the sought-after direction.
An important premise underlying analysis is that measurement is adequate and that observation procedures are reliable. 33 The choice of the target behavior, selection of the intervention tactics and evaluation of treatment effectiveness must be in alignment so that the aim of the PDSA quality improvement initiative, the operational details, and proficiency in carrying out the work focus on the pertinent question. The measurement process should be unobtrusive and procedures embedded as a natural part of the quality improvement environment. In Saturno et al, 41 times were already routinely collected as part of the admission to the emergency department, the electrocardiogram printouts, and medical record documentation for administration of medication. These data were abstracted and entered into the control chart for analysis of changes in door-to-needle time. This methodologic feature of the Saturno study was important because measurement is not only data collection but also an intervention technique. In quality improvement, participants are often the observers. Unblinded, self-monitoring is vulnerable to measurement bias. The potential for observers to become subjectively influenced by participating in their own study requires standardization of the self-monitoring procedures, rigorous training of the observers, reliability checks, correspondence of subjective evaluation with objective measures, and when possible, blindness to the hypotheses. Objective results in PDSA quality improvement are more easily achieved by improving the measurement process and using unobtrusive measures than by blinding procedures.
The salience of measurement, especially selfmonitoring, makes before-after designs particularly vulnerable to reactivity and Hawthorne effects ( Table 1 ). The repeated measurement of the time series design monitors these placebo effects during baseline and allows the participants to acclimate to data collection. Allowing the subject to adjust and habituate to data monitoring eliminates reactivity as a viable alternative explanation to the baselinetreatment comparison. 1 Repeated observations also provide a check on whether observers change the manner in which they apply definitions or instrumentation over time. Thus, baseline measurement using continuous, repeated observation and application of control charts provides the opportunity to control measurement error, methods bias, and detection bias 9 so they will not interfere with the conclusions that the investigator would like to draw. Continuous assessment during post intervention for constancy of effect also serves as a check between real and random changes. Showing a stable change from baseline to intervention excludes statistical regression toward the mean as an alternative explanation. All this measurement, of course, requires standardization and process indicators to substantiate that the intervention is carried out as intended. This implies careful and precise description of the interventions applied and a clear statement of the question we want to answer. The biggest weakness of the time-series design is failure to control history. The major caveat is that performance might change even without intervention or for reasons other than the intervention. Ancillary conditions present at baseline may spill over to the treatment period or extraneous factors in the background but concurrent with intervention may contaminate the treatment period and confound the study results. 7 Critical appraisal of methodology teases out potential alternative explanations. 1, 33 For example, the baseline and treatment periods for monitoring asthma might capture different segments of a curve that reflects seasonal variation. The methodologic solution is to be aware of extraneous factors such as cyclic variations and to balance their effects across the baseline and intervention phases. A statistical solution is to adjust for seasonal effects. 40, 46 Because quality improvement is conducted in the field, the subject is exposed to surrounding conditions that may occur in parallel with the intervention. For example, a Center for Disease Control report on needlestick transmission of infectious disease might increase motivation for careful handling of needles and confound interpretation of quality improvement results. In addition, treatments that require a delay before appearance of effect become confounded by maturation and extraneous events that occur following baseline. Thus, interventions with a long latency are poor candidates for a timeseries study.
One variation on the time-series design is to add a no treatment control group (AA) to the time series (AB) design. In addition to the within-subject comparison between the intervention (B) to baseline (A) of the time-series design, the multiple time series design compares the intervention group to a control group.
In quality improvement, control charts are often fed back to the team that manages the process. Data feedback is itself an intervention that can enhance motivation for change. Comparison between control and intervention conditions that both receive data feedback can further differentiate intervention from these spurious effects. However, a multiple time series design with a comparison between subjects makes the study vulnerable to selection bias (Table 2) . In clinical epidemiology, multivariate statistical techniques are used to adjust for confounding variables. In quality improvement, Alemi et al have introduced the concept of control charts adjusted for covariates. 47 Similar to cohort studies, the multiple time series design must confront methodological limitation due to selection bias and establish risk adjustment methodology. The use of risk-adjusted control charts would allow the investigator to appropriately account for changes in the patient case mix over time and differences between groups.
Another variation on the time-series is the changing criterion design which modifies the intervention phase of the AB design. This design is applicable when intervention can be incrementally modified or titrated to produce a dose-response on outcome. A performance criterion is set to signal success of intervention. Consider a scenario where the hypothesis is that spread and compliance with computerized order entry will decrease medication errors and the quality improvement team sets a stretch goal for the clinicians of the institution to reach benchmark performance. With the changing criterion design, the strategy is to set an initial target, say at 50% of benchmark performance. Rate of success is fed back to the clinicians, for example, by posting a control chart. After performance stabilizes and consistently meets criterion, the level for success is made more stringent, say 60% of benchmark performance. Several iterations occur within the intervention phase until the clinicians reach benchmark performance levels. The purpose is to show that increments in outcome coincide with shifts made in criterion. If a functional relationship between process and outcome exists, then better, more frequent or consistent application of the intervention (computerized order entry) has sufficient control over the process to shape performance to reach higher standards.
When performance does not closely correspond to changes in the criterion, the influence of the intervention is difficult to detect and improvements may be attributed to extraneous factors. A rapid change in performance that exceeds the criterion raises the possibility that extraneous factors coincided with the onset of intervention. In summary, the investigator looks for a close correspondence where performance follows shifts in the criterion over the course of intervention, uses annotated control charts to indicate timing of interventions, and statistically tests the changes in performance. This variation of the time series design is consistent with the quality improvement strategy of continuous improvement cycles to implement incremental process improvement.
Protection of the AB design against spurious results depends on the rigor of the research methodology in eliminating as many potentially confounding sources of variability as possible so that the functional relationship between process changes and outcome can be determined with more precision.
Despite the improvements over the pre-post test design, the time-series design does not allow for an unequivocal demonstration of the controlling effects of the intervention. In clinical epidemiology, a test for false positive results is replication because it is extremely unlikely that extraneous, arbitrary events would consistently covary with new systematically repeated applications of treatment. In similar fashion, enhancements to the time-series design use the principle of replication to overcome its issues with internal validity.
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THE EQUIVALENT TIME SERIES (ABAB) DESIGN
The ABAB design replicates the time-series design. The A and B phases of the AB design are repeated to yield 4 phases of time-series data. We expect performance to differ sharply as a function of the different conditions, producing a systematic pattern across baseline and treatment conditions. The effects of quality improvement are clear if performance improves during the first intervention phase (B), reverts or approaches baseline when intervention is withdrawn (replicated A phase) and improves when treatment is reinstated (replicated B phase, see Figure 3 ). The second A phase tests the projection of the first baseline and resolves concern over use of a historical control. If extraneous factors are involved, the pattern of response will reveal a gradual improvement over time, including during the second baseline (replicated A phase). The replication of the difference between predicted (replicated baseline A) and obtained (replicated treatment B) levels of performance reinforces generalization across time and provides a direct demonstration that intervention effects are responsible for the change in outcomes. Absence of replication indicates that (1) extraneous factors led to the change during the first AB intervention phase, (2) the intervention may have carryover effects that require sufficient time to washout, or (3) the subject was permanently altered by structure or learning. The intervention that changes process must be reversible so that a return to baseline means the underlying process is able to return to the same previous stable condition. The ABAB design is not suitable when the investigator expects carryover or learning effects that prevent reversal to prior conditions or if reversing to baseline is not desirable or ethical.
Use of the replication strategy in quality improvement research is the counterpart to a control group in factorial design. The replication strategy renders history as an unlikely explanation but elicits vulnerability to several other sources of bias. The alternation of conditions might coincide with cyclic extraneous variables that produce a time dependency for the ABAB pattern of response. This confounder may be ruled out by representative sampling of baseline and intervention conditions across time. On the other hand, knowledge or perception of when the B condition is in force may produce reactivity to anticipated intervention. Spurious effects generated by awareness are usually short-term and dissipate over time. If participants are not blinded, a placebo effect may result from enthusiasm and subjective awareness that will confound actual treatment effects. At the very least, demonstration in the change in performance should be stable and maintained beyond transient effects.
An example of the equivalent time series design is an ongoing study at Vanderbilt University Medical Center to improve medical record documentation. Residents in general surgery proposed a template containing prompts for standardized and complete daily progress notes. The primary objective is accurate documentation of patient complications and comorbidities. The measurement indicator is the independent coding of diagnoses by the medical records personnel, who were not involved and were blind to the activities and communications on the ward. A time-series (AB) design compares the coding of complications from the baseline (A) period to an intervention (B) period when the structured progress note is used by the resident physicians. The duration of the baseline and intervention periods coincides with the education rotation of residents to different service areas of training, yielding independent samples of data collection. Although the source of measurement is from many residents and patients, the unit of intervention is the general surgery service, thus this study uses single-case methodology. If use of the structured progress note makes documentation of complications more salient to the resident work process, we anticipate a shift in the rate of recording patient complications from the A to the B phase of the control chart (see Figure 3) .
Personnel in medical records, however, are dependent on chart documentation. To obtain a reference standard of patient-based information, experienced nurse utilization managers on the general surgery service were requested to independently complete a structured progress note on all patients. This information is collected to show that the patient case-mix and severity is actually equivalent across the baseline and intervention periods. Now, however, statistically significant trend in documentation of complication rate from baseline A to intervention B might result from nurses and residents on the same ward discussing the patient. A second AB phase is used to test whether changes are due to contamination effects (extraneous factors) or caused by use of the structured note (strategic intervention). A return to baseline condition is induced by withdrawing use of the structured progress note by residents. If the control chart shows maintenance of the documentation rate during replicated baseline (A), the findings will support a contamination effect mediated by nurse-resident interaction. If the documentation rate reverts to the original baseline, the 2 baselines are equivalent and the findings do not support contamination. As a further test of transient false positive results and concerns over historical controls, reinstitution of the structured note (replicated B phase) tests the functional relationship between use of the structured note (change in process) and outcome. A replication in improvement in outcome establishes a convincing argument that use of the structured progress note by residents impacts documentation of patient complications.
A published example of the ABAB design is provided by Pfadt 26 in the evaluation of the clinical effect of behavioral treatment of individual clients. In the baseline (A) phase, reinforcement of target behavior was withheld and during intervention, reinforcement was contingent on performance. The pattern of response was similar to Figure 3 and statistical limits on the control chart demonstrated that behavior was a function of reinforcement contingencies.
More complex applications of the equivalent time series design have been used to analyze for effects of multiple treatments and their interactions. 30, 32, 48, 49 For example, the AB AB AC AC A(BC) A(BC) design examines the functional relationship of B and C interventions on outcomes and the effects of the BC interaction. These more complicated designs are beyond the scope of the present article but are mentioned to acknowledge the utility of single-case methodology. A cardinal rule in single-case methodology is to change 1 variable at a time when proceeding from one phase to the next and consider any counterbalancing and randomization of treatment order that controls for potential confounding by spurious time dependencies. Equivalent time series designs are suitable when interventions bring about rapid effects with little or no carry-over when intervention is suspended. Ultimately, however, findings are specific to the single subject. Thus, the single-case methodologies are sometimes modified for multiple-subject and comparison group designs.
The caveat to the ABAB design is a carry-over effect that sustains the impact of intervention and prevents the return to baseline conditions. Interventions with carry over effects are those that induce changes in the structure of the organization, implement irreversible procedures or states of condition, or produce an unwillingness to revert to baseline conditions. In this situation, the procedure of AB replication is unwarranted and the multiple baseline design should be considered.
THE MULTIPLE BASELINE DESIGN
In this design, an intervention is replicated by segmenting its application within the same subject onto separate targets. For example, consider physician orders on the medical ward using automated computer entry in place of handwritten orders. The 28 QUALITY MANAGEMENT IN HEALTH CARE/VOLUME 13, ISSUE 1, JANUARY-MARCH 2004 intervention might first be implemented on only laboratory tests, then on imaging, and then pharmacy. The study is begun with establishing concurrent stable baselines for laboratory, imaging, and drug errors. The first AB design is applied when computer entry of laboratory tests replaces handwritten orders and baseline measures continue for imaging and pharmacy. After performance stabilizes for the laboratory errors, the computer entry intervention is applied to the imaging tests and baseline continues for the drug orders. After the second AAB design stabilizes, the computer entry intervention is applied to the drug orders (the AAAB design). The multiple baseline design is when intervention (B) is sequentially introduced to different baselines (A) at different points in time. As in the time-series design, there needs to be stability of the behaviors during the baseline phases. The timelagged replication controls for history, avoids problems with carryover effects and attends to the importance of preserving gains (no reversals). Figure 4 shows the anticipated staggered pattern for control chart results. Repeated demonstration of change when and only when the intervention is applied provides a convincing demonstration that intervention was responsible for change. The pattern of results rules out performance bias, incidental or conjugate activities that could serve as cointerventions and coincidental historical events that could confound the interpretation of the times-series (AB) design. The strength of replication and criteria of immediacy, magnitude, and stability rule out alternative hypotheses. Methodologic problems occur if the target behaviors within the subject covary, the intervention effect from the (ABBB) branch will spill over to the lagged branches (AABB and AAAB) and contaminate the baseline periods.
A variation of the multiple baseline design is to implement an intervention on the same target behavior but replicate the time-series by segmenting the application across independent subjects or settings with staggered implementation. This is especially suited to the situation in which a particular process or set of behaviors in need of change is constant across different persons or settings. The design with replications staggered over time is consistent with the quality improvement strategy in which intervention is implemented on a small scale first before being deployed widely. An example is a recently funded project to evaluate ELSIE at Vanderbilt University Medical Center. ELSIE is a computer interface that connects computerized physician orders with nursing pathways of inpatient care. Nursing pathways are used to provide acute and disease management cues and prompts to the order entry program. The target behavior is congruence of patient orders to the pathway of care. Among 20 service areas in the medical center, 10 were randomly selected for implementation of ELSIE and paired to the remaining 10 which serve as control sites. The 10 intervention sites will have ELSIE implemented with multiple baselines as follows: site 1 (AB), site 2 (AAB), site 3 (AAAB), until all 10 sites have the integration between computerized orders and pathways. The remaining sites provide concurrent controls, a feature that elaborates on the standard multiple baseline design. The anticipated pattern of control chart results is shown in Figure 5 for the first 3 sites.
The methodologic concern in this application of multiple baseline is contamination or spill-over between settings that would produce vicarious effects and ambiguous results. The settings must remain independent and the pattern of results sustained across the multiple baselines. Another methodologic concern relates to prolonging baseline. Long lags due to postponement of intervention increases risk of drop out from the study. Prolonged baselines also open a study to threats of future competing opportunities that can extraneously influence behavior and impact on outcomes. The ELSIE multiple baseline has a 2-year rollout, therefore, concurrent controls were added to the multiple baseline design to address the possible confounding associated with prolonged baselines.
EXPERIMENTAL DESIGN
Single-subject randomized controlled trial
In 1988, Guyatt et al 50 published a "clinician's guide for conducting randomized trials in individual patients." These N of 1 RCTs are collaborative experiments between clinician and patient to evaluate the effectiveness of treatment. For example, a clinician and patient cooperated in designing a study on the effectiveness of amitriptyline hydrochoride in treating fibrositis. 51 The purpose of the RCT was not efficacy but whether therapy was warranted in the individual patient. A randomized sequence was arranged where the patient would either take the drug or a placebo. The drug has a rapid onset and stops acting soon after it is discontinued, allowing for a crossover of treatment in the individual patient. The clinician and physician were blind to treatment conditions but a pharmacist was available to help supply the capsules and to monitor compliance. Outcomes may include objective clinical measures but in this trial the patient rated fatigue, aches, pains and sleep disturbance. Among 14 of these N of 1 RCTs in fibrositis patients, 6 trials confirmed treatment effect.
The N of 1 RCT strategies of repeated measures and replication to evaluate treatment of chronic, stable conditions are features similar to the ABAB design.
Traditional statistical methods such as the paired-t test and sign test for runs have been used for analysis but statistical process control methods could easily be used to assess the N of 1 design. Downward and upward phases that patients are likely to go through with their illness could create serial dependency in longitudinal measurement of outcome. The relationship from one observation to the next is called autocorrelation. Obtaining a series of measures from the same individual increases the likelihood of autocorrelated data. No evidence of autocorrelation has been observed in N of 1 trials 50, 51 and in statistical process control, Wheeler has reported that control charts with autocorrelations below 0.7 are not severely affected. 40 However, the presence of strong autocorrelation among the repeated measures can have a large impact on traditional control charts 52, 53 ; the control limits are too narrow, producing false positive interpretations. In these cases, a times series model is fitted to the observations to adjust the limits of the control charts. 40, 52, 53 Statistical process control methods have been around since the 1930s and have been proven just as effective and grown just as sophisticated as classical statistics.
54
Factorial
Although used rarely in health care, fractional factorial designs have been widely used in industry to study sources of variation. These planned experiments with randomization are designed to identify important variables and investigate how their interactions affect outcomes. Fractional factorial designs are a proportion of a full factorial design that allows the size of an experiment to be kept practical while still enabling the estimation of important effects. 2 These methods are of particular interest when more than one change is implemented at the same time. Strategies are used to counterbalance treatments in a way that confounds higher order interaction effects to tease out contributing factors as primary effects.
In industries implementing fractional factorial planned experiments, many important interactions have been found and many are waiting to be found. 55 In addition, N of 1 studies can be sequentially arranged to build a fractional factorial to analyze across and between group sources of variance. 51 N of 1 and fractional factorial designs allow the investigators to learn as they go (PDSA cycles) and decide what should be done next for iterative scientific problem solving. 55 An application, for example, would be the investigation of an intervention program with multiple factors (such as, diet, education and screening) that might influence the improvement in the management of diabetic patients. To learn more about fractional factorial design of experiments see Sloan 56 and Moen et al. 2 Several randomized control trials have been conducted where quality improvement has been compared to alternative interventions. [57] [58] [59] [60] In Dietrich, O'Connor et al, 61 98 ambulatory practices were randomized to office system, quality improvement intervention, educational intervention or the combination of education plus quality improvement. This study is an example of a complete 2 × 2 factorial experimental design that examines main and interaction effects. The results found that practices using quality improvement did better in providing cancer prevention and detection services.
CONCLUSION
PDSA quality improvement involves the systematic study of a process to discover assignable causes of variation and to solve problems.
14 PDSA quality improvement research is outcomes driven and outcomes that define value of care include cost, quality of life, clinical outcomes, and satisfaction. The science of quality improvement is intended to generate knowledge concerning prediction and control of a health care system to produce better outcomes. The challenge for health care PDSA quality improvement is to provide a thorough and specific test of change that satisfies scientific principles. The use of robust study designs with rigorous compliance to sound data collection and protocol implementation can provide understanding of how PDSA quality improvement interventions work in the real world setting. The extent to which randomization is necessary depends on the stability of the process. Stable or chronic processes are candidates for quasiexperimental designs and control charts for measuring intervention. When experimental designs must be considered for understanding the contributions of various aspects of a complex intervention, N of 1 RCTs and fractional factorial designs are practical techniques. Key features of these research designs are times series measurement, choosing an appropriate baseline, testing the stability of the baseline, use of replication and reversals, constancy of the treatment effect, and statistical techniques for evaluating effects. Use of more rigorous design for PDSA quality improvement research and the analytic technique of statistical process control will promote more convincing claims for the effectiveness of improving outcomes and a solid foundation for producing iterative learning.
The percentage of hospitals reporting continuous quality improvement initiatives was 69% in 1993 and climbed to 93% in 1998 62 but the lack of a robust, scientific literature has inhibited the acceptance of quality improvement methods among health professionals. 5, 12 The fundamentals of quality improvement that call upon the rigor of the scientific method are highly compatible with the professional value of being persuaded through evidence. Use of robust study design increases the likelihood that the work will be published in peer reviewed journals. Greater dissemination in journals will help build the scientific foundation that justifies the practice of quality improvement and reinforces a career activity in pursuit of improvement knowledge. Moreover, PDSA quality improvement research is a scientific paradigm that promotes merging of the clinical, operational, research, and educational disciplines within a health care enterprise that brings research and practice close together.
