In this paper we propose a new watermarking technique where the watermark is embedded according to two keys. The first key is used to embed a code bit in a block of pixels. The second is used to generate the whole sequence of code bits. The watermark is embedded in spatial domain by adding or subtracting a random digital pattern to the given image signal. The embedding depth level depends on the spectral density distribution of the DCT coefficients and on the JPEG quantization table. The label consists of a set of bits which are embedded locally in a rectangular set of blocks and it is repeated over the entire image. After detecting individual bits, the retrieved label is verified by performing a XOR operation to the watermark code.
INTRODUCTION
Watermarking algorithms have known a rapid development due to their application in multimedia copyright protection. Such algorithms must fulfill several requirements for resisting under common processing and to possible attacks [ 1, 2] . Many watermarking algorithms have been proposed for embedding an owner specific code either in spatial domain [ 3, 4] or in frequency domain [ 51. In order to increase the watermark robustness capabilities certain techniques use both spatial and frequency domains [6] .
We suggest a watermarking technique in spatial domain which depends on the local energy distribution in the discrete cosine transform (DCT) domain. At the detection we apply a statistical test for finding the bit label which can be either 0 or 1 according to a given first key. The watermark depends on the local image frequency distribution in such a way that has an increased robustness to compression and filtering. A sequence of bits makes up the label. The second key is public or known to a third party and controls the entire label. The label is embedded locally in a rectangular region in order to increase the robustness to cropping and to other possible attacks. The location where the label starts is shown by a specific marker. The blocks embedding 0-7803 -6725-110 1/$10.00 O200 1 EEE the label bits are mapped according to a space filling curve such as a Peano curve [7] . The Peano curve maps an array in a 2-D space and in this case contributes to the apparent randomness of the watermark.
The way of using the private key for embedding each watermark bit is detailed in Section 2 while in Section 3 we show how the watermark is adapted to local changes in the image. In Section 4 we explain the procedure for arranging the label bits. In Section 5 we provide some experimental results and in Section 6 we draw the conclusions of this study.
EMBEDDING AND DETECTING THE WATERMARK IN A BLOCK OF PIXELS
The watermark label consists of a sequence of 0's and 1's generated according to a key K1. An watermarking algorithm has too stages: embedding and detecting the watermark. In spatial domain, each bit of the watermark is embedded in a certain pixel block. We split the block in two sets Io and 11, according to a key Kz, and we modify the pixel values according to the embedded bit :
where 1: represents the grey level of the pixels in the set I1 after watermarking and L(0) represents the initial embedding level (the initial value to be added or subtracted from the actual grey level).
The watermarking procedure relies on the assumption that the two pixel sets have identical mean estimates when no watermark is embedded. After embedding the watermark we create a gap between these estimates which can be identified in a statistical test. Such a statistical test can by applied on the entire image [ 31 or locally to each pixel block [4] . In [2] it was shown that by increasing the block size we increase the capability of resistance to JPEG compression. However, by increasing the block size we minimize the possible number of watermark bits to be embedded in the image.
In the detection stage we estimate the means of the two sets, denoted by fl and i o , and we compare their difference against a threshold :
Alternatively, we can use correlation for detection, as in [3] . Fig. 1 . Energy-based watermark. Fig. 2 . Peano curve
ADAPTING THE WATERMARK TO LOCAL IMAGE CHANGES
When embedding a certain watermark we always consider its capacity to resist common image processing algorithms and to maximize its resistance to possible attacks. JPEG is the most used compression algorithm. JPEG algorithm uses the quantization of the DCT coefficients and affects mostly the image regions corresponding to the upper range of frequencies [8] . The proposed watermarking algorithm is designed explicitly to resist to the image distortions cawed by the JPEG algorithm. In order to increase the robustness of the watermark to compression we analyse the alterations introduced by JPEG in the watermarked image. For each 8 x 8 pixel block we apply DCT and the resulting coefficients are quantized, rounded to the nearest integer and mapped back in the image domain using inverse DCT. We test the pixel block resulted after applying the inverse DCT, for the watermark code Kz, according to ( 2 ) and (3) . If the watermark code is not found, we increment the embedding level :
where i is the embedding iteration. Consequently, we repeat the embedding procedure (1). The embedding algorithm stops if the embedding level is sufficiently high to stand JPEG compression. The final embedding level must provide watermarks which are resistant to JPEG compression down to a certain quality factor. Experimental results have shown that by using JPEG quantization tables (which are non-uniform) instead of uniform quantization tables we increase the watermark robustness to P E G compression. The main issues when embedding a bit are the location of the pixels to be changed, the size of the contiguous area affected by the watermark and the embedding level L. The location of the pixel sets Io and I1 can be fixed or randomly generated according to the key K 2 . By choosing to embed blocks of pixels rather then individual pixels and to consider fixed locations for the set 11, in all the label bits, we embed the watermark in a range of higher frequencies. This clearly improves the chances that the watermark will resist P E G compression or filtering. However, a fixed pattern of large blocks of pixels for Io and I1 may produce visible textures.
We need to have a tradeoff between watermark robustness to compression and its visibility in the image. By using a large embedding level L we can make the watermark more robust to P E G compression or to other possible attacks. The human vision is less sensible to modifications in the higher range of frequencies. In this case we can use a higher embedding level for regions corresponding to the higher range of frequencies. We choose the initial embedding level as a function I?(.) depending on the ratio of the spectral energy of the DCT coefficients in the higher range of frequencies and the total DCT spectral energy :
F ( k , I ) represents the DCT coefficient for the frequency (u,,w) in an 8 x 8 block. If r is a piecewise linear function, the initial embedding level is decided after comparing the ratio of the high frequency spectral energy with a set of thresholds. The watermark depending on the DCT energy from 8 x 8 pixel blocks in Lena image is shown in Fig. 1 where lighter blocks represent higher embedding levels
MAPPING THE LABEL BITS
Common attacks on watermarked images include clipping and rotation. By applying the label in a certain area and repeating it over the entire image we can increase robustness to clipping [5] . By considering many bits for each label we are able to generate a large number of different labels, each associated with a specific owner. However, such a label would occupy a large area in the image and can be destroyed easily by cropping. Let us consider a 64-bit label. If we embed each bit in 16 x 16 pixels, then the whole label can be detected from an image area as small as 128 x 128 pixels. ln order to identify the start of the label we embed a marker in the first block from the upper-left corner of the area designated for embedding the label. Specific markers can be part of the label to be embedded. In order to make the watermark less detectable we embed the bits in an unpredictable way. We use a space-filling curve such as Peano curve [7] . Peano curves are natural ways to fill 2-D spaces using a 1-D label, while minimizing the distances between the locations where consecutive label bits are embedded. The Peano curve used to embed the 64 bit label is represented in Fig. 2 , where the start location is shown by a marker in the upper-left comer.
After the watermark is embedded in the given image area we proceed to embed the same label into thenext macroblock. In the detection stage we find the locations of the marker in order to determine the block where the label has been embedded. The decision is taken by thresholding the correlation of the marker with the edge map of the image. For a low threshold, false markers may be selected. However, by using the known repetition intervals for the markers we can recover the true markers with great accuracy.
As we have seen in the previous two sections, the watermark label consists of the code given by (K1, Kz). IC1
generates the label, represented as a sequence of bits, while the second key determines the low-level way of embedding each individual bit. Let us denote by P(AIK2) the probability of detecting a bit A in the image by knowing the key Kz and by P( BI K1, A ) the probability of detecting the entire label B in the image using the key K1, after detecting the component bits A . The probability of detecting the watermark is given by the product of the probabilities corresponding to the detection of the entire label and of each individual bit by using the private and public keys :
Bit mis-detection at the first stage converts into bit-errors at the second detection stage. If the user knows K2, each bit of the label can be retrieved according to the algorithm described before. After reconstructing the whole sequence of bits, we form a label which is compared by a third party against the code given by K1. The comparison is done by a simple XOR operation of the two bit sequences assuming an acceptable bit-error probability. The third party possesses the code K1 while the user has the code K2. The possibility of misuse for the given code either by the user or by the thiid party is greatly reduced. We can observe that for each public key we can use several private keys and vice versa.
EXPERIMENTAL RESULTS
We have applied the proposed watermarking algorithm on several images. Similarly with [4] we have considered a ratio of 1:4 for the pixels from the sets 11 and respectively IO.
In the following we provide the results on the 512 x 512 Lena image which is represented in Fig. 3 . We consider watermarking detection results after compression by JPEG with various quality factors. In Fig. 6 we plot the detection results when considering a watermark label which covers We consider the size of the neighbourhood area for embedding a bit in the image as 1 x 1 or 2 x 2 pixels. Four cmves show the results when considering uniform quantization of the DCT coefficients and the fifth display results when we optimize the embedding level with respect to the P E G quantization tables. From the plot in Fig. 6 is evident that by increasing the size of the neighbourhood area used for embedding the watermark we increase the robustness to P E G compression. Using JPEG quantization tables increases the watermark resistance to compression. We embed the watermark locally in a certain rectangular region according to a Peano curve mapping and afterwards we repeat the procedure over the entire image. The size of the label is 64 Kits and its starting points are marked. An example of a watermark where we can identify specific markers is provided in Fig. 5 . For the proposed watermarking algorithm we consider random 2 x 2 pixel blocks embedded in marked 128 x 128 image areas. The watermarked Lena im- age is shown in Fig. 4 . In the detection stage we have used a high-frequency Laplacian edge enhancing filter [2] . We have compared the proposed watermarking algorithm with a DCT based watermarking method, described in [ 5 ] on Lena image. Comparative error detection results are provided in Fig, 7 . The maximum embedding level corresponds to a slight visibility of the DCT-based watermark and its error plot is represented with a dot-dash line in Fig. 7 . The error represents the percentage of the image where the watermark was not identified in this case. We can observe from Fig. 7 that the proposed watermarking algorithm provides better robustness to JPEG compression for less watermark visibility. The proposed method has been found robust to filtering, cropping, additive noise (watermark detected with 3.17 % bit-error for 15 % uniformnoise and 22.2 % bit-error for 20 % uniformnoise added) and for other attacks.
CONCLUSIONS
We propose a new watermarking method which employs two keys. The first key is public and generates a label.
The second key is private and embeds each bit of the label in a certain pixel block. The embedding of each bit is adaptive with respect to the local frequencies and uses the JPEG quantization tables for increasing its robustness to compression. The starting location of the label is determined by a marker. The watermark is embedded in a certain image area of rectangular shape according to a Peano curve. The label is afterwards repeated over the entire image. We have tested the watermark robustness to JPEG compression, cropping, additive noise and other possible attacks. For detecting the likely rotation of the markers in the image we can use Zemike moments.
