Background: In coupled-channel models the poles of the scattering S-matrix are located on different Riemann sheets. Physical observables are affected mainly by poles closest to the physical region but sometimes shadow poles have considerable effect, too.
I. INTRODUCTION
The physics of coupled-channel (CC) models spans many research areas, ranging from traditional nuclear physics [1] [2] [3] to atomic physics [4, 5] , to chiral perturbation theory combined with multichannel approach [6, 7] , and to hypernuclei physics [8] .
As in the scattering theory in general, also in scattering CC models the exploitation of the analytic properties of the S-matrix is a basic tool in describing the scattering processes [9] . The S-matrix as a function of energy is analytic over a Riemann surface of many sheets [10] [11] [12] . The analytic continuation of the physical S-matrix may have poles on the unphysical sheets. These poles correspond to the eigenvalues of the Scrödinger equation with various special boundary conditions. The eigenfunctions belonging to these generalized eigenvalues are referred as resonance/virtual states of the system. On the physical sheet the eigenfunctions are asymptotically decreasing i.e. they are bound states. The asymptotic form of the resonance/virtual states are not bounded. In the following the term resonant state will be used for all discrete (bound, resonance and virtual) states.
The main question in CC scattering model is how the S-matrix poles affect the scattering observables. Obviously, they are affected by poles closest to the physical region. However, it has been recognized long ago that poles far from the physical regions (so called shadow poles) may have large effects on observables [13, 14] . This phenomena occurs in atomic [15] [16] [17] , nuclear [18] [19] [20] and particle physics [21] . The effect of the shadow poles was studied also for confined two dimensional electron gas [22] .
As for the finding all types of poles of the S-matrix i.e. solving the CC equation with generalized asymptotic condition there are two approaches: either the task is modified so as to incorporate the special conditions then is solved with orthodox methods or the task is considered as it is and the solving methods are generalized. The most straightforward example for the first approach is the complex scaling method which has a long history [23] . In a recent nuclear three-body application [24] the backrotation problem of this method is solved. The usage of the complex scaling method to CC problem sometimes requires slight extensions as e.g. when shadow poles are to be found [25] .
A good and nowadays often used approach of the second kind is the series expansion of the wave function on an extended basis. The basis includes the bound states, selected resonance/virtual states as well as complex energy scattering states of the potential. The existence of such basis was proven by T. Berggren [26] . Berggren basis were used in the solution of many-body shell model calculations [27, 28] , especially when weakly bound or unbound states of certain nuclei observed in radioactive beam facilities were to be described by Gamow shell model or complex energy shell model [29] . In certain applications [30, 31] it was shown that anti-bound states can also be included as basis states.
The application of the Berggren bases in some model means that the wave function of the studied system is expanded on this basis. The Berggren basis was used also in CC problems: the radial coupled HFB equations were solved with it [32] and also the CC Lane equation describing isobaric analog states [33] .
The aim of this paper is to show that in CC problem all poles of the S-matrix can be calculated with properly constructed Berggren basis. To this end we reproduce the results of an exactly solvable CC problem: the one with the Cox potential. This CC problem can be solved exactly [34] [35] [36] [37] so there is no ambiguity in the location of the S-matrix poles. The analytic solution of the Cox potential offers a unique opportunity for testing the results of the numerical solution of the CC problem.
The paper is organized as follows. Section II describes the CC Cox problem and its analytic solution. In Section III we discuss how to use the Berggren basis for the solution of a CC problem. Here we discuss the main point of the paper: how to choose the Berggren basis in order to get all poles of the S-matrix. Section IV presents the results for the CC Cox problem both analytic and numerical ones. Finally, conclusions are contained in Section. V.
II. THE COX COUPLED-CHANNEL PROBLEM

A. The Cox potential
The two-channel radial Schrödinger-equation with energy E in reduced units reads
where
denotes the channel wave numbers, ∆ i are the threshold energies. We will use as in [34] ∆ 1 = 0 and ∆ 2 = ∆ > 0. The notation diag(a 1 , a 2 ) means a two by two diagonal matrix with elements a i in the main diagonal. The Hamiltonian is
and the solution forms a vector
The Schrödinger equation in Eq. (1) has two matrix value Jost solution from which the Jost matrix can be constructed defining both the scattering and bound state solutions. We classify the solutions of Eq. (1) as it is done in Ref. [34] . We call a solution a bound state when the zero of the determinant of the Jost matrix k 1 and k 2 are both pure positive imaginary numbers. We call the solution a virtual state or anti-bound state, when the zero of the Jost-matrix determinant corresponds to a real energy below the thresholds and the zero is lying on the imaginary k i axes, but not all of them are located on the positive imaginary axis. Finally, we call the solution a resonance if the zero is not lying on any of the imaginary k i axes, hence the corresponding energy is complex or if real then it is above at least one of the thresholds. The derivation of the Cox potential and how to solve it exactly are given in [34] [35] [36] . To make the paper selfcontained we collect some formulas. The Cox [37] interaction matrix
is given by
where I is the 2x2 unit matrix and
The symmetric 2x2 matrix X 0 contains the parameters of the potential. The factorization wave numbers κ 1 and κ 2 are positive parameters and they satisfy the condition κ 2 2 − κ 2 1 = ∆. (we will use κ 1 = κ as independent parameter). The matrix K is related to the factorization energies by K = diag(κ 1 , κ 2 ). Of course, the interaction matrix (4) is symmetric.
The determinant of the Jost matrix is given by [34] 
Here we denote for convenience the channel wave numbers as k 1 = k and k 2 = p. The threshold condition reads
The zeros of the function f (k, p) determine the position of the bound, virtual and resonance states. Interestingly the Cox potential depends on the factorization wave numbers but the eigenenergies are independent from κ i .
The connection between the parameterization α 1 , α 2 , β and X 0 is given by the equation
and the inverse relation is
B. Reduced inverse problem
In a direct problem we calculate the eigenenergies and the corresponding channel wave numbers (k i , p i ) of the Cox CC equations for a given set of potential parameters α 1 , α 2 , β, and ∆. In the inverse problem we fix a few eigenenergies or other characteristics of the problem and search for the parameters of the potential which give back the fixed characteristics.
A very convenient approach was introduced in Ref. [38] . In this approach one first fixes two solutions and the other two solutions are obtained in closed form. Let us fix (k 1 , p 1 ) and (k 2 , p 2 ) as the first two zeros of the Jost-matrix determinant f (k, p) then from (7) we get
and we obtain the parameters α 1 and α 2 in terms of (k 1 , p 1 ) and (k 2 , p 2 ) and β
where ∆ k = k 2 − k 1 and ∆ p = p 2 − p 1 . The signs define two sets of solutions which correspond to the same (k 1 , p 1 ) and (k 2 , p 2 ) but two different (k 3 , p 3 ) and (k 4 , p 4 ) roots. In selecting the solution either the upper or the lower signs are to be taken. The other two roots (k 3 , p 3 ) and (k 4 , p 4 ) are determined in Ref. [38] as follows.
Note the difference in sign of the second term in p 3 and p 4 with respect to Eq. (50) in Ref. [38] .
III. SOLUTION USING BERGGREN BASIS
We calculate the eigenvalues of the CC Cox problem by diagonalizing the Hamiltonian (2) in the Berggren bases of the potentials v 11 (r) and v 22 (r). We consider two auxiliary problems
The states of the Berggren basis are the solutions of Eq. (18) and for each channel they are composed of the resonant basis states which are eigensolutions of Eq. (18) with purely outgoing wave boundary condition, i.e. they correspond to the poles of the S-matrix in that channel. The resonant states (bound,virtual and resonance solutions) with energy E (i) n are denoted by u (i) n (r). Beside the resonant states the basis contains scattering states along a complex contour L. The scattering solutions are denoted by u (i) (r, E) or u (i) (r, k) if we use the energy E or wave number k, respectively.
The shape of the contour L is restricted by certain rules [26] . In the k plane the contour has to go through the origin and has to be symmetric to the origin, i.e. if k is on the contour L then −k should be on the contour L too. Asymptotically i.e. for large |k| values the contour has to go back to the real axis and remain there. Only those resonant states have to be included into the Berggren basis whose wave numbers are above the contour L. Similar relations should be hold for the p contour of the second channel. (See Figures 1 and 2 the wave numbers to be included into the basis should be in the shaded area.)
The completeness relation of the Berggren basis reads
In this relation (and later) the notation n = b, d, v means that the sum over n runs through all bound states, decaying resonances and virtual states in the shaded area of Fig. 1 . The integral in Eq. (19) is over the scattering states along L. The completeness relation in Eq. (19) for chargeless particles was introduced in Ref. [26] and its validity has been shown for charged particles too [39, 40] . Since we can not handle the continuum part exactly the complex contour is discretized and truncated in order to have a finite number of contour states. The renormalization of the discretized contour states was introduced first in Ref. [41] and it is performed as in Ref. [29] . We use as discretization points E 
where c labels the discretized scattering states from the contour L and M i is the sum of the resonant (bound, virtual and resonant) states contained inside the the shaded area plus N i number of discretized continuum states. If
n is a scattering energy from the contour L then the scattering state of the discretized continuum is denoted by w
n corresponds to a normalized resonant state of the potential v ii (r) then w
n (r). The set of Berggren vectors form a bi-orthonormal basis in the truncated space
Having fixed the Berggren basis the solution (3) is approximated in the form
Using Eq. (1) we get the following set of linear equations for
and
These two equations can be combined into one matrix eigenvalue equation. By diagonalizing the matrix of the Hamiltonian we get complex eigenvalues E ν ν = 1, . . . M 1 + M 2 . Some complex/real eigenvalues E ν can be identified as resonant states of the CC problem. The identification in this case is easy because we should find the E ν eigenvalue being closest to the exact value. In general this task is more complicated, some methods can be found in Ref. [29] .
In two-channel case we have a Riemann surface with four sheets. Let us define the four Riemann sheets in terms of the sign of the imaginary parts of the k and the p wave numbers. The Riemann sheets can be labeled by a two-term sign string (sgn(Imk), sgn(Imp)). We follow the standard notations introduced in Refs. [12, 14] . The first sheet is the physical one and it is signed by (+, +). The second sheet is (−, +) and these two levels are connected if 0 < E < ∆. The third and fourth sheets are identified by (−, −) and (+, −), respectively. These two sheets are also connected if 0 < E < ∆. If the energy E is above the threshold ∆ the topological structure changes: sheets one and three as well as two and four are connected. The location of a resonant state determines the asymptotic behavior of its wave function. Bound state from the first Riemann sheet has square integrable wave functions in both channels. However a resonant state from the second Riemann sheet have such a wave functions that the first component asymptotically diverges and the second channel has bound state type behavior. For resonant states from the third Riemann level both components of the wave function diverge asymptotically.
When we diagonalize the CC Cox potential in Berggren bases sometimes we have to take different contours in the complex k and p planes in order to determine the solutions we are interested in. As we discussed earlier the shape of the complex contour L determines which resonant states of the potential v ii (r) should be included into the Berggren basis of the given channel. However the shape of the contours also determines the Riemann sheets and we are able to find only the resonant CC states on that Riemann sheets. The CC resonant states of a given calculation are in the shaded areas both in the k and p planes.
If both the k and the p contours remain on the real axis we can find only bound states on the physical (+, +) sheet. In order to locate resonant states on the second Riemann sheet (−, +) we have to use contours of the form displayed on Fig. 1 . Contours similar to the upper part can be used only for calculation of resonance states of the second Riemann sheet and for bound states of the first Riemann sheet. If a virtual state is located on the second Riemann level then the contours have to look like as displayed on the lower part of Fig. 1 . Of course, also resonance states on the second Riemann sheet can be calculated using contours similar to the lower part of Fig. 1 . This type of contours however discard some CC bound state from the first Riemann level.
If resonant states located on the third Riemann sheet are to be determined, the shape of the contours depicted in Fig. 2 have to be used. Only resonance states can be determined by contours similar to the upper part of Fig. 2 . The lower part is appropriate for calculation aimed at obtaining virtual states and resonance states located on the third Riemann level. We mention that using contours corresponding to the upper part of Fig. 2 bound and resonance states of all Riemann sheets can be determined simultaneously. However numerically it is favorable to use simpler contours. For resonant state on the second Riemann sheet the accuracy of the numerical calculation is better for contours on Fig. 1 then for contours of Fig. 2 . Simpler contours for states located on the fourth Riemann sheet can be similarly constructed.
IV. APPLICATIONS
At certain parameters of the Cox potential the two channels decouple. Since the eigenvalue problem is exactly solvable, the accuracy of our program for solving the single-channel problem can be conveniently checked. This program integrates the differential equation in Eq. (18) numerically. It is important that we solve the single-channel problem accurately, since the discrete basis states are calculated using this program. The inaccuracy of the basis states would spoil the numerical results of the CC system. Therefore we deal with the solution of the single-channel case first. Then we will consider a CC system having a resonance state above the first threshold and below the second one. The threshold ∆ and β are fixed to the values 1 and 0.1, respectively for the applications considered here.
A. Single-channel solutions
If we take the parameter β = 0 then the CC equation with Cox potential reduces to two uncoupled equations. In this case the zeros of the Jost determinant (7) are k = −i α 1 and p = −i α 2 . We compare the analytical results with that of our numerical calculations in Table  I . Note that the exact value of Im(k) has opposite sign than the value of the parameter α 1 . To calculate the eigenvalues we used the highly reliable Fortran program ANTI [42] which is based on Ixaru's method [43] for the numerical solution of the differential equation (18) . This program reproduces the exact results reasonably well in most of the cases given in Table  I . The agreements are best for the bound state cases and the anti-bound wave numbers are also reproduced well, although the deviation from the exact value has increased gradually as the α 1 value has increased. In solving numerically the problem the diagonal potentials v 11 (r) and v 22 (r) are cut to zero at a reasonable large R max . Beyond R max the potential is considered to be zero. The results should be at most slightly dependent on the chosen value of R max . With a cut-off radius R max = 13 our numerical result is Im(k) = −0.76950 for α 1 = 0.76938, which deviates from the exact value in the fourth decimal digit. With the same α 1 value if we changed the cut-off radius value to smaller or larger values we got slightly different Im(k) values. (For R max = 12 we got Im(k) = −0.77031. For R max = 14 we got Im(k) = −0.768499.) So we found that the wave number of the anti-bound state depends only weakly on the cut-off radius of the diagonal potential. This is in agreement with the finding in Ref. [44] for a cut-off Woods-Saxon potential. The pole energy of the S-matrix is determined from the condition that the logarithmic derivatives of the internal and the external solutions of the equation (18) are equal at a matching distance R match . See e.g. Ref. [42, 44, 45] . The internal solution is regular in r = 0, while the external solution is a purely outgoing wave at R max . In principle the pole energy should not depend on R match . In our calculation the value of R match influenced only the fifth decimal digit of Im(k) if we used a value in the range R match ∈ [1, 5] .
These comparisons of the exact and approximate energies give some hint on the limits of accuracy we can expect between the exact and approximate results of the CC calculations. We certainly can not expect better agreement for the CC case than we got for the singlechannel case.
B. Coupled-channel: exact solutions
In order to obtain the exact solution to the CC problem we will appeal to the inverse procedure introduced in section II B. Let us consider a resonance solution of the Cox potential with complex energy E r − iE i so that 0 < E r < ∆ and E i > 0. We will determine (k 1 , p 1 ) and (k 2 , p 2 ) from the complex energy solutions E 1 = E r − iE i and E 2 = E * 1 = E r + iE i , which correspond to the wave numbers k 1 = k r + ik i and k 2 = −k * 1 = −k r + ik i with k r > 0 and k i < 0. The relations between the real and imaginary parts of the energy and wave numbers are (Ej for j = 1, . . . , 4) and corresponding wave numbers in the CC Cox potential with parameters given in the text. 
(note that Eq. (52) of Ref. [38] is wrong). Using the threshold condition k 2 − p 2 = ∆ we can determine p r and p i with p 1 = p r + ip i and p 2 = −p * 1 = −p r + ip i . The sign of p r is determined by noticing that from Eq. (31) of Ref. [38] we can get k r p r < 0, while the sign of p i is determined by the condition p r p i < 0 for E i > 0 (which also implies k i p i < 0). Considering these restrictions we have
Taking for example E r = 0.4 and E i = 0.01 as in [38] we get k r = 0.632550, k i = −0.007905 and p r = −0.006455 p i = 0.774624. The exact solutions for the upper sign in Eqs. (14) (15) (16) (17) are displayed in Table II . Now the CC problem has two resonances and two antibound states. According to Table II the resonances E 1 and E 2 are located in the second Riemann sheet. The anti-bound E 3 state is on the second sheet too while the second anti-bound solution E 4 is a shadow pole on the third Riemann sheet.
C. Coupled-channel: approximate solutions
The approximate solutions are obtained by direct diagonalization of the Cox potential on Berggren basis as it is described in section III. For this we need to find the parameters α 1 and α 2 of the potential which give the energies of the exact solution of the previous section. Using Eqs. (12) and (13) and the upper signs we get α 1 = 0.769379934, α 2 = −0.766852669.
The solutions of CC equations using Berggren bases are carried out as follows. Two Berggren bases are calculated using the diagonal potentials v 11 (r) and v 22 (r), respectively, with the κ = 1 parameter value. The parameter κ affects the shape of the radial potentials but does not affect the CC eigenenergies. For κ = 1 we found that the unperturbed potential v 11 (r) has an anti-bound state and the unperturbed potential v 22 (r) has a bound state. The actual values of the energies and wave numbers of the resonant basis states are given in Table III . The decaying CC resonance state at the energy E 1 = 0.4 − i 0.01 is on the second Riemann sheet . The shape of the contour therefore should look like as the upper part of Fig. 1 , since the contour should go below k 1 and k 1 should be in the shaded area.
The basis in the first channel has no bound state therefore it is formed from the complex continuum states only. In the second channel the basis contains the unperturbed bound state and a continuum which can be taken along the real p-axis. Diagonalizing the Cox potential using these bases, we got a decaying resonance at the energy E = 0.400047 − i 0.0100011. The corresponding wave function is displayed in Fig. 3 . The form of the wave function follows from the rules discussed in section III. The real and the imaginary parts of the first channel wave function show resonant behavior, i.e. they both diverge asymptotically. The real and the imaginary parts of the second channel wave function however both falls asymptotically as a bound state wave function does.
Beside the resonance states at E 1 and E 2 = E * 1 there is an anti-bound state at the energy E 3 = −0.5604738. It is also in the second Riemann sheet. In order to calculate this state the contour should be taken similar to the one in the lower part of the Fig. 1, since k 3 should be in the shaded area therefore we had to modify the contour used before. We still have two possibilities for selecting the basis in this channel. If the contour crosses the imaginary k-axis far from the origin, say at k = (0, −1.2) then the anti-bound basis state will be in the shaded area and should be included into the Berggren basis. Therefore the Berggren basis in the first channel contains the unperturbed anti-bound state at k n = (0, −0.757553) and a set of discretized complex k scattering states and in the second channel the unperturbed bound state and the real p scattering states are in the basis. If we use this basis the diagonalization of the Cox potential gives a CC virtual state at energy −0.561467 − i 0.494 × 10 −7 which is very close to the exact E 3 value. The other option for choosing the contour is that we cross the imaginary k-axis just between the exact k 3 = (0, −0.749648) and the unperturbed anti-bound state at k n = (0, −0.757553). If we cross the imaginary axis at (0, −0.75) then the unperturbed antibound state will be outside the shaded area therefore it won't be included in the basis. By using this basis in the first channel (the basis in the second channel remains unchanged) the diagonalization gives a CC virtual state at energy −0.561008−i 0.413×10 −3 which is also very close to the exact E 3 value. This later basis shows an example for a case in which a correlated anti-bound state is produced by diagonalization with Berggren bases in which only bound state and complex scattering states are included. The small imaginary parts of the energies in the results of the diagonalization in both cases are due to the numerical errors of the numerical procedures used. They are beyond the accuracies of the errors of the single channel calculation of the anti-bound basis state for α 1 = 0.8.
In the Cox potential there is an another anti-bound solution at the energy E 4 = −0.599544. This state lies on the third Riemann sheet so it is a shadow pole. To be able to expand this state we have to use a contour which is similar to the one in the lower part of Fig. 2 . The Berggren basis in the first channel contains the unperturbed anti-bound state. Because of the symmetry requirement of the complex L contour to the origin, in the second channel the unperturbed bound state should be excluded from the basis. Now we have no alternative in choosing the contour since k 4 = (0, −0.774302) lies lower than the negative of the imaginary part of the bound state at −k , which is very close to the exact E 4 value. The deviation from the exact value is again within the accuracy of reproducing the exact single particle basis states.
The Berggren basis allows the calculation of more than one resonant states simultaneously with a properly chosen basis. As an interesting example we consider the first resonance state from the second Riemann sheet and the shadow anti-bound state from the third Riemann sheet. Numerically we will show that although the states are on different sheets they can be calculated simultaneously by using the same bases. Because we want to calculate an anti-bound state in the third Riemann sheet we have to use contours similar to the one in the lower part of Fig. 2 . As we discussed before these contours however might exclude some resonance states located in the second Riemann sheet. Therefore we have to choose the crossing points of the contours and the positive imaginary axes carefully, since the wave numbers of the resonance CC state should be in the shaded area of Fig.  2 . The Berggren basis in the first channel is formed by the unperturbed anti-bound state and a set of scattering states along the k contour, while in the second channel the basis is composed of the unperturbed bound state and a set of complex p scattering states. The diagonalization of the Cox potential using these bases gives the following eigenenergies 0.400214 − i 0.0098868 and −0.599100 − i 0.501 × 10 −3 simultaneously. Although these numerical results received by these bases are still quite close to the exact values of E 1 and E 4 , the quality of the approximation is a little bit poorer than the ones we presented earlier with bases adjusted to the energies individually. Nevertheless the accuracies are still inside the ones of the single channels basis states.
V. CONCLUSIONS
We considered the exactly solvable CC problem of the Cox potential and gave numerical examples that by using the Berggren expansion method we are able to reproduce all poles of the S-matrix even the shadow ones resulted by the exact calculation. It was shown that the proper choice of the complex contours are very important since it determines which CC states can be calculated by diagonalization of the Hamiltonian in the bases. With suitably chosen contours we were able to calculate poles on different Riemann sheets simultaneously. We also gave a numerical example that an anti-bound states can be calculated using Berggren basis formed only from bound and complex energy scattering states. The deviations of the results of the diagonalizations of the Cox potential in Berggren bases from the exact results are within the accuracies of the calculations of the single channel basis states. The latter inaccuracies are most probably due to the cut-off of the Cox potential at finite distance.
