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Abstract
Driving a safety critical task that requires a high level of attention and work-
load from the driver. Despite this, people often perform secondary tasks such
as eating or using a mobile phone, which increase workload levels and divert
cognitive and physical attention from the primary task of driving. As well as
these distractions, the driver may also be overloaded for other reasons, such as
dealing with an incident on the road or holding conversations in the car. One
solution to this distraction problem is to limit the functionality of in-car devices
while the driver is overloaded. This can take the form of withholding an in-
coming phone call or delaying the display of a non-urgent piece of information
about the vehicle.
In order to design and build these adaptions in the car, we must first have
an understanding of the driver’s current level of workload. Traditionally, driver
workload has been monitored using physiological sensors or camera systems
in the vehicle. However, physiological systems are often intrusive and camera
systems can be expensive and are unreliable in poor light conditions. It is impor-
tant, therefore, to use methods that are non-intrusive, inexpensive and robust,
such as sensors already installed on the car and accessible via the Controller
Area Network (CAN)-bus.
This thesis presents a data mining methodology for this problem, as well
as for others in domains with similar types of data, such as human activity
monitoring. It focuses on the variable selection stage of the data mining pro-
cess, where inputs are chosen for models to learn from and make inferences.
Selecting inputs from vehicle telemetry data is challenging because there are
many irrelevant variables with a high level of redundancy. Furthermore, data
in this domain often contains biases because only relatively small amounts can
be collected and processed, leading to some variables appearing more relevant
i
to the classification task than they are really.
Over the course of this thesis, a detailed variable selection framework that
addresses these issues for telemetry data is developed. A novel blocked per-
mutation method is developed and applied to mitigate biases when selecting
variables from potentially biased temporal data. This approach is infeasible
computationally when variable redundancies are also considered, and so a novel
permutation redundancy measure with similar properties is proposed. Finally,
a known redundancy structure between features in telemetry data is used to en-
hance the feature selection process in two ways. First the benefits of performing
raw signal selection, feature extraction, and feature selection in different orders
are investigated. Second, a two-stage variable selection framework is proposed
and the two permutation based methods are combined. Throughout the thesis,
it is shown through classification evaluations and inspection of the features that
these permutation based selection methods are appropriate for use in selecting
features from CAN-bus data.
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CHAPTER 1
Introduction
Driving is a safety critical task that requires a high level of attention and work-
load from the driver [123, 124, 125, 168]. Despite this, people often perform
secondary tasks such as eating or using a mobile phone, which increase work-
load levels and divert cognitive and physical attention from the primary task of
driving [140]. As well as these distractions, the driver may also be overloaded
for other reasons, such as with an incident on the road or holding conversations
in the car.
This problem of driver distraction has several potential solutions. The first,
is to remove the driver from the system with autonomous or self driving vehicles.
The technology for self driving cars is still being developed, however, and there
are many social, legal, and ethical issues to overcome before they are adopted
widely [98, 133]. Another approach is to reduce the number of tasks a driver
performs, or by simplifying the driving task [18, 150]. For example, adaptive
cruise control and automatic breaking systems are designed to reduce the com-
plexity of driving [96]. Such driver assistance systems introduce new issues that
also cause inattention, however, either because the driver is under-stimulated
and their attention lapses or because they trust the vehicle to perform tasks
that it is incapable of [19].
Another solution to this distraction problem is monitor the workload levels
of the driver [73, 161, 167], and limit the functionality of in-car devices while the
driver is overloaded [114]. This can take the form of withholding an incoming
phone call or delaying the display of non-urgent vehicle information. It may also
be possible to warn the driver when they are inattentive, or have the vehicle
intervene only when they are inattentive and urgent action is required [74].
1
1. Introduction
1.1 Driver inattention monitoring
Driver monitoring can be performed in various ways, from monitoring the ve-
hicle’s external environment to directly measuring the driver’s physiology. The
external environment provides insight into the driver’s workload through the
characteristics of the road or type of terrain [131, 132]. The driver’s physiology,
can be used to directly assess the current workload of the driver [57, 99, 127],
but physiological sensors are more intrusive. Video processing methods can also
be applied to analyse the posture, head position, and gaze of the driver, but
cameras systems can be expensive and unreliable in poor light conditions or
when the driver wears glasses. A third approach, and one that is taken in this
thesis, is to use the driving behaviour and vehicle telemetry to assess workload
of a driver.
1.2 Vehicle telemetry data
Telemetry data typically consists of measurements over time, often at high sam-
ple rates. This thesis is concerned mainly with the analysis of vehicle telemetry
data, although its contributions are relevant to temporal data found in other do-
mains, including medicine, environmental monitoring and activity monitoring.
In general the measurements are made by sensors in a system or environment [3].
Electrocardiogram (ECG) sensors in the medical domain, for example, record
measurements of current across a patient’s chest, and for earthquake detection
a seismometer measures movements in the ground.
Sensors in vehicles communicate via a Controller Area Network (CAN)-bus
[29, 30, 69], which is a broadcast protocol on which all nodes receive any mes-
sage sent over the network. Node identifiers are sent within messages and nodes
are able to ignore messages that are irrelevant to them to avoid becoming over-
loaded. In a modern vehicle there are over 50 sensors providing over 1000
telemetric signals, including those that measure wheel speeds, Steering Wheel
Angle (SWA), suspension heights, temperatures, fuel tank status and many
2
1. Introduction
other aspects. All these sensors communicate over the CAN-bus, and because
a broadcast protocol is used it is possible for a data logger to connect to and
record all messages they send.
1.3 Data mining
Data mining is the process whereby data is turned into patterns to describe a
part of its structure [3, 61, 71, 84, 160]. Data is in abundance and is generated
in almost all fields, from science to business and from media to transport. This
is largely due to the ease and inexpensiveness of storing data, allowing decisions
to be deferred to subsequent processing that may not yet be developed. There
are several difficulties in processing such data, including the computational re-
sources required and avoiding useless, uninteresting or spurious findings.
In the automotive industry data is produced in and analysed by a range
of business divisions, including research and development, manufacturing, and
after-market care [78]. In this thesis, the data mining of vehicle telemetry data
is considered. Vehicle telemetry data is recorded in higher detail and for more
tasks than ever before, including fault detection and diagnosis (e.g. [20, 43, 72,
175]), road type, surface and pot-hole detection (e.g. [25, 60, 83, 103, 144]),
and driver monitoring for both safety and comfort concerns (e.g. [114, 130, 151,
152, 161]). We develop techniques that aim to minimise spurious findings from
vehicle telemetry data in these tasks, while still ensuring that those findings
are interesting and useful. Furthermore, to allow the data mining process to
be performed within a reasonable time, we address the issue of computational
expense in the proposed techniques.
1.4 Problem statement and contributions
This thesis aims to apply data mining techniques to vehicle telemetry data
in order to assess the current workload of the driver. Specifically, the prob-
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lem statement is: Can a data mining methodology be developed that
enables non-intrusive estimation of the current workload levels of a
driver using telemetry data? To have estimation of the current workload
levels, models must take inputs from vehicle telemetry from only a short period
prior to the current time where the estimation is being performed. The models
must also be reliable enough to allow the vehicle to confidently adapt to the
workload level of the driver, by either reducing its functionality or intervening
in dangerous situations. In developing a data mining methodology for process-
ing telemetry to produce such models for estimating driver workload, this thesis
makes the following main contributions:
1. Developing an unbiased relevancy measure for temporal vari-
ables based on the permutation method.
Selecting features from large feature sets is an example of the Multiple
Comparison Procedure (MCP), which is responsible for input selection er-
rors, over-fitting, and over-searching [65]. Permutation methods have been
proposed as a solution to the MCP and are used to assign significance to a
test statistic, with respect to the null hypothesis of the observation being
insignificant. Permutation methods cannot be directly applied to tem-
poral data, however, and there are several approaches to using them in
ranking features. To apply permutation methods to temporal data, there-
fore, we use a blocking strategy in a similar manner to Kirch [75] and
Adolf et al. [2], and introduce a new strategy of using random block sizes.
Furthermore, to rank features we propose two non-parametric methods of
normalising a correlation statistic that can be used in a feature ranking.
2. Establishing a method for feasibly computing unbiased feature
redundancies using the permutation method.
The naive approach for computing redundancies using the permutation
method is extremely expensive computationally. Each individual permu-
tation method for two variables consists of P correlation calculations be-
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tween them. Typically, P is in the order of thousands, which means
Mutual Information (MI) is computed thousands of times for each per-
mutation method between two variables. For relevancy computations of
m features, this number of correlation computations is multiplied to Pm.
When redundancies between variables are considered, the computational
complexity increases to O(Pm+Pm2), which is infeasible for many feature
sets. We therefore propose a method for estimating the unbiased correla-
tions by comparing permutation correlations computed during relevancy
comparisons. This method is then used in feature selection frameworks
such as minimal Redundancy Maximal Relevance (mRMR) [113].
3. Using known redundancy structure in features extracted from
signal data with signal selection, feature extraction, and feature
selection.
The selection of model inputs is an important stage of the data mining
process, as too many or bad inputs can cause issues in both model perfor-
mance and complexity. As well as selecting from features extracted over
sliding windows of telemetric signals, selection can also take place directly
on the raw telemetry. Selecting from raw signals, although more compu-
tationally efficient, may harm performance of models built on the data.
Extracted features can also be selected on a per-signal basis, considering
the redundancies between features extracted from the same signal first.
The selected features can then be combined for a second stage of selection
to produce the final feature set. This possibly allows for redundancy be-
tween the features to be better removed, and should improve performance
of models that use them.
4. Advancing the process of feature selection from vehicle telemetry
data for classification problems such as driver workload estima-
tion.
We will provide a methodology for using telemetry data to build predictive
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models for classification tasks, such as classifying the current road-type
and estimating workload levels of the driver. In particular this method-
ology will focus on selecting features to use as inputs to such predictive
models that determine parameters of the driving environment and driver.
The models will then be evaluated to estimate their performance and de-
termine the efficacy of the proposed methodology.
A final contribution, supplementary to developing a data mining method-
ology, is the production of publicly available datasets for driver monitoring
research. The Road Classification Dataset (RCD) is collected over several jour-
neys and is presented as an environment classification problem. The ground
truth is the current road type the vehicle is on, and the workload level of the
driver can be estimated from this [128, 132, 136, 172]. Town roads, for instance,
entail different levels of workload than highways [131]. To estimate the current
workload level more directly, the ground truth of the Warwick-JLR Driver Mon-
itoring Dataset (WarwickDMD) is taken from physiological sensors. Physiolog-
ical measures, including Heart Rate (HR) and Electrodermal Response (EDR),
recorded from such sensors have been shown to change with respect to workload
in past research (e.g. [13, 99, 126, 136, 167]). This means that they can be used
to estimate the current workload of the driver and be converted to labels in
training data for predictive models to estimate workload. A final ground truth
is taken from the activity of the driver at a particular moment in time, which
includes normal driving and driving with secondary tasks.
1.5 Structure of thesis
The remainder of this thesis is structured as follows:
Chapter 2 provides the necessary background for this thesis. The proposed
data mining methodology, based on the general data mining process [3, 70, 160],
is presented. The general data mining process describes how data should be col-
lected, processed, and learned from to produce models capable of making pre-
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dictions. With some specialisations, the methodology described can be applied
in building predictive models from vehicle telemetry data in the automotive
domain. Two applications of data mining of vehicle telemetry are then sum-
marised, namely environment and driver monitoring.
Chapter 3 describes the datasets that are used throughout this thesis.
Three vehicle telemetry datasets, namely RCD, Coventry-JLR Driver Monitor-
ing Dataset (CoventryDMD) and WarwickDMD are described in detail. The
RCD and WarwickDMD datasets have been made publicly available to aid
research in data mining, and driver and environment monitoring. Further,
statistical analysis of WarwickDMD is presented to confirm findings made by
Mehler et al. [99], Reimer et al. [127]. Finally, other datasets collected in non-
automotive domains and that are available via UCI1 and Tuned IT2 reposi-
tories are described briefly. The majority of these datasets are non-temporal
and are used in Chapter 5, where temporal issues regarding the permutation
method are not considered for simplicity. The vehicle telemetry datasets and
the OPPORTUNITY Activity Recognition Dataset (OARD) are used for ex-
periments in Chapter 6.
Chapter 4 investigates the application of permutation methods for feature
selection in temporal domains. Permutation methods can be used to normalise
for several biases found in the feature selection process, namely input selection
errors, over-fitting, and over-searching. They cannot typically be applied to
temporal data, however, as one assumption they require is that samples in data
are exchangeable, which is not the case in data with high autocorrelation. This
chapter aims to overcome this limitation through treating the data in blocks,
and it is successfully used in normalising for biases in feature selection using MI.
Five potential ranking statistics are suggested and applied in selecting features
from the three vehicle telemetry datasets.
Chapter 5 approaches the issue of redundancy analysis with mitigated bi-
ases using the permutation method. The permutation method itself is expensive
1http://archive.ics.uci.edu/ml
2http://tunedit.org/repo/Data/
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computationally and consists of thousands of individual permutations and MI
correlation calculations. The permutation method must be performed m2 times
to compute redundancies between m features, which is infeasible in general. To
avoid this computational requirement, a new redundancy measure is proposed
based on the comparison of permutation distributions generated from a com-
mon target variable. This approach requires only m permutation methods and
efficiently provides all m2 redundancies between features. Using simulated data
with features of various noise and bias levels, we show that the approach provides
good estimates of permutation normalised MI. We then apply it in the mRMR
framework to successfully select features from the non-temporal datasets listed
in Table 3.7, having added extra features to increase the bias and redundancy
of their features.
Chapter 6 combines the temporal permutation method introduced in Chap-
ter 4 with the redundancy computation approach proposed in Chapter 5 to
produce a method for selecting features from temporal data using permuta-
tion normalised correlation estimates and considering redundancy. Selecting
signals prior to feature extraction is also considered as this may provide further
efficiency gains in the feature selection process. Finally, a two-stage feature se-
lection process is proposed to take advantage of known redundancy structures
in features extracted from signal data. Here, features are selected first from
individual signals before being combined with those from different signals for a
second selection stage. This two-stage feature selection process is then applied
to selecting features from all of the temporal datasets described in Chapter 3.
Chapter 7 concludes this thesis by summarising the research contributions
presented, and identifying possible directions for future research.
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CHAPTER 2
Background
The terms data mining, data science, pattern recognition, and machine learning
are used variably in the literature and are often confused with each other, but all
have the common aim of learning patterns and building models from data. This
process of modelling data, or using it to make predictions, has become pervasive
in the modern world and is used across all scientific disciplines. Temporal, time
series or telemetry data mining has been successfully applied in medicine to
monitor patients in real time and for weather and environmental prediction
to predict the weather in the near future or the climate in years to come [3,
160]. Vehicle telemetry from aeroplanes [93], NASA’s space program [163], and
automobiles [20, 60, 78, 102, 103], has been mined for various applications,
including safety improvement, fault detection, or efficiency gains [3].
Data is gathered at unprecedented rates and is often at least partially un-
structured or undefined, which means analysing it is a complex and sometimes
difficult task even for domain experts. The advent of connected sensor technolo-
gies [3] has amplified this as it allows collection of data streams with relative
ease and often at high sample rates. In this chapter the necessary background
of this thesis is covered. In Sections 2.1 and 2.2, the data mining process and
methodology that is used throughout this thesis is outlined. The data mining
methodology is split into the learning approach, which is discussed in Section 2.1,
and evaluation and refinement, which is discussed in Section 2.2.1. Applications
of data mining methodologies in the automotive industry for driver and envi-
ronment monitoring are discussed in Sections 2.3.1 and 2.3.2.
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Figure 2.1: Diagram showing the data mining process.
2.1 Data mining process: The learning approach
The methodology used in this thesis is based on the general data mining process
described by John [70], and is outlined in Figure 2.1. Each stage in this process
is linked and it should be iterated on as new findings are made. For instance,
discoveries during data cleaning and exploration will influence decisions in later
stages. As well as this, results from model evaluation will affect decisions in
previous stages, as the learning approach is iterated upon and refined. In this
section the learning approach is discussed, which consists of the Database Cre-
ation, Data Engineering, and Algorithm Engineering components. Each stage
in these components are described in the following sections.
2.1.1 Problem definition
The problem definition should communicate to the investigator what is required
from the data mining process and how to know if it is successful [70]. A problem
can often be formed as a question, for example “what kind of road is the vehicle
currently travelling on?”. In this example there is no definition of the kinds of
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roads that exist, and so evaluating any predictions is impossible. An improved
problem statement may then be “is the vehicle currently travelling on a single
or multiple lane road?”. Here, the aim of deciding the road type between a
deterministic set of options is clear to the practitioner.
Even if a problem statement can be understood by the practitioner, however,
it may not be complete. Analysis of the data may discover something new and
unexpected about the domain, which may mean the problem definition requires
some refinement. For example, a third kind of road with no lanes may be
discovered, leading the domain expert and practitioner to expand the current
definitions of the road types or add a third one. If the current definitions
are altered, the problem statement may then read as, “is the vehicle currently
travelling on a road with multiple lanes or not?”.
Finally, any restrictions on the resources or inputs should be clearly defined
[70]. A model that requires the vehicle to travel on the same road for a full hour
before outputting a decision would not be suitable in the real world where most
journeys are shorter than this. A final refinement is therefore needed, where
the problem statement becomes, “is the vehicle currently travelling on a road
with multiple lanes or not? The model should use inputs from vehicle telemetry
recorded in the previous 2.5 seconds only.”.
2.1.2 Data collection
The data collection stage is where a database describing the defined problem is
created [70]. The variables present in the database should describe the prob-
lem appropriately, and the conditions under which they are recorded should be
controlled carefully. For example, a problem statement such as “determine the
stopping distance of the vehicle with differing load weights and an arbitrary
driver on dry and good quality tarmac”, would require a model with inputs
such as the current travelling speed, accelerations and pedal positions. As well
as recording these signals the domain expert may suggest also to record sus-
pension measurements, as these can be used in estimating the vehicle’s weight
11
2. Background
distribution and allow the model to capture its effects on stopping distance.
Data should be collected using several drivers on dry tarmac roads and with
different load weight distributions, to create a database that fully describes the
problem definition. Collection under conditions other than these will introduce
noise into the database and be detrimental to the performance of models built
on the data [50]. Of course, this is often unachievable due to limits on resources
and difficulties in properly defining the problem.
Collection of vehicle telemetry data is made possible by connecting a data
logger to the Controller Area Network (CAN)-bus [29, 30, 69], which is able
to record all communications between the vehicles control units, such as the
engine, transmission or steering control units. The CAN-bus is a protocol and
medium for sensors and actuators in the vehicle to communicate with one an-
other. Devices are easily connected to a CAN, and receive all data sent over it
but process only messages relevant to themselves. The engine control unit will
receive messages sent by the audio system, for example, but will not process
them. When two devices communicate at the same time, the lower priority
device is able to recognise this and end its communication without affecting or
delaying the higher priority message. Once the higher priority broadcast has
ended, the lower priority device will reattempt its communication.
CAN is an asynchronous event based message protocol where devices broad-
cast messages on events, which can be time based [69]. For example, Indica-
torStatus may be communicated only when it is relevant and the indicator is
being used, and others such as VehicleSpeed may be broadcast regularly at 5Hz.
These inconsistencies mean that it difficult is to process the data log and build
models on it directly, and so it is typical to re-sample the data at a common
rate, e.g. between 10 − 100Hz, to produce signals with samples of the same
frequency.
Finally, if the problem is to be posed as one of classification, the ground
truth used to derive the labels or targets must be assigned in a consistent and
reliable way to produce a target variable [3]. Improper label assignment can
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lead to noise in the learning process leading to poorer classification results or
invalid conclusions during evaluation. The target variable should be assigned
at the same rate as the signals, with a label for each sample in the data [3, 50].
Often, the database will be made up of several smaller datasets, either be-
cause it was split into drive cycles or because it was collected over several jour-
neys. It is often advantageous to maintain the separate datasets and have a
mechanism for combining them throughout the data mining process. This ap-
proach provides greater flexibility than if the datasets were considered as one.
This enables individual journeys to be considered in learning, in order to cus-
tomise models for certain circumstances, and allows training and testing data
to be from separate drive cycles.
2.1.3 Data cleaning and exploration
Once a database is created, it should be inspected to ensure that all variables
were recorded as expected [70, 110]. This is to say, for example, that a signal
named VehicleSpeed represents the speed of the vehicle at the current point in
time. Traditionally, this has been performed by a human analyst, inspecting
each variable for any defects or unexpected characteristics. For instance, value
changes from one sample to the next may be expected to be small, or two
variables might be known to have a high correlation from analysis of other
related data. Observations that are at odds with any expectations may have to
be explained, and in some cases rectified, before any conclusions can be drawn
from the data. For example, rapid deceleration and high suspension activity
is unexpected in data collected during a regular commute. If the commuter
reports performing an emergency stop during that journey, however, this offers
a reasonable explanation for the spurious data. If this event is then seen to
be outside of the problem scope, a judicious practitioner may choose to then
remove this period from the database and minimise its effects on the data mining
process.
Ideally the database should also be analysed for artefacts such as excessive
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noise, bias, or autocorrelation, that may lead to bogus concepts appearing to
be meaningful, or hiding other genuine concepts [70, 110]. This is of particular
concern in vehicle telemetry data as it inherently has high autocorrelation due
to its temporal nature, and data collection efforts invariably lead to datasets
containing signals with biases. Signals related to the duration of a journey, such
as fuel level, often appear highly related to the target variable, even though they
are unrelated to the problem definition. Other signals that are affected by this,
such as yaw rates, accelerations and engine oil temperatures, may also exhibit
minor biases that are not obvious and are unlikely to be noticed by an analyst.
Performing this manual analysis to find issues with large databases is an
extremely expensive task, and many may go unnoticed by the analyst. Typically,
only a small number of key signals that are well understood are inspected and
if these appear to have no issues, the same is assumed of the remainder. In this
thesis, we assume that noise or bias is likely to remain in the database and so
specialised techniques are developed to mitigate them later in the data mining
process during the feature selection stage (Section 2.1.7).
2.1.4 Temporal feature extraction
In temporal data mining, it is advantageous to include historical information
when performing classification [3, 5, 143, 161]. Without this, the current sam-
ple only contains information about the exact point that sensor measurements
were made. This means that no trend or statistical information contained in
signals can be used in determining the classification. We refer to this process of
incorporating historical information into the current sample as temporal feature
extraction, although in some literature it is referred to as motif extraction [3].
In this thesis the same temporal feature extraction process is applied to data
from individual journeys or drive cycles. After feature extraction, they should
again be maintained as separate datasets. A feature is extracted from a signal,
S, by applying a function, f(·), to S over a sliding window of length l. At time
t in the signal, the output of the function provides a temporal summary of the
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signal for the window,
f(st, st−1, . . . , st−l+1) = f(St,l), (2.1)
where St,l is the signal between times t and t − l + 1. If t < l, because it is
at the beginning of the recorded signal, t samples are used in extracting the
feature. This is performed for all values of t, ensuring that a signal with n
samples produces a feature that contains n samples also to line up with the
target variable, Y .
Features can be split into two categories, namely structural and statistical.
Structural features describe the trend of the signals, whereas variations, peaks,
and averages are represented by statistical features. Several different features
of both types are extracted from each signal over different temporal windows
to produce a set of features, X = {X1, X2, . . . , Xm}. Different window lengths,
combined with different features, allow different types of historical information
to be extracted from the signal. Features extracted over large window lengths
may contain more historical information, but may update slowly to changes in
circumstance and be of little value in a real time predictive model. For instance,
during an emergency stop taking 2 seconds, the mean vehicle speed over a 5
seconds sliding window would be non-zero for 7 seconds after the start of the
incident, even though the circumstances have changed drastically. Conversely,
features extracted over shorter window lengths will update more quickly, but
may have higher variance and be more susceptible to noise as they are computed
from fewer values.
Instead of extracting features, it is also possible to automatically learn fea-
tures, through genetic programming [44, 45, 100, 162] or by using deep learning
techniques such as stacks of restricted Boltzmann machines [48, 120]. Both of
these techniques have been successfully applied in learning features, and catego-
rizing images [120], music [48, 100] or performing other classification tasks from
temporal sensor data [45, 162]. Both genetic programming and deep learning
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can be used to learn functions to transform data into a set of features that
are more descriptive of the target variable. Genetic programming produces a
function made of basic operations (and potentially of the form shown in Equa-
tion 2.1), selected for performance over generations of mutation, crossover and
reproduction [44]. In deep learning an abstract representation of the data is
produced by using multiple layers of models such as restricted Boltzmann ma-
chines, in which outputs of one layer are used as inputs to the next layer. The
data is input in the first layer and the outputs of the final layer can be used in
predictive models for classification or regression tasks [48].
2.1.5 Sampling
If the data collected has a large class imbalance, models built on it may in-
correctly bias to the majority class. The Road Classification Dataset (RCD)
described in Section 3.1 has almost six times more samples of single lane roads
than roads with multiple lanes. An apparently successful model that predicts
the road has one lane regardless of the input and would still maintain an accu-
racy of over 80%, although this would have little use in reality. One approach
to dealing with this problem is to re-sample the data, by either removing ma-
jority class samples (under-sampling), or generating copies of the minority class
samples (over-sampling) [55].
A simplistic method for under-sampling is to remove samples from the ma-
jority class at random to reduce their number and balance the class distribution.
This potentially removes information from the data, however, and may cause a
model to under-fit. In over-sampling, minority class samples are replicated at
random to increase their number, but this may lead to over-fitting. More sophis-
ticated methods include One Sided Sampling (OSS) [79] and Synthetic Minority
Oversampling TEchnique (SMOTE) [15]. OSS aims to produce the minimal set
of samples to describe the data, removing from the majority class borderline
samples that are close to the decision boundary, and redundant samples that
can be replaced by others [79]. In SMOTE, synthetic samples are generated
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along the hyper-planes between samples of the minority class. Although this
avoids over-fitting somewhat, it causes the variance of the data to increase and
over-generalises the minority class [15].
Over-sampling and under-sampling techniques are impractical in multi-class
situations, as the minority and majority classes are both hard to define and
re-sample properly [91]. One approach to mitigating imbalance in mutliclass
datasets is to use cost-sensitive learning [55], where different costs are assigned
to misclassifying a sample as a particular label. Assigning higher costs to mis-
classifying a minority class sample than a majority class sample can force the
model to adjust to the imbalance. Alternatively, Error Correction Output Cod-
ing (ECOC) can be applied, which is an ensemble classifier where the multi-class
classification problem is decomposed into several binary classifications, referred
to as dichotomies, and a model is built for each [8]. Re-sampling techniques can
then be applied in each of the dichotomies to fix both imbalance introduced by
the decomposition and any imbalance in the original dataset [91, 135].
Another consideration here is the sample size itself [70]. If there are too many
samples, it may become infeasible computationally to perform an in-depth anal-
ysis of the data, which can be mitigated through sub-sampling. In non-temporal
data, a stratified random sub-sample is used, retaining the original class distri-
butions. For temporal data, taking every tth sample is generally sufficient, and
is equivalent to lowering the recording frequency. This will have the effect of
also reducing the autocorrelation in the data, which is often beneficial for some
algorithms and evaluation strategies. Sub-sampling reduces the amount of data
a model learns from and leads to worse performance, which means sub-sampling
should not be substantial.
2.1.6 Discretisation
Many feature selection methods and learning algorithms are only able to han-
dle discrete data, and so any continuous features are discretised before further
processing [70, 160]. The process of discretisation splits the range of values a
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feature can take into blocks of contiguous values. All values of a feature within
one of these blocks are then given the same discrete value. Choosing the block
ranges however is non-trivial, and there are several methods of doing so, includ-
ing equal range or equal frequency binning [160]. Equal range binning splits
feature values into fixed discrete levels, while equal frequency binning uses dis-
crete levels that ensure balanced distribution in the new feature. Both of these
methods are unsupervised, however, and do not consider the predictive ability
of the features produced.
In a supervised setting the target can be used to define the discretisation lev-
els, in order to maximise the predictive performance of the discretised features.
The widely used Minimum Description Length (MDL) method, for example,
recursively splits the domain of the variable into multiple discrete levels while
maximizing the information gain at each cut point [31]. Others include the
class-attribute contingency coefficient [153], and class-attribute interdependence
maximisation [80].
2.1.7 Feature selection
Feature sets, including those of vehicle telemetry signals, often contain numerous
irrelevant and redundant features, both of which have a negative effect on the
performance and complexity of models built on data [58, 76]. For example, the
door lock status is unlikely to be useful in many situations and engine speed
is highly redundant to the vehicle speed. Supervised feature selection aims
to overcome this by selecting those features that are highly correlated to the
class labels, yet uncorrelated to each other. There are three approaches to this
in general: embedded methods, wrapper methods, and filter methods [46, 76].
Embedded feature selection processes act as part of the training of a machine
learning algorithm, for example in Decision Trees that select features to split on
to give the highest classification performance. Wrapper methods use learning
algorithms to evaluate feature sets, often performing greedy searches through
the feature space and using classification accuracy as a fitness function. Because
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embedded methods are often specific to learning algorithms [46] and wrapper
methods are computationally expensive [76], filter methods are often preferred.
Filter methods operate separately from the learning process [76]. Although
the performance of features selected using a filter method are somewhat depen-
dent on the learning algorithm used [39], they rank features by their expected
performance generally [76]. A filter for feature selection can be constructed
by ranking features by their individual relevance to the target and choosing a
number of the highest ranked features. Choosing features from such a ranking
does not consider redundancy between features, however, and is therefore likely
to select several highly relevant features that each contain similar information
about a target. An improvement to this would be a filter that considers feature
relationships, selecting features with the highest performance when combined.
Such filters include, but are not limited to, minimal Redundancy Maximal Rele-
vance (mRMR) [113], feature clustering [9, 87] and particle swarm optimisation
[16, 86], each of which considers feature relationships as well as their relationship
to the target.
In any filter method for feature selection, the relevance and redundancy of
features must be quantified. In some cases, where only linear relationships are
of interest, it can be quantified by Pearson’s Correlation Coefficient (PCC).
Most domains contain non-linear relationships, which can be quantified using
information based correlation estimates such as Mutual Information (MI) [160],
which is discussed in detail in Section 4.4. To apply these information based
approaches to numeric or continuous data the probability density functions of
the variables must be estimated and integrated, and is non-trivial [81, 141]. One
method for estimating entropy with continuous data is to use a Parzen window,
but this requires the selection of parameters that cannot be determined easily
from the data [58]. Another more simplistic approach that is adopted in this
thesis is to discretise the variables [31, 58].
MI increases with the dimensionality of features, which causes rankings to
bias towards features with higher numbers of distinct values. Symmetrical Un-
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certainty (SU) aims to normalise for this bias by dividing the MI value by the
entropy of the features. SU still prefers features with many values in some
conditions, however, so the bias is not fully mitigated. Another approach to
normalising against this bias is to use permutation methods [4, 37], which are
explored in Chapters 4, 5 and 6.
Gretton et al. [42] introduced Hilbert-Schmidt Independence Criterion
(HSIC) to quantify non-linear relationships between variables and Song et al.
[137] offer proofs to show that it is unbiased. HSIC is a kernel based method to
quantify the relationships primarily between continuous variables, and is often
applied using the Radial Basis Function (RBF) kernel [137]. Where the forms of
relationship are known, or if the variable is discrete, other kernels exist [137]. It
is common also for one kernel to be used for features and another to be used for
the target variable in a classification task. Applying the kernels to each feature
individually is expensive computationally, and is often infeasible even with the
Cholesky decomposition [7]. HSIC and the Cholesky decomposition is discussed
in further detail in Section 4.4.
2.1.8 Algorithm engineering
The algorithm engineering stage encompasses the selection of the learning algo-
rithm and its parameters. For most problems there are several suitable learning
algorithms available that can be applied with little or no adaptation [70, 160].
Such common algorithms include Na¨ıve Bayes, Decision Tree, Random Forest,
Support Vector Machine (SVM) and many others [160]. Whereas these do not
model temporal artefacts, and rely on information captured in extracted fea-
tures, others such as Recurrent Neural Networks or Hidden Markov Models are
able to capture historical trends implicitly.
Many learning algorithms also require parameters to be set. For example,
the C4.5 Decision Tree [160] takes parameters that determine how aggressively
the tree should be pruned and Random Forest has parameters to set the details
of the bagging strategy to use, including the number of trees to use in the
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ensemble. These parameters can be optimised using an exhaustive or greedy
search, to find those that produce the model with highest performance, but this
can lead to over-fitting as it is a multiple comparisons procedure [65]. Strategies
to avoid multiple comparisons procedures or mitigate their effects are discussed
in Chapter 4.
2.2 The data mining approach: Evaluation and
refinement
Decisions made in the steps described in Section 2.1, prior to the evaluation and
refinement stages, form a learning approach that defines methods for processing
and learning from data to produce predictive models. Here, this learning ap-
proach is evaluated with respect to the problem definition, in order to estimate
its expected performance in reality. The evaluation of a learning approach on
a database can be split into two parts, namely the structure of the evaluation
procedure, and computing a metric of performance for the learning approach
[63]. The evaluation structure defines how a learning approach is applied on the
data, and the produced model is then used to make predictions on testing sam-
ples. These predictions are then compared against the ground truth to compute
metrics that describe the performance of the model and learning approach.
2.2.1 Structure of evaluation
In an evaluation, a learning approach must be applied on training data to build
a model that is then used to make predictions for testing samples, which we
refer to as a train-test cycle. A train-test cycle should be performed several
times with different training and testing samples to produce a more robust
performance estimate. There are two approaches to this in general, namely
k-folds cross validation and random subset validation [50, 63, 160]. In k-folds
cross validation the data is split into k sub-samples, of which k − 1 are used
as the training dataset in each iteration. The remaining sub-sample is used
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as the testing dataset, and each test sample is used in exactly one train-test
cycle. Random subset validation, sometimes referred to as bootstrap validation
[160], repeats k times the train-test cycle with different random sub-samples of
the same sizes for the training and testing datasets. Whereas in k-folds cross
validation the size of the training dataset is determined by the number of folds,
in random subset validation it can be chosen independently of the number of
train-test cycles. Again, samples not used in training are used as testing data.
With too few samples in the training data a learning algorithm will be unable
to build a model to capture the underlying concepts in the data, and result
in producing pessimistic performance estimates. If the proportion of training
samples is too high when compared to testing samples, the evaluation may
over-fit to the data and produce optimistic performance estimates.
In k-folds cross validation, or in each train-test cycle of random subset vali-
dation, the subsets must be randomly sampled [63]. If the data is non-temporal
or has very low autocorrelation, a simple random sub-sample of the data can
be used for training and the remaining samples used for testing, as these will
provide distinct sets of samples. In cases with high class imbalance, a stratified
sampling procedure may be considered to maintain the class distributions in
the training and testing datasets. Vehicle telemetry data has high autocorrela-
tion, however, and the values of many signals such as V ehicleSpeed or target
variables such as road type, change rarely with time. This means that random
sampling results in the training and testing datasets containing effectively the
same samples, even though they are in fact distinct.
Autocorrelation in data is reduced through linear sub-sampling, where every
tth sample is taken [27], but the amount of sub-sampling required is difficult to
determine, and the issues caused by autocorrelation may not be rectified fully.
When evaluating models for temporal data in this thesis, therefore, contiguous
blocks of samples from journeys or drive cycles are sampled. There are two
methods for doing this, which can be used to investigate different hypotheses.
First, a number of whole journeys or drive cycles can be taken to form the
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Figure 2.2: A temporal evaluation structure, where the training data is taken
from the same section proportionally of each journey or drive cycle. Each set
of three bars represents one train-test cycle, and each bar represent the data
collected in one journey. The sections of the journeys that are used as training
datasets are shown in blue, and the sections used for testing are shown in red.
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training data, and samples from the remainder used as testing data, which
is similar to the subject-level training adopted by Zhang et al. [173]. This
investigates whether a model can be built using data collected on one journey
and used on future journeys, which may be data collected with different drivers
or vehicles. Second, a contiguous block of samples can be taken from the same
position proportionally in each journey or drive cycle and combined to make
the training data for each train-test cycle, as pictured in Figure 2.2. Here, the
remaining samples from each drive cycle are then used as testing data. This
approach is similar to the segment-level training used by Zhang et al. [172],
but with only one contiguous training block. In each of the k iterations, the
beginning of the training data is at ik , where i is the iteration index starting with
0 to ensure an even spread over the train-test iterations. In the first iteration
the beginning of the training data is at time 0 in each drive cycle. For example,
the training data for the second iteration of 20 begins after 120 = 5% of the
journey length, and the 20th begins at 1920 = 95%. Although individual blocks of
samples have a high linear autocorrelation, the correlation between them will be
low to produce training and testing samples that do not have the same values.
Regardless of how the data is sampled, any analysis in the learning approach
must be performed on the training data only [50, 63, 160]. This includes the
computation of discretisation levels, selection of model inputs, and optimisation
of model parameters. Any information taken from the testing data may cause
optimistic performance estimates. Furthermore, although the performances on
testing datasets can be used to select the best learning approach, the perfor-
mance estimate produced will be optimistic as the testing data is used in its
selection. To avoid this, and create an unbiased performance estimate for the
best learning approach, a third validation dataset should be used. A validation
dataset can be generated by removing samples from the training data and acts
as a testing dataset in train-validation cycles. Train-validation cycles can again
be performed several times to increase the confidence in performance estimates
for selecting the best learning approach. Once the best learning approach is
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selected based on its performance on validation data, it can be used to build
a model on the original training data and its unbiased performance estimated
using the testing dataset.
2.2.2 Performance measures
To estimate the performance of a model, the predictions it makes for testing
samples are compared to their ground truth [63, 65, 160]. The performance
can be reported graphically with lift charts, Receiver Operator Characteristic
(ROC), or detection error tradeoff curves, or it can be summarised as statistics
such as Success Rate (SR), Precision, Recall, and Area Under the Receiver
Operator Characteristic Curve (AUC). The choice of measure again depends
on the problem definition, domain and database, as each measure provides a
different insight into the performance of a model. SR, the number of correct
predictions made by a model, for example should be avoided in class imbalance
domains. This is because a high SR can be achieved by a model that always
predicts the majority class, but this model is useless in reality.
The issue of class imbalance is rectified by AUC, which has been adopted
by many researchers [59, 63] and is used throughout this thesis. AUC is com-
puted as the integral of ROC curves, which are sometimes referred to as thresh-
old curves [160]. A ROC curve is computed by plotting the true-positive rate
(percentage of correct positive predictions) against the false-positive rate (per-
centage of incorrect positive predictions) for multiple decision thresholds. A
decision threshold is the threshold at which a probabilistic prediction from a
model is determined to be positive or negative. A decision threshold of 0 means
that all samples are labelled as negative by the model, whereas all samples are
labelled as positive for a decision threshold of 1. This use of multiple decision
thresholds mitigates for class imbalance in the testing data, producing a more
representative performance measure of the model.
Although AUC is a good measure of performance in many situations, it
should not be used to compare respective performances of different kinds of
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predictive model [49]. In particular, it should also be avoided if the ROC curves
of models being compared cross, as the AUC of one model may be higher even
though the other may have better performance for the majority of decision
thresholds. Implementations and uses of the H-measure are uncommon, how-
ever, so in this thesis performance comparisons are made with the same learning
algorithm and care is taken to ensure the ROC curves do not cross.
2.2.3 Refinement
Unfortunately, the data mining process rarely works out the first time [70]. The
domain expert, on seeing performance results and inspecting a model, may not
be satisfied with its outcomes. The problem definition may not have been quite
right, the data collected may not be representative of reality, or the expert may
not be comfortable with a particular facet of the model. In any of these cases,
the process should be refined and iterated upon so that the best performance
and solution can be found. If the performance of a model is not acceptable, the
problem definition might be changed to be less strict. If this is not possible,
the expert may suggest new inputs that were previously considered as useless
or too difficult to attain before. In each iteration, the practitioner should hope
to get closer to what the expert really wants.
2.3 Automotive applications
The following sections discuss two applications of the data mining process in
the automotive domain, namely driving conditions monitoring in Section 2.3.1
and driver monitoring in Section 2.3.2.
2.3.1 Driving conditions monitoring
Driving conditions problems relate to the outside environment, including the
road terrain and quality [25, 41, 104, 126, 134], as well as traffic levels and road
types [14, 60, 83, 103, 144, 157]. Terrain is defined by the materials that make
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up the road [119], but also by the surface quality [25]. Roads are commonly
made from asphalt, concrete, gravel, sand, and many other materials. Although
the surface material is a good indicator of quality, the number of cracks and
pot-holes also has an influence. After a cold winter, for example, an asphalt
road without full repairs may be in poor condition, even though in general it is
a high quality road surface.
Traffic levels and road type can be defined in several ways, including level of
service [14, 83, 103], descriptive [53, 60, 117, 142, 144], and government classi-
fication [144]. Possibly the most used definition in research is that provided by
Carlson and Austin [14], based on level of service and driving cycles. Level of
service and driving cycles are qualitative measures describing observed opera-
tional conditions [83], and therefore may be subjective. Descriptive definitions
are of most use as they have a direct relationship to the current situation and
environment. For example, Huang et al. [60] use the labels highway, urban road
(both congested and flowing), and country road. Hauptmann et al. [53] use
an even more direct classification structure, based upon current car behaviour.
Their five labels range from very fast, straight line driving on flat roads, to very
low speeds or stop. These are used to represent further driving situations, such
as highway driving, and traffic lights or parking.
Wang and Lukic [157] provide a survey for driving conditions prediction, with
the focus on Hybrid Electric Vehicles. They recognise that many researchers
use drive cycles for a road definition, and use only information from the vehicle
speed in their models. For example, average velocity and acceleration, as well
as peak accelerations and percentage of time in certain speed intervals are often
used [60, 83, 103, 111]. These features are also often extracted from 150 sec-
onds of data in order to produce good classification performances [157]. These
approaches have clear limitations in determining the current driving conditions.
First, steering wheel behaviour is likely to differ in different situations, providing
additional predictive information. Second, if features are extracted from large
amounts of temporal history, the model is likely to be slow to react to changes
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in environment.
Other authors have used different features in addition to those extracted
from speed cycles. Hauptmann et al. [53], for example, utilise engine speeds,
accelerations, and gradient. Additionally, Qiao et al. [116] extract features from
the pedal positions, temperatures and selected gear. These features, however,
although they contain different information from the vehicle speed, are all re-
lated to it. Engine speed, for example, has a correlation with vehicle speed of
0.96 on data we have collected, meaning that it is adding little new information
into the system. Qiao et al. [117] note that the length of the temporal window
that features are extracted over is an important factor in the system’s reaction
time and they use a much smaller window length than in other works, of 6.25
seconds. One shortfall in their work, however, is that automatic feature selec-
tion is not performed and features are selected based on the intuition of the
researchers.
To ensure that model inputs are relevant to driving conditions, Huang et al.
[60] perform Analysis Of Variance (ANOVA), and cross correlation analysis to
remove redundancy. They investigate 11 features in total, with only four being
manually selected for classification. Murphey et al. [103] and Park et al. [111]
proposed a selection procedure based on binary class separability of single fea-
tures, such that if a feature is able to distinguish one class label from the others,
then that feature is selected. When dealing with CAN-bus data, however, the
number of signals and features can be in the order of 1000s, meaning automated
approaches are necessary [145].
A final approach to the problem of driving conditions monitoring is the use
of visual inputs, e.g. from cameras mounted on the vehicle or roadside, and
applying image processing techniques [62, 104, 119, 134]. In their work, Tang
and Breckon [142] use colour, texture and edge features from image sub-regions
as inputs into a neural network, and using colour analysis, Jansen et al. [62]
identify the terrain type. Also in identifying the terrain type using colour and
edge features, Raj et al. [119] do not use automated learning, but develop an
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algorithm using domain knowledge. Such systems are limited because they rely
on non-standard sensors, generally need greater computational processing and
are severely affected by poor lighting conditions, such as night-time driving. To
overcome this, without the use of expensive infra-red or laser technology, Shibata
et al. [134] process images taken by road side cameras that are illuminated by
the headlights of passing vehicles to determine whether the road surface is wet
or not.
2.3.2 Driver monitoring
Driver monitoring aims to determine parameters of the driver, which can be
categorised as those of driver intentions, driver characteristics, and driver inat-
tention [74, 114]. Predicting the intentions of a driver aims to determine their
next likely action, and estimate the likelihood of the driver pushing the brake
pedal, changing lane, or turning behaviour at the next intersection [6, 54, 73, 97].
Knowledge of driver intentions can be used for both increasing the efficiency of
the vehicle and for improving safety systems, by priming relevant devices in the
vehicle to anticipate the driver’s actions [95, 96]. For example, if a lane change
is imminent the indicators may automatically be turned on, or the engine may
reduce its revolutions prior to a braking event. A second form of monitoring is
to characterise the driver, to either personalise the vehicle to the driver or their
skill level [101, 128, 173]. The type of driver can influence the vehicle settings
to increase comfort or efficiency of the engine, while insurance companies have
an interest in the skill level to personalise insurance.
The final form of driver monitoring, which is a focus of this thesis, is the
monitoring of driver inattention. Driver inattention in general increases the
risk of a crash, and so understanding the causes of inattention or determining
whether a driver is attentive or not is a major safety concern [23, 74, 99]. Regan
et al. [125] developed a taxonomy for driver inattention, dividing it into diverted
(performing tasks unrelated to driving), restricted (fatigued or unwell), mispri-
oritized (prioritizing unimportant driving tasks above critical tasks), neglected
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(lack of due care because of familiarity to the road environment), and cursory
(rushed or panicked driving). In a more simple categorisation, Dong et al. [23]
provides two broad types of inattention, namely distracted, where the attention
of the driver is placed in activities unrelated to driving, and fatigued, where the
attention of the driver is reduced or and performance is impaired.
Distractions, whether the activity is related to driving or not, can in general
be categorised broadly as one or more of visual, auditory, physical or cogni-
tive [23]. For example, programming a satellite navigation system via a touch
screen induces physical, cognitive and visual distractions on the driver. Other
distractions include eating, listening to the radio, setting the climate control,
conversing with passengers or using a mobile phone [124], and all have different
impacts on attention and crash risk. The use of a mobile phone while driving,
for example, impacts attention very severely and increases the risk by four times
over a ‘normal’ level of distraction (such as listening to the radio or conversing
with passengers) [122, 123]. Furthermore, there is some evidence to show that
this risk does not decrease when a hands-free phone is used and the physical
distraction is removed [122, 124], indicating that some forms of distraction have
different impacts than others.
Fatigue also can be of different degrees, from moderate tiredness to falling
asleep [23]. It is generally induced on long journeys, potentially with monotonous
roads, where the will of the driver to continue waivers. Fatigue is therefore dif-
ferent to distraction, as attention is reduced in general rather than diverted to
other tasks. It increases the time taken for a driver to react to events on the
road, increases the likelihood of micro-sleeps and in some instances cause the
driver to fall asleep [90]. As a result, fatigue is estimated to increase by five
times the risk of a crash [90] and is a contributing factor in up to 25% of serious
crashes in the UK [34].
In cases where real-time analysis of workload levels are not required, ques-
tionnaires can be used. The NASA-Task Load Index (TLX) [52] asks par-
ticipants of a trial to rate on a scale their mental demand, physical demand,
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temporal demand, performance effort and frustration. The TLX was originally
developed to assess workload in the aviation domain, but has since been ap-
plied in much of human factors research. Because some of the TLX dimensions
are less relevant to the automotive domain, or are too broad to fully represent
workload, Pauzie [112] introduced the Driver Activity Load Index (DALI). The
DALI also asks participants to rate their experience during a trial in six di-
mensions, and these are attentional effort, visual demand, auditory demand,
temporal demand, interference of secondary tasks, and situational stress. Even
though the DALI was developed specifically for driving tasks, the TLX is often
still used in automotive research and is used in Section 3.3 for the Warwick-JLR
Driver Monitoring Dataset (WarwickDMD). These workload indexes are sub-
jective, and rely on drivers remembering accurately their experiences during a
trial.
Task performances usually decrease with higher workloads, and can there-
fore be used to estimate workload [47]. Common performances used involve
tertiary tasks, unrelated to the driving task or secondary distraction task. One
example of such a task is the tactile detection response task, where a buzzer
provides a stimulus that the participant must detect [169]. The idea is that
under higher workloads, fewer of the stimuli will be noticed by the participant.
Variations on this task include a visual, and auditory detection response tasks,
where the participant responds to visual and auditory stimuli. Another task
performance measure is the occlusion method [106, 139], in which a task is per-
formed while the visual attention capacity of the participant is limited. Usually,
the participant wears goggles with shutters that close intermittently and block
the participant’s vision. Because visual contact with the task is limited by the
shutter, tasks can be evaluated for visual demand without participants having
to drive or use a simulator. This removes several factors that are uncontrol-
lable in other studies, including the behaviour of other vehicles on the road or
willingness of the participant to divert attention from the driving task to the
secondary task. These methods cannot be used in measuring workload in real
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time, however, as the measurements require large time periods for the measures
to be sensitive to cognitive workload.
Analysis of cognitive and physical workload while driving is often performed
using both vehicle telemetry data and other physiological measurements, such
as Heart Rate (HR), Heart Rate Variability (HRV), Skin Conductance Level
(SCL) or eye blink parameters [23, 88, 99, 147]. In particular, when a driver is
experiencing increased workload due to distraction or is fatigued, changes can be
observed in features of the Steering Wheel Angle (SWA) [27, 56, 90, 99, 152, 161].
Other driving performance measures related to SWA, such as the deviation
of the vehicle from the lane markings, have also been shown to be successful
indicators of driver inattention. Likewise, the HR and SCL of a driver increases
during periods of higher cognitive load [99]. When fatigued, drivers tend to blink
more often and for longer, their pupils dilate and their grip on the steering wheel
relaxes [23].
Many studies focus predominantly on the physiological effects of inatten-
tion, and consider relatively few performance measures or telemetric signals
available via the CAN-bus [33, 57, 68, 99, 127, 128, 161]. This is likely due to
the higher responsiveness of physiological measures to changes in the attention
state of a driver, and in particular cognitive or mental workload [99]. Sensors to
measure most physiological parameters, including Electrocardiogram (ECG),
Electrodermal Activity (EDA) and Electroencephalography (EEG), are often
intrusive and require large pieces of technical equipment. An accurate ECG
measurement, for example, requires at least three electrodes to be placed on the
driver’s chest and connected to an amplifier. Eye parameters, including blink
frequency and speed, pupil dilation and gaze detection, can be recorded without
intrusion via a video camera mounted on the dashboard [12, 66, 68, 88]. Video
feeds are often unreliable in poor light situations, however, and even infra-red
cameras are often impotent if the driver wears certain types of glasses [68].
For these reasons, we do not consider them appropriate for monitoring driver
inattention on a daily basis.
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The use of telemetry data for driver inattention monitoring is usually consid-
ered as a secondary input to predictive models that rely heavily on physiological
measures (e.g. [161]). Common model inputs include features extracted from the
steering wheel, vehicle speed, and pedal positions [99, 161]. Features, such as
means or Standard Deviation (STD)s, are often extracted from signals over the
whole distraction or normal driving periods, which are often minutes long. For
example, Mehler et al. [99], present a statistical analysis of mean values of the
heart rate, skin conductance level and vehicle speed, and STD of steering wheel
reversal rates and gaze dispersion. Although these results show that features of
physiological and telemetric signals share a relationship with inattention, they
are of little use in a real-time detection system as distraction states change in
a matter of seconds. Other authors, such as Tango and Botta [143], Torkkola
et al. [152], Wollmer et al. [161], present models that process these signals in
smaller windows to output the distractedness of the driver.
2.4 Summary
This chapter has provided a background on data mining for this thesis and in-
troduced the automotive applications that are used as examples in this thesis.
The general data mining process described is used in all experiments through-
out this thesis, with changes made to certain stages. In particular, the feature
selection stage (Section 2.1.7) is advanced in Chapters 4, 5 and 6, to develop a
selection method capable of selecting high performing features from telemetry
data. In Chapter 5 temporal issues of the process are disregarded and the fea-
ture extraction stage (Section 2.1.4) is not considered, as non-temporal datasets
described in Section 3.4 are used. The two applications, namely driving con-
ditions monitoring and driver distraction monitoring, are central to this thesis.
One dataset for road type classification (a driving conditions problem) is de-
scribed in Section 3.1, and two for driver distraction monitoring are presented
in Sections 3.2 and 3.3.
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Datasets
This chapter describes the datasets that are used throughout this thesis. Three
vehicle telemetry datasets have been developed for this thesis, namely the
Road Classification Dataset (RCD), Coventry-JLR Driver Monitoring Dataset
(CoventryDMD), and Warwick-JLR Driver Monitoring Dataset (WarwickDMD).
The RCD describes an environment monitoring problem and is introduced in
Section 3.1. Details of the CoventryDMD and WarwickDMD, two datasets that
describe different types of driver distraction and cognitive load, are provided in
Sections 3.2 and 3.3 respectively. Details of datasets from domains other than
automotive that are also used in this thesis are described in Section 3.4.
3.1 Road classification dataset
The RCD describes the environment monitoring problem of road classification.
It was recorded using a Video VBOX Pro1, which allows video streams from
multiple cameras to be recorded and synchronised with a subset of the Controller
Area Network (CAN)-bus data as well as Global Positioning Satellites (GPS)
location and time data. In this case, the 17 signals listed in Table 3.1 were
recorded along with GPS data, both at a constant frequency of 20Hz. The
VBOX PRO interpolates signals to a constant frequency by taking their last-
observed value at each time step. The dataset is available for download via
www.dcs.warwick.ac.uk/dmd/ in a comma separated variable (csv) format.
The data was collected over 16 drives across the Midlands, UK, using two
cars. Each journey involved at least one driver, with a mean journey length of
1http://www.vboxmotorsport.co.uk/index.php/en/products/video-loggers/
video-vbox-pro
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Signal Description
Ambient temp Outside temperature (measured behind grill).
Brake pressure Pressure on brake pedal.
Gear position (Automatically) selected gear.
Longitudinal acceleration Forward acceleration of the vehicle, measured
by an accelerometer.
Lateral acceleration Side-to-side acceleration of vehicle, measured
by an accelerometer.
Suspension height (for each wheel) Heights of suspension (Front-Right,
Front-Left, Rear-Right and Rear-Left).
SWA Angle of steering wheel.
SWA speed Rate of change of SWA.
Vehicle speed Vehicle speed (measured from wheel speed).
Wiper status Speed status of the front window wipers.
Latitude Latitude location coordinate.
Longitude Longitude location coordinate.
GPS satellites Number of satellites connected to GPS sensor.
Time Time received from GPS satellite.
Table 3.1: List of signals recorded in the RCD.
51 minutes, which is comparable to the length of data used by Huang et al. [60].
Two ground truths, carriageway type and road type, were derived using the
GPS data and applied by hand using Google Earth2. The GPS longitude and
latitude coordinates were looked up in Google Earth, and a label was decided
and assigned to samples. For the carriageway classification, the number of lanes
is decided by looking at the satellite images provided. If there is more than
one lane, the sample is dual, otherwise it is single. For road type, the road
name is looked up on the map and the first letter taken. Roads names in the
UK begin with A (for arterial or trunk roads that allow all types of traffic), B
(for smaller local roads), or M (for motorways where certain types of traffic are
prohibited) [22]. Roads of other classifications, including unnamed roads, are
given the label C.
The distribution of labels for the RCD, which is heavily imbalanced, is pro-
vided in Table 3.2. The binary classification task of carriageway type has an
imbalance of 5.6 : 1, which may bias classification models towards labelling
samples as Single. Likewise, the road type classification task is imbalanced with
2http://www.google.co.uk/intl/en_uk/earth/
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Label Percent (%)
Single carriageway 85
Dual carriageway 15
(a) Carriageway labelling
Label Percent (%)
A road 48
B road 26
C road 21
Motorway 5
(b) Road labelling
Table 3.2: Label counts for the (a) carriageway and (b) road ground truths.
almost half the samples being of classification A, and only 5% being motorways.
There is also a degree of overlap between the classes, especially between A and
B roads. This is because the classification system used is designed to be relative
to the needs of the local area, and B roads perform the same role as A roads,
only to a lesser extent [22].
3.2 Coventry-JLR driver monitoring dataset
The second vehicle telemetry dataset used in this thesis was collected during a
previous study performed by Dr Graham Shelton-Rayner and Dr Helen Mad-
dock of Coventry University, and made available to us through JLR. In this
track study, participants drove a Range Rover Sport under both normal and
distracted conditions. The track is located at JLR’s principal engineering facil-
ity at Gaydon, Warwickshire, UK, and is pictured in Figure 3.1. It is a simulated
highway of around 3.8 miles with four lanes and two main straights with two
major corners at the end of each. In comparison to public roads it is quiet, as it
is used solely by automotive engineers for research and development purposes.
The participants are instructed to drive in the second lane at usual highway
speeds of around 70mph, changing to an outer lane to overtake when necessary.
During the study, six types of data were recorded, namely: GPS and CAN
data, Electrodermal Activity (EDA), Electrocardiogram (ECG), Heart Rate
(HR) via a sports watch, and a video stream with forward and driver facing
cameras. Because of movements in the cabin, associated with the physical
36
3. Datasets
Figure 3.1: Map of the Gaydon emissions track used for the driver monitoring
trials.
Figure 3.2: Screen shot of the video recorded during the trials, with driver and
forward facing cameras, as well as GPS details overlaid.
distraction tasks performed, the EDA and ECG data were too noisy for use
and were therefore discarded. Further, the data from the sports watch was not
fully synchronised with data from the CAN, and therefore was also discarded.
Over 1500 telemetry signals were recorded using a data logger that collects all
messages sent over the CAN, which were later post-processed to be of a constant
frequency of 10Hz. This was done using the CANalyzer3 software, which is a
utility for exploring CAN-bus data, and exporting it to other formats. At this
sample rate, 494 of the telemetry signals contained information that may be of
use in predicting the target and were retained for further processing.
To impose distraction on the driver, a series of tasks, as listed in Table 3.3,
were performed at different intervals. A ground truth was applied to the data
using the video streams (shown in Figure 3.2), and was synchronised via the
3http://vector.com/vi_canalyzer_en.html
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Secondary Task Description Mean duration (s) STD
Select Radio Station Selection of a specified radio station
from presets
70.4 48.0
Mute Radio Volume The radio is muted or turned off 4.9 2.4
Number Recall Recite a 9 digit number provided be-
fore the drive
83.1 46.6
Navigation A specified destination is pro-
grammed into the in car Sat-Nav
111.5 45.6
Counting Backwards Driver counts backwards from 200 in
steps of 7 (i.e.., 200, 193, 186. . . )
118.3 45.4
Adjust Temperature Cabin temperature increased and
then decreased by 2◦C
26.7 25.1
Table 3.3: Secondary tasks the driver was asked to perform. If there is a sec-
ondary task being performed, the data is labelled as Distracted for the duration,
otherwise it is labelled as Normal. Tasks were performed in the same order for
all experiments, with intervals of between 30 and 300 seconds between tasks.
GPS times also present in the CAN. For the duration of a task, the data is
labelled as Distracted, otherwise it is labelled as Normal. In this study there
were 8 participants, each driving for approximately 1.5 hours during which each
of the 6 tasks are performed twice and each lasting for the durations listed in
Table 3.3. Each participant was therefore performing each task for twice the
listed times on average, and were driving with no task for an average of 2647.4
seconds. In addition to the tasks listed in Table 3.3 participants also performed
two driving manoeuvres, namely abrupt acceleration and a bay park. The data
from these are, however, considered to be unrelated to distraction and therefore
can be viewed as noise and were removed from the dataset. This removal was
done after feature extraction to avoid temporal continuity issues.
3.3 Warwick-JLR driver monitoring dataset
A second data set for driver monitoring was collected by the author and for this
thesis, in similar circumstances to the CoventryDMD [146, 149]. In this study,
the physical tasks that made up the majority of those in the CoventryDMD
were not used, and only a cognitive task was considered. This minimised the
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movement of subjects during the trials, and enabled their hands to remain
on the steering wheel at all times. This mitigated the issues found with the
CoventryDMD discussed in Section 3.2, and meant that the ECG and EDA
data streams could be processed successfully.
3.3.1 Collection protocol
The experimental protocol we use is based on that performed by Reimer et al.
[127] and Mehler et al. [99], and is outlined in Table 3.4. In their work, changes
in physiology and driving style are observed while the driver is performing the
N -back test [99, 127] as a secondary task to driving. The main difference in our
protocol is that we perform it on a test track and the ECG electrodes are placed
on the chest rather than the lower neck. Also, we use gel EDA electrodes with
adhesive pads, as we have found these to be more stable and, in our experience,
produce a cleaner signal.
When the participant first arrives at the trial location, electrodes are at-
tached for both the ECG and EDA measurements. After this, the participant is
taken to the vehicle and seated in the driving position. Once the seat, steering
wheel, and mirrors are adjusted as appropriate, data recording is commenced.
The protocol then continues with checking that the sensors are providing a clean
and reliable signal, followed by practice runs of the N -back test (stages 1 and
2).
The N -back test requires the participant to repeat digits provided to them
in a list with a delay. Here it is operated with three forms of increasing diffi-
culty, with delays of 0, 1 and 2 and referred to as the 0-, 1- and 2-back tests
respectively. These three difficulty levels have been shown to have an increasing
impact on the participant’s physiology and driving style [99, 127]. In the 0-back
test, the participant is required to repeat digits back as they are said. The
1-back test requires the participant to repeat the digits with a delay of 1, and
the 2-back test with a delay of 2. Each task is presented in 4 blocks of 10 digits,
with a time separation between each digit of around 2 seconds. An example
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Stage Mean duration (s) STD
1 Habituation 1302 269
2 Baseline 280 99
3 0-back (introduction) 10 2
4 0-back 82 9
5 0-back (recovery) 256 59
6 1-back (introduction) 10 2
7 1-back 100 12
8 1-back (recovery) 300 81
9 2-back (introduction) 11 6
10 2-back 113 15
11 2-back (recovery) 294 127
Table 3.4: The protocol for the WarwickDMD experiment, employing three
N -back tests of different difficulties, presented in a random order to each par-
ticipant.
Stimulus 1 5 9 3 0 2 3 3 2 9 & &
0-back 1 5 9 3 0 2 3 3 2 9
1-back - 1 5 9 3 0 2 3 3 2 9
2-back - - 1 5 9 3 0 2 3 3 2 9
Table 3.5: Example of the N -back test with a block of 10 numbers. In place
of “&” the word “and” is said by the experimenter, requiring the participant
to provide a response. Where there is a “-” no response is required by the
participant.
block of 10 digits is shown in Table 3.5, with expected responses for the 0-, 1-
and 2-back tests. In order to continue with the experiment, the participant must
show a minimum proficiency of 8 out of 10 correct responses for two consecutive
blocks of each task.
The vehicle is first driven onto the track by the participant and data record-
ing is commenced. Because this is likely to be an unfamiliar vehicle and a new
environment for the participants, a habituation period of driving under normal
conditions is used (stage 1). Once the habituation period is completed and the
driver is comfortable on the track, a reference period under normal driving is
used (stage 2). At stage 3, after this reference period, the protocol alternates be-
tween N -back tests and recovery periods of normal driving (stages 3–11). Each
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participant undergoes each of the 0-, 1- and 2-back tests in a random order.
Each of the N -back tests consists of 4 blocks of 10 digits, with a block separa-
tion of 5 seconds. Before each N -back task, a brief explanation and reminder
of it is provided (stages 3, 6 and 9), taking around 10 seconds. The recovery
periods are each of normal driving, with no secondary task. Once each task
has been performed and the final recovery period has taken place, the vehicle is
then taken off the track and data recording is ended.
Because all digits in the N -back tasks were repeated regardless of the shift
(in contrast to Mehler et al. [99]), the 1-back task was in effect one digit longer
and the 2-back task was two digits longer than the 0-back task. This is reflected
in their mean durations shown in Table 3.4. Other variances in durations were
due both to safety concerns, recording quality or human variations. Some events
on the road such as low flying birds or overtaking vehicles, for example, caused
reactions from the driver that were both out of the control of the experimenter
and led to a pause in the protocol or the extension of a stage.
3.3.2 Data collection
Over 1000 signals were recorded from the vehicle’s CAN-bus. Those signals
which are expected to have relevance to driver workload include, steering wheel
angle, pedal positions and vehicle speed. Many others are likely to be of no
relevance, such as the window wiper speeds or air conditioning controls, and
should be removed before attempting to predict driver workload. However, to
ensure that all the relevant signals are present in the dataset, we recorded the
full set of signals at a sample rate of 20Hz during the experiment. Each of
these signals was written to a hard disk by a data logging system located under
the passenger seat. As with the CoventryDMD, video with forward and driver
facing cameras was recorded in the same format as in Figure 3.2.
Three point ECG gel electrodes were attached on the driver’s chest, close
enough together to minimise any noise generated through shoulder movement.
The EDA electrodes were attached on the underside of the index and middle
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fingertips of the participant’s non-dominant hand. Surgical tape was then used
to further secure them in place, minimising any movement of the sensor contacts
while driving. The wires from the ECG electrodes came out of the top of
the participants shirt, while the EDA wires were positioned to the side of the
non-dominant hand. Note that the vehicle used has an automatic transmission
and the driver does not need to use their hands for gear selection. To record
this physiological data a GTEC USB biosignal amplifier (USBamp)4 was used,
which resides in the rear of the vehicle with sensor wires positioned away from
any intrusion of the driver. This connects to a laptop, where the data was
recorded at 256Hz using MathWorks Simulink5.
From this data, there are five ground truths that we use to produce classifi-
cation problems. These are extracted from the timings of the tasks during the
experiment, the EDA signal, and the ECG signal. The timings of the tasks pro-
vides a ground truth of what the participant was doing at a given point in time,
with reference to the GPS time shown in the video streams. The EDA signal
provides two measurements, the Skin Conductance Level (SCL) and frequency
of Electrodermal Responses (EDRs), both of which are known to increase while
a participant is under high workload [10, 57, 99]. The SCL is provided by the
absolute value of the EDA signal, whereas EDRs are found by spikes, as il-
lustrated by the red dots on the EDA signal in Figure 3.3. The EDA sensor
unfortunately requires configuration for each participant to ensure the value of
the signal is within a measurable range, and depends on the quality of the con-
nection between the electrodes and finger tips. This means that the absolute
value of the signal cannot be directly compared across participants in the trial,
as the magnitudes and range of the signal are different for each participant.
Finally, two ground truths can be extracted from the time differences between
R-peaks, highlighted by the red dots on the ECG signal in Figure 3.4. HR is
calculated as the number of R-peaks per minute, and increases with workload
in general [13]. There are several methods for computing Heart Rate Vari-
4http://www.gtec.at/Products/Hardware-and-Accessories/g.USBamp-Specs-Features
5http://uk.mathworks.com/products/simulink/
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Figure 3.3: Fifteen seconds of an EDA signal recorded during driving. The dots
highlight EDRs, which increase in frequency under workload. The SCL is given
by the absolute value of the signal.
ability (HRV), however, including Discrete Fourier Transform (DFT) or wavelet
analysis, time-domain methods and non-linear regression techniques [1]. In gen-
eral it is the amount that the time delays between R-peaks vary, and here the
Standard Deviation of Successive Differences (SDSD) is used as a result of find-
ings by Mehler et al. [99], who found it to decrease with increased workload in
a similar setting.
3.3.3 Preliminary analysis
In order to characterise the WarwickDMD, and to enable its use in a data
mining process we performed an analysis of the raw data collected. Nominally,
we performed analysis of the subjective ratings, analysis of the data streams
with respect to the secondary tasks, and the production of ground truths to
produce a classification problem.
Task performance and subjective ratings
The error rates for the digit recall tasks are shown in Figure 3.5. The number
of incorrect responses for the 0-back test were very low on average, and there
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Figure 3.4: Five seconds of an ECG signal recorded during driving. The dots
highlight the R-peaks, which can be used to compute the HR and HRV.
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Figure 3.5: Mean error rates (out of 40 recalled digits) of participants for each
of the secondary tasks. Error bars represent the standard error.
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Figure 3.6: Mean responses to NASA TLX questions. Error bars represent the
standard error.
were no errors for the majority of participants. In the 1-back test the number
of errors was higher, and for the 2-back task there were even more incorrect
responses on average. In some cases of the 2-back test the participant stopped
responding to numbers of one block, and the remainder of block was counted as
incorrect responses. In some other cases that were also counted as errors, the
participant responded in the 2-back test as if it were the 1-back test.
When the protocol was complete, the participants were asked to fill in four
NASA-Task Load Index (TLX) [52] questions – one for normal driving and for
each of the N -back tasks. The TLX asks participants to rate their experiences
out of 20 in 6 dimensions, namely: mental demand, physical demand, temporal
demand, performance, effort, and frustration. These questions were used to
confirm the tasks imposed appropriate levels of workload on the drivers, and
their mean responses are shown in Figure 3.6. The TLX responses in general
indicate that driving with the secondary tasks were harder, and that the dif-
ficulty increased with the delay in the digit recall tasks. The mental demand
and effort dimensions, as expected, reported the largest increase in responses.
The estimated performances decreased with the 1- and 2-back tasks, reported
performance increased on average for the 0-back test over normal driving.
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Signal Feature p-value N vs. D N vs. 0 N vs. 1 N vs. 2 0 vs. 1 0 vs. 2 1 vs. 2
HR 0.031 0.006 1.000 0.422 0.050 1.000 1.000 1.000
HRV 0.554 0.283 1.000 1.000 0.996 1.000 1.000 1.000
SCL 0.000 0.000 1.000 0.003 0.005 0.452 0.537 1.000
EDR frequency 0.034 0.004 0.605 0.265 0.122 1.000 1.000 1.000
Adaptive Cruise Control Cancel (by brake) STD 0.232 0.056 1.000 0.419 1.000 1.000 1.000 1.000
Brake on STD 0.239 0.057 1.000 0.436 1.000 1.000 1.000 1.000
Engine Speed raw 0.237 0.063 0.414 1.000 1.000 1.000 1.000 1.000
Engine Torque raw 0.053 0.016 0.067 1.000 0.672 1.000 1.000 1.000
Engine Coolant Temperature STD 0.190 0.036 0.362 1.000 1.000 1.000 1.000 1.000
Gear Selected (automatically) raw 0.085 0.012 0.207 1.000 0.556 1.000 1.000 1.000
Steering Wheel Movement Speed STD 0.003 0.066 1.000 0.087 0.055 0.030 0.020 1.000
Steering Wheel Angle STD 0.024 0.471 0.555 0.423 0.968 0.039 0.095 1.000
Suspension Height (front-right) STD 0.091 0.213 0.089 1.000 1.000 0.527 0.228 1.000
Throttle Position raw 0.044 0.010 0.068 1.000 0.473 1.000 1.000 1.000
Yaw Rate STD 0.022 0.532 0.422 0.679 0.715 0.048 0.051 1.000
Table 3.6: p-values from two way t-test and ANOVA for the physiological and selected signals of the vehicle telemetry data streams. In
the heading N represents periods of normal driving, 0, 1, and 2 represents periods of the 0-, 1- and 2-back tests respectfully, and D is
periods where any of the N -back tasks were being performed.
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Analysis of data streams
There were two data streams inspected, namely the physiological and vehicle
telemetry data streams. Results of statistical analyses of both are shown in
Table 3.6, comparing normal and distracted conditions in two ways to detail
properties of the dataset. First, the mean of measurements over all subjects
during normal (baseline or recovery) periods and distracted periods (during a
secondary task) were compared using a two way t-test. Second, Analysis Of
Variance (ANOVA) is used to determine if there was a significant difference in
means during any of the three secondary task periods and normal driving. In
follow-up to this, a four way pairwise t-test was performed and normalised by
the Bonferroni correction. All results in this table produced p-values of less
than 0.1 in at least one of the t-test and the ANOVA and any p-value smaller
than 0.05 is highlighted in bold. The author accepts that conclusions made from
this analysis are limited because it is a multiple comparisons procedure, but a
two-way ANOVA, including all signals is impractical due to their number.
The physiological data consisted of the ECG and EDA signals, from which
the HR, HRV, SCL and EDR frequency were extracted. The SCL during the
baseline, task, and recovery periods, was normalised between 0 and 1 for each
participant prior to analysis. This allows the results to be analysed more easily,
but it means that the units of this measure are undefined. The two way t-test
showed a significant difference in the HR, SCL, and EDR frequency with p <
0.01, and the ANOVA produced a significant difference between at least one of
the baseline or task periods (p < 0.05); shown in the top section of Table 3.6.
The HRV, as computed using the SDSD method, did not show a significant
difference in any test. The change in HR during the 2-back task from the
normal driving periods was significant (p < 0.05), and the change in SCL was
significant for both the 1-back and 2-back tasks (p < 0.01). Figure 3.7 shows
the mean values of the four physiological measures taken from the (a) ECG and
(b) EDA signals, computed over the baseline, task, and recovery periods. The
results reflect the statistical analysis and show that each of the HR, SCL, and
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EDR frequency increased during the task periods, and decreased to the baseline
levels during the recovery periods. The HRV was very similar throughout the
trial.
In the lower section of Table 3.6 the results of the t-tests and ANOVA are
shown for representative signals from the vehicle telemetry data. As well as
the raw signal values, the Standard Deviation (STD) (STD) was computed for
each signal over a one second sliding window. This produces a feature of the
signals where sample values are equal to the STD of the twenty samples before
and after the respective sample in the signal. Signals that were expected to
have a close relationship to the driver workload were those related directly to
the driving controls, such as the pedals and steering wheel. The analysis shows
that the throttle position and STD of the steering wheel angle speed both have
a close relationship to the driving period (p < 0.05 in both the two way t-test
and ANOVA). The STD of the SWA however, was not as closely related to the
driving period, which was unexpected. In fact, in the data the STD of the SWA
decreased from the baseline during the 0-back task and increased during the 1-
and 2-back tasks.
Signals with indirect relationships to the vehicle controls were expected to
have weak relationships to the driving conditions. These had larger p-values in
general than measures of the vehicle controls, such as with the STDs of both the
suspension measurements and yaw rate. The raw values of the engine speed and
target gear of the automatic gear box, however, had relationships more similar
to those of the vehicle controls. Other signals that have no obvious link to
the driver were of course expected to have large p-values, and for the majority
this was the case. A small number, including adaptive cruise control cancel,
engine coolant temperature, and others redacted from Table 3.6 as they had
small p-values for the two way t-test and can only be explained by chance.
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Figure 3.7: Mean values of (a) HR and HRV and (b) SCL and EDR frequency
over all subjects for the different periods of the trial. Each recovery period is
presented separately and error bars represent the standard error.
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3.3.4 Ground truth for classification
Both the timings of tasks and the physiological data streams are used to produce
ground truths. The task timings can be used as one ground truth to create a
binary labelling to describe whether there was a secondary task being performed
or not. Here, the label normal relates to driving under normal conditions and
distracted signifies that a secondary task was being performed. The distracted
label is then also split into three to signify which of the 0-, 1- or 2-back tasks
was being performed, to produce a multi-label classification problem with four
labels.
Each of the physiological data streams can be used to produce binary clas-
sification tasks, with a label of normal when the observations are close to those
found during the baseline period, and distracted otherwise. Other levels can also
be used to produce a multi-label classification problem. For example, increases
of 5% or less can be assigned label A, of between 5% and 10% given label B,
and of more than 10% label C.
3.3.5 Data release
The dataset is available for download via www.dcs.warwick.ac.uk/dmd/ in a
comma separated variable (csv) format, with samples in temporal order at 20Hz.
Each of the class labels are provided for each sample. The physiological data
is also available. This physiological data has timestamps, so that it can be
associated with the CAN-bus data, but the sample rate remains at 256Hz.
Several features have been removed from the dataset to either protect intel-
lectual property or because they are irrelevant to the problem. To avoid any
human selection bias, correlation analysis with Mutual Information (MI) [160]
is used; where features with a MI of zero have been removed.
The production and release of such a dataset may benefit both the driver
monitoring and data mining communities. The data naturally has high auto-
correlation, and several irrelevant and redundant signals, all of which affect the
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Dataset
Sample
(?)
Numeric Nominal
size features features
Soybean (small) 47 (0) 0 35
Fertility 100 (0) 9 0
Promoters 106 (0) 0 58
Wine 178 (0) 13 0
Parkinsons 195 (0) 22 0
TR 23 204 (0) 5832 0
Soybean (big) 307 (41) 0 35
TR 12 313 (0) 5804 0
TR 21 336 (0) 7902 0
TR 11 414 (0) 6429 0
Congress 435 (203) 0 16
Arrhythmia 452 (384) 272 7
Musk 1 476 (0) 166 0
Metadata 528 (264) 20 0
Credit 690 (37) 6 9
Vehicle 846 (0) 18 0
Yeast 1484 (0) 8 0
Madelon 2000 (0) 500 0
Segmentation 2310 (0) 19 0
Splice 3191 (0) 0 60
Chess 3196 (0) 0 36
Optical digits 3823 (0) 0 64
Spambase 4601 (0) 57 0
OARD 869387 (639830) 242 0
Table 3.7: Details of datasets from the UCI and Tuned IT repositories used for
evaluations in Chapter 5. The column (?) represents the number of samples
containing a missing value.
performance of a classification system [76]. As well as this, some of the signals
may be correlated with time, introducing biases. Overcoming these issues is not
only essential to predicting driver behaviour, but they are also difficult prob-
lems for data mining in general. We provide a central dataset against which
driver workload monitoring methods and temporal data mining techniques can
be evaluated and compared.
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3.4 Non-vehicular datasets
In addition to datasets taken from the automotive domain, the datasets listed
in Table 3.7 that are available in the UCI6 and Tuned IT7 repositories are
used. The majority of these datasets are from non-temporal domains and are
used in Chapter 5 for estimating redundancy using the non-blocked permutation
method. These were chosen because of their range in domains, sizes and features,
as well as their use in previous feature selection literature [39, 58, 108, 170].
The OPPORTUNITY Activity Recognition Dataset (OARD) is from the hu-
man activity monitoring domain and collected from wearable, object and ambi-
ent sensors [129]. Participants performed tasks including preparing and drinking
coffee while being monitored via sensors on the work surfaces, switches, objects,
and on themselves. In total, 56 sensors were used to collect 242 measurements
for four participants who each performed the tasks six times. Data was recorded
at 33Hz to generate a dataset with 869387 samples. In this dataset there are also
a large number of samples with missing values, which were caused by recording
failures [129]. Almost all signals contained a missing value at some point during
the recording, and so in our analysis they are treated as NotANumber and
retained. Finally, there are several target labels provided in the OARD, and in
this thesis we use the Locomotion set which has four values: Stand, Walk, Sit,
Lie.
3.5 Feature extraction
There are two approaches to feature extraction general, either for a domain
expert to decide which features are expected to perform best (e.g. [94, 161]), or to
use automatic feature learning (e.g. [17, 121]). Both approaches are susceptible
to producing sub-optimal features. The domain expert may have biases toward
certain kinds of feature, and automatically learning features assumes that the
6http://archive.ics.uci.edu/ml
7http://tunedit.org/repo/Data/
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Type Feature
Statistical Min, Max, Mean, Standard deviation, Entropy, Fluctuation.
Structural Raw value, First, Second and Third derivatives, First 5 and Max
5 DFT coefficient magnitudes, Max 5 DFT coefficient frequencies,
Convexity, Gradient direction, Integral, and Absolute integral.
Table 3.8: List of statistical and structural features extracted from each sig-
nal from the RCD, CoventryDMD, WarwickDMD and OARD. Features are
extracted over sliding temporal windows of sizes 0.5s, 1s, 2.5s and 5s.
signal data is unbiased – which is not the case with some telemetry data as
discussed in Chapter 4. In either case, therefore, we believe feature selection
should be performed after extraction and before using features in models.
In this thesis, each of the temporal datasets (the RCD, CoventryDMD,
WarwickDMD, and OARD) undergoes the same feature extraction process, as
described in Section 2.1.4. The feature extraction process involves the use of
sliding windows over the signals, where each window is summarised by a sta-
tistical or structural feature [144, 145, 161]. Different information in the signal
windows can be captured by different features from the signals. For instance,
while STD will capture information about the signal’s variability and spread,
the mean will provide an average value over a period of time. Also, some signals
change value faster than others, and so different window lengths should also be
used. The gradient, for example, will capture value changes over longer periods
if a larger window length is used. Therefore, we extract the 28 features listed
in Table 3.8, each over sliding windows of sizes 0.5s, 1s, 2.5s and 5s. These
features include STD, mean, minimum, maximum, as well as the gradient, and
DFT components.
3.6 Summary
In this chapter the datasets used for evaluating learning approaches have been
introduced. There are three automotive datasets, namely RCD (Section 3.1),
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CoventryDMD (Section 3.2), and WarwickDMD (Section 3.3). A further tele-
metric dataset, the OARD (Section 3.4) [129] available from the UCI repository
is also discussed briefly. From these temporal datasets, the same feature extrac-
tion stage is used, as presented in Section 3.5. The features extracted here are
then used for evaluating feature selection approaches in Chapters 4 and 6. Fi-
nally, a set of datasets also downloaded from online repositories was introduced
in Section 3.4. These are used where temporal artefacts are not considered, in
Chapter 5.
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Temporal permutation feature relevancy
The feature selection stage of the data mining methodology described in Chap-
ter 2 aims to select the features that perform best in a predictive model for a
given classification task, such as road classification or driver workload estima-
tion. Supervised feature selection, where a small number of features are chosen
from a large set [58, 76], is however an example of Multiple Comparison Proce-
dure (MCP). MCP is a major cause of input selection errors, over-fitting, and
over-searching [65]. Permutation methods can be used to avoid these patholo-
gies, but they require exchangeability of samples and are not directly applicable
to temporally or spatially dependent data, or to data with high autocorrelation.
To overcome this requirement, blocked-permutation methods are investigated
and the resulting permutation distributions are used to normalise a Mutual
Information (MI) ranking statistic. In this chapter, the validity of this blocked-
permutation method is shown under assumptions of local dependency, and it
is applied to supervised feature selection from vehicle telemetry data described
in Chapter 3 and that has high temporal dependence and severe recording bi-
ases. Two new blocking strategies are proposed, namely: permuting the data in
blocks of dynamic size and of sizes determined by the sample values. These are
compared against permuting the data in blocks of static size, with and with-
out applying a cyclic shift to the data. Finally, two novel permutation ranking
statistics are compared against several existing methods, including Symmetrical
Uncertainty (SU) and Hilbert-Schmidt Independence Criterion (HSIC), using
rank comparison and classification performance, and are shown to successfully
mitigate known biases in the data and selection process.
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4.1 Introduction
Feature selection is used to produce a smaller subset of a larger feature set,
containing only features that are highly correlated to class labels while being
minimally redundant to one another [76]. However, selecting features from large
feature sets is an example of the MCP, which is responsible for input selection
errors, over-fitting, and over-searching [65]. Input selection errors occur when
biases are introduced by the selection process, for example selection by MI is
biased because it increases with feature dimensionality. This input selection
bias is reduced in SU [160], and Song et al. [137] provide proofs to show that
HSIC [42] is unbiased. SU and HSIC methods may not, however, mitigate
the other forms of bias in the feature selection process. Over-fitting can occur
when the data is a poor representation of the underlying distributions, causing
some features to appear more relevant in the recorded data than is the case in
general. Over-searching, possibly the most overlooked pathology, occurs when
a large number of models or features are considered, and any high performance
is a result of chance.
Feature selection pathologies all effectively occur when results from data
analysis are assumed to be more significant than they really are. Significance
methods such as t-tests are routinely used and assume a normal distribution
[26], but this is often not the case. These methods generally assign higher
significances to larger sample sizes, without consideration being taken for any
bias in the data or selection process. Jensen and Cohen [65] suggest four so-
lutions to these MCP pathologies: using a new data sample, cross-validation,
Bonferroni adjustment, and randomisation tests. Sampling using new data may
be costly, and the new data itself may contain the same biases as the origi-
nal. Cross-validation and Bonferroni adjustment both assume that the data
collection and analysis processes do not contain any biases, and will not cure
over-fitting if these assumptions are incorrect. Randomisation tests, however,
can be performed on existing data, while making no strong assumptions about
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its distribution or the analysis process [24, 26, 40, 105]. Randomisation tests,
therefore, are the most suited to detecting and avoiding the problems associated
with the MCP.
The terms randomisation test and permutation test are used interchangeably
and variably in the literature on hypothesis testing [24, 26, 40, 92, 105]. Ernst
[26] uses the general term “permutation methods” to refer to such methods,
as is the case in this thesis. Under any reasonable definition of permutation
methods, the only strong requirement for their validity is that the samples
are exchangeable. A sequence of samples, [x1, x2, .., xn], is exchangeable if any
permutation of it has the same joint probability distribution [85],
Pr(x1, x2, . . . , xn) = Pr(x1)Pr(x2) . . . P r(xn). (4.1)
In essence, if any ordering of the samples is as likely as any other, the sequence
is exchangeable [40, 105]. Indeed, any sequence of Independent and Identically
Distributed (IID) observations is exchangeable, although this is not a require-
ment for exchangeability. For example, choosing elements from a finite set with-
out replacement will produce an exchangeable sequence of non-IID observations
[40].
Several authors regard permutation methods as the “gold standard” in hy-
pothesis testing [24]. Bradley [11] and Fisher [32] both note that the conclusions
of any significance test are only justified in that they would have also been ar-
rived at by the permutation method. These observations, coupled with their
minimal assumptions on the data, have meant that the permutation method
has been widely used in applications ranging from agriculture to physics [40].
As well as this, the permutation method has also been deployed in correlation
analysis and feature selection [4, 37, 118, 158, 166], in Decision Tree induction
[38, 89], and in Random Forests [4, 51]. The application of permutation methods
in temporal and spatial domains is limited, however, because exchangeability of
the data cannot be guaranteed when autocorrelation is present in the dataset
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[35, 36]. For instance if the data has inherent structure, as is the case when
there is a high probability of subsequent values being similar, or a value is
dependent upon its location in the sequence, samples in that data are not ex-
changeable. Therefore, different approaches are required to ensure the validity
of the permutation method with temporal and spatial data.
This chapter addresses this issue by using a blocked-permutation approach
[2, 75], where blocks are permuted rather than individual samples. We introduce
the dynamic and single-value blocking strategies, both aimed at dealing fully
with the issue of periodic data, and compare them against existing techniques.
The dynamic blocking strategy avoids capturing periods in the data by splitting
the data into blocks of random lengths for each permutation. The idea is similar
to that of the cyclic shift introduced by Adolf et al. [2], but the position of
all block boundaries are randomised. Dynamic blocking is conceptually more
appealing and increases the number of possible permutations by a far greater
amount than when using only the cyclic shift. A second strategy that we propose
is single-value blocks, which is aimed purely at categorical or discrete data, and
blocks contain only samples of the same value.
The remainder of this chapter is structured as follows. The operation of
the permutation method is described in a general setting in Section 4.2 and the
blocked permutation method is introduced in Section 4.3. Here, details of the
different blocking strategies, including dynamic and single-value, are also given.
Relevancy measures that can be used for feature selection with the permutation
method are suggested in Section 4.4. In Section 4.5 we present empirical results
of the blocked-permutation method for feature selection using the proposed
ranking strategies. Finally, Section 4.7 draws conclusions on this work.
4.2 The permutation method
The permutation method is used to assign a significance to a test statistic, with
respect to the null hypothesis [40]. For example, it can be used to assign a
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significance to a correlation statistic, f(X,Y ), between two variables, X and
Y , with respect to there being no relationship between the two variables. It
operates by first computing the outcome of f(X,Y ) on the observed variables,
referred to as the observed test statistic. Next, one of the variables is permuted
in order to destroy any relationship between the variables. If Y ′ is a permutation
of Y , the test statistic can then be recomputed as f(X,Y ′). When f(X,Y ′) is
computed for all possible permutations of Y , its outcomes form the permutation
distribution. It should be noted that permuting either variable provides the
same results for the permutation method on two variables. In supervised feature
selection from many features, for instance, it is computationally more efficient to
permute the class labels rather than each feature individually when computing
their relevancies.
The significance of the observed correlation is given by its location in the per-
mutation distribution. The p-value of the observed correlation is the proportion
of the permutation distribution which is at least as extreme as itself [26, 92, 108],
p =
|{Y ′ ∈ Ψ(Y ) : f(X,Y ′) ≥ f(X,Y )}|+ 1
|Ψ(Y )|+ 1 , (4.2)
where Ψ(Y ) is the set of all possible permutations of Y , and | · | represents the
cardinality of a set. Intuitively, the smaller the p-value the more significant the
observed test statistic is with respect to the null hypothesis. A threshold can be
placed on the p-value, below which the null hypothesis is rejected, for example
p < 0.05 [51].
This is the full permutation method, where a complete permutation distri-
bution is computed. However, a variable with n samples can have up to n!
permutations, meaning that it is often infeasible to perform the permutation
method in full. In general, therefore, a Monte-Carlo permutation method is
used, where a random subset of permutations are performed to estimate the
p-value [26, 109]. The number of permutations, P , should be as large as possi-
ble and depends on the data. Typically, P is in the order of thousands.
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Because the p-value is computed using a random sample of the permutation
distribution, it is also appropriate here to place a two-sided confidence interval
over it [109]. The α confidence interval of the p-value, pα, would then be,
pα = p± zα
√
p(1− p)
P
, (4.3)
where zα is the respective two sided standard-score.
4.3 Permutation methods for dependent data
As previously stated, the permutation method is not valid when the data sam-
ples are not exchangeable under the null hypothesis. This is typically the case
with temporally and spatially dependent data, but also occurs when other auto-
correlations are present. For example, in assessing the height of two populations,
it may not make sense to swap samples between genders, because of the con-
founding effects of their known differences [40]. Disallowing these swaps is an
example of restricted randomisation within a region [35], and is often referred
to as within-block or within-population randomisation. Nichols and Holmes
[105] and Zhou and Wang [174] both use the term “exchangeability-block” to
refer to a temporal sequence of samples in which the samples are exchangeable.
A restricted randomisation is then used, with samples being shuﬄed within
exchangeability-blocks, but not between them.
Restricted randomisation within exchangeability-blocks will not perform well
with some types of temporal or spatial data. If a variable changes value rarely
with respect to time or space, for example, many of the permutations within
a given block are likely to be equivalent. This is exacerbated when the data is
also imbalanced, because several blocks are likely to contain data of the same
value. Deng et al. [21] observed this phenomenon when performing partial per-
mutations. In a partial permutation, some samples are not permuted, so the
relationship between the variables is partially maintained. This means that test
statistics on permuted data are likely to be more similar, shifting the permuta-
60
4. Temporal permutation feature relevancy
tion distribution towards the observed test statistic. For this reason, Ojala [107]
states that each permutation must be sufficiently independent from the original
data.
Ojala [107] uses a Markov randomisation procedure to preserve an under-
lying statistic of the data, such as the sum or variance of columns or rows,
while ensuring that the permutations are sufficiently different. This type of
permutation is used to determine whether or not a higher level data mining
result is merely as a consequence of the simpler underlying statistic. It may
be possible to adapt this to retain temporal or spatial dependencies, or auto-
correlation structure, in the data to ensure exchangeability for the permutation
method. However, this method and the Metropolis-Hastings algorithm used are
not practical in all settings and is more computationally expensive than other
randomisation techniques.
Another approach is to sub-sample the data in order to decrease the de-
pendency of the samples. Consider a locally dependent sequence, X, where
the dependency between two samples xi, xi+τ ∈ X and separated by τ , is
D(xi, xi+τ ). This dependency can act both forwards and backwards and is
always non-negative,
D(xi, xi+τ ) ≥ 0, ∀τ. (4.4)
Also, because the dependencies are local, D(·) tends towards 0 as the distance
between samples increases,
D(xi, xi+τ ) → 0, τ →∞. (4.5)
If the dependency of the two samples is below a threshold, Td, the samples are
said to be independent, otherwise, they are said to be dependent,
xi ↔ xi+τ =

independent if D(xi, xi+τ ) < Td
dependent otherwise.
(4.6)
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It follows that, there exists a τ where each sample, xi, in a locally dependent
sequence with at least τ samples, is independent to another and D(xi, xi+τ ) <
Td for all positive values of Td.
Using these observations, a locally dependent sequence can be sub-sampled
so that all samples are separated by τ and are independent. After sub-sampling
in this way, the sequence will be exchangeable and the permutation method can
be applied to it. Using this method, however, ignores a large proportion of the
data that may affect its statistics. If τ = 100 and every 100th sample is taken,
for instance, this removes 99% of the data that would otherwise be included in
correlation calculations between variables. This may lead to inaccuracies in both
the observation and permutation statistics, which means any conclusions are
suspect. Ideally, therefore, the sequence should be made exchangeable without
removing any samples.
Lahiri [82] covers a range of block re-sampling methods for performing boot-
strapping on dependent data. Bootstrapping is a related significance test which
is used to assess the variability of the sampling process and determine asymptot-
ically correct confidence intervals. Instead of permuting one variable to produce
the permutation distribution, both are re-sampled with replacement to produce
the bootstrap distribution. Despite their differences, however, some of the block-
ing techniques described can be adapted for use with permutation methods. For
instance, re-sampling the data in blocks without replacement can be performed
to produce a blocked-permutation of the data [159].
We define a block, Bi,l, of length l as a sequence of consecutive samples
starting at i, Bi,l = [xi, xi+1, . . . , xi+l−1], taken from observations of a variable,
X. With temporal data, Bi,l is a sequence of l temporally ordered samples
observed at a fixed frequency over a period of time. In the blocked-permutation,
samples within a block retain their ordering, while samples between blocks may
not. Kirch [75] showed the validity of this blocked-permutation method for
mean change-point analysis. The analysis is of the asymptotics of statistics
based on partial and cumulative sums, generalising them to blocked data. This
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specific analysis does not directly apply to MI and entropy based test statistics,
however. Therefore, we provide an informal argument for the validity of the
blocked permutation method for a general test statistic.
When blocks are permuted instead of samples, dependencies between sam-
ples within the same block are retained after a permutation. This means that
it is not intra-block relationships between samples that are of interest, but
inter-block relationships. For instance, although the dependency between the
two samples in the same block may not be 0, their relative ordering remains the
same throughout a blocked permutation and therefore can be ignored. With this
observation, we define the dependency of two samples in a blocked sequence to
be,
DB(xi, xi+τ ) =

D(xi, xi+τ ) if xi ∈ Bi,l, xi+τ ∈ Bj,l : i + l 6 j
0 otherwise,
(4.7)
where Bi,l and Bj,l are blocks of samples that do not overlap. Because samples
have a dependence only with those from different blocks, the dependence of a
sample on others is determined by its distance to the block boundary. This
is shown in Figure 4.1, where the plot represents the dependence of each sam-
ple with the nearest bordering sample of the neighbouring block. It highlights
adjacent samples each side of a block boundary, which have the highest depen-
dency overall. Samples that are furthest away from a block boundary, in the
middle of a block, have least dependence on others. In fact, for a block Bi,l, the
sample with least dependency on others is xi+l/2 and the samples with most
dependency on others are xi and xi+l−1.
With a sufficiently large block length, the samples in the middle of blocks
can be made independent to others. For instance, as their distance to the block
boundary increases, their dependence with the sample on the neighbouring block
boundary decreases. If the block length is sufficiently large, this dependency can
be made less than Td, meaning that the sample can be considered as independent
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Figure 4.1: Dependency of three small consecutive blocks over time. The block
boundaries have the highest level of dependency and are highlighted; the centre
of the blocks have the least dependency.
to all others in the blocked sequence. As l increases further, there will be more
samples with dependencies on others that are lower than this threshold, and so
the number of these independent samples increases. Furthermore for all values
of l that produce at least one independent sample, the number of samples that
are dependent on another is the same.
Next, we define the dependency between two consecutive non-overlapping
blocks as the ratio of their samples that are dependent with another and those
that are not,
DB(Bi,l, Bi+l,l) =
|xi ↔ xj = dependent|
|xi ↔ xj = independent| ,∀ xi ∈ Bi,l, xj ∈ Bi+l,l. (4.8)
As l increases, the number of samples that are dependent on another in the two
blocks becomes negligible when compared to the number of samples that are
independent with all others. This is shown in Figure 4.2, where the block size
has been increased to produce a section of independent samples, highlighted
by the shaded area. As the block length and number of samples in this area
increases, the blocks can be considered as more independent to each other.
With very large block lengths, such as is possible with infinite sequences,
this ratio of dependent and independent samples has a limit of 0. If the se-
quence length is finite however, a block length close to that of the sequence
would produce permutations that are similar to the observations. A trade-off
is then found between having small block sizes to ensure enough different per-
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Figure 4.2: Dependency of three large consecutive blocks over time. The blocks
produce an independent section of samples highlighted in the middle, introduc-
ing independence into the blocked sequence.
mutations are possible and minimising this ratio. In situations with extremely
high autocorrelations or small sample sizes, where there are no suitable block
lengths, approaches such as a cyclic shift may have to be used [2].
In the remainder of this section, three blocking strategies are discussed.
These strategies include static blocks, as used by Kirch [75], and two other
blocking strategies which, to our knowledge, have not previously been used
with the blocked-permutation method, namely dynamic blocks and single-value
blocks. Also, with the static and dynamic strategies we investigate the ran-
dom cyclic shift as introduced by Adolf et al. [2]. The best strategy to be
used may be dependent on properties of the data being processed, including
its sample size, autocorrelation, and periodicity. Their suitability to vehicle
telemetry data, namely the Road Classification Dataset (RCD), Coventry-JLR
Driver Monitoring Dataset (CoventryDMD), and Warwick-JLR Driver Moni-
toring Dataset (WarwickDMD) is discussed in Section 4.6.
Static blocks
The static blocking method is derived from the non-overlapping blocking out-
lined by Lahiri [82]. This method is used by Kirch [75] when using the permu-
tation method for change-point detection in signal analysis. It splits the data
into k blocks of equal length, l, where kl = n. A blocked sequence is therefore,
[B0,l, Bl,l, B2l,l, . . . , B(k−1)l,l]. (4.9)
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The ordering of samples within each of the blocks is retained while the blocks
themselves are permuted. If the block length does not divide exactly into the
sequence length, the samples left out of the blocking can be either ignored, or
treated as an extra block. In our work they are treated as an extra block.
Dynamic blocks
If the data being permuted is periodic, static block sizes may cause issues.
This is because, when the block size is equal to the length of the periodic
pattern in the data, each block will contain the same information. One simple
method of avoiding this is to use dynamic blocks, in which the length of each
block is randomised. The idea is that any periodic behaviour of the sequence is
destroyed, generating a smoothed version of the permutation distribution.
Dynamic block sizes are randomised for each permutation iteration and for
each block. That is to say, the blocked sequence becomes
[B0,l1 , Bl1,l2 , Bl1+l2,l3 , . . . , Bl1+l2+...+lk−1,lk ], (4.10)
where each li is a uniform random number in the range lmin : lmax. An im-
portant consideration with the dynamic blocking method is that both lmin and
lmax must be suitable block lengths for the data. For instance, if lmin does not
introduce sufficient independence between blocks, or if lmax is too close to the
sequence length, a smaller range should be chosen.
Single-value blocks
It is possible to perform Fourier analysis and choose blocks sizes informed by
the periodic behaviour of the sequence. Ptitsyn et al. [115] use the permutation
method in the detection of periodicity in short time series data. The permuta-
tions performed destroy any periodic patterns, by only swapping samples if they
belong to a different phase of the period. A similar method could be adopted for
defining block sizes, where the start and end of a block must belong to different
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phases.
This method may not be applicable in all cases, especially when performing
supervised feature selection with many features, where each feature would have
to be analysed and permuted separately. However, if we consider the permuta-
tion of only the class labels, single-value blocks may be applicable for nominal
data. Here, each block contains only samples of the same value, and a new block
is defined whenever there is a change in value. However, if the change in value
is very rare then block sizes will be large and permutations may again not be
fully independent from one another. A maximum block size can therefore be
introduced, using either the static or dynamic strategy outlined above.
Cyclic shift
Adolf et al. [2] apply a static blocked permutation method to short autocorre-
lated time series data for multivariate analysis. With this data the block length
required for exchangeability is too large and the number of sufficiently different
permutations is too small. To increase the number of distinct permutations,
they apply a random cyclic shift in the data before each permutation. For in-
stance, before the data is blocked and permuted, one of the variables is shifted
by a random number of samples. Any sample that is shifted beyond the data
length is moved to the start of the sequence. The result is that the position
of each sample in the data is increased by the shift amount modulo the data
length. Here, we apply this cyclic shift to both the static and dynamic blocking
strategies.
4.4 Feature ranking methods
In supervised feature selection it is common to rank features with their relevance
to the class label. One such measure of correlation for discrete data is MI,
MI(X,Y ) =
∑
v1∈vals(X)
∑
v2∈vals(Y )
p(v1, v2) log2
p(v1, v2)
p(v1)p(v2)
, (4.11)
67
4. Temporal permutation feature relevancy
where vals(X) is the set of values X can take, p(v1, v2) is the join probability
distribution of X and Y , and p(v) is the marginal probability distribution.
However, MI tends to favour features with many values over those which have
few, introducing an input selection bias [65]. This bias is reduced in SU [160]
by dividing MI by the mean entropy of the two variables,
SU(X,Y ) = 2
MI(X,Y )
H(X) + H(Y )
, (4.12)
where,
H(X) =
∑
v∈vals(X)
p(v) log2 p(v). (4.13)
SU still prefers features with many values in some conditions, however, so the
bias is not fully mitigated.
Song et al. [137] use HSIC to evaluate the relationship of features with the
target labels, and offer proofs to show that it is unbiased. HSIC is defined as,
HSIC(X,Y ) =
1
n(n− 3)
[
tr(KL) +
1TK11TL1
(n− 1)(n− 2) −
2
n− 21
TKL1)
]
(4.14)
where 1 is a vector of ones, and tr(·) is the matrix trace. K and L are kernel
matrices with entries of kernel functions defined on the data and labels respec-
tively and their diagonal values set to zero. For the data kernel matrix, K, we
use the Radial Basis Function (RBF), with entries,
Kij = k(xi, xj) =

exp(− ||xi−xj ||2
X˜
), if i 6= j.
0, otherwise,
(4.15)
where each feature is standardised to have a mean of zero and a variance of
one, and X˜ is its median value. For the label kernel matrix, L, we use a binary
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kernel that weights classes based on their sample size,
Lij = l(yi, yj) =

n−1− n
−1
+ yiyj , if i 6= j.
0, otherwise,
(4.16)
where n− and n+ are the number of samples of negative and positive classes
respectively, and yi, yj ∈ ±1 are the label values.
Song et al. [137] use forward and backward selection using the HSIC mea-
sure, to maximise overall relevancy of the selected features. In this chapter we
simply rank the features by their individual HSIC scores instead, both to pro-
vide a direct comparison to other ranking methods and to reduce computational
expense. Also, as K and L are symmetric positive definite matrices, a sparse
approximation is produced using the incomplete Cholesky decomposition. Bach
and Jordan [7] provide an algorithm for computing the matrices A and B, where
K ≈ AAT and L ≈ BBT. Using this approach, we compute 100 columns of A
and B, which are then used to approximate HSIC in reasonable time.
One assumption of HSIC is that samples are IID, which is not the case
with temporal data. To overcome this requirement, Zhang et al. [171] propose
blocked variants of HSIC to handle non-IID data. With data used in this the-
sis, however, we found this approach to provide worse performance than HSIC
without blocking.
Another approach to avoiding bias in feature selection is the permutation
method. There are several methods of ranking features using MI and the per-
mutation method, which can be separated into three groups. First, the p-value
can be used directly as a ranking metric [65]. Second, the feature can be re-
jected if the p-value is below a threshold, and accepted otherwise [37]. Here,
the ranking of the accepted features is provided by the MI value, and rejected
features are not selected at all. Finally, the observed MI value can be normalised
by the p-value, or some other metric defining where it lies in the permutation
distribution [118, 156].
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Wang et al. [156] do not compute a p-value at all. Instead they assume that
the permutation distribution is normally distributed and compute the standard
score of the observed MI value [118],
ZMI(X,Y ) =
MI(X,Y )− µ
σ
(4.17)
where µ and σ represent the mean and Standard Deviation (STD)s of the per-
mutation distribution. Radivojac et al. [118] first separate features into two
groups, strong and weak. Features with p-values below a threshold are said
to be strong, and their p-values are unreliable for ranking. Instead they are
ranked as in Equation 4.17. If the p-value is above the threshold, the features
are considered to be weak and their p-values can reliably be used directly in the
ranking. All weak features are given rankings below those of strong features.
In both these cases, the permutation distribution is being parametrised as
if it were normal, which is often not the case. When the permutation distribu-
tion is not normal we propose to use the mean ratio between the permutation
distribution and MI(X,Y ),
MRMI(X,Y ) =
1
|Ψ(Y )|
∑
Y ′∈Ψ(Y )
MI(X,Y )
MI(X,Y ′)
. (4.18)
However this may generate very large values, and if any permutation of the data
has a MI of 0, the function is undefined. Because of this, we also propose to
use the mean difference between the permutation distribution and MI(X,Y ),
normalised by MI(X,Y ),
MDMI(X,Y ) =
1
|Ψ(Y )|
∑
Y ′∈Ψ(Y )
MI(X,Y )−MI(X,Y ′)
MI(X,Y )
, (4.19)
where if MI(X,Y ) is 0 then MDMI(X,Y) = 0. As in Radivojac et al. [118], these
metrics can be used for strong features when a p-value is below a threshold, with
the p-value being used to rank weak features below all strong features.
As with computing the p-value, it is infeasible to generate every permutation
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Type Road Classification Driver Monitoring
Relevant Longitudinal and Lateral accel-
erations, Gear position, SWA,
SWA speed, Suspension mea-
surements (for each wheel), Ve-
hicle speed, Vehicle velocity.
Brake pressure, SWA, SWA
speed, Vehicle speed, Engine
speed, Pedal and Throttle posi-
tions, Absolute throttle position,
Yaw rate.
Irrelevant Ambient temperature, Brake
pressure, GPS satellites, Ve-
locity quality, Wiper status,
Indicator status.
Ambient temperature, Longitu-
dinal and Lateral accelerations,
Gear position, Gear selected,
Suspension measurements (for
each wheel), Wiper status, Indi-
cator status.
Bias Latitude, Longitude, Time. Latitude, Longitude, Time,
Hour, Minute and Second
counters, Minutes.
Table 4.1: List of signals taken from the RCD, the CoventryDMD, and
the WarwickDMD, divided into three types. Signals for CoventryDMD and
WarwickDMD are the same, except that there are fewer minute counters in
WarwickDMD. Relevant signals are expected to have good performance for un-
seen data. Irrelevant signals are expected to have little correlation to the class
labels and be of no use in solving the problem. Bias signals are expected to
appear to have good performance in training data, while being of little use with
new or unseen data.
of Y , and so in practice Ψ(Y ) is randomly sampled in generating these feature
scores. Also, other correlation measures such as SU can be used in place of MI
[160].
4.5 Experimental setup
The permutation methods are evaluated using subsets of the CoventryDMD,
RCD, and WarwickDMD (described in Chapter 3). Because of their size and
number of features, the subsets of signals listed in Table 4.1 are used. The signals
for each dataset are separated into three kinds. The first kind is intuitively
expected to be relevant to the class labels and be useful for the problem. The
second kind are signals which are intuitively expected to be irrelevant to the
class labels, and be of no use in solving the problem. The third kind of signals
are those which contain biases and are expected to be highly correlated to the
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data, but are of no use with new or unseen data. Furthermore, many of these
listed signals and features extracted from them are redundant to each other.
For example, suspension measurements are recorded for all wheels (front-right,
front-left, rear-right and rear-left), which are highly correlated to one another.
Choosing two features that are redundant can cause issues for models built on
the data, including lower performance and an increase in complexity [46, 76], as
discussed in Section 2.1.7.
The permutation method is performed with 5 blocking strategies; namely
single-value, static, static with cyclic shift, dynamic, and dynamic with cyclic
shift. In all blocking strategies, 5000 permutations were used for block lengths
of l = 1, 10, 20, 30, . . . , 10000, where l = 1 is equivalent to the non-blocked
permutation method. The block sizes in the dynamic strategies are uniform
random numbers in the range l± l× 0.25. For single-value blocks, l is used as a
maximum static block size when there are too many consecutive samples of the
same value. Using this range of block lengths will highlight the point at which
the block lengths introduce independence and become exchangeable under the
null hypothesis.
Because these block sizes do not cover the full range for the datasets, experi-
ments are also performed on further sub-samples of the RCD, the CoventryDMD,
and the WarwickDMD. They are sub-sampled again by factors of 10 and 100 to
provide data at 0.2Hz and 0.02Hz for the RCD and WarwickDMD dataset and
0.1Hz and 0.01Hz for the CoventryDMD dataset. This provides insight into the
behaviour of the permutation method as the block lengths reach the sample size
of the dataset. It is expected that the cyclic shift is necessary for good results
in this case.
Once a suitable block length is detected, the MI, SU, HSIC, ZMI , MRMI
and MDMI ranking strategies are evaluated. These ranking methods are com-
pared visually and used in a classification process to inspect their relative perfor-
mance. For each ranking in this evaluation, the highest ranked feature extracted
from each signal is used. The Random Forest and Multilayer Perceptron algo-
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rithms, as implemented in the WEKA machine learning library [160], are used
for comparison of classification performance. In order to provide an estimate of
performance, 20 train-test cycles are performed in a temporal evaluation struc-
ture described in Section 2.2.1. The training dataset is used for feature selection
and learning, and the testing dataset is used in estimating the performance of
the model and selected features. In each train-test iteration, 40% of each jour-
ney is used as training data and the remaining 60% is used as testing data. The
training datasets are made up from a section of contiguous samples starting at
proportionally the same point in each journey. In the first iteration, the training
data is made up from the first 40% of each journey, while in the second iteration
samples of between 5% to 45% are used. The training data is shifted by 5% for
each iteration, and in the final iteration the training data is made up from the
last 5% and the first 35% of each journey. The predictions from all iterations
are then combined to produce an overall Area Under the Receiver Operator
Characteristic Curve (AUC).
4.6 Results
In this section we first present results for the p-value computed using the
blocked-permutation method with several block lengths. Second, we show that
there are biases in the selection of features by MI and SU, namely data collection
bias and selection bias. We then provide evidence to show that these biases are
reduced by HSIC, and removed by two of the five permutation ranking strategies
considered.
4.6.1 Blocked-permutation test
The p-values produced by each of the blocking strategies are shown in Figure 4.3
for the three datasets over block lengths of l = 1, 100, 200, 300, . . . , 10000. Block
sizes in increments smaller than this caused illegible plots due to the low magni-
tudes of the p-values and overlapping lines. For the RCD dataset, the front-right
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(a) RCD: front-right suspension height
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(b) CoventryDMD: minutes
0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
0.000
0.020
0.040
Block length
p
-v
al
u
e
(c) WarwickDMD: steering wheel angle
Figure 4.3: p-value against block size for (a) the front-right suspension height
in the RCD, (b) the minutes signal in the CoventryDMD, and (c) the SWA
speed in the WarwickDMD, using the static, dynamic and single-value blocking
strategies. Plateaus in the p-value with a block size of about 3000 for the RCD,
and 1500 for the CoventryDMD and the WarwickDMD.
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suspension height is displayed as an illustrative signal, with its highest perform-
ing feature by MI. This signal was intuitively expected to perform well for this
classification task, as larger roads with multiple lanes tend to be smoother than
others, meaning the suspension height is less variable. In the CoventryDMD
dataset the minutes signal (the number of minutes past the current hour) is
shown, again with its highest performing feature by MI. This feature was ex-
pected to perform badly in general as it should not be a good indicator of driver
workload, but had a very high MI value in our data. Finally, the SWA speed
signal is presented for the WarwickDMD, which was again expected to perform
well for this driver workload classification task. Similar trends were seen across
other features and ranking statistics investigated for each of the datasets, but
these are omitted for space reasons.
In all cases, the p-value for a block size of l = 1 was zero, or close to zero.
For the RCD and CoventryDMD the p-values increased with block size, up to
where the p-values reached a plateau (considered here as a region where the
p-value did not change significantly in a trend over different block lengths). It
should be noted that the range of p-values for the suspension signal in the RCD
is very small, meaning that the changes in p-value observed in the plot in fact
are small. With the WarwickDMD the plateau was still present, but a peak was
observed with block sizes of less than 1000. Importantly, each of the signals in
the same dataset reached the plateau (seen primarily with the dynamic blocking
strategies) at around the same block size, namely around l = 3000 for the RCD,
1500 for the CoventryDMD, and 1500 for the WarwickDMD. This indicates that
this block size produced independent and exchangeable blocks. At this point,
it is clear that the p-value for the suspension height was much lower than that
of the minutes signal. This shows that by the permutation method performed,
the correlation of the minutes signal was much less significant than that of the
suspension height or steering wheel angle signals, as is expected intuitively.
With the static and dynamic strategies without cyclic shifts, we found that
the p-values increased with block sizes over 4000 in the CoventryDMD and 6000
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in the WarwickDMD. This was likely because the block size was too close to the
sample size, and the permutations were similar to one another [2, 107]. When
a cyclic shift was applied along with these blocking strategies, the plateau was
extended to all the block lengths investigated. The cyclic shift also reduced
the high variability in p-values over different block sizes that was observed with
the static strategy. As expected, the dynamic blocking strategy both with and
without a cyclic shift was far less variable than either static blocking strategy,
and appears to be a smoothed version of static blocking.
The single-value blocking strategy, which employs static blocking when there
are too many consecutive samples with the same value, showed a combination
of these results. The CoventryDMD dataset had a longest sequence of the
same label of around 1000 samples, meaning that all block sizes larger than
this produced the same p-value. With block sizes smaller than this for the
WarwickDMD and all block sizes for the RCD, we found that the p-value was
highly variable. The p-values produced with this blocking strategy also tended
to be larger than with the other strategies, possibly because there are fewer
possible permutations and they are too similar to the observed features.
We assert that a good block size for the blocked-permutation method should
be chosen from those that are on the plateau. Therefore, a block size of at least
3000 for the RCD and 1500 for the CoventryDMD and WarwickDMD should be
used. To confirm this, we further sub-sampled the datasets temporally by factors
of 10 and 100. In the sub-sampled datasets, we assumed that the samples are
less dependent on one another, and that the plateau would be produced using
smaller block sizes.
Figures 4.4, 4.5, and 4.6 show the MDMI scores against block sizes of
1, 10, 20, . . . , 10000 for the RCD, CoventryDMD, and WarwickDMD respect-
fully. In each of these figures, plot (a) shows the MDMI scores for the full
datasets, and plots (b) and (c) show them for the two sub-sampled versions. As
before, these results were the same for other signals in the datasets and ranking
strategies. We can immediately notice that the plots for the two sub-sampled
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Figure 4.4: MDMI score against block size for the front-right suspension height
signal in the RCD with two further sub-samplings by factors of 10 and 100. The
plateau of the MDMI statistic was around the same block size as the p-values
in Figure 4.3, with the plateaus for the sub-sampled data at 0.1 and 0.01 of the
original block sizes.
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Figure 4.5: MDMI score against block size for the minutes signal in the
CoventryDMD with two further sub-samplings by factors of 10 and 100. The
plateau of the MDMI statistic was around the same block size as the p-values
in Figure 4.3, with the plateaus for the sub-sampled data at 0.1 and 0.01 of the
original block sizes.
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Figure 4.6: MDMI score against block size for the SWA speed signal in the
WarwickDMD with two further sub-samplings by factors of 10 and 100. The
plateau of the MDMI statistic was around the same block size as the p-values
in Figure 4.3, with the plateaus for the sub-sampled data at 0.1 and 0.01 of the
original block sizes.
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versions were of a similar form, but with the axes different by a factor of 10.
The plateaus for the MDMI statistic are found at similar block sizes to those
found with the p-value. Furthermore, the plateaus with no cyclic shift for the
sub-sampled data were found at a factor of 0.1 and 0.01 of the block size of the
original datasets respectively. This signifies that the independence introduced
by sub-sampling the data was also introduced with the blocked-permutation
method.
When a cyclic shift was applied along with the static and dynamic blocking
strategies, the plateau was again extended to all the block lengths investigated.
This shows that when the data length was too small to allow a suitable block
size, the cyclic shift was required. Where the data length was large enough
compared to block lengths being used, the dynamic strategy was unaffected by
introducing a cyclic shift.
In summary, the single-value and static blocking strategies are not suitable in
this domain as they either produce bad p-values or vary too much over different
block sizes. The dynamic strategy was more stable over different block sizes,
but as l approaches the number of samples the number of distinct values in
the permutation distribution tended to one and the p-values increased. This
problem was not observed in the strategies with a cyclic shift, where the plateaus
were extended across all block lengths. Out of the static and dynamic strategies
with the cyclic shift, however, the dynamic strategy again varied less for different
block lengths. As a result, the dynamic strategy with a cyclic shift is determined
to be the most suitable of the five in this domain. For the remainder of this
chapter, we use the dynamic strategy with a cyclic shift and a block length of l =
3000 for the RCD, and l = 1500 for the CoventryDMD and the WarwickDMD.
4.6.2 Feature rankings
The relationships between the ranking strategies outlined in Section 4.4, and
ranking by MI are shown in Figures 4.7 (for the RCD), 4.8 (for the CoventryDMD)
and 4.9 (for the WarwickDMD). Signals are ordered on the y-axis by MI (with
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Figure 4.7: The relationship between the ranking strategies and ranking by MI
for the RCD. Signals are ordered on the y-axis by MI, and each bar shows the
difference between the ranks by MI and the ranks by SU, HSIC, ZMI , MRMI
and MDMI . As expected, the biased signals, such as time, longitude, and
latitude, were ranked lower by the permutation statistics than by MI and SU.
The bias signals were also ranked lower by HSIC, but the ranks of some signals,
including longitude and latitude, were not changed significantly.
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Figure 4.8: The relationship between the ranking strategies and ranking by MI
for the CoventryDMD. Signals are ordered on the y-axis by MI, and each bar
shows the difference between the ranks by MI and the ranks by SU, HSIC, ZMI ,
MRMI and MDMI . As expected, the biased signals, such as time, longitude,
and latitude, were ranked lower by the permutation statistics than by MI and
SU. The bias signals were also ranked lower by HSIC, but the ranks of some
signals, including longitude and latitude, were not changed significantly.
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Figure 4.9: The relationship between the ranking strategies and ranking by MI
for the WarwickDMD. Signals are ordered on the y-axis by MI, and each bar
shows the difference between the ranks by MI and the ranks by SU, HSIC, ZMI ,
MRMI and MDMI . As expected, the biased signals, such as time, longitude,
and latitude, were ranked lower by the permutation statistics than by MI and
SU. The bias signals were also ranked lower by HSIC, but the ranks of some
signals, including longitude and latitude, were not changed significantly.
83
4. Temporal permutation feature relevancy
Signal MI SU HSIC ZMI MDMI MRMI
Time 1 1 17 16 17 18
Longitude 2 4 5 11 16 10
Ambient Temperature 3 5 11 19 19 20
Latitude 4 6 8 12 15 15
Vehicle Speed 5 2 1 3 8 5
SWA 7 7 4 2 2 6
Susp RearLeft 12 11 9 6 7 9
Longitudinal Acc 14 10 13 5 3 3
Brake Pressure 18 18 18 17 13 17
(a) RCD Signal Ranks
Signal MI SU HSIC ZMI MDMI MRMI
Minute Counter 1 2 13 20 23 24
Time 2 1 3 17 21 21
Ambient Temperature 3 5 20 21 19 23
Longitude 5 4 6 11 8 8
Engine Speed 6 6 1 2 7 3
SWA Speed 7 9 5 1 1 1
Vehicle Speed 9 8 2 7 11 12
Latitude 10 3 4 10 6 15
Throttle Position 14 13 9 4 4 4
Longitudinal Acc 17 20 17 12 13 13
Susp RearRight 19 18 19 16 14 16
Second Counter 24 24 24 24 24 2
(b) CoventryDMD Signal Ranks
Signal MI SU HSIC ZMI MDMI MRMI
Minutes 1 3 21 20 16 23
Ambient Temp 2 2 2 22 21 10
Engine Speed 4 4 3 8 20 22
Latitude 5 5 13 23 23 18
SWA 7 11 16 2 3 8
Pedal Pos 15 10 10 14 12 15
Gear Pos 19 8 17 21 17 12
Yaw Rate 20 21 19 5 5 20
Wiper Status 23 23 22 24 24 24
(c) WarwickDMD Signal Ranks
Table 4.2: Rank positions by MI, SU, HSIC, ZMI , MDMI and MRMI for
illustrative signals of the (a) the RCD, (b) the CoventryDMD and (c) the
WarwickDMD. Some bias signals were given lower rankings by HSIC than
MI and SU, but others such as longitude and latitude, were not affected sig-
nificantly. The biased signals were given lower rankings by the permutation
statistics than MI and SU. Non-bias features that were ranked lowest by MI
tended to also have low ranks by the permutation statistics, with the exception
of MRMI which seemed to prefer features with low MI scores.
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features nearer the top having a higher MIs), and each bar shows the difference
between the rank by MI and the rank by SU, HSIC, ZMI , MRMI and MDMI .
Features that are related to time or location were consistently ranked at the top
by MI, illustrating that it is not a good ranking method for this data. Another
signal, ambient temperature was also ranked highly, but it was not expected to
be useful in either classification task, especially on new data. For instance, if
the journey was on different roads or if the tasks were performed in a different
order, these variables would be useless. This is an example of a data collection
bias, as the data is not a random sample of the underlying distribution. The SU
ranking also had signs of this bias and was very similar to the ranking produced
by MI.
The rankings produced by HSIC were in general not significantly different
to those produced using MI or SU. It is also, therefore, not a suitable rank-
ing method for this data. The ranking of the ambient temperature signal was
much lower in the RCD and the CoventryDMD, whereas it was unchanged in
the WarwickDMD. The time signal in the RCD dataset was given a much
lower ranking than with MI or SU, whereas its ranking was maintained in the
CoventryDMD and the WarwickDMD. The minutes signal in the CoventryDMD
and WarwickDMD, however, was significantly lower in the HSIC ranking than
the MI ranking. Finally, the HSIC rankings of the longitude and latitude signals
were slightly lower than their MI rankings for the RCD and the WarwickDMD,
but latitude was given a higher ranking in the CoventryDMD dataset.
Five alternative permutation ranking statistics were considered, namely:
ranking by the significance value [65], rejecting features with an MI below a
significance threshold [37], ZMI (Equation 4.17), MRMI (Equation 4.18) and
MDMI (Equation 4.19). Using the p-value either directly or as a threshold was
not suitable, however, because many of the p-values were either zero or close to
zero. Therefore, we focused on the three rankings, ZMI , MRMI and MDMI .
The time, location and temperature features of the CoventryDMD and RCD
datasets have large negative values for each of the rankings, shown in Figures 4.7,
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4.8, and 4.9. This means they were ranked much lower in the permutation
rankings than in the original MI rankings. The change in ranks for other features
were much smaller for the ZMI and MDMI rankings, indicating that they may
be more suitable for application to vehicle telemetry data. The MRMI ranking,
seemed to prefer features that have very low correlation to the class labels by MI,
such as second counter. Further to this figure, Table 4.2 displays the ranking
of some illustrative signals by MI, SU, HSIC, ZMI , MDMI , and MRMI . In
this, it is clear that signals such as time or longitude, which were ranked highly
by MI, were ranked very low by these permutation statistics. Also, signals that
were intuitively expected to perform well, like SWA and throttle position, were
much closer to the top. Again, the MRMI ranking performed very poorly and
seemed to select those features with low correlation to the class labels.
The selection bias for the RCD, the CoventryDMD, and the WarwickDMD
are illustrated in Figures 4.10, 4.11 and 4.12 respectively. In each figure, plot (a)
shows the MI feature scores plotted with the number of values a feature takes,
and plot (b) shows the ZMI feature scores. In each plot the x-axis represents
the rank of the features by MI or ZMI . It is clear through the correlation of
the lines, that MI ranked many-valued features highly in these datasets. ZMI
scores show a much reduced relationship to the number of values of a feature.
4.6.3 Classification
The AUC values of the classification evaluations for each of the feature rank-
ing strategies for the RCD and the CoventryDMD are shown in Figures 4.13
and 4.14. A dynamic blocking strategy with a cyclic shift was used for the
permutation rankings, with a block size of l = 3000 for the RCD dataset and a
block size of l = 1500 for the CoventryDMD and WarwickDMD. The best AUC
performance with fewer than five features was achieved by the HSIC ranking for
the Multilayer Perceptron and the ZMI ranking for the Random Forest. The
MI, SU, and MDMI rankings produced the lowest AUC performances in almost
all cases, which was likely a result of them ranking the bias features higher than
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(b) RCD ZMI
Figure 4.10: MI and ZMI , plotted against the number of values in each feature
for MI and ZMI rankings of the RCD. It is clear that MI increased with the
numbers of values a feature has, which is not seen with the ZMI statistic.
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(a) CoventryDMD MI
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(b) CoventryDMD ZMI
Figure 4.11: MI and ZMI , plotted against the number of values in each feature
for MI and ZMI rankings of the CoventryDMD. It is clear that MI increased
with the numbers of values a feature has, which is not seen with the ZMI
statistic.
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(a) WarwickDMD MI
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(b) WarwickDMD ZMI
Figure 4.12: MI and ZMI , plotted against the number of values in each feature
for MI and ZMI rankings of the WarwickDMD. It is clear that MI increased with
the numbers of values a feature has, which is not seen with the ZMI statistic.
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(b) RCD Multilayer Perceptron
Figure 4.13: Classification AUC scores for (a) Random Forest and (b) Multilayer
Perceptron algorithms for the RCD with the MI, SU, HSIC, ZMI , MDMI and
MRMI selection methods.
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Figure 4.14: Classification AUC scores for (a) Random Forest and (b) Multilayer
Perceptron algorithms for the CoventryDMD with the MI, SU, HSIC, ZMI ,
MDMI and MRMI selection methods.
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others. When selecting more than five features from the RCD dataset, the AUC
performances of ZMI and HSIC were the same for both classifiers. With the
Multilayer Perceptron on the CoventryDMD dataset, the AUC performance de-
creased with more than ten features selected using the HSIC ranking. The AUC
performances of the ZMI and MDMI rankings remained comparable up to 15
and 20 features respectively, at which point they decreased.
Classification evaluations with the WarwickDMD provided poor AUC per-
formances of around 0.5, This is no better than choosing randomly between the
normal and distracted conditions for each testing sample, and so results are not
presented here. This indicates that the models built on data from several drivers
were unable to successfully predict whether they were cognitively distracted or
not. This is investigated further in Chapter 6, where models are built for smaller
groups of drivers and individuals.
Figure 4.15 shows a histogram of the number of times ranks were assigned
to the bias features by the MI, SU, HSIC, ZMI , MDMI , and MRMI ranking
methods for the (a) RCD, (b) CoventryDMD and (c) WarwickDMD. The shade
of a block represents the number of bias features given a particular rank, with
darker shades meaning higher numbers of bias features. MI and SU ranked bias
signals highly in most iterations, which is a possible cause for their poor AUC
performances. Although selecting fewer than five features using the HSIC rank-
ing provided high AUC performance, especially with the Multilayer Perceptron,
the features selected were often of bias signals. This was much less often the
case for the ZMI and MDMI rankings, which rarely ranked bias signals in the
top five. Given this, models built with features selected using the ZMI and
MDMI rankings, rather than those selected using MI, SU, or HSIC, are more
likely to be effective.
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(a) RCD
(b) CoventryDMD
(c) WarwickDMD
Figure 4.15: Histogram of the number of times ranks were assigned to the bias
features by the MI, SU, HSIC, ZMI , MDMI , and MRMI ranking methods for
the (a) RCD, (b) CoventryDMD and (c) WarwickDMD. The shade of a block
represents the number of bias features given a particular rank, with darker
shades meaning higher numbers of bias features. MI and SU assigned high
rankings to bias features in all cases and for both datasets, indicated by the
dark blocks in the left of their row. HSIC and MRMI performed slightly better,
with fewer dark blocks in the higher ranks. ZMI and MDMI both ranked
the bias features lower than the other ranking strategies, indicated lighter grey
blocks in the higher ranks and darker blocks in the lower ranks.
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4.7 Conclusions
This chapter investigated a method of adapting the permutation method for
use with temporally or spatially dependent data. The permutation method was
first described in a general setting, before introducing the blocked-permutation
method. Next, the validity of the blocked-permutation method was argued
under assumptions of locally dependent sequences.
Three different blocking strategies were applied in an empirical study of the
blocked-permutation method. The static blocking strategy [75] was extended to
mitigate issues with periodicity in the data, in the form of dynamic and single-
value blocking. Also, the static and dynamic strategies were investigated both
with and without applying a cyclic shift to the data before each permutation
[2]. The blocked-permutation method was performed for each of the blocking
strategies over a wide range of block lengths on two datasets of vehicle telemetry.
In these experiments we found similar patterns for each of the RCD, the
CoventryDMD and the WarwickDMD over the block sizes investigated. When
the block size was small, the permutation method did not provide reasonable re-
sults. When the block size was large enough to introduce independence between
blocks, we found that the permutation method provides stable significance mea-
sures. Finally, as the block size approached that of the sample size, the number
of permutations which would be produced using the static and dynamic strate-
gies decreased, and it again did not provide reasonable results. The application
of the cyclic shift, however, extended the range of suitable block sizes substan-
tially.
Two non-parametric ranking metrics were proposed for performing feature
selection, namely MRMI (Equation 4.18) and MDMI (Equation 4.19). These
were then compared, ranking by the significance value [65], rejecting features
with a MI below a significance threshold [37] and normalising MI by a param-
eterised permutation distribution (Equation 4.17) [118, 155]. We found that
using the p-value directly, or as a threshold in the ranking, was not suitable for
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these datasets, as many p-values are zero or close to zero. The ZMI and MDMI
ranking metrics produced similar feature rankings as those that would be ex-
pected by a human expert. The MRMI metric failed when there were zeros in
the permutation distribution, which was the case for all of the vehicle teleme-
try datasets. In classification experiments, we found that the performance of a
classification algorithm can be affected by the bias features selected using the
MI and SU rankings.
We have also shown that, because the permutation-based rankings do not
select such bias features, the AUC performances in classification evaluations was
higher for the RCD and the CoventryDMD. The performances of HSIC rank-
ing was also higher, even though some non-generalisable features were selected.
The HSIC ranking would therefore be expected to have poorer performance on
new data, if it was collected in a different location. It may be possible to com-
bine these approaches in a feature selection framework to increase performance
further. For the WarwickDMD we found that AUC performance was no better
than a random classifier when evaluated using data from all drivers. This im-
plied that good models cannot be built for all the drivers, and so we investigate
models built for subsets of drivers and individuals in Chapter 6
This chapter considered the relevancy of features and their ability to gener-
alise to new data recorded in a different situation or at a different time or loca-
tion. For a successful feature selection process, however, redundancy between
features should also be considered [76] with the permutation method. In Chap-
ter 5, efficient redundancy computation using the permutation method is inves-
tigated and applied in the minimal Redundancy Maximal Relevance (mRMR)
framework [113].
95
CHAPTER 5
Redundant permutation feature selection
In Chapter 4 we presented permutation normalised Mutual Information (MI)
for temporal data, such as vehicle telemetry, and ranked features solely by their
relevance to the target variable. In general, however, redundancy between fea-
tures also affects the performance of models built using them. Filters for feature
selection, such as minimal Redundancy Maximal Relevance (mRMR), typically
consider both relevancy and redundancy [76] via the same measure, such as
MI or Symmetrical Uncertainty (SU). Permutation methods as presented in
Chapter 4 are, however, computationally very expensive. Each individual per-
mutation method, for instance, consists of thousands of permutations. Using a
permutation statistic such as ZMI for both relevancy and redundancy is there-
fore infeasible. Computing normalised MI relevancies and redundancies between
m features requires m+m2 permutation methods, which is prohibitive for large
feature sets. In this chapter the PCCor redundancy measure is introduced,
which is the Pearson correlation between permutation distributions produced
from a common target during the relevancy calculations. The PCCor measure
shown to approximate all m2 redundancies while performing only m permuta-
tion methods for the relevancies, overcoming the problems with using ZMI for
both relevancy and redundancy.
Autocorrelation and temporal artefacts are not considered in this chapter,
and vehicle telemetry data is not used. This is both for simplicity and generality,
as the aim of this chapter is to propose a permutation redundancy measure that
reflects the properties of ZMI and is feasible to compute with even large datasets.
The techniques developed in this chapter and in Chapter 4 are combined in
Chapter 6, where temporal artefacts are again considered. Here, simulated data
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and non-temporal datasets outlined in Section 3.4 are used. Simulated data is
used to show that PCCor holds similar properties to normalised MI, and then
the UCI and Tuned IT datasets are used in classification evaluations.
5.1 Introduction
Supervised feature selection aims to choose a subset of features that will pro-
vide high performance when used in a learning algorithm. As discussed in
Section 2.1.7 there are several approaches to feature selection, and in this thesis
filter methods are considered as they are efficient for large datasets. Filter meth-
ods in general aim to select features that are relevant to the target while being
unrelated to each other. Feature clustering, for example, clusters features using
their correlation as a distance measure, and the feature with highest relevancy
in each cluster is selected [67]. Where the number of features required is known
k-means can be applied. If the number of clusters is unknown, an iterative ap-
proach where new clusters are generated if a feature is sufficiently different to
existing clusters [67], or through computing the minimum spanning tree of the
redundancy graph [138], can be used. Other approaches employ genetic algo-
rithms and use fitness functions based on the total relevancy of selected features
combined with their redundancy [16].
Another approach, introduced by Koller and Sahami [77], uses the concept
of Markov blankets from Bayesian networks to describe the optimal feature
set. The Markov blanket of a target variable is the smallest set of features
that maximally describe the target variable [16, 64]. It can be computed by
iteratively eliminating the feature that least changes the probability distribution
of the target, conditioned on the remaining features [77], although this is an
expensive procedure computationally.
In this chapter we study the commonly used mRMR filter for feature se-
lection, as proposed by Peng et al. [113]. In this framework, the relevancy,
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Rel(F, Y ), of a feature set F of size |F|, is defined as
Rel(F, Y ) =
1
|F|
∑
Xi∈F
Cor(Xi, Y ), (5.1)
where Cor(Xi, Y ), is a measure of the relationship between the feature, Xi, and
the target, Y . The redundancy is defined as
Red(F) =
1
|F|2
∑
Xi,Xj∈F
Cor(Xi, Xj). (5.2)
The most common form of mRMR aims to select the feature set, F ⊆ X, that
maximises the difference between the relevancy and redundancy of the features,
mRMR(F, Y ) = Rel(F, Y )−Red(F), (5.3)
although several other variations exist [58]. Finding the optimal feature subset
is infeasible, and so in practice a forward greedy search is used to iteratively
select the feature that satisfies,
max
Xi∈X\F
Rel({Xi}, Y )−Red(F ∪ {Xi}), (5.4)
where F is the set of currently selected features at each step.
In most applications of mRMR, Cor(·) is given by MI [58], and this is re-
ferred to as MImRMR in this thesis. MI is biased as discussed in Chapter 4,
however, and increases with the number of values a variable has, which harms
the selection process. One way to reduce this bias is to normalise MI by the
entropy of the variables and target, as in SU [144, 160]. Where SU is used in
place of Cor(·) for mRMR, it is referred to as SUmRMR. This approach is
also imperfect since it does not account for other potential biases in the data or
feature selection process [65]. Another approach to mitigating these biases is to
use the permutation method [65].
The remainder of this chapter is structured as follows. Two approaches
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to combining a permutation method with redundant feature selection are dis-
cussed using mRMR as an example, and the permutation redundancy measure
is introduced in Section 5.2. In Section 5.3, we apply this redundant feature
selection method to data available from the UCI repository, with redundancy
being artificially introduced to the data. Finally, we present our conclusions in
Section 5.4
5.2 A redundant permutation feature selector
The simplest method of using the permutation method with mRMR is to use a
permutation statistic, such as ZMI , in computing relevancy (Equation 5.1) and
redundancy (Equation 5.2), instead of Cor. This approach, however, requires m
permutation methods to select each new feature from a set of m features. Each
individual permutation methods consists of P permutations, meaning that this
is prohibitive for even relatively small feature sets. In the worst case, where a full
ranking is required or if the ranking algorithm requires a full redundancy analy-
sis, is m+m2 permutation methods, or Pm+Pm2 permutations. Therefore, we
propose a redundancy metric that is calculated directly from the permutation
distributions produced in computing relevancy. Specifically, we suggest that the
similarity of, or distance between, the relevancy permutation distributions be
used to estimate redundancy. This approach requires exactly m permutation
methods (Pm permutations) to select any number of features or to rank the full
feature set.
5.2.1 Permutation redundancy
If two binary features, X1 and X2, are mutually redundant and Cor(X1, X2) ≈
1, then we can say that their relevancies are similar; Cor(X1, Y ) ≈ Cor(X2, Y )
for any target Y . A corollary of this is that dissimilar relevancies, Cor(X1, Y ) 6≈
Cor(X2, Y ), imply that the features are not redundant; Cor(X1, X2) 6≈ 1. Un-
fortunately similar relevancies, Cor(X1, Y ) ≈ Cor(X2, Y ), do not guarantee
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that the features are redundant, and there may be unrelated features with sim-
ilar relevancies. Knowledge of relevancies does, however, provide some insight
into the feature redundancy relationship. For instance, if the two relevancies,
Cor(X1, Y ) and Cor(X2, Y ), are similar then the features are more likely to
be redundant than if the relevancies are very different. Furthermore, if it is
known that the features have a similar relevancies with many different targets,
the likelihood of their redundancy is increased. This is the basis of the proposed
permutation redundancy measure.
The permutation redundancy measure is computed by performing the per-
mutation method for several features simultaneously, permuting only the target
at each iteration. For a given permutation, Y ′, the permutation correlations,
Cor(Xi, Y
′) are recorded for all features Xi ∈ F. Imagine that for all per-
mutations of Y , Ψ(Y ), the permutation correlations for features X1 and X2
are similar, i.e. Cor(X1, Y
′) ≈ Cor(X2, Y ′) ∀ Y ′ ∈ Ψ(Y ). In this case it is
reasonable to conclude that X1 and X2 are related and redundant features. If
the features were not related, some proportion of the permutation correlations
are expected to be dissimilar. As when computing the p-value of the observed
statistic, more confidence can be assigned to the similarity of the features as
more permutation statistics are computed.
One method for quantifying permutation redundancy is the mean difference
between permutation correlations,
PMDCor(X1, X2, Y ) =
1
|Ψ(Y )|
∑
Y ′∈Ψ(Y )
||Cor(X1, Y ′)−Cor(X2, Y ′)||. (5.5)
This measure captures directly the difference in Cor(·) values for features over
different permutations of the target. Figure 5.1 shows two scatter plots of
PMDMI (where MI is used instead of Cor(·) in Equation 5.5) against (a) MI
and (b) ZMI for a simulated binary dataset. The data is simulated by generating
a uniform binary string of 100 independent samples which is taken to be the
target, Y . A total of 125 features are then generated by copying this target and
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Figure 5.1: Scatter plots of (a) MI and (b) ZMI (y-axis) against PMDMI
(x-axis). Lighter points indicate higher density regions. The Pearson correlation
all the measures is −0.980.
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Figure 5.2: Permutation distributions of features with increasing dimensionali-
ties computed from a common target.
changing a percentage of the sample values randomly. The features are separated
into five sets of 25, each of which has a different percentage of the sample values
altered. Specifically, the percentages of changed samples are 5%, 10%, 20%,
30%, 40%; producing features varying in levels of relevancy and redundancy.
Each point in the scatter plots are the redundancies computed between two of
the features, and higher density regions are represented by lighter points. In
all the permutation methods, P = 1000 permutations were used. These plots
show that PMDMI has a close linear relationship with MI and ZMI , and the
Pearson correlation is −0.980 for both.
The PMDMI redundancy measure, however, suffers from a similar bias to
that of MI with non-binary variables. This is because permutation distributions
generated from variables with more values tend to contain higher MI values
and are not directly comparable to those generated from variables with fewer
values. To illustrate this, Figure 5.2 shows five permutation distributions of nine
simulated features computed from a common binary balanced target. Each of
the features can be used to predict perfectly the values of the target, but their
dimensionalities vary from two to eighteen. For the features with higher numbers
of values, the permutation distributions contain more distinct and larger MI
102
5. Redundant permutation feature selection
values. Because of this, a measure that is able to compare distributions of
different ranges is appropriate. One such measure is the Pearson’s Correlation
Coefficient (PCC) between permutation distributions,
PCCor(X1, X2, Y ) = PCC(Cor(X1, Y
′), Cor(X2, Y ′) : ∀Y ′ ∈ Ψ(Y )). (5.6)
Simulated data is again used to investigate the relationships between PMDMI
and PCMI (where MI is again used in place of Cor(·)), and MI and ZMI . The
dataset is first generated in the same way as before, and the target variable
remains a uniform random binary string of 100 independent samples. Next, the
cardinality of several features is increased in order to increase their entropy and
bias their MI with other features. Each set of 25 features with the same number
of value changes is split once more into 5 subsets. In the first subset, the fea-
tures are kept the same and remain binary. In the second, each of the feature
values are divided uniformly at random into two, creating features of cardinality
4. The third subset has each of the feature values divided into three, while the
fourth and fifth subsets have features of cardinality 8 and 10 respectively. This
creates a simulated dataset with 5 features for each value change and value split
combination, totalling 125 features.
The scatter plots Figure 5.3 show that for the PMDMI measure there is
little correlation with either (a) MI or (b) ZMI when the features have varying
numbers of values. The plots in Figure 5.4 show that, in this case, PCMI is
again not related to (a) MI, but is highly related to (b) ZMI . This provides
evidence that the PCMI redundancy measure does not exhibit the bias in MI,
which is rectified by ZMI . Therefore, using this measure may be beneficial to
redundant feature selection with the permutation method, as it can be used as
a surrogate for permutation normalised MI so that m2 permutation methods do
not have to be performed.
103
5. Redundant permutation feature selection
0.000 0.010 0.020 0.030 0.040 0.050 0.060 0.070
0.000
1.000
2.000
3.000
PMDMI
M
I
(a) MI x PMDMI (−0.078)
0.000 0.010 0.020 0.030 0.040 0.050 0.060 0.070
0
20
40
60
80
100
120
PMDMI
Z
M
I
(b) ZMI x PMDMI (−0.295)
Figure 5.3: Scatter plots of (a) MI and (b) ZMI (y-axis) against PMDMI
(x-axis). Lighter points indicate higher density regions. The Pearson correla-
tions of the redundancy measures are shown in braces after their subtitles.
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Figure 5.4: Scatter plots of (a) MI and (b) ZMI (y-axis) against PCMI (x-axis).
Lighter red points indicate higher density regions. The Pearson correlations of
the redundancy measures are shown in braces after their subtitles.
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5.2.2 Redundant permutation feature selection
One final consideration when using permutation redundancy metrics is how to
combine them in a redundancy feature selection framework such as mRMR.
One method of doing this is to use ZMI as a measure of feature relevancy
(in place of Cor(·) in Equation 5.1), and PCMI as a measure of redundancy
(in place of Cor(·) in Equation 5.2). Features that maximise the difference
between relevancy and redundancy can then be selected iteratively in a forward
greedy search, as in Equation 5.4. This approach, however, is far from ideal,
because the ranges of ZMI and PCMI are very different. In fact, PCMI has
a range much smaller than ZMI , which causes this feature selection process to
assign more importance to relevancy than redundancy. To deal with this, the
relevancies and redundancies to be considered in each selection step are both
normalised between 0 and 1. This means that the most relevant feature that is
not yet selected will have a relevancy score of 1. Likewise, the least redundant
unselected feature will have a redundancy score of 0. This is as if relevancy
and redundancy are being considered of equal importance when selecting each
feature, and we refer to this method as PmRMR. Another approach that can
be used in conjunction with this is to weight the redundancy term in order
to counteract the bias [28, 154]. This requires the weighting parameter to be
chosen and optimised, which is beyond the scope of this thesis.
5.3 Evaluation
To evaluate the MImRMR, SUmRMR and PmRMR feature selection meth-
ods, we used the non-temporal datasets listed in Table 3.7. These datasets
were chosen because of their range in size and features, as well as their use
in previous feature selection literature [58]. All samples with missing values
were first removed from the dataset, before numeric or real valued features were
discretised using the minimum descriptive length method [31]. At this point,
features with only one discrete value were discarded as they contain no infor-
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mation. This discretisation is so features can be generated from existing ones,
while changing their sample values to worsen their predictive performance and
increasing their dimensionality to bias MI. Each of these datasets had redun-
dant features injected through a generation process similar to earlier simulations
in this chapter. In this case, features in a dataset were copied several times,
with a percentage of their values changed in order to worsen their predictive
abilities. Next, the values of the copied features were split in order to increase
their entropy and make them appear as better predictors. All of the original
features were retained in the datasets, while the target to be predicted was not
copied or modified. Ideally a feature selector should choose the original features
over the copies, as copies have added noise which makes them worse predictors,
and increased entropy which may lead to over-fitting.
From each dataset, 5 new datasets were generated by copying original fea-
tures and increasing their dimensionalities. In all cases, before increasing the
dimensionality of a feature, 5% of the values were changed to worsen their pre-
dictive abilities. The target variable was not copied or altered in any of the
new datasets. The 5 datasets, referred to as {1}, {1, 2}, {1, 2, 3}, {1, 2, 3, 4},
and {1, 2, 3, 4, 5}, had different numbers of features added to the original ones
with different numbers of splits in their values. Dataset {1} had double the
number of features as the original, and the values of each added feature were
split once to double its dimensionality. All of the features present in {1} were
also in {1, 2}, with one extra copy of the original features having two splits in
their values to triple their dimensionalities. In each of the subsequent datasets
an extra copy was added on top of the previous, with one extra split in values
applied. In the third, fourth and fifth datasets therefore, there were four, five,
and six times as many features as in the original dataset, with dimensionalities
multiplied by four, five and six respectively.
Datasets with more injected features with higher numbers of value splits
were expected to be harder to select good features from. The least difficult
case was expected to be selecting features from the original datasets, and the
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most difficult was expected to be the cases where 5 extra features per original
feature were injected. To investigate these hypotheses for each dataset, a ran-
dom subset validation procedure with ten train-test iterations was performed.
In each repeat, 50% of the samples were taken uniformly at random to be the
training data, from which features were ranked using forward selection with
MImRMR, SUmRMR and PmRMR. To consider relevancy and redundancy
of equal importance and for a fair comparison, the relevancies and redundan-
cies all cases were normalised between 0 and 1, before choosing each feature.
Twenty classifiers were then built with increasing numbers of features (between
one and twenty) taken from the top of these rankings. The classification al-
gorithms used were Na¨ıve Bayes, Decision Tree, Random Forest, and Support
Vector Machine (SVM), which are all available in the WEKA library [160]. The
remaining 50% of the samples in each iteration were used as testing data to
produce a performance measure in the form of a weighted Area Under the Re-
ceiver Operator Characteristic Curve (AUC). Finally, because features were
ranked using the same training samples for both ranking methods, the AUC
performances produced during each testing iteration can be compared directly.
For illustration, the mean AUC performances over the ten iterations of the
TR 21 and Musk 1 datasets, using the Na¨ıve Bayes (NB), SVM, Decision Tree
(DT) and Random Forest (RF) classifiers respectively are shown in Figure 5.5.
The plots are representative of using other classifiers with different datasets,
and show that AUC decreases as more features with higher dimensionalities
are present. It also shows that performance decreases less when features are
selected using PmRMR than with SUmRMR. In some datasets, where AUC
performances of above 0.95 were found with fewer than 5 features, performances
were unaffected generally with all four classifiers. Such datasets included Chess,
Congress, Soybean (S), Spambase, Splice and Wine. This result was observed
more often with the Decision Tree classifier, which is prone to over-fitting. In
other experiments we also added features with different amounts of sample value
changes, but did not find this to significantly affect the performance of any of
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Figure 5.5: Mean AUC scores achieved over ten evaluations when selecting
between one and twenty features from (a) Musk 1 and (b) TR 11 datasets and
using Random Forest and SVM respectively. AUC performance is lower with
copied features injected, and PmRMR outperformed MImRMR in general.
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Original {1} {2} {3} {4} {5}
Classifier MI P MI P MI P MI P MI P MI P
NB 1861 968 1564 1691 1355 2069 1367 2109 1172 2292 1280 2205
SVM 1653 1042 1508 1757 1325 2082 1274 2202 1161 2325 1333 2245
DT 1304 1198 1162 1687 1039 1928 892 2192 852 2249 1066 2075
RF 1792 1245 1321 2132 1075 2542 984 2713 978 2735 1018 2717
Total 6610 4453 5555 7267 4794 8621 4517 9216 4163 9601 4697 9242
Table 5.1: Number of times features selected by MImRMR (MI) outperformed
those selected by PmRMR (P), and vice versa, for each classifier over all train-
test iterations. The result for the best selector in each case is highlighted in
bold.
Original {1} {2} {3} {4} {5}
MI P MI P MI P MI P MI P MI P
NB 1767 987 1854 1160 1777 1358 1866 1295 1863 1297 1974 1236
SVM 1519 1111 1673 1411 1620 1524 1710 1450 1655 1490 1847 1405
DT 1302 1095 1317 1232 1339 1419 1294 1431 1297 1541 1487 1390
RF 1684 1317 1649 1657 1705 1681 1850 1563 1900 1549 1943 1538
Total 6272 4510 6493 5460 6441 5982 6720 5739 6715 5877 7251 5569
Table 5.2: Number of times features selected by SUmRMR (SU) outperformed
those selected by PmRMR (P), and vice versa, for each classifier over all train-
test iterations. The result for the best selector in each case is highlighted in
bold.
the feature ranking methods.
Table 5.1 shows the number of times MImRMR outperformed features se-
lected by PmRMR, and vice versa, for each classifier over the 4000 train-test it-
erations. Cases where the same AUC was achieved by both selection algorithms
were not counted in these results. As more copied features are injected into
the datasets with more value splits, PmRMR tends to outperform MImRMR
more often. The number of times SUmRMR outperformed PmRMR and vice
versa is shown in Table 5.2. These results show that SUmRMR outperformed
PmRMR much more often than MImRMR, meaning that it performed best
in the majority of cases. In some cases, such as when the Random Forest clas-
sifier is used with the TR 11, TR 12 and TR 21 datasets, PmRMR had higher
AUC performances than both MImRMR and SUmRMR significantly more
often than where PmRMR performed worse. These datasets have the highest
numbers of features, and so are likely to contain a large amount of redundancy.
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Na¨ıve Bayes SVM Decision Tree Random Forest
Dataset MI SU P MI SU P MI SU P MI SU P
Arrhythmia 0.77 0.75 0.82 0.73 0.71 0.76 0.69 0.71 0.72 0.63 0.61 0.64
Congress 0.99 0.99 0.98 0.96 0.97 0.97 0.97 0.97 0.97 0.98 0.98 0.98
Credit 0.91 0.93 0.92 0.86 0.87 0.87 0.87 0.88 0.88 0.87 0.90 0.90
Madelon 0.68 0.69 0.69 0.63 0.64 0.64 0.64 0.70 0.71 0.61 0.72 0.73
Musk 1.00 0.83 0.85 0.83 0.73 0.76 0.73 0.66 0.81 0.78 0.72 0.85 0.83
Optdigits 0.93 0.94 0.94 0.92 0.93 0.93 0.73 0.82 0.81 0.83 0.88 0.88
Parkinsons 0.93 0.93 0.93 0.80 0.80 0.79 0.81 0.81 0.79 0.89 0.91 0.89
Promoters 0.94 0.96 0.95 0.87 0.90 0.87 0.79 0.79 0.78 0.82 0.92 0.91
Soybean (L) 0.93 0.93 0.93 0.93 0.93 0.93 0.92 0.92 0.92 0.82 0.83 0.93
Soybean (S) 1.00 1.00 1.00 1.00 0.99 0.98 0.99 0.96 0.98 0.94 0.99 0.98
Spambase 0.94 0.95 0.94 0.88 0.88 0.86 0.91 0.91 0.89 0.93 0.95 0.93
Splice 0.98 0.98 0.98 0.96 0.96 0.95 0.96 0.96 0.96 0.97 0.97 0.97
TR 11 0.94 0.95 0.95 0.89 0.90 0.91 0.83 0.90 0.90 0.87 0.91 0.94
TR 12 0.90 0.93 0.92 0.86 0.91 0.90 0.82 0.90 0.89 0.85 0.92 0.91
TR 21 0.86 0.89 0.88 0.74 0.79 0.78 0.65 0.83 0.81 0.79 0.87 0.87
TR 23 0.97 0.97 0.98 0.90 0.90 0.90 0.95 0.95 0.95 0.90 0.93 0.95
Vehicles 0.83 0.84 0.84 0.80 0.80 0.80 0.84 0.86 0.85 0.81 0.84 0.85
Wine 1.00 1.00 0.99 0.98 0.98 0.96 0.97 0.97 0.95 0.98 1.00 0.98
Yeast 0.76 0.79 0.81 0.73 0.75 0.77 0.70 0.73 0.76 0.68 0.72 0.76
Table 5.3: Mean AUC performances for each dataset (with the maximum num-
ber of features with {1, 2, 3, 4, 5} splits added) and classifier for the MImRMR
(MI), SUmRMR (SU), and PmRMR (P) selection methods when selecting 5
features. The highest unique AUC over the three selection algorithms in each
case is highlighted in bold.
Furthermore, as we observed in Chapter 4, and observe in Chapter 6, ranking
features using SU does not remove some biases present in vehicle telemetry data.
The AUC performances of all the datasets for the MImRMR, SUmRMR
and PmRMR rankings methods are shown in Table 5.3. In all cases, the top
five features were used to build a model on the training data for the Na¨ıve
Bayes, SVM, Decision Tree and Random Forest learning algorithms. The high-
est AUC for each classifier and dataset is highlighted in bold. MImRMR
performed highest in only one case while SUmRMR and PmRMR had the
unique highest performance in 21 and 16 cases respectively. In those cases where
PmRMR outperformed SUmRMR, however, the difference between the mean
AUC performances was higher than in the converse case. For example, for the
Soybean (L) dataset with the Random Forest classifier, the AUC performance
of PmRMR was 0.1 higher than that of SUmRMR, and for the Arrhythmia
dataset this difference is 0.07 with the Na¨ıve Bayes classifier and 0.05 with the
SVM. The largest difference where SUmRMR outperformed PmRMR is 0.03.
A good feature ranking method should rank the original features higher
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{1} {2} {3} {4} {5}
Dataset MI SU P MI SU P MI SU P MI SU P MI SU P
Arrhythmia 21 23 41 18 20 40 22 26 40 21 24 41 19 27 29
Congress 35 38 38 34 39 33 29 34 28 30 36 27 25 36 31
Credit 35 40 41 27 37 38 19 37 36 16 36 33 12 40 37
Madelon 35 49 50 23 49 49 17 47 45 14 48 49 14 48 48
Musk 1 40 50 50 41 50 50 38 50 50 37 50 50 38 50 50
Optdigits 47 50 50 40 50 50 40 50 50 40 50 50 40 50 50
Parkinsons 39 50 49 35 49 48 30 49 49 32 48 48 36 49 47
Promoters 37 49 49 39 46 50 33 49 47 37 47 49 32 47 44
Soybean (L) 33 40 50 38 39 50 38 39 50 40 38 50 39 40 50
Soybean (S) 44 48 49 41 45 47 37 45 47 38 43 48 39 46 48
Spambase 50 50 50 50 50 50 50 50 50 50 50 50 50 50 50
Splice 50 50 50 50 50 48 50 50 48 50 50 49 50 50 50
TR 11 44 49 50 39 50 50 36 50 50 37 47 50 39 49 50
TR 12 29 40 40 30 40 40 34 40 40 35 38 40 32 37 41
TR 21 33 50 49 25 50 49 27 45 47 23 49 49 27 47 49
TR 23 35 49 50 33 47 50 36 49 50 35 50 49 37 48 49
Vehicles 37 48 48 29 49 44 32 47 43 30 47 43 37 46 46
Wine 48 50 48 48 50 49 44 50 48 43 50 48 40 50 50
Yeast 37 49 50 29 48 49 25 45 50 27 41 49 26 40 48
Total 729 872 902 669 858 884 637 852 868 635 842 872 632 850 867
Table 5.4: Total number of the original features from each dataset ranked in the
top five by MImRMR (MI), SUmRMR (SU), and PmRMR (P) for different
split types and a deform type of {5, 10, 20, 30, 40}%. The selection algorithm
with highest performance in each case is highlighted in bold. Both PmRMR
and SUmRMR outperformed MImRMR in all cases, but neither outperformed
the other in general.
than the injected ones, as randomizing values in the copies means that they
are worse predictors of the target. The number of times an original feature
was ranked in the top five by MImRMR, SUmRMR and PmRMR for the
datasets with injected features are shown in Table 5.4. Overall, as features were
copied more and with more splits, fewer original features were ranked in the top
five by all selection methods. Where one selection method ranked more features
in the top five than the others, the result is highlighted in bold. The results
show that, in the majority of cases, SUmRMR and PmRMR outperformed
MImRMR in ranking the original features highly and that MImRMR was
most affected by increasing the entropy of features. They also show that feature
selection is data dependent, with SUmRMR or PmRMR outperforming each
other on datasets consistently over the different redundancy types. When the
top ten or twenty features in the rankings are considered, the performances of the
selection methods begin to converge, with MImRMR outperforming PmRMR
112
5. Redundant permutation feature selection
and SUmRMR in some cases including for the Congress, Soybean (small) and
Vehicles datasets. These results are however omitted for space reasons.
Finally, in Figure 5.6 we present the times taken to rank all features from
simulated binary datasets for different numbers of samples, features and per-
mutations. The datasets are generated to have 100, 1000, 5000 samples with
the same percentages of value changes as outlined in Section 5.2.1, but with
increasing numbers of feature copies. The number of features in the dataset is
shown on the x-axis and the y-axis shows the log time taken to rank all features
using the MImRMR, SUmRMR, ZMImRMR (with 500 and 1000 permuta-
tions) and PCMI (with 500 and 1000 permutations) ranking methods. The time
taken to produce the full ranking increased exponentially with the number of
features for all selection approaches. The MImRMR and SUmRMR selection
methods have very similar computation times, and MImRMR was slightly the
slower of the two. This is unexpected as SU requires a small amount of extra
computation to normalise the MI value, and therefore was expected to take the
longer. The ZMImRMR selection method, where a new permutation distribu-
tion is generated for each redundancy calculation, is by far the slowest method
and the computation times of this method increased fastest to the number of
features. The computation required by PCMI increases slower with respect the
size of the data, and is quicker than MImRMR and SUmRMR when there
are over 275 features and 1000 or 5000 samples.
These computation times are consistent with a complexity analysis of the
selection methods. The redundancy computation times of both MImRMR and
SUmRMR are dependent on both the number of features and the sample size,
and is O(nm + nm2) for n samples and m features. for ZMImRMR (where
relevancy and redundancy is given by ZMI), the number of permutations is also
factored into this and the computational complexity is O(Pnm + Pnm2). The
PmRMR method on the other hand is dependent primarily on the number of
features and the number of permutations used for the relevancies only, and its
complexity is O(Pnm+Pm2). Although the overhead for computing relevancies
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Figure 5.6: Computation times for the MImRMR, SUmRMR, ZMImRMR
(with 500 and 1000 permutations) and PCMI (with 500 and 1000 permutations)
methods to rank all features from a simulated binary datasets with 100, 1000
and 5000 samples and increasing numbers of features.
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is larger (O(Pnm) > O(nm)), PmRMR is computationally more efficient than
MImRMR or SUmRMR for large numbers of features and sample sizes when
the number of permutations is fixed. This is reflected in our results, where there
is a small difference between computation times of PmRMR with 500 and 1000
permutations with larger numbers of features and sample sizes.
5.4 Conclusion
In this chapter a combination of redundant feature selection with permutation
normalised correlations was investigated. Specifically, a variant of mRMR was
proposed, where relevancy and redundancy are measured by the standard score
of MI (ZMI). Because of the computational intractability of performing m+m
2
permutation methods to rank all m features in a dataset, the PCMI redundancy
metric was proposed. PCMI is computed from permutation distributions pro-
duced during relevancy analysis of the features. As a result, all m2 redundancies
can be computed after performing only m permutation methods. On simulated
data the PCMI and ZMI had high correlations to each other, whereas their
correlations with MI and PMDMI were low. In conclusion therefore, PCMI
can be used in redundancy analysis of features during selection.
The range of PCMI is −1 to 1, which is much less than that of ZMI . To
use them alongside one another in a selection algorithm this disparity must be
accounted for. A normalised variant of mRMR was therefore proposed, that
normalised the relevancy and redundancy values in each selection step. We
compared the MImRMR, SUmRMR and PmRMR feature selectors using
example datasets in classification evaluations and inspections of feature rank-
ings. New features, generated from existing ones, were added to the datasets
in order to vary the levels of redundancy and bias. This had the effect of in-
creasing the difficulty in selecting good features and building models. In rank-
ing the features of these datasets with added bias and redundancy, we found
that PmRMR ranked the original features higher more often than did the
115
5. Redundant permutation feature selection
SUmRMR or MImRMR rankings. The original features should have higher
performance in reality, as they did not have noise added to them. This result
therefore showed that PmRMR outperformed the other methods.
In the classification algorithms, the AUC performances of features selected
by MImRMR decreased significantly in many cases with more redundant and
bias features inserted. In general the AUC performances did not decrease for
features selected using SUmRMR and PmRMR. Furthermore, AUC perfor-
mances were significantly higher for PmRMR than for MImRMR or SUmRMR
in some cases, whereas when SUmRMR performed better the improvement was
generally smaller. This again showed that PmRMR selected features of higher
performances than MImRMR or SUmRMR.
Finally, in comparison of computation times of the selection methods, we
found PmRMR, MImRMR and SUmRMR to be significantly faster than
ZMImRMR. ZMImRMR requires m permutation methods to be performed
for each selection step, and therefore this was expected. Furthermore, for big
datasets with large feature sets and sample sizes we found that PmRMR was
computationally faster than either MImRMR or SUmRMR. PmRMR still
requires m permutation methods to be performed for the relevancy calculations,
so this was expected to be slower. For large numbers of features, however, the
redundancy computation of computing Pearson correlations of the permutation
distributions becomes faster than the MI and SU computations. This means
that, for big datasets large numbers of features, PmRMR is more efficient than
MImRMR or SUmRMR.
This chapter considered the permutation method without blocking, ignor-
ing temporal aspects for simplicity. In Chapter 6 the redundancy computation
methods discussed in this chapter are considered in the presence of autocor-
relation with vehicle telemetry data discussed in Chapter 3. The permutation
relevancies in PmRMR are computed using the blocked permutation method,
as discussed in Chapter 4, and the redundancies are computed from the permu-
tation produced as in this chapter.
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Feature selection from vehicle telemetry data
In Chapter 4 we introduced a blocked permutation method and applied it to
normalising Mutual Information (MI) values which were used to rank features.
Permutation methods were then adapted to efficiently compute redundancies in
Chapter 5. In this chapter, we combine these techniques to select features from
vehicle telemetry and human activity monitoring data for a variety of tasks,
outlined in detail in Chapter 3.
Selecting features from telemetry data is a challenging task that is made more
complex when several extracted features are considered. Throughout this thesis,
the 28 structural and statistical features listed in Table 3.8 have been extracted
from each signal, over 5 different temporal sliding windows. The Coventry-JLR
Driver Monitoring Dataset (CoventryDMD) for example, is made up of 494
signals that were used to generate a total of 494× 28× 5 = 69160 features. In
previous chapters, features have been selected from subsets of between 20 and
30 signals that were chosen manually. In this chapter, we consider the much
more challenging problem of automatically choosing features from the full set
of signals and features produced during data collection.
We observe that there are two kinds of redundancy between features ex-
tracted from signal data, namely that between features of same signal (intra-
signal) and that between features extracted from different signals (inter-signal).
Also, if one feature of a signal is highly relevant to the target variable, it is likely
that other features extracted from this signal will also be relevant. There are
several approaches to using these observations in feature selection from teleme-
try data, of which two are investigated. First, an investigation into the benefits
of signal selection, prior to feature selection, is performed for the Road Classi-
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fication Dataset (RCD). The aim of selecting from raw signals is to reduce the
number of features that are considered for selection, reducing the computation
required for the process.
Second, we propose a two-stage selection process to take advantage of these
different types of redundancy, considering intra-signal and inter-signal redun-
dancies separately. We illustrate the process on vehicle telemetry signal data
for driver monitoring. As well as MImRMR, SUmRMR and PmRMR, we
also apply the HSICmRMR selection method where both relevancy and re-
dundancy are given by the Hilbert-Schmidt Independence Criterion (HSIC) as
in Equation 4.14. We evaluate it using the Random Forest, Na¨ıve Bayes, and
Multilayer Perceptron machine learning algorithms. Our results show that, al-
though it is less expensive computationally to perform selection prior to feature
extraction, the highest classification performance is given by selecting features
from those extracted from signals. Furthermore, the two-stage process signif-
icantly reduces the computation required because of inter-dependency calcula-
tions, while having little detrimental effect on the performance of the feature
sets produced.
Finally, after discovering that models built from data collected from several
drivers are unsuccessful in predicting cognitive distraction for multiple drivers
in Chapter 4, we investigate in further detail the Warwick-JLR Driver Monitor-
ing Dataset (WarwickDMD). Models are built for subsets of drivers to identify
which drivers’ vehicle telemetry data can be used to successfully predict cog-
nitive distraction. We then refer to the questionnaire given to participants in
the study, to look for patterns in the types of drivers where models have best
performance.
6.1 Introduction
In previous chapters, a forward selection approach has been considered, such as
minimal Redundancy Maximal Relevance (mRMR), which iteratively chooses
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the unselected feature that maximises the difference between its relevance to
the target and redundancy to other already selected features. Here, we adapt
this selection process in two ways: namely, to consider signal selection prior to
feature extraction, and to take advantage of redundancy structure in datasets
where features are extracted from signals. In forward selection, each candidate
feature will fall into one of five types and be:
• irrelevant and of no use in predicting the target,
• relevant but similar to an already selected feature extracted from the same
signal,
• relevant but similar to an already selected feature extracted from a differ-
ent signal,
• relevant but similar to already selected features extracted from both the
same signal and different signals,
• relevant and not similar to any other feature.
Of course, only relevant features should be selected, but to reject all redundant
features would be incorrect. A feature can be relevant and redundant to varying
degrees, for example, and even a highly redundant feature may provide some
useful information for a model to learn about the target. Furthermore, the re-
dundancies between features extracted from the same signal and those extracted
from different signals have different properties and can be treated independently
in the selection process.
Selecting features from datasets where multiple features are extracted over
several window lengths from hundreds of signals is expensive computationally,
especially when detailed redundancy analysis is performed. We therefore in-
vestigate two methods to dealing with this complexity. To reduce drastically
the number of features considered, we consider signal selection prior to feature
extraction in a small case study with the RCD. Here, raw signals that are ir-
relevant to the target are discarded before feature extraction, meaning fewer
features are considered in the selection process. Second, we consider intra-
signal redundancies between features extracted from the same signal separately
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to inter-signal redundancies between features of different signals. We propose
a two-stage selection process, selecting a small number of features from each
signal before combining these to output a final subset.
The remainder of this chapter is structured as follows. In Section 6.2 we in-
vestigate selecting signals prior to feature extraction, and consider relevancy and
redundancy separately. In Section 6.3 we propose a two-stage feature selection
process aimed at minimising feature and signal level redundancies, which reduces
the computational cost compared to existing methods. Finally, in Section 6.3.1,
we describe our evaluation strategy and present results for the proposed method
alongside results existing techniques.
6.2 Benefits of signal selection
In an experiment with a subset of the RCD, we investigate the benefits of signal
selection. This subset contains features that are expected to contain no biases,
and only four features are extracted from each (excluding their raw values).
Two statistical features, the mean and Standard Deviation (STD), and two
structural features, the first and second derivatives, are extracted over sliding
windows of 2.5 seconds. This length allows sufficient historical data for the
features to be of use, while being small enough to be updated rapidly if the
conditions change [116]. Also, in a previous study, we have shown that window
lengths of over 2.5 seconds do not provide significant increases in performance
without causing over-fitting [144].
In many cases of learning from Controller Area Network (CAN)-bus data [60,
103, 145, 161], feature selection is performed after feature extraction has taken
place. However, because of their number, selecting from the full set of extracted
features is computationally prohibitive. It is beneficial to perform selection on
signals prior to feature extraction, because there are fewer signals than total
features. Therefore, we investigate signal selection prior to feature extraction
and explore the impact of combining relevant and redundant feature selection.
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Figure 6.1: Processing methods using data, for PCA, MI and Feature Extraction
(FE) in different orders. Some selection is performed on signals, prior to feature
extraction. In this diagram, for example, the leftmost path of MI-FE first
performs signal selection with MI, and then extracts features on the selected
signals.
Figure 6.1 outlines the signal selection, feature extraction and feature selec-
tion methods investigated here. The selection methods consist of redundancy
selection, Principal Components Analysis (PCA) where each of the Principal
Components (PCs) are ranked by the variance, and relevancy selection, where
the features are ranked by their MI with the target. The process starts at the
top with the raw signal data, and moves downward through paths of feature
extraction or selection. At the bottom, an evaluation of the resulting classifica-
tion model is performed to provide a measure of the quality of the feature set
produced. As an example, in the left-most path the signals are ranked by MI
prior to feature extraction, which are then all input into the evaluation proce-
dure. We refer to this particular path as MI-FE. Some paths are equivalent and
are therefore omitted from our investigations. For instance, any path that has
an MI stage followed by PCA is equivalent to performing solely PCA.
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6.2.1 Classification and evaluation
Features selected by a selection path are evaluated using a random subset val-
idation over sub-datasets. In each iteration of the subset validation, a random
half of the datasets are used as training data and the other half is used as testing
data. There are a total of
(
16
8
)
= 12870 possible train-test iterations over the
sub-datasets, of which 200 are selected uniformly at random to be performed.
The feature selection process is performed on each training data to rank the
features. For computational reasons, the evaluation data is sub-sampled by a
factor of 10 at this point. Thirty models are then built using different numbers
of the ranked features, (1, 2, . . . , 30), and each are used to label the test dataset.
6.2.2 Results
The Area Under the Receiver Operator Characteristic Curve (AUC) perfor-
mances for carriageway classification are shown in Figure 6.2, plotted against
the number of selected features for the different selection paths. In general the
selection paths containing a relevancy selection stage after a feature extraction
stage had the highest AUC performances. The AUC performance of the MI-FE
selection path was slightly lower than that of FE-MI, signifying that signal selec-
tion has a small classification performance cost. A redundancy selection stage
did not increase AUC performance significantly, and only with the Decision Tree
classifier did PCA-MI-FE, PCA-FE-MI and PCA-FE outperform FE-MI. The
poor performance of the Decision Tree classifier with only a relevancy selec-
tion stage is likely due to it over-fitting to the highest ranked features, which
Na¨ıve Bayes and Random Forest are less affected by. This overfitting problem
in relevancy feature selection was addressed in Chapter 4.
A similar pattern in the results is seen in the road classification AUC per-
formances, shown in Figure 6.3. One difference is that the FE-MI and MI-FE
selection paths no longer have the highest AUC performances with any classi-
fier, indicating that redundancy is more of an issue with this classification task.
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Figure 6.2: Carriageway classification AUC values against number of features
used in the (a) Na¨ıve Bayes, (b) Decision Tree and (c) Random Forest classifiers,
when selecting features using the different selection paths.
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Figure 6.3: Road-type classification AUC values against number of features used
in the (a) Na¨ıve Bayes, (b) Decision Tree and (c) Random Forest classifiers when
selecting features using the different selection paths.
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Instead, the highest AUC performances are provided by performing an MI stage
after a PCA stage, using either the PCA-FE-MI or PCA-MI-FE selection paths.
The FE-PCA-MI selection path does not share this high performance, indicat-
ing that dealing with redundancy in the signals provides better features in this
classification task. The paths containing no relevancy selection, PCA-FE and
FE-PCA, again have lower AUC performances, especially for small numbers of
features.
6.2.3 Discussion
In summary, these results provide several insights into the best avenues for a
data mining approach to environment monitoring problems. They show that
considering both redundancy and relevancy in a feature selection process will
generally provide the highest performance. In fact, both are necessary for the
highest performance in the road type classification task. One exception to this
is with the Random Forest model used for the carriageway classification task,
which performs best with features selected using only relevancy. Also, any
redundancy analysis should be performed on the signals prior to feature extrac-
tion, and followed by a relevancy selection stage. Performing only redundancy
feature selection does not provide a good feature ranking in any case, which is
likely due to its unsupervised nature.
Also, the choice of methods may change depending on requirements of a
system with respect to computing efficiency, rather than just predictive per-
formance. For example, performing selection prior to feature extraction as in
MI-FE is much less computationally expensive than selecting from the full fea-
ture set, while both methods will provide similar performance with 15 features.
We find in general, however, that features selected using FE-MI or PCA-FE-MI
provide higher AUC performances with fewer features than MI-FE or PCA-MI-
FE. This result may be valuable where there is limit on the feasible number of
signals that can be used in a model running on the vehicle’s electronic control
unit. In this case, it would also mean that any selection path including PCA
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is unlikely to be of use, because the PCs produced are a linear combination
of several inputs. We conclude therefore that FE-MI should be combined with
some redundancy analysis other than PCA for the highest performing feature
selection methods. Therefore, in the following sections we propose such a fea-
ture selection method that, using mRMR, is able to select good feature sets
from large feature sets extracted from CAN-data.
6.3 Two stage feature selection
Redundancy in signal data can be considered as either intra-signal, between
features extracted from within one signal, or inter-signal, between features ex-
tracted from different signals. For instance, in CAN-bus data there is unsur-
prisingly a large inter-signal redundancy between the features of EngineSpeed
and VehicleSpeed signals. This is confirmed by the Pearson correlation between
the raw values of the signals, of 0.94 in analysis of CoventryDMD. There may
also be a high intra-signal feature redundancy, as with the minimum, mean and
maximum features. This is particularly the case for these features when the
temporal window is small and the signal is slowly varying.
Therefore, we propose a two step procedure to remove these intra-signal
and inter-signal redundancies by considering them separately. In the first stage,
feature selection is performed solely with extracted features from individual sig-
nals, aiming to remove intra-signal redundancies. In the second stage, selection
is performed on these selected features as a whole, removing inter-signal re-
dundancies. This then produces a final feature set with an expected minimal
redundancy for use in a predictive model.
This two-stage process has benefits with regards to computation. For in-
stance, the forward selection method of mRMR requires a great deal of com-
putation with large feature sets. Moreover, large feature sets, such as those
extracted from CAN-bus data, often do not fit into memory in their entirety,
meaning that subsets of features have to be loaded from disk each time they
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are processed. This not only lengthens the feature selection process, but also
impacts on the complexity of the implementation. With our two-stage process
these issues are avoided as smaller numbers of features are considered at a time
and the majority of features are processed only once. Further, features that
are processed twice will generally fit into memory together, meaning that each
feature is loaded from disk only once.
In using this process, we expect there to be fewer redundancies in the final
feature sets because redundancies are removed at both stages. However, return-
ing fewer features in this first stage may reduce the relevance of the selected
features to be used in learning. This will particularly be the case when many
of the best performing features are from the same signal, but this is assumed to
be an extreme and uncommon case.
6.3.1 Evaluation design
To evaluate the two-stage feature selection two types of feature ranking method
are considered. The first ranks features by their relevancy only, and the second
uses mRMR to consider feature redundancies also. For both relevancy and
redundancy computation, we use MI, Symmetrical Uncertainty (SU), HSIC and
permutation methods. For relevancy, the features are ranked using ZMI as
described in Chapter 4, and PmRMR as introduced in Chapter 5 is used when
redundancies are considered. Here, 1000 permutations are used in each case,
and block sizes of 3000 are used for the RCD, 1500 for the CoventryDMD
and WarwickDMD, and 1000 for the OPPORTUNITY Activity Recognition
Dataset (OARD).
The evaluation structure is the same as for the evaluations in Chapter 4,
with twenty train-test iterations and 40% of each journey being used as training
data. During the first selection stages, 1, 2, 3, 4, or 5 features are selected from
each signal using the training data. These are then combined for the second
stage, where a feature ranking is produced and between one and thirty features
are selected from the top of the ranking. The selection algorithm used in the
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first stage is always the same as the one used in the second stage.
The feature sets are then evaluated using classification algorithms and by
inspecting the redundancy levels in selected feature sets. For classification eval-
uations, the Na¨ıve Bayes, Random Forest and Multilayer Perceptron learning
algorithms are used, as implemented in WEKA. The predictions from all train-
test iterations are then combined to produce an overall AUC. Redundancy levels
are measured by computing the total redundancy in the selected features as in
Equation 5.2, with both PCMI in place of Cor(·).
6.3.2 Results
The AUC performances of features selected using (a) ZMI and PmRMR and (b)
SU and SUmRMR are shown in Figures 6.4 (for the CoventryDMD), 6.5 (for the
RCD with carriageway labelling), 6.6 (for the RCD with road labelling) and 6.7
(for the OARD). Where features were selected with permutation methods,
Na¨ıve Bayes was used for classification, and Multilayer Perceptron was used for
features selected using SU and SUmRMR. These results are representative of
the other feature ranking methods, and classifiers including Decision Trees and
Random Forests. In general the performance decreased as more features were
selected per signal. This was expected, as the feature set in the second stage is
larger and contains more redundancy when higher numbers feature per signal
are selected in the first stage. It was also expected that the mRMR methods
would outperform relevancy only selection, which was true for the majority
of cases. For the RCD with road labelling, there was no difference in AUC
performance between SU and SUmRMR, although PmRMR did outperform
ZMI . Also, ZMI outperformed PmRMR for the CoventryDMD, the RCD with
road labelling and the OARD. The performances of HSIC and HSICmRMR
were more comparable, and only when one feature per signal was selected in the
first stage did HSIC have the higher AUC. As in Chapter 4, the WarwickDMD
is omitted from these results as performances were low in general, and this is
discussed further in Section 6.4.
128
6. Feature selection from vehicle telemetry data
0 5 10 15 20 25 30
0.5
0.6
0.7
0.8
0.9
1
Number of Features
A
U
C
ZMI (1)
ZMI (2)
ZMI (3)
ZMI (4)
ZMI (5)
PmRMR (1)
PmRMR (2)
PmRMR (3)
PmRMR (4)
PmRMR (5)
(a) Na¨ıve Bayes
0 5 10 15 20 25 30
0.5
0.6
0.7
0.8
0.9
1
Number of Features
A
U
C
SU (1)
SU (2)
SU (3)
SU (4)
SU (5)
SUmRMR (1)
SUmRMR (2)
SUmRMR (3)
SUmRMR (4)
SUmRMR (5)
(b) Multilayer Perceptron
Figure 6.4: AUC performances when between one and five features were selected
in the first stage from the CoventryDMD using (a) ZMI and PmRMR (with
classification performed by Na¨ıve Bayes) and (b) SU and SUmRMR (with
classification performed by Multilayer Perceptron).
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Figure 6.5: AUC performances when between one and five features were se-
lected in the first stage from the RCD with carriageway labelling using (a) ZMI
and PmRMR (with classification performed by Na¨ıve Bayes) and (b) SU and
SUmRMR (with classification performed by Multilayer Perceptron).
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Figure 6.6: AUC performances when between one and five features were selected
in the first stage from the RCD with road labelling using (a) ZMI and PmRMR
(with classification performed by Na¨ıve Bayes) and (b) SU and SUmRMR (with
classification performed by Multilayer Perceptron).
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Figure 6.7: AUC performances when between one and five features were selected
in the first stage from the OARD using (a) ZMI and PmRMR (with classifica-
tion performed by Na¨ıve Bayes) and (b) SU and SUmRMR (with classification
performed by Multilayer Perceptron).
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Figure 6.8: AUC performances of the Random Forest classifier for (a) the
CoventryDMD and (b) RCD with carriageway labelling when features were
selected using the eight methods and one feature per signal was selected in the
first stage.
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Figure 6.9: AUC performances of the Random Forest classifier for (a) the RCD
with road labelling and (b) the OARD when features were selected using the
eight methods and one feature per signal was selected in the first stage.
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To compare the feature ranking methods used with the two-stage selection
process, Figures 6.8 and 6.9 show the AUC performances of each when only
one feature per signal was chosen in the first stage from the four datasets.
In all cases presented the Random Forest classifier was used, but trends with
the other learning algorithms are similar. Ranking features by ZMI had the
highest AUC performance with small numbers of features for the CoventryDMD
and RCD with road labelling. In the RCD with carriageway labelling, HSIC
and HSICmRMR outperformed the other ranking methods with four or more
features, and the permutation approaches had higher performance than MI,
MImRMR, SU and SUmRMR.
The AUC performances of the permutation and HSIC approaches for the
OARD were much lower than the other methods. These methods gave high
rankings to some features with high MI relevancy, that provided the best pre-
dictive performance for the dataset. This signifies that the bias present in the
vehicle telemetry datasets is not as pronounced as with the OARD, and the
permutation or HSIC approaches are not appropriate.
Finally, we inspect feature redundancies after selecting features using the
two-stage selection method. Figures 6.10 (for the CoventryDMD), 6.11 (for
the RCD with carriageway labelling), 6.12 (for the RCD with road labelling)
and 6.13 (for the OARD) show redundancies when selecting different numbers
of features using the two-stage process. The redundancy was measured by the
mean PCMI between each pair of features, as in Equation 5.2. The results
presented are the mean redundancies computed using the training data over
the twenty train-test iterations, and the error bars show their standard error.
It was expected that the redundancy would be smaller if fewer features were
selected from each signal. In fact, however, there was little difference in se-
lecting between one and five features per signal in most cases. In some cases,
as with features selected using PmRMR from the RCD or OARD the PCMI
redundancy was higher when one feature per signal was selected than in the
other cases. Only with features selected using SUmRMR from the RCD with
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Figure 6.10: Redundancies measured in PCMI for different numbers of features
selected from the CoventryDMD using (a) SUmRMR and (b) PmRMR in a
two-stage selection process with between one and five features selected in the
first stage.
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Figure 6.11: Redundancies measured in PCMI for different numbers of features
selected from the RCD with carriageway labelling using (a) SUmRMR and (b)
PmRMR in a two-stage selection process with between one and five features
selected in the first stage.
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Figure 6.12: Redundancies measured in PCMI for different numbers of fea-
tures selected from the RCD with road labelling using (a) SUmRMR and (b)
PmRMR in a two-stage selection process with between one and five features
selected in the first stage.
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Figure 6.13: Redundancies measured in PCMI for different numbers of features
selected from the OARD using (a) SUmRMR and (b) PmRMR in a two-stage
selection process with between one and five features selected in the first stage.
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carriageway labelling and the OARD were the redundancies lower when fewer
features selected per signal. These results may be explained by the relevancy of
the selected features, as features of higher relevance to one variable often have
higher relevance to others, due to their higher entropy and variance levels.
Table 6.1 compares the redundancy in feature sets when selecting ten fea-
tures with the different feature ranking methods, and is again measured in
PCMI . In each case, the redundancy of all thirty selected features is presented,
averaged over the twenty train-test iterations. The numbers shown in braces are
the standard errors. In the majority of cases where a relevancy only selection
method was used, including MI, SU, ZMI and HSIC, the redundancy increased
as expected with the number of features selected per signal. The HSIC method
with the CoventryDMD had higher redundancy when only one feature was se-
lected per signal than in other cases. In cases where mRMR was employed the
redundancies were lower than their relevancy only counterparts. The redun-
dancy also either did not change or decreased slightly as the number of features
selected per signal increased. Finally, PmRMR tended to select features with
the lowest redundancy in general.
6.4 DMD analysis
In Chapter 4 and earlier in this chapter, we noted that AUC performances in
evaluations with the WarwickDMD were very poor. To investigate this further
we performed an evaluation for models built with data of different combinations
of drivers. Here, three train-test iterations were defined by the activities being
performed in the data. For instance, the first iteration had the training data
made up of the baseline period and first two secondary task and recovery periods.
In the second, the training data was made of the baseline period and the second
two task and recovery periods. The training data in the third iteration was
made up of the baseline period and the first and last task recovery periods. In
each case, the remainder of the samples were used as testing data, meaning that
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Selection 1 2 3 4 5
MI 0.230 (0.019) 0.317 (0.027) 0.399 (0.034) 0.439 (0.026) 0.519 (0.021)
MImRMR 0.105 (0.008) 0.120 (0.012) 0.127 (0.011) 0.131 (0.011) 0.130 (0.010)
SU 0.220 (0.019) 0.294 (0.022) 0.354 (0.022) 0.421 (0.018) 0.509 (0.012)
SUmRMR 0.073 (0.005) 0.073 (0.004) 0.074 (0.005) 0.075 (0.005) 0.075 (0.005)
ZMI 0.371 (0.021) 0.464 (0.035) 0.550 (0.044) 0.601 (0.052) 0.623 (0.050)
PmRMR 0.071 (0.005) 0.064 (0.004) 0.061 (0.004) 0.059 (0.004) 0.062 (0.004)
HSIC 0.578 (0.053) 0.138 (0.010) 0.202 (0.020) 0.278 (0.023) 0.340 (0.016)
HSICmRMR 0.050 (0.003) 0.049 (0.003) 0.075 (0.005) 0.095 (0.009) 0.116 (0.014)
(a) CoventryDMD
Selection 1 2 3 4 5
MI 0.259 (0.007) 0.302 (0.010) 0.414 (0.014) 0.521 (0.016) 0.606 (0.016)
MImRMR 0.221 (0.007) 0.202 (0.012) 0.239 (0.015) 0.284 (0.014) 0.302 (0.014)
SU 0.247 (0.010) 0.302 (0.011) 0.412 (0.015) 0.523 (0.017) 0.598 (0.017)
SUmRMR 0.195 (0.009) 0.203 (0.014) 0.235 (0.015) 0.227 (0.012) 0.245 (0.014)
ZMI 0.309 (0.018) 0.443 (0.019) 0.558 (0.019) 0.626 (0.021) 0.640 (0.021)
PmRMR 0.149 (0.006) 0.106 (0.006) 0.106 (0.007) 0.108 (0.004) 0.104 (0.005)
HSIC 0.369 (0.024) 0.355 (0.010) 0.423 (0.015) 0.492 (0.017) 0.533 (0.012)
HSICmRMR 0.255 (0.008) 0.265 (0.011) 0.264 (0.011) 0.266 (0.015) 0.293 (0.017)
(b) RCD-carriageway
Selection 1 2 3 4 5
MI 0.281 (0.009) 0.289 (0.010) 0.390 (0.011) 0.511 (0.016) 0.608 (0.023)
MImRMR 0.243 (0.011) 0.225 (0.009) 0.260 (0.010) 0.276 (0.017) 0.311 (0.020)
SU 0.292 (0.010) 0.304 (0.014) 0.406 (0.015) 0.517 (0.017) 0.623 (0.025)
SUmRMR 0.285 (0.010) 0.296 (0.013) 0.389 (0.018) 0.495 (0.023) 0.596 (0.030)
ZMI 0.491 (0.016) 0.632 (0.019) 0.744 (0.011) 0.844 (0.011) 0.901 (0.020)
PmRMR 0.233 (0.015) 0.155 (0.016) 0.157 (0.010) 0.169 (0.009) 0.178 (0.009)
HSIC 0.354 (0.013) 0.361 (0.012) 0.419 (0.011) 0.486 (0.012) 0.534 (0.012)
HSICmRMR 0.294 (0.011) 0.300 (0.008) 0.302 (0.012) 0.325 (0.014) 0.362 (0.013)
(c) RCD-road
Selection 1 2 3 4 5
MI 0.679 (0.028) 0.705 (0.025) 0.728 (0.021) 0.759 (0.020) 0.804 (0.020)
MImRMR 0.567 (0.027) 0.599 (0.030) 0.596 (0.026) 0.589 (0.028) 0.591 (0.028)
SU 0.710 (0.032) 0.756 (0.022) 0.782 (0.020) 0.799 (0.021) 0.825 (0.019)
SUmRMR 0.504 (0.025) 0.483 (0.021) 0.477 (0.022) 0.472 (0.022) 0.481 (0.022)
ZMI 0.920 (0.012) 0.921 (0.015) 0.925 (0.016) 0.927 (0.016) 0.928 (0.016)
PmRMR 0.230 (0.017) 0.153 (0.009) 0.144 (0.010) 0.138 (0.009) 0.138 (0.010)
HSIC 0.711 (0.026) 0.757 (0.033) 0.774 (0.035) 0.789 (0.034) 0.820 (0.030)
HSICmRMR 0.311 (0.024) 0.318 (0.020) 0.347 (0.023) 0.352 (0.022) 0.371 (0.023)
(d) OARD
Table 6.1: Redundancy for the eight selection algorithms measured by SU of
top ten features selected from the (a) CoventryDMD, (b) RCD-carriageway, (c)
RCD-road, and (d) OARD datasets when between one and five features were
selected per signal in the first stage. Standard error is shown in braces.
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Rank Signal Feature Window (s)
1 SteeringWheelAngle Third derivative 0.5
2 BrakePressure DFT 3 0.5
3 WheelSpeedReR Third derivative 0.2
4 BrakeSwitchStatus DFT 5 2.5
5 EPBLongitudinalAcc DFT 5 1
6 YawRate DFT 5 5
7 BrakePressureComp DFT 14 1
8 SteeringWheelAngle First derivative 2.5
9 SteeringWheelAngleSpeed DFT 5 1
10 TorqConvStatus DFT 7 2.5
11 VirtualPedalPosition DFT 5 1
12 EngineTorqArbitratedModified Max value 5
13 LateralAcceleration First derivative 5
14 SuspensionHeightFR Gradient Up/0/Down 0.2
15 ACCCancelRequest Convexity 0.5
16 SuspensionHeightRR DFT 5 2.5
17 TMPedalPos First derivative 2.5
18 SuspensionHeightFL DFT 1 5
19 YawRate DFT 4 2.5
20 WheelSpeedFrR Second derivative 1
Table 6.2: WarwickDMD features ranked by PmRMR in a two-stage process
with one feature selected per signal in the first stage. The ranking was produced
from training data made up of the baseline period and first two secondary task
and recovery periods of all thirteen drivers.
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in each iteration one secondary task period and one recovery period was used
to evaluate the model.
To both minimise computation time in these evaluations, and so that the
same features were used in each train-test iteration, features were selected from
training data of the full set of drivers. The feature set was also reduced prior
to automatic selection by removing signals that were known to be irrelevant,
such as those known to change value very rarely. Where it was unclear if the
feature may be relevant it was kept, and redundancy was not considered in
this manual selection. The features selected for use in the first of the three
train-test iterations are presented in Table 6.2. Several of the features selected
are directly linked to the driver, such as the steering wheel angles and pedal
positions. Others are related to the vehicle behaviour, such as wheel rotation
speeds, suspension movements and yaw rates. Although these features are not
directly related to the driver, they are a representation of how the car was
driven, including the speed and turning behaviour.
Using these features, models were then built on the same training data for
all combinations of between one and five drivers, and tested on the remaining
samples of each driver individually. For example, in the combination with three
drivers, 1, 2, and 3, a model was built using their combined training datasets,
and tested using the remainder of samples individually for each driver. The
predictions made during the testing stage for each driver were then used to pro-
duce an individual AUC performance for each of these drivers. Table 6.3 shows
the mean AUC performances for each driver with a Na¨ıve Bayes classifier built
with data from between 1 and five drivers to predict (a) the distraction status
and (b) an increase in heart rate of 5 beats per minute (bpm) or more. The
standard error of the AUC values are shown in braces. The AUC performances
of several drivers are still very low, and models were unable to predict their
distraction statuses or heart rate increases better than random, which would
produce AUCs of 0.5.
The models were able to predict the distraction status with moderate success
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of four drivers, 2, 4, 8, and 12 in these evaluations with models built using their
own data. These drivers were all between 18 and 25 years old and drove less
than 5000 miles per year in small vehicles. All of these drivers had fewer than
eight years driving experience and three of them had fewer than six. Models
built to predict an increase in heart rate had moderate success with a different
set of drivers, 3, 4, 9, and 10. For drivers 1, 2, 5 and 11 had performances that
were much worse than random. This is unexpected, as the model is predicting
the opposite of the ground truth consistently.
In both the classification tasks, AUC performances decreased as the models
were built with data from more drivers. For instance, performance in the dis-
traction status task decreased from 0.576 when the model was built on driver
8 only, to 0.510 when it was built on driver 8 and four other drivers. If the
model had poor performance even when built with data from one driver, the
performance generally tended towards 0.5 as data from other drivers was used.
This may indicate that models for driver distraction should be specific to the
driver as well as the vehicle, as was reported by Jo et al. [68] when modelling
driver fatigue.
To investigate if the difficulty of the secondary task had any effect on the
performance of models, we inspect the individual folds in the train-test iter-
ation. Tables 6.4 show the AUC performances models built with data from
individual drivers over three train-test iterations. In each, the training data
is again made up of data from the baseline periods, and two secondary tasks
plus their subsequent recovery periods. The remaining samples from the other
secondary task period and its associated recovery period make up the testing
data. In some cases there were no significant increase in heart rate for a driver
present the testing data. In these cases the AUC undefined, and this is signified
in the table as na and are ignored from the mean calculations. The models
tested on data from the 2-back task had slightly higher performance than those
tested on the other two on average for both distraction status and increase in
heart rate, which was expected. However, we found no consistent difference
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Driver 1 driver 2 drivers 3 drivers 4 drivers 5 drivers
1 0.521 (na) 0.504 (0.013) 0.504 (0.005) 0.501 (0.003) 0.506 (0.002)
2 0.558 (na) 0.537 (0.013) 0.542 (0.006) 0.543 (0.003) 0.542 (0.002)
3 0.518 (na) 0.518 (0.006) 0.528 (0.002) 0.533 (0.001) 0.536 (0.001)
4 0.555 (na) 0.540 (0.009) 0.543 (0.004) 0.538 (0.002) 0.538 (0.001)
5 0.448 (na) 0.472 (0.007) 0.494 (0.004) 0.507 (0.002) 0.515 (0.001)
6 0.482 (na) 0.495 (0.015) 0.483 (0.006) 0.487 (0.003) 0.486 (0.002)
7 0.511 (na) 0.488 (0.010) 0.501 (0.004) 0.499 (0.002) 0.498 (0.001)
8 0.576 (na) 0.531 (0.007) 0.521 (0.004) 0.514 (0.002) 0.510 (0.001)
9 0.454 (na) 0.473 (0.007) 0.470 (0.003) 0.467 (0.002) 0.467 (0.001)
10 0.454 (na) 0.483 (0.006) 0.493 (0.003) 0.495 (0.002) 0.497 (0.001)
11 0.433 (na) 0.468 (0.013) 0.476 (0.004) 0.474 (0.002) 0.474 (0.001)
12 0.563 (na) 0.563 (0.009) 0.561 (0.004) 0.564 (0.002) 0.571 (0.001)
13 0.467 (na) 0.485 (0.009) 0.484 (0.005) 0.484 (0.003) 0.488 (0.002)
(a) Distraction status
Driver 1 driver 2 drivers 3 drivers 4 drivers 5 drivers
1 0.328 (na) 0.343 (0.004) 0.344 (0.002) 0.348 (0.001) 0.351 (0.001)
2 0.316 (na) 0.352 (0.021) 0.353 (0.009) 0.351 (0.004) 0.350 (0.003)
3 0.520 (na) 0.538 (0.003) 0.543 (0.003) 0.541 (0.002) 0.540 (0.001)
4 0.581 (na) 0.594 (0.005) 0.596 (0.002) 0.600 (0.001) 0.603 (0.001)
5 0.309 (na) 0.328 (0.008) 0.344 (0.003) 0.349 (0.001) 0.353 (0.001)
6 0.507 (na) 0.526 (0.009) 0.533 (0.004) 0.541 (0.002) 0.547 (0.001)
7 0.494 (na) 0.480 (0.008) 0.470 (0.004) 0.465 (0.002) 0.461 (0.001)
8 0.485 (na) 0.492 (0.004) 0.500 (0.002) 0.505 (0.001) 0.509 (0.001)
9 0.542 (na) 0.521 (0.008) 0.516 (0.003) 0.522 (0.002) 0.525 (0.001)
10 0.709 (na) 0.705 (0.007) 0.694 (0.002) 0.688 (0.001) 0.684 (0.001)
11 0.334 (na) 0.340 (0.006) 0.330 (0.003) 0.328 (0.001) 0.326 (0.001)
12 0.468 (na) 0.495 (0.011) 0.507 (0.007) 0.510 (0.004) 0.513 (0.002)
13 0.460 (na) 0.474 (0.006) 0.474 (0.002) 0.477 (0.001) 0.477 (0.001)
(b) Heart rate increase (5 bpm)
Table 6.3: Mean AUC performances when building models for different combi-
nations of drivers and testing on individual driver data for (a) the distraction
status (normal or distracted) and (b) a increase in heart rate (baseline or in-
crease by 5 bpm). The standard error is presented in the braces after each AUC
value.
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in performance of models evaluated on data from the different task difficulties.
Models with drivers 3, 4 and 8, performed significantly better in the distraction
status classification when tested on the 0-back task than for the other two tasks,
while drivers 6, 7, and 13 had higher AUC performances for the others tasks.
In predicting distraction status, driver 2 showed more consistent performance
across the tasks and in predicting an increase in heart rate driver 10 showed
best performance across the train-test iterations.
There was also no effect in the order that the tasks were presented to the
drivers for the performance of models predicting distraction status. The mean
AUC performance of these models for predicting the first presented task was
0.516, while for the second and third presented tasks it was 0.469 and 0.524
respectively. In predicting heart rate the AUC performances for the first, second
and third tasks were 0.514, 0.515 and 0.530 respectively, which can be viewed
as decreasing in performance for tasks later in the trial. However, because the
AUC values are less than 0.5 the classifiers are very close to or worse than that
of a random model, they cannot be used as basis for conclusions.
6.5 Conclusions
In this chapter we have investigated using a known redundancy structure in
features extracted from signal data to both speed up and increase performance
of the feature selection process. We first considered signal selection prior to
feature extraction and found the highest performances when MI was used to
select features extracted from PCs of the signals. This approach, however, is
not suitable as the PCs are often a linear combination of several signals and
features may therefore be too complex to process in a vehicle.
Concluding that redundancy analysis is likely to be required for the highest
performance, we then employed mRMR in a two-stage feature selection process.
This two-stage selection process first selected a number of features extracted
from signals individually, before combining them for a final selection stage. We
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Driver 0-back 1-back 2-back
1 0.482 (3) 0.606 (1) 0.475 (2)
2 0.552 (2) 0.568 (3) 0.553 (1)
3 0.539 (1) 0.515 (3) 0.499 (2)
4 0.542 (1) 0.499 (2) 0.623 (3)
5 0.496 (3) 0.365 (2) 0.483 (1)
6 0.424 (1) 0.467 (3) 0.555 (2)
7 0.343 (2) 0.595 (1) 0.595 (3)
8 0.653 (1) 0.621 (2) 0.454 (3)
9 0.496 (3) 0.400 (2) 0.464 (1)
10 0.443 (2) 0.422 (1) 0.497 (3)
11 0.504 (1) 0.351 (3) 0.444 (2)
12 0.581 (2) 0.476 (1) 0.631 (3)
13 0.450 (1) 0.316 (2) 0.635 (3)
Mean 0.500 0.477 0.531
(a) Distraction status
Driver 0-back 1-back 2-back
1 na (3) 0.423 (1) 0.562 (2)
2 na (2) 0.448 (3) 0.500 (1)
3 0.495 (1) 0.557 (3) 0.508 (2)
4 0.498 (1) 0.569 (2) 0.677 (3)
5 na (3) 0.405 (2) 0.521 (1)
6 0.463 (1) 0.555 (3) 0.504 (2)
7 0.410 (2) 0.646 (1) 0.427 (3)
8 0.519 (1) 0.505 (2) 0.432 (3)
9 0.520 (3) 0.602 (2) 0.503 (1)
10 0.747 (2) 0.683 (1) 0.697 (3)
11 0.498 (1) na (3) 0.505 (2)
12 0.366 (2) 0.499 (1) 0.540 (3)
13 0.439 (1) 0.494 (2) 0.448 (3)
Mean 0.495 0.532 0.525
(b) Heart rate increase (5 bpm)
Table 6.4: AUC performances for each train-test iteration with data from indi-
vidual drivers to predict (a) the distraction status (normal or distracted) and
(b) an increase in heart rate (baseline or increase by 5bpm). The numbers in
braces indicate the position of that task in the trial, i.e. driver 1 performed the
1-back task, followed by the 2-back and then the 0-back.
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compared eight feature selection methods, four that ranked features by their rel-
evancy (namely MI, SU, HSIC and ZMI), and four that used mRMR to consider
feature redundancy in both selection stages (namely MImRMR, SUmRMR,
HSICmRMR, and PmRMR). We found that this two-stage feature selec-
tion process performed best in classification evaluations when one feature was
selected per signal in the first stage, and performance decreased in general as
more features were considered. Features selected from the OARD using per-
mutation methods had particularly poor AUC performances compared to using
the other selection methods, which had very similar performance. For other
datasets, and particularly the CoventryDMD which contains the largest num-
ber of signals and most bias, the AUC performance of ZMI and PmRMR was
more comparable to the other methods and better for small numbers of fea-
tures. The HSIC methods had highest AUC performances for the RCD with
carriageway labels.
We also inspected the redundancy levels of features selected using the two-
stage selection method. Redundancy levels increased when more features per
signal were selected in the first stage in almost all cases, and the lowest re-
dundancy levels were generally produced by PmRMR. Therefore, PmRMR
should be used to select features from CAN-data when minimum redundancy
and high performance is required. For other temporal data with fewer biases,
such as the OARD, other methods should be used, such as SUmRMR. Fur-
thermore, it is likely that permutation methods are computationally quicker
than HSIC or HSICmRMR. A fair comparison in computation times cannot
be made between these two methods here, however, as the permutation method
implemented for this thesis is optimised whereas the HSIC implementation is
not.
Finally, AUC performances for the WarwickDMD were generally low for
evaluations presented in Chapter 4 and this chapter. We therefore investigated
the details of this, by building models for different combinations of drivers and
making predictions of distraction status and increases in heart rates. We found
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that for some inexperienced drivers, where the testing data was made of sam-
ples from harder secondary tasks, AUC performances were better than random
predictions. This was especially the case when models were built specifically
for those drivers, and decreased when models were built for those drivers and
others. For the other drivers, models again had very low AUC performances and
were no better than a random classifier. The performances of models for pre-
dicting the distraction status and increases in heart rates for individual drivers
in different sections of the trials were then investigated. We found here that
there was no consistent relationship between model predictive performance and
what the driver was doing at the time. For instance, the performances of models
predicting that the driver was distracted were not different for each of the 0-,
1- and 2-back tasks.
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Discussion and conclusions
In this thesis a data mining methodology was developed for building models
from vehicle telemetry data. Feature selection techniques were developed for se-
lecting features from such data, with an aim of assessing driver workload. These
techniques were been evaluated using both feature rank inspection and classi-
fication evaluations, both with vehicle telemetry data and with other example
datasets from the UCI and Tuned IT repositories.
The data mining methodology used was based on the general data min-
ing methodology [3, 70, 160], described in Section 2.1. It began with the cre-
ation of databases that could be processed by machine learning algorithms.
These databases were described in Chapter 3 and included three vehicle teleme-
try datasets, namely the Road Classification Dataset (RCD), Coventry-JLR
Driver Monitoring Dataset (CoventryDMD), and Warwick-JLR Driver Moni-
toring Dataset (WarwickDMD). Once the database is created, it is then en-
gineered or processed in ways that learning algorithms can be applied to it to
produce predictive models. Finally, the models built are evaluated to estimate
how they would be expected to perform on new data, and the whole process is
refined and iterated on.
The focus of this thesis was in the data engineering stages, and in partic-
ular the feature selection stage. Feature extraction was considered for each of
the temporal datasets, where temporal summaries were extracted over sliding
windows of telemetry signals. In the methodology, the data is then sampled if
appropriate, to either reduce their size for processing or to rectify class imbal-
ance. Some machine learning algorithms cannot be directly applied to numeric
data such as vehicle telemetry, so a discretization step can be used depending on
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the algorithms to be applied later in the methodology [3, 160]. Tree based learn-
ing algorithms, for example, usually require the data to be categorical and the
features extracted from vehicle telemetry signals must therefore be discretised
first. A Multilayer Perceptron, however, takes numerical inputs and discretisa-
tion is not required. For such learning algorithms, normalisation may be used
instead of discretisation — where the numerical features are normalised to have
a fixed range such as between −1 and 1.
In Chapters 4, 5, and 6 the feature selection step of the methodology was ex-
plored. The temporal permutation method was developed in Chapter 4, and the
dynamic blocking strategy with a cyclic shift was found to be most appropriate
for the vehicle telemetry datasets. Of the permutation statistics used, ZMI and
MDMI were found to produce feature rankings with fewer bias features than
Mutual Information (MI), Symmetrical Uncertainty (SU), and Hilbert-Schmidt
Independence Criterion (HSIC), while still having comparable Area Under the
Receiver Operator Characteristic Curve (AUC) performances to HSIC. Redun-
dancy in the absence of temporal data and autocorrelations was considered in
Chapter 5, using simulated data and example datasets listed in Section 3.4.
Using measures such as ZMI as a measure of both relevancy and redundancy
is computationally infeasible for big datasets with large numbers of features.
A redundancy measure, PCMI , was therefore introduced and was shown to be
fast to compute and share properties with ZMI . In classification evaluations,
using ZMI as a relevancy measure and PCMI for redundancy in PmRMR, was
shown to outperform MImRMR and SUmRMR.
The findings from Chapters 4, 5 were then combined in Chapter 6. The
ordering of feature extraction and feature selection was first considered, before
a two-stage feature selection process was explored. It was concluded that ex-
tracting features from signals prior to feature selection with MI provided the
highest AUC performances with low computational complexity. In the first
stage of the two-stage process, features were selected from each signal individu-
ally, before the selected features were combined for a second stage of selection.
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Selecting fewer features from each signal in the first stage meant that there was
less redundancy in the final selected set, and AUC performances also increased.
The remainder of this chapter reviews the contributions made in this the-
sis with respect to the objectives outlined in Chapter 1, discusses the major
limitations of this research, and identifies directions for future work.
7.1 Contributions
1. Developing an unbiased relevancy measure for temporal vari-
ables based on the permutation method.
In Chapter 4 we developed a blocked permutation method for feature se-
lection from temporal data. Permutation methods are able to mitigate for
biases caused by the Multiple Comparison Procedure (MCP), in the data
and feature selection process, but cannot be directly applied to temporal
data such as vehicle telemetry. By treating the data in blocks of differ-
ent sizes and applying a cyclic shift as proposed by [2], we applied the
permutation method in ranking features from vehicle telemetry data with
known biases. We proposed two non-parametric methods of normalising
MI using this blocked permutation method and compared these against
one parametric method, and ranking features by their MI, SU, and HSIC
with the target variable. We found that fewest bias features were ranked
highly by the permutation methods, although slightly higher AUC per-
formances were achieved in a classification evaluation when features were
selected using HSIC. From this we make two conclusions. First, k-folds
cross evaluation is not sufficient to evaluate a feature set in this domain,
as HSIC often highly ranked features with known biases that would be of
no use in a general setting. Second, permutation methods, and in par-
ticular ZMI , are appropriate for use in feature selection from Controller
Area Network (CAN)-bus data. Our investigations were limited in two
key respects, however. First, only CAN-bus data was used in finding sta-
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ble points in block size for the permutation distributions. Second, the
datasets used were made up from sets of contiguous samples that were
each only 4 to 5 times as large as the suitable block sizes. The divisions in
the data where one journey starts and another ends may have an effect on
the block size required for a stable permutation distribution. The journey
lengths are typical of data in this domain, however, so these conclusions
are representative. To overcome these limitations, analysis with other
types of temporal data made of larger contiguous sequences of samples is
required.
2. Establishing a method for feasibly computing unbiased feature
redundancies using the permutation method.
In Chapter 5, while not considering temporal aspects, we introduced a
method for estimating feature redundancy by comparing permutation dis-
tributions produced in relevancy computations. We showed that this met-
ric is related to ZMI , and used it in the PmRMR method. In classification
evaluations with several datasets available in online repositories we showed
that the AUC performance is comparable to MImRMR and SUmRMR.
To increase the difficulty in feature selection we added new features with
different numbers of values that were generated from existing ones. We
found that the performance of MImRMR decreased as more features
were added with higher dimensionalities, whereas it did not in general
for SUmRMR or PmRMR. Original features that were expected to be
better predictors of the target due to added noise in the extra features,
were also ranked higher by PmRMR than by MImRMR or SUmRMR.
Finally, PmRMR was computationally faster than either MImRMR or
SUmRMR for large feature sets and sample sizes when ranking full fea-
ture sets, making it preferable for large datasets such as those found in
the automotive domain. A main limitation of this research is the use of
minimal Redundancy Maximal Relevance (mRMR) and the process used
for normalising relevancy and redundancy in each selection iteration. In
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future work we intend to use the permutation redundancy measure with
other redundancy selection methods such as feature clustering [9, 87] and
optimise the weights of redundancy or relevancy terms using k-folds cross
validation.
3. Using known redundancy structure in features extracted from
signal data with signal selection, feature extraction, and feature
selection.
In Chapter 6 we considered the benefits of signal selection prior to feature
extraction and feature selection with the RCD. As multiple features are
often extracted from each signal, reducing the number of signals before
feature extraction reduces the computation required for feature selection.
We found, however, that signal selection provided the highest AUC per-
formances when Principal Components Analysis (PCA) was performed on
signals, before extracting features from the Principal Components (PCs)
and selecting these based on relevancy (i.e. PCA-FE-MI). This work is
limited as it considered redundancy and relevancy separately, and using
features of PCs made of linear combinations of several signals is not suit-
able for the vehicular environment. This is both because of the limited
computing power in vehicles, and because models with several complex
inputs are not easily vetted for safety concerns.
Therefore, also in Chapter 6 we introduced the two-stage feature selection
process where features are first selected from individual signals before be-
ing combined for a second selection stage. Here we applied relevancy only
selection and mRMR to select between one and five features from each
signal with four different relevancy and redundancy measures. We found
that selecting fewer features from each signal provided lower redundancy
levels and higher AUC performances in the majority of classification eval-
uations. In this work we assumed that each signal has an equal probability
of having a predictive feature, leading to the conclusion that selecting one
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feature per signal is preferable. This may not be the case in general,
however, and more investigations into signal selection are required to de-
termine whether a signal should be disregarded entirely or if one or more
features should be extracted from it. This work is also limited as the clas-
sification evaluations were found to be insufficient in Chapter 4. Further
evaluation is difficult without collecting more data for analysis, however.
4. Advancing the process of feature selection from vehicle telemetry
data for classification problems such as driver workload estima-
tion.
The methodology used in this thesis and described in Chapter 2, enables
models to be built that successfully make predictions from telemetry data.
It has been demonstrated using telemetry datasets described in Chapter 3,
from which features were selected, and models were built and evaluated.
In environment monitoring, models built using the RCD were shown to
predict if a road had one or more lanes, and determine the road type
as defined by a UK governmental classification. Models built using the
CoventryDMD were able to determine whether the driver was performing
a distraction task or not, while those built using the CoventryDMD had
low performance in general. This was discussed in Chapters 4 and 6. In
Chapter 6, we applied our data mining methodology and built models
for different combinations of drivers in this dataset. We found that, for
experienced older drivers the models were still no better than a random
classifier. For some younger drivers with fewer than eight years expe-
rience, however, we found that these models were capable of predicting
the distraction status, and increases in heart rate could be predicted with
some accuracy. These conclusions are again limited due to lack of data,
however. Mehler et al. [99] and Reimer et al. [127] also found differences
in driving behaviour with respect to the age and experience of a driver.
Further research into this area is required to investigate the possibility of
building different predictive models for different kinds of driver.
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7.2 Directions for future research
As well as specific directions of future work outlined in the contributions above,
we outline here some more general directions for the work in this thesis.
• The standardisation of data collection for driver monitoring re-
search.
Data collection for driver monitoring has many challenges, including syn-
chronising data streams and deriving a ground truth. In this thesis three
forms of ground truth have been used, road type, driver distraction status,
and heart rate. Each of these describes the driver state in different ways,
from the driving environment to their physiology. It remains an open
question in the driver monitoring field which kinds of ground truth best
describe cognitive workload. Physiological measures are often considered
to be best (e.g. [23, 57, 99, 161]), but require personalised baselines to
determine changes in driver status and often require invasive tools to cap-
ture the data. Once data is captured, synchronising the streams to other
data sources, such as CAN-data is also a challenge to this research, which
complicated systems based on Global Positioning Satellites (GPS) or syn-
chronising pulses are often used to overcome. A simplified and standard
mechanism is therefore required in future, to enable accurate capture of
data in ever more realistic scenarios.
• Identifying other accessible signals for driver distraction research
that are easily added to the vehicle environment.
This thesis has focussed on the use of CAN-bus telemetry signals, which
are behavioural measures of the driver and vehicle in the driving environ-
ment. The set of signals in the telemetry collected was not exhaustive,
however, as more are added to the modern vehicle each year. For exam-
ple, lane position data was not available in vehicles used for data collection
in this thesis, although it may be a useful feature in models considered.
Also, physiological signals may prove to be more accurate while being non-
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intrusive. This would allow them to easily be used as inputs to predictive
models, rather than in research conditions only.
• Investigating other mechanisms for relevancy and redundancy
assessment from permutation distributions.
The work in Chapter 4 was focussed mainly on the blocking process in
the permutation method to apply it to temporal data. Two methods for
relevancy assessment were introduced, namely MRMI and MDMI , but
the investigations were not exhaustive. For instance, ranking features
with low p-values in a separate tranche to those with high p-values, as
used by Radivojac et al. [118]. Likewise, in Chapter 5 we proposed to use
PCMI as a redundancy measure and this had a correlation of 0.89 with
ZMI in simulations with features of different dimensionalities. There are
several other distance or similarity measures that could be used in place
of Pearson’s Correlation Coefficient (PCC), such as the cosine distance or
Spearman Correlation Coefficient, and may have higher performances in
some cases than PCMI .
• Using permutation methods for redundancy feature selection in
frameworks such as Least Angle regression.
Recently there have been efforts to use HSIC in a redundancy feature selec-
tor using the Least Absolute Shrinkage and Selection Operator (LASSO)
regression [164], and Least Angle Regression (LARS) [165]. We believe
that these optimisation algorithms may be also applicable to redundancy
feature selection with the permutation method. Specifically, both meth-
ods are unaffected by scale differences in the relevancy and redundancy
scores, and so they avoid issues with normalisation in the mRMR selection
process.
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7.3 Final remarks
In this thesis, we have developed a data mining methodology for driver moni-
toring, with an aim to build predictive models using CAN-bus telemetry data
as input and parameters describing the driver and driving environment as out-
puts. We have focussed on input selection for such models, and proposed the
use of permutation methods to mitigate biases caused by the MCP that are
prevalent in this domain. In Chapter 4 we developed permutation methods for
use with temporal data, in Chapter 5 we proposed a permutation redundancy
measure enabling efficient permutation redundant feature selection. These were
then combined in a two-stage temporal redundancy feature selection process
in Chapter 6, to take advantage of known redundancy structure in features
extracted from signals.
This thesis considered only automatic feature selection, where algorithms
decided on the features to be used in predictive models. Automated methods
were chosen because engineers often have preferences that may cause subopti-
mal features to be selected. Automated methods are dependent on the data
used, however, which may not be fully descriptive of the problem. In fact, in
many cases it is infeasible to collect such data, so some amount of human guid-
ance is required in the selection process. We therefore propose that automated
methods guide the selection process, but do not perform it in full. For example,
an automated method may propose several features, based on data collected,
which may be of use in predicting a certain target. A domain expert should
then analyse these features further, and use their knowledge and experience in
deciding whether to use a feature or not.
We have found that CAN-bus data is unable to predict the cognitive work-
load status of drivers reliably. Having said this, we found features directly linked
to the driver to be the best predictors, such as features of the steering wheel
angle and brake position. Combining these inputs with some non-intrusive
physiological measures may eventually yield an effective real-time distraction
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monitoring system for a driver.
Even in the presence of bias and redundancy in features, we have shown that
it is possible to select good features for use in predictive models. We believe that
this is a key step towards developing a data mining methodology for learning
from telemetry data in the vehicle domain.
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