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ABSTRACT
The variability in demand across the planning horizon and the presence of heterogeneous
workforces where workers learn and forget at different rates make the process of building and
managing a workforce challenging. When integrating learning and forgetting functions of workers
into workforce scheduling, the previous experience of a worker on a task can have significant
impact on productivity. While making assignments over an infinite planning horizon is ideal, the
learning/forgetting function significantly increases problem complexity and solution difficulty as
the length of planning horizon increases. In this thesis, a multi-period rolling horizon worker-task
assignment framework is developed to overcome computational challenges associated with longer
planning horizons. The non-linear learning/forgetting function is converted into an equivalent
linear form (using an existing technique) to further reduce problem complexity. We design
experiments to analyze the optimal planning horizon and the factors that affect it, questions that
remain unanswered in literature. After testing the model under different scenarios (varying staffing
level, variation in demand, learning rate, forgetting rate and workforce heterogeneity), we
conclude variation in demand and staffing level to be the most significant factors in determining
the optimal planning horizon. We also see a significant improvement in performance when
comparing our proposed multi-period framework against a myopic model, especially in scenarios
with higher workforce heterogeneity, higher variation in demand, and faster forgetting rate.
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1. INTRODUCTION
With the costs associated with maintaining a skilled-workforce increasing, it is crucial for
organizations to adapt to changing environments and make better-informed decisions related to
workforce training and management (Kapp, 1999). Workforce scheduling models that determine
optimal worker-task assignments, often with an objective such as meeting demand, minimizing
cost or maximizing productivity, are a key part of workforce management. Having been
acknowledged as notoriously difficult due to the numerous challenges they pose, scheduling
models have received considerable attention from researchers. However, workforce scheduling
models, with certain exceptions, often fail to capture a realistic scenario within the mathematical
model or fail to solve such problems of reasonable size in a timely manner (Bruecker et al., 2015).
In particular, some challenges faced by managers while assigning workers to tasks are worker
heterogeneity, the effects of learning/forgetting, and variation in demand.
Worker heterogeneity is the difference in productivity levels of individual workers, which is in
turn a function of their learning/forgetting rates. In production systems or service oriented
industries, assuming that all workers are equally productive, while there can be substantial
differences in individual capabilities in the real world, could have a considerable effect on the
realized performance of the system (Buzacott, 2002). Barton et al. (2003) show by means of an
empirical analysis that heterogeneous teams, where individual differences in abilities exist
between workers, perform better than homogeneous teams of workers with the same average
ability of the heterogeneous team.
Most workforce planning models in literature assume the productivity of workers to be constant
throughout the planning period whereas the literature in human resources management says that
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the productivity of workers changes as a function of their individual learning and forgetting
abilities (Boudreau, 2003). The process where the productivity of a worker working on a task
increases with time until the worker reaches his/her asymptotic productivity level on that task is
known as learning. Similarly, when workers are not assigned to a task, they take time to get back
to their previous productivity level on that task, the magnitude of which depends on the time they
have been away from the task. This process is often referred to as forgetting or re-learning.
Learning/Forgetting curves are non-linear in nature and the time it takes workers to reach their
asymptotic productivity level depends on their initial expertise and learning/forgetting rates.
Another key challenge is to cope with variation in demand which can occur due to several reasons
such as seasonality, short product life cycles, varying lead times, worker absenteeism, and
introduction of new products/processes which are an inevitable part of most manufacturing and
service-oriented industries. Many math models incorporate worker heterogeneity and demand
variation while managing to solve sufficiently large problems, however, they fail to include worker
learning/forgetting functions. When modeling individual worker differences and integrating their
learning/forgetting functions into the mathematical model, the productivity of a worker on a given
task depends on the number of times s/he has been assigned to the task previously, resulting in a
large number of possible combinations over multiple periods. The computational challenges
arising from this multi-period problem make it significantly difficult to solve and could explain
why most scheduling models in literature fail to address problems of reasonable size in terms of
the number of workers, number of tasks involved and the length of planning horizon (Hewitt et
al., 2015).
This combinatorial nature of the problem makes it appealing to develop a rolling horizon schedule
to assign workers to tasks. In a rolling horizon schedule, a multi-period problem is solved for a
2

finite planning horizon but only the decisions pertaining to the first n periods are implemented.
The periods for which the decisions are implemented, n is usually 1 or a value much smaller than
the planning horizon. At the end of each set of periods for which the decisions are implemented,
the model is updated with new information and solved again for the next planning horizon. Solving
a problem with shorter planning horizons on a rolling basis significantly reduces the computational
challenges associated with longer planning horizons. This allows us to solve larger problems, and
is also beneficial when accurate forecasts into the future are not available or are too expensive.
Although rolling schedules have been an active area of research, related research fails to consider
the learning and forgetting functions of workers.
In this thesis, a multi-period rolling horizon framework is developed to assign learning/forgetting
workers to tasks with an objective of minimizing shortages across the planning horizon. While
increasing the length of the planning horizon should intuitively result in better performance since
the productivities of the worker’s involved increase/decrease exponentially, the problem becomes
significantly difficult to solve due to the large number of variables involved. Implementing a
rolling horizon allows us to solve the problem with shorter planning horizons on a continuous
basis, thus overcoming the computational complexities of larger planning horizons. By using a
technique developed by Hewitt et al. (2015), the non-linear learning/forgetting function is
converted into an equivalent linear form to further reduce problem complexity. The reformulation
helps in solving the finite horizon problems within a reasonable time. Also, while the problem is
known to become significantly difficult to solve as the length of the planning horizon increases,
there has been no research on the optimal length of the planning horizon or the factors that affect
it. We design experiments to analyze the effects of staffing level, variation in demand, worker
learning/forgetting rates and heterogeneity on the length of the planning horizon. Further, we
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compare the results from our proposed multi-period rolling horizon model with results from a
myopic model to analyze the performance improvement achieved.
The rest of this document is organized as follows. Section 2 presents related literature on
learning/forgetting and rolling schedules, highlighting the research gap being filled by this work.
Section 3 describes the problem statement and mathematical model. In Section 4, we show the
ability of our proposed framework to solve sufficiently large problems with the help of a numerical
example. Section 5 explains the research methodology and experimental setup, and Section 6
discusses the results from experimentation. Section 7 concludes this thesis by highlighting the
important contributions of this work, implications of the results, and directions for future research.
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2. LITERATURE REVIEW
This literature review focuses on learning/forgetting and rolling horizon schedules. Although there
is an abundance of literature on both workforce scheduling with learning/forgetting (Bruecker,
2015) and rolling horizon schedules (Chand, 2002), they have been dealt with separately in
literature.

2.1 Learning/Forgetting
While the effects of learning and forgetting have been an active area of research since the mid20th century, considering them into workforce scheduling has gained traction only over the last
decade. Early literature on learning and forgetting effects primarily focused on demonstrating their
impact on the output of the system. Perhaps, the first scientific study on the learning effect was
conducted by Wright (1936) who observed that the labor hours per product decreased with an
increase in the cumulative number of products produced or, in other words, the working cost per
unit decreased with increasing production output. Later, many empirical studies (Conway and
Schlutz, 1959; Cochran, 1960; Day and Montgomery, 1983; Webb, 1994) showed the learning
effect to be significant in measuring the output of a production system. While most early
researchers view learning as a function of cumulative output, researchers such as Lieberman
(1987) viewed learning as a function of time rather than the cumulative output. The importance of
forgetting, also referred to as relearning, was arguably first stressed by Argote et al. (1990) who
suggests that depreciation of knowledge during breaks is an important predictor of current
production.
While these early studies recognize and establish the importance of considering learning/forgetting
effects in workforce management, the difficulty of modeling learning/forgetting curves into the
5

mathematical models led to a major chunk of literature focus on descriptive models by simulating
learning/forgetting effects as a means to evaluate managerial policies.
For example, a major portion of literature is dedicated to studying ideal cross-training policies
under different patterns of learning and forgetting since the effects of learning/forgetting play an
important role as workforce flexibility increases or workers are cross-trained. Although the
benefits of cross-training are well established in literature, there is often a cost associated with
acquiring workforce flexibility through cross-training. This tradeoff between production losses
due to learning and re-learning (forgetting) in favor of cross-training has been the focus of several
works.
Malhotra et al. (1993) conducts a simulation study on a homogeneous workforce where all workers
were assumed to have the same productivity level and suggests that workforce flexibility achieved
through cross-training is beneficial in the long run even though production losses might be
apparent in the short term while workers go through their learning curve. Kher et al. (1999) have
a conflicting opinion and suggest that cross-training is beneficial only under scenarios with low
forgetting rates. Fry et al. (1995) simulates a heterogeneous workforce with high learning costs
and indicate that incremental training, where workers are cross-trained on additional tasks
uniformly across the workforce, is the best strategy. Felan and Fry (2001) argue that workers need
not be trained uniformly and suggest that having a mix of specialized and cross-trained workers
outperforms a uniformly cross-trained workforce. They reason that it is more expensive to train all
the workers uniformly on an equal number of tasks than training a few workers on more number
of tasks.
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Shafer et al. (2001) models a simulation study to assess the impact of individual learning curves
of a heterogeneous workforce and suggest that modeling individual differences among workers is
significantly important in estimating the overall productivity of the system. Nembhard and
Osothsilp (2002) studies the distribution of individual learning and forgetting parameters of
workers for tasks of different complexities by fitting empirical data to a learning/forgetting model
and conclude that the variance of learning/forgetting parameters increases with an increase in task
complexity. Yue et al. (2008) model the frequency of introducing new parts as a basis for
evaluating several cross-training policies as workers need to go through a learning curve every
time a new part is introduced. They observe that the level of cross-training and skill-overlap
required is higher as the frequency of new part introduction goes up. Nembhard and Shafer (2008)
studies the effects of workforce heterogeneity on productivity in an experiential learning
environment using simulation to assign workers to tasks. Their results suggest that each of the
worker parameters have different effects on productivity. Variance in steady-state productivity
was found to have no effect while variance in learning rates of workers had the greatest effect on
productivity.
While there are some conflicts on the ideal level of cross-training in literature, there seems to be a
consensus that the ideal cross-training policy depends on the scenario being modeled. Although
the research works discussed so far evaluate and suggest the best managerial policies for specific
conditions, they only serve as guidelines to cross-train workers due to their descriptive nature and
do not specifically answer how much cross-training each worker should receive and what the
optimal worker-task assignments for each period should be.
Biskup (2008) summarizes the literature on learning effects and stresses the practical importance
of considering learning in worker-task assignments. Nembhard (2001) develops a heuristic to
7

assign workers to tasks based on individual learning rates and task durations. Fast learners were
assigned to shorter production tasks and slow learners to tasks with a longer production run. He
concludes with a simulation study that the assignments significantly improve overall productivity.
Nembhard and Osothsilp (2004), in their simulation study, develop a heuristic to assign workers
to tasks based on compatible productivity, learning, and forgetting rates. Although the assignments
might not be optimal, they see an 8-17% increase in productivity compared to baseline assignments
used in common practice.
Campbell (1999) proposes an allocation model to gain insight into the value of cross-training and
cross-utilization where he investigates the effects of several factors on departmental shortages and
concludes variation of demand to be the most important factor. He, however, assumes that the
level of cross-training should be uniform across the workforce and does not account for the
learning and forgetting effects of workers. Sayin & Karabati (2007) extend Campbell (1999) to
include the learning and forgetting effects of workers in a myopic two-stage model. In the first
stage, they maximize total departmental utility defined as the negative square of departmental
shortages. In the second stage, they maximize total skill level improvement across all workers by
adding a constraint that allows a pre-specified deviation from the objective obtained in the first
stage. However, the learning/forgetting function is not an integral part of their model as they solve
it only for a single period and update the learning/forgetting parameters of workers before solving
it for the next period.
Kim and Nembhard (2010) develop a model to minimize staffing levels and conclude that greater
task heterogeneity requires lower staffing levels and that setting an upper cap on cross-training
requires higher staffing levels. Although their primary objective was experimentation, the largest
problem included in their examples is five tasks and three workers over 24 time periods. Corominas
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et al. (2010) develop a model to assign workers to tasks based on their experience on that particular
task and similar tasks involved. Although the approach is interesting, the problem complexity
significantly increases due to the addition of learning from other similar tasks. Even though they
do not account for forgetting and use a piece-wise linear approximation of their learning function,
they only manage to solve problems with five tasks and four workers over 20 time periods.
Bentefouet and Nembhard (2012) model a scheduling algorithm for allocating workers to tasks
with the aim of maximizing overall productivity of the system and they show that, for maximum
productivity, all the workers should be specialized in their respective tasks, or in other words, each
worker should be assigned to only one task throughout the planning horizon. While their
assumptions cannot be generalized, it allows them to solve problems with up to 96 tasks, 96
workers and 246 periods.

2.2 Rolling Horizon Schedules
In this section, we discuss research focused on rolling schedules and their practical applications.
There are several works that focus on research questions associated with rolling horizons. Baker
and Peterson (1979) provide a general analytical framework to evaluate rolling schedules and
conclude that the improvement in performance of a rolling schedule gradually becomes
insignificant as the planning horizon is lengthened and that using terminal conditions can
dramatically improve performance. While several researchers support the notion that extending
the forecast horizon beyond a certain limit is not valuable in view of forecast errors, Russell and
Urban (1993) have contrasting opinions and argue that the value of increasing forecast length is
worthwhile even for large forecast errors. Chand et al. (2002) provide a classified bibliography of
research on rolling horizon schedules and point out that one of the major focus of researchers is to
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quantify the length of the initial planning horizon after which the positive effects of looking into
the future start diminishing.
In literature, rolling schedules find applications in a variety of fields such as production, operations
management, finance, economics and marketing. Rohleder and Klassen (2002) use rolling
horizons to deal with fluctuating demand loads while scheduling appointments for health care
consumers. Bostel et al. (2008) implement a rolling horizon schedule for a technician routing
problem to determine daily technician schedules and routes. In operations management, most
research on rolling horizon models concentrates on inventory, lot sizing, routing, etc. Although we
are not aware of any research that is directly applicable to worker-task assignments, the structure
of the problem remains the same in other areas of operations management such as inventory, lot
sizing, routing, etc. which have an abundance of literature associated with rolling horizon
schedules. Vargas and Metters (2011) model a rolling horizon heuristic for production scheduling
under stochastic demands and measure its effectiveness based on inventory holding, production
setup, and backorder costs. While a heuristic is not expected to be the optimal solution, they still
see an average 16% cost savings over traditional methods in their test scenarios. Sahin et al. (2013)
implements rolling horizons in a supply chain to study the effect of lot-sizing rules and policies on
schedule costs and stability. Stolletz and Zamorano (2014) models a heuristic to schedule agents
with different qualifications to check-in contracts at airports over a rolling horizon while
minimizing total assignment costs.

2.3 Literature Gap
Intuitively, the performance of a scheduling model incorporating learning and forgetting should
get better with an increase in the length of planning horizon since the productivities of the workers
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involved increase/decrease exponentially. However, longer planning horizons increase problem
complexity and solution difficulty. Rolling horizon schedules, with a much shorter planning
horizon, are known to produce solutions close to the ones obtained from an infinite planning
horizon (Chand et al., 2002). Using a rolling schedule for workforce scheduling can help overcome
computational challenges associated with longer planning horizons and allow us to solve larger
problems. There is no work to our knowledge that implements a rolling horizon schedule for
worker-task assignments while integrating individual learning and forgetting functions of workers
over multiple periods into the mathematical model.
The literature review on workforce scheduling shows that a major portion of researchers focus on
the effects and managerial implications of learning/forgetting on scheduling by using descriptive
models (Shafer et. al., 2001). While there are quite a few works that develop prescriptive models,
they either fail to model a realistic scenario (Nembhard, 2001; Nembhard and Osothsilp, 2004;
Sayin and Karabati, 2007, Bentefouet and Nembhard, 2012) or fail to solve problems of reasonable
size in a timely manner (Corominas et. al., 2010; Kim and Nembhard, 2010).
Bruecker et al. (2015), in a review paper on workforce scheduling models and their real life
implications, support the notion that there are few works that consider worker heterogeneity,
learning/ forgetting, demand variation and cross-training into the mathematical model while
managing to solve problems to optimality. While Hewitt et al. (2015) manage to solve sufficiently
large problems to optimality by developing a technique to convert the non-linear
learning/forgetting function into an equivalent linear form, the number of variables involved still
increase at scale with an increase in the planning horizon and it is not possible to solve problems
with an infinite planning horizon. Although the first-stage model presented in Sayin and Karabati
(2007) could be considered a rolling schedule, it is a myopic model that does not explicitly include
11

worker learning/forgetting functions into the mathematical model. Also, while problems become
significantly more difficult to solve as the length of the planning horizon increases, the questions
on optimal length of the planning horizon and the factors that affect it remain unanswered in
literature.
In this thesis, a rolling horizon framework with worker learning/forgetting functions integrated
into the mathematical model over multiple periods is developed to assign workers to tasks with an
objective of minimizing shortages across the planning horizon. In order to further reduce
complexity, the non-linear learning/forgetting function is converted into an equivalent linear form
by using a technique developed by Hewitt et al. (2015). We then design experiments to analyze
the effects of staffing level, variation in demand, worker learning/forgetting rates and workforce
heterogeneity on the performance improvement achieved by using a multi-period rolling schedule
instead of a myopic model. We further investigate the effect of the factors on the length of the
optimal planning horizon after which there is no significant increase in performance of the model.
Results from this thesis can aid in determining the optimal length of the planning horizon and solve
large problems in terms of the number of workers, tasks and time periods involved in a timely
manner.
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3.

PROBLEM

DESCRIPTION

AND

MATHEMATICAL

FORMULATION
Consider a system with a finite planning horizon that allows on-the-job training of a fixed number
of workers and tasks. Each task has a demand to be met in every period expressed in terms of the
total productivity expected from all workers working on the task in that particular time period. The
workforce is heterogeneous which means every worker has different productivity levels on each
task. The productivity of a worker on a task in any given period is a function of the worker’s
previous experience on the task and his/her learning and forgetting abilities. The problem involves
optimally allocating workers to tasks with an objective of minimizing shortages across the
planning horizon.
While Sayin and Karabati (2007) model a similar problem, they solve it for each individual period
assuming that the decisions made in any period do not affect future assignments. In such a system,
workers learn while working on tasks and their productivity on a task increases as a function of
their learning/forgetting rates. Since decisions made in a given period can have a significant effect
on the productivity levels of workers in future periods, solving it as a multi-period problem should
result in better solutions. While ideally the problem has to be solved for an infinite planning
horizon for optimal solutions, it is not practical due to the computational complexities involved
and the business rules by which organizations operate.
By implementing a rolling horizon schedule, we solve the problem for a finite planning horizon
(greater than one but much smaller than the foreseeable planning period) on a continuous basis by
implementing the assignments only for the subsequent period and solving the model again at the

13

end of the period. By tracking assignments already implemented, the learning and forgetting curves
of workers are updated accordingly before the model is solved again for the next planning horizon.

Foreseeable Planning Period
Rolling Horizon

Implemented Decisions
Figure 1: Rolling Horizon Schedule

3.1 Sets, Parameters and Variables
This section describes the sets, parameters and variables used in formulating the model. Other
notations will be introduced in the document as required.
Sets:
Set of Workers, I = {1, 2, ……., I}
Set of Tasks, J = {1, 2, ……., J}
Set of Time Periods, T = {1, 2, ……., T}
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Parameters:
𝐷𝑗𝑡 = 𝑑𝑒𝑚𝑎𝑛𝑑 𝑓𝑜𝑟 𝑡𝑎𝑠𝑘 𝑗 𝑖𝑛 𝑡𝑖𝑚𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 𝑡
𝐼𝑖𝑗 = 𝑖𝑛𝑖𝑡𝑖𝑎𝑙 𝑒𝑥𝑝𝑒𝑟𝑡𝑖𝑠𝑒 𝑜𝑓 𝑤𝑜𝑟𝑘𝑒𝑟 𝑖 𝑜𝑛 𝑡𝑎𝑠𝑘 𝑗
𝐾𝑖𝑗 = 𝑠𝑡𝑒𝑎𝑑𝑦 − 𝑠𝑡𝑎𝑡𝑒 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑤𝑜𝑟𝑘𝑒𝑟 𝑖 𝑜𝑛 𝑡𝑎𝑠𝑘 𝑗
𝐿𝑖𝑗 = 𝑙𝑒𝑎𝑟𝑛𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑤𝑜𝑟𝑘𝑒𝑟 𝑖 𝑜𝑛 𝑡𝑎𝑠𝑘 𝑗
𝐹𝑖𝑗 = 𝑓𝑜𝑟𝑔𝑒𝑡𝑡𝑖𝑛𝑔 𝑟𝑎𝑡𝑒 𝑜𝑓 𝑤𝑜𝑟𝑘𝑒𝑟 𝑖 𝑜𝑛 𝑡𝑎𝑠𝑘 𝑗
𝑃𝑖𝑗𝑡𝑘 = 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑜𝑓 𝑤𝑜𝑟𝑘𝑒𝑟 𝑖 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 𝑡𝑎𝑠𝑘 𝑗 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑘 𝑡ℎ 𝑡𝑖𝑚𝑒 𝑖𝑛 𝑡𝑖𝑚𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 𝑡, 𝑘
≤𝑡
𝑛 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑒𝑟𝑖𝑜𝑑𝑠 𝑓𝑜𝑟 𝑤ℎ𝑖𝑐ℎ 𝑎𝑠𝑠𝑖𝑔𝑛𝑚𝑒𝑛𝑡𝑠 ℎ𝑎𝑣𝑒 𝑎𝑙𝑟𝑒𝑎𝑑𝑦 𝑏𝑒𝑒𝑛 𝑖𝑚𝑝𝑙𝑒𝑚𝑒𝑛𝑡𝑒𝑑
𝑡′𝑖𝑗 = 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑡𝑖𝑚𝑒𝑠 𝑤𝑜𝑟𝑘𝑒𝑟 𝑖 𝑤𝑎𝑠 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 𝑡𝑎𝑠𝑘 𝑗 𝑖𝑛 𝑝𝑟𝑒𝑣𝑖𝑜𝑢𝑠 𝑖𝑚𝑝𝑙𝑒𝑚𝑒𝑛𝑡𝑎𝑡𝑖𝑜𝑛𝑠
Variables:
1, 𝑖𝑓 𝑤𝑜𝑟𝑘𝑒𝑟 𝑖 𝑖𝑠 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 𝑡𝑎𝑠𝑘 𝑗 𝑖𝑛 𝑡𝑖𝑚𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 𝑡
𝑋𝑖𝑗𝑡 = {
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑍𝑖𝑗𝑡𝑘 = {

1, 𝑖𝑓 𝑤𝑜𝑟𝑘𝑒𝑟 𝑖 𝑖𝑠 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 𝑡𝑎𝑠𝑘 𝑗 𝑖𝑛 𝑡𝑖𝑚𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 𝑡 𝑓𝑜𝑟 𝑡ℎ𝑒 𝑘 𝑡ℎ 𝑡𝑖𝑚𝑒
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

𝑂𝑖𝑗𝑡 𝑂𝑢𝑡𝑝𝑢𝑡 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑜𝑓 𝑤𝑜𝑟𝑘𝑒𝑟 𝑖 𝑎𝑠𝑠𝑖𝑔𝑛𝑒𝑑 𝑡𝑜 𝑡𝑎𝑠𝑘 𝑗 𝑖𝑛 𝑡𝑖𝑚𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 𝑡
S𝑗𝑡 𝑆ℎ𝑜𝑟𝑡𝑎𝑔𝑒 (𝑢𝑛𝑚𝑒𝑡 𝑑𝑒𝑚𝑎𝑛𝑑) 𝑓𝑜𝑟 𝑡𝑎𝑠𝑘 𝑗 𝑖𝑛 𝑡𝑖𝑚𝑒 𝑝𝑒𝑟𝑖𝑜𝑑 𝑡
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Learning/Forgetting Function:
The exponential learning and forgetting model proposed by Thomas and Nembhard (2004) is used
to model the productivity of individual workers.
The productivity of worker on a task at any given point of time is given by:

𝑃𝑖𝑗𝑡 = 𝐼𝑖𝑗 + 𝐾𝑖𝑗 [ 1 − 𝑒

(−

1 𝑡
∑
𝑋 )
𝐿𝑖𝑗 𝑘=1 𝑖𝑗𝑘

1

] ∗ 𝑒 𝐹𝑖𝑗

(∑𝑡𝑘=1 𝑋𝑖𝑗𝑘 −𝑡)

3.2 Objective Function
Our objective is to minimize shortages in demand across all tasks (demand mismatch) similar to
Sayin and Karabati (2007). Other popular objective functions considered in literature include
minimizing costs, minimizing staffing level and maximizing overall productivity. Costs are usually
associated with hiring, firing, cross-training and shortages, however, our formulation implicitly
accounts for the costs in terms of the productivity lost due to learning and re-learning (forgetting)
and our objective function explicitly penalizes shortages across tasks. Similarly, minimizing
staffing levels assumes the availability of an unlimited number of workers to satisfy the demand
and would not be a suitable objective since we also study the effect of workforces with varying
levels of heterogeneity on the length of planning horizon. While maximizing productivity results
in the highest output from the workforce, it does not necessarily satisfy demand for all tasks or
minimize shortages, if any. Our objective of minimizing shortages across tasks is simple and
generic enough to be applicable to multiple scenarios such as manufacturing and service settings.
The objective function is modeled as the squared sum of shortages on tasks across the planning
horizon. While a linear function could be used, it can lead to an imbalance in unmet demand where
some tasks might have most of their demand unmet. The quadratic function penalizes higher

16

shortages on a single task under the assumption that organizations prefer to have balanced unmet
demand across tasks rather than having demand for some tasks met while leaving the demand for
other tasks largely unmet. An alternative approach would be to use a weighted penalty approach
based on business needs to prioritize the demand requirements for each task.

3.3 Mathematical Model
Our proposed framework is an adaptation of the first stage mathematical model presented in Sayin
and Karabati (2007). While they develop a myopic framework without explicitly including the
learning/forgetting function into their mathematical model, our proposed framework enhances
their formulation by explicitly including the learning/forgetting functions of individual workers
over multiple periods into the mathematical model.
𝑀𝑖𝑛𝑖𝑚𝑖𝑧𝑒 ∑𝑗 ∈𝐽 ∑𝑡 ∈T 𝑆𝑗𝑡2

(1)

Constraints:
∑𝑗 ∈J 𝑋𝑖𝑗𝑡 ≤ 1 ∀ 𝑖 ∈ I , 𝑡 ∈ T

𝑃𝑖𝑗𝑡 = 𝐼𝑖𝑗 + 𝐾𝑖𝑗 [ 1 − 𝑒

(−

1
∑𝑡 𝑋 )
𝐿𝑖𝑗 𝑘=1 𝑖𝑗𝑘

(2)

]∗ 𝑒

1
(∑𝑡 𝑋 −𝑡)
𝐹𝑖𝑗 𝑘=1 𝑖𝑗𝑘

(3)

𝑂𝑖𝑗𝑡 = 𝑃𝑖𝑗𝑡 ∗ 𝑋𝑖𝑗𝑡 ∀ 𝑖 ∈ I, 𝑗 ∈ J, 𝑡 ∈ T

(4)

∑𝑖 ∈I 𝑂𝑖𝑗𝑡 + 𝑆𝑗𝑡 ≥ 𝐷𝑗𝑡 ∀ 𝑗 ∈ J, 𝑡 ∈ T

(5)

0
𝑋𝑖𝑗𝑡 = { ∀ 𝑖 ∈ I, 𝑗 ∈ J, 𝑡 ∈ T
1

(6)
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0
𝑍𝑖𝑗𝑡𝑘 = { ∀ 𝑖 ∈ I, 𝑗 ∈ J, 𝑡 ∈ T, 𝑘 ∈ 𝑡
1

(7)

𝑂𝑖𝑗𝑡 ≥ 0 ∀ 𝑖 ∈ I, 𝑗 ∈ J, 𝑡 ∈ T

(8)

𝑆𝑗𝑡 ≥ 0 ∀ 𝑗 ∈ J, 𝑡 ∈ T

(9)

Constraint (2) ensures that a worker can be assigned to no more than one task in any given time
period. The productivity of a worker on a task in any given time period is determined by constraint
(3). Constraint (4) gives the output productivity of a worker assigned to a task in a time period.
Constraint (5) makes sure that the demand for any given task in a time period is satisfied, if not,
there is a shortage. Constraints (6) and (7) ensure that the respective variables are binary.
Constraints (8) and (9) ensure that the productivity of a worker and shortages for a task are nonnegative.

3.4 Reformulating the Learning/Forgetting Function
To further reduce problem complexity, the non-linear learning/forgetting function is reformulated
as linear function as in Hewitt et al. (2015). For the Learning/Forgetting function described above,
Hewitt et al. (2015) observe that the productivity of a worker working on a task depends on the
number of times the task was assigned to the worker previously, irrespective of the order in which
s/he was assigned/un-assigned to the task. This observation is illustrated with the help of an
example involving two identical workers with the same learning and forgetting parameters
working on the same task.
As shown in Figure 2, Workers 1 and 2 are assigned to the task in time period 1. Their
productivity on the task keeps increasing as they work on the task from periods 1 through 6.
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Worker 1 is un-assigned after working on the task until period 15 while Worker 2 is un-assigned
in period 7 but is re-assigned to the task again for periods 9 through 17. In period 17, we notice
that both workers are at the same position on their Learning/Forgetting curve given the fact that
they have been assigned to the task 15 times each in a total of 17 periods.

Worker 1

1.6

Worker 2

1.4

PRODUCTIVITY

1.2

Worker 1
Un-assigned

1
0.8
0.6

Worker 2
Un-assigned

Worker 2
Un-assigned

0.4

Worker 2
Re-assigned

0.2
0
1

2

3

4

5

6

7

8

9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29 30
TIME

Figure 2: An example of Learning/Forgetting curves of two workers

This observation by Hewitt et al. (2015) allows us to reformulate the nonlinear Learning/Forgetting
function in Constraint (3) as follows:

𝑃𝑖𝑗𝑡𝑘 = 𝐼𝑖𝑗 + 𝐾𝑖𝑗 [ 1 − 𝑒

(−

1
(𝑘+𝑡′𝑖𝑗 ))
𝐿𝑖𝑗

1
((𝑘+𝑡′𝑖𝑗 )−(𝑡+𝑛)))
𝐹𝑖𝑗

(

]∗ 𝑒

∀ 𝑖 ∈ I, 𝑗 ∈ J, 𝑡 ∈ T, 𝑘 ∈ 𝑡
(10)

∑𝑡𝑘=1 𝑘 ∗ 𝑍𝑖𝑗𝑡𝑘 ≤ ∑𝑡𝑐=1 𝑋𝑖𝑗𝑐 ∀ 𝑖 ∈ I , 𝑗 ∈ J, 𝑡 ∈ T
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(11)

∑𝑡𝑘=1 𝑍𝑖𝑗𝑡𝑘 = 𝑋𝑖𝑗𝑡 ∀ 𝑖 ∈ I , 𝑗 ∈ J, 𝑡 ∈ T

(12)

∑𝑇𝑡=𝑘 𝑍𝑖𝑗𝑡𝑘 ≤ 1 ∀ 𝑖 ∈ I, 𝑗 ∈ J, 𝑡 ∈ T

(13)

Constraint (10) is an enumeration of possible productivity values for all workers on all tasks in all
time periods across the planning horizon based on the number of times they have been assigned to
the task previously. Constraints (11 - 13) ensure that workers follow their respective learning and
forgetting curves.
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4. ROLLING HORIZON SCHEDULE: NUMERICAL EXAMPLE
With the help of a numerical example, we illustrate the implementation of our proposed multiperiod rolling horizon framework. Based on initial experiments, a system with 10 tasks, 30 workers
and 100 periods is considered for this example. Ideally, the optimal solution would be achieved by
solving an optimization problem with a planning horizon of 100 periods, however the problem is
impossible to solve due to the large number of variables involved as a result of integrating
learning/forgetting rates of workers over multiple periods into the mathematical model.
While the number of variables involved increase with the length of the planning horizon, the
performance improvement achieved by increasing the planning horizon need not necessarily
increase at the same scale as solution difficulty. To determine if the improvement in performance
is offset by the increase in solution difficulty at some point, we implement a rolling horizon with
a planning horizon of 1 through 15 periods for the proposed example. Demand and worker
parameters are randomly generated from a normal distribution.

4.1 Computer & Solver
All experimental instances were solved using Gurobi 5.1.0 on a research computing cluster with
AMD Interlagos 2.6 bulldozer processors. For each instance, 4 processors and 8GB of memory
were allocated. Solving the problem with a rolling horizon of 1 through 15 periods over a total
planning horizon of 100 period’s results in 1500 sub-problems. Due to the large number of runs
involved, each run was given a CPU time of 1200s.
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4.2 Rolling Horizon Algorithm
The rolling schedule for a planning horizon of 𝑛 periods is implemented as shows in Figure 3.

Figure 3: Rolling Horizon Algorithm

1. Decide planning horizon, 𝑛
2. If implementing the model for the first time, generate Learning/Forgetting curves of
workers for periods 1 𝑡𝑜 𝑛. Otherwise, update existing Learning/Forgetting curves of
workers for periods 𝑡 𝑡𝑜 𝑡 + 𝑛, where 𝑡 is the current period.
3. Solve model for periods 𝑡 𝑡𝑜 𝑡 + 𝑛
4. Implement assignments for period 𝑡
5. Update 𝑡 for next period, 𝑡 = 𝑡 + 1
6. Repeat steps 2 – 5 till end of total planning period
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4.3 Solution
Table 1 shows the objective value while gradually increasing the length of the planning horizon
from 1 to 15 periods. Since our objective is to minimize the squared sum of shortages, lower
values of the objective function translate into better solution quality and model performance.
Table 1: Results from Numerical Example

Planning Horizon

Objective Value

1

1052.395

2

981.670

6.72%

3

1004.979

4.51%

4

984.115

6.49%

5

944.924

10.21%

6

827.315

21.39%

7

832.388

20.91%

8

826.238

21.49%

9

824.733

21.63%

10

824.965

21.61%

11

824.965

21.61%

12

824.733

21.63%

13

824.733

21.63%

14

824.733

21.63%

15

824.733

21.63%
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% Improvement
over planning
horizon = 1
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Sum of Shortages (Objective)
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Figure 4: Results from Numerical Example

We observe a significant improvement in performance while increasing the planning horizon from
1 through 15 periods. While we do not consider planning horizons greater than 15 periods due to
the added computational complexity, there is a possibility that the performance of the model might
improve for planning horizons greater than 15. Although it seems unlikely that the performance
might improve significantly, this is a trade-off that has to be made in favor for solving large
problems in a timely manner. The minimum planning horizon required to realize the best
performance of the model is 9 periods. With an objective value of 824.73, the multi-period model
with a planning horizon of 9 periods is a 21.63% improvement over the myopic model (planning
horizon = 1) with an objective value of 1052.39.
While the performance of the model, on average, improves with an increase in the planning
horizon, we do notice a couple of instances where the performance of the model decreases in the
short term (planning horizon = 3, 7 periods). This temporary decrease in performance could be
possible due to extreme changes in demand pattern on multiple tasks in consecutive periods
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coupled with the nature of our objective function which is sensitive to higher shortage on
individual tasks. However, we do not see this pattern repeating itself in the longer term.
We also observe that the improvement in performance is not significant past a planning horizon of
6 periods. Even after increasing the planning horizon from 6 periods to 9 periods, we only see a
0.31% improvement in the objective value compared to a 21.39% increase from 1 period to 6
periods. Moreover, there is no improvement in performance of the model when increasing the
planning horizon from 9 periods to 15 periods. For the case considered in this example, most
benefits of improvement in performance are realized with a rolling planning horizon of 6 periods,
given that the increase in performance starts becoming less noticeable from there on.
This further leads to questions on how to determine the length of rolling planning horizon and
what factors affect it. Section 5 presents a detailed experimental setup to evaluate the effect of
various factors on the length of the planning horizon followed by the discussion of results in
Section 6.
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5. EXPERIMENTATION
In the numerical example presented in Section 4, we observe that our multi-period rolling horizon
framework results in a 21.63% performance improvement over a comparable single period model
and the performance of the model gets better as we increase the length of the planning horizon.
However, the increase in performance becomes insignificant after a certain point. The goal of our
experiments is to analyze the performance improvement achieved by using our multi-period model
in different scenarios and to evaluate the length of the planning horizon after which the increase
in performance starts becoming insignificant. For example, it would be interesting see if there is a
similar improvement in performance when demand is constant or the variation in demand is low
since we intuitively expect lower levels of cross-training in such a scenario which translates into
lesser learning/forgetting effects. It would also be interesting to see how the length of the planning
horizon is affected in scenarios with slower learning workers in comparison to scenarios with faster
learning workers. The response variables and factors considered for the experimentation are
described in subsequent sub-sections.

5.1 Response Variables
For each experimental scenario, we use two response variables, Performance Improvement and
Optimal Planning Horizon, which are defined as follows:
i)

Performance Improvement: The increase in performance by using a multi-period
model (up to a planning horizon of 12 periods) compared to a myopic model (planning
horizon of 1 period).

ii)

Optimal Planning Horizon: When gradually increasing the planning horizon from 1
to 12 periods, the point after which, if any, we see a performance improvement of less
than 1% even as we increase the length of the planning horizon by 3 periods.
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Figure 5 illustrates the response variables based on results from section 4:

Performance Improvement Over
Planning Horizon = 1

25%
21.39%

21.63%

20.91%

20%

21.49%

21.63%

21.61%
21.63%

21.61%

21.63%

21.63%

Optimal Planning
Horizon = 6 periods

15%

Performance Improvement = (1052.40-827.31)/1052.40
= 21.39%

10.21%

10%
6.72%

6.49%
4.51%
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12

13

14

15

Planning Horizon

Figure 5: Illustrating optimal planning horizon & performance improvement

5.2 Experimental Factors
While there are quite a few factors that can affect the performance of the model, the following
factors could have a significant impact on the performance of the model due to the reasons
outlined.
1) Staffing level

Staffing level is the ratio of the total demand to the maximum output capacity of the workforce.
The maximum output capacity of the workforce is the sum of productivities of all workers
when they are at the peak of their learning curves. We test this factor at two levels
i) 𝐷𝑒𝑚𝑎𝑛𝑑 = 0.8 ∗ 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦 and ii) 𝐷𝑒𝑚𝑎𝑛𝑑 = 1.2 ∗ 𝐶𝑎𝑝𝑎𝑐𝑖𝑡𝑦. At 0.8, it is expected that
there will be shortages in the initial few periods until all workers reach 80% of their learning
curve. We also expect the optimal planning horizon to be shorter in this case since it would be
relatively easier to satisfy the demand. At 1.2, there would always be shortages across tasks
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because the demand is much higher than the maximum capacity of the workforce. We also
expect the optimal planning horizon to be longer in this case since it would be relatively
difficult to satisfy the demand.
For each experimental run, mean demand for tasks is calculated based on the staffing level
such that
∑ 𝐷𝑠𝑡 = 𝑆𝑡𝑎𝑓𝑓𝑖𝑛𝑔 𝐿𝑒𝑣𝑒𝑙 ∗ 𝑀𝑎𝑥. 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑜𝑓 𝑤𝑜𝑟𝑘𝑓𝑜𝑟𝑐𝑒 ∀ 𝑡 ∈ Ŧ
𝑠∈Ŝ

Since demand is a function of maximum productivity of the workforce, we do not vary initial
expertise and steady state productivity rate, keeping them constant.
2) Variation in Demand

Variation in demand is defined by the standard deviation of demand for a task across the
planning period considered. This factor is tested at 5% and 20% of the average demand. Lower
variation in demand leads to a flatter demand pattern across the planning horizon and is
expected to result in fewer changes in worker-task assignments. Hence, a shorter planning
horizon should be sufficient for scenarios with low variation in demand whereas for scenarios
with high variation in demand, it is expected that there would be more changes in worker-task
assignments requiring the model to look further ahead into the horizon for optimal
assignments.
3) Learning Rate

Learning Rate is the average learning rate of the workforce across all tasks. This factor is tested
at 3 and 12. Lower values represent faster learning rates while higher values represent slower
learning rates. Intuitively, a faster learning workforce is more responsive and might require a
shorter planning horizon than a slower learning workforce.
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4) Forgetting Rate

Forgetting Rate is the average forgetting rate of the workforce across all tasks. This factor is
tested at 12 and 20. Lower value represents faster forgetting rates while higher value represent
slower forgetting rates. It would be interesting to see if forgetting rate of the workforce has any
effect on the length of the planning horizon.
5) Heterogeneity

Heterogeneity is a measure of difference in abilities of workers within a workforce. This factor
is tested at 5% and 25%. Higher heterogeneity means that there is a higher difference in
abilities of individual workers while lower heterogeneity means that individual workers have
lesser difference in abilities. A workforce with higher heterogeneity is expected to outperform
a workforce with lower heterogeneity but it would be interesting to see if the level of
heterogeneity affects the length of the planning horizon.
Table 2 summarizes the factors considered and their treatment levels:
Table 2: Experimental Factors

Factor

Treatment Level
0.8

Staffing level

1.2
5%

Variation in Demand

20%
3

Learning Rate

12
6

Forgetting Rate

20
5%

Heterogeneity

25%
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A 2^5 factorial experiment is designed leading to 32 different experimental instances. Each
instance of the problem is solved by implementing a rolling schedule for 100 periods with a
planning horizon of 1 to 12 periods. This leads to a total of 32 * 100 *12 runs for one replicate
which translates into 192,000 runs for five replicates.
Some limitations of our experimentation are that we consider a fixed setup with 3 workers and 5
tasks for all scenarios under the assumption that the ratio of number of workers to tasks do not
affect our response variables. Also, we do not consider planning horizons beyond 12 periods due
the computation time it takes the model to get to a solution which, although is not significant for
each run, is difficult to deal with over the large number of experimental runs.

5.3 Generating Data
Data for the experimental runs was generated from normal distributions with a specified mean and
standard deviation. To pick random values from a normal distribution, the 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙
function from 𝑛𝑢𝑚𝑝𝑦 library in python was used. The 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙 function takes the
following parameters as input:
𝑛𝑢𝑚𝑝𝑦. 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙(𝑙𝑜𝑐 = 0.0, 𝑠𝑐𝑎𝑙𝑒 = 1.0, 𝑠𝑖𝑧𝑒 = 𝑁𝑜𝑛𝑒)
𝒍𝒐𝒄: 𝑀𝑒𝑎𝑛 (𝑐𝑒𝑛𝑡𝑟𝑒) 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛
𝒔𝒄𝒂𝒍𝒆: 𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑 𝑑𝑒𝑣𝑖𝑎𝑡𝑖𝑜𝑛 (𝑠𝑝𝑟𝑒𝑎𝑑) 𝑜𝑓 𝑡ℎ𝑒 𝑑𝑖𝑠𝑡𝑟𝑖𝑏𝑢𝑡𝑖𝑜𝑛
𝒔𝒊𝒛𝒆: 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑠𝑎𝑚𝑝𝑙𝑒𝑠 𝑡𝑜 𝑏𝑒 𝑑𝑟𝑎𝑤𝑛
To ensure that the mean and standard deviation of the sample are close to the actual mean and
standard deviation of the experimental factors, we reject samples which deviate more than 2.5%
from the experimental factors. Examples of using this function to generate data are illustrated in
the following sections.
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5.3.1 Worker Parameters
For each worker, the following four parameters are generated from a normal distribution with a
mean equal to the treatment level of the parameter and standard deviation equal to the
heterogeneity (H) of the workforce.
1) Initial Expertise(IE): Generated from the normal distribution (IE, H)
2) Steady State Productivity Rate(SS): Generated from the normal distribution (SS, H)
3) Learning Rate(LR): Generated from the normal distribution (LR, H)
4) Forgetting Rate(FR): Generated from the normal distribution (FR, H)

Ex: For a scenario with 2 workers and 3 tasks, generate individual worker parameters for the
factor levels shown in Table 3.
Table 3: Example Scenario for Worker Parameters

Mean

St Dev.

Initial Expertise

0.4

0.1

Steady State Productivity Rate

0.8

0.2

Learning Rate

3

0.75

Forgetting Rate

20

5

Heterogeneity

25%

Data for individual workers is generated by the following python code:
𝐼𝐸 = 𝑛𝑢𝑚𝑝𝑦. 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙(𝑙𝑜𝑐 = 0.4, 𝑠𝑐𝑎𝑙𝑒 = 0.1, 𝑠𝑖𝑧𝑒 = 𝟔)
𝒘𝒉𝒊𝒍𝒆 𝑎𝑏𝑠(0.4 − 𝑛𝑢𝑚𝑝𝑦. 𝑚𝑒𝑎𝑛(𝐼𝐸)) > 0.025 ∗ 0.4 𝒐𝒓 𝑎𝑏𝑠(0.1 − 𝑛𝑢𝑚𝑝𝑦. 𝑠𝑡𝑑(𝐼𝐸, 𝑑𝑑𝑜𝑓 = 1))
> 0.025 ∗ 0.1:
𝐼𝐸 = 𝑛𝑢𝑚𝑝𝑦. 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙(𝑙𝑜𝑐 = 0.4, 𝑠𝑐𝑎𝑙𝑒 = 0.1, 𝑠𝑖𝑧𝑒 = 𝟔)
𝑆𝑆 = 𝑛𝑢𝑚𝑝𝑦. 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙(𝑙𝑜𝑐 = 0.8, 𝑠𝑐𝑎𝑙𝑒 = 0.2, 𝑠𝑖𝑧𝑒 = 𝟔)
𝒘𝒉𝒊𝒍𝒆 𝑎𝑏𝑠(0.8 − 𝑛𝑢𝑚𝑝𝑦. 𝑚𝑒𝑎𝑛(𝑆𝑆)) > 0.025 ∗ 0.8 𝒐𝒓 𝑎𝑏𝑠(0.2 − 𝑛𝑢𝑚𝑝𝑦. 𝑠𝑡𝑑(𝑆𝑆, 𝑑𝑑𝑜𝑓 = 1))
> 0.025 ∗ 0.2:
𝑆𝑆 = 𝑛𝑢𝑚𝑝𝑦. 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙(𝑙𝑜𝑐 = 0.8, 𝑠𝑐𝑎𝑙𝑒 = 0.2, 𝑠𝑖𝑧𝑒 = 𝟔)
𝐿𝑅 = 𝑛𝑢𝑚𝑝𝑦. 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙(𝑙𝑜𝑐 = 3, 𝑠𝑐𝑎𝑙𝑒 = 0.75, 𝑠𝑖𝑧𝑒 = 𝟔)
𝒘𝒉𝒊𝒍𝒆 𝑎𝑏𝑠(3 − 𝑛𝑢𝑚𝑝𝑦. 𝑚𝑒𝑎𝑛(𝐿𝑅)) > 0.025 ∗ 3 𝒐𝒓 𝑎𝑏𝑠(0.75 − 𝑛𝑢𝑚𝑝𝑦. 𝑠𝑡𝑑(𝐿𝑅, 𝑑𝑑𝑜𝑓 = 1))
> 0.025 ∗ 0.75:
𝐿𝑅 = 𝑛𝑢𝑚𝑝𝑦. 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙(𝑙𝑜𝑐 = 3, 𝑠𝑐𝑎𝑙𝑒 = 0.75, 𝑠𝑖𝑧𝑒 = 𝟔)
𝐹𝑅 = 𝑛𝑢𝑚𝑝𝑦. 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙(𝑙𝑜𝑐 = 20, 𝑠𝑐𝑎𝑙𝑒 = 5, 𝑠𝑖𝑧𝑒 = 𝟔)
𝒘𝒉𝒊𝒍𝒆 𝑎𝑏𝑠(20 − 𝑛𝑢𝑚𝑝𝑦. 𝑚𝑒𝑎𝑛(𝐹𝑅)) > 0.025 ∗ 20 𝒐𝒓 𝑎𝑏𝑠(5 − 𝑛𝑢𝑚𝑝𝑦. 𝑠𝑡𝑑(𝐹𝑅, 𝑑𝑑𝑜𝑓 = 1)) > 0.025 ∗ 5:
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𝐹𝑅 = 𝑛𝑢𝑚𝑝𝑦. 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙(𝑙𝑜𝑐 = 20, 𝑠𝑐𝑎𝑙𝑒 = 5, 𝑠𝑖𝑧𝑒 = 𝟔)

Table 4 shows the worker parameters generated from the code above. The mean and standard
deviation of all the parameters are well within 2.5% of the actual mean and standard deviation.
Table 4: Worker Parameters Generated From Python

Task

Worker
1

Initial
Expertise
0.30

Steady State
Productivity Rate
0.73

Learning
Rate
3.60

Forgetting
Rate
25.20

1
2

1

0.35

1.04

4.00

13.42

3

1

0.30

0.69

2.30

14.77

1

2

0.42

0.50

2.35

25.04

2

2

0.40

0.96

3.04

19.54

3

2

0.57

0.85

2.19

21.63

Mean

0.39

0.79

2.91

19.93

St Dev

0.10

0.20

0.76

5.02

5.3.2 Demand
Demand for individual tasks is generated from a normal distribution such that,
Mean

∑𝑠∈𝑆 𝐷𝑠𝑡 = 𝑇𝑖𝑔ℎ𝑡𝑛𝑒𝑠𝑠 𝑜𝑓 ℎ𝑢𝑚𝑎𝑛 𝑟𝑒𝑠𝑜𝑢𝑟𝑐𝑒𝑠 ∗

=

𝑀𝑎𝑥. 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦 𝑜𝑓 𝑤𝑜𝑟𝑘𝑓𝑜𝑟𝑐𝑒 ∀ 𝑡 ∈ 𝑇
Standard Deviation = 𝑀𝑒𝑎𝑛 ∗ 𝑉𝑎𝑟𝑖𝑎𝑡𝑖𝑜𝑛 𝑖𝑛 𝐷𝑒𝑚𝑎𝑛𝑑
Ex: Generate demand for one task for 10 periods such that mean demand = 10 and variation=
20%
The python code to generate demand is as follows:
𝐷𝑒𝑚𝑎𝑛𝑑 = 𝑛𝑢𝑚𝑝𝑦. 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙(𝑙𝑜𝑐 = 10, 𝑠𝑐𝑎𝑙𝑒 = 2, 𝑠𝑖𝑧𝑒 = 10)
𝒘𝒉𝒊𝒍𝒆 𝑎𝑏𝑠(10 − 𝑛𝑢𝑚𝑝𝑦. 𝑚𝑒𝑎𝑛(𝐷𝑒𝑚𝑎𝑛𝑑)) > 0.025 ∗ 10 𝒐𝒓 𝑎𝑏𝑠(2 − 𝑛𝑢𝑚𝑝𝑦. 𝑠𝑡𝑑(𝐷𝑒𝑚𝑎𝑛𝑑, 𝑑𝑑𝑜𝑓 = 1))
> 0.025 ∗ 2:
𝐷𝑒𝑚𝑎𝑛𝑑 = 𝑛𝑢𝑚𝑝𝑦. 𝑟𝑎𝑛𝑑𝑜𝑚. 𝑛𝑜𝑟𝑚𝑎𝑙(𝑙𝑜𝑐 = 10, 𝑠𝑐𝑎𝑙𝑒 = 2, 𝑠𝑖𝑧𝑒 = 10)
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Table 5: Demand Generated From Python

Period

1

2

3

4

5

6

7

8

9

10

Demand 8.66 11.88 7.48 11.20 11.95 10.68 7.21 11.69 7.95 12.18
Mean

10.09

St Dev

2.02

Table 5 shows the demand for 10 periods generated from the code above. The mean and standard
deviation are well within 2.5% of the actual mean and standard deviation.
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6. RESULTS
After implementing a rolling horizon schedule over 100 periods for each of the 32 experimental
instances with a planning horizon of 1 through 12 periods, the two response variables, optimal
planning horizon and performance improvement are calculated. Table 6 shows the average change
in the response variables for each factor considered in the experimental setup.
Table 6: Average of Responses for Factors

Treatment
Level

Average Optimal
Planning Horizon

0.8

5.6

Average %
Improvement in
Performance
12.17%

1.2

7.6

14.19%

Variation in

5%

3.7

7.25%

Demand

20%

9.5

19.11%

3

7.2

14.43%

12

6.0

11.93%

6

7.0

16.68%

20

6.2

9.68%

5%

6.6

9.40%

25%

6.6

16.96%

Factor

Staffing level

Learning Rate

Forgetting Rate

Heterogeneity

Variation in demand seems to have a huge impact on both optimal planning horizon and
performance improvement. We see an average performance improvement of 19.11% for the multiperiod model over a myopic model for scenarios with higher variation in demand compared to
7.25% for scenarios with lower variation in demand. Similarly, the average optimal planning
horizon increases from 3.7 periods to 9.5 periods with an increase of variation in demand from
low (5%) to high (20%). While heterogeneity and forgetting rate of the workforce do not seem to
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have a noticeable effect on the optimal planning horizon, we notice an increase in performance
improvement from 9.4% to 16.96% as the heterogeneity of the workforce increases and from
9.68% to 16.68% as the forgetting rate decreases. Demand and learning rate seem to produce
relatively small changes in both optimal planning horizon and performance improvement. A
thorough statistical analysis is presented in section 5.1 to validate the significant factors.

6.1 Statistical Analysis of Responses
To statistically validate the significance of effects we see in table 6 and to check for interaction
effects, we use the analysis of variance (ANOVA) test. Table 7 shows the results from the ANOVA
general linear model.
Table 7: Results from ANOVA General Linear Model

Optimal Planning
Horizon

Performance
Improvement

Source

F-Value

P-Value

F-Value

P-Value

Staffing level *

21.33*

0*

1.11

0.293

Variation in Demand*

178.05*

0*

38.18*

0*

Learning Rate

8.13

0.005

1.69

0.196

Forgetting Rate*

3.12

0.079

13.3*

0*

Heterogeneity*

0

1

15.48*

0*

0.94

0.334

0.16

0.693

0

0.955

3.51

0.063

Staffing level *Forgetting Rate

0.21

0.649

2.59

0.11

Staffing level *Heterogeneity

0.16

0.69

1.17

0.281

Variation in Demand*Learning Rate

0.47

0.495

0.66

0.416

Variation in Demand*Forgetting Rate

0

0.955

1.1

0.295

Variation in Demand*Heterogeneity

1.05

0.306

1.69

0.196

Learning Rate*Forgetting Rate

0.08

0.776

0

0.979

Learning Rate*Heterogeneity

3.76

0.054

0

0.999

Forgetting Rate*Heterogeneity

0.16

0.69

0.48

0.492

Staffing level *Variation in Demand
Staffing level *Learning Rate
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As expected, variation in demand is the most significant factor with the largest F-value for both
performance improvement and optimal planning horizon. After variation in demand, Forgetting
Rate and Heterogeneity are the other two factors that have a statistically significant effect on
performance improvement while staffing level is the only other significant factor that affects the
length of optimal planning horizon. Also, none of the two way interactions seem to have a
significant effect on either of the response variables.

6.2 Discussion
It is not surprising that variation in demand is the most significant factor for both response
variables due to the fact that a higher variation in demand across the planning horizon would
result in more changes in worker-task assignments, in which case a longer planning horizon is
desired. However, our analysis does show some interesting insights which can be used in practical
applications. For scenarios where total capacity is greater than the demand (staffing level = 0.8)
and variation in demand is low (5%), shorter planning horizons are sufficient to realize most
benefits in performance improvement.
Also, we see that learning rate does not have a significant effect on both the response variables
while we initially expected that a faster learning workforce would require a shorter planning
horizon than a slower learning workforce. One explanation could be the limitation of this
experimental setup to a maximum planning horizon of 12 periods which might not be long
enough to see a significant difference for slower learning workforces. However, we still see that
implementing a multi-period model results in a performance improvement of 11.93% over a
myopic model even for slower learning workforces (learning rate = 12). Our results also reiterate
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the importance of having a workforce with higher heterogeneity levels which is in line with
several other works (Buzzacot, 2002; Nembhard and Shafer, 2008; Kim and Nembhard, 2010).
Everything else being the same, we see a higher improvement in performance for workforces
with higher heterogeneity over workforces with lower heterogeneity.
The results from this analysis can help organizations choose the planning horizon for a rolling
schedule in different scenarios and thus solve large scale problems in terms of the number of
workers and number of tasks involved. To illustrate this, we present numerical examples based on
insights from our results. Since variation of demand is the most important factor that effects the
optimal planning horizon, we consider two scenarios, one with a low variation in demand and one
with a high variation in demand. All the other factors are generated at random levels from a normal
distribution as explained earlier in section 5.
6.2.1 Low Variation in Demand
In this example, the variation in demand is set at 5%. Based on our results from section 5, we see
that a planning horizon of four periods is sufficient when variation in demand is 5%. Table 8 shows
the solve times for problems based on the number of workers and number of tasks involved for a
planning horizon of four periods averaged over five replicates. The relative MIP gap was set at 2%
and the maximum CPU time was set at 12000s for the following experiments.
Table 8: Solve Times for Low Variation in Demand

Planning Horizon = 4 Periods
#Tasks

#Workers

Solve Time (s)

MIP Gap

5

10

2.07

0.00%

5

20

0.50

0.00%

5

30

0.12

0.00%

5

40

0.29

0.00%
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#Tasks

#Workers

Solve Time (s)

MIP Gap

10

10

319.82

2.00%

10

20

10.42

1.88%

10

30

17.02

1.96%

10

40

4.18

1.86%

15

20

5330.59

2.94%

15

30

2584.57

2.04%

15

40

599.56

1.97%

20

20

6808.39

4.44%

20

30

12000.01

4.14%

20

40

12000.01

2.55%

6.2.2 High Variation in Demand
In this example, the variation in demand is set at 20%. Based on our results from section 5, we
would need a planning horizon of 10 periods when variation in demand is 20%. Table 9 shows the
solve times for problems based on the number of workers and number of tasks involved for a
planning horizon of 10 periods averaged over five replicates. The relative MIP gap was set at 2%
and the maximum CPU time was set at 12000s for the following experiments.
Table 9: Solve Times for High Variation in Demand

Planning Horizon = 10 Periods
#Tasks

#Workers

Solve Time (s)

MIP Gap

5

10

18.54

0.00%

5

20

434.54

0.00%

5

30

38.16

0.00%

5

40

49.64

0.00%

10

10

5306.84

2.49%
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#Tasks

#Workers

Solve Time (s)

MIP Gap

10

20

5040.86

2.31%

10

30

857.25

1.88%

10

40

1205.02

1.61%

15

15

12000.02

6.76%

15

20

12000.02

7.03%

15

30

10517.25

3.31%

15

40

12005.12

2.83%

These results show the solve times based on the number of workers and number of tasks for a
specific planning horizon. For a planning horizon of four periods, we are able to solve problems
with up to 20 tasks and 40 workers whereas for a planning horizon of 10 periods, we are able to
solve problems with up to 15 tasks and 40 workers.
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7. CONCLUSION
The main contribution of this thesis is to investigate the effectiveness of rolling horizon schedules
in workforce scheduling by developing a rolling horizon framework that integrates
learning/forgetting abilities of workers over multiple periods into the mathematical model. While
it is ideal to solve problems for the longest foreseeable planning horizon possible, problem
complexity increases with length of the planning horizon making it impossible for the optimization
model to get to a solution. With experimentation, it is shown that most benefits of performance
improvement can be achieved with a rolling horizon much shorter than the foreseeable planning
period.
Further, the factors that affect the length of the planning horizon are investigated. After
implementing a rolling horizon schedule with a planning horizon of 1 through 12 periods under
different scenarios by varying staffing level, variation in demand, learning rate, forgetting rate and,
heterogeneity, we conclude variation in demand and staffing level to be the most significant factors
that affect the length of the planning horizon. For scenarios with lower variation in demand and
total capacity greater than demand, a shorter planning horizon was sufficient to realize most
benefits in performance improvement. We also show that a significant improvement in
performance can be achieved by using a multi-period model against a myopic model especially in
scenarios with high variation in demand, high workforce heterogeneity and faster forgetting rates.
The results from this thesis aid in determining the length of the planning horizon to implement a
rolling schedule. For example, in scenarios with low variation in demand, it is shown that a
planning horizon of four periods is sufficient to realize most benefits of performance improvement.
We also show solve times based on the number of workers and number of tasks for planning
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horizons of lengths four and ten periods respectively. For a planning horizon of four periods, we
are able to solve problems up to 20 tasks and 40 workers while for a planning horizon of ten
periods, we are able to solve problems up to 15 tasks and 40 workers with a reasonable optimality
gap. Since longer planning horizons limit problem sizes in terms of the number of workers and
number of tasks, the insights from these results aid, previous works in literature and organizations
in need to solve larger problems, quantify the performance improvement lost by using shorter
planning horizons in order to solve problems in a timely manner. For example, Corominas et al.
(2010) solves a problem for 20 periods with five tasks and four workers. If a rolling schedule with
a planning horizon shorter than 20 periods can produce similar results, it would allow them to
solve larger problems in terms of the number of workers and tasks.
By showing the effectiveness of implementing rolling schedules in workforce scheduling with
learning/forgetting, this thesis paves way to numerous opportunities for future research. It would
be interesting to see if the results from this work can be replicated in other systems such as serial
production with due dates as in Hewitt et al. (2015) and with other objective functions that
explicitly include costs of hiring, firing and cross-training. Future research can also include
experimentation with factors such as the ratio of number of workers to tasks, task complexities,
etc. that are not considered in this thesis. Also, research on planning horizons beyond 12 periods
can validate how far the benefits of performance improvement carry on. Analyzing the structure
of optimal assignments from the model to construct a meta-heuristic algorithm seems like another
promising area for future research given that heuristics can solve problems of much higher
magnitude.
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