Abstract. Credal sets are closed convex sets of probability mass functions. The lower probabilities specified by a credal set for each element of the power set can be used as constraints defining a second credal set. This simple procedure produces an outer approximation, with a bounded number of extreme points, for general credal sets. The approximation is optimal in the sense that no other lower probabilities can specify smaller supersets of the original credal set. Notably, in order to be computed, the approximation does not need the extreme points of the credal set, but only its lower probabilities. This makes the approximation particularly suited for credal networks, which are a generalization of Bayesian networks based on credal sets. Although most of the algorithms for credal networks updating only return lower posterior probabilities, the suggested approximation can be used to evaluate (as an outer approximation of) the posterior credal set. This makes it possible to adopt more sophisticated decision making criteria, without having to replace existing algorithms. The quality of the approximation is investigated by numerical tests.
Introduction
Consider the problem of modelling a condition of uncertainty about the state of a categorical variable. In the Bayesian framework, this problem is faced by assessing the probability of each possible outcome, thus specifying a (single) probability mass function. Yet, there are situations where the assessment of a precise probabilistic value for each outcome can be difficult. In such cases, multiple assessments (e.g., through intervals) can be considered, leading to the specification of sets of, instead of single, probability mass functions. These sets, which are required to be convex by compelling rationality criteria related to the behavioural interpretation of probability, are called credal sets (CS, [1] ) and represent a very general class of uncertainty models [2] .
A (partial) characterization of a CS can be obtained by considering its lower probabilities, i.e., the infima over all the probability mass functions in the CS, of the probabilities assigned to the elements of the power set. 1 These bounds correspond to a number of constraints satisfied by the original CS. Yet, this is only a partial characterization, as the set of probability mass functions consistent with these constraints is in general a proper superset of the original CS.
This simple procedure is intended in this paper as an outer approximation for CSs. The approximation is proved to be optimal, in the sense that no other outer approximation based on lower probabilities can specify more informative CSs. Furthermore, the number of extreme points 2 of the approximating CS is bounded by the factorial of the number of possible values of the variable.
Notably, in order to achieve this approximation, only the lower probabilities of the CS are needed, while an explicit enumeration of its extreme points is not necessary. This makes the approximation particularly suited for credal networks [3] , which are a generalization of Bayesian networks based on CSs. In fact, most of the algorithms for credal networks updating only return the lower posterior probabilities, and not the posterior CS. We show that the outer approximation of this posterior CS, as returned by the transformation we consider, can be computed by means of these standard algorithms. This makes it possible to adopt more refined criteria for making decisions on a credal network, without the need to replace existing algorithms. Although the outer approximation can eventually lead to over-cautious decisions, we show by extensive numerical simulations that this happens only in a minority of cases.
The paper is organized as follows. First, we review some background information about CSs (Section 2.1), lower probabilities (Section 2.2), and credal networks (Section 2.3). Then, in Section 3, we provide a characterization of the class of CSs associated to lower probabilities and we detail the transformation to obtain an outer approximation of a CS by means of its lower probabilities. Also some theoretical results characterizing the proposed technique are reported. The transformation is applied to credal networks in Section 4. Numerical tests to investigate the quality of the approximation are in Section 5. Conclusions and future outlooks are finally in Section 6, while the proofs of the theorems can be found in the Appendix.
Background

Credal Sets
Let X denote a generic variable, taking values in a finite set X := {x (1) , . . . , x (n) }. A probability mass function over X, which is a nonnegative real map over X normalized to one, will be denoted by P (X). A credal set (CS) over X, which is a convex set of probability mass functions over X, will be be denoted by K(X).
The extreme points of K(X) (see Footnote 2) are denoted as ext[K(X)]. Here we only consider CSs with a finite number of extreme points, i.e., such that |ext[K(X)]| < +∞.
3 Geometrically, a CS is therefore a polytope in the probability simplex, and can be equivalently specified through an explicit enumeration of its extreme points (V-representation) and a finite set of linear constraints (Hrepresentation). Unlike the V-representation, which is clearly uniquely defined, different H-representations can specify the same CS. The notation K(X) is used for the vacuous CS, i.e., the (convex) set of all the probability mass functions over X. It is easy to note that |ext[K(X)]| = |X |.
Lower Probabilities
A conjugate pair of lower/upper probability operators [1] is defined as a pair (P , P ) of nonnegative real maps over the power set 2 X , such that: (i) P (∅) = 0; (ii) the operators are respectively super-and sub-additive, i.e.,
for each A, B ∈ 2 X ; (iii) the following conjugacy relation holds for each A ∈ 2
According to (1), the operator P is completely determined by its conjugate P (and vice versa). In this paper, we only consider lower probability operators.
Credal Networks
Consider a collection of categorical variables X 1 , . . . , X v . 4 Let these variables be in one-to-one correspondence with the nodes of a directed acyclic graph, and assume that this graph depicts conditional independence relations among the variables according to the Markov condition. In the Bayesian framework, this implies the following factorization for the joint probability P (x 1 , . . . ,
where Pa(X i ) is the joint variable made of the parents of X i according to the graph. This implicitly defines a Bayesian network over X.
In order to define a credal network [3] over the same variables and the same graph, we simply leave each conditional probability mass function P (X i |pa(X i )) free to vary in a conditional CS K(X i |pa(X i )). This defines a set of joint probability mass functions, whose convexification is a joint CS K(X 1 , . . . , X v ), to be called the strong extension of the credal network. Each extreme point of the strong extension factorizes as the joint probability mass function of a Bayesian network, and its conditional probability mass functions are extreme points of the conditional CSs K(X i |pa(X i )).
A typical inference problem to be addressed in a credal network is updating, i.e., given some evidence x E about a set of variables X E , evaluate the lower probability P (x|x E ) (with respect to the strong extension) for each possible value x ∈ X of a variable of interest X. Despite its hardness [5] , various algorithms for this particular problem have been developed (see [6] for a survey and [7, 8] for recent advances).
Credal Sets Associated to Lower Probabilities
Given a lower probability operator P , let us consider the CS of its consistent probability mass functions, i.e.,
The following result (conjectured by Weichselberger and proved by Wallner in [9] ) provides a characterization of the the maximum number of extreme points of the CS in (2):
this being true for each lower probability operator P defined as in Section 2.2. Note that, in the case of belief functions, stronger results on the form of the extreme points can be proven [10] . where CH denotes the convex hull operator, while probability mass functions are denoted as vertical arrays. Standard techniques (e.g., [11] ) can be used to verify that none of these seven probability mass functions is a convex combination of the remaining six, and hence |ext[K(X)]| = 7.
Example 1 violates (3). This simply proves that not any CS can be obtained from a lower probability operator as in (2) . The class of CSs associated with lower probability operators should be therefore regarded as a special class of CSs. 5 The idea of this paper is that this class is sufficiently large to provide a reasonable approximation of general CSs (at least from the point of view of decision making based on them, see Section 5).
In fact, the lower probabilities of a CS define a lower probability operator, which can be employed indeed to define a (new) CS. The whole procedure is formalized as follows.
Transformation 1. Given a CS K(X), consider its extreme points ext[K(X)] (i.e., its unique, V-representation). Then, for each A ∈ 2
X , compute the lower probability:
Finally, consider the CSK(X) associated as in (2) with the lower probability operator in (4).
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It is straightforward to verify that (4) specifies a lower probability operator as in Section 2.2. Thus, given a generic non-empty CS K(X), Transformation 1 always returns a non-empty CSK(X). The following is an example of the application of this transformation. (2) , is:
Example 2. The application of Transformation 1 to the CS K(X) in Example 1 returns a CSK(X) whose H-representation, according to
from which (e.g., see [11] ) the following V-representation follows: (3) is now satisfied. Fig. 1 depicts the polytopes associated with K(X) andK(X) on the same probability simplex.
A characterization of this transformation is provided by the following result.
Theorem 1. Consider a CS K(X). Let P K denote the corresponding lower probability operator as in (4), andK(X) the output of Transformation 1. Then: (i) K(X) ⊆K(X); (ii) K(X) =K(X) if and only if a lower probability operator
It is worth noting that, for its application, Transformation 1 does not need the extreme points of the CS, but only its lower probabilities. This feature suggests a possible application to credal networks, which is detailed in the next section. 
Computing Posterior Credal Sets in a Credal Network
As noted in Section 2.3, a typical inference task to be discussed on a credal network is updating knowledge about a variable of interest, after the observation of some evidence x E about X E . This is generally intended as the computation of the posterior probability P (x|x E ) (with respect to the strong extension) for each x ∈ X , and this is what most of the updating algorithms for credal networks do. Yet, in the imprecise-probabilistic framework, the proper model of the posterior knowledge about X should be better identified with the posterior CS K(X|x E ). In order to estimate this CS, Transformation 1 can be used to obtain an outer approximation (thus, in a sense, an over-cautious model) ofK(X|x E ).
To this aim, the lower probabilities P (A|x E ) for each A ∈ 2 X are needed, while standard updating algorithms only return the lower probabilities of the singletons. To overcome this limitation, we introduce the notion of coarsening. 8 Given a variable X and an element of its power set A ∈ 2 X , the coarsening of X based on A, is a variable X A such that X A := {A} ∪ X \ A. In other words, the coarsening of a variable shrinks the set of possible values by clustering all the elements of A into a single value (denoted as {A}). The coarsening over A of a probability mass function P (X) is indeed defined as a probability mass function P A (X A ) such that P A ({A}) := x∈A P (x) and P A (x) := P (x) for each x ∈ X \A. Finally, the coarsening over A of a CS K(X) is a CS K A (X A ) obtained as the convex hull of the coarsening of the extreme points of K(X), i.e,
The following result holds. (X, X 1 , . . . , X v ) and a subset A ∈ 2 X , where X corresponds to a node with no children. Obtain a second credal network over the variables (X A , X 1 , . . . , X v ) with same graph and same conditional CSs, except those associated with X A , which are the coarsening of those originally associated to X, i.e., K(X A |pa(X A )) := K A (X A |pa(X)). Then:
Theorem 2. Consider a credal network over the variables
where P and P A denote inferences on the first and on the second network.
Note that, in the statement of Theorem 2, the variable of interest is assumed to correspond to a node without children. If X has a children, say Y , the only problem is how to define the conditional CS K(Y |{A}) in terms of {K(Y |x)} x∈A . The problem can be easily solved if X corresponds to a node without parents (see the extension of Theorem 2 in the Appendix), while in more general cases, further inferences on the network should be computed.
According to Theorem 2, we can therefore regard the lower probabilities for non-singletons in a credal network as lower probabilities of singletons in a "coarsened" network. Thus,K(X|x E ) can be obtained through standard updating algorithms, by simply iterating the computation in (5) for each A ∈ 2 X . This result is important in order to make decisions based on the posterior state of X after the observation of x E . In fact, as only lower posterior probabilities of the singletons are typically available, decision are based on the interval dominance criterion, i.e., we reject the states of X whose upper probability is smaller than the lower probability of some other state. The set of unrejected states is therefore:
and it is regarded as the set of optimal states according to this criterion.
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Other, more informative, decision criteria (see [14] ) cannot be adopted unless the posterior CS is available. As an example, if decisions are based on the maximality criterion, a state is rejected if, for each point (or equivalently extreme point) of the CS, there is another state with higher probability, i.e.,
This clearly requires that the (extreme) points of the posterior CS are available. Yet, by exploiting the result in Theorem 2, we can use Transformation 1 to compute the outer approximationK(X|x E ) of K(X|x E ), and make decisions on the basis of the maximality criterion (or any other criterion) with the CS K(X|x E ). As the CS we work with is an outer approximation of the true CS, this can eventually lead to over-cautious decisions, i.e., we can include in the set of optimal decisions some states which in fact are not. Nevertheless, the numerical simulations in the next section show that this tends to happen only in a minority of cases.
Numerical Tests
Different techniques can be adopted to evaluate the quality of the outer approximation associated with Transformation 1. As an example, a geometrical approach would consist in comparing the area of the polytopes associated with the two CSs. Yet, as CSs model uncertain knowledge to be used for decision-making, it seems more reasonable to compare decisions based on the two CSs.
In order to do that, we consider randomly generated CSs over variables with an increasing number of possible values and extreme points, and we compare the number of optimal states according to maximality in the original CS and in its outer approximation. As an obvious consequence of (i) in Theorem 1 and (6), we have that
. Thus, the difference between the two sets can be simply characterized by the difference between the cardinality of the corresponding sets of optimal states. This is shown in the following table. Table 1 . Numerical evaluation of the quality of the approximation associated with Transformation 1. The third column reports the average of the difference between the number of states recognized as optimal by using the outer approximation and those associated with the original CS. For each row, 10000 randomly generated CSs over a variable with |X | states and |ext[K(X)]| extreme points have been generated.
As a comment, we note that, on average, the approximation introduces a non-optimal state once every three or four CSs. These values might be regarded as a reasonable approximation, especially for variables with many states.
Conclusions
An outer approximation for CSs based on lower probabilities, together with some theoretical and numerical characterizations, has been presented. The approximation is particularly suited for applications to decision making on credal networks, and makes it possible to adopt more sophisticated decision criteria, without the need of newer inference algorithms. As a future work, we want to investigate possible analytical characterizations of the quality of the approximation, and identify an inner approximation with similar features.
Proof (Theorem 1).
As an obvious consequence of (4), for each P (X) ∈ K(X),
Thus, according to (2), we have that P (X) ∈K(X), and hence (i). Now we prove (ii). The if implication is trivial, as we simply have P ′ = P K . To prove the only if implication, note that the existence of P ′ implies that P K = P ′ , and henceK(X) = K P ′ (X) = K(X). In order to prove (iii), let us follow an ad absurdum scheme. Accordingly, let P ′ = P K be the lower probability operator such that K(X) ⊆ K P ′ (X) ⊆K(X). Thus, for each A ∈ 2 X :
where the inequality holds because of the set inclusion and the last equality is because of the definition of Transformation 1. But, as K P (X) ⊇ K(X), the inequality should be an equality, this contradicting the assumption P ′ = P K . ⊓ ⊔
Proof (Theorem 2).
Let us first assume A := {x (1) } ∪ {x (2) } and the network Bayesian. Consider the joint states (x (1) , x 1 , . . . , x v ) and (x (2) , x 1 , . . . , x v ) in the original network, and the joint state ({A}, x 1 , . . . , x v ) in the "coarsened" network. By exploiting the factorization described in Section 2.3, we have: (2) }, x 1 , . . .) = P (x (1) , x 1 , . . .) + P (x (2) , x 1 , . . .) = P A ({A}, x 1 , . . .), from which the thesis follows by simple marginalization and application of Bayes' rule. The same result holds for credal networks, because of the notion of strong extension and by simply observing that coarsening for CSs consist in the Bayesian coarsening of each extreme point.
Extension (of Theorem 2)
to the case where X correspond to a parentless node. Let Y be a children of X, and set A = {x (1) } ∪ {x (2) }. In the Bayesian case:
P (y|{x (1) }∪{x (2) }) = P (y, {x (1) } ∪ {x (2) }) P ({x (1) } ∪ {x (2) }) = P (y|x (1) )P (x (1) ) + P (y|x (2) )P (x (2) ) P (x (1) ) + P (x (2) ) .
Thus, in the credal case:
.
We similarly proceed if A has cardinality greater than two.
