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Abstract
In this review, we describe in detail two important spin-transport phenomena: the extrinsic
spin-Hall effect (coming from spin–orbit interactions between electrons and impurities) and the
spin-Coulomb drag. The interplay of these two phenomena is analyzed. In particular, we
discuss the influence of scattering between electrons with opposite spins on the spin current and
the spin accumulation produced by the spin-Hall effect. Future challenges and open questions
are briefly discussed.
(Some figures in this article are in colour only in the electronic version)
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1. Introduction
In recent years two important spin-transport phenomena [1]
have been discovered in semiconductors, in the conducting
(metallic) regime3: the spin-Hall effect (SHE) and the spin-
Coulomb drag.
3 To distinguish between the quantum spin-Hall insulator regime and the
conducting regime in the semiconductor, we call the latter one the metallic
regime.
The spin-Hall effect [2, 3] is a bulk property of the
semiconductor with a strong spin–orbit interaction in the
metallic regime. SHE is a close cousin of the anomalous
Hall effect. The anomalous Hall effect (AHE) [4–16] is the
generation of a transverse charge and spin-polarization current
in response to an electric field. It appears in ferromagnets
with strong spin–orbit interactions like GaMnAs. In contrast,
the spin-Hall effect (SHE) is the generation of a transverse
spin-polarization current alone in response to an electric field
in a paramagnetic medium with spin–orbit interactions and
in the absence of a magnetic field. By analogy with AHE
there are two mechanisms generating SHE: impurities and
band structure. While the impurity mechanism was suggested
many years ago by Dyakonov and Perel [17–20], the second
mechanism, originating from band structure, has come to the
forefront in recent years [21, 22]. Again, similar to AHE, a
lively debate arose about which of these two mechanisms—
extrinsic (coming from impurities) or intrinsic (coming from
band structure) [23–36]—is more important, and how to
distinguish experimentally between the two [37–39]. Because
of the transverse charge response that comes with it, the AHE
can be detected by purely electrical measurements. However,
this is not the case for the SHE, because the spin-polarization
current cannot be directly measured in transport. The spin-
Hall effect in semiconductors (GaAs, ZnSe) has been mainly
observed in optical experiments [40–44]. The idea of these
experiments is the following: in a finite size sample, charge
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current induces a transverse uniform gradient of spin density
(spin accumulation) which increases until the steady state is
achieved. This spin accumulation can be measured quite
clearly by observing a change in polarization of a reflected
beam of light (Kerr effect). This method has been successfully
applied to n-type GaAs samples [40, 41, 43, 44]. In another
experiment performed on p-type GaAs, the spin accumulation
was revealed by the polarization of the recombination radiation
of electrons and holes in a two-dimensional LED structure.
More recently, it has become possible to study the time
evolution of optically injected charge and spin currents [45]
and to monitor the dynamics of spin accumulation in
semiconductors [44].
The possibility of detecting the SHE by electrical
measurements in mesoscopic samples was theoretically
suggested in [19, 46]. In that proposal, an electric current
driven in one of the legs of an H-shaped structure generates
a transverse spin current in the connecting part due to the
SHE. Then, due to the inverse spin-Hall effect, this spin
current produces a voltage difference in the second leg of
the structure [46]. Very recently this proposal was realized
in H-shaped structures of the size of 1 μm, fabricated on
the HgTe/CdTe quantum wells in the inverted regime [47].
These quantum wells characterize a very long mean free path
(larger than a couple of micrometers) and a very strong spin–
orbit coupling [48] of the intrinsic (Rashba [49]) type and the
authors concluded that the observed voltage (of the order of
microvolts) is the proof of the first measurement of the ballistic
spin-Hall effect in transport. In a similar set-up but using
the inverse spin-Hall effect alone [50], the spin polarization
was converted to an electrical signal and at least an order of
magnitude weaker electrical signal was detected in metals,
such as Al [51, 52]. The origin of the spin-Hall effect in
metals is still under debate [53–55]. Although the theoretically
estimated intrinsic contribution in some of these materials
(like platinum) can be large [54, 55], the calculations were
performed, so far, for macroscopic systems and did not include
an extrinsic contribution. Other theoretical proposals predict
that inhomogenous electron density will generate both charge
and spin transverse imbalance in the semiconducting medium
with strong spin–orbit interaction [56], and application of AC
voltage will generate a transverse voltage containing double
frequency component [57], but they still need to be tested
experimentally. Therefore further effort is warranted in this
field, aimed at the clear-cut distinction between different
mechanisms contributing to the total spin-Hall effect in metals
and semiconductors [37, 38]. In this review we mainly focus
on the extrinsic spin-Hall effect.
The quantum spin-Hall (QSH) state is a novel topologi-
cally non-trivial insulating state in semiconductors with strong
spin–orbit interactions [58–64], very different from the SHE.
The QSH state, similar to the quantum Hall (QH) state, has a
charge excitation gap in the bulk. However, in contrast to the
QH state, the QSH state does not require the existence of the
magnetic field. Therefore for the QSH state, time reversal sym-
metry is not broken and instead of one spin degenerate edge
channel (as in the QH effect), two states with opposite spin po-
larization counterpropagate at a given edge. The QSH effect
was first proposed by Kane and Mele for graphene [58]. How-
ever, the gap opened by the spin–orbit interaction turned out
to be extremely small, of the order of 10−3 meV. Very recently
Bernevig and Zhang theoretically proposed that the QSH effect
should be visible in HgTe/CdTe quantum wells with inverted
band structure [60] and the experimental discovery of the QSH
effect in this material followed shortly afterwards [61]. The
QSH effect and the SHE effect are two distinct phenomena.
While transport in the QSH effect occurs in the spin edge chan-
nels of an insulating material, the SHE involves transport in the
bulk of a conductor. This review is focused on the semiconduc-
tor spin transport in the metallic regime, where the bulk is con-
ducting. Specifically, we will summarize here the current sta-
tus of our knowledge concerning two important spin-transport
phenomena in this regime: the spin-Hall effect and the spin-
Coulomb drag. We refer a reader to the recent review [62] for
further details concerning the QSH effect.
The spin-Coulomb drag [65–71] is a many-body effect
arising from the interaction between electrons with opposite
spins, which tends to suppress the relative motion of electrons
with different spins and thus to reduce the spin diffusion
constant. This effect has been recently observed in a (110)
GaAs quantum well (which is essentially free of spin–orbit
interaction) by Weber et al [72] by monitoring the time
evolution of a spatially varying pattern of spin polarization,
i.e. a spin grating. The rate of decay of the amplitude
grows in proportion to the square of the wavevector of the
grating, and the coefficient of proportionality is just the
spin diffusion constant. The measured value of the spin
diffusion constant turns out to be much smaller than the
single-particle diffusion constant (deduced from the electrical
mobility) and the difference can be quantitatively explained
in terms of Coulomb scattering between electrons of opposite
spin orientation drifting in opposite directions, thus lending
support to the theory of spin-Coulomb drag, as described in
detail in section 3.
Intuitively when both the spin-Hall effect and the spin-
Coulomb drag are present, the spin current generated by the
SHE should be reduced and therefore it is important to take
a look at the combined influence of these two effects on spin
transport.
The rest of this review is organized as follows: in section 2
we describe the extrinsic spin-Hall effect using the Boltzmann
equation approach; in section 3 we describe the spin-Coulomb
drag effect; in section 4 we discuss in detail the influence
of spin-Coulomb drag on the extrinsic spin-Hall effect; in
section 5 we briefly describe the intrinsic spin-Hall effect
and the influence of intrinsic spin–orbit coupling on the spin-
Coulomb drag; in section 6, we discuss possible scenarios for
the evolution of the SHE in semiconductors as a function of
mobility. Conclusions and open challenges are presented in
section 7.
2. Extrinsic spin-Hall effect
Figure 1 shows a set-up for the measurement of the SHE. An
electric field (in the x direction) is applied to a non-magnetic
two-dimensional electron gas (2DEG). In response to this, a
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Figure 1. Schematics of the spin-Hall effect. An electric field
applied along the x axis, Ex , induces a transverse spin current J zy .
spin current begins to flow in a direction perpendicular to the
electric field (the y direction, see figure 1): that is to say, spin-
up and spin-down electrons, with ‘up’ and ‘down’ defined with
respect to the normal to the plane, drift in opposite directions
perpendicular to the electric field.
There are two extrinsic mechanisms of generation
of transverse spin current: skew scattering and side
jump [20, 74, 75]. They both arise from the effect of the
spin–orbit interaction on electron–impurity collisions. Skew
scattering arises from the asymmetry of the electron–impurity
scattering in the presence of spin–orbit interactions: electrons
that are drifting in the +x direction under the action of an
electric field are more likely to be scattered to the left than
to the right if, say their spin is up, while the reverse is true
if their spin is down. This generates a net z-spin current
in the y direction. This mechanism is also known as ‘Mott
scattering’ [76] and has been long known as a method to
produce spin-polarized beams of particles.
The second effect is more subtle and is caused by the
anomalous relationship between the physical and canonical
position operator, as will be explained below. It is called
‘side jump’, because semi-classically it can be derived from
a lateral shift in the position of a wavepacket during collision
with impurities. Without resorting to this description, we
could arrive at the same side jump term starting from the
quantum kinetic equation and including the anomalous part of
the position operator. Figures 2 and 3 present simple pictures
of skew scattering and side jump mechanisms, respectively.
After this brief, pictorial presentation of different
mechanisms contributing to the extrinsic spin-Hall effect, we
are now ready to begin a more detailed analysis.
First of all, because both mechanisms depend crucially
on the spin–orbit interaction, it is necessary to say something
about the character of this interaction in the solid state. The
derivation of this interaction involves steps that closely parallel
the derivation of the spin–orbit interaction from the Dirac
equation for a single electron in vacuum. In that case, we arrive
at the effective one-band (Pauli) Hamiltonian by applying a
unitary transformation [77] that decouples the electrons from
the positrons, and then projecting onto the electron subspace.
However, during this transformation the position operator is
modified, taking the form
rphys,i = ri − α0( pi × σi ), (1)
where α0h¯ = h¯2/4m2ec2 ≈ −3.7 × 10−6 A˚2 is the strength
of the spin–orbit interaction for bare electrons in vacuum and
Figure 2. Schematic picture of the skew scattering effect. Due to the
spin–orbit interaction between electrons and impurities, electrons
with different spin orientations are deflected to opposite edges of the
sample.
Electron
wave packet
Δrphys
→
Δp→
pout
→
pin
→
impurity
Figure 3. Schematic picture of the side jump in a head-on collision
with the impurity. The center of the electron wavepacket is shifted by
rphys in a direction perpendicular to the change of momentum
during the collision. The physical origin of this shift is described in
the text.
me is the bare electron mass. This physical position operator
is valid for electrons in a conduction band. For a general case,
one has to apply the form of rphys as shown in equation (74) of
paper [16]. Substitution of the modified position operator in the
potential, followed by an expansion to first order in α0, leads
to the standard form of the spin–orbit interaction in vacuum:
HˆSO = α0( p × ∇V (r)) · σ (2)
where V (r) is the external potential acting on an electron, p
is the electron momentum and σ is the vector of the Pauli
matrices. In semiconductors, the spin–orbit (SO) interactions
play a double role. First, we have SO effects induced by the
periodic crystal potential V0(r). This causes splitting of the
p-like valence band at k = 0, in semiconductors like GaAs,
into a fourfold-degenerate band with total angular momentum
j = 3/2 (heavy and light hole bands) and ‘split-off band’ with
j = 1/2. Further, the periodic crystal field gives rise to a small
spin–orbit interaction of the order of h¯
2
4m2e c2
[ p × ∇V0(r)] · σ
on electrons in the conduction band. Second, there is the SO
interaction induced by any external potential (different than
V0(r)) if one wants to find an effective model, say, for the
conduction band. In other words, if we perform a similar
unitary transformation (as we did for the Dirac model) in a
semiconductor, folding eight bands (conduction band, heavy
3
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and light hole bands as well as split-off valence band) into
an effective model for the conduction band then the resulting
spin–orbit interaction will be again of the same form as in
equation (2), but with a much larger ‘coupling constant’ [78]:
α = h¯ P
2
3m2e
[
1
E2g
− 1
(Eg + SO)2
]
(3)
where Eg is the gap energy between conduction and
heavy/light hole bands, SO is the splitting energy between
heavy/light holes and split-off bands and P is the matrix
element of the momentum operator between the conduction
and the valence-band edges. Using values of the parameters
appropriate for the 2DEG in Al0.1Ga0.9As [41] with a
conduction band mass m = 0.074me we find αh¯ = 4.4 A˚2.
Therefore in the conduction band of semiconductors the spin–
orbit interaction is six orders of magnitude larger than in
vacuum and has the opposite sign. Obviously the spin–
orbit interaction induced by the periodic crystal field on the
conduction band can be omitted as a correction many orders
of magnitude smaller. Further, αh¯ is much smaller than the
square of the effective Bohr radius in typical semiconductors
(for example 104 A˚2 for GaAs) and in this sense the spin–
orbit coupling can still be considered a small perturbation.
Notice that the form of the physical position operator for the
conduction band is described by equation (1), with α0 replaced
by α.
Taking this into account and omitting for the time being
the electron–electron interaction, we see that our effective
Hamiltonian for electrons in the conduction band of GaAs
takes the form
Hni = H0 + Vei(rphys) + E(rphys), (4)
where
H0 =
∑
i
pi 2
2m
(5)
is the kinetic energy of electrons in the conduction band (m
being the effective mass of the conduction band) and
Vei(rphys)  Vei(ri ) + α
∑
i
[ pi × ∇i Vei(ri )] · σi (6)
where Vei(ri ) is the impurity potential and the spin–orbit
interaction between electrons and impurities arises from
the Taylor expansion of the impurity potential around the
canonical position operator ri . Finally
E(rphys) 
∑
i
{e E · ri + eα( pi × E) · σi } (7)
where we took the interaction with the external electric field E
to be e E · rphys.
The physical velocity operator is the time derivative of the
physical position operator, i.e.
vphys = − ih¯ [rphys, Hˆ ], (8)
and has the form
vphys = pi
m
+ α[ ∇i Vei(ri ) + e E] × σi − α d pidt × σi , (9)
where the first two terms on the right-hand side are derivatives
of the canonical position operator while the last term originates
from the time derivative of the anomalous part of the position
operator. However, since the total force Fi = d pi/dt consists
of a force originating from impurities and one from the electric
field Fi = −∇i Vei(ri ) − e E , the second and last terms of
equation (9) are equivalent. Therefore vphys can be written in
the following compact form:
vphys = pi
m
+ 2α[ ∇i Vei(ri ) + e E] × σi . (10)
One can see that in our model the z component of spin
is conserved because it commutes with the Hamiltonian.
We exploit the conservation of σz by defining the quasi-
classical one-particle distribution function fσ (r , k, t), i.e. the
probability of finding an electron with the z component of the
spin Sz = h¯2 σ , with σ = ±1, at position r with momentum
p = h¯k at the time t . In this review we focus on spatially
homogeneous steady-state situations, in which fσ does not
depend on r and t . We write
fσ (r , k, t) = f0σ (k) + f1σ (k), (11)
where f0σ (k) is the equilibrium distribution function—a
function of the free particle energy k = h¯2k22m —and f1σ (k) is a
small deviation from equilibrium induced by the application
of steady electric fields Eσ (σ = ±1) which couple
independently to each of the two spin components. In the next
few sections we will apply the Boltzmann equation approach
to calculate f1 taking the spin-Hall effect and spin-Coulomb
drag into account on an equal footing [75].
To first order in Eσ the Boltzmann equation takes the form
−e Eσ · h¯
k
m
f ′0σ (k) = f˙1σ (k)c, (12)
where f ′0σ (k) is the first derivative of the equilibrium
distribution function with respect to the energy and f˙1σ (k)c
is first order in the Eσ part of the collisional time derivative
f˙σ (k)c due to various scattering mechanisms. For the electron–
impurity scattering mechanism the collisional time derivative
has the following form:
f˙σ (k)c,imp = −
∑
k′
[Wkk′σ fσ (k) − Wk′ kσ fσ (k ′)]
× δ(˜kσ − ˜k′σ ) (13)
where Wkk′σ is the scattering rate for a spin-σ electron to
go from k to k ′ and ˜kσ is the particle energy, including
an additional spin–orbit interaction energy due to the electric
field:
˜kσ = k + 2eαh¯σ( Eσ × zˆ) · k. (14)
The peculiar form of ˜kσ , which differs from the naive
expectation k + e E · rphys by a factor 2 in the second term,
is absolutely vital for a correct treatment of the ‘side jump’
contribution. The reason for the factor 2 is that the δ function
in equation (13) expresses the conservation of energy in a
scattering process. Scattering is a time-dependent process:
therefore the correct expression for the change in position of
4
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the electron rphys must be calculated as the integral of the
velocity over time:
rphys =
∫ ∞
−∞
vphys dt . (15)
Before solving the integral in equation (15), let us think for a
moment about scattering events. Let us take  p = pout − pin
(see figure 3) to be the change in momentum of an electron
wavepacket during collision with an impurity. During the
very short time of collision, ∇V (r) = −d p/dt is very large
and therefore the second term of equation (10) completely
dominates the velocity. Therefore, we disregard the first term
in the velocity formula and obtain the following form for the
electron wavepacket displacement:
rphys = −2α p × σ/h¯. (16)
Therefore, equations (9), (14) and (15) are consistent within
Boltzmann approach. One of the future challenges remains
a formal derivation of the semiclassical picture of the
renormalization of an electron trajectory due to scattering
events.
2.1. Skew scattering
From the general scattering theory, developed, for instance,
in [79], one can deduce the form of scattering probability from
k to k ′ [80, 75] as
Wkk′,σ = [W skk′ + σ W akk′ (kˆ × kˆ ′)z]δ(k − k′ ), (17)
where for centrally symmetric scattering potentials W skk′ and
W akk′ depend on the magnitude of vectors k and k ′ and the
angle θ between them. Furthermore the left/right asymmetry
of skew scattering is included explicitly in the factor (kˆ × kˆ ′)z
and therefore both W skk′ and W
a
kk′ are symmetric under the
interchange of k and k ′. Taking into account the form of the
scattering probability as well as the conservation energy during
the scattering process we obtain the following expression for
the linearized collisional derivative:
f˙1σ (k)c,imp = −
∑
k′
W skk′ { f1σ (k) − f1σ (k ′)}δ(k − k′ )
− σ
∑
k′
W akk′ (kˆ × kˆ ′)z{ f1σ (k) + f1σ (k ′)}δ(k − k′ )
+ 2σ
∑
k′
W skk′ f ′0σ (k)eαh¯( Eσ × zˆ) · (k − k ′)δ(k − k′ ),
(18)
where f1σ (k) = − f ′0σ (k)h¯k · Vσ (k) and the first term on
the r.h.s. of this formula is the symmetric scattering term,
the second one is the skew scattering term, while the last one
will be ultimately responsible for the side jump. To find the
drift velocity, Vσ (k), we need to multiply both sides of the
Boltzmann equation (12) by h¯k/m and integrate over k space,
and therefore derive Vσ (k) self-consistently from the condition
−e
∑
k
h¯k
m
[
Eσ · h¯
k
m
]
f ′0σ (k) =
∑
k
h¯k
m
f˙1σ (k)c,imp. (19)
Figure 4. Integrated symmetric scattering rate in units of 2nih/m2A
as a function of k2 for a model circular-well attractive potential
V0 = −5 meV and radius a = 9.45 nm (described in [75]). We
choose the parameters typical for the experimental 2DEG confined in
an Al0.1Ga0.9As quantum well, i.e. density of electrons and impurities
n2D = ni = 2.0 × 1012 cm−2, m = 0.074me, and mobility
μ = 0.1 m2 V−1 s−1. The effective spin–orbit coupling αh¯ = 4.4 A˚2
in accordance with [78].
After substituting the collisional derivative equation (18) into
equation (19) and with the assumption that we can omit the k
dependence of the drift velocity at low temperatures, we arrive
at the following formula for Vσ to first order in the spin–orbit
interaction:
Vσ = −eτσ
m
[
Eσ − σ τσ
τ ssσ
Eσ × zˆ
]
− 2eασ( Eσ × zˆ), (20)
where in the limit of zero temperature the symmetric scattering
rate 1/τ and the skew scattering rate 1/τss simplify to
1
τσ
T →0 mA
4π2h¯2
∫ 2π
0
dθW s(kF , θ)(1 − cos θ), (21)
and
1
τ ssσ
T →0 mA
4π2h¯2
∫ 2π
0
dθW a(kF , θ) sin2 θ. (22)
In figures 4 and 5, we present the integrated symmetric
and asymmetric scattering rates calculated from equations (21)
and (22) for a simple step potential of the form
V (r) = V0θ(a − r) + α¯aLz Szδ(r − a)V0, (23)
where V0 is the attractive electron–impurity potential, α¯ =
αh¯/a2 is the renormalized spin–orbit interaction, α is the
effective spin–orbit coupling constant for the conduction band,
a is the impurity radius, and Lz and Sz are the orbital angular
and spin angular momenta, respectively. The simple step
potential described in equation (23) is presented in figure 6. For
parameters typical of III–V semiconductors, the asymmetric
and symmetric scattering rates are almost flat as functions of
the energy of the incoming electron (see figures 4 and 5).
Comparing symmetric and asymmetric scattering rates one
5
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Figure 5. Integrated asymmetric scattering rate in units of
2nih/m2A as a function of k2 for a model circular-well attractive
potential V0 = −5 meV and radius a = 9.45 nm (described in [75]).
We choose the parameters typical for the experimental 2DEG
confined in an Al0.1Ga0.9As quantum well, i.e. density of electrons
and impurities n2D = ni = 2.0 × 1012 cm−2, m = 0.074me, and
mobility μ = 0.1 m2 V−1 s−1. The effective spin–orbit coupling
αh¯ = 4.4 A˚2 in accordance with [78].
can find directly from the picture that, for typical densities of
2DEG and typical Bohr radii in semiconductors the ratio of
symmetric scattering time to skew scattering time is
τ
τss
≈ 0.002–0.003. (24)
We assumed, in the above discussion, that the electron–
impurity potential is attractive, which is the most common
case in semiconductors, where ionized donors play the role
of impurities. However, the sign and the amplitude of the
skew scattering contribution (and more precisely the skew
scattering rate) depends strongly on the electron–impurity
potential [75, 81].
2.2. Side jump current and resistivity matrix
Now to determine the side jump contribution to the spin-Hall
effect we need to carefully define the spin current. The spin
current density operator must be calculated taking into account
the form of the physical velocity (see equation (10)):
Jˆ zy = −
e
2V
∑
i
(
υ
y
phys,iσi z + σi zυ yphys,i
)
= −e
V
∑
i
(
pyi σi z
m
+ 2αFix
h¯
)
≈ −e
V
∑
i
υ
y
i σi z (25)
where the factor 2αFix/h¯ vanishes because the net force Fi
acting on an electron is zero when averaged over a steady-state
ensemble. Therefore, the spin component of the current is
jσ = −enσ Vσ , (26)
Figure 6. The electron–impurity potential V (r) used to estimate the
ratio of symmetric to asymmetric scattering.
and using equation (20) for the drift velocity we obtain the
following form of the side jump current:
j sj = 2e2ασnσ Eσ × z, (27)
which evidently arises from the last term of equation (20).
This simple form of the side jump current is valid only for
electrons in the conduction band. In this case, the side jump
current depends only on the spin–orbit coupling, the density of
electrons and the spin-dependent electric field. The complete
relation between the spin component of current (from side
jump and skew scattering contributions) and electric field has
the following form:
Eσ = ρDσ jσ + σ [ρssσ − λσρDσ ] jσ × zˆ (28)
where ρDσ = mnσ e2τσ is the Drude resistivity, ρssσ = mnσ e2τ ssσ is the
skew scattering resistivity and the last term in square brackets
is the side jump contribution to the resistivity: λσ = 2mατσ .
Equation (28) yields the following resistivity tensor (in the
basis x↑, y↑, x↓, y↓):
ρ =⎛
⎜⎜⎝
ρD↑ ρ
ss
↑ − λ↑ρD↑ 0 0
−ρss↑ + λ↑ρD↑ ρD↑ 0 0
0 0 ρD↓ −ρss↓ + λ↓ρD↓
0 0 ρss↓ − λ↓ρD↓ ρD↓
⎞
⎟⎟⎠ .
(29)
The diagonal part of the resistivity reduces to the Drude
formula ρDσ = mne2τσ , as expected. The spin–orbit interaction
is entirely responsible for the appearance of an off-diagonal
(transverse) resistivity. The latter consists of two competing
terms associated with side jump (λσρDσ ) and skew scattering
(ρssσ ), as seen in equation (29). The signs of side jump and
skew scattering terms are opposite for an attractive electron–
impurity potential. Although this is the most typical case
in doped semiconductors, it is important to emphasize that
side jump and skew scattering terms have equal signs in the
case of a repulsive electron–impurity potential. Also, as
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one can see from tensor (29) contributions scale differently
with the mobility. Since τss ∼ τ the skew scattering
contribution to the resistivity is proportional to 1/μ, where
μ is a mobility, while the side jump contribution scales as
1/μ2. The opposite signs of two contributions, and different
scaling with mobility could allow us to distinguish between
them in the experiments (see section 4) [82]. As expected,
in the absence of electron–electron interactions, the resistivity
tensor (29) does not include elements between the opposite
spins.
3. Spin-Coulomb drag
Ordinary Coulomb drag is caused by momentum exchange
between electrons residing in two separate 2D layers and
interacting via the Coulomb interaction (for a review see [83]).
The spin-Coulomb drag is the single-layer analog of the
ordinary Coulomb drag. In this case spin-up and spin-down
electrons play the role of electrons in different layers and the
friction arises (due to Coulomb interactions) when spin-up
and spin-down electrons move within one single layer with
different drift velocities [65].
The simplest description of the spin-Coulomb drag is
given in terms of a phenomenological friction coefficient γ .
Later in this section we will show that the Boltzmann equation
approach confirms this phenomenological description. Let us
start with the equation of motion for the drift velocity of spin-σ
electrons:
m Nσ ˙V σ = −eNσ Eσ + Fσ,−σ − m Nσ
Vσ
τσ
+ m N−σ V−σ
τ ′σ
(30)
where Vσ is the velocity of electron with spin σ , Nσ is the
number of electrons with spin σ , Fσ,−σ is the net force exerted
by −σ spins on σ spins, 1
τσ
is the rate of change of momentum
of electrons with spin σ due to electron–impurity scattering
and is basically the Drude scattering rate and V−σ
τ ′σ
is the rate
of change of momentum due to electron–impurity scattering in
which an electron flips its spin from −σ to σ . From Newton’s
third law one immediately sees
Fσ,−σ = − F−σ,σ (31)
and by Galilean invariance this force can only depend on the
relative velocity of the two components. Hence, for a weak
Coulomb coupling one writes
Fσ,−σ = −γ m Nσ ( Vσ − V−σ )n−σ
n
(32)
where nσ is the density of electrons with spin σ and γ is a
spin drag scattering rate. Taking into account equation (26)
and applying Fourier transformation to equation (30) one gets
the following equation on the spin σ component of the current
density:
iω jσ (ω) = −nσ e
2 Eσ (ω)
m
+
(
γ
n−σ
n
+ 1
τσ
)
jσ (ω)
−
(
γ
nσ
n
+ 1
τ ′σ
)
j−σ (ω). (33)
Inverting equation (33) gives us the electric field:
Eσ (ω) =
(−iωm
nσ e2
+ m
nσ e2τσ
+ mγ
ne2
n−σ
nσ
)
jσ (ω)
−
(
m
nσ e2τ ′σ
+ mγ
ne2
)
j−σ (ω). (34)
From this we can immediately read the resistivity tensor. Its
real part, in the basis of x↑, x↓, has the following form:
ρ =
(
ρD↑ + ρSDn↓/n↑ −ρSD − ρ ′↑
−ρSD − ρ ′↓ ρD↓ + ρSDn↑/n↓
)
(35)
where ρSD = mγ /ne2 is the spin-Coulomb drag resistivity
and ρ ′σ = m/nσ e2τ ′σ . Several features of this matrix are
noteworthy. First the matrix is symmetric. Second the off-
diagonal terms are negative. The minus sign can be easily
explained. ρ↑↓ is the electric field induced in the up-spin
channel by a current flowing in the down-spin channel when
the up-spin current is zero. Since a down-spin current in the
positive direction tends to drag along the up-spins, a negative
electric field is needed to maintain the zero value of the up-
spin current. There is no limit on the magnitude of ρSD. The
only restriction is that the eigenvalues of the real part of the
resistivity matrix should be positive to ensure the positivity
of dissipation. Finally, the spin-Coulomb drag appears in
both diagonal and off-diagonal terms so the total contribution
cancels to zero (in accordance with equation (31)) if the drift
velocities of up-and down-spins are equal.
Let us take a closer look at the competing off-diagonal
terms: spin-Coulomb drag and spin-flip resistivities. At
very low temperature spin-flip processes win because in this
limit the Coulomb scattering is suppressed by phase space
restrictions (Pauli’s exclusion principle) and γ tends to zero
as T 2 in three dimensions and T 2 ln T in 2D. However, the
spin-flip processes from electron–impurity collisions do not
effectively contribute to momentum transfer between the two
spin channels. An up-spin electron that collides with an
impurity and flips its spin orientation from up to down is
almost equally likely to emerge in any direction, as shown in
figure 7, so the momentum transfer from the up-to the down-
spin orientation is minimal and independent of what the down-
spins are doing. However, the situation looks quite different
for electron–electron collisions: the collision of an up-spin
electron with a down-spin electron leads to a momentum
transfer that is preferentially oriented against the relative
velocity of the two electrons (see figure 7) and is proportional
to the latter. Taking the spin-flip relaxation time to be of
the order of 500 ns (ten times larger than the spin-relaxation
time in GaAs [84, 85]) and the value of 1
γ
of the order of the
Drude scattering time, around 1 ps [68, 69], and temperatures
of the order of the Fermi energy TF ∼ 300 K we estimate that
the spin-Coulomb drag contribution will dominate already for
T ∼ 0.3 K. Further, for mobilities typical for semiconductors
104–105 cm2 V−1 s−1 the ratio of spin-Coulomb drag to the
Drude resistivity can be as large as 10 (see more detailed
discussion in section 4 and figure 9).
Returning to the Boltzmann approach, the electron–
electron contribution to the collisional derivative has the
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Figure 7. Comparison of Coulomb scattering with the spin-flip scattering. At finite temperature Coulomb scattering can be a more effective
mechanism of momentum exchange between up- and down-spin populations than spin-flip collisions with impurities.
form [68]
f˙σ (k)c,e−e  −
∑
k′ p p′
WC(kσ, p − σ ; k ′σ, p′ − σ)
× { fσ (k) f−σ ( p)[1 − fσ (k ′)][1 − f−σ ( p′)]
− fσ (k ′) f−σ ( p′)[1 − fσ (k)][1 − f−σ ( p)]}
× δk+ p,k′+ p′δ(˜kσ + ˜p−σ − ˜k′σ − ˜p′−σ ), (36)
where WC(kσ, p − σ ; k ′σ, p′ − σ) is the electron–electron
scattering rate from kσ, p − σ to k ′σ, p′ − σ and the Pauli
factors fσ (k), 1 − fσ (k ′), etc, ensure that the initial states
are occupied and the final states are empty as required by
Pauli’s exclusion principle. Notice that, for our purposes, only
collisions between electrons of opposite spins are relevant,
since collision between same-spin electrons conserve the total
momentum of each spin component. After substituting the
linearized Boltzmann equation into equation (36) and in the
absence of spin–orbit interactions one derives the following
Coulomb collision integral [75]:
f˙σ (k)c,e−e  − 1kBT
∑
k′ p p′
WC(kσ, p − σ ; k ′σ, p′ − σ)
× [h¯ Vσ − h¯ V−σ ](k − k ′) f0σ (k) f0−σ (p) f0σ (−k′ )
× f0−σ (−p′)δk+ p,k′+ p′δ(kσ + p−σ − k′σ − p′−σ ),
(37)
where T is the temperature, kB is the Boltzmann constant
and we have made use of the identity f0σ (k) f0−σ (p)[1 −
f0σ (k′ )][1− f0−σ (p′)] = [1− f0σ (k)][1− f0−σ (p)] f0σ (k′ )
f0−σ (p′) for kσ + p−σ − k′σ − p′−σ = 0. The collision
integral equation (37) is proportional to the difference of
velocities for spin-up and spin-down electrons. Therefore
if a finite spin current is set up through the application of
an external field, then the Coulomb interaction will tend
to equalize the net momenta of the two spin components,
causing 〈V↑〉–〈V↓〉 to decay and thus can be interpreted, as we
explained before, as a damping mechanism for spin current.
After substituting equation (37) into a self-consistent
equation for a drift velocity equation (19), one obtains the spin
drag coefficient γ i.e. the rate of momentum transfer between
up-and down-spin electrons:
γ = n
nσ n−σ
∑
kk′ p p′
WC(kσ, p − σ ; k ′σ, p′ − σ)
× (k − k
′)2
4mkBT
f0σ (k) f0−σ (p) f0σ (−k′ ) f0−σ (−p′)
× δk+ p,k′+ p′δ(kσ + p−σ − k′σ − p′−σ ). (38)
as well as the equation of motion equation (30) and
resistivity tensor equation (35) derived before through the
phenomenological approach.
Let us now describe briefly the idea of spin-grating
experiments [72], where the spin-Coulomb drag has been
observed. A periodic spin density is created by letting two
linearly polarized laser pulses (the ‘pump’) coming from
different directions and polarized in orthogonal directions
interfere on the surface of a two-dimensional electron gas in
the semiconductor quantum well (GaAs). The interference
between the two pulses produces alternating regions of left-
handed and right-handed circular polarization separated by
linearly polarized regions [73]. By tuning the laser frequency
to the frequency of the heavy-hole exciton one produces a
spatially varying pattern of electronic spin polarization. This
is because circularly polarized light resonant with the heavy-
hole exciton generates, by selection rules, 100% spin-polarized
electron–hole pairs, with spin orientation determined by the
sign of the circular polarization. This inhomogeneous spin
density constitutes a transient diffraction grating, which decays
in time due to spin relaxation and diffusion. The evolution of
the amplitude of the grating after the pump pulses is monitored
by measuring the amplitude of the diffraction signal from
a third laser source (the probe) at picosecond intervals. In
particular, the initial rate of decay of the spin grating amplitude
γq depends on the wavevector q of the grating in the following
manner [72]:
γq = 1
τs
+ Dsq2 (39)
where τs is the spin-density relaxation time and Ds is the spin
diffusion constant. Therefore Ds can be found from the slope
of γq versus q2. The spin diffusion constant in the presence of
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spin-Coulomb drag was discussed in detail in [67, 70] and has
the following form:
Ds
D0s
= χ
0
s /χs
1 + γ τ (40)
where D0s is the spin diffusion constant for the non-interacting
system, χ0s is the spin susceptibility for non-interacting system
and χs is the interacting spin susceptibility, with Landau–
Fermi-liquid corrections taken into account.
Actually, from the analysis presented in [67, 70]
one expects that the experimentally determined Ds should
include two effects: the Fermi liquid correction to the spin
susceptibility [86] and the spin-Coulomb drag correction.
However, the Fermi liquid correction to the spin susceptibility
is quite small. It is given by the well-known formula [86]
χ0s
χs
= 1 + F
a
0
m
me
(41)
where m/me is the many-body mass enhancement and Fa0
is the Landau parameter described in detail in [86]. Since
the m/me ∼ 0.96 and Fa0 ∼ −0.2, the interacting spin
susceptibility will be enhanced by no more than 20–30%
and obviously will be independent of the mobility of the
2DEG. Therefore, the Fermi liquid corrections to the spin
conductivity are very small in comparison with the spin-
Coulomb drag corrections and the spin-Coulomb drag will
be the main effect influencing the spin transport. Indeed,
the experimentally determined Ds [72] was found to be in
excellent agreement with the theoretically predicted values
for a strictly two-dimensional electron gas in the random
phase approximation [67, 69]. Following this, Badalyan
et al [71] noticed that the inclusion of the finite thickness of
the two-dimensional electron gas in the GaAs quantum well
would worsen the agreement between theory and experiment,
because the form factor associated with the finite thickness
of the quantum well reduces the effective electron–electron
interaction at momentum transfers of the order of the Fermi
momentum, which are the most relevant for spin-Coulomb
drag. Fortunately, it turned out that this reduction is
compensated by the inclusion of many-body effects beyond
the random phase approximation, namely local-field effects
which, to a certain extent, strengthen the effective Coulomb
interaction by reducing the electrostatic screening [71]. The
final upshot of the more careful analysis is that the theory
remains in quantitative agreement with experiment in a broad
range of temperatures.
4. Influence of spin-Coulomb drag on the extrinsic
spin-Hall effect
4.1. Resistance tensor
In this section we study the influence of electron–electron
interactions on the spin-Hall effect. The main discussion
concerns 2DEG: however, at the end of this section we will
comment on the behavior of spin-Hall conductivity in bulk
materials. We start from the Hamiltonian which includes
electron–electron interactions:
Hˆ = Hˆni + 12
∑
i = j
e2
b|ri − r j | + α
∑
i
pi × ∇i V iee · σi (42)
where Hˆni is defined by equation (4) and Vee = ∑i = j e2b |ri −r j | .
Notice that the electric potential coming from electron–
electron interactions, like every potential whose gradient is
non-zero, generates the spin–orbit term in the Hamiltonian.
This new spin–orbit term introduces a new contribution to the
Coulomb collision integral: [2eαh¯σ( Eσ + E−σ )× zˆ] · (k − k ′),
which adds up to the previous term, i.e. the difference of
velocities for spin-up and spin-down (see equation (37)). As
a consequence, electrons traveling, say, in the x direction with
spin-up can be scattered in the y direction with simultaneous
spin-flip, i.e. the resistivity tensor contains terms which
connect y and x components with opposite spins. The full
resistivity matrix in the basis of x↑, y↑, x↓, y↓ has the following
form:
ρ =
⎛
⎜⎜⎜⎜⎜⎝
ρD↑ + ρSDn↓/n↑ ρss↑ − λ↑ρD↑ + Aγ α↑ −ρSD − ρ′↑ Bγ α↑
−ρss↑ + λ↑ρD↑ − Aγ α↑ ρD↑ + ρSDn↓/n↑ −Bγ α↑ −ρSD − ρ′↑
−ρSD − ρ′↓ −Bγ α↓ ρD↓ + ρSDn↑/n↓ −ρss↓ + λ↓ρD↓ − Aγ α↓
Bγ α↓ −ρSD − ρ′↓ ρss↓ − λ↓ρD↓ + Aγ α↓ ρD↓ + ρSDn↑/n↓
⎞
⎟⎟⎟⎟⎟⎠
(43)
where ρSD = mγ /ne2 is the spin-Coulomb drag resistivity
and ρ ′σ = m/nσ e2τ ′σ (recall that λσ = 2mατσ is a dimensionless
quantity). Aγασ and Bγασ represent the terms of the first
order in electron–electron coupling γ and in SO coupling
α and are defined as follows: Aγασ = −λσρSDn−σ /nσ +
2mαγ [−n−σ ρDσ /n + (n−σ /n − n2−σ /nnσ )ρSD] and Bγασ =
λσρSD + 2mαγ [−n−σ ρD−σ /n + (n−σ /n − nσ /n)ρSD]. Notice
that the resistivity satisfies the following symmetry relations:
ρββ
′
σσ = −ρβ
′β
σσ (44)
ρ
ββ ′
σ−σ = ρβ
′β
−σσ (45)
where upper indices β and β ′ denote directions and the
lower ones spin orientations. New features of the resistivity
matrix (43) are the γα and γ 2α terms, which appear in the
transverse elements of the resistivity when the system is spin-
polarized. Furthermore, the off-diagonal resistivity elements
ρσ−σxy are generally non-zero. In the paramagnetic case (zero
spin polarization) the αγ 2 terms are zero and the resistivity
matrix simplifies significantly. In this case, we find simple
interrelations between currents and electric fields in the spin
and charge channels. Omitting spin-flip processes (1/τ ′ = 0)
we obtain
Ec = ρD jc + 2(ρss − λρD − λρSD) js × zˆ, (46)
Es = 4(ρSD + ρD) js + 2(ρss − λρD − λρSD) jc × zˆ, (47)
where the charge/spin components of the electric field are
defined as Ec = E↑+ E↓2 , Es = E↑ − E↓, and the charge and
spin currents are jc = j↑+ j↓ and js = j↑−j↓2 , respectively. The
spin-Coulomb drag renormalizes the longitudinal resistivity
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Figure 8. Spin-Hall conductivity as a function of temperature at
constant mobility. σ sjyx (open black squares), σ ssyx (open blue and
closed red circles), σ totyx (red solid line and dashed blue line) are the
side jump, skew scattering and the total spin conductivity in the
presence of electron–electron interactions. Notice that only skew
scattering conductivity is modified by spin-Coulomb drag. Red and
blue curves/symbols are for μ = 1 and 0.1 m2 V−1 s−1. We choose
the parameters typical for the experimental 2DEG confined in an
Al0.1Ga0.9As quantum well, i.e. density of electrons and impurities
n2D = ni = 2.0 × 1012 cm−2, m = 0.074me, and two sets of
mobilities and relaxation times: μ = 0.1 m2 V−1 s−1, τ = 4 ×
10−5 ns τss = 0.02 ns and μ = 1 m2 V−1 s−1τ = 4 × 10−4 ns
τss = 0.2 ns. The effective spin–orbit coupling αh¯ = 4.4 A˚2 in
accordance with [78]. We used the model potential (see the appendix
in [75]) where an effective impurity radius a = 9.45 nm, the height
of attractive impurity potential V0 = −5 meV for
μ = 0.1 m2 V−1 s−1 and V0 = −1.6 meV for μ = 1 m2 V−1 s−1.
only in the spin channel. This is a consequence of the
fact that the net force exerted by spin-up electrons on spin-
down electrons is proportional to the difference of their drift
velocities, i.e. to the spin current. Additionally, the electron–
electron corrections to the spin–orbit interactions renormalize
the transverse resistivity in the charge and spin channels, so
the Onsager relations between spin and charge channels hold.
Under the assumption that the electric field is in the x direction
and has the same value for spin-up and spin-down electrons we
see that equations (46) and (47) yield the following formula for
the spin current j zs,y = j↑ − j↓ in the y direction4:
j zs,y =
[
ρss/(ρD)2
1 + ρSD/ρD −
λ
ρD
]
Ex . (48)
The first term in square brackets is associated with the skew
scattering, while the second is the side jump contribution.
Notice that the side jump conductivity σ sj = − λ
ρD
= −2αne2
depends neither on the strength of the disorder nor on the
strength of the electron–electron interaction. Moreover, as
we showed in [82] by using a gauge invariance condition,
the side jump does not depend on the electron–impurity and
electron–electron scattering potential to all orders in both these
interactions. In contrast, the skew scattering contribution
4 We redefine the spin current so its definition in the electric and h¯/2 units
were consistent.
Figure 9. The ratio of spin-Coulomb drag to Drude resistance γ τ as
a function of temperature for GaAs and InAs 2DEG with mobility
μ = 3 × 104 cm2 V−1 s−1. The dashed and solid lines correspond to
n = 1011 cm−2 and n = 1012 cm−2, respectively.
to the spin conductivity, in the absence of e–e interactions,
scales with transport scattering time. Therefore for very
clean samples, the skew scattering contribution would tend to
infinity. However, this unphysical behavior is cured by the
presence of spin-Coulomb drag, which sets an upper limit to
the spin conductivity of the electron gas: so the skew scattering
term scales as τ/(1 + ρSD/ρD) = τ/(1 + γ τ), which tends to
a finite limit for τ → ∞. Let us now make an estimate of
the skew scattering contribution to the spin-Hall conductivity.
Using the typical ratio of τ/τss ≈ 10−3 (see equation (24)) we
obtain
σ ss = 10−3 σD
1 + γ τ . (49)
We will use this estimate in section 6 to compare
the importance of different contributions to the spin-Hall
conductivity.
Also, the direct dependence of the skew scattering
conductivity (see equation (49)) on the transport scattering
time τ is the reason why this term is modified by spin-
Coulomb drag. In contrast, the side jump conductivity, which
is independent of τ , remains completely unaffected. The
total spin-Hall conductivity may either decrease or increase
as a result of the spin-Coulomb drag, depending on the
relative sign and size of the skew scattering and side jump
contributions. In the ordinary case of attractive impurities,
when the skew scattering contribution dominates, we expect
an overall reduction in the absolute value of the spin-Hall
conductivity.
This is shown in figure 8. One can see that in high-
mobility samples the spin-Coulomb drag reduces the spin-
Hall conductivity very effectively. There is no upper limit
to the reduction of the spin-Hall conductivity since the factor
1 + γ τ can become arbitrarily large with increasing mobility.
The behavior of γ τ as a function of temperature is shown
in figure 9 for a typical semiconductor mobility, μ = 3 ×
104 cm2 V−1 s−1. For example, in a two-dimensional GaAs
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Figure 10. (a) Spin accumulation as observed in experiments by Kato et al [40], (b) the spin accumulation predicted theoretically (see
equation (58)). For the experimental part of the figure: part (C) is a Kerr rotation as a function of x and external magnetic field for electric
field E = 10 mV m1, parts ((D) and (E)) describe spatial dependence of Kerr rotation peak A0 and spin lifetime τs across the channel,
respectively. Part (F) shows the reflectivity R as a function of x .
quantum well at a density n = 1011 cm−2 and mobility
3 × 104 cm2 V−1 s−1 the factor γ τ is quite significantly larger
than 1 in a wide range of temperatures from 50 K up to room
temperature and above, and can substantially reduce the skew
scattering term.
Let us finally comment on the spin-Hall conductivity in
3D. Although the general formulae are the same as in 2D,
the actual value of ρss must be obtained by solving a three-
dimensional scattering problem. This has been done in [74] for
the following model attractive potential between the electron
and an impurity atom:
V (r) = −e
−qsr e2
r
(50)
where  is the permittivity of the material and 1/qs is the
screening length associated with the Thomas–Fermi screening.
For this model potential, the spin-Hall conductivity takes the
form
σ SH = −2αne2 + γs
2
σD (51)
where σD is the Drude conductivity and γs is a skewedness
parameter, given approximately by γs = 4αh¯/(a2B) [74].
Notice that the side jump contribution has exactly the same
form as in 2D. Further, in 3D the spin-Coulomb drag should
modify the spin-Hall conductivity in a similar way, i.e. by
renormalizing the skew scattering by a factor 1 + γ τ while
leaving the side jump contribution to the spin conductivity
unchanged. Therefore, except for the different scaling of
γ with temperature the spin-Hall conductivity behaves very
similarly in 2D and in 3D [68, 69].
4.2. Spin accumulation
A quantitative theory of the spin accumulation in semiconduc-
tors requires in general a proper treatment of the boundary con-
ditions as well as electron–hole recombination effects [87]. In
this subsection we will study the influence of spin-Coulomb
drag on spin accumulation, assuming that electrons are the
only carriers involved in transport. Our goal is to inter-
pret the optical experiments in which spin accumulation is
measured [41, 40]. Notice that, in previous theoretical pa-
pers [74, 75], directions of electric field and spin accumula-
tion were exchanged in relation to experimental ones which
led to a difference in sign between experiment and theoretical
predictions due to the following relation between resistivities:
ρSHxy = −ρSHyx . In this review we finally clarify this point and
show that the signs of experimental and theoretical spin accu-
mulations agree.
We consider a very long conductor in the form of a bar
of length L in the y direction and narrow width W in the x
direction, exactly the same set-up as in experiments [41, 40]
(see figure 10(b)). A charge current flows only in the y
direction. The spin components of the transverse current j xσ ,
with σ =↑ or ↓, add up to zero everywhere and individually
vanish on the edges of the system, i.e. j xσ = 0 at x = ±W/2.
In order to satisfy the boundary conditions the system cannot
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remain homogeneous in the x direction. A position-dependent
spin density, known as spin accumulation, develops across the
bar and is reflected in non-uniform chemical potentials μσ(x).
In the steady-state regime the spatial derivative of the spin
current in the x direction must exactly balance the relaxation
of the spin density due to spin-flip processes, i.e.
e
σs
dJs
dx
= μσ (x) − μ−σ (x)
L2s
(52)
where Ls is the spin diffusion length and σs is the longitudinal
spin conductivity. Additionally, Ohm’s law must be fulfilled:
Js = σs(E xσ − E x−σ ) (53)
where the effective electric field in the x direction is equivalent
to the gradient of the chemical potential:
eE xσ = dμσ/dx . (54)
Notice that in the limit of infinite spin-relaxation time (Ls →
∞) the divergence of spin current equals zero and the spin
accumulation can be obtained directly from the homogeneous
formulae, equations (46) and (47). In an inhomogeneous case,
the combined equations (52) and (53) lead to the following
equation for the spin accumulations [88]:
d2[μσ(x) − μ−σ (x)]
d2x
= μσ (x) − μ−σ (x)
L2s
, (55)
whose solution is
μσ (x) − μ−σ (x) = Ce xLs + C ′e− xLs , (56)
and C, C ′ are constants to be determined by the boundary
conditions j x±σ (±W/2) = 0. Additionally using equation (54)
and the resistivity tensor we can write the boundary conditions
for E xσ (±W/2). Using the boundary conditions for the spin-
dependent chemical potentials and the spin-dependent electric
fields one finally finds the following formula for the spin
accumulation in a paramagnetic case:
μ↑(x) − μ↓(x) = 2eLs Ey[ρ
ss − λρD − λρSD] sinh(x/Ls)
ρD cosh(W/2Ls)
.
(57)
The formula for the spin accumulation in a spin-polarized case
can also easily be obtained and the interested reader can find it
in [75]. Finally, the spin accumulation at the edges of sample
for L = W/2 has the form
V xac = μ↑(W/2) − μ↓(W/2)
= 2eLs jy[ρss − λρD − λρSD] tanh(W/2Ls). (58)
The three terms in the square brackets of equation (58) are the
skew scattering term, the ordinary side jump contribution and
a Coulomb correction which has its origin in the side jump
effect. The latter is not a spin-Coulomb drag correction in
the proper sense, for in this case the transverse spin current,
and hence the relative drift velocity of the electrons, is zero.
What happens here is that the spin-Hall current is canceled
by an oppositely directed spin current, which is driven by the
gradient of the spin chemical potential. Now the spin-Hall
current contains a universal contribution, the side jump term,
which is not affected by Coulomb interaction, but at the same
time the constant of proportionality between the spin current
and the gradient of the spin chemical potential, that is to say
the longitudinal spin conductivity, is reduced by the Coulomb
interaction. Therefore, in order to maintain the balance against
the unchanging side jump current, the absolute value of the
gradient of the spin chemical potential must increase when the
Coulomb interaction is taken into account. This effect may
increase or decrease the total spin accumulation, depending
on the relative sign and magnitude of the side jump and
skew scattering contributions. It reduces it in the common
case, for an attractive electron–impurity potential, where the
two contributions have opposite signs and the skew scattering
dominates.
Additionally, Coulomb interactions affect the spin
accumulation indirectly through the spin diffusion length as
shown in the equation below:
Ls = χ
0
s
χs
Lc
1 + ρSD/ρD , (59)
which follows immediately from equation (40). However, in
the limit of W  Ls, tanh(W/2Ls) can be approximated
by W/2Ls and the spin accumulation at the edges becomes
independent of Ls. In this limit, the influence of the Coulomb
interaction on the spin accumulation is only through the λρSD
term.
Let us now put in some numbers. For a two-dimensional
electron gas in an Al0.1Ga0.9As quantum well [41] with
electron and impurity concentrations ni = n2D = 2 ×
1012 cm−2, mobility μ = 0.1 m2 V−1 s−1, Ls = 1 μm, τ =
4×10−5 ns, τss = 0.02 ns, αh¯ = 4.4 A˚2 and jy = 0.02 A cm−1
and for the sample with width W = 100 μm, we calculate the
spin accumulation to be −1.5 meV/|e| on the right edge of the
sample (relative to the direction of the electric field), i.e. for
W/2 = 50 μm. This means that the non-equilibrium spin-
density points down on the right edge of the sample and up on
the left edge, exactly like in the experiment.
The inhomogeneous profile of spin accumulation is
presented in figure 10. Figure 10(a) shows the signal of the
spin accumulation (actually the Kerr rotation angle) observed
in the experiment, while figure 10(b) shows the profile of spin
accumulation expected from the formula (58). The general
profile of the spin accumulation is satisfactory on a qualitative
level (taking into account that we considered a very simple
description of spin accumulation).
As we mentioned before, it is possible to distinguish
between side jump and skew scattering contributions to the
spin accumulation because they scale differently with mobility.
We have proposed an experiment to distinguish between these
two contributions in a study of the temperature dependence of
σ SHyx or spin accumulation V xac = −V yac, where the last equality
stems from the fact that the transverse resistivity elements
are odd under exchange of spatial coordinates, i.e. ρxy =
−ρ yx . Figure 11 presents the behavior of mobility versus
temperature for experimentally attainable samples. Due to
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Figure 11. Mobility, μ, as a function of temperature, T , for three
different low-T μ’s. In the inset, the spin accumulation (V yac) versus
T . The side jump contribution to V yac dominates for low T . For
increasing T , the lower temperature red cross corresponds to the T
where the sign of V yac starts to be controlled by skew scattering, the
higher temperature red cross to the place where side jump dominates
again.
different scattering mechanisms, the mobility scales non-
monotonically with temperature. Hence μ will grow as T 3/2
for low T as a result of scattering from ionized impurities and
will decrease as T −3/2 for larger T due to phonon scattering. It
is thus possible to observe two changes of sign of V yac moving
from low to high T s. μ = 1/(AT −3/2 + BT 3/2), where A
was found from the low-T mobility and B was fixed by a room
temperature mobility of 0.3 m2 V−1 s−1 for AlGaAs. At low
T the mobility is low and the side jump contribution to V yac
dominates. With increasing T , the first cross designates the
point where the skew scattering begins to dominate, and the
second cross, at higher T , is the point where the side jump
takes control of the sign of V yac again. Even if the sign change is
not detected, by measuring whether V yac increases or decreases
as μ increases with changing T it should possible to tell
whether side jump or skew scattering dominates. Notice that
the values of parameters for the theoretical curve designated
by circles are exactly the same as the values reported for
the samples in the recent experiments [41] on a [110] QW.
The samples with lower mobilities can be easily obtained by
additional doping with Si inside the quantum well.
5. Influence of Rashba-type spin–orbit interaction on
spin-Coulomb drag
So far, the influence of the Coulomb interaction on the intrinsic
spin-Hall effect has not been analyzed. The issue is more
complex than the problem presented in section 4, i.e. the
study of the influence of spin-Coulomb drag on the extrinsic
spin-Hall effect. The main difference between the problem
with impurities and the problem that considers spin–orbit
interaction coming from the band structure is that the latter
usually does not conserve the z component of spin. The general
form of intrinsic spin–orbit interactions in 2D is
Hb = − 12 b(k) · σ (60)
where σ is the vector of the Pauli matrices and b(k) is the
intrinsic spin–orbit field. Due to time reversal symmetry this
field needs to fulfill the following condition: b(k) = −b(−k).
For example, for the simplest model describing the spin–orbit
interactions in a 2DEG oriented in the [001] direction one
has [49]
b(k) = 2αˆz × k (61)
where ˆz is the unit vector in the z direction and α is the spin–
orbit coupling strength. This model is known in the literature as
the Rashba model [49]. For 2DHG, the Luttinger Hamiltonian
for low densities can be simplified by taking into account only
the heavy hole band [89, 31]. This gives
H2DHG = iαh(k3−σ+ − k3+σ−). (62)
Obviously, these Hamiltonians do not conserve the z
component of spin and therefore the simple approach
presented in section 4 cannot be applied. The main
complication is that we need to consider the whole density
matrix (also the off-diagonal terms) in the Boltzmann
approach. However, the Rashba model (at least for the
standard definition of spin current [90]) gives zero spin-Hall
conductivity [29, 30, 32–34, 38] so we do not expect that this
result will be further modified by e–e interactions. On the
other hand, for the cubic spin–orbit models, vertex corrections
are not important and the spin-Hall conductivity is of the
order of e2/h¯. In this case, our expectation is that the spin-
Hall conductivity, being non-universal, will be reduced by
spin-Coulomb drag. However, there has not yet been the
calculations which would quantitatively address this problem.
So far the only studied problem was the influence
of spin–orbit interactions on the spin-Coulomb drag [91].
Diagrammatic calculations [91], suggest that the spin-
Coulomb drag is actually enhanced by spin–orbit interaction
of the Rashba type, at least in the weak scattering regime.
The correction is simply additive to what we would expect
from microscopic calculations of spin-Coulomb drag without
spin–orbit interaction [65]. It has the form 3(γ ∗int)2 where
γ ∗int = αme/(υFm) and υF is the Fermi velocity. There is
still much room of course for more detailed studies of the
interplay between spin–orbit interaction and spin-Coulomb
drag. Recently, Weber et al [92] have undertaken experimental
studies of the relaxation of a spin grating in a two-dimensional
electron gas oriented in such a way that the spin–orbit
interaction is relevant. A theoretical study by Weng et al
[93], which takes into account both spin–orbit coupling and
electron–electron interaction, concludes that the spin-Coulomb
drag will still be visible as a reduction of the spin diffusion
constant. The latter is still determined from the initial
decay rate of the amplitude of the spin grating, but the
full time evolution of the amplitude involves two different
spin-relaxation times for in-plane and out-of-plane dynamics,
respectively.
6. Evolution of spin-Hall effect
As we showed in previous sections, the spin-Hall effect has
various contributions. Therefore, it is in place to compare the
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importance of different mechanisms contributing to the spin-
Hall conductivity as a function of h¯τ/m. We chose h¯τ/m as
an SHE evolution parameter for two reasons: (1) it has the
dimension of a squared length and can be directly compared
with the strength of the spin–orbit coupling αh¯ and (2) h¯τ/m
can be easily connected with the mobility. When h¯τ/m is
expressed in A˚2 it is approximately equal to 6μ, where μ is
the mobility in cm2 V−1 s−1.
In a dc limit we can distinguish three different
regimes [94]: (1) ultraclean regime where h¯
τ
 Eso, where Eso
is the spin–orbit energy scale defined as Eso = EF(αh¯/a2B),
where aB is the effective Bohr radius, (2) clean regime
characterized by the inequality Eso  h¯τ  EF, where EF is
the Fermi energy and (3) the dirty regime in which h¯
τ
> EF. In
terms of h¯τ/m these three regimes correspond to (1) h¯τ
m
 a4B
αh¯
(ultraclean), (2) a2B  h¯τm  a
4
B
αh¯ (clean) and (3) h¯τm < a2B
(dirty), where we assumed n = a−3B . On top of these limits
we need to know the relative importance of the skew scattering
and side jump contributions to the spin-Hall conductivity. Let
us therefore recall the final formulae for the skew scattering:
σ ss = 10−3 σD
1 + γ τ (63)
and side jump spin-Hall conductivities:
σ sj = −2αne2. (64)
The ratio of these two conductivities is
σ sj
σ ss
≈ 3 × 102 αh¯[A˚
2]
μ[cm2 V−1 s−1] (65)
where we used the connection between mobility and h¯τ/m.
Also, in the above formula αh¯ is in units of A˚2 while
μ is in cm2 V−1 s−1. The side jump and skew scattering
contributions have the same magnitude when h¯τ
m
= 2×103αh¯.
As we already mentioned the skew scattering contribution
scales with the mobility and therefore will dominate the
ultraclean regime, where this quantity is the largest. The
skew scattering contribution is cut off by spin-Coulomb drag
when γ  1/τ and the cutoff value of spin conductivity is
σ sscut = 10−3 ne
2
mγ
. The intrinsic contribution (if it is not zero,
like in a Rashba model) dominates in a clean regime. As was
shown theoretically [95], the vertex corrections connected with
disorder are zero for p-doped semiconductors and the spin-
Hall conductivity is of the order of e2/h¯ and therefore much
larger than the side jump contribution. For example, for typical
2D semiconducting hole gases with densities (1011 cm−2), the
side jump contribution is around a thousand times smaller than
the intrinsic one. Therefore in the scenario where the skew
scattering regime passes to the side jump regime the scale
2 × 103αh¯ must be larger than a4B
αh¯ . For doped semiconductors,
for example GaAs, the effective Bohr radius is 100 A˚, so
we have a
4
B
αh¯ ≈ 4 × 106αh¯  2 × 103αh¯. Therefore
we will have a direct transition from the skew scattering
to the intrinsic regime. However, there are two options to
observe the side jump effect: (i) the intrinsic contribution is
Figure 12. Evolution of the spin-Hall effect as a function of h¯τ/m
assuming that an electron–impurity scattering potential has the form
of the screened Coulomb potential. The side jump could be observed
in an ultraclean regime if we decrease the mobility by, for example,
the tuning of temperature.
zero (like in the Rashba model), then side jump could be
observed in the clean limit and (ii) the mobility is decreased
by changing the temperature and the side jump contribution
could be observed in the ultraclean regime as we mentioned
in section 5 (see figure 11). In the dirty regime the spin-Hall
conductivity diminishes to zero. The scenario of evolution
of spin-Hall conductivity in semiconductors with non-zero
intrinsic contribution is presented in figure 12. In contrast,
if one adopts equations (63) and (64) to describe the spin-
Hall effect in metals, one finds that the skew scattering term
would evolve into a side jump contribution for h¯τ/m∗ = 103α
and the intrinsic effect will eventually appear for h¯τ/m∗ =
a4B/(αh¯) in the clean regime. For parameters typical for Pt,
the side jump and intrinsic contributions are of the same order
and dominant. Therefore further calculations (including the
complexity of band structure) and experiments are needed to
distinguish between various mechanisms contributing to the
SHE in metals.
7. Summary
In this review we have summarized the current status of
knowledge concerning the extrinsic spin-Hall effect and the
spin-Coulomb drag effect, and the relation between them.
Careful readers will notice that there are still plenty of open
questions and unsolved problems.
From the theoretical point of view, perhaps the most urgent
open challenge is the calculation of the influence of the spin-
Coulomb drag on the intrinsic spin-Hall effect. From the
experimental point of view, it would be interesting to see time-
resolved studies of the spin-Hall effect, possibly conducted by
spin grating techniques [72, 92] or by optical spin injection
techniques [45, 44]. Furthermore, a direct detection of the
influence of the spin-Coulomb drag on the spin-Hall effect
and an experimental verification of the theoretical predictions
of section 4 would be of great interest. Finally, a full
description of the interplay between spin–orbit coupling and
spin-Coulomb drag remains an open challenge, particularly at
the experimental level.
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