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Abstract
We develop tools for the efficient evaluation of Wilson lines in 3D higher spin gravity,
and use these to compute entanglement entropy in the hs[λ] Vasiliev theory that governs
the bulk side of the duality proposal of Gaberdiel and Gopakumar. Our main technical
advance is the determination of SL(N) Wilson lines for arbitrary N , which, in suitable cases,
enables us to analytically continue to hs[λ] via N → −λ. We apply this result to compute
various quantities of interest, including entanglement entropy expanded perturbatively in
the background higher spin charge, chemical potential, and interval size. This includes a
computation of entanglement entropy in the higher spin black hole of the Vasiliev theory.
These results are consistent with conformal field theory calculations. We also provide an
alternative derivation of the Wilson line, by showing how it arises naturally from earlier work
on scalar correlators in higher spin theory. The general picture that emerges is consistent
with the statement that the SL(N) Wilson line computes the semiclassical WN vacuum block,
and our results provide an explicit result for this object.
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1 Introduction
Entanglement, it has been suggested, builds spacetime [1–13]. We now have a robust holo-
graphic entanglement dictionary in the context of Einstein gravity and its higher deriva-
tive generalizations. The Ryu-Takayanagi formula [1] and its relatives [14–18] encode the
quantum information of CFT states in bulk geometry; conversely, inequalities obeyed by
entanglement entropy in holographic CFTs may be transmuted into dynamical gravitational
laws, defining consistent dynamics in weakly curved AdS spacetime [9, 19–23].
The slogan that entanglement builds spacetime has yet to elucidate what becomes of
smooth spacetime geometry far away from the classical Einstein gravity regime. In a UV
complete theory of gravity in AdS, such as string or M-theory, new physics at the string or
Planck scale ensures that classical spacetime concepts, such as the Ryu-Takayanagi formula,
cease to be meaningful. One might hope that entanglement remains a good observable for
constructing quantum geometry. The AdS/CFT correspondence suggests that CFT entan-
glement may be used to define these concepts from the boundary inwards: as a CFT may be
regarded as the non-perturbative definition of a quantum string theory in AdS ×M, perhaps
CFT entanglement may be likewise regarded as defining what we mean by “spacetime” in
that theory.
A highly ambitious goal, but perhaps a reasonable place to start, is to find the general-
ization of Ryu-Takayanagi to string theory at finite `s. In string theory, there is, at energies
of order 1/`s, no hierarchy between the graviton and higher spin modes of a closed string. As
the infinite towers of higher spin modes become massless, the theory is believed to acquire
a huge symmetry enhancement [24–27]. In type IIB string theory on AdS3 × S3 × T 4, for
instance, we now have some of our first data on what this symmetry algebra may be [28–31];
this raises the tantalizing prospect of reformulating string theory on AdS3 × S3 × T 4 as a
higher spin theory, highly (or even uniquely) constrained by its symmetries. In this setting,
it is not at all clear what becomes of spacetime, much less what role entanglement plays and
how to compute it.
This discussion suggests that if we want to compute entanglement in bona fide AdS3
string theory, studying entanglement in AdS3 higher spin theories is a good start. At present,
the Vasiliev theories of higher spin gravity are the only explicitly constructed examples of
higher spin gauge fields coupled to matter [32–34]. Morally speaking (and literally so in the
case of AdS3 × S3 × T 4 [28–30]), the Vasiliev degrees of freedom model the lowest of the
many infinite towers of higher spin fields of string theory. The simplest non-supersymmetric
Vasiliev theory contains one such tower. The dynamics of these higher spin gauge fields are
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governed by two copies of the higher spin algebra hs[λ], which acts as the toy model for the
stringy symmetries [32]. Just as in high energy string theory, it is not known what the proper
gauge-invariant generalization of spacetime geometry is in the presence of the Vasiliev gauge
symmetries [35–37]. With the above as inspiration, we will, in this paper, take the modest
step of performing the first computations of entanglement entropy in Vasiliev’s theory of
higher spin gravity in AdS3.
Lofty inspiration aside, the computation of entanglement in 3D Vasiliev theory has been
sought from other, holographic, vantage points. An even simpler theory of 3D higher spins,
without matter, is given by an SL(N,R) × SL(N,R) Chern-Simons theory [38,38,39], general-
izing the usual construction of gravity as an SL(2,R) × SL(2,R) Chern-Simons theory [40,41].
In AdS, these theories give rise to (two) asymptotic WN algebras, and hence they capture the
large c dynamics of WN currents, independent of any particular CFT realization. In [42,43],
two entanglement functionals were proposed in the SL(N) theories, and later proven to be
equivalent [44]. These purport to compute the single interval entanglement entropy of a
putative dual CFT with WN symmetry; there is now plenty of evidence for this [45–49]. An
outstanding goal in the field has been to generalize this to the infinite-dimensional hs[λ]×hs[λ]
Chern-Simons theory that generates the current sector of the Vasiliev theory.
To set up our Vasiliev calculations, we need to recall what has been done for SL(N). As
we review in more detail in Section 2, the SL(N) entanglement prescription is to compute a
certain bulk Wilson line for the two Chern-Simons connections, anchored on the asymptotic
boundary at the endpoints of the entanglement interval. Defining the Wilson line for the
SL(N)× SL(N) connection A,
WR(C) = TrR
(
P exp
∫
C
A
)
, (1.1)
the claim is that SEE = − log(WR(C)) for a suitably chosen representation R.1 This rep-
resentation has quantum numbers that grow with large c, hence allowing us to apply a
semiclassical approximation to WR(C). A natural question, answered in [49,50], is what this
computes when the representation is modified. The answer proposed in [49, 50] is simple:
the Wilson line computes a bulk two-point function for an operator carrying the higher spin
charges needed to specify the representation R, in the background specified by the connec-
tion A. Furthermore, this correlation function is equivalent to the WN four-point conformal
block for the identity module in a certain large c limit, given in (2.23).
The fact that so much dynamical information about SL(N) higher spin gravity can be
ascertained from symmetry considerations has recent precedent in ordinary 3D gravity. [51–
1We will not work directly with this Wilson line expression — and hence will not define it precisely —
but rather a different object than can be argued [42,43] to represent the Wilson line in the large c limit.
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54] studied probe scalar two-point functions in locally AdS3 geometries. Thinking of the
background as generated by a heavy operator OH , and the probe scalar as dual to some
“light” operator OL, the leading order exchange of gravitons between the probe and the
surrounding geometry captures the exchange of the Virasoro vacuum module in a four-point
function at large c. By independent CFT calculations of the four-point Virasoro vacuum
block, Fvac, [51] demonstrated this mapping. Schematically, this universality can be written
as
e−Sgeodesic ≈ 〈OH |OLOL|OH〉 ≈ |Fvac|2 (1.2)
where Fvac is evaluated in a large c limit
c→∞ , hH
c
,
hL
c
fixed ,
hL
c
 1 . (1.3)
The SL(N) version of this, described above, just upgrades everything to include higher spin
charges, and replaces the probe worldline action by the Wilson line:
WR(C) ≈ 〈OH |OLOL|OH〉 ≈ |F WNvac |2 (1.4)
(The precise large c limit is now given by (2.23).) The vacuum dominance of semiclassical
correlation functions is believed to hold for every sparse, large c CFT, assuming that all
operator dimensions scale with c [55].
In this paper we will firm up these notions of universality in higher spin gravity, on our
way to computing entanglement entropy in Vasiliev theory. To set the stage, let us highlight
some outstanding problems for higher spin Wilson lines, all of which we will tackle in turn.
The first is that the SL(N) Wilson line, for arbitrary representations R and in arbitrary
higher spin backgrounds, has not actually been explicitly computed for arbitrary N . Calcu-
lations in [49] only treat the N = 3 case in detail. Equivalently, the determination of the
semiclassical WN vacuum block remains an open problem.
A second open problem is that the SL(N) Wilson line has never been derived from the field
equations of a bona fide SL(N) theory coupled to matter. Rather, it has been motivated by
the role of Wilson lines as gauge-covariant observables in Chern-Simons theory, and verified
to produce sensible results. It would be satisfying to understand its connection to first
principles computations based on the field equations coupling matter to higher spins.
Finally, as we have emphasized, the extension to hs[λ], and hence to the gauge sector
of Vasiliev theory, has not been done. The hs[λ] Wilson line computes the semiclassical
W∞[λ] vacuum block, where W∞[λ] is the asymptotic symmetry algebra of hs[λ] gravity
in AdS3 [56, 57]. It is difficult to directly evaluate the hs[λ] Wilson line because hs[λ] is
an infinite-dimensional algebra, and we will not fully solve this problem here. However, as
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we describe below, in perturbation theory in the higher spin charges one can skirt these
difficulties by using a certain analytic continuation from the SL(N) Wilson line, once the
latter is known for general N .
Before proceeding to a summary of our results, let us note that another route towards
establishing the link between the Wilson line and CFT results goes through Toda field theory.
Just as Liouville theory captures the universal information dictated by Virasoro symmetry,
Toda theory does the same for WN symmetry [58, 59]. [49] showed how to compute the
semiclassical WN vacuum block in Toda theory, with the answer being expressed in terms
of determinants of SL(N) matrices. This same result can be shown to arise from the Wilson
line [60]. The determinants arise in the same way as in (4.9).
1.1 Summary of results
We now give an extended summary of our results, which can be found in Sections 3–7.
These are preceded by a brief review in Section 2 of 3D higher spin gravity and the circle of
ideas relating higher spin Wilson lines, WN conformal blocks and universality of correlation
functions at large c.
1.1.1 The explicit SL(N) Wilson line (Sections 3–4)
We fully determine the bulk Wilson line in the SL(N) higher spin theory, for an arbitrary
probe propagating in an asymptotically AdS background. This builds on work of [49],
where only the N = 3 case was explicitly computed. This result thereby gives the explicit
semiclassical WN vacuum block, for arbitrary charges subject to the large c limit (2.23).
The computation begins in Section 3 by showing that the usual expression for the Wilson
line, presented in [42, 43], can be drastically simplified in the near-boundary limit. Recall
that the near-boundary limit is the physically relevant regime: in analogy to the use of the
GKPW prescription to extract CFT correlators from AdS amplitudes, one must take the
near-boundary limit of the Wilson line to extract a semiclassical CFT correlator. One of
the primary difficulties in computing the Wilson line so far is that the eigenvalues of the
connection depend in a complicated way on the radial coordinate, and the near-boundary
limit may only be taken after computing the full bulk Wilson line. What we have derived is
a direct expression for the near-boundary result.
This result can be summarized as follows. The Wilson line anchored at points (0, w) on
the boundary, where w is a complex coordinate, is evaluated in a background specified by
a pair of flat, constant SL(N) connections (a, a). The probe sits in a representation R of
SL(N), which can be specified by a charge vector q.2 The Wilson line action Iq = − logWq
2Note that we are now denoting the representation as R. This is because in (1.5) we have pulled out
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in the near-boundary limit, call it [Iq]finite, is then
[Iq]finite = kCS log GR + kCS log GR (1.5)
where GR and GR are the matrix elements
GR = 〈−hwR|eΛ|hwR〉 , GR = 〈hwR|e−Λ |−hwR〉 . (1.6)
(Λ,Λ) are linear combinations of the respective bulk connections,
Λ ≡ aww + aww , Λ ≡ aww + aww ; (1.7)
|hwR〉 and |−hwR〉 are highest and lowest weight states, respectively, of R; and kCS ∝ c is
the Chern-Simons level.
To make this even clearer, we may write it in terms of the charge vector q, which is
parameterized by a set of N − 1 real numbers, di. When di ∈ Z+, the charge vector q is the
weight of a highest weight state |hwR〉 of a finite-dimensional representation, and the di are
the Dynkin labels. In fact, we will want to deal with more general probes such that di ∈ R.
These representations are generically infinite-dimensional, and so the formulas in (1.6) do
not apply directly since there is no lowest weight state |−hwR〉. Our prescription is that we
compute with general di ∈ Z+, and then continue to arbitrary di in the final result. Using
(1.8) below, this step is rather trivial to implement. The Dynkin labels are in one-to-one
correspondence with Young diagrams of SL(N). Just as a Young diagram is symmetrized
among its columns, the matrix element GR may be simply expressed in terms of the matrix
elements of the k-box antisymmetric representations, Gk:
GR =
N−1∏
k=1
G dkk , where Gk ≡ 〈−hw| eΛ|hw〉k (1.8)
An analogous formula holds for GR. Altogether, (1.5) and (1.8) are significantly simpler than
previous prescriptions.
Moreover, we can explicitly evaluate (1.8) for arbitrary representations. GR may be
expressed solely in terms of the eigenvalues of Λ. In Section 4, we evaluate GR explicitly in
terms of these eigenvalues and the charges di of the probe. This, then, provides the final
explicit expression for the Wilson line, and hence the semiclassical WN vacuum block, in
terms of the light and heavy higher spin charges. The result can be found in equation (4.11).
Note that the result (1.5) holomorphically factorizes. This reflects the fact that the
a factor of kCS corresponding to rescaling q. The weight vector q will thus be thought of as being O(1),
whereas the highest weight vector for R would be O(kCS).
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semiclassical correlator 〈OH |OLOL|OH〉 is believed to be dominated by the semiclassical
WN vacuum block. We can thus read off the block as
F WNvac = G−kCSR (1.9)
Because the result for the block applies in any large c CFT with WN symmetry, this is a
useful result beyond the holographic context. Examples of such theories include Toda theory
at large c, or large N symmetric product CFTs, SymN(X), where the seed theory X has
WN symmetry.
3
1.1.2 “Deriving” SL(N) Wilson lines from SL(N) Vasiliev theory (Section 5)
The lack of a derivation of the Wilson line, alluded to earlier, is partly due to the paucity
of theories which actually feature SL(N) gauge fields consistently coupled to matter. In
fact, we know of only one: the Vasiliev theory at λ = ±N , with all fields of spin s > N
truncated. This is possible because hs[±N]/χN ∼= SL(N), where the spin s > N fields
form an ideal, χN . We call this theory “SL(N) Vasiliev theory.” In Section 5, we provide
arguments that motivate the appearance of the Wilson line from the field equations of SL(N)
Vasiliev theory. The argument is based on the results of [61]. The key point is that GR
appearing in (1.6) is precisely the formula for a two-point function in SL(N) Vasiliev theory.
This fact was first derived in [61] by direct expansion of the Vasiliev master field equations
around asymptotically AdS higher spin backgrounds. As we will discuss, the equivalence
of the Wilson line and the correlator computed in [61] is not automatic and requires some
justification, as it involves an extrapolation of the charges carried by the objects from one
regime to another.
1.1.3 Entanglement in hs[λ] Vasiliev theory (Sections 6.1–6.3)
The SL(N) Wilson line can be applied to compute correlators/vacuum blocks for any set of
charges. An especially interesting case is that of a probe with vanishing higher spin charge,
whereupon the Wilson line is the higher spin entanglement entropy functional [42,43]. This
corresponds to choosing R to be the “Weyl representation”: in terms of the Dynkin labels,
di = 1 for all i. We write R = ρ, where ρ is the Weyl vector of SL(N); the reason this
has vanishing higher spin charge is that the weight vector ρ maps to the Cartan element
L0, which commutes with all higher spin zero-mode generators V
s>2
0 . The boundary CFT
entanglement entropy for a single interval stretching from 0 to w is then, using SEE = [Iρ]finite
and equations (1.5) and (1.8),
3The latter theory has a much larger chiral algebra, of which WN is its “diagonal” subalgebra.
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SEE = kCS log Gρ + (anti-holomorphic) (1.10)
with
Gρ = 〈−ρ|eΛ|ρ〉 =
N−1∏
k=1
Gk . (1.11)
Recalling that we have explicitly computed Gk in terms of the eigenvalues of the matrix
Λ,4 this completes the determination of entanglement entropies in asymptotically AdS back-
grounds of SL(N) higher spin gravity.
More interestingly, as we now explain, these results for general N allow us to compute
entanglement entropy in hs[λ] Chern-Simons theory as well, and hence in the Vasiliev theory
with an infinite tower of higher spin fields. To compute hs[λ] entanglement, one would appear
to need the hs[λ] Wilson line. However, we will utilize a well-known fact about hs[λ], which
is that it may be defined by analytic continuation of sl(N) to non-integer N: that is,
hs[λ] ∼= sl(λ) (1.12)
with λ ∈ C (see, e.g., [62, 63]). A corollary is that any rational function of sl(N) structure
constants may be unambiguously continued to hs[λ], simply by writing N = ±λ. Crucial
to this point is that sl(N) structure constants are polynomials in N .5 This technique has
passed muster in earlier higher spin literature [61,65–67].
To employ this fact in the entanglement context, we develop various perturbative ex-
pansions, to be described in a moment, of the SL(N) Wilson line with R = ρ. At a fixed
order in these expansions, the result always depends polynomially on the sl(N) structure
constants, and hence on N . By performing the aforementioned analytic continuation, we
obtain Vasiliev entanglement entropy without having to address the inherent difficulties of
the yet-to-be-constructed hs[λ] Wilson line. We perform analogous computations for other
representations R. We confirm the validity of this procedure by checking against independent
computations directly in hs[λ] (and W∞[λ] CFT) language.
Ideally, of course, we would like to compute entanglement entropy in Vasiliev theory
non-perturbatively in the higher spin fields. However, this is a tall order given the state of
affairs of 3D higher spin gravity: to do so would require resolving major conceptual issues
that are present in other, more basic computations. In short, we know very little about
4As we motivate below, a perturbative expansion of SEE is often desirable. In this situation, it is more
efficient to directly expand the matrix element 〈−ρ|eΛ|ρ〉: not only is |ρ〉 a highest weight state, annihilated
by lowering generators, but it also has vanishing higher spin charge, V s>20 |ρ〉 = 0. This leads to relatively
simple matrix elements after perturbative expansion of eΛ. We use this technique in Section (6).
5Other, non-rational functions may be analytically continued on a case-by-case basis using Carlson’s
theorem [64].
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Vasiliev theory away from perturbation theory. At present, then, the only reasonable target
for Vasiliev or hs[λ] entanglement entropy computations involves a perturbative expansion
in the background higher spin fields. This would be the precise entanglement parallel of the
perturbative thermal partition function calculations of [47, 68, 69], and as we now describe,
this is exactly the computation we have done here. It will obviously be very interesting to
eventually understand non-perturbative higher spin physics in AdS3. We provide a more
detailed perspective on these issues in the Discussion.
In Section 6, we perform the following perturbative calculations of entanglement entropy:
• Small charges: We expand the Wilson line perturbatively in the background higher
spin charges. We explicitly demonstrate this procedure for spin-3. The result to first non-
trivial order is in equation (6.31). One background of particular interest is the higher spin
black hole. Expressing our general result (6.31) in terms of the inverse temperature β and
chemical potential µ, we arrive at the single-interval entanglement entropy in the hs[λ] black
hole background of Vasiliev theory. This result passes two checks: one, it matches a CFT
calculation of the same quantity [45,46]; and two, the large interval limit correctly reproduces
the thermal entropy as computed directly in the hs[λ] Chern-Simons theory.
• Small µ in the T = 0 higher spin black hole: At zero temperature but nonzero
chemical potential, the hs[λ] black hole solution simplifies, as does the computation of en-
tanglement entropy in that background. The result through O(µ6) is in equation (6.44). At
λ = 0, we subject our bulk calculation to a highly nontrivial test against the entanglement
entropy in a CFT of c complex free fermions. This theory realizes two copies of a W1+∞ chiral
algebra, which reduces to the asymptotic W∞[0] algebra of an hs[0] Chern-Simons theory in
AdS3 after modding out a U(1) current. This CFT calculation was initiated in [45], and we
extend it to higher orders here. The results agree with the Wilson line result at λ = 0. This
is a strong check of our prescription for computing Vasiliev entanglement entropy using the
bulk Wilson line.
• Short interval: We compute the leading higher spin correction to the short interval
expansion of the entanglement entropy, for generic higher spin background charges. Despite
this calculation being non-perturbative in the charges, the leading dependence is simple and
easy to understand; the result is in equations (6.60) and (6.64).
1.1.4 Virasoro blocks from WN blocks (Section 6.4)
Because WN contains a Virasoro subalgebra, a WN conformal block may be branched into
Virasoro conformal blocks. A corollary of this statement is that knowledge of the WN
vacuum block can be used to obtain the non-vacuum Virasoro block for pairwise identical
external operators. The logic is depicted in Figure 1: allow the external operators to have
9
Figure 1: For external operators with higher spin charge with respect to some W -algebra,
the W -algebra vacuum block (left side) can be branched into an infinite sum of Virasoro
blocks (right side). Pictured are the Virasoro blocks corresponding to vacuum and single
current exchanges.
spin-s charges, and extract the piece of the WN vacuum block linear in these charges. This
corresponds to the spin-s current exchange, and gives the Virasoro block for exchange of an
operator of dimension s. Although s ∈ Z so far, rationality of the Virasoro block in s (at
any fixed order in the cross-ratio expansion) permits the naive analytic continuation away
from the integers. Using the Wilson line, we extract the semiclassical Virasoro block using
the above method. The latter was recently derived in [51], and we match that result here;
see equation (6.66).
1.1.5 WN minimal model data (Section 7)
In Section 7, we explain what our results imply about WN minimal models at large c. The
SL(N) Vasiliev theory is holographically dual to a certain non-unitary, large c limit of the WN
minimal models (called the “semiclassical” limit in [70,71]). This permits an interpretation
of our results in the context of that specific CFT.
In particular, while all of our Wilson line results are completely general and depend only
on representation theory, the finite-dimensional probe representations R have realizations as
operators in the WN minimal models. In this way, many of our technical results may be
viewed as statements about the minimal model spectrum. For instance, in Section 6.2.4 and
Appendix D, we derive all higher spin charges of arbitrary representations R; see equations
(6.54) and (6.58). These then double as the charges of operators (Λ+, 0) in the minimal
models [72]. In fact, according to a conjecture in [65], these are also the charges of the
transposed operators (ΛT+, 0) in the unitary ’t Hooft limit of Gaberdiel and Gopakumar [72].
Our results are in line with the statement that the Wilson line action computes the
vacuum block contribution to semiclassical four-point functions of SL(N) Vasiliev theory. If
one takes c→∞ while also scaling up the dimensions and charges of the external operators
in proportion to c (see (2.23)), then general arguments [55] lead one to the conclusion that
the vacuum block dominates in this limit. In fact, a stronger statement appears to be true:
explicit computations [61] in the WN minimal models show that correlators of the sort being
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discussed here are given by the vacuum block even if one holds fixed the dimensions/charges
of one pair of external operators as c→∞.6 In particular, for such operators the Wilson line
result agrees exactly with the correlators computed in the non-unitary WN minimal model.
The underlying reason for this seems to be that the heavy primary operators (0,Λ−) are
dual to soliton solutions which are completely smooth in the sense of having trivial gauge
holonomy. Furthermore, only the higher spin gauge fields are excited and not any matter
fields. The light probe then just sees a smooth solution built purely out of higher spin fields,
which is the description one expects for the vacuum block.
We close the paper with a discussion of future directions and some open problems in the
world of 3D Vasiliev in Section 8. Several appendices contain technical supplements to the
main text.
2 Brief Review of 3D Higher Spin Gravity and Wilson Lines
Here we give a very brief statement of the needed facts about 3D higher spin gravity, and
then about its Wilson lines. This material is standard, and more details can be found in,
e.g. [73, 74].
A pure higher spin theory with gauge fields of spins s = 2, 3, . . . N is based on SL(N) ×
SL(N) Chern-Simons theory with action7
I = ICS[A]− ICS[A] , (2.1)
with
ICS[A] =
kcs
4pi
∫
M
Tr
(
A ∧ dA+ 2
3
A ∧ A ∧ A
)
. (2.2)
We take the trace to be in the defining representation, where (A,A) are traceless N × N
matrices. The action is invariant under gauge transformations
δΛA = dΛ + [A,Λ], δΛA¯ = dΛ¯ + [A¯, Λ¯]. (2.3)
The equations of motion imply that the connections are flat
F = dA+ A ∧ A = 0, F¯ = dA¯+ A¯ ∧ A¯ = 0. (2.4)
6This is known as the “heavy-light” limit when applied to Virasoro blocks [53].
7The version that is relevant for duality to a healthy boundary CFT is instead based on the infinite-
dimensional gauge group hs[λ]×hs[λ]. The SL(N) theory can be thought of as a non-unitary extrapolation,
involving taking λ = ±N .
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Some basic results on SL(N) group theory are stated in appendix A. Here we just note
that the SL(N) generators are denoted
V sm , s = 2, 3, . . . , N , m = −(s− 1),−(s− 2), . . . s− 1 . (2.5)
The generators Lm ≡ V 2m form a principally-embedded SL(2) subalgebra,
[Lm, Ln] = (m− n)Lm+n , (2.6)
and V sm transform in the spin s− 1 representation under this SL(2),
[Lm, V
s
n ] = (m(s− 1)− n)V sm+n . (2.7)
An asymptotically AdS3 connection takes the form
A =
(
eρL1 +
N∑
s=2
Qse
−(s−1)ρV s−(s−1)
)
dw + L0dρ
A =
(
eρL−1 +
N∑
s=2
Qse
−(s−1)ρV ss−1
)
dw − L0dρ (2.8)
where w is a complex coordinate. (Qs, Qs) are identified with left and right moving spin-s
currents, respectively. In general, flatness permits Qs = Qs(w) and Qs = Qs(w), although
in this paper we restrict them to be constant. We can also include terms that correspond to
adding to the dual CFT Lagrangian a source µs coupled to the spin-s current Qs:
A→ A+ µse(s−1)ρV ss−1dw + . . . (2.9)
where the . . . denote additional terms required by flatness.
Given a solution described by flat connections there is an associated solution in the metric
formulation. For instance, the metric is
gµν =
1
Tr(L0L0)
Tr(eµeν) , eµ =
1
2
(Aµ − Aµ) . (2.10)
The higher spin fields are similarly obtained by taking traces of higher powers of the gener-
alized vielbein eµ. The full action for the theory in these metric-like variables is unknown,
though see [75, 76]. We also note that the Chern-Simons level kCS is related to the Brown-
Henneaux central charge as
c = 12Tr(L0L0)kCS = N(N
2 − 1)kCS , (2.11)
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the trace being taken in the defining representation. This should be understood as the central
charge of both components of the classical WN ×WN algebra, obtained as the asymptotic
symmetry of the bulk theory with AdS3 boundary conditions 2.8.
2.1 Wilson lines
References [42, 43] gave two independent proposals for defining entanglement entropy in
SL(N) higher spin backgrounds, each involving a kind of Wilson line for the connections
A,A taking values in the Lie algebra of SL(N). These were later shown to be equivalent [44].
A more general class of Wilson lines computes vacuum conformal blocks of the WN algebra
in a semiclassical limit described in [49]; these are parameterized by the N − 1 higher spin
charges of a probe field moving in the background of A,A. We now introduce these in turn.
In Sections 3 and 4, which contain our main technical results, we will expand on and further
clarify the relation between the two proposals [42,43], and also explain the connection to the
computation of scalar correlators carried out in [61]. The latter perspective will turn out to
be especially advantageous when it comes to obtaining result for general N .
Consider a single spacelike interval on the asymptotic boundary of some higher spin
background, and let C be some curve in the bulk whose endpoints connect the endpoints of
the chosen interval (more precisely, C is homologous to the interval). The proposal in [42]
starts from the Wilson line
WR(C) = TrR
(
P exp
∫
C
A
)
. (2.12)
Since the connections are flat, WR(C) is independent of the choice of curve C. R denotes a
representation R×R of SL(N)× SL(N). The choice of R corresponds to the choice of higher
spin charges for a massive field moving in the background A. To compute entanglement
entropy, one takes R to be the Weyl representation of SL(N), which has vanishing higher
spin charges, as we justify shortly. Given this choice, the Wilson line is supposed to be
related to the entanglement entropy as
SEE = − log(WR(C)) . (2.13)
More precisely, we should impose a near-boundary cutoff and isolate the behavior as the
cutoff is taken away.
In general, (2.12) is quite intractable due to the path ordering. However, simplifications
occur in the limit of very “heavy” representations R, by which we mean representations
whose quadratic (and possibly higher) Casimirs becomes asymptotically large as a function
of large c. This is the appropriate regime for the connection with entanglement entropy as
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computed semiclassically in the bulk. The bulk central charge should be large, c 1, and the
quadratic Casimir for R scales as c2 ∼ c2. The simplification at large c starts with rewriting
(2.12) using the standard quantum-mechanical formalism for rewriting matrix elements of
path-ordered exponentials in terms of path integrals. The central charge then acts as 1/~,
and so a saddle-point approximation can be used. After the dust settles, we are left with
the following prescription for computing the semiclassical Wilson line.
First, we trade the flat SL(N)× SL(N) connections (A,A) for SL(N) group elements as
A(x) = L(x)dL−1(x) , A(x) = R−1(x)dR(x) . (2.14)
This can always be done locally, and nontrivial gauge holonomies can be incorporated by
allowing (L,R) to be multivalued. We then define the object M as
M ≡ P exp
(
−
∫
Cr
A
)
P exp
(
−
∫
C
A
)
= L(xi)L
−1(xf )R−1(xf )R(xi) , (2.15)
Here C is the contour starting at xi and ending at xf , while Cr denotes the reversed contour,
starting at xf and ending at xi. M is the “composite Wilson line” employed in [43]. Now
consider M in the defining N × N matrix representation, and let λM denote the diagonal
matrix whose entries are the eigenvalues of M ,
λM = diag(eig(M)) . (2.16)
The eigenvalues should be put in the “primary ordering” [42, 44]. As made explicit below,
λM contains all the needed data characterizing the background and the contour C.
Next, we need to characterize the invariant data of the Wilson line probe, namely its
higher spin charges. We do this by specifying an element of the SL(N) Cartan subalgebra,
denoted as P0:
8
P0 =
N∑
s=2
qs
Tr(V
s
0 V
s
0 )
V s0 (2.17)
qs is the spin-s charge carried by the probe, with a factor of kCS pulled out, and the trace
is taken in the defining representation, . Equivalently, we can specify a weight vector, or
“charge vector,” q via
P0 = q ·H . (2.18)
Again working in the defining representation so that P0 is a diagonal N × N matrix, the
8We derive this – specifically, the normalization of qs – in Appendix B.
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semiclassical Wilson line is given as
Wq(C) = e
−Iq(C) , Iq(C) = kCSTr[log(λM)P0] . (2.19)
This completes the prescription.
As was just noted, entanglement entropy is given by a particular choice for P0, or equiv-
alently q. The precise choice for P0 can be motivated by consideration of the replica trick,
where we can think of the Wilson line as a particle that creates a conical defect in the metric.
Importantly, to compute entanglement entropy there should only be a conical defect in the
metric, and not in the higher spin fields. In terms of our explicit SL(N) Cartan generators,
this means that P0 ∝ L0. The coefficient of proportionality can also be motivated by the
replica trick, or by matching to the known result for empty AdS3. Either way, one has
P0 = L0 (entanglement entropy) . (2.20)
The corresponding charge vector is q = ρ, where ρ is the Weyl vector. This describes the
representation R whose Young diagram is “triangular,” with N − i boxes in the i’th row.
2.1.1 WN vacuum blocks and four-point functions
In an AdS/CFT context, the SL(N) Wilson line is computing a boundary two-point function
in an excited state. Consider a pair of CFT operators OH and OL, primary with respect to
currents J (s) that generate the WN algebra:
J (s)|OH〉 = kCSQs|OH〉 , J (s)|OL〉 = kCSqs|OL〉 (2.21)
We have intentionally used the same notation for the charges Qs and qs as in (2.8) and (2.17),
respectively. We want to consider their four-point function on the cylinder,
〈OH(−∞)OL(0, 0)OL(w,w)OH(∞)〉 = 〈OH |OL(0, 0)OL(w,w)|OH〉 , (2.22)
in the following large c regime:
c→∞ , Qs, qs fixed , qs  1 . (2.23)
This is the limit to which we refer throughout most of this paper; in line with previously es-
tablished terminology, we will call this the “semiclassical” limit.9 The correspondence of the
four-point function to the Wilson line follows from application of the AdS/CFT dictionary:
9Taking qs to not be small is also a kind of semiclassical limit that we will not discuss here; our use of
“semiclassical” is in the restricted sense (2.23).
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the “heavy” operators OH set up the higher spin background in the bulk through A,A, while
the “light” operators OL map to a massive, charged particle carrying OL’s quantum numbers
that traces out a bulk worldline. In this way, the Wilson line is naturally interpreted as the
light two-point function in this heavy background.
Moreover, the near-boundary limit of SL(N) Wilson lines with general charge vectors
computes the semiclassical vacuum conformal blocks of the WN algebra [49]. The block is
given by the solution of a differential equation subject to a monodromy prescription for an
auxiliary SL(N) Chern-Simons connection. The Wilson line for this connection, now regarded
as that of a bulk higher spin theory, computes the same quantity. This was explained in [49]
and shown by brute force computation for N = 3.
Following the same line of argument as in the Virasoro case [55], we expect that the semi-
classical four-point functions described above are exponentially dominated by the vacuum
WN conformal block in the semiclassical limit, which we denote F WNvac . So the descriptions
of the Wilson line as both WN vacuum block and correlator hold together, and may be
summarized as
WR(C) = |F WNvac |2 . (2.24)
As with all statements about CFT quantities throughout this paper, the Wilson line is to be
evaluated in the SL(N) theory in the near-boundary limit; the matching of probe and light
operator quantum numbers in (2.24) is implied.
Henceforth we will consider a general charge vector, although we occasionally comment
on the special case relevant for entanglement entropy.
3 SL(N) Wilson Line I. A Simpler Formulation
In this section, the first of two containing our main formal results, we give new and simple
expressions for the near-boundary limit of a general Wilson line in asymptotically AdS3
backgrounds of SL(N) higher spin gravity.
The expression (2.19) requires us to compute the eigenvalues of M . In this paper we will
restrict to connections of the form10
A = b−1ab+ b−1db , a = awdw + awdw
A = bab−1 + bdb−1 , a = awdw + awdw
b = eρL0 , (3.1)
with aw,w and aw,w constant. Flatness requires [aw, aw] = [aw, aw] = 0. In this case, the
10The radial coordinate ρ is not to be confused with the Weyl vector; after this Section, the radial
coordinate makes no further appearance.
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gauge functions in (2.14) read
L = e−ρL0e−aww−aww , R = eaww+awwe−ρL0 . (3.2)
For the endpoints of the contour we take xi,f = (ρ, w, w)i,f with
xi = (− log , 0, 0) , xf = (− log , w, w) , (3.3)
where we used translation invariance to set wi = 0. This gives, using (2.15),
M = elog L0eaww+awwe−2 log L0e−aww−awwelog L0 . (3.4)
It will turn out to be convenient to write λM in terms of parameters γj as
λM = exp
[∑
j
log(γj)α
(j) ·H
]
. (3.5)
Here α(j) are the simple roots of the SL(N) algebra. Recall that the simple roots obey
α(i) · ω(j) = δij, where ω(j) are the fundamental weights.
We consider P0 of the form
P0 = d ·H , d =
∑
i
diω
(i) . (3.6)
In general, di ∈ R. When di ∈ Z+, as is the case for finite-dimensional representations, the
di are the Dynkin labels associated to the Cartan element P0. Otherwise, they are associated
to infinite-dimensional representations.11 We then find
Iq = kCS log
(
γd11 γ
d2
2 . . . γ
dN−1
N−1
)
. (3.7)
This is a key formula. Of course, in this expression we should extract the behavior as → 0
to obtain the physically relevant Wilson line result.
The relation between the dk and the higher spin charges qs – that is, the bases (2.17) and
(3.6) – is
dk = (P0)kk − (P0)k+1,k+1 . (3.8)
This allows one to compute the dk, given some set of higher spin charges qs. In Section 6.2.4
11A useful guide to keep in mind is the case of SU(2). There is one Dynkin label, d1, which equals twice
the spin j of a given representation: d1 = 2j. When j ∈ 12N, the representation is (2j + 1)-dimensional, and
d1 equals the number of boxes of a Young diagram. For j /∈ 12N, we have d1 /∈ Z and the representation is
infinite-dimensional.
17
we will use another method to invert this relation, obtaining the reverse map dk 7→ qs.
Let’s briefly restrict to the special case relevant for entanglement entropy. Recall that
the Weyl vector ρ has Dynkin labels d1 = d2 = . . . = dN−1 = 1. This gives
SEE = kCSTr[log(λM)L0] = kCS log (γ1γ2 . . . γN−1) , (3.9)
which is correct [44].
We now explore the further simplifications for asymptotically AdS3 connections. For
orientation, it’s useful to first consider the case of empty AdS3, which will also serve as a
check of the normalization in (2.20). Empty AdS3 with planar boundary is represented by
the connection
a = L1dw , a = L−1dw. (3.10)
This gives
M = e
1

L1we−
1

L−1w . (3.11)
This is a product of SL(2) group elements, and hence is conjugate to some group element of
the form eαL0 . The constant α is easily computed by computing and comparing eigenvalues
in the 2× 2 representation of SL(2), and this yields
λM = e
2 log(ww
2
)L0 . (3.12)
This gives the entanglement entropy
SEE = 2kCSTr(L0L0) log
(
ww
2
)
=
c
6
log
(
ww
2
)
, (3.13)
which is the standard result.
From (3.12) we may read off the various powers of  carried by the eigenvalues
λM = diag
(
c1
−2(N−1), c2−2(N−3) , . . . , cN2(N−1)
)
, (3.14)
with coefficients ci = (ww)
N+1−2i. In terms of the γi,
(λM)ii =
γi
γi−1
, where γ0 = γN ≡ 1 . (3.15)
A key point is as follows. We will be considering connections more general than empty AdS3;
what changes in those cases are the coefficients ci, while the relation (3.15) and the leading
powers of  in each eigenvalue remain as in (3.14). This is true for any asymptotically AdS3
connection. Actually, we will also be considering some non-asymptotically AdS3 connections,
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which could alter this conclusion. However, in those cases we will always do perturbation
theory in the parameters that change the asymptotics, and this effectively brings us back to
the asymptotically AdS3 case.
In general, the Wilson line action will have the structure
I = (universal constant)× log + (finite) + (vanishing as → 0) . (3.16)
The universal constant takes the same value for all backgrounds and for all intervals, whereas
the finite piece depends on the background and on the interval size. We are only interested
in this background/interval-dependent contribution to the finite part, since we can always
modify the constant part by rescaling the cutoff . With this in mind, we will at times freely
drop such constant finite parts in I.
Now we give another useful expression for the Wilson line action. As discussed above,
for pure AdS λM is given by (3.12). It’s clear that Tr(λM) is dominated, as  → 0, by the
state with highest L0 eigenvalue; we henceforth refer to this as the highest weight state |hw〉.
This statement is also true for a more general asymptotically AdS connection, or in pertur-
bation theory around such a connection. Non-highest weight states will give contributions
suppressed by positive powers of  compared to the highest weight state.
Let us consider M in a general highest weight representation R with highest weight state
|hwR〉; we write M in this case, and λM for its diagonal form. For pure AdS, (3.12) again
holds, where L0 now denotes the Cartan generator ρ · H in the representation R. By the
same logic as above, for a general asymptotically AdS connection we have
TrR[M ] = TrR[λM ] = 〈hwR|λM |hwR〉 as → 0 . (3.17)
To obtain an explicit expression, expand the highest weight in terms of the fundamental
weights, hwR =
∑
i diω
(i), and use the parametrization (3.5) (in representation R). This
yields
〈hwR|λM |hwR〉 = γd11 γd22 . . . γdN−1N−1 . (3.18)
Comparing to (3.7) we obtain
Iq = kCS log TrR[M ] as → 0 . (3.19)
Note that this applies for all highest weight representations R, whether finite- or infinite-
dimensional.
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3.1 Factorization
The above expressions are still rather inconvenient for explicit computation, for two reasons.
First of all, one has to compute the Wilson line action and then extract the → 0 behavior.
It would be more convenient to have a general expression that gives the → 0 contribution
directly. Second, as we will see momentarily, in this limit the Wilson line factorizes into parts
determined by A and A respectively. It is much simpler to compute each of these factors
individually, but it is not clear how to do this using the expressions above.
We now give a result for the Wilson line that rectifies these two shortcomings for arbitrary
probe charges.
Let’s first consider finite-dimensional representations R. These contain both highest and
lowest weight states. Let hR be the highest eigenvalue of L0 in representation R, and −hR
the corresponding lowest weight. That is, take the highest and lowest weight states to obey
L0 |±hwR〉 = ±hR |±hwR〉 . (3.20)
The highest and lowest weight conditions are
V sn<0 |hwR〉 = 0 , V sn>0 |−hwR〉 = 0 . (3.21)
Projectors onto these highest/lowest weight states are
P± = |±hwR〉 〈±hwR| = lim
→0
2hRe∓2 log L0 , (3.22)
and so, from (3.19),
Iq = kCS log
{
−4hRTrR
[
P−eaww+awwP+e−aww−aww
]}
= kCS log
{
−4hR〈−hwR|eaww+aww|hwR〉〈hwR|e−aww−aww |−hwR〉
}
, (3.23)
as  → 0. The interesting finite part thus reduces to a sum of two terms, each of which
depends only on one of the connections,
[Iq]finite = kCS log〈−hwR|eaww+aww|hwR〉+ kCS log〈hwR|e−aww−aww |−hwR〉 . (3.24)
As promised, we now have a convenient expression with the  dependence stripped off, and
separated into contributions from the two connections.
The extension to include infinite-dimensional representations is simple. Starting from
(3.7), a convenient way to write the general Wilson line Iq is by using properties of the
antisymmetric tensor representations R = asymk. These have di = δi,k, and highest and
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lowest weight states which we denote |hw〉k and |−hw〉k, respectively. Their Wilson line
action, which we denote Ik, is
Ik = kCS log γk . (3.25)
The general Wilson line action is then
Iq =
N−1∑
k=1
dkIk (3.26)
where dk are arbitrary real numbers parameterizing an arbitrary representation R. Since the
asymk representations are themselves finite-dimensional, the above result (3.24) applies to
each Ik individually. Plugging these into (3.26) then gives the general result in factorized
form:
[Iq]finite = kCS log GR + kCS log GR (3.27)
where
GR ≡
N−1∏
k=1
〈−hw| eaww+aww|hw〉dkk and GR ≡
N−1∏
k=1
〈hw| e−aww−aww |−hw〉dkk . (3.28)
This is one of our main results. In short, to compute the Wilson line in the desired asymptotic
limit  → 0, one need only compute chiral matrix elements in the asymk representations,
and multiply them as above. In the next section, we will compute these explicitly in terms
of the eigenvalues of the connections (a, a).
4 SL(N) Wilson Line II. Explicit Expression
To summarize where we are so far, after stripping off a universal divergent part, the Wilson
line action Iq = − logWq is given by
[Iq]finite = kCS log GR + kCS log GR , (4.1)
with
GR =
N−1∏
k=1
G dkk , GR =
N−1∏
k=1
Gk dk (4.2)
where
Gk ≡ 〈−hw| eΛ|hw〉k , Gk ≡ 〈hw|e−Λ |−hw〉k (4.3)
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and (Λ,Λ) are defined as in [61]
Λ ≡ aww + aww , Λ ≡ aww + aww . (4.4)
The probe charges are encoded in the representation R, which has highest weight vector
hwR = d, where di denote the (generalized) Dynkin labels, and charge vector q = d. The
background charges are encoded in (Λ,Λ), and hence in (Gk,Gk).
In this section, we will consider a general asymptotically AdS3 connection. Such a con-
nection can always be put into “highest weight gauge”, for which
Λ = aww =
(
L1 +
N∑
s=2
QsV
s
−(s−1)
)
w
Λ = aww =
(
L−1 +
N∑
s=2
QsV
s
(s−1)
)
w . (4.5)
Given such a connection, our task is to compute GR and GR for a general SL(N) representation
R. In the following we focus on GR; the result for GR is obtained from this by making the
replacements
Qs → (−1)sQs , w → w . (4.6)
We also drop the subscript from [Iq]finite, and from now on focus on this piece exclusively.
4.1 Computation of GR
The approach followed here is an extension of that in [61], which in turn uses ideas in
[77]. Our work is reduced to computing Gk(w), where we have indicated the holomorphic
dependence on w due to the form of the connections (4.5). This was done in [61] for k = 1, 2;
here we generalize to arbitrary k.
The result will be expressed in terms of the eigenvalues of Λ in the defining representation,
eig(−Λ) = (λ1, λ2, . . . λN) . (4.7)
In the defining representation we write the states as |i〉, with highest weight state |1〉 and
lowest weight state |N〉. For the k-fold antisymmetric product asymk, the highest and lowest
weight states are
|hw〉k = 1√
k!
i1...ik |i1〉 . . . |ik〉 ,
|−hw〉k =
1√
k!
i1...ik |N + 1− i1〉 . . . |N + 1− ik〉 . (4.8)
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This implies
〈−hw|eΛ|hw〉k = detX (4.9)
where X is a k × k matrix with entries
Xmn = 〈N + 1−m|eΛ|n〉 , m, n = 1, 2, . . . k . (4.10)
In appendix C we show how to compute detX in terms of the eigenvalues λi. This leads
to the result
Gk(w) = 〈−hw|eΛ|hw〉k =
(−1)k(k−1)/2
[
k∏
j=1
Γ(N + 1− j)
Γ(j + 1)
]
N∑
j1,j2,...jk=1
V [λj1 , λj2 , . . . λjk ]
2
[ ∏
a1 6=j1
1
λj1 − λa1
][ ∏
a2 6=j2
1
λj2 − λa2
]
. . .
[ ∏
ak 6=jk
1
λjk − λak
]
e−λj1 . . . e−λjk
, (4.11)
with
V [λj1 , . . . , λjk ] =
∣∣∣∣∣∣∣∣∣∣
λk−1j1 . . . λ
k−1
jk
...
. . .
...
λj1 . . . λjk
1 . . . 1
∣∣∣∣∣∣∣∣∣∣
. (4.12)
This is another of our main results. Using equations (4.1)–(4.3), we now have an expression
for the general Wilson line evaluated in an asymptotically AdS3 connection.
4.2 A check: thermal entropy from the large interval limit
Upon taking the size of the interval to infinity, the entanglement entropy should reduce to
the thermal entropy. We now verify that the our general result exhibits this property.
In the large interval limit, the eigenvalues λi all grow proportionally to the interval size
L. The right hand side of 4.11 is then dominated by the term in the sum involving the k
smallest eigenvalues; other terms are exponentially suppressed. Let us order the eigenvalues
as λ1 < λ2 < . . . < λN , so we can write
log Gk(w) = −
k∑
i=1
λi + (non− extensive) (4.13)
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as L→∞. From 4.1–4.2 we have for the extensive term, in the Weyl representation (di = 1),
Iρ = −kCS
N−1∑
k=1
log Gk(w) = −kCS
N−1∑
k=1
k∑
i=1
λi
= −kCS [(N − 1)λ1 + (N − 2)λ2 + . . .+ λN−1] , (4.14)
where we suppress the corresponding G term. Recalling that the eigenvalues sum to zero,
this can equally well be written
Iρ = −kCS
[
N − 1
2
λ1 +
N − 3
2
λ2 + . . .− N − 1
2
λN
]
= −kCSTr[L0λ] , (4.15)
where we recall the result A.19 for L0 in the defining representation. The entanglement
entropy then becomes
SEE = −Iρ = kCSTr[L0λ] , (4.16)
which reproduces the form of the thermal entropy first written in [78].
We conclude this section with a comment about gauge invariance. Applied to a closed
loop in a solution with spatially periodic boundary conditions, the eigenvalues λi are fully
gauge invariant, as they are the eigenvalues of the holonomy around a closed loop. Hence the
entropy assigned to a black hole using this expression is independent of gauge choice. On the
other hand, for entanglement entropy we use an open Wilson line, which is not gauge invariant
under gauge transformations that are nonvanishing at the endpoints of the interval. This
leads to subtleties related to the choice of “holomorphic” versus “canonical” prescriptions
which are not entirely understood, as we will note in the following when comparing bulk and
CFT results; see also the comments in appendix E.
5 SL(N) Wilson Lines from SL(N) Vasiliev Theory
We now pause to note that the result (3.24) connects onto the computation of scalar cor-
relators in Vasiliev theory, as performed in [61]. This yields a better understanding of why
the Wilson line yields sensible answers, as we will show how it arises from the perturbative
expansion of a full higher spin theory coupling gauge fields to matter — specifically, the
Vasiliev theory with SL(N) gauge fields. We also argue that the vacuum conformal block
dominates heavy-light four-point functions in the class of coset CFTs with Vasiliev duals.
We now explain this, starting with a few words about [61].
The work [61] was concerned with the computation of four-point functions in Vasiliev’s
24
higher spin gravity. This theory contains a free parameter λ. At λ = ±N where N ∈ Z,
the pure higher spin sector reduces to two copies of SL(N) Chern-Simons theory; the full
Vasiliev theory may be regarded as implementing a gauge-invariant coupling of the higher
spin gauge fields to scalar matter. This is the only known example of an SL(N) theory of
higher spins coupled gauge-invariantly to matter. Via AdS/CFT, this theory corresponds to
a particular non-unitary limit (known as the “semiclassical limit”) of the coset CFTs that
appear in the duality conjecture of Gaberdiel and Gopakumar [70,72]; we review some details
of this duality in Section 7. Non-unitarity notwithstanding, this is an instance of higher spin
holography whose bulk-boundary map is well-understood [71].
The particular four-point functions considered in [61] were those with two identical heavy
defect operators (dimensions scaling like large c), and two identical light scalar operators
(dimensions of order c0). This is the same sort of correlator discussed in equation (2.22),
except that the scalar operators here have dimensions that do not scale with large c – they are
“truly” light. We call this regime the “heavy-light” regime, following [53]. In the bulk, this
vacuum four-point function becomes equivalent to the scalar two-point function computed
in a higher spin background.12 These correlators were computed from the Vasiliev field
equations, and precise agreement was found with the dual CFT correlators computed using
the Coulomb gas approach to the coset models.
Scalar fields in Vasiliev theory are associated with some representation R of SL(N). The
“basic” scalar field in the Vasiliev theory corresponds to the defining representation, but in
[61] more general representations were considered and given a physical interpretation as bulk
duals to multi-trace operators. For all R, the Vasiliev correlation function was obtained in
the standard way, as the boundary limit of the scalar bulk-to-boundary propagator evaluated
in the higher spin background. They were found to holomorphically factorize. We refer the
reader to [61] for a complete discussion. When all is said and done, the half of the scalar
correlator depending on a constant unbarred connection is given simply as13
GR = 〈−hwR|eΛ|hwR〉 . (5.1)
12That this is the full contribution to the four-point function may be justified by noting that the higher
spin background representing a minimal model primary (0,Λ−) is a completely smooth solution in the sense
of having trivial gauge holonomy. There are thus no additional diagrams corresponding to the exchange
of matter fields between the probe and the background; this is to be contrasted to the case where the
background is replaced by a particle or singular defect solution, in which case there is a preferred location
for emission/absorption of matter quanta.
13In [61] the sign of Λ is reversed compared to what appears in (5.1). However, this is just a convention
issue, as the sign can be flipped by interchanging A ↔ A in the equation for C upon which the approach
of [61] is based.
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Likewise, the anti-holomorphic half was found to be
GR = 〈hwR|e−Λ |−hwR〉 . (5.2)
where Λ and Λ are defined in (4.4). The connection to the Wilson line action in (3.24) is
immediate.
Let us now try to explain the underlying reasons for this connection, which at first seems
a bit mysterious. In the large c limit the Wilson line is dual to an operator whose scaling
dimension and charges grow with c, but are still assumed to be numerically small compared
to c such that we can work to first order in the ratio. On the other hand, a perturbative
scalar field is dual to an operator whose scaling dimension and charges are fixed in the large c
limit. These are distinct limits, but we have seen explicitly that the results from the Wilson
line and the scalar correlator are equivalent.
We first note that it has been independently shown in [49] that, as recalled in equation
(2.24), the Wilson line is also equal to the vacuum block of theWN algebra in the semiclassical
limit (2.23). One implication of this is that the holographic two-point function of the Vasiliev
theory is itself apparently equal to the semiclassical vacuum block at leading order in large
c. That is, the semiclassical four-point functions in the dual CFT are dominated by the
exchange of the operators in the WN identity module. This explains why the bulk result
in [61] holomorphically factorizes.
From this perspective, our calculations have a lot in common with recent work relating
correlators in ordinary gravity to properties of semiclassical Virasoro blocks [51–54]. As
recalled in the introduction, one can read off the semiclassical Virasoro vacuum block from
the bulk scalar two-point function in a locally AdS3 background. In direct analogy, one may
view our results herein as an extraction of the semiclassical WN vacuum block, and hence
the Wilson line, from the correlators computed in the higher spin backgrounds in [61].14
With this understanding in hand, the agreement between the two distinct limits yielding
either the Wilson line or the perturbative correlator is less surprising, as it just a WN
extension of something already understood in the Virasoro case. In the Virasoro case, the
explicit result for the vacuum block shows that in the case of two identical light operators
the two limits are equivalent. First, one argues [53] for an equivalence between holding h/c
fixed and working to first order in h/c 1, and holding h fixed and working to leading order
in h  1. Second, the explicit form of the Virasoro blocks shows that when the external
operator dimensions are equal in pairs, the dependence on h is so simple that working to
leading order in h 1 is in fact exact for all fixed h. Putting these facts together establishes
the equivalence between the h ∼ O(1) perturbative scalar case, and the h/c 1 Wilson line
14This is true for the finite-dimensional representations R. From this perspective, the result for arbitrary
representations may be viewed as an analytic continuation of the Dynkin labels di to the reals.
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case. While the analogous statements have not been proven for the WN block, our results
suggest that they continue to hold.
There is substantial evidence that vacuum dominance of semiclassical four-point functions
is a characteristic, or perhaps even a diagnostic, of sparse, large c CFTs [55]. The usual
argument for this requires that the dimensions/charges of all external operators become
large with c. Here we have found examples for which this is true even when we hold fixed
the dimensions/charges of one pair of external operators as we take c → ∞. We have
shown explicitly how this works for the duality between Vasiliev theory at λ = ±N and the
semiclassical limit of the WN minimal models.
In Section 7, we will elaborate on the role of the above in the duality between Vasiliev
theory and the WN minimal models [72].
6 Entanglement in hs[λ] Vasiliev Theory, and Other Applications
With our expressions for the Wilson line in hand, we can now compute in various cases of
interest.
6.1 Small charge expansion of entanglement entropy
In this section, we investigate the case where a pure SL(2) connection is perturbed by a
small spin-s charge. This corresponds to a higher spin perturbation of a pure-metric conical
defect or Euclidean BTZ black hole metric. Our efforts will lead to a determination of the
single interval entanglement entropy in the higher spin black hole background of the hs[λ]
theory of higher spin gravity, and hence in Vasiliev theory.
Given the result (4.11) for a Wilson line with general probe charges in an asymptotically
AdS background, the most obvious way to develop a perturbative expansion is to expand the
eigenvalues λi, and plug into (4.11). A slicker method for finite-dimensional representations
R, which we use here, is to work directly with the form (3.28): in particular, the highest and
lowest weight conditions (3.21) kill many terms appearing in a given matrix element. This
is especially true for the Weyl representation required for calculating entanglement entropy,
which obeys the further null conditions
V 20 |ρ〉 = hρ |ρ〉 , V s>20 |ρ〉 = 0 (6.1)
with
hρ =
N(N2 − 1)
12
=
c
12kCS
(6.2)
hence eliminating even more terms. One simple consequence of these relations that is im-
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portant for the sequel is
〈ρ|V sm |ρ〉 ∝ δs,2δm,0 . (6.3)
Thus, given the connection
a =
(
V 21 +
α2
4
V 2−1 +QsV
s
−s+1
)
dw , (6.4)
our precise goal is to expand, perturbatively in Qs, the chiral half of the entanglement
entropy,
SEE = kCS log Gρ , (6.5)
with
Gρ = 〈−ρ|eΛ|ρ〉 , where Λ =
(
V 21 +
α2
4
V 2−1
)
w +QsV
s
−s+1w . (6.6)
The interval stretches from 0 to w. We expand the chiral Wilson line perturbatively as
Gρ =
∞∑
m=0
G(m)ρ Qms . (6.7)
6.1.1 Zeroth order
At zeroth order,
Λ0 ≡ Λ
∣∣
Qs=0
=
(
V 21 +
α2
4
V 2−1
)
w . (6.8)
eΛ0 is in SL(2), any element of which can be written as
eΛ0 = ec1V
2
1 elog c0V
2
0 ec−1V
2
−1 . (6.9)
The coefficients ci are fixed by the group multiplication and are easily obtained by working
in the defining representation. They are found to be
c1 =
2
α
tan
wα
2
, c0 = cos
2 wα
2
, c−1 =
α2
4
c1 . (6.10)
Using the highest weight properties (3.21), we can then write the zeroth order matrix element,
G(0)ρ , as
G(0)ρ = 〈−ρ|ec1V
2
1 |ρ〉 chρ0
= (c0c
2
1)
hρ
〈−ρ|(V 21 )2hρ|ρ〉
(2hρ)!
=
(
2
α
sin
wα
2
)2hρ 〈−ρ|(V 21 )2hρ|ρ〉
(2hρ)!
,
(6.11)
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where the second step is simply the statement that the height of the representation is 2hρ.
(If hR is the V
2
0 eigenvalue of any highest weight state |hwR〉, the height of the representation
is 2hR.) The matrix element 〈−ρ|(V 21 )2hρ|ρ〉 can be calculated using standard techniques.
As is familiar from angular momentum theory, we have
V 21 |h,m〉 =
√
(h+m)(h−m+ 1) |h,m− 1〉 (6.12)
where |h,m〉 denotes a descendant state with V 20 = m, belonging to the representation with
highest weight V 20 = h. From this we obtain
(V 21 )
2hρ |ρ〉 = (2hρ)! |−ρ〉 (6.13)
yielding for the zeroth order piece
G(0)ρ =
(
2
α
sin
wα
2
)2hρ
(6.14)
and by (6.5), the (chiral half of the) entanglement entropy
SEE =
c
6
log
(
2
α
sin
wα
2
)
. (6.15)
This is the correct result. Namely, it is one half of L/4G, where L is the geodesic length
computed in the metric
ds2 = dρ2 + e2ρ
∣∣∣∣dw − α24 e−2ρdw
∣∣∣∣2 . (6.16)
6.1.2 Adding higher spin charge
To study the case Qs 6= 0, let us first develop some machinery to perform perturbation
theory. The derivative of the exponential can be written as
∂Qs
(
eΛ
)
=
∫ 1
0
ds esΛ∂QsΛ e
(1−s)Λ . (6.17)
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Differentiating again any number of times and setting Qs = 0, the exponentials are always
SL(2) elements. For example the second order term is
∂2Qs
(
eΛ0+QsV
s
−s+1w
) ∣∣
Qs=0
=
[ ∫ 1
0
ds1s1
∫ 1
0
ds2 M0(s1s2)V
s
−s+1M0(s1(1− s2))V s−s+1M0(1− s1)
+
∫ 1
0
ds1(1− s1)
∫ 1
0
ds2 M0(s1)V
s
−s+1M0((1− s1)s2)V s−s+1M0((1− s1)(1− s2))
]
w2
(6.18)
where
M0(t) ≡ etΛ0 . (6.19)
It is clear that the Qns term will have n integrals and n! terms, but all the terms are of the
same type. Thus, the basic object we need to calculate is
Jn(xi) ≡ 〈−ρ|M0(x1)V s−s+1M0(x2) . . . V s−s+1M0(xn+1)|ρ〉 (6.20)
for some parameters xi. In terms of Jn, the second order perturbation of Gρ reads15
G(2)ρ = w2
∫ 1
0
ds1
∫ 1
0
ds2
[
s1 J2
(
s1s2, s1(1− s2)
)
+ (1− s1)J2
(
s1, s2(1− s1)
)]
. (6.21)
It is easy to see that J1 vanishes for higher spin perturbations, s > 2: equation (6.3)
holds, but M0(s1)V
s
−s+1M0(1−s1) contains no V 20 contribution.16 Therefore the entanglement
entropy has no contribution linear in the higher spin charge. This matches reasoning from
CFT from multiple vantage points. For example, recall that the Wilson line computes the
semiclassical WN vacuum block. Decomposing the vacuum block into Virasoro blocks, the
term linear in Qs corresponds to the exchange of the spin-s current. (See Section 6.4 for more
details.) This term is also linear in the higher spin charge qs carried by the light operators
dual to the Wilson line probe. But the entanglement entropy probe has qs>2 = 0, hence the
entanglement entropy doesn’t receive any contribution at linear order in Qs.
17
We focus now on the second order perturbation (6.21), and particularly the definition
of the Jn. Since each derivative only partitions the exponential, the xi simply comprise n
additive partitions of unity:
∑n
i=1 xi = 1. As shown in Appendix F.1, further use of SL(N)
group theory puts this into a form more convenient for computation. First, introduce the
15In writing out the arguments of Jn(xi), we omit xn+1 = 1−
∑n
1 xi.
16Likewise, the only way Jn can be non-zero, for any n, is if the normal ordering produces a V 20 . It follows
that Jn = 0 for n odd due to the grading of the SL(N) algebra.
17Another, perhaps more direct, way to reach this conclusion is to note that the OPE coefficient between
two twist operators and a spin-s current vanishes.
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following conjugated generator which obeys a first-order differential equation,
V sm(t) ≡ etΛ0V sme−tΛ0 ,
d
dt
V sm(t) = [Λ0, V
s
m(t)] . (6.22)
Then we can write Jn as
Jn(xi) = 〈ρ|V˜ s−s+1(−1 + x1) . . . V˜ s−s+1(−1 + Σn1xi)|ρ〉 × G(0)ρ (6.23)
where
V˜ s−s+1(t) ≡ e−1/c1V
2
−1 V s−s+1(t) e
1/c1V 2−1 . (6.24)
Recall (6.8) and (6.10) for the definitions of Λ0 and c1, respectively.
Because (V 2−1)
2hρ+1 = 0, V˜ s−s+1(t) is easily computed. Since the exponentials are SL(2)
elements, V˜ s−s+1(t) can be written as a linear combination of spin-s generators alone. Fur-
thermore, using the Baker-Campbell-Hausdorff formula to calculate V˜ s−s+1(t) involves only a
finite number of commutators: in particular,
adm+s
V 2−1
V sm = 0 , where adXY = [X, Y ] . (6.25)
The matrix elements Jn can then be obtained by normal ordering all the generators and
using properties of the Weyl representation.
Let us carry out the above procedure for a spin-3 deformation. We begin by computing
V 3−2(t) = w−2V
3
−2 + w−1V
3
−1 + w0V
3
0 + w1V
3
1 + w2V
3
2 (6.26)
with
w−2 = cos4 wαt2 , w−1 =
8
α
cos3 wαt
2
sin wαt
2
, w0 =
6
α2
sin2wαt,
w1 =
32
α3
cos wαt
2
sin3 wαt
2
, w2 =
16
α4
sin4 wαt
2
. (6.27)
We then find
V˜ 3−2(t) = (w−2 + c
−1
1 w−1 + c
−2
1 w0 + c
−3
1 w1 + c
−4
1 w2)V
3
−2
+ (w−1 + 2c−11 w0 + 3c
−2
1 w1 + 4c
−3
1 w2)V
3
−1
+ (w0 + 3c
−1
1 w1 + 6c
2
1w2)V
3
0 + (w1 + 4c
−1
1 w2)V
3
1 + w2V
3
2
(6.28)
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and, plugging into (6.23),
J2(x1, x2) = 〈ρ|(w˜−2V 3−2 + w˜−1V 3−1)(w˜′1V 31 + w˜′2V 32 )|ρ〉 × G(0)ρ
= (N2 − 4)h
(
4
5
w˜−2w˜′2 −
1
10
w˜−1w˜′1
)
× G(0)ρ
(6.29)
where the w˜ are functions of (x1 − 1) and w˜′ functions of (x1 + x2 − 1) that can be read
off from (6.27)–(6.28). Note how few terms contribute to (6.29) after using properties (6.1)–
(6.3) of the Weyl representation. Finally, we integrate over s1 and s2 as in (6.21) to obtain
the second order result G(2)ρ , and hence the chiral half of the entanglement entropy:
SEE = kCS log
(G(0)ρ + G(2)ρ Q23 +O(Q43))
=
c
6
log
(
2
α
sin
wα
2
)
− (N
2 − 4)c
80α6
csc4 wα
2
× [27 + (6w2α2 − 32) coswα + 5 cos 2wα + wα(sin 2wα− 14 sinwα)]Q23
+O(Q43) .
(6.30)
6.1.3 Entanglement in Vasiliev theory
As explained in the introduction, the analytic continuation of (6.30) to hs[λ], and hence to the
higher spin sector of Vasiliev theory, is performed simply by replacing N → ±λ. Therefore,
we have arrived at a bulk derivation of the entanglement entropy in asymptotically AdS
backgrounds of Vasiliev theory with perturbative spin-3 charge:
SEE =
c
6
log
(
2
α
sin
wα
2
)
− (λ
2 − 4)c
80α6
csc4
(
wα
2
) (
27 + (6w2α2 − 32) coswα + 5 cos 2wα + wα(sin 2wα− 14 sinwα)
)
Q23
+O(Q43) .
(6.31)
This is one of our main results.
We now discuss the application to the hs[λ] higher spin black hole. The computation
above was based on the connection (6.4), which has aw = 0. The black hole solution has aw
as in (6.4), but also a nonzero aw whose form is fixed by demanding trivial holonomy around
the thermal circle of the black hole. More precisely, aw is written in terms of the inverse
temperature β and spin-3 chemical potential µ. The holonomy condition relates these to the
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charges α and Q3 [79]. To the order we are working, the relations are
18
α =
2pii
β
(
1 +
40pi2µ2
3β2
)
, Q3 = −8pi
4
3β4
√
20
N2 − 4µ . (6.32)
Suppose we compute the “holomorphic” entanglement entropy for the higher spin black hole
solution, as reviewed in appendix E. This amounts to ignoring aw but expressing the result
in terms of (β, µ) using (6.32). This results in
SEE =
c
6
log
(
β
pi
sinhx
)
+
cpi2
36β2
µ2csch4x
(
27− 8(3x2 + 4) cosh 2x+ 5 cosh 4x− 2x(sinh 4x− 14 sinh 2x))
+O(µ4)
(6.33)
with x = piw
β
.
This is the result of the holomorphic Wilson line, as defined in [43]. Remarkably, as
shown in [45, 46], the result (6.33) precisely matches a CFT computation of entanglement
entropy for a CFT deformed by a chemical potential for spin-3 charge.19 On the other hand,
the agreement would not be present if we used the canonical Wilson line, which incorporate
both aw and aw via Λ = aww + aww. It is possible that a modified CFT prescription yields
agreement with the canonical Wilson line, and indeed this is understood to be the case for
the thermal entropy of the black hole [80, 81]. The same procedure that shows how to go
back and forth between the two versions of the thermal entropy does not appear to work for
the entanglement entropy [45,46]. This deserves further investigation.
6.2 Wilson lines for the T = 0 higher spin black hole, and a match
to CFT
Another simple case we can consider is the following connection:
a = V 21 dw − µV 32 dw . (6.34)
This describes the zero temperature limit of the higher spin black hole with spin-3 chemical
potential µ fixed [79]. This connection was dubbed the “chiral deformation” in [37], as it
can also be seen as dual to a deformation of the CFT vacuum by a constant source for a
18Note that α appearing here is not related to the parameter α appearing in [79].
19Rather, it is exactly half of the CFT result in [45, 46], the other half coming from the anti-holomorphic
piece and setting µ¯ = −µ.
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left-moving spin-3 current (cf. (2.9)). The chiral Wilson line GR(µ), written as a function of
µ, is then given by20
GR(µ) = 〈−hwR|ewV 21 e−µw¯V 32 |hwR〉 . (6.35)
Note that [V 21 , V
3
2 ] = 0, which simplifies computations. This allows us to compute GR(µ)
non-perturbatively in µ for simple enough representations, and to high orders in µ for the
entanglement entropy.
We will then match our hs[λ] Wilson line result to a CFT computation at λ = 0 using free
fermions. The free fermion carries W1+∞ symmetry, which is closely related to the algebra
W∞[0], as we recall below. As the latter is the asymptotic symmetry of a bulk hs[0] theory,
we may expect agreement between the Wilson line calculation and the CFT at this value of
λ. Indeed, we verify agreement through O(µ4). This constitutes a highly non-trivial check
of our Vasiliev Wilson line results.
6.2.1 Warmup: R = 
In the defining representation, R = , the further relation V 32 = (V 21 )2 holds, which allows
us to find G(µ) exactly using SL(2) group theory alone. Expanding the two exponentials,
G(µ) =
∞∑
m,n=0
wm(−µw¯)n
m!n!
〈N |(V 21 )m+2n|1〉 (6.36)
where |1〉 and |N〉 are the highest and lowest weights respectively of the defining repre-
sentation. The matrix element vanishes unless the power of V 21 equals the height of the
representation. The fact that m is non-negative constrains the sum over n to be over a finite
set of values:
G(µ) = w2h
bhc∑
n=0
1
(2h− 2n)!n!
(−µw
w2
)n
〈N |(V 21 )2h|1〉
= w2h
bhc∑
n=0
(2h)!
(2h− 2n)!n!
(−µw
w2
)n
= w2h
(−µw
w2
)bhc
(2h)!
(2h− 2bhc)!(bhc)! 2F2
(
1,−bhc; 1
2
+ h− bhc, 1 + h− bhc; w2
4µw
)
(6.37)
20Note that we perform our computation directly in the gauge presented in (6.34). Were we instead to
transform this into highest weight gauge, which is always possible, we would not find the agreement with
CFT that we discuss below.
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where bhc is the floor of N−1
2
. The two cases where h is an integer and a half integer
correspond to N being odd and even respectively. The Wilson line then becomes
N odd : G(µ) = (−µw)
N−1
2
(N − 1)!
((N − 1)/2)! 1F1
(
1−N
2
; 1
2
; w
2
4µw
)
N even : G(µ) = w(−µw)
N
2
−1 (N − 1)!
(N/2− 1)! 1F1
(
1− N
2
; 3
2
; w
2
4µw
)
.
(6.38)
These results may be easily continued to hs[λ] to any fixed order in perturbation theory
in µ. From (6.37), the perturbative result is
G(µ)
G(0) =
∞∑
n=0
1
n!
Γ(N)
Γ(N − 2n)
(−µw
w2
)n
→
∞∑
n=0
1
n!
Γ(2n+ 1 + λ)
Γ(1 + λ)
(−µw
w2
)n
.
(6.39)
The second line is the hs[λ] result.
We can compare this with calculations done in [67] directly in the context of Vasiliev
theory. The bulk scalar of Vasiliev theory has the quantum numbers of the defining rep-
resentation. Its propagator was computed as a solution to the higher spin wave equation
in the T = 0 black hole background of Vasiliev theory, from which its boundary two-point
function was extracted. The result was (see equation 2.43 of [67])
〈φ(w,w)φ(0, 0)〉
〈φ(w,w)φ(0, 0)〉µ=0
=
∞∑
n=0
1
n!
Γ(2n+ 1 + λ)
Γ(1 + λ)
(
µw
w2
)n
. (6.40)
This matches our answer to any finite order in µ up to a sign, which is just the same
difference of conventions explained in footnote 13. This constitutes another check on the
analytic continuation.
Non-perturbatively in µ, the analytic continuation is not straightforward. The asymptotic
expansion of the hypergeometric function 1F1 is
1F1(a; b; z)
Γ(b)
|z| large−−−−→ e
±ipiaz−a
Γ(b− a)
(
R−1∑
n=0
(a)n(1 + a− b)n
n!
(−z)−n +O(|z|−R)
)
+
ezza−b
Γ(a)
(
S−1∑
n=0
(b− a)n(1− a)n
n!
z−n +O(|z|−S)
)
.
(6.41)
The first sum in the expansion above reproduces the series we started with in (6.37). The
second sum, on the other hand, doesn’t contribute when a is a negative integer, due to the
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gamma function in the denominator; this happens when N is an integer. Without further
analysis, we cannot unambiguously continue to hs[λ] non-perturbatively in µ. See Section
4.4 of [39] for analysis of a similar example that may be useful here.
6.2.2 Entanglement entropy: R = ρ
We now calculate the entanglement entropy in the T = 0 higher spin black hole background
(6.34) from the Wilson line in the Weyl representation. This result is valid in the hs[λ]
theory.
The Wilson line computation is a simpler version of the one in Section 6.1.2, where now
c1 = w, c0 = 1. We need the matrix element
Gρ = 〈−ρ|ewV 21 e−µw¯V 32 |ρ〉 (6.42)
Using the techniques leading to (6.23), we can write
Gρ = w2hρ 〈ρ|e−
1
w
V 21 e−µw¯V
3
2 |ρ〉
= w2hρ
∞∑
n=0
(−µw¯)n
n!
〈ρ| (V 32 + 4wV 31 + 6w2V 30 + 4w3V 3−1 + 1w4V 3−2)n |ρ〉 (6.43)
The calculation to second order in µ is easily done by hand, but becomes tedious at higher
orders. Using Mathematica, the chiral half of the entanglement entropy is found to be21
SEE = kCS log Gρ
=
c
6
logw − 2c
3
w¯2µ2
w4
− 80c
3
(2λ2 − 17)
(λ2 − 4)
w¯4µ4
w8
− 12800c
63
(55λ4 − 1259λ2 + 6883)
(λ2 − 4)2
w¯6µ6
w12
+O(µ8) .
(6.44)
For a spacelike interval, w¯ = w.
We can try to compute the “holomorphic Wilson line” as we did before for the higher
spin black hole. To do this, simply ignore aw. For the chiral deformation, this leaves us
with Λ = wV 21 . Clearly, the “holomorphic” entanglement entropy is then independent of
µ and is given by just the vacuum result to any finite order in µ. The canonical and
holomorphic versions of thermal entropy were related by redefinition of charges (see [80, 81]
for details). However, this example illustrates that the same story cannot hold for the case
of entanglement entropy.
21We have now used the conventions of [74] where aw¯ = −µN(λ)V 32 and N(λ) =
√
20
(λ2−4)
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6.2.3 Matching to CFT at λ = 0
Turning to the CFT side, we consider a theory of N complex free fermions. This theory has
central charge c = N and a higher spin symmetry algebra W1+∞, which contains currents of
spins s = 1, 2, . . .∞. The algebra W1+∞ reduces to W∞[0] after removing the U(1) current
corresponding to fermion number. In fact, in the computations that follow we are cavalier
about the U(1) current, but we comment on this at the end of this section.
We deform the free fermion action by a source for the spin-3 current W (z) and then
compute the entanglement entropy in conformal perturbation theory. Since we are only
interested here in zero temperature we can consider the CFT on the plane.
A very similar calculation at finite temperature appears in [45], whose notation we employ
here. Consider a single interval running from y1 to y2, denoting the interval length as
∆ ≡ y2 − y1. The Re´nyi entropy in conformal perturbation theory (with µ = −µ) is given
by (3.8 of [45])
S(n)(∆) =
1
1− n log
1
Zn
∏
a
n−1∏
k=0
(
〈σak,n(y1, y¯1)σak,n(y2, y¯2)〉CFT + 12µ2
∫
d2z1
∫
d2z2
〈σak,n(y1, y¯1)[W (z1) +W (z¯1)][W (z2) +W (z¯2)]σak,n(y2, y¯2)〉CFT + . . .
)
(6.45)
where σ are the twist fields, k being the replica index and a counts the fermions. Further,
we can move to the bosonized language where we have an explicit representation of the twist
operators (again see [45]). The twist fields and the spin-3 current in the bosonized form are
given by
σk,n(z, z¯) = :
∏
a
e
ik
n (φa,k(z)−φ¯a,k(z¯)) :
σk,n(z, z¯) = :
∏
a
e−
ik
n (φa,k(z)−φ¯a,k(z¯)) :
W = −
√
5
6pi
∑
a
: (∂φa)
3 :
(6.46)
In the bosonized language, everything is determined by the φφ OPE. Some useful relations
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are
σak,n(y1, y¯1)σ
a
k,n(y2, y¯2) =
:σak,n(y1, y¯1)σ
a
k,n(y2, y¯2) :
∆2k2N/n2
∂φa(z) :σ
a
k,n(y1, y¯1)σ
a
k,n(y2, y¯2) :∼
(
ik
n
)
∆
(z −∆) :σ
a
k,n(y1, y¯1)σ
a
k,n(y2, y¯2) :
∂φa(z1)∂φb(z2) ∼ − 1
(z1 − z2)2
(6.47)
To facilitate calculations on a computer, we first replace : (∂φ)3 : by eε∂φ and note that
: (∂φ)3 : =
∂3
∂ε3
:eε∂φ :
∣∣∣∣
ε=0
. (6.48)
The correlator then involves only exponential of operators, and this can be automated easily.
All that’s left is to perform the integrals in (6.45). At zero temperature, all the integrands
have a very simple form: inverse of a polynomial in zi. To integrate on the complex plane,
we use the prescription of [50]
1
(z − z1)m1 (z − z2)m2
= ∂z¯
(
z¯
(z − z1)m1 (z − z2)m2
)
− z¯∂z¯
(
1
(z − z1)m1 (z − z2)m2
)
. (6.49)
We also use the relation
∂z¯
(
1
(z − z0)m+1
)
= 2pi
(−1)m
m!
∂mz δ
(2)(z − z0, z¯ − z¯0) . (6.50)
Repeating the procedure for multiple integrals, we find for the entanglement entropy,
SEE =
c
3
log ∆− 4c
3
µ2
∆2
− 680c
3
µ4
∆4
+O(µ6) . (6.51)
Recalling that ∆ is the interval length, which we denoted w in the previous subsection, the
CFT result matches the bulk calculation (6.44) at λ = 0, up to an overall factor of 2. This
factor is expected, as we only included the contribution from the chiral half of the Wilson
line.
This match between bulk and CFT calculations is the entanglement analog of the results
of [68], which included a match between thermal partition functions of the free fermion CFT
and the bulk hs[λ] black hole.
A couple of comments are in order. As mentioned earlier, all our calculations are in
the free fermion CFT which has W1+∞ symmetry. A more faithful calculation would be to
directly use the currents of [82], which have W∞[0] symmetry, in (6.45). However, the form of
the twist operators are not known in the coset CFT. In [46], the authors sketch an argument
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for the agreement found between entanglement entropies in the two CFTs at order µ2. Our
result hints at an extension of this to higher orders in µ, but such a generalization eludes us.
There are also various different prescriptions for carrying out perturbation theory, as
noted in appendix E. Here we have calculated the entanglement entropy in ‘holomorphic’
perturbation theory, as in [45]. However, we find that the results match up with the ‘canoni-
cal’ Wilson line in the bulk. We believe this might have to do with our choice of prescription
to perform the integrals in the CFT. It would be nice to understand this relation better.
6.2.4 Aside: higher spin charges of arbitrary representations
As follows from the discussion below (6.25), the piece of the matrix element (6.35) linear in
µ is proportional to the spin-3 charge carried by the Wilson line probe. In the case R = ,
for example, the linear term of (6.39) is
G(µ) =
(
1− (1−N)(2−N)µw¯
w2
+O(µ2)
)
G(0) . (6.52)
With the continuation N → −λ we infer that the spin-3 charge in the defining representation
must be proportional to (1 + λ)(2 + λ) which agrees with the CFT result in [67]. In fact,
we can use this technique to calculate the charge carried by the probe in any representation:
simply compute the piece of
GR(µ) = 〈−hwR|ewV 21 −µwV ss−1|hwR〉 (6.53)
that is linear in µ, for general R.
It is sufficient to find the charges in the antisymmetric tensor representations – call them
qs,k – since all other representations can be constructed out of tensor products of these:
qs,R =
∑
k
qs,kdk (6.54)
where dk are the Dynkin labels of the representation R.
As in Section 4, the matrix elements in the asymk representation are related to the
matrix elements in the defining representation,
Gk = det A˜ , A˜ij = 〈N + 1− i|ewV 21 e−µw¯V 32 |j〉 i, j = 1, 2, . . . k . (6.55)
We can calculate these matrix elements using the relation V 32 = (V
2
1 )
2, which only holds in
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the defining representation, and to first order in µ obtain
A˜i,j =
wN+1−j−i
(N + 1− j − i)!
√
N − j)!
(j − 1)!
(N − i)!
(i− 1)!
(
1− (N + 1− j − i)(N − j − i)µw¯
w2
+O(µ2)
)
(6.56)
To calculate these determinants Gk, we perform column operations to reduce the deter-
minant of the k×k matrix to that of a (k−1)×(k−1) matrix and so on. The calculations are
fairly straightforward but tedious and are relegated to appendix D. Computing the Wilson
line and reading off the term linear in the spin-s chemical potential gives the spin-s charges
in the asymk representation, up to normalization:
qs,k ∝ Γ(N − k + 1)
Γ(N − s+ 1)
s−2∑
r=0
(−1)r (s− 1− r)k(N − k + 1)r(N − s+ 2− k + r)k−1−r
(s− 1)Γ(k − r)Γ(r + 1) (6.57)
where (a)n = a(a+ 1) . . . (a+ n− 1) is the ascending Pochhammer symbol. A simple check
of our result is that the higher spin charge must vanish if we choose N < s, which is indeed
manifest here.
The proportionality constant can be fixed using known results for the higher spin charges
in the defining representation (see e.g. equation 5.18 of [83]). After doing so, we can continue
these to hs[λ] by taking N → −λ, noting that all N -dependence is polynomial. The final
result for the spin-s charge carried by the asymk representations of hs[λ] is
qs,k =
Γ(s)2
Γ(2s− 1)
Γ(λ+ s)
Γ(λ+ k)
s−2∑
r=0
(−1)r (s− 1− r)k(λ+ k − r)r(λ+ s)k−1−r
(s− 1)Γ(k − r)Γ(r + 1) . (6.58)
The charges for low-lying values of s and k are given in equation (D.18). They agree
with known results for s = 2, 3, 4 in the k = 1, 2 representations in [67]. Another useful
check is that the Weyl representation should carry no higher spin charge. We have checked
for several values of s > 2 that qs,ρ indeed vanishes.
6.3 Short interval expansion of entanglement entropy
Another useful application is to calculate the entanglement entropy in a short interval expan-
sion. Interestingly, this can be done non-perturbatively in the charges; the small parameter
is instead the interval size. On a technical level, this calculation is similar to, but simpler
than, the small charge expansion.
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6.3.1 CFT expectations
Let us get oriented using arguments from CFT [55,84–87]. The single interval entanglement
in a higher spin-excited state, call it |ΨHS〉, is computed from a twist field two-point function
in that state. This may be done by using the replica trick to evaluate the Re´nyi entropy Sn
at arbitrary Re´nyi index n, and then taking n→ 1 to recover the entanglement entropy:
SEE = lim
n→1
1
1− n log〈ΨHS|Φ+(w)Φ−(0)|ΨHS〉Cn/Zn . (6.59)
C is the original CFT, and the correlator is evaluated in its n-fold cyclic orbifold.
Developing a short interval expansion means that we use the OPE between the twist
fields [84]. Each power of the interval length that appears is equal to the conformal dimension
of an operator in the OPE. Finding the leading contribution, therefore, from the existence of
a spin-s current in the CFT boils down to finding the primary operator of lowest conformal
dimension in the Cn/Zn orbifold theory that involves the current and that appears in the
twist field OPE. As explained in [87], this operator is comprised of two spin-s currents living
on different sheets, which contributes to the OPE as w2s relative to the identity. So the
leading contribution to the short interval expansion of the entanglement entropy from a
spin-s background charge will look like
SEE(Qs)− SEE(0) = cfs(N)Q2sw2s +O(w2s+2) (6.60)
for some function fs(N) polynomial in N . Note that mixing of Qs with other charges occurs
only at higher orders.
The polynomial fs(N) is determined in CFT by the one-point function of the aforemen-
tioned operator in the excited state |ΨHS〉. We will find this polynomial for s = 3 using the
bulk Wilson line instead. Afterwards, we will give a simple argument for the N -dependence
of fs(N) for any s.
6.3.2 Wilson line calculation
Again, we consider the asymptotically AdS background connection (6.4),
aw = V
2
1 +
∞∑
s=2
QsV
s
−s+1 . (6.61)
We are interested specifically in the leading order effect of spin-s charges of s > 2 in the
short interval expansion, hence we can safely turn off the spin-2 charge in our connection.22
22In the absence of s > 2 charges, the spin-2 charge is trivial to incorporate into the entanglement entropy,
for arbitrary interval size: in that case, SEE is given in (6.15). In the presence of a spin-s > 2 charge, the
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Henceforth we turn on only Q3, which captures the leading correction due to higher spin
charge. Our goal, as before, is to calculate the Wilson line in the Weyl representation,
Gρ(Q3) = 〈−ρ|ew(V 21 +Q3V 3−2)|ρ .〉 (6.62)
Expanding (6.62) in small w,
Gρ(Q3) =
∞∑
n=0
wn
n!
〈−ρ|(V 21 +Q3V 3−2)n|ρ〉 . (6.63)
It is clear from our previous manipulations that the leading term appears at n = 2hρ, and
the leading correction due to Q3 appears at n = 2hρ + 6. The latter term is proportional
to Q23 – in agreement with our CFT expectations – despite being non-perturbative in Q3.
This means that we can pretend that we are working to quadratic order in small Q3. But
we already derived the result for small Q3, and for arbitrary w, in Section 6.1! Therefore we
may read off the result from the w  1 expansion of (6.30). In the parameterization (6.60),
one finds
f3(N) = −N
2 − 4
42000
(6.64)
which is our desired result. (Note that while (6.30) depends on spin-2 charge α, (6.64) does
not, as explained above.) This can be easily checked for any fixed N using our explicit Wilson
line of Section (4). Lest this appear too indirect, we give a direct calculation of f3(N) from
the matrix element (6.62), without using our previous small charge results, in Appendix F.2.
As with our other computations, the analytic continuation to the hs[λ] theory is manifest:
simply replace N → ±λ in (6.64). This constitutes a computation in the hs[λ] theory that
is non-perturbative in higher spin charge.
Generalizing to arbitrary s, the N -dependence of the O(Q2s) term can be fixed by the
following argument. It is clear that fs(N) is a polynomial in N , determined as it is by
SL(N) structure constants. Indeed, the polynomial is fixed by a single structure constant:
from the above calculations and those in Appendix F.2, the O(Q2s) term is produced by
commutators of the form [V sm, V
s
−m] sitting inside the matrix element. The only term that
survives the commutator is the spin-2 piece. Looking at the structure constants in Appendix
A, specifically gss2s−2(m,−m;N), one finds
〈ρ| [V sm, V s−m] |ρ〉 ∝ hρ(N2 − 4)(N2 − 9) · · · (N2 − (s− 1)2) . (6.65)
This is the full N -dependence of the O(Q2s) result, which determines fs(N) up to an overall,
spin-2 and spin-s charges will only mix at O(w2s+2) in the short interval expansion; this is clear from the
CFT argument using the twist OPE.
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probably s-dependent, normalization factor. Continuation to hs[λ] is trivial.
6.4 Virasoro conformal blocks from WN conformal blocks
As reviewed in Section 5, the Wilson line computes the semiclassical WN vacuum block.
The states spanning the WN vacuum module can be reorganized in representations of the
Virasoro algebra. Therefore, the WN vacuum block can be written as a sum over vacuum and
non-vacuum Virasoro blocks, with the same external states. In this section we show how the
perturbative expansion of the Wilson line can be used to extract the semiclassical Virasoro
block for pairwise identical external operators, and arbitrary internal operator dimension.
The philosophy is simple: allow the chiral Wilson line probe to carry spin-s charge, and
extract the part of the Wilson line linear in this charge. This must be proportional to the
Virasoro block for the spin-s current exchange. See Figure 1. Because the Virasoro blocks
depend rationally on the internal operator dimension, we can analytically continue s to an
arbitrary real number, yielding the general result.23
We first quote the formula for the Virasoro block in the semiclassical limit. We consider a
four-point function with external operators of equal chiral dimensions H1 = H2 and h1 = h2,
and with an exchanged primary of dimension hp = s. H1,2 are dimensions of heavy operators,
with the rest being “light” operators. The semiclassical limit is the same one given in (2.23):
taking c → ∞, holding fixed H1/c and h1,p/c  1. The contribution to the four-point
function in this limit was computed in [53].24 Writing the result on the cylinder, as in
equation 2.13 of [54], gives the following prediction for the Wilson line to linear order in the
spin-s charge
G(Qs) =
(
sin
αw
2
)−2h1 (
1 + CsQsqs(1− eiαw)s2F1
(
s, s, 2s; 1− eiαw)+ . . .) (6.66)
where Cs is some w-independent constant.
We can extract this term using the same small charge expansion of Section 6.1, only we
need to allow the Wilson line probe to carry some spin-s charge. The simplest choice is to
use the defining representation. Denoting the highest weight state by |1〉 and the lowest
weight state by |N〉, we have
V 2−1 |1〉 = 0 = V 21 |N〉 , V 20 |1〉 =
(N − 1)
2
|1〉 , V 20 |N〉 = −
(N − 1)
2
|N〉 . (6.67)
A convenient property of the defining representation is the simple relation V s−s+1 = (V
2
−1)
s−1.
23Similar ideas were recently employed in [54].
24As established there, the semiclassical limit of the Virasoro block for pairwise identical external dimen-
sions is actually the same as the heavy-light limit, in which h1,p are held fixed at large c.
43
As in Section 6.1, we are interested in the object
J1(t) = 〈N |eΛ0V s−s+1(t)|1〉
= 〈N |eΛ0(V 2−1(t))s−1|1〉
= (c0c
2
1)
h 〈1|(V˜ 2−1(t))s−1|1〉
(6.68)
where all symbols have been defined earlier in Section 6.1.2. This gives the first order Wilson
line as
G(Qs) = G(0) (1 + As(w)Qs + . . .) (6.69)
with
As(w) ≡ w
∫ 1
0
dt J1(t− 1) . (6.70)
Looking back at (6.66), we are aiming to show
As(w) ∝ (1− eiαw)s2F1
(
s, s, 2s; 1− eiαw) . (6.71)
We now note that the hypergeometric functions 2F1(s, s; 2s; z) with s ∈ Z+ obey a recursion
relation25
F (s, s; 2s; z) =
2(2s− 1)(2s− 3)
(s− 1)2
((
2− z
z2
)
F (s− 1, s− 1; 2(s− 1); z)
− 2
z2
F (s− 2, s− 2; 2(s− 2); z)
)
.
(6.72)
Our basic strategy is to show that As(w) obeys a corresponding recursion relation. This is
done in Appendix F.3, and the result is that we arrive at the desired relation (6.71).
7 Relation to WN Minimal Model Holography
Here we explain how the foregoing relates to the holographic duality between Vasiliev theory
and the semiclassical limit of the WN minimal models.
The salient aspects of that duality are as follows. On the CFT side, one begins with the
WN coset SU(N)k × SU(N)1/SU(N)k+1, where N ∈ Z, and takes the semiclassical limit
k → −N − 1. The central charge grows linearly as c ∼ 1/(k + N + 1), and the theory
behaves like a vector model with WN symmetry. The bulk dual is Vasiliev’s higher spin
gravity, which contains a free parameter λ. Among other roles, λ appears in the asymptotic
symmetry of the AdS3 vacuum, namely, the classical W∞[λ] algebra. In the duality with
25The relevant relation is 2F1(a, b; 2b; z) = 2
2bpi−1/2 Γ(b+1/2)Γ(2b−a) z
−b(1−z)1/2(b−a)P b−ab−1 ( 2z−1), and the Legendre
functions obey a recursion relation.
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the semiclassical limit of the coset, one takes λ = ±N , which yields a symmetry algebra
W∞[±N ] ∼= WN . This contrasts with the original conjecture of Gaberdiel and Gopakumar,
in which one takes the “’t Hooft limit” of the coset, of large N, k with λ = N/(N + k) fixed,
where λ is identified with the λ of the Vasiliev theory.
The semiclassical coset theory is non-unitary, which may be attributed to the fact that
k < 0. Nevertheless, it is a sparse CFT which obeys large c factorization. In the limit, all
light scalar operators OL are specified by Young diagrams of SU(N): OL = (Λ+, 0), where
Λ+ denotes a Young diagram. All OL have negative conformal dimensions in this limit,
hence the non-unitarity. (In view of their negative dimensions, “light” means |h| ∼ O(c0).)
Convincing evidence has been presented that the duality makes sense perturbatively [61,71],
including the match of four-point functions described in Section 5.
Returning to the realm of Wilson lines, we may now ask what they tell us about the min-
imal models. The semiclassical coset duality provides an operator realization of our general
results: the CFT furnishes a tower of operators whose quantum numbers are determined by
the same Young tableaux that specify the probe charges of the Wilson line. This gives an
operator application of the representation theory for the finite-dimensional representations,
where we identify R = Λ+. We explained in Section 6.4 that the Wilson line is essentially
identical to the heavy-light four-point function in Vasiliev theory at λ = ±N . So invoking
the holographic duality, we land on a nice interpretation of the Wilson line as computing
semiclassical coset correlators. As explained in Section 5, it follows that these are dominated
by the WN vacuum block.
We may also interpret the computation in Section 6.2.4, of all higher spin charges qs of
arbitrary representations R, as the charges of the semiclassical coset operators (R, 0). In
fact, these are also the charges of the operators (RT , 0) of the coset in the ‘t Hooft limit
as well, upon continuing N → ±λ. This follows from the conjecture in Section 6.2.2 and
Appendix C of [65]:
q‘t Hoofts (R
T ) = qsemiclassicals (R) . (7.1)
Our result (6.58) gives the right-hand side of this equality. This is a new piece of data in
the ‘t Hooft limit: as explained in [65], formulas for higher spin charges of spin s > 2 of
coset operators (R, 0) in the so-called primary basis (2.21) are not known, and hence their
‘t Hooft limit cannot be taken. We have used analytic continuation from the semiclassical
limit to derive these charges directly in the ‘t Hooft limit, assuming (7.1).
8 Discussion
Let us briefly summarize. The focus of this work was on developing efficient methods for
computing Wilson line observables in higher spin theories. Perhaps the main advance is that
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we were able to obtain results in SL(N) theory for arbitrary N; this, together with some
information about their analytic structure, allowed us to apply the analytic continuation
N → −λ to obtain results in the hs[λ] Chern-Simons theory. The latter governs the higher
spin sector of the 3D Vasiliev theory that appears in the Gaberdiel-Gopakumar duality
conjecture to W∞[λ] coset CFTs. Via several explicit calculations, we showed how such
results match up with results obtained from CFT perturbation theory in higher spin charges
and potentials. Taking the charges of the Wilson line to be those of a CFT twist operator,
with a nonzero energy but vanishing higher spin charge, leads to an object that computes
entanglement entropy. For general charges, the Wilson line computes the semiclassical WN
vacuum block in the limit (2.23). We provided another confirmation of this correspondence
between Wilson lines and conformal blocks, by verifying that the WN vacuum block so
obtained decomposes as expected into Virasoro blocks upon expanding to first order in the
charges.
A logical question is whether some further extension would allow for the computation of
non-vacuum blocks of the WN algebra. Actually, this statement requires refinement because
non-vacuum WN blocks cannot be defined by direct analogy to the Virasoro case. In the
determination of Virasoro blocks, one uses that the three-point function of primaries fully
determines the three-point function of descendants, but this statement no longer holds when
the word Virasoro is replaced by WN : instead, a (generically infinite) set of new parameters
appears in the WN case [88], and the definition of non-vacuum WN blocks appears ambiguous
(though see [89]). Keeping this complication in mind, it is natural to expect that semiclassical
non-vacuum WN blocks have a holographic representation in terms of Wilson lines with
junctions; this would be the analog of the worldline picture for non-vacuum Virasoro blocks
[54]. It would be very interesting to establish such a relation, or to motivate a physical
prescription for defining the non-vacuum WN blocks by using nice properties of Wilson line
junctions.
It is natural to wonder if there is a formulation of the Wilson line that would apply
directly in the hs[λ] theory, obviating the need to analytically continue from SL(N). It is
easy to write down formal expressions for such a Wilson line, and indeed, we have done
so in this paper: the expression (2.19) is formally valid, where the sum in P0 now runs to
infinity. But to actually evaluate them requires a better understanding of what it means to
exponentiate elements of hs[λ] that lie outside an SL(2) subalgebra.
Actually, this is one of several related issues that have obstructed a non-perturbative
understanding of Vasiliev theory and hs[λ] Chern-Simons theory in general. To gain some
perspective, we put entanglement aside and recall the earlier calculations of the hs[λ] black
hole partition function, which is a conceptually simpler problem. The calculations of hs[λ]
higher spin black hole thermodynamics were performed both in the bulk [68] and in CFT
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[69], but only perturbatively in the spin-3 chemical potential µ on boh sides. In the bulk,
one cannot even construct the smooth solution non-perturbatively, much less compute its
partition function: the smoothness prescription involves computing the holonomies of the
connections around the thermal circle, but these require exponentiating to the group HS[λ],
which we cannot yet do in general. In the CFT, the problem is to find the modular properties
of the grand canonical partition function Z = Tr(qL0yW0) under SL(2,Z) transformations.
Unlike for the case of U(1) charged black holes and weak Jacobi forms, these are not known.
See [90–93] for some progress on these questions.
Returning to the arena of entanglement, we see that the group HS[λ] would be needed
here too. The CFT dual of the hs[λ] Wilson line is the semiclassical W∞[λ] vacuum block,
and as one should expect, there is a clear CFT dual of the non-perturbative hurdles in the
bulk. To compute the block directly in CFT, one resorts to a monodromy prescription. For
WN , this method requires solution of an order-N differential equation; but for W∞[λ], the
differential equation is of infinite order. Perhaps studying its structure would shed light on
the non-perturbative hs[λ] Wilson line problem. While we have taken useful first steps in
the present work, fuller answers to these questions would potentially give a non-perturbative
definition of the “higher spin geometry” of Vasiliev theory and point the way toward a deeper
understanding of string theory.
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A SL(N) group theory
For convenience we collect some relevant facts concerning SL(N) group theory, all of which
are completely standard. In the Cartan-Weyl basis the Lie algebra is
[H i, Hj] = 0
[H i, Eα] = αiEα
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[Eα, Eβ] =
{
α ·H if α + β = 0
0 otherwise
(A.1)
Here i = 1, 2, . . . , N − 1. The roots obey α · α = 2. Dot products are taken with respect to
the Killing metric, which we take to be defined by the trace in the defining representation,
Tr(H
iHj) = δij , (A.2)
so that the Killing metric in this basis is ηij = δij, hence α · α =
∑
i α
iαi.
We denote by |λ〉 the state associated with weight vector λ: H i|λ〉 = λi|λ〉. Associated
to any weight λ is a dual element of the Cartan subalgebra, λ · H, and vice versa. The
roots α are the weights of the adjoint representation. We denote the N − 1 simple roots as
α(i). Recall that a simple root is root that cannot be written as a sum of two positive roots.
Positivity is defined by choosing some basis for the root space, expanding in this basis, and
requiring that the first (say) nonzero expansion component is positive. The dot product of
the simple roots defines the Cartan matrix,
Aij = α
(i) · α(j) . (A.3)
For SL(N) the nonzero entries of the Cartan matrix are
Aii = 2 , Ai,i±1 = −1 . (A.4)
We define N − 1 fundamental weights ω(i) to obey
α(i) · ω(j) = δij . (A.5)
They can be expressed in terms of the simple roots as
ω(i) =
∑
j
A−1ij α
(j) , (A.6)
and so
ω(i) · ω(j) = A−1ij . (A.7)
For SL(N),
A−1ij =
i(N − j)
N
, i ≤ j , (A.8)
with the other components fixed by A−1ji = A
−1
ij .
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Expanding a weight λ in terms of the fundamental weights defines the Dynkin labels di,
λ =
∑
i
diω
(i) . (A.9)
The Dynkin labels associated with the weights of finite dimensional irreducible representa-
tions are integers. A representation whose highest weight has Dynkin labels (d1, d2, . . . , dN−1)
is associated with the Young tableau that has d1 columns of height 1, d2 columns of height
2, and so on.
The Weyl vector is defined as
ρ =
∑
i
ω(i) , (A.10)
i.e. all its Dynkin labels equal 1. It obeys
ρ · ρ =
∑
ij
A−1ij =
N(N2 − 1)
12
. (A.11)
We also note
λ · ρ = 1
2
∑
j
j(N − j)λj . (A.12)
The quadratic Casimir for a representation with highest weight λ is (up to choice of
normalization)
C2(λ) = λ · (λ+ 2ρ) . (A.13)
which can be evaluated using the above formulas. In terms of generators in the Cartan-Weyl
basis we have
C2 =
∑
i
H iH i +
∑
α>0
(EαE−α + E−αEα) . (A.14)
Besides the Cartan-Weyl basis, another basis is frequently used in the higher spin gravity
context. Namely, we start from an SL(2) subalgebra with generators (L1, L0, L−1) obeying
[Li, Lj] = (i− j)Li+j. This subalgebra can be chosen so that the remaining generators lie in
irreducible spin-j representations of SL(2), with j = 3, 4, . . . N , with one representation for
each such j. We denote the SL(N) generators in this basis as V sm, with s = 2, 3, . . . N and
m = −(s− 1),−(s− 2), . . . , (s− 2), (s− 1). Note that V 2i = Li. We have
[Lm, V
s
n ] = (m(s− 1)− n)V sm+n . (A.15)
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The full SL(N) algebra is
[
V sm, V
t
n
]
=
s+t−|s−t|−1∑
u=2,4,6,...
gstu (m,n;N)V
s+t−u
m+n . (A.16)
The structure constants are denoted by gstu (m,n;N), and can be written as the product
gstu (m,n;N) =
qu−2
2Γ (u)
φstu (N)N stu (m,n) , (A.17)
where
φstu (N) =4F3
[ 1
2
−N 1
2
+N 2−u
2
1−u
2
3
2
− s 3
2
− t 1
2
+ s+ t− u ; 1
]
N stu (m,n) =
u−1∑
k=0
(−1)k
(
u− 1
k
)
(1− s−m)u−1−k (1− s+m)k (1− t− n)k (1− t+ n)u−1−k ,
(A.18)
(a)n = Γ(a + n)/Γ(a) is the rising Pochhammer symbol. q is a normalization constant that
can be scaled away by taking V sm → qs−2V sm. In the body of the paper, we take q = 1/4, as
in many other works (e.g. [57,68]).
The explicit form of these generators in the defining representation can be found in
e.g. [66]. Here we just note that L0 takes the form
L0 = diag
(
N − 1
2
,
N − 3
2
, . . . ,−N − 1
2
)
. (A.19)
An important fact is that L0 is the Cartan element dual to the Weyl vector,
ρ ·H = L0 . (A.20)
This is the reason why the Weyl vector appears as the weight for the Wilson line probe that
computes entanglement entropy, namely since it should carry vanishing charge under V s0 for
s > 2. Note that L0|ρ〉 = ρ · ρ|ρ〉 = N(N2−1)12 |ρ〉.
B Deriving P0
In this Appendix we derive the coefficients in the expansion (2.17), which we rewrite here:
P0 =
N∑
s=2
qs
Tr(V
s
0 V
s
0 )
V s0 . (B.1)
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Recall that the qs are defined as the charges of a probe dual to a CFT operator OL: in
particular, qs equals the zero mode charge under V
s
0 , rescaled by kCS but without further
normalization, as in (2.21). These charges are fixed in the semiclassical limit (2.23).
By definition, P0 is a sum of Cartan elements, which we may parameterize as
P0 =
N∑
s=2
αsqsV
s
0 . (B.2)
Our goal is to compute the coefficients αs. As shown in [42], a defining property of P0 is the
relation Tr(P0P0) = c2, where c2 is the quadratic Casimir of SL(N) acting on the highest
weight state |OL〉. From this we have
c2 =
N∑
s=2
α2sq
2
sTr(V
s
0 V
s
0 ) . (B.3)
On the other hand, consider the independent definition of the Casimir. Using notation
Tm ≡ {V sm}, we have
c2 = g
mnTmTn , where gmn = Tr(TmTn) . (B.4)
At large charges, its action on a highest weight state is
c2 →
N∑
s=2
q2s
Tr(V
s
0 V
s
0 )
+ (subleading) . (B.5)
These are the contributions from m = n = 0 terms; all subleading terms come from commu-
tators. Equating (B.3) and (B.5), we arrive at (B.1). One can check this against the N = 3
results in Section 6 of [49].
C Details of SL(N) Wilson line computation
The result stated in section 4.1 relies on the computation of detX, where X is a k×k matrix
with entries
Xij = 〈N + 1− i|eΛ|j〉 , i, j = 1, 2, . . . k , (C.1)
with
Λ =
(
L1 +
N∑
s=2
QsV
s
−(s−1)
)
w . (C.2)
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The result will be expressed in terms of the eigenvalues of Λ in the defining representation,
eig(−Λ) = (λ1, λ2, . . . λN) . (C.3)
What follows is a generalization of computations in [61,77].
We begin by writing
eΛ = BKB−1 (C.4)
where B is an upper triangular matrix and K can be diagonalized by a Vandermonde matrix.
We then have
Xij =
∑
lm
BN+1−i,lKlmB−1mj . (C.5)
Since B is upper triangular, the matrix elements are non zero only for l ≤ N + 1 − i. As
i = 1, . . . , k, we have l ≥ N + 1 − k. So the only part contributing to the determinant is a
k × k block of the full matrix B (explicitly Bi′l with i′, l ≥ N + 1 − k). A similar analysis
holds for B−1, where now m ≤ k and the block that contributes is B−1mj′ with m, j′ ≤ k. Let
the restriction of B and B−1 to their contributing blocks be B˜ and B˜−1 respectively. The
determinant then reduces to
detX = det(B˜K˜B˜−1) (C.6)
where now K is automatically restricted to a k×k matrix K˜. Hence, the determinant neatly
factorizes into a product of k × k determinants.
B obeys the following easily established properties [61]
B−1jj =
1
Bjj
, Bjj =
√
(N − 1)!(j − 1)!
(N − j)! B11 . (C.7)
Since B˜ and B˜−1 are also upper triangular their determinants depend only on their diagonal
elements. These are readily computed to give
det(B˜) det(B˜−1) =
k∏
j=1
BN+1−j,N+1−j
k∏
i=1
B−1ii =
k∏
j=1
Γ(N − j + 1)
Γ(j)
(C.8)
We are then left with calculating det(K˜) in (C.6), which is more involved. Recall that
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the matrix K is diagonalized by a Vandermonde matrix
K = V e−λV −1 (C.9)
where λ = diag(λ1, . . . , λN) and
V =

λN−11 λ
N−1
2 . . . λ
N−1
N
...
... . . .
...
λ1 λ2 . . . λN
1 1 . . . 1
 . (C.10)
We therefore also have
K˜lm =
N∑
j=1
Vlje
−λjV −1jm (C.11)
where l ≥ N + 1− k and m ≤ k. Its determinant is
det K˜ =
1
k!
a1...akb1...bkK˜a1b1 . . . K˜akbk
=
1
k!
∑
j1,...,jk
(a1...akVa1j1 . . . Vakjk)(b1...bkV
−1
j1b1
. . . V −1jkbk)e
−λj1 . . . e−λjk . (C.12)
Note that ai ≥ N + 1− k restricts the matrix V to the last k rows and bi ≤ k restricts V −1
to the first k columns. The first term in parenthesis, up to sign, is a determinant which we
denote as V [λj1 , . . . , λjk ],
V [λj1 , . . . , λjk ] = a1...akVa1j1 . . . Vakjk =
∣∣∣∣∣∣∣∣∣∣
λk−1j1 . . . λ
k−1
jk
...
. . .
...
λj1 . . . λjk
1 . . . 1
∣∣∣∣∣∣∣∣∣∣
. (C.13)
To fix the sign, note that the ordering of rows in the first term in parenthesis in (C.12) is
the exact reverse of the ordering above. Taking this into account we have
det K˜ =
(−1)k(k−1)/2
k!
∑
j1,...,jk
V [λj1 , . . . , λjk ](b1...bkV
−1
j1b1
. . . V −1jkbk)e
−λj1 . . . e−λjk . (C.14)
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The inverse of the Vandermonde matrix is given by a well known expression:
V −1jk = (−1)k−1
∑1≤m1<...<mk−1≤N
m1,...,mk−1 6=j λm1 . . . λmk−1∏
m6=j(λj − λm)
, mi = 1, . . . , N . (C.15)
Going back to (C.14), we write the term in parenthesis as
V˜ −1 = b1...bkV
−1
j1b1
. . . V −1jkbk =
∣∣∣∣∣∣∣
V −1j11 . . . V
−1
j1k
...
. . .
...
V −1jk1 . . . V
−1
jkk
∣∣∣∣∣∣∣ . (C.16)
We can pull out a factor of
∏
ai 6=ji
1
λji−λai
from each row giving
V˜ −1 =
∣∣∣∣∣∣∣
V ′j11 . . . V
′
j1k
...
. . .
...
V ′jk1 . . . V
′
jkk
∣∣∣∣∣∣∣
[ ∏
a1 6=j1
1
λj1 − λa1
]
. . .
[ ∏
ak 6=jk
1
λjk − λak
]
(C.17)
where the V ′ is defined by
V ′jk = (−1)k−1
∑
m1,...,mk−1 6=j
λm1 . . . λmk−1 . (C.18)
The sum in the above equation is over distinct mi. To understand the structure of this
determinant, consider the first few columns
V ′j1 = 1, V
′
j2 = −(
∑
m
λm − λj), V ′j3 =
1≤m1<m2≤N∑
m1,m2 6=j
λm1λm2 . (C.19)
V ′j3 is the sum of all possible pairs of distinct eigenvalues excluding all pairs with λj. Gener-
alizing, V ′jk is the sum of all possible groups of (k− 1) eigenvalues excluding all groups with
λj in them. This can be written concisely as
V ′jk = (−1)k−1
(∑
λm1 . . . λmk−1
)
+ λjV
′
j,k−1 (C.20)
where the sum is over all distinct mi and the second term gives all groups of size (k − 1)
containing λj.
We are now ready to evaluate the determinant in (C.17). We will see that it reduces
to the Vandermonde determinant defined in (C.13). Perform the following row and column
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operations on the determinant
Cm → Cm − λ1Cm−1 (C.21a)
Rn → Rn −R1 (C.21b)
Cm → Cm − αmC1 . (C.21c)
The first column operation (C.21a) changes V ′jk → (−1)k−1
(∑
λm1 . . . λmk−1
)
+(λj−λ1)V ′j,k−1.
Note that the first row only has the sum over all possible groups of size (k−1). The row op-
eration (C.21b) then subtracts this sum from all the other rows giving V ′jk → (λj−λ1)V ′j,k−1.
It also kills all but the first element of the first column. The determinant then looks like∣∣∣∣∣∣∣∣∣∣∣∣
1 −∑m λm ∑m1<m2 λm1λm2 . . .
0 (λ2 − λ1)V ′21 (λ2 − λ1)V ′22 . . .
0 (λ3 − λ1)V ′31 (λ3 − λ1)V ′32 . . .
...
...
...
. . .
0 (λk − λ1)V ′k1 (λk − λ1)V ′k2 . . .
∣∣∣∣∣∣∣∣∣∣∣∣
. (C.22)
We then choose αm in (C.21c) to kill all but the first term in the first row. Factoring out∏
m 6=1(λm − λ1), the determinant reduces to that of a (k − 1)× (k − 1) matrix of the same
kind as before which is independent of λ1. Continuing all the way to the 1× 1 case, we then
have (from (C.13), (C.17) and (C.18))
V˜ −1 = V [λj1 , . . . , λjk ]
[ ∏
a1 6=j1
1
λj1 − λa1
]
. . .
[ ∏
ak 6=jk
1
λjk − λak
]
. (C.23)
Combining everything ((C.8), (C.14), (C.23)), we find
detX =
(−1)k(k−1)/2
k!
[
k∏
j=1
Γ(N − j + 1)
Γ(j)
] ∑
j1,...,jk
V [λj1 , . . . , λjk ]
2
[ ∏
a1 6=j1
1
λj1 − λa1
]
. . .
[ ∏
ak 6=jk
1
λjk − λak
]
e−λj1 . . . e−λjk
. (C.24)
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Absorbing the k! into the product,
detX = (−1)k(k−1)/2
[
k∏
j=1
Γ(N − j + 1)
Γ(j + 1)
] ∑
j1,...,jk
V [λj1 , . . . , λjk ]
2
[ ∏
a1 6=j1
1
λj1 − λa1
]
. . .
[ ∏
ak 6=jk
1
λjk − λak
]
e−λj1 . . . e−λjk
(C.25)
which is the result appearing in (4.11).
D Spin-s charge in an antisymmetric tensor representation
The goal of this section is to derive the charge carried by the probe Wilson line in the asymk
representation, as given in Section (6.2.4). To calculate this, consider the chiral deformation
connection aw = V
2
1 , aw = −µV s−(s−1). The Wilson line in an arbitrary representation is given
by
GR = 〈−hwR|ewV 21 −µwV ss−1|hwR〉 (D.1)
where |hwR〉 is the highest weight state of the representation R. The term linear in µ in the
Wilson line is proportional to the spin-s charge carried by the Wilson line. Further, it is
sufficient to focus on the antisymmetric tensor representations: an arbitrary representation
can be written as tensor products of antisymmetric tensor representations and the Wilson
line is given by
GR =
N−1∏
k=1
G dkk (D.2)
where dk are the Dynkin labels of the representation R. For the asymk representation,
di = δi,k, the Young tableau is a single column with k boxes and the highest weight state
can be written in terms of states in the defining representation
|hw〉 = 1√
k!
i1...ik |i1〉 . . . |ik〉 , |−hw〉 =
1√
k!
i1...ik |N − i1 + 1〉 . . . |N − ik + 1〉 (D.3)
where |1〉 and |N〉 are the highest and lowest weight states of the defining representation
respectively. As seen in section 4, the Wilson line in an antisymmetric tensor representa-
tion is equal to the determinant of a matrix formed from matrix elements in the defining
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representation,
Gk = det A˜ , A˜i,j = 〈N − i+ 1|ewV 21 e−µwV ss−1|j〉 , i, j = 1, . . . , k (D.4)
Further, in the defining representation we have V ss−1 = (V
2
1 )
s−1, greatly simplifying the
calculation. Using this, the matrix elements to first order in µ are found to be
A˜i,j = w
N+1−i−j
√
(N − j)!
(j − 1)!
(N − i)!
(i− 1)!
(
1
(N + 1− i− j)! −
1
(N − (s− 2)− i− j)!
µw
ws−1
)
(D.5)
It is instructive to first compute the zeroth order piece. It will turn out that a very similar
procedure will also be applicable to the term linear in µ. First note that some of the terms
depend on i and j separately. We can factor these out from each row and column of the
determinant and define a new matrix element
Ai,j =
(N − j)!
(N + 1− i− j)! (D.6)
where a factor of (N−j)! has been added for convenience. The two determinants are related
by
det A˜ = wk(N−k)
k∏
i=1
1
(i− 1)! detA (D.7)
Performing the column operation Cj → Cj − Cj−1 in detA reduces the k × k determinant
to a (k− 1)× (k− 1) determinant of the same type with N → N − 1. We can then continue
performing column operations all the way up to the 1× 1 case which is trivial.
det
k×k
A[N ] = (−1)k−1(k − 1)! det
k−1×k−1
A[N − 1] (D.8)
Putting all of this together, we find
Gk = wk(N−k)(−1)k(k−1)/2 +O(µ) (D.9)
For the term linear in µ, perform the same factorization and define a reduced matrix
element by
Ai,j =
(N − j)!
(N + 1− i− j)! −
(N − j)!
(N − (s− 2)− i− j)!
µw
ws−1
+O(µ2) (D.10)
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As before the two determinants are related by
det A˜ = wk(N−k)
k∏
i=1
1
(i− 1)! detA (D.11)
Let’s denote the terms in (D.10) as A0i,j and A
1
i,j, with A
0 being the term independent of µ.
The term in the Wilson line independent of µ is calculated by considering the determinant
with all matrix elements being independent of µ, i.e. A0i,j. Note that the determinant is
linear in its rows. Hence, the term linear in µ is given by determinants where one of the
rows in the µ independent determinant is replaced by terms linear in µ, i.e. A1i,j. Further,
the matrix elements A1 are of the same form as A0 except with i → i + (s − 1). In other
words, the replaced row is proportional to the (s − 1)th row below it. All the first order
determinants must then vanish except when i+ (s− 1) > k. So, the whole calculation boils
down to calculating (s− 1) such determinants.
Let the replaced row be the (k − r)th row (0 ≤ r ≤ s − 2) and the matrix be denoted
by Ar. Considering the matrix elements in (D.10), we can perform the column operations
Cj → Cj−Cj−1 which reduces the determinant effectively to that of a (k−1)×(k−1) matrix.
Each column operation also effectively reduces the values of N , i and j. This proceeds as
in the µ independent calculation except for a factor out front. We then perform the column
operation repeatedly until we hit the replaced row,
det
k×k
Ar[N ] = (−1)k−1(k − 1)!k − r + s− 2
k − 1− r detk−1×k−1Ar[N − 1]
=
(
k∏
i=r+2
(−1)i−1(i− 1)!
)
(k − r + s− 2)!
(k − 1− r)!(s− 1)! detr+1×r+1Ar[N − k + r + 1]
(D.12)
To calculate the (r+ 1)× (r+ 1) determinant, we first exchange rows such that the replaced
row is at the bottom and then factor out (N−k+r+1−j) from each column. To elaborate,
the matrix elements (ignoring the last row) before factoring out looked like (N ′+1−j)!/(N ′+
2 − i − j)! where N ′ = N − k + r and i starts from 2 due to the row exchanges performed
earlier. By factoring out (N ′ + 1 − j), the matrix elements are of the same form as the µ
independent matrix elements with N → N ′ and with i now starting from 1.
det
r+1×r+1
Ar[N − k + r + 1] = (−1)r
r+1∏
j=1
(N − k + r + 1− j) det
r+1×r+1
A′[N − k + r] (D.13)
where the sign on the right hand side is from exchanging rows. We can then perform the
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same column operations as before all the way until the last row.
det
r+1×r+1
A′[N − k + r] = (−1)rr! (s− 2)
r
det
r×r
A′[N − k + r − 1]
=
(
r+1∏
i=2
(−1)i−1(i− 1)!
)
(s− 2)!
(s− 2− r)!r! det1×1 A
′[N − k]
(D.14)
We can now put all of it together from eqs. (D.12) to (D.14) to get
det
k×k
A[N ] = wk(N−k)(−1)k(k−1)/2 (−1)
r
(s− 1)
(k − r + s− 2)!
(k − 1− r)!
1
(s− 2− r)!r!
N ′!
(N ′ − s+ 1)! (D.15)
where N ′ = N − k + r. The full term linear in µ is given by adding up (s − 1) such
determinants (r = 0, . . . , s− 2). Up to N and k independent proportionality constants, the
charge carried by the probe Wilson line in an asymk representation is given by
qs,k ∼
s−2∑
r=0
(−1)r
(s− 1)
(k − r + s− 2)!
(k − 1− r)!
1
(s− 2− r)!r!
N ′!
(N ′ − s+ 1)! (D.16)
where it is to be understood that 1/n! = 0 ∀ n ∈ Z−.
This formula for the charge is not very illuminating. To improve this, we note that a
connection valued in sl(N) consists of higher spin fields with spins 2 ≤ s ≤ N only. A simple
check of our result is that the higher spin charge must vanish if we choose N < s. To make
this feature manifest we rewrite (D.16) as
qs,k ∝ Γ(N − k + 1)
Γ(N − s+ 1)
s−2∑
r=0
(−1)r (s− 1− r)k(N − k + 1)r(N − s+ 2− k + r)k−1−r
(s− 1)Γ(k − r)Γ(r + 1) (D.17)
where (a)n = a(a+ 1) . . . (a+n− 1) is the ascending Pochhammer symbol. Equation (D.17)
was presented earlier as equation (6.57). All the N dependence inside the sum is polynomial.
It is then clear that the higher spin charges vanish for k < N < s.
The continuation to Vasiliev, N → −λ, is straightforward and we obtain (6.58). The
59
results for some low-lying values of s and k are presented below:
qs,1 =
Γ(s)2
Γ(2s− 1)
Γ(s+ λ)
Γ(1 + λ)
qs,2 =
Γ(s)2
Γ(2s− 1)
Γ(s+ λ)
Γ(2 + λ)
(2λ+ s2 − s+ 2)
q3,k =
1
6
k(λ+ k)(λ+ 2k)
q4,k =
1
20
k(λ+ k)(λ2 + 5kλ+ 5k2 + 1)
q5,k =
1
70
k(λ+ k)(λ+ 2k)(λ2 + 7kλ+ 7k2 + 5)
(D.18)
E Prescriptions for defining and computing entanglement and ther-
mal entropies
On both the bulk and CFT sides there is a number of distinct prescriptions that one adopts
in the computation of thermal and entanglement entropies. This can lead to confusion when
comparing results. In the case of thermal entropy this is now fairly well understood, but open
questions remain regarding entanglement entropies. In this paper we have taken something
of an experimental approach when comparing results, noting which prescriptions seem to
match up with each other. We will not give a full accounting here of the possibilities, but
just mention the basic issues that arise.
Holomorphic versus canonical
This issue concerns the gauge freedom in writing Chern-Simons connections, and the map
between bulk and CFT charges and potentials. The holomorphic prescription was originally
proposed in [79]. Here one puts aw in highest weight gauge, with the charges appearing as
the coefficients of the generators with negative mode index. The potentials then appear in
aw. This is justified by the fact that the flatness conditions then match with CFT Ward
identities computed from the path integral. A formula for the black entropy was proposed
in [79] and found to agree with the thermal CFT entropy in [68,69]. The holomorphic black
hole entropy formula reads
Shol = −2piikCSTr[haw] + 2piikCSTr[haw] . (E.1)
Here h and h denote holonomies around the thermal circle of the Euclidean black hole.
However, it was pointed out [78,94] that canonical methods for computing black hole entropy
yield not (E.1) but rather this formula but with aw and aw replaced by aφ and aφ. Call this
formula Scan. Since Shol 6= Scan, this would seem to favor Shol based on its agreement with
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the CFT. However, it was eventually realized that is natural to reexpress Scan in terms of a
new set of charges obtained by gauge transforming away aw and aw, and that the resulting
expression has the same functional form as Shol. We refer to [50, 80] for more discussion of
this.
The same basic issue arises in the definition of Wilson lines and entanglement entropy.
The Wilson line which, for a spacelike geodesic, involves integrating aφ, is called canonical,
but as noted in [43] one can define a holomorphic Wilson line by integrating aw. In the large
interval limits, these Wilson lines compute the canonical and holomorphic entropies, and then
they are related as noted above. However, for a finite interval there is less understanding
about the relation of the two prescriptions. In particular, in the presence of higher spin
potentials the entanglement entropy computed in the holomorphic prescription has been
found to match against CFT results [45, 46], but the same is not true for the canonical
prescription.
Hamiltonian trace versus Lagrangian path integral
Another issue to be aware of is the nontrivial relationship between a path integral for
a CFT deformed by potentials for higher spin charge and a canonical trace formula. For
standard field theories with two derivative actions there is of course a simple relationship
between the two, but higher spin potentials introduce higher derivatives in the action. A
detailed discussion of the issues involved appears in [81].
Integration prescriptions
If one performs conformal perturbation theory in the CFT with respect to potentials for
higher spin currents then one has to perform integrals of current correlators. Such integrals
are divergent due to short distance singularities, and an integration prescription is required
to make sense of them. At finite temperature the CFT is defined on the torus, and several
possibilities are available [45, 46, 48]. In this paper we perform perturbation theory at zero
temperature corresponding to the plane and employ a different prescription, as discussed in
Section 6.2.3.
F Calculational details of Section 6
F.1 Small charge expansion
In section 6.1.2 we defined quantities Jn as matrix elements needed in the computation of the
small charge expansion. Here we express these objects in a more convenient form. First we
use SL(N) group theory to rewrite Jn in terms of the conjugated generators. Then, we use
the properties of the highest and lowest weight states to recast the matrix element between
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the highest and lowest state into one between highest weight states.
From (6.20), the Jn are given by
Jn(xi) ≡ 〈−ρ|M0(x1)V s−s+1M0(x2) . . . V s−s+1M0(xn+1)|ρ〉 (F.1)
As noted before the xi are simply n partitions of unity. We can exploit this to write (F.1) as
Jn(xi) = 〈−ρ|M0(1) M0(−1 + x1)V s−s+1M0(1− x1)
. . .M0(−1 + Σnxi)V s−s+1M0(1− Σnxi) |ρ〉
(F.2)
The M0 are SL(2) elements and {V sm} for fixed s are in irreducible representations of SL(2),
in particular the spin s− 1 representation. The transformation of these elements are easily
obtained by noting that the transformed elements satisfy first order differential equations
i.e.
d
dt
V sm(t) = [Λ0, V
s
m(t)] , V
s
m(t) := e
tΛ0V sme
−tΛ0 (F.3)
Writing the exponential of an sl(2) element as product of exponentials,26 the object in (F.2)
becomes
Jn(xi) = chρ0 〈−ρ|ec1V
2
1 V s−s+1(−1 + x1) . . . V s−s+1(−1 + Σnxi)|ρ〉 (F.4)
The highest weight state |ρ〉 and the lowest weight state |−ρ〉 are related by repeated action
of V 2±1. Using
〈−ρ|(V 21 )2hρ|ρ〉 = (2hρ)! , 〈ρ|(V 2−1)n(V 21 )n|ρ〉 =
(−1)n(2hρ)!n!
(2hρ − n)! (F.5)
it is straightforward to verify
〈−ρ| ec1V 21 = c2hρ1 〈ρ| e−
1
c1
V 2−1 (F.6)
We can then rewrite the matrix element in (F.4) as
Jn(xi) = (c0c21)h 〈ρ|e−
1
c1
V 2−1 V s−s+1(−1 + x1) . . . V s−s+1(−1 + Σnxi)|ρ〉
= 〈ρ|V˜ s−s+1(−1 + x1) . . . V˜ s−s+1(−1 + Σn1xi)|ρ〉 Gρ
∣∣
Qs=0
(F.7)
26It is now more convenient to write eΛ0 = ec˜−1V
2
−1elog c˜0V
2
0 ec˜1V
2
1 where now c˜0 = c
−1
0 , c˜1 = c1
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where
V˜ (t) = e−1/c1V
2
−1V (t)e1/c1V
2
−1 (F.8)
and we have used V 2−1 |ρ〉 = 0 to introduce an exponential on the right. Since (V 2−1)2hρ+1 = 0,
V˜ (t) is easily computed. The matrix elements can then be obtained by normal ordering the
generators and using properties of the Weyl representation.
F.2 Direct calculation in short interval expansion
Here we calculate (6.64) directly, starting from (6.62). We want to write ew(V
2
1 +Q3V
3
−2) as a
product of exponentials. For this we use the Zassenhaus formula, i.e. the “reverse-BCH”
formula: given a function ew(X+Y ) for [X, Y ] 6= 0, one can write it as a generically infinite
product
ew(X+Y ) = ewXewY
∞∏
n=2
ew
ncn(X,Y ) (F.9)
where the cn(X, Y ) are terms built out of n − 1 nested commutators of X and Y . For
example,
c2 = −1
2
[X, Y ] , c3 =
1
3
[Y, [X, Y ]] +
1
6
[X, [X, Y ]] (F.10)
In perturbation theory in Q3 (or w), the above product truncates at finite order due to the
ad nilpotency of the SL(N) generators (cf. (6.25).) . For the spin-3 perturbation considered
here, the relevant fact is
ad5V 21 V
3
−2 = 0 . (F.11)
The O(Q3) term in (6.62) vanishes identically, due to (6.3). We focus on the O(Q
2
3) term.
At this order, the product in (F.9) truncates at n = 9: at n = 10, the O(Q23) term would
have eight V 21 ’s and two V
3
−2’s, with which one cannot make a nonzero commutator. There
exist efficient algorithms [95] to find the functions cn(X, Y ) and they can be evaluated using
Mathematica. Using SL(N) commutators and the explicit formulae for the cn as given in [95],
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we find the following:
c2 = −2Q3V 3−1
c3 = 2Q3V
3
0 −
8Q23
3
V 4−3
c4 = −Q3V 31 + 6Q23V 4−2
c5 =
Q3
5
V 32 +
Q23
25
(−240V 4−1 − 2(N2 − 4)V 2−1)
c6 =
20Q23
3
V 40 +O(Q
3
3)
c7 = −2Q
2
3
35
(70V 41 + (N
2 − 4)V 21 ) +O(Q33)
c8 = Q
2
3V
4
2 +O(Q
3
3)
c9 = −2Q
2
3
9
V 43 +O(Q
3
3)
(F.12)
These are now plugged into
Gρ(Q3) = 〈−ρ| ewV 21 ewQ3V 3−2
∞∏
n=2
ew
ncn |ρ〉 (F.13)
Using (3.21) and (6.1), we see that certain terms will annihilate |ρ〉 inside (F.13). Further-
more, any terms involving only a single V 3m or V
4
m generator will also give zero due to (6.3).
(This is the same reason the O(Q3) term vanishes.) So we can work with the following set
instead:
c2 = −2Q3V 3−1
c3 = 2Q3V
3
0
c4 = −Q3V 31
c5 =
Q3
5
V 32
c7 = −2Q
2
3
35
(N2 − 4)V 21
(F.14)
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All others vanish to this order inside (F.13). Using (6.13) and the following commutators,
V 3−2V
3
2 |ρ〉 =
4
5
(N2 − 4)hρ|ρ〉
V 3−1V
3
1 |ρ〉 = −
N2 − 4
10
hρ|ρ〉
V 3−1V
3
2 |ρ〉 =
N2 − 4
5
V 21 |ρ〉
V 30 V
3
1 |ρ〉 = −
N2 − 4
10
V 21 |ρ〉
(F.15)
one arrives at
Gρ(Q3) = Gρ(0)
(
1− hρN
2 − 4
3500
Q23w
6 +O(w12)
)
(F.16)
Equation (6.64) follows.
F.3 Deriving Virasoro blocks
Here we show how to get from (6.70) to (6.71).
To evaluate J1, we first define
f(β) ≡ 〈1|eβV˜ 2−1(t)|1〉 . (F.17)
To compute f(β) we can follow the same procedure of rewriting the exponential as a product
of exponentials.
f(β) = 〈1|ed1V 21 elog d0V 20 ed−1V 2−1|1〉
= d
(N−1)/2
0
=
(
1 + γ˜
β
α
)N−1
, where γ˜ = 2 csc wα
2
sin wαt
2
sin wα(t+1)
2
.
(F.18)
Then
As(w) = w
∫ 1
0
dt
∂s−1
∂βs−1
f(β)
∣∣∣∣
β=0
=
w
αs−1
(N − 1)!
(N − s)!
∫ 1
0
dt γs−1
(F.19)
where γ(t) = γ˜(t− 1) = 2 csc wα
2
sin wαt
2
sin wα(t−1)
2
.
To derive a recursion relation for the integral in (F.19), we first integrate by parts and
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then rewrite the new expression in terms of the old. Explicitly,
Is ≡
∫ 1
0
dt γs−1 =
∫ 1
0
dt γs−2
d
dt
(∫
γ
)
= −(s− 2)
∫ 1
0
dt γs−3
(
dγ
dt
∫
γ
) (F.20)
where the boundary term vanishes as γ(0) = γ(1) = 0 and
∫
γ is the antiderivative of γ.
Using the explicit form of γ we find
dγ
dt
∫
γ = −
(
1 + 2γ cot
wα
2
− γ2 − tdγ
dt
cot
wα
2
)
. (F.21)
The recursion relation then follows since all the t dependence can be rewritten in terms of γ
and tdγ
dt
. The integral in (F.20) then becomes
(s− 1)Is = (2s− 3) cot wα
2
Is−1 + (s− 2)Is−2 . (F.22)
It only takes a little bit of algebra to then show that these are almost the right recursion
relations for As of the form expected in (6.71). Fixing an overall s-dependent factor using
the recursion relation above and explicitly evaluating it for s = 2 gives
As(w) = −Γ(s)Γ(s)
Γ(2s)
Γ(N)
Γ(N − s+ 1)(iα)
−s (1− eiαw)s F (s, s; 2s; 1− eiαw) . (F.23)
This indeed satisfies (6.71). Note that the poles of the gamma function in the above formula
enforce the condition As = 0 for s > N as we expect.
References
[1] S. Ryu and T. Takayanagi, “Holographic derivation of entanglement entropy from
AdS/CFT,” Phys. Rev. Lett. 96 (2006) 181602, hep-th/0603001.
[2] B. Swingle, “Entanglement Renormalization and Holography,” Phys. Rev. D86 (2012)
065007, 0905.1317.
[3] M. Van Raamsdonk, “Comments on quantum gravity and entanglement,” 0907.2939.
[4] M. Van Raamsdonk, “Building up spacetime with quantum entanglement,” Gen. Rel.
Grav. 42 (2010) 2323–2329, 1005.3035. [Int. J. Mod. Phys.D19,2429(2010)].
[5] B. Czech, J. L. Karczmarek, F. Nogueira, and M. Van Raamsdonk, “The Gravity Dual
of a Density Matrix,” Class. Quant. Grav. 29 (2012) 155009, 1204.1330.
66
[6] V. E. Hubeny and M. Rangamani, “Causal Holographic Information,” JHEP 06
(2012) 114, 1204.1698.
[7] J. Maldacena and L. Susskind, “Cool horizons for entangled black holes,” Fortsch.
Phys. 61 (2013) 781–811, 1306.0533.
[8] V. Balasubramanian, B. D. Chowdhury, B. Czech, J. de Boer, and M. P. Heller, “Bulk
curves from boundary data in holography,” Phys. Rev. D89 (2014), no. 8 086004,
1310.4204.
[9] T. Faulkner, M. Guica, T. Hartman, R. C. Myers, and M. Van Raamsdonk,
“Gravitation from Entanglement in Holographic CFTs,” JHEP 03 (2014) 051,
1312.7856.
[10] V. Balasubramanian, B. D. Chowdhury, B. Czech, and J. de Boer, “Entwinement and
the emergence of spacetime,” JHEP 01 (2015) 048, 1406.5859.
[11] M. Headrick, V. E. Hubeny, A. Lawrence, and M. Rangamani, “Causality &
holographic entanglement entropy,” JHEP 12 (2014) 162, 1408.6300.
[12] A. Almheiri, X. Dong, and D. Harlow, “Bulk Locality and Quantum Error Correction
in AdS/CFT,” JHEP 04 (2015) 163, 1411.7041.
[13] B. Czech, L. Lamprou, S. McCandlish, and J. Sully, “Integral Geometry and
Holography,” JHEP 10 (2015) 175, 1505.05515.
[14] V. E. Hubeny, M. Rangamani, and T. Takayanagi, “A Covariant holographic
entanglement entropy proposal,” JHEP 07 (2007) 062, 0705.0016.
[15] A. Lewkowycz and J. Maldacena, “Generalized gravitational entropy,” JHEP 08
(2013) 090, 1304.4926.
[16] X. Dong, “Holographic Entanglement Entropy for General Higher Derivative Gravity,”
JHEP 01 (2014) 044, 1310.5713.
[17] J. Camps, “Generalized entropy and higher derivative Gravity,” JHEP 03 (2014) 070,
1310.6659.
[18] A. Castro, S. Detournay, N. Iqbal, and E. Perlmutter, “Holographic entanglement
entropy and gravitational anomalies,” JHEP 07 (2014) 114, 1405.2792.
[19] B. Swingle and M. Van Raamsdonk, “Universality of Gravity from Entanglement,”
1405.2933.
67
[20] J. Lin, M. Marcolli, H. Ooguri, and B. Stoica, “Locality of Gravitational Systems from
Entanglement of Conformal Field Theories,” Phys. Rev. Lett. 114 (2015) 221601,
1412.1879.
[21] N. Lashkari, C. Rabideau, P. Sabella-Garnier, and M. Van Raamsdonk, “Inviolable
energy conditions from entanglement inequalities,” JHEP 06 (2015) 067, 1412.3514.
[22] J. Bhattacharya, V. E. Hubeny, M. Rangamani, and T. Takayanagi, “Entanglement
density and gravitational thermodynamics,” Phys. Rev. D91 (2015), no. 10 106009,
1412.5472.
[23] N. Lashkari and M. Van Raamsdonk, “Canonical Energy is Quantum Fisher
Information,” 1508.00897.
[24] B. Sundborg, “Stringy gravity, interacting tensionless strings and massless higher
spins,” Nucl. Phys. Proc. Suppl. 102 (2001) 113–119, hep-th/0103247. [,113(2000)].
[25] M. Bianchi, J. F. Morales, and H. Samtleben, “On stringy AdS(5) x S**5 and higher
spin holography,” JHEP 07 (2003) 062, hep-th/0305052.
[26] A. Sagnotti and M. Tsulaia, “On higher spins and the tensionless limit of string
theory,” Nucl. Phys. B682 (2004) 83–116, hep-th/0311257.
[27] A. Sagnotti, “Notes on Strings and Higher Spins,” J. Phys. A46 (2013) 214006,
1112.4285. [,183(2013)].
[28] M. R. Gaberdiel and R. Gopakumar, “Higher Spins & Strings,” JHEP 11 (2014) 044,
1406.6103.
[29] M. R. Gaberdiel and R. Gopakumar, “Stringy Symmetries and the Higher Spin
Square,” J. Phys. A48 (2015), no. 18 185402, 1501.07236.
[30] M. Baggio, M. R. Gaberdiel, and C. Peng, “Higher spins in the symmetric orbifold of
K3,” Phys. Rev. D92 (2015) 026007, 1504.00926.
[31] M. R. Gaberdiel, C. Peng, and I. G. Zadeh, “Higgsing the stringy higher spin
symmetry,” JHEP 10 (2015) 101, 1506.02045.
[32] S. F. Prokushkin and M. A. Vasiliev, “Higher spin gauge interactions for massive
matter fields in 3-D AdS space-time,” Nucl. Phys. B545 (1999) 385, hep-th/9806236.
[33] X. Bekaert, S. Cnockaert, C. Iazeolla, and M. A. Vasiliev, “Nonlinear higher spin
theories in various dimensions,” in Higher spin gauge theories: Proceedings, 1st Solvay
Workshop, pp. 132–197, 2004. hep-th/0503128.
68
[34] V. E. Didenko and E. D. Skvortsov, “Elements of Vasiliev theory,” 1401.2975.
[35] M. A. Vasiliev, “Higher spin theories and Sp(2M) invariant space-time,” in 3rd
International Sakharov Conference on Physics Moscow, Russia, June 24-29, 2002,
2003. hep-th/0301235.
[36] M. A. Vasiliev, “Relativity, causality, locality, quantization and duality in the
S(p)(2M) invariant generalized space-time,” hep-th/0111119.
[37] M. Ammon, M. Gutperle, P. Kraus, and E. Perlmutter, “Spacetime Geometry in
Higher Spin Gravity,” JHEP 10 (2011) 053, 1106.4788.
[38] M. P. Blencowe, “A Consistent Interacting Massless Higher Spin Field Theory in D =
(2+1),” Class. Quant. Grav. 6 (1989) 443.
[39] A. Campoleoni, S. Fredenhagen, and S. Pfenninger, “Asymptotic W-symmetries in
three-dimensional higher-spin gauge theories,” JHEP 09 (2011) 113, 1107.0290.
[40] A. Achucarro and P. K. Townsend, “A Chern-Simons Action for Three-Dimensional
anti-De Sitter Supergravity Theories,” Phys. Lett. B180 (1986) 89.
[41] E. Witten, “(2+1)-Dimensional Gravity as an Exactly Soluble System,” Nucl. Phys.
B311 (1988) 46.
[42] M. Ammon, A. Castro, and N. Iqbal, “Wilson Lines and Entanglement Entropy in
Higher Spin Gravity,” JHEP 10 (2013) 110, 1306.4338.
[43] J. de Boer and J. I. Jottar, “Entanglement Entropy and Higher Spin Holography in
AdS3,” JHEP 04 (2014) 089, 1306.4347.
[44] A. Castro and E. Llabre´s, “Unravelling Holographic Entanglement Entropy in Higher
Spin Theories,” JHEP 03 (2015) 124, 1410.2870.
[45] S. Datta, J. R. David, M. Ferlaino, and S. P. Kumar, “Higher spin entanglement
entropy from CFT,” JHEP 06 (2014) 096, 1402.0007.
[46] S. Datta, J. R. David, M. Ferlaino, and S. P. Kumar, “Universal correction to higher
spin entanglement entropy,” Phys. Rev. D90 (2014), no. 4 041903, 1405.0015.
[47] J. Long, “Higher Spin Entanglement Entropy,” JHEP 12 (2014) 055, 1408.1298.
[48] S. Datta, J. R. David, and S. P. Kumar, “Conformal perturbation theory and higher
spin entanglement entropy on the torus,” JHEP 04 (2015) 041, 1412.3946.
69
[49] J. de Boer, A. Castro, E. Hijano, J. I. Jottar, and P. Kraus, “Higher spin
entanglement and WN conformal blocks,” JHEP 07 (2015) 168, 1412.7520.
[50] E. Hijano and P. Kraus, “A new spin on entanglement entropy,” JHEP 12 (2014) 041,
1406.1804.
[51] A. L. Fitzpatrick, J. Kaplan, and M. T. Walters, “Universality of Long-Distance AdS
Physics from the CFT Bootstrap,” JHEP 08 (2014) 145, 1403.6829.
[52] E. Hijano, P. Kraus, and R. Snively, “Worldline approach to semi-classical conformal
blocks,” JHEP 07 (2015) 131, 1501.02260.
[53] A. L. Fitzpatrick, J. Kaplan, and M. T. Walters, “Virasoro Conformal Blocks and
Thermality from Classical Background Fields,” 1501.05315.
[54] E. Hijano, P. Kraus, E. Perlmutter, and R. Snively, “Semiclassical Virasoro Blocks
from AdS3 Gravity,” 1508.04987.
[55] T. Hartman, “Entanglement Entropy at Large Central Charge,” 1303.6955.
[56] M. Henneaux and S.-J. Rey, “Nonlinear Winfinity as Asymptotic Symmetry of
Three-Dimensional Higher Spin Anti-de Sitter Gravity,” JHEP 12 (2010) 007,
1008.4579.
[57] M. R. Gaberdiel and T. Hartman, “Symmetries of Holographic Minimal Models,”
JHEP 05 (2011) 031, 1101.2910.
[58] J. de Boer and J. Goeree, “W gravity from Chern-Simons theory,” Nucl. Phys. B381
(1992) 329–359, hep-th/9112060.
[59] V. A. Fateev and A. V. Litvinov, “Correlation functions in conformal Toda field
theory. I.,” JHEP 11 (2007) 002, 0709.3806.
[60] A. Castro and E. Llabre´s private communication.
[61] E. Hijano, P. Kraus, and E. Perlmutter, “Matching four-point functions in higher spin
AdS3/CFT2,” JHEP 05 (2013) 163, 1302.6113.
[62] B. Feigin, “The Lie algebras gl(λ) and the cohomology of the Lie algebra of
differential operators,” Russian Mathematical Surveys 43 (1988) 169.
[63] E. S. Fradkin and V. Ya. Linetsky, “Supersymmetric Racah basis, family of infinite
dimensional superalgebras, SU(infinity + 1—infinity) and related 2-D models,” Mod.
Phys. Lett. A6 (1991) 617–633.
70
[64] L. A. Rubel, “Necessary and Sufficient Conditions for Carlson’s Theorem on Entire
Functions,” Transactions of the American Mathematical Society 83 (1956), no. 2
417–429.
[65] M. R. Gaberdiel, R. Gopakumar, T. Hartman, and S. Raju, “Partition Functions of
Holographic Minimal Models,” JHEP 08 (2011) 077, 1106.1897.
[66] A. Campoleoni, T. Prochazka, and J. Raeymaekers, “A note on conical solutions in 3D
Vasiliev theory,” JHEP 05 (2013) 052, 1303.0880.
[67] M. R. Gaberdiel, K. Jin, and E. Perlmutter, “Probing higher spin black holes from
CFT,” JHEP 10 (2013) 045, 1307.2221.
[68] P. Kraus and E. Perlmutter, “Partition functions of higher spin black holes and their
CFT duals,” JHEP 11 (2011) 061, 1108.2567.
[69] M. R. Gaberdiel, T. Hartman, and K. Jin, “Higher Spin Black Holes from CFT,”
JHEP 04 (2012) 103, 1203.0015.
[70] M. R. Gaberdiel and R. Gopakumar, “Triality in Minimal Model Holography,” JHEP
07 (2012) 127, 1205.2472.
[71] E. Perlmutter, T. Prochazka, and J. Raeymaekers, “The semiclassical limit of WN
CFTs and Vasiliev theory,” JHEP 05 (2013) 007, 1210.8452.
[72] M. R. Gaberdiel and R. Gopakumar, “An AdS3 Dual for Minimal Model CFTs,”
Phys. Rev. D83 (2011) 066007, 1011.2986.
[73] A. Campoleoni, S. Fredenhagen, S. Pfenninger, and S. Theisen, “Asymptotic
symmetries of three-dimensional gravity coupled to higher-spin fields,” JHEP 11
(2010) 007, 1008.4744.
[74] M. Ammon, M. Gutperle, P. Kraus, and E. Perlmutter, “Black holes in three
dimensional higher spin gravity: A review,” J. Phys. A46 (2013) 214001, 1208.5182.
[75] A. Campoleoni, S. Fredenhagen, S. Pfenninger, and S. Theisen, “Towards metric-like
higher-spin gauge theories in three dimensions,” J. Phys. A46 (2013) 214017,
1208.1851.
[76] A. Campoleoni and M. Henneaux, “Asymptotic symmetries of three-dimensional
higher-spin gravity: the metric approach,” JHEP 03 (2015) 143, 1412.6774.
[77] A. Castro, R. Gopakumar, M. Gutperle, and J. Raeymaekers, “Conical Defects in
Higher Spin Theories,” JHEP 02 (2012) 096, 1111.3381.
71
[78] J. de Boer and J. I. Jottar, “Thermodynamics of higher spin black holes in AdS3,”
JHEP 01 (2014) 023, 1302.0816.
[79] M. Gutperle and P. Kraus, “Higher Spin Black Holes,” JHEP 05 (2011) 022,
1103.4304.
[80] G. Compe`re, J. I. Jottar, and W. Song, “Observables and Microscopic Entropy of
Higher Spin Black Holes,” JHEP 11 (2013) 054, 1308.2175.
[81] J. de Boer and J. I. Jottar, “Boundary Conditions and Partition Functions in Higher
Spin AdS3/CFT2,” 1407.3844.
[82] M. R. Gaberdiel, K. Jin, and W. Li, “Perturbations of W(infinity) CFTs,” JHEP 10
(2013) 162, 1307.4087.
[83] M. Ammon, P. Kraus, and E. Perlmutter, “Scalar fields and three-point functions in
D=3 higher spin gravity,” JHEP 07 (2012) 113, 1111.3926.
[84] P. Calabrese, J. Cardy, and E. Tonni, “Entanglement entropy of two disjoint intervals
in conformal field theory II,” J. Stat. Mech. 1101 (2011) P01021, 1011.5482.
[85] M. Headrick, “Entanglement Renyi entropies in holographic theories,” Phys. Rev. D82
(2010) 126010, 1006.0047.
[86] B. Chen, J. Long, and J.-j. Zhang, “Holographic Re´nyi entropy for CFT with W
symmetry,” JHEP 04 (2014) 041, 1312.5510.
[87] E. Perlmutter, “Comments on Renyi entropy in AdS3/CFT2,” JHEP 05 (2014) 052,
1312.5740.
[88] P. Bowcock and G. M. T. Watts, “Null vectors, three point and four point functions in
conformal field theory,” Theor. Math. Phys. 98 (1994) 350–356, hep-th/9309146.
[Teor. Mat. Fiz.98,500(1994)].
[89] P. Gavrylenko, “Isomonodromic τ -functions and WN conformal blocks,” JHEP 09
(2015) 167, 1505.00259.
[90] S. Monnier, “Finite higher spin transformations from exponentiation,” Commun.
Math. Phys. 336 (2015), no. 1 1–26, 1402.4486.
[91] W. Li, F.-L. Lin, and C.-W. Wang, “Modular Properties of 3D Higher Spin Theory,”
JHEP 12 (2013) 094, 1308.2959.
72
[92] N. J. Iles and G. M. T. Watts, “Characters of the W3 algebra,” JHEP 02 (2014) 009,
1307.3771.
[93] N. J. Iles and G. M. T. Watts, “Modular properties of characters of the W3 algebra,”
1411.4039.
[94] A. Perez, D. Tempo, and R. Troncoso, “Higher spin black hole entropy in three
dimensions,” JHEP 04 (2013) 143, 1301.0847.
[95] F. Casas, A. Murua, and M. Nadinic, “Efficient computation of the Zassenhaus
formula,” 1204.0389.
73
