Models necessarily capture only parts of a reality. Prediction models aim at capturing a future reality. In this paper we address the question of how the future is constructed (or: imagined [1]) in an investment context where market participants form expectations on the returns of a risky investment. We observe that the participants' model choices are subject to unforeseeable change. The objective of the paper is to demonstrate that the resulting uncertainty may be reduced by incorporating relations among competing models in the estimation process.
Introduction
Any economic model requires a specification of how agents form expectations about the future. A central pillar in new classical macroeconomics is that agents' forecasts coincide with predictions of the model in which they appear. The idea is referred to as the rational expectations hypothesis (REH) and it enables modelers to incorporate expectations in a general equilibrium that reduces the complex interactions among variables to steady state relations. Agents inside the model, know the model and do not systematically deviate from its predictions. If expectations are indeed expected values in the mathematical sense this means that agents know the distributions of the underlying random variables. One may say that the future is already predetermined by the model and forecasting is simply the task of extracting an already existing "true" value from observations of stochastic variables.
But if the true future value of a variable depends on the choices yet to be made by market participants it cannot exist ex ante unless those choices are significantly constrained. Economic history provides an impressive account of expectations that deviate from fundamentals and the resulting sub-optimality of choices. Such evidence has often been attributed to behavioral irrationality of economic agents and as such as an argument against one of the basic assumptions of the REH. However, a re-examination of the problem of forecasting reminds us of an obvious difficulty that somehow got sidestepped in the process of theorizing about rationality: that the future cannot be objectively given and is uncertain in the Knightian sense [2] . Economic activity is a prime example of a reality that is co-created by the choices of its participants. As such, the true value (of an investment) cannot exist independent of the combined expectations of the agents connected with the investment. Or, more concisely, truth does not exist independent of the ones who think about it. This viewpoint emulates a pragmatist position in which truth does not exist in some abstract way but is validated by its practical consequences. Pragmatism shifted the attention away from truth as a property of a statement towards the (social) actions that make a statement true [3] . In other words, the question is how people come up with beliefs and what commitments they make as a consequence of these beliefs. In this sense, economic forecasting has more to do with the forecasters than the value they wish to estimate. This has of course already been recognized by Keynes in his celebrated comparison of professional investing to a beauty contest, see [4] : too win the competition, contestants have to form higher-order beliefs on how others reason about beauty. Fundamental reasoning about beauty is clearly futile in this case. This creates a reflexive situation in which everybody forms expectations on everybody elses expectations. Uncertainty arises from the fact that, at any instant of time, there exists a multitude of plausible views, i.e. interpretations of current affairs which provide a basis for future oriented beliefs. Economic forecasting may be understood as a conversation among experts each one of them providing his or her version of a possible future. The consensus reached during the conversation is necessarily temporary and imperfect. It depends on a shared understanding of the situation at hand and its extension into the future. It depends on the ability of experts to create narratives that are accessible to the imaginations of others. The narratives provide orientation and guide imaginative projections [5] . In the best case, they become conventions [6] , i.e. an agreed-upon way of understanding current events and depicting the future. It is important to note at this point, that the narrative itself is entirely fictional but has social power in that it helps establish a common ground among forecasters. It may be seen as a system of beliefs that supports a particular version of the future and makes it look coherent to others. In this paper we view prediction models as elements in such a belief system. This viewpoint will help us check the resilience of our prediction in a bit the same way as justification is provided to a belief in the coherentist tradition in epistemology. We will not pursue questions of epistemic justification (such as determining conditions under which expectations can become knowledge) but we do build on the idea that different beliefs may provide a web of support if they are related in a certain (coherent) way. In particular, [7] proposes an new graph-theoretic form of coherentism which we partially adopt in this paper.
In a recent paper on Knightian uncertainty [8] , an asset pricing model is introduced in which the market expectations on future dividends and prices are allowed to lie in an interval. We may view the interval as the range of outcomes of different imaginative projections. As seen above, the future cannot be objectively given. This means that financial forecasts are irreducibly subjective [6] , they are no more than opinions. Over time, different opinions become salient, i.e. temporarily adopted by a majority where every one of them as equal a priori legitimacy of being followed. Our idea is that if an opinion can be located relative to competing opinions -in the sense of putting it on an opinion "map" -it becomes accessible to others and its likelihood of becoming the leading opinion is increased. The intuition is that it is easier to adopt an outside opinion if the relation to ones own opinion is recognized. Our aim is to reduce the uncertainty interval by evaluating the relations among different opinions.
This work is part of a broader research program on mutual learning [9] which is currently conducted at the Center for Systems Science at Yale University and in which the first author is involved.
Problem Statement
We proceed to a more formal exposition by first specifying what we mean by opinion in the context of prediction. An opinion may be regarded as a mental frame [10] for formulating a hypothesis about the cause-and-effect relation between todays available information and the future. We commonly refer to these frames as (prediction) models and present the problem of forecasting in two parts. The first part is to determine a set of valid models i.e. to identify signals having predictive power on the target variable. We assume that this set is finite and public i.e. known by all agents and combine its elements into an ndimensional signal vector s. The second part is to select the model which is most likely to become the choice of the majority of agents and evaluate it. Assume that there is a single risky asset on which expectations are formed. Returns are obtained at instant of time t + 1 due to investments made at instant t. Under standard mean-variance utility, the demand for the asset by agent i is given by [11] 
where p t+1 is a price target and d t+1 are dividends received during the holding period. ρ refers to the (agent-independent) risk aversion. In equilibrium
where the integral is over the portion I of informed traders (those receiving signals s i ) and u refers to the demand of noise traders (those trading for liquidity reasons only). The market clearing equation (2) implicitly determines p t . At every instant, informed agents select one of the elements in s t in order to form the conditionals in equation (1) . Under the rational expectations assumption agents are aware of the relations (1) and (2) but also of the dependence on the unforeseeable choices of other agents. It follows that rational agents will try and find additional clues on the choice process itself which allows them to estimate not only outcomes but also the arguments on which estimates are based. The aim of this paper is to discuss the extent to which this is possible.
The majority choice undergoes unforeseeable change as new evidence becomes available or existing evidence receives a new interpretation. For example, according to the bad news is good news narrative central banks are becoming more concerned with growth (than price stability) and will adopt a more dovish stance if the economy weakens. If this logic is adopted by the majority of market participants than weak economic data will be converted into lower expected rates thus supporting equity valuations what at first looks like a contradiction. The idea we follow in this paper is that such an interpretative stance does not come "out of nothing" but will be based on past experience or, in this case, on previous guidance provided by the central bank about their intended actions. This means that any signal s j can be related to other signals which prepare the ground for s j .
We define x t+1 = (p t+1 + d t+1 )/p t the total return obtained from the asset and assume that the joint distribution f (X t+1 , S t ) can be estimated from data. We introduce the predictive distribution
whereS is a sub-vector of S. If the choice process was known,S t = S jt for every t > 0. Risk is the expected variance of X t+1 given j and a realization S jt = s j while Knightian uncertainty is due to the fact j itself varies randomly. Let {j t } j∈ψ be a switching sequence over the index set ψ = {1, . . . , n} of available signals. The sequence may be thought of as governed by an ergodic Markov chain with unknown, timevarying transition probabilities. In practice, one finds that adding an assumption on diagonal dominance of the transition matrix reflects the empirical observation that the change in the leading narrative is substantially slower than the stochastic processes governing X t+1 and S t . The problem addressed in this paper is to determine the signal(s)S t in (3) yielding the best estimate of X t+1 in the presence of uncertainty regarding j.
Prediction models and their relations
In the following section we make some of the earlier statements more concrete. One of them regards the availability of the joint distribution of signals and returns. In practice, f (X t+1 , S t ) has to be estimated from data. We collect pairs of realizations (x τ +1 , s τ ) over a rolling interval τ ∈ [t − T , t) and determine the empirical joint distribution by binning and counting the data, i.e. we compute a n + 1-dimensional histogram. Signals are assumed to be the outputs of models expressing views on the return of the investable asset. If the number of views is large, the above joint distribution is a high-dimensional object whose full empirical specification requires a large number of data. Our aim is to restrict the dimensionality of the predictive distribution by considering only relevant models at any instant of time. From equation (1) and (2) we know that the market clearing price will be the average over all these views (expectations). Knightian uncertainty arises because we do not know the relative proportions of agents supporting one view as opposed to another. Moreover, these proportions may undergo unforeseeable change. As in the previous section, we assume that there is one view s j representing the average over agents. We will refer to this view as the dominant or leading opinion at the current instant of time. The role of the leader, i.e. the index j, changes over time.
At this point we encounter a question which is typical for time-varying situations: Let us assume it is indeed index j which has been identified as the representative view over the interval τ ∈ [t − T, t). In other words, prices up to p t seem to be driven by expectations conditioned on s j : how do we know that j is used in equation (1) to determine the first out-of-sample price p t+1 ? The answer is of course: we dont! If we assume that the (model) choice process is slowly moving we may simply adopt j and count on the persistence of the leading opinion while estimating expectations on asset returns. This is the position adopted in most practical solutions. In this paper, we relax the assumption by allowing j to lie within a set of related models. That is, we replace the assumption on model persistence by an assumption of set persistence. The intuition is that even as the occurrence of new data may in fact be an exogenous process, the tools to make sense of data (i.e. the ways of interpreting the data and derive actions) evolve at a much slower time scale. As anecdotal evidence, the opinion formation on the Eurozone economy in 2016 -2019 evolved around central bank or fiscal support vs. headwinds from the rise of populism, Brexit or the effects of the US-China trade dispute on European exporters. Depending on the daily data and news flow the spotlight moves from one of the reasons to another but remains within a set that has emerged slowly from the events during that period.
This discussion is important since we have no way of knowing the "ground truth evolution of model choices, not even over the in-sample period [t − T, t), as we base our index estimation j on observations of pairs (s τ , x τ +1 ) over the entire period. In other words, we cannot measure the stability of j in a rolling window setting where the length of the window inherently defines the auto-correlation of the estimate.
Prediction models as nodes in a tree
Since our main point is to carry out the prediction from multiple related angles, we have to introduce a device for measuring relations among prediction models. Let the data be given as a h × n matrix s of signal realizations where h refers to the available history of data up to the current instant t. We subtract the empirical mean and separate positive and negative realizations to obtain a matrix s satisfying either s ≥ 0 or, equivalently, s ≤ 0 (where the zeros replace values of the opposite side). We normalize each side by dividing by the empirical standard deviation to obtain s = 1. We compute s T s to obtain the matrix of upper (lower) partial co-moments (of 2nd order) among the signals. Since s is normalized it may be thought of as an upside (downside) correlation matrix measuring the extent to which positive (negative) realizations co-move. In either case we know that s T s ≥ 0 is a nonnegative matrix. As we shall see, the squared entries of this matrix have an interesting relation to the spectrum of the matrix. This motivates the definition of a pairwise-similarity measure as
Similarity among two signals is thus expressed as the onesided distance from (linear) independence. We interpret the n × n matrix ξ(t) as the adjacency matrix of a weighted undirected graph. Our aim is to find a useful approximation of the complete graph in such a way that important relations among signals are revealed.
We simplify the fully connected (complete) graph associated with ξ by computing its minimum spanning tree (MST). We define the cost of connecting two vertices as their negative similarity −ξ ij and set this quantity to be the edge weight among i and j. The MST connects all vertices of the graph while minimizing the cost i.e. the sum of the edge weights. It is well known that standard procedures such as Prims algorithm are not guaranteed to lead to the global optimum [12] . This is due to the greedy (short-sighted) way by which connections with minimal cost are determined. Let us look into some details as this will be useful in our later discussion.
Properties of the MST
The algorithm starts with a randomly chosen vertex. A vertex is added to a growing set (the 'tree') if its edge weight is the smallest among the available vertices outside of the tree. The new set forms the starting point for measuring the cost (edge weights) to the remaining vertices until all vertices have been added. Thus, the cost is kept minimal at every iteration but 2nd or 3rd round benefits are disregarded as the procedure adds vertices one by one instead of considering groups of vertices. A global solution would involve checking all combinations of vertex sets but this suffers from the curse of dimensionality. In this paper, we generate different solutions (each corresponding to a local minimum) by varying the choice of the initial vertex. Our experiments show that this already yields an interesting range of graph topologies each one being a valid local MST. In our implementation of Prim we implicitly define a direction from the tree-set to outside vertices. The choice of the direction does not affect the total cost of connecting all vertices (i.e. the MST criterion) but it makes the initial vertex the root of the final tree. We generate a set of candidate trees and look for interesting additional features such as the number of descendants at each branching point, i.e. the out-degree of the corresponding parent vertices.
We prefer trees where parent nodes have a large number of descendants which is equivalent to a wide tree or "flat hierarchy. We quantify this additional shape criterion as the sum of the cost to go from every leaf node to the root. In summary, we generate n MSTs and pick the one which maximizes the width of the tree. This will in general not correspond to the global MST. What we know at this stage is that if indeed a parent has multiple descendants then given the parent node there are no other nodes closer to it, i.e. the family is as tight as possible. Conversely, from the perspective of the descendants, the parent in question is optimal in the sense of minimizing the cost for the descendants to attach to the growing tree. Note that there may be even closer parents in the vertex set that have not yet been added to the tree but this will be missed due to the sequential construction rule of Prims algorithm. In this sense, the attachment of descendants to parents is only optimal relative to a given parent set. We accept this short-coming as we believe the heuristic provided by Prim is sufficient for all practical purposes and that an improved heuristics can be devised easily by further increasing the number of candidate MSTs.
Attaching the target node X
We have been describing structural relations among models and we still need to clarify how the target variable X i.e. the quantity we wish to predict, relates to the models. X is part of the joint distribution f (X t+1 , S t ). Unlike equation (4) we determine the signal-target relation over a short (trailing) window [t − T, t) since our main objective is to detect which of the signals is the dominant driver for x at every instant of time t.
We separate realizations above and below the empirical mean as before to obtain x ≥ 0 (or x ≤ 0). The product s T x corresponds to the upper (or lower) co-variances of x with the signals (not the correlation as x is not normalized). We attach x to the existing tree by adding the edge [s i * , x] which minimizes the cost of connecting. In other words, we solve
where i runs over the indices of available models ψ = {1, . . . , n}.
Prediction in the presence of model uncertainty
As discussed above, Knightian uncertainty in our prediction problem arises because of a potential lack of persistence of the index j of the leading signal. In the problem statement (section 2) we allowed j to assume random values within a finite set ψ. We know that the elements of ψ may be arranged in a hierarchical fashion (as a tree) and are ultimately connected to a common root. Let us assume that all branches are strong enough (in the sense of the similarity measure satisfying ξ ij > ξ * and some positive threshold ξ * ) for the connections to be economically meaningful. Then the root node is a common ancestor of every possible attachment node s i * t and this holds independent of t as long as the tree structure does not change 2 . The same is true for parent nodes s p away from the root: if the attachment sequence {i * t } t≥0 consists of descendants of s p then s p is a time-independent "common denominator". The intuition is that the parent node provides an alternative view-point from which the prediction may be carried out. The further away it is from the actual attachment node s i * t the less it will be affected by a model change as dictated by the covariance in equation (5) . Ultimately, all realizations of X may be seen as driven by the root node, albeit less directly.
This gives rise to the following algorithm:
• For every s i * t compute the path P t = {s 0 , s 1 , . . . s l } from the attachment point of x to the root of the MST. The indices refer to "degrees of kinship" with the following correspondence: 0 :: i * t , 1 :: first ancestor (parent), 2 :: second ancestor (grand-parent), etc. and l :: root. Note that the elements in P t should carry a time index t which we omit to keep our notation uncluttered.
• For every level λ = 0, 1, . . . , l in P t determine the empirical joint distribution
whereS t = [S 0 S 1 . . . S λ ] T is the set of signals up to λ. As in equation (3) we derive the conditional distribution to obtain predictions of the form f λ (X t+1 |S t =s t ) for every realizations t . • We define the two-sided confidence interval I λ which brackets most of the predictions (e.g. 90% or 95%) from above and below. Each interval quantifies the noise of the estimate of X t+1 givenS t = s t . Notice that the dimension of the domain over which f λ in equation (6) is defined is proportional to λ. By contrast, the conditional distribution is one-dimensional over X t+1 independent of λ. Thus, I 0 reflects the range of outcomes when using model zero (i.e. the attachment node) S 0 = s 0 for predictions of X t+1 . I 1 , in turn, results from evaluating the conditional f 1 (X t+1 | S 0 , S 1 ) obtained from a broader distribution f 1 (X t+1 , S 0 , S 1 ) at S 0 = s 0 and S 1 = s 1 . The procedure continues until I l is obtained, which belongs to f l (X t+1 | S 0 , . . . , S l ) evaluated at S 0 = s 0 , . . . , S l = s l . We define
as the total range of predicted returns which contains prediction noise as well as Knightian uncertainty regarding the model responsible for future realizations of X. I is the domain of the following mixture of distributions:
where the brackets refer to the restriction (truncation) of f λ (X t+1 | S 0 , . . . , S λ ) to I λ after evaluating it at S 0 = s 0 , . . . , S λ = s λ . This enables us to define the effective estimate of X t+1 as
where the expected value is with respect to f * (X t+1 | S 0 , . . . , S l ).
The estimate x * t+1 defined in equation (9) is robust to random time-variations of the drivers behind the return process {X t+1 } t≥0 provided the latter are confined to vertices of the signal tree introduced in section 3.
Properties of the robust estimate x * t+1
The above algorithm performs a smooth aggregation of different viewpoints by averaging the corresponding predictive probability distributions. The estimate x * t+1 is tilted towards values within I where the probability mass accumulates. This is the range on which the model outputs agree. If there is no such agreement the combined distribution will be flat (close to uniform). However, in view of our construction we do expect some agreement since each level contains information of the preceding level as we move from λ = 0 towards the root of the tree λ = l. Intuitively, the time-series associated with a parent node contains the commonalities among descendant nodes which means that its relation with X is more stable (over time) than the relations of X with any one of the descendants. We wish to explore this point more formally.
We represent the time-series of the n signals as points in l 2 , the (Hilbert) space of square summable sequences. In a given tree, let us focus on an arbitrary parent node s p and its m descendants s q . The similarity ξ pq introduced in (4) may be expressed in terms of the inner product ξ pq = (s T p s q ) 2 which corresponds to the (squared) length of a projection of every time-series s q on the sub-space spanned by s p . We know [13] that for every descendant q = 1, . . . , m: where s T p ε q = 0. Notice that the first term in this equation corresponds to the conditional expectation E[s q |s p ]. All signals are normalized, so in particular, s p = 1. It follows that
Thus far we referred to a parent somewhat loosely as "containing the combined information of its descendants. We now make this statement more precise. 
In other words, s p is the best approximation of v 1 among the existing tree nodes S. For the proof, we assume that the time-series are given over a finite observation horizon h and consider their natural isometric embedding into the Euclidean space where s p is a h × 1 vector and s Q a h × m matrix.
Proof of proposition 1:
We first show that the principal component is the solution to the following optimiza-
where s Q = [s 1 s 2 . . . s m ] and v ∈ l 2 . Wlog we assume that v ∈ span{s 1 , . . . s q } since any additional orthogonal components of v do not contribute to the projection on s Q . This means that we may write v = s Q ν where ν ∈ R m and we impose ν = 1 which makes v ≤ 1 since v 2 ≤ ν 2 1 s 1 2 + · · · + ν 2 q s q 2 = ν with s q = 1, q = 1, . . . , m. So expression (12) is equivalent to
which is solved for ν 1 satisfying s T Q s Q ν 1 = σ 1 ν 1 where σ 1 is the largest eigenvalue of the matrix s T Q s Q . It follows that v 1 = s Q ν 1 , the 1st principal component of s Q , solves (12) .
Secondly, if s p is a parent node of a given MST S and s 1 , . . . , s m are its children we know that
since the MST connects all nodes at minimum cost (i.e. maximum similarity). This means that s p ∈ l 2 in equation (14) solves the same problem as v 1 in expression (12) except on a discrete search space given by the elements of S.
Finally, we know that the co-occurrence matrix is non-negative, i.e. s T Q s Q ≥ 0. Thus, σ 1 is the Perron-Frobenius eigenvalue whose eigenvector has all positive components ν 1 > 0. With s Q ≥ 0 we have that v 1 = s Q ν 1 ≥ 0. This means that in addition to solving the same optimization problem, s p and v 1 lie in the same quadrant in the h-dimensional hypercube. We conclude that s p v 1 2 is minimal among the available nodes in S.
2
We see that s p summarizes the direction of the combined data contained in the columns of s Q . This holds at every level of the tree and we assume (without proof) also across levels: if s pp is a parent of s p it will be useful to think of it as representing the information of all sub-trees below s pp , i.e. of all nodes s p and its descendants. In the following proposition we consider time-variations among direct descendants, i.e. one s q at every instant of time where q = 1, . . . , m. The proposition states that s p (rather than any one of the s q ) is the best estimator of x in the presence of uncertainty regarding q. Proof of proposition 2: As in equation (10), we may decompose
for every q = 1, . . . , m. This means that x q 2 = (s T x q ) 2 + ε q 2 . Summing on both sides and rearranging gives
which is mimized if m q=1 (s T x q ) 2 is maximized over the available s ∈ S. By construction of the MST and equation (14) we know that s = s p is the optimum. It should be noted that the estimator in proposition 2 conditions only on a single signal while the algorithm described in section 4 uses a set of conditioning variables on an extended joint distribution. If the timevariation among models is indeed without any regularity such that every model is an equally probable driver of X then conditioning only on the corresponding parent is the best solution. In practice, we observe some stickiness in the model choices (in section 2 we reflected this as diagonal dominance of the transition matrix of the Markov chain governing model switches) which leads us to expand rather than replace direct attachment nodes with parent nodes.
Empirical study
We illustrate the above concept and algorithm by studying the problem of predicting returns on the S&P 500. In many ways, this sets a high benchmark as the S&P 500 is the leading equity market arguably most susceptible to any changes of aggregate risk perception and likely the first to price exogenous events affecting financial markets. Our data source is Refinitiv who provides us with daily price data as well as monthly (or quarterly) macro-economic and fundamental data which we use to build our prediction models. The data starts on Mar 1983. Our objective is to predict monthly total returns of the S&P 500. As a first step, we set up the model MST which reflects long-term relations among potential return drivers. For most drivers we have a fundamental rationale of how they affect stock returns, either through revenue or margin growth. We also include valuation and sentiment metrics as well as shareholder value protection as measured by net issuance and aggregate debt levels of the underlying companies. The set of drivers, i.e. signal nodes in the MST are listed below: This means that the model relations tend towards a long-term static structure which will be used to define the conditionals. In our experiments, we focus on the positive (upside) realisations of the signals s. The dominant driver is identified by evaluating equation (5) over a short trailing history of length T = 250d. In tree terms, this corresponds to the attachment point of x at one of the nodes s i * . We allow s i * to be updated every 5 days (instead of daily to save computation time): if indeed, the index i * undergoes frequent changes, we have an (ex post) confirmation of the uncertainty regarding the model that drives market prices. The objective is to build a predictor that is robust to time-variations of the underlying model. To this end, we extend the predictive distribution by signals lying on the path from s i * to the root of the MST as described above. uses only the signal corresponding to the attachment level s i * , level-2 includes the parent node of s i * , etc. We stop the experiment at the grand-grand-parent level 4, as this corresponds to the root in most cases.
Level-1 provides us with a natural benchmark as this corresponds to a rolling estimation of x using the closest node. The higher the level, the more variance and the less delays we observe in the time-series of estimates, especially around drawdown periods during the crisis years 2000 and 2008. It should be noted that the overall compounded return estimate does not match the levels actually achieved by the S&P 500. However, this shortcoming is immaterial in a set-up in which we calculate a fresh estimate every month which may be re-based to the actual price level observed at the end of the previous month. In figure 3 we report the monthly returns (predicted vs. realized) as a scatter plot: the information coefficient (displayed in the upper right angle) increases with every level. In figures 4 to 7 we provide some close up views of the evolution of the predictions over a horizon of 1 month. Figure 4 illustrates how overlaying the predictive distributions narrows down the uncertainty range of the estimate. The grey area corresponds to the agreement obtained over four levels while the other colors correspond to fewer or single layers. The prediction around 1989-08 (at attachment node CA.US) is a prime example of the ideas proposed in this paper: predictions are given as red dots while ground truth is depicted as a black line. During the prediction horizon, new signal realizations S 0 = s 0 , . . . , S l = s l become available (potentially every day) and the currently valid distribution f * (X t+1 | S 0 , . . . , S l ) (as determined by attachment point s i * ) will be evaluated at these points to produce the effective estimate for the next day x * t+1 . Both returns are compounded arithmetically over one month and reset to zero before the next prediction starts.
The diffusion of the area is the result of a cumulative convolution of the daily predictive distributions. In most cases, we observe significant overlap of prediction intervals. We are interested in situations where the overlap area remains small corresponding to a lower variance (i.e. higher confidence) in the estimate. Figure 5 illustrates that our estimation also predicts more complicated price patterns which might include plateaus and reversals. In figure 6 we focus on predictions around the great financial crisis (GFC): notably all predictions in the second half of 2008 point downwards. We conclude our detailed inspection with a recent period, summer 2019, in figure 7 which, again, displays a decent directional match in 4 out of 6 months. We extend our empirical study to other market indices (all US) to find similar goodness of fit measures, and, more importantly, relative improvements when including higher tree levels. Table 1 reports the information coefficients obtained for different markets. The coefficient is calculated as the correlation among predicted and realized monthly returns. Figures 8 and 9 show that a similar qualitative pattern may be achieved even outside of the equity market, namely for US high yield credit (as given by the Bloomberg Barclays US high yield credit total return index).
Conclusion
In this paper we propose a framework for addressing Knightian uncertainty (KU) regarding the model or viewpoint which will be adopted by the majority of market participants when pricing securities based on expected future payoffs. Our main idea is that the uncertainty may be reduced when approaching the prediction problem from multiple angles. We have introduced a device by which relevant angles may be identified and demonstrated that the inclusion of this metainformation improves prediction quality in the presence of KU.
The key take-away from our study is that instead of following the most prominent model s * (as determined by short-term backward looking measures) it is better to base our estimation on higher level models related to s * .
It is as if these models establish a level of abstraction from which we may assess the range of plausible continuations of the current state of the world. As such it introduces a forward-looking element and recognizes the fact that the future is yet to be created by the combined imaginations of all market participants. The main quality of our estimates is that they are consistent with multiple related models. In our view, coherence of ideas (as expressed by the models) is an important prerequisite for these ideas to be adopted by a majority.
In a companion paper [14] , we discuss how the knowledge about the model choices of other investors may provide additional guidance.
