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Analyser-Based Phase Contrast Imaging (ABPCI) is a promising phase con-
trast method due to its high image resolution of soft tissues and high signal
to noise ratio with its biggest downside being the experimental setup com-
plexity. One of the main drawbacks of ABPCI is that its two-dimensional
(2-D) images only provide 1-D phase sensitivity [1]. The aim of the work
is to apply the methodology of inclined geometry proposed by Rutishauser
et al [2] to ABPCI to significantly improve the image quality of the recon-
structed ABPCI images for quantitative analysis.
We employed a Laue analyser crystal to perform analyser-based based phase
contrast imaging and took tomographic datasets over 360◦ of rotation sim-
ilar to [3] with the detector and sample tilted by 8◦ clockwise following the
propagation direction of the x-ray wavefield. We measured the refractive
coefficient δ to be approximately a factor of 2 off the reference values with
the β values in agreement for media in the perspex phantom. This is prob-
ably due to underestimation of the phase gradients due to the application
of the geometric optics approximation and misalignment of the transmitted
and diffracted projections as well as the ∆θ and ∆θ180 maps. These errors
are then integrated which amplifies the low frequency noise.
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2.1 The Heel effect is a result of the electron wavefield propagating
through the surface of the anode undergoing electron-atom in-
teractions primarily the photoelectric effect and Bremsstrahlung
radiation. The resultant characteristic and x-ray spectrum is
self attenuated by the anode. The magnitude of the effect de-
pends on how far it must propagate through the anode. This
causes the intensity to decrease as moving closer to the anode
along the horizontal axis. This uneven intensity distribution of
the x-ray spectrum can cause significant issues when imaging
a sample. this effect could be reduced by increasing the an-
ode angle or compensated for by filtering the x-ray spectrum.
The Heel effect could also be utilized to image a sample whose
thickness is small on one side and large on the other (such as
the breast) as the thin side will absorb less photons than the
thicker. This effect is fixed in some modern conventional x-ray
sources. Adapted from [4]. . . . . . . . . . . . . . . . . . . . . 27
2.2 Schematic of monochromator setup used to filter the polychro-
matic x-ray wavefield into a monochromatic x-ray wavefield
whose energy we can set by changing the incidence angle θ1
following the Bragg law Eqn (2.48). Beginning with 1 we have
the polychromatic x-ray wavefield, which is incident on a slit
2. Parts of the x-ray wavefield are either absorbed by the slit
or pass through the gap depending on their direction of propa-
gation. 3. X-ray wavefields that pass through the slit are then
incident on the first Si(1 1 1) crystal 4. before being diffracted
following the Bragg law, Eqn (2.48) and incident on the sec-
ond Si(1 1 1) crystal 5. The resultant beam is then incident
upon another slit. This is designed so that only wavefields
such as the black arrow that are incident upon the crystal at
angle θ1 pass through while other beams such as the red line
are absorbed by the slit [5]. . . . . . . . . . . . . . . . . . . . 29
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2.3 Two separate Rocking Curves (RCs) produced by the bottom
and top Si(1 1 1) crystals in Figure 2.2 (red and blue RC
respectively) following the Bragg law, Eqn (2.48). The RC’s
are separated due to a slight misalignment between the two
crystals. However, through rotating the top crystal about the
plane so that it is in the position shown in Figure 2.2. The
blue RC is shifted to the left so that it significantly overlaps
with the red RC. . . . . . . . . . . . . . . . . . . . . . . . . . 30
2.4 Two overlapping RC’s produced by the two Si (1 1 1) crystals,
from multiplication of these two rocking curves produces the
observed purple rocking curve. This is the resultant rocking
curve, which is broader and smaller than the rocking curves
of each crystal. . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.5 Schematic of paraxial wavefield propagating along the lon-
gitudinal path z displaying the effect of the oscillating car-
rier wavefield and the slowly varying complex envelope Φ.
Adapted from [6]. . . . . . . . . . . . . . . . . . . . . . . . . . 36
2.6 Schematic of an ideal path the x-ray wavefield would propa-
gate with no sample present. The projection approximation
disregards any change in the x-ray wavefield path induced from
interactions of the x-ray wavefield with the sample. This ap-
proximation is feasible due to the low magnitude of these in-
teractions. Adapted from [6]. . . . . . . . . . . . . . . . . . . 39
2.7 Plot of the refractive index components against energy for soft
tissues showing that even in low diagnostic energies the phase
coefficient δ has a larger value than the absorption coefficient
β. This means that at this and higher energy ranges phase
contrast imaging will be able to produce higher contrast im-
ages than absorption based imaging with less delivered dose.
Adapted from [7]. . . . . . . . . . . . . . . . . . . . . . . . . . 47
2.8 Schematic of Fraunhofer and Fresnel diffraction. We see an x-
ray wavefield incident upon an aperture with slit size a, which
the wavefields are filtered through. After they pass through
the aperture slit the spread of the spherical wavefield a is main-
tained in the Fresnel Region until approximately rF/a = 0.5
where the x-ray wavefield is considered planar and spreads
out over a large region ∆x in the Fraunhofer region. We use
the spherical wavefield in the Fresnel region for PCI to apply
the GOA in the phase retrieval process. We can observe this
wavefield behaviour change from the plots of the distribution
of the x-ray wavefield intensity in Figure 2.9. Adapted from [8]. 48
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2.9 Distribution of intensity of the x-ray wavefield as it propagates
away from the aperture after undergoing diffraction. We see
that at rF/a = 0.05 the intensity distribution resembles the
aperture slit with damped oscillations (interference fringes)
near the edges caused by the aperture diffraction. As rF/a
increases the diffraction pattern transitions from Fresnel to
Fraunhofer region seen by the umbra and penumbra broaden-
ing significantly before the interwavefield interference patterns
become discernible. Adapted from [8]. . . . . . . . . . . . . . 49
2.10 Experimental setup of PBI where a monochromatic transver-
sally coherent x-ray fan beam traverses the sample while its
rotated. The intensity is then recorded by a 2-D detector at
different distances to show the rendering of Fresnel diffraction
patterns in the images. PPI - phase propagation x-ray imaging
and NFI - near field imaging. Adapted from [9]. . . . . . . . . 50
2.11 Schematic of a crystal x-ray interferometer where the entire
interferometer was monolithically cut from a silicon crystal.
Within the body are three equally spaced parallel lamellae
act as wavefield splitters where the incident x-ray wavefield
diffracts off at the Bragg angle following Eqn (2.48). The x-ray
wavefield is coherently divided into transmitted and diffracted
components which are then incident on the second lamellae.
The second lamella causes the beams to split again in the same
manner. The two beams that overlap at the third lamella are
also divided and interference is observed in the beams outgoing
from the third lamella captured by the detector [10]. Adapted
from [11]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
2.12 Schematic of an edge illumination setup in the case of (a) a
laminar wavefield with a sample and detector aperture; (b)
a 2-D wavefield from a source incident upon a sample mask
followed by the sample in the near-field regime before propa-
gating through the detector aperture into the detector. Where
Sref is the wavefield distribution d is the aperture slit width
and z1 and z2 are the source to sample and sample to detector
distances respectively [12]. Adapted from [12]. . . . . . . . . . 53
2.13 Speckle based x-ray tracking imaging setup where an x-ray
source produces x-ray wavefields, which propagate through a
speckle mask before propagating through a sample and being
detected by the detector. In this example setup the reference
pattern can be the high x-ray speckle pattern [13] created by
illuminating a piece of sandpaper [14]. Adapted from [15]. . . 54
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2.14 Schematic of grating phase contrast imaging setup using two 1-
D grating interferometers. A sample is mounted on a rotation
axis θ to allow for tomographic scans. Beyond the sample are
the beam splitter phase grating G1 and absorbing analyser
grating G2. Setup (a) depicts a conventional arrangement
with the grating lines parallel to the rotation axis of the sample
and (b) the grating lines are rotated by π/4 anticlockwise with
respect to the optical axis. By doing this and comparing the
flipped and non-flipped projection images a full 2-D gradient
can be determined. Adapted from [2]. . . . . . . . . . . . . . . 56
2.15 Schematic setup of Laue geometry ABPCI, where x-rays from
the synchrotron source are filtered through the monochroma-
tor to become a single energy (monochromatic) beam before
incident on the sample. The x-ray wavefield then interacts
with the Si(1 1 1) analyser crystal allowing only parts of the
wavefield that satisfy the Bragg condition, Eqn (2.48) to be
diffracted, while the rest are transmitted through the analyser
crystal. The diffracted and transmitted wavefields are then
captured by the CCD detector. Adapted from [3]. . . . . . . . 57
2.16 Standard sine and cosine curves (blue and red lines respec-
tively) with amplitude 1 showing the relation between the
diffracted and transmitted wavefield intensities, respectively.
If we chose a thickness of the Laue crystal z such that Az =
π/4, where A is some arbitrary constant we will have no
diffracted wavefield intensity and maximum transmitted wave-
field intensity as sin(π/4) = 1 and cos(π/4). This relation is
known as the Pendellosung effect, hence we have to be careful
about our Laue crystal thickness in order to avoid it having
an unwanted effect [16]. . . . . . . . . . . . . . . . . . . . . . . 58
2.17 Diffraction by a crystal with a lattice spacing of d in Bragg
reflection in symmetric case, the exit and entrance beam have
the same angle with the entrance surface. The large thickness
of the crystal means that there will be no transmitted beam
that exits the crystal. The crystal reflects a spread of wave-
lengths given by ∆k that are diffracted by the Bragg condition
with the rest being rejected. Where k and k’ are the incident
and diffracted scattering wave vectors. Adapted from [17]. . . 59
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2.18 Diffraction by a crystal with a lattice spacing of d in the Laue
transmission geometry. In the symmetric case the incident
and exit beams form the same angle with respect to the exter-
nal surface of the crystal. This setup allows the transmitted
wavefield to exit the crystal. Adapted from [17]. . . . . . . . . 60
2.19 Bragg geometry for a thin crystal. Wave T incident on sheet of
lattice crystal is partially diffracted and transmitted. This can
be used to simultaneously acquire diffracted and transmitted
images in ABI helping to reduce scanning time. Where θ is
the x-ray wavefield incident and in this case diffraction angle
upon the Laue crystal. Adapted from [17]. . . . . . . . . . . . 61
2.20 Measured diffracted and transmitted rocking curves and their
ratio. Noise is alleviated by smoothing the rocking curves.
This can be done by fitting a model of the curve such as
Lorentzian, Gaussian, Pearson VII or Voitigan functions. Adapted
from [3]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
2.21 Ratio RC of the diffracted RC divided by transmitted Rc with
no sample present. The analyser crystal was positioned at the
blue line on the RC through rotating it about the horizontal
axis to achieve an angular shift ∆θ, shown as the blue arrows
from the Bragg angle θB, which is set to zero. When an object
is placed in the path of the wavefield it will cause refraction
and attenuation in the wavefield propagated through the ob-
ject. This changes the incident angle of the wavefield entering
the analyser crystal and thus shifts it to a new position on the
RC shown as the red line with an angular shift ∆θ′ shown as
the red arrows from θB. We can calculate this shift in inten-
sity and incident angle of the wavefield entering the analyser
crystal caused by the phantom from the acquired transmitted
and diffracted projections. These calculations will generate an
intensity and two ∆θ maps for every projection as observed in
Figures 5.11, 5.13 and 5.15, respectively. . . . . . . . . . . . . 66
2.22 Non-inclined geometry of vector ρ with its corresponding 1800
projection ρ′ where the two coordinate systems x′, y′ and x,
y for the object detector and analyser crystal, respectively
are equivalent and z is the propagation direction of the x-
ray wavefield going into the page. In this setup the analyser
crystal is only sensitive to variations in the x direction. . . . . 67
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2.23 Inclined geometry where the object, detector and therefore
(x′, y′) coordinate system has been rotated 8◦ anticlockwise
with respect to the (x, y) coordinate system about the optical
axis z. While the analyser crystal is still only sensitive to
the x direction in the (x, y) coordinate system, it is sensitive
to both the x′ and y′ components of the gradient of phase.
This allows a 2-D phase gradient to be reconstructed from
comparison of the two projections ρ and ρ′ as they provide
unique information in the inclined geometry setup. . . . . . . 68
3.1 Reconstruction of a 2-D object from its Radon transform.
(a)(b) Projectional data (Radon transforms) of the object at
angles θ = 0◦ and 90◦ respectively has been recorded and plot-
ted in the respective right diagrams. (d) The sinograms for the
projections. (c) The model is used to improve reconstruction
time of the final image (e). Adapted from [17]. . . . . . . . . . 71
3.2 Plot of filters applied to the interpolation of the image re-
construction to remove noise, blurring and artefacts. Roll off
filters (all but Ram-Lak) are applied to stop the amplifica-
tion of high frequencies and exacerbation of quantum noise
that occurs when applying the Ram-Lak filter. All the filters
have distinct advantages and disadvantages as seen by their
differing curve shape. Adapted from [18]. . . . . . . . . . . . . 72
4.1 Inclined geometry Laue ABPCI experimental setup. . . . . . . 75
4.2 Picture showing some key components in the experimental
setup displayed in Figure 4.1. Moving from left to right; begin-
ning with 1 we have the object stage, which holds the object
in place and allows rotation about the horizontal and vertical
axes in order to acquire tomographic projections and apply
the inclined geometry, respectively. In 2 we have the analyser
crystal stage, which holds the analyser crystal tightly in place
(importance of this is emphasised in the Analysis section, Sec-
tion 5.4) and also allows rotation about the horizontal axis.
Finally, in 3 the CCD detector that acquires the transmitted
and diffracted data produced by the analyser crystal to be
used to reconstruct the δ and β map of the imaged object.
We can observe the inclination of the these stages in Figure 4.3. 76
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4.3 Picture displays the optical hutch leading to the monochro-
mator and synchrotron as well as the 8◦ clockwise inclination
about the optical axis parallel to the wavefield propagation
direction applied to the object stage and the CCD detector to
achieve 2-D phase sensitivity. We apply the inclined geometry
method to a Laue ABPCI experimental setup to obtain a 2-D
phase gradient, which will be used to reconstruct the δ and β
map of the object. . . . . . . . . . . . . . . . . . . . . . . . . 77
4.4 Initial points on the ratio rocking curve 5%, 25%, 50%, 80%
peak intensity on either side of the curve for a total of 8 red
circles where data is collected for each of them. Issues with
these initial positions are discussed in Section 6.1 . . . . . . . 79
5.1 Raw data with pixel dimension 2288 × 1448 from the 300th
tomographic projection from LHS (Left Hand Side) 50% peak
intensity of the RC of the perspex phantom with the diffracted
image on the left and the transmitted image on the right. Note
how the transmitted image is shifted down and contains less
information about the stand, on which the object sat than the
diffracted image. The separation boundary is at an 8◦ angle
(due to the 8◦ inclined geometry). Hence, these images must
be carefully separated and aligned, so that for every projection
the transmitted and diffracted images precisely overlap. . . . . 81
5.2 The triangular formation of the gold foil circle fiducial markers
used to align the transmitted and diffracted images. . . . . . . 82
5.3 Fiducial markers are used for alignment between the transmit-
ted (right) and diffracted (left) sides of the 4000× 2672 pixel
dimension image. . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.4 Transmitted and diffracted with pixel dimension 2672× 2000
images of the fiducial markers whose coordinates in each image
must be measured precisely in order to properly align the two
images. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83
5.5 Aligned transmitted and diffracted 2672× 2000 images of the
fiducial markers in order to observe any obvious errors or ar-
tifacts caused in the alignment process. . . . . . . . . . . . . . 84
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5.6 Zoomed in images of the summed aligned diffracted and trans-
mitted images of the fiducial markers with respect to Figure
5.7 looking at how well the centre points are aligned. They ide-
ally should totally overlap each other meaning only one white
dot should be observed. Only the centre points in the upper
left fiducial marker differ enough to warrant change with the
rest being accurately sufficient for this project. . . . . . . . . . 84
5.7 Division images of the transmitted and diffracted image show-
ing the overlap of the ROIs as seen by the bright and dark
outlines around the upperleft and centre right ROIs. There
is a slight mismatch as seen by the banding especially on the
RHS (Right Hand Side). This is maybe due to the alignment
procedure assuming two points such as the centre points must
perfectly overlap with the other points aligned based on this
assumption. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.8 Alignment using (a) Kitchen’s method [77], (b) affine trans-
form in IDL, (c) affine transform in Fiji. Overall the IDL affine
transform was extremely unstable while the affine transform
using Fiji and the previous method produced similar quality of
alignment. Because there is little difference between Kitchen’s
method and the affine transform using Fiji, we can deduce that
there is negligible shearing that has to be corrected for. For
simplicity we continue using Kitchens alignment method as
there is negligible benefit to changing. . . . . . . . . . . . . . . 87
5.9 Improved alignment of the transmitted and diffracted projec-
tions using Kitchens method by adjusting the coordinates of
the centres of the fiducial markers in the unaligned transmit-
ted and diffracted images. We can observe the improvement
with respect to Figure 5.8 as the markers are less distinct and
blend into the background in this image. The markers seem
perfectly overlapping with only the lower right fiducial marker
looking like it should be adjusted by a pixel in some direction.
However, when we attempt to do so the alignment continu-
ously appeared to be worse, which suggests that this is the
best alignment we can obtain. . . . . . . . . . . . . . . . . . . 88
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5.10 Data and fitted transmitted and diffracted single pixel rock-
ing curves that are used to calculate the ratio rocking curve.
The ratio RC is defined as the diffracted RC divided by the
transmitted RC. The transmitted RC is used to calculate the
intensity map, while the ratio RC are used to calculate the
∆θ and ∆θ180 maps whose analytical forms are given by Eqns
(2.64) and (2.65), respectively. . . . . . . . . . . . . . . . . . . 89
5.11 Intensity map with pixel dimension 1108× 771 and grayscale
range [0,1.23] of the perspex phantom calculated from Eqn
(2.57) using the transmitted beam as this has a higher in-
tensity. Overall the image shows good contrast with clear
distinctions and boundaries between materials in the phantom. 90
5.12 Map of calculated β values of the perspex phantom with pixel
dimension 1108×1108 and grayscale range [−5.66 ·10−10,1.86 ·
10−9]. β values for unique media are shown in Table 5.1. Over-
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tion of boundaries and interfaces between materials present
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fractive index of a material is given by the magnitude of the
change rather than its direction with respect to the rocking
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Figure 5.14. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
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5.14 Plot of the yellow line through the perspex phantom in Fig-
ure 5.13 of the ∆θ map showing the ∆θ values throughout
the phantoms cross section. Most noticeable are the peaks
and troughs corresponding to the x-ray wavefield at the left
and right sides of the phantom. The one concerning thing
is the fact that the magnitude of the positive peak as the x-
ray wavefield at the left side of the phantom is approximately
2/3rds the magnitude of the negative peak at the left side of
the phantom. At the position on the rocking curve we are
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overlap before being shifted into the centre. The horizontal
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5.18 Plot of the yellow line travelling across the phantom through
the media present in the holes of the phantom in the gx map.
We see that the values are mostly close to zero with some
discrepancies most notably the far right edge of the phantom.
These discrepancies indicate a misalignment between the two
∆θ maps. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98
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In this chapter we will discuss the motivation behind this thesis before dis-
cussing the fundamental properties of x-rays and their production from lab-
oratory and synchrotron sources. We will also discuss properties of image
quality as there will be alot of images presented in this paper. After this we
will derive the fundamental wave equations with assumptions that extract
phase contrast information. Followed by introducing the properties and the-
ory behind Phase Contrast Imaging (PCI), while comparing it to conventional
radiography. Then finally discussing the methods of phase contrast imaging
focusing on ABPCI and grating interferometry.
2.1 Motivation
Phase contrast x-ray imaging provides superior soft tissue contrast compared
to traditional absorption-based radiography especially, in the high energy
regimes [11]. This has the potential to enable greater image quality with
less radiation dose delivered to the patient in a clinical setting [9]. ABI is
a promising phase contrast imaging technique that utilizes the Bragg condi-
tion for an analyser crystal. The analyser crystal is highly sensitive to phase
gradients along the vertical axis. This means it can pick up small refractive
discrepancies with high image resolution and signal to noise ratio. ABPCI’s
major downfalls are its complex experimental setup that requires multiple
components that have to be precisely aligned in order to generate phase con-
trast images [19]. Furthermore, ABI is only sensitive to phase changes in the
vertical direction meaning it has 1-D phase sensitivity [1]. This problem also
exists in other phase contrast methods such as grating interferometry [20].
For that technique, Rutishauser [2] developed a method to overcome the
problem by utilizing an inclined geometry for the two 1-D gratings to pro-
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duce a 2-D phase gradient. The aim of the work is to apply the methodology
of inclined geometry proposal in [2] to ABI to significantly improve the im-
age quality of the reconstructed ABI images for quantitative analysis. We
do this by rotating the detector and sample by 8◦ clockwise following the
x-ray wavefield, while using Laue geometry. Laue geometry allows two im-
ages diffracted and transmitted to be gathered for each projection giving
us a method to calculate the intensity contrast using either the transmitted
or diffracted images and the phase contrast using the ratio of diffracted over
transmitted. We take a projection and its respective 180◦ projection then flip
the 180◦ projection and align the two projections so they precisely overlap.
From this we now have two images with 1-D phase information in perpen-
dicular directions that can be integrated (discussed in Section 2.4) to give
a quantitative 2-D phase map (discussed in Chapter 5) and perform 180◦
tomographic reconstruction (discussed in Chapter 3) to obtain δ and β maps
(discussed in Section 5.3).
2.2 X-ray Sources
Electromagnetic waves such as x-rays are resultant from the radiative loss
during the change in velocity of charge carriers such as electrons [21]. Con-
ventional x-ray sources achieve this by bombarding an anode, a material of
high atomic number commonly tungsten, with an accelerated beam of elec-
trons generated by thermionic emission [22]. These electrons can interact
with the target in two ways (1) Incident electron interaction with an orbital
electron of a target atom resulting mainly in a collision impact loss and ion-
ization of the target due to the photoelectric effect. This is then followed the
by emission of characteristic x-rays and/or Auger electrons. Auger electrons
are orbital electrons that absorb the energy emitted as a characteristic x-ray
and are ejected from the atom [23]. (2) Radiative collision Coulomb inter-
action between the incident electron and nucleus as the negative electron’s
trajectory bends towards the positive nucleus causing energy and momen-
tum to be lost in the form of a photon. The probability of this interaction
increases with electron energy E and atomic number squared Z2. Conven-
tional X-ray source issues are the heating of the anode causing a drift in
the Bremsstrahlung spectrum over the exposure time, additionally the an-
ode could crack under the prolonged high thermal flux. This would require
the anode to be replaced. However, this issue can be fixed by rotating and
applying a coolant to the anode, which distributes the thermal flux over a
larger surface area of the anode and maintains acceptable anode tempera-
ture, respectively. One other major downfall with a conventional x-ray source
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is the Heel effect shown in Figure 2.1, which is dependent on the anode angle.
Figure 2.1: The Heel effect is a result of the electron wavefield propagating
through the surface of the anode undergoing electron-atom interactions pri-
marily the photoelectric effect and Bremsstrahlung radiation. The resultant
characteristic and x-ray spectrum is self attenuated by the anode. The mag-
nitude of the effect depends on how far it must propagate through the anode.
This causes the intensity to decrease as moving closer to the anode along the
horizontal axis. This uneven intensity distribution of the x-ray spectrum
can cause significant issues when imaging a sample. this effect could be re-
duced by increasing the anode angle or compensated for by filtering the x-ray
spectrum. The Heel effect could also be utilized to image a sample whose
thickness is small on one side and large on the other (such as the breast) as
the thin side will absorb less photons than the thicker. This effect is fixed in
some modern conventional x-ray sources. Adapted from [4].
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Synchrotrons are another source of x-rays, where a continuous source of elec-
trons are accelerated using a linear accelerator before being injected into a
booster ring. This further accelerates the electrons to the energy of elec-
trons already present in this main storage ring through the use of an array
of magnets [24]. As the electrons are deflected through the magnetic field,
they produce magnetobremsstrahlung radiation commonly reffered to as syn-
chrotron radiation due to their changing velocity [25]. The synchrotron ra-
diation is channeled down beamlines present tangentially around the main
ring to experimental workstations [24]. In Phase Contrast imaging (PCI)
the coherence of an x-ray wavefield is a crucial property of the x-ray effect as
the phase effects are blurred if incident x-rays are not monochromatic. The
coherence of an x-ray beam is described in two parts; temporal coherence de-
scribes how monochromatic the wavefield produced by the source is. Spatial
coherence is a measure of the correlation between the phases of a light wave-
field at different points transverse to the direction of propagation, which
tells us how uniform the phase of the wavefront is [26]. Synchrotrons can
produce x-ray wavefields with much higher spatial and temporal coherence
(using monochromators) and intensity [10] [27] than laboratory x-ray sources.
However, both these x-ray sources, namely x-ray tubes and synchrotrons pro-
duce polychromatic x-ray wavefields that are generally unsuitable for most
PCI methods including our ABPCI method. This is because PCI relies on
the diffraction of the x-ray wavefield, which produces distinct patterns in
the image. However, polychromatic x-ray wavefields cause these patterns
to interfere with each other causing blurring rendering the phase patterns
indistinguishable. We can generate a monochromatic x-ray wavefield by fil-
tering the polychromatic x-ray wavefield with a monochromator (as shown
in Figure 2.2) consisting of two Si(1 1 1) crystals. We can set an output
monochromatic x-ray energy by changing the incidence angle θ1 following
the Bragg law, Eqn (2.48) to obtain a wavelength λ. This will give us the





where c is the speed of light in a vacuum and h is Planck’s constant. Fol-
lowing Figure 2.2 and beginning with 1, we have the polychromatic x-ray
wavefield that is incident on a slit 2. Parts of the x-ray wavefield are either
absorbed by the slit or pass through the gap depending on their direction of
propagation 3. X-ray wavefields that pass through the slit are then incident
on the first Si(1 1 1) crystal 4 before being diffracted following the Bragg law
Eqn (2.48) and incident on the second Si(1 1 1) crystal 5. The resultant beam
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Figure 2.2: Schematic of monochromator setup used to filter the polychro-
matic x-ray wavefield into a monochromatic x-ray wavefield whose energy
we can set by changing the incidence angle θ1 following the Bragg law Eqn
(2.48). Beginning with 1 we have the polychromatic x-ray wavefield, which
is incident on a slit 2. Parts of the x-ray wavefield are either absorbed by the
slit or pass through the gap depending on their direction of propagation. 3.
X-ray wavefields that pass through the slit are then incident on the first Si(1
1 1) crystal 4. before being diffracted following the Bragg law, Eqn (2.48)
and incident on the second Si(1 1 1) crystal 5. The resultant beam is then
incident upon another slit. This is designed so that only wavefields such as
the black arrow that are incident upon the crystal at angle θ1 pass through
while other beams such as the red line are absorbed by the slit [5].
is then incident upon another slit. This is designed so that only wavefields
such as the black arrow that are incident upon the crystal at an angle θ1
pass through. Other beams such as the red line are absorbed by the slit [5].
The monochromator works in the following two separate RCs produced by
the bottom and top Si(1 1 1) crystals in Figure 2.2 (red and blue Rocking
Curve (RC) respectively shown in Figure 2.3) following the Bragg law Eqn
(2.48). The multiplication of these two RCs produces the observed purple
RC in Figure 2.4. This is the resultant rocking curve, which is broader and
smaller than the rocking curves of each crystal.
The major downside to applying a monochromator is the major loss of wave-
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Figure 2.3: Two separate Rocking Curves (RCs) produced by the bottom
and top Si(1 1 1) crystals in Figure 2.2 (red and blue RC respectively) fol-
lowing the Bragg law, Eqn (2.48). The RC’s are separated due to a slight
misalignment between the two crystals. However, through rotating the top
crystal about the plane so that it is in the position shown in Figure 2.2. The
blue RC is shifted to the left so that it significantly overlaps with the red
RC.
field intensity due to the strict filtering conditions of the monochromator.
This problem can be fixed by applying a longer exposure time however, longer
exposure time may cause motion artefacts.
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Figure 2.4: Two overlapping RC’s produced by the two Si (1 1 1) crystals,
from multiplication of these two rocking curves produces the observed purple
rocking curve. This is the resultant rocking curve, which is broader and
smaller than the rocking curves of each crystal.
2.3 Image Properties
This section discusses the basic properties of images as there will be a number
of images presented in this thesis, of which we will analyse them qualitatively
and quantitatively. Qualitative analysis focuses on how the image looks
i.e. does it look as expected, is there good contrast in the image, are the
boundaries well defined and is the image of high resolution. Quantitative
analysis focuses on the values of the data in the image. Contrast in images
manifests from the difference in grayscale values among pixels in the image [4]
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where Imax and Imin are the maximum and minimum intensity detected by
the detector. This means that in an image with high contrast there are
sharp transitions between light (high grayscale) and dark (low grayscale)
gray, while a uniformly gray image has no contrast. For phase contrast and
CT imaging we are concerned with spatial resolution. Spatial resolution
refers to the ability to see small details in the imaged samples. Hence, an
imaging system that has a higher spatial resolution will be able to detect and
reproduce the presence of smaller objects in the image [4]. These parameters
of an image such as resolution are influenced by the parameters of the wave-
field e.g. monochromaticity. Two wavefields are perfectly coherent if they
possess constant phase difference with identical frequency and waveform [29].
We now need to discuss the effects that degrade image quality in the form
of unsharpness, blurring and noise. These effects partially result from the
specifications and setup of the detector used to gather data. Geometric







and is seen in the images as edges appearing ill defined (unsharp/blurred).
Where f1 and f2 are the focal spot size of the source and its projection at
the detector respectively and SOD and ODD are defined as the source to
object distance and the object to detector distance. Focal spot - area on
target surface that receives the beam of electrons as seen by the observer.
Noise are external signals that cause random variation of brightness in im-
ages causing contrast resolution to decrease. Some sources of noise are grain
noise - darkening of grains randomly with a random distribution, electronic
noise - detector current always on, which can produce readings in the pixels,
structured noise - most pixelated detectors have a number of parallel chan-
nels for reading out the array of detector elements and this reduces readout
time. Each channel uses its own amplifier circuits and these circuits can-
not be perfectly tuned with respect to each other. As a result, groups of
detector elements that are read out may have different offset noise and gain
characteristics, and these cause structured or fixed pattern noise in digital
detector systems. The key to correcting for structured noise is utilizing that
it is spatially constant for a period of time. Anatomical noise - is the pattern
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on the image that is generated by patient anatomy that is always present
but not important for the diagnosis. Noise also highly depends on photon
statistics of the imaging setup this is commonly based on the Signal-to-Noise
Ratio (SNR) as the chance of a given photon striking a particular detector






Where m is the mean number of counts in each pixel in the detector. Most of
these effects that degrade image quality can be fixed by increasing exposure
time as well as changing some properties of the detector such as the; Bit
depth - larger sets of data for each pixel i.e 1 bit/pixel, 2 bit/pixel etc, which
will improve photon statistics and reduce noise caused from low pixel counts.
Pixel size can be increased, bigger pixels means less pixels in the detector,
which means less spatial resolution but more photons counted in each pixel.
This results in better efficiency, better photon statistics and less exposure
time required. Number of pixels can be increased as well, more pixels of
smaller size present a better image but this requires longer scans and image
reconstruction time, and larger image storage size. This is typically used for
large Field Of View (FOV) images to insure sufficient spatial resolution and
contrast is present in the image. Minimising exposure time is crucial as this
reduces the dose delivered to the patient. The incident x-ray energy also
matters as low energy photons are more easily absorbed and thus less are
detected in the detector than higher energy photons.
2.4 2-D Integration
The purpose of this thesis is to apply the inclined geometry proposed by
Rutishauser et al. [2] to ABPCI in order to have 2-D phase sensitivity and
obtain a 2-D phase gradient. This phase gradient will need to be integrated
in our case using a 2-D Fourier integration method proposed by [30]. After
phase retrieval is performed, we have components of the phase gradients in
the horizontal and vertical direction denoted by gh and gv, respectively. We
can defined these as the complex field h(x, y) as follows
h(x, y) = gh(x, y) + igv(x, y) =
∂Gh
∂x




where in this case the spatial coordinates (x, y) are the horizontal and vertical
axis, respectively. From this we can apply the 2-D Fourier transform [31] to
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this to obtain the equation below using the Fourier derivative theorem [31].
F [h(x, y)](k, l) =
∫∫ ∞
−∞
h(x, y)·e−2πi(kx+ly)dxdy = 2πi(k+il)·F [G(x, y)](k, l).
(2.6)
Where (k, l) are the reciprocal (Fourier) space coordinates of spatial coordi-
nates (x, y) and F is the Fourier transform [32]. From this we can apply the
inverse Fourier transform F−1 [32] to Eqn (2.6) to obtain
G(x, y) = F−1
[




where G(x, y) is the desired phase map.
2.5 Wave Equations
The propagation of scalar wavefields is the basic tool of electromagnetic the-
ory that will be utilized to describe the fundamentals and foundation of x-ray
phase contrast imaging. This section will follow through the derivation of
the principles of phase contrast imaging and the underlying key assumptions
applied.
2.5.1 Wavefunction and the Helmholtz equation
In this section we will discuss the optical formalism of a propagating wave
and incorporate the paraxial field approximation, which is commonly applied
to simplify the explanation of x-ray wavefield propagation. First we begin
with a scalar wavefield function of the form Ψ(x, y, z, t) with three spatial
coordinates for each spatial dimension given by x, y and z respectively, and
time t. Ψ(x, y, z, t) is set such that it is the solution of the d’Alembert







Ψ(x, y, z, t) = 0, (2.8)








is the Laplacian operator, c is the speed of
light in a vacuum. The speed of light in a vacuum c can be expressed as
c = 1√
µ0ε0
, where µ0 and ε0 are the permeability and permittivity of free
space, respectively. We take an approach discussed by [34] involving the
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spectral decomposition of Ψ(x, y, z, t) into monochromatic components using
the Fourier integral







Each monochromatic component of the wavefield with angular frequency ω is
written as the product of the spatial wavefield ψω(x, y, z) and the harmonic
time-dependent term e−iωt. We substitute Eqn (2.8) into Eqn (2.9) to verify
that each of these monochromatic time independent spatial wavefunctions
ψω(x, y, z) satisfy the Helmholtz equation of the form
(∇2 + k2)ψω(x, y, z) = 0, (2.10)
where k = ω/c is the wavenumber. The Helmholtz equation can be used to
describe an imaging process under the condition of a monochromatic x-ray
wavefield that is commonly achieved using a monochromator with a syn-
chrotron x-ray wavefield source. Unfortunately most radiological imaging es-
pecially in the clinical setting, is done using a polychromatic x-ray wavefield
from a laboratory x-ray source with non-trivial spectral properties. Spectral
decomposition of the wavefield into its monochromatic components enables
imaging processes with a time independent approach for each component to
be described. These components can then be combined to acquire a complete
description of the polychromatic x-ray imaging process.
2.5.2 Paraxial Fields
We cannot generate an x-ray wavefield with no angular spread. We can how-
ever, impose certain conditions, which enables the generation of wavefields
with small angular spread [35]. Under this condition the electromagnetic en-
ergy in the wavefield is concentrated within a small region about the wavefield
axis with small spread. An electromagnetic field with these properties is re-
ferred to a paraxial field [36]. X-ray wavefields applied in phase contrast
imaging also behave as paraxial fields. This enables the mathematical ap-
plication of paraxial field to to phase contrast imaging, which simplifies the
fundamental theoretical equation describing PCI. Thus, simpler algorithms
are applicable to perform phase retrieval. To introduce the mathematical for-
malism and implicit approximations of paraxial wavefields, we consider the
solution to the Helmholtz equation, Eqn (2.10) ψω(x, y, z). For the following
equations we drop the subscript ω under the assumption of a monochromatic
wavefield. This wavefield is paraxial when
ψ(x, y, z) = Φ(x, y, z)eikz, (2.11)
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where the variations of the complex envelope Φ(x, y, z) in the longitudinal
position z are significantly smaller than the variations in the transverse (x, y)
plane. From this ψ(x, y, z) possess paraxial wavefield propagation along the
z-axis, in such a manner that its complex envelope Φ(x, y, z) is modulated
by a carrier plane wave eikz depicted in Figure 2.5. The condition of a near
Figure 2.5: Schematic of paraxial wavefield propagating along the longitu-
dinal path z displaying the effect of the oscillating carrier wavefield and the
slowly varying complex envelope Φ. Adapted from [6].
longitudinal propagation is defined as the variation ∆Φ(x, y, z) within some
small longitudinal distance δz = λ = 2π/k must be much smaller than the




We know ∆Φ(x, y, z) = (∂Φ(x, y, z)/∂z)∆z = (∂Φ(x, y, z)/∂z)λ so we can
adapt Eqn (2.12) into
∂Φ(x, y, z)
∂z
<< kΦ(x, y, z). (2.13)
Using a similar methodology, the analogous inequality for the second deriva-
tive of the complex envelope can be derived as
∂2Φ(x, y, z)
∂z2
<< k2Φ(x, y, z). (2.14)
This condition given in Eqn (2.14) can be used as a formal mathematical
definition of a paraxial wavefield. We can then substitute Eqn (2.11) into
the Helmholtz equation, Eqn (2.10) and then substitute Eqn (2.14) to neglect
the term ∂2Φ/∂z2 with respect to the terms k∂Φ/∂z and k2Φ. In doing these
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substitutions, we acquire the Helmholtz equation under the paraxial wavefield
condition, otherwise reffered to the paraxial Helmholtz equation of the form




Here ∇2T = (∂2/∂x2) + (∂2/∂y2) is the transverse Laplacian. The parabolic
x-ray wavefield is a concept heavily used when studying near-field diffraction
of x-ray wavefields after propagating through a sample for PCI.
2.6 Inhomogeneous equations and the Refrac-
tive index
In the prior section all of the equations were derived with respect to the wave-
field propagating through a vacuum. However in practice the wavefield will
propagate through a medium in its direction of propagation. This requires
the prior equations to be adapted to account for the presence of media along
the wavefields propagation. In this section we will introduce fundamental x-
ray interactions with matter along with their mathematical expressions and
common approximations applied.
2.6.1 Inhomogeneous equations
We generalise the wave propagation equation by applying a macroscopic,
position dependent and frequency dependent quantity called the refractive
index n(x, y, z). The refractive index is defined as






where ε(x, y, z) is the electrical permittivity of the material. We can then
modify the d’Alembert equation, Eqn (2.8) to account for the presence of







Φ(x, y, z, t) = 0. (2.17)
Eqns (2.16) and (2.17) are valid for scalar wavefields as the wavefunction of
wavefields describe the evolution of both electric and magnetic components
of the wavefield and how they intertwine.
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A single scalar wavefield is not sufficient if polarization effects are taken
into consideration. However, this assumption is valid as for most cases of
hard x-ray imaging were the variations in the optical density of any media
are slowly varying such that the magnetic and electric wavefield components
can be considered to be decoupled [6]. Hence, we shall continue to use our
initial scalar theory approximation to x-ray wavefield propagation [6]. Re-
turning to our derivations, we can apply a similar process as the prior section
involving the complex wavefield, which obeys the d’Alembert equation, Eqn
(2.17) being written as a superposition of monochromatic fields. From this
we obtain the inhomogeneous Helmholtz equation of the form
(∇2 + n2(x, y, z)k2)ψ(x, y, z) = 0. (2.18)
We can then apply the paraxial approximation to this to obtain the inhomo-
geneous Helmholtz equation under the paraxial approximation [37] given as
∇2TΦ(x, y, z) + 2ik
∂Φ(x, y, z)
∂z
+ k2(n2(x, y, z)− 1)Φ(x, y, z) = 0. (2.19)
With this we can now study x-ray PCI effects in imaging going into phase
retrieval methods.
2.7 The Projection Approximation
In the hard x-ray regime the complex refractive index has magnitude that is
close to one. This means that the strength of the interactions of the wavefield
with matter is small i.e. most of the x-ray wavefield that propagates through
the sample barely interacts with the media in the sample. This produces low
contrast in the resulting phase contrast images however, it also allows us to
apply some approximations to equations that describe the wavefield. One of
these approximations is the projection approximation illustrated in Figure
2.6, where we consider a plane wavefield propagating along a direction z that
is incident upon a sample [6].
The wavefield will undergo interactions with media within the sample, which
will change the direction of propagation of the wavefield. However, if we
assume that these interactions cause a very small change in the direction of
propagation of the plane wavefield, we can simply ignore them and assume
the wavefield propagates within the sample along the z direction. This as-
sumption is called the projection approximation. Furthermore, all scattering
within the sample can then be described via an exit wavefield at point z0.
CHAPTER 2. INTRODUCTION 39
Figure 2.6: Schematic of an ideal path the x-ray wavefield would propagate
with no sample present. The projection approximation disregards any change
in the x-ray wavefield path induced from interactions of the x-ray wavefield
with the sample. This approximation is feasible due to the low magnitude of
these interactions. Adapted from [6].
Information concerning the change in amplitude and phase of the wavefield
as it propagates through the sample can be recovered from the exit wave-
field. Neglecting the inter-sample scattering effects disregards the Laplacian
term in the inhomogeneous paraxial Helmholtz equation, Eqn (2.19) such




+ (n2(x, y, z)− 1)Φ(x, y, z) = 0. (2.20)
In summary, the projection approximation describes the propagation of x-ray
wavefields through a sample via an exit wavefield immediately after exiting
the sample, which contains the transverse phase and amplitude changes of
the x-ray wavefield. The projection approximation assumes all scattering
that occurs within the sample is completely described by the exit wavefield
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by assuming that negligible diffraction occurs within the scattering volume.
This condition holds when imaging quasihomogeneous objects but falls apart
when a sample contains multiple highly contrasting media. This is because
the diffraction occurring at the interfaces between media would need to be
accounted for and following the discussed method with exit wavefields for
each one of these interactions, which is highly unfeasible.
2.7.1 The Geometrical Optical Approximation
In order to forge a link between wave and ray theories of x-ray radiation the
eikonal approximation is utilized for treating the interactions of coherent
x-ray waves with matter. For this we need to derive the hydrodynamic
formulation of the scalar wave optics of coherent x-ray wavefields. This is
achieved by writing the coherent wavefield in terms of its intensity and phase,
expanding the Laplacian term in Eqn (2.19), simplifying and separating the
imaginary and real parts of the equation. The real part being the eikonal
equation and the imaginary being the local conservation of optical energy
[34].
The eikonal equation is a hydrodynamic formulation of the inhomogeneous
Helmholtz equation, Eqn (2.19) given by [34]






where φω(x, y, z) is the phase and Iω(x, y, z) is the intensity of the coherent
wavefield. The eikonal equation is important as it allows x-ray disturbances
that continuously evolve as the ray passes through a medium to be visualised
[34]. The Geometrical Optics Approximation (GOA) is defined as the eikonal
equation in the geometric optics limit [34].
|∇φω(x, y, z)| = knω(x, y, z), k →∞. (2.22)
It states that the phase gradient of plane waves passing through an inho-
mogeneous medium that is sufficiently weakly scattering, has practically the
same orientation as the incident wave [34]. As well as the interactions of
a pencil ray with matter is assumed to take place in an infinitesimal small
volume in the object. This propagation is fully described in the forward
diffraction in the object and the diffraction/transmission directions at the
analyser crystal.
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2.8 Attenuation and Phase
This section will cover how the equations discussed prior can be used to cal-
culate the change in attenuation and phase of the x-ray wavefield and how
this change can be visualised. Firstly, we can solve the boundary value dif-
ferential equation for the inhomogeneous paraxial Helmholtz equation under
the projection approximation, Eqn (2.20) [6] to obtain






(1− n2(x, y, z))dz
]
Φ(x, y, z0), (2.23)
of the wavefield at position z = z0. The index of refraction is defined as
n = 1− δ + iβ, (2.24)
where δ and β are the refractive and absorptive coefficients related to the
microscopic scattering coefficients for the x-ray interaction with matter [17].
We can then substitute Eqn (2.24) taking into account that δ, β << 1 and
therefore n2 ≈ 1− 2δ + 2iβ under the Binomial approximation into Eqn
(2.23) to obtain





(δ(x, y, z)− iβ(x, y, z))dz
]
Φ(x, y, z0). (2.25)
From Eqn (2.25) we can obtain expressions for the phase shift and the at-
tenuation for an x-ray wavefield propagating through a sample under the
projection approximation. The phase shift is given by the imaginary expo-




δ(x, y, z)dz, (2.26)




β(x, y, z)dz. (2.27)
To clarify the ideas implemented in the previous expressions lets take an
example of a wavefield incident upon a single homogeneous medium. For this
case δ and β are independent of position hence the transmitted wavefield can
be expressed as
Φ(x, y, z0) = exp[−k(iδ + β)t(x, y)]Φ(x, y, 0), (2.28)
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where t(x, y) is the projected thickness of the sample along z. From this we
can calculate the transmitted intensity of the x-ray wavefield, which is the
square modulus of the transmitted complex wavefield
I(x, y, z0) = exp[−µt(x, y)]I(x, y, 0). (2.29)
This is the Beer Lambert law of attenuation, where the linear attenuation
coefficient is defined as µ = 2kβ = 4πβ/λ
2.8.1 Transport of Intensity Equation
An issue with our derivation of the x-ray wavefields is that any conventional
detector will measure the intensity proportional to the square modulus of
the complex wavefield. In this process as seen in Eqn (2.29), all information
about the phase shift of the x-ray wavefield due to it propagating through
the sample is lost. Hence, another direction needs to be undertaken starting
with rewriting the complex envelope as




including the intensity and phase shift. We then substitute this expression,
Eqn (2.30) into the paraxial homogeneous Helmholtz equation, Eqn (2.15)
and equate the resultant imaginary component of the expression to be zero
to obtain the Transport of Intensity Equation (TIE) [39]




Recalling that traditionally only the intensity was measurable, the TIE pro-
poses a crucial relation between the intensity and phase under the paraxial
approximation. From this relation, we can obtain the phase shift caused by
the wavefield propagating through the sample by measuring the intensity of
the transmitted (measured just after the object) and propagated (measured
at some distance after the object) wavefield. However, only derivatives of the
phase can be recovered through phase retrieval and then integrated to give
the phase shift.
2.9 Phase Retrieval
From observing the TIE, Eqn (2.31) one might conclude that it is sufficient
to gain all information about x-ray phase contrast from sample where the
paraxial approximation holds. Following the TIE if one lets the wavefield
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propagate in free space then phase contrast effects will certainly appear in
the image. As mentioned at the end of the previous section only derivatives
of the phase are acquired from the TIE. To clarify this we expand the TIE
Eqn (2.31), to obtain





Assuming the longitudinal variation of the complex envelope is small com-
pared to the transverse variation, we can approximate the partial derivative
with respect to the z coordinate as follows
∂I(x, y, z0)
∂z
≈ I(x, y, z)− I(x, y, z0)
z − z0
. (2.33)
We can then substitute Eqn (2.33) into Eqn (2.32) and rearranging to give
I(x, y, z) = I(x, y, z0)−
z − z0
k
[∇T I(x, y, z0)·∇Tφ(x, y, z0)+I(x, y, z0)∇2Tφ(x, y, z0)].
(2.34)
This equation incorporates three components that comprise the measurable
intensity at position z > z0 beyond the sample along the wavefield direction
of propagation. The first contribution contains only the sample attenuation,
while the second and third components contain the first and second order
derivatives of the phase, respectively. These phase derivatives can be pro-
cessed through integration to give the phase information of an x-ray wavefield
that has propagated through the sample. It is crucial to note that the TIE
and the discussed method is just one of several phase retrieval methods for
propagation based phase contrast imaging. There are further phase retrieval
methods for differential phase contrast imaging methods such as grating and
analyser based phase contrast imaging.
2.9.1 Attenuation contrast imaging
Wilhelm Roentgen discovered x-rays in 1895 [40]. Since then countless dis-
coveries have been made describing how x-rays interact with matter. When
an x-ray is incident upon a medium it can interact in several ways for in-
stance it can be absorbed and/or scattered by the medium. Absorption
contrast imaging has been the dominant imaging technique [41] due to its
simple applicability and adaptability through techniques such as Computed
Tomography (CT). Attenuation contrast is generated from the variance of
the property of attenuation in the materials in the medium. This is achieved
through exposure of a medium using x-rays with a detector on the opposing
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side of the medium to the x-ray source. The detector over the exposure pe-
riod will gather the measured intensity in each pixel. This can be displayed
in an image conventionally called a radiograph. The measured intensity can
then be compared with the known incident intensity distribution in order to
calculate the attenuation properties of materials present in the medium. This
method, commonly referred to as radiography, is simple to implement, under-
stand and provides good contrast of materials with significant discrepancies
in attenuative properties such as bone scans. Furthermore, it can be applied
to CT (discussed in Chapter 3) where multiple projections (radiographs) are
taken as either the object or source and detector are rotated to produce a
3-D image of the object. However, radiography and CT alike struggle to
display contrast between materials or tissues with similar attenuation prop-
erties such as soft tissues. This can cause issues in clinical applications such
as cancer detection if the malignant tissue has a similar attenuation property
to its surroundings.
Now moving onto the theory let us start with the Beer Lambert equation,
which describes the intensity change as an x-ray propagates through an ob-
ject with linear attenuation µ over path length t.
I = I0 exp(−µt). (2.35)
This is valid in this form only for monoenergetic photons, where I and I0 are
the final and initial intensities of the x-ray. From this we can use the relation
between I and E to give
I = |E|2 = E · E∗, (2.36)
where E is the amplitude of the wavefield given by
E = E0 exp(−ik(δ − iβ)t), (2.37)
where E0 is the initial amplitude of the wavefield, k is the wavenumber, δ
is the refractive index decrement and β is the imaginary component of the
index of refraction related to the linear attenuation coefficient µ by [42]:
β = µ/2κ, (2.38)
where δ and β describe the refractive and absorptive properties of materials
and are related to the refractive index n by Eqn (2.24). We can substitute
Eqn (2.37) into Eqn (2.36) to obtain
I = E20 [exp(−ik(δ − iβ)t) · exp(−ik(δ + iβ)t)] = I0 exp(−2kβt), (2.39)
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which is the Beer Lambert equation. Attenuation is described as the reduc-
tion in intensity of a beam due to the effects of absorption, scattering and pair
production [43]. The linear attenuation coefficient of a material µ is the sum
of the linear attenuation coefficients for the photoelectric effect, Rayleigh
scattering, Compton scattering and pair production (including triplet) de-




µi = τ + σR + σC + κ. (2.40)
X-ray interaction with matter depends on the incident x-ray energy E, atomic
number Z (the number of protons in each atom of the material) and atomic
scattering cross-section (measure of probability that a specific interaction oc-
curs) of the material [43]. At the 10-30 keV energy range for x-rays which is
considered in this thesis, only Rayleigh, Thomson scattering, the photoelec-
tric effect and Compton scattering are applicable [44].
Thomson scattering occurs at low photon energies where the incident pho-
ton beam is scattered off the free electron [44]. Rayleigh scattering happens
when an incident photon scatters off a bound orbital electron. The energy
transferred from these two interactions is negligible and the scattered pho-
ton has the same initial energy but a different propagation direction [44]. No
ionization occurs with energy and momentum being conserved during these
interactions, which have higher probability at low energies.
The photoelectric effect occurs when an incident photon interacts with a
tightly bound orbital electron (for instance from the K-shell), the photon
is completely absorbed by the atom and the electron is ejected from the
atom [44]. Electrons from the L and M shells then move down to fill the
K-shell vacancy producing characteristic x-rays whose energies are equal to
the difference in binding energies between the two involved shells. There is a
spike in the attenuation coefficient when the x-ray’s energy reaches and just
surpasses the binding energy of the K-shell called the K-edge.
The K-edge can be used to discern materials, which appear similar in the im-
age. This is achieved by taking images at the energies just below and above
the K-edge and comparing them. However, this requires knowledge of the
K-edge of the concerned material. This can be challenging as the K-edges
for soft tissues occur at a few keV, which is too low energy to generate a
useful image. The probability of the photoelectric effect is proportional to
Z3/E3 [43]. This means the photoelectric effect dominates for low E and
high Z, which makes it ideal in conventional radiography for bone scans.
This is because bones are composed of materials with relatively high atomic
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number and mass density than the surrounding tissue.
During Compton scattering an incident photon interacts with a loosely bound
orbital electron it causes the electron to recoil and be ejected from the atom
due to the transfer of energy [44]. Energy and momentum are conserved
between the two particles in this interaction but the incident photon loses
energy given by the Compton waveshift equation [44].
∆λ = λ′ − λ = λC(1− cos(θ)). (2.41)
Where θ is the scattering angle, λC = 2.43 · 10−12m is the Compton wave-
length, while λ and λ′ are the wavelengths of the incident and scattered
photons, respectively. Compton scattering dominates at diagnostic energies
in soft tissue, it is independent of Z, increases with E and density of the
material. This leads to a lot of scatter in images especially when moving into
high energy imaging. This decreases the contrast in the image.
2.9.2 Phase contrast imaging
We previously introduced phase contrast imaging in Section 2.8.1 and this
section will expand on the concept. Phase contrast imaging concerns the
reconstruction and measurement of the real part of the wave and refractive
index, Eqn (2.24) that details the refractive properties of the material. This
offers another method of differentiating materials in medical images, which
in the past could be presumed identical if they have similar attenuation co-
efficients β but possess different refractive coefficients δ. Furthermore, δ is
much greater than β in the hard x-ray spectrum for light materials such as
water and soft tissues [11] as observed in Figure 2.7.
Phase contrast can be orders of magnitude larger than absorption contrast,
meaning it can produce better soft tissue visibility [45] as phase contrast ef-
fects decline slower than conventional absorption contrast with the increase
of energy of X-rays as observed in Figure 2.7. High energy x-ray imaging
is desirable as it results in less radiation dose delivered to the patient [46].
For conventional radiography (absorption-based) this is at the cost of im-
age quality due to the Compton effect becoming dominant at higher energy
incident x-rays, causing lower image quality due to the intensity contrast
decreasing. This makes phase contrast imaging extremely desirable in clini-
cal applications concerning tissue that is particularly radiosensitive such as
mammography (imaging of the breast) [47]. Additionally δ is directly propor-
tional to the electron density, which is another useful property of materials
that can be utilized to help differentiate them. It is not possible to directly
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Figure 2.7: Plot of the refractive index components against energy for wa-
ter showing that even in low diagnostic energies the phase coefficient δ has
a larger value than the absorption coefficient β. This means that at this
and higher energy ranges phase contrast imaging will be able to produce
higher contrast images than absorption based imaging with less delivered
dose. Adapted from [7].
obtain the electron density of a material from its attenuative properties µ.
In PCI the near field regime is utilized from Fresnel diffraction, which oc-
curs when a wave transmits through a sample and propagates further in the
near field. This causes any diffraction pattern to differ in size and shape
depending on the distance between the object and the projection [48]. The
near field regime approximation holds for small propagation distances and
for slow varying objects [19]. The GOA is valid when the Fresnel number
NF = h
2/λd [49] is larger than unity. Here h is the size of the object de-
tail to be imaged that is limited by detector pixel size, d is the propagation
distance. When the Fresnel number NF > 1 Fresnel diffraction applies due
to the near field condition. When NF < 1 Fraunhofer diffraction occurs, in
which the resultant wavefronts are considered planar rather than spherical
as the wavefront has spread out over a large region giving rise to an interfer-
ence pattern. This will begin to interfere with different parts of the image as
observed in Figure 2.8.
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Figure 2.8: Schematic of Fraunhofer and Fresnel diffraction. We see an x-ray
wavefield incident upon an aperture with slit size a, which the wavefields are
filtered through. After they pass through the aperture slit the spread of the
spherical wavefield a is maintained in the Fresnel Region until approximately
rF/a = 0.5 where the x-ray wavefield is considered planar and spreads out
over a large region ∆x in the Fraunhofer region. We use the spherical wave-
field in the Fresnel region for PCI to apply the GOA in the phase retrieval
process. We can observe this wavefield behaviour change from the plots of the
distribution of the x-ray wavefield intensity in Figure 2.9. Adapted from [8].
where p is the distance between the wavefront and the aperture slit. We use
the spherical wavefield in the Fresnel region for PCI to apply the GOA in
the phase retrieval process. We can observe this wavefield behaviour change
from the plots of the distribution of the x-ray wavefield intensity in Figure
2.9.
2.9.3 Propagation based phase contrast imaging
At sufficient object to detector distances Fresnel diffration fringes appear
in the projection of the object in the detector that demonstrates the image
contrast as shown in Figure 2.10 below. This method is called Propagation
Based Phase Contrast Imaging (PBPCI). PBPCI requires no optical elements
to render phase shifts as visible phase contrast. This means PBPCI can be
achieved through free space propagation [10] [50] and can be described by
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Figure 2.9: Distribution of intensity of the x-ray wavefield as it propa-
gates away from the aperture after undergoing diffraction. We see that
at rF/a = 0.05 the intensity distribution resembles the aperture slit with
damped oscillations (interference fringes) near the edges caused by the aper-
ture diffraction. As rF/a increases the diffraction pattern transitions from
Fresnel to Fraunhofer region seen by the umbra and penumbra broaden-
ing significantly before the interwavefield interference patterns become dis-
cernible. Adapted from [8].
the TIE, Eqn (2.31) [39].
The simplicity of its implementation makes it highly desirable in clinical
applications. It can acquire bright field (transmitted) phase contrast images
providing good contrast for low dose [51]. Its other advantages are its 2D
phase gradient sensitivity, easy interpretation and high sensitivity to abrupt
phase changes. However, it requires an x-ray beam with high spatial coher-
ence and high spatial resolution of the registration system otherwise interfer-
ence fringes are rapidly smeared out and provides lower contrast compared
to other imaging methods [52]. This is due to PBI being sensitive to the
Laplacian (second-order derivative) of the gradient of the phase, while ABI
and GI are sensitive to the first derivative of the phase.
PBPCI can be described by the Transport of Intensity Equation (TIE) [39]:
Eqn (2.31) in Section 2.8.1. This equation is derived from the imaginary
component of the expanded inhomogeneous Helmholtz equation, Eqn (2.19)
when considering a coherent paraxial scalar wave-field traveling in the z di-
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Figure 2.10: Experimental setup of PBI where a monochromatic transversally
coherent x-ray fan beam traverses the sample while its rotated. The intensity
is then recorded by a 2-D detector at different distances to show the rendering
of Fresnel diffraction patterns in the images. PPI - phase propagation x-ray
imaging and NFI - near field imaging. Adapted from [9].
rection. This equation expresses the variation of the product of intensity and
the gradient of phase along the Poynting vector which represents the direc-
tional energy flux of an electromagnetic field. Convergence of the Poynting
vector results in an increase in intensity, while divergence results in a de-
crease in intensity.
Let us consider the scenario of PBPCI of a single material object with pro-
jected thickness T (x, y) illuminated by a plane wave of uniform intensity I0.
Then under the projection approximation both the phase and amplitude at
the exit surface can both be obtained simultaneously. This means the pro-
jected thickness can be reconstructed using a single image as long as the exit
wavefield is obtained at a distance from the sample that is sufficiently small
for the Fresnel number to be much greater than unity [50]:






F [I(x, y, z = ∆)/I0]





where T (x, y) is the projected thickness at some position (x, y), F and F−1
are the Fourier and inverse Fourier transforms, ∆ is the propagation distance,
I(x, y, z = ∆) is the intensity at (x, y, z = ∆), kx and ky are the Cartesian
coordinates in Fourier space and δ = Re(1 − n). Despite its assumptions,
this algorithm is simple, fast, has very significant noise robustness and can
process time dependent objects frame by frame [53].
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2.9.4 Differential Phase Contrast
The term ∇T I(x, y, z0) · ∇Tφ(x, y, z0) of the expanded TIE, Eqn (2.32) can
be utilized to measure a different type of phase contrast compared to propa-
gation based phase contrast that is dependent on the first order derivative of
the phase. This phase contrast effect typically requires optical elements to
be placed along the beam line or a focused x-ray beam in order to produce a
phase-contrast image. The relevant terms in the TIE is the dot product be-
tween the intensity gradient and phase gradient ∇T I(x, y, z0) ·∇Tψ(x, y, z0).
This implies that when a sufficiently strong intensity gradient is present an
optical system can be used to generate the phase gradient which can be
retrieved using a phase retrieval method dependent on the applied optical
system. We can derive this simply by taking an x-ray plane wave incident on
a uniform non-absorbing medium giving the refractive index of the material
to be n = 1 − δ. The phase difference between the wave fronts incident at
position y and y + ∆y is ∆φ = δk∆t, where ∆t is the change in thickness
from one position to the other. For small displacements following the projec-
tion approximation we have ∆t = α∆y/δ [42]. α is the refraction angle that
is defined as the change in direction of the wavevector after the wave has
propagated through the interface. If α is small then it can be approximated
from Snell’s law as α = θ1 − θ2 to give Snell’s law in the form
α = δ tan θ1, (2.44)
where θ1 and θ2 are the angle of the incident and diffracted wavefield, re-
spectively. Using the relations between ∆t and α we can write ∆φ/∆y = kα





The first interferometry x-ray phase contrast imaging was developed by Bonse
& Hart in 1965 utilizing a triple Laue monolithic crystal x-ray interferome-
try setup as seen in Figure 2.11, that could record thickness fringes from the
interference pattern [54].
Interferometry based x-ray phase contrast imaging was further developed
by Ando and Hosoya through recording phase changes induced in the wave-
front by the sample [55]. X-ray interferometry provides high sensitivity to
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Figure 2.11: Schematic of a crystal x-ray interferometer where the entire
interferometer was monolithically cut from a silicon crystal. Within the body
are three equally spaced parallel lamellae act as wavefield splitters where the
incident x-ray wavefield diffracts off at the Bragg angle following Eqn (2.48).
The x-ray wavefield is coherently divided into transmitted and diffracted
components which are then incident on the second lamellae. The second
lamella causes the beams to split again in the same manner. The two beams
that overlap at the third lamella are also divided and interference is observed
in the beams outgoing from the third lamella captured by the detector [10].
Adapted from [11].
phase gradients [56] as demonstrated by Momose and Fukuda [11] analysing
a slice of rat cerebellum. However, this method requires prior quantitative
understanding of the sample such as its shape and composition along with
a complex setup, as the alignment mechanism requires extremely high preci-
sion [57]. This is so that the optical path lengths are stable within deviations
smaller than the x-ray wavelength. However, it is often not possible to ob-
tain this quantitative information about the sample prior to being imaged
especially when concerning biological samples. Furthermore, the stability of
optical path lengths condition is difficult to satisfy when moving to smaller
wavelengths and thus higher energy x-ray beams as these require the con-
dition to be even more strenuous. This is unfortunate as high energy x-ray
energy imaging is one of the main benefits of PCI. The perfect large crys-
tals required are also difficult to produce and keep stable during the image
acquisition time.
2.9.6 Edge Illumination
Edge Illumination (EI) makes use of two absorbing masks made up of al-
ternating absorbing and transmitting lines, where one mask is placed just
before the sample with the other placed in front of the detector as shown in
Figure 2.12. The masks create many small beamlets incident on the sam-
CHAPTER 2. INTRODUCTION 53
ple/detector. These masks are slightly misaligned with respect to one another
so that a fraction of photons that pass through the first, pass through the
second [58]. Individual apertures in the detector mask are aligned with a line
of pixels on the detector, which can measure the transmitted intensity [59].
This configuration observes slight changes in the beamlets direction caused
by refraction. This changes the proportion of photons being stopped by the
second mask, which subsequently changes the signal in the detector. The
masks can then convert refraction caused by the sample into a measurable
intensity. The detector is customly designed to render phase effects visible
at the detector [60].
Figure 2.12: Schematic of an edge illumination setup in the case of (a) a
laminar wavefield with a sample and detector aperture; (b) a 2-D wavefield
from a source incident upon a sample mask followed by the sample in the
near-field regime before propagating through the detector aperture into the
detector. Where Sref is the wavefield distribution d is the aperture slit width
and z1 and z2 are the source to sample and sample to detector distances
respectively [12]. Adapted from [12].
This method has high angular sensitivity and enables low dose implementa-
tions [46]. Previously, this method required two images acquired in different
setup configurations. An approach by Diemoz [61] using a single image to
retrieve an approximate x-ray phase map is based on the assumption of a
quasihomogeneous object. This is an object that has a constant ratio between
δ and β components of the index of refraction. EI also assumes the case of
a near field regime so that the TIE is valid. However, the EI setup causes
noise amplification in the reconstructed image. Only scattered angles that
produce an intensity of the refracted wavefield higher than the noise level are
effectively detected [12]. Furthermore, EI is compatible with polychromatic
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x-ray sources [62] [63] [64].
2.9.7 Speckle Based Imaging
Speckle based phase contrast imaging utilizes a speckle mask placed between
the source and object. It assumes that (1) the sample is an optically thin x-
ray transparent object that geometrically distorts the reference x-ray speckles
(2) the geometric distortion conserves the integrated intensity of the refer-
ence speckle image. The speckle object generates an intensity pattern in the
near field domain caused by mutual interference of scattered waves. The
near field domain used as the speckle pattern is determined by the wavefront
transmission upon propagation in the Fresnel zone [65].
Figure 2.13: Speckle based x-ray tracking imaging setup where an x-ray
source produces x-ray wavefields, which propagate through a speckle mask
before propagating through a sample and being detected by the detector.
In this example setup the reference pattern can be the high x-ray speckle
pattern [13] created by illuminating a piece of sandpaper [14]. Adapted
from [15].
Speckle based methods are compatible with low coherence x-ray sources [66]
making them more applicable in clinical settings. Unfortunately it requires
several exposures to achieve high resolution leaving it vulnerable to artefacts.
This is to due sample or setup displacements (mechanical instability) and un-
fit for imaging moving samples (living creatures) especially due to its high
sensitivity [15]. Image resolution has limitations due to the speckle grain
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size and artefacts appear in the reconstructed image for the case of complex
objects due to the underlying assumption of a quasihomogeneous object [15].
2.9.8 Grating Interferometry
X-ray grating interferometry is a method for hard x-ray wavefront sensing
and phase contrast imaging. It is sensitive to small deviations of the lo-
cal propagating wavefront but does not require high x-ray monochromaticity
meaning it can be applied with a conventional x-ray source [67]. It instead
requires precise alignment of the gratings with small periods and high aspect
ratio that are sufficiently separated from each other to produce the interfer-
ence effect [52]. Two 2-D grids are used as shown in Figure 2.14, where the
first grating (G1) is used as a beam splitter to diffract the beam and the
second grating (G2) is used as an analyser[61]. These two grids analyse the
phase and intensity of the refracted beam [52]. In order to create a pattern of
period T at the G2, G1 will have a period of 2T . Recent projects utilize Tal-
bot interferometry that achieves second order differential phase contrast [68].
This technique is based on the observation of self imaging from diffraction
grating described as Fresnel diffraction in a periodic grating first observed
for visible light [69]. Interference from a pure phase grating produces an




where p is the period of the grating. However, intensity modulation is ob-
served at fractional distances after the grating [10]. In first Talbot geometry
the intensity varies sinusoidally as described [10] by
I(Xg) = a0 + a1 cos(2πxg/p2 + φ1), (2.47)
where xg is the displacement of the grating, φ1 is the phase shift, p2 = p/2 is
the period of the absorption grating and a0, a1 are coefficients that described
the average intensity including background and the amplitude change in in-
tensity respectively [10]. When an object is placed in the beam either in
front or behind the phase grating the wavefront is deviated and the intensity
pattern is shifted, which can be measured [10].
Data collection proceeds by translating G1 vertically (horizontally with re-
spect to Figure 2.14) in steps through a full period of the grating (at least 5
images must be acquired for each projection) [70] with and without the sam-
ple present in the x-ray wavefield. Quantitative measurement of the wavefield
scattering, attenuating and diffracting as it propagates through the sample
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can be acquired by observing the intensity in each pixel as a function of the
position of G2 [6]. Grating interferometry previously could not achieve 2-D
phase gradient sensitivity, which Rutishauser et al [2] achieved by tilting the
two grids by an angle π/4 with respect to the optical axis as observed in
Figure 2.14. This was achieved by comparing data gathered from a flipped
Figure 2.14: Schematic of grating phase contrast imaging setup using two 1-D
grating interferometers. A sample is mounted on a rotation axis θ to allow for
tomographic scans. Beyond the sample are the beam splitter phase grating
G1 and absorbing analyser grating G2. Setup (a) depicts a conventional
arrangement with the grating lines parallel to the rotation axis of the sample
and (b) the grating lines are rotated by π/4 anticlockwise with respect to
the optical axis. By doing this and comparing the flipped and non-flipped
projection images a full 2-D gradient can be determined. Adapted from [2].
tomographic projection at angles θ and θ + π in order to determine a full
2-D gradient of the phase to generate a better reconstructed phase image.
Thus the flipped projection has reversed t (spatial) direction and gradient
component along t (see Figure 2.14). This is fixed by flipping the t direction
of the θ + π projection so that the measured directional derivatives overlap
and can be analysed [2].
2.9.9 Analyser Based Imaging
ABPCI traditionally referred as Diffraction Enhanced Imaging (DEI) [71], is
a technique where a wave illuminates a sample with a near-perfect analyser
crystal placed after the sample as observed in Figure 2.15. In ABPCI the
first crystal (or crystals) acts as the monochromator and the second crystal
(or crystals) acts as a spatial frequency filter (analyser) [1]. The analyser
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Figure 2.15: Schematic setup of Laue geometry ABPCI, where x-rays from
the synchrotron source are filtered through the monochromator to become
a single energy (monochromatic) beam before incident on the sample. The
x-ray wavefield then interacts with the Si(1 1 1) analyser crystal allowing
only parts of the wavefield that satisfy the Bragg condition, Eqn (2.48) to
be diffracted, while the rest are transmitted through the analyser crystal.
The diffracted and transmitted wavefields are then captured by the CCD
detector. Adapted from [3].
crystal achieves this through utilization of the Bragg law, which is defined
by the equation
2dhkl sin(θB) = λ, (2.48)
where hkl are Miller indices of the crystallographic planes of the analyser
crystal, d is the separation of the crystallographic planes, θB is the Bragg
angle and λ is the wavelength of the incident beam [34]. The Bragg law
is used to impose Bragg condition on incident wavefields using an analyser
crystal. This places a range of accepted values around the Bragg angle in
the microradian scale. This filters out x-rays that are outside the Bragg con-
dition range and produces a rocking curve that requires dynamical theory to
model the diffraction in thick ideal crystals [34].
Another way of defining the Bragg law and visualising the effects is in the
context of kinematical x-ray diffraction under the Born approximation (scat-
tering field small compared to the incident wavefield) from a crystal. The
geometrical x-ray diffraction condition holds when scattered waves are only
observed in the x̂ direction such that ~ghkl−kx̂+~k0 = 0 that can be rewritten
into [34]
kx̂− ~k0 = ∆~k = ~ghkl, (2.49)
where the incident and scattered wave vectors are given by ~k0 and kx̂, re-
spectively and ~ghkl is the reciprocal lattice vector. This can be shown to be
equivalent to the Bragg law, Eqn (2.48) and allows kinematical x-ray diffrac-
tion to be visualised in terms of a Ewald sphere [72].
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When a wavefield is incident upon the crystal at an angle θB, it is diffracted
at the Bragg angle θB, some of the wavefield is instead transmitted through
the crystal. In Bragg geometry it is often assumed that the crystal is suffi-
ciently thick as observed in Figure 2.17 to negate the transmitted wavefield
as it is not utilized and could potentially cause unwanted noise in the im-
age [45]. Laue geometry as shown in Figure 2.18 uses a thin crystal that
allows the transmitted wavefield to pass without being completely absorbed
by the crystal [34]. However, thin crystals are vulnerable to the Pendellosung
effect, which is the exchange in energy between the incident and diffracted
interfering wavefields in the crystal [16]. In the case of a thin Laue crystal
such as Figure 2.18, the transmitted and diffracted intensity can be loosely
described as a sine and cosine function, respectively as shown in Figure 2.16.
Figure 2.16: Standard sine and cosine curves (blue and red lines respectively)
with amplitude 1 showing the relation between the diffracted and transmitted
wavefield intensities, respectively. If we chose a thickness of the Laue crystal
z such that Az = π/4, where A is some arbitrary constant we will have no
diffracted wavefield intensity and maximum transmitted wavefield intensity
as sin(π/4) = 1 and cos(π/4). This relation is known as the Pendellosung
effect, hence we have to be careful about our Laue crystal thickness in order
to avoid it having an unwanted effect [16].
We observe from Figure 2.16 where A is some arbitrary value and z is the
thickness of the crystal, that at certain values of z there is little or no trans-
mitted beam and vice versa. This means that the selection of crystal thick-
ness is crucial to initially obtain relatively even intensity of diffracted and
transmitted [16]. The effects behaviour is similar to the transfer of energy be-
tween two coupled pendulums [73]. This causes the resultant rocking curve
to be highly oscillatory where the period of oscillation depends upon the
thickness of the crystal [6]. The transmitted beam is compromised of two
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components, one component is zeroth order diffracted under the Bragg con-
dition, while the other component simply propagates through the thin crystal
unchanged [74]. A thin crystal reduces blurring caused from doubling imag-
ing in the transmitted beam due to its two components experiencing different
refractive properties. The Laue geometry utilizes a thin crystal as in Fig-
ure 2.19 allows simultaneous dual phase contrast imaging [75] [76] using the
transmitted and refracted x-ray wavefield [77].
Figure 2.17: Diffraction by a crystal with a lattice spacing of d in Bragg
reflection in symmetric case, the exit and entrance beam have the same
angle with the entrance surface. The large thickness of the crystal means
that there will be no transmitted beam that exits the crystal. The crystal
reflects a spread of wavelengths given by ∆k that are diffracted by the Bragg
condition with the rest being rejected. Where k and k’ are the incident and
diffracted scattering wave vectors. Adapted from [17].
Images are acquired by sampling the angular intensity profile of an x-ray
wavefield that has passed through a sample at different angular positions
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Figure 2.18: Diffraction by a crystal with a lattice spacing of d in the Laue
transmission geometry. In the symmetric case the incident and exit beams
form the same angle with respect to the external surface of the crystal. This
setup allows the transmitted wavefield to exit the crystal. Adapted from [17].
of the analyser crystal [78]. By rotating the analyser crystal and recording
the diffracted and transmitted intensities, the angular dependent diffractiv-
ity and transmissivity of the crystal (the rocking curve) can be produced [79]
as seen in Figure 2.20. The shape of the rocking curve depends on the type,
thickness and orientations of the analyser crystal as well as the divergence
and spectrum of the incident beam.
Ultra Small Angle Axis Scattering (USAXS) provides an important contri-
bution to generation of the image contrast in ABPCI [80], where its effect is
utilized when analysing scattered x-ray wavefield angle on the microradian
scale. USAXS partially falls within the acceptance of the analyser crystal
under the Bragg condition and broadens the observed rocking curve [81] [82].
This is due to the scattering curve being convolved with the rocking curve
causing any increase in USAXS to further broaden the rocking curve. Simi-
larly, any peak shifts of the rocking curve are due to refraction in the material.
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Figure 2.19: Bragg geometry for a thin crystal. Wave T incident on sheet
of lattice crystal is partially diffracted and transmitted. This can be used to
simultaneously acquire diffracted and transmitted images in ABI helping to
reduce scanning time. Where θ is the x-ray wavefield incident and in this
case diffraction angle upon the Laue crystal. Adapted from [17].
Absorption, diffraction and scattering images are calculated from the differ-
ences in the zeroth, first and second order moments of the RC’s [83].
Phase retrieval is generally performed by measuring the rocking curve with
and without the sample present. This enables the attenuation, refraction and
USAXS distribution to be measured through their respective changes such as
the integral, centroid and width of the curve [6]. These effects are what pro-
duces the contrast in ABI. However, they require several images to be taken
at multiple orientations in order to gather the necessary information about
the object. This methodology applies the Bragg geometry and is known a
Multiple Image Radiography (MIR). This typically requires about 8 sets of
data in order to accurately model the USAXS distribution [80]. MIR does
produce high contrast images of inhomogeneous mediums at the cost of long
experimental and exposure times to account for the multiple data sets and
low photon counts in the detector, respectively.
An alternative to the Bragg geometry is to employ the Laue geometry and
detect the diffracted and transmitted x-ray wavefield simultaneously [75] [76].
These two images can be used to separate the absorption and phase infor-
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Figure 2.20: Measured diffracted and transmitted rocking curves and their
ratio. Noise is alleviated by smoothing the rocking curves. This can be done
by fitting a model of the curve such as Lorentzian, Gaussian, Pearson VII or
Voitigan functions. Adapted from [3].
mation. If the USAXS effect is significant in the recorded images, then a
simultaneous two-image reconstruction will result in significant artefacts in
the reconstructed image as USAXS is not taken into account in this method.
This problem is alleviated by employing an iterative phase retrieval proce-
dure that separates the absorption, phase and USAXS. The GOA can be
applied to the Laue geometry to approximate the transmitted and diffracted
intensities as
ID = I0 ·D(θ), (2.50)
IT = I0 · T (θ), (2.51)
where I0, ID and IT are the initial, diffracted and transmitted intensities of
the wavefield. Furthermore, D(θ) and T (θ) are angularly dependent diffrac-
tivity and transmissivity of the rocking curve. The GOA assumes that
only small angle axis scattering occurs when an x-ray propagates through
a medium. The GOA holds when the Takagi number NT = (h/Λx sin(θ))
2 is
much larger than unity [49]. Where h is the size of the object detail to be
imaged, Λx is the extinction length of the crystal (the crystal volume within
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the extinction length that considerably contributes to diffraction) and θ is
the wavefield angle of incidence.
Phase retrieval was initially done by modeling the bell-shaped rocking curve
as a triangle using a Taylor series expansion [71] at the angular position cor-
responding to the half maximum of the curve as this is the most linear part
of the rocking curve [71] [84]. This model of the rocking curve can cause
significant artefacts in the reconstructed image due to the severe inaccuracy
of the model around the peak and tails of the curve. Gaussian functions are
commonly used to fit the rocking curve [85] [86] as it accurately models the
bell curve shape and some authors argue that it provides the best reconstruc-
tion with relatively simple implementation [87].
However, Gaussian functions can fail to properly model the peak and tails
of the RC [88] [89] due to the long slit geometry of ABI. This property
is caused by scattering being integrated in a direction perpendicular to the
diffraction plane, broadening the tails of the rocking curve [90]. This happens
because the analyser crystal only filters x-ray wavefields in the vertical plane
meaning x-ray wavefields from a broad range of horizontal directions can be
accepted by the analyser crystal. To account for this an aperture is applied
that filters x-ray wavefields along the horizontal axis but we still integrate
over the entrie horizontal axis causing this effect [91]. Pseudo-Voigtian [92]
and PearsonVII functions provide superior fitting and thus phase retrieval at
the cost of complexity. One of the most successful applications in applying
PearsonVII functions to fit RC’s was performed by Kitchen et al [79]. This
alleviates artefacts using a straightforward method the provides a good fit.
Hall et al [93] showed that a Pearson VII function given by
y = c
[
1 + (x− x̃)2/(ma2)
]−m
, (2.52)
can be used to model the rocking curve. Where c defines the amplitude, x̃
is the centroid, m is the rate of decay of the tail and a and m determine the
profile of the curve. This function can be adapted to the type of bell curve
by modifying the m such as the Lorentzian (m = 1), the modified Lorentzian
(m = 2) and Gaussian (m→∞). ABI can yield high contrast images of soft
tissue with low background noise due to the high angular selectivity of scat-
tering from the sample. However, its three major downsides are (1) the need
for high mechanical stability of the crystals otherwise this will result in errors
in the reconstructed data (2) significant loss of intensity due to the filtering
of the x-ray wavefield from the monochromator and analyser crystal. This is
a significant limitation especially on conventional x-ray sources for ABPCI
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as they produce a broader polychromatic beam. (3) Limited FOV, which is
determined by the maximum size of the crystals and the Bragg diffraction
condition, Eqn (2.48). This limits the size of the object ABPCI can image.
The Rocking curve intensities under the GOA are given by the expressions
ID = I ·D(∆θ + ∆θ′) (2.53)
IT = I · T (∆θ + ∆θ′) (2.54)
where ID and IT are the diffracted and transmitted intensities, I is the in-
tensity of the beam incident on the crystal, ∆θ is the deviation from the
Bragg angle and ∆θ′ is the shift caused by diffraction in the object as seen
in Figure 2.21. These equations are only valid as the object is approximately
quasihomogeneous meaning that USAXS, which causes the rocking curves to
broaden is negligible [81] [83]. These rocking curves are produced for every
pixel in images to mitigate the imperfections of the analyser crystal and the
deviations of the incident beam from a plane wave that could cause an ob-
servable shift in the rocking curve. By dividing the diffracted intensity, Eqn





T (∆θ + ∆θ′)
, (2.55)
which indepentent of the intital intensity I making it an ideal RC to model
and perform phase retrieval. We can use Eqns (2.53) and (2.54) to give







T (∆θ + ∆θ′)
. (2.57)
This gives us a relation to calculate the intensity contrast as the x-ray wave-
field passes through an object. However, we normally obtain the intensity
contrast map of the x-ray wavefield by fitting an inverse PearsonVII function
of the form f − d[1 + θ2/(nb2)]−n to obtain for instance, the transmitted
intensity as
IT = IT (θ) = I{f − d[1 + θ2/(nb2)]−n}. (2.58)
The PearsonVII coefficients b, d, and n are equivalent to a, c and m in Eqn
(2.59) and applied to avoid confusion between the two fitted RCs with f
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being the only unique coefficient. We use the ratio of the transmitted and
diffracted images in order to remove the variable I, making it easy to fit a
Gaussian or PearsonVII function to the curve to measure ∆θ′. We apply a
Pearson VII function rocking curve given by Eqn (2.52) to the ratio RC to
adapt Eqn (2.55) into
ID
IT
= c[1 + (∆θ + ∆θ′)2/(ma2)]−m, (2.59)
where the centroid x̃ has been set to 0 for simplicity. We can rearrange Eqn
(2.59) for ∆θ + ∆θ′ to give
∆θ + ∆θ′ = ±a
√
m[(cIT/ID)1/m − 1], (2.60)
which is an expression for the angular deviation of the wavefield incident
upon the analyser crystal. The ratio RC has to be fitted as there is no sim-
ple analytic solution that can be found for ∆θ+∆θ′ given the term D(∆θ+∆θ
′)
T (∆θ+∆θ′)
when both D(∆θ+ ∆θ′) and T (∆θ+ ∆θ′) are expressed as PearsonVII func-
tions [79]. The phase shift of the wave can be expressed in the form of
Ψ = −
∫
kδ(x, y, z)dz. (2.61)
We can measure the change in the phase gradient by looking at the angular











From this we make the important deduction that the change the phase gra-










Knowing this we can numerically integrate the function ∂Ψ
∂x
using a numeri-
cal method such as Euler’s or Newton’s method to calculate the phase Ψ.
In this thesis we are testing a theory discussed in Rutishauser et al. 2011
paper [2], where by 8◦ rotation of the object and detector clockwise following
the x-ray propagation direction, a two dimensional phase gradient can be
reconstructed. This is done through differential phase images from opposing
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Figure 2.21: Ratio RC of the diffracted RC divided by transmitted Rc with
no sample present. The analyser crystal was positioned at the blue line on
the RC through rotating it about the horizontal axis to achieve an angular
shift ∆θ, shown as the blue arrows from the Bragg angle θB, which is set
to zero. When an object is placed in the path of the wavefield it will cause
refraction and attenuation in the wavefield propagated through the object.
This changes the incident angle of the wavefield entering the analyser crystal
and thus shifts it to a new position on the RC shown as the red line with
an angular shift ∆θ′ shown as the red arrows from θB. We can calculate this
shift in intensity and incident angle of the wavefield entering the analyser
crystal caused by the phantom from the acquired transmitted and diffracted
projections. These calculations will generate an intensity and two ∆θ maps
for every projection as observed in Figures 5.11, 5.13 and 5.15, respectively.





by retrieving two ∆θ′’s. The equations for these
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Where ∆θ̂′ is the rocking curve shift at the θ+180◦ projection and κ1, κ2, κ3
and κ4 are constants accounting for the rotation of the detector and sample at
both projections. To calculate these values we need to consider the effect of
8◦ inclination to the object and detector by looking at both the non-inclined
and inclined geometry as seen in Figures 2.22 and 2.23 respectively.
Figure 2.22: Non-inclined geometry of vector ρ with its corresponding 1800
projection ρ′ where the two coordinate systems x′, y′ and x, y for the object
detector and analyser crystal, respectively are equivalent and z is the propa-
gation direction of the x-ray wavefield going into the page. In this setup the
analyser crystal is only sensitive to variations in the x direction.
Consider we have a projection vector ρ and its respective 180◦ projection
ρ′ for the non-inclined geometry we can derive a simple expression for the x,
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Figure 2.23: Inclined geometry where the object, detector and therefore
(x′, y′) coordinate system has been rotated 8◦ anticlockwise with respect to
the (x, y) coordinate system about the optical axis z. While the analyser
crystal is still only sensitive to the x direction in the (x, y) coordinate sys-
tem, it is sensitive to both the x′ and y′ components of the gradient of phase.
This allows a 2-D phase gradient to be reconstructed from comparison of the
two projections ρ and ρ′ as they provide unique information in the inclined
geometry setup.
x′ and y, y′ components of ρ using simple trigonometry
ρx = |ρ| cosψ = ρx′ , (2.66)
ρy = |ρ| sinψ = ρy′ . (2.67)
Where |ρ| is the magnitude of vector ρ, x′ and y′ are the axes for the object
and detector, x and y are the axes for the analyser crystal, which is only
sensitive to variations in the x direction and ψ is the angle between the vector
and the x′ axis. The scalar components for the two coordinate systems are
equivalent as in this case (Figure 2.22) the coordinates systems are identical.
However, if we rotate the detector and sample by 8◦ clockwise along the
path of the wavefield the x′, y′ coordinates and the orientation of the object
will change with respect to coordinates x, y as seen in Figure 2.23. We
can again derive expressions for components of ρ and utilize the cosine law
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cos(A+B) = cosA cosB − sinA sinB to give
ρx = |ρ| cos(ψ − 8) = |ρ|[cosψ cos 8 + sinψ sin 8] = δθ′, (2.68)
ρ′x = |ρ| cos(ψ + 8) = |ρ|[cosψ cos 8− sinψ sin 8] = δθ̂′, (2.69)
from Eqn (2.63). From here we can add Eqns (2.68) and (2.69) to obtain
δθ′ + δθ̂′ = 2|ρ| cosψ cos 8. (2.70)





Similarly for subtracting Eqns (2.68) and (2.69) we get
δθ′ − δθ̂′ = 2|ρ| sinψ sin 8. (2.72)





Therefore going back to Eqns (2.64) and (2.65) the expression for the κ’s is
given by
κ1 = cos(8), (2.74)
κ2 = sin(8), (2.75)
κ3 = cos(8), (2.76)
κ4 = − sin(8). (2.77)
This method will allow the derivation of a 2-D phase gradient and produce
a higher quality and more detailed image. This is achieved by flipping one
of the 180◦ opposing plane by 180◦ so that it matches with its opposing
plane. These planes will tell different information about the object that can
be extracted and used in tomographic reconstruction. However, because of




Conventional absorption based radiogrpahy’s fundamental problem is that
it measures a projection of three dimensional object into a two dimensional
plane with a concomitant loss of spatial information because of this. This
was overcome by employing Computed Tomography(CT), which takes radio-
graphic projections of a sample over a wide range of projection angles. It
then reconstructs an image of the object as a 3-D image. This is important
to discuss as most phase contrast techniques employ tomography in the im-
age acquisition and reconstruction. For standard radiography the intensity
recorded in a detector behind the sample is given by Beer’s law of attenu-
ation, Eqn (2.35) [17]. Using Eqn (2.35), line integrals of the attenuation
coefficient of the object can be obtained. From this process an intensity dis-
tribution can be constructed in the form of a Radon function R(θ, x′) where
θ is the viewing angle and x′ is the coordinate perpendicular to the direction
of the performed line integral. The Radon transforms can be reconstructed
into a two dimensional object algebraically or using Fourier analysis, which
utilizes the Fourier slice theorem. The latter is computationally efficient but
also gives more artefacts that arise due to interpolation error. The Fourier
slice theorem is given by [17]
F (qx, qy = 0) =
∫
p(x)eiqxxdx = P (qx), (3.1)
where p(x) is the projection of a 2-D function, qx and qy are the x and y
coordinates in Fourier space. This implies “the Fourier transform of the pro-
jection along a particular line of a two-dimensional function f(x, y) is equal
to a slice through the Fourier transform of f(x, y) taken along a line passing
through the origin in the propagation direction” [17].
Utilizing the Fourier slice theorem CT scanning consists of three steps as
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Figure 3.1: Reconstruction of a 2-D object from its Radon transform. (a)(b)
Projectional data (Radon transforms) of the object at angles θ = 0◦ and 90◦
respectively has been recorded and plotted in the respective right diagrams.
(d) The sinograms for the projections. (c) The model is used to improve
reconstruction time of the final image (e). Adapted from [17].
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Figure 3.2: Plot of filters applied to the interpolation of the image recon-
struction to remove noise, blurring and artefacts. Roll off filters (all but
Ram-Lak) are applied to stop the amplification of high frequencies and ex-
acerbation of quantum noise that occurs when applying the Ram-Lak filter.
All the filters have distinct advantages and disadvantages as seen by their
differing curve shape. Adapted from [18].
shown in Figure 3.1. (1) The acquisition of the data in a series of radiographs
(projections). (2) The data is Fourier transformed utilizing the Fourier slice
theorem, so the Fourier transform of the object can be constructed. (3) An
inverse Fourier transform is performed to obtain the reconstruction of the
image. Interpolation in the reconstruction process is usually done through
backprojection using a stabilized discrete version of the inverse Radon trans-
form. Typically, filters observed in Figure 3.2 are applied in interpolation
of the image reconstruction process such as filtered back-projection using a
ramp filter to remove artefacts.
The ramp filter compensates blurring occurred in back projection, it also
amplifies high frequencies and can exacerbate quantum noise [4] hence, roll
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off filters are used to alleviate this issue. Iterative methods are typically used
during this reconstruction process as it produces good quality image. This
helps diminish noise and artefacts that might appear in the reconstructed
image. Models or error matrices of the image can be used to help speed up
the reconstruction process as they reduce the assumptions and number of
iterations required to generate a high quality image. However, models of the
image require quantitative understanding of the object to be imaged, while
error matrices can be difficult to implement and can worsen image quality if
applied incorrectly. We utilize CT to calculate the δ and β maps by perform-
ing 180◦ CT reconstruction using the acquired phase maps after 2-D Fourier
integration (see Section 2.4).
Chapter 4
Experimental Methods
This chapter incorporates the experimental setup to perform inclined geom-
etry ABPCI by rotating the object and CCD detector 8◦ clockwise about the
optical axis following the x-ray wavefield to generate a 2-D phase gradient
discussing all of the components used. We will focus on key components
such as the monochromator, analyser crystal, object and CCD detector and
include relevant details. This includes the distance the components were
separated from each other and the importance of aligning each of them be-
fore beginning the experimental procedure. The procedure section will go
through how the transmitted and diffracted data were taken and adapted by
applying corrections for effects that occur during this experiment involving
the x-ray wavefield and CCD detector.
4.1 Setup
The experiment was performed at the SPring-8 synchrotron radiation facility
in Japan in 2012. An ABPCI experimental setup utilizing tilted Laue geom-
etry as observed in Figure 4.1 in hutch 3 of beamline 20B2 in the Biomedical
Imaging Centre was applied. All experimental data for this thesis was ac-
quired using this setup from this hutch. With respect to Figure 4.1, going
from left to right, we have the SPring-8 synchrotron, in Japan where this
experiment took place, set to produce x-ray wavefields approximately 210m
away from the sample. These x-ray wavefields in the optical hutch then
interacted with a double-bounce monochromator in a non-dispersive setup
consisting of two parallel Si(1 1 1) crystals that filtered the x-ray wavefields to
a monochromatic wavefield with energy bandwidth ∆E/E ≈ 10−4 keV [94]
(discussed in Section 2.2). These x-ray wavefields then interacted with the
object that is rotated 8◦ clockwise following the propagation direction of the
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Figure 4.1: Inclined geometry Laue ABPCI experimental setup.
x-ray wavefield. The x-ray wavefield traveled 220 mm from the sample is then
incident on the near perfect Si(1 1 1) analyser crystal in the Laue geometry.
This consists of a nominally 100 µm thick silicon wafer that is connected at
the base to a monolithic silicon slab. This results in an interaction between
the x-ray wavefield and the analyser crystal that causes the x-ray wavefield to
be diffracted and transmitted by the analyser crystal. The 26 keV diffracted
x-ray wavefield then propagates with an angle 2θB = 8.722
◦ of arc [95] with
respect to the propagation direction of the incident wavefield. The data from
these separated beams are then gathered by a 4000× 2672 pixel Hamamatsu
CCD camera, with a tapered fibre optics bond to the CCD chip and the 20
µm thick gadolinium oxysulfide (Gd2O2S : Tb
+;P43) phosphor. The CCD
detector with native pixel size of 9 µm was converted to an effective pixel
size of 16.2 µm by the 1.8:1 taper ratio. The CCD detector is positioned 160
mm away from analyser crystal and is also rotated 8◦ clockwise following the
propagation direction of the x-ray wavefield.
Pictures of the experimental setup with explanations are shown in Figures
4.2 and 4.3 below, which display some of the components used in the exper-
imental procedure.
The application of the 8◦ clockwise inclination to the object stage and CCD
detector about the optical axis parallel to the wavefield propagation direction
is observed in Figure 4.3 of the experimental setup looking into the wave-
field. These figures help emphasise the complex experimental setup applied
to achieve the required precision for ABPCI to produce high quality phase
contrast images.
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Figure 4.2: Picture showing some key components in the experimental setup
displayed in Figure 4.1. Moving from left to right; beginning with 1 we have
the object stage, which holds the object in place and allows rotation about the
horizontal and vertical axes in order to acquire tomographic projections and
apply the inclined geometry, respectively. In 2 we have the analyser crystal
stage, which holds the analyser crystal tightly in place (importance of this
is emphasised in the Analysis section, Section 5.4) and also allows rotation
about the horizontal axis. Finally, in 3 the CCD detector that acquires the
transmitted and diffracted data produced by the analyser crystal to be used
to reconstruct the δ and β map of the imaged object. We can observe the
inclination of the these stages in Figure 4.3.
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Figure 4.3: Picture displays the optical hutch leading to the monochromator
and synchrotron as well as the 8◦ clockwise inclination about the optical axis
parallel to the wavefield propagation direction applied to the object stage and
the CCD detector to achieve 2-D phase sensitivity. We apply the inclined
geometry method to a Laue ABPCI experimental setup to obtain a 2-D phase
gradient, which will be used to reconstruct the δ and β map of the object.
CHAPTER 4. EXPERIMENTAL METHODS 78
4.2 Procedure
This section concerns the process of data acquisition followed by an expla-
nation on how the data is processed and applied to calculate the phase in-
formation.
4.2.1 Data Acquisition
We applied an inclined geometry method proposed by Rutishauser et al [2]
for grating interferometry to ABPCI by rotating the sample and detector by
8◦ clockwise about the optical axis following the x-ray wavefield. By doing
this we should achieve a 2-D phase sensitivity with a traditionally 1-D phase
sensitivity PCI method as discussed in Section 2.9.9 above. If this method is
successful, we should qualitatively observe a high contrast image of a 12.75
mm diameter cylindrical perspex phantom with four cylindrical holes in the
top of the phantom, two of which are filled with aluminium and teflon each
with a cap on the top, while the other two are left empty, discussed in greater
detail in Beltran et al [96]. This is important as imaging this phantom would
be nearly invisible using a standard ABPCI setup such as [77] due to the 1-D
vertical phase sensitivity of traditional ABPCI methods. This is because the
diffraction occurring from vertical interfaces in the phantom when the x-ray
wavefield is propagating through it will not be acquired by the detector. If
we can produce a high contrast image of this phantom, we then want to
quantitatively determine the attenuative and refractive properties of mate-
rials present in the phantom, namely the β and δ maps, respectively. The
exposure time for all the acquired images and projections was 300ms.
First, data is acquired concerning the distortion that occurs from using the
CCD detector. Distortion is due to the deviation of the rectilinear projec-
tion of the wavefield as it travels through the fibre optic taper into the CCD
chip as shown in Figure 4.1. This is corrected by imaging a precision made
grid pattern and used triangulated interpolation to dewarp the image of the
warped grid back to the rectilinear grid [97]. In order to account for the back-
ground inhomogeneity flat field corrections were applied. Flat field images
were taken without the object in the wavefield, with the analyser crystal in
a set position. Additionally, dark field images are taken while the incident
x-ray wavefield is blocked by a shutter to detect effects caused by the fixed
pattern of offsets in the detector i.e dark current. Dark current is corrected
by subtracting the average of the dark field images from the data projections.
Next, 261 images are taken with no object in the wavefield path and the anal-
yser crystal being rotated about the horizontal axis at 0.1 arcsec around the
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Bragg position in order to get reference RCs for the diffracted and trans-
mitted components. Flat field images are taken with fiducial markers to be
used as reference points between the transmitted and diffracted images so
that they could be precisely aligned with each other, as shown in Figure 5.2.
The analyser crystal can be fixed at positions when data is acquired with
the sample relative to percent peak intensity of the ratio rocking curve, 5%,
25%, 50%, 80% on either side of the curve for a total of 8 points as observed
in Figure 4.4. New flat, dark and CT data images are collected for each of
Figure 4.4: Initial points on the ratio rocking curve 5%, 25%, 50%, 80% peak
intensity on either side of the curve for a total of 8 red circles where data is
collected for each of them. Issues with these initial positions are discussed in
Section 6.1
these 8 rocking curve positions mentioned above. We need to collect data
from all of these RC positions in order to apply MIR (discussed in Analyser
Based Imaging Section 2.9.9), which takes USAXS into consideration. For
the applied dual projection Laue geometry method only one data set (i.e.,
using one fixed position of the analyser crystal) is required, though having
multiple means we can choose the data set that gives us the best results.
Chapter 5
Results
This section discusses in detail how the results are obtained from data pro-
cessing procedures mentioning corrections or any other changes made to the
raw data. These include aligning the transmitted and diffracted images using
gold foil fiducial markers and fitting the RCs and their ratio with a Pear-
sonVII function (discussed in Section 2.9.9). We then use these fitted RC’s
to perform phase retrieval using a dual simultaneous inclined Laue geometry
method combining methods from [2] and [77]. This will achieve a 2-D phase
sensitivity in a traditionally 1-D phase sensitivity method to produce a 2-D
phase gradient (discussed in Section 2.9.9). The phase gradient is then inte-
grated using 2-D Fourier integration (discussed in Section 2.4) to produce a
phase map. This is then tomographically reconstructed (discussed in Chap-
ter 3) to produce a δ and β maps that allows us to quantitatively reconstruct
the refractive index n of materials in the phantom. We also discuss how cor-
rections are determined and applied to the phase retrieval process and how
they change qualitatively and quantitatively in the phase, δ and β maps.
5.1 Data Processing
We apply distortion, warping and dark field corrections to the raw data
shown in Figure 5.1 and perform alignment of the transmitted and diffracted
images. Raw data from the tomographic projections of the perspex phantom
have the diffracted image on the left and the transmitted image on the right
(see Figure 5.1). The images contain the separation boundary being at an
angle due to the 8◦ inclined geometry. Hence, these images must be carefully
separated and aligned, with any Region of Interest (ROI) from one that is
not present in the other cut out, otherwise significant errors will arise in later
results and procedures.
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Figure 5.1: Raw data with pixel dimension 2288 × 1448 from the 300th
tomographic projection from LHS (Left Hand Side) 50% peak intensity of
the RC of the perspex phantom with the diffracted image on the left and
the transmitted image on the right. Note how the transmitted image is
shifted down and contains less information about the stand, on which the
object sat than the diffracted image. The separation boundary is at an
8◦ angle (due to the 8◦ inclined geometry). Hence, these images must be
carefully separated and aligned, so that for every projection the transmitted
and diffracted images precisely overlap.
The next task is separation and alignment of the transmitted and diffracted
data for all the gathered projection including when no object was present in
the beam. We do this in order to simultaneously compare the two images
with each other, in order to apply a Laue phase retrieval method [3] to calcu-
late the phase gradient. This was done by utilizing gold foil fiducial markers
as these are materials with high refractive properties and atomic number,
meaning they appear dark in all images. The gold foils were placed in set
positions shown in Figure 5.2 with no object present in the wavefield. Both
the diffracted and transmitted images are present in one image partitioned
by a line going through the centre of the image at 8◦ as observed in Figure
5.3 and thus need to be separated. This was done by finding the middle point
CHAPTER 5. RESULTS 82
of the image and separating the transmitted and diffracted images into two
separate images displayed in Figures 5.4a and 5.4b.
One of the significant merits of using Laue geometry in ABI is to simul-
taneously produce transmitted and diffracted images. These images can be
used to reconstruct the phase gradient using only one set of projections. How-
ever, these images must be near perfectly aligned with each other in order
to produce an accurate phase gradient map and high quality tomographic
reconstructions.
Figure 5.2: The triangular formation of the gold foil circle fiducial markers
used to align the transmitted and diffracted images.
In order to accurately align the images the position of the fiducial mark-
ers the coordinates of the centre of the circle must be obtained. These
have to be precisely determined otherwise artefacts such as smearing and
streak artefacts can occur. If these errors are left uncorrected then they will
greatly affect further procedures and potentially result in a poor quality re-
constructed images. The positions of the fiducial markers in both images
were measured in ImageJ [98] by carefully placing a circular ROI over each
of the fiducial markers. The positions were then implemented in an adapted
IDL code provided by Kitchen et al. [77] (reffered to as Kitchen’s method)
specifically designed to align the diffracted and transmitted images of Laue
geometry ABPCI by stretching, shifting and rotating one of the images to
match the other. Once this was done, the transmitted and diffracted images
were aligned as seen in Figures 5.5a and 5.5b, respectively. To check that
the coordinates of the fiducial markers are accurate and the two images are
precisely aligned, the transmitted and diffracted images can be subtracted or
divided from each other. This procedure clearly shows any shading or other
artefacts caused by the misalignment of the two images as seen in Figures
5.6 and 5.7 below.
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Figure 5.3: Fiducial markers are used for alignment between the transmitted
(right) and diffracted (left) sides of the 4000× 2672 pixel dimension image.
(a) Transmitted image. (b) Diffracted image.
Figure 5.4: Transmitted and diffracted with pixel dimension 2672 × 2000
images of the fiducial markers whose coordinates in each image must be
measured precisely in order to properly align the two images.
The sum of the aligned transmitted and diffracted image helps to check
how well the centre points (bright white spots) of the fiducial markers are
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(a) Aligned transmitted image. (b) Aligned diffracted image.
Figure 5.5: Aligned transmitted and diffracted 2672 × 2000 images of the
fiducial markers in order to observe any obvious errors or artifacts caused in
the alignment process.
aligned. Ideally they should be on top of each other making only one bright
spot visible in each ROI.
(a) Zoomed in image of
upper fiducial marker.
(b) Zoomed in image of
lower fiducial marker.
’
(c) Zoomed in image of
centre fiducial marker.
Figure 5.6: Zoomed in images of the summed aligned diffracted and trans-
mitted images of the fiducial markers with respect to Figure 5.7 looking at
how well the centre points are aligned. They ideally should totally overlap
each other meaning only one white dot should be observed. Only the centre
points in the upper left fiducial marker differ enough to warrant change with
the rest being accurately sufficient for this project.
From looking at Figure 5.6, we see that none of them are aligned perfectly
with only subfigure 5.6a being sufficiently misaligned to potentially warrant
a redo. This process would either require adjusting one of the coordinates
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of the diffracted or transmitted images so that they should perfectly overlap
with the more centralized point or remeasuring the ROI and adjusting the
coordinates in either or both images. One concerning thing is that subfigure
5.6c, we see inner shading within the circle, implying there is a significant
mismatch between the two fiducial markers, even though the points look to
be perfectly overlapping. This maybe because our alignment process, based
on the approach described in Kitchen et al. [77], does not correct for image
shearing, like other alignment procedures such as an affine transform.
We can divide the aligned transmitted image by the aligned diffracted image
to give a clearer picture of the ROI overlap between the two images as seen in
Figure 5.7 below. From this we can observe the clear overlap in the upperleft
Figure 5.7: Division images of the transmitted and diffracted image showing
the overlap of the ROIs as seen by the bright and dark outlines around the
upperleft and centre right ROIs. There is a slight mismatch as seen by the
banding especially on the RHS (Right Hand Side). This is maybe due to
the alignment procedure assuming two points such as the centre points must
perfectly overlap with the other points aligned based on this assumption.
and centreright ROIs. Unlike Figure 5.6 here we see that the centre right
is the worst aligned as it has the most prominent bright and dark regions
around the circle.
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5.1.1 Alignment Comparison
As mentioned in the prior section, we can apply a 2-D affine transform to align
the transmitted and diffracted images using reference points in the two im-
ages such as the fiducial markers. This enables the images to be corrected for
shearing, which is not corrected for using the previous method. To see if it is
the method causing the misalignment, we trial three different methods using
three identical remeasured fiducial marker coordinates in the diffracted and
transmitted images. These methods include Kitchen’s method applied pre-
viously in IDL, an affine transform in Transform Landmark-Correspondence
[99] a module for an extension of ImageJ, Fiji [100] and an affine trans-
form using IDL as shown in Figure 5.8 below. The misalignment could also
be caused by choosing the wrong centre coordinates of the fiducial mark-
ers. This seems more likely as the alignment between the transmitted and
diffracted images must be near perfect in order to accurately retrieve a 2-
D phase gradient. We can attempt to improve the alignment between the
transmitted and diffracted projections by changing the centre points of the
fiducial markers in the transmitted and diffracted images. This improvement
can be seen in Figure 5.9 when compared to Figure 5.8.
Overall from looking at Figure 5.9 using another set of remeasured coor-
dinates, we see that the fiducial markers blend into the background. This
shows that the transmitted and diffracted images are precisely aligned and
this is probably the best case we can obtain with our method.
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(a) Previously used alignment method designed
by Kitchen et al [77] in IDL.
(b) Alignment using an affine transform in IDL.
(c) Alignment using an affine transform in Fiji.
Figure 5.8: Alignment using (a) Kitchen’s method [77], (b) affine transform
in IDL, (c) affine transform in Fiji. Overall the IDL affine transform was
extremely unstable while the affine transform using Fiji and the previous
method produced similar quality of alignment. Because there is little differ-
ence between Kitchen’s method and the affine transform using Fiji, we can
deduce that there is negligible shearing that has to be corrected for. For sim-
plicity we continue using Kitchens alignment method as there is negligible
benefit to changing.
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Figure 5.9: Improved alignment of the transmitted and diffracted projections
using Kitchens method by adjusting the coordinates of the centres of the
fiducial markers in the unaligned transmitted and diffracted images. We can
observe the improvement with respect to Figure 5.8 as the markers are less
distinct and blend into the background in this image. The markers seem
perfectly overlapping with only the lower right fiducial marker looking like it
should be adjusted by a pixel in some direction. However, when we attempt
to do so the alignment continuously appeared to be worse, which suggests
that this is the best alignment we can obtain.
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5.2 Fitting the Rocking Curves
The next step was to fit the rocking curves for the diffracted, transmitted
and ratio wavefields, whose analytical forms are given by Eqns (2.50), (2.51)
and (2.55), respectively. These RCs are fitted for each pixel from the 261
images acquired at the different angular positions of the analyser crystal with
no object present in the wavefield propagation path with a Pearson VII func-
tion, whose form is given by [93] and shown in Eqn (2.52). As the RCs are
Figure 5.10: Data and fitted transmitted and diffracted single pixel rocking
curves that are used to calculate the ratio rocking curve. The ratio RC is
defined as the diffracted RC divided by the transmitted RC. The transmitted
RC is used to calculate the intensity map, while the ratio RC are used to
calculate the ∆θ and ∆θ180 maps whose analytical forms are given by Eqns
(2.64) and (2.65), respectively.
fitted for every pixel, the parameters of these fits, discussed in Eqn (2.52),
are saved for each pixel in order to be easily accessible for further calcula-
tions in other programs. These fitted RCs, shown in Figure 5.10, are used
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to measure the change in intensity and angle of incidence upon the analyser
crystal of the x-ray wavefield when the object is present in the x-ray wavefield.
After the RCs have been fitted with a PearsonVII function, we performed
phase retrieval as observed and discussed in Figure 2.21. These calculations
will generate an intensity and two ∆θ maps for every projection as observed
in Figures 5.11, 5.13 and 5.15, respectively. The intensity maps following
Figure 5.11: Intensity map with pixel dimension 1108 × 771 and grayscale
range [0,1.23] of the perspex phantom calculated from Eqn (2.57) using the
transmitted beam as this has a higher intensity. Overall the image shows
good contrast with clear distinctions and boundaries between materials in
the phantom.
Eqns (2.56) or (2.57) can then be tomographically reconstructed to give the
β (absorption) maps as shown in Figure 5.12.
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Figure 5.12: Map of calculated β values of the perspex phantom with pixel
dimension 1108×1108 and grayscale range [−5.66·10−10,1.86·10−9]. β values
for unique media are shown in Table 5.1. Overall the reconstruction is high
quality with high contrast between the perspex (centre circle), aluminium
(upper circle), teflon (lower circle) and air (the left, right and outer circles).
There are some streak artefacts around the aluminium sample due it pos-
sessing a significantly larger (factor of 10) absorption coefficient β than the
perspex. The outer circle that is observed in every β and δ map including
this one is the air surrounding the phantom.
5.3 Phase Retrieval
First we calculate the shift of the incident angle of the wavefield to obtain
∆θ and ∆θ180 maps from the PearsonVII fit of the ratio RCs by using Eqn
(2.60). ∆θ and ∆θ180 are defined as the change in the angle of incidence of
the x-ray wavefield upon the analyser crystal for the φ and φ + 1800 pro-
jections, respectively, where φ is the angular position of the sample about
the vertical rotation axis in degrees. Note that ∆θ180 is referred to as ∆θ̂
′
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in the referenced equations. ∆θ and ∆θ180 are given by Eqns (2.64) and
(2.65), respectively, with relation to the phase gradient given by Eqns (2.62)
and (2.63) for the φ and φ + 180◦. We then flip the φ + 180◦ projection
about the vertical axis and shift it so that it precisely overlaps with the φ
projection prior to calculating ∆θ180 to obtain Figures 5.13 and 5.15 of the
calculated ∆θ and ∆θ180 maps, respectively. The application of inclined ge-
ometry, discussed in Figure 2.23, allowed us to combine the two ∆θ images
from opposing directions to produce both components of the phase gradient
vector Eqns (2.71) and (2.73) (discussed in Section 2.9.9), which is integrated
into the phase map. We then shift both of these images so that they are in
the centre of the image to make truncation easier.
It is important to note looking at Figures 5.13 and 5.15 that the bright
areas show a shift up the ratio RC, while the dark areas show a shift down,
respectively, from our chosen starting point on the ratio RC. The change in
magnitude tells one how much it is refracted in the diffraction plane governed
by the refractive index decrement and shape of the object.
To quantitatively check the ∆θ and ∆θ180 maps, we plot the yellow ROI go-
ing through the phantom measuring the ∆θ values observed in Figures 5.14
and 5.16, respectively.
At this point we carry on to see if the underestimation of the positive phase
gradients negatively impacts the resultant images of the δ function, as it
could be that our theoretical starting point on the rocking curve does not
coincide with the experimental one (discussed in Section 5.4).
We then calculate the vertical and horizontal phase gradient components
gy and gx, respectively, shown in Figures 5.17 and 5.19. gy and gx are given
by Eqns (2.71) and (2.73), respectively. The yellow line in Figures 5.17 and
5.19 are ROIs plotted in Figures 5.18 and 5.20, respectively.
Figure 5.17 should be near invisible as the phase gradients from the vertical
interfaces cancel as the yellow line travels across the phantom through the
media present in the holes of the phantom. This due to how gx is calculated
following Eqn (2.55), because the phase gradients on the vertical edges of the
phantom have opposing magnitudes for ∆θ and ∆θ180 as shown in Figures
5.14 and 5.16, respectively. Hence when the vertical edges of the phantom in
the ∆θ maps are added they cancel. This is desired as to obtain the phase
gradient in one direction the orthogonal components must cancel. We see
that the values are close to zero with some discrepancies, most notably in-
terface of the far right edge of the phantom. These discrepancies indicate
a misalignment between the two ∆θ maps during the flip and shift of the
∆θ180 projection rather than the underestimation of the positive phase gra-
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Figure 5.13: ∆θ map with pixel dimension 900 × 771 and grayscale range
[−4.76 · 10−6,1.23 · 10−5] radians of the perspex phantom calculated from the
shift in the rocking curve position when an object is placed in the beam. This
image shows clear distinction of boundaries and interfaces between materials
present in the phantom. It is important to note from looking at this image
that the bright areas show a shift up the rocking curve, while the dark shows
a shift down the rocking curve. The refractive index of a material is given
by the magnitude of the change rather than its direction with respect to the
rocking curve. The horizontal yellow line is a ROI that is plotted in Figure
5.14.
dient previously discussed.
The additional information gathered from the gx and gy maps (Figures 5.17
and 5.19, respectively) are then integrated using 2-D Fourier integration given
by Eqn (2.7) to retrieve the phase map as shown in Figures 5.21.
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Figure 5.14: Plot of the yellow line through the perspex phantom in Figure
5.13 of the ∆θ map showing the ∆θ values throughout the phantoms cross
section. Most noticeable are the peaks and troughs corresponding to the x-
ray wavefield at the left and right sides of the phantom. The one concerning
thing is the fact that the magnitude of the positive peak as the x-ray wavefield
at the left side of the phantom is approximately 2/3rds the magnitude of the
negative peak at the left side of the phantom. At the position on the rocking
curve we are working on these should be identical and the underestimation
of the phase gradients also appears to occur with the media in the holes of
the phantom.
The phase maps then undergoes 180◦ CT reconstruction to give the δ maps
as shown in Figure 5.22.
The application of the inclined geometry to ABI produced high quality phase
and intensity images observable in Figures 5.11 and 5.21, respectively. As
seen in Table 5.1 below, the computed values for β excluding teflon are close
to the theoretical values.
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Figure 5.15: ∆θ180 map with pixel dimension 900× 771 and grayscale range
[−4.94 · 10−6,1.31 · 10−5] radians of the perspex phantom calculated from the
shift in the rocking curve position when an object is placed in the beam.
This is flipped about the vertical axis and aligned with the ∆θ map so that
they precisely overlap before being shifted into the centre. The horizontal
yellow line is a ROI that is plotted in Figure 5.16.
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Figure 5.16: Plot of the yellow line through the phantom in Figure 5.15 of
the ∆θ180 map showing the ∆θ values throughout the phantom. This is very
similar to a reverse of Figure 5.14, bar the behaviour of the media in the
holes, which have very sharp and narrow troughs. The underestimation of
the positive phase gradient discussed in Figure 5.14 is also present in this
image. Interestingly there are only three positive and negative peaks for the
holes in this figure but four in Figure 5.14. This is most likely due to the
two ∆θ maps containing different information but it could also suggest the
underestimation of the phase gradients is getting worse as the projections
are acquired or in the calculation of the ∆θ180 map.
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Figure 5.17: gx map with pixel dimension 900 × 771 and grayscale range
[−1.21 · 10−5,4.81 · 10−6] radians, phase gradient in the vertical (x) direction
of the perspex phantom calculated from the two ∆θ maps (Figures 5.13
and 5.15) as shown in Eqn (2.71). It is observed that the phantom is nearly
invisible in this image with only the horizontal media interfaces being distinct
confirmed by the yellow ROI plotted in Figure 5.18. This is the only phase
gradient image we would have to calculate the phase map of if we did not
apply the inclined geometry to this Laue ABPCI setup.
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Figure 5.18: Plot of the yellow line travelling across the phantom through
the media present in the holes of the phantom in the gx map. We see that
the values are mostly close to zero with some discrepancies most notably the
far right edge of the phantom. These discrepancies indicate a misalignment
between the two ∆θ maps.
βTheo βMea δTheo δMea
AL 1.7 · 10−9 1.6± 0.1 · 10−9 8.0 · 10−7 4.2± 0.1 · 10−7
Perspex 1.6 · 10−10 1.5± 0.3 · 10−10 3.9 · 10−7 1.9± 0.1 · 10−7
PTFE 2.5 · 10−10 4.0± 0.3 · 10−10 6.5 · 10−7 4.0± 0.1 · 10−7
Table 5.1: Comparison between the theoretical values obtained from [111]
and the measured values obtained from the reconstructions observed in Fig-
ures 5.12 and 5.22 for the absorptive and refractive coefficients β and δ re-
spectively. These reconstructions were obtained following the procedure dis-
cussed in the previous section. The measured values of δ are approximately a
factor of two off the theoretical values. Potential reasons for the poor results
are discussed in Section 6.1. The uncertainties of the measured values are the
standard deviation when measuring the values over a circular region. These
circular regions taken from the slice of the pins for aluminium and teflon,
respectively. For perspex a similar size circular region is taken in the centre
of the phantom.
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Figure 5.19: gy map with pixel dimension 900 × 771 and grayscale range
[−1, 77 · 10−5,1.29 · 10−5] radians, phase gradient in the horizontal (y) di-
rection of the perspex phantom calculated from the two ∆θ maps (Figures
5.13 and 5.15) as shown in Eqn (2.73) with a yellow line traveling across the
phantom through the holes Figure 5.20. This is the horizontal gradient that
we would miss without applying the inclined geometry to the Laue ABPCI
setup. We can, using the additional information gathered from this projec-
tion and Figure 5.17, apply 2-D integration to retrieve a phase map of the
object.
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Figure 5.20: Plot of the yellow line travelling across the phantom through the
media present in the holes of the phantom in the gy map. We see relatively
even magnitudes of the peaks and troughs along with the expected and stable
trend as the x-ray wavefield propagates through the phantom. However, this
is because the amplitudes are the result of subtracting the positive gradient
with the negative gradient as described by Eqn (2.73). The underestimation
of the positive phase gradient observed in Figures 5.14 and 5.16 will result
in an underestimation of all the phase gradients present in this image. This
could in turn result in underestimation of the phase and δ values of the media
present in the phantom.
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Figure 5.21: Phase map with pixel dimension 1108×771 and grayscale range
[−314.78,31.80] radians, of the perspex phantom calculated from the 2-D
Fourier integration of the horizontal and vertical components of the phase
gradient. There is a clear contrast between the interfaces of the different
materials in the phantom. However, there is a lot of smearing due to the
large contrast in refractive index between some of the materials and air. This
smearing is seen and bright and dark shading around interfaces such as the
tops of the phantom and around the left and right surface of the phantom.
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Figure 5.22: Slice of the δ map with pixel dimension 1108×1108 and grayscale
range [−12.52·10−8,4.36·10−7], calculated from 180◦ tomographic reconstruc-
tion of the phase maps. There is clear contrast between the perspex phantom
and the aluminium pin (top white circle), teflon pin (bottom light grey circle)
and air (side circles and surroundings, black), encouraging us to take quan-
titative measurements of the refractive index of the materials displayed in
Table 5.1. There are streak artefacts present in the image, especially around
the aluminium pin, due to the relatively large difference in refractive index
with respect to the perspex phantom. There are bright and dark regions
around the sample concentrated around the media interfaces that is most
likely due to the bleeding observed in Figure 5.21.
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5.4 Analysis
This section covers in detail all of the corrections applied, while perform-
ing analysis of raw and processed data. These corrections arise from the
GOA, the mechanical and thermal stability of the analyser crystal and the
application of inclined geometry to ABPCI.
5.4.1 Shift and Rotation
We mentioned earlier that the object simultaneously shifts and rotates with
respect to Figure 5.1 over the 3600 projections for all the measured RC points.
We can take a projection of the raw data, as shown in Figure 5.23, and cal-
culate the magnitude of the rotation. The angle between the horizontal line
Figure 5.23: Magnified projection of a raw 50% peak intensity position, to-
mographic projection showing the surface of the phantom at an angle with
respect to the yellow horizontal line. We calculated this angle to be 0.752◦
and we can see in Figures 5.25a and 5.25b that this angle changes throughout
the projections.
was calculated to be 0.752◦. This angle is small but is quite significant for
this type of work and could cause some artefacts occuring in following im-
ages. This angle might be due to the object and detector not being aligned
precisely and even then this would be corrected by a single rotation for all
the projections. We can check for this by taking a point in a projection of
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the inclined object and compare it to the same point in its respective 180◦
projection as shown in Figure 5.24.
(a) Tomographic projection 61 of the
diffracted data.
(b) Tomographic projection 1861 of the
diffracted data.
Figure 5.24: Analysing the alignment between the detector and object by
taking a point in two opposing projections and observing if its vertical po-
sition has changed. In this case the point has the same vertical position in
both images of y = 291. This means that the detector and object’s axis of
rotation are precisely aligned.
We also see a shift in the position of the phantom in the raw images as
shown in Figures 5.25a and 5.25b. We can measure this shift by using a line
as a reference point and measuring the distance between the reference point
and a particular point on the phantom for the two extremities projections.
Performing this calculation we find that the projections shift 81 pixels either
direction due to the centre of the sample not being at the centre of rotation.
Even if the object in the projections shifts and rotates it can still undergo
CT reconstruction to produce β and δ maps with minimal impact. The only
issue is if the angle of rotation of a projection and its respective flipped 180◦
projection are different. We can see this is not the case as there would be
misalignment between the two ∆θ maps, which would be observable in the
gx and gy maps. CT reconstructions confirm that the two ∆θ maps have the
same degree of rotation and correcting for this rotation may cause additional
errors. This is because it adds another process that has to be done precisely
in order for the phase gradients to be accurately obtained. The images are
shifted to the centre in order to be easily truncated as this doesn’t need to
be done precisely so long as the two ∆θ maps are already aligned.
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(a) Tomographic projection 343 of the
raw data.
(b) Tomographic projection 2143 of the
raw data.
Figure 5.25: Projections of the diffracted raw data at tomographic projection
number a and a + 1800. These two images show the clear change in the
position of the phantom as the tomographic projections are gathered.
5.4.2 Analyser Crystal Alignment and Stability
The ABPCI setup requires methodical and precise alignment of all of its
components, most crucially the analyser crystal. The Bragg angular window
is of the order of 40 microradians either direction when taking phantom data
projections with the analyser crystal rotated about the horizontal axis on a
starting point on the rocking curve e.g. 50% peak intensity. This very nar-
row angular window makes the analyser crystal setup very sensitive to any
misalignments. Furthermore, any kind of mechanical instability of the stage
holding the object or the crystal itself as well as heating of the crystal can
cause this angular position of the analyser crystal to drift over time. This
drift will cause the phase gradients to be over or underestimated, depending
on the direction of the drift and the phase gradients. We need to check what
the actual position of the analyser crystal was when the projections were
taken. We can achieve this by comparing the values of the ratio flat field
image, which is the diffracted flat field image divided by the transmitted flat
field image, shown in Figure 5.26a, to the amplitude of the fitted rocking
curve, c, defined in Eqn (2.52) and shown in Figure 5.26b.
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(a) Flat field ratio. (b) Fitted amplitude of the RC c.
Figure 5.26: Ratio flat field and fitted RC amplitude at RC starting point
50% peak intensity. Theoretically the flat field ratio should be half the value
of the fitted amplitude, c, for every pixel in the image. This means that they
should look identical to each other in their own palette.
For projections taken at the 50% peak intensity of the rocking curve we
expect the ratio flat field values to be half the amplitude of the fitted rocking
curve. To make this contrast clear we can divide the fitted amplitude, c, by
the ratio flat field at the 50% peak intensity. This should result in a uniform
image of values approximately equal to two (see Figure 5.27). We see that
this is not the case and in fact looking at the area it is on average approxi-
mately equal to four meaning that the ratio flat field is half the value, which
it should be. This means that the experimental point on the rocking curve is
half the theoretically expected one and closer to the 25% peak intensity point.
Surprisingly, this should not make much difference as our method utilizes the
ratio of the transmitted and diffracted wavefield. This means all of our data
including the flat field will start at this point. The only difference it makes
is that we are closer to the tails of the curve rather than the straight slope
meaning the contrast might be worse due to the smaller change in intensity
for the same change in angle.
We can also analyse the mechanical stability of the analyser crystal by tak-
ing the mean of an identical air, which is a ROI away from the sample, in
the transmitted and diffracted images over the 3600 projections. The data
is shown in Figures 5.28a and 5.28b below, where we see that the diffracted
beam intensity decreases, while the transmitted beam intensity fluctuates
with a square bump around the centre. This is a strange behaviour for
the transmitted beam intensity as we expect that if the diffracted beam de-
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Figure 5.27: Projection of the amplitude of the fitted RC, c, divided by ratio
flat field for the Minus 50% peak intensity point on the rocking curve to
determine the actual starting point on the rocking curve. This was achieved
by taking a small ROI in air given by the yellow box in the top left corner
of the image and measuring the mean, min and max values contained. The-
oretically the mean value should be half the peak intensity as desired but as
we can see it is closer to 4. This means we are sitting at approximately 25%
of the peak intensity.
creases then the transmitted beam will increase. The ratio decreases, which
is confirmed in Figure 5.29. This implies that the analyser crystal is moving
or under thermal strain causing the ratio to drift over time. This thermal
strain maybe caused by heating due to energy imparted by the x-ray wave-
field as it interacts with the crystal. This causes the distance between the
crystallographic planes of the crystal to increase under significant thermal
heating, which in turn shifts the Bragg window following Eqn (2.48). For the
monochromator (discussed in Section 2.2), thermal strain due to the large
thermal flux from the high intensity x-ray wavefield is a major issue and
needs to be cooled using water or another coolant. Once the beam passes
through the monochromator the outgoing intensity is mere fraction of the
incident one. Hence, the analyser crystal heating up enough to cause this
magnitude of ratio drift seems very unlikely. Also the heating of the analyser
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crystal would produce a drift in the opposite direction, because the Bragg
angle decreases with heating. Thus the entire rocking curve will be shifted
to the left, which would increase the diffracted intensity. However, Figure
5.29 clearly shows the decrease of the diffracted intensity.
(a) Mean of air ROI in the diffracted
beam over 3600 projections.
(b) Mean of air ROI in the transmitted
beam over 3600 projections.
Figure 5.28: Mean of an air ROI over the acquired 3600 projections with the
sample in the beam shows a steady decrease in the diffracted image while a
relatively consistent value in the transmitted image. We would suspect that
if the refracted intensity was decreasing, the transmitted intensity would
increase to compensate. This would keep the ratio identical and suggest that
the analyser crystal is rotating about the vertical and optical axes during the
scanning.
We could potentially explain this odd behaviour in the transmitted and
diffracted wavefield over 3600 projections observed in Figures 5.28a and 5.28b
if the slope of the transmitted and diffracted rocking curves for the same ROI
are significantly different. This is examined by plotting the mean transmit-
ted and diffracted rocking curves for the same air ROI in Figure 5.29.
We would expect that the unusual trend from the transmitted wavefield in
Figure 5.28b could be due to thickness oscillations but these are not observed
in Figure 5.29 of the transmitted RC. From this we can then calculate the
trend of the ratio that is the diffracted projection over the transmitted pro-
jection as shown in Figure 5.30.
To emphasise the difference this makes, we have Figure 5.31 of the difference
between a phase map with and without the ratio shift correction applied to
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Figure 5.29: Mean transmitted and diffracted rocking curves for an identical
air ROI in Figures 5.28a and 5.28b.Our working point is the black line located
at 25% peak intensity of the ratio RC. From our working point, we have a shift
in the magnitude of the intensity shift appears to be similar for the diffracted
and the transmitted. This contradicts with the trends in the diffracted and
transmitted intensities observed in Figures 5.28a and 5.28b.
the calculation of the two ∆θ maps. The ratio drift is calculated by taking
the mean of a small area in air in the flat field ratio and data ratio images
and dividing them. This ratio drift is then multiplied to the ratio (ID/IT )
during the phase retrieval process to calculate the ∆θ maps. This is done
before calculating the directional phase gradients and performing 2-D Fourier
integration.
We can observe from the contrast present in Figure 5.31 the ratio correction
changes the phase map inhomogeneously. It has a bright and dark spot at
the top left and right corners of the image, respectively with similar gray
spots at the bottom corners of the image. These spots seem to smear into
the remaining parts of the image changing its grayscale value. We can ob-
serve the magnitude of this correction by looking at the plots of the upper
and lower yellow line ROI in Figures 5.32 and 5.33, respectively.
We see from Figure 5.32 there is a steady linear trend of the grayscale value
decreasing as the line propagates through the air above the phantom. We
could predict that in Figure 5.33 this linear trend will be similar but have
spikes in the middle from propagating through the media present in the holes
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Figure 5.30: Ratio intensity of the air ROI over the scanning of 3600 pro-
jections with the sample present in the beam. We see a steady decrease
in the ratio intensity, which emphasises that the analyser crystal is moving
during the experiment. This is not ideal as this causes the phase gradients
moving down the ratio rocking curve to be overestimated, while the phase
gradients moving up the ratio rocking curve are underestimated by a factor
of 1−0.31/0.35 = 0.114 = 11.4% from values in this figure. This could cause
significant errors in later images especially when trying to take quantitative
measurements such as Table 5.1.
of the phantom. However, it is unlikely as the ratio drift is calculated from
the change in the ratio of air surrounding the phantom. If this does occur
it suggests an error has occurred most likely with the phantom moving into
the ROI set to measure the ratio drift.
We can then perform CT reconstruction on phase maps with the ratio drift
correction applied during the phase retrieval process to give the δ map in
Figure 5.34, with a yellow ROI, which is plotted in Figure 5.35. We see
from Figure 5.35 that the ratio drift has a minor decrease in the measured δ
values. As we currently have an overall large source of error that is approx-
imately equal to two, we cannot say if this change is correct or not. In this
case because it hinders our results with no clear way to confirm if its correct,
we do not apply it in the final results shown in Table 5.2.
We can also take different areas of air in the image and look for the same
ratio drift behaviour. We chose to take the areas near the four corners of
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Figure 5.31: Calculated map of the difference between a phase map with and
without the ratio shift correction applied to the calculation of the two ∆θ
maps at rocking curve position 50% peak intensity projection 61. As it can
be seen from the contrast present in the image, the ratio correction changes
the phase map inhomogeneously. It has a bright and dark spot at the top
left and right respectively with similar gray spots at the bottom corners of
the image. We can observe the magnitude of this correction by looking at
the plots of the upper and lower yellow line ROI in Figures 5.32 and 5.33,
respectively.
the projection as these areas are sufficiently away from the object that there
is minimal risk of it intercepting the selected areas. The mean of four areas
were measured in the transmitted and diffracted images in order to calculate
the ratio as observed in Figure 5.36.
These differing trends throughout the image will cause unwanted artefacts in
the following ∆θ, phase and δ maps. They are most noticeable in the ∆θ and
phase maps as vertical gradients going across the image. This could also con-
tribute to the underestimation of the phase gradient. These differing trends
could be due to noise in the images, which may explain why the transmitted
is most affected as it typically possesses greater noise than the diffracted.
This ratio drift will cause the ∆θ maps to increase over the projection acqui-
sition due to the phase retrieval process methodology as observed in Figure
5.37.
We assume that the ratio drift acts evenly across the entire image then we
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Figure 5.32: Plot of the horizontal yellow lines propagating through the
calculated map of the difference between a phase map with and without the
application of the ratio shift correction. We can see there is a steady linear
trend of the grayscale value decreasing as the line propagates through the air
above the phantom. This linear trend is due to the line being dominated by
the bright spot on the left and the dark spot on the right.
Figure 5.33: We see an near identical plot of the phase map change to Figure
5.32 from the ratio drift correction. It is crucial to note from comparing
this plot with Figure 5.32 is that the magnitude of the gradient appears to
decrease as the line moves down the phantom. We predict that this ratio
drift correction will change once the two bottom corner gray spots begin to
dominate then we will see an inverse parabolic trend.
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Figure 5.34: δ map with pixel dimension 840 × 840 and grayscale range
[−3.68 · 10−7,−4.35 · 10−7] that has had the ratio drift correction applied in
the phase retrieval process. This δ map looks identical to the one shown in
Figure 5.47
can simply correct for the ratio drift by background subtracting from air in
the ∆θ and ∆θ180 maps.
5.4.3 Rocking Curve
Due to the nature of our phase retrieval method being based on the fitted
rocking curve such as Figure 4.4, we can encounter a strong phase gradient
in the correct direction, which can shift the working point over the top of
the RC onto the opposite side of the rocking curve. When phase retrieval
is performed, it is assumed that the resultant point (after the angular shift
caused by refraction in the object) is on the same side of the rocking curve.
Thus a wrong angular shift will be used to calculate ∆θ. This may cause
a significant underestimation of the phase gradient for this point and cause
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Figure 5.35: Plot of the yellow ROI going down through the perspex phantom
with teflon and aluminium holes, respectively. When we compare the values
of aluminium and teflon in this δ map to the values in Tables 5.1 and 5.2 we
see they are slightly lower. There seems to be no other observable changes
in this plot compared to Figure 5.48.
significant errors or artefacts in following images. This could be fixed by
either reducing the magnitude of the phase gradient (discussed prior) or by
using an initial point that is lower on the rocking curve. Having an initial
point lower on the RC especially near the tails of the rocking curve gives low
intensity of the diffracted image, which results in poor SNR. Points along the
straight slope of the RC are ideal as both the positive and negative phase
gradients will have similar magnitude of phase gradients The initial point
used in this experiment was found to be Minus 25%, which is low enough to
safely assume that there is no phase gradient strong enough to go over the
peak of the RCs.
5.4.4 Linear Trend
There is a correction that was applied to all the phase maps in the Results
Chapter (Chapter 5) to compensate for a linear trend caused by the under-
estimation of the phase gradient on the left hand side of the phantoms edge
compared to the right hand side and vice versa. This causes the phase at one
of the sides of the phantom to be significantly lower than the other, as shown
in Figures 5.39. This can be corrected by applying a linear gradient across
the phantom to bring one side of the phantom to be approximately equal to
the other. This linear correction can be calculated for each horizontal line
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(a) Top left diffracted pro-
jection.
(b) Top left transmitted
projection.
(c) Top left ratio projec-
tion.
(d) Top right diffracted
projection.
(e) Top right transmitted
projection.
(f) Top right ratio projec-
tion.
(g) Bottom left diffracted
projection.
(h) Bottom left transmit-
ted projection.
(i) Bottom left ratio pro-
jection.
(j) Bottom right diffracted
projection.
(k) Bottom right trans-
mitted projection.
(l) Bottom right ratio pro-
jection.
Figure 5.36: Caption on next page.
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Figure 5.36: Analysis of the drifting present in the diffracted (1st column),
transmitted (2nd column) and ratio (3rd column) images by taking the mean
of four small ROI in air for the top left (1st row), top right (2nd row), bottom
left (3rd row) and bottom right corners (4th row) in the images. We can
observe that the trend of the diffracted drift is similar for all the points with
only the vertical intercept and gradient differing. In this case the top corners
of the diffracted images have lower intercepts than the bottom this makes
the ratio curve more noisy as the transmitted data has more impact. The
transmitted trend is similar for the top corners and similar for the bottom
corners but completely different to each other. The top corners have the
opposite gradient than the bottom corners and all corners but the bottom
right have some square shaped bump in the centre. The ratio curves are all
dominated by the drift in the diffracted as this is much larger than the drift
in the transmitted, thus they all follow a downwards linear trend.
going across the phantom resulting in lines appearing in the phase image.
This does not cause artefacts in the individual tomographic slices of the δ
map but these lines going across the phase images will appear evident in
the fully reconstructed 3-D volume. It can also be calculated for one chosen
horizontal line and applied to the entire phase map with the air-phantom
interface coordinates found manually or by code if they are distinct. We
analysed additional projections with similar angular orientation displayed in
Figures 5.38 with their respective plots shown in Figure 5.39.
We know the phase shift should be zero in air, which is not the case in the
phase maps. Therefore, we can justify correcting the phase maps accordingly
so that the phase shift in air is set to zero. Previously this has been cor-
rected through background subtraction in the two ∆θ maps but this might
cause the phase gradients to be underestimated and does not correct for the
linear trend. The linear trend and non-zero phase values in air might be due
to the amplification of low frequency signals and noise during the integra-
tion process. Therefore, we can apply a high pass filter to the phase map
in Fourier space to remove the lowest frequencies and then apply and offset
or a mask so that the air phase values are set to zero in the phase maps.
This should remove the linear trend in the phase maps and produce better
results. Applying a high pass filter in fourier space to truncated phase maps
resulted in phase maps similar to Figure 5.40. The four holes in the phan-
tom are clearly distinguished in Figure 5.40 with the plot of the horizontal
line through them shown in Figure 5.41 supporting this. We then perform
180◦ CT reconstruction using filtered phase maps similar to Figure 5.40 to
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Figure 5.37: A steady increase in intensity of an air region in the ∆θ and
∆θ180 maps from the phase retrieval process due to the ratio drift. This has
to be and is corrected by performing background subtraction from air in the
entire ∆θ and ∆θ180 maps.
produce δ maps, where a slice is displayed in Figure 5.42. This shows that
while filtering the phase maps does indeed remove the linear trend previously
observed in the phase maps. It also causes shading in the δ maps and thus
errors in the measured δ values of media present in the phantom. We will ei-
ther need to use a new approach or change the specifications of the high pass
filter to remove the linear trend without new errors and artefacts arising.
We can qualitatively check the edges of the ∆θ map by focusing in on ei-
ther side of the phantoms surface and enhancing the contrast as shown in
Figures 5.44a and 5.44b. Figure 5.46 shows that the irregular behaviour
of the left hand edge in the δθ map is still present even with the alignment
of the diffracted and transmitted projections being improved. This irregu-
lar behaviour means that the simple stretch applied to the transmitted or
diffracted projections will not result in a better alignment.
With these above mentioned considerations, changes and corrections applied
to ∆θ maps and the phase retrieval process we now produce the new phase
and δ maps in Figures 5.49 and 5.47, respectively.
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(a) Phase map of the 68th projection. (b) Phase map of the 70th projection.
(c) Phase map of the 77th projection.
Figure 5.38: Phase maps of near angle projections with an identical horizontal
yellow line through the phantom with their respective plots shown in Figure
5.39.
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(a) Plot of yellow line ROI in the phase
map of the 68th projection.
(b) Plot of yellow line ROI in the phase
map of the 70th projection.
(c) Plot of yellow line ROI in the phase
map of the 77th projection.
Figure 5.39: Plot of yellow line ROI in the respective phase maps emphasising
the weird behaviour of the linear trend. We can observe the change in the
magnitude of the gradient of the linear trend between the 68th and 70th
projection where the object has only been rotated 0.2◦ between the two
projections. Crucially we also observe the change in the direction of the
linear trend gradient between the 70th and 77th projection. This suggests
that the linear trend follows an irregular behaviour that would have to be
modeled and corrected for each individual phase map. This also implies
that the refraction angle is not always lower on one side. So perhaps it is
a combination of the imperfect alignment, sampling of the object by the
pixel and all other sources of error. The integration then amplifies the low
frequency noise.
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Figure 5.40: Phase map of the perspex phantom after a high pass filter has
been applied in Fourier space.
Figure 5.41: Plot of the filtered phase map, from which we can see the dis-
tinct four bumps corresponding to the four holes in the perspex phantom.
One concerning thing is the upwards curve at the bottom of the profile as this
should be flat or downwards. This suggests that the phase maps were over-
filtered with key information being removed resulting in errors and artefacts
in the phase maps and reconstructed slices.
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Figure 5.42: Slice of the δ map in of the perspex phantom with clear shading
present throughout the perspex media. In theory this should be uniformly
grayscale as it is comprised of a single uniform perspex media. This is cause
for concern as this suggests a parabolic trend will be seen when a ROI such
as the yellow line is plotted as in Figure 5.43 due to the shading likely caused
by the filtration of the phase map.
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Figure 5.43: Plot of the yellow line ROI in the δ map shown in Figure 5.42.
We can see the parabolic trend from the shading in the δ map, which results
in errors in the measured δ values of media present in the phantom.
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(a) ∆θ map of the left edge of the perspex
phantom.
(b) ∆θ map of the right edge of the per-
spex phantom.
Figure 5.44: Contrast enhanced 640th projection ∆θ map showing the left
5.44a and right 5.44b respective edges of the phantom. It can be seen the
right edge (negative phase gradient) is clear and well defined with expected
refraction profile over into the air and perspex. However, with the left edge
(positive phase gradient) it appears to be ill defined with a peak refraction
angle edge that seems to narrow, broaden and even split up into two along the
edge of Figure 5.44a. This ill defined peak refraction angle for the positive
phase gradient is what causes it to be underestimated and the two lines
suggest that either the misalignment has occurred either between the two
∆θ images or the diffracted and transmitted images.
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(a) Contrast enhanced ∆θ map top left
edge of the perspex phantom.
(b) Contrast enhanced ∆θ map bottom
left edge of the perspex phantom.
Figure 5.45: Contrast enhanced top and bottom left edge of the ∆θ map
highlighting the irregular behaviour of the left hand edge. We observe the
irregular change in brightness and alignment of the vertical edge of the phan-
tom, while noting that the alignment becomes significantly worse towards the
bottom left edge of the perspex phantom.
Figure 5.46: The irregular behaviour of the left hand edge in the ∆θ map
is still present even with the alignment of the diffracted and transmitted
projections being improved.
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5.5 New Results
We follow the same method corrections discussed in the analysis section (Sec-
tion 5.4) relating to the phase information in the phase retrieval procedure
and perform CT to obtain a δ map from this we measure the following results
shown in Table 5.2. The measured values are confirmed by observing Figure
βTheo βMea δTheo δMea
AL 1.7 · 10−9 1.6± 0.1 · 10−9 8.0 · 10−7 4.3± 0.1 · 10−7
Perspex 1.6 · 10−10 1.5± 0.3 · 10−10 3.9 · 10−7 2.1± 0.1 · 10−7
PTFE 2.5 · 10−10 4.0± 0.3 · 10−10 6.5 · 10−7 3.6± 0.1 · 10−7
Table 5.2: Comparison between theoretical δ values and measured δ values
for media in the phantom once the misalignment corrections (discussed in the
Section 5.4.3) were applied to the phase retrieval process. The δMea values
for aluminium and perspex are closer to δTheo, while teflon is further away
when compared to the results obtained in Table 5.1.
5.47 of the δ map with a ROI selected, which is plotted in Figure 5.48. For
comparison purposes there is the phase map seen in Figure 5.49 with two
ROIs, going through the materials in the phantom and one going through
just the phantom, which are plotted in Figures 5.50 and 5.51, respectively.
For comparison purposes, let us take similar ROIs for the old δ and phase
maps in Figures 5.52 and 5.54 with plots of these ROI in Figures 5.53 and
5.55, 5.56 for the two ROIs in the phase map (Figure 5.49), respectively.
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Figure 5.47: Slice of the new δ map with pixel dimension 840 × 840 and
grayscale range [−7.45 ·10−8,4.50 ·10−7], with vertical line ROI going through
centre calculated from 180◦ tomographic reconstruction of the phase maps
with the misalignment corrections applied discussed in detail in the Analysis
section. Comparing this map to the previous δ map in Figure 5.22 we see
there is a lot less observable smearing in the form of random bright and
dark regions in the perspex phantom. This helps confirm that the applied
corrections have made a difference and this is further emphasised by looking
at the greater contrast between the aluminium and teflon holes in this image
compared to the later.
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Figure 5.48: Plot of the vertical line going through the centre of the new
δ map Figure 5.47. We can see the large jump in the measured refractive
index from approximately 2.1 · 10−7 to 4.3 · 10−7 and 3.6 · 10−7 as the ROI
passes through the aluminium and teflon holes, respectively. This supports
our results displayed in Table 5.2.
Figure 5.49: Heavily truncated image with pixel dimension 840 × 176 and
grayscale range [−430.60,1.13] radians, of the corrected new phase map to
speed up the phase retrieval process. The two yellow lines pass horizontally
through the phantom with the top passing through the four holes in the
phantom, while the bottom does not. Plots of these yellow lines are shown
in Figures 5.50 and 5.51, respectively. Note the darkness of the phase map
compared to Figure 5.21 of the previous phase map. This is because of
the lower positive and negative values present in this image increasing the
relevant contrast.
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Figure 5.50: Plot of the upper horizontal line in Figure 5.49 going through all
of the holes in the phantom as seen by the four small bumps corresponding
to the aluminium, air and teflon. The evenness of the parabola suggests that
the phase map is accurate and the linear trend was corrected for precisely.
Figure 5.51: Plot of the lower horizontal line in Figure 5.49 missing all of the
holes the phantom. It should be noted that the values in the air on either
side of the phantom are not equivalent like in Figure 5.50. This means that
the process to correct for this did not completely fix this behaviour along
that line or it could be because the yellow lines are 10 pixels wide and take
an average of the values. However, this difference is negligible and we do not
take any measurements from that slice.
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Figure 5.52: δ map with pixel dimension 840 × 840 and grayscale range
[−3.84 · 10−7,4.50 · 10−7] identical to Figure 5.22 with vertical line ROI down
the centre through the aluminium and teflon holes to compare values/trends
with the corrected δ map in Figure 5.47. The plot of this line is displayed in
Figure 5.53.
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Figure 5.53: Plot of the vertical line going through the centre of the δ map
Figure 5.52. We can see the large spikes in the measured refractive index
as it passes through the aluminium and teflon holes approximately equal to
their values in Table 5.1. The key difference to highlight between this plot
and the plot of the corrected δ map (Figure 5.48) is the significant upward
trend and overall instability that is present in this uncorrected δ map. This
is from the bright and dark spot around the δ map in Figure 5.52 caused by
bleeding or other uncertainties discussed in the Analysis section, Section 5.4.
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Figure 5.54: Phase map with pixel dimension 1108×771 and grayscale range
[−314.78,31.80] radians, which is identical to Figure 5.21 with ROI similar
to Figure 5.49 for adequate comparison. Plots for the upper and lower lines
are found in Figure 5.55 and 5.56, respectively.
Figure 5.55: Plot of the upper horizontal line going through all of the holes
in the phantom as seen by the four small bumps corresponding to the alu-
minium, air and teflon. The key difference to note is that the magnitude
of the phase values is a lot lower in the uncorrected phase map than in the
corrected phase map. Another concerning thing is that both the edges of
the phantom are not equal to 0, which could cause errors in the δ map e.g.
underestimation of the measured δ values in the phantom.
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Figure 5.56: Plot of the lower horizontal line missing all of the holes the
phantom. No smearing is observed as it is taken further away from the four
holes and we still have the same problem as in Figure 5.51 of the two side of
the phantom not being equal.
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5.6 Theoretical values
We know that the theoretical values obtained for media can vary between
databases. This variation is due to the differing experimental setup and
methodology to calculate theoretical values of media as well as differences in
the media. For media such as aluminium impurities in the form of alloys such
as iron or copper can be found, which will alter the density and composition.
Plastics and other composite media such as perspex and teflon consist of
multiple elements causing their composition and density to vary more than
metals like aluminium. It is therefore desirable to compare our results with
multiple theoretical values from different sources, which is done in Tables 5.3
and 5.4. We see from comparing the theoretical δ and β values in Tables
βTheo βMea δTheo δMea
AL 1.5 · 10−9 1.6± 0.1 · 10−9 8.0 · 10−7 4.3± 0.1 · 10−7
Perspex 1.4 · 10−10 1.5± 0.3 · 10−10 3.9 · 10−7 2.1± 0.1 · 10−7
PTFE 3.7 · 10−10 4.0± 0.3 · 10−10 6.5 · 10−7 3.6± 0.1 · 10−7
Table 5.3: Table of theoretical δ and β values of media in the phantom
obtained from http://henke.lbl.gov/optical_constants/getdb2.html
(accessed 15 Feb 2020).
βTheo βMea δTheo δMea
AL 1.7 · 10−9 1.6± 0.1 · 10−9 8.0 · 10−7 4.3± 0.1 · 10−7
Perspex 1.6 · 10−10 1.5± 0.3 · 10−10 3.9 · 10−7 2.1± 0.1 · 10−7
PTFE 5.0 · 10−10 4.0± 0.3 · 10−10 6.6 · 10−7 3.6± 0.1 · 10−7
Table 5.4: Table of theoretical δ and β values of media in the phantom
obtained from X-ray lib (accessed 17 Feb 2020).
5.2, 5.3 and 5.4, that there is slight variation. However, this variation is not
large enough to justify differences in the measured and theoretical δ values.
We do have a better match for the measured and theoretical β values for
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Teflon in Table 5.3, while maintaining good agreement with the measured
and theoretical β values for aluminium and perspex.
Chapter 6
Discussion
In this chapter we will give an overview on why our results for the function
δ were off by approximately a factor of two, including suggestions for future
experiments to test our speculations and obtain better results.
6.1 Errors
The Laue geometry method used in our phase retrieval process applies the
GOA, which only holds for small deviations in the x-ray wavefield as it prop-
agates through the phantom. There is a large discrepancy between the re-
fractive properties of air and perspex applied in our images, which could
break the GOA. This would result in the magnitude of the phase gradients
being underestimated. We can compare our results to those obtained by
Rutishauser et al [2] to see if there are similar discrepancies between the
theoretical and measured refractive properties of perspex. From applying an
inclined geometry GI method Rutishauser to a cylindrical perspex phantom
in [2] [101] obtained δ for perspex to be around 0.4 ·10−7, which is 10× lower
than the theoretical value of 3.9 · 10−7. One interesting thing is that in the
same papers a rat cerebellum was also imaged, but this was submerged in
paraffin in order to hold the sample in place. The paraffin also meant that
there was no strong change in refractive index between materials. The δ for
rat cerebellum in these papers was measured to be [3, 4]·10−7, which is in good
agreement with the theoretical value of 3.53 · 10−7. This supports the case of
the GOA condition breaking in this experiment due to the high magnitude of
the phase gradients in our sample as mentioned previously. We could check
this by submerging the phantom in a media with similar refractive proper-
ties as perspex, such as parafin and repeating the experiment. In this case
the GOA should hold better therefore enabling results that are closer to the
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theoretical values. The application of the inclined geometry makes precisely
aligning the transmitted and diffracted projections more challenging as they
have to be precisely aligned in both the vertical and horizontal directions.
Previous work by Kitchen et al [79] using a similar Laue geometry setup
with the GOA without applying inclination achieved good results for the
projected thickness of two cavities in an unsubmerged perspex phantom one
was empty and the other contained glass microspheres in an unsubmerged
perspex phantom. This contradicts GOA breaking and emphasises that the
source of error is from imperfect alignment of the transmitted and diffracted
projections. It may be a combination of these sources of errors that are added
together and are then integrated, which amplifies low frequency noise that
results in the phase gradients being underestimated.
6.2 Speculations
One thing to consider is to not use both the transmitted and diffracted images
and instead to use only the the diffracted images at two angular positions.
This could be implemented with a Bragg crystal and looking at only the
diffracted wavefield following a method such as Menk et al [102] with much
simpler image and phase retrieval processes. Importantly it does not re-
quire the two images to be aligned, where our underestimation of the phase
gradient and other issues seem to arise. From this logic, it would be quite
interesting to apply an inclined geometry to a Bragg geometry method such
as Menk et al [102] to compare results. If there is major underestimation of
the phase gradient then it could be the GOA is applied in the phase retrieval
process for this method and its condition is not holding.
In our application of inclined geometry to ABPCI the detector and sample
is only rotated 8◦ following the x-ray wavefield propagation direction. This
means that approximately 90% of our phase information comes from the ver-
tical direction rather than an ideal 50/50 split using a 45◦ inclined geometry
applied by Rutishauser [2]. It is possible that missing phase information
from the horizontal direction contributed or caused the phase gradients to
be underestimated. Moreover if we observe Eqns (2.66) and (2.67) we note
that gx, our primary source of information, is divided by 2 cos(8) = 1.98.
This could explain why our results are approximately off by a factor of two.
This might not be compensated by gy as it is divided by 2 sin(8) = 0.278,
which amplifies the noise and could cause the image to be ill defined due to
blurring. However, as discussed earlier the poor results of the perspex phan-
tom obtained by Rutishauser contradicts this argument but it is worthwhile
confirming.
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It is important to note that we are using a phantom, which can be assumed
to be a quasihomogeneous medium, meaning USAXS should be negligible.
This is crucial as our method using two simultaneous images to calculate the
phase gradient does not take USAXS into account. Another ABI technique,
MIR (discussed in Section 2.9.9), uses data sets from multiple points on the
rocking curve to reconstruct the δ maps and takes the USAXS into consid-
eration. However, MIR needs to use at least three, and ideally around 11
data sets [103], which is more time consuming than reconstructing the phase
using two simultaneous images. It would be interesting once work has been
done to ensure errors are removed to try reconstructing the phase maps of an
inhomogeneous medium using two simultaneous projections as this is where
the method traditionally falls short. It would be good to do the experiments
with MIR using only the diffracted beam to hopefully get a highly quantita-
tive measure of δ for direct comparison with the results obtained here.
ABPCI still has lots of hurdles before clinical implementation such as gen-
erating phase contrast images using a conventional x-ray source, which has
been done by [104] [105] [106] and with all components spaced much closer
together. This would make it possible to see ABPCI applied to conventional
CT scanners such as traditional radiography. However, more issues would
arise with stability of the analyser crystal as it rotates around in the CT
scanner at high velocity due to the microradian Bragg window. Hence, the
sample is usually rotated during CT. Even in our experiment the stability
of the analyser crystal was brought into question when it was stationary
and fixed on a high precision stage. Furthermore, the progression of ABPCI
seems to be a lot slower than other phase contrast methods as ABI is highly
sensitive to energy bandwidth, so you have to monochromate the source for it
to work well. This requiremnt makes clinical applications of ABPCI challeng-
ing. There is no such restriction for grating interferometry, hence it can be
applied with a conventional polychromatic x-ray source [107] [108] [109] [110].
Chapter 7
Future work
Compared to the previous work undertaken by Kitchen et al [77], we had the
additional complexity of having to align the 0◦ and 180◦ data to sub pixel
accuracy across millions of pixels. With the addition of detector distortion,
crystal distortion and alignment of opposing views this was a lot to align
to subpixel accuracy. We should try repeating the experiment with the per-
spex phantom submerged in parafin as this should allow the GOA to hold
throughout the experiment. If the GOA holds we should obtain measured
values of δ that are much closer to the theoretical. If this does not give
better results then we may need to develop more precise ways of measuring
the distortions and better software in order to correct the problems and bet-
ter achieve the required subpixel alignment. It would also be interesting to
repeat the experiment with a larger angulation (30◦ or 40◦) applied to the





In conclusion, we applied the inclined geometry method proposed by Rutishauer
et al [2] through rotation of the detector and sample by 8◦ clockwise follow-
ing the x-ray wavefield. This allows us to achieve 2-D phase sensitivity in
a Laue geometry ABPCI setup. This calculated the phase contrast using
two simultaneous (θ, θ+ 180) projections of the object through flipping and
alignment of the θ + 180 projection, so it overlaped the θ projection. We
then splitted the phase gradient into its horizontal and vertical components.
From here we performed 2-D Fourier integration of the phase gradients to
calculate the phase map. Finally, we performed tomographic reconstruction
to produce the δ and β maps, which provided the refraction and absorption
properties of each material in the imaged phantom.
Measurements were taken the of the perspex, aluminium and teflon me-
dia in the phantom shown in Table 5.1. Their δ values were found to be
1.9 ± 0.1 · 10−7, 4.2 ± 0.1 · 10−7 and 4.0 ± 0.1 · 10−7, respectively, while the
theoretical values were 3.9 · 10−7, 8.0 · 10−7 and 6.5 · 10−7, respectively. The
acquired β values were 1.6± 0.1 · 10−9, 1.5± 0.3 · 10−10 and 4.0± 0.3 · 10−10
while the theoretical were 1.5 · 10−9, 1.4 · 10−10 and 3.7 · 10−10 for aluminium,
perspex and teflon, respectively.
Analysis of the raw and processed data resulted in effects that were corrected
for such as the ratio drift and linear trend, which result in an underestima-
tion of the phase gradient, to give new results shown in Table 5.2 for δ of
2.1 ± 0.1 · 10−7, 4.3 ± 0.1 · 10−7 and 3.6 ± 0.1 · 10−7 for perspex, aluminium
and teflon, respectively. These results are still off by approximately a factor
of 2 as a result of the underestimation of the phase gradients. This under-
estimation of the phase gradients is likely due to the combination of errors
from the applied GOA breaking from the large magnitude phase gradients as
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well as misalignment of the transmitted and diffracted projections and the
∆θ and ∆θ180 maps being integrated, which amplifies low frequency noise.
Furthermore, results from Rutishauser for perspex in air were also off by a
large factor, with good results for submerged samples [2] [101]. MIR also
applies the GOA but there are less alignment problems as only the diffracted
data is used. The breaking of the GOA could be rectified by submerging the
sample in a media with similar refractive properties to the perspex phantom
such as parafin and repeating the experimental procedure. This should ob-
tain results for the refractive properties of media in the phantom, which are
closer to the reference values stated in Table 5.1.
Overall ABPCI is a promising imaging modality that is highly sensitive to
small changes phase but requires a complex experimental setup and monochro-
matic x-ray wavefield. The complex experimental setup and monochromatic
x-ray wavefield limits its current and future applications in to biomedical
research and the clinical field.
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Chapter 9
Appendix
Here we include and explain code I made during this thesis. The code used to
perform phase retrieval was that I significantly adapted hence it is the only
code mentioned. Most code I made was just to plot trends to try and explain
odd behaviours in images. Begining with correcting for the ratio drift, which
was done by calculating the ratio drift as the diffracted flat field divided by
the transmitted field field. Then applying the correction when calculating
theta final as this is calculated using the ratio.
flatratio = ID/IT
...
ThetaF = (IT∗c/ID)∗(1/(mean(flatratio(20 : 25, 750 : 760))/(mean(ID(20 :
25, 750 : 760))/mean(IT (20 : 25, 750 : 760)))))
Later on in the same code we correct for the shifting and wobble effect . The
shifitng is calculated by finding reversing and finding the side pixel location
where the largest negative phase gradient occurs. Then shifitng the image by
this difference divided by 2 munis the phantom length divided by 2. This is
done for both ∆θ maps individually. The wobble is corrected for by finding
the coordinates along the side of the phantom along 20 pairs of horizontal
lines. We use these line pairs to calculate the angle of rotation individually









DeltaThetads = Reverse(DeltaTheta,1) irrelevant7=min((DeltaTheta[*,400]),Lminds)
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irrelevant8=max((DeltaTheta[*,400]),Lmaxs)
phantlength = Lmaxs - Lminds
irrelevant7=min((DeltaThetads[*,400]),Lminds)
irrelevant8=min((DeltaTheta[*,400]),Lmaxs)








height = botp - topp
width = Lmind1-Lmind2
phis2 = []


















We then subtract the background from the two ∆θ images before calcu-
lating the directional phase gradients gx and gy. We then call a function
called ’fourierintegration’ that integrates the directional phase gradients into
a phase map. This phase map is then multiplied by the two times the
wavenumber.
DeltaTheta− = mean(DeltaTheta[10 : 40, 420]); 100 : 120, 100 : 120])
DeltaThetad− = mean(DeltaThetad[10 : 40, 420]); 100 : 120, 100 : 120])
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gx = (DeltaTheta+DeltaThetad)/(2 ∗ cos(deg(8)))
gy = (DeltaTheta−DeltaThetad)/(2 ∗ sin(deg(8)))
Thetap = −fourierintegration(gy, gx);xgradientname = Filenamey, ygradientname =
Filenamex)
;Thetap = fourierintegration(gx, gy)
wl = wavelength(26.)
k = 2.∗!dpi/wl;m( − 1)
phase = Thetap
phase∗ = 2 ∗ k
This part corrects for the horziontal linear trend in the phase map by fitting
a linear slope between the vertical edges of the phantom and is repeated for
every horizontal line going down the phase map.
dims = size(phase,/DIMENSIONS)
for abc = 0, Dims[1]-1 do begin
linxx = findgen(Dims[0])
hope1 = linfit([0,Dims[0]-1],[phase(0,abc),phase(Dims[0]-1,abc)])
line1 = hope1[0]+ hope1[1]*linxx
phase[*,abc]*=reverse(line1/min(line1))
minp = phase[0,abc]
phase[*,abc]-=minp
endfor
