Abstract: This paper is to investigate the spectral properties of sample covariance matrices under a more general population. We consider a class of matrices of the form
1. Introduction
Background and motivation
The analysis of the properties of sample covariance matrix, which plays an important role in multivariate analysis as well as high-dimensional data, has been paid impressive attentions. Suppose we observe y 1 , y 2 , · · · , y n , independently and identically distribute (i.i.d.) p-dimensional complex random variables with mean vector 0 p and covariance matrix Σ p and denote y i = y 1,i , y 2,i , · · · , y p,i
where '
′ ' stands for the ordinary transpose of a vector. Many statistical problems such as Principal Component Analysis (PCA), the estimates of population covariance matrices and the tests that involve covariance matrices, require the investigation of the spectrum of sample covariance matrices, which is defined as
here ' * ' stands for conjugate transpose and Y n = (y 1 , y 2 , · · · , y n ) is the observation matrix. In classical multivariate analysis, the theory of sample covariance matrices for normal variables has been well worked out, see for instance the famous book of Anderson (1983) . However, it became apparent that multivariate data in practice were rarely Gaussian. What is more, even in Gaussian case, the exact expressions of results were too cumbersome. The asymptotic analysis when the dimension p is fixed while the sample size n tends to infinity was shown to be convenient and thus been applied extensively for a long time. In this classical framework, the sample covariance matrices S n can be viewed as a good estimator of population covariance matrix Σ p since the spectrum of S n are consistent estimators of the spectrum of Σ p . In fact, by law of large numbers, for any 1 ≤ j, k ≤ p, the element lies in the j-th row and k-th column of S n , denoted by s j,k,n is a consistent estimator of the corresponding element σ j,k of Σ p . Then, according to the theory of matrix perturbation, for any j, the distance between the j-th largest eigenvalues of S n and Σ p is o(p), which tends to 0 as n → ∞ when p is fixed. However, statisticians are facing with datasets of increasingly larger size nowadays and the practical relevance of classical framework that p is fixed and n goes to infinity is often unreasonably erroneous. One of the solutions to this challenge is to develop a framework of asymptotic theory that both p and n tend to infinity. Obviously, for all j, the distance between the j-th largest eigenvalues of S n and Σ p may be constant order or even diverge in this case. But what is the exact relationship between the spectrums of S n -the sample covariance matrix and Σ p -the population covariance matrix? The pioneer work of Marchenko and Pastur (1967) , continued in Wachter (1978) ; Silverstein (1995) , give out some fundamental answers to this question. Let A be any n × n square matrix having real eigenvalues and denote its eigenvalues by λ j , j = 1, 2, · · · , n. The empirical spectral distribution (ESD) of A is defined by which is unique in the set {m(z) ∈ C + : −(1 − c)/z + cm(z) ∈ C + }. When c ∈ (0, 1) and Σ 1/2 p = I p , the p dimensional identity matrix, it can be derived from M-P law that the support of the limit of
. Note that all eigenvalues of Σ p 1 n X n,0 X * n,0 , where X n,0 is a p × n matrix of the upper-left corner of a standard i.i.d double array {x j,k }, the necessary and sufficient condition for almost surely (a.s.) convergence of the largest eigenvalue to (1 + √ c) 2 is the existence of the fourth moment. The sufficient condition for almost surely convergence of the smallest eigenvalue of S n,0 to (1 − √ c) 2 when c ∈ (0, 1) was given in Bai and Yin (1993) while the necessary condition was proved by Tikhomirov (2015) recently. As far as we know, the most recent paper consider the convergence of the extreme eigenvalue of sample covariance matrices comes from Chafaï and Tikhomirov (2017) . They showed the convergence in probability of the extreme eigenvalues of S n when the population covariance matrix Σ p = I p and the distribution law of y 1 is log-concave. For other related work, we refer the reader to Pillai and Yin (2014); Feldheim and Sodin (2010); Jonsson (2008) ; Sandrine (2009) and references therein. In many applications, the no-eigenvalue result turns out to be useful. As it can be, for instance, used to deal with random quantities involving S n or its inverse. The study of exact separation of spectrum starting from the classical work of Silverstein (1998, 1999) and continued in Paul and Silverstein (2009) .
The model and main results
In this paper, we consider the following model. Suppose that the observation matrix Y n = (y 1 , y 2 , · · · , y n ) = B n X n . Then the sample covariance matrix
We assume:
(a) X n = (x jk ) is an m × n matrix whose entries are i.i.d. complex variables with mean zero and variance 1, and m can be arbitrary (possibly infinite); (b) B n is a p×m matrix such that B n B * n = Σ p , whose spectral norm Σ p is uniformly bounded; (c) For each p,
(e) For some 0 < δ < 1, E|x 11 | 6+δ = µ < ∞.
Remark 1.1. In our model, X n = (x jk ) may be dependent on n, i.e., the data may not comes from a double array. Remark 1.2. Under assumption (a) and (b), Y n can be viewed as an observation matrix that consists of n samples drawn from a p-dimensional population with mean vector 0 and covariance matrix Σ n . One may find that when m = p, our model reduce to the well studied model in the sense of spectrum due to the polar decomposition. Remark 1.3. This model covers variety population from time series. Such as the repeated linear process arises in panel surveys or longitudinal studies where
Our first result is as following 
n B n X n , then we know that the nonzero eigenvalues of S n and S n are the same. It is easy to verify
Therefore we know that the limiting spectral distribution (LSD) F of F S n exists and satisfies
Due to (1.1) and the above equality, we find
where m(z) = m F (z). If we let F c,H denote F, then F c n ,H n can be viewed as the limiting nonrandom p.d.f. associated with ratio c n and H n .
The most important theorem of this paper states we have P no eigenvalues of S n appears in [a, b] for all large n = 1.
Remark 1.6. From the next section, one may find that also the strategy of the proof of Theorem 1.5 is similar with Bai and Silverstein (1998) , the results in the present paper are definitely non-trivial extension of the existing results. In fact, the procedure used in Bai and Silverstein (1998) strongly depends on the foundational results proved in Yin, Bai and Krishnaiah (1988) , which can not be applied in our model directly. Thus we can not truncate the variables at a finite number. What is more, we need to find a sufficient low bound for the largest eigenvalue of S n , which has not been studied before. This is achieved by combining the Non-asymptotic theory of random matrix, see for instance Vershynin (2010) , which is an elementary interplay between probability and linear algebra, and an inequality for a kind of quadratic forms proved in this paper. As a direct application of above theorems, we have Chafaï and Tikhomirov (2017) .
The rest of the paper is organised as follows. The next section is to give the proof of the main theorems while the last section lists some necessary Lemmas. We also note here that throughout this paper, C stands for a constant that may take different values from one appearance to another.
Proofs of the main theorems
2.1. Proof of theorem 1.4
We firstly prove the theorem of LSD. Noticing the results of Theorem 1.1. in Bai and Zhou (2008) , it is sufficient to verify the moment condition, i.e, for all j and any non-random p × p matrix A with bounded norm,
This is in fact proved by the arguments before (3.1) in the proof of Lemma 3.1.
Proof of theorem 1.5
The main tools used in the proof are bounds on the moments of martingale difference sequences and properties of Stieltjes transform as well as some results in nonasymptotic analysis of random matrices.
The first step of the proof aims at truncating the variable of X n as we need to deal with x p i j for some p larger than 6. In Bai and Silverstein (1998) , under the model assumption m = p, the authors truncated the variables in X n,0 at C, a sufficiently large but finite number. This is due to Bai-Yin law states that the limit of the spectral norm of 1 n X n,0 X n,0 is (1 + √ c) 2 . However, this is invalid under the model of the present paper since m can be arbitrary.
Truncation, Centralization and Rescaling
At first, we shall truncate the variables
n . Applying assumption (e), we get
Denote the eigenvalues of S n and S n − E S n by λ k andλ k (in decreasing order), then λ 1/2 k andλ k 1/2 are the kth largest singular values of 
Note that
Thus, we have
2 . Using assumption (e), one gets
Letλ k denote the kth largest eigenvalues of S n , then it follows that by Lemma 3.3 and (2.1),
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For simplicity, the truncated and recentralized variables are still denoted by x jk . We assume in the following
A primary bound on the largest eigenvalue of S n
This part is to give a primary bound on the largest eigenvalue of S n . We need the following Lemma
Lemma 2.1 (Theorem 5.44 in Vershynin (2010)). let A be an N × M matrix whose row A i are independent random row vectors in C M with the common second moment matrix
Then for every t > 0, the following inequality holds with probability at least 1 − n exp −Ct 2 :
here C is a constant.
Remark 2.2. The original theorem in fact consider the real case, however, as indicated in the corresponding paper, one can easily adjust it to the complex case.
Lemma 3.1, we have for any i
which is summable.
Then letting t = log n and l = n, by Lemma 2.1, we arrive at for any s,
here K is a constant only depend on s.
Convergence of random part
, the goal of this part is to show that for z = u + iv n = u + in
To begin with, we introduce some notations. For j = 1, 2, · · · , n, denote
Also let
.
Firstly, we want to find the bounds of Eρ 1 and b n . For this purpose, we need the bounds on moments of φ j andφ j for j = 1, · · · , n.
Using Lemma 3.1, we have for l ≥ 1,
n .
Let E 0 (·) denote expectation and E k (·) denote conditional expectation with respect to the σ-field generated by r 1 , · · · , r k . Applying Lemma 3.5 and the identity 5) it follows that for l ≥ 1, 
From this we know, for l ≥ 1,
Using (3.2) and (3.5) in Supplement A, we obtain that for large n sup u∈ [a,b] 
It is known that ρ j ,ρ j , and b n all bounded in absolute value by |z|/v n . Noticing
Next, let S ′ n be a set contains n 2 elements, equally spaced in [a, b] .
n , our goal follows if we can show
and F nk be the ESD of the matrix S nk . From (3.6) in Supplement A and Lemma 3.10, for any l > 0, we have almost surely
It follows that from (2.8)
Therefore, we have, for any ε > 0,
By Lemma 3.1, Lemma 3.6, and the fact
Let λ k j denote the j-th largest eigenvalue of S nk . By (2.8), we get 
Combining the above two inequalities, it yields for each u ∈ S
By (2.9) and (2.10), we conclude that
which is summable when l > 49/η. Therefore,
It is obvious that for u ∈ S
By Lemma 3.6, we have for l ≥ 1 and t > (49 − 89η)l/(95η)
Using (2.8), one gets
Consequently, (2.4) follows from (2.11) and (2.12).
Convergence of the Expected Value
In this step, we are going to show that for z = u
As in Supplement A, let
and
Together with (1.3), one finds
. In Bai and Silverstein (1998) , it has been shown that sup u∈ [a,b] 
is bounded away from 1 for all n. Therefore, if |R ′ n | ≤ Cn −1 is true, we shall get, for all n sufficiently large, sup u∈ [a,b] where the last inequality is from (3.5) in Supplement A. Now, we are in position to show |R ′ n | ≤ Cn −1 . Write
Taking first inverses and then the expected value, we get from (2.5) and (3.2) in Supplement A
Taking the trace on both sides and dividing by −n/z, we obtain − c n zw
dH n (t) (2.13)
The remaining task is showing the uniformly bound of c n zw
In last section, we have shown that sup u∈ [a,b] |Eρ 1 | and sup u∈ [a,b] |b n | are bounded. Similarly, we shall show that sup u∈ [a,b] |Eρ 1 j | and sup u∈ [a,b] |b 1n | are also bounded. From (3.5) in Supplement A and the fact −1/m 0 n (z) stays uniformly away from the eigenvalues of Σ p for all u ∈ [a, b], it follows that sup u∈ [a,b] Em n (z)Σ p + I p −1 ≤ C. (2.14)
By (2.14) and the relationship 
Using (2.8), we have for k ≥ 1 and l = 1, 2,
Likewise, it can be verified that for k ≥ 1 and l = 1, 2, sup u∈ [a,b] E trR
By (2.5), (2.7), (2.17), Corollary 3.2, and ρ 1 j = b 1n − ρ 1 j b 1nφ1 j , we have for any nonrandom p × p matrix A with bounded norm, sup u∈ [a,b] E trAR
≤Cn sup u∈ [a,b] 
From the above inequality, one obtains
Together with sup u∈ [a,b] E|φ 1 | 2 ≤ sup u∈ [a,b] Cn 
Combining (2.6) and the above inequality, we get sup u∈ [a,b] 
From the above three inequalities and (2.13), we have sup u∈ [a,b] 
From (3.5), we see that Em n (z) must be uniformly bounded away from 0 for all u ∈ [a, b] and all n. Therefore,
Completing the proof of theorem 1.5
The results presented in the last two subsections implies that for z = u
Following the same arguments as Bai and Silverstein (1998) , one can easily prove that
where λ ′ j s denotes the eigenvalues of S n and C is a constant (even number) determined by η. From this, combining with the fact that the integral converges a.s. to 0, one can argue that, with probability one, no eigenvalue of S n appears in [a, b] for all sufficiently large n.
The proof of this theorem is complete by the argument above and subsection 2.2.1.
Proof of theorem 1.7
When Σ p = I p , by theorem 1.4, we have
which implies
Then the LSD of S n is the standard M-P law, which is supported on
. The proof of this theorem is complete by combining the result of theorem 1.5.
List of Auxiliary lemmas

A key lemma that need to prove
Lemma 3.1. Let A = (a jk ) be a p × p nonrandom matrix and x = (x 1 , · · · , x m ) ′ be a random vector of independent entries. Assume that
where C l is a constant depending on l only and
At first, we deduce
where e j is a vector with the j-th element 1 and the remaining elements zero. Now, assume 1 < l ≤ 2. By Lemma 3.5 and Lemma 3.7, we have
Furthermore, by the Holder inequality,
Combining the two inequalities above, we obtain for 1 < l ≤ 2
which implies that
We shall proceed with the proof of the lemma by induction on l. And consider the case 2 < l ≤ 4. Using Lemma 3.6 and Lemma 3.7,
For the same reason, with notation E j (·) for the conditional expectation given {x 1 , · · · , x j }, we have
The last inequality is from (3.1) with H replaced by HH * . Together with the two inequalities above, we conclude for 2 < l ≤ 4
In the following, consider the case 2 θ < l ≤ 2 θ+1 with θ ≥ 2. Likewise, using Lemma 3.6 and Lemma 3.7, we deduce
Using the induction hypothesis with H replaced by HH * , it follows that
Consequently, we get
From the proof of the above lemma, it is straightforward to show Corollary 3.2. Under the conditions of Lemma 3.1, we have
Some Existing Lemmas
Lemma 3.3 (Corollary 7.3.8 of Horn and Johnson (1985) ). For r × s matrices A and B with respective singular values
Lemma 3.4 (Lemma 2.6 of Silverstein and Bai (1995) ). For z = u + iv ∈ C + , let m 1 (z), m 2 (z) be Stieltjes transforms of any two p.d.f.'s, A and B n × n with A Hermitian nonnegative definite and r ∈ C n . Then
where r 2 denotes the Euclidean norm on r.
Lemma 3.5 (Burkholder (1973) ). Let {X k } be a complex martingale difference sequence with respect to the increasing σ-field {F k }. Then, for l > 1,
. Lemma 3.6 ( Burkholder (1973) ). Let {X k } be a complex martingale difference sequence with respect to the increasing σ-field {F k }. Then, for l ≥ 2,
Lemma 3.7 ((3.3.41) of Horn and Johnson (1991) ). For n × n Hermitian A = (a jk ) with eigenvalues λ 1 , · · · , λ n , and convex function f (·), we have
Lemma 3.8 (Corollary 2.1 of Hall and Heyde (1980) ). If {X j , F j , 1 ≤ j ≤ n} is a martingale, then for each l ≥ 1 and α > 0,
Lemma 3.9 (Lemma 6.8 of Bai and Silverstein (2010) ). If, for all t > 0, t l P(|X| > t) ≤ C for some positive l, then for any positive q < l,
Lemma 3.10 (Lemma 2.4 of Silverstein and Bai (1995) ). For n × n Hermitian A and B,
here · KS denoting the sup norm on functions.
Supplementary Material
Supplement A: a convergence rate of m n (z) (). Let E 0 (·) denote expectation and E k (·) denote conditional expectation with respect to the σ-field generated by r 1 , · · · , r k , we shall show that for z = u + iv n = u + in −6η/49
and r ≥ 1,
To begin with, we deduce three equalities in order to obtaining the expression of m n (z)− m 0 n (z). Write
Taking the inverse of R n on the both sides and using (2.5), we have
Then, we deduce by taking the trace on both sides and dividing by n,
Together with (1.2), one gets
Taking inverses and using (2.5) and (3.2), we have
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Letting µ n = n 6η/343 , we can assert that when |u| ≤ µ n v
n , and λ max ≤ K log n, we have for large n, |z| ≤ 2µ n v −1 n and
In fact, on the set {λ max ≤ K log n} and |u| ≤ µ n v −1 n , we give a lower bound of |m n (z)|.
imsart-generic ver. 2014/10/16 file: nooutV1.tex date: June 28, 2018 Under the condition |ℑR n | < v n , one gets In Supplement B, we obtain that for any subsets S n ⊂ R containing at most n elements, any l ≥ 1/2 and all ε > 0, P max where the details can be seen in Bai and Silverstein (2010) . 
