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ABSTRACT
Terahertz (THz) reflection and transmission spectroscopy is a promising new
field with applications in imaging and illicit material detection. One particularly
useful application is for the detection of improvised explosive devices (IEDs)
which is a favorite weapon of global terrorists. Explosive materials have been
shown to have a unique spectral signature in the THz band which can be used
to identify the explosives. However, the initial measurements performed on the
explosive samples do not account for the modulation of the spectral features
by random scattering that will be prevalent with actual samples encountered in
applications.
The intent of this work is to characterize and quantify the effects of random
scattering that may alter the spectral features. Specifically, the effect that a
randomly rough surface and granular scattering has on the scattered THz wave
(T-Rays) will be investigated and characterized using the Finite-Difference Time-
Domain (FDTD) simulation method. The FDTD method is a natural choice
for this work as it can handle complicated geometries (i.e., multiple scatterers,
arbitrarily rough interfaces, etc.) arbitrary materials (i.e., dispersive media, etc.)
and provides broadband frequency data with one simulation pass.
i
First, the effect that the randomly rough surface of the sample explosive
has on the extracted spectral signature will be studied using a Monte-Carlo
analysis. Then the effect of the complex structure inside the explosive material
(the granular scatterers) will be considered. Next, when the physics of the rough
surface and granular scattering are understood, a robust method to extract the
spectral signature from the reflected T-rays will be developed.
ii
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Chapter 1
Introduction
The recent advances of ultrafast optical lasers have improved the generation
and detection of energy in the terahertz (THz) portion of the electromagnetic
(EM) spectrum. Two promising areas for this newly opened portion of the EM
spectrum are imaging and illicit material detection. Research is being actively
pursued in THz time-domain spectroscopy (THz-TDS) to get broadband THz
pulses for sample characterization. THz-TDS systems are being used for medical
imaging [1], chemical detection [2, 3, 4] and explosives detection [2, 4, 5, 6, 7].
The advantages of using THz waves for imaging and illicit material detection
include [4]:
1. THz radiation is readily transmitted through most non-polar media. This
enables THz systems to “see through” packaging, clothing, shoes, etc. to
probe for dangerous materials. However, because of water absorbtion, the
range of THz waves in air is limited.
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2. Many materials of interest for security applications (including explosives)
have unique characteristics in the THz spectrum to allow for detection.
3. THz radiation poses either no, or minimal, health risk to either a suspect
being scanned, or the system operator.
For the case of explosives, current news events detail the use of many different
types of improvised explosive devices (IEDs) by global terrorists. These IEDs,
while typically found in war zones, can be hidden anywhere. Because of the
increasing skill of the terrorists to hide IEDs, the need for fast, accurate and
reliable detection of explosive devices is readily apparent. THz-TDS has recently
gained significant attention for its ability to detect explosives.
The THz-TDS technique works because of a lattice vibration when the ex-
plosive material is struck with the THz wave[8]. When a THz wave illuminates
an explosive sample, the electrons gain enough energy to move from one quan-
tized energy state to another quantized energy state. This transition shows up
as absorption peaks in the THz spectral response (Figure 1.1) [9]. These absorp-
tion peaks appear at unique frequencies, thus allowing for the identification of
the specimen illuminated (i.e., each specimen has a unique spectra or “finger-
print”). Because the spectral peaks of the explosive materials are unique to the
THz frequency band, they do not appear during optical imaging. Also, the THz
radiation does not ionize the illuminated specimen. This allows a THz detection
2
Figure 1.1: Sample absorption peaks from Burnett et. al.[9].
system to be safely used for the scanning of humans without fear of damage or
injury.
There are methods currently available for explosive detection, including the
use of ion mobility, x-rays, and metal detectors [10]. However, these current
detection methods do not allow for the scanning of carefully packaged explosives,
or explosive devices that do not contain metal. Beyond these limitations, the use
of x-rays would not be a practical, or safe, method to scan humans because of
the damage the x-rays may cause [10].
Most of the work on using THz radiation for the detection of explosives has
focused on the production of THz sources and detectors or making measure-
ments with these systems. Some have looked at the temperature dependence of
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the spectral peaks [5]. Others have looked at the THz systems for general mea-
surements [1, 11]. Several have looked at the use of THz waves specifically for
the characterization of explosives [2, 4, 6, 7, 11, 12]. Still others have used THz
spectroscopy for the detection of biological agents or illicit drugs in addition to
characterizing explosives [3, 4, 11]. In these papers, the measured samples were
prepared for characterization (i.e., well defined samples with smooth surfaces).
The prior work does not address some of the problems that will occur in an
actual detection system (e.g rough surface scattering, granular scattering, etc.).
Recently, some work has been done to investigate the effect that the rough sur-
face has on the scattered wave [13, 14, 15]. This work was mainly restricted to
rough surface scattering from metal surfaces or the effect a rough surface has on
the Fresnel transmission coefficient.
However, a critical limitation to standoff sensing is the high sensitivity in
the THz band to atmospheric water content that will likely limit current remote
sensing applications to a distance of 100 meters at most. Application of THz
sensing at longer distances may be possible by selecting “windows” between the
water absorption bands [16]. In fact, Zhong et. al. have shown the detection
of the 0.82 THz peak (or “fingerprint”) of the explosive material RDX can be
detected from a distance of 30 meters utilizing a non-lossy window in the air
absorption spectrum [17]. Additionally, a recent technology development is to
propagate energy in another less attenuating band (e.g. using lasers), and use
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a nonlinear conversion method to locally produce THz energy in the vicinity of
the target or area of interest [18].
1.1 Focus of Dissertation
The work that is the topic of this dissertation is to determine what effect the
rough surface of the explosive will have on the spectral response. When a plane
wave reflects off of a perfectly smooth surface, energy is perfectly phase coherent
and only in the specular direction (i.e., the reflected angle equals the incident
angle as predicted by the law of reflection). As the surface is made rough, the
energy from the specular direction will be distributed into other directions re-
ducing the coherent reflection and increasing the diffuse, incoherent reflection.
As the surface becomes increasingly rough, the specular scattering will be lost
to the diffuse scattering. The effect that the incoherent scattering has on the
spectral fingerprint of common explosives must be understood if THz-TDS is to
become a viable method for the detection of explosives.
Additional work that must be done is understanding the impact of granular
scattering. Figure 1.2 shows a picture of the structure of the common explosive
HMX [19]. The size of the particles in the explosive are on the same order as the
wavelength of the THz waves being used to detect the explosives. Since the par-
ticles are on the same order as the wavelength of the THz radiation, there will be
significant scattering in the Mie regime (i.e. the particle radius is approximately
5
Figure 1.2: Sample of granular structure in the common explosive HMX from
Reaugh [19].
the same size as the wavelength) [20]. What impact this Mie scattering will have
on the spectral fingerprint is unknown and must be determined if THz-TDS is
to become a viable method for the detection of explosives.
The random nature of the explosives (both the rough surface and the dis-
tribution of the particles shown in Figure 1.2) may require some intelligence to
deal with the effect of the random scattering. Once the random scattering is un-
derstood, a more robust sensing system, a more robust incident wave, or signal
processing may be developed to reduce the random scattering effects.
To study and understand the random scattering effects listed above (i.e.,
rough surface and granular scattering) a modeling method must be selected. The
rough surface and granular scattering would be nearly impossible to analyze with
closed form expressions by hand. Therefore, a numerical technique is best suited
for the solution of the scattering from random media. The numerical technique
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selected is the the Finite-Difference Time-Domain (FDTD) [21] because of its
versatility. To develop the FDTD simulator, the following was completed:
1. Programming the FDTD algorithm for wave propagation.
2. Adding a Perfectly Matched Layer (PML) Absorbing Boundary Condition
(ABC) at the edge of the simulation space to reduce spurious reflections.
3. Implementing the Analytic Field Propagation (AFP) method to source a
plane wave against a non-dispersive half-plane interface to simulate the
rough surface scattering from an explosive.
4. Altering the FDTD algorithm to handle dispersive material.
5. Adding a near-field to far-field transform to convert the near-field FDTD
simulation results to far-field quantities.
6. Using the FDTD method to model the random nature of the media, which
is unique to this work.
While the creation of a modeling tool is required for this work, the steps
listed above can be accomplished by reading the literature on FDTD simulation
techniques. What is new to this work is:
1. As the FDTD method is a classical electromagnetic solution, it will not
directly model the vibrational resonance effects which cause the unique
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THz spectral signature. To simulate the vibrational effect, the explosive
material will be modeled as a dispersive medium using the Lorentz model
which captures the changing loss with frequency due to the lattice vibra-
tions. This will allow the FDTD classical simulation model to predict the
the frequency dependent reflections caused by quantum effects from the
explosive material.
2. Modify the AFP method to work with a dispersive media. The literature
for the AFP method does not include any work with dispersive media.
3. A new method of extracting the spectral signature from the random surface
and granular scattering is developed, tested and presented.
4. Sensitivity of the extraction method to system noise is characterized.
5. Dependence of the extracted signature to the angle of incidence of the wave
is determined.
1.2 Summary of Dissertation
Chapter 2 will introduce a terahertz measurement system and review the struc-
ture, types and composition of common explosives. This chapter will then review
the theory behind the electromagnetic scattering of THz waves incident on mate-
rial. The chapter continues with a review of rough surface statistics and current
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modeling methodologies and techniques for scattering caused by rough surfaces
and granular media. At the end of the chapter, a simulation technique will be
selected for the modeling work in this dissertation.
Chapter 3 will focus on the theory behind the Finite-Difference Time-Domain
(FDTD) simulation method. In this chapter the basic time-stepping algorithm
will be reviewed, as well as the use of absorbing boundary conditions (ABCs) to
suppress spurious reflections, the Total-Field/Scattered-Field (TFSF) method-
ology to introduce plane waves into the simulation space, Near-to-Far-Field
(NTFF) transformation for scattering calculations, the augmentation of the ba-
sic FDTD time-stepping algorithm to include dispersive media and validation of
the FDTD methodology for this work. As part of the validation of the FDTD
methods ability to simulate dispersive medium, the complex dielectric constant
of the common explosive C-4 will be entered into the FDTD grid and the com-
plex dielectric constant will be extracted and compared to measured results for
consistency.
Chapter 4 will present measurements of granular media and rough surfaces
at THz frequencies with comparisons to FDTD models as further validation of
the FDTD model.
Chapter 5 will show how the random media interface masks the extracted
spectral signature. This chapter will also discuss how to extract the spectral
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signature from the data and how sensitive the signature is to the angle of in-
cidence and what signal-to-noise ratio (SNR) would be required for an actual
measurement system.
Chapter 6 will detail the investigation of the granular scattering effect on the
extracted spectral signature. The effect of noise in the measurement system will
also be discussed.
Chapter 7 will combine the rough surface interface with the granular scat-
tering to detail the most realistic case. The effect of noise in the measurement
system will also be investigated.
Chapter 8 will summarize the findings of this work and present areas for
additional research.
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Chapter 2
Electromagnetic Scattering Theory
Terahertz time-domain spectroscopy (THz-TDS) is gaining use for noninvasive
scanning with applications including medical imaging, process monitoring and
illicit material detection [1, 3, 5]. The basis of using THz-TDS for all of these
applications is the theory of reflected and transmitted waves. In this chapter a
brief review of explosive types and composition is given. Then the Picometrix T-
Ray 4000 THz-TDS system at Portland State University is described. Next, the
basic theory behind the reflected and transmitted waves on smooth and rough
surfaces is reviewed. Finally, this chapter will also discuss various methods of
modeling the reflected and transmitted waves incident against a rough surface
and/or media containing granular scatterers.
2.1 Components of Explosives
Explosives are divided into three types (chemical, mechanical and nuclear) and
into two groups (high and low). Chemical explosives release energy in a chemical
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reaction. Common chemical explosives are organic materials such as compounds
than contain nitrate groups. Mechanical explosives release energy mechanically,
such as a compressed air cylinder. Nuclear explosives use the energy stored in
atomic nuclei.
Low explosives have a detonation event that spreads through the material
at subsonic speeds by an accelerated combustion process. This group of low
explosives would be used to move objects such as rocks and rubble.
High explosives, which have a high detonation velocity, detonate supersoni-
cally and are driven by the breakdown of the molecular structure [19]. Because of
the higher velocity, high explosive materials have much higher shattering power
than low explosives and would be used for the demolition of objects.
A list of common explosive dielectric constants is given in Table 2.1 and a list
of their make-up is given in Table 2.2 [22].
THz spectroscopy is useful for explosive detection because of the unique spec-
tral fingerprint of individual explosive compounds, as seen in the spectral signa-
ture data of Table 2.3.
The unique absorption spectra listed in Table 2.3 allow for the identification
of the different types of explosives. However, the data shown in Table 2.3 are
from pure samples which are perfectly prepared. As such, there is no rough sur-
face scattering, and minimal granular scattering influencing the spectral peaks.
Explosives typically found in practice are a mixture of the explosive material
12
Table 2.1: Dielectric Constants of Explosive Grains.
Dielectric of Explosive Grains
Material Direction Dielectric
Con-
stant
Reference
PETN 110 3.5±0.12 [23]
001 4.75±0.17 [23]
001 4.29±0.04 [23]
RDX 120 4.7±0.02 [23]
110 4.25±0.11 [23]
Tetryl 011 4.88±0.16 [23]
001 3.19±0.07 [23]
TNT 001 3.89±0.23 [23]
HMX (1) 2.5249 [24]
2.5408 [24]
2.9929 [24]
embedded in a plastic filler (5-20% by volume including air voids). The mixture
is typically comprised of air voids in the mixture a few percent by volume (see
Figure 1.2 for a picture of an explosive mixture).
2.2 Terahertz Measurement System
The THz measurement system, the T-Ray 4000, developed by Picometrix is
shown in Figure 2.1. The T-Ray 4000 has interchangeable fiber-coupled trans-
mit and receive heads and all of the spectral software needed to perform either
reflection or transmission mode measurements. The system at Portland State
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Table 2.2: Common mixtures of explosives in percentages from Meyer [22].
Common Mixtures of Explosives
Explosive PETN RDX TNT HMX Addi-
tive
Density
(g/cm3)
LX-04 85% 15% Viton
A
1.86
C 88.30% 11.7% non
explosive
plasticizer
C-2 80% 20% non
explosive
plasticizer
C-3 78% 22% non
explosive
plasticizer
C-4 90% 10% poly-
isobuty-
lene
Semtex-H 49.8% 50.2% Styrene-
butadiene
rubber
A-3 91% 9% wax 1.71
B 60% 40% wax as
additive
1.65
University has a 3 THz bandwidth, greater than 70 dB peak Signal-to-Noise Ra-
tio (SNR), rapid scan range of 320 ps and a rapid scan rate of 100 Hz. A plot of
the pulse in time and frequency are presented in Figure 2.2. The T-Ray 4000 is
used for most of the measured data presented in this dissertation.
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Figure 2.1: Photograph of T-Ray 4000 with transmit and receive heads.
Figure 2.2: A THz pulse propagating in air measured with a Picometrix T-Ray
4000. Pulse duration is approximately 5 ps. Inset is the power spectral density
(PSD) of the pulse. The usable portion of the spectrum spans from 0.1 THz to
2 THz.
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Table 2.3: Location of Absorption Peaks for Explosive Crystals.
Location of Spectral Peaks for Explosive Crystals
Explosive THz center band Reference
Semtex-H 0.72, 1.29, 1.73, 1.88, 2.15, 2.45, 2.57 [11]
(PETN and RDX)
RDX/C-4 0.72, 1.26, 1.73 [11],[25], [26]
PETN 1.73, 2.51 [11]
HMX 1.58, 1.91, 2.21, 2.57 [11]
TNT 1.44, 1.91, 5.6, 8.2, 9.1, 9.9 [11],[26],[27]
NH4NO3 4, 7 [28],[29]
2.3 Fresnel Reflection and Transmission Coefficients
The amount of energy reflected, or transmitted, at a flat dielectric interface
is well understood [20, 30, 31]. How much energy is reflected, or transmitted,
depends upon the dielectric contrast, angle of incidence and the polarization of
the electromagnetic wave. The amount of reflected and transmitted power is
readily solved by applying the appropriate boundary condition at the dielectric
interface [20].
2.3.1 Normal Incidence
A wave of normal incidence is show in Figure 2.3. It can be shown that the
Fresnel reflection and transmission coefficients are [20]
Γ =
η2 − η1
η2 + η1
(2.1)
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Figure 2.3: Normal incidence for either parallel or perpendicular polarization.
T = 1 + Γ =
2η2
η2 + η1
(2.2)
where Γ is the reflection coefficient, T is the transmission coefficient, η1 is the
intrinsic impedance of the first medium and η2 is the intrinsic impedance of the
second medium. For all media η is defined as [20]
η =
√
µ

(2.3)
where µ is the permeability of the medium and  is the permittivity of the
medium. For lossless material, µ and  will be purely real. For lossy or dispersive
material, µ and  will be complex [20].
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2.3.2 Oblique Incidence
For waves incident on a dielectric half-space at an oblique angle (i.e., other than
normal incidence), the Fresnel reflection and transmission coefficients are de-
pendent on the incident angle as measured from the normal of the surface. An
example of a plane wave at oblique incidence is shown in Figure 2.4. For parallel
(vertical or H) polarization the Fresnel reflection and transmission coefficients
become [20]
Γ‖ =
η2 cos(θt)− η1 cos(θi)
η2 cos(θt) + η1 cos(θi)
(2.4)
T‖ = 1 + Γ‖ =
2η2 cos(θi)
η2 cos(θt) + η1 cos(θi)
(2.5)
which can also be written as
Γ‖ =
2β1 − 1β2sin(θt)
2β1 + 1β2sin(θt)
(2.6)
T‖ = 1 + Γ‖ =
22β1
2β1 + 1β2sin(θt)
(2.7)
and for perpendicular (horizontal or E) polarization the Fresnel reflection and
transmission coefficients become [20]
Γ⊥ =
η2 cos(θi)− η1 cos(θt)
η2 cos(θi) + η1 cos(θt)
(2.8)
T⊥ = 1 + Γ⊥ =
2η2 cos(θi)
η2 cos(θi) + η1 cos(θt)
(2.9)
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Figure 2.4: Oblique incidence for either parallel (E-field polarization parallel to
the plane) or perpendicular polarization (E-field polarization perpendicular to
the plane). Perpendicular polarization is illustrated in this figure.
which can also be written as
Γ⊥ =
µ2β1 − µ1β2sin(θt)
µ2β1 + µ1β2sin(θt)
(2.10)
T⊥ = 1 + Γ⊥ =
2µ2β1
µ2β1 + µ1β2sin(θt)
(2.11)
where the angle of reflection is given by the law of reflection, the angle of trans-
mission is given by Snell’s law of refraction.
θr = θi Law of Reflection (2.12)
β1 sin(θi) = β2 sin(θt) Snell’s Law of Refraction (2.13)
For Snell’s Law of Refraction (Equation 2.13) β is the wave number (often
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Figure 2.5: One-dimensional random rough surface
represented as k ) for the media defined as β = ω
√
µ where ω is the radian
frequency (2pi times frequency).
2.4 Rough Surface Scattering
As rough surface scattering is expected to have a large impact on the reflected
and transmitted THz waves used for the detection of explosives, a review of rough
surfaces and rough surface scattering is given here. To characterize the rough
surface, the surface elevation with respect to some mean surface is assumed to be
a stochastic process. The characterization of a random surface generally requires
a multi-variate probability density function of surface heights. While most natu-
rally occurring surfaces are not Gaussian, it is a reasonable approximation since
a sufficient number of real surfaces will approach a Gaussian distribution. It is
also usual for the surface to exhibit the same height statistics regardless of the
spatial coordinates (i.e., it is stationary) [32].
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2.4.1 One-dimensional Gaussian Random Rough Surface
The one-dimensional rough surface shown in Figure 2.5 has a height profile de-
scribed by f(x) , which is a random function of the coordinate x . The surface
height z is described by the function h=f(x) . The function f(x) has a Gaussian
probability density function p(h) as [32]
p(h) =
1
σ2s
√
2pi
exp
(
−(h− τ)
2
2σ2s
)
(2.14)
where σs is the standard deviation or root-mean-square (rms ) height and τ is
the mean value of the surface height. The mean value of the surface height is
typically assumed to be zero, which gives a surface centered about h=0 .
The joint probability density function pz1z2(z1, z2) of two Gaussian random
variables is given by [32]
pz1z2(z1, z2) =
1
2piσs1σs2
√
1− C2 exp
− (z1−τ1)2σ2s1 − 2C(z1−τ1)(z2−τ2)σs1σs2 + (z2−τ2)2σ2s2
2(1− C2)

(2.15)
where τ1 and τ2 are the respective mean values of z1 and z2, and σ
2
s1 and σ
2
s2 are
the variances. In equation (2.15), C is the correlation coefficient. If τ1 = τ2 = 0,
and σs1 = σs2 = σs, it can be shown that the covariance of the two random
variables z1 and z2 is [32]
< z1z2 >= σ
2
sC (2.16)
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where the correlation coefficient, C, of two random variables z1 and z2 is generally
defined as the ratio between their covariances and the product of their standard
deviations σs1σs2 [32]. Note that |C| ≤ 1. Also, if C=0 then z1 and z2 are
independent random variables.
For multiple variables, the correlation function of the random process of sur-
face height z = f(x) is defined as [32]
Rf (x1, x2) =< f(x1)f(x2) >= σ
2
sC(x1, x2) (2.17)
where C(x1, x2) is a function of x1 and x2. If the correlation function C(x1, x2)
is assumed to be Gaussian, then the correlation function C(x1, x2) is expressed
as [32]
C(x1, x2) = exp
(
(x1 − x2)2
`C
)
(2.18)
where `C is the correlation length. As the distance between points x1 and x2
becomes much larger than l (i.e., |x1 − x2|  l) C(x1, x2) tends toward zero and
the functions f(x1) and f(x2) become independent (i.e., un-correlated) [32].
2.4.2 Rough Surface Scattering Fundamentals
For the infinitely wide smooth surface (a sample of which is shown in Figure 2.6)
the scattered energy is all reflected in the specular direction. That is, for a plane
wave incident at 30◦ from the normal, all of the reflected energy will be at 30◦
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Figure 2.6: A sample of an infinitely wide smooth surface metal interface.
from the normal as shown in Figure 2.7. The response vs. angle is a delta
function, with no energy making it into the other angles.
As the surface is made rough, more energy is scattered into the other angles.
For a rough surface with a small rms height (i.e., not very rough) a small amount
of energy is scattered into the other angles, but a large portion of the energy
is still scattered in the specular direction. Figure 2.8 shows a rough surface
with a small rms height (rms height = 0.05λ and correlation length 0.2 λ where
λ is the free space wavelength) and Figure 2.9 shows the scattered energy vs.
angle [32]. Notice that for this smoother surface, the specular peak is still visible
in Figure 2.9. Since the surface in Figure 2.9 is defined in terms of the free space
wavelength, the results are valid for any surface and frequency combination that
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Figure 2.7: Smooth surface scattering for an incident wave at 30◦ from the nor-
mal. All of the energy is reflected at 30◦.
have an rms heigth of 0.05λ and a correlation length of 0.2λ.
As the rough surface is made rougher (i.e., larger rms height) more energy
is spread over the observation angles, with the limit being approximately equal
energy at all angles for a sufficiently rough surface. Figure 2.10 shows a rough
surface with a larger rms height (rms height = 0.2λ and correlation length 1.5 λ
where λ is the free space wavelength) with Figure 2.11 showing a large portion
of the energy spread across much of the observation angle [32]. In this figure, the
specular peak is lost because the incoherent scattering has a larger magnitude
than the coherent scattering. Again, the results in Figure 2.11 are for a surface
defined with the free space wavelength and the results are valid for any surface
and frequency combination that have an rms heigth of 0.5λ and a correlation
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Figure 2.8: A rough surface metal interface with hrms = 0.05λ and LC = 0.2λ (λ
for free space).
length of 1.5λ [32].
2.4.3 Calculating Rough Surface Scattering
There are several ways to calculate the scattering (or reflection) from a rough
surface. The Fresnel Reflection and Transmission Coefficients discussed in the
last section are for a smooth surface. However, the methodology used to cal-
culate the Fresnel Reflection and Transmission Coefficients (i.e., applying the
appropriate boundary conditions) is useful for determining the scattering from
a rough surface. Some of the more widely used methods available to calculate
rough surface scattering include:
1. Kirchhoff Approximation
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Figure 2.9: Rough surface scattering (hrms = 0.05λ and LC = 0.2λ, λ for free
space) for an incident wave at 30◦ from the normal. Most of the energy is reflected
at 30◦.
Figure 2.10: A rough surface metal interfacewith hrms = 0.2λ and LC = 1.5λ (λ
for free space).
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Figure 2.11: Rough surface scattering (hrms = 0.2λ and LC = 1.5λ, λ for free
space) for an incident wave at 30◦ from the normal. More energy is spread over
a larger observation angle.
2. Small Perturbation Method (SPM)
3. Integral Equation Technique
4. Finite Element Method (FEM)
5. Finite-Difference Time-Domain (FDTD)
Analytical techniques often directly calculate the mean scattered field. Nu-
merical techniques typically require a Monte-Carlo analysis to predict the rough
surface scattering. For a Monte-Carlo analysis, a randomly rough surface is gen-
erated, and the scattering from that surface is calculated and saved. Then, a
different randomly rough surface (using the same statistics as the prior surface)
is generated and the scattering from that surface is also saved. This process of
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generating a new rough surface with the same statistics and calculating the scat-
tering is repeated many times until the running average of the scattered electric
field converges (i.e. less than 1% change from one pass to the next). Convergence
is defined as when the running average stops changing, which is typically after
50-100 realizations of one dimensional surfaces for the surfaces explored in this
work. The final result of a Monte-Carlo analysis is the average expected response
for any surface with the simulated statistics.
Kirchhoff Approximation
The Kirchhoff Approximation applies the tangent plane approximation to allow
for the calculation of the surface fields. The fields at any point on the rough
surface are approximated by the fields that would be present on the tangent plane
to that point. Because of this approximation, the Kirchhoff Approximation is
valid only if the radius of curvature of the surface is larger than the wavelength
(i.e., a slowly varying rough surface) [32].
Small Perturbation Method
The Small Perturbation Method (SPM) works by solving a similar, and simpler,
problem. The solution to the simpler problem is then perturbed from slightly
from the simple solution to more closely match the actual problem. An exam-
ple of employing the SPM would be to calculate the orbit of the moon around
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the earth. The first solution would be to only take into account the gravity of
the earth. Next, the solution could be perturbed to account for the gravity of
the sun. If more accuracy was desired, the gravity from other planets in the
solar system could be added as well. This assumption of a small change (i.e., a
small perturbation) from the simpler problem limits the accuracy of the SPM to
surfaces that are not very rough [33].
Integral Equation Technique
The Integral Equation (IE) Technique casts the solution for induced surface cur-
rents in the form of an integral equation where the unknown induced current
density is part of the integrand [20]. Numerical methods, such as the Method of
Moments (MoM), are then used to solve for the surface current density. Once the
surface currents are known, the scattered fields can be calculated using traditional
radiation integrals. Since no approximations are made about the current on the
surface, the IE technique can be used for scattering from arbitrary surfaces.
Finite Element Method
The Finite Element Method (FEM) works by breaking up the simulation region
into a mesh. The integral form of Maxwell’s equations are then solved for the
entire mesh in for each frequency point of interest. Since the mesh must be solved
for each frequency point of interest, generating broadband frequency data can be
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time consuming.
Finite-Difference Time-Domain
The Finite-Difference Time-Domain (FDTD) technique works by breaking up
the region of interest into a grid. The point form of Maxwell’s equations are then
solved for the entire grid for a given point in time. Since the only approximation
made with the FDTD method is the finite difference approximation, the FDTD
method can be used for arbitrary surfaces and scattering objects [34]. Other
benefits of the FDTD method include:
1. Arbitrary structures can be simulated.
2. Arbitrary materials can be simulated (including dispersive media).
3. Broadband frequency data obtained with one simulation pass.
2.5 Granular Scattering
Granular scattering is the scattering from small objects within material. Granu-
lar scattering is used with many applications including ground penetrating radar,
medical, and security imaging and explosive detection. The granular scattering
can be modeled with the following techniques:
1. Quasi-Crystalline Approximation
2. Born Approximation
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3. Rytov Approximation
4. Numerical Methods
2.5.1 Quasi-Crystalline Approximation
The Quasi-Crystalline Approximation (QCA) is an accurate method to calculate
an effective dielectric constant for scattering problems. The QCA method will
calculate a complex effective dielectric constant based on the size, density, and
dielectric contrast of the granular scatterers in the background. The entire ma-
terial is then modeled as a homogenous block of this complex valued dielectric
material. QCA is based upon the multiple scattering that will occur between
the granular particles embedded in the background (as shown in Figure 2.12).
The multiple scattering within the sample is an infinite sum, but the QCA will
truncate the sum assuming that statistical configurational averaging is used. The
conditional probability is then truncated at the bivariate level to give an effec-
tive homogeneous complex dielectric constant for the material [32]. In fact the
QCA method has been successfully used to granular scattering in the terahertz
frequency band [35].
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2.5.2 Born Approximation
The Born Approximation for granular scattering assumes there is negligible in-
teraction between the multiple scatterers. This implies the internal field is ap-
proximated by the incident field which implies a small dielectric contrast. This
approximation is commonly used for the reconstruction of medical images.
2.5.3 Rytov Approximation
A slightly more accurate approximation than the Born Approximation. Assumes
there is limited interaction between the multiple scatterers. For the Born Ap-
proximation, the multiple scattering is ignored, but for the Rytov Approximation,
the first interaction between the scatterers is included.
2.5.4 Numerical Methods
The prior three modeling methods make simplifying approximations to allow for
the solution of the scattering events. Since numerical methods (i.e., the FDTD
method) grid up the simulation space to solve Maxwell’s equations, they do not
make any approximations about the make-up or the number of reflection events
to consider. Since the simulation space is discretized, approximations on the
size and shape of the scatterers will be made which may effect the accuracy
for curved surfaces. Error associated with the discrete nature of the simulation
space can be minimized by making the size of the simulation cell (or mesh)
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Figure 2.12: Sample of background material with granular scatterers.
small. Therefore, the numerical methods are generally applicable to all granular
scattering problems.
2.6 Selection of Modeling Technique
There are many rough surface and granular scattering techniques outlined in
the prior sections, and each technique is accurately applicable to a given situa-
tion. However, one technique is suited to the work necessary in this dissertation.
The methodology selected for the work presented later in this dissertation is the
FDTD technique. The FDTD technique was selected because of:
1. The ease of implementing inhomogeneous material (important for granular
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scatterers).
2. The ease of implementing dispersive material (important for the spectral
signature of explosives).
3. The broadband frequency response gathered from a single FDTD simula-
tion.
4. Validity for all rough surface scattering (unlike the Kirchhoff Approxima-
tion or SPM).
There are many benefits to selecting the FDTD simulation method, but there
are some drawbacks which include:
1. Computationally intense (i.e., long simulation times).
2. More complex implementation than other modeling methods.
The first drawback may be addressed by process parallelization, or other
methods, while the second drawback is a consequence of the versatility of the
FDTD method.
2.7 Conclusion
An introduction to explosives was presented. Then the Picometrix T-Ray 4000
Terahertz measurement system was introduced. Next electromagnetic scattering
was reviewed. The Fresnel reflection and transmission coefficients were presented,
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followed by a description of rough surface scattering. Various modeling method-
ologies for rough surface scattering were discussed. Next, granular scattering was
reviewed. Finally, the FDTD method was selected as the modeling method of
choice because of its versatility.
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Chapter 3
The Finite-Difference Time-Domain Method
The Finite-Difference Time-Domain (FDTD) method was originally introduced
by Kane Yee in 1966 [21]. In this seminal paper, Yee chose a geometry for
spatially sampling the electric and magnetic field vector components which rep-
resents both the differential and integral forms of Maxwell’s Equations.
This chapter will outline the basic algorithm of the FDTD method as de-
veloped by Yee. This chapter will also outline the implementation of Absorbing
Boundary Conditions (ABCs) to truncate the FDTD grid, plane wave sourcing by
means of the Total-Field/Scattered-Field (TFSF) method, a Near-to-Far-Field
(NTFF) transformation and the modification of the basic Yee algorithm to allow
for the simulation of dispersive media. With all of these techniques defined for
the FDTD method, a two-dimensional FDTD algorithm is programmed to model
a one-dimensional rough surface.
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Figure 3.1: Position of the electric and magnetic field vector components about
a cubic unit cell.
3.1 Yee Algorithm
The basic Yee Algorithm works by breaking up the space to be simulated into
a grid of discrete points where the electric and magnetic field are sampled in
space and time. This grid is shown in Figure 3.1. From this grid, the point
form of Maxwell’s equations can be expanded and represented by a finite central
difference.
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3.1.1 Maxwell’s Equations
Consider a region of space that may have materials that absorb or reflect electric
and magnetic field energy. Then (using MKS units) Maxwell’s Equations are
given as [20, 30, 31, 34]
∇× E = −∂B
∂t
−M Faraday’s Law (3.1)
∇×H = ∂D
∂t
+ J Ampere’s Law (3.2)
∇ ·D = ρe Gauss’s Law for the electric field (3.3)
∇ ·B = ρm Gauss’s Law for the magnetic field (3.4)
where the parameters above are:
E : electric field (volts/meter)
D : electric flux density (coulombs / meter2)
H : magnetic field (amperes / meter)
B : magnetic flux density (webers / meter2)
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J : electric current density (amperes / meter2)
M : equivalent magnetic current density (volts / meter2)
ρe : electric charge density (coulombs/meter
3)
ρm : equivalent magnetic charge density (webers/meter
3)
In linear, isotropic, nondispersive materials the vector quantities D and B
can be related to E and H, respectively by:
D = E = 0rE (3.5)
B = µH = µ0µrH (3.6)
where
 : electrical permittivity (farads/meter)
0 : free-space permittivity (8.854x10
−12 farads/meter)
r : relative permittivity (dimensionless scalar)
µ : magnetic permeability (henrys/meter)
µ0 : free-space permeability (4pix10
−7 henrys/meter)
µr : relative permeability (dimensionless scalar)
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J and M can act as independent sources of E and H fields (call them Jsource
and Msource). This will allow for the electric and magnetic current densities in
equations (3.1) and (3.2) to written as:
J = Jsource + σE (3.7)
M =Msource + σ
∗H (3.8)
where σ is the electrical conductivity (siemens/meter) and σ∗ is the equivalent
magnetic loss (ohms/meter). This allows for materials that are isotropic and
nondispersive to attenuate the electric and magnetic fields by conversion to heat.
Expanding the curl equations of Faraday’s law and Ampere’s law (equa-
tions 3.1 and 3.2) will yield:
∂Hx
∂t
=
1
µ
[
∂Ey
∂z
− ∂Ez
∂y
− (Msourcex + σ∗Hx)
]
(3.9)
∂Hy
∂t
=
1
µ
[
∂Ez
∂x
− ∂Ex
∂z
− (Msourcey + σ∗Hy)
]
(3.10)
∂Hz
∂t
=
1
µ
[
∂Ex
∂y
− ∂Ey
∂x
− (Msourcez + σ∗Hz)
]
(3.11)
∂Ex
∂t
=
1

[
∂Hz
∂y
− ∂Hy
∂z
− (Jsourcex + σEx)
]
(3.12)
∂Ey
∂t
=
1

[
∂Hx
∂z
− ∂Hz
∂x
− (Jsourcey + σEy)
]
(3.13)
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∂Ez
∂t
=
1

[
∂Hy
∂x
− ∂Hx
∂y
− (Jsourcez + σEz)
]
(3.14)
The system of equations (3.9 - 3.14) forms the basis of the FDTD numerical
algorithm for electromagnetic wave interactions with three dimensional objects.
While the original Yee algorithm was done for the lossless case (i.e., σ and
σ∗=0) [21], it still has many benefits since the fundamental idea was so robust.
These benefits are:
1. The Yee algorithm solves for both electric and magnetic fields in time and
space using the coupled Maxwell’s equations. This allows for the modeling
of radar cross section [34]. This also allows for the simulation of features
unique to each field, such as tangential H singularities near edges and
corners and radial E singularities near points and edges from the same
simulation pass.
2. The finite-difference expressions for the space derivatives used for the curl
operators are central-differences that are second-order accurate (accuracy
increases as the square of the number of cells added to the simulation).
3. Continuity of E and H are maintained across an interface of dissimilar
materials if the interface is parallel to one of the lattice coordinate axes.
4. The location of the E andH implicitly enforce Gauss’ electric and magnetic
law.
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Figure 3.2: A one dimensional FDTD grid illustrating the leapfrog arrangement.
5. The Yee algorithm centers the E andH in time in what is termed a leapfrog
arrangement. All of the E computations in the FDTD grid are completed
and stored in memory. Then, the H computations are performed using
the E from the prior time step. Next, the E data is re-computed for the
FDTD grid using the H from the prior step. This procedure (illustrated in
Figure 3.2) is continued until the time-stepping is concluded.
3.1.2 Finite-Difference Notation
The notation Yee introduced for the FDTD simulations for three dimensional
space is [21]:
(i, j, k) = (i∆x, j∆y, k∆z) (3.15)
where ∆x, ∆y and ∆x are the lattice space increments in x, y and z respectively
with i, j, and k being integers. A function of both space and time can be written
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in discrete form as:
u(i∆x, j∆y, k∆z, n∆t) = uni,j,k (3.16)
where ∆t is the time increment (assumed to be uniform over the simulation time)
and n is an integer.
Using centered finite-differencing, a partial derivative of the function u in
equation (3.16) with respect to a spatial coordinate gives:
∂u
∂x
(i∆x, j∆y, k∆z, n∆t) =
uni+1/2,j,k − uni−1/2,j,k
∆x
(3.17)
where the differencing is taken one half a grid cell to either side of the spatial
index i for the x direction. A similar expression for a partial derivative of the
function u in equation (3.16) with respect to time is:
∂u
∂t
(i∆x, j∆y, k∆z, n∆t) =
u
n+1/2
i,j,k − un−1/2i,j,k
∆t
(3.18)
3.1.3 Maxwell’s Equations in Finite-Difference Notation
Using the notation introduced in equations (3.17) and (3.18) and plugging them
into Maxwell’s equations (using a semi-implicit scheme) as given in equations (3.9)
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- (3.14) gives (for a uniform, cubic grid with ∆x = ∆y = ∆z = ∆) [34]:
Ex|n+1/2i,j+1/2,k+1/2 =
Ca,Ex|i,j+1/2,k+1/2Ex|n−1/2i,j+1/2,k+1/2 +
Cb,Ex|i,j+1/2,k+1/2 · (Hz|ni,j+1,k+1/2 −Hz|ni,j,k+1/2 +
Hy|ni,j+1/2,k −Hy|ni,j+1/2,k+1 − Jsourcex|ni,j+1/2,k+1/2∆) (3.19)
Ey|n+1/2i−1/2,j+1,k+1/2 =
Ca,Ey |i−1/2,j+1,k+1/2Ey|n−1/2i−1/2,j+1,k+1/2 +
Cb,Ey |i−1/2,j+1,k+1/2 · (Hx|ni−1/2,j+1,k+1 −Hx|ni−1/2,j+1,k +
Hz|ni−1,j+1,k+1/2 −Hz|ni,j+1,k+1/2 − Jsourcey |ni−1/2,j+1,k+1/2∆) (3.20)
Ez|n+1/2i−1/2,j+1/2,k+1 =
Ca,Ez |i−1/2,j+1/2,k+1Ez|n−1/2i−1/2,j+1/2,k+1 +
Cb,Ez |i−1/2,j+1/2,k+1 · (Hy|ni,j+1/2,k+1 −Hy|ni−1,j+1/2,k+1 +
Hx|ni−1/2,j,k+1 −Hx|ni−1/2,j+1,k+1 − Jsourcez |ni−1/2,j+1,k+1/2∆) (3.21)
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Hx|n+1i−1/2,j+1,k+1 =
Da,Hx|i−1/2,j+1,k+1Hx|ni−1/2,j+1,k+1 +
Db,Hx|i−1/2,j+1,k+1 · (Ey|n+1/2i−1/2,j+1,k+3/2 − Ey|n+1/2i−1/2,j+1,k+1/2 +
Ez|n+1/2i−1/2,j+1/2,k+1 − Ez|n+1/2i−1/2,j+3/2,k+1 −Msourcex|n+1/2i−1/2,j+1,k+1∆) (3.22)
Hy|n+1i,j+1/2,k+1 =
Da,Hy |i,j+1/2,k+1Hy|ni,j+1/2,k+1 +
Db,Hy |i,j+1/2,k+1 · (Ez|n+1/2i+1/2,j+1/2,k+1 − Ez|n+1/2i−1/2,j+1/2,k+1 +
Ex|n+1/2i,j+1/2,k+1/2 − Ex|n+1/2i,j+1/2,k+3/2 −Msourcey |n+1/2i,j+1/2,k+1∆) (3.23)
Hz|n+1i,j+1,k+1/2 =
Da,Hz |i,j+1,k+1/2Hz|ni,j+1,k+1/2 +
Db,Hz |i,j+1,k+1/2 · (Ex|n+1/2i,j+3/2,k+1/2 − Ex|n+1/2i,j+1/2,k+1/2 +
Ey|n+1/2i−1/2,j+1,k+1/2 − Ey|n+1/2i+1/2,j+1,k+1/2 −Msourcez |n+1/2i,j+1,k+1/2∆) (3.24)
where the coefficients Ca, Cb, Da and Db are called updating coefficients. It is
in these coefficients where the material parameters for each grid point (i.e., the
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permittivity, permeability and conductivity) are stored. In general, the updating
coefficients may be a different value for each grid point.
Ca|i,j,k =
1− σi,j,k∆t
2i,j,k
1 +
σi,j,k∆t
2i,j,k
(3.25)
Cb|i,j,k =
∆t
i,j,k∆
1 +
σi,j,k∆t
2i,j,k
(3.26)
Da|i,j,k =
1− σ
∗
i,j,k∆t
2µi,j,k
1 +
σ∗i,j,k∆t
2µi,j,k
(3.27)
Db|i,j,k =
∆t
µi,j,k∆
1 +
σ∗i,j,k∆t
2µi,j,k
(3.28)
The equations (3.19) - (3.24) listed, form the backbone for all FDTD simula-
tions. These equations will update the E and H fields for the entire grid. Other
issues that must be addressed, such as grid truncation and introducing sources
into the FDTD grid, will be addressed in the following sections.
The selection of the grid size (∆) and the time step size (∆t) is dependent
upon the Courant Stability. If the dispersion equation is solved for one-, two- or
three-dimensions, the following Courant Stability number is obtained [34]:
S1D = 1
S2D =
1√
2
S3D =
1√
3
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where the Courant Stability is equal to:
S =
c∆t
∆x
(3.29)
Typically, the grid size (∆x) is selected first to get at least 20 cells per wave-
length at the highest frequency of interest. Then (to minimize dispersion in the
FTDT grid [34]) the Courant Stability (S) is selected to be at the one-, two-
or three-dimensional limits given above. Finally, the optimum time-step for the
FDTD simulation is computed using equation (3.29).
3.2 FDTD Sources: The Total-Field/Scattered-Field Method
The introduction of electromagnetic waves to a FDTD grid is necessary for the
solution of many electromagnetic scattering problems. There are many methods
for the introduction of an electromagnetic wave into the FDTD grid [34]. Three
examples are:
1. Hard-sources of E and H fields in one- and two-dimensional grids.
2. J and M current sources for three dimensional grids.
3. The total-field/scattered-field (TFSF) formulation for plane-wave excita-
tion in one-, two- and three-dimensional grids.
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As the work done in this dissertation required the introduction of a plane-wave
into the FDTD grid, only the TFSF method will be discussed here.
The development of a plane-wave source introduction was discussed in the
original paper by Yee [21]. In this paper Yee inserted the incident wave as an ini-
tial condition at each E and H component location in the FDTD grid. However,
this original approach to plane-wave sourcing had two profound problems [34]:
1. The grid must be physically large to contain long-duration pulses or con-
tinuous sinusoids as sources. This wastes computer resources.
2. A wave sourced by this method will, at an oblique angle in a two- or three-
dimensional grid, undergo distortion of the wavefront as it drags against
the outer grid boundary.
The TFSF method is the result of work to eliminate the problems listed above
[36, 37, 38]. The TFSF method is based on the linearity of Maxwell’s equations.
It assumes that the physical total electric and magnetic fields (Etotal and Htotal)
can be written as:
Etotal = Einc + Escat (3.30)
Htotal = Hinc +Hscat (3.31)
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where Einc and Hinc are the values of the incident-wave field (i.e., the source
wave), which are assumed to be known at all points of the FDTD grid at all
time-steps. The incident fields are the fields that would exist in free-space if
there were no material (other than vacuum) in the FDTD grid. Escat and Hscat
are the values for the scattered-wave fields that result from any incident wave
interactions with the material in the FDTD grid.
It is worth stating, that the Yee formulation for updating the E and H fields
in the FDTD grid can be applied with equal validity to the incident field, the
scattered field, and the total field. Figure 3.3 shows a two-dimensional FDTD
grid broken into two regions. One region (Region 1) is the portion of the FDTD
grid where both the incident and scattered fields co-exist (i.e., the total-field
region). The other region (Region 2) is the portion of the FDTD grid where only
the scattered field is allowed to exist (i.e., the scattered-field region). Region 1
and Region 2 are separated by a non-physical boundary that serves to connect
the fields in the two regions, which is used to introduce the incident wave [34].
The edge of the simulation space (labeled “Lattice Truncation” in Figure 3.3) is
where the FDTD grid is terminated. The lattice termination is discussed in the
next section.
The TFSF formulation has many advantages that increase the computational
flexibility and dynamic range of the FDTD method as listed below [34].
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Figure 3.3: Showing a FDTD grid with a total field region and scattered field
region [34].
1. Arbitrary incident wave angles.
2. Straightforward to modify the FDTD update equations to allow for the
total-field and scattered-field regions.
3. Increased computational dynamic range of low levels of scattering.
4. Enhanced performance of absorbing boundary conditions (discussed in the
next section) for lattice truncations since the lower level scattered fields are
all that exist at the FDTD grid edges.
5. Far-Field scattering is easier to calculate from the scattered field region
since the total E and H fields have already been removed from the fields in
the FDTD grid.
It is easier to illustrate the TFSF method in two-dimensions. The TMz formu-
lation (i.e., perpendicular polarization) is arbitrarily chosen for the illustration of
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the TFSF methodology. For the TMz polarization, the FDTD update equations
reduce to (with no sources):
Ez|n+1/2i−1/2,j+1/2,k+1 =
Ca,Ex|i−1/2,j+1/2,k+1Ez|n−1/2i−1/2,j+1/2,k+1 + Cb,Ez |i−1/2,j+1/2,k+1 ·
(Hy|ni,j+1/2,k+1 −Hy|ni−1,j+1/2,k+1 +Hx|ni−1/2,j,k+1 −Hx|ni−1/2,j+1,k+1)(3.32)
Hx|n+1i−1/2,j+1,k+1 =
Da,Hx|i−1/2,j+1,k+1Hx|ni−1/2,j+1,k+1 +
Db,Hx|i−1/2,j+1,k+1 · (Ez|n+1/2i−1/2,j+1/2,k+1 − Ez|n+1/2i−1/2,j+3/2,k+1) (3.33)
Hy|n+1i,j+1/2,k+1 =
Da,Hy |i,j+1/2,k+1Hy|ni,j+1/2,k+1 +
Db,Hy |i,j+1/2,k+1 · (Ez|n+1/2i+1/2,j+1/2,k+1 − Ez|n+1/2i−1/2,j+1/2,k+1) (3.34)
Within a FDTD grid (as shown in Figure 3.3) the normal Yee algorithm
can be applied to both the total-field and scattered-field regions without any
problems. In fact, the Yee algorithm can be applied to the entire FDTD grid
with a TFSF boundary without a loss of accuracy. The only issue that exists
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Figure 3.4: The FDTD grid showing each field point and the TFSF boundary [39].
is the updating at the TFSF boundary (labeled “Connecting Surface and Plane
Wave Source” in Figure 3.3). For the E and H being updated right at the TFSF
boundary, the fields to one side of the boundary are the total-field and the the
fields to the other side of the boundary are the scattered-field. To resolve this
discontinuity, at the TFSF boundary, the source wave (i.e., the incident wave)
is either added or subtracted to the E and H fields to enforce the continuity of
power at this point.
A FDTD grid showing each field grid point, and the TFSF boundary is shown
in Figure 3.4 [39]. The circled E and H nodes are the nodes in the FDTD that
must be corrected to ensure continuity across the TFSF boundary. The correcting
equations for both the electric and magnetic field points are:
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E ′z|n+1i,jbot = Ez|n+1i,jbot +
∆t
0∆
Hx,inc|n+1/2i,jbot−1/2 Bottom TFSF boundary (3.35)
E ′z|n+1i,jtop = Ez|n+1i,jtop −
∆t
0∆
Hx,inc|n+1/2i,jtop+1/2 Top TFSF boundary (3.36)
E ′z|n+1ileft,j = Ez|n+1ileft,j −
∆t
0∆
Hy,inc|n+1/2ileft−1/2,j Left TFSF boundary (3.37)
E ′z|n+1iright,j = Ez|n+1iright,j +
∆t
0∆
Hy,inc|n+1/2iright+1/2,j Right TFSF boundary (3.38)
H ′x|n+1/2i,jbot−1/2 = Hx|
n+1/2
i,jbot−1/2 +
∆t
µ0∆
Ez,inc|ni,jbot Bottom TFSF boundary (3.39)
H ′x|n+1/2i,jtop+1/2 = Hx|
n+1/2
i,jtop+1/2
− ∆t
µ0∆
Ez,inc|ni,jtop Top TFSF boundary (3.40)
H ′y|n+1/2ileft−1/2,j = Hy|
n+1/2
ileft−1/2,j −
∆t
µ0∆
Ez,inc|nitop,j Left TFSF boundary (3.41)
H ′y|n+1/2iright+1/2,j = Hy|
n+1/2
iright+1/2,j
+
∆t
µ0∆
Ez,inc|niright,j Right TFSF boundary (3.42)
where Ez,inc, Hx,inc and Hy,inc are the assumed known incident plane wave with
values known for all time. The primed field quantities are the E or H field values
at the TFSF boundary after the TFSF correction is performed. This plane-
wave can be calculated by using either an auxiliary one-dimensional grid [34] or
by what is called the Analytic Field Propagation (AFP) method [39, 40]. The
auxiliary grid works well for plane waves that have a direction of propagation
that is parallel to one of the FDTD grid axes. The AFP method provides superior
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performance for plane-waves propagating at arbitrary angles to the FDTD grid
axes. Also, the AFP method is more applicable to half-plane interfaces (i.e.,
semi-infinite air/dielectric interfaces). Because of the increased accuracy of the
AFP method, as well as its applicability to planar interfaces, the AFP method
was selected for the plane-wave sourcing for the work in this dissertation.
3.2.1 Analytic Field Propagation Method
In any FDTD grid, a wave will travel slower than a wave in the analog world.
Moreover, the velocity at which a wave propagates in the FDTD grid changes
with frequency (i.e., it is dispersive) [41]. Therefore, any time-domain pulse
(which will have a significant amount of energy over a wide frequency range)
will be spread out by the dispersion of the FDTD grid. This problem makes the
implementation of a TFSF boundary for the sourcing of a plane-wave difficult.
The Analytic Field Propagation (AFP) method address this issue to create a
nearly perfect introduction of the plane-wave into the FDTD grid by [40]:
1. Solving the dispersion relation for the FDTD grid.
1
S2
sin2(
ω∆t
2
) = sin2(
kx∆
2
) + sin2(
ky∆
2
) + sin2(
kz∆
2
) (3.43)
where the kx,y,z are the wave numbers for the x, y and z directions. This
relationship can be efficiently solved using the Newton method of root
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finding.
2. Selecting a reference node for the introduction of a plane-wave into the
FDTD grid. This node is selected as the zero phase point for the propa-
gating plane wave.
3. Calculate the wave number in the FDTD grid (using the solved dispersion
relationship from step 1).
4. Calculate the magnitude and phase of the E and H field in the frequency-
domain for each grid point along the TFSF boundary using the wave num-
ber calculated in step 3.
5. Calculate the time-domain E and H fields (using an inverse Fast Fourier
Transform) for each grid point along the TFSF boundary.
6. Use the calculated time-domain E and H to correct for the fields along the
TFSF boundary.
The utility of this method allows the TFSF boundary corrections to be com-
puted a priori and stored in memory for use during the FDTD simulation. This
allows for the TFSF boundary corrections to be computed once, but used mul-
tiple times (i.e., as would be needed for a Monte-Carlo simulation of a rough
surface).
55
Also, the AFP method does not restrict the calculation to just a homogenous
media. It is easy to add a dielectric (or metal) interface to the calculation of
the magnitude and phase of the E and H field in the frequency-domain before
the inverse Fast Fourier Transform [39]. The only additional step required is to
calculate the frequency dependent reflection and transmission coefficients caused
by the dielectric (or metal) interface. The other media (i.e., a dielectric) need
not be simple. It can be lossy. For the TMz case outlined in this section,
the calculations for the wave numbers (kx,y), the reflection coefficient (Γ) and
transmission coefficient (T ) are given for a horizontal interface as [39]:
kx,air =
kratio2pi cos(φ)
Sair
(3.44)
ky,air =
kratio2pi sin(φ)
Sair
(3.45)
kx,dielectric = k˘x,air (3.46)
ky,dielectric = κ
′
y + jκ′′ (3.47)
where kratio is the solution to the dispersion equation (3.43). kratio is how much
to modify the wavenumber in air to account for the dispersion within the FDTD
grid. Sair is the Courant number for air, and κ
′
y and κ
′′
y are given by [42]
κ′y =
1
2
cos−1
[
UV√
8C ′
]
(3.48)
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κ′′y = −
1
2
cosh−1
[
U√
2
]
(3.49)
where
U =
(
M +
√
(M − 2C ′)(M + 2C ′)
)1/2
(3.50)
V = M −
√
(M − 2C ′)(M + 2C ′) (3.51)
M = 1 + C ′2 + C ′′2 (3.52)
C ′ = 1 + 2
[
sin2(κx)− µrr
S2c
sin2
(
ω∆t
2
)]
(3.53)
C ′′ = −µrr
S2c
Lσ sin(ω∆t) (3.54)
with S2c being the Courant number for the dielectric layer and Lσ being the loss
factor defined as σ∆t/(2).
With the wave number defined for each region taking into account the dis-
persion of the FDTD grid, the reflection and transmission coefficients can be
calculated as [42]:
Γtm =
µ2 sin(2κ1y)− µ1 sin(2κ2y)
µ2 sin(2κ1y) + µ1 sin(2κ2y)
(3.55)
Ttm =
2µ2 sin(2κ1y)
µ2 sin(2κ1y) + µ1 sin(2κ2y)
(3.56)
With the reflection and transmission coefficients determined for the FDTD
grid, including the dispersion of the grid, the frequency domain TFSF boundary
corrections can be calculated following [39]. The time-domain TFSF boundary
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corrections can be calculated from the frequency domain TFSF boundary cor-
rections using an inverse FFT (e.g., FFTw). This time-domain TFSF boundary
correction can now be used in the standard TFSF updating equations to source
a plane wave into a simulation space with a dielectric half-space interface.
The TFSF method outlined above does not yet address dispersive media, but
is an excellent starting point for simulating plane waves incident upon dispersive
media. This is because the method above works by calculating the wave number
on a frequency point by frequency point basis for the TFSF updating equations
based on a constant r and σ. For dispersive media, the permittivity is complex,
and changing with frequency. The imaginary part of the complex frequency
dependent permittivity can be written as a frequency dependent conductivity
using [20]
σ(f) = −2pif′′r(f)0, (3.57)
where σ is the conductivity, f is the frequency, ′′r is the imaginary part of the
complex permittivity, and 0 is the permittivity of free space. The frequency
dependent conductivity (along with the real part of the frequency dependent
r) calculated using (3.57) is then used in equations (3.47) - (3.54) to correctly
calculate the wave number of the dispersive media that is required for the TFSF
updating equations.
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3.3 Grid Truncation: The Perfectly Matched Layer
The basic FDTD simulation using the Yee grid has been outlined in a prior
section. Also discussed is how to source a plane-wave into the FDTD grid. Now,
the discussion turns to what happens when the FDTD grid is truncated when
the grid is entered into a computer.
When a FDTD space is simulated in a computer, the grid must have a finite
size as there is no computer with an infinite amount of memory. Because of
this, when doing the finite-differencing required by the FDTD grid the E field
along the outer FDTD grid cells will have zero magnitude. This is the equivalent
of putting the FDTD simulation in a perfectly conducting box. This boundary
condition will cause any wave that reaches the edge of the simulation space to
be reflected back towards the center of the FDTD grid. This is not always an
issue. For example, if a waveguide or coaxial cable are to be simulated, then this
default boundary condition would be accurate and valid. However, this becomes
a problem when scattering problems (i.e., radar cross section simulations) are
being calculated as the default FDTD boundary condition is not an open region.
Two methods to address this problem are [34]:
1. Make the FDTD simulation grid large enough so that the scattered waves
do not interact with the FDTD grid boundary. This is an inefficient way
to handle the problem as the area of interest would typically be a small
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Figure 3.5: The FDTD grid showing where the absorbing PML is located.
portion of the FDTD grid.
2. Determine how to absorb the outgoing wave so there are no reflections at
the boundary. This method is more efficient as the FDTD grid needs only to
be large enough to encompass the scatterer only (illustrated in Figure 3.5).
Of the two methods listed above, number 2 is most often used. The first
method to absorb the outgoing wave was developed in 1981 by Mur and was
called an Absorbing Boundary Condition (ABC) [37]. This first ABC worked
well for waves of normal incidence to the FDTD boundary, but not well for
oblique angles of incidence. This limited the usefulness of the original ABCs.
In 1994 Berenger [43] introduced a new type of ABC, called a Perfectly
Matched Layer (PML). In this pioneering work, Berenger derived a split-field
formulation of Maxwell’s equations where each vector field component is split
into two orthogonal components. This leads to a set of 12 coupled differential
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equations (instead of the six used for the Yee grid). Then, by selecting the ma-
terial parameters of the added PML layer (i.e. r, σ, µr, and σ
∗), an absorbing
layer was constructed that would allow a wave to be transmitted from the FDTD
grid to the PML grid without reflection. In the PML grid, the wave would at-
tenuate, reflect off of the PML truncation and attenuate further before being
introduced back into the main FDTD grid. The consequence of this attenuation
was to reduce the level of the FDTD grid truncation reflection by many orders of
magnitude; making the reflected wave negligible. The PML is the computational
equivalent to the walls in an anechoic chamber.
Since the introduction of the PML by Berenger in 1994 [43], several advances
have been made to improve upon the accuracy and usability of the PML. In
1995 Sacks [44] and in 1996 Gedney [45] introduced the uniaxial PML (UPML)
which combined the split fields of Berenger’s PML by creating a permittivity and
permeability tensor for the PML layers. With a uniaxial material for the PML,
the PML layer became physical since the fields no longer need to be split up.
However, the UPML can suffer from large reflection for highly evanescent waves
or from late-time, low-frequency, interactions [34].
Another advance in PML theory came in 2000 when Roden and Gedney
introduced the Convolutional PML (CPML) [46]. This paper introduced the
concept of a complex frequency-shifted (CFS) tensor to overcome the late-time
reflections. The CPML overcame the initial UPML issue of highly evanescent
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waves and late-time interactions. However, the CFS has also be applied to the
UPML, which eliminated the late-time reflection problem of the original UPML
work [34].
A survey of commercially available FDTD software reveals the UPML to be
the most common form of PML. Because of this, and the ease of implementing
the UPML with dispersive, inhomogeneous, and bi-axial material, it is selected
for this work [34].
3.3.1 Implementation of UPML in FDTD
To implement the UPML material in the FDTD grid, a new methodology for
updating the E and H must be used as the UPML layer is both dispersive and
anisotropic. This new methodology is called the auxiliary differential equation
(ADE) method [34]. Utilizing the complex frequency shifted (CFS) stretched-
coordinate form of implementing the PML, the time-dependent Ampere’s law
and Faraday’s law can be expressed in the frequency domain as [34]:

∂H˘z
∂H˘y
− ∂H˘y
∂H˘z
∂H˘x
∂H˘z
− ∂H˘z
∂H˘x
∂H˘y
∂H˘x
− ∂H˘x
∂H˘y
 = jω

sysz
sx
0 0
0 sxsz
sy
0
0 0 sxsy
sz


E˘x
E˘y
E˘z
 (3.58)
where E˘x, E˘y, E˘z, H˘x, H˘y, and H˘z are the frequency domain electric and magnetic
field components. For the derivation here the fields are in the frequency domain,
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therefore the E and H field components are labeled with a breve above them to
separate them from the time-domain field quantities. The terms sx, sy, and sz
are the coordinate stretching terms given by:
sx = κx,U +
σx,U
jω0
(3.59)
sy = κy,U +
σy,U
jω0
(3.60)
sz = κz,U +
σz,U
jω0
(3.61)
In equations (3.59)- (3.61) the term σx,U (or σy,U or σz,U) and κx,U (or κy,U
or κz,U) represent the loss of the PML layer and is graded based on [34]
σx,U(x) =
x
d
σx,max (3.62)
κx,U(x) = 1 + (κx,max − 1)
(x
d
)m
(3.63)
where x is the position in the PML and d is the thickness of the PML layer and
m=4 [34]. Also κx,max = 1 and σx,max is given by:
σx,max = −(m+ 1)ln[R(0)]
2ηd
(3.64)
where η is the free-space impedance, R(0) is the desired reflection error (typically
set to 1x10−7), and d is the thickness of the PML layer.
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Returning to equation (3.58) and substituting equations (3.59) - (3.61) in
would lead to a convolution between the coordinate stretching terms and the E-
field. As the convolution would be a very computationally intense operation, it is
more efficient to decouple the frequency dependent terms by defining the electric
flux density (D) in terms of the electric field intensity (E) and the coordinate
stretching terms using [45, 47]:
D˘x = 
sz
sx
E˘x (3.65)
D˘y = 
sx
sy
E˘y (3.66)
D˘y = 
sy
sz
E˘z (3.67)
Plugging in equations (3.65)- (3.67) into equation (3.58) gives

∂H˘z
∂H˘y
− ∂H˘y
∂H˘z
∂H˘x
∂H˘z
− ∂H˘z
∂H˘x
∂H˘y
∂H˘x
− ∂H˘x
∂H˘y
 = jω

sy 0 0
0 sz 0
0 0 sx


D˘x
D˘y
D˘z
 (3.68)
Substitute equation (3.59)- (3.61) into equation (3.68) and apply the inverse
Fourier transform using the identity jωf(ω)→ (∂/∂t)f(t). This gives
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
∂Hz
∂Hy
− ∂Hy
∂Hz
∂Hx
∂Hz
− ∂Hz
∂Hx
∂Hy
∂Hx
− ∂Hx
∂Hy
 =
∂
∂t

κy,U 0 0
0 κz,U 0
0 0 κx,U


Dx
Dy
Dz

+
1
0

σy,U 0 0
0 σz,U 0
0 0 σx,U


Dx
Dy
Dz
 (3.69)
Equation (3.69) can be discretized in the standard Yee lattice. The normal
leapfrogging described earlier in this chapter will work with the loss terms in
the PML layer averaged in time according to the semi-implicit scheme [34]. The
discrete expression for Dx (with similar equations for Dy and Dz) is:
Dx|n+1i+1/2,j,k =
C1|i+1/2,j,kDx|ni+1/2,j,k + C2|i+1/2,j,k ·(
Hz|n+1/2i+1/2,j+1/2,k −Hz|n+1/2i+1/2,j−1/2,k
∆y
−
Hy|n+1/2i+1/2,j,k+1/2 −Hy|n+1/2i+1/2,j,k−1/2
∆z
)
(3.70)
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with the updating coefficients C1 and C2 defined as [34]:
C1 =
20κy,U − σy,U∆t
20κy,U + σy,U∆t
(3.71)
C2 =
20∆t
20κy,U + σy,U∆t
(3.72)
Equations (3.71) and (3.72) are similar to Ca and Cb in equations (3.25)
and (3.26), except C1 and C2 are modified to allow for the loss of the UPML
layer.
Equation (3.70) is used to step theD field, but the E field is needed to update
the magnetic fields, so D must be converted to E by substituting (3.59) - (3.61)
into equations (3.65) - (3.67) to get:
(
κx,U +
σx,U
jω0
)
D˘x = 
(
κz,U +
σz,U
jω0
)
E˘x (3.73)
(
κy,U +
σy,U
jω0
)
D˘y = 
(
κx,U +
σx,U
jω0
)
E˘y (3.74)
(
κz,U +
σz,U
jω0
)
D˘z = 
(
κy,U +
σy,U
jω0
)
E˘z (3.75)
Equations (3.73) - (3.75) can be converted to the time-domain by multiplying
both sides by jω and taking the inverse Fourier transform to give [34]:
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∂∂t
(κx,UDx) +
σx,U
0
Dx = 
[
∂
∂t
(κz,UEx +
σz,U
0
Ex)
]
(3.76)
∂
∂t
(κy,UDy) +
σy,U
0
Dy = 
[
∂
∂t
(κx,UEy +
σx,U
0
Ey)
]
(3.77)
∂
∂t
(κz,UDz) +
σz,U
0
Dz = 
[
∂
∂t
(κy,UEz +
σy,U
0
Ez)
]
(3.78)
Equations (3.76) - (3.78) can be discretized using the standard Yee grid and
by time averaging the loss terms using the semi-implicit scheme. Doing this will
give the following equation for Ex (with similar for Ey and Ez) [34]:
Ex|n+1i+1/2,j,k = C3|i+1/2,j,kEx|ni+1/2,j,k + C4|i+1/2,j,k·[
C5|i+1/2,j,k ·Dx|n+1i+1/2,j,k − C6|i+1/2,j,k ·Dx|ni+1/2,j,k
]
(3.79)
where the updating coefficients C3 to C6 are given by
C3 =
20κz,U − σz,U∆t
20κz,U + σz,U∆t
(3.80)
C4 =
1
(20κz,U + σz,U∆t)
(3.81)
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C5 = 20κx,U + σx,U∆t (3.82)
C6 = 20κx,U − σx,U∆t (3.83)
So, to update E a two-step process is needed. First, update D according to
equation (3.70) and then update E according to equation (3.79).
A similar two-step procedure is needed for H in the grid. Starting with
Faraday’s Law in the stretched coordinate frequency domain form as [34]:

∂E˘z
∂E˘y
− ∂E˘y
∂E˘z
∂E˘x
∂E˘z
− ∂E˘z
∂E˘x
∂E˘y
∂E˘x
− ∂E˘x
∂E˘y
 = −jωµ

sysz
sx
0 0
0 sxsz
sy
0
0 0 sxsy
sz


H˘x
H˘y
H˘z
 (3.84)
where E˘x, E˘y, E˘z, H˘x, H˘y, and H˘z are the frequency domain electric and magnetic
field components with sx, sy, and sz given by equations (3.59) - (3.61).
To decouple the frequency dependent terms, define the constitutive relation-
ship between B and H as [34]
B˘x = 
sz
sx
H˘x (3.85)
B˘y = 
sx
sy
H˘y (3.86)
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B˘y = 
sy
sz
H˘z (3.87)
With this, an identical procedure used to derive the Dx and Ex equations can
be followed to give the updating equations for Bx and Hx [34]
Bx|n+3/2i,j+1/2,k+1/2 =
D1|i,j+1/2,k+1/2Bx|n+1/2i,j+1/2,k+1/2 +D2|i,j+1/2,k+1/2 ·(
Ez|n+1i,j+1,k+1/2 − Ez|n+1i,j,k+1/2
∆y
−
Ey|n+1i,j+1/2,k+1 − Ey|n+1i,j+1/2,k
∆z
)
(3.88)
Hx|n+3/2i,j+1/2,k+1/2 = D3|i,j+1/2,k+1/2Hx|n+1/2i,j+1/2,k+1/2 +D4|i,j+1/2,k+1/2·[
D5|i,j+1/2,k+1/2 ·Bx|n+3/2i,j+1/2,k+1/2 −D6|i,j+1/2,k+1/2 ·Bx|n+1/2i,j+1/2,k+1/2
]
(3.89)
where the terms D1 to D6 are the updating coefficients defined as
D1 =
20κy,U − σy,U∆t
20κy,U + σy,U∆t
(3.90)
D2 =
20∆t
20κy,U + σy,U∆t
(3.91)
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D3 =
20κz,U − σz,U∆t
20κz,U + σz,U∆t
(3.92)
D4 =
1
(20κz,U + σz,U∆t)µ
(3.93)
D5 = 20κx,U + σx,U∆t (3.94)
D6 = 20κx,U − σx,U∆t (3.95)
For the updating coefficients listed in equations (3.71) - (3.72) and (3.80)
- (3.83) and equations (3.90) - (3.95) set σx−z,U = 0 and set κx−z,U = 1 for the
main FDTD grid. In the UPML regions, vary σx−z,U as given by equation (3.62)
and vary κx−z,U as given by equation (3.63).
3.4 Near-to-Far-Field Transformation
FDTD simulations are inherently near field simulations. To get the far-field
scattering response (or antenna radiation pattern), either the FDTD grid must
be large enough that the scattered waves propagate far enough that the response
is far-field or equivalent surface currents (e.g., Huygen’s Principle [20]) can be
used to calculate the far-field radiation from the near-field FDTD simulation
data. The first method (the large FDTD grid) is not desirable since the large
grid will have a large computational load and the wave will suffer from numerical
artifacts in the FDTD grid [39]. The second method, called the Near-to-Far-
Field (NTFF) Transformation has a smaller computational load and will not
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suffer from the same numerical artifacts. These benefits make the equivalent
surface current method of the NTFF Transformation the preferred choice for
scattering simulations with the FDTD method [38].
It is easier to describe and illustrate the NTFF transformation in two di-
mensions, so the discussion below will be done for the two dimensional case of
a TMz FDTD simulation (i.e., only Ez, Hx and Hy field components, with the
frequency domain phasors represented as E˘z, H˘x and H˘y). Assume that an arbi-
trary scattering structure can be enclosed by an arbitrary contour, Ci having the
unit normal pointing outward (labeled nˆa in Figure 3.6). Next, assume that an
arbitrary contour exists at infinity, C∞, which is centered on the same coordinate
system as the Ci contour that has a normal directed outward nˆ∞ = rˆ. Finally,
assume that the two contours are connected with an infinitely thin “umbilical”
path to form a single closed, continuous path [34].
By Green’s theorem [48] applied to the scalar frequency-domain function of
E˘z(r) and G(r|r′):
∫
S
[
E˘z(r
′)
(∇2)G(r|r′)−G(r|r′) (∇2) E˘z(r′)]ds′
=
∮
C∞
[
E˘z(r
′)
∂G(r|r′)
∂r′
−G(r|r′)∂E˘z(r
′)
∂r′
]
dC ′
−
∮
Ci
[
E˘z(r
′)
∂G(r|r′)
∂n′a
−G(r|r′)∂E˘z(r
′)
∂n′a
]
dC ′ (3.96)
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Figure 3.6: Showing a FDTD grid with a total field region and scattered field
region.
where r is an observation point in the two-dimensional space, r′ is a source point
and dC ′ is a differential path element along the combined Ci and C∞ source
contours. The negative sign in the right side of equation (3.96) results from the
opposite orientations of nˆ∞ = rˆ and nˆa relative to S.
It can be shown that the C∞ goes to zero in the limit of r′ →∞ [34]. Further,
from the definition of the Green function for time-harmonic systems [34]:
(∇2)G(r|r′) = δ(r− r′)− k2G(r|r′) (3.97)
where δ is the Dirac delta function and k is the wavenumber. The Helmholtz
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wave equation gives [20]:
(∇2)′ E˘z(r′) = −k2E˘z(r′) (3.98)
Substituting equations (3.98) and (3.97) into the left side of equation (3.96)
gives: ∫
S
E˘z(r
′) · δ(r− r′)ds′ = E˘z(r) (3.99)
Therefore equation (3.96) reduces to:
E˘z(r) =
∮
Ci
[
G(r|r′)nˆ′a · ∇′E˘z(r′)− E˘z(r′) · ∇′G(r|r′)
]
(3.100)
In two dimensions, G(r|r′) is given by the Hankel function [34]:
G(r|r′) = 1
4
H
(2)
0 (k|r− r′|) (3.101)
Looking at Figure 3.7, which shows an observation point (P = r) which is
many wavelengths away (i.e., it is in the far-field) from the source contour of Ci.
For an observation point clearly in the far-field, the value k|r− r′| is very large.
In this case, it can be shown that the limiting expression for G(r|r′) is:
lim
k|r−r′|→∞
G(r|r′) = j
3/2
√
8pik
e−jk|r−r
′|
|r− r′|1/2 (3.102)
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Figure 3.7: Far-Field observation point relative to the near-field integration
boundary.
Applying the law of cosines to |r−r′|2, taking the square-root and expanding
the result in a one-term binomial expansion (assuming |r′|/|r|  1), it can be
shown that:
|r− r′| ∼= r − r′ cos(φ− φ′) (3.103)
and
|r− r′|1/2 ∼= r1/2 (3.104)
Substituting equations (3.103) and (3.104) into equation (3.102) gives the
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approximate answer to:
lim
k|r−r′|→∞
G(r|r′) = j
3/2
√
8pikr
e−jk[r−r
′ cos(φ−φ′)] =
j3/2√
8pikr
e−jkre+jkrˆ·r
′
(3.105)
which gives
lim
k|r−r′|→∞
∇′G(r|r′) = (jkrˆ) j
3/2
√
8pikr
e−jk[r−r
′ cos(φ−φ′)] (3.106)
Substituting equations (3.105) and )3.106) into equation (3.100) gives the
far-field electric field E˘z(r) as:
lim
k|r−r′|→∞
E˘z(r) =
ej3pi/4√
8pikr
e−jkr
∮
Ci
[
nˆ′a · ∇E˘z(r′)− jkE˘z(r′)nˆ′a · rˆ
]
e+jkrˆ·r
′
dC ′
(3.107)
For the two-dimensional case, the NTFF derivation can be completed by
starting with:
∇′E˘z(r′) = xˆ′∂E˘z
∂x′
+ yˆ′
∂E˘z
∂y′
(3.108)
Replacing the the partial derivatives with respect to x and y with the corre-
sponding magnetic fields in equation (3.108) gives:
∇′E˘z(r′) = xˆ′
(
−jωµ0H˘y
)
+ yˆ′
(
jωµ0H˘x
)
= jωµ0zˆ
′ × H˘(r′) (3.109)
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Dotting nˆ′a with equation (3.109) gives:
nˆ′a · ∇′E˘z(r′) = jωµ0nˆ′a ·
[
zˆ′ × H˘(r′)
]
= −jωµ0zˆ′ ·
[
nˆ′a × H˘(r′)
]
(3.110)
Using a vector identity equation (3.110) can be written as [34]:
E˘z(r
′)nˆ′a · rˆ =
(
zˆ×
[
nˆ′a × E˘z(r′)
])
· rˆ = nˆ′a (zˆ · E˘)︸ ︷︷ ︸
E˘z
·ˆr− E˘(zˆ · nˆ′a)︸ ︷︷ ︸
=0here
·ˆr (3.111)
Using equations (3.110) and (3.111) in equation (3.107) gives the NTFF trans-
formation in standard form as [34]
lim
k|r−r′|→∞
E˘z(r) =
e−jkr√
r︸ ︷︷ ︸
PhaseTerm
ej(pi/4)√
8pik
∮
Ci
[
ωµ0zˆ
′ · J˘eq(r′)− kzˆ′ × M˘eq(r′) · rˆ
]
e+jkrˆ·rdC ′
(3.112)
where J˘eq(r
′) = nˆa × H˘ and M˘eq(r′) = −nˆa × E˘ and are called the phasor
equivalent electric and magnetic currents observed at Ci. Equation (3.112) can
be solved with a numerical technique such as Simpson’s rule or the trapezoidal
rule. The magnitude of equation (3.112) can be written as:
F (φ) =
ej(pi/4)√
8pik
∮
Ci
[
ωµ0zˆ
′ · J˘eq(r′)− kzˆ′ × M˘eq(r′) · rˆ
]
e+jkrˆ·rdC ′ (3.113)
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and this can be used to calculated the bistatic radar cross section (RCS) as [20]:
RCS(φ) = 2pi
|F (φ)|2
|E˘inc|2
(3.114)
having the dimension of meters. In equation (3.114) E˘inc is the incident electric
field.
Ci is a virtual surface that is the locus points of space where the E and H
field data are being compiled and integrated. Since Ci can have an arbitrary
shape, the shape can be assigned to lie along a rectangle in the scattered-field
zone of a FDTD grid. Figure 3.8 shows a FDTD grid with the contour Ci aligned
with the Ez grid points. The H components are staggered one-half a grid cell to
either side of the contour Ci. To address this issue with the offset H fields, the
geometric mean of the H fields on either side of the contour Ci is used as detailed
in [49]. Because of the square-root being performed on the complex value, care
must be taken when selected the root to ensure the correct phase angle is used
for the NTFF transformation.
For a one-dimensional rough surface (as shown in Figure 3.9) the bistatic
cross section is therefore given as [50]:
σ(θs, θi) = 2pi
|Escat|2
|Einc|2L (3.115)
where θs is the angle of observation measured from the vertical, θi is the incident
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Figure 3.8: Integration contour, Ci showing the H field offset from the contour
Ci.
Figure 3.9: Integration contour for a one-dimensional rough surface.
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angle measured from the vertical, Escat is the scattered E-field (obtained using
Equation (3.113)), Einc is the incident E-field and L is the length of the rough
surface. It is worth noticing, the integration boundary for a one-dimensional
rough surface is reduced to a single line as shown in Figure 3.9.
For such a one-dimensional rough surface simulation, the rough surface must
be contained in the total-field region and the interface must be smooth in the
scattered field region (as drawn in Figure 3.9). Also, to avoid spurious reflections
at the TFSF interface, the rough surface cannot suddenly start. It must be slowly
tapered (using a Gaussian profile) up to the normal rough surface height [50].
The FDTD simulations give the E and H fields in the time-domain, but the
NTFF transformation in this section requires frequency domain data. To get the
frequency-domain data from the time-domain data along the integration contour
Ci a discrete Fourier Transform (DFT) can be run concurrently with the FDTD
simulation as detailed in [34].
3.5 Dispersive Media
As mentioned in the introduction, the quantum signature of the explosives will
be modeled as a dispersive media. Until now, the simulations discussed in this
dissertation has been for non-dispersive materials. The two main methods for
simulating dispersive media in the FDTD grid are:
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1. The piecewise-linear recursive convolution (PLRC) method introduced by
Luebbers et. al [51, 52, 53].
2. The Auxiliary differential equation (ADE) method introduced by Kashiwa
et. al. in 1990 [54] and Joseph et. al in 1991 [55]. This ADE method was
made computationally efficient by Okoniewski et. al. [56] and reduced the
amount of computational time required by the ADE method.
Because of the computational efficiency of the ADE method over the PLRC
method, and because the UPML also used the ADE for updating the fields, the
ADE method is selected for the work in this dissertation.
The ADE method models dispersive media in the FDTD grid by a set of
auxiliary differential equations linking the polarization and the electric flux den-
sity [54, 55]. These equations are stepped in time with the E and H fields in the
FDTD grid.
3.5.1 Lorentz Media
There are three common models for dispersive material [20, 34]:
1. The Debye relaxation.
2. The Lorentzian resonance.
3. The Drude model of metals.
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Table 3.1: Lorentz model parameters for C-4 [10].
Pole ∞ ωp (rad/sec) fp (THz) ∆p 2δp (THz)
0 2.85 - - - -
1 - 5.07× 1012 0.808 0.263 1.376
2 - 6.70× 1012 1.064 0.014 0.679
3 - 8.52× 1012 1.356 0.034 1.188
4 - 9.61× 1012 1.532 0.032 1.621
5 - 1.24× 1013 1.980 0.050 2.036
6 - 1.41× 1013 2.244 0.019 2.055
The Lorentz model is used for modeling the dispersive dielectric constant
of explosives in the terahertz frequency band as shown in [10] as it accurately
captures the resonant molecular vibrations responsible for the changing dielectric
constant. The Lorentz model is presented here [20, 34].
(ω) = ∞ +
P∑
p=1
∆pω
2
p
ω2p + 2jωδp − ω2
(3.116)
where ∞ is the relative dielectric constant at infinite frequency, ωp is the fre-
quency of the pole, ∆p is the change in the relative permittivity due to the p’th
pole pair and δp is the damping coefficient of the pole. An example frequency
dependent dielectric constant of C-4 is detailed in Table 3.1 and displayed in
Figure 3.10 [10].
The location of the Lorentz poles listed in Table 3.1 will be different than the
locations of the absorption peaks in Table 2.3. In order to get the absorption
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Figure 3.10: The complex frequency dependent dielectric constant of C-4. The
left axis is the real part and the right axis is the imaginary part.
peaks in the location listed in Table 2.3, the Lorentz poles need to be located at
the point on the curve were the slope is most rapidly changing (i.e. where the
magnitude of the derivative is maximized). Since the magnitude of the derivative
of any curve is not a maximum at a peak, the Lorentz poles will not be in the
same location as the absorption peaks, but at a slightly higher frequency.
3.5.2 Modify the FDTD update equations for the Lorentz Model.
For a multipole Lorentz media, Ampere’s law in the time domain is given by [34]
∇×H = 0∞∂E
∂t
+ σE+
P∑
p=1
Jp (3.117)
Using equation (3.116) to represent the frequency dependent permittivity of
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the media, a frequency dependent phasor polarization current for each pole is
given by [34]
J˘p = o∆
2
pω
2
p
(
jω
ω2p + 2jωδp − ω2
)
E˘ (3.118)
which can be rearranged and converted to the time-domain using the Fourier
transform into
ω2pJp + 2δp
∂Jp
∂t
+
∂2Jp
∂t2
= 0∆pω
2
p
∂E
∂t
(3.119)
Equation (3.119) can be written in the same finite-difference manner as the
E and H fields to allow for simultaneous updating for the polarization current
(Jp) using [34]
Jn+1p = αpJ
n
p + ξpJ
n−1
p +
γp
2∆t
(En+1 − En−1) (3.120)
where αp, ξp and γp are given by:
αp =
2− ω2p(∆t)2
1 + δp∆t
(3.121)
ξp =
δp∆t− 1
δp∆t+ 1
(3.122)
γp =
0∆pω
2
p(∆t)
2
1 + δp∆t
(3.123)
To update Ampere’s law as given by equation (3.117) in the FDTD grid,
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equation (3.120) must be found at the n + 1/2 time step, which can be found
using the semi-implicit scheme as:
Jn+1/2p =
1
2
(
Jnp + J
n+1
p
)
=
1
2
[
(1 + αp)J
n
p + ξpJ
n−1
p +
γp
2∆t
(En+1 − En−1)
]
(3.124)
Using Equation (3.124) in Equation (3.117) and writing Ampere’s law in the
finite-difference form gives:
∇×Hn+1/2 = 0∞
(
En+1 − En
∆t
)
+ σ
(
En+1 − En
∆t
)
1
2
P∑
p=1
[
(1 + αp)J
n
p + ξpJ
n−1
p +
γp
2∆t
(En+1 − En−1)
]
(3.125)
which can be rearranged for the FDTD E field updating as:
En+1 = C1dE
n−1 + C2dEn + C3d ·(
∇×Hn+1/2 − 1
2
P∑
p=1
[
(1 + αp)J
n
p + ξpJ
n−1
p
])
(3.126)
where ∇×Hn+1/2 is the standard H finite differences as listed in equations (3.19)
- (3.21) and:
C1d =
1
2
P∑
p=1
γp
20∞ + 12
P∑
p=1
γp + σ∆t
(3.127)
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C2d =
20∞ − σ∆t
20∞ + 12
P∑
p=1
γp + σ∆t
(3.128)
C3d =
2∆t
20∞ + 12
P∑
p=1
γp + σ∆t
(3.129)
Note, equation (3.127) reduces to zero for a non-dispersive media. Equa-
tion (3.128) reduces to Ca for non-dispersive media. Equation (3.129) reduces to
Cb for non-dispersive media.
To use equation (3.120) and equations )3.126) - (3.129) in the FDTD updating
scheme, start with the assumed known (i.e., stored in computer memory) values
for En−1, En, Jn−1p , J
n
p and H
n+1/2 and find the new En+1 using equation (3.126).
Next find the new Jn+1p using equation (3.120) and the newly computed E
n+1.
Finally, find the updated Hn+3/2 from the newly computed En+1 in the usual
manner from the Yee algorithm as detailed in equations (3.22) - (3.24), and the
updating cycle begins again [34].
To update the grid for the dispersive media using a UPML, the E-update
equation given in equation )3.79) must have the update coefficient C4 modified
from that shown in equation (3.81) to that shown below (notice the removal of
the  in the denominator) [57].
C ′4 =
1
(20κz + σz∆t)
(3.130)
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Once equation (3.79) is modified to use the C ′4 update coefficient given in
equation (3.130) the output is no longer the electric field intensity E, but still
the electric flux density D. To finally calculate the correct E field use [57]
Ex|n+1i+1/2,j,k =
Dx|n+1i+1/2,j,k − 0
P∑
p=1
Jxp|n+1i+1/2,j,k
0∞
(3.131)
3.6 Validation of FDTD Calculation
With the FDTD simulator described in the prior sections, one may ask how
accurate is the FDTD method? The accuracy is ultimately dependent on the
user. The more cells per wavelength that is selected for the FDTD simulation,
the more accuracy the simulator will have. This is especially true for short
duration time-domain pulses with a lot of frequency content. Unfortunately, the
more cells per wavelength that are selected, the larger the matrix is for the E
and H fields, thus requiring more memory and more simulation time.
A common technique is to use 40 cells per wavelength at the center of the
frequency band and use the data to nominally two times this frequency, since
error increases beyond this. Using this type of discretization, the FDTD rou-
tine written for this dissertation is tested below. The following test cases are
presented:
1. The basic FDTD simulation routine.
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2. Sourcing plane waves into the FDTD grid against a dielectric half-space
using the AFP method.
3. Implementation of the UPML.
4. Implementation of the NTFF transform.
5. Implementation of the Lorentz model for dispersive media
3.6.1 The Basic FDTD Simulation Routine
The basic FDTD simulation routine is simple to implement in programming
languages such as Fortran, C and MATLAB. A sample of the TMz polarized
wave is presented here (i.e., only Ez, Hx and Hy field components), although the
TEz polarization is just as easy to implement.
The wave is introduced in the FDTD space by means of a simple hard
source [34]. A hard source is defined as forcing the E-field (or H-field) to be
the same value as the input pulse shape at a specific time. The simulation shown
does not include any PML, therefore, the outgoing wave will be reflected back
into the FDTD simulation space. For this example, a ricker wavelet centered at
3 THz is used, and the FDTD grid is discretized at 40 cells per wavelength at 3
THz. A ricker wavelet is selected since it is symmetric about the y-axis in the
frequency domain and has no DC content. The ricker wavelet is plotted in Figure
3.11. Figure 3.12 shows the ricker wavelet being introduced into the center of
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Figure 3.11: Time-domain representation of a ricker wavelet centered at 3 THz.
Inset is the frequency content of the ricker wavelet.
the FDTD grid by using a hard source, propagating through the FDTD grid,
interacting with the edge of the FDTD grid as it reflects off of the edge of the
simulation space, and propagating back towards the center after reflecting off of
the FDTD grid boundary.
3.6.2 AFP Implementation of the TFSF Method
The sourcing of a plane wave is done by using the AFP implementation of the
TFSF method as discussed in section 3.2.1. The AFP method is coded and proven
in this section for a TMz polarized wave [39]. This simulation will not have any
scatterers in the total-field region and does not include any PML, therefore any
wave that leaks into the scattered field region will persist. The source plane wave
is a ricker wavelet centered at 3 THz. The simulation space is discretized with 40
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Figure 3.12: Ricker wavelet being introduced into, and propagating through, the
FDTD grid using a hard source.
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cells per wavelength at 3 THz. The bottom half of the plotted simulation space
is air (r = 1) and the top half is plastic (r = 4). The wave is incident at an
angle of 60◦ measured from the normal.
Figure 3.11 shows the time-domain and frequency-domain response of a ricker
wavelet centered at 3 THz. Figure 3.13 shows the plane-wave beginning to enter
the FDTD grid at the TFSF boundary, the plane-wave interacting with the di-
electric interface, and the incident, reflected and transmitted waves in the FDTD
grid. Since the AFP method defines the incident and reflected wave, and there
as there are no scatterers in the grid, there are no fields in the scattered field
region. Also Figure 3.13 shows the plane-wave leaving the FDTD grid at the
TFSF boundary. The transmitted wave is moving slower in the plastic, therefore
it stays in the FDTD grid longer than the incident wave. In Figure 3.13 the
waves are moving from the left side to the right side.
Also shown in Figure 3.13 is an “X” in the upper right corner. This point
was sampled over all time of the FDTD simulation to measure the amount of
energy that leaks through the TFSF boundary. Ideally, this number should be
zero, however, because of numerical uncertainty, there will be a finite amount
of energy that leaks across the boundary. Schneider reported a performance of
1× 10−10 in [40] for an AFP implementation of the TFSF method for free-space
only. Figure 3.14 shows leakage less than 1×10−9, which is of similar performance.
The slightly reduced performance is probably due to the calculations for the
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Figure 3.13: The plane-wave as it moves through the FDTD grid. The top
material is plasitc r = 4 and the bottom material is air r = 1.
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Figure 3.14: Amount of leaked fields at “X” in Figure 3.13
dielectric interface. The fields were measured for enough time that the plane
wave would propagate through the FDTD grid and leave the grid at this upper
right corner.
3.6.3 Implementation of UPML
The PML selected for this work is the UPML. It was selected for the ease of im-
plementation in homogeneous and inhomogeneous materials (including dispersive
materials), the reduced computational burden and the improved accuracy when
compared to the split field PML. The identical simulation run in the subsection
“The Basic FDTD Simulation Routine”, which is for a TMz polarization with a
ricker wavelet centered at 3 THz is hard sourced into the FDTD grid discretized
at 40 cells per wavelength at 3 THz. The UPML is made 10 cells thick to reduce
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spurious reflections.
Figure 3.15 shows the ricker wavelet just entering the FDTD grid, propagating
through the FDTD grid, and beginning to interact with the PML layers. Notice
that the wave appears to leave the FDTD grid with no reflection. Figure 3.15
shows the ricker wavelet as it almost finishes leaving the FDTD grid. Notice
there are no visible reflections. Finally, the ricker wavelet will appear to leave
the grid with minimal reflections.
Figure 3.16 shows the magnitude of the electric field at one grid point centered
along the UMPL interface. The wave is already beginning to attenuate. While
not visible on this scale, there is a small reflection which is ≈ 85dB below the
incident wave. Figure 3.17 shows the same FDTD cell sampled, but without a
UMPL interface. In this cell, the incident wave has not begun to attenuate (as
there is no UPML) and there are also multiple reflections shown as the wave
reflects from the edge of the FDTD grid.
3.6.4 Implementation of the NTFF transform
To test the NTFF transformation, a series of rough metal surfaces were simulated
of varying rms heights and correlation lengths as outlined by Tsang [32]. For
these simulations, Table 3.2 shows the rough surface statistics used to generate
100 rough surfaces for the Monte-Carlo simulations. Figures 3.18 - 3.20 show
the results of the FDTD simulation vs. the results published by Tsang [32] for
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Figure 3.15: Ricker wavelet propagating through the FDTD grid with a UPML.
The wave leaves the grid with minimal reflection.
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Figure 3.16: E-field over all time of the FDTD simulation sampled at“X” in
Figure 3.15 on the PML interface.
Figure 3.17: E-field over all time of the FDTD simulation sampled at“X” in
Figure 3.15 with no PML interface.
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Table 3.2: Rough Surfaces simulated for NTFF validation. Note, λ is for free-
space.
Simulation Surface Length rms height correlation length
1 25.6λ 0.05λ 0.2λ
2 25.6λ 0.05λ 0.35λ
3 25.6λ 0.2λ 1.5λ
Figure 3.18: Bistatic scattering for a rough metal surface with rms height=0.05λ
and a correlation length=0.2λ. λ is for free space.
the various simulations. The lengths, rms heights and correlation lengths are
given in terms of the free-space wavelength.
3.6.5 Implementation of the Lorentz model for dispersive media
To prove the implementation of the dispersive media, the C-4 Lorentz model
given in Table 3.1 is entered into the FDTD simulator. The incident plane wave
as a ricker wavelet centered at 1.5 THz with the FDTD grid discretized at 40
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Figure 3.19: Bistatic scattering for a rough metal surface with rms height=0.05λ
and a correlation length=0.35λ. λ is for free space.
Figure 3.20: Bistatic scattering for a rough metal surface with rms height=0.2λ
and a correlation length=1.5λ. λ is for free space.
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Figure 3.21: The extracted real part of the permittivity vs. the modeled real
part of the permittivity.
cells per free-space wavelength at 1.5 THz (e.g. 5µm grid size). The real and
imaginary parts of the relative permittivity is then extracted from the FDTD
simulation with a plane wave at normal incidence. The results of the modeled
C-4 permittivity and the extracted permittivity is given in Figure 3.21.
Figure 3.22 show the percent difference between the modeled permittivity and
the extracted permittivity. For increased accuracy, more cells per wavelength
could be selected at the cost of increased computational load.
3.7 Conclusion
In this chapter the FDTD method was introduced. Several techniques were dis-
cussed for the introduction of plane waves, the reduction of spurious reflections,
the calculation of far-field responses from the near-field simulations and the im-
plementation of dispersive media. All of these techniques were tested and shown
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Figure 3.22: Percent difference in the extracted vs. modeled real part of C-4
permittivity.
to be accurate.
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Chapter 4
Terahertz Measurements
An FDTD simulator has been created and tested for validity. To gain confi-
dence in its accuracy, a comparison of the proposed modeling methodologies
to measured data is needed. This chapter will present data measured with THz
measurement systems. It will also compare FDTD model results to the measured
data to validate the models used for this work.
4.1 Terahertz Transmission Measurement and Model Results
This section explores the granular scattering in a pure sample of compressed
polyethylene (PE) powder as measured in the transmission mode in the Labo-
ratory for Nonlinear Optical Studies of Macromolecular Photonic Materials at
the University of Maryland, Baltimore Country (UMBC). Two samples were
prepared from two lots of photometric grade PE powder. One lot contained
PE grains of approximately 20µm in radius (called Small Grain Polyethylene,
or SGPE) and the other lot contained grains of approximately 60µm in radius
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Figure 4.1: Picture of small grain polyethylene (SGPE) on the left and large grain
polyethylene (LGPE) on the right from the UMBC THz transmission experiment.
(called Large Grain Polyethylene, or LGPE). Each sample contained 25 to 60
mg of PE powder compressed into discs of thickness 772 µm (for the SGPE)
or 1.821 mm (for the LGPE) using a hand press at approximately 16,000 psi.
These results were previously reported using the QCA model in [35]. Pictures
of the small grain polyethylene and the large grain polyethylene are shown in
Figure 4.1.
The terahertz time-domain spectroscopy of transmission through the PE pel-
lets were conducted at UMBC using the set-up shown in Figure 4.2. This spec-
trometer performed optical rectification of femtosecond, infrared laser pulses by
an electrooptic polymer material to produce short pulses of energy ranging from
0.5 THz to 8 THz [58, 59].
To model the two samples with the FDTD method, the simulation space was
filled with a slab of PE (r=2.1316) with a thickness of 772 µm (for the SGPE)
or 1.821 mm (for the LGPE). To represent the granular nature of the PE pellets,
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Figure 4.2: Experimental set-up for THz spectroscopy at UMBC.
the slab was filled with spherical air voids at a fractional volume (fv) of 20%. A
dense packing of the PE grains was assumed, thus equation (4.1) can be used to
calculate the size of the spherical air voids [35].
rv =
[
1√
2pi
− 1
6
] 1
3
r (4.1)
Utilizing equation (4.1) for the SGPE (with a radius of 20 µm) gives a radius
of the air voids as 8 µm. Utilizing equation (4.1) for the LGPE (with a radius of
60 µm) gives a radius of the air voids as 24 µm. Since the air voids will appear
in random locations through the slab, a Monte Carlo simulation with 50 samples
was run for the SGPE and LGPE samples. For each simulation the scatterers
were automatically entered in the FDTD model and care was taken to ensure no
scatterers over-lapped, and that sphere centers were not repeated. The number
of scatterers was calculated using
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Figure 4.3: FDTD model space for the UMBC scattering simulations. Transmit-
ted field shows coherent (solid line) and incoherent (dashed line) fields.
NScat =
d · b · fv
pir2v
, (4.2)
where NScat is the number of scatterers, d is the sample thickness, h is the height
of the simulation space, fv is the fractional volume of the scatterers, and rv is
the radius of the scatterers. The height of the simulation space, h, was taken to
be 100 times the thickness of the slab, d as shown in Figure 4.3.
The measurement and simulation results were taken at zero degrees (i.e.,
normal to the surface). Figure 4.4 shows the measured results with the average
of the 50 far-field FDTD Monte Carlo simulations. The references curve shown is
the spectral response of the UMBC measurement equipment without any sample.
The average FDTD simulation results were multiplied by the reference signal to
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Figure 4.4: Measured (dashed line) vs. modeled (dashed line with circles) re-
sponse of transmission spectroscopy through PE sample. LGPE data truncated
when the measured data reaches the noise floor. The reference curve is shown in
blue and the samples are shown in red.
compare the simulations directly to the measured results. While the FDTD curve
does not exactly match the measured data, it does predict the different frequency
roll-off from the two different mixtures and is within a few dB of the measured
data.
4.2 Terahertz Reflection Measurements and Model Results
This section explores rough surface scattering with measurements of terahertz
reflection spectra from various grit sandpaper samples which were sputter coated
with gold. Sandpaper was selected because it has a controlled surface roughness.
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Figure 4.5: Optical picture of gold-coated sandpaper. P80 is the 80 grit sandpa-
per and P36 is the 36 grit sandpaper.
Table 4.1: Values of RMS height (hrms) and correlation length (LC) used in the
scattering calculations for the sandpaper samples [60].
Grit Value RMS height, hrms (µm) Correlation length, LC (µm)
36 191 315
80 55 151
120 21 161
The gold coated surface is assumed to be perfectly reflecting, therefore the scat-
tering results are assumed to be due to the rough surface only. Figure 4.5 shows a
picture of some of the measured surfaces. The sandpaper surfaces were assumed
to be Gaussian with surface statistics for the sandpaper listed in Table 4.1 [60].
The data measured was taken using a Picometrix T-Ray 4000 Time-Domain
THz measurement system at the Northwest Electromagnetics and Acoustics Re-
search Laboratory (NEAR-Lab) at Portland State University (PSU). The T-Ray
4000 THz measurement system was set to have a beam width of 2 cm. The beam
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Figure 4.6: Schematic illustration of measurement setup.
was TM polarized, and was weakly cross-polarized ( 20dB isolation). No wire-
grid polarizers were used to obtain the polarization used for the measurements.
The detectors for the THz system were set to sample the specular scattering
from the sandpaper sample, and data was collected using a 100 Hz scan rate.
The angle of the incident THz beam was approximately 37◦ measured from the
normal. This is illustrated in Figure 4.6.
The effects of the rough surface on the scattered response is monitored by
observing the decrease in the coherent scattered intensity. The 36 and 80 grit
sandpaper samples (with roughness profiles listed in Table 4.1) were measured for
a single spot with the T-Ray 4000 set to report data after 5 minutes of averaging
to increase SNR. This data is then reported in Figure 4.7, which is normalized
so the lowest frequency point is at 0 dB. The reported response was normalized
by a reference to remove the pulse and instrument spectrum, where the reference
was obtained by replacing the sample with a smooth, flat, gold mirror.
To obtain FDTD results, 50 rough surfaces from Table 4.1 were entered into
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Figure 4.7: Coherent reflected power, relative to a perfectly reflecting surface,
for the 36 and 80 grit sandpaper. The measure data is shown without symbols.
Monte Carlo FDTD and KA results are lines with symbols.
the FDTD grid for a Monte Carlo analysis. The near-field results were then
translated to the far-field. To match with the experimental data, the numerically
computed data was normalized by a numerically generated reference as well. The
FDTD reference signal was generated by simulating a wave against a perfectly
smooth surface (to simulate the reference from the measured data).
Results in Figure 4.7 show the measured data for single spot from the 36 and
80 grit sandpaper with FDTD calculations and predictions from the Kirchhoff
Approximation (KA). The FDTD and KA data presented in Figure 4.7 is the
mean value (i.e. average) of 50 surfaces. The KA is only valid when the surface
slopes are small compared to a wavelength, and thus are truncated when the
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KA is no longer valid for the surface. There are differences on the order of 2
dB between the modeled and measured data up to 0.8 THz. Beyond 0.8 THz,
the variation between the measured 36 grit sample and the FDTD data is ex-
plained by the sample to sample variation in the FDTD model. Since the FDTD
calculations and KA predictions are for a 1D surface (2D scattering model), the
out-of-plane scattering is neglected and this may account for some of the ob-
served difference between the measured and modeled response. It is interesting
to note that the measured data is quite close to the mean value, whereas it re-
quires averaging over a number of realizations for the FDTD model. This is due
to the additional equivalent averaging inherently present in a 3D measurement
(because of the finite width dimension of the sample) relative to a 2D model, and
is consistent with results reported previously [61, 62].
Figure 4.8 shows the difference in specular return for the three grits of sand-
paper listed in Table 4.1 computed using the FDTD model. This figure illustrates
the reduced variation from sample to sample as the surfaces become smoother.
Therefore, smoother surfaces will require fewer surface realizations to converge
to the mean field response.
4.3 Conclusion
This chapter presented measured and modeled data of a transmission measure-
ment through a polyethylene sample. It also presented measured and modeled
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Figure 4.8: Power relative to a perfectly reflecting surface for 36, 80, and 120
grit sandpaper. The mean for each sample is shown in black.
data of rough surface specular reflection. The models were within a few dB of the
measured data, validating the granular scattering and rough surface scattering
simulation models. The following chapters will use these validated models to ex-
plore the effect of rough surface and granular scattering on the spectral signature
of the common explosive Composition-4 (C-4).
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Chapter 5
Effect of Random Media Interface on Composition-4 Spectral
Signature
The rough surface scattering is expected to play a dominant role in the electro-
magnetic scattering from the explosives because of the larger dielectric contrast
between air the the explosive compared to the dielectric contrast between the
filler and the explosive grains. Because of this, the rough surface scattering is
studied first. In this chapter, the effect that only the random media interface
has on the extracted spectral signature of an explosive material is explored using
a FDTD model. The spectral signature of the material will be extracted from
the derivative of the reflected power with respect to frequency. However, the
reflected power may have some frequency dependence due to the rough surface
scattering as well. A filtering methodology will be presented to reduce the con-
tribution of the frequency dependent scattering to allow for the extraction of the
material spectral signature. Also, the effect of limited measurement samples on
the extracted signature will also be investigated with a lower limit on samples
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needed for reliable detection. The impact of noise and angle of incidence will
also be explored.
5.1 Monitoring Spectral Peaks
The quantum spectral signature of explosives is modeled as a dispersive material
(i.e., a material which the dielectric constant varies with frequency). To deter-
mine the location of the poles in the Lorentz model (which are used to model
the absorption and dispersion signature of the material), the derivative of the
reflected power will be employed [63]. The Lorentz parameters from Table 3.1
are entered into the FDTD simulator, and a plane wave (at normal incidence)
strikes the surface of the dispersive explosive Composition-4 (C-4) which is made
predominately of RDX. The amount of reflected power is shown in Figure 5.1 and
the derivative of the reflected power is presented in Figure 5.2. Also presented in
these figures is the theoretical calculation from the Fresnel reflection coefficients.
The purpose of this is to show that the derivative of the reflected power will show
the correct location of the Lorentz poles. The location of these poles will be used
to study the impact a rough surface may have on the spectral signature of the
explosive C-4. As stated in Chapter 3, the Lorentz poles found from taking the
derivative of the reflected power will be at a slightly higher frequency than the
absorption peaks.
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Figure 5.1: Comparison of the reflected power between FDTD results and calcu-
lated results for a wave of normal incidence.
Figure 5.2: Comparison of the derivative of the reflected power between FDTD
results and calculated results for a wave of normal incidence. The location of the
peaks is the same as that listed in Table 3.1.
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Figure 5.3: Schematic representation of rough surface simulations.
5.2 Impact of Rough Surface on Composition-4 Spectral Signature
To study the effect of a rough surface on the spectral signature of the C-4, a
FDTD simulation is computed assuming a rough surface for the C-4 material
interface with statistics of either 36 grit or 80 grit sandpaper (as reported in
Table 5.1) [60]. The angle of incidence (measured from the normal) is -37◦ for
both roughness profiles. Fifty different 2 cm long surfaces (discretized at 40 cells
per wavelength at 1.5 THz) for each simulation case is run for the Monte Carlo
analysis. A monostatic (i.e., transmitter and receiver are co-located resulting in
a detection angle of -37◦) detection regime is assumed for this simulation to more
closely match a possible real-world application where it is often not possible to
place a receiver in the specular direction to maximize received power. This is
illustrated in Figure 5.3.
Figure 5.4 shows an example of the FDTD simulated RCS (also called the
Bistatic Scattering Coefficient) of C-4 with a surface roughness of 36 and 80 grit
sandpaper at 0.5 THz. The specular peak has totally disappeared for the 36
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Table 5.1: Values of RMS height (hrms) and correlation length (LC) used in the
scattering calculations for the sandpaper samples [60].
Grit Value RMS height, hrms (µm) Correlation length, LC (µm)
36 191 315
80 55 151
Figure 5.4: Representative RCS at 0.5 THz of homogeneous C-4 with a surface
roughness of 36 and 80 grit sandpaper. Angle of incident plane wave is -37◦
measured from the surface normal. Fifty surfaces are averaged.
grit surface because the incoherent scattering has a larger magnitude than the
coherent scattering.
The FDTD simulations include far-field data at all receive angles and frequen-
cies. The FDTD RCS data is averaged over a 5◦ window centered at a receive
angle of -37◦ (relative the normal as illustrated in Figure 5.4) to approximate a
receiving antenna with a finite width main lobe. The magnitude of the RCS data
114
Figure 5.5: FDTD simulated RCS data of homogeneous C-4 sampled over fre-
quency in the backscatter direction for 36 grit sandpaper. Fifty surfaces are
averaged.
vs. frequency for the 36 grit surface as averaged in the window centered at -37◦
is shown in Figure 5.5.
Figure 5.4 and 5.5 show the RCS data sampled around -37◦ is not a smooth
curve due to the rough surface scattering. The variability of the sampled data will
make it difficult to extract the Lorentz poles of the C-4 by taking the derivative
of the spectral data as the slope is continuously changing. However, comparing
the rough surface reflected power data in Figure 5.5 to the ideal reflected power
data of Figure 5.1 shows a very similar shape. So the spectral peaks are in the
data, but a new way to extract the spectral peaks is required.
To use the derivative method to extract the Lorentz poles, the data must be
smooth. If the un-smoothed data in Figure 5.5 were a time-domain signal, then
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the roughness can be considered as a small-period (fast varying, high frequency)
signal superimposed on the actual signal. To remove this small-period data, a
low-pass filter can be applied to leave only the slowly varying signal. To filter the
data take the Fast Fourier Transform (FFT) of the frequency sampled data as
shown in Figure 5.5, multiply the FFT domain data by a gaussian shaped filter
(with a standard deviation of 1/12th the sample space), and take the inverse FFT
of this product. This is similar to acoustic analysis performed in the cepstrum
dominan [64]. Mathematically, this is written as
S(f) = =−1 (=[R(f)] ·Gf ) (5.1)
where = is for the FFT, =−1 is for the inverse FFT, S(f) is the smoothed signal in
the frequency domain, R(f) is the sampled RCS data from the FDTD simulator
in the frequency domain, and G is the Gaussian shaped filter in the FFT domain
used to smooth the FDTD RCS data. The result is the smoother curve labeled
“Smoothed Data” in Figure 5.5. The derivative of the smoothed data for the two
roughness profiles are shown in Figure 5.6. The location of the Lorentz poles is
again presented in Table 5.2.
The threshold for detection of the peaks will generally be set to be within
5% of the expected Lorentz pole locations. This is 5% threshold is selected by
looking at the frequencies listed in Table 2.3. For the base explosive materials
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Table 5.2: Lorentz poles with a ± 5% range for C-4 [10].
Pole fp (THz) -5% fp (THz) fp (THz) +5%
1 0.76 0.808 0.85
2 1.01 1.064 1.12
3 1.29 1.356 1.42
4 1.45 1.532 1.61
5 1.88 1.980 2.08
6 2.13 2.244 2.36
of PETN, RDX, TNT, and HMX, most of the frequencies are farther apart than
5%. RDX and PETN have a single common frequency, but the presence of other
poles will allow for differentiation. HMX also has a frequency near RDX and
PETN which may confuse detection, however this is the lowest frequency pole
location for HMX, so the other higher frequency poles of HMX will also allow
for discrimination of HMX as well.
Based on the 5% detection threshold for the peaks found from the derivative
of the reflected power, the following algorithm will be used to find the peaks.:
1. “Null” must be below zero.
2. Look for the minimum (i.e., the deepest part of the null) within 5% of each
of the frequencies listed in Table 5.2
3. If the frequency is not found within 5%, move the range to 10% and look
again. While 10% may allow for confusion between explosives, the loca-
tion of other lower and higher frequency peaks may still allow for positive
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Figure 5.6: Derivative of smoothed data sampled from the FDTD RCS data
sampled in the backscatter direction from a homogeneous C-4 sample with the
surface roughness listed in Table 5.1. Fifty samples were averaged. The arrows
correspond to the location (within 5%) of the Lorentz poles from Table 5.2.
identification.
4. Report the location of all of the frequency nulls found.
For the 36 grit roughness, the Lorentz poles as listed in Table 5.2 at approx-
imately 0.808, 1.064, 1.360, 1.532, 1.980, and 2.244 THz are located within 5%
of the smooth surface values. For the 80 grit roughness profile, only the peaks
near 0.808, 1.360, 1.532, 1.980 and 2.244 THz are visible and within 5%. The
peak near 1.064 THz is seen, but not deep enough for detection. Also, the 80 grit
surface has more false peaks. Since the the 80 grit surface has less non-specular
energy, there is more frequency dependent scattering in the backscattered direc-
tion due to the surface than the 36 grit surface. If the RCS curve for the 80
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grit surface was plotted for all frequencies, the shoulder of the RCS curve will be
coming up as the frequency increases until the specular peak disappears. Since
the specular peak of the 36 grit surface is lost at a lower frequency than the
80 grit surface, the 80 grit surface will show more frequency dependence in the
backscattered response until the specular peak is lost. The increased frequency
dependent scattering from the surface roughness may lead to the false peaks.
Figure 5.6 shows the location of most of the Lorentz poles of C4 listed in Ta-
ble 5.2 within ±5%. However, there are many false peaks in the data. These false
peaks can be filtered out if the width of the Gaussian filter used in Equation (5.1)
is swept from 1/12th of the sample space to 1/24th of the sample space (i.e., from
a wider filter to a narrow filter). However, for the 36 grit case, more filtering
suppresses the peak near 1.064 THz as shown in Figure 5.7. More filtering also
reduces the depth of the real peaks.
Also, as the number of surfaces included in the averaging is increased, the
number of false peaks is decreased. Therefore, less filtering will be needed with
more surfaces available.
5.3 Impact of Surface Samples on Composition-4 Spectral Signature
The prior section assumed there were a sufficient number of realization (50) to
adequately estimate the mean field response of a one-dimensional surface. In a
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Figure 5.7: Derivative of smoothed data sampled from the FDTD RCS data
sampled in the backscatter direction from a homogeneous C-4 sample with a 36
grit surface roughness listed in Table 5.1. Fifty samples were averaged. Width
of the Gaussian filter is swept from 1/12th to 1/24th of the sample space.
practical measurement application with a finite beam width, it may not be possi-
ble to measure enough unique locations of a sample to realize the mean response.
In addition, a measurement system will be a full three-dimensional system (i.e.
a two-dimensional rough surface). With a two-dimensional rough surface, fewer
realizations are needed to realize the mean field [65]. So a measurement system
will need fewer measurements than a one-dimensional simulation to realize the
mean field. Regardless,if insufficient surface realizations are available to realize
the mean field, some of the peaks may become obscured. For example, if only
10 surfaces are averaged, then the derivative of the sampled data (after smooth-
ing with a filter width of 1/12th the space using equation (5.1)) is shown in
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Figure 5.8: Derivative of smoothed data sampled from the FDTD RCS data
sampled in the backscatter direction from a homogeneous C-4 sample with the
surface roughness listed in Table 5.1. Ten samples were averaged. The arrows
correspond to the location (within 5%) of the Lorentz poles from Table 5.2.
Figure 5.8.
For the 36 grit surface, the peaks near 0.808, 1.064, 1.360, 1.532, and 1.980
are with 5% of the expected location. Only the 2.244 THz peak has moved more
than 5%, but is within 10% of the expected value. For the 80 grit surface, the
0.808, 1.064, and 2.244 THz peaks are within 5% of the expected value. The
other three peaks near 1.360, 1.532, and 1.980 THz are visible, and within 10%
of the expected values.
It is worth noticing that the detected peaks are surrounded by false peaks,
which may impair the reliability of identifying the explosive. The additional false
peaks are caused by the increased variability in the reflected power since there
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are not enough surface realizations to adequately estimate the mean field. In
practice, since the surfaces will be random, the location of the false peaks will
likely be random in location, and may hamper detection. However, the false
peaks can be reduced, or eliminated, by increased filtering at the cost of losing
some of the actual peaks.
5.4 Impact of Multiple Surface Samples on Composition-4 Spectral
Signature
In the prior section, 50 simulation cases were run for the Monte-Carlo analysis
for the investigation. When all 50 surfaces were averaged, the Lorentz poles were
visible, and within 5% of the expected location for both surfaces. When the
number of surfaces averages was reduced to 10, it was still possible to see many
of the peaks within 5% of the expected location (and all of them with 10% of
the expected location). However, there were many false peaks for the case of 10
samples and this may impair reliable detection. To determine if this was a real
result, an additional 150 simulations were run (for a total of 200 different cases).
For the data presented in the following section, the width of the filter will be
swept to determine the impact of filter width on detection of the peaks.
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5.4.1 Rougher Surface
For the 36 grit surface, 20 unique cases of 10 averaged surfaces were investigated
for the location of the Lorentz poles as listed in Table 5.2. Generally, all six of the
peaks were visible within 5% of the expected location, but there were too many
false peaks to allow for reliable detection, so this data will not be presented.
Since ten samples did not appear robust enough for reliable detection, the
number of samples included was increased to 20. The 200 surfaces simulated
allowed for a grouping of 10 different sets of 20 surfaces. To find the Lorentz poles
from Tabel 5.2. The 20 surfaces were averaged, and the data was sampled at -37◦
(as illustrated in Figure 5.4). This data was then filtered using equation (5.1)
for a variety of filter widths. The filtered data was then searched for the Lorentz
poles listed in Table 5.2. The results of this are shown in Figures 5.9, and 5.10.
Figures 5.9 and 5.10 show all the cases of 20 averaged surfaces. Often, these
figures illustrate that for a filter width of 1/12th the space, all of the peaks are
visible within 5% of the expected location. However, there are also some false
peaks. Increasing filtering does reduce the number of false peaks (and often
eliminates them) but at the cost of losing the 1.064 THz peak and either the the
merging of the 1.360 and 1.532 THz peaks or the loss of the 1.532 THz peak. The
other three peaks near 0.808, 1.980, and 2.224 THz are maintained. This may
place a lower limit of 20 one-dimensional surface samples for reliable detection.
123
Figure 5.9: Derivative of smoothed data sampled at -37◦ from a homogeneous
C-4 sample with 36 grit surface roughness. First five sets of twenty samples are
averaged. The black and red arrows identify the peaks in Table 5.2 to within 5%
and 10% respectively.
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Figure 5.10: Derivative of smoothed data sampled at -37◦ from a homogeneous
C-4 sample with 36 grit surface roughness. Second five sets of twenty samples
are averaged. The black and red arrows identify the peaks in Table 5.2 to within
5% and 10% respectively.
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Figure 5.11: Derivative of smoothed data sampled at -37◦ from a homogeneous
C-4 sample with 36 grit surface roughness. Fifty samples are averaged. The black
and red arrows identify the peaks in Table 5.2 to within 5% and 10% respectively.
As the number of samples increases, the number of false peaks decreases,
which relaxes the filtering requirements. Next, the same 200 surfaces allowed for
4 unique cases of 50 averaged surfaces to be investigated for the location of the
Lorentz poles as listed in Table 5.2. The 50 surfaces were averaged, and the data
was sampled at -37◦ (as illustrated in Figure 5.4). This data was then filtered
using equation (5.1) for a variety of filter widths. The filtered data was then
searched for the Lorentz poles listed in Table 5.2. The results of this are shown
in Figure 5.11.
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Figure 5.11 shows the four cases of 50 averaged surfaces. For each of these
cases all six of the peaks are seen, with most with 5% of the expected location.
Only two of the peaks are within 10% of the expected location. As with the case
of 20 sampled surface, the 1.064 THz peak is often lost with increased filtering.
Also, the 1.532 THz peak is either lost or merged with the 1.360 THz peak leaving
only the 0.808, 1.980, and 2.224 THz peaks unaltered.
5.4.2 Smoother Surface
For the 80 grit surface profile, the 20 unique cases of 10 averaged surfaces were
investigated for the location of the Lorentz poles as listed in Table 5.2. Typically
five of the six Lorentz poles were visible and within 5% of the expected location.
However, as with the 36 grit profile, there are many false peaks which may prevent
reliable detection. Therefore, it is likely that 10 samples is not enough for reliable
detection.
To further explore the lower limit of surfaces to sample, the 10 unique cases of
20 averaged surfaces (sampled in the monostatic direction of -37◦) are sampled,
and the data filtered using equation (5.1) with the width of the Gaussian shaped
filter varied from 1/12th to 1/24th of the sample space to search for the Lorentz
poles listed in Table 5.2. The results of this are shown in Figures 5.12 and 5.13.
Figures 5.12 and 5.13 show that at least five of the peaks typically seen within
5% of the expected value. The 1.064 THz peak is often lost. When the filter
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Figure 5.12: Derivative of smoothed data sampled at -37◦ from a homogeneous
C-4 sample with 80 grit surface roughness. First five sets of twenty samples are
averaged. The black and red arrows identify the peaks in Table 5.2 to within 5%
and 10% respectively.
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Figure 5.13: Derivative of smoothed data sampled at -37◦ from a homogeneous
C-4 sample with 80 grit surface roughness. Second five sets of twenty samples
are averaged. The black and red arrows identify the peaks in Table 5.2 to within
5% and 10% respectively.
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width is set to 1/12th of the sample space, there are false peaks to obscure the
actual peaks, but they are small and can be eliminated with increased filtering
(i.e., narrower Gaussian filter) but the 1.064 THz peak is frequently lost and the
1.360 and 1.532 THz peaks are merged together (or the 1.532 THz peak is lost)
as was the case for the 36 grit profile.
When 50 surfaces are averaged and filtered, the results are little changed. At
least five of the six peaks are visible and typically within 5% of the expected
value. While false peaks are still visible, they are smaller and there are fewer of
them. When the filtering is increased, the number of false peaks is reduced, but
the 1.064 THz peak is frequently lost, and the 1.360 and 1.532 THz peaks are
merged. The results of this are shown in Figure 5.14.
The case of 80 grit sandpaper typically lost the peak at 1.064 THz (which is
one of the smallest peaks) but the other peaks are typically visible, so detection
would still be probable.
5.5 Impact of System Noise
Until this point, the focus has been on extracting the spectral peaks as measured
from a rough surface in a simulator, which has infinite Signal-to-Noise Ratio
(SNR). A real detection system will have noise, and that must be considered in
this analysis. For the 200 cases run for the Monte-Carlo analysis used in the
prior section, varying amounts of random frequency domain noise will be added
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Figure 5.14: Derivative of smoothed data sampled at -37◦ from a homogeneous
C-4 sample with 80 grit surface roughness. Fifty samples are averaged. The black
and red arrows identify the peaks in Table 5.2 to within 5% and 10% respectively.
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to the power data from each simulated surface to give an SNR of 0dB, 10dB, and
20dB. These cases with noise will then be averaged over 20 and 50 surfaces to
see what impact the noise may have on the detection of the peaks. The width of
the Gaussian filter is fixed at a width of 1/12th of the sample space as this case
is most susceptible to system noise.
5.5.1 Rough Surface
Figure 5.15 shows many cases of 50 averaged 36 grit surfaces with noise added.
There is almost no change in the spectral shape for the case of 20dB SNR. When
the SNR is reduced to 10dB, the spectral signature begins to be altered, but not
so much as to obscure detection. However, when the SNR is degraded to 0dB,
the spectral signature is significantly changed, and is lost.
When only 20 surfaces are made available for averaging, the effect noise has
on the extracted spectral signature is not changed. That is, for 20 surfaces, there
is no impact on the extracted signature if a 20dB SNR is maintained. A 10dB
SNR begins to change the spectral signature, but not enough to hide the peaks.
However, for a 0dB SNR, the spectral signature is totally lost. As this is the
same result as shown for 50 samples, no illustration is given.
132
Figure 5.15: Derivative of smoothed data sampled at -37◦ from a homogeneous
C-4 sample with 36 grit surface roughness. Fifty samples were averaged. Noise
was added to get an SNR of 10dB and 20dB.
5.5.2 Smoother Surface
The simulated data for the 80 grit surface had enough noise added to each sample
to achieve the desired 0, 10, and 20dB SNR. Figure 5.16 shows the results of
many cases with 50 averaged surfaces to find the location of the Lorentz poles
in Table 5.2. As seen for the case of the 36 grit surface, an SNR of 20dB did
not alter the spectral signature, an SNR of 10dB began to alter the spectral
signature, and an SNR of 0dB totally masked the spectral signature.
When only 20 surfaces are available for averaging, the results are little changed.
When a 20dB SNR is maintained, the spectral signature is unchanged. When
a 10dB SNR is maintained, the spectral signature is beginning to change, but
not enough to obscure the peaks. For an SNR of 0dB, the spectral signature is
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Figure 5.16: Derivative of smoothed data sampled at -37◦ from a homogeneous
C-4 sample with 80 grit surface roughness. Fifty samples were averaged. Noise
was added to get an SNR of 10dB and 20dB.
completely lost. Since this is the same result as the case with 50 averages, no
illustration is presented.
For both of the simulated surfaces (i.e., 36 grit and 80 grit), the addition of
noise had little impact on the extracted spectral signature as long as the SNR
was 10dB or better. Once the SNR was degraded to 0dB, then the peaks could
not be reliably extractable. For this reason, a 10dB SNR should be maintained
in a measurement system.
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5.6 Changing the Angle of Incidence
The prior sections all assumed the incident wave arrived at -37◦ as measured
from the normal. This section will explore the effect of the incident angle on the
extraction of the spectral signature. Each of the incident angles (-10◦, -30◦, -50◦,
and -70◦ measured from the surface normal) will use 50 samples for the Monte-
Carlo simulations. Cases will be run for the surface roughness profile of 36 grit
sandpaper and 80 grit sandpaper. Also, the impact of noise will be investigated
for each surface and angle of incidence as well.
As illustrated for an incident angle of -37◦, 20 samples showed the Lorentz
poles as well as the case of 50 sampled surfaces. Because of this, only the data
for 50 averaged surfaces is presented.
As described earlier in this chapter, the averaged data will be investigated
for the location of the Lorentz poles as listed in Table 5.2. First, the data
was sampled in the back scattered direction at either -10◦, -30◦, -50◦, or -70◦,
depending on the incident angle. Then enough noise is added to each of the 50
samples to get an SNR of 20 dB, 10 dB or 0 dB. The data is then averaged over
the appropriate number of averages and this is filtered using Equation (5.1) with
the width of the filter being swept to help determine the optimum filter size.
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5.6.1 Rough Surface Variation With Angle of Incidence
For the 36 grit surface, when the angle of incidence is varied from -10◦ to -70◦
and the data is sampled in the backscatter direction (for a monostatic detection
regime) it is determined that all six of the peaks can be extracted within 5% of
the expected value with a filter width of 1/12th the frequency space if the angle of
incidence is restricted to -50◦ or less. This is because the power from an incident
angle of -50◦ is beginning to drop. For an incident angle of -70◦, the data is being
sampled on the edge of the Radar Cross Section (RCS) curve where the power is
rapidly falling off. This low power level negatively impacted the ability to detect
the 1.064, 1.532, and the 2.224 THz peaks. Therefore, no data is presented for
an incident angle of -70◦.
Table 5.3 shows the location of the extracted peaks vs. the amount of filtering.
As seen with the 37◦ data, less filtering shows more peaks, but with increased
false peaks. More filtering eliminates the false peaks at the cost of the 1.064 THz
peak. The 1.360 THz peak is either lost or merged with the 1.532 THz peak.
When noise is added to each sample, the extracted signature is unchanged
for a 20 dB SNR (as seen in the -37◦ case). The signature begins to change at
10 dB SNR, but not enough to obscure detection. At 0 dB SNR, the signature
is totally lost. No plots are shown as the results are identical to the -37◦ case.
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Table 5.3: Location (in THz) of extracted Lorentz poles for data sampled in the
backscatter direction from a homogenous C-4 sample with the surface roughness
of 36 grit sandpaper. Data reported for peaks within 5% of the expected value.
Incident
Angle
Filter
Width
0.808
THz
Peak
1.064
THz
Peak
1.360
THz
Peak
1.532
THz
Peak
1.980
THz
Peak
2.224
THz
Peak
1/12th 0.83 1.06 1.35 1.52 2.02 2.19
-10◦ 1/16th 0.83 1.06 1.35 1.51 2.02 2.20
1/20th 0.83 1.05 1.36 1.51 2.00 2.21
1/24th 0.83 - 1.38 - 1.99 2.21
1/12th 0.85 1.07 1.31 1.49 1.95 2.20
-30◦ 1/16th 0.84 1.08 1.30 1.51 2.00 2.19
1/20th 0.83 1.08 1.31 1.50 2.00 2.18
1/24th 0.83 - 1.31 1.50 2.00 2.18
1/12th 0.79 - 1.39 1.57 2.03 2.26
-50◦ 1/16th 0.80 - 1.39 1.56 2.03 2.26
1/20th 0.80 - 1.40 - 2.02 2.25
1/24th 0.80 - 1.40 - 2.01 2.25
5.6.2 Smoother Surface Variation With Angle of Incidence
For the 80 grit surface, when the angle of incidence is varied from -10◦ to -70◦
and the data is sampled in the backscatter direction (for a monostatic detection
regime) it is seen that all at least five of the six of the peaks can be extracted
and are within 5% of the expected value if the angle of incidence is restricted to
-50◦ or less for the same reason as for the rougher surface. A summary of the
extracted peaks over angle of incidence is given in Table 5.4. As with the rougher
surface, if the filter width is swept from 1/12th of the sample space to 1/24th the
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Table 5.4: Location (in THz) of extracted Lorentz poles for data sampled in the
backscatter direction from a homogenous C-4 sample with the surface roughness
of 80 grit sandpaper. Data reported for peaks within 5% of the expected value.
Red values are within 10%.
Number
of Sur-
faces
Filter
Width
0.808
THz
Peak
1.064
THz
Peak
1.360
THz
Peak
1.532
THz
Peak
1.980
THz
Peak
2.224
THz
Peak
1/12th 0.82 - 1.32 1.54 1.92 2.21
-10◦ 1/16th 0.82 - - 1.53 1.91 2.22
1/20th 0.82 - - 1.50 1.92 -
1/24th 0.82 - - 1.50 1.93 -
1/12th 0.84 1.05 1.46 1.60 1.92 2.18
-30◦ 1/16th 0.84 - - 1.60 1.92 2.18
1/20th 0.84 - - 1.59 1.92 2.18
1/24th 0.84 - - 1.59 1.92 2.17
1/12th 0.85 - 1.38 1.50 1.97 2.20
-50◦ 1/16th 0.85 - 1.38 1.50 1.98 2.21
1/20th 0.85 - 1.39 - 1.99 2.21
1/24th 0.85 - 1.40 - 2.00 2.21
sample space the number of false peaks is reduced, however the 1.064 THz peaks
is lost, the 1.360 and 1.532 THz peaks are merged (or the 1.532 THz peaks is
lost). As with the rougher surface, no data is presented for an incident angle of
-70◦ since there is insufficient power for reliable detection.
When the filter width is fixed at 1/12th of the space, and enough noise is
added to achieve an SNR of 0, 10, and 20 dB, the spectral signature is still seen
as long as an SNR of 10dB is maintained. This is the same results as the -37◦
data.
138
5.7 Conclusion
In this chapter the impact of rough surface scattering on the spectral signature
of the explosive C-4 was investigated. While the rough surface does allow for
detection of the reflected wave at the same location as the source of the wave
(i.e., a monostatic detection regime), the rough surface scattering effects will
mask the spectral signature without sufficient filtering. This chapter introduced
a new way to effectively filter the data and make it possible to extract the spectral
signature, even in the presence of noise (providing a 10dB SNR is maintained)
with as few as 20 samples, with a limited number of false peaks. The false
peaks could typically be eliminated with more filtering, but some of the actual
Lorentz poles may be lost. The 0.808, 1.980, and 2.224 THz peaks are typically
maintained and the 1.360 and 1.532 THz peaks were often merged together (or
the 1.532 THz peak was lost). This is regardless of the angle of incidence of the
wave. However, since the amount of power detected at large angles of incidence
(at -70◦ for the 36 grit and 80 grit surfaces), it is recommended that the angle of
incidence be restricted to approximately -50◦ or less with 20 surface samples or
more for a finite width beam.
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Chapter 6
Effect of Granular Scattering
It was determined that the spectral signature can be extracted only if rough
surface scattering is considered. Next, only the granular nature of the explosive is
investigated. In this chapter, the effect that only the granular nature of the media
has on the extracted spectral signature is explored. The methods introduced in
the prior chapter to extract the Lorentz poles will be tested.
6.1 Modeling the Granular Nature of Composition-4
To understand the effect granular scattering may have on the extracted spectral
signature, several simulation cases are run with a smooth surface interface and
spheres to approximate the grains. The composition of C-4 is typically 90% RDX
and 10% polyisobutylene (r = 3) as shown in Table 2.2.
Work done by Borne indicates that RDX grains can be in the range of 100
to 800 µm with a large portion of the grain sizes being under 300 µm [66]. Also,
intragranular voids are engineered to be small in size and number (fractional
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Table 6.1: Simulation cases run to study granular scattering.
Case Grain Radius (µm) Calculated Filler Air Void
Radius (µm) Radius (µm)
1 100 39 8
2 300 116 20
Figure 6.1: Schematic representation of granular simulations.
volumes of 0.44% or less) to maintain stability of the explosive while transporting
it. The polyisobutylene filler that binds the RDX grains together has air voids to
support the expanding explosive wave front with a fractional volume of 2 - 6%.
As introduced in Chapter 4, the C-4 mixture will be modeled as a background
of the dispersive C-4 media with a 10% fractional volume of polyisobutylene
spherical voids. The radius of the voids is determined using Equation (4.1).
Then the polyisobutylene is filled with air voids having a radius of 8 - 20µm and
a fractional volume of 3.5%. No intragranular voids are added to the C-4 as the
fractional volume of these voids is so small. Table 6.1 summarizes the simulation
cases run. Figure 6.1 illustrates the simulation setup.
To perform the simulations for the cases listed in Table 6.1, the number of
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polyisobutylene scatterers is calculated using Equation (4.2). As the simulation
is two-dimensional, the simulation is a slice of the C-4. Therefore, the scatterers
are actually cylinders. The centers of these scatterers is then determined using
a random number generator taking care to make sure no centers are repeated
and that no scatterers overlap. Once the C-4 simulation space is filled with
polyisobutylene, the air scatterers are added to only the polyisobutylene using
the same procedure taking care that the air voids do not overlap and that they
occur only in the polyisobutylene. The FDTD simulation is run on this case, and
the far-field data is recorded. The centers of both the polyisobutylene and air
scatterers are then redetermined using a random number generator for a total of
50 different cases (with a surface length of 10 cm, discretized at 40 cells per free
space wavelength at 1.5 THz) as needed for the Monte-Carlo analysis. A mono-
static (i.e., transmitter and receiver are co-located) detection regime is assumed
for this simulation to more closely match a possible real-world application. The
average of these simulation cases is then reported.
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6.2 Impact of the Granular Nature of Composition-4 Spectral Signa-
ture: No System Noise
6.2.1 Small Grain Size
The FDTD simulations were run with an angle of incidence of -37◦ and a grain
size of 100µm. The FDTD results include far-field data at all receive angles and
frequencies. The FDTD RCS data is averaged over a 5 degree window centered at
a receive angle of −37◦ (relative the normal) to approximate a receiving antenna
with a finite width main lobe. The amount of reflected power due to the granular
scattering in the backscattered direction is small and increases as the frequency
increases. This makes sense as the size of the scatterers is increasing with respect
to the wavelength as the frequency increases. Therefore, as was the case for a -70◦
incident angle with a homogenous material, it is difficult to extract the spectral
signature.
The data sampled around -37◦ is smoothed using Equation (5.1). The deriva-
tive of this smoothed data is then plotted in Figure 6.2 for the average of 50
samples with the standard deviation (i.e., the filter width) of the gaussian shaped
filter swept from 1/12th to 1/24th the sample space.
Figure 6.2 shows that four of the six peaks can be extracted from the cases
run with 50 averaged surfaces. The peaks that are detected are within 5% of the
expected value. In addition, the number of false peaks is high, even with increased
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Figure 6.2: Derivative of smoothed data sampled at -37◦ from a background of
C-4 with a smooth interface and a grain size of 100 µm. Fifty samples were
averaged. The black arrows identify peaks in Table 5.2. to within 5%.
filtering. However, the lack of depth of all the peaks may make detection very
difficult if relying only on the granular scattering to provide energy in the non-
specular direction. While not presented, the same was found to be true if the
number of samples in the average was restricted to 20.
6.2.2 Larger Grain Size
The FDTD simulations were run with an angle of incidence of -37◦ and a grain
size of 300µm. The FDTD results include far-field data at all receive angles and
frequencies. The FDTD RCS data is averaged over a 5 degree window centered at
a receive angle of −37◦ (relative the normal) to approximate a receiving antenna
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Figure 6.3: Derivative of smoothed data sampled at -37◦ from a background of
C-4 with a smooth interface and a grain size of 300 µm. Fifty samples were
averaged. The black arrows identify peaks in Table 5.2. to within 5%.
with a finite width main lobe. The amount of reflected power due to the granular
scattering in the backscattered direction is small and increases as the frequency
increases. This makes sense as the size of the scatterers is increasing with respect
to the wavelength as the frequency increases. Therefore, as was the case for a
smaller grain sizes, it is difficult to extract the spectral signature.
The data sampled around -37◦ is smoothed using Equation (5.1). The deriva-
tive of this smoothed data is then plotted in Figure 6.3 for the average of 50
samples with the standard deviation (i.e., the filter width) of the gaussian shaped
filter swept from 1/12th to 1/24th the sample space.
Figure 6.3 shows that four of the six peaks can be extracted from the cases
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run with 50 averaged surfaces. The peaks that are detected are within 5% of
the expected value. In addition, the number of false peaks is not significantly
reduced with increased filtering. However, the lack of depth of all the peaks may
make detection very difficult if relying only on the granular scattering to provide
energy in the non-specular direction. While not presented, the same was found
to be true if the number of samples in the average was restricted to 20.
6.3 Impact of the Granular Nature of Composition-4 Spectral Signa-
ture: With System Noise
Until this point, the focus has been on extracting the spectral peaks as measured
from a sample with a granular nature in a simulator, which has infinite Signal-
to-Noise Ratio (SNR). A real detection system will have noise, and that must
be considered in this analysis. For the 50 cases run for the Monte-Carlo analysis
used in the prior section, varying amounts of random noise will be added to each
simulation case to give an SNR of 0dB, 10dB, and 20dB. These cases with noise
will then be averaged over 50 surfaces to see what impact the noise may have on
the detection of the peaks.
6.3.1 Small Grain Size
The results for a 100 µm grain size material with -37◦ angle of incidence with
noise is shown in Figure 6.4.
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Figure 6.4: Derivative of smoothed data sampled at -37◦ from a background of
C-4 with a smooth interface and a grain size of 100 µm. Fifty samples were
averaged. Noise was added to get an SNR of 10dB and 20dB.
As shown in Figure 6.4, when enough noise is added to the simulated FDTD
data to attain an SNR of 20 dB, there is virtually no change in the extracted
Lorentz poles. When enough noise is added to attain an SNR of 10 dB, the
spectral signature is beginning to be distorted, but the extracted peaks are still
visible. When enough noise is added to attain an SNR of 0 dB, the spectral
signature is totally changed with the peaks shifting around in frequency and
many false peaks appearing. Therefore, an SNR of greater than 10 dB should be
maintained for reliable detection. The same is true if only 20 samples is used in
the average, and therefore the data is not presented.
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Figure 6.5: Derivative of smoothed data sampled at -37◦ from a background of
C-4 with a smooth interface and a grain size of 300 µm. Fifty samples were
averaged. Noise was added to get an SNR of 10dB and 20dB.
6.3.2 Larger Grain Size
The results for a 300 µm grain size material with -37◦ angle of incidence with
noise is shown in Figure 6.5.
As shown in Figure 6.5, when enough noise is added to the simulated FDTD
data to attain an SNR of 20 dB, there is virtually no change in the extracted
Lorentz poles. When enough noise is added to attain an SNR of 10 dB, the
spectral signature is beginning to be distorted, but the extracted peaks are still
visible. When enough noise is added to attain an SNR of 0 dB, the spectral
signature is totally changed with the peaks shifting around in frequency and
many false peaks appearing. Therefore, an SNR of greater than 10 dB should be
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maintained for reliable detection. The same is true if only 20 samples is used in
the average, and therefore the data is not presented.
6.4 Other Angles of Incidence
Other angles of incidence were simulated and the data processed. As seen in
Chapter 5, there was little dependence on the incident angle. The only insight
here is that for angles of incidence over -50◦, the reflected power drops rapidly.
Therefore, as in the case of just rough surface scattering, the angle of incidence
should be kept between 0◦ and -50◦. It should again be stated that this survey
was restricted to sampling power in the backscattered direction (i.e., a monostatic
detection regime).
6.5 Conclusion
This chapter looked at the effect of granular scattering on the extracted spectral
signature of C-4. It is possible to extract some of the Lorentz poles (the bigger
peaks around 0.808 and 1.980 THz and the higher frequency peak at 2.244 THz).
However, the amount of power reflected is small. Also, the smaller peaks (1.064
and 1.532 THz) are generally lost to the size related scattering. So, it is not pos-
sible to reliably extract all of the peaks when relying only on the back scattered
energy generated by only the granular scattering.
When noise was added to the simulated data, the spectral signature did not
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change if greater than a 10dB SNR was maintained. Therefore, greater than a
10dB SNR should be maintained.
Practically speaking, it is probably not possible to extract the spectral peak
relying only on the granular scattering as the amount of reflected power is lower
than that from just the rough surface scattering. It is encouraging, however,
that the back scattered energy from the granular scattering is low. This implies
that the assumption made in Chapter 5 about the surface roughness dominating
the scattering, is correct. If this is true, then it should be possible to extract
the spectral signature if the model includes a rough surface and the granular
scatterers. This idea will be explored in the next chapter.
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Chapter 7
Combined Effect of Random Media Interface and Granular Scattering
It has been determined that the rough surface scattering has a dominant effect on
the spectral signature extraction. Also, the granular scattering does not provide
enough non-specular energy to allow for reliable detection. In this chapter, the
combined effect that the rough surface and the granular nature of the media has
on the extracted spectral signature is explored. The methods introduced in the
prior chapters to extract the Lorentz poles will be tested. The amount of filtering
required to eliminate the false peaks from the spectral signature will be explored.
7.1 Modeling the Rough Surface and Granular Nature of Composition-
4
To study the effect of a rough surface and the granular nature of the explosive
on the spectral signature of the C-4, an FDTD simulation is computed assuming
a rough surface for the C-4 material interface with statistics of either 36 grit or
80 grit sandpaper (as reported in Table 5.1) [60].
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Table 7.1: Simulation cases run to study granular scattering.
Case Surface Grain Radius (µm) Calculated Filler
Radius (µm)
Air Void Radius
(µm)
1 36 Grit 100 39 8
2 36 Grit 300 116 20
3 80 Grit 100 39 8
4 80 Grit 300 116 20
In addition to the rough surface, the granular scatterers discussed in the prior
chapter are added to the simulation space as well. Recall the composition of C-4
is typically 90% RDX and 10% polyisobutylene (r = 3) as shown in Table 2.2.
There are air voids within the polyisobutylene with a fractional volume of 2 - 6%,
with no air voids being modeled in the C-4 [66]. Because of the large fractional
volume of the C-4, this is used as the background with the polyisobutylene used
as the scatterers with the size of the scatterers determined using Equation (4.1).
The polyisobutylene is filled with air voids having a radius of 8 or 20µm and a
total fractional volume of 3.5%. Table 7.1 summarizes the simulation cases run.
To perform the simulations for the cases listed in Table 7.1, the number of
polyisobutylene scatterers is calculated using Equation (4.2). The centers of these
scatterers is then determined using a random number generator taking care to
make sure no centers are repeated and that no scatterers overlap. Once the C-4
simulation space is filled with polyisobutylene, the air scatterers are added to only
the polyisobutylene using the same procedure taking care that the air voids do not
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overlap and that they occur only in the polyisobutylene. The FDTD simulation
is run on this case, and the far-field data is recorded. The rough surface and
the centers of both the polyisobutylene and air scatterers are then redetermined
using a random number generator for a total of 50 different cases (discretized
at 40 cells per wavelength at 1.5 THz) as needed for the Monte-Carlo analysis.
The surface length was 10 cm. A monostatic (i.e., transmitter and receiver are
co-located) detection regime is assumed for this simulation to more closely match
a possible real-world application. The average of these simulation cases is then
reported.
7.2 Impact of the Rough Surface and the Granular Nature of
Composition-4 Spectral Signature: No System Noise
The FDTD simulations were run with an angle of incidence of −37◦. The FDTD
results include far-field data at all receive angles and frequencies. The FDTD
RCS data is averaged over a 5 degree window centered at a receive angle of −37◦
(relative to the normal) to approximate a receiving antenna with a finite width
main lobe. When 20 or 50 surface samples were used for the average field, similar
performance for extracting the peaks was found as demonstrated in Chapter 5.
Therefore, only data for 50 samples is presented.
The results for cases of a rough and smooth surface with both small and large
grain sizes are similar. Therefore, only results for a rough surface and smooth
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Figure 7.1: Derivative of smoothed data sampled at -37◦ from a background of C-
4 with a 36 grit surface and a grain size of 100 µm. Fifty samples were averaged.
The black arrows identify the peaks in Table 5.2 to within 5%.
surface with a small grain size are presented.
For all the surface and grain size combinations, the sampled backscattered
data is smoothed using a gaussian shaped filter with a standard deviation swept
from 1/12th to 1/24th the sample space. The derivative of the smoothed data for
a rough surface and small grain size is presented in Figure 7.1. The derivative
of the smoothed data for a rough surface and small grain size is presented in
Figure 7.2.
Figure 7.1 shows that five of the six peaks can be extracted from the case
run with 50 averaged surfaces. The peaks that are detected are within 5% of the
expected value. The number of false peaks is reduced with more filtering, at the
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Figure 7.2: Derivative of smoothed data sampled at -37◦ from a background of C-
4 with a 80 grit surface and a grain size of 100 µm. Fifty samples were averaged.
The black arrows identify the peaks in Table 5.2 to within 5%.
cost of lost Lorentz poles. The same was true for the 36 grit surface with a 300
µm grain.
Figure 7.2 shows that four of the six peaks can be extracted from the case
run with 50 averaged surfaces. The peaks that are detected are within 5% of the
expected value. The number of false peaks is reduced with more filtering, at the
cost of lost Lorentz poles. The same was true for the 80 grit surface with a 300
µm grain.
Typically, for the case of 36 grit surface interface and 80 grit surface interface
using 100 µm or 300 µm sized C-4 grains, it is possible to extract most of the
Lorentz poles. Although not shown, the peaks were also visible with as few as
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20 samples as was demonstrated in Chapter 5. The next section will explore the
addition of noise to the system.
7.3 Impact of the Rough Surface and the Granular Nature of
Composition-4 Spectral Signature: With System Noise
Until this point, the focus has been on extracting the spectral peaks as measured
from a sample with a granular nature in a simulator, which has infinite Signal-
to-Noise Ratio (SNR). A real detection system will have noise, and that must
be considered in this analysis. For the 50 cases run for the Monte-Carlo analysis
used in the prior section, varying amounts of random frequency domain noise will
be added to the data from each simulation case to give an SNR of 0dB, 10dB, and
20dB. These cases with noise will then be averaged over 50 surfaces to see what
impact the noise may have on the detection of the peaks. The filter standard
deviation is set to 1/16th the space to maximize the number of actual peaks seen,
while minimizing the false peaks. Data for 20 samples is not presented, but the
noise performance was the same regardless of whether 20 or 50 surfaces were used
to obtain the average field. Therefore, only data using 50 surfaces is presented.
The results for a 36 grit surface with 100 µm grain size material with -37◦
angle of incidence with noise is shown in Figure 7.3.
As shown in Figure 7.3, when enough noise is added to the simulated FDTD
data to attain an SNR of 20 dB, there is virtually no change in the extracted
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Figure 7.3: Derivative of smoothed data, with various SNR, sampled at -37◦ from
a background of C-4 with a 36 grit interface and a grain size of 100 µm. Fifty
samples were averaged.
Lorentz poles. When enough noise is added to attain an SNR of 10 dB, the
spectral signature is beginning to be distorted, but the extracted peaks are still
visible. When enough noise is added to attain an SNR of 0 dB, the spectral
signature is totally changed with the peaks shifting around in frequency and
many false peaks appearing. Therefore, an SNR of 10 dB should be maintained
for reliable detection The same 10 dB SNR limit was observed for the larger grain
and for the smoother surface, and data are not presented for these cases.
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7.4 Other Angles of Incidence
Other angles of incidence were simulated and the data processed. In general, the
same lack of dependence on angle observed in Chapter 5 is seen here. Up to -50◦
there is sufficient signal strength to extract the spectral signature. By the time
-70◦ is reached, the signal power drops off significantly making reliable detection
difficult, especially in the presence of system noise.
Since the results for 20 and 50 averages surfaces with a rough surface interface
and granular scatterers is similar to the results in Chapter 5, only the results for
50 averaged surfaces will be presented here.
7.4.1 Rough Surface with Small Grain Size
The results for a 36 grit surface with 100µm grain is given in Table 7.2 for 50
averaged surfaces. The data show that over angle of incidence, it is still possible
to see the actual Lorentz poles. At least five of the six peaks are visible. As for
the -37◦ results, less filtering has some false peaks. Increased filtering will reduce
the false peaks, but it causes the 1.064 THz peak to disappear and the 1.360 and
1.532 THz peaks either merge, or the 1.532 THz peaks is lost.
When random noise was added the received signal, it was determined that
a 10 dB SNR was required to ensure reliable detection. This is the same result
observed for the -37◦ case and in Chapter 5.
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Table 7.2: Location (in THz) of extracted Lorentz poles for data sampled at -10◦,
-30◦, and -50◦ from a background of C-4 with the surface roughness of 36 grit
sandpaper and a 100µm grain size. Data reported for peaks within 5% of the
expected value. Red values are within 10%.
Angle
of Inci-
dence
Filter
Width
0.808
THz
Peak
1.064
THz
Peak
1.360
THz
Peak
1.532
THz
Peak
1.980
THz
Peak
2.224
THz
Peak
1/12th 0.76 1.16 1.37 1.48 1.94 2.23
-10◦ 1/16th 0.77 1.15 1.39 1.48 1.94 2.23
1/20th 0.77 - - 1.46 1.94 2.22
1/24th 0.78 - - 1.46 - 2.22
1/12th 0.81 1.08 1.37 1.66 2.01 2.22
-30◦ 1/16th 0.81 - 1.38 1.65 2.01 2.21
1/20th 0.81 - 1.38 1.65 2.01 2.20
1/24th 0.81 - 1.38 - 2.01 -
1/12th 0.84 - 1.35 1.59 1.97 2.21
-50◦ 1/16th 0.84 - 1.35 1.59 1.97 2.22
1/20th 0.84 - 1.35 - 1.97 2.24
1/24th 0.83 - - - 1.97 -
7.4.2 Rough Surface with Large Grain Size
The results for a 36 grit surface with 300µm grain is given in Table 7.3 for 50
averaged surfaces. The data shows that over angle of incidence it is still possible
to see the actual Lorentz poles. At least five of the six peaks are visible for limited
filtering. As for the -37◦ results, less filtering has some false peaks. Increased
filtering will reduce the false peaks, but it causes the 1.064 THz peak to disappear
and the 1.360 and 1.532 THz peaks either merge, or one of them is lost.
When random noise was added the received signal, it was determined that
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Table 7.3: Location (in THz) of extracted Lorentz poles for data sampled at -10◦,
-30◦, and -50◦ from a background of C-4 with the surface roughness of 36 grit
sandpaper and a 300µm grain size. Data reported for peaks within 5% of the
expected value.
Number
of Sur-
faces
Filter
Width
0.808
THz
Peak
1.064
THz
Peak
1.360
THz
Peak
1.532
THz
Peak
1.980
THz
Peak
2.224
THz
Peak
1/12th 0.79 - 1.39 1.58 1.88 2.19
-10◦ 1/16th 0.80 - - 1.57 1.90 2.20
1/20th 0.80 - - 1.56 1.91 2.20
1/24th 0.81 - - 1.55 1.92 2.20
1/12th 0.80 - 1.39 1.58 2.01 2.33
-30◦ 1/16th 0.80 - 1.39 1.59 2.01 2.33
1/20th 0.80 - 1.39 - 2.01 -
1/24th 0.80 - 1.39 - 2.01 -
1/12th 0.84 1.08 1.38 1.49 1.90 2.33
-50◦ 1/16th 0.84 - 1.38 1.49 1.91 2.33
1/20th 0.84 - - 1.48 1.91 2.32
1/24th 0.84 - - 1.48 1.91 -
a 10 dB SNR was required to ensure reliable detection. This is the same result
observed for the -37◦ case and in Chapter 5.
7.4.3 Smoother Surface with Small Grain Size
The results for a 80 grit surface with 100µm grain is given in Table 7.4 for 50
averaged surfaces. The data show that over angle of incidence, it is still possible
to see the actual Lorentz poles. At least four of the six peaks are visible. As for
the -37◦ results, less filtering has some false peaks. Increased filtering will reduce
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Table 7.4: Location (in THz) of extracted Lorentz poles for data sampled at -10◦,
-30◦, and -50◦ from a background of C-4 with the surface roughness of 80 grit
sandpaper and a 100µm grain size. Data reported for peaks within 5% of the
expected value. Red values are within 10%.
Angle
of Inci-
dence
Filter
Width
0.808
THz
Peak
1.064
THz
Peak
1.360
THz
Peak
1.532
THz
Peak
1.980
THz
Peak
2.224
THz
Peak
1/12th 0.85 1.17 1.34 1.47 2.08 2.21
-10◦ 1/16th 0.85 1.16 1.34 1.47 2.08 2.21
1/20th 0.85 - - 1.45 - 2.21
1/24th 0.85 - - 1.45 - 2.21
1/12th 0.82 - 1.38 1.60 1.98 2.29
-30◦ 1/16th 0.82 - 1.38 1.60 1.99 2.29
1/20th 0.82 - 1.38 1.59 2.00 2.29
1/24th 0.82 - 1.38 - 2.00 2.29
1/12th 0.82 - 1.37 - 2.06 2.32
-50◦ 1/16th 0.82 - 1.37 - 2.06 2.32
1/20th 0.82 - - - 2.06 2.31
1/24th 0.82 - - - 2.06 -
the false peaks, but it causes the 1.064 THz peak to disappear and the 1.360 and
1.532 THz peaks either merge, or the 1.532 THz peaks is lost.
When random noise was added to the received signal, it was determined that
a 10 dB SNR was required to ensure reliable detection. This is the same result
observed for the -37◦ case and in Chapter 5.
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Table 7.5: Location (in THz) of extracted Lorentz poles for data sampled at -10◦,
-30◦, and -50◦ from a background of C-4 with the surface roughness of 80 grit
sandpaper and a 100µm grain size. Data reported for peaks within 5% of the
expected value. Red values are within 10%.
Angle
of Inci-
dence
Filter
Width
0.808
THz
Peak
1.064
THz
Peak
1.360
THz
Peak
1.532
THz
Peak
1.980
THz
Peak
2.224
THz
Peak
1/12th 0.83 - 1.37 1.50 1.97 2.28
-10◦ 1/16th 0.83 - 1.37 1.50 1.97 2.28
1/20th 0.83 - - 1.49 1.98 2.28
1/24th 0.83 - - 1.48 1.99 2.28
1/12th 0.82 - 1.38 1.57 2.00 2.31
-30◦ 1/16th 0.82 - 1.38 1.57 2.00 2.31
1/20th 0.82 - 1.38 - 2.00 -
1/24th 0.82 - 1.38 - 2.01 -
1/12th 0.81 1.10 1.49 1.57 1.96 2.29
-50◦ 1/16th 0.81 1.10 - 1.56 1.97 2.28
1/20th 0.81 1.10 - 1.52 1.98 2.27
1/24th 0.81 - - 1.52 1.98 2.26
7.4.4 Smoother Surface with Larger Grain Size
The results for a 80 grit surface with 300µm grain is given in Table 7.5 for 50
averaged surfaces. The data show that over angle of incidence, it is still possible
to see the actual Lorentz poles. At least five of the six peaks are visible. As for
the -37◦ results, less filtering has some false peaks. Increased filtering will reduce
the false peaks, but it causes the 1.064 THz peak to disappear and the 1.360 and
1.532 THz peaks either merge, or the 1.532 THz peaks is lost.
When random noise was added the received signal, it was determined that
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a 10 dB SNR was required to ensure reliable detection. This is the same result
observed for the -37◦ case and in Chapter 5.
7.5 Conclusion
This chapter looked at the combined effect of rough surface granular scattering
on the extracted spectral signature of C-4. It is possible to extract most of the
Lorentz poles with a minimum of false peaks if 20 samples were averaged. The
1.064 THz peak was most often lost in this analysis because of the increased
filtering required to eliminate the false peaks.
When noise was added to the simulated data, the spectral signature was little
changed if a 10dB SNR was maintained. Therefore, as with the case of a rough
surface only, a 10dB SNR should be maintained.
While the 1.064 THz peak was frequently lost, it is encouraging that five of
the peaks were generally visible if the back scattered detection angle was kept
within -50◦ of the normal. This will likely provide enough information for reliable
detection of C-4.
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Chapter 8
Conclusion and Future Work
8.1 Conclusion
Terahertz spectroscopy is a promising field for the detection of explosives and
other illicit materials. The detection of illicit materials is based on the unique
spectral signature of each material. However, the granular nature of the explo-
sives and illicit materials may mask the unique spectral signature. In addition to
the granular nature, the interface of the material is likely to be rough at terahertz
frequencies which may also mask the unique spectral signature. To become a vi-
able detection method at any security checkpoint, the effect of the rough surface
and granular scattering must be understood.
The impact the rough surface and granular scattering has on the spectral
signature was explored in this work. It began with a review of basic electro-
magnetic wave reflections and scattering. The numerical modeling technique,
the Finite-Difference Time-Domain (FDTD) method was introduced and tested
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for accuracy against published results and results measured at the University of
Maryland Baltimore County and in the Northwest Electromagnetics and Acous-
tics Research Laboratory.
With the FDTD model validated, simulations were performed to understand
how the rough surface may mask the spectral signature of the common explosive
Composition-4 (C-4). When reflected energy was sampled in the backscatter
direction from multiple rough surfaces, the spectral signature was not visible by
using the derivative technique. However, a filtering method was proposed to
remove the “noise” associated with a finite number of rough surface samples to
show the spectral signature of C-4 could be reliably extracted with as few as
20 samples over a wide range of receive angles (up to -50◦ measured from the
normal) with an SNR of 10dB.
The FDTD model was then used to determine how the granular nature of
the C-4 may mask the signature of C-4 if the interface was a smooth surface.
While the granular nature of the C-4 allowed for energy to be spread into the
backscatter direction, the frequency dependence of the granular scatterers did not
allow all of the Lorentz poles to be reliably extracted. However, the small amount
of power that was reflected indicated that the scattering would be dominated by
the rough surface interface.
Finally, the rough surface and granular nature of the C-4 was combined and
run in the FDTD model. This model showed that with similar filtering it was
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possible to extract most of the six Lorentz poles of C-4 with as few as 20 samples
over a wide range of receive angle (up to -50◦ measured from the normal) with
an SNR of 10dB.
It was shown that it is possible to extract the location of the Lorentz poles to
identify the spectral signature of C-4 from the back scattered energy. This work
focused only back scattered energy, but the algorithm to extract the Lorentz
poles would work equally well if there was any specular scattering (i.e. glinting).
While the surfaces studied in this work were extremely rough, it is likely that
sufficient energy would be back scattered to allow for the detection of the spectral
signature in a mono-static detection regime. Radar systems are a good example
of a mono-static detection regime that detects smooth surfaces with little back
scattered energy. To deal with the limited amount of back scattered energy, more
detectors could be used to increase the amount of energy received.
8.2 Future Work
Several areas could be researched to continue this work.
1. Move to a three dimensional simulation for more accurate modeling of
the actual material. This will allow simulations of surfaces and structures
actually measured (i.e. full modeling of surface topography and internal
structure with minimal approximations).
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2. Conformal meshing and adaptive meshing to simulate larger problems with
less memory. Conformal meshing would be required for a full three-dimensional
simulation.
3. Employ Periodic Boundary Conditions to see if the size of the simulated
space can be reduced. It may be possible to create a rough surface (and/or
a distribution of granular scatterers) that has un-correlated ends but is
periodic. The advantage to this may be the simulation of a smaller surface,
but this results could be easily scaled to any length of surface.
4. Simulate grain rotation to understand if the anisotropic nature of the ex-
plosive grains would mask the signature. In practice, this is not a short
coming since the orientation of the crystals in the explosive would lead to
the explosive looking isotropic macroscopically.
5. Adaptive filtering to adjust to power levels and number of samples.
6. Model a source wave with a shape beyond a plane wave. For example, enter
in the antenna of a measurement system to model a wave encountered in a
real measurement system.
7. Model finite thickness or layered media.
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Appendix A
Glossary
• ABC: Absorbing Boundary Condition. A grid termination for FDTD sim-
ulations that reduce spurious reflection when the EM wave interacts with
the simulation space boundary.
• AFP: Analytic Field Propagation. An accurate method of implementing
a TFSF simulation to introduce a plane wave into an FDTD simulation
space.
• B: Magnetic Flux Density in Weber per square meter.
• CPLM: Convolutional PML. A class of PML.
• D: Electric Flux Density in Coulombs per square meter.
• Dispersive Media: A material which has a permittivity or permeability
which changes with frequency.
• Effective Dielectric Constant (r): The relative permittivity of a material.
• Epsilon (): The permittivity of a material defined as r × 0.
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• Epsilon Not (0): The permittivity of a free space. Approximately 8.854×10−12
F/m.
• E: Electric Field Intensity in Volts per meter.
• EM: Electromagnetic
• Eta (η): The intrinsic impedance of a media defined as the square root of
µ divided by .
• Explosive: a substance or a device that produces a volume of rapidly ex-
panding gas that exerts sudden pressure on its surroundings[67].
– Example: Chemical Explosive Nitroglycerin 4C-4H5(ONO2)3 12CO2
+ 10 H2O + 6N2 + O2 Ignition will produce products that are all
gases. The 4 moles of compound will yield 29 moles of gas, this is why
there is a large pressure wave produced[67].
• Fractional Volume: Volume of interest/volume of space, for example: a
cube with sides 1 meter in length has a volume of 1m3 filled with 3 spheres
of 0.1 radius, volume of spheres is 3× 4×pi×radius3
3
= 0.0126. The fractional
volume is 0.0126
1
= 0.0126. Fractional volume is used to describe the amount
of particles filling in our space.
• H: Magnetic Field Intensity in Ampere per meter.
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• J: Electric Current Density in Ampere per square meter.
• M: Magnetic Current Density.
• Monostatic: Remote sensing regime where the source and detector are co-
located.
• Mu Not (µ0): The permeability of a free space. 4pi×10−7 H/m.
• NTFF: Near-to-Far-Field transformation. A method of transforming the
near-field data of an FDTD simulation to the far-field for calculation of
RCS and antenna patterns.
• Parallel Polarization (TEz): The plane of an incident wave when the electric
field is parallel to the plane in incidence.
• Perpendicular Polarization (TMz): The plane of an incident wave when the
electric field is perpendicular to the plane in incidence.
• Permittivity (µ): The permittivity of a material defined as µr × µ0. µr is
called the relative permeability of the material
• PML: Perfectly Matched Layer. A class of Absorbing Boundary Condition.
The most popular and effective grid termination technique.
• QCA: Quasi-Crystalline Approximation. An analytic technique to calculate
a frequency dependent effective dielectric constant to account for granular
182
scattering in a medium.
• RCS: Radar Cross Section. The ratio of the scattered power to the incident
power. Also called Bistatic Scattering Coefficient.
• Rho (ρ). Electric charge in Coulombs.
• Scattering Regimes
– Rayleigh: particle size < wavelength
– Mie: particle size ≈ wavelength
– Optics: particle size > wavelength
• Sigma (σ): The conductivity of a material in Siemens per meter.
• Sigma Star (σ∗): The equivalent magnetic conductivity of a material.
• SNR: Signal-to-Noise Ratio. The level of the signal compared to the noise
of a measurement system.
• THz: Terahertz. 1×1012 hertz.
• THz-TDS: Terahertz-Time Domain Spectroscopy. Spectroscopy performed
using a small duration time pulse. Frequency data obtained by taking the
Fourier Transform of the time-domain data.
• UPML: Uniaxial PML. A class of PML.
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