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The thermodynamical properties of the Reissner-Nordstrom-anti-de Sitter black hole in the grand
canonical ensemble are investigated using York's formalism. The black hole is enclosed in a cavity
with nite radius where the temperature and electrostatic potential are xed. The boundary condi-
tions allow us to compute the relevant thermodynamical quantities, e.g. thermal energy, entropy and
charge. The stability conditions imply that there are thermodynamically stable black hole solutions,
under certain conditions. Instantons with negative heat capacity are also found.
I. INTRODUCTION
The path-integral approach to the thermodynamics of black holes was originally developed by Hawking et al. [1{3].
In this approach the thermodynamical partition function is computed from the path-integral in the saddle-point
approximation, thus obtaining the thermodynamical laws for black holes.
In the path-integral approach we can use the three dierent ensembles: microcanonical, canonical and grand
canonical. Due to diculties related to stability of the black hole in the canonical ensemble, the microcanonical
ensemble was originally considered [3,4]. However, further developments by York et al. [5{8] allowed to dene the
canonical ensemble correctly. Eectively, by carefully dening the boundary conditions, one can properly obtain
the partition function of a black hole in thermodynamical equilibrium. This approach was further developed to
include other ensembles [9], and to study charged black holes in the grand canonical ensemble [10] and black holes in
asymptotically anti-de Sitter spacetimes [11,12]. This approach was also applied to black holes in two [13] and three
[11] dimensions.
In York's formalism the black hole is enclosed in a cavity with a nite radius. The boundary conditions are
dened according to the thermodynamical ensemble under study. Given the boundary conditions and imposing the
appropriate constraints, one can compute a reduced action suitable for doing black hole thermodynamics [10,14].
Evaluating this reduced action at its stable stationary point one obtains the corresponding classical action, which is
related to a thermodynamical potential. In the canonical ensemble this thermodynamical potential corresponds to the
Helmholtz free energy, while for the grand canonical ensemble the thermodynamical potential is the grand canonical
potential [2,10]. From the thermodynamical potential one can compute all the relevant thermodynamical quantities
and relations [15].
Some controversy has appeared related to the boundary conditions chosen in this formalism [11,16,17]. More
precisely, Hawking and Page [16,17] x the Hawking temperature of the black hole (i.e. the temperature dened so
that the respective Euclidean metric has no conical singularity at the horizon) at innity, while York et al. [5,10,11] x
the local temperature at a nite radius, where the boundary conditions are dened. For asymptotically at spacetimes
the two formalism coincide, because at innity the local temperature is equal to the Hawking temperature. On the
contrary, for asymptotically anti-de Sitter spacetimes the two procedures disagree, since the local temperature is
redshifted to zero at innity and is equal to the Hawking temperature only in the region where spacetime has a at
metric. Louko and Winters-Hilt [12] have studied the thermodynamics of the Reissner-Nordstrom-anti-de Sitter black
hole xing a renormalized temperature at innity that corresponds to the same procedure used in [16,17]. In this
paper we have chosen to follow York's formalism [5,10,11] and study the thermodynamics of the Reissner-Nordstrom-
anti-de Sitter black hole xing the local temperature at nite radius.
We nd that the two procedures give some identical results, e.g., in both procedures the Hawking-Bekenstein formula
for the entropy [18,19] is obtained. However, the value for the energy at innity diers depending on which procedures
one uses. In [12] it was found that the energy at innity is equal to the mass of the black hole, a result that does not
1
hold here. These results conform with the similarities and dierences found for the Schwarzschild-anti-de Sitter black
hole in [16,11].
II. THE ACTION































where M is a compact region with boundary @M, R is the scalar curvature,  the cosmological constant, g the
determinant of the Euclidean metrics, K the trace of the extrinsic curvature of the boundary @M, h is the determinant
of the Euclidean induced metrics on the boundary, L
m
the Euclidean Lagrangian density of the matter elds and
I
subtr
is an arbitrary term that can be used to dene the zero of the energy as will be seen later.


















where a, b and r are functions only of the radial coordinate y 2 [0; 1]. The Euclidean time  has period 2. The event
horizon, given by y = 0, has radius r
+





. The boundary is given by y = 1 and at this








= r(1). We will consider the grand canonical ensemble, where heat and charge can ow in and
out through the boundary to maintain a constant temperature T  T (r
B




Imposing a black hole topology to the metric (2), one obtains the regularity conditions, see [10],










= 1 : (4)


































= 0 : (5)















b(1) d = 2 b(1) : (6)
Evaluating the gravitational part I
g



















































































































the electromagnetic 4-potential. The action term I
m
given in (8) corresponds to the action term for the grand
canonical ensemble with the electromagnetic potential A

xed at the boundary.
































In order to obtain the reduced action one uses the proper constraints. For the gravitational part of the action I
g











In addition, for the matter elds part of the action I
m
given in (11) we use the Gauss's-law constraint, which is, in











= cte : (13)
The thermodynamical quantities and relations are obtained from the \classical action"
~
I (dened as the reduced
action evaluated at its locally stable stationary points) using the well known relation between the \classical action"
and the thermodynamical potential
~
I = F : (14)
Here F is the grand canonical potential since we are considering the grand canonical ensemble. All the thermody-
namical quantities can be obtained from F using the classical thermodynamical relations (see for example [15]).
III. THE REISSNER-NORDSTR

OM-ANTI-DE SITTER BLACK HOLE
The Reissner-Nordstrom-anti-de Sitter black hole in the grand canonical ensemble is obtained using a negative
cosmological constant  and the boundary conditions T  T (R
B




is the boundary radius
of the spherical cavity, T the temperature at the boundary and  the electrostatic potential dierence between the
horizon and the boundary. Instead of T we can also use its inverse .
The reduced action for Reissner-Nordstrom-anti-de Sitter black hole is obtained from the Euclidean Einstein-Hilbert-
Maxwell action I given in (1), where the term that corresponds to the matter elds is the Euclidean Maxwell action






is the gravitational term given
in (7) and I
m
the matter eld term given in (11). To obtain the reduced action we use the Hamiltonian constraint
(12) and the Gauss's constraint (13).
The evaluation of I
A






 e  ; (15)






). To evaluate the gravitational term I
g



























The component of the Einstein tensor G

































































































= 0 : (20)




















where 2M is an integration constant and 
2
=  =3. The integration constant 2M can be evaluated using the














This is the known relation between the ADM mass of the Reissner-Nordstrom-anti-de Sitter black hole and its event
horizon radius.




















































































































where we have used (3).
The rst term after the second equality in equation (23) can be evaluated by integrating and substituting equations







=  i e [10], and conclude
that it is equal to I
A
given in (15). The respective third term is integrated and gives  r
2
+















































where conditions (3), (4) and (6) were used.

















































is a constant that does not depend on  or , since I
subtr
is an
arbitrary term that can be used to x the zero of the energy but cannot aect other thermodynamical variables [5].









is the thermal energy of anti-de Sitter spacetime.
To evaluate I
subtr
, we compute the thermal energy of the Reissner-Nordstrom-anti-de Sitter black hole from (25)
and use condition (26). The thermal energy is given by [15]








































































where F is the grand canonical potential and we have used (14). Although the reduced action I

is not the classical
action (therefore we cannot write I

= F ), the energy has the form given in (27). This is because the classical action
~










































and e in (27) are not free parameters, they depend on the boundary
conditions (i.e. on the values of ,  and r
B







and e = e(; ; r
B









= 0 as will be seen later.






























































































































= e : (31)
























where equation (14) was used. Since A
+





is the area of the event horizon, this is the usual
Hawking-Bekenstein entropy [18,19].
As mentioned above, the event horizon radius r
+
and electric charge e of the black hole for the given boundary
conditions, i.e. ,  and r
B
, are obtained by evaluating the locally stable stationary points of the reduced action
with respect to r
+
and e [10]. Eectively, once the values of ,  and r
B
are held xed by the boundary conditions,
then the reduced action is a function of only r
+






; e). The local stability conditions are then (i)
rI

= 0 and (ii) the Hessian matrix is positive denite. The latter condition corresponds to a condition of dynamical
as well as thermodynamical stability [10] and will be discussed in section V. We will start by investigating the rst
condition.




































































































blueshifted from innity to r
B
, respectively.
Inverting these two equations, r
+
and e are obtained as functions of the boundary conditions and the cosmological












































































(1 + x+ x
2





Substituting (38) in (36) and taking its square, we obtain a 7th degree equation in x with a double root x = 1 which






















































































































= 0 : (39)
However not every solution of this equation corresponds to a physical solution of a black hole. This is because the











 0 : (40)
Where the equality denes the extremal Reissner-Nordstrom-anti-de Sitter black hole.



































This is the condition that the solutions of equation (39) must obey in order to represent physical black hole solutions.
Equation (39) has no known analytical solutions. However its solutions can be numerically computed and presented
in graphics. This will be done in the next section.
IV. ANALYSIS OF THE BLACK HOLE SOLUTIONS
In this section we present in graphics an analysis of the solutions of equation (39) that obey condition (42). This
analysis is done in two steps: (i) rst, we analyze gures 1 to 18, that present the solutions x as functions of  and
6
, for values  = 0, 0.25, 0.5, 0.75, 1, 2.5, 5 and 10; (ii) afterwards we show in gures 19 to 29 the regions with zero,
one and two solutions in the space spanned by   for xed values of .
(i) Analysis of gures 1 to 18:
 = 0: The solutions for  = 0 are presented in gures 1 and 2. These are obviously identical to the solutions of
the Reissner-Nordstrom black hole, see [10]. We can see in gure 1 that for xed  there is a maximum of , 
max
(),
so that for  > 
max
() there are no solutions. For  < 
max
() one can have two or only one solution depending on







In the limiting case  ! 0 (i.e. r
B




! 1 (as will be seen in
section V this is the stable solution), see [5]. For  = 0, still, and  > 
max
(0) there are no solutions (see comments
at the end of this section). For 0 <  < 1=
p
3 one has one or two solutions up to 
max
(), whereas for  > 
max
()
there are as well no solutions. Finally for  > 1=
p
3 there is only one solution (again for  < 
max
()) corresponding
to the unstable branch as will be seen in section V. Note that, for  = 0, condition (42) implies that the electrostatic
potential has a maximum at 
max
= 1 (see gure 2). Notice also that in the limit  ! 1 (T ! 0), the curves in
gure 2 tend to the curve  = 1, which corresponds to the extremal Reissner-Nordstrom black hole (r
+
= e).
The cases  6= 0, which are now going to be analyzed require the following prior analysis.
As in the case  = 0, for  6= 0 there are solutions at T = 0 ( =1), that correspond to the extremal black holes.

















= 0 : (43)
Notice this is the equation one obtains taking the equality in condition (42). In fact it corresponds to the condition
of extremality of the Reissner-Nordstrom-anti-de Sitter black hole, which is in agreement with the well known fact
that only the extremal black holes have zero temperature.





































































For these values of  and , the curves for xed  presented in the gures reach innite . Furthermore, equation












































 = 0:25: The solutions for  = 0:25 are presented in gures 3 and 4. These gures present the same properties
mentioned previously for the case  = 0. Comparing 1 and 3, we verify that the maximum value of , 
max
(), for
which there are solutions is increasing, i.e. there are solutions for slightly lower values of the temperature at  = 0:25
than at  = 0. The curves for  = 0; 0:5; 0:7; 0:9 in gure 3 have solutions only for  < 
max
(). However the curve
 = 0:95 goes to innity. It can be seen from (44) that the curves that go to innity have 0:93 .  . 0:97.









This condition corresponds to the upper-limit of the interval given in (44), which in this case is  ' 0:97. Notice that




, as can be seen in gure 4.
 = 0:5: The solutions for  = 0:5 are presented in gures 5 and 6. The properties mentioned previously still hold
for  = 0:5. There are solution for innite  in the interval 0:83 .  . 0:89, see (44), as an example the curve for
 = 0:85 is presented in gure 5. From condition (46), we have  . 0:89, this can be seen in gure 6 and it is the
reason why the curve  = 0:9 no longer appears in gure 5.
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 = 0:75: The solutions for  = 0:75 are presented in gures 7 to 9. As mentioned above, the values of  for which
solutions can be found are increasing, as can be seen in gure 7 comparing it with other gures with lower values of
. In gure 8 the curves  = 0:75; 0:77 reach innity, using (45) we can verify that curves with 0:75 .  . 0:78 reach
innite . In gure 9 we can see that  < 0:8, which can also be inferred from (46).
 = 1: Figures 10 and 11 plot the solutions for  = 1. We can see that this gures present similar properties to the





() is nite and depends on . On the contrary, the curves for higher values of  reach innite . In
particular, for 0:66 .  . 0:71 (see equation (45)) there are two solutions at low temperatures (i.e., high ) as can
be seen in curve  = 0:7 in gure 10. This can also be seen in gure 11, since the curve  = 9 is representative of the









' 0:71 is the
value of  where x = 0 for every . There is one solution for 0:71 .  . 0:76, see gure 11, where the upper-limit is












Notice this is the upper-limit of the interval given in (44).
 = 2:5: In gures 12 to 14 the solutions for  = 2:5 are plotted. In gure 12 we can see that for  . 0:36 (see




() is a certain nite value of  that depends on .
Using (45), we see that for 0:364 .  . 0:371 there are two solutions at high values of , see as an example curve
 = 0:37 in gure 13, which reaches innite . According to (44), for 0:37 .  . 0:72 there is only one solution that
reaches innite , see curves  = 0:5; 0:7, in gure 12, and  = 0:38, in gure 13. In gure 14 we can see that for high
values of , e.g.  = 9, the interval of values of  for which there are two solutions is very thin and is found precisely






' 0:37, which is in agreement with (45). For  > 
0
there is only one
solution up to 
max
' 0:72, see (47).
 = 5: Figures 15 and 16 present the solutions for  = 5. Using (44), we can see that for  . 0:19, there are
solutions only for  < 
max
(), see curve  = 0 in gure 15. For 0:19 .  . 0:71 there is one solution for high values
of , see curves  = 0:3; 0:5; 0:7 in gure 15. These curves reach innite . In gure 16, we can see that for high 
(consider the curve  = 9) there is a very thin region of values  where there are two solutions. For innite  this
region is 0:195 .  . 0:196, see (45). In gure 16, we can also see that for 0:19 .  . 0:71 there is one solution,
where the upper-limit is given by (47).
 = 10: Figures 17 and 18 present the solutions for  = 10. In these gures we can verify the same properties
described for other values of . According to (44), for  . 0:099 there are solutions only for  < 
max
(), see curve
 = 0 in gure 17, see also gure 18. There is a very narrow interval for which there are two solutions at high values
of , 0:0987 .  . 0:0995, according to (45) (see curve  = 9 in gure 18). For 0:0995 .  . 0:7077 there is one
solution for high values of , see curves  = 0:3; 0:5; 0:7 in gure 17 (this curves reach innite ) and gure 18.
For higher values of  there are not new types of solutions and therefore it is not necessary to pursue our analysis.
(ii) Analysis of gures 19 to 29:
In order to clarify the disposition of the number of solutions for given values of , , and , we present, in the
space spanned by  and  for xed , the regions with zero, one and two solutions. We do this for eleven dierent
values of ,  = 0; 0:01; 0:1; 0:3; 2=
p
27 ' 0:38; 1; 2; 5; 10; 100;1, see gures 19 to 29 respectively. In this gures one
can see the evolution of the number of solutions as  increases. To present all possible values of [0;1[, we use in





such that 0  a  1. It is this variable that appears in the ordinate axis in gures 19 to 29.
Due to condition (42) there are no physically possible solutions on the right-hand side of gures 19 to 29.
An important value of , rst studied by York [5] in connection with the Schwarzschild black hole ( =  = 0), is
 = 2=
p






. For higher values of , lower values of the temperature, there are no black hole
solutions. This is a quantum eect and following York [5] can be understood as follows. One can associate a Compton
type wavelength  to the energy k
B





, or in Planck units  = 1=T = . If this
Compton wavelength is much larger than the radius r
B









the thermal particles cannot be conned within the cavity and do not collapse to form a black hole.
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By analyzing gures 22 and 23, we can see that for nonzero cosmological constant ( 6= 0) this phenomenon starts







<< 1), York's criterion for no black hole solutions becomes

















From equation (49) we infer that the role of the negative cosmological constant ( =  3
2

















. Thus for a given temperature, it is more dicult to conne
the thermal particles, and harder to form black holes, in accord with the idea that a negative cosmological constant
shrinks space.
If we extend our previous rst order analysis to include the electrostatic potential , we obtain



















We can see that the electrostatic potential has the opposite eect of the cosmological constant (see for example gures
22, 23 and 24).
V. STABILITY
As mentioned before there is a second condition of local stability that has not yet been investigated. We will follow
the same procedure as given in [10]. This is the condition that the Hessian matrix of the reduced action be positive























































































These are well known thermodynamical relations [15]. From (54), we compute the second derivatives of I

in the


































































































where eq means quantities evaluated at equilibrium, i.e. at the stationary points of the reduced action I

.








































































is the heat capacity at constant  and r
B
. Notice that in all this calculation we have implicitly held r
B
constant, since in the grand canonical ensemble the dimension of the system is held constant.











 0 : (57)
These conditions are identical to the classical thermodynamical stability conditions [15]. Therefore one can conclude
that the dynamical stability conditions given in (54) and (57) are identical to the thermodynamical stability conditions
[10].






























































































































































































The numerator of C
;r
B
is positive, therefore the condition C
;r
B
> 0 is veried if the denominator in (59) is positive.
Using (35) and (38), we obtain the following condition of stability for the solutions of equation (39)

 2 (1 + 
2


























(1 + x+ x
2
))( 1 + 2x+ 
2









x (1 + 
2




> 0 : (60)
By numerical computation, we can verify the solutions that obey this condition.
As an example the stable solutions for  = 1 and  = 5 are presented in gures 30 and 31. Comparing these gures
with gures 10 and 15 respectively, we can easily distinguish the stable and unstable solutions, i.e. the solutions that
verify or not equation (60).
Analyzing gures 30 and 31, we can see that in general only the solutions with the higher value of x, that is with
higher event horizon radius, are stable. In more detail we can distinguish three cases: (i) for curves with xed , that
depart from  = 0 and for relatively low values of  where there is a single solution, this solution is unstable (e.g.
 = 0:5; 0:6 in gures 10 and 30); (ii) whenever there are two solutions, for given values of ; ; , the smaller one is
an instanton (i.e. it is an unstable solution and dominates the semi-classical evaluation of the rate of nucleation of
black holes [21]) and the one with larger event horizon radius is a stable black hole (e.g.  = 0; 0:5; 0:6; 0:7 in gures
10 and 30 and  = 0 in curves 15 and 31); (iii) for curves with xed , that reach innite  and that correspond to
a single solution, this solution is stable (e.g.  = 0:3; 0:5; 0:7 in gures 15 and 31).
These three cases can easily be distinguished in gures 19 to 29. In these gures there are in general two separated
regions with one solution. The region with lower values of a, i.e. lower values of , corresponds to case (i) and these
are unstable solutions. The region with higher values of a corresponds to case (iii) and these are stable solutions.
Obviously, the region with two solutions in each gure 19 to 29, corresponds to case (ii), i.e. one of those solution is
stable, the one with higher value of x, and the other unstable.
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VI. COMMENTS ON SPECIAL CASES
Several black holes may be considered as special cases of the Reissner-Nordstrom-anti-de Sitter black hole.





27. This solutions can be computed analytically, since equation (39) becomes a 3rd degree
equation for  = 0. Only the solution with higher event horizon radius, i.e. higher mass, is stable.
(II) putting  = 0 we obtain the Reissner-Nordstrom black hole. This has been studied by [10]. There are one or
two solution for  < 
max
. These as stated above can be computed analytically. Once again only the solution
with higher event horizon radius, when it exists, is stable.
(III) putting  = 0 we obtain the Schwarzschild-anti-de Sitter. This black hole as been studied before, see [16,11].
This black hole has two solutions for  < 
max
, and again only the one with higher event horizon radius is stable
[11].
(IV) the extremal cases require special care [22{24] and were not studied in any detail in this paper.
VII. CONCLUSIONS
We have studied the thermodynamics of the Reissner-Nordstrom-anti-de Sitter black hole in York's formalism. In
the grand canonical ensemble where the temperature and the electrostatic potential are xed at a boundary with
nite radius, we have found one or two black hole solutions depending on the boundary conditions and the value of
the cosmological constant. In general when there are two solutions, one is stable, the one with larger event horizon
radius, and the other is an instanton. On the other hand, the cases with a single solution can correspond either to a
stable or unstable solution. We have found that both high values of the cosmological constant and low temperatures
favor stable solutions.
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f  = 0     
f  = 0.3
f  = 0.5
f  = 0.7
f  = 0.9
FIG. 1. Solutions of equation (39) for  = 0 (Reissner-Nordstrom) as a function of the variable  for xed values of the
electrostatic potential at the boundary  = 0; 0:3; 0:5; 0:7; 0:9. For each value of  there is a value 
max
(), so that only for
 < 
max







b  = 0.1  
b  = 0.3
b  = 0.6
b  = 0.9
b  = 3
b  = 9
FIG. 2. Solutions of equation (39) for  = 0 (Reissner-Nordstrom) as a function of the electrostatic potential at the boundary
 for xed values of  = 0:1; 0:3; 0:6; 0:9; 3; 9.









f  = 0     
f  = 0.5
f  = 0.7
f  = 0.9
f  = 0.95
FIG. 3. Solutions of equation (39) for  = 0:25 as a function of the variable  for xed values of the electrostatic potential
at the boundary  = 0; 0:5; 0:7; 0:9; 0:95. The solutions for  = 0:25 are very similar to the solutions for  = 0 (see gure 1).
However the curve  = 0:95 reaches innite .
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b  = 0.1  
b  = 0.3
b  = 0.6
b  = 0.9
b  = 3
b  = 9
FIG. 4. Solutions of equation (39) for  = 0:25 as a function of the electrostatic potential at the boundary  for xed values
of  = 0:1; 0:3; 0:6; 0:9; 3; 9. Notice that  . 0:97 due to condition (42).









f  = 0     
f  = 0.3
f  = 0.5
f  = 0.7
f  = 0.85
FIG. 5. Solutions of equation (39) for  = 0:5 as a function of the variable  for xed values of the electrostatic potential at
the boundary  = 0; 0:3; 0:5; 0:7; 0:85. For  = 0:5, due to condition (42), we have  . 0:89, consequently for  = 0:9 there are







b  = 0.1  
b  = 0.3
b  = 0.6
b  = 0.9
b  = 3
b  = 9
FIG. 6. Solutions of equation (39) for  = 0:5 as a function of the electrostatic potential at the boundary  for xed values
of  = 0:1; 0:3; 0:6; 0:9; 3; 9. Notice that  . :89, as imposed by condition (42).
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f  = 0     
f  = 0.3
f  = 0.5
f  = 0.7
FIG. 7. Solutions of equation (39) for  = 0:75 as a function of the variable  for xed values of the electrostatic potential
at the boundary  = 0; 0:3; 0:5; 0:7. This gure is quite similar to the previous ones. However, for example the curve  = 0:7










f  = 0.73     
f  = 0.75
f  = 0.77
FIG. 8. Solutions of equation (39) for  = 0:75 as a function of the variable  for xed values of the electrostatic potential







b  = 0.1  
b  = 0.3
b  = 0.6
b  = 0.9
b  = 3
b  = 9
FIG. 9. Solutions of equation (39) for  = 0:75 as a function of the electrostatic potential at the boundary  for xed values














f  = 0     
f  = 0.5
f  = 0.6
f  = 0.7
FIG. 10. Solutions of equation (39) for  = 1 as a function of the variable  for xed values of the electrostatic potential at







b  = 0.1  
b  = 0.3
b  = 0.6
b  = 0.9
b  = 3
b  = 9
FIG. 11. Solutions of equation (39) for  = 1 as a function of the electrostatic potential at the boundary  for xed values
of  = 0:1; 0:3; 0:6; 0:9; 3; 9. The maximum value of  for which there are solutions, 
max
' 0:76 is imposed by condition (42).









f  = 0     
f  = 0.3
f  = 0.5
f  = 0.7
FIG. 12. Solutions of equation (39) for  = 2:5 as a function of the variable  for xed values of the electrostatic potential
at the boundary  = 0; 0:3; 0:5; 0:7. The curves  = 0:5; 0:7 reach innite .
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f  = 0.36     
f  = 0.37
f  = 0.38
FIG. 13. Solutions of equation (39) for  = 2:5 as a function of the variable  for xed values of the electrostatic potential







b  = 0.1  
b  = 0.3
b  = 0.6
b  = 0.9
b  = 3
b  = 9
FIG. 14. Solutions of equation (39) for  = 2:5 as a function of the electrostatic potential at the boundary  for xed values
of  = 0:1; 0:3; 0:6; 0:9; 3; 9. There are solutions only for  . 0:75, due to condition (42).









f  = 0     
f  = 0.3
f  = 0.5
f  = 0.7
FIG. 15. Solutions of equation (39) for  = 5 as a function of the variable  for xed values of the electrostatic potential at
the boundary  = 0; 0:3; 0:5; 0:7. The curves  = 0:3; 0:5 e 0:7 reach innity.
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b  = 0.1  
b  = 0.3
b  = 0.6
b  = 0.9
b  = 3
b  = 9
FIG. 16. Solutions of equation (39) for  = 5 as a function of the electrostatic potential at the boundary  for xed values
of  = 0:1; 0:3; 0:6; 0:9; 3; 9. The maximum value of  for which there are solutions, 
max
' 0:71, is imposed by condition (42).









f  = 0     
f  = 0.3
f  = 0.5
f  = 0.7
FIG. 17. Solutions of equation (39) for  = 10 as a function of the variable  for xed values of the electrostatic potential
at the boundary  = 0; 0:3; 0:5; 0:7. The curves  = 0:3; 0:5; 0:7 reach innity.









b  = 0.1  
b  = 0.25
b  = 0.5
b  = 10
FIG. 18. Solutions of equation (39) for  = 10 as a function of the electrostatic potential at the boundary  for xed values
of  = 0:1; 0:25; 0:5; 10. The maximum value of  for which there are solutions 
max








FIG. 19. Number of solutions of equation (39) with  ! 0, in the space  a, where a is given by equation (48). There is
one black hole solution in the conned region and also for a = 1 (i.e. innite cosmological constant), for  <
p
0:5. There are









FIG. 20. Number of solutions of equation (39) with  = 0:01, in the space   a, where a is given by equation (48). 0 -
means that there are zero solutions in this region, i.e. there are no solutions of black holes in thermodynamical equilibrium for










FIG. 21. Number of solutions of equation (39) with  = 0:1, in the space   a, where a is given by equation (48) (see











FIG. 22. Number of solutions of equation (39) with  = 0:3, in the space   a, where a is given by equation (48) (see













' 0:38, in the space  a, where a is given by equation (48)























































FIG. 28. Number of solutions of equation (39) with  = 100, in the space   a, where a is given by equation (48) (see










FIG. 29. Number of solutions of equation (39) with  = 1, in the space  a, where a is given by equation (48). Notice
that for  =1, equation (39) becomes (43) which corresponds to the extremal Reissner-Nordstrom-anti-de Sitter black hole,
see discussion following equation (43) (see caption of gure 20).









f  = 0     
f  = 0.5
f  = 0.6
f  = 0.7
FIG. 30. Solutions of equation (39) which obey the stability condition (60), with  = 1, as a function of , for xed values
of the electrostatic potential at the boundary  = 0; 0:5; 0:6; 0:7. Comparing with gure 10, we can also recognize the unstable
solutions.









f  = 0     
f  = 0.3
f  = 0.5
f  = 0.7
FIG. 31. Solutions of equation (39) which obey the stability condition (60), with  = 5, as a function of , for xed values
of the electrostatic potential at the boundary  = 0; 0:3; 0:5; 0:7. Comparing with gure 15, we can also recognize the unstable
solutions.
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