y ( - f along with the main result will be given in the next section. Let us note that those assumptions will be satisfied for A = -0 and q = 0. Hence the equation 2 x and which satisfies the Dirichlet boundary condition provided that f is 2 ~-periodic, sufficiently smooth and small. In one spatial variable this problem was studied by P. H. Rabinowitz [7] , with the help of a Moser theorem to overcome the "loss of derivatives" procedure is applied. In this connection see also [2] , where even a bifurcation problem is treated. This device makes avoiding the occurence of the "loss of derivatives" possible. Hence, by using Schauder's theorem, we are able to extend the result of [7] to more spatial variables and also to suppress the explicit appearance of the small parameter and to improve the assumptions on regularity of f and G.
The idea of looking for at u rather than for the solution u itself is not new. It has been used in time periodic problems at least in those having the form where it is possible to separate the determination of at u and the time independent component of the solution, see [6] . As far as the initialboundary value problems for ( 1. 1) are concerned we refer to [8] and [9] . Equation ( 1. 1) was taken in a form imitating the one-dimensional case of [3] . One of the crucial sufficient conditions for the existence, (2. 2), has been taken over from [5] .
The author is indebted to his colleagues P. Krejci -. Wirtinger's inequality: for any y E L2 (o, 2 03C0), 2 0 3 C 0 0
Let us denote the left-hand side of ( I . I) by F (u), I. e. On estimating s >__ I, the following lemma will be applied. '. for completeness we present the proof. For simplicity we set m = n + 1. We VoL 6, n° 3-1989. 
The norm ~at in ( 5 . 7) is close to ~03BDNS~2, Q in the sense that only the L 2-norm of second order derivatives, i. e. , ~ a~ /10, Q' I ~ = 2, are missing. In obtaining these we shall apply the lemma, which will be useful also later. .&#x26;. vs.yV a =M+1. Since 11, E and p can be' taken so small to satisfy (6 . 6)/ (6.7), (6.9) and all the above inequalities they are subjected to the proof of Theorem 2.1 is complete.
