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REFINEMENTS TO MUMFORD’S THETA AND ADELIC THETA
GROUPS
NATHAN GRIEVE
Abstract. Let X be an abelian variety defined over an algebraically closed field k. We
consider theta groups associated to simple semi-homogenous vector bundles of separable type
on X . We determine the structure and representation theory of these groups. In doing so
we relate work of Mumford, Mukai, and Umemura. We also consider adelic theta groups
associated to line bundles on X . After reviewing Mumford’s construction of these groups we
determine functorial properties which they enjoy and then realize the Neron-Severi group
of X as a subgroup of the cohomology group H2(V(X), k×).
1. Introduction
Let X be an abelian variety defined over an algebraically closed field k. Our purpose here
is to refine and generalize the theory of theta-Heisenberg and adelic theta groups associated
to line bundles on X . Such groups were invented by Mumford and played a fundamental role
in his study of syzygies of abelian varieties, moduli of abelian varieties, and theta functions,
see [10], [11], [12], and [13].
These groups continue to play an important role in the theory of abelian varieties especially
in the study of syzygies, moduli, and vector bundles. Some more recent examples include
the work of Gross-Popescu, [7, Example 2.10, p. 349], where theta groups and their higher
weight representation theory play a role in their study of syzygies, work of Nakamura, [16],
where theta group schemes are used to compactify the moduli scheme of abelian schemes
over SpecZ[ζN , 1/N ], and work of Oprea, [19, §2], where theta groups and their relation to
semi-homogeneous vector bundles are used to study Verlinde bundles. Even more recently
Brion has considered theta groups associated to Brauer-Severi varieties over abelian varieties,
[3], while Shin has extended Mumford’s work by constructing theta and adelic theta groups
associated to line bundles on abelian schemes, [21].
Here we make three contributions. Our first two concern theta groups associated to a
class of simple vector bundles on X which we refer to as simple semi-homogeneous vector
bundles of separable type and define in §2.1. Our first result, Theorem 2.1, concerns the
structure of these groups. This theorem generalizes [10, §1, Theorem 1] and answers a
problem of Umemura, see [22, p. 120], for this class of vector bundles on X . Our second
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result, Theorem 2.2 and Corollary 2.3, determines the representation theory of these groups.
This theorem generalizes [10, §1, Proposition 3 and Theorem 2] and also makes the inequality
asserted in [1, Exercise 6.10.4, p. 175] an equality.
The third result of this paper, Theorem 2.4, concerns adelic theta groups associated to
line bundles on X . In §6 we review the construction of these groups as it is important to
our proof of Theorem 2.4.
To describe Theorem 2.4 let I denote the set of positive integers which are not divisible
by the characteristic of k. Let tor(X) := {x ∈ X(k) : nx = 0 for some n ∈ I}, and let
V(X) := lim
←−
tor(X), where the limit is indexed by I and where the maps are given by
multiplication by n/m whenever m divides n.
In this notation Theorem 2.4 gives a functorial realization of the Neron-Severi group of X
as a subgroup of the cohomology group H2(V(X), k×).
To place our results, concerning theta groups, in proper context it is important to empha-
size that our results build on work of Mukai, especially [9], and Mumford, namely [10, §1].
For instance the concept of semi-homogeneity is due to Mukai, [9, p. 239]. In that paper
he also characterized simple semi-homogeneous vectors bundles. Indeed he proved that a
simple vector bundle on X is semi-homogeneous if and only if it is the direct image of some
line bundle with respect to some isogeny, [9, Theorem 5.8, p. 260].
Note also that prior to Mukai’s work [9], which builds on work of Oda [18, Corollary
1.7, p. 53] and [17, Lemma 1.4, p. 71], Umemura extended Mumford’s theory of theta
groups. He considered theta groups associated to vector bundles on X and determined the
weight 1 representation theory of theta groups associated to simple vector bundles on X .
In addition he posed the problem of determining the structure of theta groups associated
to vector bundles on X in general and considered theta groups associated to Brauer-Severi
varieties over X , see [22, §5], [23, §1 and §2].
Here we say that a simple semi-homogeneous vector bundle is of separable type if its Euler
characteristic is nonzero and not divisible by the characteristic of the ground field, see §2.1.
In this context our Theorems 2.1 and 2.2 generalize Mumford’s [10, Theorem 1, p. 293] and
[10, Theorem 2, p. 297] which apply to ample line bundles of separable type on X .
As one final comment we mention that there is some overlap amongst our Theorem 5.1,
which we use to prove Theorem 2.2, and work of Goren [4, Appendix]. Also a special case of
Theorem 2.1 is implicit in [19, §2.2]. On the other hand all of the results of this paper were
obtained independently in my dissertation [5] and I am not aware of any other reference
which states and proves these results explicitly.
Acknowledgements. I thank my Ph.D. adviser Mike Roth for useful discussions. The final
writing of this work benefited from conversations with Eyal Goren, Jacques Hurtubise, and
criticisms and suggestions given by the referee.
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2. Statement of results
In §2.1 we describe the class of vector bundles for which our results concerning theta
groups apply. These results are stated in §2.2. In §2.3 we formulate our results concerning
adelic theta groups.
2.1. Preliminaries concerning simple semi-homogeneous vector bundles. Let X
be an abelian variety, defined over an algebraically closed field k, and let Tx : X → X denote
translation by x ∈ X . The first two results of this paper, which we state in §2.2, concern
theta groups associated to simple semi-homogeneous vector bundles of separable type on X .
We make this concept precise as follows. To begin with let E be a vector bundle on X .
Then, following Mukai [9, p. 239], we say that E is semi-homogeneous if for all x ∈ X there
exists a line bundle L on X with the property that T ∗xE
∼= E ⊗ L.
In the case that E is simple, that is if dimk H
0(X,E∨ ⊗ E) = 1, Mukai proved that E is
semi-homogeneous if and only if there exists an isogeny π : Y → X and a line bundle L on
Y with the property that E ∼= π∗L, [9, Theorem 5.8, p. 260].
In [6, §2.1, p. 6] we defined E to be non-degenerate if its Euler characteristic χ(E) is
nonzero. We then proved, [6, Proposition 2.1, p. 6], that if E is simple semi-homogenous
and non-degenerate then E admits exactly one nonzero cohomology group Hi(E)(X,E). Thus
the cohomology groups of non-degenerate simple semi-homogenous vector bundles behave in
a manner analogous to those of non-degenerate line bundles.
Here, motivated by the above considerations, as well as Mumford’s concept of ample line
bundles of separable type [10, p. 289], we make one more definition which is relevant to
what we do here.
Definition. Let E be a vector bundle on X . We say that E is of separable type if its Euler
characteristic χ(E) is nonzero and not divisible by the characteristic of k.
2.2. Results concerning theta groups. Let E be a simple semi-homogeneous vector
bundle of separable type on X . If x ∈ X , then we let Autx(E) denote the set of isomorphisms
E → T ∗xE of OX -modules.
In [9, §6, §7, and Corollary 7.9, p. 271] Mukai has shown that the group
K(E) := {x ∈ X(k) : Autx(E) 6= ∅}
is finite and that χ(E)2 = #K(E).
The theta group of E is defined as G(E) := {(x, φ) : x ∈ K(E) and φ ∈ Autx(E)} with
multiplication given by (x, φ) · (y, ψ) := (x+y, φ∗ψ) where φ∗ψ is the element of Autx+y(E)
determined by the composition
E
ψ
−→ T ∗yE
T ∗y φ
−−→ T ∗y (T
∗
xE) = T
∗
x+y(E).
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The group G(E) is a central extension1 of k× by K(E) and acts with weight one on Hi(E)(X,E).
Our first result, Theorem 2.1, generalizes [10, Theorem 1] and sheds light on a problem
posed by Umemura [22, p. 120]. It concerns the structure of the group G(E) and is stated
as:
Theorem 2.1. Let E be a simple semi-homogenous vector bundle of separable type on X.
The theta group G(E) is a non-degenerate central extension of k× by K(E).
A consequence of Theorem 2.1 is that every simple semi-homogenous vector bundle of
separable type E on X determines a sequence of integers d = (d1, . . . , dp), di+1 | di, which
we refer to as the type of its theta group G(E). This fact, together with Theorem 2.1, allows
us to determine the representation theory of G(E).
Theorem 2.2. Let E be a simple semi-homogenous vector bundle of separable type on X.
Let d = (d1, . . . , dp) be the type of G(E). The following assertions hold:
(a) the theta group G(E) admits exactly gcd(n, d1)
2 × · · · × gcd(n, dp)
2 non-isomorphic
irreducible weight n G(E)-module(s);
(b) a weight n representation is irreducible if and only if it has dimension d1×···×dp
gcd(n,d1)×···×gcd(n,dp)
;
(c) every weight n G(E)-module decomposes into a direct sum of irreducible weight n
G(E)-modules. Every G(E)-module decomposes into a direct sum of weight n G(E)-
modules.
As explained in §2.1, each simple semi-homogeneous vector bundle of separable type on
X admits exactly one nonzero cohomology group. Combining this fact with Theorems 2.1
and 2.2 we obtain:
Corollary 2.3. Let E be a simple semi-homogenous vector bundle of separable type on
X. The unique nonzero cohomology group Hi(E)(X,E) is the unique irreducible weight 1
representation of its theta group G(E).
We prove Theorem 2.1 in §4.2, while we prove Theorem 2.2 and Corollary 2.3 in §5.3.
2.3. Results concerning adelic theta groups. Let X be an abelian variety defined
over an algebraically closed field k. Let I denote the set of positive integers which are not
divisible by the characteristic of k. Let
tor(X) := {x ∈ X(k) : nx = 0 for some n ∈ I},
and let V(X) := lim
←−
tor(X), where the limit is indexed by I and where the maps are given
by
[n/m] : tor(X)→ tor(X)
1Throughout we employ the (somewhat non-standard) terminology of [8]: if A and C are groups and
1→ A→ B → C → 1 is a short exact sequence of groups then we say that B is an extension of A by C.
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whenever m divides n.
Let L be the total space of a line bundle on X . Mumford has constructed a group Ĝ(L),
the adelic theta group of L, see [11, §7] and [14, Chapter 4]; this group is a central extension
of k× by V(X). We recall some aspects of Mumford’s construction of Ĝ(L) in §6.
In §7 we prove that the Neron-Severi group ofX , which we denote by NS(X), can be canon-
ically identified with a subgroup of the cohomology group H2(V(X), k×). Here H2(V(X), k×)
denotes the usual second cohomology group of the trivial V(X)-module k×. More specifically
we establish:
Theorem 2.4. The map Ĝ : NS(X) → H2(V(X), k×), defined by sending the class of a
line bundle L to that of its adelic theta group Ĝ(L), is an injective group homomorphism.
It satisfies the following functorial property: if f : X → Y is a homomorphism of abelian
varieties then the diagram
NS(X)
Ĝ // H2(V(X), k×)
NS(Y )
f∗
OO
Ĝ // H2(V(Y ), k×)
f∗
OO
commutes.
3. Theta groups and quasi-coherent sheaves
Let X be an abelian variety defined over an algebraically closed field k. In this section we
construct theta groups, associated to quasi-coherent sheaves on X , and determine some of
their basic properties.
3.1. Preliminaries from descent theory. Let K ⊆ X be a finite subgroup and assume
that the order of K is not divisible by the characteristic of k. We consider descent of
quasi-coherent sheaves with respect to the quotient map f : X → Y = X/K.
Let Descent(QCoh(X), f) denote the category whose objects are descent data (F, φ), with
respect to f , and where a morphism between pairs (F, φ) and (G,ψ) is given by an element
α ∈ HomOX (F,G) which has the property that the diagram
F
φx

α // G
ψx

T ∗xF
T ∗xα // T ∗xG
commutes for all x ∈ K.
Grothendieck has proven that the pullback functor f ∗ : QCoh(Y )→ Descent(QCoh(X), f)
is an equivalence of categories. A proof of this result can be found in [2, §6.1 Theorem 4, p.
134], for instance, or [15, §7 Proposition 2, p. 66 and §12 Theorem 1, p. 104].
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In §4.2 we apply the following elementary observation in our proof of Lemma 4.2.
Lemma 3.1. If a coherent sheaf E on X descends, via a separable isogeny f : X → Y to a
coherent sheaf F on Y , then dimk EndOX (E) > dimk EndOY (F ).
Proof. Since the descent functor is fully faithful the k-vector space EndOY (F ) is identified
with the subspace of EndOX (E) which commutes with the descent data. 
3.2. Construction of theta groups. Let F be a quasi-coherent sheaf on X . If x ∈ X(k)
then let Autx(F ) := {φ ∈ HomOX (F, T
∗
xF ) : φ is an isomorphism}. If Autx(F ) 6= ∅ then it
is an Aut(F )-torsor (or principal homogeneous space). Let
K(F ) := {x ∈ X(k) : Autx(F ) 6= ∅}
and observe that K(F ) is a subgroup of X(k). The theta group of F is
G(F ) := {(x, φ) : x ∈ K(F ) and φ ∈ Autx(F )}
where multiplication is defined by (x, φ) · (y, ψ) := (x+ y, φ ∗ ψ), where φ ∗ ψ is the element
of Autx+y(F ) determined by the composition
F
ψ
−→ T ∗yF
T ∗y φ
−−→ T ∗y (T
∗
xF ) = T
∗
x+y(F ).
The homomorphisms ιF : Aut(F )→ G(F ), and πF : G(F )→ K(F ), defined respectively by
α 7→ (0, α) and (x, φ) 7→ x, determine a short exact sequence of groups
1→ Aut(F )
ιF−→ G(F )
πF−→ K(F )→ 0
and makes G(F ) an extension of Aut(F ) by K(F ).
3.3. Level subgroups and descent. Let F be a quasi-coherent sheaf on X . Here we
generalize [10, Proposition 1, p. 291] and relate certain subgroups of G(F ) and descent data
for F with respect to suitably defined isogenies.
Definitions ([10, p. 291]).
• A subgroup K ⊆ G(F ) is a level subgroup if it is finite, has order not divisible by the
characteristic of k, and if the homomorphism πF : K → πF (K) is injective.
• Let K ⊆ K(F ) be a subgroup and let K ⊆ G(F ) be a level subgroup. We say that K
lies over K if πF (K) = K.
Proposition 3.2 (Compare with [10, Proposition 1, p. 291]). Let F be a quasi-coherent
sheaf on X and let K ⊆ K(F ) be a subgroup. There exists a one to one correspondence
between level subgroups K ⊆ G(F ) lying over K and (effective) descent datum (F, φ) with
respect to the quotient map f : X → X/K.
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Proof. Let σ be the inverse of πF . If x ∈ K, then let φx be the element of Autx(F ) determined
by σ. Let φ be the set consisting of these isomorphisms. Since σ is a group homomorphism
the diagram
(3.1) F
φx //
φx+y
))❘❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘
❘ T ∗xF
T ∗xφy // T ∗x (T
∗
yF )
T ∗x+yF
commutes for all x, y ∈ K. Hence the pair (F, φ) is descent datum.
Conversely if (F, φ) is descent datum then define K := {(x, φx) : φx ∈ φ}. Since (F, φ) is
descent datum the diagram (3.1) commutes, for all x, y ∈ K, and we deduce that this implies
that K is a subgroup. In addition the map (x, φx) 7→ x is an isomorphisms of groups.
Finally it is clear, by construction, that the correspondences just defined are mutual
inverses. 
3.4. Theta groups and isogenies. Let F be a quasi-coherent sheaf on X , K ⊆ G(F ) a
level subgroup, and (F, φ) the descent datum determined by K. Let K := πF (K), Y := X/K,
and f : X → Y the quotient map.
Since (F, φ) is effective there exists a quasi-coherent sheaf H on Y with the property that
(F, φ) is isomorphic to (f ∗H, can(H)), the canonical descent data determined by f ∗H . As a
consequence there exists an isomorphism α : f ∗H → F of OX -modules.
We now use α to relate G(H), G(F ), and the centralizer CK(G(F )) of K in G(F ). This is
the content of Proposition 3.3.
Before stating this result first observe that every x ∈ X determines a morphism
(3.2) Autf(x)(H)
f∗
−→ Autx(f
∗H)
T ∗x (α)◦?◦α
−1
−−−−−−−→ Autx(F )
of Aut(H)-sets. In particular, we have f−1(K(H)) ⊆ K(F ).
Also if x and y are elements of X then the diagram
(3.3)
Autf(y)(H)× Autf(x)(H)
f∗×f∗ //
∗

Auty(f
∗H)× Autx(f
∗H)
T∗
y
(α)◦?◦α−1×T∗
x
(α)◦?◦α−1
//
∗

Auty(F )× Autx(F )
∗

Autf(x)+f(y)(H)
f∗ // Autx+y(f∗H)
T∗
x+y(α)◦?◦α
−1
// Autx+y(F )
of Aut(H)-sets commutes.
Proposition 3.3, which generalizes [10, Proposition 2, p. 291], can now be stated.
Proposition 3.3 (Compare with [10, Proposition 2, p. 291]). The following assertions hold:
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(a) if CK(G(F )) denotes the centralizer of K in G(F ) then CK(G(F )) coincides with the
set
{(x, η) : f(x) ∈ K(H) and η = T ∗x (α) ◦ f
∗ψ ◦ α−1 for some ψ ∈ Autf(x)(H)};
(b) the map CK(G(F )) → G(H) defined by (x, η) 7→ (f(x), ψ), where ψ is the (unique)
element of Autf(x)(H) whose pullback is η, is a surjective group homomorphism with
kernel equal to K.
Proof. We first prove (a). If w ∈ K then let φw ∈ Autw(F ) be the unique isomorphism
F → T ∗wF having the property that (w, φw) ∈ K.
We know that (F, φ) descends to H and that if x ∈ X and y = f(x) then (T ∗xF, T
∗
xφ)
descends to T ∗yH .
The centralizer of K in G(F ) consists exactly of those (x, ψ) ∈ G(F ) with the property
that ψ ∗ φw = φw ∗ ψ for all w ∈ K. Considering this condition we conclude that CK(G(F ))
consists exactly of those (x, ψ) ∈ G(F ) such that ψ determines an isomorphism amongst the
pairs (F, φ) and (T ∗xF, T
∗
xφ).
Thus, to determine CK(G(F )), we need to examine, for a fixed x ∈ K(F ), those isomor-
phisms ψ : F → T ∗xF which commute with the descent data.
Let x ∈ X and let y = f(x). The map
(3.4) HomOY (H, T
∗
yH)→ Hom((F, φ), (T
∗
xF, T
∗
xφ))
is given by η 7→ T ∗x (α) ◦ f
∗η ◦ α−1 and is an isomorphism (since the descent functor is fully
faithful).
Furthermore under the map (3.4) isomorphisms carry over to isomorphisms. In particular
if ψ : F → T ∗xF is an isomorphism which commutes with descent data then f(x) is an
element of K(H). Considering the discussion above we conclude that (a) holds.
To prove (b), using the diagram (3.3), we check that the asserted map is a group homo-
morphism. To see that the asserted map is surjective let y ∈ K(H). Then y = f(x) for some
x ∈ K(F ). Since the map (3.4) is an isomorphism, every element of Auty(H) is in the image.
Using the definition of the map we check that its kernel is K. 
Remark. Using the fact that K is a level subgroup of G(F ) we can check that the centralizer
of K in G(F ) equals its normalizer.
4. Non-degenerate theta groups
Let X be an abelian variety defined over an algebraically closed field k. Let E be a simple
semi-homogeneous vector bundle of separable type on X . In §4.2 we prove that its theta
group G(E) is a non-degenerate central extension of k× by K(E).
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4.1. Preliminaries on central extensions of k× by a finite abelian group. Let K be
a finite abelian group and assume that the order of K is not divisible by the characteristic
of k. Here we recall some facts about central extensions
(4.1) 1→ k×
ι
−→ G
π
−→ K→ 0
of k× by K.
To begin with the extension (4.1) is said to be non-degenerate if ι(k×) equals the center
of G. In addition we say that a subgroup K ⊆ G is a level subgroup if the homomorphism
π : K → π(K) is injective.
Important to the structure of the extension (4.1) is the commutator of G which determines
a bilinear form
(4.2) [−,−]G : K×K→ k
×, defined by [x, y]G := x˜y˜x˜
−1y˜−1,
where x˜ and y˜ are any elements of G lying over x and y respectively.
It is clear that the form (4.2) is skew symmetric. Also, as explained in [10, p. 293],
the bilinear form [−,−]G is related to level subgroups of G. More specifically if K ⊆ K is a
subgroup having the property that [x, y]G = 1 for all x, y ∈ K, then G admits a level subgroup
K with the property that π(K) = K. Finally if the extension (4.1) is non-degenerate, then
the form (4.2) is also non-degenerate; this fact has the following important consequence.
Proposition 4.1 ([10, p. 293-294]). If G is a non-degenerate central extension of k× by K
then K admits subgroups K1, K2 ⊆ K with the properties that
(a) K = K1 ⊕K2 and [xi, yi]G = 1 if xi, yi ∈ Ki, for i = 1, 2;
(b) the bilinear form
〈−,−〉 : K1 ×K2 → k
×, defined by (x1, x2) 7→ [x1, x2]G
is non-degenerate;
(c) the extension G is equivalent to the extension G〈−,−〉, where G〈−,−〉 := k
× ×K1 ⊕K2
and where multiplication is defined by
(α, x1, x2) · (β, y1, y2) = (αβ〈x1, y2〉, x1 + y1, x2 + y2).
Proof. Use the arguments described in [10, p. 293-294]. 
One consequence of Proposition 4.1 is that we can associate a sequence of integers to every
non-degenerate theta group. Indeed, suppose that G is a non-degenerate central extension
of k× by K. If G is abelian then K is trivial and we say that G is of type (1). Otherwise, by
Proposition 4.1, the invariant factors of K occur in pairs. In this case, let (d1, . . . , dp) be a
sequence of positive integers with the properties that:
(a) di+1|di, di > 1;
(b) (d1, d1, . . . , dp, dp) are the invariant factors of K.
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We then say that G is of type (d1, . . . , dp).
4.2. Non-degenerate theta groups and vector bundles. Let X be an abelian variety
defined over an algebraically closed field k and let E be a simple vector bundle on X .
We have homomorphisms ιE : k
× → G(E) and πE : G(E)→ K(E) defined, respectively,
by α 7→ (0, α idE) and (x, φ) 7→ x. These homomorphisms determine a short exact sequence
of groups
1→ k×
ιE−→ G(E)
πE−→ K(E)→ 0.
Since the image of ιE is contained in the center of G(E), the group G(E) is a central extension
of k× by K(E).
Now suppose that E is a simple semi-homogeneous vector bundle of separable type on X .
Then K(E) is a finite group and χ(E)2 = #K(E), [9, §6, 7, and Corollary 7.9, p. 271].
Our goal here is to prove Theorem 2.1 which implies that G(E) is a non-degenerate theta
group. Before doing so let us establish one additional lemma.
Lemma 4.2. Let f : X → Y be a separable isogeny and let E be a simple semi-homogeneous
vector bundle of separable type on X. If E descends, via f , to a vector bundle F on Y , then
F is a simple semi-homogeneous vector bundle of separable type on Y .
Proof. Mukai’s theory implies that F is semi-homogeneous, see [9, Proposition 5.4, p. 259].
To prove that F is simple, using Lemma 3.1, we obtain the inequalities
1 = dimk EndOX (E) > dimk EndOY (F ) > 1
and conclude that F is simple.
On the other hand, we have that χ(E) = (#ker f)χ(F ) while χ(E)2 = #K(E) and
χ(F )2 = #K(F ). We conclude that χ(F ) 6= 0 and that χ(F ) is not divisible by the charac-
teristic of k. 
We now use Lemma 4.2 and Proposition 3.3 to prove Theorem 2.1. The proof of this
theorem is similar to Mumford’s proof of [10, Theorem 1, p. 293].
Proof of Theorem 2.1. Let K be a maximal level subgroup of G(E) and let K := πE(K).
Then K is a maximal subgroup of K(E) on which [−,−]G(E) ≡ 1.
Let Y := X/K, let f : X → Y denote the quotient map, and let F be a vector bundle
on Y to which E descends. (Such an F is determined by K.) Then, by Lemma 4.2, F is a
simple semi-homogeneous vector bundle of separable type on X .
Using the fact that K is maximal, together with Proposition 3.3, we check that
G(F ) = (k× · K)/K
and conclude that K(F ) is trivial.
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Since χ(F )2 = #K(F ) we conclude that χ(F )2 = 1. Since χ(E)2 = (#K)2χ(F )2 we
conclude that χ(E)2 = (#K)2. Since K was an arbitrary maximal level subgroup, we
conclude that χ(E)2 = (#K)2 for every maximal level subgroup K of G(E).
Now let K0 := {x ∈ K(E) : [x, y]G(E) = 1 for all y ∈ K(E)}. Then [−,−]G(E) induces a
non-degenerate skew-symmetric bilinear form
K(E)/K0 ×K(E)/K0 → k
×.
Hence #(K(E)/K0) = ℓ
2, for some ℓ, and there exists a maximal subgroup K ′ of K(E)/K0,
of order ℓ, on which [−,−]G(E) ≡ 1.
Let K be the inverse image of K ′ in K(E). Then K is the image of a maximal level
subgroup of G(E). We conclude that
χ(E)2 = (#K)2 = (#K0)
2 · ℓ2
and hence that
χ(E)2 = (#K0)
2 · ℓ2 = (#K0)
2 ·#(K(E)/K0) = (#K0)#(K(E)) = (#K0) · χ(E)
2.
Hence #K0 = 1 which implies that K0 is trivial. 
5. The representation theory of non-degenerate theta groups
Let K be a finite abelian group and assume that the characteristic of k does not divide
the order of K. Let G be a non-degenerate central extension of k× by K. In this section we
determine the representation theory of G.
Before proceeding we fix some terminology. A G-module (V, ρ) is always a finite dimen-
sional k-vector space which admits a basis B for which there exists Laurent polynomials
Fi,j ∈ k[t, t
−1] with the property that the matrix representation of ρ(α), α ∈ k×, with re-
spect to B is given by evaluating Fi,j at α. We say that a G-module (V, ρ) is a weight n
G-module, for n ∈ Z, if ρ(α) · v = αnv for all v ∈ V and all α ∈ k×.
In §5.1 we prove the following theorem which we use to establish Theorem 2.2 and Corollary
2.3, see §5.3 for more details.
Theorem 5.1. Let K be finite abelian group and assume that the characteristic of k does
not divide the order of K. Let G be a non-degenerate central extension of k× by K of type
(d1, . . . , dp). There exists exactly gcd(n, d1)
2 × · · · × gcd(n, dp)
2 non-isomorphic irreducible
weight n G-module(s). A weight n representation is irreducible if and only if it has dimension
d1×···×dp
gcd(n,d1)×···×gcd(n,dp)
. Every weight n G-module decomposes into a direct sum of irreducible
weight n G-modules. Every G-module decomposes into a direct sum of weight n G-modules.
To determine the representation theory of G, considering Proposition 4.1, it suffices to de-
termine the representation theory of the group G〈−,−〉. In what follows we omit the subscript
〈−,−〉 and denote G〈−,−〉 simply by G.
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Let (d1, . . . , dp) be the type of G and define Dn :=
d1×···×dp
gcd(n,d1)×···×gcd(n,dp)
, for each n ∈ Z.
5.1. Auxiliary results and proof of Theorem 5.1. Our proof of Theorem 5.1 is similar to
Mumford’s proof of [10, Proposition 3, p. 295], which determines the weight 1-representation
theory of G. Central to our proof of Theorem 5.1 is:
Proposition 5.2. If (V, ρ) is a nonzero weight n G-module, then (V, ρ) admits a Dn-
dimensional submodule.
Proof. Let (V, ρ) be a weight n G-module. An element x of K1 acts on a vector v ∈ V by
the rule x · v := ρ((1, x, 0))(v). We denote the resulting K1-module by Res
G
K1
(V ).
SinceK2 = HomZ(K1, k
×) theK1-module Res
G
K1
(V ) admits a decomposition into eigenspaces.
Explicitly, we have
(5.1) ResGK1(V ) =
⊕
y∈K2
Vy
and if x ∈ K1, y ∈ K2, and v ∈ Vy, then x · v = 〈x, y〉v.
Observe now that, if y ∈ K2, v ∈ Vy, and (α, x, w) ∈ G, then
(5.2) ρ((α, x, w))(v) ∈ Vy+nw.
Let πn : K2 → K2 denote the group homomorphism defined by y 7→ ny. The image of πn
has order Dn.
Using (5.2), we see that every Vy, y ∈ K2, appearing in the decomposition (5.1), is stable
under the (evident) action of ker πn. As a consequence if y ∈ K2 then the ker πn-module Vy
decomposes into eigenspaces
(5.3) Vy =
⊕
χ∈HomZ(ker πn,k×)
Vy,χ.
Let σ be a set-theoretic section of the surjective homomorphism K2 → image πn induced
by πn. If z ∈ image πn, y ∈ K2, χ ∈ HomZ(ker πn, k
×), and sy,χ ∈ Vy,χ, then define
sy,χ(z) := ρ((1, 0, σ(z)))(sy,χ).
Observe now that
(5.4) ρ((α, x, w))(sy,χ(z)) = α
n〈x, y + z〉χ(w + σ(z)− σ(nw + z))sy,χ(nw + z)
for all (α, x, w) ∈ G.
Since (V, ρ) is nonzero, there exists y ∈ K2 and χ ∈ HomZ(ker πn, k
×) such that Vy,χ 6= 0.
Fix such a pair (y, χ), choose a nonzero vector sy,χ ∈ Vy,χ, and define
W σy,χ := spank{sy,χ(z)}z∈imageπn.
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Using equation (5.4), we see that W σy,χ is a Dn-dimensional G-submodule of V . 
Corollary 5.3.
(a) A weight n G-module is irreducible if and only if it has dimension Dn.
(b) Every weight n G-module decomposes into irreducible weight n G-modules.
Proof. To prove (a) note that if V is an irreducible weight n G-module then it is nonzero
and hence, by Proposition 5.2, admits a submodule of dimension Dn. Since V is irreducible
this submodule must equal V whence the dimension of V equals Dn.
Conversely let V be a weight nG-module of dimensionDn. LetW be a nonzero submodule.
By Proposition 5.2, W admits a submodule of dimension Dn. Consequently we have that
Dn 6 dimW 6 dimV = Dn.
Hence W has dimension Dn so W = V . We conclude that V is irreducible.
To prove (b) let µd1 ⊆ k
× denote the multiplicative group of d1th roots of unity. Let G
′
denote the subgroup
G′ := {(α, x, y) : α ∈ µd1, x ∈ K1, y ∈ K2}
of G.
To finish the proof of Corollary 5.3, we induct on the dimension of V . The base case is
dimV = 0 in which case the assertion holds. If dim V = N , then combining Proposition 5.2
and part (a), which we just proved, we see that V admits an irreducible weight n submodule
W . If W = V then we are done. Otherwise choose a projection p0 : V → W and let
p : V →W be the projection defined by
v 7→
1
|G′|
∑
g∈G′
g · p0(g
−1 · v).
Then ker p is a G′-submodule of V and V =W ⊕ ker p. Let s ∈ ker p. Then, if (α, x, y) ∈ G,
we obtain
ρ((α, x, y))(s) = ρ((α, 0, 0))(ρ((1, x, y))(s)) = αn(ρ((1, x, y))(s)).
Since (1, x, y) ∈ G′ and since ker p is G′-stable we conclude that
αn(ρ((1, x, y))(s)) ∈ ker p.
Hence ker p is a weight n G-submodule of V and, by induction, ker p decomposes into irre-
ducible weight n G-modules. 
To construct irreducible weight n G-modules first let y ∈ K2, χ ∈ HomZ(ker πn, k
×), and
Wy,χ := spank{ey+z,χ}z∈imageπn .
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As in the proof of Proposition 5.2, we fix a set-theoretic section σ of the surjective homo-
morphism K2 → image πn induced by πn. For every (α, x, w) ∈ G define an automorphism
ρσ,ny,χ((α, x, w)) :Wy,χ →Wy,χ
by ey+z,χ 7→ α
n〈x, y + z〉χ(w + σ(z)− σ(nw + z))ey+z+nw,χ and extending linearly.
Proposition 5.4. The pair (Wy,χ, ρ
σ,n
y,χ) is an irreducible weight n G-module.
Proof. It is clear from the definition of ρσ,ny,χ that (Wy,χ, ρ
σ,n
y,χ) is a weight n G-module. Since
k× acts with weight n and since Wy,χ has dimension Dn, Corollary 5.3 implies that the pair
(Wy,χ, ρ
σ,n
y,χ) is an irreducible weight n G-module. 
We now characterize irreducible weight n representations.
Proposition 5.5. A weight n G-module (V, ρ) is irreducible if and only if it is isomorphic
to (Wy,χ, ρ
σ,n
y,χ) for some y ∈ K2 and some χ ∈ HomZ(ker πn, k
×). Furthermore (Wy,χ, ρ
σ,n
y,χ)
is isomorphic to (Wy′,χ′, ρ
σ,n
y′,χ′) if and only if y − y
′ ∈ image πn and χ = χ
′.
Proof. If (V, ρ) is irreducible then it equals the subspace W σy,χ := spank{sy,χ(z)}z∈imageπn
constructed in the proof of Proposition 5.2, for some y ∈ K2, for some element χ of
HomZ(ker πn, k
×), and for some nonzero vector sy,χ ∈ Vy,χ.
Identifying the basis vectors {sy,χ(z)}z∈image πn of W
σ
y,χ with those {ey+z,χ}z∈imageπn of
Wy,χ, and computing the matrix representations of ρ and ρ
σ,n
y,χ with respect to these bases,
we conclude that (V, ρ) is isomorphic to (Wy,χ, ρ
σ,n
y,χ).
If y − y′ ∈ image πn and χ = χ
′ then we conclude that (Wy′,χ′, ρ
σ,n
y′,χ′) is isomorphic to
(Wy,χ, ρ
σ,n
y,χ) by considering their matrix representations with respect to the bases
{ey′+z,χ}z∈imageπn and {ey+z,χ}z∈imageπn
reordering one of them if necessary.
Conversely if (Wy,χ, ρ
σ,n
y,χ) is isomorphic to (Wy′,χ′, ρ
σ,n
y′,χ′) then they are isomorphic as K1-
modules and as ker πn-modules. If they are isomorphic as K1-modules, then every y + z,
z ∈ ker πn equals y
′ + z′ for some z′ ∈ ker πn. In particular, y − y
′ ∈ ker πn. If they are
isomorphic as ker πn-modules, then χ = χ
′. 
Proof of Theorem 5.1. The first assertion is a consequence of Proposition 5.5 and a counting
argument. The second and third assertions are immediate consequences of Corollary 5.3.
For the final assertion let (V, ρ) be a G-module. Then the k×-module ResGk×(V ) admits a
decomposition
ResGk×(V ) =
⊕
n∈Z
Vn
into eigenspaces. Since the image of k× in G is contained in the centre of G each eigenspace
Vn is G-stable and, hence, a weight n G-module. 
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5.2. Remarks.
5.2.1. Finite Heisenberg groups and their representations. Let n be an integer and
let r be the remainder obtained by dividing n by d1. Let G
′ be the subgroup
G′ := {(α, x, y) : α ∈ µd1 , x ∈ K1, and y ∈ K2}
defined in the proof of Corollary 5.3. There is a one-to-one correspondence between irre-
ducible weight n representations of G and irreducible weight r representations of G′.
As a consequence, for a fixed r, 0 6 r 6 d1 − 1, there exists gcd(r, d1)
2 × · · · × gcd(r, dp)
2
non-isomorphic irreducible G′-modules each of which has dimension d1×···×dp
gcd(r,d1)×···×gcd(r,dp)
. Since
|G′| = d1(d1×· · ·×dp)
2 =
d1−1∑
r=0
gcd(r, d1)
2×· · ·×gcd(r, dp)
2
(
d1 × · · · × dp
gcd(r, d1)× · · · × gcd(r, dp)
)2
we conclude that G′ has exactly
∑d1−1
r=0 gcd(r, d1)
2 × · · · × gcd(r, dp)
2 non-isomorphic irre-
ducible G′-modules and, also, exactly this number of conjugacy classes. See for example [20,
§2.4].
5.2.2. Weight 1 representations. If n = 1, then πn is an isomorphism and we may
take the set-theoretic section σ to be the identity map. Also, when n = 1, every χ ∈
HomZ(ker πn, k
×) is trivial. The resulting representation (Wy,χ, ρ
σ,1
y,χ) takes the form Wy,χ :=
spank{ez}z∈K2 and an element (α, x, w) acts by (α, x, w) · ez := α〈x, z〉ez+w.
5.2.3. Induced representations. We now show that every irreducible representation of G
is induced by a 1-dimensional representation of a suitable subgroup. In light of Theorem 5.1,
and its proof, it suffices to prove that every (Wy,χ, ρ
σ,n
y,χ), where y ∈ K2, χ ∈ HomZ(ker πn, k
×),
and σ is a set-theoretic section of πn, is induced by such a representation.
To achieve this fix y ∈ K2, χ ∈ HomZ(ker πn, k
×), and define Vy,χ := spank{ey,χ}. Let
G(ker πn) denote the subgroup of G defined by G(ker πn) := {(α, x, w) : w ∈ ker πn}. We
regard Vy,χ as a G(ker πn)-module, by defining
(α, x, w) · ey,χ := α
n〈x, y〉χ(w)ey,χ
for (α, x, w) ∈ G(ker πn), and observe that the inclusion Vy,χ → (Wy,χ, ρ
σ,n
y,χ), defined by
ey,χ 7→ ey,χ, is a G(ker πn)-homomorphism.
Using these considerations we check that (Wy,χ, ρ
σ,n
y,χ) is isomorphic to Ind
G
G(ker πn)(Vy,χ).
5.3. Proof of Theorem 2.2 and Corollary 2.3. Combining everything we are able to
complete the proof of the results stated in §2.2.
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Proof of Theorem 2.2. If E is a simple semi-homogeneous vector bundle of separable type
then G(E) is a non-degenerate theta group. As a consequence, Theorem 2.2 is a special case
of Theorem 5.1. 
Proof of Corollary 2.3. We know that G(E) has a unique irreducible weight 1 representation.
This representation has dimension equal to
√
#K(E). On the other hand Hi(E)(X,E) is a
weight 1 representation of dimension |χ(E)| =
√
#K(E). 
6. Adelic theta groups and line bundles
In this section we explain how to construct adelic theta groups associated to (total spaces
of) line bundles on abelian varieties. We also determine some properties of these groups and
introduce some notation which we find helpful for proving Theorem 2.4. The proof of this
theorem is the subject of §7.
6.1. Preliminaries. Let X be an abelian variety and let L be the total space of a line
bundle on X . If x ∈ X then let Autx(L) denote the set of automorphisms of L which cover
Tx. In what follows we let K(L) := {x ∈ X(k) : Autx(L) 6= ∅} and let G(L) denote the
group consisting of pairs (x, φ) where x ∈ K(L) and where φ is an automorphism of L
covering Tx.
We now recall some of the notation introduced in §2.3. Recall that I denotes the set of
positive integers which are not divisible by the characteristic of k,
tor(X) := {x ∈ X(k) : nx = 0 for some n ∈ I},
and V(X) := lim
←−
tor(X), where the limit is indexed by I and where the maps are given by
[n/m] : tor(X)→ tor(X) whenever m divides n.
We identify V(X) with the set
{x = (xi)i∈I : xi ∈ tor(X) and [n/m]xn = xm if n,m ∈ I and m divides n}
and let T(X) := {x ∈ V(X) : x1 = 0}. This is a subgroup of V(X).
We now introduce some additional notation which we find helpful. Let L be the total
space of a line bundle on X . If x ∈ V(X), then let
suppL(x) := {n ∈ I : Autxn(n
∗
XL) 6= ∅}.
A homomorphism of abelian varieties f : Y → X induces a homomorphism
V(f) : V(Y )→ V(X), defined by y = (yi)i∈I 7→ (f(yi))i∈I .
We denote V(f)(y) ∈ V(X) simply by f(y) in what follows.
The following proposition plays a role in §6.2. The first part can be seen as the analogue
of Mumford’s 4 > 2 lemma [11, p. 102] in our setting.
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Proposition 6.1. Let f : X → Y be a homomorphism of abelian varieties. Let L be a line
bundle on Y . The following assertions hold
(a) if y ∈ V(Y ) and m is the order of y1, then m ∈ supp
L(y);
(b) if y ∈ V(Y ), m ∈ suppL(y) and m | n, then n ∈ suppL(y);
(c) if y, z ∈ V(Y ), then suppL(z) ∩ suppL(y) 6= ∅;
(d) if x ∈ V(X), then suppf
∗L(x) ∩ suppL(f(x)) 6= ∅.
Proof. To prove (a) let y ∈ V(Y ) and let m be the order of y1. Then ym ∈ Ym2 and so
Autym(m
∗
Y L) 6= ∅ because Ym2 ⊆ K(m
∗
Y L). Hence m ∈ supp
L(y).
To prove (b) let q = n/m and note that
n∗Y L = q
∗
Ym
∗
Y L
∼= q∗Y T
∗
ym
m∗Y L = T
∗
yn
(q∗Ym
∗
Y L) = T
∗
yn
n∗Y L.
To prove (c) let y, z ∈ V(Y ) and let m be the least common multiple of the order of y1
and z1. Then, by parts (a) and (b), m ∈ supp
L(y) ∩ suppL(z).
To prove (d) if x ∈ V(X) and if m is the order of x1 then m ∈ supp
f∗L(x) by part
(a) applied to X and f ∗L. On the other hand f(xm) ∈ Ym2 so that m is an element of
suppL(f(x)) as well. 
6.2. Construction and first properties of adelic theta groups. Let X be an abelian
variety and let L be the total space of a line bundle on X . We indicate how the adelic theta
group of L, which we denote by Ĝ(L), is constructed and discuss some of its first properties.
The construction we give here is similar to what is done in [11, §7], which applies to the case
of polarized 2-towers of abelian varieties, and [14, Chapter 4] which gives an approach for
handling the case of the n-tower over X obtained by considering the isogenies nX : X → X ,
for all natural numbers n.
6.2.1. Preliminaries. Suppose that x ∈ V(X), that and that m and n are natural
numbers with m | n and m ∈ suppL(x). Then there exists morphisms
aL,xn,m : Autxm(m
∗
XL)→ Autxn(n
∗
XL)
of k×-torsors. These morphisms are constructed in a manner similar to what is done by
Mumford [11, p. 102] and have the properties that:
(a) if x ∈ V(X), then aL,xn,m ◦ a
L,x
m,p = a
L,x
n,p for all n,m, p ∈ supp
L(x) whenever p | m | n;
(b) if x ∈ V(X), then aL,xn,n = idAutxn(n∗XL);
(c) if x and y are elements of V(X), then aL,x+yn,m (φ ◦ ψ) = a
L,x
n,m(φ) ◦ a
L,y
n,m(ψ), for all
φ ∈ Autxm(m
∗
XL) and all ψ ∈ Autym(m
∗
XL) whenever m ∈ supp
L(x) ∩ suppL(y).
Let us indicate how the aL,xn,m are constructed. To begin with we have isomorphisms of k
×-
torsors Autxn(q
∗
Xm
∗
XL) → Autxn(n
∗
XL) defined by sending an element φ ∈ Autxn(q
∗
Xm
∗
XL)
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to the element of Autxn(n
∗
XL) determined by the composition
n∗XL = q
∗
Xm
∗
XL
φ
−→ q∗Xm
∗
XL = n
∗
XL.
Using this isomorphism we obtain pull-back morphisms of k×-torsors
Autxm(m
∗
XL)
q∗
X−→ Autxn(q
∗
Xm
∗
XL)→ Autxn(n
∗
XL)
which we denote by aL,xn,m.
6.2.2. The group Ĝ(L). Our construction of Ĝ(L) is similar to what is done by Mumford,
see [11, p. 103]. Indeed, as in [11, Definition 4, p. 103], we let Ĝ(L) denote the set of pairs
(x, {αn}n∈suppL(x)), where x ∈ V(X), αn ∈ Autxn(n
∗
XL), and a
x,L
n,m(αm) = αn whenever m is
an element of suppL(x) and m | n. Such a collection {αn}n∈suppL(x) is what Mumford calls a
compatible set of isomorphisms, see [11, p. 102].
Observe first that Ĝ(L) is nonempty. Indeed, if x ∈ V(X), then choose some p ∈ suppL(x),
and let αp be an element of Autxp(p
∗
XL). Then for ℓ ∈ supp
L(x), define
(6.1) αℓ :=
{
aL,xℓ,p (αp) if p | ℓ
aL,xℓp,ℓ
−1(aL,xℓp,p(αp)) if p ∤ ℓ .
Then, using the properties of the morphisms aL,xm,n, we check that (x, {αn}n∈suppL(x)) is an
element of Ĝ(L). As in [11, p. 103], the group operation is defined as follows.
If (x, {αn}n∈suppL(x)) and (y, {βm}m∈suppL(y)) ∈ Ĝ(L) then let
(6.2) (x, {αn}n∈suppL(x)) · (y, {βm}m∈suppL(y)) := (x+ y, {γℓ}ℓ∈suppL(x+y))
where {γℓ}ℓ∈suppL(x+y) is defined by choosing some element p of supp
L(x)∩ suppL(y), which
is nonempty and contained in suppL(x + y), defining γp := αp ◦ βp, which is an element of
Autxp+yp(p
∗
XL), and defining, for all ℓ ∈ supp
L(x+ y),
γℓ :=
{
aL,x+yℓ,p (γp) if p | ℓ
aL,x+yℓp,ℓ
−1(aL,x+yℓp,p (γp)) if p ∤ ℓ .
The right hand side of (6.2) is a well defined element of Ĝ(L), the pair (Ĝ(L), ·) is a group,
is a central extension of k× by V(X), and contains an isomorphic copy of T(X).
6.2.3. The skew-symmetric bilinear form [−,−]Ĝ(L). Suppose that (x, {αn}n∈suppL(x))
and (y, {βn}n∈suppL(y)) are elements of Ĝ(L). If p is an element of supp
L(x)∩ suppL(y) then
αp ◦ βp ◦ α
−1
p ◦ β
−1
p corresponds to a unique γ ∈ k
× which is independent of our choice of p.
Also if [−,−]Ĝ(L) denotes the commutator of Ĝ(L) then
[(x, {αn}n∈suppL(x)), (y, {βn}n∈suppL(y))]Ĝ(L) = (0, {γ idn∗XL}n∈suppL(0)).
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As a consequence we obtain a skew-symmetric bilinear form
[−,−]Ĝ(L) : V(X)× V(X)→ k
×, defined by [x,y]Ĝ(L) = γ.
Observe also that if x,y ∈ V(X), if p ∈ suppL(x) ∩ suppL(y), and if
[−,−]G(p∗
X
L) : K(p
∗
XL)×K(p
∗
XL)→ k
×
denotes the skew-symmetric bilinear form determined by the commutator of the theta group
G(p∗XL), then [x,y]Ĝ(L) = [xp, yp]G(p∗XL).
6.2.4. The group homomorphism Ĝ(f). Similar to what is done in [14, Proposition 4.9,
p. 51] we check that our construction of adelic theta groups behaves well with respect to
isogenies.
Let f : X → Y be a homomorphism of abelian varieties and let L be a line bundle
on Y . We construct a group homomorphism Ĝ(f) : Ĝ(f ∗L) → Ĝ(L) which fits into the
commutative diagram
(6.3) 1 // k× // Ĝ(f ∗L) //
Ĝ(f)

V(X) //
V(f)

0
1 // k× // Ĝ(L) // V(Y ) // 0.
In other words the extension determined by Ĝ(f ∗L) is equivalent to the pull-back, with
respect to the group homomorphism V(f) : V(X)→ V(Y ), of the extension determined by
Ĝ(L).
First of all if x ∈ V(X) and m ∈ suppL(f(x)), then there exists isomorphisms
bf,Lx,m : Autxm(m
∗
Xf
∗L)→ Autf(xm)(m
∗
Y L)
of k×-torsors. These morphisms have the properties that:
(a) if x ∈ V(X) and m | n then the diagram
Autxm(m
∗
X(f
∗L))
a
f∗L,x
n,m //
b
f,L
x,m

Autxn(n
∗
X(f
∗L))
b
f,L
x,n

Autf(xm)(m
∗
Y L)
a
L,f(x)
n,m // Autf(xn)(n
∗
Y L)
commutes;
(b) if x, z ∈ V(X), then bf,Lx+z,m(φ ◦ ψ) = b
f,L
x,m(φ) ◦ b
f,L
z,m(ψ) for all m ∈ supp
f∗L(x) ∩
suppf
∗L(z), φ ∈ Autxm(m
∗
X(f
∗L)), and ψ ∈ Autzm(m
∗
X(f
∗L)).
The morphisms bf,Lx,m can be constructed in a manner similar to the method employed in
the proof of [14, Proposition 4.9]. More explicitly first note that, since mY ◦ f = f ◦
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mX , we have isomorphisms Autxm(f
∗m∗Y L) → Autxm(m
∗
Xf
∗L). Composing the inverse of
these isomorphisms with the inverse of the pullback morphisms f ∗ : Autf(xm)(m
∗
Y L) →
Autxm(f
∗m∗Y L) yields the isomorphisms b
f,L
x,m.
To construct the group homomorphism Ĝ(f) : Ĝ(f ∗L) → Ĝ(L), let (x, {αn}n∈suppf∗L(x))
be an element of Ĝ(f ∗L), let m be the order of x1 and let y := f(x). Then m ∈ supp
f∗L(x)∩
suppL(y) and we can let βm := b
f,L
x,m(αm) and define, for p ∈ supp
L(y),
βp :=
{
aL,yp,m(βm) if m | p
aL,ypm,p
−1aL,ypm,m(βm) if m ∤ p.
The image of (x, {αn}n∈suppf∗L(x)) under Ĝ(f) is now defined to be (y, {βn}n∈suppL(y)). Using
the properties of the morphisms bf,Lx,m, we check that the above definition defines a group
homomorphism Ĝ(f) : Ĝ(f ∗L)→ Ĝ(L) fitting into the commutative diagram (6.3).
7. The group homomorphism NS(X) →֒ H2(V(X), k×)
Before proving Theorem 2.4 we make some auxiliary remarks.
7.1. The cohomology group H2(V(X), k×). We consider k× as a trivial V(X)-module
and let H2(V(X), k×) denote the group of normalized 2-cocycles V(X)×V(X)→ k× modulo
coboundaries. Recall that there is a 1-1 correspondence between central extensions of k× by
V(X) and elements of H2(V(X), k×). In addition, since k× is divisible, Ext1Z(V(X), k
×) = 0
so every abelian central extension of k× by V(X) is trivial.
7.2. The map Ĝ : Pic(X)→ H2(V(X), k×). If L and M are isomorphic line bundles then
it is clear that their adelic theta groups Ĝ(L) and Ĝ(M) are equivalent extensions of k× by
V(X). We thus have a well-defined map Ĝ : Pic(X)→ H2(V(X), k×) defined by sending the
isomorphism class of a line bundle L to the equivalence class of the extension determined by
its adelic theta group Ĝ(L). We let [Ĝ(L)] denote the equivalence class of the extension of
k× by V(X) which is determined by Ĝ(L).
7.3. Outline of proof. To prove Theorem 2.4 we first prove that the map
Ĝ : Pic(X)→ H2(V(X), k×),
constructed in §7.2, is a group homomorphism. To do this we determine a relationship
amongst the adelic theta groups Ĝ(L), Ĝ(M), and Ĝ(L ⊗M). Indeed we prove that the
extension class [Ĝ(L⊗M)] is the Baer sum [Ĝ(L)]+ [Ĝ(M)] of the extensions classes [Ĝ(L)]
and [Ĝ(M)]. Note that this behaviour is in contrast to the behaviour of the theta groups
G(L), G(M), and G(L ⊗ M); the main issue being that their is no clear relationship, in
general, amongst the groups K(L), K(M), and K(L⊗M).
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Our next task is to determine the kernel of Ĝ. To this end let L be a line bundle on
X . We first relate the commutator [−,−]Ĝ(L) of Ĝ(L) to the (non-degenerate) Weil-pairing
en : Xn× X̂n → µn, defined for all integers n which are relatively prime to the characteristic
of k. (See for instance §20, p. 170 of [15].) We then use this relationship to prove that Ĝ(L) is
abelian if and only if L ∈ Pic0(X). This fact, combined with the fact that Ext1Z(V(X), k
×) =
0, implies that Pic0(X) is the kernel of Ĝ. We thus obtain a well-defined injective group
homomorphism Ĝ : NS(X) →֒ H2(V(X), k×), defined by sending the class of a line bundle
L ∈ NS(X) to the class of the extension determined by its adelic theta group Ĝ(L).
Finally, to complete the proof of Theorem 2.4, we use §6.2.4 to check that the group
homomorphism Ĝ : NS(X) →֒ H2(V(X), k×) behaves well under isogenies.
Proof of Theorem 2.4. Step 1. Let L and M be line bundles on X . The relation
[Ĝ(L⊗M)] = [Ĝ(L)] + [Ĝ(M)]
holds in H2(V(X), k×).
To prove Step 1 we define normalized set-theoretic sections
σL : V(X)→ Ĝ(L), σM : V(X)→ Ĝ(M), and σL⊗M : V(X)→ Ĝ(L⊗M)
and check that the relation [−,−]σL⊗M = [−,−]σL +[−,−]σM holds amongst the correspond-
ing factor sets. To establish this we must show that if x and y are elements of V(X),
if
σL(x) · σL(y) · σL(x+ y)
−1 = (0, {α idn∗
X
L}n∈suppL(0)), α ∈ k
×,
if
σM(x) · σM (y) · σM (x+ y)
−1 = (0, {β idn∗
X
M}n∈suppM (0)), β ∈ k
×,
and if
σL⊗M(x) · σL⊗M(y) · σL⊗M(x+ y)
−1 = (0, {γ idn∗
X
(L⊗M)}n∈suppL⊗M (0)), γ ∈ k
×
then γ = αβ. Observe that this holds if γ idn∗
X
(L⊗M) = α idn∗
X
L⊗β idn∗
X
M for some n.
We now define sections σL, σM and σL⊗M with the desired properties. First of all for any
element x of V(X) let mx be the order of x1.
Now let x ∈ V(X). If x = 0 then define αxmx := idL and β
x
mx
:= idM . Otherwise choose
αxmx ∈ Autxmx (m
∗
x XL), choose β
x
mx
∈ Autxmx (m
∗
x XM) and set
γxmx := α
x
mx
⊗ βxmx ∈ Autxmx (m
∗
x X(L⊗M)).
Then, αxmx , β
x
mx
and γxmx determine (unique) elements of Ĝ(L), Ĝ(M), and Ĝ(L ⊗M) and
hence allow us to define normalized sections σL, σM and σL⊗M .
Now let x and y be elements of V(X) and let p := lcm(mx, my). Let
φp ∈ Aut0(p
∗
XL), ψp ∈ Aut0(p
∗
XM) and ηp ∈ Aut0(p
∗
X(L⊗M))
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be such that
(0, φp) = (xp, α
x
p ) · (yp, α
y
p ) · (xp + yp, α
x+y
p )
−1 ∈ G(p∗XL),
(0, ψp) = (xp, β
x
p ) · (yp, β
y
p ) · (xp + yp, β
x+y
p )
−1 ∈ G(p∗XM), and
(0, ηp) = (xp, γ
x
p ) · (yp, γ
y
p ) · (xp + yp, γ
x+y
p )
−1 ∈ G(p∗X(L⊗M)).
(These are the pth components of [x,y]σL, [x,y]σM and [x,y]σL⊗M .) Since
γxp = α
x
p ⊗ β
x
p , γ
y
p = α
y
p ⊗ β
y
p and γ
x+y
p = α
x+y
p ⊗ β
x+y
p ,
computing the above multiplications we conclude that ηp = φp ⊗ ψp.
Step 2: If L is a line bundle on X then Ĝ(L) is abelian if and only if L ∈ Pic0(X).
Assume that Ĝ(L) is abelian. To prove that L is an element of Pic0(L) we relate [−,−]Ĝ(L)
to the Weil-pairing. To this end, let n be a positive integer not divisible by the characteristic
of k. If x ∈ Xn, y ∈ n
−1
X (K(L)), and z ∈ X is such that nz = y, then en(x, φL(y)) =
[x, z]G(n∗L), by [15, p. 212].
We now prove that if [x,y]Ĝ(L) = 1, for all x,y ∈ V(X), then φL(y) = OX for all y ∈ X .
To accomplish this, we first make the following reduction. Since tor(X) is Zariski dense
in X , to prove that [x,y]Ĝ(L) = 1, for all x,y ∈ V(X), implies that φL(y) = OX for all
y ∈ X , it suffices to show that if [x,y]Ĝ(L) = 1, for all x,y ∈ V(X) then φL(y) = OX for all
y ∈ tor(X).
To establish this reduction step, let n be the order of y. Then y ∈ K(n∗XL), and so y ∈
n−1X (K(L)). Now choose z ∈ V(X) such that z1 = y. Then nzn = y and also n
2zn = ny = 0
so zn ∈ K(n
∗
XL). Hence n ∈ supp
L(z).
Let x ∈ Xn and choose x ∈ T(X) with xn = x. We then have
(7.1) en(x, φL(y)) = [x, zn]G(n∗L) = [x, z]Ĝ(L) = 1,
where the second rightmost equality follows because n ∈ suppL(x) ∩ suppL(z), and where
the rightmost equality follows because Ĝ(L) is abelian.
Since x is an arbitrary element of Xn the relation (7.1) holds for all x ∈ Xn. Since en is
non-degenerate this means that φL(y) = OX which is what we wanted to show.
The above implies that if Ĝ(L) is abelian then L ∈ Pic0(X). Indeed if Ĝ(L) is abelian
then [x,y]Ĝ(L) = 1 for all x,y ∈ V(X). This implies that φL(y) = OX for all y ∈ X . Hence
L ∈ Pic0(X).
Conversely if L ∈ Pic0(X) then G(L) is abelian which implies that Ĝ(L) is abelian.
Step 3. The homomorphism Ĝ : NS(X) →֒ H2(V(X), k×) is functorial in X .
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Let f : X → Y be a homomorphism of abelian varieties. Using the definition of Ĝ(f) (see
§6.2.4) we check that the diagram (which has exact rows)
1 // Pic0(X) // Pic(X)
Ĝ // H2(V(X), k×)
1 // Pic0(Y ) //
f∗
OO
Pic(Y )
Ĝ //
f∗
OO
H2(V(Y ), k×)
f∗
OO
commutes. 
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