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Resumen Actualmente AES (Advanced Encryption Standard) es uno
de los algoritmos de cifrado sime´trico ma´s utilizados para encriptar in-
formacio´n. El volumen de datos sensibles que se trasmiten en las redes
se incrementa constantemente y cifrarlos puede requerir un tiempo sig-
nificativo. Por lo anterior, es importante adaptar este algoritmo para
aprovechar la potencia de co´mputo de las arquitecturas paralelas emer-
gentes. En este trabajo presentamos un ana´lisis del rendimiento de AES
sobre diversas arquitecturas de memoria compartida (multicore Intel E5-
2695v4, Xeon Phi 7230 y GPU Nvidia GTX 960), para datos de entrada
de distinto taman˜o. Los resultados revelan que la GPU es la mejor al-
ternativa para cifrar datos de entrada que no superan los 32MB. Sin
embargo, para un volumen mayor de datos, el multicore alcanza el mejor
rendimiento, seguido por el Xeon Phi.
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1. Introduccio´n
En la actualidad, el volumen de datos que se trasmite por redes pu´blicas se
incrementa constantemente. En ocasiones esta informacio´n suele ser sensible y
por esto es importante cifrarla. AES (Advanced Encryption Standard) [1] es uno
de los algoritmos de cifrado sime´trico por bloques ma´s utilizados para encriptar
informacio´n. AES es considerado como un algoritmo seguro por el gobierno de
los Estados Unidos para proteccio´n nacional de informacio´n [2].
El proceso de cifrado y descifrado requiere de un tiempo de co´mputo que
dependiendo del volumen de datos puede ser significativo. Diversas investiga-
ciones se han enfocado en reducir este tiempo, adaptando distintos algoritmos
de cifrado para aprovechar la potencia de co´mputo de arquitecturas paralelas
emergentes.
Por un lado, varios autores [3,4,5] presentaron distintas estrategias para pa-
ralelizar AES sobre GPUs Nvidia, obteniendo buen rendimiento respecto a la
versio´n secuencial provista por OpenSSL [6].
Por otro lado, otros autores paralelizaron AES sobre GPUs Nvidia y sobre
CPUs multicore y compararon el rendimiento de ambas versiones. A continuacio´n
resumimos los resultados de algunos de estos trabajos.
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Ortega y otros [7] paralelizan AES sobre multicore usando OpenMP y sobre
GPU usando CUDA. Ejecutan ambos algoritmos sobre dos escenarios hardware:
1) multicore Intel i5 M450, GPU Nvidia Geforce GT 330M, 2) multicore Intel
i7 960, GPU Nvidia Quadro FX 1800. Muestran que la GPU alcanza el me-
jor rendimiento en ambos escenarios para datos de entrada que no superan los
256MB.
Duta y otros [8] paralelizan AES (versio´n OpenSSL) con CUDA y OpenMP.
Reportan que obtienen mejor rendimiento con la GPU para datos de entrada de
hasta 1.4GB. Sin embargo, no describen las arquitecturas utilizadas.
Nishikawa y otros [9] paralelizan AES (OpenSSL) sobre un multicore (Intel
Core i7-920) y dos GPUs Nvidia (Tesla C2050 y GTX 285) y muestran que las
GPUs alcanzan el mejor rendimiento para datos menores a 256MB.
En [10] comparamos el rendimiento de dos versiones de AES: la primera rea-
liza co´mputo intensivo [11] y la segunda, basada en OpenSSL, reduce el volumen
de co´mputo reemplazando operaciones por accesos a datos pre-calculados alma-
cenados en memoria (es decir, realiza acceso intensivo a memoria). Los resul-
tados revelan que la segunda versio´n alcanza mejor rendimiento. Paralelizamos
esta versio´n y la ejecutamos sobre una GPU Nvidia GTX 560TI y una ma´quina
multicore compuesta por dos Intel Xeon E5405 (total 8 cores). Mostramos que
el mejor rendimiento es alcanzado sobre la GPU para datos de entrada menores
a 256MB.
Desde nuestro conocimiento, al momento no existen trabajos que realicen una
comparacio´n de rendimiento de AES sobre GPU, multicore y Xeon Phi. Asimis-
mo, los trabajos de otros autores citados con anterioridad utilizan multicores de
escritorio que no superan los 4 u 8 cores.
En este trabajo presentamos un ana´lisis del rendimiento de AES sobre di-
versas arquitecturas de memoria compartida (multicore Intel E5-2695v4, Xeon
Phi 7230 y GPU Nvidia GTX 960), para datos de entrada de distinto taman˜o
(hasta 2GB). Para esto, desarrollamos dos implementaciones paralelas de AES:
AES-CUDA desarrollada con CUDA para ser ejecutada sobre GPUs Nvidia, y
AES-OMP desarrollada con OpenMP para ser ejecutada sobre multicores y Xeon
Phi. Los resultados revelan que la GPU es la mejor alternativa para cifrar datos
de entrada que no superan los 32MB. Sin embargo, para un volumen mayor de
datos, el multicore alcanza el mejor rendimiento, seguido por el Xeon Phi.
El resto del paper esta´ organizado de la siguiente manera. La Seccio´n 2 repasa
las arquitecturas multicore y manycore actuales y sus caracter´ısticas. La Seccio´n
3 describe el algoritmo AES. La Seccio´n 4 introduce nuestras implementaciones
paralelas de AES para ser ejecutadas sobre multicore, Xeon Phi y GPUs Nvidia.
La Seccio´n 5 muestra los resultados experimentales. Por u´ltimo, la Seccio´n 6
presenta las principales conclusiones y algunas ideas para investigacio´n futura.
2. Arquitecturas multicore y manycore emergentes
En la actualidad existen arquitecturas paralelas de memoria compartida muy
diversas. Por un lado, las CPUs multicore incorporan decenas de nu´cleos com-
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plejos que operan a alta frecuencia. Por ejemplo: las microarquitecturas Intel
Broadwell e Intel Skylake (l´ınea de escritorio i9) poseen 22 y 18 nu´cleos, respec-
tivamente.
Por otro lado, las arquitecturas many-core tales como las GPUs y el Intel
Xeon Phi integran gran cantidad de cores simples que operan a menor frecuen-
cia. Ambas arquitecturas utilizan multithreading por hardware para acelerar los
cambios de contexto [12,13]. En una CPU convencional el cambio de contexto
es costoso ya que el SO debe almacenar en memoria el estado del programa (el
contador de programa, el valor de los registros y la informacio´n del stack). Sin
embargo, en las arquitecturas many-core el costo del cambio de contexto es me-
nor debido al soporte hardware nativo: la arquitectura dispone de un banco de
registros ma´s amplio. Una aplicacio´n hara´ uso efectivo de esta tecnolog´ıa si so-
porta alto grado de paralelismo a nivel de hilo. Un gran nu´mero de hilos permite
ocultar latencias de acceso a memoria y de operacio´n.
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Figura 1. Estructura de una GPU Nvidia.
Las GPUs (Graphics Processing Units) han ganado importancia debido a
que alcanzan alto rendimiento para aplicaciones de propo´sito general. Una GPU
actu´a como un coprocesador (device) conectado a una CPU convencional (host)
v´ıa PCIe. El co´mputo sobre una GPU requiere realizar transferencias desde la
memoria del host a la memoria del device (host-to-device o H2D) y viceversa
(device-to-host o D2H). La Figura 1 muestra los componentes principales de una
GPU Nvidia. En general, una GPU Nvidia esta´ compuesta por un conjunto de
multiprocesadores llamados Streaming Multiprocessors (SMs). Cada SM posee
varios cores simples denominados Streaming Processors (SPs), un conjunto de
unidades para resolver accesos a memoria (unidades load/store) y unidades pa-
ra funciones especiales (SFUs). Asimismo, las GPUs poseen una jerarqu´ıa de
memoria de varios niveles, que se diferencian en taman˜o y latencia de acceso:
la memoria global (mayor latencia), la memoria de constantes (latencia inter-
media) y una memoria compartida ubicada en cada SM (menor latencia). Para
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programar una GPU Nvidia es necesario utilizar extensiones al lenguaje C, como
OpenCL o CUDA, y compilar los programas con un compilador espec´ıfico.
Tile
Core Core
2 VPU 2 VPU
L2 Cache
Figura 2. Estructura de un Xeon Phi de segunda generacio´n.
El primer modelo de Xeon Phi conocido como Knights Corner se comer-
cializo´ como coprocesador, por ello estaba sujeto a limitaciones tales como un
taman˜o de memoria limitado y pod´ıa utilizarse so´lo como device conectado a un
procesador host v´ıa PCIe, requiriendo transferencias H2D y D2H. La segunda
generacio´n de Xeon Phi conocida como Knights Landing se comercializa adema´s
como procesador: puede utilizarse como una CPU independiente en lugar de ser
so´lo una placa complementaria, por esto no posee las limitaciones del modelo
anterior. [14]
El Xeon Phi Knights Corner esta´ compuesto por unos pocos procesadores ba-
sados en una modificacio´n de la tecnolog´ıa Intel Pentium Core (P54C) conectados
a trave´s de un bus en anillo. El Xeon Phi Knights Landing esta´ compuesto por
procesadores basados en una modificacio´n de la tecnolog´ıa Silvermont Atom en
14nm. La Figura 2 ilustra su estructura. Espec´ıficamente, este modelo esta´ com-
puesto por varios tiles conectados a trave´s de una interconexio´n en malla 2D.
Cada tile posee dos cores, cada core esta´ conectado a dos unidades de procesa-
miento vectorial (VPUs) AVX-512 y a una cache´ L2 compartida de 1MB. Cada
core soporta cuatro hilos hardware (multithreading por hardware).
Los Xeon Phi son compatibles con procesadores Intel convencionales, es decir
pueden ejecutar binarios creados para arquitecturas x86 o x86-64, sin requerir
modificaciones en el co´digo fuente. Asimismo, a diferencia de las GPUs Nvidia,
no requieren utilizar extensiones a lenguajes ni compiladores espec´ıficos. Sin
embargo, hacer uso del compilador propietario de Intel puede llevar a obtener
un mejor rendimiento.
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3. Algoritmo AES
AES (Advanced Encryption Standard) [1] es un algoritmo de cifrado por
bloques, es decir los datos a cifrar se dividen en bloques de taman˜o fijo (128
bits) y cada bloque se representa como una matriz de 4x4 bytes llamada estado,
como se muestra en la Figura 3.



















Figura 3. Estado AES
El algoritmo aplica a cada estado once rondas, cada una esta´ compuesta
por un conjunto de operaciones. Las once rondas se pueden clasificar en tres
tipos: una ronda inicial, nueve rondas esta´ndar y una ronda final. AES es un
algoritmo sime´trico, por esto utiliza la misma clave para cifrar y descifrar los
datos, cuyo taman˜o es de 128 bits, segu´n lo indica el esta´ndar. Esta clave es
conocida como clave inicial, y a partir de ella se generan diez claves ma´s mediante
un procedimiento matema´tico. Las diez claves resultantes junto con la clave
inicial son denominadas subclaves y cada una es utilizada en una de las rondas.
La ronda inicial realiza una u´nica operacio´n:
AddRoundKey: realiza un XOR byte a byte entre el estado y la clave
inicial.
Cada una de las siguientes nueve rondas (rondas esta´ndar) aplican 4 operaciones
en este orden:
SubBytes: reemplaza cada byte del estado por otro de acuerdo a una tabla
de sustitucio´n de bytes con valores predeterminados. Este valor resultante
es obtenido accediendo a la tabla tomando como ı´ndice de fila los primeros
4 bits del byte a reemplazar y como ı´ndice de columna los u´ltimos 4 bits. El
taman˜o de la tabla es de 16x16 bytes.
ShiftRows: rota c´ıclicamente a izquierda los bytes de las filas del estado de
la siguiente manera: una vez en la segunda fila, dos veces en la tercera y tres
veces en la cuarta. Notar que la primera fila del estado no se modifica.
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MixColumns: aplica a cada columna del estado una transformacio´n lineal
y la reemplaza por el resultado de esta operacio´n.
AddRoundKey: opera de la misma manera que en la ronda inicial pero
utilizando la siguiente subclave.
La ronda final consiste de 3 operaciones:
SubBytes y ShiftRows: operan de la misma manera que en las rondas
esta´ndar.
AddRoundKey: opera de la misma manera que en las rondas anteriores
pero utilizando la u´ltima subclave.



















Figura 4. Rondas del algoritmo AES sobre un estado
4. Implementaciones AES
Todas nuestras implementaciones esta´n basadas en el algoritmo AES se-
cuencial provisto por la biblioteca de co´digo abierto OpenSSL [6]. OpenSSL
reu´ne un conjunto de herramientas de administracio´n y bibliotecas relacionadas
con criptograf´ıa, que proporcionan funciones criptogra´ficas a distintos servicios
(OpenSSH, HTTPS, etc).
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Cabe destacar que no paralelizamos el proceso de generacio´n de subclaves
debido a que su tiempo de ejecucio´n es despreciable.
4.1. AES-OMP
OpenMP es una API para los lenguajes C, C++ y Fortran que permite
escribir y ejecutar programas paralelos utilizando memoria compartida. Esta
API permite crear un conjunto de hilos que trabajan concurrentemente para
aprovechar la potencia de co´mputo de arquitecturas multicore y manycore Xeon
Phi.
La implementacio´n paralela de AES con OpenMP (AES-OMP) considera a
los datos de entrada como bloques consecutivos de 16 bytes. Cada uno de los
hilos toma proporcionalmente un conjunto de bloques consecutivos (estados) y
aplica el proceso de cifrado.
4.2. AES-CUDA
El algoritmo AES sobre GPU (AES-CUDA) realiza los siguientes pasos. El
host copia en la memoria de constantes del device las subclaves y la tabla de
sustitucio´n de bytes, ya que ambas son de so´lo lectura; luego copia los datos
a cifrar en la memoria global del device (transferencia host-to-device o H2D) e
invoca al kernel.
Al igual que AES-OMP, AES-CUDA considera los datos de entrada como
bloques consecutivos de 16 bytes (estados). Los hilos pertenecientes a un mismo
bloque CUDA trabajan sobre estados consecutivos. Para esto, cooperan para
cargar de manera eficiente la informacio´n a cifrar sobre la memoria compartida
de alta velocidad. Luego cada hilo se encarga de cifrar un estado. Por u´ltimo,
los hilos cooperan para trasladar los datos desde la memoria compartida a la
memoria global.
Por u´ltimo, el host recupera los datos cifrados desde la memoria global del
device (transferencia device-to-host o D2H).
5. Ana´lisis experimental
Ejecutamos AES-OMP sobre una ma´quina con dos procesadores Intel Xeon
E5-2695v4 y 128GB de RAM. Cada procesador cuenta con 18 cores que operan a
2.10GHz, por lo tanto la ma´quina posee 36 cores en total. Asimismo, ejecutamos
AES-OMP sobre un Intel Xeon Phi 7230 (Knights Landing) y 128GB de RAM.
El Xeon Phi posee 64 cores que operan a 1.30GHz y permite ejecutar 4 hilos
hardware por core (256 hilos en total). Utilizamos gcc para compilar el co´digo
sobre estas plataformas.
Ejecutamos AES-CUDA sobre una GPU Nvidia Geforce GTX 960 compues-
ta por 1024 cores y 2GB GDDR5 de memoria. Los cores operan a una frecuencia
normal de 1127Mhz. Generalmente, los algoritmos CUDA pueden alcanzar dis-
tinto rendimiento segu´n la cantidad de hilos por bloque CUDA utilizada. Nuestra
implementacio´n obtiene el mejor rendimiento con 256 hilos por bloque CUDA.
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Para realizar el ana´lisis de rendimiento ciframos datos de distinto taman˜o
16MB, 32MB, 64MB, 128MB, 256MB, 512MB, 1GB y 2GB. En este trabajo
mostramos so´lo los resultados del proceso de cifrado, ya que el proceso de desci-
frado presenta un rendimiento similar. Para cada escenario tomamos el tiempo
de ejecucio´n promedio de 100 ejecuciones.
Cabe destacar que nuestro ana´lisis considera el tiempo de transferencia de
datos (H2D y D2H) en AES-CUDA ya que representa una porcio´n significativa
del tiempo total de ejecucio´n. Para demostrar esto, comparamos AES-CUDA
considerando las transferencias H2D y D2H con AES-CUDA sin considerar di-
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Figura 5. Tiempo de ejecucio´n normalizado de AES-CUDA.
La Figura 6 muestra el Speedup4 de AES-CUDA sobre la GPU con 1024
cores, AES-OMP sobre el Xeon Phi con 256 hilos y AES-OMP sobre el multicore
Intel E5 con 36 hilos/cores. Calculamos el Speedup con respecto al algoritmo
secuencial ejecutado sobre 1 core del Intel E5.
Los resultados revelan que el speedup alcanzado por AES-OMP sobre Intel E5
aumenta a medida que incrementa el taman˜o de los datos de entrada. Lo mismo
ocurre con el speedup alcanzado por AES-OMP sobre el Xeon Phi, aunque el
factor de crecimiento es menor.
4 El Speedup es definido como Ts
Tp
, donde Ts es el tiempo de ejecucio´n del algoritmo
secuencial y Tp es el tiempo de ejecucio´n del algoritmo paralelo.
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GPU 1024 Xeon Phi 256 Intel E5 36
Figura 6. Speedup alcanzado por AES-OMP y AES-CUDA.
Por otro lado, los resultados muestran que el speedup de AES-CUDA no
aumenta a medida que incrementa el taman˜o de los datos de entrada. Esto
se debe a que el tiempo de transferencia de datos entre CPU y GPU crece
linealmente con el volumen de datos a transferir.
Como puede observarse, la GPU alcanza el mejor rendimiento cuando el
taman˜o de los datos a cifrar no supera los 32MB, seguido por el Intel E5 y el
Xeon Phi. Para taman˜os mayores, el mejor rendimiento lo obtiene el Intel E5,
seguido por el Xeon Phi y la GPU.
6. Conclusiones y Trabajo Futuro
En este trabajo presentamos un ana´lisis del rendimiento del algoritmo de ci-
frado sime´trico AES sobre diversas arquitecturas de memoria compartida (mul-
ticore Intel E5-2695v4, Xeon Phi 7230 y GPU Nvidia GTX 960), para datos de
entrada de distinto taman˜o.
Para esto, desarrollamos dos implementaciones paralelas de AES basadas en
el algoritmo secuencial provisto por la biblioteca OpenSSL: AES-CUDA desa-
rrollada con CUDA para ser ejecutada sobre GPUs Nvidia, y AES-OMP desa-
rrollada con OpenMP para ser ejecutada sobre multicores y Xeon Phi.
El ana´lisis experimental revela que la GPU es la mejor alternativa para cifrar
datos de entrada que no superan los 32MB. Para un volumen de datos mayor,
el multicore alcanza el mejor rendimiento, seguido por el Xeon Phi.
Como trabajo futuro, planeamos comparar el rendimiento que proveen estas
arquitecturas para aplicaciones con distintos perfiles de co´mputo. Asimismo, pla-
neamos utilizar estas arquitecturas de forma conjunta, como un sistema h´ıbrido,
para acelerar distintos tipos de aplicaciones.
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