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Abstract
Singular perturbation problems occur in many areas, including biochemical kinetics, genetics,
plasma physics, and mechanical and electrical systems. For practical problems, one seeks a uni-
formly valid, readily interpretable approximation to a solution that does not behave uniformly. In
this paper we extend singular perturbation theory in ordinary differential equations to delay differen-
tial equations with a fixed lag. We aim to give an explicit sufficient condition so that the solution of a
class of singularly perturbed delay differential equations can be asymptotically expanded. O’Malley–
Hoppensteadt technique is adopted in the construction of approximate solutions for such problems.
Some particular phenomena different from singularly perturbed ordinary differential equations are
discovered.
 2003 Elsevier Science (USA). All rights reserved.
1. Introduction
Singular perturbation problems containing a small positive parameter ε have appeared
in many fields such as, fluid mechanics, chemical kinetics. Before we investigate the as-
ymptotic expansion for the solution of a class of singularly perturbed delay differential
equations, we first give an introduction to the singular perturbation problems in ordinary
differential equations.
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dx
dt
(t, ε)= f [t, x(t, ε), y(t, ε)],
ε
dy
dt
(t, ε)= g[t, x(t, ε), y(t, ε)], for t > 0, (1)
and
x(0, ε)= α(ε), y(0, ε)= β(ε), at t = 0. (2)
For simplicity, the functions f = f [t, x, y] and g = g[t, x, y] are assumed to be given,
smooth real-valued functions of three real variables, and the initial quantities α = α(ε) and
β = β(ε) in (2) are given real-valued functions of the real parameter ε for all small ε > 0.
The initial quantities α(ε) and β(ε) in (2) are assumed to satisfy
α(ε)∼
∞∑
k=0
αkε
k, β(ε)∼
∞∑
k=0
βkε
k, (3)
as ε→ 0+, for given constants αk and βk . Here an asymptotic relation
w(ε)∼
∞∑
k=0
wkε
k
is understood to mean (using the Landau order notation)
w(ε)=
n∑
k=0
wkε
k +O(εn+1) (as ε→ 0).
The basic result from the theory of ordinary differential equations guarantees that prob-
lem (1)–(2) has precisely one solution, at least locally near t = 0, and for any fixed ε = 0.
Whilst, the interval of existence might conceivably shrink with decreasing ε. However,
suppose
(A1) There is a continuously differentiable function χ = χ(t, x) such that (compare
with (1) with ε = 0)
g
[
t, x,χ(t, x)
]= 0 for all suitable t  0, (4)
and such that the initial-value problem
dX
(0)
0
dt
= f [t,X(0)0 , χ(t,X(0)0 )], t > 0,
X
(0)
0 = α0, t = 0, (5)
has a solution X(0)0 =X(0)0 (t) on some compact interval, say 0 t  T , with
gy
[
t,X
(0)
0 (t), Y
(0)
0 (t)
]
−κ < 0 for 0 t  T , (6)
for some fixed positive constant κ > 0, where
Y
(0)
0 (t)= χ
(
t,X
(0)
0 (t)
)
for 0 t  T . (7)
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gy [0, α0, ζ ]−κ < 0 (8)
for all values of ζ between β0 and Y (0)0 (0)= χ(0, α0).
It can be proved (see, for example, [6,9]) the solution exists on a fixed interval
0  t  T independent of ε as ε→ 0+. Moreover, the analytic solution, which behaves
non-uniformly as the parameter tends to 0, can be expressed in an asymptotic expansion
uniformly for 0 t  T and uniformly for all small ε > 0 (ε→ 0+).
Singularly perturbed ODEs are of practical interest in models of instantaneous phe-
nomena. Since there is sometimes a memory or delayed effect (see, for example, [1,3]),
singularly perturbed delay differential equations has arose in many fields, such as in the
study of an “optically bistable device” [2] and in a variety of models for physiological
processes or diseases [5]. Such a problem has also appeared to describe the so-called hu-
man pupil-light reflex [4]. In [8] the author investigated the exponential asymptotic stability
of singularly perturbed DDEs with a bounded lag.
We consider singularly perturbed delay differential equations in the form
x ′(t, ε)= F [t, x(t, ε), x(t − τ, ε), y(t, ε), y(t − τ, ε)],
εy ′(t, ε)=G[t, x(t, ε), x(t − τ, ε), y(t, ε), y(t − τ, ε)], t > 0, (9)
subject to the initial conditions
x(t, ε)=ψ(t, ε), y(t, ε)= φ(t, ε), −τ  t  0. (10)
Here t is a real variable, ε is a positive parameter which may tend to zero, and F,G,ψ and
φ are given real-valued functions. Closely related to (9) is the degenerate equation
x ′(t,0)= F [t, x(t,0), x(t − τ,0), y(t,0), y(t − τ,0)],
0 =G[t, x(t,0), x(t − τ,0), y(t,0), y(t − τ,0)], t > 0, (11)
subject to
x(t,0)=ψ(t,0), y(t,0)= φ(t,0), −τ  t  0, (12)
which is an algebraic delay differential equation. Note that when
G
[
0,ψ(0,0),ψ(−τ,0),φ(0,0),φ(−τ,0)] = 0,
then the initial condition is inconsistent with the degenerate problem.
Example 1. Consider the following simple delay differential equation:
εy ′(t)=−y(t)+ 1
2
y(t − 1), t > 0,
y(t)= 2, −1 t  0, (13)
where ε > 0. The degenerate equation is the difference equation
H. Tian / J. Math. Anal. Appl. 281 (2003) 678–696 681Fig. 1. Comparison between the true solution y(t, ε) and the degenerate solution y(t,0).
y(t,0)= 1
2
y(t − 1,0), t > 0,
y(t,0)= 2, −1 t  0,
that has solution y(t,0)= 2−k when t ∈ (k, k + 1]. Employing method of steps yields
y(t, ε)=


1+ e−t/ε, t ∈ [0,1],
1
2 + e−t/ε +
[1
2 + t−12ε
]
e−(t−1)/ε, t ∈ [1,2],
1
4 + e−t/ε +
[1
2 + 12ε + t−22ε
]
e−(t−1)/ε
+ [ 14 + t−24ε + (t−2)28ε2 ]e−(t−2)/ε, t ∈ [2,3],
1
8 + e−t/ε +
[1
2 + 1ε + t−32ε
]
e−(t−1)/ε
+ [ 14 + 14ε + 18ε2 + ( 14ε + 14ε2 )(t − 3)+ (t−3)28ε2 ]e−(t−2)/ε
+ [ 18 + t−38ε + (t−3)216ε2 + (t−3)348ε3 ]e−(t−3)/ε, t ∈ [3,4],
. . . .
From Fig. 1, we can easily see that for this example (cf. Fig. 1a)
(1) The degenerate solution y(t,0) provides a very close approximation to y(t, ε) for suf-
ficiently small ε > 0; in other words, the solution y(t, ε) tends to the solution of the
degenerate equation.
(2) At each point t = k, k = 0,1,2, . . . , we see that
2−k = lim
t→k−
(
lim
ε→0+y(t, ε)
)
= lim
ε→0+
(
lim
t→k+y(t, ε)
)
= 2−k+1.
This non-uniform behaviour at these integer points (not only at the starting point) is
typical for many singular perturbation problems in DDEs whenever the degenerate
equation y(t,0) does not guarantee a continuous extension of φ(t,0).
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smooth out (while the degenerate equation only possesses a piecewise continuous so-
lution), but displays a boundary layer at the right side of each integer point.
(4) Each boundary layer can give rise to large derivatives in t of the solution y(t, ε) for
small ε.
Example 2. Consider the case a = 0, and for convenience suppose that a and b are real, in
εy ′(t, ε)= ay(t, ε)+ by(t − 1, ε), t > 0,
y(t)= φ(t), t ∈ [−1,0]. (14)
The degenerate equation is the difference equation
y(t,0)=−b
a
y(t − 1,0), t > 0,
y(t,0)= φ(t), t ∈ [−1,0]. (15)
We assume the initial functions are continuous.
(1) a < 0, then limε→0+ y(t, ε) = y(t,0) except at the right side of each non-negative
integer (see Section 2 for details);
(2) a > 0, φ(t)≡ c (any constant), then limε→0+ y(t, ε)= y(t,0) if and only if a =−b;
(3) a > 0, φ(t)= exp(t), then limε→0+ y(t, ε) = y(t,0) for t > 0.
Proof. (2) Obviously y(t, ε) = c is the unique solution of (14) if a = −b. On the other
hand, t ∈ [0,1], we have
y(t, ε)= exp
(
a
ε
t
)
c+
t∫
0
b
ε
exp
(
a
ε
(t − s)
)
ds =
(
1+ b
a
)
exp
(
a
ε
t
)
c− b
a
c,
which implies that limε→0+ y(t, ε)= y0(t)=−(b/a)c only if a =−b.
(3) The unique solution of the singularly perturbed equation on [0,1] is
y(t, ε)=
(
1− be
−1
ε− a
)
e(a/ε)t + b
ε− a e
t−1,
while the degenerate solution on [0,1) is
y(t,0)=−b
a
et−1.
If we ask limε→0 y(t, ε)= y0(t), then we must have limε→0(1 − be−1/(ε− a))= 0 (that
is the only possibility), which implies b=−ae. However, if b =−ae holds, then
lim
ε→0
(
1− be
−1
ε− a
)
e(a/ε)t =∞ = 0.
Therefore we can conclude that it is impossible to have limε→0 y(t, ε) = y(t,0) when
a > 0. ✷
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ε→ 0 depends on the coefficients a, b and the given initial function φ(t).
In this paper we will extend the singular perturbation theory of ordinary differential
equations to delay differential equations. We aim to give a sufficient condition under which
we construct the asymptotic expansion for the solution of the singularly perturbed delay
differential equations in Section 2. Finally we rigorously prove the existence and unique-
ness of the solution and error estimates for the asymptotic expansion approximation to the
exact solution in Section 3.
2. Asymptotic expansion construction
In order to explain the previous phenomena, we will seek an asymptotic expansion of
the solution of the delay differential equation by “method of steps.”
We introduce some assumptions here.
(B1) The functions F(t, u, v, x, y) and G(t,u, v, x, y) are sufficiently differentiable with
respect to all variables, and are Lipschitz continuous for u, v, x , and y . The initial
conditionsψ(t, ε),φ(t, ε) in (10) are sufficiently differentiable and, at the same time,
satisfy[
ψ(t, ε)
φ(t, ε)
]
∼
∞∑
k=0
[
ψk(t)
φk(t)
]
εk (16)
for t ∈ [−τ,0] uniformly as ε→ 0+, for given sufficiently differentiable functions
ψk(t),φk(t) independent of ε.
(B2) Denote X˜(−1)(t) = ψ0(t), ℘(−1)(t) = φ0(t) for t ∈ [−τ,0]. Given X˜(j−1)(t) and
℘(j−1)(t) on [(j − 1)τ, jτ ] for integer j  0, there is a function ℘(j) = ℘(j)(t, x(t))
continuously differentiable on [jτ, (j + 1)τ ] such that for all suitable x(t),
0 =G[t, x(t), X˜(j−1)(t − τ ),℘(j)(t),℘(j−1)(t − τ )], (17)
and such that
dX˜(j)
dt
= F [t, X˜(j)(t), X˜(j−1)(t − τ ),℘(j)(t),℘(j−1)(t − τ )],
X˜(j)(jτ )= X˜(j−1)(jτ )
has a solution X˜(j) on all compact intervals [jτ, (j + 1)τ ], say for simplicity, for
0 j M − 1, with
G3
[
t, X˜(j)(t), X˜(j−1)(t − τ ),℘(j)(t),℘(j−1)(t − τ )]−κ < 0
for 0 t Mτ and some fixed positive constant κ > 0. Here Gi denotes the deriva-
tive with respect to the (i + 1)th variable.
(B3) The partial derivative
G3
[
jτ, X˜(j)(jτ ), X˜(j−1)
(
(j − 1)τ ), ϑ,+ ]−κ < 0
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((j−1)τ ) and℘(j−2)((j−1)τ ) for j = 0,1, . . . ,M−1. Here℘(−2)(−τ )= φ0(−τ ).
We denote the solution (if exists) of problem (9)–(10) for t ∈ [jτ, (j+1)τ ] by x(j)(t, ε),
y(j)(t, ε), j = 0,1,2, . . . ,M − 1, and introduce different time scales sj = (t − jτ )/ε on
the same interval. Therefore problem (9)–(10) on the interval [jτ, (j + 1)τ ] becomes an
ordinary differential equation
dx(j)
dt
= F [t, x(j)(t, ε), x(j−1)(t − τ, ε), y(j)(t, ε), y(j−1)(t − τ, ε)],
ε
dy(j)
dt
=G[t, x(j)(t, ε), x(j−1)(t − τ, ε), y(j)(t, ε), y(j−1)(t − τ, ε)],
with initial values
x(j)(jτ, ε)= x(j−1)(jτ, ε), y(j)(jτ, ε)= y(j−1)(jτ, ε),
where for t ∈ [−τ,0],
x(−1)(t, ε)=ψ(t, ε), y(−1)(t, ε)= φ(t, ε).
The O’Malley–Hoppensteadt method for ODEs can be adapted here to obtain the con-
struction of an approximate solution for such problem on [0, τ ] by replacing x(−1)(t − τ ),
y(−1)(t − τ ) with ψ(t − τ ), φ(t − τ ), respectively. Then for any given integer N  0 there
are constants C(0)N and ε0 so that the given initial-value problem has a unique solution
y(0)(t, ε) satisfying
x(0)(t, ε)=
N∑
k=0
[
X
(0)
k (t)+Ξ(0)k−1(s0)
]
εk + S(0)N (t, ε),
y(0)(t, ε)=
N∑
k=0
[
Y
(0)
k (t)+Π(0)k (s0)
]
εk +R(0)N (t, ε), (18)
where∣∣S(0)N (t, ε)∣∣, ∣∣R(0)N (t, ε)∣∣ C(0)N εN+1 (19)
uniformly for all t ∈ [0, τ ] and 0< ε  ε0. X(0)k , Y (0)k are called outer coefficients and Ξ(0)k
and Π(0)k boundary-layer correction coefficients. We refer the reader to [6,9] for complete
description.
Now we consider the problem on the interval [τ,2τ ]. The DDE (9) becomes the follow-
ing ODE:
dx(1)
dt
= F [t, x(1)(t, ε), x(0)(t − τ, ε), y(1)(t, ε), y(0)(t − τ, ε)],
ε
dy(1) =G[t, x(1)(t, ε), x(0)(t − τ, ε), y(1)(t, ε), y(0)(t − τ, ε)] (20)
dt
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x(1)(τ, ε)= x(0)(τ, ε), y(1)(τ, ε)= y(0)(τ, ε). (21)
The ODE system (20)–(21) is different from the ODE system (1)–(2) in two aspects: one
is that the initial values x(1)(τ, ε), y(1)(τ, ε) have termsΞ(0)k (τ/ε) andΠ
(0)
k (τ/ε)which are
negligible as ε is sufficiently small; another one is that in (20), x(0)(t − τ, ε), y(0)(t − τ, ε)
possess Ξ(0)k ,Π
(0)
k which shall be concerned in the asymptotic expansion.
On the interval [τ,2τ ] we seek an asymptotic representation of the solution functions
x(1)(t, ε) and y(1)(t, ε) in the form
x(1)(t, ε)∼X(1)(t, ε)+ εΞ(1)(s1, ε), y(1)(t, ε)∼ Y (1)(t, ε)+Π(1)(s1, ε)
(22)
for suitable outer solution functions[
X(1)(t, ε)
Y (1)(t, ε)
]
∼
∞∑
k=0
[
X
(1)
k (t)
Y
(1)
k (t)
]
εk (23)
and boundary-layer correction functions[
Ξ(1)(s1, ε)
Π(1)(s1, ε)
]
∼
∞∑
k=0
[
Ξ
(1)
k (s1)
Π
(1)
k (s1)
]
εk. (24)
We require the outer solution functions X(1)(t, ε), Y (1)(t, ε) on [τ,2τ ] to satisfy
dX(1)
dt
(t, ε)= F [t,X(1)(t, ε),X(0)(t − τ, ε), Y (1)(t, ε), Y (0)(t − τ, ε)],
ε
dY (1)
dt
(t, ε)=G[t,X(1)(t, ε),X(0)(t − τ, ε), Y (1)(t, ε), Y (0)(t − τ, ε)]. (25)
Then according to (22) we are led to require the boundary-layer correction functions
Ξ(1)(s1, ε) and Π(1)(s1, ε) to fulfill
dΞ(1)
ds1
(s1, ε)= F
[
s1ε+ τ,X(1)(εs1 + τ, ε)+ εΞ(1)(s1, ε),
X(0)(s1ε, ε)+ εΞ(0)(s1, ε), Y (1)(εs1 + τ, ε)+Π(1)(s1, ε),
Y (0)(s1ε, ε)+Π(0)(s1, ε)
]
− F [s1ε+ τ,X(1)(εs1 + τ, ε),X(0)(s1ε, ε),
Y (1)(εs1 + τ, ε), Y (0)(s1ε, ε)
]
,
dΠ(1)
ds1
(s1, ε)=G
[
s1ε+ τ,X(1)(εs1 + τ, ε)+ εΞ(1)(s1, ε),
X(0)(s1ε, ε)+ εΞ(0)(s1, ε), Y (1)(εs1 + τ, ε)+Π(1)(s1, ε),
Y (0)(s1ε, ε)+Π(0)(s1, ε)
]
−G[s1ε+ τ,X(1)(εs1 + τ, ε),X(0)(s1ε, ε),
Y (1)(εs1 + τ, ε), Y (0)(s1ε, ε)
]
. (26)
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dX
(1)
0 (t)
dt
= F [t,X(1)0 (t),X(0)0 (t − τ ), Y (1)0 (t), Y (0)0 (t − τ )],
0 =G[t,X(1)0 (t),X(0)0 (t − τ ), Y (1)0 (t), Y (0)0 (t − τ )], (27)
and, for k  1,
dX
(1)
k (t)
dt
= F1
[
t,X
(1)
0 (t),X
(0)
0 (t − τ ), Y (1)0 (t), Y (0)0 (t − τ )
]
X
(1)
k (t)
+ F3
[
t,X
(1)
0 (t),X
(0)
0 (t − τ ), Y (1)0 (t), Y (0)0 (t − τ )
]
Y
(1)
k (t)+A(1)k−1(t),
dY
(1)
k−1(t)
dt
=G1
[
t,X
(1)
0 (t),X
(0)
0 (t − τ ), Y (1)0 (t), Y (0)0 (t − τ )
]
X
(1)
k (t)
+ F3
[
t,X
(1)
0 (t),X
(0)
0 (t − τ ), Y (1)0 (t), Y (0)0 (t − τ )
]
Y
(1)
k (t)+B(1)k−1(t),
(28)
where A(1)k ,B
(1)
k are determined recursively by X
(1)
j (t), Y
(1)
j (t), X
(0)
j (t), and Y
(0)
j (t) for
j  k − 1.
Similarly, inserting expansion (24) for the boundary-layer correction into (26) gives
dΞ
(1)
0 (s1)
ds1
= F [τ,X(1)0 (τ ),X(0)0 (0), Y (1)0 (τ )+Π(1)0 (s1), Y (0)0 (0)+Π(0)0 (s1)]
− F [τ,X(1)0 (τ ),X(0)0 (0), Y (1)0 (τ ), Y (0)0 (0)],
dΠ
(1)
0 (s1)
ds1
=G[τ,X(1)0 (τ ),X(0)0 (0), Y (1)0 (τ )+Π(1)0 (s1), Y (0)0 (0)+Π(0)0 (s1)]
−G[τ,X(1)0 (τ ),X(0)0 (0), Y (1)0 (τ ), Y (0)0 (0)], (29)
and, for k  1,
dΞ
(1)
k (s1)
ds1
= F3
[
τ,X
(1)
0 (τ ),X
(0)
0 (0), Y
(1)
0 (τ )+Π(1)0 (s1), Y (0)0 (0)+Π(0)0 (s1)
]
×Π(1)k (s1)+C(1)k−1(s1),
dΠ
(1)
k (s1)
ds1
=G3
[
τ,X
(1)
0 (τ ),X
(0)
0 (0), Y
(1)
0 (τ )+Π(1)0 (s1), Y (0)0 (0)+Π(0)0 (s1)
]
×Π(1)k (s1)+D(1)k−1(s1), (30)
where C(1)k ,D
(1)
k is determined recursively by X
(1)
j+1(t), Y
(1)
j+1(t), Ξ
(1)
j (s1), Π
(1)
j (s1),
X
(0)
j+1(t), and Y
(0)
j+1(t), Ξ
(0)
j (s1), Π
(0)
j (s1) for j  k − 1.
It remains to determine initial values X(1)k (0), Y
(1)
k (0), Ξ
(1)
k (0), and Π
(1)
k (0). We in-
sert (23) and (24) into the initial condition of (21) and, due to the fact that∣∣∣∣Ξ(0)k
(
τ
)∣∣∣∣,
∣∣∣∣Π(0)k
(
τ
)∣∣∣∣ C(0)k e−µκτ/ε,ε ε
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X
(1)
k (τ )+Ξ(1)k−1(0)=X(0)k (τ ),
Y
(1)
k (τ )+Π(1)k (0)= Y (0)k (τ ), for k = 0,1,2, . . . , (31)
where Ξ(1)−1 (s1)= 0.
The functions X(0)0 (t − τ ) and Y (0)0 (t − τ ) are known on the interval [τ,2τ ]. From (B2)
we see that there exist X(1)0 (t) and Y
(1)
0 (t) such that (27) is solvable on [τ,2τ ]. However,
it might happen that Y (1)0 (τ ) = Y (0)0 (τ ). Therefore,
G
[
τ,X
(1)
0 (τ ),X
(0)
0 (0), Y
(1)
0 (τ ), Y
(0)
0 (0)
]= 0.
It follows from Theorem A.2 that |Π(1)0 (s1)| C(1)0 e−κs1 for s1  0. Now that Ξ(1)0 is de-
termined, we can integrate the first equation of (29). The right-hand side function of the
upper relation in (29) is denoted by h1(r) and is bounded by |h1(r)|  Ce−κr . Conse-
quently, there is a unique solution to satisfy
Ξ
(1)
0 (s1)=
s1∫
0
h1(r) dr −
∞∫
0
h1(r) dr. (32)
Thus we can see that |Ξ(1)0 (s1)| Ce−κs1 for all s1  0. An application of Theorem A.2
to (29) yields∣∣Π(1)1 (s1)∣∣ e−κs1(∣∣Π(1)1 (0)∣∣+Cs1), (33)
which implies |Π(1)1 (s1)| e−µκs1 for any 0 < µ < 1. The right-hand side of (30) is then
bounded by Ce−µκs1 . As in (32) we obtain a unique solution to (30). This procedure can be
continued to construct all functions Ξ(1)k ,Π
(1)
k . Because we are only interested in a finite
part of the series (22), we can prove that∣∣Ξ(1)k (s1)∣∣, ∣∣Π(1)k (s1)∣∣ C(1)k e−µκs1 for s1  0,
for any fixed integer k  0 and any positive constant µ 1.
All initial values can be constructed as follows: the initial value X(1)0 (τ ) determines
Y
(1)
0 by (27), Π(1)0 (0) is then given by (31), Ξ(1)0 (0) by (32). X(1)1 (τ ) is determined by (31),
Y
(1)
1 (τ ) by (27), Π(1)1 (0) by (31). Ξ(1)1 (0) is determined as (32) from (30), X(1)2 (τ ) by (31),
and so on.
3. Existence, uniqueness, and error estimates
Consider the truncated expansions x(1)N and y
(1)
N for x
(1)(t, ε) and y(1)(t, ε) by the for-
mula
x
(1)
N (t, ε) :=
N∑[
X
(1)
k (t)+Ξ(1)k−1(s1)
]
εk,k=0
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(1)
N (t, ε) :=
N∑
k=0
[
Y
(1)
k (t)+Π(1)k (s1)
]
εk, t ∈ [τ,2τ ]. (34)
As we have seen before, the functions x(1)N , y
(1)
N have been constructed so that for t ∈[τ,2τ ] they satisfy the initial-value problem (20)–(21) approximately with
dx
(1)
N
dt
= F [t, x(1)N (t), x(0)N (t − τ ), y(1)N (t), y(0)N (t − τ )]− ρ(1)(t, ε),
ε
dy
(1)
N
dt
=G[t, x(1)N (t), x(0)N (t − τ ), y(1)N (t), y(0)N (t − τ )]− ξ(1)(t, ε),
and
x
(1)
N (τ, ε)=
N∑
k=0
[
X
(1)
k (τ )+Ξ(1)k−1(0)
]
εk = x(1)(τ, ε)− ζ (1)(ε),
y
(1)
N (τ, ε)=
N∑
k=0
[
Y
(1)
k (τ )+Π(1)k (0)
]
εk = y(1)(τ, ε)− η(1)(ε),
where the residuals ρ(1)(t, ε), ξ(1)(t, ε), ζ (1)(ε), and η(1)(ε) can be shown to satisfy∣∣ρ(1)(t, ε)∣∣, ∣∣ξ(1)(t, ε)∣∣ C(1)N εN ,∣∣ζ (1)(ε)∣∣, ∣∣η(1)(ε)∣∣ C(1)N εN+1 (35)
for fixed constant C(1)N uniformly as ε → 0+, where the inequality for ρ(1)(t, ε) and
ξ(1)(t, ε) is uniformly valid for t ∈ [τ,2τ ].
The remainders S(1)N (t, ε) and R
(1)
N (t, ε) are defined as
S
(1)
N (t, ε) := x(1)(t, ε)− x(1)N (t, ε), R(1)N (t, ε) := y(1)(t, ε)− y(1)N (t, ε), (36)
and satisfy
dS
(1)
N
dt
(t, ε)= F [t, x(1)N (t, ε)+ S(1)N (t, ε), x(0)N (t − τ, ε)+ S(0)N (t − τ, ε),
y
(1)
N (t, ε)+R(1)N (t, ε), y(0)N (t − τ, ε)+R(0)N (t − τ, ε)
]
− F [t, x(1)N (t, ε), x(0)N (t − τ, ε), y(1)N (t, ε), y(0)N (t − τ, ε)]+ ρ(1)(t, ε),
ε
dR
(1)
N
dt
(t, ε)=G[t, x(1)N (t, ε)+ S(1)N (t, ε), x(0)N (t − τ, ε)+ S(0)N (t − τ, ε),
y
(1)
N (t, ε)+R(1)N (t, ε), y(0)N (t − τ, ε)+R(0)N (t − τ, ε)
]
−G[t, x(1)N (t, ε), x(0)N (t − τ, ε), y(1)N (t, ε), y(0)N (t − τ, ε)]+ ξ(1)(t, ε)
(37)
H. Tian / J. Math. Anal. Appl. 281 (2003) 678–696 689for t ∈ [τ,2τ ], and subject to the initial conditions
S
(1)
N (τ, ε)= ζ (1)(ε), R(1)N (τ, ε)= η(1)(ε). (38)
The Taylor–Cauchy formula can be used to write
F
[
t, x
(1)
N (t, ε)+ S(1)N (t, ε), x(0)N (t − τ, ε)+ S(0)N (t − τ, ε),
y
(1)
N (t, ε)+R(1)N (t, ε), y(0)N (t − τ, ε)+R(0)N (t − τ, ε)
]
− F [t, x(1)N (t, ε), x(0)N (t − τ, ε), y(1)N (t, ε), y(0)N (t − τ, ε)]
=A(1)(t, ε)S(1)N (t, ε)+B(1)(t, ε)S(0)N (t − τ, ε)
+ E (1)(t, ε)R(1)N (t, ε)+ G(1)(t, ε)R(0)N (t − τ, ε)
+U[t, S(1)N (t, ε), S(0)N (t − τ, ε),R(1)N (t, ε),R(0)N (t − τ, ε)] (39)
and
G
[
t, x
(1)
N (t, ε)+ S(1)N (t, ε), x(0)N (t − τ, ε)+ S(0)N (t − τ, ε),
y
(1)
N (t, ε)+R(1)N (t, ε), y(0)N (t − τ, ε)+R(0)N (t − τ, ε)
]
−G[t, x(1)N (t, ε), x(0)N (t − τ, ε), y(1)N (t, ε), y(0)N (t − τ, ε)]
= C(1)(t, ε)S(1)N (t, ε)+D(1)(t, ε)S(0)N (t − τ, ε)
+F (1)(t, ε)R(1)N (t, ε)+H(1)(t, ε)R(0)N (t − τ, ε)
+ V [t, S(1)N (t, ε), S(0)N (t − τ, ε),R(1)N (t, ε),R(0)N (t − τ, ε)] (40)
with
A(1)(t, ε) := F1(Ω), B(1)(t, ε) := F2(Ω), C(1)(t, ε) :=G1(Ω),
D(1)(t, ε) :=G2(Ω), E (1)(t, ε) := F3(Ω), G(1)(t, ε) := F4(Ω),
F (1)(t, ε) :=G3(Ω), H(1)(t, ε) :=G4(Ω), (41)
where Ω = (t, x(1)N (t, ε)), x(0)N (t − τ, ε), y(1)N (t, ε), y(0)N (t − τ, ε) and
U
[
t, S
(1)
N (t, ε), S
(0)
N (t − τ, ε),R(1)N (t, ε),R(0)N (t − τ, ε)
]
:=
1∫
0
(1− s)
{
F11
[
∆(s)
]
S
(1)
N (t, ε)
2 + 2F12
[
∆(s)
]
S
(1)
N (t, ε)S
(0)
N (t − τ, ε)
+ 2F13
[
∆(s)
]
S
(1)
N (t, ε)R
(1)
N (t, ε)+ 2F14
[
∆(s)
]
S
(1)
N (t, ε)R
(0)
N (t − τ, ε)
+ F22
[
∆(s)
]
S
(0)
N (t − τ, ε)2 + 2F23
[
∆(s)
]
S
(0)
N (t − τ, ε)R(1)N (t, ε)
+ 2F24
[
∆(s)
]
S
(0)
N (t − τ, ε)R(0)N (t − τ, ε)+ F33
[
∆(s)
]
R
(1)
N (t, ε)
2
+ 2F34
[
∆(s)
]
R
(1)
N (t, ε)R
(0)
N (t − τ, ε)+ F44
[
∆(s)
]
R
(0)
N (t, ε)
2
}
ds, (42)
and similarly we have the expression for V . ∆(s) is the argument of F and G defined by
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:= [t, x(1)N (t, ε)+ sU,x(0)N (t − τ, ε)+ sV,
y
(1)
N (t, ε)+ sX,y(0)N (t − τ, ε)+ sY
]
. (43)
The differential equations of (37) can be rewritten as
dS
(1)
N (t, ε)
dt
=A(1)(t, ε)S(1)N (t, ε)+B(1)(t, ε)S(0)N (t − τ, ε)
+ E (1)(t, ε)R(1)N (t, ε)+ G(1)(t, ε)R(0)N (t − τ, ε)+ ρ(1)(t, ε)
+U[t, S(1)N (t, ε), S(0)N (t − τ, ε),R(1)N (t, ε),R(0)N (t − τ, ε)],
ε
dR
(1)
N (t, ε)
dt
= C(1)(t, ε)S(1)N (t, ε)+D(1)(t, ε)S(0)N (t − τ, ε)
+F (1)(t, ε)R(1)N (t, ε)+H(1)(t, ε)R(0)N (t − τ, ε)+ ξ(1)(t, ε)
+ V [t, S(1)N (t, ε), S(0)N (t − τ, ε),R(1)N (t, ε),R(0)N (t − τ, ε)] (44)
for t > 0.
For each fixed integer N and each fixed ε > 0, the preceding functions A(1), B(1),
C(1), D(1), E (1), G(1), F (1), and H(1) defined by (41), are smooth functions of t ∈ [τ,2τ ].
Moreover, these functions are uniformly bounded as ε→ 0+, with
‖A(1)‖,‖B(1)‖,‖C(1)‖,‖D(1)‖,‖E (1)‖,‖G(1)‖,‖F (1)‖,‖H(1)‖ C, (45)
where ‖θ‖ = maxs∈[τ,2τ ] |θ(s)|, and the constant C depends on N but is independent of ε
as ε→ 0+. Finally, the assumptions along with the construction of y(1)N guarantee that
D(1)(t, ε)−1
2
κ < 0 for τ  t  2τ, 0< ε  ε0, (46)
for some suitably small ε0 > 0.
It is well known that Eq. (44) is equivalent to the integral equation[
S(t, ε)
R(t, ε)
]
=
[
α(1)(t, ε)
β(1)(t, ε)
]
+
t∫
τ
K(1)(t, s, ε)
[
U [s, S(s, ε), S(0)(s − τ, ε),R(s, ε),R(0)(s − τ, ε)]
1
ε
V [s, S(s, ε), S(0)(s − τ, ε),R(s, ε),R(0)(s − τ, ε)]
]
ds,
(47)
where we define[
α(1)(t, ε)
β(1)(t, ε)
]
=K(1)(t, τ, ε)
[
ζ (1)(ε)
η(1)(ε)
]
+
t∫
τ
K(1)(t, s, ε)
×
[ B(1)(s, ε)S(0)N (s − τ, ε)+ G(1)(s, ε)R(0)N (s − τ, ε)+ ρ(1)(s, ε)
1
ε
[D(1)(s, ε)S(0)N (s − τ, ε)+H(1)(s, ε)R(0)N (s − τ, ε)+ ξ(1)(s, ε)]
]
ds,
(48)
and the expression of the kernel K(1) can be found in Appendix A.
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equation (47) has a suitable solution. For the sake of completeness, we give a detailed proof
even though it is analogous to that of book [6]. For this purpose we use the Banach space
V of continuous vector-valued functions [ S
R
]
, where S = S(t), R = R(t) on τ  t  2τ ,
with maximum norm∥∥∥∥
[
S
R
]∥∥∥∥= max
τϑ2τ
∣∣S(ϑ)∣∣+ max
τϑ2τ
∣∣R(ϑ)∣∣. (49)
Define the operatorM for suitable vectors [ S
R
]
in V by the formula
M
[
S
R
]
(t)=
[
α(1)(t, ε)
β(1)(t, ε)
]
+
t∫
τ
K(1)(t, s, ε)
[
U [s, S,S(0)(s − τ, ε),R,R(0)(s − τ, ε)]
V [s, (s), S, S(0)(s − τ, ε),R,R(0)(s − τ, ε)]
]
ds, (50)
where this operator M is well defined by (50), at least for all vectors [ S
R
]
in some fixed
ball Brˆ centered at the origin in the space V ,
Brˆ :=
{[
S
R
]
:
∥∥∥∥
[
S
R
]∥∥∥∥ rˆ
}
for some fixed positive radius rˆ . Equation (47) can be written now as the fixed-point equa-
tion [
S
R
]
=M
[
S
R
]
. (51)
In the following we initially restrictM to a fixed ball Brˆ of radius rˆ as indicated earlier.
It follows from the definition of
[ η(1)
ζ (1)
]
given by (48), along with (A.6), (35), and (45), that
the given vector
[ η(1)
ζ (1)
]
has small norm, of order εN , with∥∥∥∥
[
α(1)
β(1)
]∥∥∥∥ A1εN (52)
for a fixed positive constant A1 and for all small positive ε, say for 0 < ε  ε1, for some
fixed ε1 that can be taken to satisfy
A1ε
N
1 
1
2
rˆ . (53)
Note that, for the moment, we are assuming the condition N  1, so that (53) will auto-
matically hold for small enough ε1.
Choose
r := 2A1εN1 . (54)
For all vectors in Brˆ compact in V , it follows from (42) and (43) that estimates of the form∣∣U[t, S(t), S(0)(t − τ, ε),R(t),R(0)(t − τ, ε)]∣∣ h¯,∣∣V [t, S(t), S(0)(t − τ, ε),R(t),R(0)(t − τ, ε)]∣∣ h¯ (55)
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h¯= A2
(∥∥∥∥
[
S
R
]∥∥∥∥
2
+
∥∥∥∥
[
S
R
]∥∥∥∥εN+1
)
,
hold for a fixed constant A2, uniformly for τ  t  2τ and for all small ε > 0. This result
and (A.6) yield the inequality∥∥∥∥∥
t∫
0
K(1)(t, s, ε)
[
U [t, S(t), S(0)(t − τ, ε),R(t),R(0)(t − τ, ε)]
V [t, S(t), S(0)(t − τ, ε),R(t),R(0)(t − τ, ε)]
]
ds
∥∥∥∥∥
 A3(r2 + rεN+1) (56)
for a fixed constant A3 and for all vectors
[
S
R
]
in Br for 0 < r  rˆ . These results, along
with (50), (52), and (54), imply∥∥∥∥M
[
S
R
]∥∥∥∥ 12 r + A3(r2 + rεN+1) for all
[
S
R
]
in Br, (57)
for 0 < ε  ε1. In addition to the previous requirement (53) on ε1, we also require that ε1
satisfy the inequalities
2A1A3εN1 
1
2
and A3εN+11 
1
4
, (58)
and then (56) and (57) yield∥∥∥∥M
[
S
R
]∥∥∥∥ r for all vectors
[
S
R
]
in Br, (59)
for 0 < ε  ε1.
Hence, M maps any such ball Br into itself, so that the Banach–Picard fixed-point
theorem can be applied to Eq. (51) on such a ball if we can show that M is a contractive
operator on Br .
In order to show this latter result, we use (50) to compute, for any two elements [ S1
R1
]
and
[ S2
R2
]
in Br , the difference
M
[
S1
R1
]
(t)−M
[
S2
R2
]
(t)
=
t∫
0
K(1)(t, s, ε)


U [t, S1(t), S(0)(t − τ, ε),R1(t),R(0)(t − τ, ε)]
−U [t, S2(t), S(0)(t − τ, ε),R2(t),R(0)(t − τ, ε)]
1
ε
V [t, S1(t), S(0)(t − τ, ε),R1(t),R(0)(t − τ, ε)]
− 1
ε
V [t, S2(t), S(0)(t − τ, ε),R2(t),R(0)(t − τ, ε)]

 ds.
(60)
Taylor’s theorem, along with (42) and (43), gives∣∣U[t, S1(t), S(0)(t − τ, ε),R1(t),R(0)(t − τ, ε)]
−U[t, S2(t), S(0)(t − τ, ε),R2(t),R(0)(t − τ, ε)]∣∣
 A4
(
r + εN+11
)∥∥∥∥
[
S1
]
−
[
S2
]∥∥∥∥ (61)R1 R2
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[ S1
R1
]
and
[ S2
R2
]
in Br , for all τ  t  2τ and all small ε > 0, for some fixed
constant A4, and the same inequality holds for V . Then (A.6), along with these last two
results (60) and (61), yields∥∥∥∥M
[
S1
R1
]
−M
[
S2
R2
]∥∥∥∥ A5r
∥∥∥∥
[
S1
R1
]
−
[
S2
R2
]∥∥∥∥ (62)
for a fixed constant A5 and for all vectors in the Br , with r given by (54). Result (62) is
uniformly valid for 0 < ε  ε1, for any fixed ε1 satisfying (53) and (58). If we now impose
the further condition on ε1 that
(2A1 + ε1)A5εN1 
1
2
, (63)
then (62) yields∥∥∥∥M
[
S1
R1
]
−M
[
S2
R2
]∥∥∥∥ 12
∥∥∥∥
[
S1
R1
]
−
[
S2
R2
]∥∥∥∥ (64)
everywhere in the ballBr uniformly for all 0< ε  ε1. So we proved thatM is contracting.
We take ε1 to be any fixed positive number that satisfies simultaneously all three of
the conditions (53), (58), and (63). Then the foregoing discussion, along with the Banach–
Picard fixed-point theorem, gives∣∣x(1)(t, ε)− x(1)N (t, ε)∣∣, ∣∣y(1)(t, ε)− y(1)N (t, ε)∣∣ CNεN (65)
for any fixed positive integer N  1. In addition, we have the identity[
x(1)(t, ε)− x(1)N (t, ε)
y(1)(t, ε)− y(1)N (t, ε)
]
=
[
x(1)− x(1)N+1
y(1)− y(1)N+1
]
−
[
x
(1)
N+1 − x(1)N
y
(1)
N+1 − y(1)N
]
 C(1)N ε
N+1
with a different constant C(1)N . Note that this last argument holds also for the case N = 0,
so that the stated result is valid for any non-negative integer N  0 as well.
Applying the method of steps, we can obtain the following theorem by induction.
Theorem 3.1. Let the initial-value problem (9)–(10) satisfy assumptions above. Then for
any given integer N  0 there are constants CN and ε0 so that the given initial-value
problem has a unique solution y(t, ε) satisfying
x(j)(t, ε)=
N∑
k=0
[
X
(j)
k (t)+Ξ(j)k−1(sj )
]
εk + S(j)N (t, ε),
y(j)(t, ε)=
N∑
k=0
[
Y
(j)
k (t)+Π(j)k (sj )
]
εk +R(j)N (t, ε), (66)
where∣∣S(j)N (t, ε)∣∣, ∣∣R(j)N (t, ε)∣∣ CNεN+1 (67)
uniformly for all t ∈ [jτ, (j + 1)τ ] and 0 < ε  ε0. Here sj = (t − jτ)/ε for t ∈ [jτ,
(j + 1)τ ], j = 0,1,2, . . . ,M − 1.
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lim
ε→0+y(t, ε)= y(t,0),
except at the right side of jτ , j = 0,1, . . . ,M − 1, which implies the non-uniform conver-
gence at the right side of all such points.
(2) Such non-uniform convergence behaviour occurs and propagates whenever the ini-
tial continuous condition φ(0,0)= Y (0)0 (0) for the degenerate equation does not hold; in
other words, propagated boundary layers are closely related to the initial condition.
(3) All the points at which boundary layers may occur coincides with all possible pri-
mary discontinuity points of the solution y(t, ε) provided φ′(0, ε) = G[0,ψ(0),ψ(−τ ),
φ(0),φ(−τ )]. Therefore boundary layers can still occur even if the solution y(t, ε) is
smooth (has continuous derivatives) everywhere.
(4) Each term of boundary-layer correction function decays exponentially to zero as
sj →∞, with∣∣Π(j)k (sj )∣∣C(j)k e−µκsj for sj  0, (68)
for any fixed positive constant µ< 1.
(5) We can handle the vector case for solution functions x and y which are m-dimen-
sional real vector-valued functions, where the data quantities f , g, α, and β are suitable
vector-valued functions.
(6) The exponential asymptotic stability of singularly perturbed delay differential equa-
tions with a bounded lag has been studied by Tian in [8].
(7) Numerical convergence of Runge–Kutta methods and linear multistep methods have
been studied in [7], but the results are based on the assumption that the analytic solution
does not admit boundary layer.
Appendix A
Consider the special linear case in the given functions u and v have the forms
dx
dt
=A(t, ε)x +B(t, ε)y + f (t, ε),
ε
dy
dt
= C(t, ε)x +D(t, ε)y + g(t, ε), (A.1)
with
x = α(ε), y = β(ε) at t = t0 (A.2)
for given functions A= A(t, ε), B = B(t, ε), C = C(t, ε), D =D(t, ε), f = f (t, ε), and
g = g(t, ε) defined on the region
t0  t  T , 0 < ε  ε0, (A.3)
for given constants T > t0 and ε0 > 0. These functions are assumed to be uniformly contin-
uous in t for t0  t  T , for each fixed positive ε in the given range 0 < ε  ε0. Moreover,
the function D is assumed to be uniformly negative with
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for all (t, ε) satisfying (A.3), for a fixed positive constant κ > 0.
Theorem A.1. Let the real-valued data functions A, B , C, D, f , and g be continuous in
t for each ε on region (A.3), and assume that the function D satisfies the stability condi-
tion (A.4). Then the solution of the initial-value problem (A.1)–(A.2) can be represented
as [
x(t, ε)
y(t, ε)
]
=K(t, t0, ε)
[
α(ε)
β(ε)
]
+
t∫
t0
K(t, s, ε)
[
f (s, ε)
1
ε
g(s, ε)
]
ds, (A.5)
where the resolvent matrix K(t, s, ε) is given as
K(t, s, ε)=
[
k11(t, s, ε) k12(t, s, ε)
k21(t, s, ε) k22(t, s, ε)
]
(A.6)
and satisfies the estimates
∣∣k11(t, s, ε)∣∣ γ, ∣∣k12(t, s, ε)∣∣ ε‖B‖γ
κ
,
∣∣k21(t, s, ε)∣∣ ‖C‖γ
κ
,
∣∣k22(t, s, ε)∣∣ e−κ(t−s)/ε + ε‖B‖‖C‖γ
κ2
(A.7)
uniformly for t0  t  T , with γ given by
γ := exp(‖A‖(T − t0)) exp
(
‖B‖‖C‖T − t0
κ
e‖A‖(T−t0)
)
. (A.8)
Theorem A.2. Suppose the logarithmic norm
µ
(
∂f
∂y
(t, η)
)
 l(t) for η ∈ [y(t), v(t)] (A.9)
and ∥∥v′(t + 0)− f (t, v(t))∥∥ δ(t), ∥∥v(t0)− y(t0)∥∥ ρ. (A.10)
Then for t  t0 we have
∥∥y(t)− v(t)∥∥ eL(t)
(
ρ +
t∫
t0
e−L(s)δ(s) ds
)
(A.11)
with L(t)= ∫ tt0 l(s) ds.
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