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ABSTRACT
Major Baltic inflows are an important process to sustain the sensitive steady state of the Baltic Sea. We
introduce an algorithm to identify atmospheric variability favourable for major Baltic inflows. The algorithm
is based on sea-level pressure (SLP) fields as the only parameter. Characteristic SLP pattern fluctuations
include a precursory phase of 30 days and 10 days of inflow period. The algorithm identifies successfully
the majority of observed major Baltic inflows between 1961 and 2010. In addition, the algorithm finds
some occurrences which cannot be related to observed inflows. In these cases with favourable atmospheric
conditions, inflows were precluded by contemporaneously existing saline water masses or strong freshwater
supply. Moreover, the algorithm clearly identifies the stagnation periods as a lack of SLP variability favourable
for MBIs. This indicates that the lack of inflows is mainly a consequence of missing atmospheric forcing during
this period. The only striking inflow which is not identified by the algorithm is the event in January 2003. We
demonstrate that this is due to the special evolution of SLP fields which are not comparable with any other
event. Finally, the algorithm is applied to an ensemble of scenario simulations. The result indicates that the
number of atmospheric events favourable for major Baltic inflows increases slightly in all scenarios.
Keywords: major Baltic inﬂows, algorithm development, SLP variability, Baltic Sea, climate modeling
1. Introduction
The Baltic Sea is one of world’s largest brackish water areas
with an estuarine-like circulation. It is connected to the
world ocean through the narrow Danish straits limiting the
exchange of water masses. The deep water of the Baltic Sea
is mainly renewed by so-called major Baltic inflows (MBIs)
which are of special importance for the Baltic Sea. They
bring salty and oxygen-rich water into the deep basins which
have a significant impact on the marine ecosystem. The
absence of MBIs especially in combination with anthro-
pogenic eutrophication and climate change lowers oxygen
concentrations dramatically turning the deep basins into
dead zones (Meier et al., 2012).
A common method to identify MBIs is based on salinity
measurements at the Darss Sill (Mattha ¨ us and Franck,
1992). Following the method by Mattha ¨ us and Franck
(1992), an MBI is registered as soon as the bottom salinity
at Darss Sill is  17 (g/kg) in combination with a weak
stratification for at least five days in a row. MBIs occur
intermittently during the winter half year with most events
from November to January (Mattha ¨ us and Franck, 1992).
MBIs are mainly driven by an increase of the zonal wind,
which increases on average from 34 to 14m/s over a
couple of days (Mattha ¨ us and Schinke, 1994). The corre-
sponding sea surface slope into the Baltic Sea leads to a
barotropic flow over the Darss and Drogden sills into the
Baltic Sea. On average, the water level of the Baltic Sea
rises during MBIs by 59cm which corresponds to a volume
of roughly 193km
3 (Mattha ¨ us and Franck, 1992).
In general, two phases of an MBI can be separated, the
precursory and the inflow period (Mattha ¨ us and Franck,
1992). The precursory period covers the time from the
minimum Baltic Sea-level preceding a major event to the
start of the event at Darss Sill (Mattha ¨ us and Schinke,
1994). Hereby, the last 15 days are often referred to as
the pre-inflow period which is of great importance for the
MBI. The MBI ends with strong outflow due to the weak-
ening of the west wind and the above normal filling of the
Baltic (Mattha ¨ us and Schinke, 1994).
Sea-levelpressure(SLP)patternsrelatedtoMBIsareinves-
tigated by Mattha ¨ us and Schinke (1994) and Schinke and
Mattha ¨ us (1998). They show positive SLP anomalies over
the Baltic Sea 5020 days prior to the main inflow period.
*Corresponding author.
email: semjon.schimanke@smhi.se
Tellus A 2014. # 2014 S. Schimanke et al. This is an Open Access article distributed under the terms of the Creative Commons CC-BY 4.0 License (http://
creativecommons.org/licenses/by/4.0/), allowing third parties to copy and redistribute the material in any medium or format and to remix, transform, and build
upon the material for any purpose, even commercially, provided the original work is properly cited and states its license.
1
Citation: Tellus A 2014, 66, 23452, http://dx.doi.org/10.3402/tellusa.v66.23452
PUBLISHED BY THE INTERNATIONAL METEOROLOGICAL INSTITUTE IN STOCKHOLM
SERIES A
DYNAMIC
METEOROLOGY
AND OCEANOGRAPHY
(page number not for citation purpose)The SLP-pressure gradient starts to increase approximately
10 days before the onset. The maximum SLP gradients are
found on the day before and on the first day of the inflow
event. Generally, stronger inflows have stronger gradients,
which are related to higher wind speeds (Mattha ¨ us and
Schinke, 1994).
On average, more than one MBI occurs per inflow
season. Mattha ¨ us and Franck (1992) classified 90 MBIs
between 1897 and 1976 between the end of August and
the end of April. However, they state also that 26% of the
inflow seasons were without any MBI. The period 1976
1992 is characterised by a reduced number of MBIs (Lass
and Mattha ¨ us, 1996). After the MBI in January 1983, a
decade without any major inflow was observed (e.g. Meier
et al., 2012). This period is known as the stagnation period
and comes with a reduction of deep water salinity and
oxygen concentrations.
Reasons for the lack of MBIs during the stagnation
period are still debated. Several factors are known to
hamper MBIs and are therefore discussed as reasons for the
stagnation period. First, stronger outflow counteracts the
inflow. So, increased runoff and net precipitation reduces
the chance for MBIs (Schinke and Mattha ¨ us, 1998; Meier
and Kauker, 2003). However, this cannot explain the
recent stagnation period completely (Meier and Kauker,
2003). Stronger westerlies are related to lower than normal
salinities in the upper and lower layers in all areas of the
Baltic Sea (Zorita and Laine, 2000). This is due to related
stronger precipitation which raises the sea level in the Baltic
(Schinke and Mattha ¨ us, 1998) as well as a higher mean
filling of the Baltic Sea due to stronger westerlies (Meier
and Kauker, 2003; Gra ¨ we et al., 2013). Moreover, west-
wind anomalies can change the occurrence of MBIs by
additional mixing in the Danish Straits (Gra ¨ we et al.,
2013). Lass and Mattha ¨ us (1996) argued that the prob-
ability of both negative north and negative east compo-
nents of the wind with duration of more than 10 days was
slightly larger during the period of regular inflow events
than during the period of reduced inflow from 1976 to
1992.
Gustafsson and Andersson (2001) simulated the occur-
rences and strengths of large high-saline inflows to the
Baltic with the northsouth air pressure difference across
the North Sea as the only forcing. Moreover, the fresh-
water outflow of the Baltic is correlated with the mean
zonal wind over the Baltic Sea (Hordoir and Meier, 2010).
Recently, Hordoir et al. (2013) managed to predict the
freshwater outflow with an acceptable accuracy of 70% by
using wind data only.
The special meaning of MBIs for the state of the Baltic
Sea emphasises the need of understanding trigger mechan-
isms in more detail as well as exploring natural variability
and possible anthropogenic induced change in the number
of occurrences. The main idea of this paper is to identify
possible occurrences of MBIs using SLP fields as the
only predictor. This approach was never applied before.
Earlier studies solely showed composites between condi-
tions leading to MBIs and the mean state (e.g. Mattha ¨ us
and Schinke, 1994; Lass and Mattha ¨ us, 1996; Schinke
and Mattha ¨ us, 1998). Or, they used SLP gradients to simu-
late inflow events (Gustafsson and Andersson, 2001). We
decided to use SLP only since it is the single parameter
comprising the most relevant information. Wind speed and
direction is directly related to SLP fields via the geostrophic
wind approximation. Using SLP fields instead of wind
fields implies using one parameter instead of two and by
that keeping the complexity as low as possible. Moreover,
SLP fields incorporate water pumping between the North
Sea and the Baltic Sea due to changes in surface pressure
over both seas. Finally, SLP has large scale structures that
are simulated more reliable than strongly parameterised
10m wind speed in climate models.
The paper is organised as follows: Section 2 describes the
model and the data. Section 3 investigates mean features
of SLP variability related to MBIs and introduces a new
algorithm to identify MBIs. In Section 4, the algorithm
is first validated and then applied to scenario simulations
to identify possible changes in the number of strong MBIs
in scenario simulations. The results are summarised and
discussed in Section 5.
2. Models and experiments
2.1. The Rossby Centre Atmosphere model
The atmospheric model used for our investigations is the
Rossby Centre Atmosphere model version 4 (hereafter
referred to as RCA4). It is based on the numerical weather
prediction model HIRLAM (Unden et al., 2002). It is
applied with a horizontal resolution of 0.228 (approx.
25km) on a rotated longitudelatitude grid. In the present
setup, RCA4 is used with 40 vertical levels and a time step
of 15min. Lateral boundary forcing as well as sea surface
temperatures are prescribed from ERA40 (Uppala et al.,
2005) whereas lakes are modelled with FLake (Mironov
et al., 2010).
The formation of MBIs crucially depends on the pre-
cise evolution of SLP-fields. Therefore, a spectral nudging
technique was applied for the hindcast simulation to ensure
that low pressure systems pass through the model domain
as close to observations as possible. The setup uses a nudg-
ing strength of 0.1 at the model top, a frequency of once
every hour and a minimum wavelength of 800km.
The reader is referred to Samuelsson et al. (2011) (for a
detailed model description and validation of RCA3) and
Wang et al. (submitted, in this special issue) where changes
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regarding the applied spectral nudging, the reader is
referred to Berg et al. (2013).
2.2. Experimental setup and data
Model data used for the development of the algorithm are
based on a simulation driven with ERA40. The simulation
covers the period 19612010. Only SLP data are taken
from the simulation. Moreover, we use daily averages since
a higher resolution in time is not needed to identify MBIs.
The horizontal domain includes all of Europe from the
Mediterranean Sea to the northern tip of Scandinavia.
Herewith, almost the entire RCA4 domain is used neglect-
ing only the relaxation zone at the outer boundary and the
southern most part.
Dates of observed MBIs are taken from Mattha ¨ us et al.
(2008) and updated by R. Feistel (personal communication,
October 2013). Moreover, time series of salinity based on
measurements are used for the centre of the Bornholm
Basin (name of the station is BY5) and the Gotland Deep
(BY15). These measurements are freely available in the
SMHI data base SHARK (Svenskt HavsARKiv, see http://
www.smhi.se/oceanografi/oce_info_data/SODC/overview.
htm).
3. Method
3.1. Mean features of SLP pattern variability
To identify the special characteristics of SLP anomalies,
13 observed MBIs are selected (see Table 1). The selected
events are chosen based on two criteria: (1) they were
supposed to be isolated in time, for example, not in a
cluster of two or more events within a period of less than 30
days; (2) they need to be classified at least with a strength of
Q10 according to the method of Fischer and Mattha ¨ us
(1996). The isolation in time is desired so that there is no
overlap between the inflow period of one MBI and the
precursory phase of the following event. Moreover, the
omission of the weakest MBIs was done to get more robust
results.
The mean development of SLP fields related to MBIs is
presented and discussed by Mattha ¨ us and Schinke (1994)
and for comparison reasons in Fig. 1. The beginning of
the precursory period is in general characterised by positive
SLP deviations over Scandinavia and the North Atlantic
(Fig. 1a). This is related to an often weak but steady easterly
flow, which lowers the sea level of the Baltic Sea. Otherwise,
strong westerlies could not push water in an already filled
Baltic Sea. Approximately 10 days prior to the onset of an
MBI, negative SLP anomalies evolve over northern Scandi-
navia whereas positive anomalies prevail over southern
Europe. Hence, the climatological southnorth pressure
gradient starts to strengthen. On average the maximum
gradient is established on the onset day. For the selected 13
training events this gradient is enhanced by 25hPa (Fig. 1c).
This value as well as the general development of the mean
fieldsisinverygoodagreementwithresultsbyMattha ¨ usand
Schinke (1994) which are based on 87 events between 1899
and 1976. Consequently, we consider the training events to
be representative for a larger number of MBIs.
The composites show the general development only but
are not adequate to identify MBIs. We use the principle
component analysis (PCA) which allows us to highlight the
mean variability patterns related to MBIs. Therefore, we
select 30 days prior to the MBI (precursory phase) and 10
days thereafter (inflow period) using the observed onset
dates (Table 1). Accordingly, 533 days (13 events over 41
days) with sea-level pressure patterns are selected. The PCA
is applied to that sample to carve out the fluctuations of
SLP patterns in the presence of MBIs.
Sensitivity tests with varying durations of the precursory
and the inflow phase have been done. According to
Mattha ¨ us and Schinke (1994) and Schinke and Mattha ¨ us
(1998) who found SLP anomalies 5020 days prior to the
MBI, we tried precursory periods in this range. The mean
inflow period is 78 days (Mattha ¨ us and Franck, 1992)
and in general the Baltic Sea level adjusts to that of the
Kattegat after about 10 days (Lass and Mattha ¨ us, 1996).
Hence, we tested inflow periods (1020 days) which are
shorter compared to the precursory phase. Overall, the
resulting EOF pattern will differ only slightly if the lengths
of the periods are changed (not shown). This emphasises
that the mean variability related to MBIs take place from
20 days prior to the MBI until 10 days thereafter since these
days were always considered in our sensitivity tests. Finally,
we decided to consider 30 days prior and 10 days after the
onset of an MBI. Herewith, we give a stronger weight to
the precursory phase than the inflow phase.
The first four leading modes are shown in Fig. 2. The
first EOF pattern, which explains 38% of the variance,
Table 1. Onset dates of used MBIs and their relative intensity Q
Date Intensity Q Date Intensity Q
1961-03-26 12.7 1970.10.27 15.0
1961-12-02 16.4 1973.11.13 27.0
1963-11-18 13.7 1976.11.30 13.3
1964-02-03 11.0 1982.11.18 12.7
1965-10-30 29.5 1983.01.13 12.0
1969-02-01 13.2 1993.01.18 34.0
1969-10-29 29.2
Data are based on Mattha ¨ us and Franck (1992) re-assessed by
Fischer and Mattha ¨ us (1996) and supplemented and updated by
Mattha ¨ us (2006).
ALGORITHM TO IDENTIFY MAJOR BALTIC INFLOW EVENTS 3shows that the centre with largest variability in relation to
MBIs is located over southern Scandinavia. This resembles
either a low or high pressure system depending on the state
of the first principle component (hereafter PC1). Fluctua-
tions of PC1 translate into a change of the northsouth
pressure gradient over the southern Baltic Sea, the Kattegat,
the Skagerrak and the North Sea. To manifest the physical
interpretation of EOF fluctuations we perform a point-wise
correlation of the wind components with the development
of the PCs. Here, we use the averaged PC evolutions as
shown in Fig. 3 and wind components for all 13 training
events. The mean correlations for the zonal and meridional
wind components are presented in Figs. 4 and 5, respec-
tively. Strongest correlations with the zonal wind can be
found over central Europe including the North Sea and the
southern Baltic Sea, that is, the ocean areas that are highly
relevant for the development of MBIs. This is in line with
expectations since changes in the zonal wind component
are the main driver for MBIs (e.g. Mattha ¨ us and Schinke,
1994).
The second EOF pattern (23% explained variance) is a
dipole structure with positive values over Great Britain and
Fig. 1. SLP deviations from the long-term daily mean in relation with MBIs. The composites are based on the selected training events
(Table 1). Deviations are shown for 20 (a) and 9 (b) days prior to the MBI as well as the onset day (c). The latter are directly comparable to
Fig. 8AB in Mattha ¨ us and Schinke (1994).
Fig. 2. The ﬁrst four leading EOFs for major Baltic inﬂows based on 13 selected events (see Table 1). The explained variance of the EOF
patterns are 38, 23, 15% and 7%, respectively.
4 S. SCHIMANKE ET AL.negative over the White Sea (Fig. 2b). The induced pressure
gradients in the area of interest are generally southwest to
northeast aligned or vice versa depending on the sign of
the corresponding PC. The point correlation maps (Figs. 4
and 5) show that fluctuations in this pattern are linked
stronger to changes in the zonal than in the meridional
wind. It should be mentioned that both PC1 and PC2 peak
in the vicinity of the onset day of the MBI and have at least
to some degree a similar overall structure. Hence, it is not
surprising that the correlation maps look similar.
Variations of PC3, where the corresponding pattern
has an explained variance of 15%, are related to changes
of the pressure gradient in the northwest or southeast
direction, respectively. The u-wind correlation maps show
lower values than for EOF1 and EOF2 but for the v-wind
correlations are somewhat higher. Hence, this pattern
seems to contribute to changes in the meridional wind.
We also consider PC3 for our algorithm because already
Mattha ¨ us and Schinke (1994) reported a relation between
the meridional wind and MBIs.
Fig. 4. Correlations between the u-wind component and the mean evolution of PC1 to PC4 as shown in Fig. 3. The correlation is the
mean over all 13 training events. The full 41 day periods are used in case of PC1, PC2 and PC4 whereas correlation with PC3 is based only
on days considered for the computed correlation threshold of the algorithm  day 21 to day 8. The correlation is based on the mean
development of the PCs and not the idealised since there is no idealised PC4.
Fig. 3. Thin lines show the mean development of the ﬁrst four PCs. Thick lines represent the idealised PCs as used for the algorithm. All
values are standardised. The day is given relative to the onset of the MBI. Negative days indicate the precursory period whereas positive
represent the inﬂow phase.
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ance) is a quad-pole with rather weak pressure gradients in
the southern Baltic Sea region. However, even the fourth
EOF pattern shows some characteristic variability in the
vicinity of MBIs. As suggested by the correlation maps, this
pattern contributes in the same way as the first two leading
modes to fluctuations of the wind components (Figs. 4
and 5). The correlations have, in general, an opposite sign
but this is justified by on average opposite PCs (Fig. 3). So,
even the fourth pattern contributes with information on
fluctuations related to MBIs though with a lower quota
than the first two.
The sum of the explained variances for all four con-
sidered EOF patterns is 83%. Accordingly, 17% of SLP
pattern fluctuations related to MBIs are covered by the
remaining EOF patterns of higher order which are not
considered during the further investigations.
In the following, we are discussing the development of
the PCs averaged over the 13 training events as they depict
the intensity and phase of the corresponding EOF. Figure 3
shows the PCs for the first four leading EOFs covering the
30 days of the precursory period through 10 days after the
onset of an MBI.
The first PC is negative between day 30 and day 10
with minimum values between days 23 through 11.
The negative phase of PC1 can be translated to a high
pressure anomaly centred over the southern Scandinavia
(Fig. 2a) resembling the composite of Fig. 1. After day
10, PC1 turns positive and peaks around the onset of
the MBI. Based on Fig. 4, the mean development of PC1
relates clearly to an increase of the zonal wind component
as it is known to be the main driver for MBIs.
PC2 has a distinct positive trend over the entire pre-
cursory period. Starting with mean loads of 0.4 at the
beginning of the precursory period values become on aver-
age positive around day 10. Then, the slope gets stronger
until the maximum (0.6) is reached in the vicinity of the
MBI onset. Subsequently, the amplitude of PC2 declines
during the inflow period similar to PC1. Similar to PC1
this development can be mainly related to an increase of
the westerlies (Figs. 3 and 4). In addition, Fig. 2b shows
opposite signs of the EOF pattern over the Baltic Sea and
the North Sea. The negative values of PC2 in the pre-
conditioning phase can be translated into higher SLP over
the Baltic Sea than over the North Sea. This flips in the
vicinity of the onset day according to PC2. The corre-
sponding influence of the SLP changes onto the sea level
contributes also positive on the water transfer from the
North Sea into the Baltic Sea.
PC3 has a negative slope from day 20 almost until the
onset day. Then, the main characteristic of PC3 is a sudden
jump in the vicinity of the MBI onset (Fig. 3). While PC3
has its clear minimum just before the onset (days 5t o
1) the maximum is reached directly after the MBI. The
rapid transition happens within two days revealing a slope
not reached by any other PC.
Fig. 5. Same as Fig. 4 but for the v-wind component.
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average MBIs will be more likely if PC4 is positive between
days 20 through 10 and negative in the vicinity of the
onset day (95 days).
Changes in the meridional wind related to MBIs show a
coherent picture based on the mean development of all PCs
(somewhat weaker for PC3) (Fig. 3) and the correlation
map (Fig. 5). The meridional wind anomalies are opposite
west and east of 108E, e.g. southerly winds over the North
Sea and northerly winds over the Baltic Sea in the early
preconditioning phase. Such a wind pattern in combination
with weak westerlies or easterlies will clearly help to lower
the sea level of the Baltic Sea. During the inflow phase this
pattern becomes opposite supporting the inflow event.
3.2. Algorithm
The following section specifies the measures and thresholds
used to identify potential MBIs based on SLP variability
only. Naturally, these criteria are very much linked to the
dynamical development described in Section 3.1.
However, checking individual events shows that the
mean development is not characteristic for all events in
the same manner. Figure 6 shows the development of all
training events for the first three modes split into different
types. The splitting is based upon the main characteristic in
relation to the development of the PCs. For instance, type I
events show clearly the increase of PC1 from the middle of
the precursory phase towards the onset day. This feature is
less developed for type II and type III events (Fig. 6 upper
middle and upper right). On the other hand, these types
have a better coherence for their corresponding PC as, for
example, the steep increase of PC3 in the vicinity of the
onset for type III events (Fig. 6 lower right). We distinguish
three different types based on the strongest relation to
the corresponding PC, for instance type I events have the
strongest relation to PC1 and so on.
In general, MBIs are identified by strong correlations
between the individual PC with the idealised mean devel-
opment of the training set as shown in Fig. 3. The PC
developments were idealised since small daily variations are
not supposed to be a feature of the mean development but
are rather due to the limited sample size. However, the
strength of the correlation is independent of the amplitude
which limits the information of correlation coefficients
drastically. Consequently, we introduce thresholds of absolute
values in addition. Finally, we use the state of the Baltic
Sea Index (BSI, Lehmann et al., 2002) to identify MBIs.
The BSI is the normalised SLP difference of anomalies
between Szczecin and Oslo. Therefore, it includes informa-
tion inherent already in the first four EOFs. However, the
BSI adds information beyond the first four leading modes
Fig. 6. Development of the PC1, PC2 and PC3 for all MBIs chosen as training events.
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information, too.
CorrelationswiththefulllengthoftheidealisedPC(41days)
are performed for PC1 and PC2 since they show a distinct
behaviourovertheentireprecursoryandinflowperiod(Fig.3).
For PC3, a somewhat shorter period is considered beginning
only at day 21 close the average peak of PC3 and ending on
day 8. Hereby, the sudden rise in the vicinity to the onset is
included as the mean feature of PC3. A correlation with PC4 is
omitted for all kind of events since variations are rather small.
As mentioned above, additional criteria are needed since
the information of correlations only capture the correct phase
with an event. Therefore, we add absolute thresholds based
on differences to make sure that the relevant magnitudes are
exceeded,whichisnotcapturedbycorrelations.Thedifferences
are composed between certain periods, for instance the pre-
conditioning phase and the inflow phase. All threshold values
are given in Table 2. In line with the correlation thresholds, the
highest requirements are needed for the PC related to the type
ofevent.Forinstance,typeIIeventshaveahigherrequirement
intheabsolutevalueofPC2( 3.1)thantypeI( 2)ortypeIII
(no requirement) events have for PC2.
The periods for the computation of differences vary
for the PCs. For PC1 and PC2, we subtract the 10-day
minimum of the precursory period from the mean value
in the vicinity of the onset day (days 4 to 5). The 10-day
minimum is checked in two periods, days 30 to 21 and
20 to 11, since the evolution of events is not identical.
Some events reach their minimum in PC1 earlier (green
curve in the upper left of Fig. 6) while others reach it later
in the preconditioning phase (cyan in the same figure). For
PC3, the difference is computed between the 10 days of the
inflow period (110) and 10 days before the onset (10 to
1). This difference reflects the mean height of the sudden
step happening close to the onset for PC3 (Fig. 3). For PC4
the mean difference between the days 20 to 11 and 5
to 4 is used. This threshold should reflect the on average
positive phase of PC4 in the middle of the precursory
period compared to the rather low values in the vicinity
of the onset day (Fig. 3). All details about the absolute
thresholds can be found in Table 2.
Finally, the BSI is used as an additional criteria as
mentioned above. There is one BSI threshold for all types.
The 20-day average of the BSI in the vicinity of the MBI
onset (day 10 to day 10) needs to be lower than 0.1.
In general, each potential MBI is identified with the help
of six to eight thresholds including correlation coefficients,
absolute values and the BSI (see Table 2). However, each
type accepts different values for the same threshold. For
instance, the correlation with PC1 needs to be  0.6 for
type I events,  0.29 for type II events and  0.08 for type
III events. Moreover, some exceptions had to be added due
to possible mixtures of types. Whereas most type I events
share some coherence with the jump of the PC3, others do
not. However, in turn these events show a stronger agree-
ment with PC2. Exceptional values are given in brackets
in Table 2 where green (blue) numbers indicate a lower
(higher) than usual threshold. So, a type I event can be
classified if the following absolute thresholds are fulfilled:
PC2  2, PC3 1 and PC4 1.5. However, an exception
can be made if the threshold for PC3 cannot be fulfilled.
Then, higher requirements need to be achieved for PC2
(now 5) and PC4 (now 0).
Due to the dependencies on the type of event and due to
the exceptions, the total number of thresholds increases to
a total of 27 (Table 2) whereas each individual event is
identified by a maximum of eight criteria. Nine thresholds
are based on correlations with the idealised PCs whereas
17 limits are based on absolute values. The last threshold is
based on the BSI. Finally, depending on the combination
of fulfilled thresholds the type of event is defined. Note that
out of the 13 training events six are regarded as type I, three
as type II and four as type III (Table 3). In general, the
differentiation between types of events and the complexity
Table 2. Threshold values used to identify MBIs
Correlation coefficients (phase) Absolute differences (amplitudes)
Type PC1 PC2 PC3 PC12 PC1 PC2 PC3 PC4
I  0.6  0.18  0.95  7  2
(5)
 1
(any)
 1.5
( 0)
II  0.29  0.5  2.3
( 5)
 3.1
( 4)
 0.1
( 0.3)
 1
III  0.08 (0.5)  0.1 (0.5)  0.64  2.5
( 6)
 0.65
( 0.5)
Three different types of events are distinguished and the criteria are shown in the corresponding columns. The left part of the table shows
thresholds based on correlations. We use correlation thresholds based on PC1, PC2, PC3, as well as the sum of correlation with PC1 and
PC2. The right part of the table shows threshold values based on differences between different periods of the PCs development in time (see
text). Red numbers highlight the strongest threshold which, in turn, define the type of event. Values in brackets refer to special cases. Here,
green numbers indicate a lower than usual thresholds which in turn requires higher levels for other thresholds (blue).
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However, it should be mentioned that single events can
fulfil the requirements of more than one type. Conse-
quently, they cannot always be classified exclusively into
one class of events.
To conclude this section, the identification of the training
MBI from December 1961 is discussed. The computation of
the correlation with the idealised PCs yield the following
coefficients for this event 0.76 (PC1), 0.33 (PC2) and
0.42 (PC3) and these values for the computed differences
7.2 (PC1), 3.7 (PC2), 1.3 (PC3) and 0.2 (PC4). Neither
the correlation of PC2 as PC3 achieves the required values
for type II and type III events, respectively (cf. Table 2).
But, the correlations are sufficient to pass the thresholds
of the type I. Moreover, all threshold values are achieved
to be classified as a type I event. As the BSI fulfils the
requirement as well, this event is classified as a type I event.
4. Results
4.1. Validation of the algorithm in the control period
Characteristics of the control period are established by
projecting the EOF patterns based on the 13 sample MBIs
onto the entire simulation (19612010). With the derived
PCs running correlation coefficients with the idealised PCs
of the training sample (Fig. 3) are computed for the first
three PCs as well as the differences of absolute values
defined as thresholds (Table 2). After the calculation of
the BSI, all values needed by the algorithm to identify
MBIs are derived. Hence, we can now automatically detect
SLP variability patterns which favour MBIs in the period
19612010. In general, we need to keep in mind that the
algorithm was trained with and herewith designed to
identify MBIs with a strength Q 10 and isolated in time.
An overview over all identified events is given in Table 3.
In total, 42 events are identified in the simulated period in
which 13 are the re-identified training events. Three events
are localised in May, one in June and none in July or
August. This implies that the great majority (38 events) is
identified in the inflow season (between September and
April) which is in agreement with observations (Mattha ¨ us
and Franck, 1992).
The distribution of identified MBIs in time is illustrated
in Fig. 7 in combination with salinity measurements at
BY5 and BY15. The majority of events is clearly related
to increasing salinity at BY5 and/or BY15. Moreover, the
stagnation period between 1983 and 1993 is clearly shown
even if there are two potential events identified which
are not classified as MBI in observations. However, both
Table 3. Dates of identiﬁed MBIs together with some notes, for example, about corresponding observed events if any
Central date Notes Central date Notes
1961-03-22 Training 1979-04-29
1961-12-02 Training 1979-09-14 Impact on BY5
1962-10-25 16 PSU 1981-06-07
1963-11-18 Training 1982-11-17 Training
1964-02-03 Training 1983-01-13 Training
1964-11-20 Listed MBI 1983-03-07 17.5 PSU
1965-10-30 Training 1986-05-29 Lehmann et al. (2002)
1967-04-25 16 PSU, little on BY5 1991-12-21 Impact on BY5
1967-10-14 1993-01-18 Training
1969-02-01 Training 1993-12-09 17.8 PSU
1969-10-29 Training 1994-03-13 Lehmann et al. (2002)
1970-10-27 Training 1998-02-28 16.5 PSU
1972-03-29 Impact on BY5 1998-10-25 16 PSU
1972-11-11 17 PSU 1999-04-10 16 PSU
1973-11-12 Training 2003-05-10 Mattha ¨ us (2006)
1975-12-28 Listed MBI 2003-12-20 18 PSU
1976-04-03 16 PSU, little on BY5 2004-09-22 IOW, little on BY5
1976-11-30 Training 2006-05-26
1977-11-13 Listed MBI 2008-02-29 IOW
1978-09-16 16 PSU 2008-11-22 IOW, BY5
1979-03-10 Impact on BY15 2009-09-30 IOW
Here, Training means that this MBI is part of the events used to train the algorithm. Listed MBI refers to MBIs listed by Mattha ¨ us et al.
(2008) which were not part of the training events. Other references relate to publications describing barotropic inflows for a corresponding
period. IOW corresponds to barotropic inflow events mentioned in the annual report of the Institut of Baltic Research Warnemu ¨ nde
(reports start in 1999, see http://www.io-warnemuende.de/zustand-der-ostsee-2012.html). Salinity declarations refer to high salinity
concentrations at BY5 which could have hampered the propagation of saline water into the Baltic Sea (cf. Fig. 7).
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1991 have a strong effect on the salinity at BY5. The
following stagnation period (19932003) is also depicted by
a strongly reduced number of identified MBIs, e.g. no event
between April 1999 and May 2002.
Apart from the training events, three more MBIs listed
by Mattha ¨ us et al. (2008) are successfully identified. These
are the MBIs in November 1964, December 1975/January
1976 and November 1977 (Table 3). Note that the event in
November 1977 has only a strength of Q6 according to
Mattha ¨ us and Franck (1992). However, the intensity index
Q does not always correlate with changes of the salinity
condition in the Bornholm and Gotland deeps as stated
already by Mattha ¨ us and Franck (1992). Examples of
classified MBIs without any salinity effect at BY5 or BY15
are the events of 1971 or November 1973, respectively.
Meanwhile, the main reason for the interest in MBIs is the
fact that they effect the deep Baltic Sea by inflowing highly
saline water. As noted for instance by Lehmann et al.
(2002) several larger barotropic inflows occurred which did
not fulfil the criteria for an MBI. They listed inflow events
with more than 150km
3 for the years 1986, 1989, 1990,
1992, 1994, 1995 which were not classified as major inflows
by Mattha ¨ us et al. (2008). Nevertheless, the three events in
May 1986, at the turn of the year 1991/1992 and the one in
March 1994 are identified by the algorithm. Especially the
former two had significant impact on the salinity at BY5
leading to an increase of more than 1 PSU (Fig. 7). Further
identified events which are documented by other sources as
barotropic inflows are the events in May 2003 (Mattha ¨ us,
2006) as well as the events of the years 2004, 2008 and 2009
(annual reports of the IOW, http://www.io-warnemuende.
de/zustand-der-ostsee-2012.html, Table 3).
Other identified events can be clearly related to changes
in salinity at BY5 and/or BY15 though they are not docu-
mented by any source we are aware of. These events
happened in October 1962, April 1967, March 1972, April
1976, March and September 1979 and December 1991.
A particular strong increase can be seen at BY5 in March
1972 where the salinity rises from nearly 15 PSU to almost
18 PSU (Fig. 7).
Moreover, a number of events are identified while salinity
concentrations were already pretty high. Under such cir-
cumstances inflowing water of high salinity could have
been blocked (Meier et al., 2006). Consequently, it is pos-
sible that despite favourable atmospheric conditions MBIs
did not happen. We assume that water masses in the
Bornholm Basin with salinities greater than 16 PSU have
the potential to block additional inflows (see blue line
in Fig. 7). Hence, the identified events in October 1962,
April 1967, November 1972, September 1976, March 1983,
December 1993, February and October 1998, April 1999
Fig. 7. Near bottom salinities at BY5 (top) and BY15 (bottom). Vertical lines show identiﬁed MBIs; black lines are training events
whereas red lines represent additional events identiﬁed by the algorithm Note that the RCA4 simulation ends in 2010 and consequently
later events cannot be identiﬁed.
10 S. SCHIMANKE ET AL.as well as the event at the end of 2003 could have been
prohibited by that.
Four identified events remain which are not related to
inflows or high salinity as discussed above. These events
occurred in October 1967, April 1979, June 1981 and
May 2006. Here, the last two events are located outside
the observed inflow season and the second happened on
the very edge (19790429). Hence, the location within the
seasonal cycle could be a contributing factor which pre-
vented these three events. For instance, one reason could be
that the maximum climatological river runoff occurs
usually in May and higher supply can hamper inflows
(Meier and Kauker, 2003).
In summary, 42 atmospheric events with fluctuations
favourable for MBIs are identified with the developed
algorithm (Table 3); 13 events are consistent with the
training dates of observed MBIs. 10 events correspond to
barotropic inflows documented in literature (e.g. Lehmann
et al., 2002) or in the annual report of the IOW. Further-
more, six events come along with significant peaks in
bottom salinity at BY5 and/or BY15. In nine cases, the
atmosphere seems favourable for MBIs but, likely, they
did not occur due to already high salinity which blocked
the event. Three out of 42 cannot be related to observed
features nor was there high prevailing salinity with the
potential to prevent the event. However, they are identified
in the season of climatological maximum river runoff which
could have prevented these events. Herewith, only a single
identified potential event remains unexplained. Moreover,
it should be highlighted that the stagnation periods are
clearly recognisable in the time distribution.
4.2. The robustness of the algorithm
The number of training events is small compared to the
amount of required criteria. This holds the risk that the
criteria are based too strictly on the training events and
the algorithm might be tied too strongly to the limited
numbers of available targets. This is hard to rule out since
we do not have a sufficiently large testing period. A future
application of the algorithm to test its robustness could
include more inflow events by using e.g. the 20th century
reanalysis data (since 1871, Compo et al., 2011) or the
recent analogue-based reconstruction of HiResAFF (since
1850, Schenk and Zorita, 2012). However, the quality of
reanalysis products or reconstruction decreases further
back in time adding new uncertainties. Here, we demon-
strate the robustness of the algorithm by presenting the
number of identified potential MBIs based on the number
of used criteria, e.g. by omitting a certain threshold. The
results are summarised in Table 4.
Omitting the BSI criteria leads to an additional identi-
fication of 20 potential MBIs. The number of events
increases by the same number if the absolute threshold
for PC4 is omitted. Ignoring both criteria gives 43 addi-
tional potential MBIs, which implies that both criteria add
almost linearly. The behaviour for PC3 is similar. Omitting
PC3 raises the number by 18, omitting PC3 and PC4 adds
37 events to a total of 79. Note that in case of PC3 the
absolute value threshold is omitted for type I and type II
events only. The threshold is critical for type III and is
therefore not left out unless all absolute thresholds are
ignored.
The impact of the different kinds of criteria is investi-
gated by using them exclusively (last three lines in Table 4).
Using the correlation thresholds only gives 158 potential
MBIs. Applying the absolute thresholds leads to 278 iden-
tifications whereas the stand-alone BSI finds 234 events.
Obviously, the correlation thresholds are the highest burden
though being less in number than the absolute thresholds.
This implies that the main criterion is the phase captured
by the correlations, whereas the magnitudes add as a
secondary criterion to the relevant strength in terms of
absolute changes of SLP. It should be noted that using
the BSI only gives a lot more days fulfilling the criteria.
However, since these days are so close to each other they
are often counted as a single event. But, whereas using
other thresholds the mean number of days fulfilling the
criteria is between four and six the number of days is
more than 30 when the BSI only is used. However, the BSI
criterion in its present form was never intended to identify
potential MBIs by itself.
Table 4. The number of identiﬁed MBIs based on the number of
criteria
Correlations
Absolute
values for
PC1 & PC2
Absolute
values
for PC3
Absolute
values
for PC4 BSI
Identified
events
xx x x x 4 2
xx x x  62 (20)
xx x  x6 2 ( 20)
xx x  85 (43)
xx  x x 60 (18)
xx  x  94 (52)
xx  x7 9 ( 37)
x   x 100 (58)
xx   116 (74)
 x x x x 152 (110)
x    158 (116)
   x 234 (198)
 xx x  278 (236)
Numbers are given for the hindcast simulation (19612010).
x indicates that the threshold(s) based on these criteria are used
whereas  shows that this criteria is not used. The final column
gives the total number of identified events and in brackets the
difference to the full algorithm.
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affect the identification of the stagnation periods, we show
the time distribution of identified events when the BSI
threshold is omitted (Fig. 8). The large majority of addi-
tional identified events (20, see Table 4) are located in
inflowactiveperiodsenhancingtheimpressionofclustering.
For instance, when omitting the BSI threshold three addi-
tional events are identified between December 2002 and the
endof2003summinguptoatotaloffive.Ontheotherhand,
very few additional events are identified during the stagna-
tion periods, e.g. one between 1983 and 1993.
It can be concluded that the chosen thresholds are inde-
pendent from each other to a large degree. Omitting indi-
vidual thresholds lead to an increase of identifications in a
linearly independent way. Moreover, the algorithm turns
out to be robust when it comes to the identification of the
stagnation periods. This holds true for omitting criteria
other than BSI as well (not shown).
4.3. The observed MBI in January 2003
In January 2003 the last strong MBI was observed. In addi-
tion, this event is one of the best observed and documented
events (e.g. Feistel et al., 2003; Meier et al., 2004; Piechura
and Beszczynska-Mo ¨ ller, 2004; Feistel et al., 2006). How-
ever, this event is not identified by our algorithm (Table 3)
for which reason we investigate it’s evolution in more
detail.
It is known from observations that the MBI was special
in some aspects. For instance, it was accompanied by two
smaller events before and two smaller events afterwards
(Feistel et al., 2003). Moreover, unlike any previously ob-
served inflow, this one brought very cold water with temp-
eratures around 128C and less into the deep Baltic Sea
(Piechura and Beszczynska-Mo ¨ ller, 2004). And, the pre-
cursor event in August 2002 was the first ever observed
important baroclinic inflow (Feistel et al., 2006). The MBI
is classified as a strong MBI with an intensity of Q20.3
(Mattha ¨ us et al., 2008).
The observed onset of the MBI is the 12th of January
2003. Considering this date we show the evolution of the
first three PCs over the period relevant for our algorithm
(Fig. 9). Obviously, the algorithm fails to identify this event
for several reasons. The first PC has a distinct minimum
one day before the observed onset which is almost opposite
to the mean development of the training events (Fig. 3).
Moreover, none of the training events shows such a behav-
iour independent of the type of event (Fig. 6). However,
PC1 has a positive trend during the precursory period
which leads overall to a tiny positive correlation with the
mean PC1. That is opposite to the mean evolution of PC3
which is almost perfectly anti-correlated with the mean
development. Instead of rapidly increasing PC3 decreases
strongly in the vicinity of the onset (Fig. 9). Agreement with
the training events is restricted to the development of the
second PC. Similar to them we see a quite strong increase
Fig. 8. Same as Fig. 7 but for all potential events identiﬁed when the BSI criteria is omitted.
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date and decaying thereafter. Consequently, PC2 shows a
good correlation of 0.64 with the mean development.
Hence, the event in 2003 is closest to a type II event.
However, even matching the high thresholds for PC2 it fails
clearly to fulfil the thresholds for PC1 and PC3 of type II
events (Table 2). The specific characteristic  at least with
respect to our algorithm  is that the SLP-anomaly related
to this event is not a negative pressure anomaly over
Scandinavia as observed for other MBIs (B20hPa, Fig.
1c or Fig. 8B in Mattha ¨ us and Schinke (1994)). In contrast
to that is the intensification of the pressure gradient based
on a strong positive SLP-anomaly over Great Britain
( 20hPa) whereas the pressure over Scandinavia is only
slightly reduced ( 7hPa, not shown). Consequently, the
identification of this MBI must fail when our algorithm
is applied. This is not satisfying but can be excepted as a
minor shortcoming since such events are very rare. The
2003 MBI seems to be the only event characterised by this
special feature.
4.4. MBIs in scenario simulations
The algorithm is designed to identify SLP variability nec-
essary for the formation of MBIs. This was done with data
from an ERA40 driven simulation with spectral nudging
to mimic reality as accurately as possible. However, the
derived patterns and hence the algorithm are transferable
to any other simulation since they simply refer to SLP
conditions necessary for MBIs.
Here, we investigate occurrences of MBIs in a small
ensemble of RCA4 simulations forced with three GCMs for
the historical period (19612005) and scenario simulations
considering three different greenhouse gas emission scenar-
ios until the end of the 21st century. The experiments are
defined and investigated in more detail by Dieterich et al.
(to be submitted to this issue). Note that these GCM driven
simulations are run without the spectral nudging technique.
Despite the fact that these RCA4 simulations are coupled
with the ocean model NEMO-Nordic (see Dieterich et al.
to be submitted to this issue) we use SLP fields only to iden-
tify MBIs. This illustrates that the algorithm enables us to
state something about the potential number of MBIs in cli-
mate simulations without explicitly running an ocean model.
Figure 10 shows all identified events and their occurrence
in time for all investigated simulations. In addition, total
numbers over certain periods are given. First, the number
of MBIs is slightly underestimated in the control period
when RCA4 is driven with a GCM at the boundary com-
pared to ERA40. In contrast to 38 MBIs identified between
1961 and 2005 in the RCA4-ERA40 simulation (Table 3),
we count only 19, 21 and 24 events in the GCM driven
simulations (Fig. 10). At least two reasons are plausible for
it. First, the small training sample with 13 events only spans
a very narrow range of variability making the algorithm
not general enough to identify other situations where inflows
are generated. Or secondly, the climate generated by the
GCMs is simply not favourable for MBIs. For instance,
some GCMs are known to have a too strong zonal flow,
which in turn could reduce the number of MBIs. A final
answer cannot be given taking the limited amount of data
into account. However, the 29 events identified in addition
to the training events in the control period indicate that the
underestimation could be related to the climate produced
by the GCMs.
More interesting is the apparent increase in the number
of potential MBIs towards the end of this century. As high-
lighted in Fig. 10 is the potential number of MBIs increas-
ing for all driving GCMs and all scenarios. The increase
is small for most scenarios. An outlier is the RCP4.5 realisa-
tion of EC-Earth which shows almost a doubling of MBIs.
In spite of the considered long periods (45 years each) these
results could be affected from long-term variability in-
cluding the distribution of extensive stagnation periods.
Fig. 9. The evolution of the ﬁrst three PCs between 2002/12/14 and 2003/01/23. Hence, 2003/01/12 is considered as the onset day which
corresponds to the last observed strong MBI.
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find several multi-year periods without any identified MBI,
e.g. around 2060 in the MPI-RCP8.5 realisation (Fig. 10).
Nevertheless, the increase of MBIs in all scenarios provides
confidence that atmospheric variability is favourable for
more strong inflows in a future climate.
This is underpinned by using the algorithm another time
with less thresholds. The slight increase is independent of
the used number and combination of thresholds as shown
in Table 5. Out of the 30 comparisons between the control
(19612005) and the future period (20552099) we find an
increase for the future in 29 cases. The only exception
is seen for the MPI-OM simulation when the absolute
threshold of PC3 is omitted. However, this does not affect
the overall robust yet slight increase.
5. Conclusions and discussion
In this paper, a new method to detect conditions favourable
for MBIs has been developed and tested. The algorithm
uses daily SLP-fields as the only parameter. A PCA is used
to identify the main characteristics of MBIs. Based on
the PCA performed with a training sample 27 individual
thresholds are defined to identify SLP variability favour-
able for the development of MBI. However, no potential
MBI is identified using more than eight criteria at a time. It
is shown that the developed algorithm is capable to identify
the majority of MBIs in the control period (19612010).
Here, a total of 42 events have been identified. Thereof, 13
events are the training events, 16 are successfully identified
events, in nine cases the atmospheric requirements are ful-
filled but the event did not occur due to too high salinity
concentrations blocking the inflowing water and three
events are likely prevented by strong river runoff. The
hampering effect of stronger freshwater supply by river
runoff and net precipitation is known from literature
(e.g. Schinke and Mattha ¨ us, 1998; Mattha ¨ us and Schinke,
1999; Meier and Kauker, 2003) but not investigated for
the events identified by our algorithm. That is also the case
for events likely blocked by salty water as documented
by Meier et al. (2006). Corresponding investigations are
omitted in this manuscript because the focus of it is purely
on atmospheric requirements without any restrictions from
the ocean.
The algorithm considers a precursory period of 30 days,
the onset day and 10 days thereafter and according to these
41 days in total. This period is rather short when compared
with other studies which investigated atmospheric require-
ments for MBIs. For instance, positive SLP anomalies
over the Baltic already from late summer to autumn are
documented by Schinke and Mattha ¨ us (1998). It is also
documented that stronger westerly winds in autumn are not
favourable for MBIs because the Baltic Sea is then already
filled up and inflows are hardly possible afterwards (Gra ¨ we
et al., 2013). Accordingly, Lass and Mattha ¨ us (1996)
showed that the mean sea level of the Baltic in October is
different between both ensemble means (with and without
MBI) with a likelihood of more than 99%. However, our
results suggest that  from an atmospheric point of view 
SLP variability with a time frame of 41 days is sufficient
to generate MBIs as long as other factors (salinity and
freshwater supply) do not preclude it.
As mentioned above, identified events can be prohibited
by other factors not considered in the algorithm, e.g. river
discharge. However, without SLP variability favourable
for MBIs no inflow will happen independently from any
other parameter. Hence, turning the algorithm around,
the algorithm inherits also the capability to identify atmo-
spheric variability not favourable for MBIs. A lack of
identified MBIs clearly matches the stagnation period
Fig. 10. Identiﬁed MBIs in scenario simulations. MPI and EC-Earth continue after the historical period (19612005) with the emission
scenarios RCP4.5 (top) and RCP8.5 (bottom), respectively. The ECHAM5 simulation is extended with the A1B scenario. Total numbers of
identiﬁed events are given for the historical and the future (20552099) period.
14 S. SCHIMANKE ET AL.19831993, which is outstanding in the control period. This
is a clear success of the algorithm. Moreover, based on this
result it can be concluded that the stagnation period is
mainly a consequence of missing the particular atmospheric
variability needed for MBIs. That is in line with wind
analysis done by Lass and Mattha ¨ us (1996). They stated
that the probability of both negative north and negative
east components of the wind with duration of more than 10
days was slightly larger during the period of regular inflow
events than during the period of reduced inflow from 1976
to 1992. Increased runoff or freshwater supply in general as
mentioned in earlier studies (Schinke and Mattha ¨ us, 1998;
Meier and Kauker, 2003) seems to be only of secondary
importance for the stagnation period but could have
contributed as well.
The only severe MBI which is clearly missing is the MBI
in January 2003. However, as known from literature this
event was very special from many perspectives (e.g. Feistel
et al., 2003; Piechura and Beszczynska-Mo ¨ ller, 2004; Feistel
et al., 2006). Here, we demonstrated that the evolution of
the SLP-pattern related to the event is not comparable with
any other MBI which makes it impossible to detect this
event with the developed algorithm.
Finally, we applied the algorithm to a small ensemble of
scenario simulations. Based on these results, we conclude
that atmospheric variability favourable for MBIs intensifies
in future climate. However, so far no study reported similar
results but studies highlight the reduction of salinity in the
Baltic Sea as one of the significant features of climate
change (e.g. Meier et al., 2012). Gra ¨ we et al. (2013) find a
reduction of MBIs in their scenario simulations. Conver-
sely, they find extreme events towards the end of their
scenarios which outmatch any MBI of the control period.
Anyway, our results reflect changes in atmospheric require-
ments for strong MBIs only whereas other results are
mainly based on ocean simulations. In that sense, we agree
with conclusions by Gra ¨ we et al. (2013) who stated that the
necessary preconditioning of the atmosphere is still given
in the future with the difference that our findings show
an improvement of atmospheric requirements. The broad
agreement on salinity reduction in the Baltic Sea will be
driven by increased freshwater supply as noted in many
studies (e.g. Meier et al., 2012; Gra ¨ we et al., 2013) and is
therefore not in contrast with our findings.
The results presented in this paper open up the possibi-
lity for several following studies. For instance, our under-
standing of long-term variations of inflow events could be
improved by going further back in time using the algorithm
for the 20th century reanalysis data (since 1871, Compo
et al., 2011) or the recent analogue-based reconstruction
of HiResAFF (since 1850, Schenk and Zorita, 2012).
Or, using an ocean model or a coupled atmosphereocean
model it could be investigated in how far the three types of
events can be related to different responses of the ocean. It
is known that the relation of water entering the Baltic Sea
through the Great Belt or the O ¨ resund varies significantly
Table 5. The number of MBIs identiﬁed by our algorithm as deﬁned in Section 3.2
Driving GCM Parameter option Control period (19612005) RCP4.5 (20552099) RCP8.5/A1B (20552099)
MPI-OM all parameter 19 22 26
MPI-OM no BSI 25 32 33
MPI-OM no PC4 23 32 37
MPI-OM no PC3 33 30 36
MPI-OM no PC3/4 38 39 46
MPI-OM no PC3/4, no BSI 59 62 61
EC-Earth all parameter 21 39 26
EC-Earth no BSI 28 46 33
EC-Earth no PC4 27 53 42
EC-Earth no PC3 29 45 38
EC-Earth no PC3/4 38 60 52
EC-Earth no PC3/4, no BSI 55 75 67
ECHAM5 all parameter 24  34 (A1B)
ECHAM5 no BSI 34  42 (A1B)
ECHAM5 no PC4 33  50 (A1B)
ECHAM5 no PC3 38  44 (A1B)
ECHAM5 no PC3/4 48  60 (A1B)
ECHAM5 no PC3/4, no BSI 64  83 (A1B)
Results are shown for RCA4 simulations driven with three different GCMs and three different greenhouse gas emission scenarios, that is,
RCP4.5, RCP8.5 and A1B. Total numbers are given for a control period (19612005) and the second half of this century (20552099).
Results are shown using either all or only certain selected criteria.
ALGORITHM TO IDENTIFY MAJOR BALTIC INFLOW EVENTS 15between different events (Fischer and Mattha ¨ us, 1996).
Here, it could be tested if these differences can be related to
the three types. Moreover, it should be investigated if the
future increase in atmospheric variability favourable for
MBIs can be related to any large scale features as the NAO
or blocking frequencies/characteristics over the North
Atlantic Ocean.
If required, we are happy to provide the source code of
the algorithm (a Python program) to any interested reader.
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