Abstract. We propose two novel approaches for using CounterexampleGuided Abstraction Refinement (CEGAR) in Quantified Boolean Formula (QBF) solvers. The first approach develops a recursive algorithm whose search is driven by CEGAR (rather than by DPLL). The second approach employs CEGAR as an additional learning technique in an existing DPLL-based QBF solver. Experimental evaluation of the implemented prototypes shows that the CEGAR-driven solver outperforms existing solvers on a number of families in the QBF-LIB and that the DPLL solver benefits from the additional type of learning. Thus this article opens two promising avenues in QBF: CEGAR-driven solvers as an alternative to existing approaches and a novel type of learning in DPLL.
Introduction
Quantified Boolean formulas (QBFs) [8] naturally extend the SAT problem by enabling expressing PSPACE-complete problems, which can be found in a number of areas [13] . While nonrandom SAT solving has been dominated by the DPLL procedure, it has proven to be far from a silver bullet for QBF solving. Indeed, a number of solving techniques have been proposed for QBF [12, 3, 4, 19, 15] , complemented by a variety of preprocessing techniques [7, 14, 21, 5] .
This paper extends the family of QBF solving techniques by employing the counterexample guided abstraction refinement (CEGAR) paradigm [10] . This is done in two different ways. The first approach develops a novel algorithm, named RAReQS, that gradually expands the given formula into a propositional one. In contrast to the existing expansion-based solvers [1, 4, 19] , the use of CEGAR in RAReQS enables terminating before the formula is fully expanded and thus substantially mitigates the problems with memory blowup inherent to expansionbased solvers. The second approach employs CEGAR as an additional learning technique in an existing DPLL-based QBF solver. At the price of higher memory consumption, this learning technique enables more aggressive pruning of 
Preliminaries
Quantified Boolean formulas (QBF) are assumed, unless noted otherwise, to be in prenex form Q 1 z 1 . . .Q n z n .φ where Q i ∈ {∀, ∃}, z i are distinct variables, and φ is a propositional formula using only the variables z i and the constants 0 (false), 1 (true). The sequence of quantifiers in a QBF is called the prefix and the propositional formula the matrix. The prefix is divided into quantifier blocks, each of which is a subsequence ∀x 1 . . . ∀x n or resp. ∃x 1 . . . ∃x n , which we denote by ∀X or resp. ∃X, where X = {x 1 , ..., x n }. Notation. We writeQ for "∀" (if Q is "∃") or "∃" (if Q is "∀").
Whenever convenient, parts of a prefix are denoted as P with possible subscripts, e.g. P 1 ∀XP 2 . φ denotes a QBF with the matrix φ and a prefix that contains ∀X. If the quantifier of a block Y occurs within the scope of the quantifier of another block X, we say that variables in X are upstream of variables in Y and that variables in Y are downstream of variables in X.
Variable assignments are represented as sets of literals. In particular, an assignment τ to the set of variables X contains exactly one of x, ¬x for each x ∈ X, with the meaning that if x ∈ τ , the variable x has the value 1 in τ and if ¬x ∈ τ , it has the value 0.
Notation. We write B
Y for the set of assignments to the variables Y .
For a Boolean formula φ and an assignment τ we write φ[τ ] for the substitution of τ in φ. In practice a substitution also performs basic simplifications, e.g. (¬x ∨ y)[{¬x}] = (¬0 ∨ y) = 1. We extend the notion of substitution to QBF so that it first removes the quantifiers of substituted variables and then substitutes all occurrences with their assigned values. E.g., if τ is an assignment to a block
A Boolean formula in conjunctive normal form (CNF) is a conjunction of clauses, where a clause is a disjunction of literals, and a literal is either a variable or its complement. Whenever convenient, a CNF formula is treated as a set of clauses. For a literal l, var(l) denotes the variable in l, i.e. var(¬x) = var(x) = x.
The pseudocode throughout the paper uses the function SAT(φ) to represent a call to a SAT solver on a propositional formula φ. The function returns a satisfying assignment for φ, if such exists, and returns NULL otherwise.
Game-Centric View
A QBF can be seen as a a game between the universal player and the existential player. During the game, the existential player assigns values to the existentially quantified variables and the universal player assigns values to the universally quantified ones. A player can assign a value to a variable only if all variables
