Astract -The yeast Cryptococcus neoformans can cause dangerous infections such as meningitis. The presence of a thick capsule is shown to be correlated with virulence of a yeast cell. This paper reports on our approach towards developing a classifier for detecting virulent cells in images. We present our methods for creating samples, collecting images, preprocessing the images, identifying cells and creating features for each cell. Unsupervised clustering experiments have provided preliminary evidence that our methods results in features that can successfully be used to group and distinguish virulent from normal cells. In our future work we plan to use the same methods and feature set to build supervised classification models.
I. INTRODUCTION
The basidiomycetous pathogenic yeast Cryptococcus neoformans can cause meningitis, menigoencephilitis, and pulmonary and skin infections. Infections occur mainly in immunocompromized patients, i.e. HIVinfected patients, transplantation patients and leukemia patients [3] . One of the most significant virulence factors of the fungus is the presence of an extra cellular polysaccharide capsule [2, 6, 8, 11, 12] .
Complementation of a capsule-deficient mutant clearly showed the relation between the presence of a capsule and virulence [4] . As the thickness of this capsule can vary between strains, specific genetic constructs related to capsule biosynthesis, and between different environmental conditions [1, 3, 6, 8, 15, 18] there is a need for easy-to-perform, automated image analysis tools to detect pathogen yeast by analyzing the capsule thickness of cryptococcal cells.
In this paper we present initial results towards building such a classifier. We present our methods for creating samples, collecting images and extracting features. To explore the validity of our approach we performed unsupervised clustering on the generated data set. Using supervised algorithms to build a classifier will be the next step but is out of scope for this paper.
The data set contains two classes, namely those with a thick(er) capsule (i.e grown without NaCl, see below) and those with a thin(ner) capsule (i.e. grown with the addition of 1M NaCl, see below), thus simulating the different capsule morphologies that may occur in different organs, growth conditions etc.
The remaining part of this paper is organized as follows: In section 2 we present our methods for image collection, preprocessing and feature extraction. In section 3 the results of the clustering experiments will be given. We conclude the paper in section 4.
II.
IMAGE COLLECTION, PREPROCESSING AND FEATURE EXTRACTION Samples and images were provided by the CBS Fungal Diversity Institute (Utrecht, the Netherlands). We identify individual cells in images and extract a set of features specifically tuned towards the classification problem.
A. Image Collection
As most analyses of cryptococcal capsules are being made using negatively stained cells with India ink, we used this staining method for our experiments. The capsulate strains CBS 950 (C. neoformans) and CBS 919 (C. gattii) were grown for 48 h at 25ºC on YPGA (1 % yeast extract-0.5 % peptone-4 % glucose) medium without and with the addition of 1M NaCl, the latter with the purpose to suppress capsule development [6] . Capsular size was investigated by suspending cells in India ink, and photographs were taken with a Zeiss Axioskop microscope using phasecontrast optics using a 100 x Plan-neofluar 100x/1.30 objective. Images were taken using a ADIMEC MX12P digital camera and stored as tiff files.
B. Image preprocessing phase
In some of the samples yeast cell images are difficult to interpret and therefore some preprocessing of the images was required to improve the quality of the images make the feature extraction phase more reliable. Preprocessing is always necessary whenever the data to be mined is noisy, inconsistent or incomplete. Preprocessing significantly improves the effectiveness of the data mining techniques.
All objects, i.e. yeast cells, on the image border were removed from the analysis. The application of a Kuwahara filter with round mask [7, 19] was sufficient for enhancement and noise suppression. Moreover, the objects in the image that were too small were removed because we believe that those yeast cells are not mature enough to analyze their biology.
Our method of image segmentation [15] is to identify the yeast cell as a seperate object. For each yeast cell the capsule (outer bound) of the cell is detected and the cell is divided into inner part and the outer part. Additionally, our image segmentation method considers clumps of cells and divides these into separate objects using a watershed segmentation approach. The results are evaluated in a heuristic so that all cells are mature cells; budding cells are discarded [2] . The segmentation of the capsule was accomplished with region growing method starting from four corners of the bounding box of the cell.
The resulting collection of images consists of 28 thick capsule cells and 44 thin capsule cells.
C. Feature Extraction
After preprocessing and segmentation features relating to the classification are extracted from the objects in the images. Features we selected to use are moments and the moments invariants [9, 10, 13] that are derived from the moments. Some other features we selected can be interpreted directly by a fungal biologist (have meaning to how they would observe the yeast cell), i.e. ratio of radius, ratio of area, ratio of intensity of capsule and inner part. In addition, moments can provide unique shape characteristics of an object [9] .
The features can be characterized in two groups: i.e.: Interdependent attributes consisting of visible features (area, diameter and intensity for the binary and gray value images.) and statistical features [10] . Derived attributes: The attributes are obtained from computation with results from the interdependent attributes.
The moment of order (p+q) in a gray-level image are described by:
From the moments the centralized moments and the normalized moments are derived. The normalized moments are the basis for the 7 moment invariants [9] . Rather than using the moments of the image as a whole we have applied these to the objects (yeast cell) that were extracted from the images in the segmentation process [16] . The statistical features: major variance, skewness, kurtosis, gyration are derived from first order, second order and third order moments. We use standard measure for variance, skewness and kurtosis along an axis [16] . For completeness, skewness is defined as:
and kurtosis as:
All these extracted features are computed for each of objects in which each object is also used as a binary mask for the original image to obtain density features. So both binary images and gray value images are used in the feature extraction.
III. MINING & INTERPRETATION
In preparation for building a supervised classifier and to validate our preprocessing approach we have carried out explorative unsupervised clustering experiments. We have used a variety of clustering techniques, including simple K-Means, Expectation Maximization, COBWEB and FarthestFirst clustering, using the WEKA data mining tool [17] .
The implementation of COBWEB did not allow us to control the number of cluster directly and FarthestFirst resulted in unbalanced clusters in terms of the number of instances, so EM and K-Means gave the best results for this problem.
The clustering was done on a subset of features that were found to be predictive on a related set of images (same collection but nigrosine stained). Examples of features selected were 'area': ratio of area of capsule and inner part; 'alfa': ratio of semiminor of capsule and inner part; 'beta': ratio of semimajor of capsule and inner part; 'diameter difference': ratio of radius of capsule and inner part; the gray level and binary image Mi(0) and Mi(1) and the mean intensity ratio.
In Figure 1 we give an example of ten cells, four of which fall into cluster 0 and have thick capsules, six fall into cluster 1 and have thin capsules. This clustering was generated using k-Means clustering (random seed 10). In Table 1 we provide an overview of the main features values for these cells and averages and standard deviations of the cluster centers. It can be clearly be seen that in this example the two different types of cells are distinguished well.
IV. CONCLUSIONS
The clustering experiments have provided preliminary evidence that our methods for image collection, preprocessing, identification of individual cells and feature extraction result in features that can successfully be used to group and distinguish virulent from normal cells. In our future work we plan to use the same methods and feature set to build supervised classification models. Figure 1 . Four cells on the left fall into cluster one (thick capsules corresponding to virulent cells), the six on the right in cluster two (thin capsules corresponding to normal cells) Table 1 . Cluster means, standard deviations and attribute values of cells from figure 1.
