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Let R be a Euclidean domain with quotient ﬁeld F of characteristic
not equaling 2. Jacobi showed that every symmetric R-matrix is
congruent over R to a matrix in triple diagonal form. Since it is
generally not possible to fully diagonalize these matrices, it is of
importance togainasmuchcontrol aspossibleof this triplediagonal
form. This paper focuses on controlling the off-diagonal elements.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
Thispaper focusesonstrengthening Jacobi’s triplediagonal formwith theultimategoal of extending
the classiﬁcation of quadratic forms overZ and Fq[x], speciﬁcally indeﬁnite quadratic formswhen q is
odd. Since the results presented in this paper regarding these lattices are equivalent to results concern-
ing the congruence of symmetric matrices, we will look at both viewpoints concerning these ideas.
Let R be a principal ideal domain of characteristic not equaling 2. Recall that two matrices A, C ∈
Mn(R) are said to be congruent if C = tTAT for some T ∈ GLn(R). For this paper we shall say a matrix
is decomposable if it is congruent to a block diagonal matrix with nontrivial blocks. In this paper we
will prove:
Main Theorem 1. Let R be a Euclidean domain of characteristic not equaling 2, and let A be a symmetric
matrix in Mn(R) such that det A /= 0. Then A is congruent to either a triple diagonal matrix:
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⎛
⎜⎜⎜⎜⎜⎝
c1 d1
d1 c2
. . .
. . .
. . . dn−1
dn−1 cn
⎞
⎟⎟⎟⎟⎟⎠ ,
where |d1| |d2| · · · |dn−1|, or a block diagonal matrix with each block satisfying this condition.
2. Background
We begin by looking at the background from a matrix theoretic viewpoint and later switch to the
perspective of quadratic spaces and lattice theory.
2.1. Matrix viewpoint
In the theory of inner product spaces over a ﬁeld of characteristic /= 2, a fundamental concept is that
of orthogonalization, whereby an inner product space is decomposed into a sum of one-dimensional
spaces using the Gram–Schmidt procedure. At key moments in applying that procedure, one needs to
divide by a suitable nonzero scalar. If one is working with an inner-product module over a ring, then
not every nonzero scalar can be expected to have an inverse, and so the Gram–Schmidt process no
longer works. The question then arises as to whether it is still possible to somehow orthogonalize via
some other method; or if not, how close to orthogonal can one make such an inner-product module
over a ring. In 1848, Jacobi showed that one can get reasonably close with a triple diagonal form. See
[4, Theorem 6.20] for a proof from a lattice viewpoint.
Theorem 2.1 ([4, Theorem 6.20]). Let R be a principal ideal domain of characteristic not 2, and let A be a
symmetric matrix in Mn(R). Then A is congruent to a triple diagonal matrix⎛
⎜⎜⎜⎜⎜⎝
c1 d1
d1 c2
. . .
. . .
. . . dn−1
dn−1 cn
⎞
⎟⎟⎟⎟⎟⎠ .
It is important that this proof is constructive, provided that inRwehave an algorithm for computing
greatest common divisors. Since the process used to ﬁnd this triple diagonal formwill be heavily used
in the proof of Main Theorem 1, we look at one key component of the algorithm:
Suppose A is given by A = (aij). If a1j /= 0 for some j 3 then let δ = gcd(a12, a13, . . . , a1n). Using
an appropriate matrix T – described in [4, Theorem 6.20] – we get that A is congruent to the matrix
given by:⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a11 δ 0 · · · 0
δ b22 b23 · · · b2n
0 b23
. . .
. . .
...
...
...
. . .
0 b2n · · · bnn
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
.
The procedure is then iterated on the sub-matrix B = (bij), ultimately leading to a triple diagonal
matrix.
Although a triple diagonalization is made possible by Jacobi, one cannot expect a complete diago-
nalization or even a decomposition. The following example (proven in [4, Example 6.19] from the view
of lattice theory), is an indecomposable matrix over Z.
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Example 2.2. The matrix A is indecomposable where
A =
⎛
⎜⎜⎜⎜⎜⎝
2 1
1 2
. . .
. . .
. . . 1
1 2
⎞
⎟⎟⎟⎟⎟⎠ .
In search of a canonical form, it is of interest to see how much control can be achieved from this
triple diagonal form. In Newman’s paper [7], the triple diagonal form was improved upon to give a
certain degree of control on the off-diagonal entries.
Theorem 2.3 ([7]). Let R be a principal ideal domain, and let A be a symmetric matrix in Mn(R) such that
det A = d /= 0. Then A is congruent to a tridiagonal matrix:⎛
⎜⎜⎜⎜⎜⎝
c1 d1
d1 c2
. . .
. . .
. . . dn−1
dn−1 cn
⎞
⎟⎟⎟⎟⎟⎠ ,
where di|d, 1 i n − 2.
This paper will look at another way to improve upon the triple diagonal form, namely that stated
in Main Theorem 1. This form also works toward controlling the off diagonal elements, but does so in
a manner different than Newman’s method.
2.2. Lattice viewpoint
We now transition to thinking about things via quadratic spaces and lattice theory. This is done
both for completeness and since the proof of Main Theorem 1 is done using this approach. As such, we
will adopt a lot of the terminology and notation from O’Meara’s book [8] and Gerstein’s book [4].
The general setting is as follows: Let R be a principal ideal domain with characteristic not equal
to 2 and let F be its associated quotient ﬁeld. Let V be a ﬁnite dimensional vector space over F
with B a symmetric bilinear form on V . Let Q denote the quadratic form associated to B deﬁned by
Q(x) = B(x, x). An R-lattice L on V is a free R-module spanning V . That is, L = Rv1 ⊕ · · · ⊕ Rvn where{v1, . . . , vn} is a basis for V . The Gram matrix associated to L with respect to the basis {v1, . . . , vn} is
thematrix A = (aij) = B(vi, vj); andwewrite L ∼= A if L has Grammatrix Awith respect to some basis.
The symbol ∂ denotes the degree function on Fq(x) where ∂(0) = −∞ and for f (x), g(x) ∈ Fq[x]
we have
∂
(
f (x)
g(x)
)
= ∂ f (x) − ∂g(x).
Since B is symmetric, we see that the associated Gram matrix is symmetric, and therefore results
for congruence of symmetric matrices are equivalent to results for these R-lattices. Hence we are able
to work in the two settings simultaneously.
A theorem of G. Harder showed that two symmetric unimodularFq[x]-matrices are congruent over
Fq[x] if and only if their matrices of constant terms are congruent over Fq (See [5], [6, pp. 180–187],
[9, Chapter 6, Section 3] or [2, Theorem 3.1]). In [3], Gerstein shows that after applying Djokovic`’s
reduction [1], the classiﬁcation of deﬁnite Fq[x]-lattices again reduces to addressing the case over Fq.
Example 1 from [3] can be used to show that the isometry problem for indeﬁnite Fq[x]-lattices does
not reduce down to Fq. We believe the methods in this paper will help lead to the classiﬁcation of
these lattices.
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3. Extending the triple diagonal form
For this section k can be any ﬁeld of characteristic not equaling 2 and we shall assume that the
quadratic space is nonsingular. Let us begin by restating and proving Main Theorem 1 from the view
of quadratic spaces.
Main Theorem 1. Let L be an n-dimensional R-latticewhere R is a Euclidean domain of characteristic /= 2.
Then either there is an orthogonal splitting L = L1 ⊥ L2, or L has a triple diagonal Grammatrix A = (aij) in
which entries on the off-diagonal have non-decreasing norm; in otherwords, |a12| |a23| · · · |an−1,n|.
Proof. Without loss of generality (scale if necessary) we may assume that aij ∈ R for all i, j. Assume
(via Jacobi’s Theorem) that L ∼= A = (aij) is in triple diagonal form but not yet in the desired form. If
at any time in the process a splitting becomes apparent, then we are done. [But of course we are then
able to apply our arguments to the component lattices.]
Since A is not in the desired form there is some i such that |ai,i+1| > |ai+1,i+2|. Fix the smallest such
i. By the division algorithm, there are σ , ρ ∈ R such that ai,i+1 = σai+1,i+2 + ρ , with |ρ| < |ai+1,i+2|.
We now have two cases to consider.
Case 1. If ρ /= 0 then let v′i = vi − σ vi+2. We see that for allm < i we get
B(vm, v
′
i) = B(vm, vi − σ vi+2)
= B(vm, vi) − σB(vm, vi+2)
= B(vm, vi).
Letting bmi = B(vm, v′i) for m i + 2 we see that with respect to the basis {v1, . . . , vi−1, v′i , vi+1,
. . . , vn} we have
L ∼=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a11 a12
a12
. . .
ai−1,i−1 ai−1,i
ai−1,i Q(v′i) ρ bi+2,i · · · bn,i
ρ ai+1,i+1 ai+1,i+2
bi+2,i ai+1,i+2
. . .
. . .
...
. . . an−1,n
bn,i an−1,n ann
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
We now re-triple diagonalize via Jacobi. It is important that this process requires changing only
{vi+1, . . . , vn}. Letting δ = gcd(ρ , bi+2,i , . . . , bn,i), and using the facts ρ /= 0 and |ρ| < |ai,i+1|, we see
that after using Jacobi’s algorithm the new (i, i + 1) term – namely δ – has norm less than or equal to
the norm of ρ . Thus, the new (i, i + 1) term has norm strictly less than that which was in that position
at the beginning of the pass through this case.
Case 2. If ρ = 0 then let v′i = vi − (σ − 1)vi+2. So form < i we again get
B(vm, v
′
i) = B(vm, vi − (σ − 1)vi+2)
= B(vm, vi) − (σ − 1)B(vm, vi+2)
= B(vm, vi).
Also notice that
B(vi+1, v′i) = B(vi+1, vi − (σ − 1)vi+2)
= B(vi+1, vi) − (σ − 1)B(vi+1, vi+2)
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= ai,i+1 − σai+1,i+2 + ai+1,i+2
= ρ + ai+1,i+2
= ai+1,i+2.
Weshall again letbmi = B(vm, v′i) form i + 2,hencewith respect to thebasis {v1, . . . , vi−1, v′i , vi+1,
. . . , vn} we have
L ∼=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
a11 a12
a12
. . .
ai−1,i−1 ai−1,i
ai−1,i Q(v′i) ai+1,i+2 bi+2,i · · · bn,i
ai+1,i+2 ai+1,i+1 ai+1,i+2
bi+2,i ai+1,i+2
. . .
. . .
...
. . . an−1,n
bn,i an−1,n ann
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.
So as before, whenwe put this back into triple diagonal form the new entry in the (i, i + 1) position
will be a divisor of ai+1,i+2. Hence we have again managed to reduce the norm of the entry in the
(i, i + 1) position and we again use Jacobi to achieve a new triple diagonal form. If the desired form
has not yet been achieved, then repeat the process.
To complete the proof we need to be sure that this process terminates. This follows from the fact
that a single pass through the process does not change any aj,j+1 termswhere j < iwhere i is the value
determined at the start of each pass. More explicitly, once the ﬁrst s off-diagonal elements (namely
a12, . . . , as,s+1), achieve their lowest possible norm, then the as+1,s+2 position can be the “problem
spot" at most |as+1,s+2| times. 
This improved triple diagonal form can now be achieved for any R-lattice where R is a Euclidean
domain of characteristic not equaling 2; in particular Z-lattices and k[x]-lattices can now be put into
this form as well. Using the ring R = k[x] we get the following corollary:
Corollary 3.1. Let L be an n-dimensional k[x]-lattice. Then either there is an orthogonal splitting L = L1 ⊥
L2, or L has a triple diagonalGrammatrix A = (aij) inwhich entries on the off-diagonal havenon-decreasing
degree; in other words: ∂ai,i+1  ∂ai+1,i+2 for 1 i n − 2.
Unfortunately this new form does not have unique degrees for the off diagonal elements. The
followingexampledemonstrates this for anF5[x]-lattice, however similar examples canbeconstructed
for Z-lattices.
Example 3.2. Suppose L is a F5[x]-lattice having Gram matrix A with respect to the basis {v1, v2, v3}
given by
L ∼= A =
⎛
⎜⎝x
2 + 1 x3 0
x3 x x(x + 1)
0 x(x + 1) x3 + 1
⎞
⎟⎠ .
Notice ﬁrst that this could easily be put into this improved triple-diagonal form by reordering the
basis to {v3, v2, v1} yielding⎛
⎜⎝ x
3 + 1 x(x + 1) 0
x(x + 1) x x3
0 x3 x2 + 1
⎞
⎟⎠ .
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However suppose we did not notice this and applied the algorithm to A. We use σ = x + 4 and
ρ = x to get a12 = σa23 + ρ . So upon replacing v1 with v′1 = v1 − (x + 4)v3 we get
L ∼=
⎛
⎜⎝x
5 + 3x4 + x3 + 2x2 + 3x + 2 x 4(x + 4)(x3 + 1)
x x x(x + 1)
4(x + 4)(x3 + 1) x(x + 1) x3 + 1
⎞
⎟⎠ .
We now need to put this back into triple diagonal form via Jacobi. This is accomplished by ﬁrst
replacing v2 with v
′
2 = (x3 + 4x2 + 1)v2 + v3 and v3 with v′3 = (x3 + 4x2)v2 + v3, and then replac-
ing v′3 with v
′′
3 = v′3 − (4x + 1)v′2. These changes result in a new Grammatrix in this improved triple
diagonal form given by
L ∼=
⎛
⎝b11 1 01 b22 b23
0 b23 b33
⎞
⎠ ,
where
b11 = x5 + 3x4 + x3 + 2x2 + 3x + 2,
b22 = x7 + 3x6 + 3x5 + 2x4 + 2x3 + 2x2 + 3x + 1,
b33 = x9 + 3x8 + 3x7 + 2x6 + 4x4 + x3 + 2x2 + x,
b23 = x8 + 3x7 + 3x6 + 2x5 + x4 + 3x3 + 2x2 + 4x.
Thus, we see that there can be different degree sequences for the off diagonal entries in this
improved triple-diagonal form.
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