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Abstract 
Gastin, P., A. Petit and W. Zielonka, An extension of Kleene’s and Ochmanski’s theorems to infinite 
traces, Theoretical Computer Science 125 (1994) 1677204. 
As was noted by Mazurkiewicz, traces constitute a convenient tool for describing finite behaviour of 
concurrent systems. Extending in a natural way Mazurkiewicz’s original definition, infinite traces 
have recently been introduced enabling one to deal with infinite behaviour of nonterminating 
concurrent systems. In this paper we examine the basic families of recognizable sets and of rational 
sets of infinite traces. The seminal Kleene characterization of recognizable subsets of the free monoid 
and its subsequent extensions to infinite words due to Btichi and to finite traces due to Ochmanski 
are the cornerstones of the corresponding theories. The main result of our paper is an extension of 
these characterizations to the domain of infinite traces. Using recognizing and weakly recognizing 
morphisms, as well as a generalization of the Schiitzenberger product of monoids, we prove various 
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closure properties of recognizable trace languages. Moreover, we establish normal-form representa- 
tions for recognizable and rational sets of infinite traces. 
Gastin, P., A. Petit and W. Zielonka, An extension of Kleene’s and Ochmanski’s theorems to infinite 
traces, Theoretical Computer Science 125 (1994) 167-204. 
Mazurkiewicz a montre que le monoi’de des traces forme un modele tout a fait adapt& a la 
description des comportements des systbmes concurrents. En ttendant de facon tris naturelle la 
definition originale de Mazurkiewicz, les traces infinies ont Cte recemment introduites afin de 
modiliser les comportements infinis des systemes concurrents qui ne s’arretent pas. Ce papier est 
consacre a l’etude des familles de langages reconnaissables et de langages rationnels de traces 
infinies. Le theoreme de Kleene, son extension aux mots infinis par Biichi et son extension aux traces 
finies par Ochmanski sont des r&hats fondamentaux de ces theories. Le resultat principal de cet 
article &tend ce theortme aux langages de traces infinies. En utilisant la notion de morphismes 
reconnaissants et faiblement reconnaissants ainsi qu’une gentralisation du produit de Schtitzenber- 
ger pour les monoi’des, on prouve des proprietts de cloture de la famille des langages reconnaissables 
de traces infinies. De plus, on etablit des formes normales permettant de rep&enter les langages 
rationnels et reconnaissables de traces infinies. 
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1. Introduction 
The characteristic property of asynchronous distributed systems is the absence of 
any kind of centralized control mechanism. The actions executed by separate compo- 
nents are causally independent and different external observers can witness different 
time ordering of their execution in the same computation. Thus, when we specify or 
examine the behaviour of a parallel system, the order in which independent actions 
are executed seems irrelevant and even impossible to precise. For these reasons, 
Mazurkiewicz [28] proposed to identify two sequential behaviours if they differ only 
in the order of independent actions. In this way an equivalence relation over the set of 
sequences of actions is induced and the term traces was coined by Mazurkiewicz to 
name its equivalence classes. For a fixed independence relation, traces form a monoid 
known as free partially commutative monoid. These monoids were first considered by 
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combinatorists [6], but since traces describe in a natural way the behaviour of 
concurrent asynchronous systems, they have also been studied intensively in relation 
to concurrency theory in the last few years, see for instance the monograph [IO] or 
surveys [l, 30,361, where extensive bibliographies of the subject are given. 
The traces introduced originally by Mazurkiewicz are in fact what we call finite 
traces, they represent only finite behaviours of concurrent systems. However, since 
many concurrent systems, as for example operating systems, are nonterminating by 
their very nature, we are often much more interested in their infinite rather than finite 
behaviours. These infinite behaviours can be described at some level of abstraction by 
infinite traces. The theory of infinite traces was initiated only recently, but it attracts 
growing attention and is developing rapidly. Implicit definitions of infinite traces can 
be found in [16] in relation to problems of infinite serializabilities and in [3] in 
relation to Petri Nets. Some ideas concerning infinite dependence graphs are also 
presented in [30]. Nevertheless, the first explicit definitions of infinite traces were 
proposed independently by Gastin [18] and Kwiatkowska [26]. Subsequently, infi- 
nite traces were examined intensively - we could note here papers related to topologi- 
cal properties [4,19], to PoSet properties [23,26] and to connections with event 
structures [23]. In order to obtain a uniformly continuous concatenation, Diekert 
[l l] proposed a nice generalization of infinite traces to “complex traces”. Note that 
the traces we deal with in this paper are called the real traces in [11,12]. 
The simplest concurrent systems are composed of finite-state processes and their 
behaviours are represented by recognizable sets of traces which constitute, therefore, 
one of the basic family of trace languages. While recognizable sets of finite traces are 
well examined and several deep results characterizing this family are known, recogniz- 
able languages of infinite traces remain largely unexplored and only some preliminary 
facts were established [19,20]. 
Our paper undertakes a more systematic study of recognizability of sets of infinite 
traces. In Section 2 we introduce (finite and infinite) traces and their representation by 
means of dependence graphs. We define also the concatenation of traces and the main 
operations on trace languages. Section 3 opens with the definition of recognizability of 
trace languages. One of the first results on infinite words establishes the closure of 
recognizable sets under complement [S]. To demonstrate this fact Bi.ichi proved a key 
result which, reformulated in the abstract setting of recognizability by means of 
monoids, states that the notion of recognizability and the notion of weak recognizabil- 
ity yield in fact the same family of languages of infinite words. The proof that weakly 
recognizable and recognizable morphisms define the same family of languages of 
infinite words makes use of the Schtitzenberger product of monoids [35,37,38]. In 
Section 3 we generalize the Schutzenberger product and define a diamond product of 
monoids which is appropriately tailored to cope with peculiarities of trace multiplica- 
tion. Using this product we show that recognizable and weakly recognizable sets 
coincide also for infinite traces. An important corollary, obtained as a by-product of 
this result, states that for a set T of finite traces the recognizability of T* implies the 
recognizability of T". This result is interesting by itself as numerous sufficient 
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conditions are known that ensure recognizability of T* for a recognizable trace 
language T [25,31,32,34], and now they can be applied to ensure recognizability of 
the infinite iteration T” of T. There are, however, other interesting consequences of 
this fact. First, this result enables one to set up a kind of normal-form theorem for 
recognizable languages of infinite traces. The second consequence is presented in 
Section 4. Although the family of recognizable trace languages forms a boolean 
algebra for the operations of union, intersection and complementation and is closed 
under concatenation, it is not closed, in general, neither under finite iteration nor 
under infinite iteration. Thus, Kleene’s and Biichi’s characterizations of recognizable 
sets of, respectively, finite and infinite words that identify these sets with rational 
languages does not hold for traces. However, similar characterizations are of great 
interest, since they allow one to construct from single actions all recognizable 
languages in a simple and systematic way by means of a few basic operations. For 
finite traces, a suitable characterization of recognizable sets was given by Ochmanski 
[33]. He introduced a new operation on trace languages - c-iteration - and defined 
the family of c-rational trace languages which are obtained as rational languages with 
c-iteration replacing iteration. A result of Metivier [3 11, which was also independently 
announced by Ochmanski [33] and by Clerbout and Latteux [7] in the more general 
framework of semi-commutations, states that recognizable finite trace languages are 
closed under this new operation. As a consequence, the family of c-rational trace 
languages is included in the family of recognizable trace languages. The major 
breakthrough due to Ochmanski is his elegant proof of the inverse inclusion establish- 
ing the equality of the two families. In Section 4 we show that this result extends to 
infinite traces - the families of recognizable and c-rational sets of infinite traces are 
equal and included in the family of rational sets. Section 4 terminates with a theorem 
presenting a normal-form characterization for rational languages of infinite traces. 
A preliminary form of our paper appeared in [22], we should note, however, that the 
present final version differs in fact considerably and contains some additional results. 
Some initial results concerning, in particular, closure properties can also be found in 
[20]; they are included here for the sake of completeness and with sometimes more 
elegant proofs. In our work we were constantly inspired by the remarkable treatise of 
Perrin and Pin [37] on infinite words, which results in our attempts to present 
a uniform approach to recognizability by means of monoid morphisms. 
2. Traces: definitions and basic properties 
We begin by fixing notations. For a finite alphabet A, A* and A” will denote the sets 
of finite and infinite words, respectively. Then A” = A* u A” is the set of all finite and 
infinite words. The empty word, as well as the unit element of any monoid, is denoted 
by 1. The concatenation over A” is defined by 
b’x,y~A~, x.y= 
xy if XEA*, 
X otherwise, 
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where xy is the word obtained by appending y to x. Concatenation yields a monoid 
structure over A”. The length of a word x is denoted by (x (, while if UE A then ( x Ia is 
the number of occurrences of the letter a in x. By alp/r(x) we denote the set 
{UEA IIxI, >O} of letters occurring in a word x, while a&,,(x) is the set 
{UEA 1 Ixla=o} of letters that occur infinitely often in x. 
Let I G A x A be a symmetrical and irreflexive relation over a finite alphabet A. The 
letters of A can be viewed as actions in a distributed system. Then (a, b)cI means 
intuitively that the actions a, b are independent and can be executed in any order or 
even in parallel. The relation I is called independence relation while its complement 
D = (A x A)\Z is the corresponding dependence relation. 
There are numerous different equivalent definitions of traces. Here we introduce 
them by means of occurrence graphs [29]. This definition allows uniform approach to 
finite and infinite traces. Moreover, occurrence graphs illustrate intuitive ideas lving 
behind the notion of trace. 
Let UEA”. Then 
V,={(u,i)[u~A and O<i<lul,}. 
Intuitively, VU is the set of action occurrences in a, (a, i) being the (i + 1)st occurrence of 
a in u. 
Let I be an independence relation and D the corresponding dependence relation. By 
T,(u) we denote the oriented graph (VU, E,) with VU as the set of vertices and 
E, G VU x VU as the set of edges, where ((a, i),(b,j)) is in E, if (a, b)ED and the 
occurrence (a, i) precedes the occurrence (b, j) in u, i.e., more formally if there exists 
a prefix o of u such that (a, i)E V, while (b, j)$ V,. 
Now, we define an equivalence relation _I over the set of words by setting 
Vu, veAm, 24 -, u if r,(u)=&(v). 
The equivalence classes of -r are called traces. By A4 m (A, I) we denote the set of all 
traces, M”O(A,Z)=A=‘/-,. This set is partitioned into two sets: the set 
M(A, I)= A*/-I of finite traces, which are equivalence classes of finite words, and the 
set M “(A, I) = A”/ -I of infinite traces, which are equivalence classes of infinite words. 
Throughout the paper, by cp : A” -+ M m (A, I) we denote the canonical mapping that 
maps each word x E A” to its equivalence class under -r. The equivalence class cp (1) 
of the empty word 1 is called the empty trace; it will also be denoted by 1. Let 
te M m (A, I) be a trace and let x be any word such that q(x) = t. Then rD(t) = I’,,(x) is 
the occurrence graph of t and ulph(t)=uZph(x), ulph,(t)=ulph,(x) are, respectively, 
the set of letters occurring in t and the set of letters occurring infinitely often in t. 
The interest raised by traces results from their interpretation as a causal relation 
between events. Let te M m (A, I) and rD(t) =( V,, E,). Let E: be the transitive closure 
of the relation E,. Suppose that (a, i), (b, j )E V,. Then ((a, i), (b, j))E Et’ means that in 
t the (i + 1) st occurrence of action a causally precedes the ( j + 1)st occurrence of action 
b. If neither ((a, i), (b, j))EE: nor ((b,j), (a, j))EE: then these two occurrences of a and 
b are causally independent. 
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(4 1) 
(4 1) 
Fig. 1. A finite dependence graph. 
Example 2.1. Let a-b-c d-e be the graph of the dependence relation, i.e. A = {a, b, c, d, e} 
and D={(a,u), (b,b), kc), (d,d), (e,e), (u,b), (b,u), (kc), (c,b), (d,e), (e,d)j. Let 
u=acdbaeacbd and t= q(u). Figure 1 represents the occurrence graph rD(t)=rD(u). 
We see, for instance, that in rD(t) the first occurrence (a, 0) of a precedes the second 
occurrence (c, 1) of c, while the second occurrence (a, 1) of a is independent of (c, 1). 
Moreover, occurrences of a, b, c are independent of occurrences of d, e. 
Let us note that usually -, is defined in a slightly different way for finite words 
[28]. In that classical definition -r is the reflexive and transitive closure of the relation 
- defined below: 
Vx, YE A*, x-y if lu,vEA*,il(u,b)EI, x=uubv and y=ubav. 
In other words, x -r y if we can obtain x from y by a finite number of transpositions of 
neighbouring independent letters. As is well known for finite words, this definition of 
-I is equivalent to the previous one [29]. Nevertheless, it turns out that this classical 
definition cannot be extended directly to infinite words; for instance, we have 
(4” -I (ba)” if (a, b)el but it is impossible to obtain the word (bu)” from the word 
(ub)” by a finite number of transpositions of letters. Note that q((ub)“) is the trace 
representing the behaviour where both the action a and the action b are executed 
independently infinitely many times. 
Remark 2.1. (i) Let x1,x2,y1,y2~Am be such that x1 -Ix2 and y, --,y,. Then 
XlYl -1=-c2y2. 
(ii) Let x~,x~,x~,...,Y~,Y~,Y~,... be two infinite sequences of words of A” such 
that Xi -1 yi for all HEN. Then x0x1x2 . . . -ry,y,y, . . . 
This remark shows that -I is a congruence over the set A” of words inducing 
a monoid structure over M 3o (A, I) with the multiplication given by 
VX,~EA~, cp(x).cp(Y)=cp(xY). (1) 
Moreover, the second part of the remark shows that -r is a congruence for infinite 
concatenation over A”. Thus, we could define the infinite multiplication of traces by 
setting for any sequence x0, xi, x2,. . . of elements of A” 
cp(xo)cp(xl)~o(x2)... =cp(xoxlx2...). (2) 
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However, while formulae (1) and (2) yield consistent and formally correct definitions of 
finite and infinite multiplications of traces, they are not in general satisfactory. In fact 
(1) does not seem to be adequate if XEAO, i.e. if we multiply on the left by an infinite 
trace. To illustrate the problem let us consider the multiplication of independent 
traces. 
Two traces t, rE M O” (A, I) are said to be independent, which is denoted by (t, r)EZ, if 
&h(t) x alp&) c I. 
Suppose that t,rEM(A,Z) and (t,r)eI. Then V,n V,=0 and we have simply 
rD(tr)=rD(rt)=(Ku V,, E,uE,), where r,(t)=(V,,E,) and r,(r)=(V,,E,). This fact 
reflects the intuitive idea that if t and r are independent then executing t and next 
r amounts to executing t and r in parallel. It is reasonable to require that the same 
property holds for all traces of M m (A, I). 
For instance, let (a, ~)EZ. Then, for all 06 n, m < 00, we have 
and the occurrence graph of cp(u”b”) is the union of the occurrence graphs of ~(a”) 
and q(P). On the other hand, let us consider the two traces t = q(u”) and r = q(P). 
These two traces are independent and the union rD(t)urD(r) =( V, u V,, E, uE,) of 
their occurrence graphs is the occurrence graph of the trace cp((ub)“). Thus, for any 
“reasonable” definition of trace multiplication we should have 
Since our interest in traces stems mainly from the interpretation of their occurrence 
graphs as behaviours of concurrent systems, it is natural to expect that an adequate 
definition of trace multiplication should be formulated in terms of occurrence graphs. 
Actually this definition is a bit easier to formulate in terms of dependence graphs 
which are labelled counterparts of occurrence graphs. 
In the sequel we shall consider oriented graphs with vertices labelled by elements of 
the alphabet A. TWO such graphs (vi, Ei,ii), i= 1,2, where pi: V,+A is the labelling 
mapping, are isomorphic if there exists an isomorphism f of unlabeled graphs 
(I’, , El ) and (V,, E2) preserving the labellings, i.e. such that VUE V, , A1 (u) = A2 (f(v)). 
By labelled graphs we shall mean the corresponding isomorphism classes. 
If (V, E) is an unlabelled graph and i : V-+ A a vertex labelling then the correspond- 
ing labelled graph will be denoted by [I’, E, 21. Recall that E + stands for the transitive 
closure of E. 
A labelled graph [I’, E, 21 is a dependence graph over (A, I) if the following 
conditions hold: 
(DO) the underlying unlabelled graph (V, E) is oriented and acyclic, 
(Dl) the set V of vertices is countable, 
(D2) t/cc,B~V, (;l(a),I(/l))~Doa=p or (a,/+E or (&cI)EE, 
(D3) Va~k’, curd({/?EVI(/?,cr)EE+})<co. 
The set of dependence graphs over (A, I) will be denoted by 9% (A, I). There is 
a natural bijection n between the sets Mm (A, I) and 99 (A, I) that is defined in the 
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following way. Let t~A4 m (A, I), ro(t)=( V,, E,). By I,: T/-+A we denote the natural 
labelling defined as &((a, i))=a for (a, i)~ K. Then we set 
It is clear that A(t) verifies (DO)-(D3), i.e. the mapping A is well defined. Now we show 
that A is injective. Let tl, tZEMm (A,Z). Suppose that I’D(ti)=(K,Ei) and li: V,+A 
are natural labellings of 5, i = 1,2. Moreover, let f be an isomorphism between 
(VI, El, ,I1 ) and (V,, E2, I.,). Since f preserves labellings, f( (a, i)) is equal to (a, j ) for 
some jerk. But both in rD(tl) and TD(tz) the following condition holds: 
((U,k),(U,l))EEi iff k<l (i=1,2). 
Thus, since f is an isomorphism of unlabeled graphs between rD(tl) and rD(t2), we 
should have in fact f((u, i))=(u, i), i.e. rD(tl)=rD(tZ), which implies in turn that 
t,=t*. 
It remains to prove that A is surjective. To this end we use the so-called Foata 
normal form of traces [4,6,19]. Let [V, E, A] be a dependence graph. We define 
inductively two sequences VO, V,, V2, . . . and U,, U1, U2, . . . of subsets of V: 
0 U,=V, Vo=CaEUOI138EU0,(P,CI)EE}, 
l Ui+l= v\(uf=o V,), K+l={@EUi+1 Il38EUi+1,(B,a)EE}. 
It is easy to prove inductively the following two facts characterizing the sequence 
V,, VI, V*,... : 
and 
for each CCEV, if curd({pEVI(p,cc)EE’})=n, then a~ c vi (3) 
i=O 
if (c(,/?)EE, CIE Vi and BE Vj then i< j. 
The first of these facts shows that 
(4) 
Moreover, if cr,fi~ 6 then (a,fi)$E, i.e. (A(cI),A.(P))EI. Thus, all elements of vi have 
different labels and curd( vi) < curd(A). Let x =x0 x1 x2 . . . be any word such that each 
xi is a list of labels (without omissions and repetitions) of elements of vi. It follows 
directly from (4) and (5) that [V, E, A] and [V,, E,,A,], where TD(x)=(VX, E,) and 
A,: VX+A is the natural labelling, represent the same labelled graph. Hence, A is 
surjective and we have proved that A4 m (A, I) is in bijection with J%K!? (A, I). 
There exists a natural multiplication operation over the set 9% (A, I) of dependence 
graphs which reflects well the intuitive idea of the sequential composition of traces. 
This operation is defined in the following way. Multiplying two dependence graphs 
[V,, Eo, Ao] and [V,, El, A,] we first take their disjoint anion and next add edges 
joining vertices USE V, and v1 E V1 whenever (Ao(uo), A1 (u~))ED. Formally, let 
[ Vo, E,, Lo], [VI, E,, %1]~B3 (A, I), where, without loss of generality, we can assume 
that V. n VI = 8. Then 
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where 
V= V,u Vi, 
Unfortunately, in general the resulting labelled graph [l’, E, A] is not necessarily 
a dependence graph. While it always satisfies (DO)-(D2), it does not satisfy (D3) unless 
((a, b)eA2 1 card(A&))= co and A, ’ (6) #o} E I. Thus, although this operation seems 
to be more natural than the one defined by formula (1) it has the drawback of 
inducing the trace multiplication that is only partial: for t, TE M m (A, I), 
u if alph,(t)xalph(r)~l and UEM”(A,Z) is 
t.r= 
i 
such that A(t). A(r)=A(u), (6) 
undefined otherwise. 
In this paper this formula is used in the sequel as the definition of trace multiplication. 
Now we give some elementary properties of this operation. First let us note that the 
multiplication defined by (6) is associative. 
Remark 2.2. For all t, Y, UE M m (A, I) we have t(m) = (tr)u, where this equality means 
that the left-hand side exists iff the right-hand side exists and then both sides are equal. 
Previous remark concerning the closure of 9%(A,Z) under multiplication yields 
directly the following fact: 
Remark 2.3. Let to, . . . . tk be traces of M “(A, I), then to. . . tk exists if for all i, j such 
that 0 < i < j <k we have alph,(ti) x alph(tj) E I. 
The multiplication defined by (6) does not satisfy the condition (l), in general, 
however, (1) remains valid if we multiply by a finite trace on the left. 
Remark 2.4. For all XEA* and yeA” the following equality holds in M “(A, I): 
Proof. Let Z,(x)=(T/,,E,), ZD(y)=(V,,E,) and let A,: I’,+A and A,: Vy--+A be the 
natural labellings. Then it is easy to see that 
4cp(~y))=CK,L&l~ C& 4, &I> 
which yields the thesis. 0 
When dealing with infinite traces we need also the notion of infinite product of 
traces. As in the case of the finite concatenation of traces, this operation can be 
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expressed naturally in terms of dependence graphs. Let to, ti, t2, . . . be an infinite 
sequence of traces of Mm (A, I) and let /l(ti) = [Vi, Ei, l.i] for all in N, where again, 
without loss of generality, we can assume that all sets Vi are pairwise disjoint. 
Now we set 
CVo,E,,j”,l.CV,,E,,i”,I.CVz,E,,~”21... =CV,E,AI, 
where 
E= ii EiU ~ {( ’ U , U”) 1 V'E I$, U“E Vj, i< j, (2.t(V’), Aj(U”))ED}, 
i=O i,j=O 
~= ii 3”i. 
i=O 
As previously, the resulting labelled graph always satisfies (DO)-(D2), whereas it 
satisfies (D3) if and only if for all i, j such that O<i< j we have alpho x alph(tj) E 1. 
This allows one to define a partial infinite product of traces as follows. Let to, ti, t2,. . . 
be a sequence of elements of Mm (A, I), then 
I 
u if alpha X alph(tj) CZ, for all i< j and ZAEM “(A,Z) 
tot, tz . . . = is such that A(to).A(t,).A(tz)... =,4(u), 
undefined otherwise. 
Note that, in particular, if all traces ti are finite then their infinite product always exists. 
In a similar way, although formula (2) is not correct, in general, for the infinite product 
of traces defined above, it remains valid as long as we multiply finite traces only: 
Remark 2.5. Let x0, x1, x2, . . . be a sequence of finite words of A*. Then 
~(xo)cp(xl)cpW ... =cp(xox1xz . ..). 
One of the basic tools enabling an elegant approach to finite and infinite trace 
concatenations is the following factorization lemma. A special case of this lemma was 
previously given independently by Cori and Perrin [9] and Mazurkiewicz [29]. 
Lemma 2.6. Let t, reM “(A, I). Let uo, ul, u2, . . . be a (Jinite or infinite) sequence of 
jinite traces of M(A, I). Then 
t.r=uoulu2 . . . 
if and only if there exist traces ub,u;,u; , . . . . ug, u;l, u;‘, . . . such that 
(i) for each i, ui = ui. u;‘, 
(ii) t=ubu;u;..., ” ” ” r=uouluz . . . . 
(iii) for all i, j, if i< j then (uy, uJ)EZ. 
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Fig. 2. t.r=u,u,u2 . . . . 
Proof. Let u=tr=u0u1u2 . . . (cf. Fig. 2). Let n(u) = [V, E, A]. Since u = tr, the set V can 
be partitioned into two subsets V,, and V,, Vfn V,=@, such that n(t)= [ V,, E,, L,], 
A(r)=[V,,,E,,A,], where E,=En(V,x V,), E,=En(V,x V,), At=Alv,, i,=lJ,,, and 
E=4u-%u{@,P)~Yx V,I(W4,4P))~~}. (7) 
Intuitively, V, corresponds to the set of actions of the prefix t of u while V, is the set of 
actions of the suffix I of u. 
Similarly, since u = uOul u2 . . , Vcan be partitioned into a family of pairwise disjoint 
sets I$,uiK=I’, such that z4(Ui)=[K,Ei,Ai], where 1i=EbI,, Et=En(J$X vi) and 
E=UE~LJ{(CC,/?)EKX vjli<jand(J(~1),1(/I))~D}. (8) 
Again, K corresponds here to the set of actions of the factor Ui of the trace U. Let 
Vi= Kn V,, Vj’= V,n V,, Ei=(V’:x V:)nE, E:‘=(V:‘x V’I’)nE. Let &,&‘be restric- 
tions of the mapping % on the sets Vi, Vi’ respectively. It is clear that [I’:, E;, &] and 
[I’;, E:‘, ,I:‘] satisfy the conditions (DO)-(D3), i.e. they are dependence graphs. Let 
u:, u:’ be traces such that A(u:)= [Vi, E;, &] and n(u:‘)= [ VI’, E:‘, %:‘I. From (7) and 
(8) it follows that 
Et=E~UE:‘U{(MyP)EV:X V:‘I(I+(C~),/I(~~))ED}, 
which shows that 
i.e. u:u;’ = Ui and (i) holds. 
Similarly, it is clear that 
and 
which proves (ii). 
Suppose that (iii) does not hold and for some i,j, i< j, there exist a~aZph(u~‘) and 
b~alph(u;) such that (a, b)cD. Let CI be any occurrence of a in [I’:‘, E:‘, A;‘], i.e. CIE I’;, 
Il(cr)=a. Similarly, let p be any occurrence of b in [Vi, EJ, Ai], i.e. /?E Vi, A(p)=b. 
From(8) it follows that (c(,/~)EE. On the other hand, aeUiT/y= V, and DEW, Vi= V,, 
thus we get (CI, P)E E n ( V, x V,). But by (7), En (V, x Vt) = 8, a contradiction. 
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If the conditions (i)-(iii) are satisfied then we can verify immediately that 
n(tr)=n(U&U2 . ..). q 
As in the case of words, the definition of trace multiplication extends directly to sets 
of traces. 
If T,, T,sM”(A,Z) then 
T1.Tz=(tIt21tl~T1, t2ET2 and arphw(tl)xalph(tz)cZ}. 
Similarly, if T c_ M m (A, I) then the finite iteration T* of T is defined as 
T*= 6 T’, where T’=(l) and Tiil=Ti.T 
i=O 
while 
T”={tot,t,...jViEN, tiETand Vi<j, alph,(ti)XUlph(tj)~Z} 
is the infinite iteration of T. 
We would like to end this section with a remark concerning trace multiplication. 
The reader may wonder if it is really “reasonable” to use a multiplication which is only 
partially defined. In fact, other multiplication operations were proposed previously 
[ll, 19,271. Let us note that the multiplication defined by Kwiatkowska is totally 
defined but not associative; on the other hand, the multiplications defined by Diekert 
and Gastin are associative and totally defined but, in general, only on sets that strictly 
contain the set Mm (A, I). However, there are three major cases where no controversy 
exists and where all definitions give the same result: 
Ml multiplication tl. tZ, where tI EM(A, I) and tZEM “(A, I), i.e. the multiplica- 
tion by a finite trace on the left, 
M2 multiplication cl. tz of independent traces, (tl, t2)EZ. 
M3 infinite multiplication to tl tz . of finite traces, V’~E N, tiE M(A, I). 
On the other hand, as we see in Section 3, to examine recognizable subsets of 
M m (A, I) it suffices in fact to consider these three cases. Therefore, as far as recogniz- 
ability is concerned, all definitions mentioned above are “reasonable” and we have 
adopted the simplest associative one. 
3. Recognizable sets of traces 
3.1. Dejinitions and basic properties 
We begin this section with the definition of recognizable sets of traces. 
Definition 3.1. A morphism 11: M(A, Z)-+S into a finite monoid S recognizes a subset 
T of Mm (A, I) if for each infinite sequence to, tl, tl, . . . of traces from M(A, I) the 
following implication holds: 
totltz . ..ET 3 VI-‘(~(to))tl-‘(rl(tl))?-‘(?(tz))... s T. 
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A subset T of M co (A, I) is recognizable if it is recognized by some morphism into 
a finite monoid. 
The definition of recognizable morphism given above is usually used to define 
recognizable subsets of infinite words [37]; therefore, it is reasonable to apply it in 
order to define recognizable subsets of the set M”(A, I) of infinite traces. It is less 
evident why we can apply it as well for subsets of M(A, I) (or even generally to subsets 
of M”(A, I)), especially in view of the fact that M(A,I) is a monoid and so the 
classical definition of recognizability in monoids [15] readily applies and, in fact, is 
usually used in this case [9,10,31]. 
Let us recall that according to the classical definition a subset T of M(A,Z) is 
recognized by a morphism ‘I: M(A, Z)+S into a finite monoid S if q- ‘(q(T))= T. It 
turns out that the two definitions are in fact equivalent for subsets of M(A, I). First of 
all let us note that if T G M(A, I) and toti t2 . . . ET then almost all traces in the 
sequence to,tl,t2,... are empty since otherwise tot1 t2.. . would be an infinite trace. 
Thus, there exists kE N such that to tl t2 . . . = to . . . tk and ti = 1 for i > k. 
Now suppose that q recognizes TG M(A, I) in the sense of Definition 3.1. We 
shall prove that q- ‘(1) = (1). Indeed let tot1 t2 . . . ET and let k be such that ti = 1 
for i>k. If q-l(l)#{l} then the set rl-‘(vr(to))4-‘(rl(tl))?-l(r(t2)) ... 
r-l(~(tk+l))YI-l(~(tk+2))... would contain at least one infinite trace, i.e. could not be 
included in T. Thus, for tET we have r-‘(q(t))=?-‘(q(t))q-‘(~(l))~-‘(v](l))... E T, 
and we see that 9 - ‘(q(T)) G T, i.e. q recognizes Tin the sense of the classical definition. 
On the other hand, suppose that q is a morphism such that q-‘(q(T))= T. Without 
loss of generality we can assume that q- ‘(1) = {l}. (If r] does not satisfy this assump- 
tionthenwetakethemorphism$:M(A,Z)+S”, whereS”=Su{u} andu$Sisanew 
unit element, i.e. multiplication in S is completed by s. u = u. s= s for SES~, and 
q'(t)= y(t) if t # 1, $(1)=x) Then the fact that v recognizes T in the sense of 
Definition 3.1 follows immediately from the formula q-‘(q(to)) . . . q-‘(q(tk)) 
Gq-‘(rf(to . . . tk)) which is valid for all t,,, . . . . t,cM(A, I). 
As we have seen in the discussion above, Definition 3.1 is rather artificial when 
applied to subsets of M(A, I) since it involves infinite factorizations of finite traces, 
where, in any case, almost all factors are in fact empty traces, and so the classical 
definition is much more natural. However, there is one advantage of adopting 
Definition 3.1 in our paper: it allows a uniform approach to finite and infinite traces so 
that we can avoid clumsy case analysis in several proofs. Let us finish these remarks 
with one observation: The sets M(A, I) and M “(A, I) are recognizable subsets of 
M “(A, I). In fact, they are recognized by any morphism q such that q- ‘(1) = {l}. 
Remark 3.2. A morphism q : M(A, I)+S recognizes a subset Tof M “(A, I) iff for each 
infinite sequence to, tl, tZ, . . . of traces of M(A, I) the following implication holds: 
~-‘(?(to))~-‘(?(tl))rl-‘(~(t2)) . . . nT+Qi 
3 r-‘(r(to))?-‘(?(t,))r-‘(r(tz))... c T. 
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To prove this remark, note that if q recognizes T and ~-l(~(tO))~-l(yl(tl)) 
q-‘(q(tz))...nT#@ then there exist traces ro,r1,r2,... of M(A,I) such that 
rorlrz . . . E T and Vi, q(ri) = I. But then 
‘I-1(Yl(tO))~-1(tl(tl))q-1(Y(t2))... =yI-1(~(ro))tl-1(yl(r1))r-1(~(r2))... G T. 
Conversely, if y verifies the condition given by Remark 3.2 then it is clear that 
q recognizes T since totltz . . ~~-‘(~(t~))r-‘(v](t~))~-~(~(t~)) . . . 
In the sequel, the family of recognizable subsets of M, where M stands for one of the 
sets M(A, I), M “(A, I), Mm (A, I), will be denoted by Ret- M. 
Let M be any monoid and U a subset of M. We recall that the syntactic congruence 
-c of U is defined in the following way: for all ml, m,EM, m, -v m2 if the following 
condition holds: 
As is well known (cf. [lS]), a subset U of M is recognizable iff its syntactic congruence 
-u has a finite index (i.e. has a finite number of equivalence classes). 
Let TC M(A,Z) and L=cp-‘(T)sA*, where cp:A*+M(A,Z) is the canonical 
morphism. Then it can easily be verified that 
vx,y~A*, x -L Y 3 dx) 7 CP(Y), 
where wL and -r are the syntactic congruences of L and T, respectively. This fact 
implies directly the following well-known result. 
Remark 3.3. A subset T of M (A, I) is recognizable iff cp- l(T) is a recognizable subset 
of A*. 
The syntactic congruence wL for subsets L of A” was defined by Arnold [2]. This 
definition can directly be extended to subsets of M”(A, I). Let T be a subset of 
M “(A, I). Then the syntactic congruence -T of T is the equivalence relation over 
M(A, I) defined in the following way: 
for t,r~M(A,z), t wTr if Vu,v, WEM(A,Z), 
((utv)w”~T o (urv)w”ET) and (u(vt~)~~T o u(vrw)OET). 
It is easy to verify that -T defined above is really a congruence over the monoid 
M(A, I). With each congruence - over M(A, I) is canonically associated a morphism 
from M(A, I) into M(A, I)/- mapping each trace t into its equivalence class [t]_ 
A congruence is said to recognize a subset T of M “(A, I) if the associated morphism 
recognizes T. In other words, a congruence - over M (A, I) recognizes T if for any two 
infinite sequences uo, ul, ul, . . . and vo, vl, v2, . . . of elements of M(A, I) the following 
condition holds: 
(V’iEN, Ui -vi)*(UoUlU2...ET o vOV~V~.~.ET). 
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On the other hand, if q : M(A, Z)+S is a monoid morphism recognizing a subset T of 
Mm (A, I) then the relation - defined as 
VU,VEM(A,I), u-z) if ~(u)=~(v), 
is a congruence recognizing T. 
Thus, a subset T of M”(A, I) is recognizable iff there exists a congruence - of 
a finite index over M(A, I) recognizing T. 
The following proposition characterizes recognizable subsets of A” by means of 
their syntactic congruences. 
Proposition 3.4 (Arnold [2]). Let L c A”. Then L is a recognizable subset of A“’ #the 
syntactic congruence ffL has a finite index and recognizes L. 
Moreover, if L is a recognizable subset of A” then -L is the coarsest congruence 
recognizing L. 
As is known [2,37] there exist nonrecognizable subsets L of A” for which the 
syntactic congruence -L has a finite index but does not recognize L. Thus, the 
condition that -L recognizes L cannot be omitted in Proposition 3.4. 
Proposition 3.5 (Gastin [20]). Let TG M”(A,Z). Then the following conditions are 
equivalent: 
(i) T is a recognizable subset of M”(A, I), 
(ii) q-l(T) is a recognizable subset of A”‘, 
(iii) the syntactic congruence wT of T has a finite index and recognizes T. 
Moreover, ifT~Rec_M”(A,z) then -T is the coarsest congruence recognizing T. 
Proof. Let L=(p-‘(T) G A”. We prove three claims which yield directly the thesis. 
Claim 1. Let -L and -T be the syntactic congruences of T and L, respectively. Then 
Vx, YE A*, x -LY iff q(x) -TV(Y). 
This claim results from the following equivalences: 
x -LY 
iff Vu,v,w~A*, (uxv)w”~L o (uyv)w”~L and 
U(VXW)“EL 0 U(VYW)“EL 
iff Vu,v,w~A*, (cp(u)cp(x)cp(v))cp(w)“~T * (cp(u)cp(~)cp(v))cp(w)“~T 
and 
iff q(x) -T v(Y). 
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Claim 2. Let wW and wf be congruences over A* and M(A, I), respectively, and suppose 
that they verifv the following condition: 
(1) Vx, YEA*, x wWy ifs 4x) -f V(y). 
Then -W recognizes L iff wf recognizes T. 
Moreover, the quotient monoids A*J-,,, and M(A, I)/mf are isomorphic and the 
congruences hi,,, and -, have the same index. 
Direct verification shows that if -W and wf verify (1) then the mapping 
YJ:AA*/- ,+M(A, I)/wt defined by 
VXEA*, ~(cxl-w)=c~(x)l-* 
is an isomorphism between the quotient monoids A*/mW and M(A, I)/-,. Since the 
indices of the congruences -f and zW are equal to the number of elements in the 
corresponding quotient monoids, the congruences -t and -,,, have the same index. 
Moreover, since for each sequence x0, x1, x2,. . . of elements of A*, x0x1 x2 . . EL iff 
cp(xO)cp(xl)~(xZ). . ET, -W recognizes L iff -* recognizes T. 
Claim 3. Let TERec_M”(A, I) and let - be a congruence recognizing T. Then the 
syntactic congruence -T is coarser than -. 
Let t-r for t, rEM(A, I). Since - recognizes Tit is clear that for all u, v, weM(A, I), 
(utv)wWET o (urv)w”ET 
and 
u(utw)“‘E T o u(vrw)WE T, 
i.e. t -=r. 
Now we can proceed to the proof of the proposition. 
(i)*(ii): Let wf be a congruence of a finite index recognizing T. Then we define 
a congruence mW over A* in the following way: 
Vx, YEA*, x -We if V(X) 7 V(Y). 
By Claim 2, -W has a finite index and recognizes L, hence L is a recognizable subset 
of A”. 
(ii)=(iii): If L is recognizable then by Proposition 3.4 the syntactic congruence 
-L recognizes L and it has a finite index. Moreover, it is the coarsest congruence 
recognizing L. Then by Claims 1 and 2, -T recognizes T, has a finite index and by 
Claim 3 it is the coarsest congruence recognizing T. 
(iii)=(i): Obvious. 0 
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3.2. Weakly recognizable trace languages 
One of the basic results concerning recognizable sets of infinite words states that the 
families of recognizable and weakly recognizable subsets of A” coincide. The aim of 
this section is to prove that this result holds for infinite traces as well. 
ForafinitemonoidSwesetP(S)=((s,e)ESxSI s. e = s and e. e = e}. Following the 
terminology of Perrin and Pin [37] we call elements of P(S) linked pairs. Moreover, 
we recall that an idempotent is an element eES such that e. e = e. 
Definition 3.6. Let q:M(A, Z)-+S be a morphism into a finite monoid S and let 
T E M o (A, I). Then q weakly recognizes T if 
T= U s-‘(s)(q-l(e))W, 
(s,+P,(s) 
where 
PAV=((s, ekP(S) I rl-‘(s)(v-‘(4)” s T). 
A subset T of M “(A, I) is weakly recognizable if it is weakly recognized by some 
morphism into a finite monoid. 
Although the proof that each recognizable subset of M”(A, I) is weakly recogniz- 
able is much the same as for subsets of A” [35,37], we give it in detail for the sake of 
completeness. This proof is based on the following lemma, which is given in [37], 
where also a simple direct proof is presented. 
Lemma 3.7 (Perrin and Pin [37]). Let Z be a$nite or injinite alphabet, S a jnite set 
and f a mapping from Z + in S. Then for each infinite sequence zo, zl, z2,. . . of words of 
Z+ there exist an injinite increasing sequence of integers O<i,< il < i2 ..’ and an 
element eES such that 
f tzik ... zi,,,-l)=e for each k>O and m>k. 
Proof. This lemma can also be deduced from the following infinite version of the 
classical theorem due to Ramsey [24]: 
Let X be an infinite set, pk(X) the family of k-element subsets of X and x : 9JQX)-+S 
a “colouring” mapping associating with each k-subset of X a “colour” from a finite 
set S of colours. Then there exists an infinite subset Y of X such that all k-subsets of 
Y have the same colour: 
vZ,,zz~ Y, I~ll=l~zl=k * x(z,)=x(Z,). 
In our case, the colouring mapping x : p2(N)+S is defined by 
X({i,j})=f (Zi ... Zj-1) for all O<i< j. 
184 P. Gastin, A. Petit and W. Zielonka 
By Ramsey’s theorem there exist an infinite subset Y of N and an element e of S such 
that x ({ i, j }) = e for all i, j E Y, i < j. The elements of Y arranged in increasing order 
constitute the required sequence. 0 
Lemma 3.8. Let n: M(A,Z)-+S be a morphism into a jinite monoid S and let 
totIt . . . EM “‘(A, I), where each tiy iZ0, is in M(A, I). Then there exists a linked pair 
(s, e)E P(S) and an infinite increasing sequence of integers 0 < i0 < iI < iz ... such that 
n(t0 *.. til-l)‘S, 
Vttik . . . ti, + I - 1 )=e for all k>O, 
rl-l(~(tO))?-‘(~(t,))rl-‘(vl(t,)) . . . E V1(sW1(4Y. 
Proof. From Lemma 3.7 applied to the sequence to, tl, tZ, . . . and to the morphism 
y we deduce that there exists an infinite sequence 0~ i. < i, < i2 ... such that 
vltti, ... ti,-l)=e for all k>O and m>k. Let s=n(t, . . . tt,_l). Observe that (s,e) is 
a linked pair since 
and 
e.e=n(tio . . . ti,-1)‘n(ti, . . . ti,_l)=~(ti, . . . ti,-t)=e 
s. e = q(to . . . ti,-l)‘t?=(u](to . . . ti,-l)‘ff(ti, . . . ti,-l))‘e=q(to . . . ti,_l).(c?.e) 
‘r(to ... tio-l)‘e=q(to *.. ti,_l)‘V/(ti, . . . ti,_1)=Y](tO . . . ti,_1) 
= s. 
Now it suffices to observe that 
r?~‘(rl(tO))‘~~Ul~1(yl(ti~-1))~~~1(~(tO~~~ti~-1))~~~‘(S) 
and 
?-‘(~(ti,))“‘rl-1(~(tik+~-l))~~-1(~(tik...ti~+,-l))=~-1(e) 
for all k>l. 0 
Proposition 3.9 (Gastin [20]). Let n: M(A,Z)+S be a morphism into a$nite monoid 
S and let TC M “(A, I). Then the following conditions are equivalent: 
(i) v recognizes T, 
(ii) VS,,S~ES, ~I-~(s~)(~-~(s~))~~TZ~ a n-‘(sI)(v-‘(sz))~c T, 
(iii) V(s,e)EP(S), n-‘(s)(n-l(e))Wn T#@ 5 n-‘(s)(n-l(e))W G T. 
Proof. (i)*(ii): Let tl, t2 be elements of M(A,I) such that tlEqml(sl) and 
tzeq-‘(s2). Then 
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and it suffices to apply Remark 3.2. 
(ii) * (iii): Obvious. 
(iii)+(i): Suppose that q verifies (iii) and let to, ti, tz,. . . be a sequence of traces of 
M(A, I) such that tom, t2 . . . ET. First observe that by Lemma 3.8 
(1) YI-l(V(rO))V-l(Y(tl))V-l(r(tz)) ... ~r?-‘(s)(r-1(4)W 
for some linked pair (s,e)eP(S). Hence, we have q-‘(s)(q-‘(e))OnT#O and, since 
q verifies (iii), 
(2) rl-l(s)(q-‘(e))W E T. 
From (1) and (2) we get finally 
?-‘(r(to))I?-‘(?(tl))rl-‘(r(t,))... ET 
and therefore q recognizes T. 0 
Now we are able to achieve the proof that each recognizable subset of M “(A, I) is 
weakly recognizable. 
Lemma 3.10 (Gastin [20]). Let q: M(A, Z)+S be a morphism into a finite monoid 
S recognizing a subset T of M “(A, I). Then q weakly recognizes T. 
Proof. To get the thesis it suffices to show that if q recognizes T then for each te T 
there exists a linked pair (s, e) such that 
(1) tEq_‘(s)(q-‘(e))“c T. 
Let t=tOtlt2 . ..E T, where all ti, i>O, belong to M(A, I). Then by Lemma 3.8, 
t~rl-‘(rl(t~))r-‘(rl(tl))rl-‘(rl(t~)).~. c r-‘(s)(V-l(e))w 
for some linked pair (s,e)eP(S) and by Proposition 3.9, since tEq_‘(s)(q-l(e))On 
T#@, we obtain (1). 0 
It can be shown that the converse of Lemma 3.10 does not hold even in the case of 
infinite words; a morphism q can weakly recognize a subset L of A” without 
recognizing it. Nevertheless, it turns out (cf. [35,37]) that given a morphism q : A*+S 
weakly recognizing a subset L of A” the Schtitzenberger product [38] 
q 0 q : A* +S 0 S recognizes L. We extend this result to trace languages by generaliz- 
ing the Schtitzenberger product 0 to the diamond product O1. 
Let S and Q be two monoids. The diamond product O1(S, Q) of S and Q is a monoid 
defined in the following way. Elements of O,(S, Q) are subsets of the set S x B(A) x 
Q x Y(A). The multiplication in O,(S, Q) is specified by the following formula: 
~1~~z={~~1~*~~1~~~~~l~2~P1~P~~I~~1~~~r~l,P1~~~1~ 
for R1, R2 E S x 9(A) x Q x B(A). 
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To see that the multiplication in OI(S, Q) is really associative one can verify easily 
that both (R, 0 R2) 0 R, and RI 0 (R2 0 R3) consist of all quadruples of the form 
(slszs3,C11ua,uClg,qlq2q3,81uP2uP3) 
such that 
Vl<i,<3, (si,ai,qiTBi)ERi and Vl<i<jd3, DiXcrjcZ. 
If q1 : M(A, I)+& q2 : M(A, Z)+Q are morphisms into the monoids S and Q then 
O~(~lrrz) :M(A,O-*O,(ZQ) 
is a morphism defined by 
O,(ul,, k)(t)= {(rll(U), 4M4, tl2(4,4%$) 1% UEMb%I) 
are such that t = uu}. 
We shall show that O1(ql, u2) is really a morphism from M(A, I) into OI(S, Q). Let 
t=t1tzEM(4Z). Then O~(~~,~~)(~)={(~1(~),~~p~(~),~,(w),~~p~(w))I~,tl=~w}. By 
Lemma 2.6, tl t2 = uw if and only if there exist traces z,,, zl, z2, z3 of M(A, I) such that 
t1 =zoz1, tz=z2z3, u=zoz2, w=z1z3 and (z1,z2)~Z. 
Therefore, 
oI(rll~r2)(~)=((Yl ( 1 zOz2)~a~~h(zOZ2)~ ~2(Z1Z3)~~~~h(zlz3))~tl=zOz1, 
t2=~2~3 and (z,,z~)EZ) 
={('ll(zO)~l(Z2)~abh(zO)uabh(z2)>~2(zl)~2(z3)~ 
ulph(z,)uulph(z,)) ( 5, =zozl, t2=z2z3 and (z1,z2)~Z) 
=~(~~(~o),~~~~(z~),~~(z~),alph(z~))I~l=zoz~}~{(vl~(z2), 
u~~h(z2)~Y/2(Z3)>ubh(z3))~t2=z2z3) 
=OI(rl,,rlz)(tl)oO,(r11,~2)(tz). 
The diamond product being defined, we now prove an auxiliary lemma. 
Lemma 3.11. Let q : M(A, Z)+S be a morphism into ufinite monoid S, y = O,(v, ye) and 
u~iVf”(A, I). Then for each linked pair (s, e)EP(S) such that 
u--l(s)(r-‘(e))U 
and for any sequence uo,u1,u2,... of truces of M(A, I) such that u=uou1u2. . . the 
following inclusion holds: 
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Proof. Let u=uou1u2 . .. be an infinite trace of M “(A, I) such that 
(1) V~EN, aiEM(A, 1) and OI(V, I)= OI(V, V)(ai). 
To prove the thesis we should show that oeq-‘(s)(q-l(e))“. 
Since UEV-‘(s)(v-‘(e))O there exist traces w~EI]-~(s) and w~Gv-‘(~), i> 1, such that 
(2) UOUiU2 . . . =u=wgwrwz . . . 
We construct inductively two infinite strictly increasing sequences of integers 
. . . 
~0,11,~2,.*. and j,,j, ,j2, . . . : 
l set io=O and jo=O; 
l if j, is defined then ik+ 1 is the least integer greater than ik and such that 
(3) WO . . . Wj, < UO . . . f4ik+ 1 - 1; 
l if ik+ 1 is defined then j,, 1 is the least integer greater than j, such that 
(4) UO...Ui*+l-l~WO...Wjk+l. 
Equation (2) ensures that all inductive steps of this construction are always feasible. 
Nowwesetzo=woand,fork~O,z~+l=wj,+l...~j,+,andy~=~IL...~ik+1-1.Condi- 
tions (3) and (4) imply that 
(5) zo...zk~yo...y,~zo...zkzk+l for k>O. 
Now we have 
V(zo)=V(wo)=s 
and since e is an idempotent 
~(zk+l)=q(Wjk+l)...Il(Wjl,+l)=e...e=e for k20. 
Therefore, we get 
(6) zoom-’ and zkEq-l(e) for k2 1. 
From (5) there exist two sequences yb, y;,y;, . . . and y&y;‘, y’;, . . . of traces of M(A, I) 
such that 
yb=zo, yO...y,y~+,=zO...zk+, and zo...zky~=yO...yk 
for k>O. 
We shall prove that yk = y;yL for k>O and zk=y;l’_ ly; for k> 1. 
Indeed we have ybyb:=zoyb’=yo and for k20, (yo...yky;+l)y~+l=(zO... 
Zk+l)y:+l=YO...ykYk+l, which after canceling y. . . . yk on the left gives 
Y;+lYi+l=Yk+l. Similarly, since (zo...zky~)y~+~=y~...y~y~+~ =zO...zkzk+l, we 
get zk+l=y;r)h+l. 
NOWWeSetXk=Ui,...Vi,+,-1 for k 2 0. From (1) and from the definition of xk and yk 
it follows that O,(~,I])(+)= O,(rj,q)(y,). Hence, there exist two sequences 
x;,x;,x;,... and x&x;‘,x;‘,... of traces of M(A,Z) such that 
xk=x;x;, rl(x;)=rl(y;) and rl(A’)=r(A’), Vk>O. 
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Now we have u0u1u2 .. . =x0x1x2 . . . =x~(x;x~)(x;~x;)... and r(xb)=r(yb)=~(z~), 
and ~(~~x;+~)=~(y~y~+~)=~(z~+~) for k>O. Therefore v,,01u2 .. . EY]-‘(s)(~-~(~))~ 
and the lemma is proved. 0 
Corollary 3.12. Let T be a subset of M”(A, I) weakly recognized by a morphism 
n : M(A, Z)+S into a finite monoid S. Then the morphism O,(n, n): M(A, I)+ OI(S, S) 
recognizes T. 
Proof. Let y= 01(~,~) and suppose that t4=uou1u2 . . . ET, where ViEN, utEM(A,Z). 
Since q weakly recognizes T there exists a linked pair (s,e)~P(s) such that 
uE~-‘(s)(~-‘(e))w G T. 
But by Lemma 3.11 we get 
As a corollary to Lemma 3.10 and Corollary 3.12 we obtain the following result. 
Theorem 3.13. A subset T of M”(A, I) is weakly recognizable if and only if it is 
recognizable. 
The rest of this subsection is devoted to an extended discussion of the structure of 
diamond product. Since this discussion does not affect the other sections, it can be 
skipped at the first reading. 
An equivalence relation N over M(A, I) is said to be independence invariant if it 
satisfies the following condition for all tl, t2,r1, r,EM(A, I): 
if tl N t2 and rr N r2 then (tl,r,)EZ o (t2,r2)EZ. 
Note that this definition says simply that if X1 and X2 are equivalence classes of 
2: then either all elements of Xl are independent of all elements of X2 or all elements 
of XI depend on all elements of X2. 
A relation N over M(A, I) is an independence-invariant congruence if it is an 
independence invariant and a congruence over M(A, I), i.e. it satisfies the previous 
condition and, moreover, for all tl,t2,r1,r2EM(A,Z), 
if tl ‘v t2 and rl N rz then tIr, 1 t2r2. 
Let il: be an independence-invariant congruence over M (A, I) and let H = M (A, I)/ = 
be the quotient monoid of M(A, I) by N. By 4: M(A,Z)+H we shall denote the 
canonical morphism mapping each trace tEM(A, I) to its equivalence class under =. 
Now we can generalize the construction of diamond product OI(S, Q) by defining 
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the monoid O1(S, Q, H), whose elements are subsets of S x H x Q x H and for 
R,, R, G S x H x Q x H, the multiplication RI 0 R2 yields the following set: 
~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~~ i=l,L and 
~tlEt-1h)3 vt2Et:-1(g2), @l,tZ)d}. 
In consequence, the diamond product O,(qi, ~2) of morphisms, where vi : M(A, I)-+S 
and q2 : M(A, Z)-+Q, generalizes to the morphism 
defined by 
are such that t = uw}. 
It is straightforward to verify that the definitions of O,(S, Q, H) and O1(q,, ~2,5) are 
sound and that all proofs involving the diamond product can be carried out without 
any substantial modifications with this generalized product. In fact, the diamond 
product defined previously is a special case of the generalized diamond product. To 
see it, let us note that the equivalence relation N defined by 
Vt,, t2EM(A,I), t1 = t2 if alph(t,)=alph(t,) 
is an independence-invariant congruence and the quotient monoid H = M(A, I)/ N is 
then isomorphic with the monoid (P(A), u, 8) of all subsets of A, where the monoid 
operation is the set union and the neutral element is the empty set. Thus, we see that 
oI(S,Q)=OI(S,Q,~(4) and 0,(1,,~2)=OI(~1,~2,al~h), where alph:M(A,I) 
+9(A) is the morphism mapping each trace t to its alphabet alph(t). 
Let N 1 and N 2 be two independence-invariant congruences such that N 1 G 1: 2 and 
let Hi= M(A, 1)/‘-i, i= 1,2. Then the monoid H2 is a quotient of HI and similarly 
O1(S, Q, H,) is a quotient of O1(S, Q, H,). This remark indicates that it would be 
interesting to find the greatest independence-invariant congruence, since, if it exists, it 
would induce the smallest diamond product which is a quotient of all other diamond 
products, so is the best in some sense. 
Let No be the equivalence relation over M(A, I) defined in the following way: 
t, =gt2 if VrrzM(A,I), (tl,r)EI o (t2,r)EZ. 
This relation is the greatest independence-invariant congruence. Indeed, immediately 
from the definition it follows that No is the greatest independence invariant, whereas 
the fact that N is also a congruence over M(A, I) follows from the following 
observation: 
Vtl, tz,reM(A,I), (tl t2,r)eI iff (tl,r)eZ and (t2,r)EI. 
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To express zvs in a more explicit way note that for t, reM(A, I), (t, r)EZ iff (t, rp(a))~Z 
for each uEalph(r). Thus, 
t1 zst2 iff VaEA, (tl,cp(a))EZ 0 (t2,47(u))EZ. 
But for each trace t, {UEA 1 (t, cp(a))~Z:=A\D(ulph(t)), where D(fi)={c~A ) 3b~fl, 
(b, c)ED} for /3 G A. Thus, we get 
t1 zvg t2 iff D(alph(t,))=D(ulph(t,)). 
The quotient monoid H,= M(A, I)/-, is isomorphic with the monoid PgD= 
({D(P)IPGA}, u>0), h w ose elements are subsets of A of the form D( /3), where p ranges 
over P(A), the monoid operation is set union and the empty set 0 = D(0) is the neutral 
element. Indeed, the previous condition implies that the mapping f such that 
f([t]_,)=D(ulph(t)) is a bijection between H, and SgD and moreover we have 
Thus, 
is the best of all diamond products, where 5, : M(A, Z)-+BgnD is the morphism defined 
by &(t)=D(ulph(t)) for teM(A, I). We can also define multiplication over 
O,(S, Q, 9gD) in a more explicit way, without any reference to the mapping 5,. First 
let us note the following fact. 
Lemma 3.14. Let tl, t2eM(A,Z), aI =D(ulph(t,)), a2=D(uZph(t2)). Then tl and t2 are 
independent i;fSD-‘(tll)xD-1(a2)sZ, where D-‘(/?)={u~.4~D(u)e~). 
Proof. First note that ulph(ti) E D-‘(q), i= 1,2. Thus, D-‘(al) x D-‘(~2) C_ Z yields 
ulph(tl) x ulph(t,) G I, i.e. (tl, t2)EZ. 
Now suppose that D-‘(N~)x D-‘(ccz) is not contained in Z and (u,b)~ 
Dn(D-‘(al) x D-‘(al)). Since ~ED-‘(GI~) and (u,b)~D we have and ~a~= 
D(uZph(t,)), i.e. there exists cEulph(t,) such that (u,c)~D. From this fact and from 
u~D-‘(cr~) it results that cud G LYE =D(alph(t,)). Therefore, for some dEulph(tl), 
(c,d)~D; hence, (d,~)EDn(ulph(t~) x ulph(t2)) and tl, t2 are not independent. Cl 
Using this lemma we obtain the following formula for the multiplication in 
016% Q,BQd: 
R1aR2={(S1S2~C(1uC12~~l~2~P1uP2)I(Si~ai~qi~Bi)ERi~ i=L2 
and D-‘(f11)xD-‘(~2)~Z} 
for R,,RZ~SxF9DxQxF9~. As remarked previously, the diamond product 
O1 plays the same role for traces as the Schiitzenberger product for words. But the 
relation between these two products is even more closer. 
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Let I = 8. Then 9gD = (8, A} since D(0) = 0 and D( 8) = A for each nonempty subset 
0 of A. Note also that the canonical mapping cp :A*-rM(A, 0) is a monoid isomor- 
phism, which allows us to identify these monoids. Moreover, it turns out that in fact 
the diamond product Os(qI, q2, 4,) in the case of empty independence relation and the 
Schiitzenberger product q1 0 q2 of morphisms coincide. 
3.3. Closure properties of recognizable trace languages 
In this section we examine basic closure properties of various families of recogniz- 
able trace languages. Let us note that the closure under union, intersection, comp- 
Iementation and concatenation can also be proved by means of Remark 3.3 and 
Proposition 3.5 ([9,20,33-j). 
Proposition 3.15. The families Rec_M(A, I), Rec_M”(A,Z) and Ret-M “(A,I) 
are closed under the boolean operations of finite union, jinite intersection and 
complementation. 
Proof. Throughout this proof, M stands for one of the sets M(A,Z), M”(A,I) or 
M”(A, I). Let q : M (A, Z)-+S be a morphism into a finite monoid such that 
q-‘(l)= {l} recognizing a subset T of M. From Remark 3.2, for any sequence 
to,t1,t2,... of finite traces either 
rl-‘(~(t0))~-‘(r(tl))YI-‘(tl(t2))... s T 
or 
i.e. pl recognizes the complement i; of T as well. 
Now let vi : M(A, I)+Si be morphisms into finite monoids recognizing subsets 7;:, 
i= 1,2, of M. Let y : M(A, Z)-+S, x S2 be the morphism into the direct product of S1 
and S2 defined by y(r)=(?I(t),I?2(t)) for each trace t of M(A,Z). We shall show that 
y recognizes TI n T2. For any finite trace t we have 
r-‘(y(t))={ueM I vl(u)=vl(t) and v2(u)=v2(t)J 
=?;‘(?l(t))nrl;l(r/2(t)). 
Assume that t,t,t2 . . . E T1 n T2, where each ti belongs to M(A, I). Then for i= 1,2, 
r-‘(Y(to))Y-‘(Y(tl))Y-‘(Y(t2))... ~~;‘(~i(to))?;‘(?i(tl))?;‘(?i(t2))... E Tt 
and we see that y recognizes TI n T,. In this way we have proved that Ret_ M is 
closed under complement and finite intersections. The closure under finite union 
follows immediately since Tl u T2 can be written as m. 0 
Note that Proposition 3.15 implies that a subset T of M “(A, I) is recognizable if 
and only if the sets Tn M(A, I) and TnM W(A, I) are recognizable. 
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The closure of the family Rec_M(A, I) under multiplication was proved indepen- 
dently by Fliess [17], Cori and Perrin [9] and Ochmanski [33]. We extend this result 
by proving that the family Ret_ M m (A, I) is closed under multiplication. 
Proposition 3.16 (Gastin [20]). If T, and T2 are recognizable subsets ofM m (A, I) then 
T1 . T, is also recognizable. 
Proof. Let qI and q2 be morphisms into finite monoids recognizing T1 and T2, 
respectively. We shall prove that O,(y,, q2) recognizes T1 T,. 
Let tET,T2, t=tIt2 for some tIET1 and t2ET2, let uo,uI,uz,... be a sequence of 
elements of M(A,Z) such that t=uouIu2... By Lemma 2.6 there exist sequences 
u;,u;,u;,... and u&u~, UT, . of traces of M(A, I) such that 
(1) U~U~‘=Ui for all i>O, 
(2) u;u;u; . . . =t1 and u~u;‘u;‘... =t2, 
(3) (ul’,uJ)EZ for all i<j. 
Let ~~,2)r,21~ . . . be a sequence of elements of M(A, I) such that 
(4) vi, OI(rlI, 1?2)(“i)= OI(Yl3 Y2)(“i), 
To prove our claim we have to show that soul a2 . . E T1 T2. But (4) and (1) imply that 
for each i there exist traces II;, vi’ of M(A, I) such that 
(5) Uia:)=Ui, ~l(~f)=~~(~~) and ~2(~~‘)=~2(~;‘) 
and 
(6) alph(u:)=alph(u:) and alph(vl’)=alph(u:‘). 
The last condition and (3) yield 
(7) (v~‘,u~)EZ for all i< j. 
Let r,=vbv;v;... and rz=vgv;‘u;’ . . . . Since q 1 recognizes T1 and t 1 E T1, (5) implies 
that rIET1. Similarly, we obtain r2E T,. But from (7) we get, by Lemma 2.6, that 
uourv2 . . . =(vbu~)(o;v~)(u;uE)... =(u;u;u; . ..)(u.uyu; . ..) 
=rIr2ET,T2. q 
As is well known, the family Ret- M(A, I) (and hence Rec_Mm (A, I) as well) is not 
closed under finite iteration. The standard counterexample is the following. 
Example 3.1. Let A = (a, b}, Z = {(a, b), (b, a)} and T= (q(ab)} E Ret- M(A, I). Then 
T*={cp((ab)“)In20} and cp-‘(T*)=(xE{a,b}*IIxl.=Ixlb} is not a recognizable 
subset of A*, hence, by Proposition 3.3, T* is not recognizable. 
An extension of Kleene’s and Ochmahski’s theorems to infinite traces 193 
On the other hand, it is worth noticing that T”= {cp((ub)“)} is a recognizable subset 
of M”(A,Z) since ~-l(TW)={x~AWI(xlll=Ix(b=O} is a recognizable subset of A”. 
The syntactic congruence of T” has four classes {q(l)}, {C&Z”)) n> 11, {cp(b”)) rz> l} 
and {cp(akb”) 1k, n 3 l} and, as one can verify immediately, it recognizes T”. 
The following example shows that Ret-M “(A, I) is not closed under infinite 
iterations. 
Example 3.2. Let A = {a, b, c}, T= {(a, b), (b, a)} and T= {rp(ub), q(c)}. Obviously T is 
recognizable. To show that T” = cp( {ab, cl”‘) ’ 1s not recognizable it suffices to observe 
that the syntactic congruence of T” has an infinite index. 
We set U= T”. Then C&Z”) wU ~(a”) lff n = m. Indeed, for II # m we have 
cpV%@“)cp(l ) cp(c))” = cp(~“b”c”)~ u, 
while 
cp(b”)cp(u”)cp(l)(cp(c))“= cp(W)“c”)E u. 
These two examples raise the question about when a finite or infinite iteration of 
a subset T of Rec_M(A, I) is actually recognizable. As for the finite iteration, this 
problem was studied extensively (cf. [25,31,32,34]) and many different sufficient 
conditions are known. The most useful of them is the one given by Mktivier [31] (and 
also announced independently by Ochmatiski [33]). In order to formulate this 
condition, we introduce important notions of connected traces and trace components. 
A nonempty subset fi of A is said to be nonconnected if there exist nonempty sets 
bl, pZ such that p1 up2 = /? and p1 x p2 c I; otherwise p is connected. For each 
8 #B G A there exists a unique family {PI,. . . , &) Of nonempty connected Sets such 
that U:= 1 bi = p and fli x fij E I for i # j. The sets PI,. . . , flk are the connected compo- 
nents of fl. 
A nonempty trace t of M “(A,I) is connected if ulph(t) is connected. If t is 
nonconnected then there exists a family {tl, . . . , tk > of pairwise independent connected 
nonempty traces such that t = tl . . . tk. The traces tl, . . . , tk are called the connected 
components of t. Note that then (ulph(t,), . . . , alph(t,)} is the family of connected 
components of ulph(t). This concept has a natural interpretation in terms of depend- 
ence graphs. A trace t is connected iff its dependence graph A(t) is connected. 
Otherwise, A(t) consists of several connected components [vi, Ei, A,], 1 <i < k, all of 
them being dependence graphs, and the traces ti = A - ‘([vi, Ei, nil) are precisely the 
connected components of t. 
Let us consider for instance the trace t from Example 2.1. Then ulph (t) = A has two 
connected components fil = {a, b, c} and fiZ = {d, e}. Similarly, the trace f has two 
connected components, tl = cp(ucbuucb) and t2 = q(ded). 
Proposition 3.17 (Mbtivier [31]). Let T be a recognizable subset of M(A, I) such that 
each truce c of T is connected. Then T* is recognizable. 
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In order to study the closure under o-iteration of recognizable sets, we begin with 
a proposition providing an interesting sufficient condition ensuring the recognizabil- 
ity of the infinite iteration T” of subsets T of M(A, I). 
Proposition 3.18. Let T be a recognizable subset of M(A, I) such that T. T c T. Then 
T” is recognizable. 
Note that the condition T. T E T is obviously equivalent to T= T+. 
Proof. Let q : M(A, Z)+S be a morphism into a finite monoid S recognizing T and 
such that q-‘(l)=(l). (A s seen in the discussion following Definition 3.1, there 
always exists such a morphism for any recognizable subset of M(A, I).) We shall show 
that q weakly recognizes the set T”n M “(A, I). 
Let t~TWnM”(A,Z)andlett,,t,,t,,... be a sequence of traces of T\ {l} such that 
t=t()t1t2 . . . Applying Lemma 3.8 to q and sequence to, tl, tZ, . . . we obtain an infinite 
sequence O< iI < iz < i3 < ... of integers and a linked pair (s, e)EP(S) such that 
(1) rl(t0 ... til_l)=S and q(tik . . . tik+,-l)=e for k3 1. 
NOW note that, since T. T c T, all the traces (to.. . ti, _ 1) and (ti, . . . tik+ 1 _ 1), k > 1, 
belong to T, thus s, eeq(T). But v recognizes T, hence q,‘(q(T))= T, i.e. in particular 
r-‘(s) E T and q-‘(e) G T, which together with (1) implies that 
t=tot1tz . . . EPj -‘(s)(q-‘(e))“c T”nM”(A,I). 
This proves that q weakly recognizes T”nM”(A,Z). If T”nM(A,Z) is not empty 
then 1~ T and we have clearly T”n M(A, I)= T+. Since T+ = T we deduce that 
q recognizes T”n M(A, I). 0 
Corollary 3.19. Let Tc M(A,I). If T*ERec_M(A,Z) then T”ERec_M”(A,I). 
Proof. Follows directly from Proposition 3.18 since T* - T* c T*. 0 
Note that Example 3.1 shows that the inverse of Corollary 3.19 does not hold, 
recognizability of T and T” does not imply that T* is recognizable. The interest of 
Corollary 3.19 stems from the fact that, as we have mentioned previously, numerous 
sufficient conditions ensuring the recognizability of the finite iteration T* of a subset 
T of M(A, I) were discovered recently and all of them may now be applied to the 
infinite iteration as well. In particular, from Proposition 3.17 we get the following 
condition that will be used extensively in the sequel. 
Corollary 3.20. Let T be a recognizable subset of M(A, I) such that all traces of T are 
connected. Then T” is a recognizable subset of M m (A, I). 
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3.4. Normal form of recognizable trace languages 
In this section we present a normal-form theorem for recognizable subsets of 
M”(A,Z) - Theorem 3.22. This theorem shows that a subset T of M”(A,Z) is 
recognizable iff it can be constructed from specific recognizable subsets of M(A, I). 
Sometimes it is useful to consider the set P(A) as a commutative monoid with the 
set union u as the monoid operation. Then the mapping alph: M(A,Z)+S(A) 
associating with each trace t its alphabet alph(t) is a monoid morphism. 
A morphism r~ : M(A, Z)+S is said to be alphabetic if for all traces cl, t2 of M(A, I), 
q(tl)=q(t2) implies alph(t,)=alph(t,). Let q: M(A,Z)+S be a morphism and let 
ii: M(A, Z)+S x B(A) be the direct product of the morphisms r~ and alph, VteM(A, I), 
ij(t)=(n(t), alph(t)). For each trace tEM(A, I) we have 
~-l(~(t))=n-l(n(t))n{u~M(A,Z)(alph(u)=alph(t)} G:?-‘(n(t)). 
Thus, if r~ recognizes a subset T of M”(A, I) then f recognizes this set as well. 
Moreover, f is alphabetic. Thus, we obtain the following result. 
Lemma 3.21. A subset T of M a (A, I) is recognizable iffit is recognized by an alphabetic 
morphism into a finite monoid. 
Now we can pass to the main result of this section. 
Theorem 3.22. A subset T of M “(A, I) is recognizable ifand only ifT is aJinite union of 
languages of the form 
where U, VI,..., Vk are recognizable nonempty subsets of M(A, I) such that there exist 
nonempty connected subsets B1,. . . , Bk of A verifying Vi, 1 <i< k, Vte K, alph(t)= Bi and 
V&j, l<i<j<k, BiXBj~Z. 
Proof. Corollary 3.20 and the fact that the family Ret _ M m (A, I) is closed under finite 
union and multiplication show that each trace language of the form described by the 
thesis is recognizable. 
Now suppose that TERec- M”(A, I). Let q : M(A, Z)+S be a morphism into a finite 
monoid S recognizing T. From Lemma 3.21, we can assume without loss of generality 
that q is alphabetic. Moreover, from Lemma 3.10, q weakly recognizes T, and thus 
T= U rl-1(s)(~-‘(4)“, 
(S,4EPr(S) 
where Pr(S)= ((s, e)EP(S) I 8#n-1(s)(q-‘(e))” c T} and it suffices to show that each 
of the sets r~-‘(s)(q-~(e))~ has the required form. 
In the sequel, we denote by R the set q-l(e). Let (s, e)EPr(S) and let B be a subset of 
A such that 
(1) VtER, alph(t)=B. 
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Let RI,...,& be the connected components of B. Let Z’=Zn(BxZ?) and 
Zj=Zn(Bj x Bj) be the restrictions of I to the sets B and Bj, respectively. It is easy to 
prove (see e.g. [lo]) that the mapping x from N=M(B,,l,)x ... xM(Bk,Zk) into 
M(B,Z’) defined by ~(ti,...,t~)=ti . . . tk is an isomorphism. Then R c M(B, I’) and 
x-‘(R) is a recognizable subset of N. By Mezei’s theorem ([15], Proposition 12.2, 
p. 68) there exist an integer n and languages Ri, jE Rec_M(Bj, Zj), for 1 <i< n and 
1 Q j G/C, such that 
x-‘(R)= U Ri.1 X ‘.. X Ri,k. 
1QiQn 
Let Ri=X(Ri,1 X ... X Ri,k)=Ri,l . ..Ri.ky we obtain 
R= U Ri 
lBi4n 
We claim that 
R”= U RiRj”. 
l<i,jQn 
One inclusion is obvious. Using Lemma 3.7 on the existence of Ramsey’s factoriz- 
ations we show the opposite inclusion. First note that Rf =R, since 
R.R=q-‘(e).r-‘(e)cq-‘(e.e)=q-‘(e)=R.Nowlet fbeanymappingfromRinto 
the set {l,..., n> such that for each PER, rERfcrJ. Let ro,r1,r2,... be any infinite 
sequence of elements of R. From Lemma 3.7 it follows that there exists 1, 1 d 1 d n, and 
an infinite sequence 0 < i0 < ii < i2 . such that f(ri, . . . rik+, _ 1 ) = 1 for all k 2 0. Thus, 
rorlrZ . . ER,R 7, where m=f(ro . . . rio _ 1 ) and the opposite direction is proved. 
Hence we obtain 
q-‘(s)(yI-l(e))w= U r-‘(s)RiR~, . . . Ryk. 
14i,jbn 
Moreover, from alp/z(r) = B for all rE R, we deduce that alph(r) = Bi for all rERi,j and 
therefore the theorem is proved. 0 
4. Rational, c-rational and SC-rational sets of traces 
The aim of this section is to study the relationship between recognizable subsets of 
M m (A, I) and the languages which can be generated starting from atomic actions and 
applying modular operators (union, concatenation and iterations). We introduce 
three families of trace languages - c-rational, SC-rational and rational trace languages 
- and prove that the first two of these families coincide with the family of recognizable 
trace languages and are included in the family of rational sets of traces. Moreover, we 
show a kind of normal-form theorem for rational trace languages. 
In the sequel, for any trace tE M co (A, I) we shall denote by C(t) the set of connected 
components of t (cf. Section 3.3). Moreover, for a subset T of M “(A, I) we set 
C(T)=U,,,C(r). 
We begin with some auxiliary lemmas. 
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Lemma 4.1. If T is a recognizable subset of M m (A, I) then C(T) is recognizable as well. 
Proof. Suppose that T is recognized by a morphism ‘I: M(A, Z)-+S. Let 
f: M(A, Z)+S x9(A) be the alphabetic morphism defined by f(t)=(q(t), alph(t)) (cf. 
Section 3.4). We shall show that f recognizes C(T). 
Let u0,u1,u2 ,... and uo,u1,02 ,... be two sequences of finite traces such that Vi, 
q(ui) = vl(ui). This implies that 
(1) vi, ?(“i)=V(ui) 
and 
(2) Vi, dph(ui)=dph(vi). 
Let u=uou1u2 . . . . u=uou1u2... and suppose that UEC(T). Then there exists a trace 
reM “(A, I) such that (u, r)EZ and urE T. Let ro, rl, r2, . . . be any sequence of elements 
of M(A,Z) such that r=ror1r2 . . . Since (u,r)EZ, we have 
(3) (Ui, rj)EZ for all i, j. 
Therefore,ur=(uOu~u2...)(rOr~r2...)=(uOrO)(uIr1)(u2r2)...N~~by(1)wegetforall 
i, u(uiri) = q(uiri). Hence, as urE T and q recognizes T, we obtain that 
(uoro)(olrl)(u2r2)... ET. 
But (2) and (3) imply that (vi, rj)EZ for all i, j. Thus, we have 
ur=(uoulu2 . ..)(ror1r2 . ..)=(uoro)(u1rl)(u2r2) . . . ET. 
Now observe that (2) implies alph (u) = alph(u); thus, u is connected iff u is connected. 
Summarizing, we see that u is a connected component of the trace ure T, i.e. UE C(T) 
and yI recognizes C(T). 0 
Lemma 4.2. Let TGM”(A,Z), Tf=TnM(A,Z), Ti=Tr\M”(A,Z) and n=card(A). 
Then 
T*= fi (TJ Ti)kTT 
k=O 
and 
T”= ~ (T; Ti)kT~. 
k=O 
Proof. Let te T*, t = to.. . t,, where each ti belongs to T. Since for all UEM “(A, I) and 
UE M m (A, I), u. u is defined iff alph, (u) x alph (u) G I, the sequence to,. . . , t, can contain 
at most card(A) traces of M “(A, I). Thus, there exists k, 0~ kdcard(A), such that 
t@T; Ti)k Tf* . This proves the inclusion 
T*s lj (TJT,)“T/*. 
k=O 
The inverse inclusion is obvious. The proof of the second formula is similar. 0 
198 P. Gastin. A. Petit and W. Zielonka 
Corollary 4.3. Let T be a recognizable subset of M “(A, I) such that all traces of T are 
connected. Then T* and T” are recognizable. 
Proof. Let Tf= Tn M(A, I) and Ti= Tn M”(A, I). By Proposition 3.17 and Corol- 
lary 3.20, Tlfr and TT are recognizable. Now the thesis follows directly from 
Lemma 4.2, since the family of recognizable sets is closed under finite union and 
concatenation. 0 
Now we are ready to introduce and examine two new operations on trace lan- 
guages. Let T E M m (A, I). The jinite and injinite concurrent iterations of Tare defined 
in the following way: 
Tc-*=(C(T))* and T’-“=(C(T))“. 
As a direct consequence of Lemma 4.1 and Corollary 4.3 we obtain the following 
result. 
Theorem 4.4. If T is a recognizable subset of M “(A,Z) then Tc-* and T’-” are 
recognizable. 
We shall now present three important families of trace languages: rational, c- 
rational and SC-rational trace languages. 
The family Rat- M(A, I) of rational subsets of M(A, I) is the smallest family 9 of 
trace languages such that 
(Rl) 0~9 and VaEA, {cp(a)}EF, 
(R2) if T,,T,EF then T,uTz~g and T1.T2~9-, 
(RAT) if TEF then TEEN. 
The family Rat-Mm (A, I) of rational subsets of Mm (A, I) is the smallest family 
9 of trace languages verifying (Rl), (R2), (RAT) and the condition 
(RAT,) if TEB then T”‘E~. 
The family SC _ Rat _ M (A, I) of SC-rational subsets of M (A, I) is the smallest family 
9 of trace languages verifying (Rl), (R2) and the condition 
(SC-RAT) if TEE and all traces of Tare connected then T*EF. 
Similarly, the family SC_ Rat _ M m (A, I) of SC-rational subsets of M m (A, I) is the 
smallest family 9’ satisfying (Rl), (R2), (SC-RAT) and 
(SC-RAT,) if TEF and all traces of T are connected then TOEF. 
Finally, the families c_Rat_M(A, I) and c_Rat_M”(A, I) of c-rational trace 
languages are defined as the families Rat_ M(A, I) and Rat-M “(A, I) with (RAT) 
and (RAT,) replaced respectively by the following conditions: 
(C-RAT) if TEF then T’-*EF-, 
(c-RAT,) if TEF then T’-“‘EF. 
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Let us note that the following inclusions obviously hold: 
sc_Rat_M(A,Z)cRat_M(A,Z) 
and 
Moreover, from Propositions 3.15 and 3.16 and Theorem 4.4, it follows that 
c_Rat_M(A,Z)cRec_M(A,Z). 
Ochmariski 1331 has proved that for each recognizable subset of M(A, I) there exists 
a rational expression defining this set such that all finite iterations occurring in this 
expression are applied only to sets that contain exclusively connected traces. Using 
our notation this fact is expressed by the following inclusion: 
Rec_M(A,Z)Csc_Rut_M(A,Z). 
Let us note that while OchmaIiski distinguished the family c-Rat _M(A, I), he did 
not introduce explicitly the family of SC-rational sets. Summarizing all these inclusions 
we get the following result. 
Theorem 4.5 (Ochmariski [33]). 
sc_Rut_M(A,Z)=c_Rut_M(A,Z)=Rec_M(A,Z)~Rat_M(A,Z). 
As it turns out, this theorem generalizes to subsets of A4 m (A, I). 
Theorem 4.6. 
sc_Rut_M”(A,Z)=c_Rut_M”(A,Z)=Rec_M”(A,Z) 
E Rut-M “(A, I). 
Proof. Again the inclusions 
sc_Rut_M”(A,Z)~Rut_M”(A,Z) 
and 
sc_Rut_M”(A,Z)~c_Rut_M”(A,Z) 
are obvious. From Propositions 3.15 and 3.16 and Theorem 4.4, we get that 
c_Rat_M”(A,Z)cRec_M”(A,Z). 
To accomplish the proof it suffices to show that 
Rec_M”(A,Z)~sc_Rut_M”(A,Z). 
Let TERec_M”(A,Z) and Tf= TnM(A,Z), Ti=TnM”(A,Z). By Theorem 4.5 
(1) Tf~Rec_M(A,Z)=sc_Rut_M(A,Z)~sc_Rut_M”(A,Z). 
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By Theorem 3.22, Ti is a finite union of sets of the form U Vy . . . V,O, where 
u, VI,..., Vk belong to Rec_M(A,Z)=sc_Rat_M(A,Z) and all traces of each of the 
sets K are connected. Therefore, 
(2) Ti~sc_Rat_M”(A,Z) 
as well. These two facts (1) and (2) show that T~sc_Rut_M “(A, I). 0 
The classical Kleene theorem states the equality of recognizable and rational 
subsets of the free monoid A*. Similar fact holds also for subsets of A”: recognizable 
and o-rational subsets of A” coincide [37]. The equalities Rec_M(A,Z)= 
c_Rat_M(A,Z) and Rec_M”(A,Z)=c_Rat_M”(A,Z) can be interpreted as 
counterparts of the Kleene theorem with finite and infinite iterations replaced by 
c-iterations. 
We end this section with a characterization of rational subsets of Moo (A, I). Let 
TsM”(A,Z), asA. Then P,(T) will denote the set {t~TIulph(t)=cc}. First we 
establish two auxiliary lemmas. 
Lemma 4.7. Let TERut_M(A,Z). Then VNCA, P,(T)ERut_M(A,Z). 
Proof. The proof is carried out by structural induction on rational expressions. 
(Rl) P,((b)=@ERut_M(A,Z), P~,r((cp(u)})={q(u)}~Rut_M(A,Z) and if CX#(U> 
then P,({cp(u)})=$kRut_M(A,Z). 
(R2) Let T1, T2 E Rut_M(A, I) and c( c A. Then 
P,(T,uT,)=P,(T,)uP,(T,) 
and 
the thesis follows from the induction hypothesis for T1 and T,. 
(RAT) Let TGM(A,Z) and @GA. We set Q,(T)={t~TIulph(t)~cr}= 
UBEOIPp(T). Then 
P,(T*)=U(Q,(T))*.P,,(T).(Q,(T))*.P,,(T). 
(Qm(T))* . ..J'm.(T).(Qa(T))*, 
where the union is taken over all sequences cur, .. . , ctk of subsets of cx such that 
ctl u ... UCQ =CI and ai#clj for i#j and now the thesis follows from the induction 
hypothesis for T. 0 
Lemma 4.8. Let S, T s M(A, I). The following formulas hold: 
S”. T= u P,(S+).P,(T).(PB(S+))Y 
S”. T”= U Pa(S+).Py(T+).(Pp(S+).Pa(T+))W. 
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Proof. Observe first that the right-hand side is obviously included in the left-hand 
side. Conversely, let YES”. T; then there exist rO, rl, r2,. . . in S and s in T such that 
t=r.s, where r=rOrlrz . . . Let ~=alph(r), /?= alph,(r) and y = alph(s). Since the 
product r * s is well defined, we have fi x y G I. Now there exists an increasing sequence 
O<i,<i, <i, ... of integers such that alph(r, . ..~~~_~)=a nd alph(rik_, . . . rik-l)=p 
for all k>O. Finally, we obtain 
t =r.S=(r~ . . . riO_ l).S.(rio . . . ri, _ 1). (riI . . . ri2- 1) ... 
l ~,(S+W,(T)+‘~(S+)Y”, 
which proves the first formula. 
The proof for the second formula is similar. 0 
Theorem 4.9. A trace language T c M * (A, I) is rational if and only ifT is ajnite union 
of sets of theform R-S”, where R,SER~~_M(A,Z). 
Proof. Let 9 be the family of languages which are finite unions of sets of the form 
R.S”, where R, SERat- M(A, I). Clearly, the family 9 is contained in 
Rat-M “(A, I). We shall show that the family F satisfies the conditions (Rl), (R2), 
(RAT) and (Rat,) which proves the converse inclusion. 
(Rl) More generally, Rat_M(A,Z)cg since for RERat_M(A,I) we have 
R=R.{~}“EF. 
(R2) The family F is clearly closed under finite union. The closure under concat- 
enation follows from Lemmas 4.7 and 4.8. 
(RAT) and (RAT,) Let TEF, there exist an integer n and rational sets 
Rl,S ,,...,R,,S,ERat_M(A,I)suchthat T=u 1 Qisn RiSY. We may assume that, for 
some rn~{O,..., n}, we have 1 ESi if and only if 16 i<m. As in Lemma 4.2, we set 
T,=TnM(A,I) and Ti=TnM”(A,I). Then we have Tf=U,<i<,RiS: and 
Ti= U Idi<, Ri (Si\{l})“. Note that if SERat_M(A, I) then S\(l) = Ua+s P,(S) is 
rational too. Therefore, T+Rat_M(A, I) and we obtain TT, Ty, T;:E.%. Using 
Lemma 4.2 and the closure of 9 under finite union and concatenation we deduce that 
T* and T” are in 9. 0 
As a direct consequence of this normal form, we obtain a close link between rational 
word languages and rational trace languages. Note that this generalizes the corres- 
ponding well-known result for finite traces. 
Corollary 4.10. A language T E M co (A, I) is rational if and only if there exists a ra- 
tional language L E A” such that T= q(L). 
5. Conclusions 
In this paper, we have investigated properties of the families of rational and 
recognizable sets of infinite traces. 
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A normal form for the rational languages of infinite traces (Theorem 4.9) has been 
given. Several characterizations of the family of recognizable languages of infinite 
traces have also been proposed. Extending the Schi_itzenberger product to the dia- 
mond product, we have proved that the families of recognizable languages and weakly 
recognizable languages coincide (Theorem 3.13). Then, we have shown that the 
infinite iteration T” of a recognizable language T of finite traces is recognizable if its 
finite iteration T* is recognizable (Corollary 3.19). This fact has several interesting 
consequences. First, a kind of normal-form theorem (Theorem 3.22) for recognizable 
languages of infinite traces is derived from this result. Second, OchmaIiski’s theorem 
on finite traces and Bi.ichi’s theorem on infinite words are extended to infinite traces. 
More precisely, we prove that the families of recognizable and c-rational languages of 
infinite traces are equal (Theorem 4.6). 
We would like to point out some recent advances in the theory. Using, in particular, 
one of our main results (Theorem 4.6), a characterization of recognizable languages of 
infinite traces as languages definable in monadic second-order logic is proposed in 
[14]. In [21] finite-state asynchronous automata, initially constructed to work on 
finite traces [S, 391, are adapted to infinite traces and it is proved that they accept 
exactly all recognizable sets of infinite traces. However, note that the automata of [21] 
generalize Biichi non-deterministic automata on infinite words. The problem of how 
to construct for infinite trace languages a suitable counterpart of Muller deterministic 
automata has been solved recently in [13]. 
Finally, in [12] recognizability questions are addressed in the framework of com- 
plex traces. Some results presented in our paper are basic in that theory. 
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