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Abstract
We investigate varies correlation functions of modular Hamiltonians defined with
respect to spatial regions in quantum field theories. These correlation functions are
divergent in general. We extract finite correlators by removing divergent terms for
two dimensional massless free scalar theory. We reproduce the same correlators in
general two dimensional conformal field theories.
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1 Introduction
Modular Hamiltonian of a spatial subregion is a natural and fundamental object in QFT
[1]. In QFT defined with a cut-off, it is the logrithmic of the reduced dentity matrix ρA,
HˆA = − log ρA. It plays a central role in quantum information theory. Entanglement
entropy, relative entropy and other important quantities are constructed from modular
Hamiltonian [2–5]. It has also been used to obtain many interesting results, such as
the Bousso bound [6–8], first law of entanglement entropy [9], the proof of varies energy
conditions [10, 11] and contrains of correlation functions [12].
Modular Hamiltonian is in general a highly non-local operator, though for certain sym-
metric situations it could be analytic. When the subregion is Rindler wedge of Minkowski
spacetime and the state is in vacuum, modular Hamitonian is the boost generator which is
a smeared operator of stress tensor in Rindler wedge [13]. A nice realization of this result
is Unruh effect [14]. For a spherical region in a conformal field theory, an integral form
could be found by conformal transformation of the Rindler wedge [15]. In two dimensional
2
free field theory, a bilocal form of modular Hamiltonian can also be obtained for several
disjoint intervals [16,17]. For a conformal field theory in a state which has a gravitational
dual, a 1/GN expansion of modular Hamiltonian has also been proposed [18, 19] from
bulk,
Hˆbdy =
Aˆext
4GN
+ Hˆbulk + · · ·+ o(GN), (1.1)
where the first term is an area operator of Ryu-Takayanagi [20] surface, Hˆbulk and other
higher order terms are bulk modular Hamiltonian of the corresponding bulk region. Un-
fortunately, modular Hamiltonian is not additive, in the sense that modular Hamitonian
of two disjoint regions is in general not the summation of modular Hamiltonian in each
seperate region
HˆA∪B 6= HˆA + HˆB, (1.2)
which makes it hard to study multi-region quantities.
Re´nyi entropy is divergent for continuous quantum field theories 2 , however, one
can still obtain interesting information by taking care of the cut-off. By definition, it is
essentially a combination of correlation functions of modular Hamiltonians, the divergence
is partly due to the singularity when two or more modular Hamiltonians collide in the
same region. Therefore, one could imagine the following correlation function
〈HˆmA HˆnB〉, m ≥ 1, n ≥ 1 (1.3)
is also divergent in general. However, we will show that one can extract interesting finite
result by removing the divergent part carefully in specific examples. The point is to define
so called connected correlation function
T
(m,n)
A∪B ≡ 〈HˆmA HˆnB〉c, m ≥ 1, n ≥ 1 (1.4)
for two finite disjoint regions. We will specify the details of the construction and compute
(1.4) for massless free scalar and general conformal field theories in the following sections.
The correlation function (1.4) is not directly related to Re´nyi entropy of two disjoint
regions since (1.2). However, it may provide another way to understand the correlation
between two disjoint regions.
The structure of this paper is as follows. We will introduce a generator of (1.4) in
section 2 and study the generator explicity in two dimensinal massless free scalar theory
in section 3. In section 4, we reproduce the same result of section 3 using technics of
two dimensional conformal field theory. We will comment on the implications to operator
product expansion of reduced density matrix and constraints on holograhic dual (1.1) in
section 5 and 6. Conclusions and discussions are collected in the last section.
2Recently, there is a revisit of the modular Hamiltonian from algebraic quantum field theory [21]. The
technical difficulty to define reduced density matrix in general continuous quantum field theory will not
affect the result in this work.
3
2 A generator of correlation functions
We consider a system with a density matrix ρ. The modular Hamiltonian corresponding to
region A(or B) is HˆA (or HˆB). A and B are assumed to be spacelike and disjoint, therefore
from causality, the commutator of HˆA and HˆB is zero. A generator of correlation function
(1.4) is
TA∪B(a, b) = log
〈e−aHˆA−bHˆB〉
〈e−aHˆA〉〈e−bHˆB〉 , (2.1)
where we have inserted a normalization factor such that TA∪B(a, b) is zero whenever
〈e−aHˆAe−bHˆB〉 = 〈e−aHˆA〉〈e−bHˆB〉. An alert reader may realize that there is a similar
quantity in the context of Wilson loop. If we replace e−aHˆA and e−bHˆB by two seperated
Wilson loops, then (2.1) is the logrithmic of the correlator of two Wilson loops. Expanding
(2.1) around (a, b) = (0, 0),
TA∪B(a, b) =
∞∑
m.n=1
Cmm+nT
(m,n)
A∪B a
mbn, (2.2)
the coefficient before ambn is the connected correlation function (1.4). The summation is
from (m,n) = (1, 1) because TA∪B(a, 0) = TA∪B(0, b) = 0. More explicitly, we have
T
(m,n)
A∪B =
∂m+nTA∪B(a, b)
∂am∂bn
∣∣
a,b=0
, (2.3)
the first few orders are 3
T
(1,1)
A∪B = 〈HˆAHˆB〉 − 〈HˆA〉〈HˆB〉, (2.4)
T
(2,1)
A∪B = −〈Hˆ2AHˆB〉+ 〈Hˆ2A〉〈HˆB〉+ 2〈HˆAHˆB〉〈HˆA〉 − 2〈HˆA〉2〈HˆB〉, (2.5)
T
(3,1)
A∪B = 〈Hˆ3AHˆB〉 − 〈Hˆ3A〉〈HˆB〉 − 3〈Hˆ2AHˆB〉〈HˆA〉 − 3〈Hˆ2A〉〈HˆAHˆB〉+ 6〈Hˆ2A〉〈HˆA〉〈HˆB〉
+6〈HˆAHˆB〉〈HˆA〉2 − 6〈HˆA〉3〈HˆB〉, (2.6)
T
(2,2)
A∪B = 〈Hˆ2AHˆ2B〉 − 2〈Hˆ2AHˆB〉〈HˆB〉 − 2〈Hˆ2BHˆA〉〈HˆA〉 − 2〈HˆAHˆB〉2 − 〈Hˆ2A〉〈Hˆ2B〉
+2〈Hˆ2A〉〈HˆB〉2 + 2〈Hˆ2B〉〈HˆA〉2 + 8〈HˆAHˆB〉〈HˆA〉〈HˆB〉 − 6〈HˆA〉2〈HˆB〉2. (2.7)
We don’t present the correlators for m < n since the defintion is symmetric under the
exchange of A and B. Generator (2.1) is not easy to evaluate in general. We will focus
on two dimensional massless free scalar theory in the following section and then extend it
to general conformal field theories. The advantage of two dimensional conformal system
is that the modular Hamiltonian of a single region is well known.
3Note in our convention, there is an additional minus sign for odd m+n constrast to usual connected
correlation functions.
4
3 Two dimensional massless free scalar
To get familiar with the concept TA∪B(a, b), we will compute the generator (2.1) in two
dimensional massless free scalar system. The system is in vacuum with Lagrangian
L = 1
2
∂µφ∂
µφ. (3.1)
We use t, z to denote spacetime coordinates
xµ = (t, z). (3.2)
Region A (B) is an interval with radius RA(RB) whose center is at zA(zB),
A = {(0, z)|x2 ≤ z ≤ x1}, (3.3)
B = {(0, z)|x4 ≤ z ≤ x3}, (3.4)
where the end points of the intervals are
x1 = zA +RA, x2 = zA −RA, x3 = zB +RB, x4 = zB − RB. (3.5)
A and B are disjoint, we can assume
x1 > x2 > x3 > x4. (3.6)
Massless free theory is a conformal field theory, there is a unique cross ratio
ξ ≡ x12x34
x13x24
(3.7)
where
xij = xi − xj . (3.8)
The cross ratio is always between 0 and 1,
0 < ξ < 1. (3.9)
Another quantity which is related to cross ratio is
η ≡ x12x34
x14x23
=
ξ
1− ξ . (3.10)
η is between 0 and ∞,
0 < η <∞. (3.11)
Modular hamiltonian of region A is
HˆA = 2π
∫ x1
x2
dz
R2A − (z − zA)2
2RA
Ttt(z) (3.12)
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where the stress tensor Ttt is
Ttt =
1
2
[(∂tφ)
2 + (∂zφ)
2]. (3.13)
The integral is evaluated at constant t = 0 slice. Unfortunately, a direct expansion of the
exponential function
e−aHˆA (3.14)
leads to divergent terms when two stress tensors Ttt collide. However, as we will show
below, the divergent terms are canceled in the generator (2.1). It would be much easier to
work in momentum space for free scalar. In the following subsections, we will first review
the quantization of a free scalar in general curved spacetime and then quantize a massless
free scalar in an interval. After that, we will discuss the generator (2.1).
3.1 Massless free scalar field in curved spacetime
It is useful to review the general framework [22] of a free scalar field in curved spacetime
since we will quantize a free scalar field in a subregion of Minkowski spacetime. We just
list several key points of this framework. The spacetime we will consider is
ds2 = −N2dt2 +Gijdxidxj , (3.15)
where N is called lapse function and Gij is the d − 1 dimensinoal reduced metric on
the hypersurface of constant time t = t0. The Klein-Gordon inner product of two field
configurations is
(φ1, φ2)KG = −i
∫
Σ
dd−1~x
√−gnµ(φ∗1∂µφ2 − φ2∂µφ∗1), (3.16)
where Σ is the constant time hypersurface and nµ is its unit norm vector. Klein-Gordon
equation in spacetime (3.15) is solved by a set of complete set of eigenmodes fi(x). Eigen-
modes can be dedomposed and normalized to satisfy
(fi, fj)KG = −(f ∗i , f ∗j )KG = δij, (fi, f ∗j )KG = (f ∗i , fj)KG = 0. (3.17)
Therefore the scalar field φ could be decomposed in terms of eigenmodes fi by
φ(x) =
∑
i
(aifi + a
†
if
∗
i ). (3.18)
We will assume fi’s are positive frequency modes and f
∗
i ’s are negative frequency modes,
then coefficients ai and a
†
i are annihilation and creation operators, respectively. It is easy
to show
[ai, aj ] = [a
†
i , a
†
j] = 0, [ai, a
†
j] = δij . (3.19)
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Therefore, one can define vacuum |0f〉 as
ai|0f〉 = 0, ∀i. (3.20)
The subscript f shows that the choice of positive frequency modes fi’s determines the
vacuum. However, there is no unique choice of positive frequency modes in general.
Suppose another complete set of positive frequency modes gI satisfy
(gI , gJ)KG = −(g∗I , g∗J)KG = δIJ , (gI , g∗J)KG = (g∗I , gJ)KG = 0. (3.21)
Then the scalar field φ can also be decomposed in terms of eigenmodes gI by
φ(x) =
∑
I
(bIgI + b
†
Ig
∗
I ), (3.22)
where bI and b
†
I are annihilation and creation operators, respectively. The commutation
relations are
[bI , bJ ] = [b
†
I , b
†
J ] = 0, [bI , b
†
J ] = δIJ . (3.23)
Therefore, one can define vacuum |0g〉 by
bI |0g〉 = 0, ∀I. (3.24)
Vacuum |0f〉 and |0g〉 are not equivalent in general. Since fi eigenmodes are complete, gI
and g∗I can be decomposed in terms of fi and f
∗
i ,
gI =
∑
i
(αIifi + βIif
∗
i ), (3.25)
where αIi and βIi are called Bogoliubov coefficients. The inverse of (3.25) is
fi =
∑
I
(α∗IigI − βIig∗I ) (3.26)
since gI ’s are also complete. Then the annihilation and creation operators ai, a
†
i , bI , b
†
I are
related by Bogoliubov transformation
ai =
∑
I
(αIibI + β
∗
Iib
†
I), (3.27)
a†i =
∑
I
(α∗Iib
†
I + βIibI). (3.28)
Inversely,
bI =
∑
i
(α∗Iiai − β∗Iia†i ), (3.29)
b†I =
∑
i
(αIia
†
i − βIiai). (3.30)
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Therefore, commutation relations (3.19) and (3.23) are equivalent to the following consis-
tency relations of Bogoliubov coefficients∑
I
αIiβ
∗
Ij − β∗IiαIj = 0, (3.31)∑
I
αIiα
∗
Ij − β∗IiβIj = δij . (3.32)
∑
i
αIiβJi − βIiαJi = 0, (3.33)
∑
i
α∗IiαJi − β∗IiβJi = δIJ . (3.34)
αIi and βIi can be treated as elements of matrices α and β, respectively. Then the
consistency relations (3.31) to (3.34) are
αTβ∗ = β†α, αTα∗ = 1 + β†β. (3.35)
and
αβT = βαT , αα† = 1 + ββ†. (3.36)
Finally, before we study massless free scalar field in an interval, we list several results of
two dimensional massless free scalar in Minkowski spacetime
ds2 = −dt2 + dz2. (3.37)
The field can be decomposed into right moving and left moving modes
φ = φR(t− z) + φL(t+ z), (3.38)
where right moving and left moving modes are decouple. We will just consider right
moving modes. Solving Klein-Gordon equation, a complete set of eigenmodes is
fω = Nωe
−iω(t−z), (3.39)
where ω is frequency which is positive ω > 0. By choosing t = 0 time slices and requiring
the standard Klein-Gordon bracket relations (3.17), the normalization constant Nω is
Nω =
1√
4πω
. (3.40)
The scalar field can be decomposed into linear combination of fω and f
∗
ω,
φ =
∑
ω
aωfω + a
†
ωf
∗
ω. (3.41)
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The annihilation and creation operators satisfy the commutation relation
[aω, a
′
ω] = [a
†
ω, a
†
ω′ ] = 0, [aω, a
†
ω′ ] = δ(ω − ω′). (3.42)
Minkowski vacuum |0M〉 is annihilated by aω,
aω|0M〉 = 0, ∀ ω > 0. (3.43)
3.2 Massless free scalar field in region A
Now we can study a massless free scalar field in region A (3.3). The method is similar to
quantize a free scalar in Rindler spacetime [23]. The interval is located at t = 0 time slice
with center position zA and interval length 2RA. The coordinate transformation from
Minkowski spacetime to region A is
t− (z − zA) = RA tanh τ − u
2RA
, t+ (z − zA) = RA tanh τ + u
2RA
, (3.44)
where −∞ < τ, u < ∞ are new coordinates of region A. They cover the causal develop-
ment of A. To see this point, we observe that
τ → ±∞, (t, z)→ (±RA, zA), (3.45)
u→ ±∞, (t, z)→ (0, zA ±RA). (3.46)
After the coordinate transformation, the metric becomes
ds2 = (cosh
u
RA
+ cosh
τ
RA
)−2(−dτ 2 + du2) (3.47)
which is conformally flat. Now we will quantize the massless free boson field in spacetime
(3.47). The Klein-Gordon equation can be solved, the field is still decomposed into right
moving and left moving modes. Again, we will just consider right moving modes. A
complete set of positive frequency modes is
gv = Nve
−iv(τ−u), (3.48)
where v is a positive frequency corresponding to time τ , v > 0. The normalization
constant is still
Nv =
1√
4πv
. (3.49)
Therefore, field in region A could be written as
φ =
∑
v
(bvgv + b
†
vg
∗
v). (3.50)
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The annihilation and creation operators bv, b
†
v satisfy the commutation relation
[bv, bv′ ] = [b
†
v, b
†
v′ ] = 0, [bv, b
†
v′ ] = δ(v − v′). (3.51)
Vacuum in region A is annihilated by bv
bv|0A〉 = 0, ∀ v > 0. (3.52)
Since field φ in region A can also be expanded in terms of Minkowski modes fω given in
previous section, the Bogoliubov transformation between fω and gv modes is
gv =
∑
ω
(αvωfω + βvωf
∗
ω). (3.53)
Since gv’s are not complete in Minkowski spacetime, there is no inverse of transformation
(3.53). The Bogoliubov coefficients are
αvω =
1
2π
√
ω
v
RAe
−iωzA
∫ 1
−1
dseiωRAs(
1 + s
1− s)
−ivRA , (3.54)
βvω =
1
2π
√
ω
v
RAe
iωzA
∫ 1
−1
dse−iωRAs(
1 + s
1− s)
−ivRA . (3.55)
We checked the consistency conditions (3.36) using Bogoliubov coefficients above. Note
(3.35) are not satisfied since gv’s are not complete eigenmodes in Minkowski spacetime.
As we have reviewed in previous subsection, annihilation and creation operators in region
A are related to those in Minkowski spacetime by Bogoliubov transformation
bv =
∑
ω
(α∗vωaω − β∗vωa†ω), b†v =
∑
ω
(αvωa
†
ω − βvωaω) (3.56)
The stress tensor (3.13) in region A can also be casted into right moving and left moving
part. Focusing on right moving part, we find the modular Hamiltonian (3.12) to be
HˆA = 2πRA
∑
v
vb†vbv + const. (3.57)
The form (3.57) is very similar to the Hamiltonian of a free scalar in Minkowski spacetime.
The constant term can be fixed by normalization condition
1 = trAρA = tre
−HˆA . (3.58)
Massless free scalar field in region B (3.4) is similar, the coordinate transformation from
Minkowski spacetime to region B is
t− (z − zB) = RB tanh τ − u
2RB
, t+ (z − zB) = RB tanh τ + u
2RB
. (3.59)
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Quantizing massless free scalar field, we use v˜ to denote the frequency in region B, then
the annihilation and creation operators in region B are
bv˜ =
∑
ω
(α∗v˜ωaω − β∗v˜ωa†ω), b†v˜ =
∑
ω
(αv˜ωa
†
ω − βv˜ωaω), (3.60)
where Bogoliubov coefficients are
αv˜ω =
1
2π
√
ω
v˜
RBe
−iωzB
∫ 1
−1
dseiωRBs(
1 + s
1− s)
−iv˜RB , (3.61)
βv˜ω =
1
2π
√
ω
v˜
RBe
iωzB
∫ 1
−1
dse−iωRBs(
1 + s
1− s)
−iv˜RB . (3.62)
Modular Hamiltonian in region B is
HˆB = 2πRB
∑
v˜
v˜b†v˜bv˜ + const. (3.63)
3.3 Expectation value of an exponential operator
From the definition of TA∪B(a, b) and the modular Hamiltonian in momentum space (3.57)
and (3.63), the relevant quantity is the expectation value of an exponential operator
ez
∑
I xIb
†
I
bI , (3.64)
where we can set xI to be free real function of quantum number I at this moment. For
simplicity, we will assume quantum number I to be discrete , the dimension of Hilbert
space is finite, we denote the dimension to beM . The annihilation and creation operators
in the original Minkowski spacetime are also labeled as discrete quantum number i whose
dimension is N . The result can be easily extended to continuous limit. To introduce the
final result, we will clarify some notations at first. We will define two vectors ~A and ~B as
~A =


a1
...
aN
a†1
...
a†N


, ~B =


b1
...
bM
b†1
...
b†M


. (3.65)
Therefore, the commutation relations (3.19) and (3.23) are
[ ~Ai, ~A
†
j] =Kij, [
~BI , ~B
†
J ] = kIJ (3.66)
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where K and k are 2N × 2N and 2M × 2M matrices
K =
(
1N×N 0
0 −1N×N
)
, k =
(
1M×M 0
0 −1M×M
)
. (3.67)
They are Hermitian matrices. We also note that
K2 = 12N×2N , k
2 = 12M×2M . (3.68)
Then the operator
∑
I xIb
†
IbI can be written compactly
Hˆ ≡
∑
I
xIb
†
IbI =
1
2
~B†Λ ~B − 1
2
trX =
1
2
~A†H ~A− 1
2
trX, (3.69)
where Λ is a 2M × 2M diagonal matrix
Λ =
(
X 0
0 X
)
(3.70)
with
X = diag(x1, · · · , xM). (3.71)
The Bogoliubov transformation from a modes to b modes is
~B = S ~A, (3.72)
where S is a 2M×2N matrix whose elements are Bogoliubov matrices defined previously
S =
(
α∗ −β∗
−β α
)
. (3.73)
Its Hermitian conjugate is
S† =
(
αT −β†
−βT α†
)
. (3.74)
They transform K to k through consistent relations (3.36),
SKS† = k. (3.75)
The 2N × 2N matrix H in (3.69) can be expressed as
H = S†ΛS =
(
αTXα∗ + β†Xβ −αTXβ∗ − β†Xα
−βTXα∗ −α†Xβ α†Xα+ βTXβ∗
)
. (3.76)
H is Hermitian
H =H†. (3.77)
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The commutation relation of Hˆ and ~A is
[Hˆ, ~A] = −KH ~A. (3.78)
By using Baker-Hausdorff formula and (3.78), we have
ezHˆ ~Ae−zHˆ = e−zKH ~A, (3.79)
where
e−zKH = 1 +KS†k(e−zkΛ − 1)S. (3.80)
We will prove this identity in Appendix A. Using the definition of K,k,Λ and S, e−zKH
can be written as
e−zKH =
(
Θ Φ
Φ˜ Θ˜
)
, (3.81)
where Θ,Φ, Θ˜, Φ˜ are N ×N matrices. Θ is
Θ = 1+αTpα∗ + β†qβ, (3.82)
where p and q are rank M diagonal matrices
p = e−zX − 1, q = 1− ezX . (3.83)
The matrices Φ, Θ˜, Φ˜ are not relevant to our result below. The expectation value of ezHˆ
is
〈0M |ezHˆ |0M〉 = e
− z
2
trX
√
detΘ
. (3.84)
We will use normal ordering and parameter differentiation method to prove this identity in
Appendix B. We can simplify (3.84) further by noticing the so called matrix determinant
lemma [24],
det(Q+ uWvT ) = det(W−1 + vTQ−1u) detW detQ, (3.85)
where Q is an N×N invertible matrix,W is anM×M invertible matrix, u, v are N×M
matrices. Note Θ is exactly the form of Q+ uWvT ,
Θ = 1+ (αT ,β†)
(
p 0
0 q
)(
α∗
β
)
. (3.86)
Therefore
detΘ = det[1+
(
p 0
0 q
)(
α∗
β
)
(αT ,β†)]
= det
(
1+ pα∗αT pα∗β†
qβαT 1 + qββ†
)
= det(1+ p) detT , (3.87)
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where the matrix T is
T =
(
1+ qβ∗βT qα∗β†
qβαT 1+ qββ†
)
. (3.88)
At the last step of (3.87), we used the Bogoliubov coefficients consistency conditions (3.36)
and
(1+ p)−1p = q. (3.89)
Now since
det(1+ p) = det e−zX = e−ztrX , (3.90)
we can simplify (3.84) to be
〈0M |ezHˆ |0M〉 = 1√
detT
. (3.91)
3.4 Region A
From previous discussion, the expectation value of an exponential operator of the form
Hˆ =
∑
I xIb
†
IbI is determined by a matrix T which is defined by (3.88). We denote
TA(a) = log〈0M |e−aHˆA |0M〉 = −1
2
log detTA(a), (3.92)
then the matrix TA(a) is
TA(a) =
(
1+ qA(a)β
∗
Aβ
T
A qA(a)α
∗
Aβ
†
A
qA(a)βAα
T
A 1+ qA(a)βAβ
†
A
)
, (3.93)
where 1 should be understood as Dirac delta function in the continuous limit,
1vv′ = δ(v − v′). (3.94)
The diagonal matrix qA(a) has the following elements
(qA(a))vv′ = (1− e−2piavRA)δ(v − v′). (3.95)
Using Bogoliubov coefficients (3.54) and (3.55), we find
(β∗Aβ
T
A)vv′ =
∑
ω
(βA)
∗
vω(βA)v′ω =
δ(v − v′)
e2pivRA − 1 , (3.96)
(βAβ
†
A)vv′ =
∑
ω
(βA)vω(βA)
∗
v′ω =
δ(v − v′)
e2pivRA − 1 , (3.97)
(α∗Aβ
†
A)vv′ =
∑
ω
(αA)
∗
vω(βA)
∗
v′ω = 0, (3.98)
(βAα
T
A)vv′ =
∑
ω
(βA)vω(αA)
∗
v′ω = 0. (3.99)
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The details of the computation is in Appendix C. So TA is a diagonal matrix. Therefore
(3.92) is
TA(a) = −1
2
tr logTA(a) = −tr log(1 + 1− e
−2piavRA
e2pivRA − 1 )δ(0)
= −
∫ ∞
0
dv log
1− e−2pi(1+a)vRA
1− e−2pivRA δ(0)
= − π
12RA
a
1 + a
δ(0), (3.100)
where δ(0) is from the diagonal element in momentum space, formally it is the limit of
Dirac delta function
δ(0) = lim
v′→v
δ(v − v′). (3.101)
We will regularize it by matching ZA(a) to Re´nyi entropy of region A. This provides a
consistent check of our result. We already know the reduced density matrix ρA is
ρA = ρ0e
−HˆA, (3.102)
where ρ0 can be fixed by the normalization of ρA
1 = ρ0trAe
−HˆA (3.103)
In momentum space, the right hand side is easy to calculate, therefore
ρ0 =
∏
v
(1− e−2pivRA)δ(0). (3.104)
Then
S
(n)
A =
log trAρ
n
A
1− n =
log〈0M |ρn−1A |0M〉
1− n
= 2× (−
∑
v
log(1− e−2pivRA)δ(0) + log trAρAe
−(n−1)HA
1− n )
= 2× ( π
12RA
δ(0) +
log〈0M |e−(n−1)HA |0M〉
1− n )
= 2× ( π
12RA
δ(0) +
1
1− nTA(n− 1))
=
π
6RA
(1 +
1
n
)δ(0). (3.105)
A factor 2 is inserted at the intermediate step to count the left moving and right moving
modes. On the other hand, a general two dimensional conformal field theory with central
charge c has Re´nyi entropy
S
(n)
A =
c
6
(1 +
1
n
) log
2RA
ǫ
(3.106)
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for one inverval, where ǫ is a UV cutoff. Comparing (3.105) and (3.106) and noting that
the central charge of free boson is 1, we have the following regularization rule
δ(0)→ RA
π
log
2RA
ǫ
. (3.107)
3.5 Region A and B
We are interested in the expectation value of the following operator
e−aHˆA−bHˆB = e−a
∑
v vb
†
vbv−b
∑
v˜ v˜b
†
v˜
bv˜ . (3.108)
From previous general discussion, we find that
log〈0M |e−aHˆA−bHˆB |0M〉 = −1
2
log detTA∪B(a, b), (3.109)
where
TA∪B(a, b) =


MAA MAB CAA CAB
MBA MBB CBA CBB
DAA DAB NAA NAB
DBA DBB NBA NBB

 . (3.110)
The matrix M,N,C,D are
MAA = 1+ qA(a)β
∗
Aβ
T
A, MBB = 1+ qB(b)β
∗
Bβ
T
B, (3.111)
MAB = qA(a)β
∗
Aβ
T
B, MBA = qB(b)β
∗
Bβ
T
A, (3.112)
NAA = 1+ qA(a)βAβ
†
A, NBB = 1+ qB(b)βBβ
†
B, (3.113)
NAB = qA(a)βAβ
†
B, NBA = qB(b)βBβ
†
A, (3.114)
CAA = qA(a)α
∗
Aβ
†
A, CBB = qB(b)α
∗
Bβ
†
B, (3.115)
CAB = qA(a)α
∗
Aβ
†
B, CBA = qB(b)α
∗
Bβ
†
A, (3.116)
DAA = qA(a)βAα
T
A, DBB = qB(b)βBβ
T
B, (3.117)
DAB = qA(a)βAα
T
B, DBA = qB(b)βBα
T
A. (3.118)
Some of the matrices are already discussed in previous section,
TA(a) =
(
MAA CAA
DAA NAA
)
, TB(b) =
(
MBB CBB
DBB NBB
)
, (3.119)
where
CAA = DAA = CBB = DBB (3.120)
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and
(MAA)vv′ = (NAA)vv′ =
1− e−2pivRA(1+a)
1− e−2pivRA δ(v − v
′), (3.121)
(MBB)v˜v˜′ = (NBB)v˜v˜′ =
1− e−2piv˜RB(1+b)
1− e−2piv˜RB δ(v˜ − v˜
′). (3.122)
Matrices qA and qB are
(qA(a))vv′ = (1− e−2pivRAa)δ(v − v′), (qB(b))v˜v˜′ = (1− e−2piv˜RBb)δ(v˜ − v˜′). (3.123)
Bogoliubov matrices which connect region A and region B are
(β∗Aβ
T
B)vv˜ = G(ivRA,−iv˜RB), (βAβ†B)vv˜ = G(−ivRA, iv˜RB), (3.124)
(βAα
T
B)vv˜ = G(−ivRA,−iv˜RB), (α∗Aβ†B)vv˜ = G(ivRA, iv˜RB), (3.125)
(β∗Bβ
T
A)v˜v = G(−ivRA, iv˜RB), (βBβ†A)v˜v = G(ivRA,−iv˜RB), (3.126)
(βBα
T
A)v˜v = G(−ivRA,−iv˜RB), (α∗Bβ†A)v˜v = G(ivRA, iv˜RB), (3.127)
where the function G(x, y) is
G(x, y) = −
√
RARB
4π2
√|xy|B(1 + x, 1− x)B(1 + y, 1− y)ηx−x23 x−y14 xx+y13 2F1(1 + x, 1 + y, 2,−η).
(3.128)
Please find the details of the Bogoliubov matrices in Appendix C. Since TA∪B(a, b) only
depends on the determinant of TA∪B(a, b), we can write TA∪B(a, b) as
TA∪B(a, b) =


MAA CAA MAB CAB
DAA NAA DAB NAB
MBA CBA MBB CBB
DBA NBA DBB NBB

 =


MAA 0 MAB CAB
0 NAA DAB NAB
MBA CBA MBB 0
DBA NBA 0 NBB

 (3.129)
without changing the value of TA∪B(a, b). Therefore
TA∪B(a, b) = −1
2
log detTA∪B(a, b) +
1
2
log detTA(a) +
1
2
log detTB(b)
= −1
2
tr log[
(
TA(a)
−1 0
0 TB(b)
−1
)(
TA(a) U
V TB(b)
)
]
= −1
2
tr log[1+
(
0 TA(a)
−1U
TB(b)
−1V 0
)
]
= −1
2
tr log[1− TA(a)−1UTB(b)−1V ], (3.130)
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where
U =
(
MAB CAB
DAB NAB
)
, V =
(
MBA CBA
DBA NBA
)
. (3.131)
The matrix TA(a)
−1UTB(b)
−1V is
TA(a)
−1UTB(b)
−1V =
( A C
D B
)
(3.132)
where
A = M−1AAMABM−1BBMBA +M−1AACABN−1BBDBA, (3.133)
B = N−1AADABM−1BBCBA +N−1AANABN−1BBNBA, (3.134)
C = M−1AAMABM−1BBCBA +M−1AACABN−1BBNBA, (3.135)
D = N−1AADABM−1BBMBA +N−1AANABN−1BBDBA. (3.136)
Since MAA,MBB , NAA, NBB are diagonal matrices, we could easy obtain their inverse
(MAA)
−1
vv′ = (NAA)
−1
vv′ =
1− e−2pivRA
1− e−2pivRA(1+a) δ(v − v
′), (3.137)
(MBB)
−1
v˜v˜′ = (NBB)
−1
v˜v˜′ =
1− e−2piv˜RB
1− e−2piv˜RB(1+b) δ(v˜ − v˜
′). (3.138)
Therefore, A,B, C and D are
Avv′=RAη
2
4
∫ ∞
0
dy
√
xx′y sinh πax sinh πby
sinhπx′ sinh πy sinh π(1 + a)x sinh π(1 + b)y
(
x13
x23
)i(x−x
′)F(x, x′, y), (3.139)
Bvv′=RAη
2
4
∫ ∞
0
dy
√
xx′y sinh πax sinh πby
sinhπx′ sinh πy sinh π(1 + a)x sinh π(1 + b)y
(
x13
x23
)−i(x−x
′)F(x′, x, y), (3.140)
Cvv′=RAη
2
4
∫ ∞
0
dy
√
xx′y sinh πax sinh πby
sinhπx′ sinh πy sinh π(1 + a)x sinh π(1 + b)y
(
x13
x23
)i(x+x
′)F(x,−x′, y),(3.141)
Dvv′=RAη
2
4
∫ ∞
0
dy
√
xx′y sinh πax sinh πby
sinhπx′ sinh πy sinh π(1 + a)x sinh π(1 + b)y
(
x13
x23
)−i(x+x
′)F(−x, x′, y).(3.142)
with
F(x, x′, y) = 2F1(1 + ix, 1− iy, 2,−η) 2F1(1− ix′, 1 + iy, 2,−η)
+2F1(1 + ix, 1 + iy, 2,−η) 2F1(1− ix′, 1− iy, 2,−η) (3.143)
and
x = vRA, x
′ = v′RA. (3.144)
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F and its complex conjugate obey
F∗(x, x′, y) = F(x′, x, y), F∗(−x,−x′, y) = F(x, x′, y). (3.145)
so
A = B∗, C = D∗. (3.146)
The compact form of (3.130) can be evaluated as a series expansion
TA∪B(a, b) =
∞∑
n=1
Tn(a, b) =
1
2
∞∑
n=1
1
n
trTn, (3.147)
where we define
Tn(a, b) =
1
2n
trTn, Tn =
( A C
D B
)n
. (3.148)
Given the exact result (3.147)-(3.148), we discuss several properties of TA∪B(a, b) for two
dimensional massless free scalar in the following.
3.5.1 Large distance expansion
When two regions A and B are far way to each other, η ≪ 1, then the matrix
Tn(a, b) ∼ O(η2n). (3.149)
Therefore (3.147) can be understood as large distance expansion of TA∪B(a, b). As n
increases, the contribution of Tn decreases. The leading term is
T1(a, b) =
1
2
tr(A+ B)
=
η2
4
∫ ∞
0
dx
∫ ∞
0
dy
xy sinh πax sinh πby
sinh πx sinh πy sinh π(1 + a)x sinh π(1 + b)y
× F(x, x, y)
(3.150)
with
F(x, x, y) = |2F1(1 + ix, 1 + iy, 2,−η)|2 + |2F1(1 + ix, 1− iy, 2,−η)|2. (3.151)
We don’t find a easy way to write T1(a, b) as special functions. However, we check nu-
merically that T1(a, b) is finite for general positive values of a and b. T1(a, b) is symmetric
under the exchange of a and b
T1(a, b) = T1(b, a). (3.152)
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This is because region A and B are symmetric in the definition of TA∪B(a, b). T1(a, b) is
obviously zero whenever a = 0 or b = 0
T1(a, 0) = T1(0, b) = 0 (3.153)
which is also expected from the definition of TA∪B(a, b).
In the large distance limit, the first two terms of F(x, x, y) are independent of x and
y
F(x, x, y) = 2(1− η +O(η2)), (3.154)
therefore
T1(a, b) =
η2
2
∫ ∞
0
dx
∫ ∞
0
dy
xy sinh πax sinh πby
sinhπx sinh πy sinh π(1 + a)x sinh π(1 + b)y
(1− η +O(η2))
=
a(a + 2)b(b+ 2)
288(1 + a)2(1 + b)2
(η2 − η3 +O(η4)). (3.155)
The first two terms are also the leading two terms of TA∪B(a, b) since Tn(a, b) is at least
O(η4) for any n ≥ 2. Now we compute T2(a, b),
T2(a, b) =
1
4
tr(A2 + B2 + 2CD)
=
η4
32
∫ ∞
0
dx
x sinh πax
sinh πx sinh π(1 + a)x
∫ ∞
0
dx′
x′ sinh πax′
sinh πx′ sinh π(1 + a)x′
×
∫ ∞
0
dy
y sinh πby
sinh πy sinh π(1 + b)y
∫ ∞
0
dy′
y′ sinh πby′
sinh πy′ sinh π(1 + b)y′
×F2(x, x′, y, y′), (3.156)
where
F2(x, x′, y, y′) = F(x, x′, y)F(x′, x, y′) + F(x,−x′, y)F(−x′, x, y′). (3.157)
As T1(a, b), T2(a, b) is symmetric under the exchange of a and b. We also check numerically
that T2(a, b) is finite for general positive values of a and b.
3.5.2 Correlation functions of modular Hamiltonians
From modular hamiltonians HˆA and HˆB, one can define correlation functions
〈HˆmA HˆnB〉 (3.158)
for any positive integers m and n. These correlation functions are divergent in general
when m ≥ 2 or n ≥ 2. However, from section 2, we notice that TA∪B(a, b) is the gener-
ator of correlation functions of (3.158). More explicitly, it is the generator of connected
correlation functions
〈HˆmA HˆnB〉c ≡ T (m,n)A∪B (3.159)
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which removes divergent terms. We will discuss the correlation functions (3.159) in two
dimensional massless free scalar theory. We first define a set of quantities
T
(m,n)
k =
∂m+n
∂am∂bn
Tk(a, b)|a=0,b=0. k ≥ 1. (3.160)
Using (3.148) and the matrices A,B, C,D, it is easy to convince oneself that{
T
(m,n)
k = 0, m ≤ k − 1 or n ≤ k − 1,
T
(m,n)
k 6= 0, m ≥ k and n ≥ k.
(3.161)
Therefore,
T
(m,n)
A∪B =
∞∑
k=1
T
(m,n)
k =
min(m,n)∑
k=1
T
(m,n)
k , m ≥ 1, n ≥ 1. (3.162)
At the second step, we used (3.161). So to obtain correlation functions (3.159), only finite
number of terms contribute for any fixed m and n. We list first few terms below
T
(1,1)
A∪B = T
(1,1)
1 =
π2η2
4
∫ ∞
0
dx
∫ ∞
0
dy
x2y2
sinh2 πx sinh2 πy
F(x, x, y)
= −1
6
+
(2 + η) log(1 + η)
12η
, (3.163)
T
(2,1)
A∪B = T
(2,1)
1 = −
π3η2
2
∫ ∞
0
dx
∫ ∞
0
dy
x3y2 cothπx
sinh2 πx sinh2 πy
F(x, x, y)
=
1
2
− (2 + η) log(1 + η)
4η
, (3.164)
T
(3,1)
A∪ = T
(3,1)
1 =
π4η2
2
∫ ∞
0
dx
∫ ∞
0
dy
x4y2(2 + cosh 2πx)
sinh4 πx sinh2 πy
F(x, x, y)
= −2 + (2 + η) log(1 + η)
η
, , (3.165)
T
(2,2)
A∪B = T
(2,2)
1 + T
(2,2)
2
= π4η2
∫ ∞
0
dx
∫ ∞
0
dy
x3y3 coth πx coth πy
sinh2 πx sinh2 πy
F(x, x, y)
+
π4η4
8
∫ ∞
0
dx
∫ ∞
0
dx′
∫ ∞
0
dy
∫ ∞
0
dy′
x2x′2y2y′2
sinh2 πx sinh2 πx′ sinh2 πy sinh2 πy′
F2(x, x′, y, y′).
(3.166)
At the second line of (3.163) and (3.164), we checked the integals numerically. We don’t
find a simple function which is equivalent to the integral (3.166). However, in the large
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distance limit, the integral can be done term by term
T
(2,2)
A∪B(0, 0) =
η2
8
− η
3
8
+
37η4
324
− 67η
5
648
+
4061η6
43200
+O(η7). (3.167)
Interestingly,
T
(1,1)
A∪B = −
1
3
T
(2,1)
A∪B =
1
12
T
(3,1)
A∪B . (3.168)
We can also compute T
(m,1)
A∪B
T
(m,1)
A∪B = T
(m,1)
1 . (3.169)
We checked numerically that T
(m,1)
A∪B is always proportional to T
(1,1)
A∪B for any m ≥ 1. Actu-
ally,
TA∪B(a) ≡ ∂
∂b
T rA∪B(a, b)|b=0
=
∂
∂b
T1(a, b)|b=0
=
πη2
4
∫ ∞
0
dx
∫ ∞
0
dy
xy2 sinh πax
sinh πx sinh π(1 + a)x sinh2 πy
F(x, x, y)
=
a(a + 2)
2(a+ 1)2
T
(1,1)
A∪B . (3.170)
The last step has been checked numerically for a general set of positive a and η. Then
T
(m,1)
A∪B = [(
∂
∂a
)m(
a(a + 2)
2(a+ 1)2
)]|a=0 × T (1,1)1 =
(−1)m−1(m+ 1)!
2
T
(1,1)
1 . (3.171)
We will discuss this point later.
4 Two dimensional conformal field theory
We find the exact correlator TA∪B(a, b) in two dimensional massless free scalar theory by
quantizing it in finite region. In this section, we will study the same correlator for more
general two dimensional conformal field theories. Any two dimensional conformal field
theory has a general sector which is realized by operator product expansion (OPE) of
stress tensor
T (y)T (y′) ∼ c/2
(y − y′)4 +
2T (y′)
(y − y′)2 +
∂y′T (y
′)
y − y′ , (4.1)
where the central charge is c. For massless free scalar, c = 1. Two and three point
correlation functions of stress tensors are determined by conformal symmetry up to central
22
charge
〈T (y1)T (y2)〉 = c/2
y412
, (4.2)
〈T (y1)T (y2)T (y3)〉 = c
y212y
2
23y
2
13
. (4.3)
We defined yij = yi− yj which is the distance between points yi and yj. Any higher point
functions of stress tensor could be fixed by Ward identity [25]
〈
n∏
i=1
T (yi)〉 = 〈
n∑
i=2
T (y2) · · ·T (yi−1)( c/2
(y1 − yi)4 +
2T (yi)
(y1 − yi)2 +
∂yiT (yi)
y1 − yi )T (yi+1) · · ·T (yn)〉.
(4.4)
For example, four point function of stress tensor is
〈
4∏
i=1
T (yi)〉 = c2( 1
4y412y
4
34
+
1
4y413y
4
24
+
1
4y414y
4
23
)
+2c(
1
y212y
2
23y
2
34y
2
24
+
1
y213y
2
23y
2
34y
2
24
+
1
y214y
2
23y
2
34y
2
24
)
−2c( 1
y12y323y
2
24y
2
34
+
1
y12y223y
3
24y
2
34
− 1
y13y323y
2
24y
2
34
)
−2c( 1
y13y223y
2
24y
3
34
− 1
y14y223y
3
24y
2
34
− 1
y14y223y
2
24y
3
34
). (4.5)
Therefore TA∪B(a, b) should be completely fixed by conformal symmetry. The modular
Hamiltonian in region A is
HˆA = 2π
∫ zA+RA
zA−RA
dz
R2A − (z − zA)2
2RA
Ttt(z)
= −1
2
∫ 1
−1
dy(1− y2)T (y + zA). (4.6)
At the second step, we have used the convention [26] Ttt = −2πT and changed variable y
to z by
z = RA(y + zA). (4.7)
To simplify computation, we already set RA = 1. We can also set RB = 1 and zB = 0,
therefore the modular hamiltonian in region B is
HˆB = −1
2
∫ 1
−1
dy(1− y2)T (y). (4.8)
23
It is enough to choose the branch zA > 2, therefore
zA = 2
√
1 +
1
η
. (4.9)
The leading term is
T
(1,1)
A∪B = 〈HˆAHˆB〉c
=
c
8
∫ 1
−1
dy
∫ 1
−1
dy′
(1− y2)(1− y′2)
(y − y′ + zA)4 . (4.10)
The integral is
T
(1,1)
A∪B = c[−
1
6
+
(2 + η) log(1 + η)
12η
]. (4.11)
For c = 1, it matches with (3.163) which is computed in a rather different way. Now we
compute T
(2,1)
A∪B ,
T
(2,1)
A∪B = 〈Hˆ2AHˆB〉c
=
c
8
∫ 1
−1
dy1
∫ 1
−1
dy2
∫ 1
−1
dy3
(1− y21)(1− y22)(1− y23)
(y1 − y2)2(y2 − y3 − zA)2(y1 − y3 − zA)2 (4.12)
There is a pole near y1 = y2, we regularize the integral as if there is no pole
4. In practice,
one can first do indefinite integral and then taking the limit to the integral bound. If one
regularize the integral like this, the integral becomes finite
T
(2,1)
A∪B = c[
1
2
− (2 + η) log(1 + η)
4η
]. (4.13)
It matches with (3.164) for c = 1. This is also a consistency check for the way to regularize
the integral. To convince ourselves further, we compute
T
(3,1)
A∪B = 〈Hˆ3AHˆB〉c
=
1
16
4∏
i=1
dyi(1− y2i )× 〈T (y1 + zA)T (y2 + zA)T (y3 + zA)T (y4)〉|O(c). (4.14)
The O(c2) term has been canceled between the terms 〈Hˆ3AHˆB〉 and −3〈Hˆ2A〉〈HˆAHˆB〉. This
can be checked by using the Ward identity for T (y4). Using the same method to regularize
the integral, we find
T
(3,1)
A∪B = c[−2 +
(2 + η) log(1 + η)
η
] (4.15)
4The regularization is a bit ad hoc at this moment. However, as we will see later, it always recover
correct result.
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Again, it matches with corresponding scalar result. Finally,
T
(2,2)
A∪B = 〈Hˆ2AHˆ2B〉c
=
1
16
4∏
i=1
(1− y2i )× T (y1 + zA)T (y2 + zA)T (y3)T (y4)〉|O(c)
= c{1 + η
η2
[4Li3(1 + η)− 2 log(1 + η)Li2(1 + η) + 2 log(1 + η)
3
Li2(−η) + 1 + η
3
log2(1 + η)
−π
2
3
log(1 + η)− 4ζ(3)] + 2 + η
3η
[2Li2(−η) + 3 log(1 + η)]− 4
3
}, (4.16)
where the polylogrithm Lin(z) is
Lin(z) =
∞∑
k=1
zk
kn
. (4.17)
In the large distance limit, we find
T
(2,2)
A∪B = c[
η2
8
− η
3
8
+
37η4
324
− 67η
5
648
+
4061η6
43200
+O(η7)] (4.18)
which is exactly (3.167) for c = 1. One can check (4.16) is indeed (3.166) numerically.
This result is also mathematically nontrivial since it is a multiple integral of product of
hypergeometric functions. It is quite interesting to obtain even higher point correlators
of modular Hamiltonian from position space, the result can be expressed as Lin functions
similar to T
(2,2)
A∪B . However, the computation becomes cumbersome quickly.
We will comment on the general structure of T
(m,n)
A∪B . As we show explicitly, all O(c2)
terms are canceled in the correlator of 〈HmAHnB〉c for m + n = 4, m ≥ 1, n ≥ 1. The
property may still be true for any m ≥ 1, n ≥ 1 ,
T
(m,n)
A∪B = c T (m,n; η), (4.19)
where T (m,n; η) is independent of central charge. Technically any O(ck), k ≥ 2 terms are
from the most singular term of Ward identity, but these terms are canceled in connected
correlation functions. Therefore, only terms proportional to c are left which will lead to
(4.19). One can also understand the property in another way. The modular Hamiltonian
is O(c) for conformal field theory, therefore in the large c limit,
〈e−aHˆA−bHˆB〉 ∼ e−cf (4.20)
where f is an unkown function which is O(c0) at this moment. Taking the logrithmic,
one should have
TA∪B(a, b) ∼ O(c). (4.21)
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Any higher order terms O(ck), k ≥ 2 must be absent. From Ward identity, the correlators
of stress tensor is at least O(c), therefore
TA∪B(a, b) ∝ c. (4.22)
For c = 1, the result should match with the result of two dimensional massless free scalar.
Then TA∪B(a, b) should be
TA∪B(a, b) = − c
2
log det[1−
( A C
D B
)
], (4.23)
where the matrices A,B, C and D are exactly those appeared in massless free scalar theory.
5 Operator product expansion of reduced density ma-
trix
In this section, we will study the relation between operator product expansion of e−aHˆA ≡
ρaA and the generator TA∪B(a, b) defined in this paper. We will focus on two dimensional
conformal field theory. By definition,
TA∪B(a, b) = log
〈ρaAρbB〉
〈ρaA〉〈ρbB〉
. (5.1)
We find the correlator in previous sections. However, one can also use operator product
expansion to evaluate the same quantity. Notice that ρaA is a nonlocal operator in region
A, it should be decomposed as a summation of complete orthogonal operators in region
A with proper coefficients. Schematically, it is
ρaA
〈ρaA〉
= 1 +
∑
O
cO(a)(O + decendants) (5.2)
The terms in “decendants” should be fixed by conformal symmetry for each primary
operators O. Formally expanding ρaA with the powers of modular Hamiltonian, operator
product expansion of stress tensor tells us that O can either be stress tensor or (quasi-
)primary operators constructed from multiple stress tensors. The operator with lowest
conformal weight is just the stress tensor, therefore
ρaA
〈ρaA〉
= 1 + cT (a)HˆA +
∑
O′
cO′(a)(O′ + decendants), (5.3)
where O′ means primary operators whose conformal dimension is at least 4. We have
seperated a term which is related to stress tensor. We expect that the most natural way
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to organize stress tensor and its decendants in region A is the modular Hamiltonian. To
fix the coefficient cT (a), we compute correlator TA∪B(a, b) in the large distance limit,
TA∪B(a, b) = log〈 ρ
a
A
〈ρaA〉
ρbB
〈ρbB〉
〉
= log〈(1 + cT (a)HˆA + · · · )(1 + cT (b)HˆB + · · · )
= cT (a)cT (b)〈HˆAHˆB〉+ · · · (5.4)
At the second line, we used operator product expansion (5.3) for region A and B. The
“ · · ·” terms are subleading terms in the large distance limit since they are contributed
by operators with higher conformal weight. The quantity 〈HˆAHˆB〉 has been discussed in
previous section, we just borrow the result in large distance limit,
TA∪B(a, b) =
c
72
cT (a)cT (b)η
2 +O(η3) (5.5)
This should match with (3.155) since it is the leading term in TA∪B(a, b), therefore
cT (a) = − a(a+ 2)
2(1 + a)2
. (5.6)
There is no phase factor since cT (a) is real. Note it seems that
cT (a) =
a(a + 2)
2(1 + a)2
(5.7)
also satisfies all the conditions. However, one can expand ρaA for small a, therefore
ρaA
〈ρaA〉
= 1− aHˆA +O(a2). (5.8)
This fixes cT (a) to be (5.6) completely. Then
TA∪B(a) =
∂
∂b
TA∪B(a, b)|b=0 = −〈HˆBρ
a
A〉
〈ρaA〉
= −〈HˆB(1 + cT (a)HˆA + · · · )〉
=
a(a+ 2)
2(a+ 1)2
T
(1,1)
A∪B . (5.9)
This interprets the novel integral property (3.170). At the second line, we used operator
product expansion of ρaA. At the last step, we used the property that the vacuum correla-
tion function of any two primary operators with different conformal weight is zero. To fix
the coefficients before primary operator with higher conformal weight in (5.3), we should
expand the exact result of TA∪B(a, b) order by order. We leave it for future work.
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6 Comments on holographic dual
In the context of AdS3/CFT2, Newton constant of AdS3 gravity is mapped to the central
charge of a two dimensional conformal field theory living in the boundary [27],
c =
3ℓ
2GN
, (6.1)
where ℓ is AdS radius and GN is Newton constant. A quantity which is proportional to
central charge in conformal field theory will be said to be classical from the gravity side.
The correlator TA∪B(a, b) defined in this work is proportional to central charge for general
conformal field theory.This indicates the gravity dual should be a quantity evaluates on
a classical configuration. There is no O(1) correction for the correlator, so the quantity
will be free from any quantum corrections. This will constrain the correlation functions
of operators in the bulk through (1.1). A similar bulk quantity TA∪B(a, b) can have a
1/GN ∝ c expansion, however, only terms proportional to c will be left and any other
correlation functions should be canceled exactly. In higher dimensions, there will be no
exact result of TA∪B(a, b) for general conformal field theory, however, we still expect it
will constrain bulk correlation functions for any consistent quantum gravity.
7 Conclusion and discussion
We evaluate the exact generator TA∪B(a, b) for two dimensional massless free scalar the-
ory. The result only depends on a set of Bogoliubov matrices. We also obtain an exact
generator in two dimensional conformal field theories by noticing TA∪B(a, b) is propor-
tional to the central charge c and matching it with massless free scalar theory. We could
check the result up to m + n = 4 for general two dimensional conformal field theories.
Higher point correlation functions could be found in principle though the computation
will quickly becomes messy. As a by product, we find several exact definite integrals of
multiple specific hypergeometric functions. We could check these integrals numerically
but a rigorous proof is still lacking.
Our work shows that one can extract finite result from correlation functions 〈HˆmA HˆnB〉,
though the correlators themselves are divergent in general. The finite part, 〈HˆmA HˆnB〉c
are functions of cross ratio for conformal field theories. The generator TA∪B(a, b) may be
meaningful by itself since its form is formally similar to a correlator of Wilson loops [28,29].
Motivated by the similarity to [30], We briefly discussed the operator product expansion
of e−aHˆA using the knowledge of TA∪B(a, b). A complete discussion of operator product
expansion may be hard but still be possible. We expect to return to this project in the
near future.
In higher dimensions, TA∪B(a, b) depends on theory and shape of subregions. How-
ever, it is still possible to extract finite result in some simple examples. The technics
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of quantizing field theory in a subregion of Minkowski spacetime developed in this work
could be extended to higher dimensions.
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A Matrix identity
In this section, we will prove (3.80) in detail. We first note the following identity
(KH)n =KS†k(kΛ)nS, ∀n ≥ 1. (A.1)
This can be proven by iteration. For k = 1, (A.1) is trivially satisfied by using the
definition of H and k2 = 1. Now we assume (A.1) is valid for any n0 ≥ 1, then
(KH)n0+1 = (KH)n0(KH) =KS†k(kΛ)n0SKS†ΛS =KS†k(kΛ)n0+1S, (A.2)
where at the last step, we used the identity (3.75). This proves the identity (A.1). Now
it is easy to find
e−zKH =
∞∑
n=0
(−z)n
n!
(KH)n = 1 +
∞∑
n=1
(−z)n
n!
KS†k(kΛ)nS = 1 +KS†k(e−zkΛ − 1)S.
(A.3)
B Normal ordering and parameter differentiation method
The normal ordering of an operator which is constructed from ai, a
†
i is to remove all
creation operators to the left hand side of annihilation operators, without considering
commutation relations (3.19). We will use the symbol N to denote normal ordering. For
example
N (aia†j) = a†jai. (B.1)
We will assume [31]
ezHˆ = N (e
∑
ij(Fij(z)a
†
ia
†
j+Gij(z)aiaj+Hij(z)a
†
i aj)+K(z)), (B.2)
where Fij , Gij, Hij and K are functions of z. It is easy to convince oneself that
〈0M |ezHˆ |0M〉 = eK(z) (B.3)
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since normal ordering will remove any annihilation operator to the right hand side and
annihilation operator will annihilate vacuum |0M〉. Only eK is left since it is a number.
The differential method is to taking the derivative of z of both sides of (B.2), then using
the definition of normal ordering to find
Hˆ =
∑
ij
(F ′ija
†
ia
†
j +H
′
ija
†
iS(aj) +G
′
ijS(aiaj)) +K
′, (B.4)
where ′ means the derivative of z, S(ai) is similarity transformation of ai
S(ai) = e
zHˆaie
−zHˆ = (e−zKH ~A)i = Θijaj +Φija
†
j. (B.5)
Similarly, the similarity transformation of aiaj is
S(aiaj) = S(ai)S(aj) (B.6)
which is a quadratic polynomial of ai and a
†
i . By matching the coefficients before a
†
ia
†
j , a
†
iaj , aiaj
and identity of (B.4), we find an equation set
1
2
g∗ = ΘTG′Θ, (B.7)
−1
2
trX = K ′ + trΘTG′Φ− 1
2
trh∗, (B.8)
where we have omitted the differential equations for Fij and Hij since they are not relevant
in this work. G are matrix whose elements are
Gij = Gij. (B.9)
The matrices h and g are defined as
H ≡
(
h g
g∗ h∗
)
(B.10)
Combining with (3.76), we have
h = αTXα∗ + β†Xβ, g = −αTXβ∗ − β†Xα. (B.11)
So h is Hermitian and g is symmetric,
h = h†, g = gT . (B.12)
Now we can take z derivative of the matrix e−zKH and using the definition of Θ,Φ,h
and g, we find (
Θ′ Φ′
Φ˜′ Θ˜′
)
=
(
Θ Φ
Φ˜ Θ˜
)( −1 0
0 1
)(
h g
g∗ h∗
)
. (B.13)
30
The differential equation of Θ is
Θ′ = −Θh+Φg∗. (B.14)
The differential equation of K is then
K ′(z) = −1
2
trX +
1
2
trh∗ − 1
2
trΘ−1Φg∗ = −1
2
trX − 1
2
trΘ−1Θ′. (B.15)
At the last step, we used the equation (B.14) and
trh = trh∗ (B.16)
since h is Hermitian. The equation (B.15) can be integrated out explicitly with the initial
condition K(0) = 0,
K(z) = −1
2
z trX − 1
2
log detΘ. (B.17)
This proves the identity (3.84).
C Bogoliubov Matrices
The Bogoliubov matrices used in this work are only quadratic in terms of α,β. Depending
on the region, Bogoliubov matrices are classified into two classes. The first class is
β∗Aβ
T
A, βAβ
†
A, α
∗
Aβ
†
A, βAα
T
A (C.1)
or
β∗Bβ
T
B, βBβ
†
B, α
∗
Bβ
†
B, βBα
T
B. (C.2)
Any matrix belongs to first class is constructed from only one region (A or B). The
second class is
β∗Aβ
T
B, βAβ
†
B, βAα
T
B, α
∗
Aβ
†
B, (C.3)
β∗Bβ
T
A, βBβ
†
A, βBα
T
A, α
∗
Bβ
†
A. (C.4)
Any matrix belongs to second class is constructed from two regions (A and B). We first
study matrices in first class. Since region B is similar to region A, we can focus on region
A. Notice that
βAβ
†
A = (β
∗
Aβ
T
A)
∗, βAα
T
A = (α
∗
Aβ
†
A)
†, (C.5)
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it is enough to consider β∗Aβ
T
A and α
∗
Aβ
†
A.
(β∗Aβ
T
A)vv′ =
1
4π2
√
vv′
R2A
∫ ∞
0
dω
∫ 1
−1
ds
∫ 1
−1
ds′ωeiωRA(s−s
′)(
1 + s
1− s)
ivRA(
1 + s′
1− s′ )
−iv′RA
= − 1
4π2
√
vv′
∫ 1
−1
ds
∫ 1
−1
ds′(
1 + s
1− s)
ivRA(
1 + s′
1− s′ )
−iv′RA
1
(s− s′ + iǫ)2
= − 1
4π2
√
vv′
∫ ∞
−∞
dt
∫ ∞
−∞
dt′
e2i(tv−t
′v′)RA
sinh2(t− t′ + iǫ)
= − 1
4π2
√
vv′
(−1) 4πvRA
e2piRAv − 1
∫ ∞
−∞
dt′e2iRA(v−v
′)t′
=
δ(v − v′)
e2piRAv − 1 . (C.6)
At the second step, we inserted a positive imaginary part in the exponential to make the
integral finite. At the third step, we changed the varaible s, s′ to t, t′ by
s = tanh t, s′ = tanh t′. (C.7)
Then residue theorem has been used for the integral of t. The proof of (3.98) is similar,
we will find a term which is proportional to δ(v+v′). However, since v and v′ are assumed
to be positive, δ(v + v′) is always zero,
(α∗Aβ
†
A)vv′ = 0. (C.8)
The computation of matrices in second class is quite similar, we will just show the details
for β∗Aβ
T
B.
(β∗Aβ
T
B)vv˜ =
RARB
4π2
√
vv˜
∫ ∞
0
dω
∫ 1
−1
ds
∫ 1
−1
ds˜(
1 + s
1− s)
ivRA(
1 + s˜
1− s˜)
−iv˜RBωeiω(zB−zA+RAs−RB s˜)
= − RARB
4π2
√
vv˜
∫ 1
−1
ds
∫ 1
−1
ds˜(
1 + s
1− s)
ivRA(
1 + s˜
1− s˜)
−iv˜RB
1
(zB − zA +RAs− RB s˜)2
= −RARB
π2
√
vv˜
∫ ∞
0
dt
∫ ∞
0
dt˜
tivRA t˜−iv˜RB
(x24tt˜ + x23t+ x14 t˜+ x13)2
= −RARB
π2
√
vv˜
B(1 + ivRA, 1− ivRA)B(1 + iv˜RB, 1− iv˜RB)x−(1+ivRA)23 x−(1−iv˜RB)14
×xivRA−iv˜RB13 2F1(1 + ivRA, 1− iv˜RB, 2, 1−
x24x13
x14x23
). (C.9)
At the third step, we changed variables s, s˜ to t, t˜ by
t =
1 + s
1− s, t˜ =
1 + s˜
1− s˜ . (C.10)
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We also used the definition of xij given in (3.8).At the last step, we used the integral∫ ∞
0
dx
∫ ∞
0
dy
xµ−1yν−1
(axy + bx+ cy + d)ρ
= B(µ, ρ− µ)B(ν, ρ− ν)b−µc−νdµ+ν−ρ2F1(µ, ν, ρ, 1− ad
bc
)
(C.11)
for any Re(ρ) > Re(µ) > 0,Re(ρ) > Re(ν) > 0, a > 0, b > 0, c > 0, d > 0. This integral
can be proved by [32]∫ ∞
0
dx
xµ−1
(1 + βx)ρ
= β−µB(µ, ρ− µ), |Arg(β)| < π,Re(ρ) > Re(µ) > 0.(C.12)
and ∫ ∞
0
dxxν−1(x+ β)−µ(x+ γ)−ρ = β−µγν−ρB(ν, µ− ν + ρ)2F1(µ, ν, µ+ ρ, 1− γ
β
),
|Arg(β)| < π, |Arg(γ)| < π,Re(ν) > 0,Re(µ) > Re(ν − ρ). (C.13)
Beta function is symmetric
B(x, y) = B(y, x), (C.14)
we also notice the identity
1− x24x13
x14x23
= −η, x12 = 2RA, x34 = 2RB. (C.15)
Therefore we have
(β∗Aβ
T
B)vv˜ = G(ivRA,−iv˜RB). (C.16)
All other matrices in second class can be computed in a similar way.
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