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Abstract
Using the volume proposal, we compute the change of complexity of holographic states caused by a small
conformal transformation in AdS3/CFT2. This computation is done perturbatively to second order. We give
a general result and discuss some of its properties. As operators generating such conformal transformations
can be explicitly constructed in CFT terms, these results allow for a comparison between holographic methods
of defining and computing computational complexity and purely field-theoretic proposals. A comparison of
our results to one such proposal is given.
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1 Introduction
Suppose that a scientist in possession of a quantum computer is given a specific task like, for example, applying
a certain operator U to an initial reference state |R〉 in order to obtain the resulting state
|ψU 〉 = U |R〉 . (1)
In [1,2] it was proposed to define the quantum computational complexity (short complexity from here on) of the
operator U by geometric methods, defining a distance measure on the space of unitary operators and equating
the complexity of U , C(U), as the (minimal) distance between U and the identity operator 1 according to this
distance function. Equivalently, the complexity of |ψU 〉 with respect to |R〉, C(|ψU 〉 , |R〉), could be defined
to be the minimal complexity of any operator U ′ such that |ψU 〉 = U ′ |R〉.3 The idea behind this is that in
order to implement the operation, the programmer of the quantum computer would have to subdivide U into
a product of allowed universal gates that implement the operation step by step, until the end-state agrees with
the desired outcome |ψU 〉 at least within a certain error tolerance. This notion of complexity is meant to count
the minimal number of gates that the programmer would have to utilise even when using an optimal program.
This definition of the complexity would hence neccessarily depend on the following explicit or implicit choices
(see also [3, 4]):
• A choice of the reference state |R〉, which often is assumed to be a simple product state, without spacial
entanglement. This should not be confused with the groundstate |0〉 of a given physical system.
• A choice of the set of allowed gates {µi}, such that the operation can be decomposed as U ≈ µ1µ2µ3...
• ...within a specified error tolerance (in some distance measure between U and µ1µ2µ3).
Starting with [5–7], the idea of computational complexity has begun to see rising interest from the AdS/CFT
community. A tentative entry to the holographic dictionary called the volume proposal was proposed and
motivated in [6–10]. According to this, the complexity C of a field theory state with a smooth holographic
dual geometry should be measured by the volumes V of certain spacelike extremal co-dimension one bulk
3 U ′ might be equal to U , or it may be a more efficient operator in terms of complexity. Hence C(U) ≥ C(U |ψ〉 , |ψ〉) in general.
hypersurfaces, i.e.
C ∝ V
LGN
, (2)
wherein a length scale L has to be introduced into equation (2) for dimensional reasons which is usually picked
to be the AdS scale [9–12].
Interestingly, computational complexity is not the only field theory quantity that has been proposed to be
holographically dual to the volumes of extremal co-dimension one hypersurfaces in the bulk. In [13], it was
argued that the volume V of an extremal spacelike co-dimension one hypersurface is approximately dual to a
quantity Gλλ called fidelity susceptibility [14, 15] according to the formula
Gλλ = nd
V
Ld
, (3)
where nd is an order one factor, L is the AdS radius and d determines the dimension such that the AdS space
is d+ 1 dimensional. Given two normalised states |ψ(λ)〉 and |ψ(λ+ δλ)〉 depending on one parameter λ, Gλλ
is defined as4
| 〈ψ(λ)|ψ(λ+ δλ)〉 | = 1−Gλλδλ2 +O(δλ3) (4)
and measures the distance between the two states in a sense, hence it may also be referred to as the quantum
information metric [16]. The derivation of (3) in [13] (see also [17, 18]) assumed that two states |ψ(λ)〉 and
|ψ(λ+ δλ)〉 are the ground states of a theory allowing for a holographic dual, and that the difference δλ is
the result of a perturbation of the Hamiltonian by δλ · Oˆ with an exactly marginal operator Oˆ. The bulk
spacetime dual to this field theory problem is a Janus solution [19, 20], but as shown in [13] this geometry
can be approximated by a simpler spacetime with a probe defect brane embedded into it, leading to (3). This
proposal has been utilised for holographic calculations in [21–24], and our results concerning changes δV induced
by infinitesimal conformal transformations, to be derived in section 3, may also have an interesting physical
interpretation from the perspective of fidelity susceptibility, however in this paper we will focus on bulk volumes
as a holographic dual to computational complexity.
The necessity to include a lengthscale in the definition (2) of holographic complexity was considered unsat-
isfactory by some, and so [11,12] proposed the competing action proposal
C = A
pi~
(5)
wherein A is the bulk action over a certain (co-dimension zero) bulk region, the Wheeler-DeWitt patch.
Both the volume- and action proposals for holographic complexity where subsequently used for a number
of holographic investigations. Specific topics of interest where the boundary terms required to calculate the
action A in (5) correctly [25], the time dependence of complexity [26–31] (especially with respect to the so
called Lloyd’s bound, see however [32,33]), generalisations of holographic complexity to mixed states [4,34–37],
RG-flows [24,38], three-dimensional gravity models [39,40] and many others. Interesting connections have been
made between holographic complexity and kinematic space approaches [37,41] as well as Liouville theory in two
dimensions [42–45].5
This amount of progress on the holographic side has also led to increased efforts to provide better and more
concrete definitions of quantum computational complexity in quantum mechanical or even quantum field theory
contexts [3, 30, 42, 43, 46–52]. However, in the proposals (2) and (5) for holographic complexity calculations it
is not clear what the relevant reference state, gate set and error tolerance are to be. If one or both of these
4The name fidelity susceptibility derives from the fact that | 〈ψ(λ)|ψ(λ+ δλ)〉 | is called the fidelity.
5Although a comparably young topic, the literature on holographic complexity has indeed grown to a considerable size by know.
We apologize to everyone who feels they where unjustly left out above.
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proposals for holographic complexity are to be correct, then these choices need to be somehow implicit in the
holographic dictionary.
This is the main motivation of our present work: We will, focusing on the volume proposal (2) for now,
calculate how the complexity of a given state of a two dimensional conformal field theory (CFT2) with smooth
holographic dual changes under a conformal transformation. Such conformal transformations can of course be
applied to any two dimensional CFT, irrespectively of whether the central charge is large or not, or whether the
CFT satisfies any other requirement for having a holographic dual. Hence we believe these results will be useful
in the future for comparisons between the holographic and field theory proposals for complexity, and this may
help to elucidate the choices of gateset, reference state and error tolerance that are implicit in the holographic
proposals.6
The structure of our paper is as follows: In section 2, we will review how to implement a (small) conformal
transformation in AdS3/CFT2. This will provide the general setup of our work and fix the notation. Then,
based on the volume proposal (2), we will calculate in section 3 how holographic complexity changes under
small conformal transformations. A few illustrative examples will be discussed in section 4, and in section 5 we
will investigate which constraints our results imply on the reference state |R〉 in the framework of a field theory
proposal for complexity made in [47]. We close in section 6 with a conclusion and outlook. Some technical
details about the implementation of conformal transformations on the field theory side will be presented in
appendix A.
Note: While in the final stages of preparing this draft, we became aware of the upcoming paper [54] that
seems to share some common ideas with ours, however approaching the topic from the field theory side.
2 Gravity setup
We consider the vacuum state of a two-dimensional CFT with a classical holographic dual. The bulk geometry
is given by AdS3 space which in the Poincare´-patch is written as
ds2 =
dλ2
4λ2
− λdx+ · dx−, (6)
where λ is our radial coordinate and x± = t± x (−∞ < t, x < +∞) are the light-cone coordinates of the field
theory. In these coordinates, the boundary of AdS is at λ = ∞ and the Poincare´ horizon at λ = 0. Placing
a cutoff at λ = 1/2 ( → 0), it is possible to holographically calculate the expectation value of the energy-
momentum tensor of the boundary CFT by the method of [55], which gives a vanishing result as expected.
Although Einstein-Hilbert gravity in three dimensions is trivial in the sense of having no propoagating
degrees of freedom, there is a surprising number of vacuum solutions which were derived in [56] (see also [57]).
The reason is that these solutions, called Ban˜ados geometries, can be derived from (6) by diffeomorphisms which
are global in the sense that they act nontrivially near the boundary, such that while the resulting metric is still
asymptotically AdS in the appropriate sense, the holographic energy-momentum tensor has changed. Despite
all being locally isometric to AdS3 in the bulk, these geometries are hence dual to different states of the dual
field theory.7 In [57], these transformations were hence termed solution generating diffeomorphisms (SGDs),
and in this section we will explain these transformations in detail, following the outline and notation of [57].
6 See also [49,53] for recent papers comparing results from the action- and volume-proposal and discussing what they may imply
for a possible field theory definition of complexity.
7These states are generically time dependent, and can for example be used for studies of thermalisation or equilibration processes
[58,59]. See also [60–62] for more detailed studies of such Ban˜ados geometries.
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In order to apply a SGD to the geometry described by (6), we perform a coordinate transformation8
λ =
λ˜
G′+(x˜+)G′−(x˜−)
, (7a)
x+ = G+(x˜
+), (7b)
x− = G−(x˜−). (7c)
The metric in the tilted coordinates is [57]
ds2 =
1
4λ˜2
dλ˜2 − λ˜ dx˜+ · dx˜− + (A+dx˜+ +A−dx˜−)2 + 1
λ˜
dλ˜ · (A+dx˜+ +A−dx˜−) , (8a)
A± = −1
2
G±′′(x˜±)
G±′(x˜±)
. (8b)
In principle, general relativity is invariant under coordinate transformations. However, these SGDs fall off slowly
at the boundary and are asymptotically non-trivial gauge transformation. The new cutoff is at
λ˜ =
1
2
⇔ λ = 1
2G+′(x˜+)G−′(x˜−)
, (9)
with the field theory UV-cutoff . This shows the non-triviality of the coordinate transformation: in terms of
the old coordinates, the cutoff surface is wrapped and different to the one which describes the vacuum state
(i.e. λ = 1/2). This is shown in Figure 1.
We started with a CFT state with vanishing energy-momentum tensor. In the deformed state, with the
cutoff defined as in (9), we have [57]
8piG3T++ =
1
4G+′(x˜+)2
(
3G+
′′(x˜+)2 − 2G+′(x˜+)G+′′′(x˜+)
)
, (10a)
8piG3T−− =
1
4G−′(x˜−)2
(
3G−′′(x˜−)2 − 2G−′(x˜−)G−′′′(x˜−)
)
, (10b)
8piG3T+− = 0, (10c)
which is precisely what we expect for the change of the energy-momentum tensor after applying a conformal
transformation to the groundstate, see appendix A. The SGDs hence implement conformal transformations on
the boundary theory, which is also evident from the change of the induced metric of the cutoff surface under
these transformations. In field theory terms, the conformal transformation with functions G± hence maps the
ground state |0〉 to a new state
|ψ(G+, G−)〉 = U(G+)U(G−) |0〉 (11)
with known (commuting) unitary operators U(G+) and U(G−), see [57] and appendix A for an explicit con-
struction in the case of a small conformal transformation.
In the following, we consider a small SGD, i.e.
x+ = G+(x˜
+) = x˜+ + σ g+(x˜
+), (12a)
x− = G−(x˜−) = x˜− + σ g−(x˜−), (12b)
8One virtue of the SGDs formulated in [56] was that they preserved a specific form of the metric tensor. As can be seen from
equation (8), this is not the case for the SGDs as used in [57] and herein. As can be read-off from the holographic energy-momentum
tensor (10), both types of SGD implement conformal transformations on the CFT-state. The apparent difference between the SGDs
comes merely from the fact that the SGDs of [56] and the corresponding SGDs of [57] differ by a bulk-diffeomorphism that acts
trivially at the boundary. We mostly follow the convention and notation of [57] as therein the authors also explicitly discuss how to
implement such SGDs on two-sided black holes and thereby construct an infinite family of purifications of, e.g., the thermal state.
We hope to investigate this class of solutions from the viewpoint of holographic complexity in the future.
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Figure 1: A conformal diagram of the Poincare´-patch of AdS3. The vertical line is the asymptotic boundary
while the two diagonal lines are the two Poincare´-horizons where t → ±∞. The two cutoff surfaces λ = 1/2
and λ˜ = 1/2 are shown as dashed (red) and dotted (blue) lines, respectively.
with the expansion parameter σ  1. The metric defined by the line element (8) can then be expanded in
orders of σ and we find
ds2 =
dλ˜2
4λ˜2
− λ˜dt˜2 + λ˜dx˜2
− σ
2λ˜
[(
g′′+
(
t˜+ x˜
)
+ g′′−
(
t˜− x˜) )dt˜+ (g′′+ (t˜+ x˜)− g′′− (t˜− x˜) )dx˜]dλ˜+O(σ2) (13)
where we have switched from lightcone coordinates x˜± to standard coordinates t˜, x˜ on the boundary. The
components of the energy-momentum tensor read
8piG3T++ = −σ
2
g+
′′′(x˜+) +
σ2
4
(
3g+
′′(x˜+)2 + 2g+′(x˜+)g+′′′(x˜+)
)
+O(σ3), (14a)
8piG3T−− = −σ
2
g−′′′(x˜−) +
σ2
4
(
3g−′′(x˜+)2 + 2g−′(x˜+)g+′′′(x˜−)
)
+O(σ3), (14b)
8piG3T+− = 0. (14c)
For later, it will be convenient to introduce the Fourier transforms of the functions g±:
g+(x˜
+) =
∞∫
−∞
dξ gˆ+(ξ) exp
(−2pii · x˜+ · ξ) = ∞∫
−∞
dξ gˆ+(−ξ)e2piiξt˜ exp(+2piiξ · x˜), (15a)
g−(x˜−) =
∞∫
−∞
dξ gˆ−(ξ) exp
(−2pii · x˜− · ξ) = ∞∫
−∞
dξ gˆ−(−ξ)e2piiξt˜ exp(−2piiξ · x˜). (15b)
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3 Complexity = Volume
In this section we calculate the complexity of states (11) for small conformal transformations (12) using the
Complexity=Volume (CV) proposal (2). For this, we have to calculate the maximal volume of a co-dimension
one spacelike slice with fixed boundary conditions, i.e. we have to maximize
V =
∫
dλ˜dx˜
√
γ (16)
with the determinant of the induced metric
√
γ depending on the embedding function t˜(x˜, λ˜). This spacelike
slice is anchored at the boundary at a constant time slice of the coordinates x˜± = t˜± x˜. For a small conformal
transformation, we can expand the embedding9
t˜(x˜, λ˜) =t0 + σt1(x˜, λ˜) + σ
2t2(x˜, λ˜) + ... . (17)
Just as the metric functions (15), we can write the embedding function t1 as an (inverse) Fourier transform
t1(x˜, λ˜) =
∞∫
−∞
dξ tˆ(ξ, λ˜) exp(2piiξx˜). (18)
With (17), we can now expand the integrand of (16) in orders of σ, and the lowest nontrivial order leads to
equations of motion for t1(x˜, λ˜) of the form
8λ˜3t1
(0,2)
(
x˜, λ˜
)
+ 20λ˜2t1
(0,1)
(
x˜, λ˜
)
+ 2t1
(2,0)
(
x˜, λ˜
)
= −g′′+ (x˜+ t0)− g′′− (t0 − x˜) , (19a)
8λ˜3tˆ(0,2)
(
ξ, λ˜
)
+ 20λ˜2tˆ(0,1)
(
ξ, λ˜
)
− 8pi2ξ2tˆ
(
ξ, λ˜
)
= 4pi2ξ2
(
gˆ+(−ξ)e2ipiξt0 + gˆ−(ξ)e−2ipiξt0
)
. (19b)
Therefore, we have a second order partial differential equation for the Fourier coefficients tˆ. The boundary
conditions are the fixed behaviour at the asymptotic boundary (i.e. limλ˜→∞ t1 = 0) and at the Poincare´-horizon
at λ˜ = 0 we demand that t1 does not diverge to keep the perturbative expansion meaningful. This would
mean that the embedding function t1 does not leave the Poincare´-patch through one of the null-segments of the
Poincare´-horizon in figure 1, but instead goes into the corner on the left hand side of the figure.10
Using these conditions to solve (19b), we obtain a piece-wise smooth result11
tˆ(ξ, λ˜) =
(
1
2
(
e
−2pi|ξ|√
λ˜ − 1
)
+
pi|ξ|√
λ˜
e
−2pi|ξ|√
λ˜
)(
gˆ−(ξ)e−2ipiξt0 + gˆ+(−ξ)e2ipiξt0
)
. (20)
Now, let us turn to the volume. Expanding (16) up to second order in σ, we obtain 12
V = V|σ=0 + σ2V(2) +O(σ3) (21)
9For σ = 0, the metric (13) is just the Poincare´ metric, and the appropriate embedding for a maximal volume slice anchored to
a constant time-slice on the boundary is just given by t = t0.
10One can avoid the problem of having to specify boundary conditions at the Poincare´-horizon altogether by mapping the problem
to global AdS and solving the equations for the embedding there. Then, it would suffice to give Dirichlet boundary conditions at
the full boundary circle of global AdS.
11In all our calculations, we implicitly assume that integrals are sufficiently well behaved to interchange integration order or
integration and differentiation where necessary, and that the functions g± fall off to zero towards infinity. Note that for all the
specific examples to be discussed in section 4, it is possible to analytically calculate the embedding t1(x˜, λ˜) and confirm that the
equation (19a) as well as the boundary conditions are satisfied.
12 The first-order term is
V(1) =
δV
δt˜
∣∣∣∣
σ=0︸ ︷︷ ︸
0
·t1 + δV
δg±
∣∣∣∣
σ=0︸ ︷︷ ︸
0
·g± = 0,
where the first term vanishes because of extremality of the 0th-order embedding in the Poincare´-metric. It directly follows from
this that the second-order term V(2) only depends on the first order terms in the changes of embedding and metric.
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with
V(2) =
∞∫
0
dλ˜
∞∫
−∞
dx˜
[
−
√
λ˜
2
t˜1
(0,1)
(
x˜, λ˜
) (
g′′−
(
t˜0 − x˜
)
+ g′′+
(
t˜0 + x˜
))− λ˜5/2t˜1(0,1)(x˜, λ˜)2 − t˜1(1,0)(x˜, λ˜)2
4
√
λ˜
]
, (22a)
=pi3
∞∫
−∞
dξ |ξ|3 (gˆ+(ξ)e−2ipiξt0 + gˆ−(−ξ)e2ipiξt0) (gˆ−(ξ)e−2ipiξt0 + gˆ+(−ξ)e2ipiξt0) , (22b)
=pi3
∞∫
−∞
dξ |ξ|3 ∣∣gˆ−(ξ)e−2ipiξt0 + gˆ+(−ξ)e2ipiξt0∣∣2 ≥ 0. (22c)
We can already point out the following observations: First of all, we see that the change in complexity ∝ V(2)
(see (2)) due to the operators U being applied to the groundstate is always independent of the cutoff , i.e. UV
finite.13 Secondly, we find
C(U(g+)U(g−) |0〉 , |R〉) ≥ C(|0〉 , |R〉) (23)
for any g±. So any U(g±) (with small σ) applied on the groundstate |0〉 (described by the Poincare´-metric) will
only increase the complexity with respect to the reference state. We hence see that among the geometries (13)
in a neighbourhood around the groundstate, the groundstate is the least complex with respect to the reference
state |R〉. This result has an interesting physical interpretation: The operators U only map states with smooth
dual geometry to other states with smooth dual geometry. However, it is commonly assumed that the reference
state |R〉 will be a state without spatial entanglement, and such states cannot have a smooth dual geometry [64].
So in the total space of states, the states of the form U(g+)U(g−) |0〉 in a neighbourhood of |0〉 form a set in
which |0〉 locally minimises the complexity with respect to the reference state. See figure 2 for an illustrative
sketch of the space of states.
|ψU 〉
|R〉
|0〉
U
C(|ψU 〉 , |R〉)
C(|0〉 , |R〉)
Figure 2: The space of states with the reference state |R〉, the groundstate |0〉 and the state |ψU 〉 ≡ U |0〉 for
the generator U of a small conformal transformation. The red dashed lines signify the complexities of the states
|ψU 〉 and |0〉 with respect to the reference state |R〉.
The way in which complexity is defined as a distance measure between states can be very abstract and does
not need to employ a Riemannian metric, for example it may also be based on Finslerian geometry [1, 2]. In
fact, although one would commonly assume that for a distance measure D between states φ and ψ the symmetry
property D(φ, ψ) = D(ψ, φ) has to be satisfied [10], it was suggested in [50] this requirement might have to
be abandoned for definitions of complexity. E.g. one could imagine defining the complexity with respect to
a gate-set that includes a given gate, but not its inverse. Then, operators will in general not have the same
13In the terms of [63], the complexity of formation is finite.
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complexity as their inverse operators. However, from the result (22) it is evident that V(2) is invariant under
g± → −g±, which to first order in σ corresponds to U(g±) → U†(g±), see appendix A. So when applied to
the vacuum state |0〉, the two operators U(g±) and U†(g±) lead (at least to leading order in σ) to a change of
complexity by the same amount. This is not true when these operators are applied to generic states.
One of the few kinds of geometric intuition that we can likely rely on when dealing with complexities is the
triangle inequality [1, 2]
C(U(g+)U(g−) |0〉 , |R〉) ≤ C(U(g+)U(g−) |0〉 , |0〉) + C(|0〉 , |R〉), (24)
hence
C(U(g+)U(g−)) ≥ C(U(g+)U(g−) |0〉 , |0〉) ≥ C(U(g+)U(g−) |0〉 , |R〉)− C(|0〉 , |R〉) ∝
σ2V(2)
LGN
. (25)
So if the proportionality factor in equation (2) could be fixed, our results would lead to quantitative lower
bounds on the complexities of the field theory operators U . However, as we see from (21), the righthand-side of
the above bound will be of order σ2, while for small σ the change of the state due to the action of U(g±) will
be of order σ, and hence we would intuitively assume that C(U(g+)U(g−)) and C(U(g+)U(g−) |0〉 , |0〉) will be
of order σ also. If this is true, the bound of (25) is not very strict. It would be interesting to extend our studies
to operators U being applied to general Ban˜ados geometries without the need of taking σ small, however we
leave this for the future.
The result (22) can be rewritten suggestively as two time-independent pieces, which only depend on gˆ+ or
gˆ−, and a time-dependent mixed term
V(2) = V(2),pure(gˆ+) + V(2),pure(gˆ−) + V(2),mixed(gˆ+, gˆ−), (26a)
V(2),pure(gˆ) = pi3
∞∫
−∞
dξ |ξ|3 · gˆ(−ξ)gˆ(ξ), (26b)
V(2),mixed(gˆ+, gˆ−) = 2pi3
∞∫
−∞
dξ |ξ|3 · gˆ+(ξ)gˆ−(ξ)e−4ipiξt0 . (26c)
The reason why this is interesting is that the energy-momentum tensor of the two-dimensional CFT can be
understood in terms of left- and right-moving modes. Setting either g+ = 0 or g− = 0 will hence result in
a configuration with translational invariance in one of the light-cone coordinates x˜±. As we integrate over
the spatial direction x˜ to obtain the holographic complexity, the result for the change in complexity will then
be time-independent and given by either V(2),pure(gˆ+) or V(2),pure(gˆ−) in (26a). If both g± 6= 0, we get a
time-dependent result.
The result (26) allows for some general insights into the behaviour of V(2) under simple manipulations of the
functions gˆ±. For example, we find that under rescalings of arguments, g±(x)→ g±(λx)⇔ gˆ±(ξ)→ 1|λ| gˆ±(ξ/λ),
Vpure →λ2Vpure (27a)
Vmixed →λ2Vmixed|t0→λt0 . (27b)
Another interesting thing to look at is what happens under addition of functions g±, as at first order in σ
this corresponds to carrying out two small conformal transformations after each other (see appendix A.3). We
8
obtain
V(2),pure(gˆ + fˆ) = V(2),pure(gˆ) + V(2),pure(fˆ) + 2pi3
∫
dξ|ξ|3gˆ(−ξ)fˆ(ξ) (28a)
V(2),mixed(gˆ+ + fˆ+, gˆ− + fˆ−) = V(2),mixed(gˆ+, gˆ−) + V(2),mixed(fˆ+, fˆ−)
+ V(2),mixed(fˆ+, gˆ−) + V(2),mixed(gˆ+, fˆ−). (28b)
In the next section, we will proceed to pick some illustrative examples of g± which allow for particularly
simple analytical expressions to be derived for t1(x˜, λ˜) and V(2).
4 Examples
Example 1
To begin, let us choose14
g+
(
x+
)
=
a+c+
a2+ + (x
+)
2 ⇔ gˆ+(ξ)=c+e−2a+pi|ξ|pi (29a)
g−
(
x−
)
=
a−c−
a2− + (x−)
2 ⇔ gˆ−(ξ)=c−e−2a−pi|ξ|pi. (29b)
These functions have the virtue of allowing for comparably simple analytic expressions. Furthermore, they fall
off towards infinity like a power law and hence describe wavepackets which are approximately localised, see
figure 3.
-2 -1 0 1 2-2
-1
0
1
2
-4
-2
0
2
4
Figure 3: First order term in σ (as in (14)) of the energy density E(t, x) = T++(t+x) +T−−(t−x) for example
1 with a± = c± = 1. This picture can be interpreted in terms of two wavepackets, one moving to the left and
one moving to the right at the speed of light.
14For simplicity of notation, we will drop the tildes over the coordinates in this section.
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For the first order correction to the embedding in (17), we find
t1(x, λ) =c−
2
√
λ
(
(t0 − x)2 − a2−
)− λa− (a2− − 3(t0 − x)2)− a−
2
(
a2− + (t0 − x)2
) (
2a−
√
λ+ λ
(
a2− + (t0 − x)2
)
+ 1
)
2
+ c+
2
√
λ
(
(t0 + x)
2 − a2+
)− λa+ (a2+ − 3(t0 + x)2)− a+
2
(
a2+ + (t0 + x)
2
) (
2a+
√
λ+ λ
(
a2+ + (t0 + x)
2
)
+ 1
)
2
(30)
and the correction to the volume is given by
V(2) =c2+ ·
3pi
64a4+
+ c2− ·
3pi
64a4−
+
c−c+
(a+ + a−)4
· 3pi
(
16t4a − 24t2a + 1
)
2 (4t2a + 1)
4
with ta =
t0
a+ + a−
, (31)
which nicely displays the structure derived in (26a). The mixed term V(2),mixed is shown in figure 4.
Example 2
Using instead
g+
(
x+
)
= − c+x
+
a2+ + (x
+)
2 ⇔ gˆ+(ξ)=− ic+e−2a+pi|ξ|pisgn(ξ) (32a)
g−
(
x−
)
= − c−x
−
a2− + (x−)
2 ⇔ gˆ−(ξ)=− ic−e−2a−pi|ξ|pisgn(ξ), (32b)
we obtain the embedding
t1(x, λ) =− c−
(t0 − x)
(
−4a−
√
λ+ λ
(−3a2− + (t0 − x)2)− 1)
2
(
a2− + (t0 − x)2
) (
2a−
√
λ+ λ
(
a2− + (t0 − x)2
)
+ 1
)
2
− c+
(t0 + x)
(
−4a+
√
λ+ λ
(−3a2+ + (t0 + x)2)− 1)
2
(
a2+ + (t0 + x)
2
) (
2a+
√
λ+ λ
(
a2+ + (t0 + x)
2
)
+ 1
)
2
(33)
and the volume change
V(2) =c2+ ·
3pi
64a4+
+ c2− ·
3pi
64a4−
− c−c+
(a+ + a−)4
· 3pi
(
16t4a − 24t2a + 1
)
2 (4t2a + 1)
4
with ta =
t0
a+ + a−
. (34)
Interestingly, this is identical to the result (31) up to a sign change in the term V(2),mixed(gˆ+, gˆ−). See figure 4
for a plot of this quantity.
Interestingly, we see that V(2),mixed(gˆ+, gˆ−) → 0 as t0 → ±∞. The physical reason for this appears to be
that the wavepackages of left and right moving modes propagate away from each other in this limit and have
increasingly little overlap due to the falloff of the functions g±(x±) on a constant time slice. The larger the
separation of these wavepackages, the less they influence each other, and in the limit t0 → ±∞ the change in
complexity V(2) becomes the sum of the complexity changes due to each individual wavepackage:
lim
t0→±∞
V(2) → V(2),pure(gˆ+) + V(2),pure(gˆ−). (35)
Another noteworthy feature of the time-dependent contribution is that
+∞∫
−∞
V(2),mixed(gˆ+, gˆ−)dt0 = 0, which is a
generic consequence of (26c) for sufficiently well-behaved gˆ±. This means that the time-average of V(2) is also
given by the sum on the right-hand side of (35).
10
-1.0 -0.5 0.5 1.0
-2
-1
1
2
3
4
5
Figure 4: Plot of the term V(2),mixed(gˆ+, gˆ−) for example 1, respectively −V(2),mixed(gˆ+, gˆ−) for example 2. For
t0 → ±∞, V(2),mixed(gˆ+, gˆ−)→ 0.
These additivity properties are interesting in the light of the axiom G3 proposed in [47], which qualitatively
states that the sum of the complexity of two independent tasks should be the sum of the complexities of each
individual task. For non-zero functions g±, the conformal transformation on the CFT state is implemented by
the two commuting operators U(g+) ≡ UL and U(g−) ≡ UR, as there are two copies of the Virasoro algebra.
By G3 of [47], we would hence expect
C(ULUR) = C(UL) + C(UR). (36)
However, due to the triangle inequality (24) and the inequality explained in footnote 3, this does not translate
directly into a statement about the complexities of the states ULUR |0〉, so the fact that the additivity of (35)
does not hold for finite times is not inconsistent.
Example 3
As a final example, we may look at
g+
(
x+
)
=
c+x
+
a2+ + (x
+)
2 ⇔ gˆ+(ξ)=ic+e−2a+pi|ξ|pisgn(ξ) (37a)
g−
(
x−
)
=
a−c−
a2− + (x−)
2 ⇔ gˆ−(ξ)=c−e−2a−pi|ξ|pi, (37b)
which yields
V(2) =c2+ ·
3pi
64a4+
+ c2− ·
3pi
64a4−
− c−c+
(a+ + a−)4
· 12pita
(
1− 4t2a
)
(4t2a + 1)
4
with ta =
t0
a+ + a−
(38)
The time-dependent part V(2),mixed(gˆ+, gˆ−) of this expression is plotted in figure 5. As before, this quantity
vanishes in the limit t0 → ±∞.
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Figure 5: V(2),mixed(gˆ+, gˆ−) for example 3.
5 Comparison to field theory ansatz
In this section, we will compare our results to a field-theory complexity proposal made in ArXiv version 1 of [47]
and [65]. There, it was proposed that axiomatic complexity between two pure states |ψ1〉 and |ψ2〉 could be
defined via their fidelity as
C (ψ1, ψ2) = −2 ln(| 〈ψ1|ψ2〉 |). (39)
Irrespectively of whether this proposal is the correct result for the field theory dual of holographic complexity
(see the discussion in [47, 65]), we will use (39) as an easy to work with model for field theory complexity, and
we will derive the non-trivial constraints on the reference state |R〉 that our results of section 3 imply when
taken together with (39).
First of all, for small σ, we expand the operator generating a conformal transformation as
U(σ) ≈ 1 + σU1 + σ2U2 + ... (40)
with15,
σU1 = L, σ2U2 = 1
2
L2 + B. (41)
We are implicitly still making the assumption that the functions g±(x±) on which these operators will depend
are smooth and well behaved enough to allow for all the manipulations performed in the earlier sections of
the paper, i.e. for all integrals to converge etc. The operators U1, U2,L and B hence stand for a large family
of operators which are dependent on a choice of functions g±(x±) which is arbitrary to a degree within these
15Where, from appendix A, specifically section A.4, we take
L = σ i
2pi
∫
dx g+(x) · T++(x),
B = −σ2 i
8pi
∫∫
dx1dx2 g
′
+(x1)g+(x2) · T++(x1 + x2).
For these, we have L† = −L, B† = −B.
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limitations. We can now expand16
〈R|U(σ)|0〉 ≈ 〈R|0〉+ σ 〈R|U1|0〉+ σ2 〈R|U2|0〉 .... (42)
For the fidelity, this then yields
| 〈R|U(σ)|0〉 |2 = 〈R|U(σ)|0〉 〈0|U†(σ)|R〉
= A0 + σA1 + σ
2A2 (43)
with
A0 ≡ 〈R|0〉 〈0|R〉 , (44)
A1 ≡ 〈R|0〉
〈
0|U†1 |R
〉
+ 〈0|R〉 〈R|U1|0〉 , (45)
A2 ≡ 〈R|0〉
〈
0|U†2 |R
〉
+ 〈0|R〉 〈R|U2|0〉+
〈
0|U†1 |R
〉
〈R|U1|0〉 . (46)
Plugging this into (39), we find
C (U(σ) |0〉 , |R〉) = − log (| 〈R|U(σ)|0〉 |2)
≈ − log (A0 + σA1 + σ2A2)
≈ − log(A0)− σA1
A0
+ σ2
(
1
2
(
A1
A0
)2
− A2
A0
)
(47)
.
We are now in a position to compare (47) to our results obtained in the earlier sections assuming the
holographic volume proposal (2). Most importantly, (21) seems to show that the first order term −σ 2B1B0 should
vanish in (47). However, if (39) is to hold in the case of a continuum field theory, we have to be careful about
the appearance of the UV cutoff  1. Holography shows [36]
C (|0〉 , |R〉) ∼ 1

 1. (48)
We argued that complex phases should not affect the value of complexity, and this is certainly true in the
proposal (39). So without loss of generality, we can choose the complex phase of |R〉 such that
| 〈R|0〉 | = 〈R|0〉 = 〈0|R〉 = e− 12C(|0〉,|R〉) ∼ e−12 . (49)
Due to the exponentiation in the last step, it is conceivable that some of the terms in (47) might not vanish,
but still be nonperturbatively small, and might hence not be captured by a holographic calculation as done in
the previous sections. However, the vanishing of the first order term in (47) is not only implied by (21), but
also by the general expectation that the complexity change due to U or the inverse U† being applied to the
ground state |0〉 should be identical, at least up to second order (see section 3 and also [47]). We hence obtain
A1
A0
≡ 0⇔ Re
( 〈0|R〉 〈R|U1|0〉
〈0|R〉 〈R|0〉
)
≡ 0 (50)
This is the first and most important condition on the reference state |R〉 that we derive in this section. It should
hold for any sufficiently well behaved choice of g±(x±), and hence represents an entire class of restrictions on
the reference state.
16Here we explicitly assume that the reference state |R〉 is a pure state. This might not be necessarily true, we thank Keun-
Young Kim for discussions on this issue, see also [47]. In the main results of this section, such as (50) for example, we can however
re-generalise to a mixed reference state by making the replacement |R〉 〈R| → ρR.
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We now turn our attention to the second order term in (47):
A21
2A20
− A2
A0
(51)
Assuming (50), this simplifies to
−A2
A0
= −2 Re
( 〈0|R〉 〈R|U2|0〉
〈0|R〉 〈R|0〉
)
+
〈
0|U†1 |R
〉
〈R|U1|0〉
〈0|R〉 〈R|0〉
=
−2 Re (〈0|R〉 〈R|U2|0〉) + | 〈R|U1|0〉 |2
〈0|R〉 〈R|0〉 (52)
As argued above, we expect the complexity change induced by acting on the groundstate with
U ≈ 1 + L︸︷︷︸
≡σU1
+B + 1
2
L2︸ ︷︷ ︸
≡σ2U2
+... (53)
to be identical to the complexity change induced by acting on the groundstate with
U† ≈ 1 −L︸︷︷︸
≡σU1
−B + 1
2
L2︸ ︷︷ ︸
≡σ2U2
+... . (54)
This implies
2 Re
(
〈0|R〉 〈R|B + 12L2|0〉
〈0|R〉 〈R|0〉
)
+
| 〈R|L|0〉 |2
〈0|R〉 〈R|0〉 ≡ 2 Re
(
〈0|R〉 〈R| − B + 12L2|0〉
〈0|R〉 〈R|0〉
)
+
| 〈R| − L|0〉 |2
〈0|R〉 〈R|0〉 (55)
⇔ Re
( 〈0|R〉 〈R|B|0〉
〈0|R〉 〈R|0〉
)
≡ 0 (56)
As the condition (50) is supposed to hold for any reasonable choice of function g±, and as otherwise the
two operators L and B have a similar structure (see appendix A), (56) actually follows from (50). Reversing
the above reasoning, (55) is hence implied by (50), too. Consequently, the second order term in the complexity
change only depends on the term ∼ L2 in the expansion of the operator to second order, and not the term ∼ B,
as may have been anticipated from the discussion in section 3.
Consequently, in (52), the positivity of our result (22) and its independence of the UV cutoff imply
−2 Re
(
〈0|R〉
〈
R|1
2
L2|0
〉)
≥ | 〈R|L|0〉 |2, (57)
2 Re
(
〈0|R〉
〈
R|1
2
L2|0
〉)
+ | 〈R|L|0〉 |2 ∼ −e−C(|0〉,|R〉). (58)
These appear to be non-trivial conditions on the reference state |R〉. We leave it for future research to
investigate these conditions and the possible reference states that satisfy them in more detail.
6 Conclusion and outlook
To summarise: Based on the volume proposal (2) for holographic complexity, and the solution generating
diffeomorphisms explained in section 2 for small σ, we have calculated explicit and general formulas (22), (26)
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for how holographic complexity changes when such transformations are applied to the ground state in section 3.
We have also pointed out a number of nontrivial analytic properties of these expressions, such as the formulas
for scaling (27) and the addition (28). In section 4, we studied a couple of explicit and analytically solvable
examples which exemplify the generic results of section 3. Also, in (35) we pointed out the interesting property
of additivity of both the late time results and the time-average of the change in complexity when using conformal
transformations that make use of both copies of the Virasoro group.
The motivation behind our investigations was the idea that if holographic complexity is really a measure of
a field theoretic concept of complexity along the lines explained in section 1, then there have to be some implicit
choices of e.g. gateset or reference state associated with it. When comparing our results to how complexity
changes under small conformal transformations in field theory proposals for complexity, this might help to shed
light on the choices that are implicit in the holographic proposal. We started with some preliminary work in this
direction in section 5. In this context it is important that, of course, conformal transformations are something
that can be studied in any CFT, not only strongly coupled or large c ones with a classical gravity dual. This
should make a comparison with field theory results easier in general.
Let us close with an outlook on interesting investigations that may now follow. Firstly, it would obviously
be of great interest to study how complexity changes under conformal transformations according to the field
theory prescriptions of e.g. of [3, 42, 43, 46, 48–50] and compare the results to the ones presented in this paper,
as well as continue the work on the proposal of [47,65] started in section 5. Similarly, it would be interesting to
compare these results to similar results that could be gained from the holographic action proposal (5). This is
already work in progress.
Secondly, another worthwhile direction may be to study the effect of (infinitesimal) conformal transforma-
tions on subregions of the dual CFT2. When acting with such a transformation on the groundstate, the resulting
energy-momentum tensor (10) will necessarily violate the null energy condition (NEC) somewhere. This is not
problematic, as in holography the dual field theory is a quantum field theory, and it is well known that quantum
effects can lead to a violation of the NEC. In fact holography has been used as a tool to study such NEC
violations on the boundary in the past. Now, out of phyiscal intuition, it might be interesting to ask whether
subregions in which the NEC is violated have a larger or lower complexity than similarly sized and shaped ones
in which the average energy is positive.
Thirdly, one could holographically calculate the complexities of the states corresponding to the two sided
black holes studied in [57], i.e. BTZ black holes to which a solution generating diffeomorphism was applied on
one or both of its sides. This way one generates an infinite set of purifications of the thermal state, of which
the well known thermofield-double state is only one example. One might then ask: Which of these states is
the optimal purification of the thermal state in the sense of having minimal complexity, and what makes this
purification special?
We leave these interesting questions, as well as many others, for future research.
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A Unitary operator for conformal transformations
In this appendix we will review how the unitary operators implementing conformal transformations in equation
(11) can be explicitly constructed in terms of field theory operators, specifically in terms of the Virasoro
generators Ln. For this, we will follow the perturbative approach of appendix E of [57] and extend it to second
order.
A.1 Conformal maps
Let us start by considering a compact spatial direction, i.e. x ∈ [0, `]. The usual coordinates for radial quanti-
sation are
w = exp
(
i
2pi
`
· x+
)
, (59a)
w¯ = exp
(
i
2pi
`
· x−
)
. (59b)
In the following, we demand |w| = 1 ⇔ w† = w−1 to ensure x± ∈ R. The energy-momentum tensor in these
radial coordinates is17
T (w) =
∑
n
Lnw
−n−2, (60a)
and in the light-cone coordinates18
T++ = −4pi
2
`2
(
w2T (w) + const.
)
. (60b)
This expression has to be real, yielding the condition L†n = L−n for the Virasoro generators Ln, which satisfy
the well known algebra
[Lm, Ln] = (m− n)Lm+n + c
12
(m3 −m)δm+n,0 (61a)
[Ln, c] = 0 (61b)
where c is the central charge. A small conformal transformation in radial coordinates is
w → w′ = w + ε(w). (62)
and similarly for w¯. The function ε can be written as Fourier decomposition
ε =
∑
n
εnw
−n+1. (63)
Since x′+ has to be real as well, we need to demand
ε∗n = −ε−n +
∞∑
n1=−∞
ε−n1 · εn1−n +O(ε)3 (64)
which is the extension of the result of [57] to second order.
17Of course, this is only the chiral part of the energy-momentum tensor, similar relations hold for the anti-chiral part T¯ (w¯).
18The const. is related to the Casimir energy on the cylinder. Note however that later we will send `→∞.
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A.2 Conformal transformations
Under a conformal transformation, the energy-momentum tensor transforms as
T˜ (w′) =
(
∂w′
∂w
)−2 (
T (w)− c
12
S(w′, w)
)
, (65)
where S(w′, w) is the Schwarzian derivative
S(w′, w) =
(
∂3w′
∂w3
)(
∂w′
∂w
)−1
− 3
2
(
∂2w′
∂w2
)2(
∂w′
∂w
)−2
. (66)
Our goal is to explicitly construct an operator U(ε) that generates this transformation to second order in ε. In
order to do this, we calculate the change of the energy-momentum tensor to be
δT (w) ≡T˜ (w)− T (w) (67a)
=− ε(w)T ′(w)− 2T (w)ε′(w)− 1
12
cε(3)(w)
+
1
12
cε(4)(w)ε(w) +
1
8
cε′′(w)2 +
1
4
cε(3)(w)ε′(w) +
1
2
ε(w)2T ′′(w)
+ 3ε(w)T ′(w)ε′(w) + 2T (w)ε(w)ε′′(w) + 3T (w)ε′(w)2, (67b)
where the second line is the first order result also found in [57]. At the same time, we have δT (w) ≡∑
n δLnw
−n−2 and consequently
δLk =
∑
n
εn [Lk, L−n] +
1
2
∑
m,n
εnεm [L−n, [L−m, Lk]] +
∑
m,n
n+m− 2
4
εnεm [Lk, L−n−m] +O(ε)3, (68a)
!
= U†LkU − Lk. (68b)
Defining L ≡ ∑n εnL−n, the first order result of [57] was U(ε) = eL up to terms of order O(ε2). The
second term we obtain in (68a) also arises from this form of U as is obvious from the formula eXY e−X =
Y + [X,Y ] + 12 [X, [X,Y ]] + ... . However, we have to include a correction which produces the third term. So for
the form of U(ε) including terms of order O(ε2), we make the ansatz
U(ε) = eL+B (69)
where B is an operator of O(ε2). Examining (68) yields
B =
∑
m,n
m+ n− 2
4
εmεnL−n−m. (70)
Let us perform some consistency checks. For U to be unitary, B has to satisfy
(L+ B)† = −L− B +O(ε)3, (71)
which (70) does, using (64). Furthermore, we require that the inverse conformal transformation yields the
inverse unitary operator. Calculating the inverse transformation yields
w = w′ + εinv.(w′), εinv.n = −εn +
1
2
∑
n1
εn1εn−n1(2− n) +O(ε)3. (72)
The subleading terms arise since εinv. is expanded with respect to w′ and not w. This resulting condition is
U(εinv.) = U(ε)† = e−L−B. (73)
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B is quadratic in ε and hence identical up to second order for ε and εinv.. Therefore, this consistency condition
can also be used to determine B, yielding the same result as obtained in (70).
This determines U(ε) in (69) up to terms of orderO(ε3)19 and up to a possible complex phase shift B → B+iβ
(β ∈ R), as equation (68a) only depends on commutators of B. This will play a role in the next section.
A.3 Products
What happens if we do two conformal transformations ε(1,2) after each other? It should be possible to write
this as one conformal transformation
w′ = w + ε(1)(w) (74a)
w′′ = w′ + ε(2)(w′) ≡ w + ε(3)(w) (74b)
ε(3)(w) = ε(1)(w) + ε(2)(w + ε(1)(w))
= ε(1)(w) + ε(2)(w) + ε(2)′(w)ε(1)(w) +O(ε3). (74c)
Consequently, we obtain
ε(3)m = ε
(1)
m + ε
(2)
m +
∑
n
(1− n)ε(1)m−nε(2)n . (75)
Using the Baker-Campbell-Hausdorff formula
eXeY = eZ , Z = X + Y +
1
2
[X,Y ] +
1
12
[X, [X,Y ]] + ... (76)
it is possible to show that indeed
U(ε(3)) ≈ U(ε(2))U(ε(1)) (77)
up to terms of order O(ε3) and up to an ε-dependent complex phase that is proportional to the central charge
c and stems from the commutator [L(ε(1)),L(ε(2))].
There are a few comments about this in order. First of all, in the previous subsection we noted that the
requirement that the operators U(ε) in (69) generate conformal transformations (67a) does not fix an overall
complex phase of these operators, so we might define an entire equivalence class of operators (all equal up
to a complex phase) and say that each such equivalence class generates the same conformal transformation.
This means that the operators U(ε) form a projective representation of the Virasoro group. Acting with
such operators on a state like |0〉 would then determine the resulting state only up to a complex phase. For
our purposes, this is sufficient, as we assume that states that differ only by a complex phase have the same
complexity [10].20 Upon inspecting equation (4), the reader will also notice that fidelity susceptibility would
not depend on an overall complex phase of one of the states either.
A more formal treatment of the operators U(ε), taking care of the extra phases introduced by the central
charge c 6= 0 would have to take into account the Bott-cocycle as outlined in [66].
19We see that for a small SGD these operators are simple in the sense of [32].
20I.e. we assume physical states to be defined modulo overall phase. From the holographic perspective, this also makes sense as
we could try to take a state with a holographic dual and reconstruct its bulk geometry from data about entanglement entropies
of subregions. This reconstruction will not depend on the overall phase, so neither should other geometrical probes that can be
calculated from the reconstructed bulk.
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A.4 Real space
Let us return to our previous notation. The conformal transformation induced by the SGD is
x+ = G+(x˜
+) = x˜+ + σ g+(x˜
+) (78)
Comparison with (59a) and (62) yields the identification
exp
(
−σ 2pii
`
· g+
)
= 1 +
ε
w
. (79)
The Fourier decomposition of g+ is
g+ =
∑
n
g+,nw
′−n, (80a)
g∗+,n = g+,−n. (80b)
Here we have to be careful: The Fourier decomposition of ε is with respect to w, whereas the Fourier decom-
position of g+ is with respect to w
′. This produces an additional contribution when expressing εn in terms of
g+,n. Up to second order in g+, we obtain
ε
w
≈ −σ 2pii
`
· g+ − σ2 2pi
2
`2
· g2+, (81a)
εn ≈ −σ 2pii
`
g+,n + σ
2 2(n− 1)pi2
`2
∑
n1
g+,n1g+,n−n1 . (81b)
Expressing the previous results in terms of g+ yields
δLm = −σ 2pii
`
∑
n
g+,n[Lm, L−n]− σ2 2pi
2
`2
∑
ni
g+,n1g+,n2 [L−n1 , [L−n2 , Lm]]
+ σ2
pi2
`2
∑
ni
(n1 + n2)g+,n1g+,n2 [Lm, L−n1−n2 ] +O(σ)3 (82a)
U(g+) = 1− σ 2pii
`
∑
n
g+,nL−n − σ2 2pi
2
`2
∑
ni
g+,n1g+,n2L−n1L−n2
+ σ2
pi2
`2
∑
ni
(n1 + n2)g+,n1g+,n2L−n1−n2 +O(σ)3. (82b)
This operator is unitary, keeping in mind that g∗+,n = g+,−n. Now, let us carefully take the limit of an infinite
spatial cycle, i.e. `→∞. For that, we define
ξ =
n
`
, dξ =
1
`
. (83)
The expansions in w are Fourier transformations in this limit21
g+(x˜
+) =
∫
dξ ` · g+,`ξ︸ ︷︷ ︸
gˆ+(ξ)
exp
(−2pii · x˜+ · ξ), (84a)
T++(x
+) =− 4pi2
∫
dξ
1
`2
` · L`ξ︸ ︷︷ ︸
Lˆ(ξ)
exp
(−2pii · x+ · ξ). (84b)
21We see that in this limit, the εn are not suitable any more, as they go as g+/` = gˆ+/`2 → 0.
19
The operator we look at consequently is
U(g+) = 1− σ 2pii
∫
dξ gˆ+(ξ)Lˆ(−ξ)− σ2 2pi2
∫∫
dξ1dξ2 gˆ+(ξ1)gˆ+(ξ2)Lˆ(−ξ1)Lˆ(−ξ2)
+ σ2 pi2
∫∫
dξ1dξ2 (ξ1 + ξ2)gˆ+(ξ1)gˆ+(ξ2)Lˆ(−ξ1 − ξ2) +O(σ)3, (85a)
= 1 + σ
i
2pi
∫
dx g+(x) · T++(x)− σ2 1
8pi2
∫∫
dx1dx2 g+(x1)g+(x2) · T++(x1)T++(x2)
− σ2 i
8pi
∫∫
dx1dx2 g
′
+(x1)g+(x2) · T++(x1 + x2) +O(σ)3 (85b)
and similarly for U(g−).
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