In this article we perform an asymptotic analysis of Bayesian parallel density estimators which are based on logspline density estimation presented in [2] . The parallel estimator we introduce is in the spirit of the kernel density estimator presented by Neiswanger, Wang and Xing [5] . We provide a numerical procedure that produces the density estimator itself in place of the sampling algorithm. We derive an error bound for the mean integrated squared error for the full data posterior estimator and investigate the parameters that arise from the logspline density estimation and the numerical approximation procedure. Our investigation leads to the choice of parameters that result in the error bound scaling appropriately in relation to them.
Introduction
Data collection is an essential part of many fields, whether it be part of a physical science, social or any other field that has any type of quantifiable information. The purpose of collecting data is to capture evidence that will lead to a satisfying answer for any question that has been posed, scientific or otherwise. All types of data need to be processed in order to extrapolate such answers and with recent advances in data science and analytics research it has become apparent that the procedure of gathering information and creating datasets of virtually limitless size has an impact on processing times. An additional fact that impedes data processing is when datasets are located in different mainframes that could also be in several locations, which makes it difficult to copy and store them in the same place. For example, an added feature that contributes to this difficulty is when privacy policies are involved, where the various datasets are located at different private institutions.
To effectively reduce the time required to process these large datasets, it is common to carry out a statistical analysis on these with the use of parallel computing. Due to the efficiency of parallel processing of large datasets there has been a surge in research focused on parallel statistical algorithms.
One approach is to partition a large dataset and create smaller subsets, where each subset is analyzed on a separate machine using parallel Markov chain Monte Carlo (MCMC) methods [8, 9, 10] . However, a downside of these methods is the necessary communication between machines in order to generate each sample. Despite the reduction of processing times due to the parallelization, communication costs between machines significantly counter that reduction and therefore any algorithms that involve extensive communications are not preferable. To address this issue, a number of alternative communicationfree parallel MCMC methods have been developed for Bayesian analysis of big data. These methods separate large datasets into smaller subsets, where Bayesian MCMC analysis is performed on each subset independently, and the subset posterior samples are combined to estimate the full data posterior, see [5, 6] .
Neiswanger, Wang and Xing [5] introduced a parallel kernel density estimator that first approximates each subset posterior density and then estimate the full data posterior by multiplying together the subset posterior estimators. The authors of [5] show that the estimator they use is asymptotically exact and develop an algorithm that generates samples from the distribution approximating the full data estimator. Though the estimator is asymptotically exact the algorithm of [5] does not perform well for posteriors that have non-Gaussian shape. This under-performance is attributed to the construction of the subset posterior densities, since for any finite number of MCMC samples their method produces near-Gaussian posteriors, regardless of the shape of the true underlying distribution given the full data. Another drawback that their method has is when the unknown parameter is in a high-dimensional space. Their methodology uses kernel density estimation to approximate joint densities, which in turn are difficult to work with given the large number of parameters.
Logspline density estimation has been widely used in many statistical applications with great success. In this paper we present the analysis of the estimation methodology for communication-free methods introduced in Miroshnikov and Conlon [6] , which is based on logspline density estimation and where the posterior density is estimated by a direct numerical product of subset posterior estimators. This method performs well for non-Gaussian posterior distributions and is appropriate for the estimation of a posterior density of a one-dimensional parameter or a marginal posterior density of a multi-dimensional parameter. With the latter, we completely bypass the shortcomings of the sampling algorithm in [5] .
The estimator introduced in [6] follows the ideas of Neiswanger et al. [5] . Specifically, let p(x|θ) be the likelihood of the full data given the parameter θ ∈ R. We partition x into M disjoint subsets xm, with m ∈ {1, 2, ..., M }. For each subset we draw N samples θ m 1 , θ m 2 , ..., θ m N whose distribution is given by the subset posterior density p(θ|xm). Given prior p(θ), the datasets x1, x2, . . . , xM and assuming that they are independent from each other, then the posterior density, see [5] , is expressed by 
In our work, we investigate the properties of the estimatorp(θ|x), defined in [6] , that has the form
wherepm(θ) is the logspline density estimator of pm(θ) and where we suppressed the information about the data x.
The estimated productp * of the subset posterior densities is, in general, unnormalized. This motivates us to define the normalization constantĉ for the estimated productp * . Thus, the normalized densityp, one of the main points of interest in our work, is given bŷ p(θ) =ĉ −1p * (θ), whereĉ = p * (θ) dθ.
Computing the normalization constant analytically is a difficult task since the subset posterior densities are not explicitly calculated, with the exception of a finite number of points θi,p * m (θi) , where i ∈ {1, . . . , n}. By taking the product of these values for each i we obtain the value ofp * (θi). This allows us to numerically approximate the unnormalized productp * by using a Lagrange interpolation polynomials. This approximation is denoted byp * . Then we approximate the constantĉ by numerically integrating p * . The approximation of the normalization constantĉ is denoted byc, given bỹ c = p * (θ) dθ, and we setp(θ) :=c −1p * (θ).
The newly defined densityp acts as the estimator for the full-data posterior p.
In this paper, we establish error estimates between the three densities via the mean integrated squared error or MISE, defined for two functions f, g as
Thus, our work involves two types of approximations: 1) the construction ofp * using logspline density estimators and 2) the construction of the interpolation polynomialp * . The methodology of logspline density estimation was introduced in [2] and corresponding error estimates between the estimator and the density it is approximating are presented in [3, 4] . These error estimates depend on three factors: i) the Nm number of samples drawn from the subset posterior density, ii) the Km + 1 number of knots used to create the k-order B-splines, and iii) the step-size of those knots, which we denote by hm.
In our work we estimate the MISE between the functionsp * and p * by adapting the estimation techniques introduced in [3, 4] . We then utilize this analysis to establish a similar estimate for the normalized densitiesp and p,
where hmax = maxm{hm} and j + 1 is the number of continuous derivatives of p. Notice that the exponential contains two terms, where the first depends on the number of samples and the number of knots and the other depends on the placement of the spline knots. Both terms converge to zero and for MISE to scale optimally both terms must converge at the same rate. To this end, we choose hmax and each Km to be functions of the vector N = N1, . . . , NM and scale appropriately with the norm N . This simplifies the above estimate to
where the parameter β ∈ (0, 1/2) is related to the convergence of the logspline density estimators. The estimate for MISE betweenp * andp * is obtained in a similar way by utilizing Lagrange interpolation error bounds, as described in [7] . This error depends on two factors: i) the step-size ∆x of the grid points chosen to construct the polynomial, where the grid points correspond to the coordinates θi,p * m (θi) discussed earlier, and ii) the degree l of the Lagrange polynomial. The estimate obtained is also shown to hold for the normalized densitiesp andp.
where hmin(N) is the minimal distance between the spline knots and is chosen to asymptotically scale with the norm of the vector of samples N, see Section 2. We then combine both estimates to obtain a bound for MISE for the densities p andp. We obtain
In order for MISE to scale optimally the two terms in the sum must converge to zero at the same rate.
As before with the distance betweenp * and p * , we choose ∆x to scale appropriately with the norm of the vector N. This leads to the optimum error bound for the distance between the estimatorp and the density p,
where we choose ∆x
The paper is arranged as follows. In Section 2 we set notation and hypotheses that form the foundation of the analysis. In Section 3 we derive an asymptotic expansion for MISE of the non-normalized estimator, which are central to the analysis performed in subsequent sections. We also perform there the analysis of MISE for the full data set posterior density estimatorp. In Section 4, we perform the analysis for the numerical estimatorp. Finally, in the appendix we provide supplementary lemmas and theorems employed in Section 3 and Section 4.
Notation and hypotheses
For the convenience of the reader we collect in this section all hypotheses and results relevant to our analysis and present the notation that is utilized throughout the article.
(H1) Motivated by the form of the posterior density at Neiswanger et al. [5] we consider the probability density function of the form
where we assume that pm(θ), m ∈ {1, . . . , M } have compact support on the interval [a, b].
(H2) For each m ∈ {1, . . . , M } pm(θ) is a probability density function. We consider the estimator of p in the formp
and for each m ∈ {1, . . . , M }pm(θ) is the logspline density estimator of the probability density pm(θ) that has the form
We also consider the additional estimatorspm of pm as defined in (71) and
Here θ m 1 , θ m 2 , . . . , θ m nm ∼ pm(x) are independent identically distributed random variables and fm is the logspline density estimate introduced in Definition (37) with Nm number of knots and the order of the B-splines is km.
where Lm := Nm − km.
The mean integrated square error of the estimatorp * of the product p * is defined by
where we use the notation N = (Nm) N m=1 . We assume that the probability densities functions p1, . . . , pM satisfy the following hypotheses:
(H3) The number of samples for each subset are parameterized by a governing parameter n as follows:
For the number of knots for each m are parameterized by n as follows:
where Km(n) + 1 is the number of knots for B-splines on the interval [a, b] and thus
, we writē
(H8) For each subset xm, the B-splines are created by choosing a uniform knot sequence. Thus,
Let hmin = min 
We assume that hmin, hmax scale in a similar way to the number of samples, i.e
where j ∈ {0, . . . , k − 1} is the same as in hypothesis (H6).
3 Analysis of MISE forp
Error analysis for unnormalized estimator
Suppose we are given a data set x and it is partitioned into M ≥ 1 disjoint subsets xm, m ∈ {1, . . . , M }. We are interested in the subset posterior densities pm(θ) = p(θ|xm). For each such density we apply the analysis from before. Letpm andpm, m ∈ {1, . . . , M } be the corresponding logspline estimators as defined in (70) and (71) which is the set where the maximizer for the log-likelihood exists given each data subset and thus all logspline density estimatorspm exist.
Lemma 2. Suppose the conditions in (H3) and (H4) hold. Given the previous definition, we have that
Proof. By Theorem 53 we have that
and the result follows by taking n to infinity.
Since the probability of the set where the estimatorspm exist for all m ∈ {1, . . . , M } tends to 1, it makes sense to do our analysis for a conditional MISE on the set Ω M,N(n) . Considering the practical aspect, we will never encounter the set where the maximizer of the log-likelihood doesn't exist. At this point, let's state a bound for |p * (θ; ω) − p * (θ)| which will be essential in our analysis of MISE.
Lemma 3. Suppose the hypotheses (H1)-(H7) hold and that we are restricted to the sample subspace Ω M,N(n) . We then have the following:
(a) There exists a positive constant R1 = R1(M ) such that
(c) Using the bounds from (a) and (b) we have
Proof. (a) The bound can be shown by writing
log(pm(·; ω)) − log(pm(·)) ∞ and then applying Theorem 56. For each m ∈ {1, . . . , M } there will be an M m 3 appearing in the bound and we can take R1 = maxm{M 
log(pm(·)) − log(pm(·)) ∞ and then we apply Lemma 47. For each m ∈ {1, . . . , M } there will be constants M m and Cm(k, j) appearing and we can take R2 = maxm{M m Cm(k, j)}.
(c) To see why this is true, we write
where the last step is justified by the fact that 1 − e −x ≤ e x − 1, for any x ≥ 0. This implies
and then we apply the bounds from the previous two parts.
This leads us directly to the theorem for the conditional MISE of the unnormalized densities p * andp * .
where R1, R2 are as in Lemma 3. In addition, if (H8) holds, then MISE scales optimally in regards to the number of samples,
Proof. By definition of the conditional MISE and Lemma 3, we have
which concludes the proof for (15). Next, if (H8) holds, then (16) follows directly.
Remark 5. It's interesting to note how the number of knots, their placement and the number of samples all play a role in the above bound. If we want to be accurate, all of the parameters Lm(n), Nm(n) and hmax must be chosen appropriately. For instance, if the knots are not placed correctly, no matter how large of a number of samples we take for each subset, the error will be substantial since the second term in the exponential will not be small.
Analysis for renormalization constant
We will now consider the error that arises for MISE when one renormalizes the product of the estimators so it can be a probability density. The renormalization can affect the error since p * andp * are rescaled. We define the renormalization constant and its estimator to be
Therefore, we are interested in analyzing
We first state the following lemma for λ andλ(ω).
Lemma 6. Let λ andλ(ω) be defined as in (6) . Suppose that (H8) holds and we are restricted to the sample subspace Ω M,N(n) . Then we have
Proof. By definition of λ andλ(ω), we have
where the second inequality is justified by Lemma 3(c). Dividing by λ the result then follows by hypothesis (H8).
So what the above lemma suggests is that when restricted to the sample subspace Ω M,N(n) , the space where the logspline density estimatorspm, m ∈ {1, . . . , M } are all defined, the renormalization constant c of the product of the estimators approximates the true renormalization constant c.
Knowing now howλ(ω) scales we can start analyzing MISE(p,p) on the sample subspace. However, to make the analysis slightly easier we introduce a new functional, called MISE. This new functional is asymptotically equivalent to MISE as we will show, thus providing us with the means to view how MISE scales without having to directly analyze it.
Definition 7. Suppose M ≥ 1 and hypotheses (H1)-(H2) hold. Given the sample subspace Ω M,N(n) we define the functional
Proof. Notice that MISE can be written as
and thus by Lemma 6
where
which then implies the result.
We conclude our analysis with the next theorem, which states how MISE scales for the renormalized estimators.
Proof. We will do the work for MISE and the result will follow from Proposition 8. Notice that MISE can be written as below. Also, let
We now determine how each of the Ji, i ∈ {1, 2, 3} scale. For J1 by Lemma 6 we have
and for J3 we have from Lemmas 3(c) and 6
Thus, by hypotheses (H7)-(H8)
Numerical Error
So far we have estimated the error that arises between the unknown density p and the full-data estimator p. However, in practice it is difficult to evaluate the renormalization constant
. The difficulty is due to the process of generating MCMC samples and thusp * is not explicitly known. In order to circumvent this issue, our idea is to approximate the integral above numerically. To accomplish this, we interpolatep * using Lagrange polynomials. This procedure leads to the construction of an interpolant estimatorp * which we then integrate numerically. We then normalizẽ p * and use that as a density estimator for p. Unfortunately, to estimate the error by considering that kind of approximation given an arbitrary grid of points for Lagrange polynomials, independent of the set of knots (ti) for B-splines gives a stringent condition on the smoothness of B-splines we incorporate. It turns out that we have to utilize B-splines of order at least k = 4. For this reason we consider using Lagrange polynomials of order l + 1 which satisfy l < k − 2.
Interpolation of an estimator: preliminaries
We remind the reader the model we deal with throughout our work. We recall that the (marginal) posterior of the parameter θ ∈ R (which is a component of a multidimensional parameter θ θ θ ∈ R d ) given the data x = {x1, x2, . . . , xM } partitioned into M disjoint sets xm, m = 1, . . . , M is assumed to have the form
with p(θ|xm) denoting the (marginal) posterior density of θ given data xm. The estimatorp(θ|x) of the posterior p(θ|x) is taken to bê
wherepm(θ) stands for the logspline density estimator of the sub-posterior density pm(θ). Recall from Definition 37 and hypotheses (H1)-(H5) that for each m ∈ {1, . . . , M }, the estimatorpm has the form
) is the argument that maximizes the log-likelihood, as described in equation (65) and we also remind the reader that this maximizer exists for all m ∈ {1, . . . , M } as we carry out our analysis on the sample subspace Ω M,N(n) .
Together with the hypotheses stated in section 3, we now add the next proposition which will be necessary for our work later on.
Proposition 10. Suppose hypotheses (H1)-(H8) hold. Given the space Ω M,N(n) , we have that the estimatorpm is bounded and its derivatives of all orders satisfy
where the constant C(α, k, pm) depends on the order k of the B-splines, the order α of the derivative and the density pm.
Proof. Observe that the estimatorpm can be expressed aŝ
Then, applying Faa di Bruno's formula, we obtain
where k1, . . . , kα are nonnegative integers and if ki > 0 with i ≥ k then that term in the sum above will be zero since almost everywhere B 
where the constant C depends only on the order k of the B-splines. Therefore, we can bound |p
The above leads to the following bound:
where C(k, α) is a constant that depends on the order k and the α. Next, recalling the hypotheses (H3), (H4),(H6) and (H8), we obtain
where we also used Lemma 47, Theorem 56, Lemma 3. Therefore,
The final result follows immediately and since the index i was chosen arbitrarily and that all interior knots are simple, this concludes the proof.
Remark 11. Remark 30 allowed us to extend the bound for all θ ∈ (a, b) in the proof above. In reality, we can also extend the bound to the closed interval [a, b]. Since a = t0 and b = t Km(n) are knots with multiplicity k, any B-spline that isn't continuous at those knots will just be a polynomial that has been cut off, which means there is no blow-up. Thus, we can extend the bound by considering right-hand and left-hand limits of derivatives at a and b, respectively. From this point on we consider the bound in Proposition 10 holds for all θ ∈ [a, b].
Lemma 12. Assume hypotheses (H1)-(H8) hold. Suppose that for each m = 1, . . . , M the sub-posterior
where C(α, k, p1, . . . , pM ) depends on the order k of the B-splines, the order α of the derivative and the densities p1, . . . , pM .
Proof. Let θ ∈ [a, b]. By Proposition (10) we have
Then, using the general Leibnitz rule and employing the above inequality we obtain
From the proof of Proposition 10, notice that C(i, k, pm) ≤ C(j, k, pm) for positive integers i ≤ j. Therefore, we have
where C(α, k, p1, . . . , pM ) = C(α, k, p1) . . . C(α, k, pM ) and the result follows from the multinomial theorem. This concludes the proof.
Numerical approximation of the renormalization constantĉ =λ −1
By Remark 30, we have that B-splines of order k, and therefore any splines that arise from these, will have k − 2 continuous derivatives on (a, b). Thus, in order to utilize Lemma 59, we must have that the order of the Lagrange polynomials be at most k − 2, i.e. l ≤ k − 3. Since l ≥ 1 this implies that the B-splines used in the construction of the logspline estimators be at least cubic. Thus, assume k ≥ 4 and let 1 ≤ l ≤ k − 3 be a positive integer that denotes the degree of the interpolating polynomials. Let N ∈ N be the number of sub-intervals of [a, b] on each of which we will interpolate the product of estimators by the polynomial of degree l. Thus each sub-interval has to be further subdivided into l intervals. Define the partition X of [a, b] such that
For each i = 0, . . . , N − 1, recalling the formula (88), we define the (random) Lagrange polynomial
which is a polynomial that interpolates the estimatorp
We next define an interpolant estimatorp * to be a random composite polynomial given bỹ
which approximates the estimatorp * on the whole interval [a, b]. We are now ready to estimate the mean integrated squared error given by
Lemma 13. Assume that hypotheses (H1)-(H8) hold andp * is the estimator ofp * as defined in (28) given the partition X from (26) respectively. The following estimate holds provided 1 ≤ l ≤ k − 3.
where the constant C(l + 1, k, p1, . . . , pM , (a, b)) depends on the order l + 1 of the Lagrange polynomials, the order k of the B-splines, the densities p1, . . . , pM and the length of the interval (a, b).
Proof. Let i ∈ {0, . . . , N − 1}. By Lemma 59, Lemma 12, and (28) for any θ ∈ [x il , x (i+1)l ] we have
Thus we conclude that , (a, b) ).
Now that we have bounded the error betweenp * andp * , we define the renormalization constantc and the density estimatorp ofp.
Now the question is, how close isλ toλ. This is answered in the following lemma.
Lemma 14. Given the definitions ofλ andλ in (17) and (32) respectively, we have that the distance between the two renormalization constants is bounded by
where the constant
Proof. We write
and then we just apply the Lagrange interpolation error from Lemma 59.
We will continue by following the same steps as in subsection 3.2. The idea is to introduce a functional that will scale the same as MISE(p ,p | Ω M,N(n) ).
Definition 15. Suppose M ≥ 1 and hypotheses (H1),(H2) and (H8) hold. Given the sample subspace Ω M,N(n) we define the functional
Proposition 16. The functional MISE is asymptotically equivalent to MISE on Ω M,N(n) , in the sense that
Thus, by Lemmas 6 and 14, where the former implies
and for large enough n for which 1
). This then implies the result.
Theorem 17. Let M ≥ 1. Assume the conditions (H1)-(H8) hold. Then
Proof. We will do the work for MISE and the result will follow from Proposition 16. Notice that MISE can be written as below. Also, let En(
and by hypotheses (H1)-(H8) and Lemmas 9, 13 and 14, we obtain
which for large n implies the result.
Theorem 18. Assume that hypotheses (H1)-(H8) hold. Letp be the polynomial that interpolatesp as defined in (28), given the partition X . We then have the estimate
where the constant C depends on the order k of the B-splines, the degree l of the interpolating polynomial, the densities p1, . . . , pM and the length of the interval (a, b). Furthermore, assuming that ∆x is a function of the vector of samples N(n), then MISE scales optimally with respect to N(n) such that
Proof. Observe that
(37) then follows from Theorem 9 and Theorem 17. Using that estimate we can ask the following question. Suppose that we chose ∆x to be a function of the number of samples so that
for some constants c1, c2 and α. Clearly, one would not like ∆x to be excessively small in order to avoid difficulties that appear with round-off error when computing. On the other hand one would like the error to converge to zero as fast as possible. Thus let us find the smallest rate α for which the asymptotic rate achieves its maximum. To this end we define the function
that describes the asymptotic rate of convergence of the mean integrated squared error. By (37) we have
It is obvious that the smallest rate for which the function R(α) achieves its maximum value of 2β is given
. This concludes the proof.
Appendix
Here we provide all the relevant results related to B-splines and logspline density estimators based on the works of [1, 2, 3, 4].
B-Splines
In this section we will define the logspline family of densities and present an overview of how the logspline density estimator is chosen for the density p. The idea behind logspline density estimation of an unknown density p is that the logarithm of p is estimated by a spline function, a piecewise polynomial that interpolates the function to be estimated. Therefore, the family of estimators constructed for the unknown density is a family of functions that are exponentials of splines that are suitably normalized so that they can be densities. Thus, to build up the estimation method, we need to start the theory with the building blocks of splines themselves, the functions we call basis splines or B-splines for short whose linear combination generates the set of splines of a given order.
So, the first question we will answer is how we construct B-splines. There are several ways to do this, some less intuitive than others. The approach we will take will be through the use of divided differences. It is a recursive division process that is used to calculate the coefficients of interpolating polynomials written in a specific form called the Newton form.
Definition 19. The kth divided difference of a function g at the knots t0, . . . , t k is the leading coefficient (meaning the coefficient of x k ) of the interpolating polynomial q of order k+1 that agrees with g at those knots. We denote this number as
Here we use the terminology found in De Boor [1] , where a polynomial of order k+1 is a polynomial of degree less than or equal to k. It's better to work with the "order" of a polynomial since all polynomials of a certain order form a vector space, whereas polynomials of a certain degree do not. The term "agree" in the definition means that for the sequence of knots (ti)
, if ζ appears in the sequence m times, then for the interpolating polynomial we have
Since the interpolating polynomial depends only on the data points, the order in which the values of t0, . . . , t1 appear in the notation in (19) does not matter. Also, if all the knots are distinct, then the interpolating polynomial is unique. At this point let's write down some examples to see how the recursion algorithm pops up. If we want to interpolate a function g using only one knot, say t0, then we will of course have the constant polynomial q(x) = g(t0). Thus, since g(t0) is the only coefficient, we have
Now suppose we have two knots, t0, t1. If t0 = t1, then q is the secant line defined by the two points (t0, g(t0)) and (t1, g(t1)). Thus, the interpolating polynomial will be given by
Therefore,
To see what happens when t0 = t1, we can take the limit t1 → t0 above and thus [t0, t1]g = g (t0). By continuing these calculations for more knots yields the following result:
Lemma 20. Given a function g and a sequence of knots (ti) k i=0 , the kth divided difference of g is given by The "placeholder" notation in the above definition says that the kth divided difference of (· − x)
is to be considered for the function (t − x)
as a function of t and have x fixed. Of course, in the end the number will vary as x varies, giving rise to the function B j,k,t . If either k or t can be inferred from context then we will usually drop them from the notation and write Bj instead of B j,k,t . A direct consequence we receive from the above definition is the support of B j,k,t .
Lemma 22. Let B j,k,t be defined as in 21. Then the support of the function is contained in the interval [tj, t j+k ).
Proof. All we need to do is show that if x /
∈ [tj, t j+k ), then B j,k,t (x) = 0. Suppose first that x ≥ t j+k . Then we will have that ti − x ≤ 0 for i = j, . . . , j + k which in turn implies (ti − x)+ = 0 and finally [tj, . . . , t j+k ](· − x)
On the other hand, if x < tj, then since (t − x) k−1 + as a function of t is a polynomial of order k and we have k + 1 sites where it agrees with its interpolating polynomial, necessarily they are both the same. This implies [tj, . . . , t j+k ](· − x) k−1 + = 0 since the coefficient of t k is zero.
Recurrence relation and various properties
Since we stated the definition of B-splines using divided differences, we can use that to state the recurrence relation for B-splines which will be useful when we will later prove various properties of these functions. We start by stating and proving the Leibniz formula which will be needed in the proof of the recurrence relation
Lemma 23. Suppose f, g, h are functions such that f = g · h, meaning f (x) = g(x)h(x) for all x and let (ti) be a sequence of knots. Then we have the following formula
Proof. First of all, observe that the function
agrees with f at the knots tj, . . . , t j+k since the first and second factor agree with g and h respectively at those values. Now, observe that if r > s then the above product vanishes at all the knots since the term (x − ti) for i = j, . . . , j + k will appear in at least one of the two factors. Thus, the above agrees with f at tj, . . . , t j+k when r ≤ s. But then the product turns into a polynomial of order k + 1 whose leading coefficient is 
(2) The B-splines of order k for k > 1 on [tj, t j+k ) are given by
Proof.
(1) easily follows from the definition we gave for B-splines using divided differences in Definition 21. (2) can be proven using Lemma 23. Since B-splines were defined using the function (t − x) k−1 + for fixed x, we apply the Leibniz formula for the kth divided difference to the product 
The result in (2) follows immediately once we multiply both sides by (t j+k − tj) and then multiply and divide the first term in the sum on the right hand side by (t j+k−1 − tj) and then multiply and divide the second term by (t j+k − tj+1).
From the recurrence relation we acquire information about B-splines that was not clear from the first definition we gave using divided differences. Bj,1 is a characteristic function, or otherwise piecewise constant. By Lemma 24 (b), since the coefficients of B j,k−1 are linear functions of x, we have Bj,2 is a piecewise linear function on [tj, tj+2). Therefore, inductively we have Bj,3 is a piecewise parabolic function on [tj, tj+3), Bj,4 is a piecewise polynomial of degree 3 on [tj, tj+4) and so on. Below there is a visual representation of B-splines showing how the graph changes as the order increases.
Since we now have defined what a B-spline is as a function, the next step is to ask what set is generated when considering linear combinations of these functions. Since B-splines are piecewise polynomials themselves, we have that this set is a subset of the set of piecewise polynomials with breaks at the knots (ti). Something that can be proven though, is that it is exactly the set of piecewise polynomials with certain break and continuity conditions at the knots and this equality occurs on a smaller interval, which we call the basic interval, denoted by I k,t .
Definition 25. Suppose t = (t0, . . . , tN ) is a nondecreasing sequence of knots. Then for the B-splines of order k, with 2k < N + 2, that arise from these knots, we define I k,t = [t k−1 , t N −k+1 ] and call it the basic interval.
Remark 26. In order for this definition to be correct, we need to extend the B-splines and have them be left continuous at the right endpoint of the basic interval since we are defining it as a closed interval.
Remark 27. The basic interval for the N − k + 1 B-splines of order k > 1 is defined in such a way so that at least two of them are always supported on any subinterval of I k,t and later we will see that the B-splines form a partition of unity on the basic interval. For k = 1, by construction the B-splines already form a partition of unity on I1,t = [t0, tN ].
For example, let t = (ti) The partition of unity is stated and proved in the next lemma together with other properties of the B-splines. The recurrence relation makes the proofs fairly easy compared to using the divided difference definition of the B-splines.
Lemma 28. Let B j,k,t be the function as given in Definition 21 for the knot sequence t = (ti) N i=0 . Then the following hold:
Proof. (a) This is a simple induction. For k = 1 the hypothesis holds since the B-splines are just characteristic functions on [tj, tj+1) and thus strictly positive in the interior. For k = 2 by the recurrence relation, Bj,2,t is a linear combination of Bj,1, Bj+1,1 with coefficients the linear functions
which is positive on (tj, tj+2). Assuming the hypothesis holds for k = r, we can show it is true for k = r + 1 by using the same argument as in the previous case.
(
. This way we can write the recurrence relation as
Using this we can write
since ω j,k (x)f (t j+k−1 ) + (1 − ω j,k (x))f (tj) is the unique straight line that intersects f at x = tj and x = t j+k−1 . Thus,
Therefore, by induction we have
since ψj,1(α) = 1 and Bj,1,t are just characteristic functions. (c) To prove the partition of unity, we start with Marsden's Identity and divide both sides by (k − 1)! and differentiate ν − 1 times with respect to α for some positive integer ν ≤ k − 1. We then have
Now, for some polynomial q of order k, we can use the Taylor expansion of q
Using this we see that
which holds only on the basic interval. Now, to show that the B-splines are a partition of unity, we just use this identity for q = 1.
Remark 29. Marsden's Identity says something very important. That all polynomials of order k are contained in the set generated by the B-splines B j,k , which is also what makes the step in the proof of (c) viable. Furthermore, we can replace the (x − α) in the identity by (x − α)+ which shows that piecewise polynomials are also contained in the same set.
Remark 30. Another consequence of Marsden's Identity is the Curry-Schoenberg theorem. We do not explicitly state the theorem as we do not require it, rather we state a simple result from it for B-splines of order k given a sequence of knots (ti) N i=0 , which can be summarized as number of continuity conditions at ti + multiplicity of ti = k Therefore, for a simple knot ti, any B-spline of order k there will be continuous and also have k − 2 continuous derivatives. On the other hand, if ti has multiplicity k, any k-th order B-spline will have a discontinuity there.
Below there is a figure which shows the importance of the basic interval as the interval where we have partition of unity.
Remark 31. When the sequence of t i s is distinct then the sum of B-splines belongs to C0 (t0, tN ) . However, the sum of B-splines on the basic interval I k,t is equal to 1. To make sure that the sum equals to 1 on the whole interval (t0, tN ), the assumption of the knots being distinct has to be dropped. It is obvious that we have to take t0 = · · · = t k−1 and t N −k+1 = · · · = tN .
Definition 32. Let (ti) N i=0 be a sequence of knots such that t0 = · · · = t k−1 and t N −k+1 = · · · = tN , where 1 ≤ k ≤ N . Let B j,k,t be the B-splines as defined in 21 with knot sequence t = (ti) N i=0 . The set generated by the sequence {B j,k,t : all j}, denoted by S k,t , is the set of splines of order k with knot sequence t. In symbols we have
be a sequence as in definition 32 with t0 = a and tN = b, where N ∈ N. The choice in definition 32 implies that
Derivatives of B-spline functions
Later in this paper when we will be conducting our analysis on MISE, derivatives of spline functions will factor in. Since splines are just linear combinations of B-splines we just need to investigate the result of differentiating a B-spline on the interior of its support. The derivative of a k-th order B-spline is directly associated with B-splines of order k − 1. To see this we use the recurrence relation which leads us to the following theorem:
Theorem 34. Let B j,k,t be the function as defined in 21. The support of B j,k,t is the interval [tj, t j+k ).
Then the following equation holds on the open interval (tj, t j+k )
Proof. The proof is done by induction on k. For k = 1 it is straightforward since Bj,1,t is a constant on (tj, tj+1) and for k > 1 we use the recurrence relation described in lemma 24.
Using the above formula we can easily obtain bounds for higher derivatives of B-splines. First of all, by construction of the space S k,t , the B-splines we will be working with form a partition of unity on [t0, tN ] and since they are strictly positive on the interior of their supports, we have that each B-spline is bounded by 1 for all θ. (ti − ti−1) and α be a positive integer such that α < k − 1. Then, on the open interval (tj, t j+k ) we have
, for any j Proof. We fix k and we do induction on α. Let's start with α = 1
Thus the inequality holds for α = 1. Now we assume it holds for α = n and we will show it holds for α = n + 1.
This concludes the proof.
Remark 36. Considering Remark 30, the bound in Lemma 35 can be extended to hold on the closed interval [tj, t j+k ] assuming the knots tj, . . . , t j+k are simple. Also, it is clear that we need to utilize at least parabolic B-splines in order to have a bound on a continuous derivative.
Logspline Density Estimation
In this part we will present the method for constructing logspline density estimators using B-splines. Let p be a continuous probability density function supported on an interval [a, b] . Suppose p is unknown and we would like to construct density estimators for this function. The methodology is as follows 
and for each y we set the probability density function
The family of exponential densities {f (θ; y) : y ∈ R L+1 } is not identifiable since if β is any constant, then c((y0 + β, . . . , yL + β)) = c(y) + β and thus f (θ; (y0 + β, . . . , yL + β)) = f (θ; y)
To make the family identifiable we restrict the vectors y to the set
Remark 38. Y0 depends only on the number of knots and the order of the B-splines and not the number of samples.
Definition 39. We define the logspline model as the family of estimators
Next, let us pick a set of independent, identically distributed random variables Θn = θ1, θ2, ..., θn ∈ R n , n ∈ N where each θi is drawn from a distribution that has density p(θ).
We next define the log-likelihood function ln : R L+1+n → R corresponding to the logspline model by ln(y) = ln(y; θ1, θ, . . . , θn) = ln(y; Θn)
and the maximizer of the log-likelihood ln(y) bŷ yn =ŷn(θ1, . . . , θn) = arg max
whenever this random variable exists, which will be shown on a subset of the sample space whose probability will tend to 1. The density f ( · ;ŷn) is called the logspline density estimate of p.
We define the expected log-likelihood function λn(y) by
It follows by a convexity argument that the expected log-likelihood function has a unique maximizing valueȳ = arg max
which is independent of n but depends on the knots. Note that the function λn(y) is bounded above and goes to −∞ as |y| → ∞ within Y0 and therefore, due to Jensen's Inequality, the constantȳ is finite; see Stone [4] . The estimatorŷ(θ1, . . . , θn), in general does not exist. This motivates us to define the set Ωn = ω ∈ Ω :ŷ =ŷ(θ1, . . . , θn) ∈ R L+1 exists .
In what follows we will show that P(Ωn) → 1 as n → ∞. We also note that due to convexity of ln(y) and λn(y) the estimatorsŷ andȳ are unique whenever they exist. We define the logspline estimatorp of p on the space Ωn bŷ
and define the functionp (θ) := f (θ,ȳ) .
Remark 40. In order for the maximum likelihood estimates to be reliable, we require that the modeling error tend to 0 as n → ∞. To this end we state the following hypothesis that will hold throughout (H1 ) L = L(n) where n be the number of samples and L is as in (60) to ensure the rates of convergence are accurate in the later sections, we require
So, the above limit suggests that for the following rates of convergence to be accurate, we must have a higher number of samples compared to the number of knots used to construct the logspline family.
5. as in Remark 33, how close is g to the set S k,T N of splines of order k? Let's state this question in a slightly different way. What we would like to do is find a bound for the sup-norm distance between g ∈ C[a, b] and S k,T N , where this distance is denoted by dist(g, S k,T N ) and is defined as dist(g, S k,T N ) = inf
The answer to our question is given by Jackson's Theorem found in de Boor [1] . To state it we first need the following definition.
Definition 41. The modulus of continuity ω(g; h) of some function g ∈ C[a, b] for some positive number h is defined as
The bound given by Jackson's Theorem contains the modulus of continuity of the function whose supnorm distance we want to estimate from the set of splines. The theorem is stated below.
, N ∈ N, be a sequence of knots such that t0 = · · · = t k−1 = a and b = t N −k+1 = · · · = tN , where 1 ≤ k ≤ N . Let S k,T N be the set of splines as in definition 32 for the knot sequence TN . For each j ∈ {0, . . . , k − 1}, there exists
In particular, from the Mean Value Theorem it follows
Remark 43. Please note that for the approximation the mesh size enters into the bound in (76) which dictates the placement for the knots.
Jackson's Theorem supplies us with an estimate of how good an approximation is contained in the space of splines for a continuous function. However, in this paper we are interested in estimates for probability densities, especially since the focus is on logspline density estimates. At this point let's state results specifically for densities. The following can be found in Stone [3] . Suppose that p is a continuous probability density supported on some interval [a, b] , similar to the set-up when we defined the logspline density estimation method. Define the family Fp of densities such that
It is easy to see that for α ∈ [0, 1] pα is a probability density on [a,b] . An interesting consequence from this family is the following Lemma 44. We define the family of functions
Then, F log p defines a family of functions that is equicontinuous on the set {θ : p(θ) > 0}.
Proof. The proof is simple enough. Pick > 0. There exists δ > 0 such that | log (p(x)) − log (p(y))| < whenever |x − y| < δ. Pick any α ∈ [0, 1). If α = 0 then p0 is just a constant and thus | log (p0(x)) − log (p0(y))| = 0 < . If 0 < α < 1, then | log (pα(x)) − log (pα(y))| = |α log (p(x)) − α log (p(y))| < α < . Remark 46. We will be using the notationh = maxi |ti+1−ti| and h = mini |ti+1−ti|, and γ(TN ) =h/h.
We can apply the logspline estimation method to p. Letp be defined as in (71), the density estimate given by maximizing the expected log-likelihood. We then have the following lemma:
Lemma 47. Suppose p is an unknown continuous density function supported on [a, b] andp is as in (71). Then there exists constant M = M (Fp, k, γ(TN ) ) that depends on the family Fp, order k and global mesh ratio γ(TN ) of S k,T N such that log (p) − log (p) ∞ ≤ M dist(log(p), S k,T N )
and therefore p −p ∞ ≤ exp{M dist(log(p), S k,T N )} − 1 p ∞.
Moreover, if log(p) ∈ C j+1 ([a, b]) for some j ∈ {0, . . . , k − 1} then by Jackson's Theorem we obtain
Remark 48. Please note that the constant M does not depend on the dimension of S k,T N . For all practical purposes, we will be using uniformly placed knots, thus suppressing the dependence on γ(TN ), which will be equal to the constant 1.
Now we will present certain error bounds required to calculate a bound for MISE. Assume p,p and p as in the previous section. Also, assume that n is the number of random samples drawn from p.
We will state a series of definitions and theorems that encompass the results from Lemma 5, Lemma 6, Lemma 7, and Lemma 8 in the work of Stone [4] [pp.728-729].
Definition 49. Let n ≥ 1 and b > 0. Let y ∈ Y0. Let ln and λn be defined by (65) and (67), respectively. We define 
where f is defined in (61) as a function in the logspline family.
Definition 50. Given n ≥ 1 and 0 < we define E ,n to be the subset of F = {f (· ; y) : y ∈ Y0} such that E ,n = f (· ; y) : y ∈ Y0 and | log(f (θ; y)) − log(f (θ;ȳ))
Lemma 51 (Stone [4] [p.728]). For each y1, y2 ∈ Y0 and ω ∈ Ω we have |l(y1; Θn(ω)) − l(y2; Θn(ω)) − (λn(y1) − λn(y2))| ≤ 2n log f (· ; y1) − log f (· ; y2) ∞ .
Lemma 52 (Stone [4] [p.729]). Let n ≥ 1. Given > 0 and δ > 0, there exists an integer N = N (n) > 0 and sets Ej ⊂ F , j = 1, . . . , N satisfying sup f 1 ,f 2 ∈E j log(f1) − log(f2) ∞ ≤ δn 2 −1 (L + 1)
such that Eε,n ⊂ N i=1 Ei. Combining the above lemmas it leads to the following theorem, which is a result outlined in lemmas 5 and 8 found in Stone [4] . 
Remark 54. From (86) we can see that as number of samples goes to infinity, we have that P(Ωn) → 1 as n → ∞.
Remark 55. The bound (86) presented in Theorem 53 is a consequence of Hoeffdings inequality which states that for any t > 0
where X1, . . . , Xn are identically distributed independent random variables with P(X1 ∈ [ai, bi]) = 1. To get the bound (86) one needs to choose t = b | log(f (θ; y)) − log(f (θ;ȳ))| 2 dθ 1 2 . Now that we have defined the set whereŷ exists and showed that the probability of its complement vanishes as n → ∞ with a specific exponential rate, we will now state certain rates of convergence that only apply on Ωn. The following theorem contains results of Theorem 2 and Lemma 12 of Stone [4] . (87)
Lagrange interpolation
The following two theorems are well-known facts which we cite from [7, p.132, p.134] .
Theorem 57. Let f : [a, b] → R. Given distinct points a = x0 < x1 < ... < x l = b and l + 1 ordinates yi = f (xi), i = 0, . . . , l there exists an interpolating polynomial q(x) of degree at most l such that f (xi) = q(xi), i = 0, . . . , l. This polynomial q(x) is unique among the set of all polynomials of degree at most l. Moreover, q(x) is called the Lagrange interpolating polynomial of f and can be written in the explicit form
yili(x) with li(x) = j =i
x − xj xi − xj , i = 0, 1, . . . , l.
Theorem 58. Suppose that f : [a, b] → R has l + 1 continuous derivatives on (a, b). Let a = x0 < x1 < ... < x l = b and yi = f (xi), i = 0, . . . , l. Let q(x) be the Lagrange interpolating polynomial of f given by formula (88). Then for every x ∈ [a, b] there exists ξ ∈ (a, b) such that
We next prove an elementary lemma that provides the estimate of the interpolation error when information on the derivatives of f is available. This lemma is used later in Theorem 18 to compute the mean integrated squared error. Then Theorem 58 together with the above estimate implies (90).
