Abstract. We numerically study the three dimensional Gross-Pitaevskii equation for dipolar quantum gases using a time-splitting algorithm. We are mainly concerned with numerical investigations of the possible blow-up of solutions, i.e. collapse of the condensate, and the dynamics of vortices.
1. Introduction. In the last decade, lots of progress has been made in understanding the physics of ultracold quantum particles on the experimental as well as on the theoretical level. Since the first experimental realization of a Bose-Einstein condensate (BEC) in the year 1995, a vast amount of experiments with various objectives has been carried out in laboratories worldwide. Recently, the experimental groundwork has been laid for the experimental realization of BECs where magnetic/electric dipolar interaction between particles are significant [22, 16] . In such condensates two types of interactions occur. Namely, the short range repulsive interaction between the particles, as well as their long range partially attractive/partially repulsive dipolar interaction. The macroscopic condensate dynamics is therefore determined by a dynamical equilibration of these forces [18, 20, 16] .
From the mathematical point of view, the celebrated Gross-Pitaevskii equation (GP), i.e. a cubically nonlinear Schrödinger equation, is considered to be the standard model for describing the mean-field dynamics of dilute (i.e. weakly interacting) ultra-cold quantum gases, see e.g. [17] . Clearly, the GP equation for dipolar gases has to be augmented to incorporate the long range interactions. Recently, Yi and You [23, 24, 25] proposed such a modification of the GP equation which, after appropriate non-dimensionalization, assumes the following form:
Here ψ = ψ(t, x) ∈ C denotes the (macroscopic) wave function of the condensate ψ ∈ L 2 (R 3 ), x = (x, y, z) stands for the (three-dimensional) position variable, and t ≥ 0 denotes time. The harmonic potential
with the (dimensionless re-scaled) frequencies ω 1 , ω 2 , ω 3 ∈ R, represents the electromagnetic trap, needed in actual physical experiments to cool down the gas to sufficiently low temperatures. The dimensionless parameters λ 1 , λ 2 represent the strengths of the two interaction mechanisms, where obviously λ 1 ≥ 0 is associated with the repulsive short range interaction and λ 2 ∈ R with the dipolar interaction. The convolution kernel K, describing the dipolar pseudo-potential, is given by
where θ = θ(x) stands for the angle between x ∈ R 3 and a given (fixed) dipole axis n ∈ R 3 (with |n| = 1). More precisely
We remark that, at a first glance, the convolution K * |ψ| 2 seems to be mathematically ill-defined, due to the cubic singularity of the kernel K at the origin x = 0. However, this singularity is removable due to the fact that the integral of the numerator 1 − 3 cos 2 θ over spheres S 2 centered at x = 0 vanishes. A proper mathematical framework to analyze such operators is given by the Calderon-Zygmund theory [21] . In our case, though, an alternative argument can be applied to understand the regularity properties of the dipole interaction operator. A lengthy calculation (see [12] for more details) gives the Fourier transform of the interaction kernel K as
where Θ = Θ(k) is the angle between the Fourier-variable k ∈ R 3 and the given dipole direction n. Thus, K(k) is a bounded function on R 3 , which proves that the convolution by K is a bounded operator on L 2 (R 3 ). The Fourier transform of K is also of importance for the design of our numerical discretization algorithm, to be introduced below.
For details on the non-dimensionalization we refer to [12] (see also [5] ), where a first mathematical analysis of the dipolar GP was presented. The analysis given there provides the existence of unique strong solutions for all times t ≥ 0, if the condition λ 1 ≥ 4π 3 λ 2 ≥ 0 is satisfied. If not, it is consequently proved that finitetime blow-up of solutions occurs for initial data with sufficiently small energy E(ψ 0 ). That means, lim
where the blow-up time T < +∞ depends on the energy of the initial data. Note that the blow-up only happens in the (kinetic) energy and not in the total mass (i.e. the L 2 (R 3 ) norm of ψ(t), which stays bounded), since ∇ψ(t) L 2 (R 3 ) corresponds to twice the kinetic energy, see Section 2 below. In particular blow-up can occur even for locally repulsive interactions λ 1 > 0, provided that the dipolar interaction is sufficiently strong, i.e. λ 1 < 4π 3 λ 2 . This is precisely the situation we shall be interested in, since it physically corresponds to the enhanced instability of BECs due to dipolar forces.
The goal of the present work is to present an algorithm for the numerical solution of the dipolar GP equation and to enhance our understanding of dipolar effects through numerical simulations. In particular we shall be interested in the study of finite-time blow-up due to the presence of dipolar forces, and the impact of the dipolar interaction on vortex dynamics. To this end, we shall rely on an extension of the classical time-splitting spectral method for nonlinear Schrödinger equations, as introduced and analyzed in [6, 7, 4, 8, 14] . For the sake of completeness, we shall give some details on the numerical algorithm in the Appendix. We also note that the same type of numerical approach has been used in [9] to study the symmetry breaking in a dipolar BEC with double-well potential.
The fact that the dipolar interaction breaks the symmetry is already seen (in a qualitative manner) by computing the time-evolution of a spherically symmetric initial datum
where γ is a real-valued parameters. Note that this type of initial data corresponds to the ground state of a quantum mechanical harmonic oscillator, i.e. the linear part of (1). The following plots illustrate the influence of a weak dipolar interaction on the time-evolution of such initial data. Comparing Figure 1 with Figure 2 , we clearly observe, that the condensate concentrates along the dipole axis n. This anisotropy becomes more enhanced the larger λ 2 is. The behavior is qualitatively the same, if instead of (4), we would (1, −1, 1).
start with initial data corresponding to the so-called Thomas-Fermi approximation of the condensate ground state without dipolar interaction [17] (see also [14] for closely related numerical simulations).
2. Numerical studies of finite-time blow-up of solutions. The analysis of finite-time blow-up of solutions to (1) is important, since it describes the collapse of Bose-Einstein condensates due to attractive nonlinear interactions. In the case of purely local interactions, this can be experimentally realized via so-called Feshbach resonances [17] ). Here the we are mainly concerned with the influence of the dipolar interaction, which, by definition, is at least partially attractive.
2.1.
Choice of the initial data. From the analysis given in [12] , which is based on a classical argument by Glassey [13] , we know that finite-time blow-up occurs for initial data with negative initial energy. To this end, consider the total energy of the system, given by
3 λ 2 , we can achieve E(ψ 0 ) < 0, by choosing initial data of the following form (see [12] for more details):
where α < 2 and ε < 1, to be chosen sufficiently small. For the following numerical simulations, we shall fix n = (0, 0, 1), α = −3, γ = 20 and subsequently decrease the value of ε 1.
2.2.
Blow-up in the case without external trap. In the first series of numerical tests we shall neglect the external trapping potential, i.e. we set V (x) ≡ 0 and plot the time-evolution of ∇ψ(t) L 2 (R 3 ) for different values of ε. This has to be compared to the benchmark situation without any dipole nonlinearity λ 2 = 0, shown in Figure 3 : Figure 3 shows, that even without the dipolar interaction the kinetic energy clearly increases with time, but nevertheless stays bounded. Since the total energy 
is preserved, i.e. E(ψ(t)) = E(ψ 0 ), the corresponding nonlinear potential energy
L 4 has to decrease simultaneously (recall that we neglect the external trap here), as is clearly visible in theses graphs. This also provides a test of the energy conservation property in our numerical algorithm. We find numerically that the total energy is conserved up to errors of the order 10 −6 . Next, we shall include the dipole nonlinearity and consider fixed λ 1 , λ 2 and decreasing ε: 
From Figure 4 , we observe that for ε = 1, the kinetic energy ∇ψ(t) L 2 (R 3 ) increases as t → ∞ but stays bounded. This should be compared with the timeevolution in the case without any dipole nonlinearity (see Figure 3) . If we consequently choose ε < 1 a non-monotone behavior shows up near the time T ≈ 0.03. The newly formed "hump" then becomes more enhanced as ε decreases and, eventually blow-up occurs roughly around T ≈ 0.03 (cf. plot (f) in Figure 4) .
Alternatively, we also consider the situation where we keep ε < 1 fixed, such that E(ψ 0 ) < 0, and increase the strength of the dipolar interaction λ 2 . Figure 5 shows that if λ 2 is sufficiently large, finite-time blow-up occurs. It also indicates that the blow-up time T decreases when λ 2 increases. It is known however (see e.g. [11] for numerical studies on the classical cubic NLS equation), that the connection between T and the coefficient in front of the nonlinearity (here λ 2 ) is rather complicated in general. For example, it also depends on the particular choice of the initial data. 
2.3. Blow-up in an external trapping potential. In the next step, we consider the situation where the external trapping potential V = V (x) is also present. We choose V (x) as in section 2 radially symmetric, i.e. ω 1 = ω 2 = ω 3 . As before, we shall first show the time-evolution of ∇ψ(t) L 2 (R 3 ) in the case without dipolar interaction λ 2 = 0, cf. Fig. 6 . The initial data is given by (5) with ε = 0.75 and we show the time-evolution of ∇ψ(t, ·) 2 L 2 (R 3 ) for different strengths of the trapping potential V . Not surprisingly, the kinetic energy performs harmonic oscillations in time with constant amplitude and frequency. This behavior then is compared to the situation with dipolar interaction λ 2 = 1 as given in Fig. 7 . In comparison to the situation without potential, see Fig. 4 above, blow-up is enhanced in the sense that it occurs even for relatively large values of ε, provided the trapping potential is sufficiently steep. Moreover, we see that even in situations without finite time blow-up, the dipole interaction has a non-negligible effect on the amplitude of the oscillations (see plot (b) of Fig. 7 ). longer a valid model and that new effects have to be taken into account. In the case of collapsing BECs one observes that, as the particle density increases around the blow-up point, atoms are suddenly emitted from the condensate in bursts, so-called jets. These jets are caused by (inelastic) three-body interaction or recombination effects taking place only at high densities [2] . Mathematically, three-body forces can be effectively described by quintic nonlinearities and one consequently ends up with the following extended Gross-Pitaevskii model [2, 15, 19] :
Inclusion of three-body recombination effects. From the point of view of physics, the occurrence of blow-up usually implies that the NLS equation is no
where σ > 0 denotes the three particle recombination loss-rate. For a analytical study of such nonlinearly damped NLS we refer to [1] . Numerical studies can also be found in [3, 5] .
In the present work, we numerically confirm that three-body recombination terms successfully prevent the collapse of the condensate (even for very small σ 1). This can be seen from Figure 8 , where we compare the situation for focusing (attractive) condensate λ 1 < 0 with and without dipolar interaction to the corresponding situation where we include also the nonlinear damping. The plots (a) and (b) in Figure  8 show that blow-up due to the focusing cubic nonlinearity is enhanced by the dipolar interaction, since the blow-up time is shorter in the case λ 2 = 0. However, for σ > 0, the nonlinear damping, prevents blow-up even in the case where the two attractive nonlinearities act simultaneously. We also observe that the decay due to the three-body interaction is not monotone with respect to time (cf. plot (c) in Figure 8 ). 
3. Numerical simulation of vortex dynamics. This section is concerned with the dynamics of vortices, under the influence of the dipole-nonlinearity. We consider initial data, featuring a vortex (i.e. a node of the wave function) of winding number n ∈ N at x = y = 0. More precisely, we choose
x + iy
where µ ≥ 0 is related to the healing length of the condensate. In three spatial dimensions this yields a vortex line along the z-axis (see the figures below). Note that the initial data given above do not correspond to the experimentally realizable vortex state of a dipolar BEC. Since the numerical computation of the latter is in itself a formidable task (see e.g. [10] ) we focus on a rather simple case given by (7), which serves the purpose of giving qualitative insight on the interaction between dipolar nonlinearities and vortices.
In the following, we fix γ = 10 and adjust the trapping potential as follows: For vortices with n = 1, the trap is chosen as V (x) = 40|x|
2 . For the vortices with winding number n = 2 or n = 4, the trap is chosen to be stronger, namely V (x) = 400|x| 2 . As a first example we consider the case of a single vortex with winding number n = 1 for two possible choices of the dipole axis n. The corresponding results are shown in Figure 9 below: Figure 9 . Contour plot of |ψ(t, x)| 2 | y=0 at time t = 5. Parameters are λ 1 = 1, λ 2 = 100, and γ = 10, the winding number is n = 1. (1, 1, 1) and ω 1 = ω 2 = ω 3 = 80. (e) n = (0, 0, 1) and
(1, 1, 1) and ω 1 = ω 2 = 80, ω 3 = 800. 
We observe the following: In the cases is where the dipole axis is orthogonal to the vortex line, no significant effects occur (plots (a) and (b) in Figure 9 ). A 
stretching of the position density occurs when the vortex line is parallel to the dipole axis (plot (c) in Figure 9 ). The most pronounced effect, however, can be observed when the dipole axis is (at time t = 0) oblique to the vortex line. Here we show the result for n = 1 √ 3
(1, 1, 1) (cf. plots (d) and (f) in Figure 9 ). We see that, as time progresses, the vortex line adjusts to the dipole axis, as is visible from the right plot of the middle row. Both types of behavior are stable under the steepening of the trapping potential, as is shown in the plots (e) and (f) (squeezing of the wave occurs in the direction of the steepening). To further illustrate the situation, we additionally plot in Figure 10 two different sections of the particle density and the vector diagram for the real and imaginary part of ψ.
3.1. The case of two stable vortices. In the second step we consider initial data with two stable vortices. More precisely we choose:
2 )
x−a0+iy
with a 0 > 0 and γ > 0 large enough such that ψ 0 (0 + , y, z) ≈ ψ(0 − , y, z) ≈ 0, so that numerically we do not see any discontinuity at x = 0.
We observe that the vortex with higher initial density will change its vortex line faster than the other one, see Figure 11. 3.2. The unstable case with higher winding number. Finally, we shall also simulate the influence of the dipole term on vortices with higher winding numbers. In the following, we consider the case n = 4 and compare the vortex dynamics with and without dipole nonlinearity, cf. Figures 12 and 13 . Figure 12 . Vortex with winding number n = 4 for λ 1 = 1 and 
While the vortex line remains stable (for the computed final time) in the case without dipole interaction, we observe a splitting into seemingly several vortex lines when the dipolar interaction is turned on. In other words, the dipolar interaction seems to pronounce the instability feature of vortices with higher winding numbers.
4.
Conclusion. In this paper we present a numerical study of dipolar quantum gases, within the realm of Gross-Pitaevskii (mean-field) theory. To this end an adaptation of the classical pseudo-spectral time-splitting algorithm for NLS is used. We focus on the collapse of the condensate and the dynamics of vortices. Concerning the collapse, mathematically expressed by finite-time blow-up, we see that the dipole nonlinearity enhances the collapse. The larger λ 2 is, the earlier blow-up occurs, independent of the specific choice of the dipole axis. In the case of an external trapping potential (of harmonic oscillator type) this behavior is even amplified, as blow-up occurs easier in very steep traps.
Concerning the dynamics of vortices we find that the vortex lines align according to the dipole directions and that vortices with higher order winding number become increasingly unstable when exposed to the dipole nonlinearity. 
