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Abstract
Spontaneous parametric downconversion (SPDC) can produce pairs of entangled photons,
i.e., a stream of biphotons. SPDC has been utilized in a number of optical imaging applica-
tions, such as optical coherence tomography, ghost imaging, holography and lithography, to
obtain performance that cannot be realized with standard optical sources. However, a de-
bate continues as to whether the improved imaging characteristics of such systems should be
attributed to the entanglement property of the photon pairs. This thesis sets out to unify—
and generalize—classical and quantum imaging within the framework of Gaussian-state
light ﬁelds, which encompasses thermal light—the source used in conventional imagers—
and biphoton-state light as special instances. Within this framework, we are able to provide
a complete understanding of the boundary between classical and quantum behavior in op-
tical coherence tomography (OCT), ghost imaging and two-photon imaging. Furthermore,
we show that almost all characteristics of biphoton-state imagers are due to phase-sensitive
cross correlations, and hence are obtainable with classical phase-sensitive sources.
Thesis Supervisor: Jeﬀrey H. Shapiro
Title: Julius A. Stratton Professor
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Chapter 1
Introduction
The past decade has witnessed signiﬁcant attention devoted to utilizing biphotons—i.e. a
pair of photons in an entangled quantum state—in optical imaging. Biphoton sources, in
combination with coincidence counting, have been used to implement quantum versions of
optical coherence tomography [1, 2, 3], ghost imaging [4, 5], holography [6] and lithography
[7, 8]. In all of these applications, the ability to acquire an image has been attributed to the
entanglement between the two photons, which implies that classical physics cannot account
for their generation and detection. This understanding has been under much scrutiny,
particularly since there have been successful experimental demonstrations of ghost imaging
with thermal light sources, which can be described by classical physics [9, 10, 11, 12].
Unfortunately, the theoretical framework most often utilized in biphoton analysis focuses
on the particle-like nature of the two photons, hence describing their state in terms of a
wavefunction that is a superposition of their transverse positions, or in terms of an equivalent
variable such as their momenta. This approach signiﬁcantly diﬀers from the theoretical
framework used in traditional optical imaging analysis, which focuses on the wave-like
nature of light and describes its coherence properties rather than the behavior of individual
quanta [13, 14]. The incongruent nature of the two approaches and the lack of a theory
that uniﬁes the vast literature on biphoton and thermal-light imaging has made it diﬃcult
to provide analysis that satisﬁes both schools of thought. There have been a number of
attempts to overcome the barrier between the two theories by developing analogies between
the coherence properties of thermal light and the entanglement properties of biphotons
[15, 16, 17]. Yet, because the analogies are still drawn between the particle nature of a
15
photon and the wave nature of a thermal ﬁeld, these eﬀorts fall short of a completely
unifying theory.
In this thesis we will work within a framework that permits the uniﬁcation of the two
cases described above. In particular, we will assume that the sources generate Gaussian-
state ﬁelds [18]. Gaussian states are deﬁned as the class of optical ﬁelds for which the
(Wigner) characteristic function is of Gaussian form, which also implies that the states
of such ﬁelds are fully described by their ﬁrst and second moments. Both the biphoton
state and thermal states are instances of Gaussian-state light. In particular, the biphoton
is the low-ﬂux limit of a two-mode Gaussian-state ﬁeld, in which the two modes share the
maximum permitted phase-sensitive cross-correlation [18, 19]. On the other hand, thermal
light is simply a Gaussian state with a circularly-symmetric (isotropic) Wigner characteristic
function [14]. Thus, the class of Gaussian-state ﬁelds provide an excellent framework for
unifying the theory of classical and quantum optical imaging.
Currently, a popular method for generating entangled biphotons is parametric down-
conversion. The output ﬁelds of a parametric downconverter are in a nonclassical jointly
Gaussian state, characterized completely by their phase-insensitive auto-correlations and
a phase-sensitive cross-correlation that is higher than the maximum limit allowed in clas-
sical physics [19]. The biphoton state corresponds to the low-ﬂux limit of such a state.
This Gaussian-state description of the parametric downconverter’s output reveals two fun-
damental diﬀerences between biphoton imagers and traditional thermal-light imagers. The
ﬁrst is the fact that the coherence between the two modes in a parametric downconverter
is a phase-sensitive correlation, whereas thermal sources have phase-insensitive correlation.
The second feature is that the phase-sensitive cross-correlation in a biphoton is stronger
than the limit set by classical physics (for Gaussian states this is equivalent to stating that
the two modes of the light are entangled). Distinguishing between these two features is
relevant, because classical light may also have phase-sensitive correlation, and therefore,
those features observed in biphoton imagers that do not require a stronger-than-classical
correlation can, in principle, be replicated with classical light. The uniﬁed Gaussian-state
treatment of classical and quantum sources will permit us to identify these features, and
establish a quantum/classical boundary for the performance of optical imagers. Further-
more, this classiﬁcation will allow us to explore new imaging conﬁgurations that capture
the features of biphoton imagers which fall in the former category, without the need for
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nonclassical light sources.
Because images obtained from biphoton imagers exploit the phase-sensitive coherence
of the source, a fundamental understanding of phase-sensitive coherence theory is a prereq-
uisite to identifying the characteristics of the images obtained using such sources. However,
the vast literature on optical coherence theory—both classical and quantum—is almost en-
tirely devoted to the study of the phase-insensitive correlations in a ﬁeld, perhaps because
most commonly employed classical sources, such as the sun, laser light, LED’s etc., generate
ﬁelds with only phase-insensitive correlations. Thus at a fundamental level, there is a need
to develop a corresponding theory for the coherence properties of phase-sensitive optical
ﬁelds, which is another goal of this thesis.
This thesis is organized as follows. In Chapter 2 we establish the foundation for the
remaining chapters by reviewing several key concepts. In Section 2.1 we quantify the classi-
cal and quantum states of light. Section 2.2 is devoted to reviewing classical and quantum
phase-sensitive coherence for Gaussian states. Finally, the chapter concludes in Section 2.3,
with an analysis of continuous-wave spontaneous parametric downconversion.
The novel contributions of this thesis begin with Chapter 3, which studies the coherence
properties of scalar, classical and quantum phase-sensitive light in free-space1. Sections 3.2–
3.4 are devoted to coherence theory for classical phase-sensitive light, whereas Section 3.5
converts and extends these classical results to those for quantum ﬁeld operators whose state
has phase-sensitive coherence.
We then turn our attention to several imaging applications in which this coherence is
exploited. Chapter 4 proposes a new conﬁguration for optical coherence tomography that
relies on classical-state phase-sensitive light2, yet achieves the same improvements observed
in optical coherence tomography performed with a biphoton source [1, 2, 3]. The theory
of ghost imaging is developed in Chapter 5, utilizing a Gaussian-state framework that
uniﬁes prior ghost imaging work—on thermal-state and biphoton-state conﬁgurations—
and provides a complete understanding of the boundary between classical and quantum
behavior in such systems.3 Finally, Chapter 6 applies Gaussian-state analysis to imaging
of a transmission mask at the image-plane and at the Fourier-plane of a lens, which yields
a generalized and complete understanding of its classical and quantum properties.
1This chapter is based on results reported in [20].
2This conﬁguration has been proposed and analyzed in [21, 22].
3This chapter is based on [23, 24].
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Whereas Chapters 2–6 consider complex-stationary source statistics, starting with Chap-
ter 7 our attention shifts to a nonstationary phase-sensitive Gaussian-state source, which
consists of a superposition of independently-squeezed frequency components. Sections 7.1–
7.4 provide a complete derivation of the input/output relation for the pulsed parametric
downconverter that generates this state. Several applications of this downconversion pro-
cess are then considered in Section 7.5, and the output Gaussian state with the desired
nonstationary phase-sensitive correlation is derived for vacuum inputs in Section 7.6.
In Chapter 8, we propose a phase-sensitive white-light imager which uses the Gaussian-
state source studied in the previous chapter to infer the complex-valued frequency response
of a linear system. Both classical and quantum Gaussian states are considered in the analysis
and the signal-to-noise ratio properties are discussed in detail.
Finally, we conclude this thesis in Chapter 9, with a summary of its novel contributions,
and a discussion of possible future extensions to the material presented herein.
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Chapter 2
Preliminaries
The subsequent chapters depend on several fundamental concepts from classical and quan-
tum optics, which are worth reviewing in this chapter, prior to moving forward. A principal
goal of this thesis is to identify the classical/quantum boundary in low-coherence optical
imaging applications via the study of sources in classical and quantum states with phase-
sensitive coherence. Therefore, in Section 2.1, we ﬁrst establish a formal deﬁnition of
‘classical’ states, based on the semiclassical and quantum theories of photodetection. We
then motivate phase-sensitive coherence in Section 2.2, using single-mode Gaussian states
as an example. The emphasis in this section is on the common and distinct features of
the phase-sensitive correlation found in classical and quantum Gaussian states. Finally, in
Section 2.3, we brieﬂy review continuous-wave parametric downconversion and determine
the jointly-Gaussian state of the two output ﬁelds.
2.1 Semiclassical versus quantum photodetection
Consider an ideal photodetector, i.e, one with unity quantum eﬃciency, zero dark cur-
rent and inﬁnite electrical bandwidth, for which individual photon detection events are
registered instantaneously as current impulses carrying charge q. In semiclassical theory,
the scalar optical ﬁeld impinging on the photosensitive surface of the photodetector at
transverse coordinate ρ and time t is a positive-frequency classical electromagnetic wave,
denoted by E(ρ, t)e−iω0t. We assume that this ﬁeld is paraxial, normalized to have units√
photons/m2s, and has center frequency ω0. Conditioned on knowledge of the ﬁeld im-
pinging on the photodetector, we have that i(t)/q, the charge normalized photocurrent, is
19
an inhomogeneous Poisson impulse train with rate function [25, 26]
μ(t) =
∫
A
dρ |E(ρ, t)|2 , (2.1)
where A is the detector’s photosensitive region. Thus, regardless of whether the illuminat-
ing ﬁeld is deterministic or random, the photocurrent is subject to the noise that is inherent
in this Poisson process, which yields the well known shot-noise ﬂoor of semiclassical pho-
todetection theory [18]. Randomness in the illumination is then accounted for by taking
E(ρ, t) to be a stochastic process, as is done in classical statistical optics [13].
In the quantum theory of photodetection, the classical photocurrent produced by the
same ideal photodetector is a stochastic process whose statistics coincide with those of the
photon-ﬂux operator measurement scaled by the electron charge [27],
ıˆ(t) = q
∫
A
dρ Eˆ†(ρ, t)Eˆ(ρ, t) . (2.2)
The photocurrent statistics are then governed by the state of the ﬁeld operator Eˆ(ρ, t),
so the shot-noise limit of semiclassical theory can be surpassed by some states, such as
amplitude-squeezed states, or the eigenkets of continuous-time photodetection [18, 27, 28].
In our quantum treatment of imaging, the states of the optical ﬁeld operator Eˆ(ρ, t)
that we shall deem classical are those for which the measurement statistics predicted by
quantum photodetection theory match those predicted by the semiclassical theory. It has
long been known [18, 27] that when Eˆ(ρ, t) is in the coherent state |E(ρ, t)〉, indexed by its
eigenfunction E(ρ, t) and satisfying
Eˆ(ρ, t)|E(ρ, t)〉 = E(ρ, t)|E(ρ, t)〉 , (2.3)
the statistics of the ıˆ(t) measurement are identical to those from the semiclassical theory
with the impinging classical ﬁeld taken to be E(ρ, t). More generally, the two photodetection
theories yield identical statistics for any quantum state that is a classical statistical mixture
of coherent states—viz., for all states that have proper P -representations [14]—when the
classical ﬁeld used in the semiclassical theory is comprised of the same statistical mixture
of the coherent-state eigenfunctions [18, 19, 29]. Moreover, mixtures of coherent states are
the only quantum states for which all quantum photodetection statistics coincide with the
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Figure 2-1: The Wigner distribution and the time-evolution of the real quadrature is plotted
for a quantum harmonic oscillator in a nonzero-mean, phase-insensitive Gaussian state. (a)
Top view of the isotropic Wigner distribution. (b) The mean sinusoid (red) of the real
quadrature is embedded in stationary noise, whose one standard-deviation noise-band is
shown as the shaded region.
corresponding results found from the semiclassical theory.
The quantum and semiclassical theories of photodetection accord very diﬀerent physical
interpretations to their fundamental noise sources—quantum noise of the illuminating ﬁeld
versus shot noise arising from the discreteness of the electron charge—but for quantum
states with proper P -representations their predictions are quantitatively indistinguishable.
So, because all imaging conﬁgurations in this thesis derive their image signatures from pho-
todetection measurements, their performance with classical states of light may be derived
from the semiclassical theory with no loss of generality. Throughout the subsequent chap-
ters, we often utilize this quantitative equivalence to determine the classical performance of
various imagers.
2.2 Phase-sensitive coherence in single-mode Gaussian states
Consider a single spatiotemporal mode of an optical ﬁeld, described via an annihilation
operator aˆ, which satisﬁes the commutator relation [aˆ, aˆ†] = 1. The density operator of this
mode, ρˆ, represents a Gaussian state if its Wigner characteristic function is a Gaussian,
χ
(ρˆ)
W (ζ, ζ
∗) ≡ Tr(ρˆe−ζ∗aˆ+ζaˆ†) = e−ζ∗〈aˆ〉+ζ〈aˆ〉∗−〈Δaˆ†Δaˆ〉|ζ|2+{ζ2〈Δaˆ2〉∗} , (2.4)
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Figure 2-2: The Wigner distribution and the time-evolution of the real quadrature is plotted
for a quantum harmonic oscillator in a nonzero-mean, phase-squeezed (φ = π/2), quantum
((a)–(b)) and classical ((c)–(d)) phase-sensitive Gaussian state.
where 〈aˆ〉 denotes the mean, 〈Δaˆ†Δaˆ〉 is the (normally-ordered) variance, and 〈Δaˆ2〉 is the
phase-sensitive covariance, in terms of the zero-mean ﬁeld operator Δaˆ ≡ aˆ− 〈aˆ〉.
Let us compare three subclasses of Gaussian states that are of primary interest in the
upcoming chapters. A phase-insensitive Gaussian state with 〈aˆ〉 = α0, 〈Δaˆ†Δaˆ〉 = N and
〈Δaˆ2〉 = 0, is an isotropic mixture of coherent states (mean-displaced thermal state) with
a proper P -representation,
ρˆ =
∫
R2
d2α
[
e−|α−α0|
2/N/(πN)
]|α〉〈α|, (2.5)
where |α〉 represents a coherent state with eigenvalue α ∈ C. The Wigner distribution
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Figure 2-3: The Wigner distribution and the time-evolution of the real quadrature is plotted
for a quantum harmonic oscillator in a nonzero-mean, amplitude-squeezed (φ = 3π/2),
quantum ((a)–(b)) and classical ((c)–(d)) phase-sensitive Gaussian state.
(inverse Fourier transform of the Wigner characteristic function) for this state is shown
in Figure 2-1(a). Due to the zero phase-sensitive covariance, the Wigner distribution is
isotropic around the mean-value. Consequently, the mean sinusoid of the real quadrature
{aˆe−iωt}, shown Figure 2-1(b), is embedded in stationary noise, denoted in the ﬁgure by
the uniform shaded region corresponding to one standard deviation around the mean. The
lack of phase-dependence in this noise motivates the terminology ‘phase-insensitive noise.’
Next, we consider a Gaussian state with the same mean and variance as before, but
〈Δaˆ2〉 = √N(1 + N)eiφ, which is a nonclassical Gaussian state with maximum phase-
sensitive covariance magnitude, given the variance N [18]. This is a squeezed state which
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may be obtained by ﬁrst squeezing a vacuum-state mode via the Bogoliubov transformation
aˆ =
√
1 + Neiφaˆvac +
√
Naˆ†vac , (2.6)
and then displacing it by α0. Figure 2-2(a) and Figure 2-3(a) show the resulting Wigner
distributions for φ = π/2 and φ = 3π/2 respectively. Because squeezed states are minimum-
uncertainty-product states, the circularly symmetric isocontours of the Wigner distribution
is transformed into ellipses of the same area, and with their major axes φ/2-rotated with
respect to the real axis. Consequently, the real quadrature of aˆ consists of a mean sinusoid
embedded in nonstationary noise whose strength varies as a function of the phase of the
sinusoid. In particular, Figure 2-2(b) shows phase-squeezed noise, because the noise is
minimum at the zeros of the mean, whereas Figure 2-3(b) is amplitude-squeezed noise,
because the noise is minimum at the peaks and troughs of the mean.
It is worth emphasizing at this juncture that phase-sensitive noise behavior is not re-
stricted to nonclassical states. To see this, we consider a Gaussian state with the same
mean and variance as the previous case, but now with phase-sensitive covariance reduced
to 〈Δaˆ2〉 = Neiφ. Via the Cauchy-Schwarz inequality for classical complex random vari-
ables, it is straightforward to verify that this is the maximum attainable phase-sensitive
covariance magnitude with a classical Gaussian state of variance N [19]. In particular, the
density operator of this state is given as
ρˆcl =
∫ ∞
−∞
dx
[
e−x
2/2N/
√
2πN
] |xeiφ/2 + α0〉〈xeiφ/2 + α0| . (2.7)
The resulting Wigner distributions for φ = π/2, 3π/2 are shown in Figure 2-2(c) and Fig-
ure 2-3(c) respectively. The mixed-state nature of these classical phase-sensitive states is
reﬂected in the larger area of the isocontour ellipses in comparison to those of the corre-
sponding squeezed states. However, the quadrature noise behavior shown in Figure 2-2(d)
and Figure 2-3(d) for the φ = π/2, 3π/2 cases respectively, display similar phase-sensitive
noise behavior to their squeezed-state counterparts. The only apparent diﬀerence between
the two cases is the minimum attainable noise: the classical phase-sensitive state cannot
surpass the minimum noise variance of 1/4 (sometimes referred to as the shot-noise limit)
because it is a mixture of coherent states, whereas the noise minimum for a squeezed state
is strictly less than 1/4, because it is a minimum-uncertainty-product pure state [14, 30].
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The conclusions from this simple single-mode discussion generalize to multiple spa-
tiotemporal modes and multiple-ﬁeld Gaussian states as well. In particular, phase-sensitive
quadrature noise is not exclusive to quantum (nonclassical) Gaussian states. However, at-
taining minimum noise variance below the shot-noise limit is possible only with nonclassical
(phase-sensitive) Gaussian states.1
2.3 Continuous-wave parametric downconversion
Pairs of entangled photons (biphotons) that are generated via spontaneous parametric down-
conversion (SPDC) are the predominant source used in quantum imaging experiments.
Therefore proper characterization of the source ﬁelds’ joint state is relevant to ascertaining
the classical/quantum boundary in optical imaging. In this section, we derive the output
state of this process assuming the region of interest is tightly conﬁned around the optical
axis, so that the ﬁelds may be approximated as plane waves.
Consider a second-order (χ(2)) nonlinear, length-L crystal that is type-II phase-matched
at degeneracy, and has its input facet aligned at z = 0. When this crystal is pumped with a
nondepleting, z-propagating, frequency-2ω0 (monochromatic), plane-wave pump, the inter-
action of pump photons with phase-matched vacuum ﬂuctuations inside the crystal gener-
ates two broadband ﬁelds at its output, with equal center-frequencies ω0, and in orthogonal
polarizations. The photon-units (
√
photons/s), positive-frequency and scalar signal ﬁeld
operator is given by
EˆS(L, t)e−iω0t =
∫
dΩ
2π
AˆS(L,Ω) eikS(ω0+Ω)L−i(ω0+Ω)t , (2.8)
and the corresponding reference ﬁeld operator is2
EˆR(L, t)e−iω0t =
∫
dΩ
2π
AˆR(L,Ω) eikR(ω0+Ω)L−i(ω0+Ω)t , (2.9)
where km(ω), for m = S,R, denotes the dispersion relations for the respective polarizations
of the signal and reference. Here the frequency-domain, baseband ﬁeld operators, AˆS(L,Ω)
1Here we are restricting our discussion to Gaussian states. Of course, non-Gaussian states with zero
phase-sensitive covariance can easily surpass the shot-noise limit, e.g., number (Fock) states.
2While it is conventional practice to refer to the output ﬁelds from SPDC as signal and idler, we will
denote them signal and reference in keeping with the use of the latter as a reference ﬁeld in quantum imaging
conﬁgurations that we will study.
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and AˆR(L,Ω), satisfy the free-space commutator brackets,
[Aˆm(z,Ω1), Aˆ
†
k(z,Ω2)] = δm,k 2πδ(Ω2 − Ω1) , (2.10)
[Aˆm(z,Ω1), Aˆk(z,Ω2)] = 0 , (2.11)
for m, k = S,R, and are solutions to the (commutator-preserving) coupled-mode equations,
∂
∂z
AˆS(z,Ω) = iκAˆ
†
R(z,−Ω)eiΩΔk
′z , (2.12)
∂
∂z
AˆR(z,−Ω) = iκAˆ†S(z,Ω)eiΩΔk
′z , (2.13)
where Δk′ ≡ 1/vS − 1/vR is the mismatch between the signal group velocity vS and that
of the reference vR, and κ is the coupling coeﬃcient in units of m−1.
Consequently, the baseband ﬁeld-operators at z = L are two-ﬁeld Bogoliubov transfor-
mations of the vacuum-state input ﬁelds at z = 0,
AˆS(L,Ω) =AˆS(0,Ω)M(Ω) + Aˆ
†
R(0,−Ω)V (Ω) , (2.14)
AˆR(L,−Ω) =AˆR(0,−Ω)M(Ω) + Aˆ†S(0,Ω)V (Ω) , (2.15)
where
M(Ω) = eiΩΔk
′L/2[cosh(pL)− i(ΩΔk′/2p) sinh(pL)] , (2.16)
V (Ω) = eiΩΔk
′L/2i(κ/p) sinh(pL) , (2.17)
in terms of the interaction-strength parameter, p ≡√|κ|2 − (ΩΔk′/2)2.
Because the vacuum-state inputs correspond to a pure, minimum-uncertainty-product,
zero-mean jointly-Gaussian state, and the Bogoliubov transformations are linear, the output
ﬁelds are also in a pure, minimum-uncertainty-product, zero-mean jointly Gaussian state,
determined completely by the second-order correlation functions of the output. It is easy
to verify from (2.14) and (2.15) that the only nonzero second moments of the outputs are
the phase-insensitive (normally-ordered) auto-correlation functions,
〈Aˆ†m(L,Ω1)Aˆm(L,Ω2)〉 = S(n)(Ω1) 2πδ(Ω2 − Ω1) , (2.18)
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for m = S,R, and the phase-sensitive cross-correlation function between the two ﬁelds,
〈AˆS(L,Ω1)AˆR(L,Ω2)〉 = S(p)(Ω1) 2πδ(Ω2 +Ω1) , (2.19)
where S(n)(Ω) = |V (Ω)|2 is the identical ﬂuorescence spectrum of the two ﬁelds, and
S(p)(Ω) = M(Ω)V (Ω) is the phase-sensitive cross-correlation strength between frequencies
whose average is the center frequency, ω0.
Similar to single-mode squeezing, the phase-sensitive cross-correlation spectrum’s mag-
nitude satisﬁes |S(p)(Ω)| =
√
S(n)(Ω)(1 + S(n)(Ω)), which is the maximum for any two ﬁelds
in a nonclassical joint state and with ﬂuorescence spectra S(n)(Ω) [18]. Thus, the (joint) out-
put state of a parametric downconverter is a zero-mean, nonclassical Gaussian state with
identical ﬂuorescence spectra for the signal and reference, and maximum phase-sensitive
cross-correlation, but with no phase-sensitive auto-correlations and no phase-insensitive
cross-correlation.
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Chapter 3
Coherence Theory for
Phase-Sensitive Light
Arbitrary second moments of the complex envelope of a stochastic, scalar optical ﬁeld
are completely characterized by that ﬁeld’s phase-insensitive and phase-sensitive correla-
tion functions. Optical coherence theory—for both classical and quantum ﬁelds—has been
developed almost exclusively for phase-insensitive light ﬁelds, because most commonly en-
countered sources, such as sunlight, LED’s, and lasers, have only phase-insensitive correla-
tions [13, 14]. However, advances in nonlinear and quantum optics have opened the door
to generating ﬁelds with nonzero phase-sensitive correlations. The best known light ﬁelds
possessing phase-sensitive correlations are the squeezed states of light [31]. Less well known
is the fact that the biphoton state [32], which has received a great deal of recent attention
owing to its entanglement properties, is the low-ﬂux limit of phase-sensitive Gaussian-state
light generated by parametric downconversion [19]. Although these examples are both
nonclassical states, classical optical ﬁeld states with phase-sensitive coherence can also be
generated, for example, via complex (amplitude and phase) modulations of coherent-state
light, or by exploiting the classical regime (high-ﬂux limit) of nonlinear processes involving
phase conjugation. Thus, at a fundamental level, there is a need to investigate the coher-
ence properties of phase-sensitive optical ﬁelds, and to develop a uniﬁed framework within
which nonclassical phase-sensitive coherence and classical phase-sensitive coherence may be
compared.
As a ﬁrst step toward fulﬁlling the preceding need, this chapter will establish some new
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results in phase-sensitive coherence theory. The majority of the chapter will be devoted
to studying classical scalar ﬁelds with phase-sensitive ﬂuctuations, and the connection to
quantum ﬁeld operators will be established thereafter. We begin, in Section 3.1, by identi-
fying a class of ﬁelds that is suﬃciently broad to allow a systematic study of phase-sensitive
coherence, yet restrictive enough to allow us to draw some physical conclusions. Then,
in Section 3.2, we show how the Wolf equations—for propagating a phase-insensitive co-
herence through free space—apply to free-space propagation of phase-sensitive correlation
functions. Next, in Section 3.3, we specialize our attention to paraxial free-space propaga-
tion for Gaussian-Schell model sources with phase-sensitive ﬂuctuations. We return to the
Wolf equations in Section 3.4, where we use a symplectic basis to ﬁnd the normal-mode
decomposition for free-space propagation of phase-sensitive light. In Section 3.5, we explain
how to convert our coherence theory for classical phase-sensitive ﬁelds to one for quantum
ﬁeld operators in states with phase-sensitive noise, and in Section 3.6, we relate the latter
to previous work on the coherence properties of the biphoton state [15, 16, 17, 33].
3.1 Phase-sensitive coherence
Consider a stochastic, scalar electric ﬁeld with center frequency ω0 and baseband complex
envelope E(r, t) ≡ ER(r, t) + iEI(r, t), where ER(r, t) and EI(r, t) denote the real and
imaginary parts respectively. Without loss of generality, we shall assume that this ﬁeld has
zero mean, 〈E(r, t)〉 = 0, so that the second-order characterization of the complex envelope
is fully speciﬁed by three real-valued functions: the auto-correlation functions of the real
and imaginary parts, KR,R(r1, t1, r2, t2) ≡ 〈ER(r1, t1)ER(r2, t2)〉 and KI,I(r1, t1, r2, t2)) ≡
〈EI(r1, t1)EI(r2, t2)〉 respectively, and the cross-correlation between the real and imaginary
part, KR,I(r1, t1, r2, t2) ≡ 〈ER(r1, t1)EI(r2, t2)〉, where we have used angle brackets to
denote the expectation over a classical ensemble of functions. These three real functions
can be expressed more compactly as two complex-valued functions, namely as the phase-
insensitive correlation function
K(n)(r1, t1, r2, t2) ≡ 〈E∗(r1, t1)E(r2, t2)〉
= KR,R(r1, t1, r2, t2)+KI,I(r1, t1, r2, t2)+i
[
KR,I(r1, t1, r2, t2)−KR,I(r2, t2, r1, t1)
]
, (3.1)
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and the phase-sensitive correlation function
K(p)(r1, t1, r2, t2) ≡ 〈E(r1, t1)E(r2, t2)〉
= KR,R(r1, t1, r2, t2)−KI,I(r1, t1, r2, t2)+i
[
KR,I(r1, t1, r2, t2)+KR,I(r2, t2, r1, t1)
]
. (3.2)
The superscript (n) in (3.1) labels normally-ordered (phase-insensitive) correlation func-
tions, in which all conjugated ﬁeld terms inside the expectation appear to the left of the
nonconjugated terms. Whereas this is a matter of convenience for classical ﬁelds (because
scalar ﬁelds commute with their conjugates), when we quantize the classical ﬁelds to obtain
ﬁeld operators the ordering will become signiﬁcant (because ﬁeld operators do not com-
mute with their adjoint operators). The (p) superscript in (3.2) labels the phase-sensitive
correlation functions.
The nomenclature for (3.1) and (3.2) can be motivated as follows. A complex-valued,
zero-mean random variable E has 〈|E|2〉 independent of the phase of E, unlike 〈E2〉. When
carried over to random processes, it is not strictly true that the phase-insensitive correlation
function is completely insensitive to the phase of the random process. However, the phase-
insensitive correlation function depends only on the relative phase between the ﬁeld at
(r1, t1) and (r2, t2), whereas the phase-sensitive correlation function depends on the absolute
phases. For example, K(n)(r1, t1, r1, t1) is indeed insensitive to the phase of the complex
baseband ﬁeld, whereas this is not true for the phase-sensitive auto-correlation function. To
avoid introducing new terminology, we continue to designate (3.1) as the phase-insensitive
correlation function and (3.2) as the phase-sensitive correlation function.
Not all zero-mean random ﬁelds can possess a nonzero phase-sensitive correlation. In
particular, if
E(r, t) ≡ Re[E(r, t)e−iω0t], (3.3)
the real part of the positive-frequency ﬁeld associated with E(r, t), is a wide-sense stationary
random process, then E(r, t) cannot have a nonzero phase-sensitive correlation. However, a
broad class of optical ﬁelds fall outside of this category. This should not be surprising. The
prototypical example of phase-sensitive light is the squeezed state, whose passband noise
properties are nonstationary even when its complex-envelope noise behavior is stationary.
To develop insight into phase-sensitive coherence, we will predominantly focus on con-
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tinuous-wave ﬁelds whose phase-insensitive and phase-sensitive correlation functions each
depend only on the time diﬀerence between the two spatiotemporal samples. We call such
ﬁelds complex-stationary, and use
K(n)(r1, r2, τ) ≡ 〈E∗(r1, t)E(r2, t + τ)〉 and (3.4)
K(p)(r1, r2, τ) ≡ 〈E(r1, t)E(r2, t + τ)〉 , (3.5)
to denote their correlation functions. As we will see shortly, the Fourier transforms
S(x)(r1, r2,Ω) ≡
∫ ∞
−∞
dτ K(x)(r1, r2, τ)eiΩτ for x = n, p, (3.6)
also have physical signiﬁcance, and are hereafter referred to as the phase-insensitive and
phase-sensitive spectra, respectively. Ignoring the niceties of generalized-function theory,
let us deﬁne the frequency-domain ﬁeld by
E˜(r,Ω) ≡
∫ ∞
−∞
dt E(r, t)eiΩt , (3.7)
whence
〈E˜∗(r1,Ω1)E˜(r2,Ω2)〉 = 2π S(n)(r1, r2,Ω1) δ(Ω1 − Ω2) , (3.8)
〈E˜(r1,Ω1)E˜(r2,Ω2)〉 = 2π S(p)(r1, r2,Ω2) δ(Ω1 +Ω2) . (3.9)
Equation (3.8) shows that distinct frequency components of E(r, t) have no phase-insensitive
correlation. Therefore S(n)(r1, r2,Ω) gives the spectral strength of correlation at frequency
Ω between spatial samples of the ﬁeld at r1 and r2.1 On the other hand, (3.9) indicates that
only the ±Ω frequency components of E(r, t) have a phase-sensitive cross-correlation, and
that S(p)(r1, r2,Ω) determines the spatial distribution of this phase-sensitive correlation.
The preceding link between S(n)(r1, r2; Ω) and the phase-insensitive auto-correlation
function of a monochromatic ﬁeld is well known from coherence theory developed for phase-
insensitive light [13, 14]. It allows any phase-insensitive ﬁeld to be treated as a superposition
of uncorrelated monochromatic ﬁelds. Equation (3.9), extends this argument to electric
1Because E(r, t) is a complex-valued baseband ﬁeld, Ω represents a frequency detuning (from ω0) for the
real-valued passband ﬁeld E(r, t).
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ﬁelds with both types of coherence. For such ﬁelds, frequency components ±Ω around the
center frequency have phase-sensitive correlation. Therefore, such a ﬁeld must be treated
as a collection of uncorrelated bichromatic ﬁelds, where each bichromatic component is
comprised of a frequency ω0 + Ω ﬁeld and a frequency ω0 − Ω ﬁeld. These ﬁelds possess
phase-insensitive auto-correlations S(n)(r1, r2,Ω) and S(n)(r1, r2,−Ω), and a phase-sensitive
cross-correlation S(p)(r1, r2,Ω), with all other second-order moments being zero.
3.2 Wolf equations for phase-sensitive correlations
The Cartesian components of the electric ﬁeld in a source-free region of free space satisfy
the scalar wave equation (
∇2 − 1
c2
∂2
∂t2
)
E(r, t) = 0 , (3.10)
where c is the speed of light, from which it follows that the positive-frequency electric ﬁeld,
E(+)(r, t) ≡ E(r, t)e−iω0t (3.11)
obeys the same wave equation. Deﬁning
K(p)(r1, t1, r2, t2) ≡ 〈E(+)(r1, t1)E(+)(r2, t2)〉 = K(p)(r1, t1, r2, t2)e−iω0(t1+t2), (3.12)
we can use the wave equation to obtain the phase-sensitive variant of Wolf equations [14]
(
∇2m −
1
c2
∂2
∂t2m
)
K(p)(r1, t1, r2, t2) = 0 for m = 1, 2, (3.13)
which are identical to those for the phase-insensitive correlation
K(n)(r1, t1, r2, t2) ≡ 〈E(+)∗(r1, t1)E(+)(r2, t2)〉 = K(n)(r1, t1, r2, t2)eiω0(t1−t2). (3.14)
Let us now specialize these results to complex-stationary ﬁelds. For such ﬁelds, (3.13)
yields
(
∇2m −
1
c2
[
∂2
∂τ2
+ 2(−iω0)(−1)m ∂
∂τ
+ (−iω0)2
])
K(p)(r1, r2, τ) = 0, for m = 1, 2,
(3.15)
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which, after Fourier transformation, gives
(
∇2m +
1
c2
(ω0 + (−1)mΩ)2
)
S(p)(r1, r2,Ω) = 0, for m = 1, 2, (3.16)
for the evolution of the phase-sensitive spectrum. For the phase-insensitive spectrum the
usual Wolf equations lead to
(
∇2m +
1
c2
(ω0 +Ω)
2
)
S(n)(r1, r2,Ω) = 0, for m = 1, 2. (3.17)
The diﬀerential equations in (3.16) and (3.17) characterize the spatial propagation of
the phase-sensitive and phase-insensitive spectra, and they manifest the frequency behavior
noted in the previous section. Thus, phase-insensitive spectra propagate in a monochro-
matic fashion, i.e., (3.17) applies independently to each value of ω0 +Ω, but phase-sensitive
spectra are bichromatic, with the rm-coordinate propagating in accord with the Helmholtz
equation for frequency ω0 + (−1)mΩ. The two-frequency dependence of (3.16) has an-
other important consequence. Assume that E(r, t) is homogeneous in addition to its being
complex-stationary, and let S(n)(r1− r2,Ω) and S(p)(r1− r2,Ω) be its two spectra. Substi-
tuting this homogeneous form of the phase-sensitive spectrum into the Wolf equations we
obtain (
∇2 + 1
c2
(
ω0 + (−1)mΩ
)2)
S(p)(r,Ω) = 0 , for m = 1, 2. (3.18)
Taking the diﬀerence between the m = 1 and m = 2 equations then yields ΩS(p)(r,Ω) = 0,
which implies that S(p)(r,Ω) = 0 for all Ω 
= 0. Thus, for a spatially homogeneous, complex-
stationary ﬁeld to possess phase-sensitive ﬂuctuations, it must be monochromatic.
3.3 Quasimonochromatic, paraxial correlation propagation
We now restrict our attention to paraxial beams—propagating from a source plane, z = 0,
to an observation plane, z = L—that are quasimonochromatic. Using E0(ρ, t), EL(ρ′, t) for
the baseband ﬁelds at transverse coordinates ρ = (x, y) and ρ′ = (x′, y′ ) in the source and
observation planes, the Huygens-Fresnel principle implies that
EL(ρ′, t) =
∫
dρE0(ρ, t− L/c)hL(ρ′ − ρ), (3.19)
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where
hL(ρ) =
exp(ik0L + ik0|ρ|2/2L)
iλ0L
, (3.20)
is the paraxial-propagation Green’s function at the wave number k0 ≡ ω0/c, and wavelength
λ0 ≡ 2πc/ω0, associated with the source’s center frequency. A complex-stationary E0(ρ, t)
then yields a complex-stationary EL(ρ′, t), whose phase-sensitive spectrum is given by
S
(p)
L (ρ
′
1,ρ
′
2,Ω) =
∫ ∫
dρ1 dρ2 S
(p)
0 (ρ1,ρ2,Ω)hL(ρ
′
1 − ρ1)hL(ρ′2 − ρ2), (3.21)
in terms of the phase-sensitive spectrum of E0(ρ, t). Because (3.21) is a convolution in both
the ρ1 and ρ2 coordinates, the phase-sensitive spectrum is expressed much simpler in the
spatial-frequency domain, viz.,
S˜
(p)
L (k1,k2,Ω) = S˜
(p)
0 (k1,k2,Ω) h˜L(k1) h˜L(k2) , (3.22)
where
S˜(p)(k1,k2,Ω) ≡
∫∫
dρ1 dρ2 S˜
(p)(ρ1,ρ2,Ω)e
i(k1·ρ1+k2·ρ2), (3.23)
and h˜L(k) = exp(ik0L− iL|k|2/2k0) is the spatial Fourier transform of hL(ρ).
It is common, in optical coherence theory, to assume that the phase-insensitive spectrum
in the source plane separates into the product of three terms. The ﬁrst is a temporal
spectrum that is solely a function of Ω. The second is a frequency-independent, spatially
homogenous term, which is a function of the diﬀerence coordinate ρd ≡ ρ2 − ρ1, that
represents the spatial coherence of the source. The third is a frequency-independent term,
which depends only on the sum coordinate ρs ≡ (ρ1 + ρ2)/2, that represents the beam’s
intensity proﬁle [13, 14]. We shall extend this assumption to the phase-sensitive spectrum,
and write S(p)0 (ρ1,ρ2,Ω) = S
(p)(Ω)F0(ρs)G0(ρd). We can then express S˜
(p)
L (k1,k2,Ω) in
terms of the spatial-frequency sum, ks = k1+k2, and diﬀerence, kd = (k2−k1)/2, variables
as follows:
S˜
(p)
L (k1,k2,Ω) = e
i3k0L/4S(p)(Ω)
[
eik0L/4−iL|ks|
2/4k0F˜0(ks)
] [
eik0L−iL|kd|
2/k0G˜0(kd)
]
.
(3.24)
Equation (3.24) tells us that the phase-sensitive spectrum remains separable on all trans-
verse planes, and at z = L its ρs component is an L/4-propagated version of F0(ρs), while
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its ρd term is an L-propagated version of G0(ρd).
In order to assess the physical implications of (3.24), we will assume a collimated,
coherence-separable, Gaussian-Schell source at z = 0, which is a source model often used in
coherence theory for the study of phase-insensitive correlation propagation [14]. The phase-
insensitive Gaussian-Schell source consists of a beam with a Gaussian intensity proﬁle and
a Gaussian phase-insensitive coherence proﬁle, expressed in sum and diﬀerence coordinates
as
S
(n)
0 (ρ1,ρ2,Ω) =
2S(n)(Ω)
πa2T
exp
[
− 2
a2T
|ρs|2 −
1
2
(
1
a2T
+
1
ρ20
)
|ρd|2
]
, (3.25)
for the phase-insensitive spectrum. Here, aT is the e−2 attenuation radius of the intensity
proﬁle, and ρ0 is the transverse coherence length of the beam at z = 0, which we shall assume
is much smaller than aT . To facilitate a comparison of the propagation characteristics of
phase-insensitive and phase-sensitive spectra, we assume they both have the same spatial
dependence at the source plane. Therefore, the phase-sensitive spectrum of this beam
at z = 0 will also be given by (3.25), but with S(n)(Ω) replaced by its phase-sensitive
counterpart, S(p)(Ω).2
Evaluating (3.24) and taking its inverse Fourier transform results in a phase-sensitive
spectrum at z = L with magnitude
|S(p)L (ρ1,ρ2,Ω)| =
2|S(p)(Ω)|
πa2n(L)
1 + D−1s D
−1
d√
(1 + D−2s )(1 + D−2d )
exp
{
−2a−2p (L)|ρs|2 − 2−1b−2p (L)|ρd|2
}
, (3.26)
and a phase-insensitive spectrum with magnitude
|S(n)L (ρ1,ρ2,Ω)| =
2S(n)(Ω)
πa2n(L)
exp
{
−2a−2n (L)|ρs|2 − 2−1ρ−2(L)|ρd|2
}
. (3.27)
Here: Ds = k0a2T /2L and Dd = k0ρ
2
0/2L are the Fresnel numbers for the sum- and diﬀerence-
coordinate Gaussian functions in (3.25); a2p(L) = a
2
T (1+D
−2
s ) and b
2
p(L) = ρ
2
0(1+D
−2
d ) are
the sum- and diﬀerence-coordinate e−2-attenuation radii of the phase-sensitive spectrum at
z = L; and a2n(L) = a
2
T (1+D
−1
s D
−1
d ) and ρ
2(L) = ρ20(1+D
−1
s D
−1
d ) are the e
−2-attenuation
radii of the intensity and the phase-insensitive coherence at z = L. We see from these
2Because auto-correlations place constraints on the permissible cross-correlations we must have that our
assumed S(p)(Ω) does not violate those constraints.
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Figure 3-1: Ratio of normalized phase-sensitive to phase-insensitive on-axis correlations,
s
(p)
L /s
(n)
L , plotted versus the inverse Fresnel number, D
−1
o , that distinguishes near-ﬁeld from
far-ﬁeld propagation.
expressions that propagation of the phase-sensitive spectrum is governed by two Fresnel
numbers Ds and Dd, where Ds  Dd because we have assumed that aT  ρ0. Propagation
of the phase-insensitive spectrum, on the other hand, is governed by a single Fresnel number
Do ≡
√
DsDd.
Consider the normalized (frequency independent) on-axis phase-sensitive correlation,
s
(p)
L ≡ |S(p)L (0,0,Ω)/S(p)(Ω)| and phase-insensitive correlation s(n)L ≡ S(n)L (0,0,Ω)/S(n)(Ω).
From Eqs. (3.26) and (3.27) we have that
s
(p)
L
s
(n)
L
=
1 + D−1s D
−1
d√
(1 + D−2s )(1 + D−2d )
, (3.28)
which we have plotted, in Fig. 3-1, versus D−1o for several values of ρ0/aT . The Fig. 3-1
abscissa is the Fresnel number that controls the beam size at z = L, with the near ﬁeld (no
beam-diameter expansion) and far ﬁeld (beam diameter proportional to L) corresponding to
Do being much greater than unity and much less than unity, respectively. Thus this ﬁgure
shows that the strength of the on-axis phase-sensitive correlation, relative to that of the
on-axis phase-insensitive correlation, is preserved deep in the near and far ﬁelds. However,
in the intermediate region the phase-sensitive correlation suﬀers an attenuation relative to
the phase-insensitive correlation, with min
{
s
(p)
L /s
(n)
L
} ≈ 2ρ0/aT  1 occurring at Do = 1.
The spatial properties of the spectra are each governed by two parameters: ap(L)
and bp(L) for the phase-sensitive spectrum, and an(L) and ρ(L) for the phase-insensitive
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Figure 3-2: Comparison between the intensity radii of the phase-sensitive and phase-
insensitive correlation spectra, ap(L) and an(L), for a collimated Gaussian-Schell beam
undergoing paraxial propagation. ap(L) and an(L) are plotted versus the inverse Fresnel
number, D−1o , showing the transition from near-ﬁeld to far-ﬁeld behavior. For illustrative
purposes ρ0/aT = 0.1 is assumed, so that Dd = 0.1Do and Ds = 10Do.
spectrum. In the near ﬁeld (Do  1), we have ap(L) ≈ an(L) ≈ aT and, if Dd  1,
bp(L) ≈ ρ(L) ≈ ρ0. In this region, the beam has intensity radius aT , and appreciable phase-
insensitive correlation between ﬁeld samples within that beam radius whose separation is
less than the coherence length ρ0. A similar interpretation holds for the phase-sensitive
spectrum: appreciable phase-sensitive correlation exists between ﬁeld samples within the
beam radius whose separation is less than the coherence length ρ0.
In the far ﬁeld (Ds  1), however, the behavior changes signiﬁcantly. Here the correla-
tion spectra simplify to3
|S(p)L (ρ1,ρ2,Ω)| =
k20|S(p)(Ω)|ρ20
2πL2
exp
(
−k
2
0a
2
T
2L2
|ρs|2 −
k20ρ
2
0
8L2
|ρd|2
)
, (3.29)
|S(n)L (ρ1,ρ2,Ω)| =
k20S
(n)(Ω)ρ20
2πL2
exp
(
−k
2
0ρ
2
0
2L2
|ρs|2 −
k20a
2
T
8L2
|ρd|2
)
. (3.30)
From (3.30) we see that the beam’s intensity radius has grown to 2L/k0ρ0, and that ﬁeld
samples within that expanded beam radius have appreciable phase-insensitive correlation
when they are separated by less than 2L/k0aT . On the other hand, the phase-sensitive
spectrum given in (3.29) exhibits the opposite behavior. Now, a ﬁeld sample at ρ, located
inside the beam radius 2L/k0ρ0, has a signiﬁcant phase-sensitive correlation with ﬁeld
3Ds  1 denotes the regime in which both (3.29) and (3.30) are valid, but S(n)L is valid within the broader
Do  1 regime.
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Figure 3-3: Comparison between coherence lengths of the phase-sensitive and phase-
insensitive correlation spectra, bp(L) and ρ(L), for a collimated Gaussian-Schell beam under-
going paraxial propagation. bp(L) and ρ(L) are plotted versus the inverse Fresnel number,
D−1o , showing the transition from near-ﬁeld to far-ﬁeld behavior. For illustrative purposes
ρ0/aT = 0.1 is assumed, so that Dd = 0.1Do and Ds = 10Do.
samples in the vicinity of −ρ. In particular, a pair of ﬁeld samples from within the beam
radius have appreciable phase-sensitive correlation only if their vector sum, rather than
their diﬀerence, has magnitude less than 2L/k0aT . Figure 3-2 shows the behavior of the
parameters ap(L), an(L) as the Fresnel number Do is varied from the near ﬁeld to the far
ﬁeld. Figure 3-3 is a similar plot for bp(L) and ρ(L). In both of these plots ρ0/aT = 0.1 is
assumed for concreteness, such that Dd = 0.1Do and Ds = 10Do. These ﬁgures show that
ap(L) ≈ an(L), and bp(L) ≈ ρ(L) prevail in the near ﬁeld (Dd  1), but bp(L) ≈ an(L),
and ap(L) ≈ ρ(L) occur in the far ﬁeld (Ds  1). Furthermore, as discussed previously,
Dd governs the diﬀraction of bp(L) and Ds governs that of ap(L), whereas the diﬀraction
of the phase-insensitive parameters, an(L) and ρ(L), are both determined by Do.
In the far ﬁeld, the Gaussian-Schell model source produces phase-sensitive correlations
between ﬁeld samples at ±ρ. It turns out that this is true in far-ﬁeld diﬀraction for all
sources that have separable phase-sensitive correlation spectra in the z = 0 plane, as we
now show. Fraunhofer diﬀraction, which applies in the far ﬁeld, gives us
EL(ρ′, t) =
∫
dρE0(ρ, t− L/c)exp(ik0L + ik0|ρ
′|2/2L− ik0ρ′ · ρ/L)
iλ0L
. (3.31)
It follows that a phase-sensitive source spectrum that is separable into sum and diﬀerence
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Figure 3-4: Level curves corresponding to the e−2 attenuation level for the phase-sensitive
and phase-insensitive correlation spectra, both in the near ﬁeld and the far ﬁeld regimes
(after L-m of propagation). The beam diameter at the source is aT , ρ0 is its coherence
length and k0 denotes the center wavenumber.
coordinates, S(p)0 (ρ1,ρ2,Ω) = S
(p)(Ω)F0(ρs)G0(ρd), will propagate into the z = L plane as
S
(p)
L (ρ
′
1,ρ
′
2,Ω) =
S(p)(Ω)
(iλ0L)2
ei(2k0L+k0|ρ
′
s|2/L+k0|ρ′d|2/4L)
×
∫∫
dρs dρd e
−i2k0ρ′s·ρs/L−ik0ρ′d·ρd/2LF0(ρs)G0(ρd) , (3.32)
where ρ′s ≡ (ρ′2+ρ′1)/2 and ρ′d ≡ ρ′2−ρ′1. On the other hand, a separable phase-insensitive
source spectrum, given by S(n)0 (ρ1,ρ2,Ω) = S
(n)(Ω)F0(ρs)G0(ρd), will yield
S
(n)
L (ρ
′
1,ρ
′
2,Ω) =
S(n)(Ω)
(λ0L)2
eik0ρ
′
s·ρ′d/L
∫∫
dρs dρd e
−ik0(ρ′d·ρs+ρ′s·ρd)/LF0(ρs)G0(ρd), (3.33)
at z = L. The double integrals in (3.32) and (3.33) are 2-D Fourier transforms, whence
|S(p)L (ρ′1,ρ′2,Ω)| =
|S(p)(Ω)|
(λ0L)2
∣∣∣∣F˜0(−2k0L ρ′s
)
G˜0
(
− k0
2L
ρ′d
)∣∣∣∣ , (3.34)
|S(n)L (ρ′1,ρ′2,Ω)| =
S(n)(Ω)
(λ0L)2
∣∣∣∣F˜0(−k0L ρ′d
)
G˜0
(
−k0
L
ρ′s
)∣∣∣∣ . (3.35)
Equations (3.34) and (3.35) are the van Cittert-Zernike Theorems for phase-sensitive
and phase-insensitive correlation spectra, respectively. When the source consists of a narrow
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function G0(ρd) times a much broader function F0(ρs), as we have assumed for the Gaussian-
Schell model, the phase-sensitive spectrum at z = L will consist of a narrow function of ρ′s
times a much broader function of ρ′d, because of the Fourier transform uncertainty principle.
On the other hand, the phase-insensitive spectrum at z = L will consist of a narrow function
of ρ′d times a much broader function of ρ
′
s, by virtue of this same uncertainty principle. Over
the region in which G˜0 is nearly constant, the phase-sensitive spectrum will be dominated by
a rapidly-decaying function of ρ′s, whereas the phase-insensitive spectrum will be dominated,
over the same region, by a rapidly-decaying function of ρ′d. Hence points symmetric about
the origin will have appreciable phase-sensitive correlation, whereas the phase-insensitive
correlation is highest in the immediate neighborhood of a single point. Figure 3-4 illustrates
this behavior for the Gaussian-Schell source considered in this section. The ﬁgure plots the
e−2 attenuation contours for the magnitudes of the phase-sensitive and phase-insensitive
correlation spectra in terms of the sum and diﬀerence transverse coordinates. Thus, all
points on a transverse plane that constitute the interior region of a contour are considered
both coherent and intense. It turns out, the level curves of both phase-sensitive and phase
insensitive Gaussian-Schell sources describe ellipses. In the near ﬁeld, because of the low-
coherence assumption of the source, these ellipses have the minor axes along the diﬀerence
coordinate. When the beam propagates to the far ﬁeld, the level curve for the phase-
insensitive correlation spectrum diﬀracts in both coordinates in equal proportion, such
that the minor axis remains aligned with the |ρd|-axis.4 On the other hand, the level
curve corresponding to the far ﬁeld phase-sensitive spectrum shows opposite behavior, with
the minor axis aligned with the sum coordinate and the major axis along the diﬀerence
coordinate. Thus, the far ﬁeld phase-insensitive correlation spectrum is indeed dominated
by a narrow function of the diﬀerence coordinate ρd, whereas the far ﬁeld phase-sensitive
correlation spectrum is a narrow function of the sum coordinate ρs.
3.4 Normal-mode decomposition
In studying optical ﬁelds it is common to make reference to their mode decompositions,
which describe the ﬁeld as a superposition of decoupled radiators and their associated
spatiotemporal proﬁles. If one has a complete physical description of the process generating
4To establish consistent notation with that used in Figure 3-4, in this discussion we use non-primed
transverse spatial coordinates in the far-ﬁeld plane.
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an optical ﬁeld, such as all the parameters of a laser cavity, it is possible to derive these
modes starting from ﬁrst principles. However, in many scenarios, the details of the optical
sources are not known, and it is necessary to infer the modes from a (generally incomplete)
statistical description of the optical ﬁeld, either estimated from measurements or derived
from broad assumptions about the source [13, 14].
One of the central results in optical coherence theory that addresses this problem is
the normal-mode decomposition, in which an arbitrary zero-mean ﬁeld5 with zero phase-
sensitive correlation—but arbitrary phase-insensitive correlation—can be expressed as
E(r, t) =
∞∑
m=1
amφm(r, t), (3.36)
where the {am} are zero-mean, uncorrelated, isotropic random variables, i.e. 〈am〉 = 0,
〈amak〉 = 0, and 〈a∗mak〉 = λmδmk with λm ≥ 0. The {φm(r, t)}, which form a com-
plete and orthonormal set of functions, are the eigenfunctions of the Hermitian kernel
K(n)(r1, t1, r2, t2), with the {λm} being their associated eigenvalues. Also, the {φm(r, t)}
satisfy the scalar wave equation for propagation through a source-free region of free space.
It is natural to ask if such a decomposition extends to zero-mean ﬁelds with arbitrary
phase-sensitive and phase-insensitive correlations. One may expect that the decomposi-
tion still assumes the form (3.36), but with the uncorrelated am coeﬃcients now having
both phase-sensitive and phase-insensitive correlations. However, the following proposition
demonstrates that this is not a valid decomposition for an arbitrary zero-mean random ﬁeld.
Proposition 1. Let E(x), where x = (r, t), be a zero-mean random ﬁeld over a ﬁnite
space-time region, x ∈ S ⊂ R4, with second-order phase-insensitive and phase-sensitive
correlation functions,
K(n)(x1,x2) ≡ 〈E∗(x1)E(x2)〉, and (3.37)
K(p)(x1,x2) ≡ 〈E(x1)E(x2)〉, (3.38)
that are well-deﬁned kernels on the Hilbert space of square-integrable functions. E(x) admits
5We limit our discussion to the zero mean case for simplicity, but no loss of generality ensues from this
assumption. For nonzero-mean ﬁelds, we replace the correlation functions with covariance functions, and
afterwards add the appropriate mean value to each random coeﬃcient in the decomposition.
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an expansion of form
E(x) =
∞∑
m=1
amφm(x), (3.39)
where 〈am〉 = 0, 〈a∗mak〉 = λmδm,k ≥ 0, 〈amak〉 = γmδm,k ≥ 0, and {φm(x)} is a com-
plete and orthonormal set of square-integrable functions, if and only if K(n)(x1,x2) and
K(p)(x1,x2) share a common set of input eigenfunctions, i.e., K(n)(x1,x2), and
K
(p)
2 (x1,x2) ≡
∫
S
dxK(p)∗(x1,x)K(p)(x,x2) (3.40)
are commuting Hermitian kernels.
Proof. To prove the forward direction, we assume that E(x) admits the expansion in (3.39).
Then, the second-order correlation functions become
K(n)(x1,x2) =
∞∑
m=1
λmφ
∗
m(x1)φm(x2), (3.41)
K(p)(x1,x2) =
∞∑
m=1
γmφm(x1)φm(x2), (3.42)
which have {φ∗m(x)} as their common set of input eigenfunctions. That K(n)(x1,x2) and
K
(p)
2 (x1,x2) =
∞∑
m=1
|γm|2φ∗m(x1)φm(x2) (3.43)
commute, follows from the two kernels having a common set of eigenfunctions.
To prove the reverse direction, we assume K(n) and K(p)2 commute, and we use {φ∗m(x)}
to denote their common eigenfunctions. The λm ≥ 0 are given uniquely by the eigenvalue
spectrum of the phase-insensitive correlation function, and the γm ≥ 0 are found (uniquely)
from the eigenvalues of K(p)2 (x1,x2). Note that diagonalizing K
(n) or K(p)2 determines
{φm(x)} only up to a constant phase factor. For modes with γm > 0 these phases are deter-
mined uniquely from the singular-value decomposition of K(p)(x1,x2), which has {φ∗m(x)}
as its input eigenfunctions, and {φm(x)} as its output eigenfunctions.
Because, the phase-insensitive and phase-sensitive correlation functions of E(x) need
not commute, Proposition 1 implies that we cannot decompose an arbitrary random ﬁeld
into the form given in (3.39). We now provide a general method for decomposing ﬁelds into
their modes when they carry arbitrary phase-insensitive and phase-sensitive correlations.
43
Theorem 2. Let E(x), where x = (r, t), be a zero-mean random ﬁeld over a ﬁnite space-
time region denoted by the set S ⊂ R4, and assume E(x) has a matrix-valued correlation
function
K(x1,x2) ≡
〈⎡⎣E(x1)
E∗(x1)
⎤⎦[E∗(x2) E(x2)]
〉
=
⎡⎣K(n)∗(x1,x2) K(p)(x1,x2)
K(p)∗(x1,x2) K(n)(x1,x2)
⎤⎦ . (3.44)
Furthermore, assume this kernel is deﬁned on the Hilbert space of 2 × 1 square-integrable
functions over S, i.e., 2 ⊕ 2 [S] K→ 2 ⊕ 2 [S]. Then, the positive semideﬁnite kernel
K(x1,x2) admits an expansion
K(x1,x2) =
∞∑
m=1
λmVm(x1)VHm(x2) , (3.45)
where H denotes Hermitian transpose, λm ≥ 0, for m = 1, 2, . . ., and the 2×2 matrix-valued
functions
Vm(x) =
⎡⎣ vm1(x) vm2(x)
v∗m2(x) v∗m1(x)
⎤⎦ (3.46)
satisfy the completeness relation
∞∑
m=1
Vm(x1)QVHm(x2) = δ(x1 − x2)Q , (3.47)
and the orthogonality relation
∫
S
VHm(x)QVk(x)dx = δmk Q , (3.48)
with
Q =
⎡⎣ 1 0
0 −1
⎤⎦ . (3.49)
The functions Vm(x) are unique up to a diagonal phase matrix, i.e., if the {λm} are distinct,
for any admissible Vm(x) we have that
Vm(x)
⎡⎣ eiθm 0
0 e−iθm
⎤⎦ , (3.50)
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is also an admissible solution. Additional admissible solutions exist if the {λm} are not
distinct.
Proof. See Appendix A.
The preceding decomposition is called symplectic, because it derives from concepts de-
veloped for symplectic vector spaces [34]. It should be noted that other decompositions
have been derived previously, in which the 2× 2 matrix-valued eigenfunctions are rank-two
and unitary, and the random variables in the associated ﬁeld expansion are uncorrelated,
yet have phase-insensitive and phase-sensitive auto-correlations [35, 36]. The distinguish-
ing feature of the Theorem 1 decomposition is that each random variable is now isotropic.
Furthermore, as will be discussed in Section 3.5, this decomposition leads naturally to a
similar result for quantum ﬁeld operators.
Making use of the completeness and orthogonality properties of the {Vm(x)}, we can
obtain the following expansion for the electric ﬁeld:
⎡⎣E(x)
E∗(x)
⎤⎦ = ∞∑
m=1
Vm(x)
⎡⎣am
a∗m
⎤⎦ , (3.51)
where the random variables { am : m = 1, 2, . . . }, given by⎡⎣am
a∗m
⎤⎦ = Q∫
S
VHm(x)Q
⎡⎣E(x)
E∗(x)
⎤⎦dx , (3.52)
satisfy 〈am〉 = 0, 〈amak〉 = 0, and 〈a∗mak〉 = λmδmk.
We have shown in Section 3.2 that both the phase-insensitive and phase-sensitive correla-
tion functions of a positive-frequency electromagnetic ﬁeld satisﬁes the same Wolf equations.
Therefore, taking the (3.45) expansion to be that of the passband-ﬁeld correlation function
matrix and substituting it into the Wolf equations, we obtain
(
∇2	 −
1
c2
∂2
∂t2	
)
K(x1,x2) = 0 , (3.53)
where x	 = (r	, t	) for  = 1, 2, and the right-hand side is the 2 × 2 zero matrix. Then
setting  = 1, multiplying both sides of the equality from the right by QVm(r2, t2)Q, and
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integrating over (r2, t2) ∈ S yields the result(
∇2 − 1
c2
∂2
∂t2
)
Vm(x) = 0 , (3.54)
i.e., for all modes m = 1, 2, . . . , both vm1(x) and vm2(x) satisfy the scalar wave equation.
Furthermore, if (3.45) represents the modal decomposition for the baseband electric ﬁeld
envelope, it is straightforward to parallel the above procedure to show that vm1(r, t)e−iω0t
and vm2(r, t)e−iω0t in each mode satisfy the scalar wave equation.
We close this section by returning to the example we described in the beginning, namely
the case in which E(x) admits an orthogonal decomposition of the form given in Propo-
sition 1. Motivated by the symplectic decomposition, we express each am in (3.39) as a
Bogoliubov transformation of another zero-mean, isotropic complex random variable bm,
i.e., we deﬁne am ≡ μmbm + νmb∗m, with |μm|2 − |νm|2 = 1, 〈bm〉 = 〈bmbk〉 = 0, and
〈b∗mbk〉 = Nmδm,k ≥ 0. Solving for {Nm, μm, νm} from {λm, γm}, we obtain the symplectic
decomposition of E(x) as given in (3.51), in terms of the zero-mean, complex isotropic
random variables {bm}, and the matrix-valued symplectic eigenfunctions
Vm(x) =
⎡⎣φm(x) 0
0 φ∗m(x)
⎤⎦⎡⎣μm νm
ν∗m μ∗m
⎤⎦ , (3.55)
where the {φm(x)} are the orthonormal eigenfunctions from (3.39).
Determining whether the symplectic decomposition reduces to an orthonormal repre-
sentation, without explicitly deriving the symplectic form, requires verifying
∫
S
dxK(p)2 (x1,x)K
(n)(x,x2)−
∫
S
dxK(n)(x1,x)K
(p)
2 (x,x2) = 0, (3.56)
where the left-hand side is the commutator for K(p)2 and K
(n). The following Proposition
determines an alternative necessary and suﬃcient condition that is often easier to evaluate.
Proposition 3. Suppose the zero-mean random E(x), where x ∈ S, has the matrix-valued
correlation function in (3.44). E(x) admits the orthonormal expansion in (3.39) if and only
if ∫
S
dxK(x1,x)QK(x,x2) =
⎡⎣f(x2,x1) 0
0 −f(x1,x2)
⎤⎦ , (3.57)
46
for some positive semideﬁnite scalar kernel f(x1,x2).
Proof. For an arbitrary matrix-valued correlation function given in (3.44), we have
∫
S
dxK(x1,x)QK(x,x2) =
⎡⎣f∗(x1,x2) g(x1,x2)
g∗(x1,x2) −f(x1,x2)
⎤⎦ , (3.58)
where,
f(x1,x2) =
∫
S
dx
[
K(n)(x1,x)K(n)(x,x2)−K(p)∗(x1,x)K(p)(x,x2)
]
, (3.59)
g(x1,x2) =
∫
S
dx
[
K(n)∗(x1,x)K(p)(x,x2)−K(p)(x1,x)K(n)(x,x2)
]
. (3.60)
Showing that g(x1,x2) = 0 when K(n)(x1,x2) and K
(p)
2 (x1,x2) commute is a straight-
forward exercise that follows from their diagonal forms given in (3.41) and (3.42). Thus,
we only consider the forward direction here, i.e., we will show that if g(x1,x2) = 0, then
K(n)(x1,x2) and K
(p)
2 (x1,x2) commute.
If (3.60) is zero, then
∫
S
dx3 K(p)∗(x1,x3)g(x3,x2) = 0. (3.61)
First, expanding g(x3,x2) via the right-hand side of (3.60), and then adding and subtracting
the kernel term K(n)(x1,x)K(p)∗(x,x3)K(p)(x3,x2) in the integrand, yields
[
K
(p)
2 (x1,x2),K
(n)(x1,x2)
]
+
∫
S
dx3 g∗(x1,x3)K(p)(x3,x2) = 0 , (3.62)
where the ﬁrst term is short-hand notation for the commutator given on left-hand side of
(3.56), and the second term is zero because g(x1,x3) = 0. Thus, a vanishing g(x1,x2)
implies that K(p)2 and K
(n) commute.
As a ﬁnal step, we utilize the diagonal representations in (3.41) and (3.42) to ﬁnd
f(x1,x2) =
∞∑
m=1
(
λ2m − |γm|2
)
φ∗m(x1)φm(x2) , (3.63)
which is a positive semideﬁnite kernel because the eigenvalues satisfy
(
λ2m− |γm|2
) ≥ 0, via
the Cauchy-Schwarz inequality.
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In concluding this section, it is relevant to note that the random coeﬃcients in the
(symplectic or orthonormal) normal-mode decompositions are uncorrelated, but generally
they are not independent. Therefore, the utility of these representations are limited to
the ﬁrst- and second-order moments of E(x). An important exception, however, is when
E(x) is a Gaussian random process, such that it is completely characterized by its ﬁrst and
second moments. In this case, the random coeﬃcients become statistically independent,
which renders the decomposition a powerful analytical tool for characterizing E(x).
3.5 From classical fields to quantum operators
Thus far, we have limited our development to classical electric ﬁelds. It is important,
therefore, to point out that the results presented in this chapter have natural extensions
to quantum ﬁeld operators. In particular, our classical coherence theory for the quasi-
monochromatic, paraxial case applies, without change, when we normalize E0(ρ, t) and
EL(ρ′, t) so that their dimensions are
√
photons/m2s instead of V/m. When quantized,
these new ﬁelds become ﬁeld operators, Eˆ0(ρ, t) and EˆL(ρ′, t), with the nonzero canonical
commutators [Eˆ0(ρ1, t1), Eˆ
†
0(ρ2, t2)] = δ(ρ2 − ρ1)δ(t2 − t1) and [EˆL(ρ′1, t1), Eˆ†L(ρ′2, t2)] =
δ(ρ′2 − ρ′1)δ(t2 − t1), that obey the propagation integral [37]
EˆL(ρ′, t) =
∫
R2
dρ Eˆ0(ρ, t− L/c)hL(ρ′ − ρ), (3.64)
with the same free-space Green’s function as in the classical case (cf. (3.19) and (3.20)). It
follows that the phase-insensitive (normally-ordered) and phase-sensitive correlation func-
tions,
K
(n)
0 (ρ1, t1,ρ2, t2) ≡ 〈Eˆ†0(ρ1, t1)Eˆ0(ρ2, t2)〉 and (3.65)
K
(p)
0 (ρ1, t1,ρ2, t2) ≡ 〈Eˆ0(ρ1, t1)Eˆ0(ρ2, t2)〉, (3.66)
undergo the same propagation processes as their classical counterparts.6 Thus, for quantum
states that make these correlation functions complex-stationary, the results of Section 3.3
are directly applicable.
More generally, when we relax the quasimonochromatic and paraxial assumptions, the
6The angle brackets now denote quantum averages of operators.
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resulting positive-frequency electric ﬁeld operator Eˆ(r, t) still satisﬁes the scalar wave equa-
tion in free-space [14]. Hence, the quantum correlation functions K(n)(r1, t1, r2, t2) ≡
〈Eˆ†(r1, t1)Eˆ(r2, t2)〉 and K(p)(r1, t1, r2, t2) ≡ 〈Eˆ(r1, t1)Eˆ(r2, t2)〉, obey the same Wolf equa-
tions, (3.13), as their classical-ﬁeld counterparts, (3.14) and (3.12) respectively.
Furthermore, the modal decomposition of quantum ﬁelds can be carried out using Theo-
rem 2, by replacing the classical correlation function matrix with the symmetrized quantum
correlation function matrix,
K(x1,x2) ≡
〈⎡⎣ Eˆ(x1)
Eˆ†(x1)
⎤⎦[Eˆ†(x2) Eˆ(x2)]
〉
− (1/2)δ(x2 − x1)Q
=
⎡⎣K(n)∗(x1,x2) K(p)(x1,x2)
K(p)∗(x1,x2) K(n)(x1,x2)
⎤⎦ . (3.67)
where K(n)(x1,x2) ≡ (〈Eˆ†(x1)Eˆ(x2)〉 + 〈Eˆ(x2)Eˆ†(x1)〉)/2. Note, however, K(x1,x2) is
positive-deﬁnite and λm ≥ 1/2 (due to the uncertainty principle), so the quantum (sym-
metrized) correlation matrices are a subset of those admissible for classical random ﬁelds.
This decomposition yields an expansion for the ﬁeld operator Eˆ(x) as
⎡⎣ Eˆ(x)
Eˆ†(x)
⎤⎦ = ∞∑
m=1
Vm(x)
⎡⎣aˆm
aˆ†m
⎤⎦ , (3.68)
where the operators { aˆm : m = 1, 2, . . . }, given by⎡⎣aˆm
aˆ†m
⎤⎦ = Q∫
S
VHm(x)Q
⎡⎣ Eˆ(x)
Eˆ†(x)
⎤⎦dx , (3.69)
and satisfying the canonical commutation relations [aˆm, aˆ
†
k] = δm,k and [aˆm, aˆk] = 0, are in
isotropic and uncorrelated states with 〈aˆm〉 = 0, 〈aˆ†maˆk〉 = (λm− 1/2)δmk, and 〈aˆmaˆk〉 = 0.
The advantage of the symplectic diagonalization is now evident. Whereas the symplectic
diagonalization yields uncorrelated mode operators with the correct commutator relations,
other (unitary) diagonalization methods do not, in general, yield mode operators with
proper commutators [35, 36].
The uncorrelated modes in these decompositions are not necessarily in a product state,
so their advantages are, in general, limited to dealing with the ﬁrst- and second-order
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moments of Eˆ(x). An important exception to this is when Eˆ(x) is in a Gaussian state,
which implies that the {aˆm} modes are in product Gaussian states. This renders the mode
decomposition a powerful analytical tool for Gaussian-state Eˆ(x). For example, we can
prove the following proposition for pure Gaussian states using Proposition 3 (which is true
for an arbitrary state of Eˆ(x)).
Proposition 4. If Eˆ(x) is in a zero-mean pure Gaussian state, it admits an orthonormal
expansion of form (3.39) (with the classical ﬁelds and random variables replaced by their
quantum counterparts).
Proof. Because Eˆ(x) is in a zero-mean pure Gaussian state, the {aˆm} mode operators are in
a product-state of pure7 zero-mean Gaussian states with 〈aˆ2m〉 = 0 and 〈aˆ†maˆm〉 = λm−1/2,
i.e., the modes must all be in vacuum (λm = 1/2), because the only pure thermal state is
the vacuum state.
Evaluating (3.57) with the correlation function matrix expansion in (3.45), we arrive at
∫
S
dxK(x1,x)QK(x,x2) =
∞∑
m=1
(1/4)Vm(x1)QVHm(x2) = (1/4)δ(x2 − x1)Q , (3.70)
which satisﬁes the condition in Proposition 3, so a pure Gaussian state always admits an
orthonormal expansion.
3.6 Discussion
In this chapter we have begun exploring the coherence properties of light that has phase-
sensitive ﬂuctuations. The majority of our derivations focused on classical, scalar random
optical ﬁelds. We ﬁrst established general equations that govern the spatiotemporal evo-
lution of phase-sensitive correlations, owing to the fact that they represent correlations of
physical ﬁelds. We then turned our attention to the spatial eﬀects of propagation when the
ﬁeld is complex-stationary, quasimonochromatic, and paraxial. We used the Gaussian-Schell
model to highlight the signiﬁcant diﬀerences between the propagation of phase-insensitive
and phase-sensitive correlations. Finally, we turned to the normal-mode representation of
ﬁelds with arbitrary phase-sensitive and phase-insensitive correlations. We found that such
7To verify that each mode is in a pure state, note that ρˆE ≡⊗∞m=1 ρˆm, where ρˆE is the state of the ﬁeld
operator Eˆ(x), and ρˆm denotes the state of each mode aˆm.
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ﬁelds can be represented as the superposition of deterministic spatiotemporal ﬁelds that
satisfy the wave equation, weighted by uncorrelated, complex, isotropic random coeﬃcients
and their conjugates. In addition, we determined a condition that is necessary and suﬃ-
cient to simplify this representation to a superposition of deterministic orthonormal ﬁelds
(which satisfy the wave equation), weighted by complex random coeﬃcients that are still
uncorrelated, but now have both phase-insensitive and phase-sensitive auto-correlations.
In Section 3.5 we shifted our focus to quantized ﬁelds, and showed that all of the classical
results derived in this chapter are applicable to the phase-insensitive and phase-sensitive
correlation functions of quantum ﬁeld operators. Nonetheless, there is one signiﬁcant advan-
tage quantum mechanics oﬀers over classical physics in regards to phase-sensitive correla-
tions: quantum theory permits phase-sensitive correlations to exceed the Cauchy-Schwarz
limits of classical phase-sensitive correlations [19]. As a result, nonclassical ﬁelds—ﬁelds
that require a quantum description—may have phase-sensitive coherence beneﬁts that are
not seen in classical ﬁelds. A well known example is the coincidence-counting dip observed
in a Hong-Ou-Mandel (HOM) interferometer when it is illuminated by the biphoton state
obtained from spontaneous parametric downconversion. Classical ﬁelds with phase-sensitive
correlations can produce an HOM dip, but it is too shallow to be observable [19].
Finally, we note that there have been several recent publications addressing the duality
between optical coherence theory for phase-insensitive correlations, and the coherence prop-
erties of an entangled biphoton [15, 16, 17]. The results presented in these papers, apart
from notational diﬀerences, are almost identical to what we have found for phase-sensitive
coherence. This is not surprising. Spontaneous parametric downconversion—the principal
source of entangled biphotons—produces signal and idler beams that are in a joint Gaus-
sian state with a nonclassical, phase-sensitive cross-correlation function [18]. The entangled
biphoton state is the low-ﬂux limit of that Gaussian state. Hence, the coherence properties
of the biphoton are precisely those of a phase-sensitive cross-correlation. This leads us to
wonder whether classical phase-sensitive correlations are suﬃcient to accomplish objectives
previously thought to be the sole province of the entangled biphoton state. Indeed, the
remaining chapters of this thesis aim to quantify and clarify the classical/quantum bound-
ary in imaging applications, by comparing the performance of phase-sensitive classical and
quantum sources. The results obtained in this chapter, therefore, will play a central role in
accomplishing that goal.
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Chapter 4
Optical Coherence Tomography
with Phase-Sensitive Light
Optical coherence tomography (OCT) produces 3-D imagery through a combination of
focused-beam scanning (for transverse resolution) and interference measurements (for ax-
ial resolution). Conventional OCT (C-OCT) uses classical-state signal and reference light
beams, with a phase-insensitive cross-correlation, and measures their second-order inter-
ference via Michelson interferometry [38, 39]. In quantum OCT (Q-OCT), on the other
hand, the signal and reference beams are in an entangled biphoton state generated by
spontaneous parametric down-conversion, and their fourth-order interference is measured
by Hong-Ou-Mandel interferometry. In comparison to C-OCT, Q-OCT oﬀers a two-fold
improvement in axial resolution and even-order dispersion cancellation [1, 3], advantages
that have been ascribed to the nonclassical nature of the entangled biphoton state. We shall
describe a new conﬁguration for optical coherence tomography that relies on classical-state
light yet achieves the same factor-of-two axial resolution improvement and even-order dis-
persion cancellation that are the key features of Q-OCT. This new form of optical coherence
tomography uses a phase-conjugate ampliﬁer in conjunction with a Michelson interferom-
eter to detect interference between two classical light ﬁelds with a nonzero phase-sensitive
cross-correlation. Under appropriate conditions, this imaging arrangement—which we call
phase-conjugate optical coherence tomography (PC-OCT)—can achieve a signal-to-noise
ratio that is comparable to that of C-OCT. Before beginning our presentation of PC-OCT
and its performance characteristics, we will digress to discuss the properties of classical
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and nonclassical Gaussian-state light beams with phase-sensitive cross-correlations. This
material is essential to understanding both PC-OCT and Q-OCT, because the biphoton
state produced by SPDC is a limiting case of nonclassical Gaussian-state light.
4.1 Classical and nonclassical Gaussian-state light
Consider a classical light source that produces signal (S) and reference (R) beams with a
common center frequency ω0 and baseband complex envelopes EK(t) for K = S,R, where,
for both signal and reference, we are concerned with a single polarization of particular
spatial modes. For convenience in linking to the case of a nonclassical light source, we shall
normalize these ﬁelds so that their powers are ω0|EK(t)|2. Suppose that ES(t) and ER(t)
are stationary, zero-mean, jointly-Gaussian, complex-valued random processes. They are
then completely characterized by the following auto- and cross-correlation functions:1
K
(n)
JK(τ) ≡ 〈E∗J(t + τ)EK(t)〉 =
∫ ∞
−∞
dΩ
2π
S
(n)
JK(Ω)e
−iΩτ (4.1)
K
(p)
JK(τ) ≡ 〈EJ(t + τ)EK(t)〉 =
∫ ∞
−∞
dΩ
2π
S
(p)
JK(Ω)e
−iΩτ , (4.2)
for J,K = S,R, where S(n)JK(Ω) and S
(p)
JK(Ω) are the associated spectral densities at detuning
Ω from ω0, and, in keeping with the quantum case to come, the superscripts (n) and (p)
label normally-ordered (phase-insensitive) and phase-sensitive correlations, respectively.
A thermal-state light source, as is ordinarily used in C-OCT, satisﬁes the preceding
statistical assumptions with
K
(n)
SS (τ) = K
(n)
RR(τ) = K
(n)
SR(τ) (4.3)
being the only nonzero correlation functions. In the spectral domain, we then get
S
(n)
SS (Ω) = S
(n)
RR(Ω) = S
(n)
SR(Ω), (4.4)
1In this chapter, with no loss of generality, we have ﬂipped the sign of τ in the correlation functions, with
respect to (3.4) and (3.5), for analytic convenience.
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which saturates the Cauchy-Schwarz bound
|S(n)SR(Ω)| ≤
√
S
(n)
SS (Ω)S
(n)
RR(Ω). (4.5)
For PC-OCT we will employ signal and reference beams that are stationary, zero-mean,
jointly-Gaussian, complex-valued random processes whose nonzero correlation functions
satisfy
K
(n)
SS (τ) = K
(n)
RR(τ) = K
(p)
SR(τ), (4.6)
with their common spectral density, S(Ω), being an even nonnegative function of detuning.
From the Cauchy-Schwarz bound
|S(p)SR(Ω)| ≤
√
S
(n)
SS (−Ω)S(n)RR(Ω) (4.7)
it follows that these light beams have the strongest phase-sensitive correlation permitted
by classical physics [19].
Now let us turn to the case of nonclassical light. Here the complex envelopes of the
signal and reference beams are replaced by photon-units ﬁeld operators, EˆS(t) and EˆR(t),
with the nonzero commutators
[EˆJ(t), Eˆ
†
K(u)] = δJKδ(t− u), for J,K = S,R. (4.8)
As we have reviewed in Section 2.3, by means of continuous-wave SPDC we can produce
signal and reference beams that are in a stationary, zero-mean, jointly-Gaussian state with
the following nonzero correlations
K
(n)
SS (τ) = K
(n)
RR(τ) =
∫ ∞
−∞
dΩ
2π
S(Ω)e−iΩτ , (4.9)
K
(p)
SR(τ) =
∫ ∞
−∞
dΩ
2π
√
S(Ω)(S(Ω) + 1)e−iΩτ , (4.10)
for S(Ω) = S(−Ω) ≥ 0. This state has the strongest phase-sensitive correlation permitted by
quantum physics [19]. Moreover, S(Ω) 1 prevails in the typical low-brightness operating
regime for continuous-wave SPDC, from which we see that |S(p)SR(Ω)| ≈
√
S(Ω) greatly
exceeds the classical limit
√
S
(n)
SS (−Ω)S(n)RR(Ω) = S(Ω) in this case. Furthermore, in the low-
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ﬂux limit of low-brightness SPDC the outputs comprise a stream of individually detectable
biphotons, as used in Q-OCT.
4.2 OCT configurations and their interference signatures
The basic block diagram for continuous-wave PC-OCT is shown in Figure 4-1. We have
suppressed all spatial coordinates, to focus our attention on the axial behavior, and we have
drawn a transmission geometry, whereas the actual system would employ a bistatic geometry
in reﬂection. The signal and reference beams at the PC-OCT input are classical ﬁelds, with
complex envelopes ES(t) and ER(t), whose statistics are as given in the previous section.
The signal beam is focused on a transverse spot on the sample yielding a superposition of
reﬂections from various depths such that the complex envelope of the overall return from
the sample is EH(t) = ES(t)  h(t), where  denotes convolution and
H(Ω) ≡
∫ ∞
−∞
dt h(t)eiΩt =
∫ ∞
0
dz r(z,Ω)ei2φ(z,Ω) (4.11)
is the sample’s baseband impulse response. In (4.11), r(z,Ω) is the complex reﬂection
coeﬃcient at depth z and detuning Ω, and φ(z,Ω) is the phase acquired through propagation
to depth z in the sample. Conjugate ampliﬁcation of EH(t) yields the complex envelope
EC(t) = [E∗H(t) + w(t)]  ν(t), where w(t), a zero-mean, circulo-complex, white Gaussian
noise with correlation function 〈w∗(t+ τ)w(t)〉 = δ(τ), is the quantum noise injected by the
conjugation process, and
ν(t) =
∫ ∞
−∞
dΩ
2π
V (Ω)e−iΩt (4.12)
gives the conjugator’s baseband impulse response in terms of its frequency response. The
output of the conjugator is refocused onto the sample resulting in the positive-frequency
ﬁeld E1(t) = [EC(t)h(t)]e−iω0t, which is interfered with the delayed reference beam E2(t) =
ER(t−T )e−iω0(t−T ) in a Michelson interferometer. The detectors in Figure 4-1 are assumed
to have quantum eﬃciency η, no dark current, and thermal noise with a white current
spectral density Sith . The average ampliﬁed diﬀerence current, which constitutes the PC-
OCT interference signature, is then
〈id(t)〉 = 2qηGA Re
(∫ ∞
−∞
dΩ
2π
H∗(−Ω)H(Ω)V ∗(−Ω)S(Ω)e−i(Ω−ω0)T
)
, (4.13)
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Figure 4-1: Phase-conjugate OCT conﬁguration.
where q is the electron charge.
For comparison with C-OCT and Q-OCT, consider the behavior of the preceding sig-
nature when
V ∗(−Ω)S(Ω) ≈ V ∗S(Ω) =
(
|V |e−iθV PS
√
2π/Ω2S
)
e−Ω
2/2Ω2S (4.14)
and
H(Ω) = rei(ω0+Ω)T0 , (4.15)
with r ≡ |r|eiθr , and |r|  1. Physically, this corresponds to a signal-reference source
with a Gaussian-shaped power spectrum, a conjugate ampliﬁer whose bandwidth is much
broader than that of this source, and a sample that is a weakly-reﬂecting mirror at delay
T0. Equation (4.13) then gives
〈id(t)〉 = 2qηGA|V |PS |r|2 e−2Ω2S(T0−T/2)2 cos(ω0T − θV ), (4.16)
i.e., a sinusoidal fringe pattern with a Gaussian-shaped visibility function e−2Ω2S(T0−T/2)2 .
Thus, deﬁning the axial resolution of PC-OCT to be the full-width between the e−2 atten-
uation points in this visibility envelope, viewed as a function of T0, shows that a source
bandwidth ΩS yields an axial resolution equal to 2/ΩS .
The basic setup for C-OCT is shown in Figure 4-2. Its signal and reference beams are
classical ﬁelds, with complex envelopes ES(t) and ER(t), whose statistics are as given in
the previous section for thermal-state light. C-OCT illuminates the sample with the signal
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beam and interferes the reﬂected signal, given by convolution of ES(t) with h(t), with the
delayed reference beam in a Michelson interferometer. The average ampliﬁed diﬀerence
current is found to be
〈id(t)〉 = 2qηGA Re
(∫ ∞
−∞
dΩ
2π
H∗(−Ω)S(Ω)e−i(Ω−ω0)T
)
, (4.17)
which reduces to
〈id(t)〉 = 2qηGAPS |r| e−Ω2S(T0−T )2/2 cos(ω0(T − T0)− θr) (4.18)
for the weakly-reﬂecting mirror example. Once again we get a sinusoidal fringe pattern
with a Gaussian-shaped visibility function, only this time the axial resolution is 4/ΩS , viz.,
a factor of two worse than that of PC-OCT for the same source bandwidth.
The conﬁguration for Q-OCT appears in Figure 4-3. To analyze its performance, we use
photon-units ﬁeld operators, EˆS(t) and EˆR(t), to describe the signal and reference beams,
and we assume that these quantum ﬁelds are in the nonclassical Gaussian state described
in the previous section. The familiar biphoton HOM dip can then be obtained theoreti-
cally in a manner that is the natural quantum generalization of the classical Gaussian-state
analysis we have used so far in this paper [19]. In the usual biphoton limit wherein HOM in-
terferometry is performed, S(Ω) 1 prevails, and the average photon-coincidence counting
signature can be shown to be
〈C(T )〉 = q
2η2
2
[∫ ∞
−∞
dΩ
2π
|H(Ω)|2S(Ω)− Re
(∫ ∞
−∞
dΩ
2π
H∗(−Ω)H(Ω)S(Ω)e−i2ΩT
)]
. (4.19)
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It is the second term in this coincidence signature that carries useful information about the
sample. Note that it has the same basic structure as the PC-OCT signature, i.e., it is an
inverse Fourier transform integral whose integrand is proportional to H∗(−Ω)H(Ω)S(Ω).
For our weakly-reﬂecting mirror, the Q-OCT signature takes the following simple form:
〈C(T )〉 = q
2η2|r|2PS
2
(1− e−2Ω2S(T0−T )2), (4.20)
which dips to zero at T0 = T . Taking its axial resolution to be the full-width between the
e−2 attenuation points in the Gaussian-dip term, viewed as a function of T0, we see that
Q-OCT achieves the same axial resolution as PC-OCT.
To probe the eﬀect of dispersion on PC-OCT, C-OCT, and Q-OCT, we modify the
sample’s frequency response to
H(Ω) = rei[(ω0+Ω)T0+bΩ
2/2], (4.21)
where b is a nonzero real constant representing second-order (group-delay) dispersion.
Because the sample’s frequency response enters the PC-OCT and Q-OCT signatures as
H∗(−Ω)H(Ω), this dispersion term cancels out in both, leaving their signatures unaﬀected.
For C-OCT, however, we ﬁnd that the Gaussian envelope of the average ampliﬁed diﬀer-
ence current is now proportional to e−Ω2S(T0−T )2/2(1+Ω4Sb2). Therefore, the axial resolution
becomes badly degraded when Ω4Sb
2  1. More generally, for
H(Ω) = rei[(ω0+Ω)T0+β(Ω)], (4.22)
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PC-OCT and Q-OCT are immune to dispersion created by the even-order terms in the
Taylor series expansion of β(Ω), whereas C-OCT’s resolution is aﬀected by them.
The axial resolution and dispersion cancellation beneﬁts that accrue to PC-OCT and Q-
OCT arise from their interference signatures containing the product H∗(−Ω)H(Ω), whereas
C-OCT’s interference signature involves only H∗(−Ω). It is worth noting, therefore, that
the former leads to more complicated to interpret results when the sample is comprised of
reﬂections from multiple depths. To see that this is so, suppose that
H(Ω) = r0ei(ω0+Ω)T0 + r1ei(ω0+Ω)T1 , (4.23)
corresponding to a sample consisting of two weakly-reﬂecting mirrors, with rm = |rm|eiθrm
for m = 0, 1. The interference signature of C-OCT is linear in H(Ω), thus we get the
superposition of the signatures from each mirror, viz.,
〈id(t)〉 = 2qηGAPS
[
|r0|e−Ω2S(T0−T )2/2 cos
(
ω0(T − T0)− θr0
)
+ |r1|e−Ω2S(T1−T )2/2 cos
(
ω0(T − T1)− θr1
)]
. (4.24)
The interference signature of PC-OCT is not linear in H(Ω), so that the two-mirror sample
yields
〈id(t)〉 = 2qηGA|V |PS
{[
|r0|2e−2Ω2S(T0−T/2)2 + |r1|2e−2Ω2S(T1−T/2)2
]
cos(ω0T − θV )
+ |r0||r1|e−Ω2S(T0+T1−T )2/2
[
cos
(
ω0(T +ΔT )− θV +Δθ
)
+ cos
(
ω0(T −ΔT )− θV −Δθ
)]}
. (4.25)
where ΔT ≡ T1 − T0 and Δθ ≡ θr1 − θr0 . The terms on the ﬁrst line are due to reﬂections
from the same mirror in both passes through the sample, and the term on the second line
corresponds to reﬂections from diﬀerent mirrors in each pass through the sample. Similar
behavior occurs for the two-mirror sample in Q-OCT, i.e., in addition to the superposition
of self-reﬂection terms that give single-mirror HOM dips, there is a cross-reﬂection term
akin to what we have just exhibited for PC-OCT.
Equation (4.25) shows that the cross-layer interference term is sensitive to the relative
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phase between the reﬂective layers in the sample. In particular, the peak amplitude of this
cross-layer interference term is a function of Δθ, the relative phase between the complex
reﬂectivities of the two mirrors. With appropriate post-processing, this phase diﬀerence
may be inferred from the interference envelope, something that is not possible in C-OCT
when the separation between the mirrors greatly exceeds the system’s axial resolution.
Now suppose that the mirrors are dispersive, so that the frequency response of the sample
becomes
H(Ω) = r0ei[(ω0+Ω)T0+b0Ω
2/2] + r1ei[(ω0+Ω)T1+b1Ω
2/2]. (4.26)
The self-reﬂection terms in (4.25) are, of course, unaﬀected by the group-delay dispersion.
However, the envelope of the cross-layer interference is sensitive to Δb ≡ b1 − b0, which
represents group-delay dispersion from the intervening medium between the two mirrors.
Therefore the cross-layer interference envelope provides information about the sample’s
dispersion properties.
The simple two-layer example above demonstrates that the nonlinear H(Ω) dependence
of the interference signatures from PC-OCT and Q-OCT aﬀords these imagers more in-
formation about the sample than is available from C-OCT. However, tapping into this
additional information will require more elaborate post-processing than is needed by C-
OCT. Because Q-OCT has only recently been demonstrated, limited attention has been
paid to optimal processing of its signature, particularly when that signature is obtained
from multilayer micron-scale media [1, 2, 3]. However, because the baseband envelope of
the PC-OCT signature and the Q-OCT signature share the same fundamental features,
parameter estimation algorithms developed for processing the Q-OCT signature will likely
be applicable to PC-OCT as well.
4.3 Signal-to-noise ratio
Having shown that PC-OCT retains the key advantages of Q-OCT, let us turn to its signal-
to-noise ratio (SNR) behavior. Because Q-OCT relies on SPDC to generate the entangled
biphoton state, and Geiger-mode avalanche photodiodes to perform photon-coincidence
counting, its image acquisition is much slower than that of C-OCT, which can use bright
sources and linear-mode detectors. To assess the SNR of PC-OCT we shall continue to
use the Gaussian spectrum for S(Ω) and the nondispersing single mirror for H(Ω), but,
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in order to limit its quantum noise, we take the conjugator’s frequency response to be
V (Ω) = V e−Ω2/4Ω2V . We assume that id(t) is time averaged for TI sec (denoted 〈id(t)〉TI ) at
the reference-arm delay that maximizes the interference signature, and we deﬁne
SNRPC-OCT = 〈id(t)〉2/var[〈id(t)〉TI ] , (4.27)
where var[ · ] denotes the variance of its argument. When the w(t) (quantum noise) contri-
bution to the conjugator’s output dominates the EH(t) (sample reﬂection) contribution we
ﬁnd that
SNRPC−OCT =
8TI η |r|4 |V |2 P 2S Ω2V /(Ω2S + 2Ω2V )[
Ωth + PS + |rV |2
√
Ω2V /2π +
2η |rV |2PS ΩV√
Ω2S +Ω
2
V
] , (4.28)
where Ωth ≡ Sith/q2η. From left to right the terms in the noise denominator are the thermal
noise, the reference-arm shot noise, the conjugate-ampliﬁer quantum noise, and the intrinsic
noise of the signal×reference interference pattern itself. Best performance is achieved when
the conjugator gain |V |2 is large enough to neglect the ﬁrst two noise terms, and the input
power PS is large enough such that the intrinsic noise greatly exceeds the conjugator’s
quantum noise. In this case we get
SNRPC-OCT =
4TI |r|2PSΩV
√
Ω2S +Ω
2
V
Ω2S + 2Ω
2
V
. (4.29)
To compare the preceding SNR to that for C-OCT, we deﬁne
SNRC-OCT = 〈id(t)〉2/var[〈id(t)〉TI ] (4.30)
for the Figure 4-2 conﬁguration at the peak of the C-OCT interference signature. When
the reﬂected signal ﬁeld is much weaker than the reference ﬁeld, we ﬁnd that
SNRC-OCT = 4ηTI |r|2PS , (4.31)
which can be smaller than the ultimate SNRPC-OCT result. However, if PC-OCT’s conju-
gator gain is too low to reach its ultimate performance, but its reference-arm shot noise
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dominates the other noise terms, we get
SNRPC-OCT =
8ηTI |r|4|V |2PSΩ2V
Ω2S + 2Ω
2
V
, (4.32)
which is substantially lower than SNRC-OCT, because |rV |2  1 is implicit in our assump-
tion that the reference shot noise is dominant as high detector quantum eﬃciency can be
expected. Thus we can conclude that PC-OCT will have SNR similar to that of C-OCT,
but only if high-gain phase conjugation is available.2
4.4 Discussion
At this juncture it is worth emphasizing the fundamental physical point revealed by the
preceding analysis. The use of entangled biphotons and fourth-order interference measure-
ment in an HOM interferometer enable Q-OCT’s two performance advantages over C-OCT:
a factor-of-two improvement in axial resolution and cancellation of even-order dispersion
[1, 3]. Classical phase-sensitive light also produces an HOM dip with even-order dispersion
cancellation, but this dip is essentially unobservable because it rides on a much stronger
background term [19]. Thus the nonclassical character of the entangled biphoton is essen-
tial to observing Q-OCT’s beneﬁts, from which it might be concluded that nonclassical
light is the source of these performance advantages over C-OCT. Such is not the case,
however, because our PC-OCT conﬁguration reaps the same advantages as Q-OCT, us-
ing classical phase-sensitive light and a second-order Michelson interferometer. However,
because phase-sensitive cross-correlations cannot be seen in the second-order interference
measurements used in C-OCT, PC-OCT phase conjugates one of the phase-sensitive cross-
correlated beams, converting their phase-sensitive cross-correlation into a phase-insensitive
cross-correlation that can be seen in second-order interference. Hence, it is really phase-
sensitive cross-correlations between the signal and reference beams that are at the root of
axial resolution enhancement and even-order dispersion cancellation. Our treatment of PC-
OCT assumed classical-state light, and, because we need S(0) 1 for high-SNR PC-OCT
operation, little further can be expected in the way of performance improvement by using
nonclassical light in PC-OCT. This can be seen by comparing the cross-spectra S(Ω) and
2Some care should be exercised in making this SNR comparison, because ω0PS is the total power that
illuminates the sample in C-OCT, but it is only the initial sample illumination power in PC-OCT, i.e., there
is also the power that illuminates the sample after the phase-conjugation operation.
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√
S(Ω)(S(Ω) + 1) when S(Ω) = (PS
√
2π/Ω2S)e
−Ω2/2Ω2S with PS
√
2π/Ω2S  1.
The intimate physical relation between PC-OCT and Q-OCT can be further elucidated
by considering the way in which the sample’s frequency response enters their measurement
averages. We again assume V ∗(−Ω)S(Ω) ≈ V ∗S(Ω), so that both imagers yield signatures∝∫
dΩH∗(−Ω)H(Ω)S(Ω). Abouraddy et al . [1] use Klyshko’s advanced-wave interpretation
[40] to account for the H∗(−Ω)H(Ω) factor in the Q-OCT signature as the product of an
actual sample illumination and a virtual sample illumination. In our PC-OCT imager,
this same H∗(−Ω)H(Ω) factor comes from the two sample illuminations, one before phase
conjugation and one after. In both cases, it is the phase-sensitive cross-correlation that
is responsible for this factor. Q-OCT uses nonclassical light and fourth-order interference
while PC-OCT can use classical light and second-order interference to obtain the same
sample information.
The advantages PC-OCT accrues over C-OCT via two sample illuminations lead nat-
urally to considering whether C-OCT would also beneﬁt from two sample illuminations.
Consider the Figure 4-1 system with ES(t) and ER(t) arising from a C-OCT light source,
and the phase-conjugate ampliﬁer replaced with a conventional phase-insensitive ampliﬁer
of ﬁeld gain G(Ω) = Ge−Ω2/4Ω2G with |G|  1. This two-pass C-OCT arrangement then
yields an interference signature with the Gaussian-shaped visibility function e−2Ω2S(T0−T/2)2
for the weakly-reﬂecting mirror when the ampliﬁer is suﬃciently broadband. In addition,
the SNR is given by Eq. (4.28) with V replaced by G and ΩV replaced by ΩG.3 Thus
two-pass C-OCT has the same axial resolution advantage and SNR behavior as PC-OCT.
However, instead of providing even-order dispersion cancellation, two-pass C-OCT doubles
all the even-order dispersion coeﬃcients.
Let us conclude by brieﬂy addressing the implementation issues that arise with PC-
OCT. Our imager requires: signal and reference light beams with a strong and broadband
phase-sensitive cross-correlation; an illumination setup in which the signal beam is focused
on and reﬂected from a sample, undergoes conjugate ampliﬁcation, is refocused onto the
same sample, and then interfered with the time-delayed reference beam; and a broadband,
high-gain phase conjugator. Strong signal and reference beams that have a phase-sensitive
cross-correlation can be produced by splitting a single laser beam in two, and then imposing
3Because there is no ampliﬁcation noise when |G(Ω)| < 1, the SNR expression by making these replace-
ments in (4.28) is a lower bound on the SNR of double-pass C-OCT. However, for |G|  1 this lower bound
is very close to the actual SNR value.
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appropriate amplitude and phase noises on these beams through electro-optic modulators.
Existing optical telecommunication modulators, however, do not have suﬃcient bandwidth
for high-resolution OCT. A better approach to the PC-OCT source problem is to exploit
nonlinear optics. SPDC can have THz phase-matching bandwidths, and might be suit-
able for the PC-OCT application. Unlike Q-OCT, which relies on SPDC for its entangled
biphotons, a down-conversion source for PC-OCT can—and should—be driven at maximum
pump strength, i.e., there is no need to limit its photon-pair generation rate so that these
biphoton states are time-resolved by the ∼MHz bandwidth single-photon detectors that
are used in Q-OCT’s coincidence counter. Hence pulsed pumping will surely be needed.
SPDC is also a possibility for the phase conjugation operation. In a frequency-degenerate
type-II phase matched down-converter, the reﬂected signal EH(t) is applied in one input
polarization (call it the signal polarization) and a vacuum state ﬁeld in the other (idler)
polarization. The idler output then has the characteristics needed for PC-OCT, viz., it
consists of a phase-conjugated version of the signal input plus the minimum quantum noise
needed to preserve free-ﬁeld commutator brackets [18]. Similar phase-conjugate operation
can also be obtained from frequency-degenerate four-wave mixing [41, 42, 43]. In both cases,
pulsed operation will be needed to achieve the gain-bandwidth product for high-performance
PC-OCT.
The ﬁnal point we shall make about PC-OCT concerns phase stability. Interference
fringe visibility decreases signiﬁcantly when there are randomly-varying phase shifts in the
signal and reference branches of the PC-OCT interferometer. As seen directly from (4.13),
the fringe visibility of PC-OCT is susceptible to random phase ﬂuctuations in the conjugator
impulse response. Let us assume the conjugator impulse response is subject to a random
phase φ(Ω), such that it is given by eiφ(Ω)V (Ω), where φ(Ω) is a zero-mean, stationary, real-
valued Gaussian random process with correlation function K(Ω′) = 〈φ(Ω + Ω′)φ(Ω)〉, and
is independent of all other random processes. The fringe pattern in (4.13) is then scaled by
e−K(0)/2, which decreases the fringe visibility exponentially with increasing phase variance
K(0). An additional source of random phase ﬂuctuations in time-domain OCT systems
is the variable time delay, typically implemented with a moving mirror that changes the
path length of the reference arm. In C-OCT, current technology allows full axial scans at
KHz rates, and at such rates aberrations due to mirror motion are the limiting factor in
stability [44]. If PC-OCT achieves similar imaging speeds—which would be feasible if the
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SNR is close to its maximum value derived in the previous section—mirror stability will
also become relevant for fringe visibility in PC-OCT.
In summary, in this chapter we have analyzed a phase-conjugate OCT imager that
combines many of the best features of conventional OCT and quantum OCT. Like C-OCT,
PC-OCT relies on second-order interference in a Michelson interferometer. Thus it can
use linear-mode avalanche photodiodes (APDs), rather than the lower bandwidth and less
eﬃcient Geiger-mode APDs employed in Q-OCT. Like Q-OCT, PC-OCT enjoys a factor-
of-two axial resolution advantage over C-OCT, and automatic cancellation of even-order
dispersion terms. The source of these advantages, for both Q-OCT and PC-OCT, is the
phase-sensitive cross-correlation between the signal and reference beams. In PC-OCT,
however, this cross-correlation need not be beyond the limits of classical physics, as is
required for Q-OCT. Finally, PC-OCT may achieve an SNR comparable to that of C-OCT,
thus realizing much faster image acquisition than is currently possible in Q-OCT. All of these
PC-OCT beneﬁts are contingent on developing an appropriate source for producing signal
and reference light beams with a strong and broadband phase-sensitive cross-correlation,
and a phase conjugation system with suitably high gain-bandwidth product.
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Chapter 5
Unified Theory of Ghost Imaging
with Gaussian-State Light
Ghost imaging is the acquisition of an object’s transverse transmittance pattern by means
of photocurrent correlation measurements. In a generic ghost imaging experiment (see the
example in Figure 5-1), a classical or quantum source that generates two paraxial optical
ﬁelds is utilized. These ﬁelds propagate in two diﬀerent directions, through a linear system of
optical elements that may include lenses and mirrors, and arrive at their respective detection
planes. At one detection plane, the incident ﬁeld illuminates a thin transmission mask,
whose spatial transmissivity is the pattern to be measured, and is subsequently detected
by a bucket detector that provides no transverse spatial resolution. At the other detection
plane, the incident ﬁeld, which has never interacted with the transmission mask, is detected
by a pinhole detector centered at some transverse coordinate ρ1. The two photocurrents are
then correlated and the output value is registered. This process is repeated as the pinhole
detector is scanned along the transverse plane. The resulting correlation measurements,
when viewed as a function of ρ1, reveal the power transmissivity of the mask. The image
obtained by this procedure has been called a “ghost image,” because the bucket detector that
captures the optical ﬁeld which illuminated the transmission mask has no spatial resolution,
and the the pinhole detector measures a ﬁeld that never interacted with the transmission
mask.1
1Other ghost imaging conﬁgurations replace the scanning pinhole detector with a CCD array for parallel
data acquisition, or separate the object plane and the detection plane to allow greater ﬂexibility in imple-
mentation, or image in reﬂectance rather than transmission. These variations do not aﬀect the fundamental
physics that governs ghost imaging, and, with the exception of separating the object and detection planes,
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The ﬁrst demonstration of ghost imaging utilized biphoton-state light obtained from
spontaneous parametric downconversion together with photon-counting bucket and pinhole
detectors. This arrangement yielded a background-free image that was interpreted as a
quantum phenomenon, owing to the entanglement of the source photons [5]. However, sub-
sequent experimental [12, 45] and theoretical [10, 11] considerations demonstrated that ghost
imaging can be performed with thermalized laser light, utilizing either photon-counting de-
tectors or CCD detector arrays to obtain ghost images, albeit with a background.
The theory of biphoton ghost imaging requires quantum descriptions for both the opti-
cal source and its photodetection statistics, whereas thermal-light ghost imaging admits to
a semiclassical description employing classical ﬁelds and shot-noise limited detectors. This
disparity has sparked interest [46, 47, 48, 49] in establishing a unifying theory that char-
acterizes the fundamental physics of ghost imaging and delineates the boundary between
classical and quantum behavior. In this chapter we develop that unifying theory within the
framework of Gaussian-state (classical and nonclassical) sources.
The foundation of our work is laid in Section 5.1. Here we begin by expressing the
photocurrent cross-correlation—the ghost image—as a ﬁltered fourth-moment of the ﬁeld
operators illuminating the detectors. Next, we brieﬂy review the Schell-model correla-
tions found in classical and quantum zero-mean Gaussian states. Then, using the moment-
factoring theorem for zero-mean Gaussian states, we obtain our fundamental expression
for the Gaussian-state ghost image in terms of the phase-insensitive and phase-sensitive
cross-correlations between the two detected ﬁelds, plus a background. The ﬁnal part of
Section 5.1 sets the stage for detailed understanding of ghost imaging by summarizing the
relevant results from Chapter 3 on coherence propagation of phase-sensitive ﬁeld states.
In Section 5.2 we analyze ghost imaging performed with three classes of Gaussian-
state sources. We ﬁrst consider a source possessing the maximum phase-insensitive cross-
correlation—as constrained by its auto-correlation functions—but no phase-sensitive cross-
correlation. Such a source always produces a classical state. Thermal light is of this class.
We also consider a source with the maximum classical phase-sensitive cross-correlation,
given the same auto-correlations as in the previous case, but no phase-insensitive cross-
correlation. Finally, we treat the latter source when its phase-sensitive cross-correlation
is the maximum permitted by quantum mechanics. The low-brightness, low-ﬂux limit of
will not be discussed herein.
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this quantum source is the biphoton state. Thus these source classes span the experiments
reported in [5, 12, 45] within a uniﬁed analytical framework while admitting classical phase-
sensitive light as a new possibility. In Section 5.3 we discuss the image-contrast behavior
that is obtained with these sources, and in Section 5.4 we generalize the Figure 5-1 conﬁg-
uration to allow for a nonzero separation between the transmission mask and the bucket
detector. We conclude, in Section 5.5, with a discussion of the ghost-imaging physics that
has been revealed by our analysis.
5.1 Analysis
Consider the ghost imaging conﬁguration shown, using quantum ﬁeld and quantum photode-
tection notation, in Figure 5-1. An optical source generates two ﬁelds, a signal EˆS(ρ, t)e−iω0t
and a reference EˆR(ρ, t)e−iω0t, that are scalar, positive frequency, paraxial ﬁeld operators
normalized to have units
√
photons/m2s. Here, ω0 is their common center frequency and
ρ is the transverse coordinate with respect to each one’s optical axis. The commutation
relations, within this paraxial approximation, for the baseband ﬁeld operators are [37]
[Eˆm(ρ1, t1), Eˆ	(ρ2, t2)] = 0 (5.1)
[Eˆm(ρ1, t1), Eˆ
†
	 (ρ2, t2)] = δm,	 δ(ρ1 − ρ2)δ(t1 − t2) , (5.2)
where δm,	 is the Kronecker delta function, m,  = S,R, and δ(·) is the unit impulse. Both
beams undergo quasimonochromatic paraxial diﬀraction along their respective optical axes,
over an L-m-long free-space path, yielding detection-plane ﬁeld operators [37]
Eˆ	(ρ, t)=
∫
dρ′ Eˆm
(
ρ′, t−L/c)hL(ρ− ρ′), (5.3)
where (,m) = (1, S) or (2, R), c is the speed of light, and hL(ρ) is the Huygens-Fresnel
Green’s function,
hL(ρ) ≡ k0e
ik0(L+|ρ|2/2L)
i2πL
, (5.4)
in terms of k0 = ω0/c, the wave number associated with the center frequency. At the
detection planes, Eˆ1(ρ, t) illuminates a quantum-limited pinhole photodetector of area A1
whose photosensitive region ρ ∈ A1 is centered at the transverse coordinate ρ1, while
69
correlator
( )C S
pinhole detector, center
(scanning) 
S
Bucket detector (fixed)
( )T SObject, 
L-m free space 
propagation
ˆ( )tJ
ˆ( )tJ
ˆ ( , )SE tS
ˆ ( , )RE tS
ˆ ( , )E t S
ˆ ( , )E t S
Source
(classical or quantum)
Figure 5-1: A simple ghost imaging setup.
Eˆ2(ρ, t), illuminates an amplitude-transmission mask T (ρ) located immediately in front of
a quantum-limited bucket photodetector with photosensitive region ρ ∈ A2.
The photodetectors are assumed to have identical sub-unity quantum eﬃciencies and
ﬁnite electrical bandwidths, but no dark current or thermal noise (from subsequent elec-
tronics) contributes to the output currents. Figure 5-2 shows the model utilized for the
photodetectors, in which a beam splitter with ﬁeld-transmissivity
√
η precedes an ideal
photodetector to model the real detector’s sub-unity quantum eﬃciency, and a low-pass
ﬁlter with a real impulse response hB(t) follows the ideal photodetector to model the real
detector’s ﬁnite electrical bandwidth. It follows that the classical output currents from the
two detectors correspond to the following quantum measurements [18, 27, 30]:
ıˆm(t) = q
∫
du
∫
Am
dρ Eˆ†η,m(ρ, u)Eˆη,m(ρ, u)hB(t− u), (5.5)
for m = 1, 2, where q is the electron charge,
Eˆη,1(ρ, t) =
√
η Eˆ1(ρ, t) +
√
1− η Eˆvac,1(ρ, t) , (5.6)
Eˆη,2(ρ, t) =
√
ηT (ρ)Eˆm(ρ, t) +
√
1− η|T (ρ)|2 Eˆvac,2(ρ, t) , (5.7)
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Figure 5-2: Photodetection model.
and Eˆvac,m(ρ, t) are vacuum-state ﬁeld operators.
The ghost image at transverse location ρ1 is formed by time-averaging the product
of the detector photocurrents to obtain an estimate of the ensemble-average equal-time
photocurrent cross-correlation function, which is given by
C(ρ1) = 〈ˆı1(t)ˆı2(t)〉 = q2η2A1
∫
A2
dρ
∫
du1
∫
du2 hB(t− u1)hB(t− u2)|T (ρ)|2
× 〈Eˆ†1(ρ1, u1)Eˆ†2(ρ, u2)Eˆ1(ρ1, u1)Eˆ2(ρ, u2)〉 , (5.8)
where we have approximated the integral over the pinhole detector’s photosensitive region
as the value of the integrand at ρ1 times the photosensitive area, A1.
So far we have opted for the quantum description of our ghost imaging conﬁguration,
because it applies equally well to both classical-state and nonclassical-state sources. For the
former case, however, we could have arrived at an equivalent answer by use of semiclassical
theory, due to the quantitative equivalence described in Section 2.1. In particular, for
a source state with a proper-P representation, we could replace the ﬁeld operators with
scalar classical electromagnetic ﬁelds, then employ scalar diﬀraction theory plus the shot-
noise theory for photodetection to arrive at the photocurrent correlation expression in (5.8),
but with the ﬁeld-operator fourth moment replaced by a classical-ﬁeld fourth moment.
Therefore, any truly quantum features of ghost imaging must be exclusive to optical ﬁeld
states that do not possess proper P -representations.
5.1.1 Jointly Gaussian states
Gaussian states oﬀer both a practically relevant and a theoretically convenient framework
for studying ghost imaging. Their practical relevance stems from thermal states and the
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biphoton state being special instances of Gaussian states. Their theoretical convenience
arises from their being completely determined by the ﬁrst and second moments of the ﬁeld
operators, and from their closure under linear transformations on these ﬁeld operators.
Moreover, as noted earlier, Gaussian-state sources span the experiments reported in [5, 12,
45] and admit to the additional case of classical phase-sensitive light. Hence they provide
an excellent unifying framework within which to probe the distinction between quantum
and classical behavior in ghost imaging.
Because the experiments in [5, 12, 45] employed zero-mean states, we shall assume that
EˆS(ρ, t) and EˆR(ρ, t) are in a zero-mean, jointly Gaussian state, i.e., the characteristic
functional of their joint state has a Gaussian form [18] speciﬁed by the (normally-ordered)
phase-insensitive auto- and cross-correlations 〈Eˆ†m(ρ1, t1)Eˆ	(ρ2, t2)〉, and the phase-sensitive
auto- and cross-correlations 〈Eˆm(ρ1, t1)Eˆ	(ρ2, t2)〉, where m,  = S,R. Because the exper-
iments in [5, 12, 45] employed states whose phase-sensitive auto-correlations were zero, we
shall assume that 〈Eˆm(ρ1, t1)Eˆm(ρ2, t2)〉 = 0 for m = S,R. Finally, to simplify our ana-
lytical treatment, while preserving the essential physics of ghost imaging, we shall assume
that the signal and reference ﬁelds are cross-spectrally pure, complex-stationary and have
identical auto-correlations, i.e.,
〈Eˆ†m(ρ1, t1)Eˆm(ρ2, t2)〉 = K(n)(ρ1,ρ2)R(n)(t2 − t1) , (5.9)
〈Eˆ†S(ρ1, t1)EˆR(ρ2, t2)〉 = K(n)S,R(ρ1,ρ2)R(n)S,R(t2 − t1) , (5.10)
〈EˆS(ρ1, t1)EˆR(ρ2, t2)〉 = K(p)S,R(ρ1,ρ2)R(p)S,R(t2 − t1) , (5.11)
for m = S,R, where the superscripts (n) and (p) label normally-ordered (phase-insensitive)
and phase-sensitive terms, respectively. For convenience, and with no loss of generality, we
shall assume that
R(n)(0) = R(n)S,R(0) = R
(p)
S,R(0) = 1 . (5.12)
With the exception of the behavior of a background term, the physics of ghost imaging
will be shown to arise entirely from the spatial terms in the preceding correlation functions.
These will be taken to have Schell-model forms [14],
K(n)(ρ1,ρ2) = A
∗(ρ1)A(ρ2)G
(n)(ρ2 − ρ1) , (5.13)
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K
(n)
S,R(ρ1,ρ2) = A
∗(ρ1)A(ρ2)G
(n)
S,R(ρ2 − ρ1) , (5.14)
K
(p)
S,R(ρ1,ρ2) = A(ρ1)A(ρ2)G
(p)
S,R(ρ2 − ρ1) , (5.15)
with |A(ρ)| ≤ 1, so that this function may be regarded as a (possibly complex-valued) pupil
function that truncates two statistically homogeneous random ﬁelds with phase-insensitive
auto-correlations G(n)(ρ2−ρ1), phase-insensitive cross-correlation G(n)S,R(ρ2−ρ1), and phase-
sensitive cross-correlation G(p)S,R(ρ2−ρ1). We shall also assume that G(n)(ρ) is a real-valued
even function of its argument.2 Our task, in the rest of this subsection, is to establish the
correlation-function bounds that distinguish between classical and quantum behavior for
the preceding jointly Gaussian states.
Let us begin with Gaussian-state signal and reference ﬁelds that have only phase-
insensitive correlations, i.e., assume that 〈EˆS(ρ1, t1)EˆR(ρ2, t2)〉 = 0. Then, the phase-
insensitive correlation spectra, given by the three-dimensional Fourier transforms
g˜(n)(k,Ω) ≡ F
{
G(n)(ρ)R(n)(τ)
}
, (5.16)
g˜
(n)
S,R(k,Ω) ≡ F
{
G
(n)
S,R(ρ)R
(n)
S,R(τ)
}
, (5.17)
must satisfy [18, 19] the Cauchy-Schwarz inequality,
|g˜(n)S,R(k,Ω)| ≤ g˜(n)(k,Ω) , (5.18)
from stochastic process theory [50]. Because the correlation spectra in (5.18) fully deter-
mine the zero-mean, phase-insensitive, Gaussian state we are considering, this inequality
is both necessary and suﬃcient to conclude (via the equivalence developed in Section 2.1)
that all phase-insensitive Gaussian states have proper P -representations, and are therefore
classical.3 The 50/50 beam splitting of a continuous-wave laser beam that has ﬁrst been
2The signal and reference ﬁelds obtained from spontaneous parametric downconversion (SPDC) will not
have space-time correlation functions that take these speciﬁc forms, because of the space-time coupling that
is inherent in SPDC phase-matching relations. However, these assumptions, which are commonly-employed
in coherence theory, simplify the analytical treatment without compromising the fundamental physics that
yield a ghost image [13, 14].
3Because zero-mean Gaussian states are completely determined by their correlation functions, (5.18)
implies, via the moment-factoring theorem for Gaussian states, that all higher-order moments of the signal
and reference ﬁelds will be admissible moments for a pair of classical stochastic processes. Therefore, the
characteristic functional for this Gaussian state—which is a generating function for all of its moments—must
be an admissible characteristic functional for a pair of classical stochastic processes. Then, via Section 2.1, the
zero-mean jointly Gaussian state is representable as a classical statistical mixture of EˆS and EˆR’s coherent
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transmitted through a rotating ground-glass diﬀuser—as was done in the experiments of
[12, 45]—yields signal and reference ﬁelds that are in a zero-mean, phase-insensitive, jointly
Gaussian state in which (5.18) is satisﬁed with equality.
Now let us examine the more interesting case in which the zero-mean Gaussian-state
signal and reference ﬁelds have a nonzero phase-sensitive cross-correlation, but no phase-
insensitive cross-correlation. Here we will ﬁnd that their joint state need not have a proper
P -representation, viz., the state may be nonclassical. We have that the phase-sensitive
cross-correlation spectrum of the signal and reference ﬁelds,
g˜
(p)
S,R(k,Ω) ≡ F
{
G
(p)
S,R(ρ)R
(p)
S,R(τ)
}
, (5.19)
satisﬁes [18, 19]
|g˜(p)S,R(k,Ω)| ≤
√[
1 + g˜(n)(k,Ω)
]
g˜(n)(k,Ω) , (5.20)
whereas the Cauchy-Schwarz inequality for the phase-sensitive cross-correlation spectrum
of a pair of classical stochastic processes imposes the more restrictive condition [18, 19]
|g˜(p)S,R(k,Ω)| ≤ g˜(n)(k,Ω) . (5.21)
Zero-mean Gaussian states whose phase-sensitive cross-correlation spectra satisfy (5.21)
have characteristic functionals consistent with that of a pair of classical stochastic processes.
Hence these states have proper P -representations and are therefore classical. On the other
hand, zero-mean Gaussian states whose phase-sensitive cross-correlation spectra violate
(5.21) have characteristic functionals that are inadmissible in stochastic process theory and
are therefore nonclassical. In short, equality in (5.21) constitutes a well-deﬁned boundary
between classical and nonclassical zero-mean Gaussian states.
The diﬀerence between inequalities (5.20) and (5.21) has a simple physical origin. Both
derive from the fact that linear combinations of signal and reference ﬁelds have nonnegative
measurement variances. In the quantum case, however, the variance calculation leading to
(5.20) must invoke the ﬁeld-operator commutators, whereas the derivation of (5.21) has no
such need. (Note that commutator issues do not arise in deriving (5.18), which is why this
states (whose sample functions constitute the eigenfunctions of the coherent states, and the probability
density of their occurrence constitutes the mixture-weights of these coherent states), viz., the joint state has
a proper P -representation.
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inequality is the same for the quantum and classical cases.) The upper bounds in (5.20)
and (5.21) are similar for g˜(n)(k,Ω) 1. Thus it might seem that there is little distinction
between classical and quantum Gaussian states in this limit. While this will be seen below
to be so for ghost imaging (when background is neglected), 50/50 linear combinations
of the signal and reference ﬁelds will be highly squeezed—thus highly nonclassical—when
g˜(n)(k,Ω)  1. At the other extreme, for g˜(n)(k,Ω)  1, the quantum upper bound is
approximately
√
g˜(n)(k,Ω), which is signiﬁcantly greater than the classical upper bound
g˜(n)(k,Ω). The phase-insensitive correlation spectrum g˜(n)(k,Ω) speciﬁes the brightness
of the signal and idler ﬁelds in units of photons. Thus g˜(n)(k,Ω)  1 is a low-brightness
condition. In this regime we will see that there are appreciable diﬀerences between the
ghost image formed with classical phase-sensitive light and quantum phase-sensitive light.
Spontaneous parametric downconversion, which was used in the original ghost imaging
experiment [5], produces signal and reference ﬁelds that are in a zero-mean jointly Gaussian
state with no phase-insensitive cross-correlation and no phase-sensitive auto-correlation,
but with a phase-sensitive cross-correlation that saturates the upper bound in (5.20). Fur-
thermore, for continuous-wave SPDC operating at frequency degeneracy, this state is a
two-ﬁeld minimum-uncertainty-product pure state, generated by the Bogoliubov transfor-
mation [51, 52]
EˆS(k,Ω) = M(k,Ω)EˆSv(k,Ω) + V (k,Ω)Eˆ
†
Rv
(−k,−Ω) , (5.22)
EˆR(−k,−Ω) = M(k,Ω)EˆRv(−k,−Ω) + V (k,Ω)Eˆ†Sv(k,Ω) , (5.23)
of the vacuum-state input ﬁelds, EˆSv(k,Ω) and EˆRv(k,Ω), where the transfer functions
satisfy |M(k,Ω)|2 − |V (k,Ω)|2 = 1 to preserve the free-ﬁeld commutator relations given in
(5.1) and (5.2).
In the low-brightness, low-ﬂux regime, wherein g˜(n)(k,Ω)1, |g˜(p)S,R(k,Ω)|≈
√
g˜(n)(k,Ω)
and at most one signal-reference photon pair is present in the electrical time constant of the
ghost imager’s photodetectors, the ﬁrst and second-order moments of this Gaussian state
match those obtained from the unnormalizable pure state comprised of a superposition of
a dominant multimode vacuum and a weak biphoton component [52], i.e.,
|ψ〉 = |0〉S |0〉R +
∫
dk
∫
dΩ
√
g˜(n)(k,Ω) eiφ(k,Ω)|k,Ω〉S |−k,−Ω〉R , (5.24)
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where φ(k,Ω) ≡ ∠g˜(p)S,R(k,Ω) and |0〉S |0〉R is the multimode vacuum state of the signal and
reference. In the biphoton term, |k,Ω〉S denotes the single-photon signal-ﬁeld state with
transverse wave vector k and frequency detuning Ω from degeneracy; a similar interpretation
applies to the reference-ﬁeld state |−k,−Ω〉R. So, because the pure state given in (5.24) is the
low-brightness, low-ﬂux equivalent of the zero-mean jointly Gaussian state with maximum
phase-sensitive cross-correlation and no phase-insensitive cross-correlation, it is clear that
Gaussian-state analysis encompasses the previous biphoton treatments of ghost imaging
using SPDC.
As a ﬁnal point about jointly Gaussian states, let us note how one may obtain classical
phase-sensitive cross-correlations between the signal and reference ﬁelds. Such ﬁelds can
be generated by imposing complex-conjugate zero-mean Gaussian-noise modulations, in
space and time, on the ﬁelds obtained by 50/50 beam splitting of a continuous-wave laser
beam. This saturates the upper bound in (5.21), because the resulting joint state is a
Gaussian statistical mixture of the coherent states |E(ρ, t)〉S |E∗(ρ, t)〉R. Existing modulator
technology will limit the bandwidth achievable with such an arrangement to tens of GHz.
Substantially broader bandwidths might be realized by exploiting the classical (high-photon-
ﬂux) limit of nonlinear processes that generate phase-conjugate beams [53].
5.1.2 Coherence propagation
The previous subsection laid out the statistical source models that we shall employ in our
ghost imaging analysis; it was grounded in the second moments of the source-plane ﬁeld
operators EˆS and EˆR that completely characterize their zero-mean, jointly Gaussian state.
However, our expression for the photocurrent correlation C(ρ1) in the Figure 5-1 ghost-
imaging conﬁguration is given by (5.8), which requires a fourth moment of the detection-
plane ﬁeld operators Eˆ1 and Eˆ2. These detection-plane operators result from Lm free-
space propagation of the source-plane operators, as given by (5.3). Jointly Gaussian states
remain jointly Gaussian under linear transformations, such as (5.3), and zero-mean states
remain zero-mean as well. Thus, free-space diﬀraction over the L-m-long propagation paths
transform the zero-mean, jointly Gaussian state of the source, with correlation functions
given in (5.9)–(5.11), into a zero-mean, jointly Gaussian state at the detection planes whose
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correlation functions are cross-spectrally pure and given by
〈Eˆ†m(ρ1, t1)Eˆ	(ρ2, t2)〉=K(n)m,	(ρ1,ρ2)R(n)m,	(t2 − t1) , (5.25)
〈Eˆ1(ρ1, t1)Eˆ2(ρ2, t2)〉=K(p)1,2 (ρ1,ρ2)R(p)1,2(t2 − t1) , (5.26)
for m,  = 1, 2. In these expressions,
K
(n)
m,	(ρ1,ρ2) =
∫
dρ′1
∫
dρ′2 K
(n)
m′,	′(ρ
′
1,ρ
′
2)h
∗
L(ρ1 − ρ′1)hL(ρ2 − ρ′2) , (5.27)
K
(p)
1,2 (ρ1,ρ2) =
∫
dρ′1
∫
dρ′2 K
(p)
S,R(ρ
′
1,ρ
′
2)hL(ρ1 − ρ′1)hL(ρ2 − ρ′2) , (5.28)
R
(n)
m,	(τ) = R
(n)
m′,	′(τ) , (5.29)
R
(p)
1,2(τ) = R
(p)
S,R(τ) , (5.30)
for (m,m′) = (1, S) or (2, R), and likewise for (, ′). Note that the temporal correlation
behavior is unaﬀected by propagation, because the quasimonochromatic quantum Huygens-
Fresnel principle, (5.3), only involves delay in time. It follows that the fundamental diﬀer-
ence between the propagation of phase-insensitive and phase-sensitive correlation functions
is the lack of conjugation in the propagation kernel of the latter, something which is re-
sponsible for the propagation characteristics presented in Chapter 3, and summarized in
Section 5.1.3 [20].
Previous work on biphoton imaging has shown that the biphoton state propagates
through free space in the same manner shown above for the phase-sensitive cross-correlation
function [15]. This is not coincidental. We know from (5.24) that the biphoton wavefunction
is the phase-sensitive cross-correlation between signal and reference ﬁelds with maximum
phase-sensitive cross-correlation in the low-brightness, low-ﬂux limit. For more general
Gaussian states—which can have arbitrary brightness and photon ﬂux, and can be classical
or nonclassical—it is necessary to consider the propagation of the phase-sensitive cross-
correlation function.
Having related second moments of the detection-plane ﬁelds to their source-plane coun-
terparts, we still need to ﬁnd a fourth moment of those detection-plane ﬁelds in order to
evaluate (5.8). For zero-mean jointly Gaussian states this step is easy. From the Gaussian
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moment-factoring theorem [14] we ﬁnd that the fourth-order moment in (5.8) is given by
〈Eˆ†1(ρ1, u1)Eˆ†2(ρ, u2)Eˆ1(ρ1, u1)Eˆ2(ρ, u2)〉 =
〈Eˆ†1(ρ1, u1)Eˆ1(ρ1, u1)〉〈Eˆ†2(ρ, u2)Eˆ2(ρ, u2)〉+
|〈Eˆ†1(ρ1, u1)Eˆ2(ρ, u2)〉|2 + |〈Eˆ1(ρ1, u1)Eˆ2(ρ, u2)〉|2. (5.31)
Substituting (5.31) into (5.8), along with Eqs. (5.25) and (5.26), simpliﬁes the photocurrent
cross-correlation expression to
C(ρ1) = C0(ρ1)+Cn
∫
A2
dρ |K(n)1,2 (ρ1,ρ)|2|T (ρ)|2 +Cp
∫
A2
dρ |K(p)1,2 (ρ1,ρ)|2|T (ρ)|2 , (5.32)
where
C0(ρ1) = q
2η2A1R
(n)
1,1 (0)R
(n)
2,2 (0)
[∫
hB(t)dt
]2
K
(n)
1,1 (ρ1,ρ1)
∫
A2
dρK(n)2,2 (ρ,ρ)|T (ρ)|2, (5.33)
is a nonnegative non-image-bearing background, and
Cn = q2η2A1
[
|R(n)1,2 (t)|2  hB(t)  hB(−t)
]
t=0
, (5.34)
Cp = q2η2A1
[
|R(p)1,2(t)|2  hB(t)  hB(−t)
]
t=0
, (5.35)
are constants that depend on the temporal cross-correlations between Eˆ1 and Eˆ2. Here 
denotes convolution.
The image-bearing term in C(ρ1) is seen, from (5.32), to be the object’s intensity trans-
mission proﬁle, |T (ρ)|2, ﬁltered through a linear, space-varying ﬁlter whose point-spread
function is given by a weighted sum of the squared magnitudes of the phase-insensitive
and phase-sensitive cross-correlation functions at the detection planes. In thermal-state
ghost imaging, the phase-sensitive term vanishes, so that the point-spread function de-
pends only on the phase-insensitive cross-correlation. In biphoton-state ghost imaging, the
phase-insensitive cross-correlation is zero, thus yielding an image ﬁlter that depends only on
the phase-sensitive cross-correlation. For general Gaussian-state signal and reference ﬁelds,
however, both cross-correlations contribute to the image ﬁlter.
Because the image-bearing part of (5.32) only depends on the cross-correlations be-
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tween the detected ﬁelds, whereas the non-image-bearing background depends only on the
phase-insensitive auto-correlations, it is germane to note (see Appendix B) that any pair
of phase-insensitive and phase-sensitive cross-correlation functions can be associated with
a classical zero-mean jointly Gaussian state, by appropriate choices of its phase-insensitive
auto-correlation functions. Thus, if no constraint is placed on the background level in
which the image is embedded, i.e., if the auto-correlation functions are not constrained, any
image-bearing term attainable from (5.32) with a nonclassical Gaussian state source can be
replicated identically by a classical Gaussian-state source. Hence, ghost-image formation is
intrinsically classical.
5.1.3 Near-field versus far-field propagation
Here we give a brief summary of the relevant results from Chapter 3, on paraxial, quasi-
monochromatic, phase-insensitive and phase-sensitive coherence propagation through free
space [20], which will be combined, in the next section, with (5.32) to identify the imaging
properties of the Figure 5-1 conﬁguration. Because (5.27) and (5.28) show that propaga-
tion only aﬀects the correlation functions’ spatial components, we shall focus exclusively
on them. As in Section 3.3, we consider (real and even) Gaussian-Schell model spatial
phase-insensitive and phase-sensitive cross-correlation functions, i.e., we assume 4
K
(x)
S,R(ρ1,ρ2) =
2P
πa20
e−(|ρ1|
2+|ρ2|2)/a20−|ρ2−ρ1|2/2ρ20 , (5.36)
for x = n, p, where P is the photon ﬂux of the signal (and reference), a0 is the e−2 atten-
uation radius of the transverse intensity proﬁle, and ρ0 is the transverse coherence radius,
which is assumed to satisfy the low-coherence condition ρ0  a0.
Let us review phase-insensitive and phase-sensitive correlation propagation in two lim-
iting regimes: the near ﬁeld, which corresponds to the region in which diﬀraction eﬀects are
negligible, and the far ﬁeld, in which diﬀraction spread is dominant. For phase-insensitive
coherence propagation, it is well known that a single Fresnel number, D0 = k0ρ0a0/2L,
distinguishes between these regimes, with D0  1 corresponding to the near ﬁeld and
D0  1 being the far ﬁeld [13, 14]. Note that this Fresnel number diﬀers from that for the
4The distinction between auto- and cross-correlation propagation is irrelevant here, because both the
signal and reference beams undergo identical transformations. Thus, even though we state our results only
for the cross-correlation functions, these results also apply to auto-correlation propagation.
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diﬀraction of a coherent laser beam with intensity radius a0, which is DC = k0a20/2L. This
diﬀerence reﬂects the coupling between coherence radius and intensity radius that occurs in
free-space diﬀraction of partially-coherent light. In particular, far-ﬁeld propagation of the
phase-insensitive correlation function from (5.36) results in an intensity radius satisfying
aL = a0/D0 = 2L/k0ρ0 and a coherence radius given by ρL = ρ0/D0 = 2L/k0a0, i.e., the
far-ﬁeld intensity radius is inversely proportional to its source-plane coherence length and
the far-ﬁeld coherence length is inversely proportional to the source-plane intensity radius
(cf. (3.35)).
The phase-sensitive correlation function from (5.36) propagates in a distinctly diﬀerent
manner from its phase-insensitive counterpart. In this case we ﬁnd that coherence-radius
diﬀraction and intensity-radius diﬀraction are decoupled [20]. Two Fresnel numbers are then
required to distinguish the near ﬁeld from the far ﬁeld: the Fresnel number for diﬀraction of
the coherence length, DN = k0ρ20/2L; and the Fresnel number for diﬀraction of the intensity
radius, DF = k0a20/2L. The near-ﬁeld regime for phase-sensitive correlation propagation
occurs when both Fresnel numbers are much greater than one, and the far-ﬁeld regime is
when both are much less than one. Because we have imposed the low-coherence condition,
ρ0  a0, we can say that the near-ﬁeld regime for phase-sensitive coherence propagation
is DN  1 and its far-ﬁeld regime is DF  1. Each of these conditions is more stringent
than the corresponding condition for phase-insensitive light. Nevertheless, the far-ﬁeld
propagation of the Gaussian-Schell model phase-sensitive correlation function from (5.36)
still yields a0/D0 for the far-ﬁeld intensity radius and ρ0/D0 for the far-ﬁeld coherence radius
(cf. (3.34)). However, whereas the far-ﬁeld phase-insensitive correlation is highest for two
points with equal transverse-plane coordinates, the far-ﬁeld phase-sensitive correlation is
highest for two points that are symmetrically disposed about the origin on the transverse
plane [15, 20]. Figure 3-4, from Section 3.3, highlights the diﬀerence between propagation
of the phase-insensitive and phase-sensitive correlation functions by plotting their e−2-
attenuation isocontours in the near- and far-ﬁeld regimes. Whereas in the near ﬁeld both
correlations have isocontours that are narrow in the diﬀerence coordinate |ρd| ≡ |ρ2−ρ1|, the
far-ﬁeld isocontours diﬀer for the two correlation functions: the phase-insensitive correlation
function remains a narrow function of the diﬀerence coordinate |ρd|, whereas the far-ﬁeld
phase-sensitive correlation function becomes a narrow function in the sum coordinate |ρs| =
|ρ2 + ρ1|/2.
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5.2 Near- and far-field ghost imaging with Gaussian-states
We are now fully equipped to compare the ghost-imaging performance achieved in the
Figure 5-1 conﬁguration with various Gaussian-state sources. We shall assume that the
signal and reference ﬁelds EˆS and EˆR are in a zero-mean, jointly Gaussian state with
identical phase-insensitive auto-correlations given by the following Gaussian-Schell model:
K(n)(ρ1,ρ2)R
(n)(t2 − t1) = 2P
πa20
e−(|ρ1|
2+|ρ2|2)/a20−|ρ2−ρ1|2/2ρ20e−(t2−t1)
2/2T 20 , (5.37)
where ρ0  a0, T0 is the coherence time, and P is the photon ﬂux. We will begin our
treatment with the thermal-state source, for which the signal and reference have a nonzero
phase-insensitive cross-correlation, but no phase-sensitive cross-correlation. As noted in
Section 5.1.1, such states are always classical.
5.2.1 Ghost imaging with phase-insensitive light
Consider jointly Gaussian signal and reference ﬁelds with auto-correlations given by (5.37),
and with no phase-sensitive auto- or cross-correlations. Inequality (5.18) implies that
|〈Eˆ†S(ρ1, t1)EˆR(ρ2, t2)〉| is maximum when it equals the auto-correlation function (5.37).
We will take this to be so—to maximize the strength of the ghost image—and assume that
this phase-insensitive cross-correlation is real-valued and nonnegative. Because near-ﬁeld
(D0  1) detection-plane correlations coincide with source-plane correlations, we can now
obtain the near-ﬁeld ghost image by substituting the right-hand side of (5.37) into (5.32).
Doing so gives us the following result,
C(ρ1) = C0(ρ1) + Cn(2P/πa
2
0)
2 e−2|ρ1|
2/a20
∫
A2
dρ e−|ρ1−ρ|
2/ρ20e−2|ρ|
2/a20 |T (ρ)|2 . (5.38)
Equation (5.38) reveals three signiﬁcant features of the near-ﬁeld, thermal-state ghost
image. First, the ghost image is space-limited by the reference beam’s average intensity
proﬁle, so that the object must be placed in the ﬁeld of view a0.5 Second, the useful
transverse scanning range of the pinhole detector is restricted to the ﬁeld of view a0. Finally,
and most importantly, the ﬁnite cross-correlation coherence length ρ0 limits the resolution
of the image. When ﬁeld-of-view limitations can be neglected, the ghost image in (5.38)
5Field of view usually refers to a solid-angle region, but we will use the intensity radius at a transverse
plane as our ﬁeld-of-view measure.
81
is proportional to the convolution of the object’s intensity transmission, |T (ρ)|2, with the
Gaussian point-spread function e−|ρ|2/ρ20 . Thus the spatial resolution, deﬁned here as the
radius to the e−2-level in the point-spread function, is
√
2ρ0.
Now let us suppose that the ghost image is formed in the far ﬁeld, when D0  1, with
the source correlations as assumed for the near-ﬁeld regime. In this case we must ﬁrst
propagate source correlations—given by the right-hand side of (5.37)—to the detection
planes via (5.27). It turns out that the detection-plane signal and reference ﬁelds still have
maximum phase-insensitive cross-correlation,
K
(n)
m,	(ρ1,ρ2)R
(n)
m,	(t2 − t1) =
2P
πa2L
e−(|ρ1|
2+|ρ2|2)/a2L−|ρ2−ρ1|2/2ρ2Le−(t2−t1)
2/2T 20 , (5.39)
where m,  ∈ {1, 2}, aL = 2L/k0ρ0 and ρL = 2L/k0a0, and the ghost image signature
becomes,
C(ρ1) = C0(ρ1) + Cn(2P/πa
2
L)
2 e−2|ρ1|
2/a2L
∫
A2
dρ e−|ρ1−ρ|
2/ρ2Le−2|ρ|
2/a2L |T (ρ)|2 . (5.40)
Therefore, the far-ﬁeld ﬁeld of view increases to 2L/k0ρ0 while the image resolution degrades
to 2
√
2L/k0a0, but the three conclusions drawn from the near-ﬁeld image signature (5.38)
remain valid in the far-ﬁeld regime. Because the resolution of the image degrades with
propagation, so long as ﬁeld of view is not the limiting factor, it is more desirable to place
the object in the source’s near ﬁeld.
5.2.2 Ghost imaging with phase-sensitive light
Now we shall shift our focus to Gaussian-state signal and reference ﬁelds that have a nonzero
phase-sensitive cross-correlation, but zero phase-insensitive cross-correlation. Applying the
Cauchy-Schwarz bound (5.21) to the Gaussian-Schell model auto-correlations in (5.37) we
ﬁnd that the maximum |〈EˆS(ρ1, t1)EˆR(ρ2, t2)〉| for a classical Gaussian state is also given
by (5.37). Similar to what we did for the phase-insensitive case, we shall take the phase-
sensitive cross-correlation to achieve its classical magnitude limit and assume that it is
real-valued and nonnegative. Then, because the detection-plane cross-correlation equals
the source-plane cross-correlation in the near ﬁeld (DN  1), we can immediately get the
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near-ﬁeld ghost image by substituting the right-hand side of (5.37) into (5.32), obtaining
C(ρ1) = C0(ρ1) + Cp(2P/πa
2
0)
2 e−2|ρ1|
2/a20
∫
A2
dρ e−|ρ1−ρ|
2/ρ20e−2|ρ|
2/a20 |T (ρ)|2 . (5.41)
Equations (5.34) and (5.35) give Cn = Cp for our Gaussian-Schell model source, making
the near-ﬁeld ghost image formed with classical phase-sensitive light identical to the near-
ﬁeld ghost image formed with phase-insensitive light, with the exception that the near-ﬁeld
condition for phase-sensitive coherence propagation is far more stringent than that for its
phase-insensitive counterpart, because DN  D0.
When the source-to-object separation is in the far-ﬁeld regime for phase-sensitive co-
herence propagation (DF  1), then the source-plane phase-sensitive cross-correlation that
gave the preceding near-ﬁeld ghost image gives rise to the following detection-plane phase-
sensitive cross-correlation [20],
K
(p)
1,2 (ρ1,ρ2)R
(p)
1,2(t2 − t1) =
2P
πa2L
e−(|ρ1|
2+|ρ2|2)/a2L−|ρ2+ρ1|2/2ρ2Le−(t2−t1)
2/2T 20 , (5.42)
which leads to
C(ρ1) = C0(ρ1) + Cp(2P/πa
2
L)
2 e−2|ρ1|
2/a2L
∫
A2
dρ e−|ρ1+ρ|
2/ρ2Le−2|ρ|
2/a2L |T (ρ)|2 , (5.43)
for the far-ﬁeld ghost image formed with classical phase-sensitive light. Again invoking
Cp = Cn for our Gaussian-Schell model source, we see that the far-ﬁeld ghost image formed
with classical phase-sensitive light is an inverted version of the corresponding far-ﬁeld ghost
image formed with phase-insensitive light, i.e., it has ﬁeld of view aL and spatial resolution
√
2 ρL, as did the phase-insensitive ghost image, but the phase-sensitive ghost image is pro-
portional to |T (−ρ)|2e−|ρ|2/ρ2L whereas the phase-insensitive ghost image was proportional
to |T (ρ)|2  e−|ρ|2/ρ2L . As seen for the near-ﬁeld, the far-ﬁeld condition for phase-sensitive
coherence propagation is much more stringent than that for the phase-insensitive case,
because DF  D0.
Finally, we turn to the ghost image produced using a nonclassical Gaussian state, i.e.,
one whose phase-sensitive cross-correlation violates (5.21). In what follows we will restrict
our attention to two limiting cases in which the phase-sensitive cross-correlation is coherence
separable, so that we may continue to utilize the machinery developed earlier in this chapter.
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In both cases we will take 〈EˆS(ρ1, t1)EˆR(ρ2t2)〉 to be real-valued and nonnegative with the
maximum magnitude permitted by quantum theory. The limits of interest for this source
will be those of high brightness, g˜(n)(k,Ω)  1, and low brightness, g˜(n)(k,Ω)  1 when
the source’s auto-correlations are given by (5.37).
At high brightness, the distinction between the cross-correlation functions of the quan-
tum and classical phase-sensitive sources becomes insigniﬁcant, so that results given above
for the ghost image formed with classical phase-sensitive light are excellent approximations
for the quantum case. At low brightness, however, our assumptions yield a phase-sensitive
cross-correlation spectrum satisfying
|g˜(p)S,R(k,Ω)| ≈
√
g˜(n)(k,Ω) (5.44)
= 2(2π)1/4
√
PT0ρ20
a20
e−ρ
2
0|k|2/4 e−Ω
2T 20 /4 , (5.45)
from which we see that the low-brightness regime corresponds to PT0ρ20/a
2
0  1. The
source-plane phase-sensitive cross-correlation in this regime is then found to be
〈EˆS(ρ1, t1)EˆR(ρ2, t2)〉 = (2/π)1/4
√
a20
PT0ρ20
× 2P
πa20
e−(|ρ1|
2+|ρ2|2)/a20−|ρ2−ρ1|2/ρ20e−(t2−t1)
2/T 20 . (5.46)
Note that (5.46) is still a Gaussian-Schell, cross-spectrally pure correlation function, so that
in the source’s near ﬁeld we get
C(ρ1) = C0(ρ1) +
√
2
π
a20
PT0ρ20
Cp
(
2P
πa20
)2
e−2|ρ1|
2/a20
×
∫
A2
dρ e−2|ρ1−ρ|
2/ρ20e−2|ρ|
2/a20 |T (ρ)|2 . (5.47)
This near-ﬁeld ghost image has the same ﬁeld of view, a0, as the near-ﬁeld ghost images
formed with classical (phase-insensitive or phase-sensitive) light, but its spatial resolution,
ρ0, is a factor-of-
√
2 better than the spatial resolutions of those classical near-ﬁeld imagers.
In addition, the quantum case’s image-to-background ratio is much higher than those of the
classical imagers, because a20/PT0ρ
2
0  1 in the low-brightness regime. Finally, CP (which
we evaluate explicitly in the next section) has a diﬀerent value here than that found in
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(5.41), because the cross-correlation coherence time is a factor-of-
√
2 shorter than it is for
the classical phase-sensitive cross-correlation considered previously.
The far-ﬁeld ghost image for the nonclassical source is obtained by propagating its
phase-sensitive cross-correlation from (5.46) to the detector planes and substituting that
result into (5.32). The result we obtain is
C(ρ1) = C0(ρ1) +
√
2
π
a20
PT0ρ20
Cp
(
P
πa2L
)2
e−|ρ1|
2/a2L
×
∫
A2
dρ e−|ρ1+ρ|
2/ρ2Le−|ρ|
2/a2L |T (ρ)|2. (5.48)
Thus, the far-ﬁeld resolution achieved with the quantum source equals those realized using
the classical sources considered earlier, but the ﬁeld of view has been increased by a factor of
√
2. It is worth pointing out that the quantum-enhancement factors—of spatial resolution
in the near ﬁeld and ﬁeld of view in the far ﬁeld—derive from the broadening of the weak
spectrum, g˜(n)(k,Ω), when its square root is taken. That these enhancement factors both
equal
√
2 depends, therefore, on our choosing to use a Gaussian-Schell correlation model.
Other correlation functions would lead to diﬀerent enhancement factors. Also, because
the temporal part of the cross-correlation is unchanged from the near ﬁeld, CP will again
be diﬀerent from its classical counterpart. Finally, as found above for the near-ﬁeld case,
the quantum source yields dramatically higher image-to-background ratio in far-ﬁeld ghost
imaging than both its phase-insensitive and phase-sensitive classical counterparts.
5.3 Image contrast
Thus far we have concentrated on the image-bearing terms in the photocurrent correlation
from (5.32). These image-bearing terms are embedded in a background C0(ρ1), which, as
we have seen in the preceding section, is much stronger for classical-source ghost imaging
than it is for low-brightness quantum-source ghost imaging. It therefore behooves us to
pay some attention to the eﬀect of background on ghost-imaging systems. For the sake
of brevity, we will limit our discussion to the near-ﬁeld imagers; the far-ﬁeld cases can be
shown to have similar image-contrast issues. Also, we shall assume that the transmittance
pattern being imaged lies well within the ﬁeld of view of all these ghost imagers, and restrict
ourselves to considering the behavior of C(ρ1) in an observation region R that encompasses
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the image-bearing terms while satisfying |ρ1|  a0. In this case
C ≡ maxR[C(ρ1)]−minR[C(ρ1)]
C0(0)
(5.49)
is a meaningful contrast deﬁnition. Its numerator quantiﬁes the dynamic range of the
image-bearing terms in the photocurrent correlation C(ρ1), while its denominator is the
featureless background that is present within the observation region.
For analytical convenience, let us take the baseband impulse response hB(t) to be a
Gaussian with e−2-attenuation time duration Td,
hB(t) = e−8t
2/T 2d
√
8/πT 2d . (5.50)
The contrast for the classical (phase-sensitive or phase-insensitive) ghost imagers then sat-
isﬁes
C(c) = C(c)s C(c)t , (5.51)
where the spatial (s) factor is given by
C(c)s =
maxρ1 [Ic(ρ1)]−minρ1 [Ic(ρ1)]∫
A2dρ |T (ρ)|2
, (5.52)
with
Ic(ρ1) ≡
∫
A2
dρ e−|ρ1−ρ|
2/ρ20 |T (ρ)|2, (5.53)
being the point-spread degraded image of |T (ρ)|2, and the temporal (t) factor obeys
C(c)t = 1/
√
1 + (Td/2T0)2. (5.54)
Likewise, for the low-brightness regime quantum imager we ﬁnd that its contrast, C(q),
factors into the product of a spatial term
C(q)s =
√
2
π
a20
PT0ρ20
maxρ1 [Iq(ρ1)]−minρ1 [Iq(ρ1)]∫
A2dρ |T (ρ)|2
, (5.55)
with
Iq(ρ1) ≡
∫
A2
dρ e−2|ρ1−ρ|
2/ρ20 |T (ρ)|2, (5.56)
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being its point-spread degraded image of |T (ρ)|2, times a temporal term
C(q)t = 1/
√
1 + T 2d /2T
2
0 . (5.57)
The preceding classical and quantum contrast expressions possess interesting and phys-
ically signiﬁcant behavior. We shall ﬁrst explore the classical case. To get at its contrast
behavior, we will assume that T (ρ) is a binary amplitude mask, as has often been the case
in ghost imaging experiments. It follows that
C(c)s ≈ ρ20/AT  1, (5.58)
where
AT ≡
∫
dρ |T (ρ)|2, (5.59)
and the inequality in (5.58) holds because AT /ρ20 is approximately the number of resolution
cells in the ghost image. Combined with the fact that C(c)t ≤ 1, (5.58) shows that classical-
source ghost imaging always has low contrast according to our contrast deﬁnition. This
is why classical-source ghost imaging has been performed with thermalized laser light and
has used ac-coupling of the photocurrents to the correlator [49]. Thermalized laser light
is a narrowband source, for which Td  T0 so that C(c)t ≈ 1. The use of ac-coupling
implies that the correlator is estimating the cross-covariance between the photocurrents
produced by detectors 1 and 2, rather than their cross-correlation. This ensemble-average
cross-covariance is given by C(ρ1) − C0(ρ1), so it might seem that covariance estimation
alleviates all concerns with the background term. Such is not the case. Even though the
background term does not appear in the photocurrents’ cross-covariance, its shot noise
and excess noise dictate that a much longer averaging time will be required to obtain an
accurate estimate of this cross-covariance function, i.e., to get a high signal-to-noise ratio
ghost image. Now suppose that classical-source ghost imaging is attempted using broadband
light for which Td/T0 ∼ 103, corresponding to a THz-bandwidth source and GHz electrical-
bandwidth photodetectors. In comparison with a narrowband classical-source ghost imager
of the same photon ﬂux P , the broadband imager must use a 106-times longer time-averaging
interval to achieve the same signal-to-shot-noise ratio.
Turning now to the contrast behavior of the low-brightness quantum-source ghost im-
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ager, our assumption of a binary amplitude mask leads to
C(q)s ≈
a20
PT0AT
 1/PT0 (5.60)
because of our ﬁeld-of-view assumption. Thus in broadband, low-brightness, low-ﬂux quan-
tum ghost imaging we ﬁnd that
C(q)  1/PTd  1, (5.61)
where the last inequality invokes the low-ﬂux condition. This is why biphoton sources yield
background-free ghost images [5, 10, 11], despite SPDC being a broadband process.
5.4 Relay optics
Our analysis has assumed that the detector plane coincides with the object plane, but a
realistic ghost-imaging scenario will likely require a separation between these two planes,
as shown in Figure 5-3. In this ﬁgure, the bucket detector is placed LR m away from the
object and we assume no control over this path, but we allow ourselves to freely modify
the signal-arm path. Thus we place a focal-length-f lens d1 m behind the object plane and
d2 m in front of the detector plane, such that 1/d1 + 1/d2 = 1/f . In addition, because
the optical path lengths may be diﬀerent, we introduce a (LR − d1 − d2)/c post-detection
electronic time delay to maximize the temporal cross-correlation of the two detected ﬁelds.
The resulting photocurrent cross-correlation is then
C ′(ρ1) = C0(ρ1) + Cn
∫
A2
dρ2 |K(n)1′,2′(ρ1,ρ2)|2 + Cp
∫
A2
dρ2 |K(p)1′,2′(ρ1,ρ2)|2 , (5.62)
in terms of the phase-insensitive and phase-sensitive cross-correlations, K(x)1′,2′(ρ1,ρ2) for
x = n, p, of the detected ﬁelds Eˆ1′ and Eˆ2′ .
The magnitudes of these detection-plane cross-correlations are easily found from thin-
lens imaging theory, with the following results:
|K(x)1′,2′(ρ1,ρ2)| =
∣∣∣∣∣ k0M2πLR
∫
dρ′e−ik0(2ρ2·ρ
′−|ρ′|2)/2LR K(x)1,2 (Mρ1,ρ
′)T (ρ′)
∣∣∣∣∣, (5.63)
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Figure 5-3: Ghost imaging setup with relay optics.
where M ≡ −d2/d1 is the signal-arm magniﬁcation factor. For a suﬃciently large bucket
detector we can approximate the integrals in (5.62) as covering the entire plane, viz.,
Cx
∫
A2
dρ2 |K(x)1′,2′(ρ1,ρ2)|2 ≈ Cx
∫
dρ2 |K(x)1′,2′(ρ1,ρ2)|2 (5.64)
= M2Cx
∫
dρ |K(x)1,2 (Mρ1,ρ)|2|T (ρ)|2 , (5.65)
for x = n, p, where we the last equality follows from Parseval’s theorem. In this limit,
C ′(ρ1) = M2C(Mρ1), where C(ρ1) is given by (5.32). Hence choosing d1 = d2 = 2f will
yield an inverted version of the object-plane ghost image. Image resolution and ﬁeld of
view are then determined by the phase-sensitive and phase-insensitive coherence properties
of the object-plane ﬁelds, and the placement of the detectors relative to this plane only
determines the signal-arm optics that are needed to obtain this object-plane ghost image.
5.5 Discussion
The fundamental source property that enables acquisition of a ghost image—whether the
source is classical or quantum—is the nonzero cross-covariance between the photon-ﬂux
densities of the two detected ﬁelds, i.e., the cross-correlation of the photon-ﬂux densities
minus the product of their mean values. In particular, the product of mean values gen-
erates the background term, while the cross-covariance produces the image-bearing terms.
For zero-mean, Gaussian-state sources, the cross-correlation of the photon-ﬂux densities,
which is a fourth-order ﬁeld moment, reduces to a sum of terms involving second-order ﬁeld
moments. Consequently, both phase-sensitive and phase-insensitive ﬁeld-operator cross-
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correlations can contribute to the ghost image. In Appendix B we show that any pair of
phase-sensitive and phase-insensitive cross-correlation functions can be obtained with two
classical Gaussian-state ﬁelds, so long as there are no restrictions on these ﬁelds’ auto-
correlation functions. In this respect, the ghost image does not contain any quantum signa-
ture per se. However, if we compare sources that have identical auto-correlation functions,
we ﬁnd that nonclassical ﬁelds with low brightness and maximum phase-sensitive cross-
correlation oﬀer a spatial resolution advantage in the source’s near ﬁeld and a ﬁeld-of-view
expansion in its far ﬁeld. The ﬁeld of view in the near ﬁeld and the resolution in the far
ﬁeld are determined by the beam sizes at the source, and hence are identical for classical
and nonclassical ﬁelds.
The primary advantage of biphoton-state ghost imaging over classical-state ghost imag-
ing is the improved contrast in the former. Therefore, in photon-ﬂux-limited ghost imaging
scenarios (limited in either the photon ﬂux of the source or in the maximum permitted
photon ﬂux on the target) it is worthwhile to consider utilizing the entangled photon pairs
generated by SPDC in the low-brightness, low-ﬂux limit of its output ﬁelds’ state. Nonethe-
less, we must be aware of the limitations of this contrast advantage. Consider an outdoor
imaging scenario in which the reference arm of the ghost imaging conﬁguration is subject
to background light from the environment. We denote this as a thermalizing classical-noise
channel, in which the reference-arm ﬁeld operator just before the transmission mask is
given by Eˆ2(ρ, t) + n(ρ, t)Iˆ, with Iˆ denoting the identity operator and n(ρ, t) representing
classical zero-mean phase-insensitive Gaussian noise that is statistically independent of the
ﬁeld-state associated with Eˆ2(ρ, t). Because of this independence, the noise has no bear-
ing on the image terms of (5.32).6 However, the featureless background is now given by
C0(ρ1)+C0,B(ρ1), where the ﬁrst term is the background contribution of the reference-arm
source ﬁeld given by (5.33), and the second term is the background-light contribution of
the thermal noise, given by
C0,B(ρ1) ≡ q2η2A1R(n)1,1 (0)
[∫
hB(t)dt
]2
K
(n)
1,1 (ρ1,ρ1)
∫
A2
dρK(n)B (ρ,ρ, 0)|T (ρ)|2, (5.66)
in terms of K(n)B (ρ1,ρ2, t2− t1), the phase-insensitive second-order complex-stationary cor-
relation function of n(ρ, t). Applying the same approximations stated in Section 5.3, and
6A thermalized zero-mean Gaussian state is still a zero-mean Gaussian state. Hence the moment factoring
theorem applies to this case as well.
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assuming that the average photon ﬂux density of the background is uniform, we arrive at
C(q)B = C(q)
[
1 +
NB4πa20
Pρ20 max{T0, Td}
]−1
(5.67)
for the contrast achieved in the presence of the thermalizing classical noise, where C(q) is
the contrast value in the absence of that noise. In this expression, NB is the background
noise photon density per detected spatiotemporal mode, and Pρ20 max{T0, Td}/4πa20 is the
corresponding photon density for the reference ﬁeld state.7 Therefore, when the background
photons per mode signiﬁcantly exceed that of the reference ﬁeld, the contrast advantage of
biphoton-state ghost imaging is substantially reduced. Recall that high contrast is achieved
when PTd  1 and T0  Td so that there is only a small fraction of a source photon per
spatiotemporal mode. For example, with P = 106 photons/s, Td = 1ns, a0 = 1 cm and
ρ0 = 10μm, the number of photons per mode is 7.96 × 10−11. The number of thermal
background photons in each mode due to atmospheric scattering8 is given by [54]
NB =
λ30 × 106
ω20
Nλ , (5.68)
where Nλ is the spectral radiance in Watts/m2 SRμm and λ0 = 2π/ω0c is the center
wavelength. A typical value for daytime spectral radiance is Nλ = 100, so that λ0 = 1μm
gives NB = 2.87 × 10−7 photons per mode, which will eliminate any contrast advantage
expected from the biphoton state. On the other hand in nighttime imaging, with a typical
spectral radiance of Nλ = 10−4 yielding NB = 2.87 × 10−13 photons per mode [54], the
contrast advantage oﬀered by the biphoton state may be observable. Therefore, it is relevant
to carefully consider the limiting noise factors in any practical biphoton-state ghost imaging
scenario to develop an accurate estimate of the contrast. Notice, the featureless background
from atmospheric scattering is not a limiting factor in classical-state ghost imaging, because
there are many reference-ﬁeld source photons per spatiotemporal mode.
A number of recent publications have implied that ghost imaging with thermal-state
light cannot be explained by classical electromagnetic theory in combination with semiclas-
7To obtain this expression we have assumed that a pre-detection ﬁlter limits the optical bandwidth of
the detector to 4π/max{T0, Td}, and the receiver geometry limits the number of detected spatial modes to
2AT /πρ
2
0, such that no extraneous background modes couple to the photodetector.
8For outdoor applications thermal background noise from atmospheric scattering will dominate over
blackbody thermal noise radiation.
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sical photodetection theory, but that a strictly quantum-mechanical interpretation involving
nonlocality must be used to understand such experiments [49, 55]. A key conclusion from
our work, however, is that the classical theory of ghost imaging is quantitatively indistin-
guishable from the quantum theory of ghost imaging for any optical source that is in a
classical state, regardless of the propagation geometry. Here, a classical state is one whose
density operator has a proper P -representation, so that its photodetection statistics can be
correctly quantiﬁed with classical, stochastic-ﬁeld electromagnetism and detector shot noise.
Thermal light—whether it is broadband, such as natural illumination, or narrowband, such
as thermalized laser light—falls precisely within this category of Gaussian states. Therefore
experiments utilizing thermal light sources alone cannot validate the quantum description.
Furthermore, and perhaps more critically, there is no nonlocal interaction in thermal-light
ghost imaging. In particular, because the joint state of the signal and reference beams is
classical—in the sense noted above—it cannot lead to a violation of the Clauser-Horne-
Shimony-Holt (CHSH) inequality [56]. We reiterate that it is the nonzero cross-covariance
between the photon-ﬂux densities of the signal and reference ﬁelds that is responsible for the
image-bearing terms obtained from the Figure 5-1 setup. For Gaussian-state sources, this
detection-plane cross-covariance is found, by moment factoring, from the phase-insensitive
and phase-sensitive ﬁeld cross-correlation functions. These detection-plane ﬁeld correla-
tions follow, in turn, from propagation of the corresponding source-plane ﬁeld correlations
through Lm of free space. Thus, two classical ﬁelds that are generated in a correlated
fashion at a source, yet propagating paraxially in two diﬀerent directions, will still exhibit
spatiotemporal correlations on transverse planes that are equidistant from the source, even
though these planes may be physically separated from each other. This concept is both
well known in and central to classical statistical optics [13, 14]. It is not at all related to
nonlocality in quantum mechanics, e.g., to violation of the CHSH inequality.
It is worth connecting some of the analysis presented in this paper with recent theory
for the coherence properties of biphoton wavefunctions, which has led to an elegant du-
ality between the partial entanglement of biphotons and the classical partial coherence of
phase-insensitive ﬁelds [15]. As we have shown in Section 5.1.1, the biphoton state is the low-
brightness, low-ﬂux limit of the zero-mean jointly Gaussian state with zero phase-insensitive
cross-correlation but maximum phase-sensitive cross-correlation. In this limit, the biphoton
wavefunction is the phase-sensitive cross-correlation function between the signal and refer-
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ence ﬁelds, and therefore the duality between phase-insensitive coherence propagation and
the biphoton wavefunction propagation is rooted in the duality between phase-insensitive
and phase-sensitive coherence propagation [cf. Eqs. (5.27) and (5.28)]. Furthermore, clas-
sical ﬁelds may also have phase-sensitive coherence. Thus, to correctly understand the
fundamental physics of quantum imaging, it is crucial to distinguish features that are due
to the presence of this phase-sensitive correlation in the source ﬁelds from those that require
this phase-sensitive correlation to be stronger than what is possible with classical (proper
P -representation) states. The following examples clearly illustrate our point. When ghost
imaging is performed with phase-sensitive light, image inversion occurs in the far ﬁeld for
both classical and quantum sources. This inversion is entirely due to the diﬀerence be-
tween the free-space propagation of phase-sensitive and phase-insensitive correlations, and
it is not necessary for the phase-sensitive coherence to be stronger than classical. On the
other hand, the background-free nature of ghost images formed with SPDC light arises from
that source’s phase-sensitive cross-correlation being much stronger the classical limit, as we
showed in Section 5.3.
In summary, we have used Gaussian-state analysis to establish a uniﬁed treatment of
classical and quantum ghost imaging. Our analysis reveals that ghost-image formation
is due to phase-sensitive and phase-insensitive cross-correlations between the signal and
reference ﬁelds. Because arbitrary cross-correlations can be achieved by classical and quan-
tum sources alike, image contrast is the only distinguishing feature between a source that
is classical or quantum. In particular, we emphasize that a classical source with phase-
sensitive cross-correlation can produce an identical image to that obtained with a biphoton
source—up to a diﬀerent contrast and hence signal-to-noise ratio—even for ghost-imaging
conﬁgurations that utilize lenses, mirrors or other linear optical elements. If we compare
ghost images from classical and quantum sources having identical auto-correlations, thereby
ﬁxing the background level, the low-brightness quantum source oﬀers resolution enhance-
ment in near-ﬁeld operation and ﬁeld-of-view enhancement in far-ﬁeld operation, in addition
to higher contrast in both regimes. Furthermore, because far-ﬁeld spatial resolution and
the near-ﬁeld ﬁeld of view are determined by source-plane beam size, they are identical for
classical and quantum sources. Finally, the conclusions in this paper are not contingent on
having coincident object and detection planes. They apply so long as the signal arm can
be freely modiﬁed to transfer the object-plane correlations to the detection plane via an
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appropriately-positioned lens.
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Chapter 6
Gaussian-State Theory of
Two-Photon Imaging
Spontaneous parametric downconversion, with a continuous-wave nondepleting pump, pro-
duces two output ﬁelds—namely signal and reference—that are in a maximally-entangled
zero-mean jointly-Gaussian state [18, 51]. When operated in the low-ﬂux regime, this state
reduces to the superposition of a multimode vacuum state and a pair of entangled pho-
tons (a biphoton). These biphoton states have been utilized in many imaging applications,
including optical coherence tomography (OCT) [1], ghost imaging [5], holography [6] and
lithography [8], yielding various advantages over conventional optical imagers, which rely
on (classical) thermal- or coherent-state sources. Although the physical underpinning of
these advantages have traditionally been ascribed to the entanglement between the two
source photons, prior chapters in this thesis—relying on Gaussian-state analysis and phase-
sensitive coherence theory—unambiguously demonstrates that the advantages in quantum
OCT and ghost imaging predominantly stem from the phase-sensitive cross-correlation be-
tween the two photons, rather than their entanglement per se. Furthermore, because a
pair of classical ﬁelds can also have nonzero phase-sensitive cross-correlation, most of the
advantages seen in these biphoton-state imagers are also attainable with classical phase-
sensitive sources as well, but conceivably at much higher photon-ﬂux and without the need
for single-photon detecting photodetectors.
Our successful application of Gaussian-state analysis, together with phase-sensitive co-
herence theory, to developing a uniﬁed—and generalized—understanding of the classical
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and quantum regimes for OCT and ghost imaging naturally motivates the development of
a unifying theory for other imaging conﬁgurations that rely on biphotons. In this chapter
we study the Fourier-plane and thin-lens imaging of a transmission mask, using jointly-
Gaussian source states, which encompasses the biphoton state, thermal states (used in
conventional low-coherence imaging) and coherent states (used in conventional coherent
imaging).
The organization of this chapter, is as follows. In Section 6.1, we review the relevant
coherence theory results from Section 3.3, and expand on these results to incorporate the
spatiotemporal coupling in paraxial propagation of broadband ﬁelds. In Section 6.2 we apply
the phase-sensitive coherence theory results to determine the far-ﬁeld diﬀraction properties
of Gaussian-state source ﬁelds when apertured by a transmission mask at the source-plane,
and identify the fundamental physics underlying the far-ﬁeld image features. Section 6.3
analyzes a thin lens imaging conﬁguration, and determines the eﬀect of the source’s band-
width on the point-spread functions resulting from phase-insensitive and phase-sensitive
Gaussian source states, respectively. Finally, in Section 6.4 we summarize the conclusions
of our analysis for the two imaging conﬁgurations, and highlight the role of phase-sensitive
coherence in these imaging schemes.
6.1 Second-order coherence propagation
The foci of this chapter are the imaging conﬁgurations shown in Figure 6-1 and Figure 6-2,
which, respectively acquire the far-ﬁeld diﬀraction pattern and the transverse image of a
transmission mask placed at the output plane of a source. In either conﬁguration, the source
plane and the image-acquisition plane are separated by linear optical elements and a ﬁnite
free-space propagation distance. Because the image is acquired via photocurrent correla-
tion, its properties are determined by a fourth-order correlation function of the detected
ﬁelds. To determine this correlation, it is necessary to propagate the same (fourth-order)
source-plane correlation function, through the combination of linear elements and onto
the image-acquisition plane. Fortunately, zero-mean Gaussian source states are completely
determined by their phase-insensitive and phase-sensitive, second-order auto- and cross-
correlation functions. Therefore, we need only consider second-order coherence transfer.
Let Eˆz(ρ, t)e−iω0t denote a scalar, z-propagating, positive-frequency ﬁeld operator with
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center-frequency ω0, and photon units (
√
photons/m2s). The commutators for the baseband
envelope at a ﬁxed transverse plane are given by [37]
[Eˆz(ρ1, t1), Eˆz(ρ2, t2)] = 0 and (6.1)
[Eˆz(ρ1, t1), Eˆ
†
z(ρ2, t2)] = δ(ρ2 − ρ1)δ(t2 − t1) . (6.2)
Free-space paraxial propagation is governed by the Huygens-Fresnel principle [37], which
states that the baseband ﬁeld operator at z = L is a superposition integral of the ﬁeld
operator at z = 0, as
EˆL(ρ, t)=
∫ ∞
−ω0
dΩ
2π
∫
R2
dρ′ Eˆ0
(
ρ′,Ω
)
hL(ρ− ρ′, ω0 +Ω)e−iΩt, (6.3)
where
Eˆz(ρ,Ω) ≡
∫ ∞
−∞
dt Eˆz(ρ, t)eiΩt (6.4)
is the Fourier transform of the baseband-envelope ﬁeld operator and
hL(ρ, ω) ≡ ω
i2πLc
ei
ω
2Lc
(2L2+|ρ|2) , (6.5)
is the Huygens-Fresnel Green’s function for paraxial diﬀraction, in which c denotes the
vacuum light speed and ω denotes a positive (optical) frequency.
The non-Hermitian baseband ﬁeld operator Eˆz(ρ, t) has two second-order correlation
functions, namely the (normally-ordered) phase-insensitive correlation function
K(n)z (ρ1,ρ2, t2 − t1) ≡ 〈Eˆ†z(ρ1, t1)Eˆz(ρ2, t2)〉 , (6.6)
and the phase-sensitive correlation function
K(p)z (ρ1,ρ2, t2 − t1) ≡ 〈Eˆz(ρ1, t1)Eˆz(ρ2, t2)〉 , (6.7)
in which we have assumed for simplicity that the baseband ﬁeld operator is in a complex-
stationary state, i.e. the correlation functions depend on the time diﬀerence t2− t1, but not
on the absolute times.
We will ﬁnd it convenient and insightful to work with the frequency spectra associated
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with (6.6) and (6.7), deﬁned as the Fourier transforms,
S(x)z (ρ1,ρ2,Ω) ≡
∫ ∞
−∞
dτ K(x)z (ρ1,ρ2, τ)e
iΩτ , (6.8)
for x = n, p. The phase-insensitive and phase-sensitive correlation spectra at z = L can be
expressed in terms of the correlation spectra at z = 0 by evaluating (6.8) for the propagated
ﬁeld operators, via (6.3), which yields the following phase-insensitive spectrum,
S
(n)
L (ρ1,ρ2,Ω) =
∫∫
dρ′1 dρ
′
2 S
(n)
0 (ρ
′
1,ρ
′
2,Ω)
× h∗L(ρ1 − ρ′1, ω0 +Ω)hL(ρ2 − ρ′2, ω0 +Ω) , (6.9)
and the following phase-sensitive spectrum,
S
(p)
L (ρ1,ρ2,Ω) =
∫∫
dρ′1 dρ
′
2 S
(p)
0 (ρ
′
1,ρ
′
2,Ω)
× hL(ρ1 − ρ′1, ω0 − Ω)hL(ρ2 − ρ′2, ω0 +Ω) , (6.10)
where ∗ in the former equation denotes complex conjugation. Note that the phase-insensitive
correlation spectrum is a monochromatic equation, i.e., the frequency dependence is ω0 +Ω
on both sides of the equality, whereas the phase-sensitive spectrum is a bichromatic equation
involving ω0 ± Ω. This result is because complex-stationary phase-insensitive correlations
are uncorrelated across frequencies, whereas complex-stationary phase-sensitive correlation
functions yield nonzero (phase-sensitive) correlations between the equally red- and blue-
detuned frequency components, as we have seen in Section 3.1 [20].
For ﬁeld states that are quasimonochromatic (narrowband), the ﬁeld is excited only for
|Ω|/ω0  1. Consequently, the Huygens-Fresnel principle simpliﬁes to
EˆL(ρ, t)=
∫
dρ′ Eˆ0
(
ρ′, t− L/c)hL(ρ− ρ′, ω0), (6.11)
and the corresponding phase-insensitive and phase-sensitive correlation spectra, i.e., (6.9)
and (6.10) with hL(ρ, ω0 ± Ω) ≈ hL(ρ, ω0), coincide with the quasimonochromatic expres-
sions given in Section 3.3.
Let us next review the far-ﬁeld propagation regime. Assume that the ﬁeld at the z = 0
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plane is in a zero-mean state with spectrally pure, Schell-model (second-order) correlation
spectra given by
S
(n)
0 (ρ1,ρ2,Ω) = T
∗(ρ1)T (ρ2)G
(n)(ρ2 − ρ1)S(n)(Ω) , (6.12)
S
(p)
0 (ρ1,ρ2,Ω) = T (ρ1)T (ρ2)G
(p)(ρ2 − ρ1)S(p)(Ω) . (6.13)
With no loss of generality, we require |T (ρ)| ≤ 1, so that it may be regarded as a (pos-
sibly complex-valued) spatial attenuation of an optical ﬁeld operator1 in a homogenous
and stationary state with separable phase-insensitive spectrum S(n)(Ω)G(n)(ρ2 − ρ1) and
phase-sensitive spectrum S(p)(Ω)G(p)(ρ2 − ρ1). Our primary interest is in sources with
narrow G(x)0 (ρ), for x = n, p, such that the aperture T (ρ) does not vary appreciably within
a (phase-insensitive or phase-sensitive) coherence area. For this case, we may approximate
the source correlation spectra as
S
(n)
0 (ρ1,ρ2,Ω) ≈
∣∣T (ρs)∣∣2G(n)(ρd)S(n)(Ω), (6.14)
S
(p)
0 (ρ1,ρ2,Ω) ≈ T 2(ρs)G(p)(ρd)S(p)(Ω) , (6.15)
in terms of the sum coordinate ρs ≡ (ρ2+ρ1)/2 and the diﬀerence coordinate ρd ≡ ρ2−ρ1.
This approximation simpliﬁes the subsequent analytic treatment considerably, without sig-
niﬁcant impact on the fundamental physics. The z = L spectra in the quasimonochromatic
regime are then given by
S
(n)
L (ρ1,ρ2,Ω) =
ω20S
(n)(Ω)
(2πLc)2
eiω0ρs·ρd/Lc
×
∫
dρ′s
∫
dρ′d e
−iω0(ρs·ρ′d+ρd·ρ′s)/Lc eiω0ρ
′
s·ρ′d/Lc |T (ρ′s)|2G(n)(ρ′d), (6.16)
and
S
(p)
L (ρ1,ρ2,Ω) =
−ω20S(p)(Ω)
(2πLc)2
eiω0(2L
2+|ρs|2+|ρd|2/4)/Lc
×
∫
dρ′s
∫
dρ′d e
−iω0(2ρs·ρ′s+ρd·ρ′d/2)/Lc eiω0(|ρ
′
s|2+|ρ′d|2/4)/Lc T 2(ρ′s)G
(p)(ρ′d) , (6.17)
1This spatial attenuation T (ρ) will become the transmission mask to be imaged when we turn our
attention to the imaging conﬁgurations shown in Figure 6-1 and 6-2.
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respectively, where, for simplicity, we have approximated the frequency-dependent leading
coeﬃcients by their values at the center frequency.2
Let ρ0 denote the radius within which G(x)(ρ), for x = n, p, appreciably diﬀer from zero
(i.e, the coherence radius of the source) and let a0 denote the transverse radius of |T (ρ)|2
(i.e., the photon-ﬂux density radius of the source ﬁeld state just after the aperture), which
satisfy a0  ρ0 so that the approximations in (6.14) and (6.15) are valid. In far ﬁeld phase-
insensitive correlation propagation, when ω0a0ρ0/2Lc  1, the phase term eiω0ρ′s·ρ′d/Lc of
the integrand can be neglected, so that (6.16) simpliﬁes to
S
(n)
L (ρ1,ρ2,Ω) =
ω20S
(n)(Ω)
(2πLc)2
eiω0ρs·ρd/Lc Tn
(ω0ρd
Lc
)
G(n)
(ω0ρs
Lc
)
, (6.18)
where Tn(k) and G(n)(k) are the following 2-D Fourier transforms,
Tn(k) ≡
∫
R2
dρ′e−ik·ρ
′ |T (ρ′)|2 , (6.19)
G(n)(k) ≡
∫
R2
dρ′e−ik·ρ
′
G(n)(ρ′) . (6.20)
The Fourier-transform duality between the source-plane and the far-ﬁeld phase-insensitive
correlation spectra is well known as the van Cittert-Zernike theorem for phase-insensitive
correlation propagation, which we have studied in Section 3.3. A similar duality is present
between the source-plane and the far-ﬁeld phase-sensitive correlation spectra, but the far-
ﬁeld regime corresponds to ω0a20/2Lc  1 (low-coherence implies ω0ρ20/2Lc  1 as well),
which is more stringent than the far-ﬁeld condition for the phase-insensitive case. In this
regime, the quadratic phase terms of the integrand in (6.17) become negligible, yielding
S
(p)
L (ρ1,ρ2,Ω) =
−ω20S(p)(Ω)
(2πLc)2
eiω0(2L
2+|ρs|2+|ρd|2/4)/Lc Tp
(
2ω0ρs
Lc
)
G(p)
(ω0ρd
2Lc
)
, (6.21)
for the far-ﬁeld phase-sensitive correlation spectrum, with
Tp(k) ≡
∫
R2
dρ′e−ik·ρ
′
T 2(ρ′) (6.22)
2Our primary interest in this chapter is the phase term in the Huygens-Fresnel principle (rather than the
frequency dependence of the leading coeﬃcient) over the frequency range of the source correlation spectrum,
which is what motivates this approximation. More care will be paid to the leading coeﬃcient when we treat
broadband imaging within the Figure 6-2 conﬁguration.
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and
G(p)(k) ≡
∫
R2
dρ′e−ik·ρ
′
G(p)(ρ′) . (6.23)
Analogous to the phase-insensitive case, we refer to the Fourier transform relation given in
(6.21) as the van Cittert-Zernike theorem for phase-sensitive coherence propagation.
It is worth reviewing the relevant similarities and distinctions between (6.21) and (6.18),
which were discussed in Section 3.3. The aperture in the source plane, T (ρ), has been
assumed to be a slowly-varying and broad function in comparison to the rapidly-decaying
G(x)(ρ). Thus, for x = n, p, Fourier-transform duality implies that Tx(k), decays more
rapidly than G(x)(k). Therefore, in the far ﬁeld, the phase-sensitive correlation function
is dominated by a narrow function of ρs and a broad function of ρd, whereas the phase-
insensitive correlation function consists of a narrow function of ρd and a broad function
of ρs. Owing to this diﬀerence in the far-ﬁeld regime, points on the transverse plane that
are symmetric about the origin (i.e., points that satisfy |ρs| ≈ 0) have appreciable phase-
sensitive correlation, whereas the phase-insensitive correlation is highest between points
that are in the same vicinity on the transverse plane (|ρd| ≈ 0). In addition, if we evaluate
the correlations at a single transverse point, i.e., when ρd = 0, we ﬁnd that the phase-
insensitive correlation traces out the broad envelope G(n)(k), whereas the phase-sensitive
correlation traces out the narrow function Tp(k), a property we shall make use of in the
following section. Finally, it is relevant to emphasize that (6.21) is a general property of
phase-sensitive coherence propagation irrespective of whether the source is in a classical or
nonclassical state [20, 23, 24].
6.2 An exercise in far-field coherence propagation
Consider the experimental setup given in Figure 6-1, whose purpose is to obtain the far-
ﬁeld diﬀraction pattern of a transmission mask placed at the source plane that has (possibly
complex-valued) amplitude transmissivity T (ρ). An experiment using this setup—which we
will explain in detail shortly—was reported in [8] as a proof-of-principle demonstration of
the spot-size improvement in biphoton-state optical lithography, in comparison to the spot
size obtained with conventional (coherent-state) lithography. Our aim in this section is to
use Gaussian-state analysis and (second-order) phase-sensitive coherence theory, to show
that it is phase-sensitive coherence, not entanglement per se, that is giving the spot-size
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Figure 6-1: Imaging the far-ﬁeld diﬀraction pattern of a transmission mask.
improvement. In particular, we will ﬁnd that classical phase-sensitive light and biphoton-
state light yield identical images (i.e., with half the spot-size obtained from a coherent-state
beam), but the image obtained with a classical phase-sensitive source is embedded in a
more prominent background than the image acquired using a biphoton state. Thus, the
improvement over coherent-beam diﬀraction, previously ascribed to the nonclassical cor-
relation between the photon-pairs, is in fact due to the phase-sensitive coherence present
between the signal and reference photons. The entanglement between the signal and ref-
erence photons (i.e., the stronger-than-classical phase-sensitive cross-correlation between
signal and reference ﬁelds) on the other hand, is responsible for improving the contrast of
this image.
Consider degenerate type-II phase-matched SPDC with a continuous-wave pump, which
generates two paraxial, z-propagating ﬁelds in orthogonal transverse polarizations and
with equal center frequency ω0. We will denote their positive-frequency ﬁeld operators
as EˆS(ρ, t)e−iω0t for the signal and as EˆR(ρ, t)e−iω0t for the reference. As shown in Sec-
tion 2.3, with a nondepleting plane-wave pump and ignoring boundary eﬀects due to the
ﬁnite cross-section of the crystal, these two output ﬁelds are in a zero-mean jointly-Gaussian
state that is homogeneous, stationary, and with identical ﬂuorescence spectra and max-
imum phase-sensitive cross-correlation (i.e., with maximum entanglement), but with zero
phase-sensitive auto-correlation and phase-insensitive cross-correlation. It follows that after
passing through the transmission mask the jointly-Gaussian state is fully determined by the
Schell-model auto-correlation spectra
S(n)m,m(ρ1,ρ2,Ω) = S
(n)
0 (ρ1,ρ2,Ω) , (6.24)
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for m = S,R, and the phase-sensitive cross-correlation spectrum
S
(p)
S,R(ρ1,ρ2,Ω) = S
(p)
0 (ρ1,ρ2,Ω) , (6.25)
where S(n)0 and S
(p)
0 are given in (6.14) and (6.15), respectively.
In the experimental apparatus shown in Figure 6-1, the signal and reference ﬁelds both
propagate over an Lm free-space path and then are separated by a polarizing beam splitter
such that they impinge on separate pinhole detectors, each centered on the transverse-plane
coordinate ρ with respect to its optical axis. Because zero-mean Gaussian states modiﬁed by
linear transformations—such as free-space propagation—are still zero-mean Gaussian [18],
we need only determine the second-order moments at the detection planes to determine the
joint state of Eˆ1(ρ, t) and Eˆ2(ρ, t), which denote the far-ﬁeld propagated ﬁeld operators of
the signal and the reference respectively. Thus, quasimonochromatic paraxial diﬀraction
into the far ﬁeld (ω0a20/2Lc 1) results in phase-insensitive auto-correlation spectra given
by (6.18) and a phase-sensitive cross-correlation spectrum given by (6.21).3
The two pinhole photodetectors are assumed to have identical parameters: η denotes
their sub-unity quantum eﬃciency, A is the area of their photosensitive regions, and hB(t)
denotes the ﬁnite-bandwidth current pulses for each detected photon. Then, the time-
average photocurrent cross-correlation at the detection planes has an ensemble average
[19, 24]
C(ρ) =
1
T
∫ T/2
−T/2
dt 〈ˆı1(t)ˆı2(t)〉 , (6.26)
in which the equal-time current cross-correlation is given by
〈ˆı1(t)ˆı2(t)〉 = q2η2A2
∫ ∞
−∞
∫ ∞
−∞
du1du2
× 〈Eˆ†1(ρ, u1)Eˆ†2(ρ, u2)Eˆ1(ρ, u1)Eˆ2(ρ, u2)〉hB(t− u1)hB(t− u2) . (6.27)
Here, we have approximated the two spatial integrals over the pinhole detectors’ photosen-
sitive regions as the value of the integrand at ρ times A2. With Gaussian-state Eˆ1 and Eˆ2,
the fourth-order ﬁeld moment in (6.27) is expressible in terms of the second-order corre-
lation functions, a result known as the Gaussian moment-factoring theorem [14, 19]. This
3Because both the signal and reference beams undergo identical transformations, the auto-correlation
results reported in Section 6.1 apply to cross-correlation propagation as well.
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procedure simpliﬁes the photocurrent cross-correlation expression to
C(ρ) = C0(ρ) + Cp
∣∣∣∣G(p)(0) Tp(2ω0ρLc
)∣∣∣∣2 , (6.28)
where the non-image bearing background is
C0(ρ) =
[
ω20qηA
4π2L2c2
Tn(0)G(n)
(ω0ρ
Lc
)∫ ∞
−ω0
dΩ
2π
S(n)(Ω)
∫ ∞
−∞
dt hB(t)
]2
. (6.29)
The image-bearing term includes the constant
Cp =
(
ω20qηA
4π2L2c2
)2[∣∣F−1{S(p)(Ω)}∣∣2 hB ←−hB]
t=0
, (6.30)
in which F−1{·} denotes the inverse Fourier transform of the bracketed term (cf. (6.8)
for sign convention),  denotes convolution, and
←−
hB represents the time-reversed impulse
response. Therefore, via (6.28), we observe that the image bearing term is proportional to
|Tp(2ω0ρ/Lc)|2, the diﬀraction pattern of the square of the mask transmissivity T (ρ).
Let us compare the imaging characteristics of this imager to a conventional classical
imager that utilizes a coherent-state beam to illuminate the mask, and a single (scanning)
pinhole detector located in the far ﬁeld that records the diﬀraction pattern. If we assume the
ﬁeld impinging on the transmission mask is a monochromatic plane wave at center frequency
ω0 and with photon-ﬂux density I0, the ﬁeld just after the mask is in the coherent state
Eˆ0(ρ, t)|
√
I0T (ρ)〉 =
√
I0T (ρ)|
√
I0T (ρ)〉 . (6.31)
Because free-space propagation is a multimode beamsplitter relation [37], the detection-
plane ﬁeld operator Eˆ1(ρ, t) is also in a coherent state, whose eigenfunction is determined
by substituting
√
I0T (ρ) into the classical Huygens-Fresnel diﬀraction integral (i.e., (6.3),
with the ﬁeld operator replaced by the source-plane eigenfunction).
In the far-ﬁeld regime for coherent beam diﬀraction, i.e., when ω0a20/2Lc  1,4 the
quadratic phase term in the Huygens-Fresnel Green’s function becomes negligible, and the
4Quasimonochromatic, paraxial diﬀraction of a coherent beam with center wavenumber k0 and source-
plane intensity radius a0 has a near- and far-ﬁeld regime determined by a single Fresnel number DC =
k0a
2
0/2L [14]. The far-ﬁeld regime, given by DC  1, coincides with that for low-coherence phase-sensitive
correlation diﬀraction. However, the near ﬁeld for a coherent beam, DC  1, is much less stringent than
that for low-coherence phase-sensitive correlation diﬀraction, which corresponds to k0ρ
2
0/2L  1, where ρ0
is the coherence length of the source (see Section 3.3).
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mean photocurrent becomes
〈ˆı(t)〉 = ω
2
0qηA
4π2L2c2
I0
∫ ∞
−∞
dt hB(t)
∣∣∣Tc (ω0ρ
Lc
)∣∣∣2 , (6.32)
where the image term is given by,
Tc(k) ≡
∫
R2
dρ′ e−ik·ρ
′
T (ρ′) . (6.33)
Observe that if T (ρ) is a binary amplitude mask, i.e., T (ρ) is a function that only takes
values zero or one, then T 2(ρ) = T (ρ) and the biphoton source yields a far-ﬁeld diﬀrac-
tion pattern proportional to |Tp(2ω0ρ/Lc)|2, whereas the coherent diﬀraction pattern is
proportional to |Tp(ω0ρ/Lc)|2. Thus, the biphoton source pattern is spatially compressed
by a factor of two relative to the coherent diﬀraction pattern, which is the reason why
such images are often referred to as beating the resolution limit. However, it is worth re-
emphasizing that (6.28) is true for both classical and quantum Gaussian-state sources with a
nonzero phase-sensitive cross-correlation between the signal and reference ﬁelds, so it is the
phase-sensitive coherence of the source—and not the entanglement—that yields a twice-
compressed far-ﬁeld diﬀraction pattern compared to an image obtained from a coherent
plane wave [8]. It is also apparent from our analysis that comparing biphoton diﬀraction
to plane-wave diﬀraction is a comparison of the phase-sensitive second-order moment of
the ﬁeld (which depends on the absolute phase of the ﬁeld state) to that of the ﬁrst-order
moment (ensemble average) of the ﬁeld, so the factor-of-two is not an entirely surprising
outcome even for classical-state ﬁelds. Finally, it is important to note that if T (ρ) is not
real or binary, then the diﬀraction pattern acquired from phase-sensitive sources will be dis-
torted relative to that obtained with a coherent ﬁeld, due to the squaring of the amplitude
transmittance of the mask.
Utilizing phase-insensitive Gaussian-state light in this experimental conﬁguration is not
possible because, via (6.18), we observe that the equal-position correlation in the Fourier-
plane traces G(n)0 (ρ), which does not contain any information on the object transmittance.
For this reason, we will not include the class of phase-insensitive Gaussian-state sources in
our comparison. Nonetheless, it is worth pointing out that if we modify the apparatus, such
that one detector scans −ρ, while the other scans ρ, then it becomes possible to acquire
|Tn(2ω0ρ/Lc)|2, as deﬁned in (6.19).
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6.2.1 Image contrast
Thus far we have considered only the image term in (6.28). Now we will address the image
contrast. For simplicity, we will assume that T (ρ) is a real function. In accordance with
the previous chapter, we restrict ourselves to an observation region R that encompasses the
image-bearing term in (6.28), and we deﬁne the contrast as
C ≡ maxR[C(ρ)]−minR[C(ρ)]
C0(0)
, (6.34)
so that the numerator yields the dynamic range of the image-bearing terms in the pho-
tocurrent correlation C(ρ), while the denominator is the featureless background.
Here we compare the contrast from a classical and quantum source with identical auto-
correlation spectra, but with maximum phase-sensitive cross-correlation allowed in classical
and quantum physics, respectively. When the source is in a classical Gaussian state, with
the auto-correlation spectrum given by G(n)(k)S(n)(Ω), the maximum magnitude for the
phase-sensitive cross-correlation spectrum is equal to the auto-correlation spectrum [18],
i.e., the Gaussian state with maximum classical phase-sensitive cross-correlation satisﬁes
|S(p)(Ω)G(p)(k)| = S(n)(Ω)G(n)(k). (6.35)
Taking the phase of this phase-sensitive spectrum to be zero, and assuming
∫
dt hB(t) = 1,
the contrast with classical phase-sensitive Gaussian-state sources can be written as
C(c) = C(c)s C(c)t , (6.36)
where the spatial (s) factor is given by
C(c)s =
maxk[|Tp(k)|2]−mink[|Tp(k)|2]
T 2n (0)
≤ 1 , (6.37)
with equality if T (ρ) is real, so that
C(c) = C(c)t =
[∣∣F−1{S(n)(Ω)}∣∣2 hB ←−hB]
t=0(∫
dΩS(n)(Ω)/2π
)2 . (6.38)
For analytical convenience, let us take the spectral part of the (phase-insensitive) auto-
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correlation function to be Gaussian with e−2-attenuation (baseband) bandwidth 2/T0,
S(n)(Ω) =
√
2πT 20 e
−T 20Ω2/2 , (6.39)
and let us take the baseband impulse response hB(t) to be a Gaussian with e−2-attenuation
time duration Td,
hB(t) = e−8t
2/T 2d
√
8/πT 2d . (6.40)
With these assumptions, we ﬁnd the classical contrast to be
C(c) = 1√
1 + (Td/2T0)2
, (6.41)
which is approximately unity for narrowband sources that satisfy Td  T0. On the other
hand, in the broadband limit Td  T0, we have
C(c) ≈ 2T0/Td  1 , (6.42)
so the contrast is severely degraded.
Now consider a nonclassical Gaussian state with the maximum phase-sensitive cross-
correlation. In the low-brightness regime, i.e., when S(n)(Ω)G(n)0 (k)  1, the maximum
phase-sensitive cross-correlation spectrum is approximately
|S(p)(Ω)G(p)(k)| ≈
√
S(n)(Ω)G(n)(k), (6.43)
which is much higher, in this limit, than the classical maximum given by (6.35). Once again
taking the phase of this correlation to be zero, the contrast is found to separate into the
product of spatial and temporal terms, with C(q)s = C(c)s , and the temporal term given by
C(q)t =
[∣∣F−1{√S(n)(Ω)}∣∣2 hB ←−hB]
t=0
G(n)(0) (∫ dΩS(n)(Ω)/2π)2 . (6.44)
Once again using (6.39) for the ﬂuorescence spectrum and (6.40) for the baseband current
ﬁlter, we obtain
C(q) = 2/G(n)(0)S(n)(0)
√
1 + T 2d /2T
2
0 . (6.45)
Here, the narrowband contrast C(q) = 2/G(n)(0)S(n)(0) is very high because of the low-
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brightness condition, and even for broadband ﬁelds the contrast,
C(q) = 2
√
2T0/TdG(n)(0)S(n)(0) , (6.46)
may be high. In particular, in the biphoton regime, wherein G(n)(0)Td  1 (low-brightness,
as well as low-ﬂux), very high contrast is predicted in this broadband limit,5 which is in
agreement with the background-free diﬀraction pattern reported in [8]. Therefore, low-
brightness quantum Gaussian-state ﬁelds have a contrast advantage over classical phase-
sensitive Gaussian-state ﬁelds (when the phase-sensitive cross-correlation is measured via a
photocurrent correlation measurement), and the biphoton state yields images with negligible
background even when it is a broadband state.
In summary, in this section we have studied a cornerstone proof-of-principle experiment
for quantum optical lithography by applying Gaussian-state analysis and the coherence the-
ory results from Section 6.1 (and from Chapter 3) to the propagation of (classical and quan-
tum) phase-sensitive cross-correlation. This analysis has shown that the only performance
diﬀerence between a biphoton-state source and a classical phase-sensitive Gaussian-state
source is the contrast of the diﬀraction-pattern image. The resolution improvement seen
with a biphoton source is entirely due to the diﬀraction properties of the phase-sensitive
cross-correlation between the signal and reference photons, hence it is also achievable with
a pair of classical Gaussian-state ﬁelds with phase-sensitive cross-correlation. However,
low-brightness quantum sources achieve higher contrast than classical sources, which per-
mits imaging with broader bandwidth quantum sources. Finally, the (broadband) biphoton
state yields very high contrast images, which is the reason why biphoton-state quantum
lithography experiments have yielded background-free diﬀraction-pattern images [8].
6.3 Broadband imaging with a lens
Let us now consider using an optical source with low spatial coherence and a thin lens
to image a transmission mask placed at the source plane, as depicted in Figure 6-2. The
5Because pinhole detectors are utilized at the detection plane, the Fresnel number product between the
source-plane pupil and the photodetector pupil is much less than unity, i.e., Df = (k0a
2
0/2L)×(k0A/2πL)
1, so only a single spatial mode couples appreciably to the photodetectors at each ρ [57]. Hence, the low-ﬂux
condition stated here should be interpreted as low-ﬂux per spatial-mode of the source. In particular, very
high contrast is achieved even when multiple photon-pairs are generated at the source, as long as at most
one photon-pair occupies each spatial mode.
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Figure 6-2: Near-ﬁeld imaging of a transmission mask.
primary attention in our analysis of this experimental setup will be given to the resolution
limitations imposed by the ﬁnite aperture of the lens, as previous work has claimed that a
factor-or-two resolution improvement accrues when a biphoton source is employed [55].
We once again utilize the SPDC source, which generates zero-mean Gaussian-state signal
and reference beams whose phase-insensitive correlation spectra at the exit plane of the
transmission mask are given by (6.24) and whose phase-sensitive cross-correlation spectrum
is given by (6.25). The optical ﬁelds ﬁrst propagate through a d1-m-long free-space path
according to (6.3). A ﬁnite-aperture, focal-length-f lens is placed on this plane, which is
assumed to have no chromatic dispersion over the frequency range of interest, i.e., each
frequency component of the impinging ﬁeld is multiplied by circ(|ρ|/R)e−iω|ρ|2/2fc, where
ω is a passband frequency centered around ω0 and the circle function is
circ(x) =
⎧⎪⎨⎪⎩
1 |x| ≤ 1,
0 otherwise.
(6.47)
Finally the ﬁeld at the exit plane of the lens propagates d2 m in free space to reach the image
plane of the lens deﬁned by d−11 +d
−1
2 = f
−1. The image-plane signal and reference ﬁelds are
ﬁrst split with a polarizing beam splitter, then each ﬁeld is detected by a pinhole detector
located at transverse coordinate ρ relative to its optical axis, after which the resulting
photocurrents are correlated to obtain the same fourth-order ﬁeld measurement given in
(6.26) and (6.27) in terms of the detected ﬁelds Eˆ1(ρ, t) and Eˆ2(ρ, t).
The overall mapping from the source-plane optical ﬁeld operators to the image-plane
ﬁeld operators is linear, and therefore the detected ﬁelds are in a zero-mean jointly-Gaussian
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state. Combining this with the simplifying assumption that the detectors have electrical
bandwidths much broader than the source spectra,6 we can combine and reduce (6.26),
(6.27) for the biphoton state to obtain
C(ρ)≈q2η2A2〈Eˆ†1(ρ, t)Eˆ†2(ρ, t)Eˆ1(ρ, t)Eˆ2(ρ, t)〉 (6.48)
=q2η2A2
[
K
(n)
1,1 (ρ,ρ, 0)K
(n)
2,2 (ρ,ρ, 0) + |K(p)1,2 (ρ,ρ, 0)|2
]
, (6.49)
where
K
(n)
m,	(ρ,ρ, τ) ≡ 〈Eˆ†m(ρ, t)Eˆ	(ρ, t + τ)〉, (6.50)
K
(p)
m,	(ρ,ρ, τ) ≡ 〈Eˆm(ρ, t)Eˆ	(ρ, t + τ)〉, (6.51)
for m,  = 1, 2, and (6.49) follows from the Gaussian moment-factoring theorem [14, 19].
Furthermore, as we have determined in the previous section, for maximally-entangled Gaus-
sian states with low-brightness and low-ﬂux, e.g., the biphoton state, the second term in
(6.49) is much stronger than the ﬁrst, permitting the approximation
C(ρ) ≈ q2η2A2|K(p)1,2 (ρ,ρ, 0)|2 . (6.52)
Therefore, for such states a photocurrent correlation measurement with broadband detectors
is a means for measuring the magnitude-square of the phase-sensitive cross-correlation be-
tween the detected ﬁelds [19]. In this section we demonstrate that the interesting biphoton-
state results predicted for this imaging conﬁguration are a consequence of the phase-sensitive
cross-correlation, and the photocurrent correlation does not play a role beyond facilitating
its measurement. Hence, in the remainder of this section we shall bypass this photocurrent
correlation measurement and focus directly on the phase-sensitive (and phase-insensitive)
cross-correlation between the two ﬁelds at the detection planes.
The frequency-domain image-plane ﬁeld operators, deﬁned in (6.4), are given by a linear
transformation of the frequency-domain source-plane ﬁeld operators,
Eˆm(ρ,Ω)=
∫
R2
dρ′ h(ρ,ρ′, ω0 +Ω)Eˆ	(ρ′,Ω) + Lˆm(ρ,Ω) , (6.53)
6While this broadband detector assumption will certainly be valid for narrowband sources, it will almost
surely fail in the very broadband sources to be considered later. Nevertheless, it is a convenient way to focus
our attention on the essential physics, viz., imaging via |K(p)1,2 (ρ,ρ, 0)|2 or |K(n)1,2 (ρ,ρ, 0)|2.
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for (,m) = (S, 1), (R, 2), where Lˆm(ρ,Ω) is an auxiliary vacuum-state operator such that
Eˆm(ρ, t) satisﬁes the free-ﬁeld commutators (6.1) and (6.2). The point-spread function
h(ρ,ρ′, ω), found from the Huygens-Fresnel principle and the lens transfer function, is given
by
h(ρ,ρ′, ω) = H(r(ρ,ρ′), ω/ω0)eiφ(ρ,ρ′,ω), (6.54)
where
r(ρ,ρ′) ≡ ω0R
d1c
|d1ρ/d2 + ρ′| , (6.55)
and
H(r, ξ) ≡ −ω
2
0R
2ξ2
4πc2d1d2
2J1(rξ)
rξ
, (6.56)
is the real amplitude of the point-spread function. Here 2J1(x)/x for x ≥ 0 is the well-known
Airy function, and the phase term in (6.54) is given by
φ(ρ,ρ′, ω)= ω
(
d1 + d2 + |ρ|2/2d2 + |ρ′|2/2d1
)
/c, (6.57)
which incorporates the group delay arising from the (d1 + d2)-m propagation, and the
parabolic phases at the source and image planes arising from diﬀraction.
Because our focus in this section is on the resolution limitation imposed by the ﬁ-
nite lens aperture rather than the source, we further simplify our analysis by assum-
ing spatially-incoherent source statistics and appropriate focusing at the source plane to
compensate for the parabolic phase in (6.57). These assumptions simplify the phase-
insensitive auto-correlation functions and the phase-sensitive cross-correlation function of
the I0 photons/m2s signal and reference ﬁelds—given in (6.14) and (6.15)—to
S
(n)
0 (ρ1,ρ2,Ω) = |T (ρ1)|2I0
[
2πc/(ω0 +Ω)
]2
δ(ρ2 − ρ1)S(n)(Ω) (6.58)
and
S
(p)
0 (ρ1,ρ2,Ω) = e
−i ω0
cd1
|ρ1|2 T 2(ρ1)I0
[
(2πc)2/(ω20 − Ω2)
]
δ(ρ2 − ρ1)S(p)(Ω) , (6.59)
respectively, where we have chosen S(x)(Ω)/2π, for x = n, p, to have unity area with no loss
of generality.7 Evaluating the phase-insensitive auto-correlations and the phase-sensitive
7The square-bracketed terms in (6.58) and (6.59) account for the fact that the coherence area in a
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cross-correlation of the two detected ﬁelds at equal spatial coordinates (relative to their
optical axes) and at equal time, yields
K(n)m,m(ρ,ρ, 0) =
∫
R2
dρ′ |T (ρ′)|2gn
(
r(ρ,ρ′)
)
, (6.60)
for m = 1, 2, and
K
(p)
1,2 (ρ,ρ, 0) = e
i
ω0
c
(2d1+2d2+|ρ|2/d2)
∫
R2
dρ′ T 2(ρ′)gp
(
r(ρ,ρ′)
)
, (6.61)
where r(ρ,ρ′) is deﬁned in (6.55). Here the point-spread function in the superposition
integral with |T (ρ)|2 is
gn(r) ≡ I0(2πc)
2
ω20
∫ ∞
−ω0
dΩ
2π
S(n)(Ω) |H(r, 1 + Ω/ω0)|2/(1 + Ω/ω0)2 , (6.62)
which yields the phase-insensitive auto-correlation functions. Likewise, the point-spread
function in the superposition integral with T 2(ρ) is8
gp(r) ≡ I0(2πc)
2
ω20
∫ ω0
−ω0
dΩ
2π
S(p)(Ω)H(r, 1 + Ω/ω0)H(r, 1− Ω/ω0)/(1− Ω2/ω20) , (6.63)
which yields the phase-sensitive cross-correlation function. Therefore, the most important
diﬀerence between phase-insensitive and phase-sensitive coherence propagation, apart from
an unimportant parabolic phase factor, is the frequency coupling in (6.63) between ±Ω/ω0,
which is absent in (6.62). However, in the quasimonochromatic limit this coupling becomes
insigniﬁcant, because
1± Ω/ω0 ≈ 1 , (6.64)
so that gn(r) = gp(r) prevails whenever S(n)(Ω) = S(p)(Ω). Thus the quasimonochromatic
point-spread function for the phase-insensitive correlation is identical to the phase-sensitive
one.
broadband pulse is wavelength dependent. Furthermore, the factor in the phase-insensitive spectrum depends
only on the wavelength at detuning Ω, because it represents the phase-insensitive auto-correlation of each
frequency, but the factor in the phase-sensitive spectrum is the geometric mean of the wavelengths at ±Ω-
detuning, because it represents the phase-sensitive cross-correlation between these frequencies.
8Note that the integral in (6.63) cannot have an upper limit greater than ω0. S
(p)
0 (Ω) for a complex
stationary ﬁeld is the strength of the cross-correlation between the±Ω frequency components of two baseband
ﬁeld operators. Because the passband ﬁeld must be positive frequency, the lower limit on the baseband
frequencies is −ω0, hence for all (baseband) frequencies greater than ω0, S(p)0 (Ω) = 0. This is true for all
(complex-stationary) phase-sensitive auto- and cross-correlation spectra alike.
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Figure 6-3: Comparison of the imaging point-spread functions for phase-insensitive (PIS)
and phase-sensitive (PS) correlations when W/ω0 = 0.25, and when the imaging source is
quasimonochromatic (QM). The normalizing coeﬃcient is κ ≡ I0ω20R4/4c2d21d22.
However, gn(r) and gp(r) begin to diﬀer as the bandwidth of the source increases.
Suppose that the phase-insensitive and phase-sensitive source spectra are both taken to be
ﬂat over the bandwidth window W > 0, i.e.,
S(n)(Ω) = S(p)(Ω) =
⎧⎪⎨⎪⎩
π/W |Ω| < W
0 otherwise.
(6.65)
Substituting this expression into (6.62) and (6.63), the point-spread functions can be ex-
pressed as dimensionless integrals,
gn(r) =
I0ω
2
0R
4
2c2d21d
2
2(W/ω0)
∫ W/ω0
−W/ω0
du
J21
(
r(1 + u)
)
r2
, (6.66)
and
gp(r) =
I0ω
2
0R
4
2c2d21d
2
2(W/ω0)
∫ W/ω0
−W/ω0
du
J1
(
r(1 + u)
)
r
J1
(
r(1− u))
r
. (6.67)
As we have ascertained above, in the quasimonochromatic limit where W/ω0  1 holds,
both point-spread functions simplify to
gn(r) = gp(r) =
I0ω
2
0R
4
4c2d21d
2
2
(2J1(r)
r
)2
. (6.68)
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Figure 6-4: Comparison of the imaging point-spread functions for phase-insensitive (PIS)
and phase-sensitive (PS) correlations in the asymptotic broadband limit (W/ω0 = 1), and
the quasimonochromatic (QM) limit. The normalizing coeﬃcient is κ ≡ I0ω20R4/4c2d21d22.
Hence with a quasimonochromatic source there is no diﬀerence between the image of a
real-valued transmission mask acquired with phase-insensitive (thermal) illumination or
phase-sensitive (classical or quantum) illumination.
The point-spread functions for broader bandwidth sources are plotted in Figure 6-3 and
Figure 6-4 at two diﬀerent W values. The W = ω0/4 case, shown in the former ﬁgure,
represents an unusually broadband ﬁeld state for parametric downconversion [58], and the
unrealistic asymptotic limit W = ω0 is plotted in the latter ﬁgure as purely academic
visual-aid for the subsequent discussion of broadband pulse propagation. The point-spread
functions in these ﬁgures conﬁrm that the peak amplitude of the phase-insensitive function
increases to
g(n)(0) =
I0ω
2
0R
4
4c2d21d
2
2
(
1 +
W 2
3ω20
)
, (6.69)
whereas that of the phase-sensitive point-spread function attenuates to
g(p)(0) =
I0ω
2
0R
4
4c2d21d
2
2
(
1− W
2
3ω20
)
, (6.70)
relative to the peak amplitude in the quasimonochromatic limit. The (1+u)2 factor multi-
plying the frequency-resolved Airy patterns in (6.66), where |u| < W/ω0 ≤ 1, is responsible
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Figure 6-5: Image-plane spot diameters for diﬀerent frequency components of a broadband
point source.
for the increase in g(n)(0). This scaling favors the positively-detuned frequency contribu-
tions to the phase-insensitive point-spread function, and because of the quadratic scaling
the average of the ampliﬁcation for u > 0 and the attenuation for u < 0 is greater than one.
Thus, the peak value increases with increasing bandwidth. On the other hand, the scaling
for the frequency-resolved Airy patterns in the integrand of (6.67) is (1−u)(1+u) = 1−u2,
so all detuned frequencies are attenuated, which results in a smaller peak for the broadband
phase-sensitive point-spread function.
The ﬁgures indicate narrowing of the main lobe in the broadband phase-sensitive case.
The phase-insensitive point-spread function also has some narrowing, but it is hampered
by a slowly-decaying tail. From a practical perspective this behavior is of little interest,
because the curves plotted for W = ω0/4 show that the resolution beneﬁt oﬀered by the
narrowing in the phase-sensitive point-spread function is merely a factor of 1.14, which we
have taken to be the ratio of the ﬁrst zero locations in the two functions. In addition, the tail
of the phase-insensitive point-spread function traces the envelope of the oscillations in the
phase-sensitive point-spread function, so no appreciable loss of resolution results from the
slowly-decaying tail. Even in the W = ω0 asymptotic limit, the the resolution improvement
of the broadband phase-sensitive point-spread function is only a factor of 1.38. In this
limit, the tail of the broadband phase-insensitive point-spread function decays slower than
the other cases, but the main lobe is tightly conﬁned, yielding a e−2-attenuation pulsewidth
that is half of the ﬁrst zero in the quasimonochromatic limit, so resolution degradation is
not prominent.
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Nonetheless, the diﬀerence between the behavior of the phase-insensitive and phase-
sensitive point-spread functions as a function of the source bandwidth deserves closer ex-
amination to understand the underlying physics. First, recall that a source generating
a complex-stationary baseband ﬁeld around a center frequency ω0 is a superposition of
monochromatic ﬁeld components which have phase-insensitive auto-correlations at each fre-
quency and phase-sensitive cross-correlations between frequencies that sum to 2ω0. Thus,
the phase-insensitive correlation, measured at a given spatiotemporal coordinate (ρ, t), is a
superposition of all the diﬀerent auto-correlations at detuning frequencies Ω over the band-
width of the source. On the other hand, the phase-sensitive correlation measured at (ρ, t)
is a superposition of all the cross-correlations between frequency components detuned by
±Ω, over the (phase-sensitive) bandwidth of the source. Now, consider a point source at the
source-plane, emitting signal and reference ﬁelds that have nonzero phase-insensitive auto-
correlation and phase-sensitive cross-correlation. Due to (6.53), the frequency component—
in either of the two ﬁelds—at ω = ω0 + Ω will yield a spot on the image plane with radius
cd2/(ω0+Ω)R. Thus, as shown in Figure 6-5, the lower frequency components yield broader
spots on the image plane than the higher frequency components. If we are measuring the
phase-insensitive auto-correlation (of either of the two ﬁelds) by scanning a point detector
on the transverse plane, it decays slowly as |ρ| increases because of the large spots from the
lower frequencies. However, this slowly-decaying tail does not cause a signiﬁcant increase
in the point-spread function width, because the weighting coeﬃcient in (6.66) (the same
coeﬃcient that yields higher peak amplitude) ampliﬁes positively-detuned frequencies and
attenuates those that are negatively detuned. On the other hand, if we are measuring the
phase-sensitive cross-correlation between the signal and reference ﬁelds,9 we are in eﬀect
measuring the superposition of the cross-correlations between the ω0 + Ω signal-ﬁeld com-
ponent, and the ω0 − Ω reference-ﬁeld component, where Ω ∈ [−ω0, ω0]. For Ω > 0, the
former yields a narrow spot of radius cd2/(ω0 + Ω)R, and the latter yields a broad spot of
radius cd2/(ω0 −Ω)R. Because the phase-sensitive cross-correlation is given by their prod-
uct, however, the narrower radius from the higher frequency determines the radius within
which there is appreciable phase-sensitive coherence. Furthermore, this coherence radius is
symmetric in Ω, so, as the (phase-sensitive) bandwidth of the source increases, the width
of the image-plane phase-sensitive point-spread function decreases. However, the leading
9The arguments apply to auto-correlations as well as cross-correlations, with no loss of generality.
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Figure 6-6: Detecting the image-plane phase-sensitive cross-correlation via optical phase-
conjugation.
multiplication factor 1− u2 in (6.67) counteracts this advantage by attenuating the higher
frequency contributions, such that the net reduction in the main lobe width is very small.
Notice that we have made no reference to the classical or quantum nature of the source
in explaining the physics governing the point-spread functions’ width. Thus, this eﬀect is
entirely a consequence of phase-sensitive versus phase-insensitive source correlations and
scalar paraxial diﬀraction theory, which are valid in both classical and quantum theories
of light. The quantum nature of the ﬁelds, therefore, does not play a role in determin-
ing the resolution capabilities of thin-lens correlation imaging, regardless of whether the
source has phase-sensitive or phase-insensitive coherence. However, nonclassical ﬁeld states
may oﬀer contrast advantages akin to that observed in the previous section, for particular
measurement schemes, such as photocurrent correlation (coincidence counting). In partic-
ular, in this section we have determined that the phase-sensitive correlation diﬀers from
its phase-insensitive counterpart only in the broadband limit. Thus, if we opt to utilize a
photocurrent correlation measurement, then the contrast will be signiﬁcantly better when
the broadband ﬁelds’ state is maximally-entangled (nonclassical) and has low-brightness,
which encompasses the biphoton state. Nonetheless, it is worth stating brieﬂy that alter-
native schemes to measure phase-sensitive correlations can be devised. For example, with a
suﬃciently broadband phase-conjugator, the detection scheme in Figure 6-6 is also feasible
for measuring the phase-sensitive cross-correlation between classical signal and reference
ﬁeld states (cf. the PC-OCT discussion in Chapter 4). In this ﬁgure, the signal ﬁeld is
ﬁrst optically phase-conjugated, then the phase-insensitive cross-correlation between the
conjugated-signal and reference is measured in a Michelson interferometer with equal delay
in both arms. In such a scheme, the T -second averaged photocurrent will have an ensemble
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average [21]
〈C ′(ρ)〉 = 2qηAG{K(p)1,2 (ρ,ρ, 0)} . (6.71)
It is worth emphasizing that optical phase-conjugation is subject to quantum noise, which
is approximately one-photon-per spatiotemporal mode (assuming unity conjugator gain)
[21], i.e., the noise power is proportional to the bandwidth of the conjugator. Therefore,
the signal-to-noise ratio is in general dominated by the shot-noise contribution of this spon-
taneous emission (quantum noise), which must be mitigated via time-averaging (cf. the
signal-to-noise ratio (SNR) discussion for PC-OCT in Chapter 4 and the white-light inter-
ferometry SNR in Chapter 8).
6.4 Discussion
SPDC with vacuum-state inputs generates signal and reference ﬁelds in a zero-mean jointly-
Gaussian state, with nonzero phase-insensitive auto-correlations and a phase-sensitive cross-
correlation that fully determine their joint state. When the output state is driven to the
low-brightness, low-ﬂux limit, this Gaussian state becomes equivalent to a dominant vacuum
state plus a weak biphoton contribution, where the biphoton wavefunction equals the phase-
sensitive cross-correlation between the signal and reference ﬁelds. On the other hand,
classical imagers have traditionally utilized optical sources in thermal states or coherent
states, both of which are Gaussian states but have only nonzero phase-insensitive (auto- and
cross-) correlations. Hence, quantum imaging experiments that rely on biphoton sources,
as well as conventional classical imaging conﬁgurations, can be uniﬁed and generalized by
studying the imaging characteristics of Gaussian-state sources. Furthermore, such states
are fully characterized by their ﬁrst and second moments, and are closed under linear
transformations on the ﬁeld operators. So, imaging conﬁgurations utilizing Gaussian-state
sources, linear optical elements and free-space propagation, can be fully understood in both
the classical and quantum regimes by tracking the evolution of the ﬁrst and second moments
of the ﬁelds, from the source plane to the detection planes.
A particularly relevant distinction that has been overlooked thus far is the phase-
sensitive nature of the correlation between the two photons in a biphoton state, as opposed
to the phase-insensitive correlation that is present between thermal-state ﬁelds. Phase-
sensitive coherence has diﬀerent propagation characteristics than phase-insensitive coher-
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ence. Furthermore, complex-stationary phase-sensitive correlations have cross-frequency
couplings that are not present in complex-stationary phase-insensitive correlations. Distinc-
tions such as these often underlie the interesting observations and theoretical predictions in
quantum imaging. However, phase-sensitive coherence is not exclusive to nonclassical states
(such as the biphoton). Classical Gaussian states (random mixtures of coherent states) may
very well have nonzero phase-sensitive (auto- and cross-) correlations, and those features
in quantum imaging that stem from the phase-sensitive coherence between the two pho-
tons in a biphoton state can be replicated with classical phase-sensitive sources, as we have
demonstrated for optical coherence tomography and ghost imaging in previous chapters
[21, 23].
In this chapter we have continued our quest to ascertain and distinguish the truly quan-
tum phenomena in quantum imaging theory and experiments, and the phase-sensitive co-
herence phenomena that can be exploited both in the classical and quantum regimes. To
this end, we have performed Gaussian-state analysis of two signiﬁcant experimental conﬁg-
urations in quantum imaging which use biphoton sources. In Section 6.2 we showed that the
factor-of-two spatial compression in the far-ﬁeld diﬀraction fringes of a transmission mask
placed at the source plane is precisely due to the phase-sensitive cross-correlation between
the signal and reference ﬁelds, in both the classical and quantum regimes. In particular,
the only signiﬁcant diﬀerence—insofar as this experiment is concerned—between phase-
sensitive classical and quantum sources is the fringe contrast when photocurrent correlation
measurements are employed. Narrowband classical Gaussian states can achieve acceptable
contrast, but the contrast degrades severely when the source is broadband. On the other
hand, with low-brightness quantum Gaussian states that are maximally-entangled, the con-
trast is high for both narrowband and broadband sources. Note that the strength of the
background in the signature may be a relevant factor in determining whether a classical or
quantum source is more desirable for a particular application. For example, in the previous
chapter, we determined that biphoton-state ghost imaging contrast suﬀers dramatically in
daytime operation, due to scattered background light collected by the bucket detector in
the reference arm. On the other hand, in photolithographic imaging, in which extraneous
noise may be eliminated by virtue of operation in a controlled environment, a biphoton-
state source in combination with a two-photon absorber at the detection plane generates
an optical image with no background, whereas a classical phase-sensitive source yields sig-
119
niﬁcant background that requires postdetection processing prior to etching. Hence the
contrast advantage oﬀered by the biphoton state—which cannot be replicated by classical
phase-sensitive light—is a desirable feature in this case.
In Section 6.3 we compared thin-lens imaging of a source plane transmission mask using
incoherent phase-insensitive light to the same imaging arrangement using phase-sensitive
light. When the sources are narrowband (quasimonochromatic), the point-spread functions
of the two cases turn out to be identical, yielding no resolution diﬀerence between the various
source possibilities. As the source bandwidth increases, the point-spread functions for the
phase-insensitive and phase-sensitive correlation functions become narrower, but the phase-
insensitive point-spread function develops a slowly-decaying tail. The diﬀerences between
the two cases stem from complex-stationary source statistics, and frequency-dependent free-
space diﬀraction. Once again, the biphoton state facilitates a high-contrast image and
a convenient measurement apparatus (coincidence counting) for detecting phase-sensitive
correlation, but it is not responsible for the physics governing the changes to the point-
spread functions.
Although in Section 6.2 we have focused on a proof-of-principle experiment for quantum
lithography with a biphoton source, the driving motivation for quantum optical lithography
is a the N -fold (N ∈ Z+) improvement in etching resolution predicted for N00N -state signal
and reference ﬁelds (a N00N state is an equal-weight superposition of two pure states: N -
photon signal ﬁeld and vacuum-state reference, plus vacuum-state signal and N -photon
reference ﬁeld) [7]. These states are highly nonclassical (their P -representation in terms of
coherent states is not a proper probability density function) and unfortunately generating
N00N states for N > 2 has proven challenging (the N = 2 case can be achieved with
biphoton states, viz., the output of a 50/50 beam splitter when the two inputs are the signal
and reference ﬁelds from SPDC operating in the low-brightness, low-ﬂux regime). Thus far,
the interference fringes for N = 3 and N = 4 have been demonstrated in proof-of-principle
experiments [59, 60], showing a factor of 3 and 4 fringe compression respectively, and eﬀorts
continue to generate higher orders. N00N states with N > 2 are no longer Gaussian
states or any limiting form of Gaussian states, because their second-order moments do not
determine the state. Therefore, the Gaussian-state analysis presented in this chapter does
not generalize to N > 2 N00N states. Nonetheless, to better appreciate the fundamental
physics that leads to improved resolution with these sources, it is of great interest to extend
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a unifying coherence theory to higher-order moments of continuous ﬁeld operators, and
perform an analysis for these moments to determine whether the advantages observed with
these states are truly due to their nonclassical nature or due to a measurement of a 2Nth-
order moment of the ﬁeld operator.
The analysis presented in Sections 6.2 and 6.3 reveal that the physics governing the res-
olution improvement in these two experiments are diﬀerent. In particular, the improvement
in resolution that is observed in the Fourier-plane measurement is due to the diﬀerence
in paraxial propagation of phase-sensitive and phase-insensitive correlations, and is valid
in the quasimonochromatic regime as well as the broadband regime. Furthermore, to ob-
serve this eﬀect with classical ﬁelds, it is preferable to utilize narrowband sources. On the
other hand, the marginal improvement in resolution observed in Section 6.3 is a strictly
broadband eﬀect that manifests itself in complex-stationary phase-sensitive (and phase-
insensitive) correlation functions. The two experiments capitalize on diﬀerent properties of
phase-sensitive coherence and therefore they are not experiments demonstrating equivalent
physical principles [55].
In summary, we have presented a uniﬁed Gaussian-state analysis of two transverse imag-
ing conﬁgurations, one that images the far-ﬁeld diﬀraction fringe of a source-plane transmis-
sion mask, and one that measures the near-ﬁeld image with a lens. We have shown that the
far-ﬁeld diﬀraction fringes obtained with classical phase-sensitive Gaussian-state light and
nonclassical Gaussian-state light with low-brightness—such as the biphoton—diﬀer only in
contrast, viz., the fringe compression is a classical phenomenon owing to the far-ﬁeld diﬀrac-
tion of phase-sensitive coherence. In the second experiment, we have demonstrated that
the cross-frequency coupling in complex-stationary and broadband phase-sensitive light—
whether classical or quantum—leads to a slightly narrower point-spread function than that
obtained with quasimonochromatic phase-sensitive or phase-insensitive light. However, be-
cause of the enormous bandwidth that is necessary to observe any appreciable change in
the point-spread functions, contrary to what is stated in [55], there is no practical advan-
tage that is gained from this image acquisition conﬁguration, beyond what is oﬀered by
quasimonochromatic phase-sensitive or phase-insensitive light.
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Chapter 7
Gaussian-State Theory of Pulsed
Parametric Downconversion
The previous chapters of this thesis focused on optical ﬁeld states with complex-stationary
second-order correlations. In other words, the phase-insensitive and phase-sensitive corre-
lation functions are invariant to translations of the time origin. Chapter 3 showed that
complex-stationary phase-sensitive coherence implies nonzero phase-sensitive correlations
between all frequency pairs whose average equals the center frequency, an example of which
is the phase-sensitive coherence between the signal and idler outputs from continuous-wave,
spontaneous parametric downconversion [18, 52]. Furthermore, Chapter 4 analyzed an
imaging conﬁguration, namely optical coherence tomography, which utilizes the complex-
stationary phase-sensitive cross-correlation between signal and reference source ﬁelds.
If we relax our assumption of complex-stationary correlations, a broader suite of phase-
sensitive frequency correlations are permissible. In this chapter and the next, we shall an-
alyze ﬁeld states that have no correlation between distinct frequencies, but each frequency
component has both phase-sensitive and phase-insensitive auto-correlations. Fourier trans-
form duality then implies that such ﬁeld states yield nonzero phase-sensitive correlation
between all time index pairs whose average equals some center time reference. In this
regard, this state is the frequency-dual to a phase-sensitive complex-stationary state.
As a prelude to considering imaging applications of a source with these statistics, it is
appropriate to ﬁrst analyze a physical process that is capable of generating optical ﬁelds
with the desired correlation behavior. In this chapter we consider pulsed parametric down-
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conversion in a collinear geometry, having mismatched group velocities such that the pump
group velocity is between those of the signal and the idler,1 and utilizing a pump pulsewidth
(in space) that is much shorter than the length of the nonlinear medium (often a crystal). It
is worth pointing out that this regime of parametric downconversion has been studied pre-
viously in considerable detail. An input/output relation has been obtained in [61], demon-
strating that it can be utilized to spectrally-conjugate an optical pulse while spectrally
compressing or stretching it. However, the derivations neglect the frequency response—
therefore the ﬁnite bandwidth—of the interaction. In addition, the boundary eﬀects due to
the ﬁnite length of the crystal are not considered. Other prior work demonstrates both the-
oretically [62, 63] and experimentally [64] that this process generates coincident-frequency
entangled photon-pairs over a broad bandwidth when the strong pump pulse interacts with
the vacuum ﬂuctuations in the crystal. However, these analyses are limited to the biphoton
regime of the output ﬁelds, thus they do not generalize to arbitrary photon ﬂuxes.
Our aim in this chapter is to derive an input/output description for this parametric
downconversion process that not only encompasses prior work, but also remedies some
of the limitations identiﬁed above. The chapter is organized as follows. In Section 7.1
we review classical optical pulse propagation in nonlinear media and derive the truncated
coupled-mode equations for pulsed downconversion. Next, in Section 7.2, we solve these
classical coupled-mode equations to obtain the signal and idler ﬁelds at the output facet
of a ﬁnite-length crystal in terms of the ﬁelds at its input facet, assuming a nondepleting,
short-duration, ﬂat-top pump pulse. Although such pump pulses are experimentally unreal-
istic, this assumption simpliﬁes the solution while preserving the most relevant parameters
of the pump pulse, namely its intensity and duration. In Section 7.3, we transition from the
classical solutions to a quantum operator-valued input/output description of the process,
in which the strong pump ﬁeld remains classical and only the signal and idler ﬁelds are
quantized. In Section 7.4, we focus on long crystals, and simplify the input/output map to
describe the ﬁelds that emerge from the crystal having interacted with the full longitudinal
extent of the pump pulse. In the remainder of the chapter we utilize this simpliﬁed in-
put/output map and revisit relevant applications of the downversion process. In particular,
Section 7.5 discusses the frequency response and the bandwidth of spectral-conjugation, in
1In this chapter we shall revert to conventional terminology for the output ﬁelds from SPDC, i.e., we will
call them signal and idler instead of signal and reference.
124
addition to the limitations on frequency-scaling of the baseband ﬁeld envelopes. In Sec-
tion 7.6, we take signal and idler input ﬁelds in their vacuum states, and fully characterize
the jointly-Gaussian state of the resulting signal and idler output ﬁelds. In addition, we take
the low-brightness, low-ﬂux limit of this Gaussian state to derive the biphoton wavefunction
and verify that it is in agreement with the prior biphoton-state analyses. We conclude in
Section 7.7, where we summarize our accomplishments in this chapter and discuss some of
the key conclusions.
7.1 Preliminaries
Let us begin with a review of optical pulse propagation in a nonlinear medium. Let
xE(z, t)eik0z−iω0t denote a +z-propagating, ﬁnite-duration plane wave, with center fre-
quency ω0, center wave number k0, and uniform linear polarization x chosen orthogonal
to z. Maxwell’s equations require that the frequency components comprising the baseband
envelope of this pulse satisfy the scalar wave equation [53, 65]
(
∂2
∂z2
+ k2(ω0 +Ω)
)[
E(z,Ω)eik0z
]
= −μ0 (ω0 +Ω)2PNL(z, ω0 +Ω) , (7.1)
for Ω ∈ [−ω0,∞), where E(z,Ω) ≡
∫
dt eiΩtE(z, t) represents the ﬁeld component that
is Ω-detuned from the center frequency,2 and k(ω) ≡ ωn(ω)/c is the dispersion relation
for the medium along the polarization vector of the ﬁeld, which is expressed in terms of
the refractive index n(ω) and the speed of light in vacuum, c.3 On the right-hand side
of the equation, μ0 denotes the magnetic permeability of vacuum and PNL(z, ω) denotes
the frequency-ω and x-polarized component of the induced material polarization with a
nonlinear dependence on the ﬁeld. This term is zero in linear media, but in nonlinear media
it drives the scalar wave equation by coupling diﬀerent frequencies in E(z,Ω).
Assuming that E(z,Ω) is a slowly-varying function of z, such that its second-order z-
derivative is small, i.e., |∂2E(z,Ω)/∂z2|  2k0|∂E(z,Ω)/∂z|, the second-order z-derivative
2To simplify notation we opt to distinguish the freqency-domain ﬁelds from their time-domain counter-
parts via the units of their second argument.
3Many nonlinear media are birefringent. To avoid introducing cumbersome vector notation, here we have
assumed that either the extraordinary or the ordinary axis of the birefringent nonlinear medium is aligned
with x, and n(ω) denotes the refractive index for the corresponding axis.
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in (7.1) can be simpliﬁed to yield
(
i2k0
∂
∂z
+ k2(ω0 +Ω)− k20
)
E(z,Ω) = −μ0 (ω0 +Ω)2e−ik0zPNL(z, ω0 +Ω). (7.2)
Furthermore, when k(ω0 + Ω) has a convergent Taylor series over the entire bandwidth of
the pulse, we obtain an inﬁnite series equivalence,
k2(ω0 +Ω)− k20 =
∞∑
n=1
αnΩn, (7.3)
with
αn =
n∑
m=0
k
(m)
0 k
(n−m)
0
m!(n−m)! , (7.4)
and k(n)0 ≡ ∂nk(ω)/∂ωn|ω0 . Substituting (7.3) into (7.2) and inverse Fourier transforming
the resulting expression yields the scalar wave equation governing pulse propagation in a
broad class of nonlinear media,(
i2k0
∂
∂z
+
∞∑
n=1
inαn
(
∂n
∂tn
))
E(z, t) = μ0e−ik0z+iω0t
∂2
∂t2
PNL(z, t) . (7.5)
If the frequency dependence of n(ω), i.e., the dispersion, is negligible over the pulse
bandwidth, we can truncate the inﬁnite series in (7.5) after the ﬁrst term, yielding the
truncated wave equation
(
∂
∂z
+
1
v
∂
∂t
)
E(z, t) =
−i
2c0ω0n(ω0)
e−ik0z+iω0t
∂2
∂t2
PNL(z, t) , (7.6)
where v ≡ 1/k(1)0 is the group velocity of the ﬁeld in the medium and 0 is the dielectric
permittivity of vacuum. We use this truncated form of the wave equation in subsequent
analysis and ﬁnd that a wealth of insight can be gained even from this simple ﬁrst-order
approximation.
Consider pulsed parametric downconversion in a second-order (χ(2)) nonlinear and bire-
fringent crystal, whose input surface is placed on the z = 0 plane and whose output plane
is z = L. With no loss of generality, we denote the two fundamental axes of the crys-
tal with x and y. Collinear parametric downconversion relies on the interaction of three
z-propagating optical pulses inside the crystal: an x-polarized, high-intensity pump pulse
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with center frequency ωP , and weaker signal and idler pulses whose center frequencies, ωS
and ωI respectively, satisfy ωP = ωS + ωI . The linear polarizations of the signal and idler
ﬁelds, denoted by xS and xI , are copolarized—and orthogonal to the pump—in Type-I
systems (xS = xI = y), and are orthogonal in Type-II systems, (xS ⊥ xI) [66]. Therefore,
the total positive-frequency ﬁeld inside the crystal is given by
E(z, t) = xSES(z, t)eikSz−iωSt + xIEI(z, t)eikIz−iωI t + xEP (z, t)eikP z−iωP t , (7.7)
where Em(z, t), for m ∈ {S, I, P}, denotes the baseband envelopes of the three optical
pulses, and km ≡ km(ωm) are the center wave numbers.
If the second-order nonlinear susceptibility is well approximated as spatially homoge-
neous and local (i.e., space-independent), as well as temporally constant and instantaneous
(i.e., time-independent), then the nonlinear polarization vector takes on the simple form
[53, 65, 67], {
PNL(z, t)
}
	
=
∑
n,m
χ
(2)
	,m,n
{
E(z, t)}
m
{E(z, t)}
n
, (7.8)
where the subscripts ,m, n refer to any one of the Cartesian coordinates x, y, z, and χ(2)	,m,n
is the corresponding tensor element of the second-order susceptibility. Substituting (7.8)
into the truncated wave equation (7.6), and separating the terms which overlap in frequency
and polarization, yields a system of three coupled diﬀerential equations [53, 67],
∂
∂z
ES(z, t) +
1
vS
∂
∂t
ES(z, t) = i
ωSχ
(2)
2c nS(ωS)
eiΔkzEP (z, t)E∗I (z, t) , (7.9)
∂
∂z
EI(z, t) +
1
vI
∂
∂t
EI(z, t) = i
ωIχ
(2)
2c nI(ωI)
eiΔkzEP (z, t)E∗S(z, t) , (7.10)
∂
∂z
EP (z, t) +
1
vP
∂
∂t
EP (z, t) = i
ωPχ
(2)
2c nP (ωP )
e−iΔkzES(z, t)EI(z, t) , (7.11)
for 0 ≤ z ≤ L. Here vm, for m = S, I, P , denotes the group velocities of the three pulses,
nm(ωm) is the refractive index seen by each ﬁeld at their respective center frequencies,
and Δk ≡ kP − kS − kI is referred to as the center-frequency phase mismatch. To obtain
these expressions we have assumed that the relevant elements of the nonlinear susceptibility
tensor are equal, and the optical pulses are suﬃciently narrowband, relative to their center
frequencies, such that in each equation ∂2PNL(z, t)/∂t2 ≈ −ω2mPNL(z, t) is warranted.
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The coupled-mode equations in (7.9)–(7.11) are a suitable starting point for numerical
analysis of the interaction between these three pulses inside the crystal. However, in order to
obtain an analytical solution, we assume that the pump pulse is much stronger relative to the
signal and idler pulses, such that the coupling term on the right-hand side of (7.11) can be
ignored. This yields a nondepleting pump pulse envelope EP (z = 0, t− z/vP ), propagating
at its group velocity inside the crystal without deformation. With this approximation, the
coupled-mode equations simplify to
∂
∂z
ES(z, t) +
1
vS
∂
∂t
ES(z, t) = i
ωSχ
(2)
2c nS(ωS)
eiΔkzEP (t− z/vP )E∗I (z, t) , (7.12)
∂
∂z
EI(z, t) +
1
vI
∂
∂t
EI(z, t) = i
ωIχ
(2)
2c nI(ωI)
eiΔkzEP (t− z/vP )E∗S(z, t) , (7.13)
for 0 ≤ z ≤ L, where we have simpliﬁed notation to EP (t− z/vP ) ≡ EP (z = 0, t− z/vP ).
It will be convenient for the remainder of this chapter to normalize the Volts/m electric
ﬁelds to photon units, i.e.,
√
photons/s. Because plane waves have inﬁnite power, we conﬁne
our region of interest to a ﬁnite area R on the transverse plane, centered at the optical axis
of the crystal. Then, with the help of the slowly-varying envelope approximation, the
baseband envelopes of the signal, idler and pump magnetic ﬁelds are well-approximated by
Hm(z, t) = (z × xm) nm(ωm)
√
0/μ0 Em(z, t) , (7.14)
for m = S, I, P . The short-time average photon ﬂux of each pulse at a ﬁxed z-plane is then
obtained by integrating the z-directed Poynting vector over the transverse region of interest
and normalizing by ωm, yielding Pm(z, t) = ηm|Em(z, t)|2, where
ηm =
Rnm(ωm)
2ωm
√
μ0/0
. (7.15)
The photon-units ﬁelds are therefore Am(z, t) ≡ √ηmEm(z, t), which yields (7.12) and (7.13)
in normalized form as follows,
∂
∂z
AS(z, t) +
1
vS
∂
∂t
AS(z, t) = iκeiΔkzAP (t− z/vP )A∗I(z, t) , (7.16)
∂
∂z
A∗I(z, t) +
1
vI
∂
∂t
A∗I(z, t) = −iκ∗e−iΔkzA∗P (t− z/vP )AS(z, t) , (7.17)
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where we have conjugated the second equation for future convenience, and have deﬁned a
(possibly complex-valued4) coupling coeﬃcient with units
√
m−2s, to be
κ ≡ χ(2)
√
μ0ωIωSωP
2RcnI(ωI)nS(ωS)nP (ωP )
. (7.18)
In order to obtain a solution to the coupled diﬀerential equations, it will be convenient
to transform the variables into a pump-referenced time frame via
z′ = z, (7.19)
t′ = t− z/vP , (7.20)
and eliminate the propagation phase by deﬁning A′m(z′, t′)≡Am(z′, t′)e−iΔkz
′/2 for m = S, I,
so that the coupled-mode equations become
[
∂
∂z′
+
1
ΔvPS
∂
∂t′
+ i
Δk
2
]
A′S(z
′, t′) = iκAP (t′)A′∗I (z
′, t′), (7.21)
[
∂
∂z′
+
1
ΔvPI
∂
∂t′
− iΔk
2
]
A′∗I (z
′, t′) = −iκ∗A∗P (t′)A′S(z′, t′), (7.22)
in which the group velocity mismatch terms are deﬁned as
Δvxy ≡
(
v−1y − v−1x
)−1
. (7.23)
Note that the coupled-mode equations, written in the pump-referenced time frame,
reveal two distinct solution regimes: ΔvPSΔvPI > 0, in which both signal and the idler
pulses are propagating in the same direction relative to the pump, and ΔvPSΔvPI < 0,
in which the two ﬁelds are counter-propagating relative to the pump. Not surprisingly,
this counter-propagation is an essential ingredient to obtaining spectral conjugation, whose
temporal equivalent—via properties of Fourier transforms—is given by phase-conjugation,
in addition to time reversal of the pulse. Whereas (temporal) phase-conjugation is achieved
by the downconversion process [53], the counter-propagating signal and idler ﬁelds in the
pump frame-of-reference is responsible for the time-reversal component.
4κ is complex if and only if χ(2) is complex.
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7.2 Exact solution with flat-top pump pulse
Our goal in this section is to solve the coupled-mode equations, (7.21) and (7.22) for the
signal and idler ﬁelds at z′ = L in terms of the ﬁelds that enter the nonlinear medium at
z′ = 0. We restrict our attention to ΔvPSΔvPI < 0, and for concreteness we assume that
the signal ﬁeld propagates faster than the idler—yielding ΔvPS < 0 and ΔvPI > 0—but the
ordering of the signal and idler group velocities may be swapped with no loss of generality.
Unfortunately, obtaining an analytic solution using an arbitrary pump pulse is tedious,
at best. Therefore, we choose a simple ﬂat-top pump pulse with duration TP and with an
envelope AP ∈ C, i.e.,
AP (t) =
⎧⎪⎨⎪⎩
AP for 0 ≤ t < TP ,
0 otherwise.
(7.24)
Although it is very unlikely that any practical pump pulse will resemble this shape, this
assumption simpliﬁes the interaction boundaries inside the crystal and the form of the
coupled diﬀerential equations, while retaining the duration and intensity of the pump as
parameters. However, it is worth pointing out that this assumption does not account
for phase modulation (in either time or frequency), which may be present in a practical
pump pulse. The pump-referenced coordinate transformation, applied to a ﬂat-top pump,
transforms the parallelogram-shaped interaction regime in the (z, t)-plane, into a rectangle
in the (z′, t′)-plane, as shown in Figure 7-1. The latter interaction region proves more
convenient than the former for solving the coupled-mode equations with respect to boundary
conditions.
We begin solving (7.21) and (7.22) noting that the pair of diﬀerential equations decouple
when the pump ﬁeld is zero, yielding the solutions,
A′S(z
′, t′) = A′S
(
z′ = 0, t′ + z′/|ΔvPS |
)
e−iΔkz
′/2, (7.25)
A′I(z
′, t′) = A′I
(
z′ = 0, t′ − z′/ΔvPI
)
e−iΔkz
′/2. (7.26)
Thus, when the pump is absent, the signal ﬁeld propagates backwards in time along the
characteristic lines t′+z′/|ΔvPS | = C ∈ R, whereas the idler ﬁeld propagates forward along
t′ − z′/ΔvPI = C ∈ R. As a result, we can identify the three regimes for the input ﬁelds,
based on their interaction with the pump, that are shown in Figure 7-2. First, the portion
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Figure 7-1: The interaction region inside the crystal, which is determined by the overlap of
the pump pulse and the crystal, is shown in the laboratory frame of reference (z, t) and the
pump frame of reference (z′, t′).
of signal ﬁeld that enters the crystal when t′ < 0 or t′ > TP +L/|ΔvPS | (red, dashed lines at
z′ = 0) never overlaps with the pump inside the crystal, thus emerges unaltered at z′ = L
after L/|ΔvPS | propagation delay. Similarly, the idler input during t′ < −L/ΔvPI and
t′ > 0 (blue, dashed lines at z′ = 0) exits at z′ = L, unaltered, after L/ΔvPI propagation
delay. The second regime corresponds to the signal input for t′ ∈ [TP , TP + L/|ΔvPS |],
and the idler input for t′ ∈ [−L/ΔvPI , 0], shown in Figure 7-2 with red and blue solid
lines at z′ = 0, respectively. The signal input in this time window catches up with the
trailing edge of the pump inside the crystal (t′ = TP , z′ ∈ [0, L]), initiating the nonlinear
interaction. On the other hand, the idler ﬁeld that enters the crystal in the corresponding
time window is overtaken by the leading edge of the pump, while propagating inside the
crystal (t′ = 0, z′ ∈ [0, L]). Thus, these signal and idler windows at z′ = 0 are mapped
one-to-one onto the right and left boundaries of the interaction rectangle, respectively, and
constitute boundary conditions, for the coupled-mode equations, on these edges. The third
and ﬁnal input regime corresponds to t′ ∈ [0, TP ], for both the signal and the idler input
ﬁelds (red and blue dash-dotted lines at z′ = 0, respectively). In this time window the pump
has only partially entered the crystal, thus the signal and idler inputs entering the medium
in this time window immediately begin interacting. Both inputs in this time window are
boundary conditions on the bottom edge of the interaction rectangle.
Let us now explain the three output regimes that result from the overall interaction.
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Figure 7-2: Time intervals of the signal (red) and idler (blue) inputs that undergo diﬀerent
interactions inside the crystal are shown at z′ = 0. Similarly, time intervals of the output
ﬁelds that result from diﬀerent interaction regimes inside the crystal are marked at z′ = L.
Dashed line segments refer to input and output segments that do not overlap with the
pump inside the crystal. The solid lines show the input ﬁeld intervals that begin interacting
with the pump inside the crystal and their one-to-one mapping onto the interaction region
boundary. The dotted lines refer to the output ﬁelds that complete the interaction inside the
crystal and separate from the pump, yielding a one-to-one mapping from the interaction
rectangle. The dash-dotted segments indicate incomplete interactions due to the partial
overlap between the pump and the crystal.
In the previous paragraph, we have already identiﬁed the ﬁrst of these regimes as the
unaltered signal and idler ﬁelds that exit during t′ ∈ (−∞,−L/|ΔvPS |] ∪ [TP ,∞) and
t′ ∈ (−∞, 0] ∪ [TP + L/ΔvPI ,∞), respectively (red and blue dashed lines at z′ = L). The
second regime corresponds to outputs that result from a complete interaction across the
full extent of the pump pulse. The signal that catches-up with the trailing edge of the
pump pulse at t′ = TP , emerges from its leading edge—having completed the interaction
over its full duration—at t′ = 0, and completes the remainder of its propagation inside the
crystal unaltered. Thus, the signal ﬁeld resulting from the interaction (t′ = TP , z′ ∈ [0, L])
emerges from the output facet of the crystal during t′ ∈ [−L/|ΔvPS |, 0] (red, dotted line
at z′ = L). An analogous argument can be made for the idler ﬁeld, which indicates that
the idler ﬁeld resulting from the full interaction over the pump pulse (t′ = TP , z′ ∈ [0, L])
emerges from the crystal during t′ ∈ [TP , Tp + L/ΔvPI ] (blue, dotted line at z′ = L).5 The
ﬁnal output window is t′ ∈ [0, TP ], during which the pump pulse is exiting the crystal. Thus,
5The ideal outputs from pulsed parametric downconversion corresponds to these two output intervals.
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the signal and idler outputs during this window (red and blue dash-dotted lines at z′ = L,
respectively) correspond to interactions that begin as described in the previous regime, but
prematurely terminate because the crystal ends before the ﬁelds can traverse the full extent
of the pump pulse.
Based on the interaction regimes described above, the coupled diﬀerential equations
should be solved inside the interaction rectangle (z′, t′) ∈ [0, L]× [0, TP ], subject to a signal
boundary condition on {z′ = 0, t′ ∈ [0, TP ]}∪{z′ ∈ [0, L], t′ = TP } (bottom and right edges),
and an idler boundary condition on {z′ = 0, t′ ∈ [0, TP ]} ∪ {z′ ∈ [0, L], t′ = 0} (bottom and
left edges). The signal ﬁeld observed at the output facet of the crystal is obtained from the
signal ﬁeld solution on {z′ ∈ [0, L], t′ = 0} ∪ {z′ = L, t′ ∈ [0, TP ]} (left and top edges), and
the idler output is obtained from its solution on {z′ = L, t′ ∈ [0, TP ]}∪{z′ ∈ [0, L], t′ = TP }
(top and right edges). This task is accomplished with Laplace transform techniques, the
details of which are left to Appendix C. After the solutions are transformed back into (z, t)
coordinates, the signal output for t ∈ [L/vS , L/vP + TP ] is a linear transformation on the
input ﬁelds,
AS(z = L, t) =∫ L/|ΔvPS |+TP
0
dτ AS(z=0, τ)hSS(t, τ) +
∫ TP
−L/ΔvPI
dτ A∗I(z=0, τ)hSI(t, τ), (7.27)
and outside of this time window we simply have AS(z=L, t) = AS(z=0, t−L/vS). Similarly,
the (conjugated) idler output for t ∈ [L/vP , L/vI + TP ] is given by
A∗I(z = L, t) =∫ L/|ΔvPS |+TP
0
dτ AS(z=0, τ)hIS(t, τ) +
∫ TP
−L/ΔvPI
dτ A∗I(z=0, τ)hII(t, τ), (7.28)
and by A∗I(z = L, t) = A
∗
I(z = 0, t− L/vI) otherwise.
It is a straightforward exercise to ﬁnd the analytic expressions of hmn(t, τ), for m,n =
S, I, from (C.24) and (C.25), but we will not include them here because they do not have
a direct bearing on subsequent derivations in this chapter. Instead, we note that three
parameters are signiﬁcant in these impulse responses: the characteristic frequency of the
interaction |βP |, where βP ≡ iκAP
√
ΔvPI |ΔvPS |, a (dimensionless) interaction-strength
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parameter |βP |TP , and the group-velocity mismatch ratio r ≡ ΔvPI/|ΔvPS |.
7.3 From classical fields to quantum field operators
Because light is fundamentally quantum mechanical, an accurate understanding of light
phenomena requires a full quantum treatment. Our diligence in pursuing the exact classical
solutions to the coupled-mode equations in the previous section will pay oﬀ in the simplicity
of our transition to quantum ﬁeld operators. To derive a quantum description of pulsed
parametric downconversion, we follow the common quantization procedure: the signal and
idler ﬁelds will be quantized, but the nondepleting pump ﬁeld—having many more photons
than the signal and idler ﬁelds—remains classical.
The classical signal and idler ﬁelds at the input facet of the crystal, AS(z = 0, t) and
AI(z = 0, t), are quantized using the standard formalism in free-space [14], which yields
photon-units quantum ﬁeld operators, AˆS(z = 0, t) and AˆI(z = 0, t), satisfying the canonical
commutator relations
[Aˆm(z = 0, t1), Aˆ†n(z = 0, t2)] = δm,n δ(t1 − t2), (7.29)
[Aˆm(z = 0, t1), Aˆn(z = 0, t2)] = 0 , (7.30)
for m,n = S, I. The evolution of these ﬁeld operators inside the crystal is determined by
operator-valued analogs of the classical coupled-mode equations (7.16) and (7.17), i.e.,
∂
∂z
AˆS(z, t) +
1
vS
∂
∂t
AˆS(z, t) = iκeiΔkzAP (t− z/vP ) Aˆ†I(z, t) , (7.31)
∂
∂z
Aˆ†I(z, t) +
1
vI
∂
∂t
Aˆ†I(z, t) = −iκ∗e−iΔkzA∗P (t− z/vP ) AˆS(z, t). (7.32)
In Appendix D, it is shown that these diﬀerential equations preserve commutators for all
z > 0. Hence, the input/output operator map is given by the classical expressions (7.27)
and (7.28) (equivalently, (C.24) and (C.25)), but with the classical ﬁelds AS(z = 0, t),
AI(z = 0, t), AS(z = L, t) and AI(z = L, t) replaced by the free-space, photon-units
quantum operators AˆS(z = 0, t), AˆI(z = 0, t), AˆS(z = L, t) and AˆI(z = L, t), respectively.
These operator-valued input/output relations for the signal and idler ﬁelds are exact
solutions to the coupled-mode equations when the pump is a ﬂat-top pulse. They in-
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corporate the contributions from the desired full interaction inside the crystal, as well as
those from nonideal interactions that occur close to the boundaries of the ﬁnite-length crys-
tal. Furthermore, these expressions encompass a broad range of physical conditions: they
are valid for arbitrary values of the center-frequency phase mismatch, the group-velocity
mismatch—subject to the condition that the pump velocity remain between the signal and
idler group velocities—the pump pulse duration6 and the pump intensity. Unfortunately,
their versatility in this regard precludes furthering our understanding of the output ﬁelds’
coherence properties. Thus it is desirable to perform a series of approximations on the exact
input/output relations that are based on the physical conditions which are relevant to this
chapter.
7.4 Full-interaction dominated output regime
Having obtained a quantized input/output description for pulsed parametric downconver-
sion, we are equipped to determine the conditions under which there exists a time win-
dow at the output that depends on the spectral conjugates of the input ﬁeld operators.
First, we assume that the center frequencies are phase-matched, so that Δk = 0. In ad-
dition, we restrict our window of interest to t ∈ [L/vS , L/vP ] for the signal ﬁeld, and to
t ∈ [L/vP + TP , L/vI + TP ] for the idler ﬁeld. These time intervals have simple physical
correspondences. L/vS is the earliest time instant that a signal which interacts with the
pump pulse may exit the output facet of the crystal, viz., it is the departure time (from
z = L) of the ﬁeld operator that enters the crystal at t = 0, together with the leading edge of
the pump. L/vP is the time instant the leading edge of the pump will emerge from z = L.
Because the signal ﬁeld propagates fastest inside the crystal, the signal output operator
resulting from an interaction of input ﬁeld operators over the full pump pulse duration will
correspond to the intermediate window. Analogously, L/vI + TP is the latest time instant
that an idler input operator which interacts with the pump pulse may exit the crystal at
z = L. In other words, the idler input operator exiting the crystal at L/vI +TP has entered
the crystal (from z = 0) at t = TP , together with the trailing edge of the pump pulse. On
6Although our physical interpretations of the solution regions have assumed TP |ΔvPS |  L, the mathe-
matics of solving the coupled-mode equations does not require this assumption. Therefore (7.27) and (7.28)
are valid for long pump pulses—particularly those that have a longitudinal extent longer than L so that the
entire crystal is subsumed by the pump for a long time period—as well. In these cases, the output window
of interest is t′ ∈ [0, TP ], which is diﬀerent from the window of interest in the short-duration pump case. In
this regime, TP →∞ gives the continuous-wave results.
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the other hand, L/vP +TP is the time instant that the trailing edge of the pump exists the
output facet of the crystal. Because the idler is the slowest propagating ﬁeld in the medium
the output idler operator window which results from input ﬁeld operators interacting over
the full duration of the pump pulse must be the intermediate time interval.
With these assumptions the operator-valued equivalent of (C.24) simpliﬁes to7
AˆS(z=L, t) =
∫ L/|ΔvPS |
0
dτ AˆS(z = 0, τ) γ μ
(
γ(t− L/vS − τ),min(τ, TP )
)
+
∫ L/|ΔvPS |
0
dτ r−1Aˆ†I(z=0,−r−2τ) γ ν
(
γ(t− L/vS − τ), 0
)
+
∫ TP
0
dτ Aˆ†I(z=0, τ) rγ ν
(
γ(t− L/vS − τ), τ
)
, (7.33)
where γ ≡ 2/(1+ r2). The impulse responses μ(t, τ) and ν(t, τ) are zero for t < 0, and their
second argument is deﬁned for τ ∈ [0, TP ]. Their Laplace transforms in the ﬁrst variable
are given by
V (s, τ) ≡
∫
dt e−st ν(t, τ) = esτ
(βP /ζ0) sin
(
ζ0(TP − τ)
)
cos(ζ0TP ) + (s/ζ0) sin(ζ0TP )
, (7.34)
M(s, τ) ≡
∫
dt e−st μ(t, τ) = esτ
cos
(
ζ0(TP − τ)
)
+ (s/ζ0) sin
(
ζ0(TP − τ)
)
cos(ζ0TP ) + (s/ζ0) sin(ζ0TP )
, (7.35)
where ζ0 ≡
√|βP |2 − s2, and s ∈ C is the transform-domain variable.
Similarly, the adjoint of the idler output operator for t ∈ [L/vP+TP , L/vI+TP ], obtained
from (C.25), is given by
Aˆ†I(z=L, t) =
∫ TP
−L/ΔvPI
dτ Aˆ†I(z=0, τ) r
2γ μ
(−r2γ(t− L/vI − τ),min(TP , TP − τ))
+
∫ 0
−L/ΔvPI
dτ rAˆS(z=0,−r2τ + TP ) r2γ ν
(−r2γ(t−L/vI−TP−τ), 0)e−i2φP
+
∫ TP
0
dτ AˆS(z=0, τ) rγ ν
(−r2γ(t− L/vI − τ), TP − τ)e−i2φP , (7.36)
where we have deﬁned φP ≡ ∠βP .
In (7.33) and (7.36), the signal and idler inputs during 0 < τ < TP contribute undesirable
boundary eﬀects because the pump is only partially inside the crystal during this time
7See last paragraph in Appendix C for discussion of this simpliﬁcation.
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interval. Let us consider the Laplace transform of the input contributions from this time
window in (7.33), i.e.,
∫ TP
0
dτ
[
AˆS(z = 0, τ)M
(
s/γ, τ)
)
+ Aˆ†I(z=0, τ) r V
(
s/γ, τ
)]
e−s(L/vS+τ) . (7.37)
The contribution from this portion of the inputs is a decaying function of time if and only if
M and V are stable system functions for all τ ∈ [0, TP ). The poles of these system functions
are given by the common roots of,8
cos(ζ0TP )± s/|βP |
∣∣∣
s/γ
= 0 and (7.38)
tan(ζ0TP ) + ζ0/s
∣∣∣
s/γ
= 0 , (7.39)
with the exception of s/γ = |βP | (i.e., ζ0 = 0), because it is cancelled by a zero. All of
these poles are in the left-half of the Laplace transform plane if and only if |βP |TP < π/2.
This is the stable operation regime of pulsed parametric downconversion, within which the
impulse response of the signal and idler inputs for all τ ∈ [0, TP ) will decay to zero as time
progresses. If |βP |TP < 1, the real parts of all poles are strictly less than −1/TP , so the time
constant of the decay is no greater than TP [68]. As |βP |TP grows beyond 1 and approaches
π/2, the time constant diverges towards inﬁnity. On the other hand, when |βP |TP > π/2,
there will be at least one pole in the right half of the Laplace transform plane, yielding an
impulse response that increases exponentially with time. Hence, the contribution from the
signal and idler inputs during τ ∈ [0, TP ] is no longer negligible.9,10 Note that, in this gain
regime, the ampliﬁed signal and idler will eventually become comparable to the pump ﬁeld,
thus invalidating the nondepleting pump approximation. The output ﬁelds therefore do not
grow in time indeﬁnitely, and pump dynamics must also be taken into account to obtain
accurate results in this regime [61, 68, 69]. As a ﬁnal note, we need not separately consider
the transient input contributions to the idler output, because the spectrum of poles in the
system functions of AˆS(z = L, t) and Aˆ
†
I(z = L, t) diﬀer only by a positive scaling factor,
which does not aﬀect the stable regime.
8The analysis in this paragraph is based on a seminal paper by Fisher et al. [68].
9When |βP |TP = π/2 there is one pole at s = 0, so that the system is marginally stable. However,
because the impulse response does not decay to zero, the transient regime still cannot be neglected.
10If |βP |TP > π the zeros of these system functions (which are parameterized by τ) may cancel a subset
of the real poles at a ﬁnite number of isolated τ values. However, because this does not happen for all
τ ∈ [0, TP ], it does not aﬀect the stability arguments presented herein.
137
For the remainder of this chapter we assume that |βP |TP < π/2. Because the time
response from the inputs AˆS(z = 0, τ) and Aˆ
†
I(z = 0, τ) for τ ∈ [0, TP ), is a decaying
function of time, their contribution to the output will be negligible when t > L/vS + T for
some T  TP , provided that the crystal is long enough to satisfy T < L/|ΔvPS |.11 In this
case, if we limit our window of interest for AˆS(z = L, t) to
L/vS + T < t < L/vP , (7.40)
and, for AˆI(z = L, t) to
L/vP + TP < t < L/vI + TP − r−2T, (7.41)
then the undesirable contributions from the inputs during τ ∈ [0, TP ] are negligible. Next,
we shift the signal and idler time windows by introducing
AˆS(t) ≡ AˆS
(
z = L, t + (L/vP + L/vS + T )/2
)
, (7.42)
AˆI(t) ≡ AˆI
(
z = L, t+ TP + (L/vP + L/vI − r−2T )/2
)
, (7.43)
so that both of these observation windows are centered at t = 0. With this shift, the
simpliﬁed input/output relations become
AˆS(t) = AˆS,W (t)W (t) + AˆS,vac(t)
(
1−W (t)) , (7.44)
AˆI(t) = AˆI,W (t)W (r2t) + AˆI,vac(t)
(
1−W (r2t)) , (7.45)
where the window function is given by
W (t) ≡
⎧⎪⎨⎪⎩
1 , |t| ≤ T0 = L2|ΔvPS | −
T
2
0 , otherwise,
(7.46)
and Aˆm,vac(t), for m = S, I, are auxiliary vacuum-state operators introduced to preserve
commutator brackets. The key relation between the input ﬁeld operators and the output
11If |βP |TP < 1, then T = 3TP guarantees that the contribution from the transient window has decayed
by at least a factor of e−2.
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operators is a two-ﬁeld frequency-domain Bogoliubov transformation,
AˆS,W (Ω) =e−iΩ(T0+T )
[
AˆS(Ω)M
(
Ω/γ
)
+ rAˆ†I(r
2Ω)V
(
Ω/γ
)]
, (7.47)
rAˆI,W (r2Ω) =eiΩ(T0+T )
[
rAˆI(r2Ω)M∗
(
Ω/γ
)
e−iΩr
2TP +Aˆ†S(Ω)V
∗(Ω/γ) eiΩTP +i2φP ], (7.48)
where the frequency-domain operators are deﬁned according to
fˆ(Ω) ≡
∫ ∞
−∞
dt eiΩtfˆ(t) , (7.49)
and, as before, we rely on the units of the argument to distinguish the frequency-domain
operators from their time-domain counterparts. The ﬁeld operators on the right-hand side
of (7.47) and (7.48) all correspond to z = 0 operators; we have omitted this argument for
brevity. The frequency responses are obtained by evaluating (7.34) at s = −iΩ and τ = 0,
and (7.35) at s = −iΩ and τ = TP , i.e.,
V (Ω) = (βP /ζ0) sin(ζ0TP )
[
cos(ζ0TP )− i(Ω/ζ0) sin(ζ0TP )
]−1
, (7.50)
M(Ω) = e−iΩTP
[
cos(ζ0TP )− i(Ω/ζ0) sin(ζ0TP )
]−1
, (7.51)
with ζ20 = |βP |2 + Ω2. These frequency responses are expressible in terms of the normal-
ized (dimensionless) variables, Ω/|βP | and |βP |TP . In Figure 7-3(a) we have plotted the
frequency-domain envelope12 of V (Ω), i.e., (βP /ζ0) sin(ζ0TP)/|cos(ζ0TP )−i(Ω/ζ0) sin(ζ0TP)|,
for several interaction strengths ranging from weak to strong, and in Figure 7-3(b) we
have plotted its corresponding phase-modulation behavior, arctan
(
(Ω/ζ0) tan(ζ0TP )
)
, with
φP = 0. The zeros of V (Ω) occur at
Ω′m = |βP |
√(
mπ/|βP |TP
)2 − 1 , (7.52)
for m ∈ Z − {0}. Therefore, its (baseband) bandwidth—deﬁned here as the location of
the ﬁrst zero—is Ω′1, and using the stability condition |βP |TP < π/2, we observe that
Ω′1 >
√
3|βP | is always true. For very weak interactions, i.e., when |βP |TP  π/2, we obtain
12We plot the envelope and phase modulation to avoid tracking the π phase shifts when the envelope
changes sign.
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Figure 7-3: The frequency-domain envelope and phase modulation of V (Ω) is plotted for
three diﬀerent values of the interaction-strength parameter, |βP |TP < π/2. In the latter
plot, φP = 0 is assumed.
Ω′1 ≈ π/TP , which is independent of |βP |, and equal to half the (baseband) bandwidth of
the pump pulse.
When |Ω|  |βP |, the envelope of V (Ω) is well-approximated by a sinc-function,
|βP |TP sin(ζ0TP )(ζ0TP ) , (7.53)
so the tails of the frequency response decay as |βP |/|Ω| regardless of the interaction strength.
In the same regime, the phase modulation is approximately linear in Ω, with a slope propor-
tional to TP . However the overall phase modulation is linear only in the weak-interaction
limit. As |βP |TP approaches π/2 the phase becomes nonlinear for |Ω| <
√
3|βP |, as shown
in the inset of Figure 7-3(b).
The peak of the frequency response occurs at Ω = 0 and is equal to tan(|βP |Tp), which
rapidly diverges towards inﬁnity as the interaction parameter approaches π/2. This is due
to one of the system-function poles—as discussed previously from the Laplace transform
domain perspective—approaching the imaginary axis from the left, and crossing to the right
when |βP |Tp = π/2. On the other hand, for |βP |Tp  1, the peak of the frequency response
scales linearly with the interaction strength parameter, |βP |Tp, hence the sinc-function
approximation to the frequency response is appropriate for all frequencies.
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In this section, we have started with a general (and exact) solution to the ﬁrst-order
truncated coupled-mode equations assuming a ﬂat-top pump pulse, and worked our way
through a series of approximations to derive the windowing equations in (7.44), (7.45)
and the frequency-domain Bogoliubov transformations in (7.47), (7.48), which yield the
input/output operator map when the boundary eﬀects from the ﬁnite length crystal are
negligible. In the following sections, we shall ﬁrst study the implications of the parameter
r in these equations, and then establish a Gaussian-state theory for the joint state of the
signal and idler at the crystal’s output facet.
7.5 Frequency-scaling and spectral phase conjugation
In the following discussion we assume that the crystal is long enough so that we can ne-
glect the temporal windowing, and focus primarily on the role of r ≡ ΔvPI/|ΔvPS | in the
Bogoliubov relations, (7.47) and (7.48). r is a parameter that denotes the ratio of the group-
velocity mismatch between the idler and pump pulse, to that between the pump and the
signal pulse. The deﬁnition of group-velocity mismatch is given in (7.23), and it physically
represents the walk-oﬀ (separation) velocity of pulses [66]. When r  1 we have vP ≈ vI ,
so that the interaction inside the crystal occurs between a short-duration window of the
idler input ﬁeld and a much longer duration window of the signal ﬁeld. On the other hand,
for r  1 we have vS ≈ vP , so that the signal pulse duration that interacts underneath the
pump pulse (and inside the crystal) is very short relative to that of the idler input ﬁeld. We
shall see shortly that this diﬀerence in the duration of the interacting input pulses results
in temporal compression or expansion.
Let us ﬁrst consider the output signal ﬁeld, AˆS,W (Ω). When r > 1, we have γ ≡
2/(1 + r2) < 1, so M(Ω/γ) and V (Ω/γ) correspond to compressing (7.50) and (7.51) along
the frequency axis. In addition, the spectrally-conjugated idler input ﬁeld is compressed
in frequency by a factor of r2 (note that the multiplier r in rA†I(r2Ω) is necessary to
preserve commutator brackets). Therefore, when the signal input is in a vacuum state,
the signal output contains the spectrally-conjugated and spectrally r2-compressed idler
input ﬁeld operator, subsequently ﬁltered through the bandwidth-Ω′1/γ ﬁlter, V (Ω/γ), and
embedded in a ﬁltered zero-point ﬂuctuation contribution from the vacuum-state input
signal. However, because 1/γ = (1+ r2)/2 < r2 for r > 1, the idler spectrum is compressed
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by a greater factor than the frequency response V . Thus, the fraction of the idler spectrum
that couples into the signal output (through the ﬁlter) increases with r, and in the limit
r  1 we have
AˆS,W (Ω) ≈ e−iΩ(T0+T )
[
AˆS(Ω)M
(
r2Ω/2
)
+ rAˆ†I(r
2Ω)V
(
r2Ω/2
)]
, (7.54)
so that the spectrally-conjugated idler ﬁeld is compressed twice as much as V , yielding
eﬃcient coupling between the idler input and signal output over a (baseband) bandwidth
of 2Ω′1.
On the other hand, the r < 1 regime for AˆS,W (Ω) yields frequency-broadening, which
in time-domain is equivalent to pulse-compression, due to the time/frequency duality. Nev-
ertheless, for r < 1 we have 1 > 1/γ = (1 + r2)/2 > r2 , so V broadens by a smaller factor
than rAˆI,W (r2Ω). As r decreases, the fraction of the idler spectrum that couples into the
signal output decreases as well, yielding
AˆS,W (Ω) ≈ e−iΩ(T0+T )
[
AˆS(Ω)M
(
Ω/2
)
+ rAˆ†I(r
2Ω)V
(
Ω/2
)]
, (7.55)
in the r  1 limit. Therefore, the broadened spectrum of the (conjugated) idler input is
limited by the cutoﬀ frequency of V , i.e, 2Ω′1. Hence, while it is possible to attain signif-
icant pulse-compression (spectral-broadening) of narrowband idler inputs (in conjunction
with spectral conjugation), broadband pulse-compression is not feasible due to the ﬁnite
interaction bandwidth.
It is unnecessary to separately consider the properties of the idler output because the
expression in (7.48) is similar to that of (7.47), but with the important distinction that
r−2 replaces r2. Thus, when the idler input ﬁeld is in a vacuum state, the idler output
is comprised of the spectrally-conjugated and ﬁltered signal input operator embedded in a
ﬁltered zero-point ﬂuctuation contribution arising from the input idler, but because the fre-
quency variable is scaled by r−2, the spectral-compression (r < 1) and spectral-broadening
(r > 1) regimes are the opposite of those observed in the signal output. Nevertheless, the
conclusions for the compression and the broadening regimes of the signal output port apply
in exactly the same manner to the corresponding regimes for the idler output.
The remaining possibility is equal group-velocity mismatch, i.e., r = 1, which is equiv-
alent to v−1S + v
−1
I = 2v
−1
P , because we have assumed vS > vP > vI . This condition is the
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extended phase-matching condition [61, 62]. When it is satisﬁed, the Bogoliubov transfor-
mation given in (7.47) and (7.48) simpliﬁes to
AˆS,W (Ω) =e−iΩ(T0+T )
[
AˆS(Ω)M(Ω) + Aˆ
†
I(Ω)V (Ω)
]
, (7.56)
AˆI,W (Ω) =eiΩ(T0+T )
[
AˆI(Ω)M∗(Ω) e−iΩTP +Aˆ
†
S(Ω)V
∗(Ω) eiΩTP +i2φP
]
, (7.57)
and the window durations in (7.44) and (7.45) become equal. Thus, when the idler input is
in a vacuum state, the idler output contains the spectral conjugate of the signal input, after
it has been ﬁltered in frequency by V (Ω) and windowed in time by W (t). The ﬁnite time-
bandwidth product of the output pulse implies that at most 4Ω′1T0 modes of the input signal
will have appreciable coupling to the idler output. Finally, note that the signal output ﬁeld
contains a similar spectrally-conjugated idler input when the signal input is in the vacuum
state.
7.6 Coincident-frequency biphoton generation
In addition to spectral conjugation, the extended phase-matching condition facilitates gener-
ating entangled photon pairs with coincident frequencies, also referred to as DB-state bipho-
tons [62], which have been proposed for quantum-enhanced timing measurements [70, 71].
Suppose AˆS(t) and AˆI(t) are in a multimode-vacuum product state. Then (7.56) and (7.57)
constitute a two-ﬁeld linear transformation on zero-mean, Gaussian-state inputs, so the
outputs AˆS,W (t) and AˆI,W (t) are also in a zero-mean jointly-Gaussian state. This output
state is completely determined by its second-order moments,
〈Aˆ†m,W (t1)Aˆn,W (t2)〉 = δm,n g(n)(t2 − t1), (7.58)
〈Aˆm,W (t1)Aˆn,W (t2)〉 = (1− δm,n) g(p)(t2 + t1) , (7.59)
for m,n = S, I. Here, g(n)(τ) ≡ F−1{S(n)(Ω)}, where the ﬂuorescence spectrum is given by
S(n)(Ω) = |V (Ω)|2 = |βP |
2 sin2(ζ0TP )
ζ20 cos2(ζ0TP ) + Ω2 sin
2(ζ0TP )
, (7.60)
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and g(p)(τ) ≡ F−1{S(p)(Ω)}, with the phase-sensitive cross-correlation spectrum given by
S(p)(Ω) = M(Ω)V ∗(Ω)eiΩTP +i2φP =
βP ζ0 sin(ζ0TP )
ζ20 cos2(ζ0TP ) + Ω2 sin
2(ζ0TP )
. (7.61)
Because of the t1 + t2 dependence in (7.59), S(p)(Ω) determines the phase-sensitive cross-
correlation strength between equal-frequency components of the signal and idler,13 as op-
posed to the phase-sensitive spectrum of a complex-stationary Gaussian state, which—as
studied in Chapter 3—determines the phase-sensitive cross-correlation between ±Ω-detuned
frequency components.
In Figure 7-4(a) we have plotted S(n)(Ω), which shows that the baseband bandwidth of
the spectrum is given by Ω′1, as deﬁned in (7.52). Furthermore, for |Ω|  |βP | we have
S(n)(Ω) ≈
(
|βP |TP sin(ζ0TP )
ζ0TP
)2
, (7.62)
so the tail of the spectrum decays as |βP |2/Ω2 as indicated by the dashed lines.
From (7.61), we note that |S(p)(Ω)| =
√
S(n)(Ω)(1 + S(n)(Ω)) for all Ω ∈ R. In Ap-
pendix E, we show that this is the maximum phase-sensitive cross-correlation spectrum,
given S(n)(Ω), and that it is stronger than what is achievable between two classical-state
ﬁelds with S(n)(Ω) as their ﬂuorescence spectra. This phase-sensitive cross-correlation spec-
trum is plotted in Figure 7-4(b), where we have chosen φP = 0.14 Because the zeros of
S(n)(Ω) and S(p)(Ω) coincide, both spectra have equal bandwidth by the deﬁnition we have
adopted in this chapter. However, for |Ω|  |βP | the spectrum simpliﬁes to
S(p)(Ω) ≈ |βP |TP sin(ζ0TP )
ζ0TP
=
√
S(n)(Ω) , (7.63)
which implies that the tails of the phase-sensitive cross-correlation spectrum decay as
|βP |/|Ω|, yielding a broader phase-sensitive spectrum than the ﬂuorescence spectrum, as
shown in the ﬁgure. In addition, the peak of the phase-sensitive spectrum is
S(p)(0) =
tan(|βP |TP )
cos(|βP |TP ) = tan(|βP |TP )
√
1 + tan2(|βP |TP ) , (7.64)
13The frequency-domain phase-sensitive cross-correlation is 〈AˆS,W (Ω1)AˆI,W (Ω2)〉 = 2πS(p)(Ω1)δ(Ω2 −
Ω1).
14In the remainder of this chapter, with no appreciable loss of generality, we will assume that φP = 0. To
generalize this case to arbitrary φP , the S
(p)(Ω) results presented hereafter should be multiplied by eiφP .
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Figure 7-4: The second-order correlation spectra of AˆS,W (t) and AˆI,W (t) are plotted against
baseband frequency, Ω. (a) The common ﬂuorescence spectrum of the two ﬁeld operators.
The dash-dotted envelope shows that the spectrum decays as |βP |2/Ω2. (b) The real-valued
phase-sensitive cross-correlation spectrum (φP = 0). For comparison, the ﬂuorescence spec-
trum is included as dash-dotted line. S(p)(Ω) decays as |βP |/|Ω|, which is appreciably slower
than the decay rate of the ﬂuorescence spectrum.
which is signiﬁcantly greater than S(n)(0) = tan2(|βP |TP ) when the interaction is weak
(|βP |TP  π/4). These characteristics are pulsed-downconverter versions of behavior we
have seen in earlier chapters where we considered the low-brightness regime of continuous-
wave SPDC.
Because the ﬁeld operators AˆS,W (t) and AˆI,W (t)—prior to windowing—are obtained
from continuous-time canonical transformations on vacuum-state AˆS(t) and AˆI(t), their
joint output state is a minimum-uncertainty-product pure (Gaussian) state. Furthermore,
as stated above, their phase-sensitive cross-correlation spectrum admits the maximum per-
missible magnitude, which is suﬃcient to prove that the output state is nonclassical. Thus,
although the joint input state is the trivial classical state (vacuum), through continuous-time
two-mode squeezing the outputs AˆS,W (t) and AˆI,W (t) emerge in a nonclassical, zero-mean,
pure Gaussian state, with nonzero ﬂuorescence spectra and maximum phase-sensitive cross-
correlation.
The ﬁelds observed at the output facet of the crystal, however, are not AˆS,W (t) and
AˆI,W (t), but a windowed portion of these ﬁelds, AˆS(t) and AˆI(t). Nonetheless, this is
another linear operation, so AˆS(t) and AˆI(t) remain in a nonclassical, zero-mean, jointly-
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Gaussian state, and now have Schell-model [13, 14] second-order moments
〈Aˆ†m(t1)Aˆn(t2)〉 = δm,n W (t1)W (t2)g(n)(t2 − t1) , (7.65)
〈Aˆm(t1)Aˆn(t2)〉 = (1− δm,n)W (t1)W (t2)g(p)(t2 + t1) , (7.66)
with m,n = S, I. Note however, the joint state of AˆS and AˆI is in general a mixed state,
because windowing the ﬁeld operators involves vacuum-state injection via the beam-splitter
relations (7.44) and (7.45). Nonetheless, in our regime of interest the window duration
2T0 is much broader than the widths of both g(n)(τ) and g(p)(τ) (which are ∼ 4π/Ω′1), so
apart from immediate vicinity of the window boundary, the ﬁelds inside the window are
uncorrelated with—and therefore independent of—those outside of the window. Thus, the
joint state of AˆS(t) and AˆI(t) can be approximated as being pure.
In the same regime (when the window duration signiﬁcantly exceeds the width of the
correlation functions), (7.65) and (7.66) can be approximated as
〈Aˆ†m(t1)Aˆn(t2)〉 ≈ δm,nW 2
(
(t1 + t2)/2
)
g(n)(t2 − t1) , (7.67)
〈Aˆm(t1)Aˆn(t2)〉 ≈ (1− δm,n)W 2
(
(t2 − t1)/2
)
g(p)(t2 + t1) , (7.68)
for m,n = S, I, where the approximation for the latter relies on W (t) being an even func-
tion. Then, the frequency-domain ﬁeld operators—deﬁned according to (7.49)—have the
following nonzero correlation functions,
〈Aˆ†m(Ω1)Aˆm(Ω2)〉 =W(Ω−)S(n)(Ω+) , (7.69)
〈AˆS(Ω1)AˆI(Ω2)〉 =W(Ω−)S(p)(Ω+) , (7.70)
where m = S, I, Ω− ≡ Ω2 − Ω1, Ω+ ≡ (Ω2 +Ω1)/2, and
W(Ω) = 2T0 sin(T0Ω)
T0Ω
. (7.71)
We can now identify the coincident-frequency nature of the phase-sensitive coherence be-
tween the signal and idler ﬁelds. Because 2T0 is much broader than the width of g(p)(τ),
the Fourier duality yields a phase-sensitive cross-correlation spectrum that is broad along
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the Ω+ axis, but narrow along the Ω− axis. Hence AˆS and AˆI have appreciable phase-
sensitive cross-correlation only when Ω1 ≈ Ω2. When Ω1 and Ω2 diﬀer more than π/T0 the
two ﬁelds decorrelate rapidly. On the other hand, when Ω1 ≈ Ω2, the cross-correlation is
appreciable for baseband frequencies up to Ω′1 in magnitude, beyond which the two ﬁelds
have no appreciable cross-correlation. If we consider the ﬂuorescence spectra of AˆS and AˆI ,
we once again ﬁnd that it is narrow along the Ω− axis and broad along the Ω+ axis, but
this represents typical phase-insensitive ﬂuorescence for a broadband thermal-state ﬁeld, in
which each frequency radiates (almost) independently.
In the low-brightness regime we have S(n)(Ω)  1, so that the phase-sensitive cross-
correlation spectrum obtained in (7.61) satisﬁes
|S(p)(Ω)| ≈
√
S(n)(Ω) . (7.72)
If we then push into the low-ﬂux regime, in which there is at most one signal/idler pair
generated in the 2T0-second pulse window, we ﬁnd that the ﬁrst and second-order moments
of AˆS(t) and AˆI(t), obtained from their jointly-Gaussian state characterized above, match
those moments for the unnormalizable pure state
|ψDB〉 = |0〉S |0〉I +
∫ ∞
−∞
∫ ∞
−∞
dΩ1dΩ2 ψ(Ω1,Ω2) |Ω1〉S |Ω2〉I . (7.73)
Here, |0〉S |0〉I represents the multimode vacuum state of the signal and idler, and |Ω1〉S |Ω2〉I
is a pure product state representing a single signal photon at frequency-detuning Ω1 (from
the signal-ﬁeld center frequency), and a single idler photon at frequency-detuning Ω2. Thus,
|ψDB〉 is a superposition of a predominant multimode vacuum-state contribution and a weak
biphoton contribution having the wave function
ψ(Ω1,Ω2) ≡ W(Ω−)
√
S(n)(Ω+) eiφP +iπu[− sin(ζ0TP )] , (7.74)
where ζ0 =
√
|βP |2 +Ω2+, and u[ · ] is the unit step function, which is equal to one when its
argument is nonnegative and is equal to zero otherwise.
We have plotted |ψ(Ω1,Ω2)| versus normalized signal and idler frequency variables, for a
moderately long crystal (L = 1cm) in Figure 7-5(a) and for a very long crystal (L = 3cm) in
Figure 7-5(b). Because the wavefunction is the phase-sensitive cross-correlation spectrum,
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Figure 7-5: Contour plots of the DB-state biphoton wavefunction magnitude from (7.74).
The common parameters used in generating the ﬁgures are |βP |TP = 7.182π × 10−7,
|ΔvPS | = ΔvPI = 7.114× 103 μm/ps and TP = 75 fs.
it too is narrow along the Ω− axis and broad along Ω+, as discussed earlier in this section.
Therefore the individual photons in each pair are generated at nearly-coincident frequencies,
within a positive-frequency band
|Ω1 − Ω2| < π/T0 = π
(
L
2|Δv| −
T
2
)−1
, (7.75)
where we have dropped the subscript for the group velocity mismatch because r = 1. Thus,
the width of the wavefunction main lobe along its minor axis scales inversely with the crystal
length, L. Note that T0, which represents the time window in which we can neglect the
boundary eﬀects of the crystal, has some dependence on the interaction strength |βP |TP
through the variable T that was used in the time shift relations (7.42) and (7.43). Biphoton
sources must have very low ﬂux and brightness, so |βP |TP  1, and T on the order of TP will
prevail. Thus, if L/2|Δv| is comparable to TP , the approximations pursued in this chapter
must be revisited to incorporate the contributions from the photons that may be generated
as the pump is entering the crystal. In the ﬁgures we have chosen T = 3TP such that
these contributions are negligible over the 2T0-second window of interest. The frequency
distribution of either the signal or idler photons, over an ensemble of biphotons generated by
this process, is given by S(n)(Ω), yielding a (passband) emission band 2Ω′1 ≈ 2π/TP , where
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the approximation is due to |βP |TP  1. This corresponds to the width of the wavefunction
main lobe along its major axis.
Although we have derived (7.75) from a temporal-windowing argument that stems from
the ﬁnite crystal length, the right-hand side of this expression is equal to the phase-matching
(baseband) bandwidth, 2π|Δv|/L, when T is negligible [62]. It is thus worth pointing
out that the phase-matching bandwidth has been implicitly invoked in our derivations,
when truncating the coupled-mode equations to ﬁrst order (cf. (7.5) and (7.9)–(7.11)).
Nonetheless, from that point forward, it does not have an explicit impact on the derivation.
In summary, pulsed parametric downconversion in the low-brightness, low-ﬂux regime
with extended phase matching yields, with very low probability, a pair of photons that have
nearly-coincident frequencies, but may be generated within a broad frequency band that
is proportional to the bandwidth of the pump pulse. The biphoton wavefunction in this
regime is the stronger-than-classical phase-sensitive cross-correlation spectrum of the signal
and idler.
7.7 Discussion
In this chapter we have provided a comprehensive analysis of parametric downconversion
with a nondepleting, pulsed, ﬂat-top pump, and with group-velocity ordering vS > vP > vI
for the signal, pump and idler pulses respectively. We ﬁrst derived the exact solution to
the coupled-mode equations for the classical signal and idler ﬁelds, and then quantized
the resulting input/output description by keeping the pump pulse classical and replacing
the photon-units signal and idler ﬁelds with their corresponding operators. In performing
this step we did not need to introduce any auxiliary operators to preserve the commuta-
tor brackets at the output, because the operator-valued coupled-mode equations (with a
classical pump) preserve the commutator brackets throughout the nonlinear interaction.
The fundamental physical principle yielding spectral conjugation inside the crystal is
the group-velocity ordering: as the pump overtakes the idler and the signal overtakes the
pump, the trailing edge of the idler pulse and the leading edge of the signal pulse inter-
act underneath the short-duration pump pulse, generating a time-inverted and conjugated
idler component in the signal output and vice versa for the idler output. However, for a
ﬁnite length crystal, there are additional contributions to the output arising from inter-
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actions taking place as the pump pulse enters and exits the medium. The simpliﬁcations
carried out in Section 7.4 determine the conditions under which these transient boundary
eﬀects diminish fast enough to become negligible. In particular, when |βP |TP < 1 and
L/max{|ΔvPS |,ΔvPI}  3TP , we are able to isolate a ﬁnite-duration time window, within
which the output ﬁeld operators is given by a frequency-domain Bogoliubov transformation
on the two input ﬁeld operators.
The remainder of the chapter contained an analysis of several relevant applications of
pulsed parametric downconversion, using these time-windowed Bogoliubov transformations
as the input/output operator map. The frequency responses in this map determine the
interaction bandwidths imposed on coherent optical operations, such as frequency scaling
and spectral conjugation. In the ﬁnal section of this chapter, we assumed that the extended
phase matching condition (r = 1) is satisﬁed, and determined the second-order correlation
functions for the zero-mean Gaussian-state output ﬁelds when the input ﬁelds are in vacuum
states. This yields a more general output state description for parametric downconverters
generating DB-state biphotons. A formal connection to the biphoton regime was established
by taking the low-brightness and low-ﬂux limit of this Gaussian state. The biphoton wave-
function obtained in (7.74) is in agreement with prior derivations of this wavefunction, via
perturbation analysis, whose validity is limited to the biphoton regime [62, 63]. However,
it should be noted that perturbation-theory-based derivations permit arbitrary pump pulse
shapes, whereas the analysis presented herein relies on a ﬂat-top pump.
It is relevant to note at this juncture that the coincident-frequency structure of the
phase-sensitive cross-correlation function in (7.70) is also observable in classical states. For
example, assume that the two frequency-domain output ﬁeld operators, AˆS(Ω) and AˆI(Ω),
are in a zero-mean Gaussian state with nonzero second-order correlations,
〈Aˆ†m(Ω1)Aˆm(Ω2)〉 =W(Ω−)S(n)(Ω+) , (7.76)
〈AˆS(Ω1)AˆI(Ω2)〉 =W(Ω−)S(n)(Ω+) , (7.77)
where m = S, I, and all functions are deﬁned as before. This state mimics the correlations
we have derived in (7.69) and (7.70), but the phase-sensitive cross-correlation spectrum
is now S(p)(Ω) = S(n)(Ω), so that this Gaussian state is a classical state, as detailed in
Appendix E. The two classical ﬁelds having these correlations are individually in a low-
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coherence thermal state, as is the case for the output of a continuous-wave parametric
downconverter, but the Ω1 frequency of the signal ﬁeld has appreciable (classical) phase-
sensitive correlation with the Ω2 frequency component of the idler ﬁeld when Ω1 ≈ Ω2.
However, this phase-sensitive cross-correlation is weaker than (7.70), which is achieved by a
nonclassical Gaussian state with the same ﬂuorescence spectra. Therefore, it is the strength
of the phase-sensitive correlation spectrum compared to the ﬂuorescence spectrum (of either
ﬁeld) that distinguishes a classical Gaussian state from a nonclassical one. Aside from this
strength diﬀerence, coincident-frequency phase-sensitive coherence can be observed in both
the classical and quantum regimes. In the next chapter, we shall exploit an optical source
with such classical phase-sensitive coherence to propose a self-referencing interferometer for
phase estimation.
As the ﬁnal point in this chapter, let us brieﬂy discuss the extension of Section 7.6
to r 
= 1. First, we deﬁne the scaled idler ﬁeld operators, BˆI(t) ≡ r−1AˆI(t/r2), and
BˆI,W (t) ≡ r−1AˆI,W (t/r2). Putting AˆS(z = 0, t) and AˆI(z = 0, t) in their vacuum states,
we see from (7.47) and (7.48) that the joint state of AˆS,W (t) and BˆI,W (t) is a zero-mean
Gaussian state with the nonzero correlation functions,
〈Aˆ†S,W (t1)AˆS,W (t2)〉 = 〈Bˆ†I,W (t1)BˆI,W (t2)〉 = g(n)(t2 − t1) , (7.78)
〈AˆS,W (t1)BˆI,W (t2)〉 = g(p)(t2 + t1) , (7.79)
where we now have,
F{g(n)(τ)} = S(n)(Ω/γ) , (7.80)
F{g(p)(τ)} = eiΩTP (1−r2)/2 S(p)(Ω/γ) , (7.81)
where S(n)(Ω) and S(p)(Ω) were deﬁned in (7.60) and (7.61) respectively, and γ = 2/1 + r2
as before. Carrying out approximations analogous to (7.67) and (7.68), we arrive at
〈Aˆ†S(Ω1)AˆS(Ω2)〉 = 〈Bˆ†I(Ω1)BˆI(Ω2)〉 =W(Ω−)S(n)(Ω+/γ) , (7.82)
〈AˆS(Ω1)BˆI(Ω2)〉 =W(Ω−)S(p)(Ω+/γ) eiΩ+TP (1−r2)/2 . (7.83)
Therefore, we ﬁnd that the two symmetry axes of the correlation functions for AˆS(Ω) and
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AˆI(Ω) are now given by the nonorthogonal lines, Ω2/r2 ± Ω1 = 0. Furthermore, we ﬁnd
that all spectra are scaled by 1/γ.
In this chapter, we have given a comprehensive analysis of pulsed parametric downcon-
version, set up to perform spectral conjugation of its inputs. The time-windowed, frequency-
domain Bogoliubov transformations in (7.44), (7.45) and (7.47), (7.48) are the essential
input/output operator mappings that facilitate our simple, yet rigorous and unifying, anal-
ysis of frequency-scaling, spectral conjugation and coincident-frequency entangled photon
generation.
152
Chapter 8
Axial Imaging with Spectrally
White Phase-Sensitive Light
In this chapter, we continue our exploration of nonstationary phase-sensitive correlations
in optical pulses. The previous chapter studied collinear, type-II phase-matched and de-
generate, pulsed parametric downconversion in the regime in which the pump pulse’s group
velocity inside the nonlinear medium (χ(2) crystal) is between that of the signal and idler.
The input/output relations for the signal and idler ﬁeld operators, in appropriately chosen
time windows at the output facet of the crystal, are single-frequency Bogoliubov transfor-
mations. This implies that vacuum input ﬁeld-states generate signal and reference output
ﬁelds in a zero-mean jointly-Gaussian state, with identical ﬂuorescence spectra and a phase-
sensitive cross-correlation between their equal-frequency components. This phase-sensitive
correlation structure diﬀers from that of phase-sensitive complex-stationary states, which
is nonzero between ±Ω-detuned frequencies around the center frequency.
Having justiﬁed our ability generate ﬁeld states with such correlations, we turn our atten-
tion to imaging applications utilizing these correlations. In this chapter we propose an axial
imaging conﬁguration that uses two source ﬁelds that are in a spectrally-white and phase-
sensitive state—such as the output of pulsed spontaneous parametric downconversion—to
image the complex frequency response (magnitude and phase) of a linear time-invariant
interaction without the need for a reference beam. The two features of the source state that
facilitates this imaging conﬁguration are the phase-sensitive nature of the cross-correlation
at each frequency and the absence of correlation between distinct frequencies.
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Because the source coherence is phase-sensitive, a receiver based on a conventional
second-order interferometer will not be able to measure the desired interference signature
from the received ﬁeld states. The receiver that we will propose in this chapter is similar
in concept to the PC-OCT interferometer from Chapter 4. In particular, ﬁrst the phase-
sensitive cross-correlation between two received ﬁelds will be mapped to phase-insensitive
cross-correlation by conjugating one of the ﬁelds, and then they will be interfered in a
Michelson interferometer to derive the desired interference signature. In addition, due to
the nonstationary phase-sensitive coherence of the source, the conjugator utilized in this
chapter will be a spectral conjugator (as opposed to the temporal phase-conjugator utilized
in PC-OCT).
We have organized this chapter as follows. In Section 8.1, we introduce the imaging
conﬁguration and the relevant source statistics. We then derive the mean signature of this
imager in Subsection 8.1.1. Subsection 8.1.2 analyzes the signal-to-noise ratio (SNR) of
this imager in diﬀerent operating regimes. Finally, Section 8.2 discusses the theoretical
signiﬁcance and the practical implementation challenges of this imaging scheme.
8.1 Self-referenced interferometry with phase-sensitive light
Consider the imaging conﬁguration shown in Figure 8-1. Because we are interested in
axial behavior we have suppressed all transverse spatial coordinates, and we follow block
diagram conventions wherein all blocks are depicted in transmission, regardless of their
implementation. We will also use quantum notation throughout this chapter, to facilitate
the comparison between classical and quantum states of light.
In the transmitter portion of this imager, an optical source generates two ﬁelds, signal
(S) and reference (R), in orthogonal polarizations and around a common center frequency
ω0. The photon-units (i.e.,
√
photons/s) scalar baseband envelope operators, denoted by
EˆS(t) and EˆR(t) respectively, satisfy the canonical commutator relations
[Eˆm(t1), Eˆ
†
k(t2)] = δm,k δ(t2 − t1) , (8.1)
[Eˆm(t1), Eˆk(t2)] = 0 , (8.2)
for m, k = S,R, and are assumed to be in a zero-mean, jointly-Gaussian state having iden-
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Figure 8-1: Block diagram of imager using phase-sensitive, spectrally-white signal and
reference ﬁelds in orthogonal polarizations. The receiver consists of a signal-arm spectral
conjugator and a reference-arm variable time delay, followed by a second-order (Michelson)
interferometer. PBS: polarizing beam splitter, HWP: half-wave plate, q: electron charge.
tical phase-insensitive (normally-ordered) auto-correlations, and a nonzero phase-sensitive
cross-correlation but no phase-insensitive cross-correlation and no phase-sensitive auto-
correlations. For simplicity, we adopt Schell-model correlation functions [14],
〈Eˆ†m(t1)Eˆm(t2)〉 = W (t1)W (t2)g(n)(t2 − t1) ≈W 2
(
(t1 + t2)/2
)
g(n)(t2 − t1) , (8.3)
〈EˆS(t1)EˆR(t2)〉 = W (t1)W (t2)g(p)(t2 + t1) ≈W 2
(
(t2 − t1)/2
)
g(p)(t2 + t1) , (8.4)
for m = S,R, where |W (t)| ≤ 1 is a real and even function of duration T0, which may be
regarded as a gating function that truncates two inﬁnite-duration, nonstationary random
ﬁelds with coincident-frequency phase-insensitive auto-correlations g(n)(τ) and a coincident-
frequency phase-sensitive cross-correlation g(p)(τ).1 The approximations on the right-hand
side follow from our assumption that g(n)(τ) and g(p)(τ) have durations much shorter than
T0.
The two source ﬁelds are combined via a polarizing beam splitter at the transmitter and
then focused onto a particular transverse spot on the intended target. The interaction of the
incident ﬁeld with the target is modeled as linear, time-invariant, polarization independent
and passive, such that the output ﬁelds from the interaction can be expressed as convolution
relations,
Eˆm′(t) =
∫ ∞
−∞
dτ h(t− τ)Eˆm(τ) + Lˆm(t) , (8.5)
for m = S,R, where h(t) denotes the impulse response in both polarizations, and Lˆm′ are
1g(p)(τ) and g(n)(τ) must satisfy inequality (E.10) (and inequality (E.16) if the state is classical).
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vacuum-state operators introduced to preserve commutator relations.
The post-interaction ﬁeld operators are then collected at the receiver and separated via
another polarizing beam splitter. The reference ﬁeld ﬁrst propagates through a half-wave
plate, and then a controlled variable time delay T , yielding the envelope EˆR′(t − T )eiω0T
in the signal polarization. The signal ﬁeld, on the other hand, is ﬁrst spectrally-conjugated
according to the idealized spectral-conjugation expressions in (7.44) and (7.56), written
with our notation as2
EˆC(t) = WC(t)
∫ ∞
−∞
dτ ν(t− τ)Eˆ†S′(−τ) + LˆC,v(t) , (8.6)
where ν(t) is the ﬁnite-bandwidth impulse response of the spectral conjugator, LˆC,v(t) is
a vacuum-state auxiliary operator and WC(t) is a ﬂat-top window function that is unity
for t ∈ [−TC/2, TC/2], and zero otherwise. Note that we have ignored a time delay in this
input/output relation (cf. (7.42)) for analytic simplicity and with no loss of generality.
Throughout this chapter, we will assume that the spectral conjugator is capable of conju-
gating the entire post-interaction signal pulse. Hence, we impose T0  TC , and henceforth,
ignore WC(t) in (8.6).
The ﬁnal step in the Figure 8-1 conﬁguration is to interfere EˆC(t) and EˆR′(t−T )eiω0T in
a second-order Michelson interferometer with dual-balanced detectors. We assume that the
detectors both have quantum eﬃciency η, no dark current, but classical thermal noise on the
photocurrents (due to post-detection electronics) with spectral density Sith . The classical
photocurrents from the two detectors, im(t) for m = 1, 2, are diﬀerentially ampliﬁed and
time-integrated to obtain the observed statistic,
N(T ) =
1
q
∫ Td/2
−Td/2
dtGA
(
i1(t)− i2(t)
)
, (8.7)
where q is electron charge and the output is parameterized in terms of the time-delay T
imposed on the reference ﬁeld. Next, we will show that the mean of this statistic contains
information pertinent to the target interaction impulse response h(·), as a function of the
2As discussed in Section 7.5, ideal spectral conjugation in a second-order (χ(2)) nonlinear crystal with
pulsed pumping requires that the extended phase-matching condition is satisﬁed. With this the case, when
the ﬁeld is input through the signal port—with the idler port in a vacuum state—the spectrally-conjugated
input signal ﬁeld is observed at the idler output port, and vice versa for a ﬁeld input through the idler port
(cf. (7.45) with r = 1 and (7.57)). In this chapter, for concreteness, we have chosen to utilize the signal
input port.
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time delay T . This mean value—for each value of T—can be estimated by averaging N(T )
over multiple optical pulses.
8.1.1 Mean signature
For compactness, we refer to normally-ordered and phase-sensitive correlation functions
according to
K
(n)
m,k(t1, t2) ≡ 〈Eˆ†m(t1)Eˆk(t2)〉 , (8.8)
K
(p)
m,k(t1, t2) ≡ 〈Eˆm(t1)Eˆk(t2)〉 , (8.9)
respectively, where the subscripts m, k may denote any ﬁeld label. The associated frequency
spectra are deﬁned, with distinct sign conventions, as
S
(n)
m,k(Ω1,Ω2) ≡
∫ ∞
−∞
dt1dt2 e−iΩ1t1+iΩ2t2K
(n)
m,k(t1, t2) , (8.10)
S
(p)
m,k(Ω1,Ω2) ≡
∫ ∞
−∞
dt1 dt2 eiΩ1t1+iΩ2t2K
(p)
m,k(t1, t2) , (8.11)
from which we ﬁnd that the spectra associated with the source correlations in (8.3) and
(8.4) are given by
S(n)m,m(Ω1,Ω2) =W(Ω−)G(n)(Ω+) , (8.12)
S
(p)
S,R(Ω1,Ω2) =W(Ω−)G(p)(Ω+) , (8.13)
for m = S,R, where Ω− ≡ Ω2 − Ω1, Ω+ ≡ (Ω1 +Ω2)/2,
G(x)(Ω) ≡ F{g(x)(t)} ≡ ∫ ∞
−∞
dt eiΩt g(x)(t) , (8.14)
for x = n, p, and W(Ω) ≡ F{W 2(t)}. Consequently, the nonzero second-order moments of
EˆS′(t) and EˆR′(t) are found to be
S(n)m,m(Ω1,Ω2) = H
∗(Ω1)H(Ω2)W(Ω−)G(n)(Ω+) , (8.15)
S
(p)
S′,R′(Ω1,Ω2) = H(Ω1)H(Ω2)W(Ω−)G(p)(Ω+) , (8.16)
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for m = S′, R′, where H(Ω) ≡ F{h(t)} is the frequency response of the target interaction
at Ω detuning from the center frequency ω0.
The mean value of the derived statistic N(T ) is
〈N(T )〉 = 2GAη
∫ Td/2
−Td/2
dt{K(n)C,R′(t, t− T )eiω0T} , (8.17)
in terms of the phase-insensitive cross-correlation between the spectrally-conjugated signal
and delayed reference ﬁelds. Chapter 7 shows that a pulsed parametric downconverter can
generate signal and idler ﬁelds with femtosecond-scale coherence times and picosecond-scale
pulsewidths, so with GHz-bandwidth avalanche photodiodes (Td nanosecond-scale),
T0  TC  Td (8.18)
is feasible. Then, with no appreciable loss of generality, we may extend the integration
limits in (8.17) to inﬁnity and derive the frequency-domain integral expression,
〈N(T )〉 = 2GAηW(0)
{∫ ∞
−∞
dΩ
2π
H2(Ω)G(p)(Ω)V ∗(Ω)ei(Ω+ω0)T
}
, (8.19)
where V (Ω) ≡ F{ν(t)} is the spectral conjugator’s frequency response. Therefore, the
mean signature from this imager is proportional to the real part of the inverse transform of
H2(Ω), ﬁltered by the phase-sensitive coherence spectrum of the source and the frequency
response of the spectral conjugator. Subject to the knowledge of the latter two functions,
the magnitude and phase of H(Ω) can be inferred from this measurement without the need
for a local reference beam. The frequency band over which the sample information can be
retrieved, however, is the minimum of the conjugator bandwidth and that of the phase-
sensitive spectrum, thus both are required to be broadband if a broadband H(Ω) is to be
determined.
As an example, consider the mean signature when the source ﬁelds are in a classical
zero-mean Gaussian state with the maximum real and positive-valued phase-sensitive cross-
correlation spectrum,
G(p)(Ω) = G(n)(Ω) = (PS
√
2π/ΩS) e−Ω
2/2Ω2S , (8.20)
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where PS is the signal and reference photon ﬂux, and 2ΩS is the e−2-attenuation (baseband)
bandwidth of the Gaussian-shaped ﬂuorescence spectrum. For analytic convenience we will
take W (t) to be a Gaussian pulse centered at zero, with e−2-attenuation points at ±T0/2,
so the Fourier transform of its square is given by
W(Ω) = (√πT0/4) e−T 20Ω2/64 . (8.21)
Let us assume that the target is a chirped, partially-reﬂecting mirror, i.e.,
H(Ω) = reiω0τp+iΩτg+iΩ
2b , (8.22)
where 0 < r ≤ 1 is its reﬂectivity, τp is its phase delay, τg is its group delay and b represents
its second-order (group-delay) dispersion coeﬃcient. In addition, suppose that the conjuga-
tor bandwidth signiﬁcantly exceeds ΩS , such that G(p)(Ω)V ∗(Ω) ≈ |V |e−iφV G(p)(Ω), where
|V | is the conjugator gain and φV is its phase. Then, evaluating (8.19) gives
〈N(T )〉 = GAη|V |PST0
√
πr2
2
(
1 + 16b2Ω4S
)1/4 exp{−Ω2S(T + 2τg)2/[2(1 + 16b2Ω4S)]}
× cos
(
ω0(T + 2τp) + 2bΩ4S(T + 2τg)
2/(1 + 16b2Ω4S)− φV − φb
)
, (8.23)
where φb ≡ (1/2) arctan[4bΩ2S ]. Hence the signature is a Gaussian envelope that modulates
a carrier of linearly increasing frequency. The dispersion coeﬃcient may be estimated from
the width of the interference fringe, the group delay is determined from the delay T that
corresponds to the peak of the interference envelope, and the reﬂectivity can be ascertained
from the peak value of the interference envelope. It is worth noting that the interference
envelope has e−2-attenuation width—as a function of T—equal to 4
√
1 + 16b2Ω4S/ΩS , so the
envelope broadens signiﬁcantly only if the dispersion is strong enough to yield 16b2Ω4S  1.
When the dispersion coeﬃcient is small, the linear frequency term in the carrier may be
easier to determine.
8.1.2 Signal-to-noise ratio
We now turn to the signal-to-noise ratio (SNR) of this imaging conﬁguration. Here we will
focus on the single-pulse SNR, because averaging the measurements over M independent
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pulses simply increases this SNR by a factor of M .
The variance of N(T ) can be expressed as 〈ΔN(T )2〉 ≡ σ2th+σ2shot+σ2ex, where the three
terms represent thermal noise, shot noise and excess noise respectively. Thermal noise is
additive white Gaussian noise on each photocurrent, yielding σ2th = 2G
2
ASithTd/q
2. The
shot-noise variance is
σ2shot = G
2
Aη
∫ ∞
−∞
dΩ
2π
[
S
(n)
C,C(Ω,Ω) + S
(n)
R′,R′(Ω,Ω)
]
, (8.24)
where the ﬁrst term includes the signal-arm shot noise plus the shot noise of ampliﬁed
spontaneous emission from spectral conjugation, and the second term is the shot noise from
the reference arm. Finally, the excess noise is given by
σ2ex = 2G
2
Aη
2
{∫∫
dΩ1
2π
dΩ2
2π
[
S
(n)
C,R′(Ω1,Ω2)S
(n)
C,R′(Ω2,Ω1)e
i(Ω1+Ω2+2ω0)T
+ S(n)C,C(Ω1,Ω2)S
(n)
R′,R′(Ω2,Ω1)e
−i(Ω2−Ω1)T
]}
. (8.25)
To establish baseline performance, let us evaluate
SNR ≡ 〈N(T )〉
2
〈ΔN(T )2〉 (8.26)
for a partially-reﬂecting nondispersive mirror whose frequency response is given by (8.22)
with b = 0 and τp = τg. In addition, to limit the spontaneous emission bandwidth, we take
V (Ω) = V e−Ω2/4Ω2V as the frequency response of the spectral conjugator, with V ∈ R for
convenience.
Consider ﬁrst the classical, zero-mean, phase-sensitive, maximally-correlated Gaussian
source state introduced in the previous section, with all nonzero second moments determined
by (8.20) and (8.21). Evaluating the SNR at the reference arm delay that maximizes the
interference signature (T = −2τg) yields
SNRc=
ηr4P 2ST
2
0 V
2π/(1 + γ/2)
Ω2th+r
2PST0
√
π
(
1+ V 2√
1+γ
)
+ 4TCV 2 ΩV√2π +
2ηr2PST0V 2
√
π√
1+γ
(
1 + r2 PS
√
2π
ΩS
√
1+γ
1+γ/2
) ,
(8.27)
where Ω2th = 8SithTd/q
2η, γ ≡ Ω2S/Ω2V , and the noise terms in the denominator from
left to right correspond to, thermal noise, shot noise of the post-interaction signal and
160
reference ﬁelds, ampliﬁed spontaneous emission noise due to spectral conjugation, and the
spontaneous-emission×reference plus signal×reference excess noise.
When thermal noise is not dominant, the SNR has two regimes depending on the bright-
ness of the received ﬁelds. In the low-brightness regime, i.e., when r2PS
√
2π/ΩS  1, and
with V ≥ 1,3 the dominant noise is ampliﬁed spontaneous emission, so we have
SNRc ≈ ηπ4 r
4PST0
(
PS
√
2π
ΩS
)(
T0
√
γ
TC(1 + γ/2)
)
≤ ηπ
6
r4PST0
(
PS
√
2π
ΩS
)
, (8.28)
where the upper bound is achieved when ΩS = ΩV and T0 = TC , i.e., because spectral
phase-conjugation generates one noise photon per temporal mode, the SNR is maximized
when all temporal modes of the conjugator are utilized. Note that, broadband sources can
achieve PST0  1, so the SNR can be reasonable for bright classical sources interacting with
r ≈ 1 targets. However, the SNR decreases as the fourth-power of the mirror’s reﬂectivity, so
in high-loss scenarios the single-pulse SNR will suﬀer signiﬁcantly. Furthermore, increasing
the conjugator gain does not improve the SNR. Finally, recall that this SNR is improved
by a factor of M after averaging N(T ) over M independent optical pulses to estimate its
mean.
If, on the other hand, the received ﬁelds are bright, such that r2PS
√
2π/ΩS  1, then
the signal×reference excess noise dominates the denominator of (8.27), saturating the SNR
at
SNRc ≈ ΩST02√2 + γ , (8.29)
in which the numerator is the time-bandwidth product (the number of temporal modes) of
the source. In this regime, because the SNR is independent of the source power, averaging
over multiple pulses is crucial to improving the SNR of the estimate.
Now suppose that the source is in a zero-mean Gaussian state with the same ﬂuorescence
spectra for the signal and reference as before, but the phase-sensitive cross-correlation is
real, positive and the maximum permitted for nonclassical states, i.e.,
G(p)(Ω) =
√
G(n)(Ω)(1 + G(n)(Ω)) . (8.30)
3Because there are V -independent terms in the denominator of SNRc, V < 1 does not improve perfor-
mance, so we only consider V ≥ 1.
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The bright source regime, G(n)(0)  1, then yields little improvement in favor of the
nonclassical source, because in this regime G(p)(Ω) ≈ G(n)(Ω). However, for G(n)(0)  1,
G(p)(Ω) ≈
√
G(n)(Ω), and the ampliﬁed spontaneous emission dominated SNR becomes,4
SNRq =
ηπ
2
r4PST0
(
T0
√
γ
TC(1 + γ)
)
≤ ηπ
4
r4PST0 , (8.31)
where satisfying the upper bound still requires T0 = TC and ΩS = ΩV . Comparing this
single-pulse SNR to (8.28)—resulting from a broadband classical source with identical ﬂu-
orescence spectra—we obtain
SNRq
SNRc
≈ ΩS
PS
√
2π
 1 , (8.32)
in which the last inequality follows from low source brightness. The SNR improvement in the
quantum case is because the stronger phase-sensitive cross-correlation of the nonclassical
state improves the numerator of the SNR expression, whereas the denominator, in both
cases, is dominated by the same level of spontaneous emission. It is relevant to note,
however, that best SNR is attained with a large number of photons in each pulse (PST0  1),
so classical sources that can generate higher photon ﬂux than their quantum counterparts
may yet achieve higher SNR. In addition, biphoton-state sources with PST0  1 result
in poor SNR performance because the signal photon is embedded in a large number of
spontaneously-emitted noise photons.
8.2 Discussion
Nonstationary optical ﬁeld-states that are spectrally white and phase-sensitive, can be
utilized to estimate the full frequency response—magnitude and phase—of a linear time-
invariant interaction. We have proposed, in this chapter, an imaging conﬁguration that
achieves this task for frequency responses which are independent of the polarization state of
the incident light. In particular, two source ﬁelds in orthogonal polarizations interact with
the target in either reﬂection or transmission. The post-interaction ﬁelds are then collected
by a stand-alone receiver, which separates the two polarization components of the ﬁeld,
and interferes the spectrally-conjugated signal-arm with a time-delayed reference arm in a
second-order (Michelson) interferometer. With a suﬃciently broadband source and spectral
4Because G(n)(0) = PS
√
2π/ΩS  1 in this regime, excess noise will not be the dominant noise.
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Figure 8-2: Block diagram of imager using phase-sensitive, spectrally-white, co-polarized
signal and reference ﬁelds. The receiver consists of a signal-arm spectral conjugator and a
reference-arm variable time delay, followed by a second-order (Michelson) interferometer. q
is electron charge.
conjugator, the ensemble-average interference signature traces out the complex baseband
impulse response of the interaction as a function of the reference-arm time delay. If the ﬁeld
collected by the receiver is dim (less than one photon per temporal mode), the single-pulse
SNR is dominated by the ampliﬁed spontaneous emission of the spectral conjugator. On the
other hand, for bright post-interaction ﬁelds, the signal and reference excess noise dominates
the SNR denominator. In either scenario, multiple-pulse averaging is necessary to improve
the mean-square estimation error. We have also shown that nonclassical source-states are
beneﬁcial—in terms of SNR—if the source is restricted to less than one photon per mode.
It is worthwhile to note that the optical spectral conjugator, in the Figure 8-1 conﬁg-
uration, utilizes one output port of a multiple-input, multiple-output interaction. Thus,
the auxiliary outputs to which the input signal has appreciable coupling may be utilized
for further information extraction. For example, if spectral conjugation is implemented via
parametric downconversion as studied in Chapter 7, then the auxiliary port corresponds to
the phase-insensitive ampliﬁcation of the input, viz.,
EˆC′(t) = WC(t)
∫ ∞
−∞
dτ μ(t− τ)EˆS′(τ) + Lˆ†C′,v(t) , (8.33)
where M(Ω) ≡ F{μ(t)} satisﬁes |M(Ω)|2− |V (Ω)|2 = 1, and Lˆ†C′,v is an auxiliary, vacuum-
state, non-Hermitian operator that does not commute with its adjoint. Therefore, EˆC′(t)
can be separately utilized for timing measurements, or for estimating |H(Ω)|2 to aid in the
post-processing of the interference signature.
If the target interaction is polarization dependent (birefringent), then the imaging con-
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ﬁguration in Figure 8-1 will fail, because the signal and reference beams will be altered by
diﬀerent impulse responses. Nonetheless, the impulse response in either polarization can
be measured by exploiting the phase-sensitive auto-correlation (rather than phase-sensitive
cross-correlation) of classical or quantum source ﬁeld states. The appropriately modiﬁed
imaging conﬁguration for this task is shown in Figure 8-2, in which the source generates
co-polarized signal and reference ﬁelds, and the polarizing beam splitters are replaced with
polarization-insensitive 50/50 beam splitters. It is trivial to verify that the mean signature
of this imager is identical to (8.19) (up to a scaling of 1/4 due to loss in the two beam
splitters), with G(p) now representing the phase-sensitive auto-correlation spectrum of the
source state after it is combined in the 50/50 beam splitter. The only diﬀerence occurs in
the noise behavior, because now the signal and reference ﬁelds have nonzero phase-sensitive
auto-correlations and a phase-insensitive cross-correlation. This does not aﬀect the thermal
noise or shot noise terms, but the excess noise expression in (8.25) becomes
σ2ex = 2G
2
Aη
2
{∫∫
dΩ1
2π
dΩ2
2π
[
S
(n)
C,R′(Ω1,Ω2)S
(n)
C,R′(Ω2,Ω1) e
i(Ω1+Ω2+2ω0)T
+ S(n)C,C(Ω1,Ω2)S
(n)
R′,R′(Ω2,Ω1) e
−i(Ω2−Ω1)T + S(p)∗C,R′(Ω1,Ω2)S
(p)
C,R′(Ω2,Ω1) e
−i(Ω2−Ω1)T
+ S(p)∗C,C (Ω1,Ω2)S
(p)
R′,R′(Ω2,Ω1) e
i(Ω2+Ω1+2ω0)T
]}
, (8.34)
where ∗ denotes complex-conjugation. Note that the ﬁrst two terms here are identical to
the previous case, but the latter two represent the extra noise contributions of the nonzero
correlations. Nevertheless, for maximally-correlated, phase-sensitive classical and quantum
sources, these additional terms at most double the excess noise contribution from the ﬁrst
two terms. Consequently, in shot-noise dominated operation the SNR of this imager is
degraded—relative to the SNR of the previous case—by a factor of sixteen due to the beam
splitter losses, and in excess-noise dominated operation the SNR is penalized by a factor of
two.
Let us close this chapter by addressing implementation advantages and challenges of the
proposed imaging conﬁgurations. The foremost advantage of this imager, over other phase-
sensitive measurement schemes, such as optical coherence tomography, is the ability to
derive both arms of the interferometer from the received beam. As a result, the source and
the receiver can be constructed as separate self-contained units and placed appropriately to
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interrogate a target in either reﬂection or transmission geometries. The two crucial elements
of this imager are the source and the spectral conjugator. One can construct the source with
the desired statistics by modulating the phase and amplitude of two coherent laser pulses.
However, even with telecom grade electro-optical modulators, the bandwidth will be in the
GHz range. It is more desirable to utilize nonlinear optical processes, such as spontaneous
parametric downconversion (which was analyzed in Chapter 7), to generate high-ﬂux and
broadband (THz range) signal and reference optical pulses with the desired phase-sensitive
cross-correlation.
The second crucial element to this imager is the spectral conjugator. In addition to
parametric downconversion, spectral conjugation occurs in several nonlinear interactions,
including pulsed four-wave mixing [72, 73], spectral four-wave mixing [74] and three-wave
mixing with extended phase matching [61, 75]. Note that high resolution requires a broad-
band conjugator, and high SNR requires—at least—lossless spectral conjugation. There-
fore, within the aforementioned processes, the one with the highest gain-bandwidth product
should be utilized in this imager.
As with any interferometer, it is crucial that all components prior to detection have
phase stability. In particular, the spectral-conjugator frequency response and the variable
time delay—often implemented with a moving mirror—are the two components that must
be phase stable. It was shown in Section 4.4 that random phase ﬂuctuations in V (Ω), result
in exponential decay of fringe visibility as a function of the ﬂuctuation variance, and the
same conclusion is true for nonuniform mirror motion.
In summary, we have proposed a new phase-sensitive imaging scheme that acquires the
full frequency response of a linear time-invariant system, by interrogating this system with
spectrally-white, phase-sensitive broadband light pulses. Phase-sensitive coherence, which
retains absolute phase information, is a crucial feature of the source. The interaction of
spectrally-white, phase-sensitive light with a linear time-invariant ﬁlter modiﬁes the phase-
sensitive spectrum of the input by the square of the complex-valued frequency response.
Then, measuring the phase-sensitive correlation in an appropriate second-order interferom-
eter, such as the one presented in this chapter, yields an estimate of the phase-sensitive
spectrum, which contains a unique signature for the complex-valued frequency response of
the ﬁlter. The SNR per pulse is shown to be dominated by conjugator spontaneous-emission
noise or signal×reference excess noise, so averaging over multiple pulses is necessary for high
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SNR. Both classical and nonclassical ﬁeld states with phase-sensitive coherence are suitable
for such an imaging scheme, provided that their total photon ﬂux and ﬂuorescence spectra
satisfy the requirements determined in this chapter.
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Chapter 9
Conclusions
Quantum imaging can be broadly classiﬁed as imaging conﬁgurations utilizing sources that
emit nonclassical optical states, but, so far, conventional photodetection-based measurement
schemes at the receiver. The most commonly employed nonclassical state in quantum
imaging to date has been a pair of multimode entangled photons, most often obtained
from spontaneous parametric downconversion. The classical theory of light cannot account
for such ﬁeld states, so a strictly quantum description of light is required to quantify the
performance of these imagers.
On the other hand, conventional optical imaging employs bright and high-ﬂux thermal
or coherent-state optical ﬁelds. All of the ﬁeld states employed in conventional imaging
applications are classical, in that they are coherent states or statistical mixtures thereof.
Thus, a quantitatively accurate performance analysis for these conventional imagers is en-
tirely within the realm of classical statistical optics and semiclassical photodetection theory:
knowledge of the quantum mechanical nature of light is inconsequential to predicting the
images obtained with such conﬁgurations.
The typical framework for the theoretical foundation of biphoton-state quantum imaging
relies on wavefunctions, wherein the state of two photons is expressed as a superposition over
the spatiotemporal modes of the optical ﬁeld using wavefunction weighting. This approach,
however, limits the analysis to such particle-like states of light, which excludes classical
states. In contrast, conventional low-coherence optical imaging is concerned predominantly
with the correlation functions of random classical ﬁelds, and pays no regard for the quantum
mechanical properties of light. Thus, it does not encompass the biphoton regime of imaging.
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These two incompatible mathematical frameworks have made it diﬃcult to quantify the
boundary between the classical and quantum regimes of optical imaging. Fortunately, these
two regimes can be uniﬁed under Gaussian-state optical ﬁelds. As we have reiterated many
times throughout this thesis, the output state of a parametric downconverter with vacuum
inputs and a nondepleting pump, is a nonclassical zero-mean Gaussian state with phase-
sensitive coherence between the two output ﬁelds. Moreover, its low-brightness, low-ﬂux
limiting form reduces to the biphoton state. Similarly, the thermal states and coherent
states of classical imaging are both subsets of classical phase-insensitive Gaussian states.
Therefore Gaussian states form a natural framework to seek the classical/quantum boundary
in optical imaging.
The foremost eﬀort in this thesis has been to rigorously establish this framework and
unambiguously identify the boundary between the classical and quantum regimes of op-
tical imaging, thereby providing a more complete understanding of the features observed
in both regimes. The primary conclusion of the work presented herein is that almost all
of the features observed in biphoton-state quantum imagers stem from the phase-sensitive
nature of the coherence between the two photons, rather than their entanglement per se.
Consequently, classical Gaussian states of light with phase-sensitive coherence emerges as
a new subset of Gaussian-state optical sources that can achieve most beneﬁts observed
with the biphoton state, but at much higher photon ﬂux, and without resorting to non-
classical sources and single-photon counters. In particular, our analysis of ghost imaging
and two-photon imaging, in Chapters 5 and 6 respectively, has determined that classical
phase-sensitive Gaussian states can replicate all features of the images obtained with a
biphoton state. However, the image is embedded in a more prominent background when
photocurrent correlation is used to measure the image signature. Nonetheless, an alter-
native method of measuring classical phase-sensitive correlations was studied in detail in
Chapter 4 for phase-conjugate optical coherence tomography—and revisited in Chapter 8
for white-light interferometric imaging—in which the phase-sensitive coherence is converted
to phase-insensitive coherence via an optical conjugator, and then a simple second-order
interferometer is used to measure this correlation. Thus, the loss of contrast with classi-
cal phase-sensitive light, in general, does not preclude reasonable performance with other
measurement schemes.
The prevailing conclusion from this thesis is that the only fundamental distinction be-
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tween the image signatures of classical phase-sensitive light sources and those of nonclassical
phase-sensitive sources—with photocurrent correlation employed as the measurement—is
the image contrast, which is deﬁned as the ratio of the dynamic range of the image to
the featureless background level in which this image is embedded. In this thesis we have
provided a detailed analysis of the contrast in both ghost imaging and two-photon imaging.
The high contrast of the image signatures generated by two-ﬁeld nonclassical Gaussian-state
sources occurs because the phase-sensitive cross-correlation is responsible for image forma-
tion, whereas the phase-insensitive auto-correlation is responsible for the background, and
the maximum of the former is much stronger than the latter in the low-brightness, low-ﬂux
limit. When the ﬂux is driven low enough such that biphoton analysis with wavefunctions
yields an approximate representation of the output state, there is at most one photon in
either of the two ﬁelds, which completely eliminates the background term (however, care
must be exercised with wavefunction analysis as this is an approximate representation of
the state). Whether the contrast advantage observed in the low-ﬂux regime is of practical
relevance, however, strongly varies from one application to another. We have discussed two
applications in this thesis that are excellent examples of this variation. Outdoor ghost imag-
ing during daytime has little to gain from nonclassical low-ﬂux phase-sensitive light, due to
scattered background light from the atmosphere. Optical lithography, however, may beneﬁt
signiﬁcantly from such a source state when all excess noise contributions are eliminated.
Although classical phase-insensitive coherence has been very well-understood for a long
time, little attention has been devoted to the study of phase-sensitive coherence. This is
partially due to natural illumination exhibiting only phase-insensitive coherence. However,
with the increasing interest in biphoton imaging, phase-sensitive coherence has become
central to understanding the properties of these imagers, as well as those of the classical
phase-sensitive imagers proposed in this thesis. To satisfy this need, we have devoted
Chapter 3, as well as parts of most of the subsequent chapters, to developing coherence
theory for phase-sensitive light in free space. Much of the foundational work is laid out in
Chapter 3, and the subsequent chapters develop paraxial propagation properties of phase-
sensitive coherence tailored towards the speciﬁc application of interest.
Gaussian states with phase-sensitive coherence also encompass other states of recent
interest, such as the DB state that consists of coincident-frequency entangled photon pairs.
Chapter 7 was devoted to a rigorous derivation of the input/output description of the
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pulsed parametric downconversion process that generates DB states. It determined that the
output state is a zero-mean Gaussian state with spectrally-white phase-sensitive coherence.
Analogous to the aforementioned biphoton state, the low-ﬂux limiting form of this state is
shown to reduce to the DB state. The white-noise property of the Gaussian-state output
from this pulsed parametric downconverter is utilized in Chapter 8, in conjunction with a
receiver that uses spectral conjugation, to theoretically demonstrate that one can obtain
phase and magnitude information from a target interaction without a local reference beam.
The imaging property of this conﬁguration, as before, relies on the phase-sensitive coherence
of the source, measured by means of optical (spectral) conjugation followed by a second-
order Michelson interferometer. Therefore, phase-sensitive coherence has notable practical
implications for new imaging conﬁgurations.
The work presented in this thesis can be expanded in several interesting directions.
The phase-sensitive coherence theory in Chapter 3 is limited to scalar ﬁelds in isotropic
media. It is of interest to extend this work to more complicated media. In particular,
extending this theory to media that better represent biological samples [76] would assist
in furthering the application-speciﬁc performance of PC-OCT. Chapter 4, which develops
the theory for PC-OCT, would beneﬁt signiﬁcantly from a proof-of-principle experiment.
The most signiﬁcant remaining question in the ghost imaging analysis in Chapter 5 is the
signal-to-noise ratio for classical-state ghost imagers, which will determine the optimum
ﬂux versus background-noise tradeoﬀ. However, because computing the eighth-moment of
Gaussian-state ﬁelds is cumbersome, a meaningful SNR expression has yet to be obtained.
Although Chapter 6 provides a comprehensive understanding of the biphoton-state proof-of-
principle experiment for quantum lithography, because the Gaussian-state framework falls
short of encompassing N -photon entangled states (such as N00N states), additional work in
higher-order coherence theory is necessary to develop a complete understanding of N -photon
quantum lithography [77]. Chapter 7 derives the output state of pulsed spontaneous para-
metric downconversion, whose low-ﬂux limiting form is the DB state. Therefore, a general
Gaussian-state analysis of the Hong-Ou-Mandel interference dip is a natural extension of
this chapter that should be pursued. Finally, the Chapter 8 imaging conﬁguration requires
assessment of its signal-to-noise ratio in realistic scenarios, along with the evaluation of its
implementation challenges. If a regime of interest can be identiﬁed, a proof-of-principle
experiment would be of signiﬁcant value.
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In summary, in this thesis we have uniﬁed classical and biphoton-state quantum imag-
ing within a Gaussian-state framework, and have unambiguously identiﬁed the boundary
between classical and quantum Gaussian-state optical imaging. We have established that
phase-sensitive coherence is the fundamental property of the biphoton state that yields an
image signature in optical coherence tomography (OCT), ghost imaging, and two-photon
imaging. We have expanded on this key conclusion by proposing phase-conjugate OCT,
which uses classical phase-sensitive light and reaps the advantages in quantum OCT that
were previously ascribed to the entanglement property of the biphotons. In addition, we
have proposed phase-sensitive white-light interferometry with stand-alone transmitter and
receiver units, which facilitates the acquisition of the complex-valued frequency response
resulting from the interaction of the source ﬁelds with a target. As a foundation for the
preceding analysis, we developed phase-sensitive coherence theory for free-space optical
ﬁelds, studied the paraxial propagation of phase-sensitive coherence, and established mode-
decompositions for arbitrary scalar Gaussian states. The union of the work presented in
this thesis aims at improving our understanding of the fundamentals governing quantum
and classical optical imaging. Phase-sensitive coherence has proven central to this task, as
we have shown comprehensively that almost all characteristics of biphoton-state imagers
are obtainable with classical phase-sensitive sources.
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Appendix A
Proof for the Normal-Mode
Decomposition
Here we provide a proof of Theorem 1. We shall ﬁnd it convenient to work with the two
real-valued quadratures E1(x) ≡ [E(x) + E∗(x)]/2 and E2(x) ≡ [E(x) − E∗(x)]/2i. The
joint correlation-function matrix for these quadratures,
KQ(x1,x2) ≡
〈⎡⎣E1(x1)
E2(x1)
⎤⎦[E1(x2) E2(x2)]
〉
, (A.1)
is real, symmetric, and positive semideﬁnite. Our proof uses concepts from symplectic al-
gebra, and parallels the proof of Williamson’s Theorem for decomposing ﬁnite-dimensional,
real, positive semideﬁnite matrices [34].
Let us ﬁrst assume that KQ(x1,x2) is positive deﬁnite, and later reconcile the case of
positive semideﬁnite kernels. We begin by deﬁning the nonsingular, anti-symmetric kernel
A(x1,x2) =
∫
K1/2Q (x1,x
′) JK1/2Q (x
′,x2) dx′ , (A.2)
which satisﬁes A(x1,x2) = −AT (x2,x1), where T indicates transpose, and
J ≡
⎡⎣ 0 1
−1 0
⎤⎦ . (A.3)
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Because, A(x1,x2) is anti-symmetric, it admits a singular-value type decomposition of form
A(x1,x2) =
∞∑
m=1
μm[Φm(x1)φTm(x2)− φm(x1)ΦTm(x2)] , (A.4)
where μm > 0, for m = 1, 2, . . ., and {Φm(x)} ∪ {φm(x)} is a complete, orthonormal set of
eigenfunctions in the space of square-integrable functions. This eigenfunction decomposition
can be found by diagonalizing the symmetric kernel
∫
AT (x′,x1)A(x′,x2) dx′. Deﬁning a
new set of functions through the invertible transformations
Ξm(x) ≡ 1√
μm
∫
K1/2Q (x,x
′)ΦTm(x
′) dx′ (A.5)
and
ξm(x) ≡ 1√
μm
∫
K1/2Q (x,x
′)φTm(x
′) dx′ , (A.6)
yields another complete set of functions that obey
∫
ΞTm(x) JΞk(x) dx =
∫
ξTm(x) J ξk(x) dx = 0 , (A.7)
and ∫
ΞTm(x) J ξk(x) dx = δmk . (A.8)
Such a set of functions, with the completeness property expressed in matrix form as
∞∑
m=1
[
Ξm(x1) ξm(x1)
]
J
⎡⎢⎣ΞTm(x2)
ξTm(x2)
⎤⎥⎦ = δ(x2 − x1) J , (A.9)
is called a symplectic basis. This particular symplectic basis, in addition, diagonalizes the
original kernel of interest, according to
∫∫
ΞTm(x1) J
T KQ(x1,x2) JΞk(x2) dx1 dx2
=
∫∫
ξTm(x1) J
T KQ(x1,x2) J ξk(x2) dx1 dx2 = μmδmk (A.10)
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and ∫∫
ΞTm(x1) J
T KQ(x1,x2) J ξk(x2) dx1 dx2 = 0 , (A.11)
which together imply that
KQ(x1,x2) =
∞∑
m=1
μm
[
Ξm(x1) ξm(x1)
]⎡⎢⎣ΞTm(x2)
ξTm(x2)
⎤⎥⎦ . (A.12)
The ﬁnal step is then to perform the (scaled) unitary transformation K(x1,x2) =
U2 KQ(x1,x2)UH2 , where
U2 =
⎡⎣1 i
1 −i
⎤⎦ , (A.13)
which yields λm = 2μm and
Vm(x) = (1/2)U2
[
Ξm(x1) ξm(x1)
]
UH2 . (A.14)
The completeness and orthogonality relations stated in Theorem 2 are then obtained by
applying the same transformation to (A.9) and (A.7)–(A.8), respectively.
In order to assess the uniqueness of the {Vm(x)}, recall that each distinct singular value,
μm, of A(x1,x2) spans an input eigenspace of dimension 2. Therefore a new pair of input
eigenfunctions spanning the same eigenspace can be obtained by the transformation
[
Φ′m(x) φ
′
m(x)
]
≡
[
Φm(x) φm(x)
]
Rm , (A.15)
where
Rm ≡
⎡⎢⎣cos(θm) − sin(θm)
sin(θm) cos(θm)
⎤⎥⎦ , (A.16)
for θm ∈ [0, 2π), is an arbitrary 2 × 2 rotation matrix. Thus, for each m, we have that[
Ξm(x1) ξm(x2)
]
Rm is also an admissible eigenfunction matrix. Transforming this general
expression via U2, gives the expression in the theorem statement.
The ﬁnal issue we must address is dealing with positive semideﬁnite kernels. When
KQ has—possibly an inﬁnite number of—zero eigenvalues, A(x1,x2) also becomes singular.
Therefore, the proof given above should be followed only for the nonzero singular values
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of A, and completeness statements should be ignored. The set {Ξm(x), } ∪ {ξm(x)}, ob-
tained from (A.6), is still symplectic, satisfying (A.7) and (A.8). However, it is no longer
complete. To complete the basis, we must employ the symplectic variant of Gram-Schmidt
orthogonalization [34] before proceeding with the remainder of the proof.
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Appendix B
Classical Gaussian States with
Arbitrary Cross-Correlations
Let us use EˆS(x) and EˆR(x) to denote the signal and reference ﬁeld operators, where
x = (ρ, t) conveniently combines their space and time arguments. In this appendix we will
construct a zero-mean, jointly Gaussian, classical state for these two quantum ﬁelds that
has arbitrarily prescribed phase-insensitive and phase-sensitive cross-correlation functions,
K
(n)
S,R(x1,x2) ≡ 〈Eˆ†S(x1)EˆR(x2)〉 , (B.1)
K
(p)
S,R(x1,x2) ≡ 〈EˆS(x1)EˆR(x2)〉 , (B.2)
respectively. We only require that both functions be suﬃciently well behaved that they
can be regarded as kernels which map the Hilbert space of square-integrable functions onto
itself. Under this regularity condition we can perform singular-value decompositions of
these continuous kernels [78] to obtain
K
(n)
S,R(x1,x2) =
∞∑
m=1
ηmφ
∗
m(x1)Φm(x2) , (B.3)
K
(p)
S,R(x1,x2) =
∞∑
m=1
μmψm(x1)Ψm(x2) , (B.4)
where {φm(x)}, {Φm(x)}, {ψm(x)} and {Ψm(x)}, for 1 ≤ m < ∞, are four complete and
orthonormal sets spanning square-integrable functions, and the coeﬃcients ηm and μm are
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real, ﬁnite, and nonnegative for all m.
Suppose we deﬁne two pairs of free-space, paraxial ﬁeld operators, {EˆS′(x), EˆR′(x)} and
{EˆS′′(x), EˆR′′(x)}, having the modal expansions
EˆS′(x) =
∞∑
m=1
aˆS′,mφm(x) , (B.5)
EˆR′(x) =
∞∑
m=1
aˆR′,mΦm(x) , (B.6)
and
EˆS′′(x) =
∞∑
m=1
aˆS′′,mψm(x) , (B.7)
EˆR′′(x) =
∞∑
m=1
aˆR′′,mΨm(x) . (B.8)
In these expansions, {aˆ	,m}, for  = S′, S′′, R′, R′′ and 1 ≤ m < ∞, is a set of photon
annihilation operators, with the canonical commutation relations [aˆ	,m, aˆ
†
	′,m′ ] = δ	,	′δm,m′
and [aˆ	,m, aˆ	′,m′ ] = 0.
Now, let us put the modes associated with the {aˆ	,m} into a zero-mean, jointly Gaussian
state whose only nonzero phase-insensitive cross-correlations are,
〈aˆ†S′,maˆR′,m〉 = 2ηm , (B.9)
and whose only nonzero phase-sensitive cross-correlations are
〈aˆS′′,maˆR′′,m〉 = 2μm , (B.10)
whence
〈Eˆ†S′(x1)EˆR′(x2)〉 = 2K(n)S,R(x1,x2) , (B.11)
〈EˆS′′(x1)EˆR′′(x2)〉 = 2K(p)S,R(x1,x2) . (B.12)
Classical Gaussian states must have correlations that obey the Cauchy-Schwarz inequal-
ities from (5.18) and (5.21), see [19]. Thus Eqs. (B.9) and (B.10) imply that the modal
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auto-correlations must obey
〈aˆ†S′,maˆS′,m〉〈aˆ†R′,maˆR′,m〉 ≥ 4η2m , (B.13)
and
〈aˆ†S′′,maˆS′′,m〉〈aˆ†R′′,maˆR′′,m〉 ≥ 4μ2m , (B.14)
for 1 ≤ m < ∞. We will take the modal auto-correlations to equal these lower bounds, by
assuming that
〈aˆ†S′,maˆS′,m〉 = 〈aˆ†R′,maˆR′,m〉 = 2ηm (B.15)
〈aˆ†S′′,maˆS′′,m〉 = 〈aˆ†R′′,maˆR′′,m〉 = 2μm, (B.16)
In addition, we assume that all modal correlations—aside from those which have already
been speciﬁed—vanish. Equations (B.9), (B.10), (B.15) and (B.16) then determine the zero-
mean, jointly Gaussian state of the four ﬁelds, {EˆS′(x), EˆR′(x), EˆS′′(x), EˆR′′(x)}, which is
the tensor product of the zero-mean, jointly Gaussian state of {EˆS′(x), EˆR′(x)} and that
of {EˆS′′(x), EˆR′′(x)}, because all their cross-correlations are zero. Deﬁning the signal and
reference ﬁelds via
EˆS(x) = (EˆS′(x) + EˆS′′(x))/
√
2 , (B.17)
EˆR(x) = (EˆR′(x) + EˆR′′(x))/
√
2 , (B.18)
thus yields a pair of ﬁeld operators that are in a zero-mean, jointly Gaussian, classical state
with the desired phase-sensitive and phase-insensitive cross-correlation functions.
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Appendix C
Exact Solution to Coupled-Mode
Equations
In this appendix, we solve the coupled-mode equations (7.21), (7.22) to obtain A′S(z
′ = L, t′)
and AI(z′ = L, t′) for t′ ∈ R, using the ﬂat-top pump pulse given in (7.24), and the boundary
conditions A′S(z
′ = 0, t′) and AI(z′ = 0, t′) for all t′ ∈ R. As explained in Chapter 7, this
requires solving
[
∂
∂t′
+ΔvPS
∂
∂z′
+ i
ΔkΔvPS
2
]
A′S(z
′, t′) = iκAPΔvPSA′∗I (z
′, t′) , (C.1)
[
∂
∂t′
+ΔvPI
∂
∂z′
− iΔkΔvPI
2
]
A′∗I (z
′, t′) = −iκ∗A∗PΔvPIA′S(z′, t′) , (C.2)
for (z′, t′) ∈ [0, L]× [0, TP ], where the boundary conditions are A′S(z′ = 0, t′) for t′ ∈ [0, TP ],
A′S(z
′, t′ = TP ) for z′ ∈ [0, L], A′I(z′ = 0, t′) for t′ ∈ [0, TP ] and A′I(z′, t′ = 0) for z′ ∈ [0, L],
as depicted in Figure 7-2. In these diﬀerential equations we have allowed κ to be complex,
and we reiterate that ΔvPS < 0 < ΔvPI .
Let us ﬁrst ﬁnd A′S(z
′, TP ) and A′I(z
′, t′ = 0) for z′ ∈ [0, L], in terms of A′S(z′ = 0, t′)
and AI(z′ = 0, t′). Fortunately, in the absence of the pump, the solutions are given by
(7.25) and (7.26), such that the boundary conditions correspond to line-segments on z′ = 0,
A′S(z
′, TP ) = A′S
(
0, TP + z′/|ΔvPS |
)
e−iΔkz
′/2 , (C.3)
A′I(z
′, 0) = A′I
(
0,−z′/ΔvPI
)
e−iΔkz
′/2 . (C.4)
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Because we have a set of linear, constant coeﬃcient, partial diﬀerential equations of
two variables with boundary conditions on a rectangular region, it is convenient to utilize
Laplace transform techniques [79]. However, we exercise care in choosing the appropriate
Laplace transform for each of the two variables. We begin with the spatial coordinate, z′.
All boundary conditions along the orthogonal axis, t′, are deﬁned on z′ = 0, and we seek
a solution for z′ > 0, so using a unilateral Laplace transform is the most convenient. We
deﬁne the ﬁelds that are Laplace-transformed in their ﬁrst argument as
A˜S(q, t′) ≡
∫ ∞
0
dz′ e−qz
′
A′S(z
′, t′) , (C.5)
A˜I(q, t′) ≡
∫ ∞
0
dz′ e−qz
′
A′∗I (z
′, t′) , (C.6)
where we note that we have deﬁned A˜I(q, t′) as the Laplace transform of the conjugate
of the idler ﬁeld, for convenience. Taking the unilateral Laplace transform of (C.1)–(C.2)
makes use of the identity
Lz′
{ ∂
∂z′
f(z′, t′)
}
= qLz′
{
f(z′, t′)
}− f(z′ = 0, t′) , (C.7)
where Lz′ denotes the Laplace transform. With this transformation, we obtain(
∂
∂t′
+ΔvPSq+
)
A˜S(q, t′)−ΔvPSA′S(0, t′) = iκAPΔvPSA˜I(q, t′) , (C.8)(
∂
∂t′
+ΔvPIq−
)
A˜I(q, t′)−ΔvPIA′∗I (0, t′) = −iκ∗A∗PΔvPIA˜S(q, t′) , (C.9)
where q± ≡ q ± iΔk/2, and 0 ≤ t′ ≤ TP . Diﬀerentiating (C.8) with respect to t′ and
then using (C.9) to eliminate the idler, we obtain a second-order, nonhomogenous, ordinary
diﬀerential equation,
[
∂2
∂t′2
+ (ΔvPSq+ +ΔvPIq−)
∂
∂t′
− (|κAP |2 − q+q−)ΔvPSΔvPI
]
A˜S(q, t′) = F˜ (q, t′) ,
(C.10)
where the driving term on the right-hand side of the equation is given by
F˜ (q, t′) ≡ ΔvPS
[(
∂
∂t′
+ΔvPIq−
)
A′S(0, t
′) + iκAPΔvPIA′∗I (0, t
′)
]
. (C.11)
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Notice that this term is due to nonzero boundary conditions on the lower edge of the (z′, t′)
rectangle, which represent the signal and idler ﬁelds entering the crystal alongside the pump
pulse.
The boundary conditions for this diﬀerential equation are given at t′ = 0 and t′ = TP ,
and we seek a solution for 0 ≤ t′ ≤ TP . Thus it is most convenient to derive the homogeneous
and particular solutions of the diﬀerential equation using the bilateral Laplace transform.
Deﬁning these bilateral Laplace transforms as
A˜m(q, s) ≡
∫ ∞
−∞
dt′e−st
′
A˜m(q, t′), (C.12)
F˜ (q, s) ≡
∫ ∞
−∞
dt′e−st
′
F˜ (q, t′) , (C.13)
for m = S, I, and taking the Laplace transform of (C.10), we obtain the algebraic equation
[
s2 + (ΔvPSq+ +ΔvPIq−)s− (|κAP |2 − q+q−)ΔvPSΔvPI
]
A˜S(q, s) = F˜ (q, s) . (C.14)
Setting the right-hand side to zero allows us to determine that the characteristic frequencies
of the homogeneous equation are
s1,2 = −α+ ± i
√
|βP |2 − α2− , (C.15)
with βP ≡ iκAP
√|ΔvPS |ΔvPI and α± ≡ (ΔvPIq− ±ΔvPSq+)/2. Thus, the full solution
to (C.10) is
A˜S(q, t′) = a1es1t
′
+ a2es2t
′
+
−i
2
√
|βP |2 − α2−
∫ t′
−∞
dτF˜ (q, τ)
(
es1(t
′−τ) − es2(t′−τ)
)
, (C.16)
where a1, a2 ∈ C are determined by the boundary conditions, A˜S(q, TP ) and A˜I(q, 0), and
A˜I(q, t′) is found from (C.16), by substituting it into (C.8). It is worth pointing out that
all of the variables in this equation may depend on the spatial frequency variable q, but to
avoid notation clutter we have omitted explicit identiﬁcation of this dependence.
We ﬁrst use integration by parts in the last term of (C.16) to eliminate the derivative
in (C.11), then solve for a1 and a2 using the boundary conditions. With this approach we
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arrive at the following solution for A˜S(q, t′) for t′ ∈ [0, TP ]:
A˜S(q, t′) =
|ΔvPS |
{
M1(α−, 0, t′) e−|ΔvPS |q+(TP−t
′)AS
(|ΔvPS |q+)+V(α−, 0, t′) e−ΔvPIq−t′rAI(ΔvPIq−)
+
∫ t′
0
dτ AS(0, τ) e−ΔvPIq−(t
′−τ)M2(α−, t′, τ)+
∫ TP
t′
dτ AS(0, τ) e|ΔvPS |q+(t
′−τ)M1(α−, t′, τ)
+
∫ t′
0
dτ rA∗I(0, τ) e
−ΔvPIq−(t′−τ)V (α−, τ, t′)+
∫ TP
t′
dτ rA∗I(0, τ) e
|ΔvPS |q+(t′−τ)V (α−, t′, τ)
}
.
(C.17)
Similarly, we substitute (C.17) into (C.8), thereby obtaining the following expression for
A˜I(q, t′) in the interval 0 ≤ t′ ≤ TP :
A˜I(q, t′)=ΔvPI
{
M1(α−, 0, t′)e−ΔvPIq−t
′
AI
(
ΔvPIq−
)
+ V (α−, 0, TP−t′)e−|ΔvPS |q+(TP−t′)r−1AS
(|ΔvPS |q+)
+
∫ t′
0
dτ A∗I(0, τ) e
−ΔvPIq−(t′−τ)M1(α−, τ, t′)
+
∫ TP
t′
dτ A∗I(0, τ) e
|ΔvPS |q+(t′−τ)M2(α−, τ, t′)
+
∫ t′
0
dτ r−1AS(0, τ) e−ΔvPIq−(t
′−τ)e−i2φP V (α−, TP − t′, TP − τ)
+
∫ TP
t′
dτ r−1AS(0, τ) e|ΔvPS |q+(t
′−τ)e−i2φP V (α−, TP−τ, TP−t′)
}
, (C.18)
with φP ≡ ∠βP . The Laplace-domain signal and idler ﬁelds in the ﬁrst two terms of (C.17)
and (C.18) are given by
AS(s) ≡
∫ L/|ΔvPS |
0
dt e−stAS(z = 0, t + TP ), (C.19)
AI(s) ≡
∫ L/ΔvPI
0
dt e−stA∗I(z = 0,−t) . (C.20)
In other words, they represent Laplace transforms of the signal and idler portions—at the
input facet of the crystal (z = 0)—that map to the right and left boundaries of the inter-
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action rectangle, respectively. In addition, the signal and idler ﬁelds inside the integrands
are given in the absolute (z, t) frame of reference. We have expressed the solution in terms
of three causal system functions,1
M1(s, τ ′, τ) ≡
[
cos(ζ0τ ′) + (s/ζ0) sin(ζ0τ ′)
][
cos
(
ζ0(TP − τ)
)
+ (s/ζ0) sin
(
ζ0(TP − τ)
)]
e−s(τ−τ ′)
[
cos(ζ0TP ) + (s/ζ0) sin(ζ0TP )
] ,
(C.21)
M2(s, τ ′, τ) ≡
(|βP |/ζ0)2 sin
(
ζ0(TP − τ ′)
)
sin(ζ0τ)
es(τ−τ ′)
[
cos(ζ0TP ) + (s/ζ0) sin(ζ0TP )
] , (C.22)
V (s, τ ′, τ) ≡
[
cos(ζ0τ ′) + (s/ζ0) sin(ζ0τ ′)
]
(βP /ζ0) sin
(
ζ0(TP − τ)
)
e−s(τ−τ ′)
[
cos(ζ0TP ) + (s/ζ0) sin(ζ0TP )
] , (C.23)
with s ∈ C, ζ0 ≡
√|βP |2 − s2 ∈ C and 0 ≤ τ, τ ′ ≤ TP .
The ﬁrst two terms in (C.17) and (C.18) are due to the boundary conditions at t′ = 0
and t′ = TP , whereas the last four terms are due to the boundary conditions at z′ = 0.
Thus, the solutions account for the contributions from all boundaries, and inverse Laplace
transforming both equations with respect to q will yield the general solution for the signal
and idler ﬁelds inside (z′, t′) ∈ [0, L] × [0, TP ]. However, our goal is to ﬁnd the solutions
on z′ = L. Because the signal ﬁeld in t′ ∈ [−L/|ΔvPS |, 0], is found from A′S(z′ = L, t′) =
A′S(L + |ΔvPS |t′, t′ = 0). we substitute q = s/|ΔvPS | − iΔk/2 in (C.17) and then take the
inverse Laplace transform to obtain the solution in this time window. For t′ ∈ [0, TP ] we
evaluate the inverse transform of (C.17) at z′ = L. Finally, transforming the result back
into (z, t) coordinates, we obtain the following full signal-ﬁeld solution:
AS(z=L, t) =∫ αS
0
dτ AS(z=0, τ) eiφS γ μ2
(
γ
[
L/|ΔvPS | − r2(t′ − τ)
]
, t′, τ
)
+
∫ L/|ΔvPS |+TP
αS
dτ AS(z=0, τ) eiφS γ μ1
(
γ(t− L/vS − τ), αS ,min(τ, TP )
)
+
∫ αS
−L/ΔvPI
dτ A∗I(z=0, τ) e
iφS rγ ν
(
γ
(
L/|ΔvPS |+min(t′,−r2t′)− τ
)
,max(0, τ), αS
)
+
∫ TP
αS
dτ A∗I(z=0, τ) e
iφS rγ ν
(
γ(t− L/vS − τ), αS , τ
)
, (C.24)
1Treating τ and τ ′ as parameters, the region of convergence for all three of the system functions includes
{s} → +∞.
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for t ∈ [L/vS , L/vP + TP ]. Outside this time interval we have AS(z = L, t) = AS(z =
0, t − L/vS). In (C.24), μ1, μ2 and ν are zero if their ﬁrst argument is negative, and they
represent the inverse Laplace transforms of M1, M2 and V respectively. In addition, for
the sake of brevity we have used t′ ≡ t−L/vP , αS ≡ max(0, t−L/vP ), γ ≡ 2/(1 + r2) and
φS ≡ ΔkΔvSI(t− L/vS − τ).
Let us now consider the idler ﬁeld at z′ = L. The solution for t′ ∈ [0, TP ] is the inverse
Laplace transform of (C.18) evaluated at z′ = L. For t′ ∈ [TP , TP + L/ΔvPI ], we use the
equivalence A′I(z
′ = L, t′) = A′I(L−ΔvPI(t′−TP )), t′ = TP ), to map the right boundary of
the interaction rectangle onto z′ = L. Thus, substituting q = −s/ΔvPI + iΔk/2 in (C.18)
and taking the inverse Laplace transform of the resulting expression yields the idler ﬁeld
in this window. Transforming the results into (z, t) coordinates, the full solution of the
(conjugated) idler ﬁeld at z = L is
A∗I(z=L, t) =∫ αI
−L/ΔvPI
dτ A∗I(z=0, τ) e
iφI r2γ μ1
(−r2γ(t− L/vI − τ),max(0, τ), αI)
+
∫ TP
αI
dτ A∗I(z=0, τ) e
iφI r2γ μ2
(
γ
(
L/|ΔvPS | − (t′ − τ)
)
, τ, t′
)
+
∫ αI
0
dτ AS(z=0, τ) eiφI−i2φP rγ ν
(−r2γ(t− L/vI − τ),max(0, TP − t′), TP − τ)
+
∫ L/|ΔvPS |+TP
αI
dτ AS(z=0, τ) eiφI−i2φP rγ ν
(
γ
[
L/|ΔvPS |+ TP − τ
+min
(−r2(t′ − TP ), (t′ − TP ))],max(0, TP − τ),max(0, TP − t′)), (C.25)
for t ∈ [L/vP , L/vI+TP ]. Outside of this time interval we have A∗I(z = L, t) = A∗I(z = 0, t−
L/vI). For brevity, we have deﬁned αI ≡ min(t−L/vP , TP ), and φI ≡ ΔkΔvSI(t−L/vI−τ).
We have thus found the exact solutions to the coupled-mode equations in (7.21), (7.22)
at the output facet of the crystal z = L, given the inputs at z = 0. It is a straightforward
exercise to ﬁnd the explicit expressions of the impulse responses introduced in (7.27) and
(7.28) by combining the signal and idler integrals in (C.24) and (C.25), respectively.
The assumptions made in Section 7.4 facilitate further simpliﬁcations to these expres-
sions. Let us ﬁrst consider the signal output ﬁeld in (C.24). If t ∈ [L/vS , L/vP ] and Δk = 0
are assumed, we have αS = 0 and φS = 0. Thus, the ﬁrst integral in (C.24) vanishes and
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μ2 no longer aﬀects the output. In the second integral we can change the upper limit to
L/|ΔvPS | because the integrand is zero for τ > t − L/vS . Finally, in the third integral
min(t′,−r2t′) = t′ because t′ = t− L/vP < 0 in the window of interest, and max(0, τ) = 0.
Therefore, this expression can be simpliﬁed to the form given in (7.33), where the impulse
responses are redeﬁned as
μ(t, τ) = μ1(t, 0, τ) , (C.26)
ν(t, τ) = ν(t, 0, τ) , (C.27)
to simplify notation.
A similar set of simpliﬁcations can be carried out in (C.25), when t ∈ [L/vP +TP , L/vI+
TP ] and Δk = 0. First, we have αI = TP and φI = 0. Therefore, the second integral
in (C.25) vanishes and μ2 no longer contributes to the output. Also, in the last integral
expression, min
(−r2(t′−TP ), (t′−TP )) = −r2(t′−TP ) and max(0, TP−τ) = max(TP−t′) =
0, so that (C.25) simpliﬁes to the form given in (7.36).
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Appendix D
Commutator Invariance of
Truncated Coupled-Mode
Equations
Assume that the photon-units signal and idler ﬁeld operators at the input facet of the
nonlinear crystal, AˆS(z = 0, t) and AˆI(z = 0, t), satisfy the canonical commutation relations
stated in (7.29) and (7.30). In this appendix we show that the operator-valued, ﬁrst-order
truncated coupled-mode equations—given in (7.31) and (7.32)—imply
∂
∂z
[
Aˆm(z, t1), Aˆ†n(z, t2)
]
=
∂
∂z
[
Aˆm(z, t1), Aˆn(z, t2)
]
= 0 , (D.1)
for m,n = S, I and z > 0.
Let us deﬁne the operator-valued Fourier transforms,
Aˆm(z,Ω) ≡
∫ ∞
−∞
dt eiΩtAˆm(z, t) , (D.2)
for m = S, I. These frequency-domain signal and idler operators have similar canonical
commutator brackets,
[
Aˆm(z = 0,Ω1), Aˆ†n(z = 0,Ω2)
]
= δm,n 2πδ(Ω1 − Ω2) , (D.3)[
Aˆm(z = 0,Ω1), Aˆn(z = 0,Ω2)
]
= 0 , (D.4)
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and the Fourier-transformed coupled-mode equations are
∂
∂z
AˆS(z,Ω)−i Ω
vS
AˆS(z,Ω)= iκeiΔkz
∫ ∞
−∞
dΩ′
2π
eiz(Ω−Ω
′)/vP AP (Ω− Ω′)Aˆ†I(z,−Ω′) , (D.5)
∂
∂z
AˆI(z,Ω)−iΩ
vI
AˆI(z,Ω)= iκeiΔkz
∫ ∞
−∞
dΩ′
2π
eiz(Ω−Ω
′)/vP AP (Ω− Ω′)Aˆ†S(z,−Ω′) . (D.6)
Using the deﬁnition of the commutator, [Aˆ, Bˆ] ≡ AˆBˆ − BˆAˆ, and the chain rule for
diﬀerentiation of operators,
∂
∂z
(
Aˆ(z)Bˆ(z)
)
=
(
∂
∂z
Aˆ(z)
)
Bˆ(z) + Aˆ(z)
(
∂
∂z
Bˆ(z)
)
, (D.7)
we derive the following equivalences for the derivative of a commutator bracket:
∂
∂z
[
Aˆm(z,Ω1), Aˆ†n(z,Ω2)
]
=
[ ∂
∂z
Aˆm(z,Ω1), Aˆ†n(z,Ω2)
]
+
[ ∂
∂z
Aˆn(z,Ω2), Aˆ†m(z,Ω1)
]†
, (D.8)
∂
∂z
[
Aˆm(z,Ω1), Aˆn(z,Ω2)
]
=
[ ∂
∂z
Aˆm(z,Ω1), Aˆn(z,Ω2)
]
−
[ ∂
∂z
Aˆn(z,Ω2), Aˆm(z,Ω1)
]
. (D.9)
Via (D.5) and (D.6), we have
[ ∂
∂z
Aˆm(z,Ω1), Aˆ†m(z,Ω2)
]
= i2π
Ω1
vm
δ(Ω1 − Ω2) , (D.10)
and [ ∂
∂z
Aˆm(z,Ω1), Aˆm(z,Ω2)
]
= 0 , (D.11)
so that (D.8) and (D.9) are both zero for m = n = S, I. Thus, we need only consider m = S,
n = I to complete the proof of commutator bracket invariance. For this case, we have
[ ∂
∂z
AˆS(z,Ω1), Aˆ
†
I(z,Ω2)
]
=
[ ∂
∂z
AˆI(z,Ω2), Aˆ
†
S(z,Ω1)
]
= 0, (D.12)
which yields (D.8) equal to 0. Using the coupled-mode equations we ﬁnd
[ ∂
∂z
AˆS(z,Ω1), AˆI(z,Ω2)
]
= −iκeiΔkzeiz(Ω1+Ω2)/vP AP (Ω1 +Ω2) , (D.13)
and [ ∂
∂z
AˆI(z,Ω2), AˆS(z,Ω1)
]
= −iκeiΔkzei(Ω1+Ω2)z/vP AP (Ω1 +Ω2) , (D.14)
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so that (D.9) also equals to zero.
Therefore, we conclude that the coupled-mode equations in (7.31) and (7.32), with an
arbitrary pump pulse A(t), preserve the commutator brackets in (7.29) and (7.30) for all
z > 0. This guarantees that replacing the classical signal and idler ﬁelds in (C.24) and
(C.25) with quantum operators yields commutator preserving input/output relations.
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Appendix E
Classical versus Quantum
Sum-Coordinate Correlations
Let Aˆ1(t) and Aˆ2(t) be two ﬁeld operators, satisfying the commutation relations
[Aˆm(t1), Aˆ†n(t2)] = δm,n δ(t1 − t2) , (E.1)
[Aˆm(t1), Aˆn(t2)] = 0 , (E.2)
for m,n = 1, 2. In addition, assume they have identical second-order phase-insensitive
(normally-ordered) auto-correlations,
〈Aˆ†m(t1)Aˆm(t2)〉 = K(n)(t2 − t1) , (E.3)
for m = 1, 2, a phase-sensitive cross-correlation,
〈Aˆ1(t1)Aˆ2(t2)〉 = K(p)1,2 (t2 + t1) , (E.4)
and the remaining second-order moments (i.e., the phase-insensitive cross-correlation and
the phase-sensitive auto-correlations) are arbitrary.
Suppose we deﬁne the operator
Bˆ(t) ≡ h(t)  Aˆ1(t) + Aˆ†2(−t), (E.5)
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where  denotes convolution, and evaluate its phase-insensitive auto-correlation function in
terms of the moments of Aˆ1 and Aˆ2. We ﬁnd that
〈Bˆ†(t1)Bˆ(t2)〉 =
∫ ∞
−∞
∫ ∞
−∞
du1du2 h∗(u1)h(u2)〈Aˆ†1(t1 − u1)Aˆ1(t2 − u2)〉+〈Aˆ2(−t1)Aˆ†2(−t2)〉
+
∫ ∞
−∞
du h∗(u)〈Aˆ†1(t1 − u)Aˆ†2(−t2)〉+
∫ ∞
−∞
du h(u)〈Aˆ2(−t1)Aˆ1(t2 − u)〉 . (E.6)
This expression simpliﬁes to a function of t2 − t1, denoted hereafter as K(n)B (t2 − t1), that
is given by
K
(n)
B (τ) =
∫ ∞
−∞
∫ ∞
−∞
du1 du2 h∗(u1)h(u2)K(n)(τ + u1 − u2)+
(
K(n)(τ) + δ(τ)
)
+
∫ ∞
−∞
duh∗(u)K(p)∗1,2 (−τ − u) +
∫ ∞
−∞
duh(u)K(p)1,2 (τ − u) , (E.7)
where it is worthwhile to note that δ(τ) in the second term is due to the nonzero commutator
of Aˆ2(t) with its adjoint.
Because K(n)B (τ) is a phase-insensitive (positive semideﬁnite) auto-correlation function,
its Fourier transform is the nonnegative ﬂuorescence spectrum, S(n)B (Ω) ≥ 0. Fourier trans-
forming (E.7) and using this condition yields
(
1 + |H(Ω)|2)S(n)(Ω) + 2{S(p)1,2(Ω)H(Ω)}+ 1 ≥ 0 , (E.8)
where S(n)(Ω) ≡ F{K(n)(τ)} is the ﬂuorescence spectra of both Aˆ1 and Aˆ2, S(p)1,2(Ω) ≡
F{K(p)1,2 (τ)} is their phase-sensitive cross-correlation spectrum, and H(Ω) ≡ F{h(τ)}.
Choosing ∠H(Ω) = −∠S(p)1,2(Ω) + φ, with φ = 0, π, we are left with two quadratic in-
equalities of |H(Ω)|,
S(n)(Ω) |H(Ω)|2 ± 2|S(p)1,2(Ω)||H(Ω)|+ S(n)(Ω) + 1 ≥ 0 . (E.9)
These inequalities must be true for arbitrary H(Ω), and for all Ω ∈ R. This is possible if
and only if the discriminant of the quadratic is nonpositive, i.e,
|S(p)1,2(Ω)|2 ≤ S(n)(Ω)
(
1 + S(n)(Ω)
)
. (E.10)
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This bound must be satisﬁed by an arbitrary joint state of the photon-units ﬁeld operators,
Aˆ1(t) and Aˆ2(t). However, if the state is classical, i.e., the joint state has a proper P -
representation in terms of the coherent-state eigenkets of the ﬁeld operators [14, 18], then
the bound is tighter. To ﬁnd this tighter bound, we utilize the stochastic process equivalence
introduced in Chapter 2 for classical states: if the joint quantum state can be written as
a statistical mixture of the coherent-state eigenkets of Aˆ1(t) and Aˆ2(t), then the same
statistical mixture of the coherent-state eigenfunctions are a pair of stochastic processes,
denoted by A1(t) and A2(t) respectively, with the phase-insensitive auto-correlations
〈A∗m(t1)Am(t2)〉 = K(n)(t2 − t1) , (E.11)
for m = 1, 2, and a phase-sensitive cross-correlation,
〈A1(t1)A2(t2)〉 = K(p)1,2 (t2 + t1) . (E.12)
Note that in these equations the angle brackets denote regular expectations over stochastic
ensembles and not quantum averages.
Suppose we now deﬁne a new stochastic process,
B(t) ≡ h(t)  A1(t) + A∗2(−t), (E.13)
for some square-integrable function h(t). Evaluating its phase-insensitive auto-correlation
function, KB(τ) ≡ 〈B∗(t)B(t + τ)〉, we obtain
K
(n)
B (τ) =
∫ ∞
−∞
∫ ∞
−∞
du1du2 h∗(u1)h(u2)K(n)(τ + u1 − u2) + K(n)(τ)
+
∫ ∞
−∞
duh∗(u)K(p)∗1,2 (−τ − u) +
∫ ∞
−∞
duh(u)K(p)1,2 (τ − u), (E.14)
which is identical to (E.7) except for the absence of the δ(τ) term. This absence is due to
scalar stochastic processes being commutative, 〈A2(t1)A∗2(t2)〉 = 〈A∗2(t2)A2(t1)〉.
Now, taking the Fourier transform of (E.14) to obtain the nonnegative ﬂuorescence
spectrum, and choosing the phase of H(Ω) properly, yields the inequalities,
|H(Ω)|2S(n)(Ω)± 2|S(p)1,2(Ω)||H(Ω)|+ S(n)(Ω) ≥ 0 , (E.15)
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where S(n)(Ω), S(p)1,2(Ω) and H(Ω) are same as before. These inequalities require nonposi-
tivity of the discriminant, which yields the following Cauchy-Schwarz bound for a pair of
stochastic processes having a cross-correlation in the sum-coordinate,
|S(p)1,2(Ω)| ≤ S(n)(Ω). (E.16)
The diﬀerence in the upper bounds of (E.10) and (E.16) implies that any joint state of
Aˆ1 and Aˆ2 which violates (E.16) cannot have a proper P -representation, and therefore is
a nonclassical state. However, the opposite direction of this statement is not true: a state
that satisﬁes (E.16) is not, in general, guaranteed to be a classical state. The exception
to this is the Gaussian state, because it is completely determined by its ﬁrst- and second-
order moments. In particular, a Gaussian state with its nonzero second-order moments
having the form (E.3) and (E.4) is classical if and only if the correlation spectra satisfy
(E.16). Hence, the upper bound in (E.16) is a well-deﬁned classical/quantum boundary for
two-ﬁeld, jointly-Gaussian states which have stationary phase-insensitive auto-correlation
functions but a phase-sensitive cross-correlation function depending on the sum of its time
indices.
Finally, compare the classical upper bound in (E.16), to that found in (4.7) for a complex-
stationary source. Because, complex-stationary phase-sensitive correlation implies cross-
correlation between baseband frequencies that sum to 0, both ±Ω frequencies contribute
to the upper bound. On the other hand, in (E.16) distinct frequencies are uncorrelated, so
the upper bound only depends on Ω.
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