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Abstract
We investigate the a posteriori estimation of the modeling (or linearization) error which arises when a nonlinear problem is
replaced by a linear model. Using the context of strongly monotone operators, we construct a computable upper estimator for this
error, and also provide an estimator that gives a lower bound. Several numerical results illustrating our theory are provided.
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1. Introduction
The investigation of physical phenomena involves several modiﬁcations, introduced to simplify one or more aspects
of the problem. The primary such simpliﬁcation occurs in the modeling process, whereby a phenomenon is described
by ascribing to it a mathematical model. Such models, which can be quite complicated, are often further simpliﬁed to
make the problem more computationally tractable. Our concern in this paper is the estimation of the error introduced
when a nonlinear model (which we call the original problem) is replaced by a linear model. This error is given by
eL = u − uL. (1.1)
Here u is the exact solution of the original problem (i.e., the nonlinear model) and uL is the solution of the simpliﬁed
linear model (the linearized solution). This error may be measured in different norms depending upon the goals of the
computation (for instance energy norm error, error in the value of u at a point, etc.).
We call (1.1) the modeling error. In practice, a second error is usually introduced when the linearized mathematical
model is solved using a numerical method, such as the ﬁnite element method.We consider the additional effects of such
discretization errors in [4]—our goal in this paper is to investigate a posteriori estimation of only the modeling error
(1.1), under the assumption that uL is calculated exactly. We set our investigation in the context of strongly monotone
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operators, which provide a general abstract framework for our results. These are introduced in Section 2, where we also
describe several examples that lead to such operators. Existence and uniqueness for such problems can be obtained if
certain monotonicity and continuity conditions hold—these conditions also play an important role in the estimators
constructed in subsequent sections. We verify these conditions for the examples introduced, which include elasticity
with nonlinear stress–strain relations, the p-Laplacian, and some variants.
In Section 3, we introduce a linearization of the abstract nonlinear problem and derive estimates for eL in appropriate
norms ‖eL‖. We present several computational results showing how our a posteriori error estimators for the modeling
error eL work in practice. A method of measuring the accuracy of any estimator E for an error ‖eL‖ is via its effectivity
index  deﬁned by [1,2]
= E‖eL‖ . (1.2)
As we see from our computational examples ahead, this effectivity index (while very well-behaved for some of our
examples) can also be large in some cases (Examples 3 and 4) for isolated values of u and uL. However, the resulting
error bounds can still be practically very useful. For instance, in materially nonlinear elasticity problems, there can
often be a substantial difference between the actual and assumed values of such quantities as the yield stress. (As an
example, a 20% ﬁgure is reported for the 5454H32 aluminum alloy in [8], where the yield stress is seen to be extremely
sensitive to the thickness of the material.)As a result, even if the effectivity index is 3 or 4 (as in some of our examples),
the error due to linearization will still be negligible compared to the error induced by the uncertainty in a quantity
such as the yield stress. We mention that in contrast, the modulus of elasticity (which would be the main constant
determining the response for the linear problem) does not show such variability.
Let us remark, moreover, that isolated values of  may not provide a good evaluation of an estimator in any case. A
more complete picture in the spirit of asymptotic exactness [1,2] is given by a characterization of the behavior of  as
‖eL‖ → 0. An example of this behavior is illustrated in our Example 4.
We mention a previous work [6], that is relevant in the context of this paper. There, the modeling error for a
materially nonlinear problem having a piecewise linear stress–strain relationship was investigated. This corresponds to
our Example 1 in Section 2. We obtain similar results to those in [6], although our method of proof is different, being
designed to accommodate more general problems. (The goal of [6] was also to consider the effect of singularities in
the exact solution, for which results more detailed than the ones here were derived—we do not address this issue.)
Finally, the a posteriori estimators we derive can also be useful in developing a feedback strategy to determine
whether the dominant part of the total error is from modeling or discretization. We refer to [3,4] for a discussion and
examples.
2. The model problem
In this sectionwe describe an abstract formulation of our nonlinear problem (the exact problem) and discuss examples
which ﬁt into its format.
2.1. Abstract formulation
Let V be a reﬂexive Banach space and V ′ be its dual, with norms denoted by ‖ · ‖V and ‖ · ‖V ′ , respectively. Let
A : V → V ′ be a nonlinear operator that satisﬁes the following three conditions (we will use Au(v) to denote the
operator Au evaluated at v).
M0 : A0 = 0.
M1 : A is strongly monotone, i.e., there exists a strictly increasing function  : [0,∞) → R with
(0) = 0 and lim
t→∞ (t) = ∞
such that
∀u, v ∈ V (Au − Av)(u − v)(‖u − v‖V )‖u − v‖V . (2.1)
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M2: A is Lipschitz continuous for bounded arguments, i.e., for any ball, B(0; r) = {v ∈ V : ‖v‖V r}, there exists a
constant (r) such that
∀u, v ∈ B(0; r) ‖Au − Av‖V ′(r)‖u − v‖V . (2.2)
Then, we have the following theorem.
Theorem 2.1. Let A : V → V ′ satisfy M0–M2. Then the problem
Au = F, F ∈ V ′ (2.3)
has a unique solution satisfying
(‖u‖V )‖F‖V ′ . (2.4)
Remark 2.1. We have taken condition M0 for simplicity. In the general case, if A0 	= 0, instead of (2.4) we would
obtain
(‖u‖V )‖F‖V ′ + ‖A0‖V ′ .
Let us now discuss some notation and terminology we will be using in this paper. We let  ⊂ Rd for d = 1, 2 be a
convex bounded open domain with piecewise smooth boundary, = . We will use the usual Sobolev space notation
for spaces Wk,p(), Wk,p0 () (p> 1). For the case p = 2 we denote Wk,2() as Hk(). Our space V will always
be a Sobolev space of the form W 1,p0 () with p2, though our results can be easily generalized to other cases, such
as  ⊂ R3 or more general boundary conditions, for which W 1,p0 () ⊂ V ⊂ W 1,p(). While the proofs given here
are valid for any norm on the space V equivalent to ‖v‖W 1,p(), we will use ‖v‖V = |v|W 1,p() (the seminorm is a
norm, since we have V = W 1,p0 (). In the sequel, the notation ‖ · ‖k,p, shall be used to represent ‖ · ‖Wk,p(), with
the subscript  dropped when understood.
Let us turn to the operator A : V → V ′. In our examples, A will always take the form
Au(v) =
∫

(x,∇u) · ∇v dx (2.5)
for v ∈ V . Here  : ×Rd → Rd will be a suitable function satisfying (x, 0) = 0. This ensures that A satisﬁes M0.
In the examples we consider here, we will always have
(x, ) = a(x, ||), (2.6)
where a is deﬁned on ×R+ (we will often omit mentioning the x dependence in both  and a). F ∈ V ′ will be given
by
F(v) =
∫

f v dx, (2.7)
where f ∈ Lq() with 1/p + 1/q = 1. This condition can be weakened: for example, if p = 2, all we need is
f ∈ H−1().
Remark 2.2. The conditions M1 and M2 can be weakened. For instance, for the special case (2.6) the paper [7] gives
more general conditions on a(·, ||) that guarantee existence and uniqueness for problem (2.3).
Remark 2.3. Although only the scalar case (2.5) is considered here, our results extend readily to systems of equations
(such as in the elasticity problem).
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2.2. Preliminary results
Let us now present some theorems that will be useful for analyzing our examples. We begin with a result that will
help establish M1.
Theorem 2.2. Let V = H 1() and let A be given by (2.5) such that for any x ∈ , (x, ·) ∈ C1(Rd). Also, let
D(x, ), the Jacobian of , be uniformly positive deﬁnite on × Rd , i.e.,
TD(x, )	||2, (2.8)
for some constant 	> 0 independent of x ∈ , ,  ∈ Rd . Then A satisﬁes M1 with
(‖u‖) = 	‖u‖V . (2.9)
Proof. Let x ∈ , 1, 2 ∈ Rd . Using (2.8) with = 1 − 2 we have
(1 − 2)T((x, 1) − (x, 2)) =
∫ 1
0
(1 − 2)TD(x, )|=2+t (1−2)(1 − 2) dt
	|1 − 2|2.
The result easily follows. 
Corollary 2.2.1. For the special case (2.6) with V = H 1(), M1 is satisﬁed with
(‖u‖V ) = 	‖u‖V (2.10)
provided
min
x∈,∈Rd
a(x, ||)	 (2.11)
and a is increasing, i.e., the derivative with respect to r satisﬁes
ar(x, r)0 (x, r) ∈ × R+.
The conditions of the corollary are sufﬁcient to ensure that  satisﬁes (2.8), as can be seen by writing out the Jacobian
(see [3] for details). Hence the proof follows by Theorem 2.2.
Next, we present a result for establishingM2.We need the following lemmawhich follows easily from theMinkowski
Inequality.
Lemma 2.3. For A as deﬁned by (2.5), with V = W 1,p0 (), we have
‖Au‖V ′‖(∇u)‖0,q , (2.12)
‖Au − Av‖V ′‖(∇u) − (∇v)‖0,q , (2.13)
where 1/p + 1/q = 1.
Remark 2.4. With different boundary conditions, we can get equality in (2.12) and (2.13). For instance, in one
dimension, all we need is for a Dirichlet condition to be imposed only at one end point. Neumann conditions everywhere
will also allow us to get equality.
Using (2.13), we easily obtain the following theorem for establishing M2.
Theorem 2.4. Let A be deﬁned by (2.5). If  satisﬁes
‖(∇w) − (∇z)‖0,q(r)‖∇w − ∇z‖0,p (2.14)
for any w, z ∈ B(0; r), then A satisﬁes M2.
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2.3. Examples
Let us now consider our speciﬁc examples.
Example 1 (Bilinear elasticity). We ﬁrst consider a one-dimensional example with V = H 10 (), with = (0, 1) (for
a higher dimensional analog see [6]). We consider the function
(ux) =
⎧⎪⎨
⎪⎩
k(ux + UY ) − UY , ux < − UY ,
ux, −UY uxUY ,
k(ux − UY ) + UY , UY <ux.
(2.15)
This represents a bilinear stress–strain relationship. Here UY ∈ (0, 1) represents the strain corresponding to the yield
stress and k ∈ (0, 1). This satisﬁes the special case (2.6) with a(r) given by
a(r) =
⎧⎨
⎩
1, rUY ,
k + (1 − k)UY
r
, r >UY .
(2.16)
Let us now verify that conditions M1 and M2 are satisﬁed.
Condition M1: To show this condition is satisﬁed, let, for any u, v ∈ V ,
u,v1 = {x ∈  : |ux |, |vx |UY }, u,v2 = /u,v1 . (2.17)
The Jacobian ′ satisﬁes
′() = 1 on u,v1 , ′()k on u,v2 .
Then the same argument as the proof of Theorem 2.2 gives us that A satisﬁes M1 with
(‖u − v‖V ) = k‖u − v‖V . (2.18)
(Note that all we need is for ′ to be integrable, not continuous as in Theorem 2.2.)
Remark 2.5. We see, in fact, that
(Au − Av)(u − v)‖u − v‖21,2,u,v1 + k‖u − v‖
2
1,2,u,v2
.
When neither |ux | nor |vx | exceed UY this just reduces to
(Au − Av)(u − v)‖u − v‖2
H 1(),
so that in this case (2.18) can be improved to
(‖u − v‖V ) = ‖u − v‖V .
Condition M2: To show M2 is satisﬁed, it is sufﬁcient to consider only the case ux > 0, vx > 0. Then for each of the
three cases |ux |<UY and |vx |<UY , |ux |UY and |vx |<UY , and |ux |UY and |vx |UY , we may easily verify that
‖(ux) − (vx)‖0,2‖ux − vx‖0,2. (2.19)
By Theorem 2.4, M2 is satisﬁed with (r) = 1.
Using Theorem 2.1 we get the following result.
Theorem 2.5. Let A be given by (2.5) with (∇u) given by the bilinear function described in Example 1 on the space
V = H 10 (). Then A satisﬁes M1 with
(‖u‖V ) = k‖u‖V . (2.20)
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Moreover, A satisﬁes M2 with (r) = 1. Hence, there exists a unique solution u to (2.3) satisfying (2.4) with  given
by (2.20).
Remark 2.6. Note that perfect plasticity, given by k = 0, does not satisfy the required conditions as M1 is violated.
Thus we have only considered k ∈ (0, 1).
Example 2 (Linear/root elasticity). As a variant of Example 1, we consider the one-dimensional function
(ux) =
⎧⎪⎪⎨
⎪⎪⎩
− 12
√−ux, ux < − 14 ,
ux, − 14ux 14 ,
1
2
√
ux,
1
4 <ux.
Here we have taken UY = 14 . Once again, this satisﬁes the special case (2.6) with
a(r) =
⎧⎪⎨
⎪⎩
1, r 1
4
,
1
2
√
r
, r >
1
4
.
(2.21)
We note that as  → ∞, we have ′() → 0. Because of this, M1 is not true on all of V . However, we show
that it holds for u, v ∈ V such that |ux |, |vx |M <∞. Let 1,2 be as in (2.17). Then for all u, v ∈ V such that
|ux |, |vx |M (with UY = M) we have that
′() = 1 for x ∈ u,v1 ,
= 1
4
√|ux |
1
4
√
M
for x ∈ u,v2 .
Thus, as in Example 1, for u, v ∈ V such that |ux |, |vx |M <∞, A satisﬁes M1 with
(‖u − v‖V ) = 1
4
√
M
‖u − v‖V . (2.22)
As in Remark 2.5, we also see that for such u, v we have
(Au − Av)(u − v)‖u − v‖21,2,1 +
1
4
√
M
‖u − v‖21,2,2 . (2.23)
Condition M2: As for Example 1, we can establish (2.19) by separately considering the cases |ux |< 14 and |vx |< 14 ,
|ux | 14 and |vx |< 14 , and |ux | 14 and |vx | 14 . We then obtain that M2 is satisﬁed with (r) = 1. See [3] for details.
Remark 2.7. The operator A in this case is monotone, but not strongly monotone. An alternative theory can still be
used in this case to prove existence and uniqueness. However, in this paper, our main focus will be error estimation for
cases where the solution is assumed to exist and be regular enough. Condition M1 will be the most important property.
Example 3 (p-Laplacian). Next, we consider the p-Laplacian (in one and higher dimensions), given by
(∇u) = |∇u|p−2∇u. (2.24)
We will consider the case p2. For this, the space V is given by V =W 1,p0 (). Once again this will satisfy the special
case (2.6) with
a(r) = rp−2.
The following theorem taken from [5] shows that A satisﬁes M1 and M2.
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Theorem 2.6. For a given number p2, with V = W 1,p0 (), let A : V → V ′ be the operator given by (2.5) and
(2.24). Then there exists a constant 	> 0, depending on p, such that for all u, v ∈ V = W 1,p(),
(Au − Av)(u − v)	‖u − v‖pV . (2.25)
Also, there exists a constant M > 0 such that for all u, v ∈ W 1,p0 (),
‖Au − Av‖V ′M(‖u‖V + ‖v‖V )p−2‖u − v‖V .
For the proof see [5, Theorem 5.3.3].
We see from the above that
(‖u − v‖V ) = 	‖u − v‖p−1V ,
(r) = M(2r)p−2. (2.26)
The proof in [5], only shows the existence of 	> 0 without giving a value. However, for our estimators in the sequel,
we will need the largest value of 	 satisfying (2.26). In [3] it has been established that this optimal value is given by
	= 1/2p−2. This result gives us the following theorem.
Theorem 2.7. Let A be given by (2.5) with () given by (2.24) on the space V = W 1,p0 (). Then A satisﬁes M1 with
(‖u − v‖V ) = 	(p)‖u − v‖p−1V , (2.27)
where 	(p) = 1/2p−2. Moreover, there exists M > 0 such that A satisﬁes M2 with (r) given by (2.26). Hence, there
exists a unique solution u ∈ V to (2.3) satisfying (2.4) with  given by (2.27).
Example 4 (
-nonlinearity). As a variant of Example 3 (for the case p = 4) we consider operators A=A
 deﬁned for

> 0 by
(∇u) = 
(∇u) = (1 + 
|∇u|2)∇u (2.28)
with V = W 1,40 (). We see this case is of form (2.6) with
a
(r) = 1 + 
r2. (2.29)
We choose this example because we can alter the nonlinear effect by changing 
 (as 
 → 0 the nonlinear effect becomes
very small).
M1 and M2 follow as in Example 3 with

() = 
p(), 
(r) = 1 + 
p(r), (2.30)
where p and p are given by (2.27) and (2.26). (Note that we can only conclude 
() = 
p() and not 
() = 1 +

p().)
The presence of 
 in (2.30) will cause poor results if applied to our estimators later. Hence we use the following
result, which shows that the corresponding operator A
 satisﬁes a version of M1 uniformly as 
 → 0, but on a space
H ⊃ V with a weaker norm than V . The proof is elementary.
Theorem 2.8. Let A given by (2.5) with  given by (2.28) on the space V = W 1,p0 . Then for any 
> 0, and F ∈ V ′,
there exists a unique solution u ∈ V to (2.3) with  as in (2.30).
Moreover, let H = H 10 () ⊃ W 1,40 () = V . Then for any u, v ∈ H , the following inequality holds uniformly for

> 0 for the above operator A

(Au − Av)(u − v)H (‖u − v‖H )‖u − v‖H , (2.31)
with
H (‖u − v‖H ) = ‖u − v‖H . (2.32)
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Remark 2.8. We note that H = H 10 () is a Hilbert space, which ties in well with the theory developed in the next
section. This example will serve as a prototype for other cases where an alternative version of M1 may be available in
a weaker norm. Note that A will not satisfy M2 with V replaced by H.
3. Estimation of the error due to linearization
Nonlinear problems like those described in Section 2 are often solved using a linearized model. Let AL be a linear
approximation to the nonlinear operator A. Since AL is often discretized by the ﬁnite element method (which is usually
done in Hilbert spaces) we will assume that there exists a Hilbert space H ⊃ V such that AL is an operator from
H → H ′ (this implies AL is also an operator from V → V ′). The linearized problem is then deﬁned on H ′ instead of
V ′. Hence we assume F ∈ H ′ and consider the problem
ALuL = F, F ∈ H ′ (3.1)
instead of (2.3). We also assume that F is such that the solution of (3.1) lies in V rather than just H. This is in keeping
with regularity assumptions typically used in ﬁnite element analysis.
To get existence and uniqueness for (3.1), we assume the following:
L1 : AL satisﬁes a coercivity condition on H, i.e., there exists 	L > 0 independent of u ∈ H such that for all u ∈ H ,
(ALu)u	L‖u‖2H .
L2 : AL is bounded on H, i.e., there exists ML > 0 independent of u such that for all u ∈ H
‖ALu‖H ′ML‖u‖H .
Then we obtain the following theorem.
Theorem 3.1. Let AL satisfy L1–L2. Then for any F ∈ H ′, there exists a unique solution of (3.1) that satisﬁes
‖uL‖H 	−1L ‖F‖H ′ . (3.2)
Remark 3.1. Conditions L1–L2 ensure that there exists a bounded, bilinear coercive form B(·, ·) on H ×H such that
∀u, v ∈ H , we have
ALu(v) = B(u, v).
In all our examples we take H =H 10 (). In Examples 1 and 2, H =V while in Examples 3 and 4, V is a strict subset
of H. Also, in our examples, we will deﬁne AL by
ALuL(v) =
∫

L(∇uL) · ∇v dx, (3.3)
where L() is a linear approximation of (). Further, we will take
L() = a(|∇u0|), (3.4)
where u0 is some guess for u (this will moreover give a symmetric bilinear form). For example, for the p-Laplacian
(p> 2) we take
ALuL(v) =
∫

|∇u0(x)|p−2∇uL · ∇v dx.
For this we then have, with H = H 10 (), that
ALu(u) =
∫

|∇u0(x)|p−2∇u · ∇u dx min
x∈
|∇u0(x)|p−2‖u‖2H .
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Thus AL satisﬁes L1 with 	L = minx∈|∇u0(x)|p−2. Also,
ALu(v) =
∫

|∇u0(x)|p−2∇u · ∇v dx max
x∈
|∇u0(x)|p−2
∫

∇u · ∇v dx
 max
x∈
|∇u0(x)|p−2‖u‖H‖v‖H ,
showing AL satisﬁes L2 with ML = maxx∈|∇u0(x)|p−2.
The same holds true in general—L1 and L2 hold with
	L = min
x∈
|a(|∇u0(x)|)|, (3.5)
and
ML = max
x∈
|a(|∇u0(x)|)|. (3.6)
(Note that the above may not be the optimal values of 	L and ML that can be taken in L1 and L2.)
Remark 3.2. In some cases (see Example 3 in Section 3.2 ahead), we may have a u0 that leads to 	L = 0. In such
cases, we can try to suitably modify AL to ensure that 	L 	= 0 (see Remark 3.8).
3.1. Theoretical estimates
Our goal in this paper is to devise a method to estimate the modeling error eL = u − uL. To this end, we have the
following theorem, which provides a guaranteed upper estimator for this error.
Theorem 3.2. Let A satisfy M0–M2 and let AL be a linear approximation of A that satisﬁes L1–L2. Also, let u solve
(2.3) and uL solve (3.1), with F such that uL ∈ V . Then
(‖eL‖V )‖ALuL − AuL‖V ′ . (3.7)
Proof. Using M1 we have
(‖u − uL‖V )(Au − AuL)
(
u − uL
‖u − uL‖V
)
 sup
v∈V
‖v‖V =1
(Au − AuL)(v)
= sup
v∈V
‖v‖V =1
(F (v) − AuL(v)).
Since V ⊂ H we have ALuL(v) = F(v) for all v ∈ V ⊂ H , and thus
(‖u − uL‖V ) sup
v∈V
‖v‖V =1
(ALuL − AuL)(v)
= ‖ALuL − AuL‖V ′ . 
Remark 3.3. Theorem 3.2 holds even when AL is any nonlinear approximation to A such that (3.1) has a unique
solution (e.g., when AL is a nonlinear operator also satisfying M0–M2).
Remark 3.4. If (‖eL‖V ) = 	‖eL‖V for 	 ∈ R with 	> 0, then (3.7) gives the estimate
‖eL‖V  1
	
‖ALuL − AuL‖V ′ .
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In addition to the upper estimator in (3.7), we also have the following theorem which gives a lower estimator for the
error. The result follows easily from M2 and (3.1).
Theorem 3.3. Let A satisfy M0–M2 and let AL be a linear approximation of A satisfying L1–L2. Also, let u solve
(2.3) and uL solve (3.1) such that uL ∈ V and ‖u‖V , ‖uL‖V r . Then
‖ALuL − AuL‖V ′(r)‖eL‖V . (3.8)
Thus by Theorems 3.2 and 3.3 we have for u, uL ∈ B(0; r)
(r)−1‖ALuL − AuL‖V ′‖eL‖V −1(‖ALuL − AuL‖V ′).
Hence we have both upper and lower estimators based on the quantity ‖ALuL − AuL‖V ′ .
To be of practical use, an error estimator must be computable. We now show that the term ‖ALuL −AuL‖V ′ can be
bounded above to give a computable upper estimator EV (eL) for ‖eL‖V .
Let AL be given by (3.3) for some (linear) function L. Then we have for V = W 1,p() that
‖ALuL − AuL‖V ′‖L(∇uL) − (∇uL)‖0,q
using the argument of Lemma 2.3. Deﬁning
EV (eL) = −1(‖L(∇uL) − (∇uL)‖0,q) (3.9)
then gives a computable guaranteed upper estimator satisfying
‖eL‖V EV (eL).
(We have used the fact that since  is increasing −1 must also be increasing.)
Remark 3.5. Note that with Dirichlet boundary conditions, we cannot bound ‖ALuL−AuL‖V ′ below by ‖L(∇uL)−
(∇uL)‖0,q to give a similar computable lower estimator. Such a bound is, however, possible for some other boundary
conditions. For instance, in the case of Neumann boundary conditions, we would have (see Remark 2.4)
‖ALuL − AuL‖V ′ = ‖L(∇uL) − (∇uL)‖0,q ,
which would allow us to deﬁne a computable lower estimator,
EV (eL) = (r)−1‖L(∇uL) − (∇uL)‖0,q
such that
EV (eL)‖eL‖V .
Let us now consider the case when in addition to V , the operator A is also strongly monotone on the larger space
H over which AL is deﬁned, i.e., when (2.31) is satisﬁed (as in Example 4). In this case, we can obtain a computable
guaranteed upper estimator for ‖eL‖H as well.
Theorem 3.4. In addition to the conditions of Theorem 3.2, let A satisfy (2.31). Then
H (‖eL‖H )‖ALuL − AuL‖H ′ . (3.10)
Proof. Using (2.31) we have
H (‖u − uL‖H )(Au − AuL)
(
u − uL
‖u − uL‖H
)
.
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Since u ∈ V and uL ∈ V , then w = (u − uL)/‖u − uL‖H ∈ V . Using this, we have
H (‖u − uL‖H )(Au − AuL)(w)
= F(w) − AuL(w)
= (ALuL − AuL)(w)
 sup
v∈H
‖v‖H =1
(ALuL − AuL)(v)
= ‖ALuL − AuL‖H ′ ,
from which (3.10) follows. 
Recall that in all our examples, we have H = H 10 (). Using the same idea as for EV (eL), we can therefore deﬁne
EH (eL) = −1H (‖L(∇uL) − (∇uL)‖0,2) (3.11)
to obtain
‖eL‖H EH (eL).
This will be used for Example 4.
3.2. Computational results
In this section, we present the results of computational experiments designed to test the accuracy of estimators (3.9)
and (3.11). We use the effectivity index  deﬁned by (1.2), with ‖eL‖ taken to be ‖eL‖V or ‖eL‖H as speciﬁed ahead.
In some cases, like Example 1 and parts of Example 2, it is possible to calculate uL exactly. However, when this
becomes difﬁcult, we use the ﬁnite element method with “sufﬁcient” accuracy to obtain it. We use basis functions of
degree p over n elements, where p and n are chosen to be large enough so that increasing either one will not change
‖eL‖V by more than .001%. Thus, the error introduced by the ﬁnite element method can be considered negligible and
the solution uL obtained from this method can be taken to be the required “exact” solution to the linear problem (3.1),
sufﬁciently accurate for our purposes.
Example 1. We ﬁrst consider bilinear elasticity, from Section 2 with V = H 10 () = H on the domain = (0, 1). We
use the function
f = 1
to deﬁne the functional F by (2.7). It can then be veriﬁed that the true solution to the nonlinear problem (2.3) is given
by (here r = UY )
u =
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
1
k
(
−1
2
x2 − (1 − k)rx + 1
2
x
)
, 0<x < − r + 1
2
,
−1
2
x2 + 1
2
x + 1
k
(
1
2
(1 − k)r2 + 1
2
(k − 1)r + 1
8
(1 − k)
)
, −r + 1
2
xr + 1
2
,
1
k
(
−1
2
x2 − (k − 1)rx + 1
2
x − r(1 − k)
)
, r + 1
2
<x < 1.
(3.12)
We let AL be deﬁned by (3.3), (3.4), with a(|(u0)x |) given by (2.16). Then using an initial guess of u0 = 0, (2.16)
simply gives a ≡ 1. Thus, for this example 	L =ML = 1. The exact solution of the linear problem (3.1) turns out to be
uL = − 12x2 + 12x.
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From these solutions u, uL we see
‖eL‖V =
(∫ 1
0
|ux − (uL)x |2 dx
)1/2
=
(
2
(
−1
3
r3 + 1
2
r2 − 1
4
r + 1
24
)
+ 2
k
(
2
3
r3 − r2 + 1
2
r − 1
12
)
+ 2
k2
(
−1
3
r3 + 1
2
r2 − 1
4
r + 1
24
))1/2
. (3.13)
Also, we have ux = (uL)x on [−r + 12 , r + 12 ] so that
EV (eL) = 1
k
(∫ 1
0
|L((uL)x) − ((uL)x)|2 dx
)1/2
= 1
k
(∫ −r+1/2
0
|L((uL)x) − ((uL)x)|2 dx +
∫ 1
r+1/2
|L((uL)x) − ((uL)x)|2 dx
)1/2
= 1
k
(
2k2
(
−1
3
r3 + 1
2
r2 − 1
4
r + 1
24
)
+ 2k
(
2
3
r3 − r2 + 1
2
r − 1
12
)
+2
(
−1
3
r3 + 1
2
r2 − 1
4
r + 1
24
))1/2
. (3.14)
From (3.13) and (3.14) we see that for any k and r,
‖eL‖V = EV (eL).
Hence, for this example, our estimator turns out to be exact, i.e., we have = 1.
Example 2. Next, we consider linear/root elasticity with V = H 10 () = H on the domain  = (0, 1). We again use
the function
f = 1
to deﬁne the functional F. It can be shown that the true solution to the nonlinear problem is
u =
⎧⎪⎪⎨
⎪⎪⎩
4
3 x
3 − 2x2 + x, 0<x < 14 ,
− 12 x2 + 12 x + 596 , 14x 34 ,
− 43 x3 + 2x2 − x + 13 , 34 <x < 1.
(3.15)
We let AL be deﬁned by (3.3), (3.4), (2.21), and use an initial guess of u0 = 0, which again gives a ≡ 1. The exact
solution to the linear problem (3.1) is the same as in Example 1,
uL = − 12 x2 + 12 x.
From these solutions u, uL we see
‖eL‖V =
(∫ 1
0
|ux − (uL)x |2 dx
)1/2
≈ 0.17970.
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Also, we have ux = (uL)x on [ 14 , 34 ] and |ux |, |(uL)x |1. Therefore, using (2.22) and 	L = ML = 1 we have
EV (eL) = 4
(∫ 1
0
|L((uL)x) − ((uL)x)|2 dx
)1/2
= 4
(∫ 1/4
0
|L((uL)x) − ((uL)x)|2 dx +
∫ 1
3/4
|L((uL)x) − ((uL)x)|2 dx
)1/2
≈ 0.23222.
Thus, for this example, we have
 ≈ 1.29226.
Next, we use the initial guess u0 = − 12 x2 + 12 x, which is closer to the true solution. We do not calculate uL
analytically, but instead use a sufﬁciently accurate ﬁnite element method to obtain uL. We obtain the error
‖eL‖V = 0.10275,
and again using ML = 1, the estimator
EV (eL) = 0.12422.
Thus, for this initial guess,  has been improved to
= 1.20895.
Remark 3.6. In the above example, we knew u and uL, so we were able to accurately takeM=1. However, in general,
u will not be known, so the best we could do is choose M to be the maximum of |(uL)x |. Although this might still give
a good estimator in computations, we may no longer be able to guarantee that it is an upper estimator.
Example 3. Next we consider the p-Laplacian with p = 2.5 on the domain = (0, 1).
First, we take f to satisfy the true solution
u = x(1 − x).
We deﬁne the linear operator AL given by (3.3) using
L() = |(u0)x |p−2.
We choose a series of initial guesses which converge to the true solution to see how the effectivity index behaves as
‖eL‖V decreases. We divide the domain  into M equal intervals and take u0 to be the piecewise linear interpolant of
the true solution u = x(1 − x) for M = 2, 4, and 8. We obtain uL by using the ﬁnite element method with N = 20
elements and basis functions of degree less than or equal to 8.
From Table 1 we see that as u0 → u both the error ‖eL‖V and the estimator EV (eL) decrease. We also see that the
effectivity index  is increasing. This suggests that while the estimator is qualitatively correct, it may not necessarily
decrease to 0 as ‖eL‖V → 0 for this example.
Table 1
True error and estimate for Example 3
M ‖eL‖V EV (eL) 
2 0.17738 0.44583 2.51348
4 0.08329 0.24384 2.92773
8 0.03873 0.14179 3.66115
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Table 2
True error and estimate for Example 3
M ‖eL‖V EV (eL) 
2 0.08618 0.23942 2.77814
4 0.04623 0.14349 3.10376
8 0.02367 0.08654 3.65631
Next, we use the function f =1 to deﬁne the functionalF. (This givesmore realistic exact solution for such problems.)
For any p> 2, the exact solution of (2.3) is
u = −p − 1
p
∣∣∣∣x − 12
∣∣∣∣
p/(p−1)
+ p − 1
p
(
1
2
)p/(p−1)
. (3.16)
As shown by Exercise 5.3.1 in [5],
u ∈ W 2,p if 1<p< 3 +
√
5
2
,
u /∈W 2,p if 3 +
√
5
2
<p.
(3.17)
We again deﬁne the linear operator AL given by (3.3) using
L() = |(u0)x |p−2
and divide the domain  into M intervals and taking u0 to be the piecewise linear interpolant of u given by (3.16) for
M = 2, 4, and 8.We obtain uL by using the ﬁnite element method with N = 20 elements and basis functions of degree
less than or equal to 8.
The behavior of the error and the estimator are shown below for this exact solution. From Table 2 we see that both
the error ‖eL‖V and the estimator EV (eL) decrease as M increases. Once again, the estimator is qualitatively correct,
but does not decrease to 0 as ‖eL‖V → 0 for this example. The reasons for this are discussed in the remarks below.
Remark 3.7. One factor in the above over-estimation of the true error by EV is the value of 	(p) used in the estimator.
The optimal 	(p) used from [3] is calculated using a “worst-case” scenario, and can give a much smaller value of 	 in
(2.27) than may be typically encountered in a problem. This causes over-estimation.
Remark 3.8. For a differentiable u0 on (0, 1) which vanishes at 0 and 1, the mean value theorem gives (u0)x(t) = 0
for some t ∈ (0, 1), i.e., the coefﬁcient a vanishes at t. Hence, 	L given by (3.5) will be 0 in condition L1 for such a
u0. Our choice of u0 (which is not differentiable) above avoids this problem, since 	L > 0 for the interpolant over M
subintervals. However, the underlying danger of 	L being close to zero remains for this problem whenever we choose
0 boundary conditions.
Example 4. Finally, we consider the 
-nonlinearity from Section 2, usingEH (eL) deﬁned by (3.11) to estimate ‖eL‖H ,
with H = H 10 () and V = W 1,40 (). For this example, recall that the operator A given by (2.5) uses (ux) given by
(ux) = (1 + 
|ux |2)ux .
The function f used to deﬁne the functional F in (2.7) is chosen so that the exact solution is
u = (1 − x) sin(x/k). (3.18)
The linear operator AL given by (3.3) uses
L() = (1 + 
|(u0)x |2),
where u0 is an initial guess for u.
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Fig. 1. Effectivity Index,  for u= (1 − x) sin(x/k) and (ux)= (1 + 
|ux |2)ux : (a) Effectivity index for H 1 semi-norm estimate with u0 = 0; (b)
Effectivity index for H 1 semi-norm estimate with u0 = x2 − x.
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Fig. 2. Effectivity index for u= (x2 − x) cos(x) and (ux)= (1+ 
|ux |2)ux : (a) Effectivity index for H 1 semi-norm estimate using an initial guess
of u0 = 0. The graphs for k = 2, 4 are similar; (b) Effectivity index for H 1 semi-norm estimate using an initial guess of u0 = x2 − x.
Fig. 1 shows the effectivity index  for the true solution u = (1 − x) sin(x/k) using an initial guess of both u0 = 0
and u0 = x2 − x. As expected, we see that as 
 → 0, decreasing the error ‖eL‖H , the effectivity index approaches 1.
Also, as k increases, ux decreases, again decreasing the effect of the nonlinearity and causing  to approach 1. Fig. 2
shows the effectivity index for the true solution u= (x2 −x) cos(x/k). Again we see that as 
 → 0 the effectivity index
decreases approaching 1. Hence this numerical evidence shows that this estimator decreases to 0 as ‖eL‖H → 0 for
the cases considered, a behavior that is similar in spirit to “asymptotic exactness.”
3.3. Conclusions
From the above, it is seen that the upper estimator developed in this paper has an effectivity index that behaves very
well for some of the examples considered, while for others, it is observed to be in a higher range (between 3 and 4 for
Example 3, for instance). As explained in the Introduction, this would still be useful in the context of several nonlinear
problems, where “constants” such as yield stress come into play, since these can have a high degree of uncertainty.
The corresponding errors induced by such uncertainties in the desired quantities of interest (obtained, for instance, by
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a sensitivity analysis) would then be one or several orders higher than the error due to linearization. Hence, one could
afford to have a large effectivity index in the linearization estimator.
The computations performed here have been in one dimension, since it is easiest to get an “exact” solution (either
analytically or by overkill, using ﬁnite elements) in these cases. In [3,4], some computations involving Examples 3
and 4 in two dimensions are also considered, in the context of estimating both the linearization and ﬁnite element
discretization errors.
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