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Abstract 
This paper is devoted to the introduction of a mixed finite element for the solution of the biharmonic problem. 
We prove optimal rate of convergence for the element. The mixed approach allows the simultaneous approximation 
of both displacement and tensor of its second derivatives. 
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0. Introduction 
In the last decade mixed finite elements for the solution of partial differential equations have 
known substantial developments. A global theoretical background of mixed methods has been 
recently given in [4], where the authors mainly deal with abstract mathematical formulations of 
classical problems. The mixed approach allows the direct approximation of more than one 
unknown, without using postprocessing techniques to recover interesting values. In the past 
years high-order finite elements (known in the literature as p finite elements) have been 
introduced. The elements have shown quite good performances, especially for problems with 
strong singularities (see, e.g., [1,6]), and are now widely used. Special techniques have been 
devised to deal with high-order shape functions. Since both mixed and high-order approaches 
show good properties, a natural idea is the construction of mixed high-order finite elements. 
In this paper we introduce a new high-order finite element of mixed type to solve the 
biharmonic equation. The element permits a simultaneous approximation of both displacement 
and its second derivatives. The proof of convergence rests on abstract theorems proved in a 
previous paper (see [9]>. Using some Green’s formulas, the original problem is given an 
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equivalent formulation of saddle point type, suitable for a convenient discretisation. Saddle 
point problems are a general framework in which mixed finite elements can be studied. 
Well-known results of [3] allow to deal with the inf-sup condition that plays a crucial role in the 
approximation of saddle point type problems. 
As regards the finite element, the displacement component is approximated with a serendip- 
ity type finite element, adding an internal degree of freedom to the standard twelve nodes 
element. The second derivatives of the displacement (i.e., stress field) are approximated with a 
nonstandard space, slightly different for each component, satisfying special continuity require- 
ments at the interelement boundaries. An ad hoc choice of the degrees of freedom allows the 
requirements to be satisfied. With such spaces we estimate the error between exact and 
approximate solution in the space ,C2(0> for the displacement and in the space H’(0) for the 
stress. We prove that the error between approximate and exact solutions is of (optimal) order 
O(h3>. 
The outline of the paper is the following. In Section 1 we briefly recall the continuous 
problem and its transformation in saddle point problems. In Section 2 we describe the finite 
element and set down the discrete problem. Finally, in Section 3 we deal with the proof of the 
convergence of the finite element. 
1. The continuous problem 
Let fi be an open subset of R2, let a0 denote its (sufficiently smooth) boundary, f a given 
function in L2(n>. We consider the following problem (Dirichlet problem for the biharmonic 
operator): 
(14 
If the function f belongs to L2(fl) and we seek for a solution in the space H:(0), the problem 
is well-posed, i.e., the solution exists and is unique (see [S]). Of course, the regularity of the 
solution depends both on the smoothness of the boundary and the data. To deal with a discrete 
approximation of problem (1.11, we give an equivalent formulation. Let us suppose, for the sake 
of simplicity, that 0 is a convex polygon. We denote by 7, a decomposition of fl in 
subdomains K. For a tensor-valued function v = (uij>, i, j = 1, 2, we define M,(v) = uijylinj, 
M,,(v) = uijnitj, where n = (~tr, n2) is the unit outward normal and t = (tl, t2) is the unit 
tangent along MJ. We set 
v=(Y=(uij)’ UijEH’(K),VKE5yh, i,j=l,2, ui2=02i, 
M,(U) continuous at the interelement boundaries}, (1.2) 
lI4lv=lI4I1 = ( c (l14L))1’27 
KEFh 
(1.3) 
w= w$p(n), p > 2. (1.4) 
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Let us consider the following problem. 
I 
Find (Y, 4) E VX W such that 
/ R 
uijvii dx dy = c - 
( 1 K 
‘ij/i$‘/j dx dY + / Mn,(V)$/, ds 7 VL’ E V, 
KEYj aK i 
dx dy + / M&)4,, ds) = /f4 dx dy, vcp 6 w. 
aK n 
499 
(l-5) 
The equivalence between problems (1.1) and (1.5) is proved in [9]. The relations between the 
solution of problem (1.1) and the solutions of problem (1.5) are the following: 
U = ("ij)= (w/ij)Y (W 
*=w. (1.7) 
2. The finite element and the discrete problem 
We introduce a finite element of rectangular type. Let now 0 be a bounded domain in R2, 
its boundary X2 consisting of a finite number of straight segments parallel to either coordinate 
direction. In this case the solution has the regularity u E H3(0> I? Hi(n) (see [7]). Let us 
assume that fl has been covered by a number of closed rectangles K such that any two 
rectangles are either disjoint or have one common vertex or side. Let h denote the maximum 
side length of the rectangles K covering R. Further, let (Ye denote the ratio of the lengths of 
the nonparallel sides of the rectangle K. We assume that there is a fixed positive number (Y 
such that l/a G cyK G CX. The condition does not allow the rectangles to get very thin as h + 0. 
Let us now define two finite-dimensional spaces V, and IV,. 
Space V, is the set of the tensor-valued functions v = (vii>, i, j = 1, 2, with vi2 = v2i, such 
that 
(4 v,~ E [P,(x, y) e {xy2, x3}], on each KE Ye, 
(b) v12 E [P,(x, Y >I 7 on each KE &, 
(4 vZ2~ [P,(x, y) @ {x2y, y’}], on each KEEP, 
(24 
(d) M,(v) is continuous at the interelement boundaries. 
Space W, is the set of the functions 4 defined on J2 such that 
(a) 4 E [p,(x, Y) @ {x3y, x2y2, xy3}], on each K~gh, 
(b) 4 fE cop>, 
(c) 4 = 0, on an. 
(2.2) 
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Fig. 1. Degrees of freedom for the space W,,. 
The following relations hold: 
v, = v/, IV, C w. (2.3) 
Let us define the degrees of freedom associated to the discrete spaces V, and IV,. 
Degrees offreedom for V,. Let uh E V,, K E ._Y$ each component of Y is uniquely determined 
on K by the following values: 
(a) uri: M,(v) on the vertical sides of K, /z&x) dx dy, pi(x) E PI(x); 
(b) ~12: jKL’&x, Y) dx dy, 14x7 Y) E P&7 Y); 
(4 u22: M,(u) on the horizontal sides of K, JKu22PdY) dx dY7 PdJ9~~1W* 
Degrees offreedom for W,. Let 4 E IV,, K E Y$ each function 4 is uniquely determined on 
K by its values at the points given in Fig. 1. The finite element defined for IV, can be viewed as 
a modification of the standard twelve degrees of freedom serendipity element (see, e.g., [lo]). 
We add, using a bubble function (i.e., a function vanishing along the boundary), an internal 
degree of freedom. 
Using the discrete spaces previously defined, we can introduce the discrete formulation of 
problem (1 S): 
(Find (C 4,) E V, x W, such that 
I / 
uijuij dx dy = c - 
i 1 
uij/i$/j dx dY + / Mn,(v)$/, ds) > VV E Vh, 
R KEY-A K aK 
dx dy + ~KMnr(Il)+,t ds) = 1-N dx dy, vc#l E w,. 
(2.4) 
3. Error estimate 
In this section we briefly recall some results given in [9] and then we prove a third-order 
convergence for the finite element introduced in Section 2. Let us set 
L@h(f) = (v E v,: qv,, 4,) = (f, 4/J, Wh E VJ- 
We have the following results. 
(3.2) 
T. Scapolla /Journal of Computational and Applied Mathematics 50 (1994) 497-507 501 
p4 s3 p3 
s4 
I 
s2 
Pl Sl p2 
Fig. 2. Sides and vertices ordering. 
Theorem 1. Let (u, $) and ( uh, $,J be the solutions of problems (1.5) and (2.41, respectively. 
Then the following estimate holds: 
where C is a constant independent from V,, W,. 
Theorem 2. Let (u, 4) and (uh, $& be defined as in Theorem 1. We have 
(3.4) 
where C is a constant independent from V,, W,. 
Using Theorems 1 and 2, the error estimate can be dealt with through the analysis of the 
right-hand side of (3.3) and (3.4). We now prove several lemmas. 
Lemma 3. There exists a continuous linear operator 17, : V -+ V, such that 
B(” -&J, 4,) = 0, v+h E W,, 
II4PIII =G WIII~ 
l/u -17,vllo < Ch3. 
(3.5) 
(3.6) 
(3.7) 
Proof. The bilinear form B(v, 4) defined in (3.1) can be written, integrating by parts on each 
element K E &, in the equivalent form 
B(z’, $> = lK’ij$/ij dx dY - LKMnC’)$/, ds* (3.8) 
Denoting by w = Ilhv the element of Vh corresponding to v E V, we can write (3.5) as 
B(v - W, 4h) = JK( V - W)ij4/i; dx dY - LKMn(’ - “‘)4/n 
Let us denote by Pi and Si, i = 1, 4, the vertices and the sides, 
(see Fig. 2). 
ds = 0, tl& E W,. (3.9) 
respectively, of the element K 
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To define w, 22 degrees of freedom are available (eight for wI1 and wz2, six for wlz>. First 
we set 
and we need to satisfy the relations 
j,M,(u - w)P~(s) ds = 0, VP,(S) E Pz(s), i = 1, 2, 3, 4. 
I 
Three degrees of freedom are needed to fulfil each one of the previous conditions, that is a 
total number of twelve degrees of freedom. Twelve degrees of freedom are needed to satisfy 
(3.10). With such a choice of the values of M,(w) along the boundary aK, relation (3.9) is 
satisfied for each function C$ E P,(x, y). Let us now consider C#I E IV, of the type 
x'y ‘, i = 0, 2, j=2-i, 
x’yj, i = 0,3, j=3-i 
x'y j, i = 1, 3, j=4-i: 
i.e., the elementary functions covering the space Wh\P,(x, y). Using (3.9), we get 
(3.11) 
cp =x2, 
$=xy, 
4 =y*, 
$ =x3, 
4 =x2y, 
4 =xy2, 
4 =y3, 
/( ull- ~11) dx dy = js2 ,4~n(u - w) dy, K (3.12) 
/( K 
u12-w12) dx dy=/ M&J-w)x dx+j-_M,Jv-w)y dy, (3.13) 
SlS3 
/( 
u22 - Wan) dx dy = / M,(Y -w) dx, (3.14) 
K Sl .s3 
2/Kh1 - yJx dx dy = j-2 s4M,(u -w) dy, 
(3.15) 
21;;(uII - wII)y dx dy + 2 / (vr2 - w12)x dx dy K 
=I, sMn(v-w)x2 dx+2/ M,(v-w)y dy, 
1, 3 s2,s4 
2/,‘u12 -w12)y dx dy+2 / (u~~-w~~)x dx dy K 
= “j-, s3Mz(u - w)x dx + _/-* s4Mz(u - W)Y* dy, 
(3.16) 
(3.17) 
qK(L.22 - ~22)~ dx dy = (3.18) 
4 =x3y, 
tp =x2y2, 
4 =v3, 
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6/K(L’Il - w,,)v dx dy + 3/K& - +2)x2 dx dy 
= LI S,M,(u - +” dx + 3Li sT(u - W)Y dy, (3.19) 
/( url - wn)y2 dx dy + 2 K / 
(u12 - i~~~)xy dx dy + 
sM,(~-w)x2dx+K/S~(~-~)i2 dy, 
/ 
(u22 - w22)x2 dx dy 
K 
=/, (3.20) 
1, 3 
31,’ u12 - ~12)~’ dx dy + 61K( ~22 - ~22)~ dx dy 
= 3j- M,,(v - w)x dx + j-, s,M,(v - w)y3 dy. (3.21) 
SlJ3 
The degrees of freedom defined by (3.101, (3.12) and (3.15) uniquely determine the value of the 
component wn of w on each K E 7,. Likewise, the degrees of freedom (3.10), (3.14) and (3.18) 
uniquely determine the value of the component w22. The remaining conditions (3.131, (3.161, 
(3.171, (3.19M3.21) uniquely determine the value of the component wr2, a function of type 
p2(x, y) on each KE Yj. With such a choice the function w satisfies (3.9) on each KE Fj,, 
and, therefore, condition (3.5) is fulfilled. 
The operator flh associates to each function v E I/ the function w E V, uniquely determined 
by conditions (3.101, (3.12)-(3.21). In a similar way we can define on the standard reference 
element J? = [O, 11 X [O, 11 the operator Hi that associates to each D E V (given v on K we 
denote by i, the corresponding function defined on 2; see, for instance, [5] for details) the 
function i E V, defined again by (3.10), (3.12)-(3.21) with K = i. It is easy to verify that 
E$=i?$, (3.22) 
E$=O, vi? E [P,(R)]‘. (3.23) 
With simple calculation, using the well-known results of [2], it is easy to show that if (3.23) 
holds, then we have 
[Iv - w]],G Ch31v13,K~ (3.24) 
i.e., (3.7) is proved. In the same way we can prove that (3.6) holds. q 
Lemma 4. There exists a constant C such that 
” 
h 
(3.25) 
Proof. Since u,, EG’~(~) and uh = flhu, the proof reduces to a simple application of the relation 
(3.7) after taking vh = fl,u. 0 
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Lemma 5. There exists a constant C such that 
sup inf 
B(v, ICI - hz) < ch3 
(3.26) 
Proof. Following the ideas given in [9], we have to prove that the functional F, defined on W, 
9: 4 + B(v, 4 - #), (3.27) 
where 4’ is the interpolated function of C$ in the space W, (i.e., a function assuming the same 
values of C#I at the degrees of freedom chosen for representing a function in the space W,), 
satisfies the relation 
F(4) = 0, v+ E P&, Y). (3.28) 
Without loss of generality we prove (3.28) on k. We denote by pi and ii, i = 1, 4, the vertices 
and the sides of K, numbered and ordered as in Fig. 2. We have 
dim pd(x, y)ji = 15, (3.29) 
dim W,Ik = 13, (3.30) 
P&Y Y)lg= w, I@ {x4, Y4j' (3.31) 
Let us set 6 = C#J - 4’. We choose 6 such that 
S(e) = 0, i = 1,4, (3.32) 
j$x, y>dx dy=O, (3.33) 
@s)p,(s) ds = 0, VP,(S) E pr(s). (3.34) 
1 
We have prescribed thirteen conditions. We write B(v, 6) in the following way, integrating by 
parts the boundary term: 
B(v, 6) = - /kuij/i6/j dx dY + [M,,(v)‘];” - / 
aw&> 
alZ at 
6 ds = b, + b, + b,. (3.35) 
Due to (3.32), the term b, vanishes. Since MJv) = +u12 on each side of &, it is easy to prove 
that 
aMltw 
i 
b(x), on the horizontal sides, 
at E WY>~ on the vertical sides. 
(3.36) 
Therefore, due to (3.34), the term b, vanishes as well. We still have the term 
‘1 = - / “ij/i’/j R 
dx dy = - /k(“~~/x6/x + u~~/xa/y + ULT/~~/~ + UZ/~~/~) dx dy- 
(3.37) 
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We simply have 
Ull,*=a+bx+cy+dy2, (3.38) 
q2,X=e+gx+hY, (3.39) 
U12,y=f+h+iY, (3.40) 
vqy = 1 + r?Lx + ny + 0x2. (3.41) 
TO prove (3.28) we need only to show that (3.37) vanishes for C#J =x4, y4, since (3.37) is satisfied 
for each function 4 E P&x, Y>; (in this case we have 4’ = 4). Using (3.38) and (3.39) in (3.37), 
we get 
/( I? Ull/x + UlZ/y )a,, dx dY = (a +f)/-a,, dx dY + (b +h)j-_-x8,, dx dy 
+(c + i)/ yS,, 
R 
dx dy +dIky2S,, dx dy. (3.42) 
Let us show that (3.42) is zero. Due to (3.321, 
/ 
,‘s/, dx = [a]; = 0, (3.43) 
and so we have 
/ 
;/, dx dy=jul dyjolS,, dx=O. 
Using (3.32) and (3.34) we have 
(3.44) 
/ 
1 
0 
xi?,, dx = [x6]; - 1’6 dx = 0, 
0 
and therefore 
(3.45) 
/ x6,, I? 
dx dy =/l dyl’xs/, dx = 0. 
0 0 
(3.46) 
We have 
/ k~a,x dx dy = ~‘Y[V, Y) - 6(0, Y)] dy, (3.47) 
/ y26,, dx dy = 11y2[6(L Y) - 6(0, Y)] dy. (3.48) 
If 6 =Kx4, we have +(i, y) = 0, $‘(O, y) = 0, and therefore 6(0 y) = 0. 4(1 y) = 1 $,I(1 
y> = 1, and therefore Nl, y> = 0. If 4 =y4, we have #B(O, y) =y4, i(l, y) iy4, ~I(o, y) L 4’(1: 
Y), and therefore 6(0, Y) = Nl, y) for each y E (0, 1). It follows that (3.47) and (3.48) both 
vanish and therefore (3.42) is zero. In a similar way we get 
/( R 
u12/x + ~22,,$,~ dx dY = 0. (3.49) 
This completes the proof of (3.28). q 
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Lemma 6. There exists a constant C such that 
d’hEWh uhEVh 
(3.50) 
Proof. We have 
+ 5 _/ yf”’ 
i 
(11, - 4) + pL(“>((cr - +)I;+' 
ii 
. (3.51) 
i=l si 
We can choose C#I =$’ E W, a convenient interpolate of I/J such that the boundary terms vanish 
on each K E 7,. We have 
M,,(v) 1 Si = *u12, i = 1, 4, (3.52) 
‘121KE ‘dx, y), u12 Is,,s, E b(x), u12 I s,,s, E P2(Y )9 (3.53) 
awlt(“) E W-9~ 
i 
on the horizontal sides, 
at h(Y)7 on the vertical sides. 
(3.54) 
We have thirteen degrees of freedom to determine $‘. We choose $’ such that 
$‘=9, at Pi, i = 1, 4, (3.55) 
/( $ - $‘)P,(s) d.s = 0, t11)2(4 E %sb 
S, 
With this choice we have 
Proceeding as in [91, we get 
(3.56) 
(3.57) 
inf SUP 
+hEWh uhEVh 
(3.58) 
Since +’ E W, and W, 3 P,(x, y), with standard arguments, we get the estimate 
II$-$‘kCh3, 
and therefore (3.50) is proved. 0 
(3.59) 
Using Theorems 1 and 2 and Lemmas 3-6, we can state the main results of this note. 
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Theorem 7. Let (u, $1 and (u,,, $,,I be the solutions of problems (1.5) and (2.41, respectively. 
Then the following estimate holds: 
(3.60) 
with C constant independent from the decomposition. 
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