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ABSTRACT
This paper discusses the problem of synthesizing robust controllers for reusable rockets
during the aerodynamic descent phase. Emphasis is given to a well-established subset of
methods, specifically robust control techniques based on the H∞ concept. A thorough
description of how this family of methods can be used for the descent phase of reusable
rockets is provided, together with a comparison of the full- and structured-version of H∞
methods. The methodology, the problem faced and the performance that can be obtained
are discussed. Some results are shown for CALLISTO, a reusable rocket demonstrator
jointly developed by DLR, JAXA, and CNES.
NOMENCLATURE
δϕ Roll Virtual deflection, rad
δθ Pitch Virtual deflection, rad




r position vector, m
v velocity vector, m s−1
agrav gravity acceleration vector, m s−2
athr thrust acceleration vector, m s−2
aaero aerodynamic acceleration vector, m s−2
afict fictitious acceleration vector, m s−2
ϕ roll angle with respect to DCA, rad
θ pitch angle with respect to DCA, rad
ψ yaw angle with respect to DCA, rad
p angular rate around x with respect to DCA in body, rad s−1
q angular rate around y with respect to DCA in body, rad s−1
r angular rate around z with respect to DCA in body, rad s−1
ω angular rate vector with respect to DCA in body, rad s−1
m mass, kg
I inertia, kgm2
Mthr thrust torque vector, Nm
Maero aerodynamic torque vector, Nm
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MRCS RCS torque vector, Nm
Tvac Thrust in vacuum, N
T Thrust in atmosphere, N
Isp specific impulse, s
g0 gravity acceleration at sea level, m s−2
µ⊕ Earth’s gravitational parameter, m3 s−2
V speed, m s−1
ρ atmospheric density, kgm−3
Aref reference surface, m2
Lref reference length, m
β1 first TVC deflection, rad
β2 second TVC deflection, rad
Cx Force aerodynamic coefficient along x
Cy Force aerodynamic coefficient along y
Cz Force aerodynamic coefficient along z
Cl Torque aerodynamic coefficient around x
Cm Torque aerodynamic coefficient around y
Cn Torque aerodynamic coefficient around z
1 INTRODUCTION
The second decade of the new millennium has led to a complete disruption of the space sector, which
has been shaken by the astonishing successes of SpaceX. The company led by Elon Musk has demon-
strated that reusability is no longer a chimera pursued since the beginning of the Space Shuttle era,
but a logical and technological step which is now at our hand [1]. Other companies like Blue Ori-
gin are following a similar path with the development of the reusable rockets New Shepard [2] and
New Glenn [3]. This revolution could lead to an astronaut back to the Moon by 2024 and, even more
ambitiously, to manned missions to Mars during the next 10 years.
To speed-up the pace of space-missions cost sustainability governmental agencies are now moving
with decision towards the reusability paradigm. With this long-term vision in mind and the aim
to develop strategic technologies in the frame of a wider reusability-focused program the German
Aerospace Center (DLR), the Japan Aerospace Exploration Agency (JAXA), and the French National
Centre for Space Studies (CNES) joined in a trilateral agreement to develop and demonstrate the
technologies that will be needed for future reusable launch vehicles. In the joint project CALLISTO
(Cooperative Action Leading to Launcher Innovation in Stage Toss back Operations) a demonstrator
for a reusable vertical take-off, vertical landing rocket, acting as first stage, is developed and built. As
long-term objective this project aims at paving the way to develop a rocket that can be reused, and
the joint efforts of the three agencies will culminate in a demonstrator that will perform its first flights
from the Kourou Space Center (KSC), in French Guiana.
Within the trilateral agreement two lines of development of G&C (Guidance and Control) subsystems
take place in parallel for CALLISTO. Specifically, DLR and JAXA decided to strengthen their synergy
and proceed with the development of a unique, fully integrated G&C subsystem. The missions consist
of multiple flight phases, which correspond to different aerodynamic configurations of the vehicle.
Specifically, fourmain phases of flight can be defined to better frame the problem: the ascent phase, the
boostbackmaneuver, the aerodynamic phase, and the powered descent and landing phase. Therefore, a
plethora of modern methods is needed to successfully and autonomously complete such an ambitious
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mission. More specifically, one of the critical aspects to realize an ambitious program focused on
reusability is the capability of the system to counteract disturbances and uncertainties acting on the
vehicle while satisfying the strict accuracy requirements needed to realize pinpoint landing. Over the
last decades several methodologies have been proposed to control vehicles during their atmospheric
flight. Classic techniques involving Linear Quadratic Regulators were deeply exploited for winged
systems [4, 5, 6]. This choice was motivated by the well-established heritage of these methods, and
by the relative easiness of implementation and application to nonlinear systems, by applying gain-
scheduling techniques based on linear interpolation.
An alternative approach based on nonlinear control was proposed to better address the intrinsic non-
linearity of the atmospheric entry dynamics (coming for example from aerodynamic and gravitational
forces). In this case the idea was mainly to keep the dynamics in nonlinear form, but expressing in
affine form with respect to the control. This reformulation of the problem leads to the possibility to
implement dynamic-inversion-based techniques [7, 8, 9]. An interesting sub-methodology based on
dynamic inversion is sliding-mode control, in its basic of high-order formulation, interesting because
it removes chattering, a known limit of the basic version of this methods [10, 11]. These methods
can be further robustified by including disturbance observers which reconstruct online disturbances
or unmodeled effects perturbing the motion of the vehicle [12, 13]. Other interesting technologies
which avoid gain-scheduling include model predictive control [14, 15, 16]. All of these methods
have a common drawback: the control requirements can only be verified a posteriori via Monte-Carlo
analysis.
A very elegant and appealing solution to this drawback is represented by the H∞ family of meth-
ods [17, 18]. These methods overcome the drawback in terms of classical stability margins of linear
quadratic Gaussian (LQG) regulators, that is, to verbatim mention the abstract of Doyle [19], ”‘There
are none”’. This deduction led therefore to the development of the H∞ framework for Linear-Time-
Invariant (LTI) systems. The philosophy behindH∞ methods resides in the frequency-wise minimiza-
tion of the maximum gain that a given output will experience for a unitary excitation of a generalized
exogenous input. The control-plant interaction is modeled by using a lower Linear Fractional Trans-
formation (LFT) representing the feedback action [20]. The approach has proven highly successfully
and has gained popularity in both academia and industry as it allows to incorporate specific frequency-
domain requirements in the design procedure by properly choosing weighting functions to emphasize
a given objective within a specific range of frequencies (e.g., it is typically required to track well the
reference signal at low frequencies, while having the system being insensitive to input noise). The
entire synthesis process is nowadays highly automatized through the popular Matlab’s hinfsyn routine
[21]. This methodology has been so far affected by two main drawbacks: the former is that the con-
troller itself is an LTI, whose size is at least as large as the size of the augmented plant itself. This
leads to a rapid increase of the complexity of the synthesized controller, and to the need of apply-
ing ad-hoc reducing techniques, with in many cases a corresponding reduction of performance. The
latter drawback is that the entire framework is intrinsically meant for LTI systems. Its application to
nonlinear systems is not as straightforward as in the case of static-gain controllers, and while relevant
progress in this sense have been made through the development of Linear Parameter-varying (LPV)
techniques [22], still the methodology is not yet ready for handling general Linear TimeVarying (LTV)
systems.
The aforementioned drawbacks have been strongly mitigated by the second generation of H∞ meth-
ods, the so-called structured H∞ techniques [23]. The main difference with respect to the standard
H∞ methodology resides in the fact that in the case of structured synthesis the designer can impose a
specific control structure, like a Proportional-Integral-Derivative (PID) or a LTI system with a defined
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number of states. This choice is translated into a set of constraints that leads to the definition of a non-
smooth optimization problem, whereas in the original formulation the problem was convex. Despite
the more complex mathematical framework, the procedure has been automatized and incorporated in
the Matlab command hinfstruct, used throughout this work. The benefits of this new methodology
is two-fold: first it allows to tune well-known controllers in H∞ sense, leading to the possibility to
incorporate design requirements in the synthesis process exactly as done for standardH∞. Second, it
allows to recover the possibility to use gain-scheduling techniques for those controllers having a static-
gain nature, like Proportional-Derivative controllers. Finally, the trade-off between performance and
complexity of the controller is no longer a result of a-posteriori reductions, but can be explored by
the designer during the synthesis process, giving therefore a more transparent way to choose a given
structure for a specific control problem.
In the space sector the aforementionedmethodology has found significant applications in the launchers
segment. It is a technology studied both in the United States the new Space Launch System, previously
known as ARES-I [24, 25], and in Europe [26, 27, 28]. An interesting case is represented by the
application of structured H∞ technique to the VEGA launcher, not only for synthesizing a robust
controller, but also to retrieve through the same framework the baseline controller [29, 30, 31]. It
is worth noticing that while this topic is getting more and more explored for the ascent phase, still,
despite some remarkable exceptions [32] the properties of the samemethodology for the descent phase
of a reusable rocket remain unexplored.
This paper tries to reduce this lack by focusing on the feedback control strategy conceived for the aero-
dynamic descent of a reusable rocket. During this phase of the flight the fins are used to actively track
the desired attitude, which will result in the desired aerodynamic forces required to track the trajectory
computed by the guidance system. The controller needs to be extremely robust while satisfying the
tight requirements of the mission.
This paper is organized as follows: In Sec. 2 we define the control problem for the aerodynamic
descent phase. The formulation of the H∞ problem is formulated in Sec. 3, with the recovery of the
baseline controller shown in Sec. 4. The new controllers are analyzed in Sec. 5, while the overall
behavior of the resulting gain-scheduling controller is shown in Sec. 6. Finally, some conclusions
regarding the work performed are drawn in Sec. 7.
2 PROBLEM STATEMENT
This section describes the motion of a reusable rocket during its aerodynamic descent phase. First the
vehicle and the mission profiles are described. Then the specific control problem associated with the
aerodynamic descent phase is described.
2.1 Vehicle and Mission Description
CALLISTO mounts an engine employing liquid hydrogen (LH2) and liquid oxygen (LOX) as propel-
lants. The engine is able to generate a thrust in the order of 40 kN, with a throttling capability that can
go down to 40%. Its height is about 13 m with a diameter of about 1 m. The engine is mounted on a
gimballed system to allow to control the thrust vector pointing direction. During the active propulsion
phases this guarantees full pitch and yaw control capability which is used for translational control.
The roll control is realized mainly through a set of Reaction-Control thrusters which is installed at
the top of the vehicle. During the non-propelled phases three-axes control is achieved through a set
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of four aerodynamic fins which are mounted in a ”+” configuration. Note that for what regards the
control formulation the 4 fins can be mapped onto a set of virtual deflections δϕ, δθ, δψ, which are used
to express the aerodynamic coefficients, and therefore, are actively used for linearizing the equations
of motion. Finally, the active landing system of CALLISTO is comprised of a set of 4 foldable legs.
An impression of the vehicle is shown in Fig. 1.
Figure 1: CALLISTO experimental vehicle
Note that whereas we refer to the CALLISTO demonstrator throughout this work the problem and the
formulation can be considered applicable to any reusable rocket having a gimbaled engine, a set of
fins for aerodynamic control and a set of RCS for roll control during the powered descent and landing
phase. This broad range of vehicles can potentially include vehicles like SpaceX’s Falcon 9 [33] and
Blue Origin’s New Shepard and New Glenn [3].
For what regards the mission profile the flight will take place in French Guiana, at the Kourou Space
Center (GSC). After the ascent phase the vehicle starts its boostback maneuver to invert the direction
of the velocity vector. After this maneuver is complete a MECO (Main Engine Cut Off) command
is issued, and the vehicle starts its descent. As soon as the dynamic pressure is strong enough the
actively controller aerodynamic descent phase begins. In this phase the attitude control is ensured by
the fins that will steer the vehicle such that a given aerodynamic force, needed to track the trajectory,
is generated. At about 2 km of altitude the engine is re-ignited and the powered descent and landing
phase begins. The thrust force vector is used to control the translational motion of the vehicle. The
attitude pitch and yaw motion is controlled by the TVC system, while the RCS provide roll control
capabilities. Note that since a set of 8 RCS thrusters is mounted on CALLISTO, a more complex
allocation / Pulse Width Modulation (PWM) algorithms are used. Nevertheless, it can be assumed
as first approximation that the continuous roll torque computed by the controller can be delivered by
the RCS thrusters, and no effects coming from PWM are taken into account. The trajectory can be
observed in Fig. 2.
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Figure 2: CALLISTO reference trajectory
2.2 6-DoF Equations of Motion
Themathematical description of the equations ofmotion relies upon aDownrange-Crossrange-Altitude
(DCA) reference frame centered at the landing position. This choice helps the decoupling of the mo-
tion for both the translation and the rotation channels. The 6-DOF motion of a reusable rocket can be
written as
ṙ = v
v̇ = agrav + athr + aaero + afict
ϕ̇ = p+ (q sinϕ+ r cosϕ) tan θ
θ̇ = q cosϕ− r sinϕ
ψ̇ = (q sinϕ+ r cosϕ)cos θ−1
ω̇ = I−1
(
Maero +Mthr +Mrcs − ω × (I · ω)
)
ṁ = − Tvac
Ispg0
(1)
where r and v are the position and velocity of the center of mass of the vehicle expressed in the DCA
reference frame. The attitude is represented as a set of Euler angles, equal to 0 when the body axes are
aligned with the Up, Crossrange and Downrange directions. This choice allows to avoid singularities
when the vehicle is moving vertically, and is therefore a suitable solution for the descent and landing
phase. The terms agrav athr, aaero and afict represent the gravitational, propulsive, aerodynamic and
fictitious accelerations acting on the rocket, respectively. They are computed as
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agrav = −µ⊕ r+rL∥r+rL∥3
athr = RDCAB ·
[T 0 0]
m
aaero = RDCAB · 12ρV
2Aref/m [Cx Cy Cz]
T
afict = −2ω⊕ × v− ω⊕ × (ω⊕ × r)
(2)
with the rotation matrix RDCAB representing the transformation from Body to the DCA axes and given
by
RDCAB =
 cos θ cosψ sinϕ sin θ cosψ − cosϕ sinψ cosϕ sin θ cosψ + sinϕ sinψcos θ sinψ sinϕ sin θ sinψ + cosϕ cos θ cosϕ sin θ sinψ − sinϕ cosψ
− sin θ sinϕ cos θ cosϕ cos θ
 (3)
while the inverse transformation is computed by using the transpose of Eq. (3), since the inverse
and the transpose of a rotation matrix coincide. The angular rates ω = [p q r]T depend on the
aerodynamic torqueMaero, the propulsive torquesMthr, and the torque provided by RCSMRCS:
Maero = 1
2
ρV 2ArefLref/m [Cl Cm Cn]
T
Mthr = (rThr − rCoM)× [0 − T sin β2 T sin β1]T
Mrcs = [Mϕ 0 0]T
(4)
The aerodynamic coefficients
Cx, Cy, Cz, Cl, Cm, Cn (5)
refer to the body center of mass (CoM), and are function of Mach number M , angle of attack α
(which embeds the attitude information) and fin deflections δϕ, δθ and δψ, while ρ and V refer to
the atmospheric density and the speed, respectively. The same set of equations can be used for both
the aerodynamic descent and the landing phase. The only difference is due to the fact that during
the aerodynamic phase the vehicle will experience no thrust, and therefore the term athr will be 0
N. Moreover, we will rely only on the aerodynamic control capabilities of the rocket. Therefore the
corresponding thrust and RCS torque contributions in terms of torque will be equal to 0 Nm.
2.3 Aerodynamic Descent
During the aerodynamic descent we have to only rely on the aerodynamic forces and torques for the
control of position and attitude, respectively. The overall control scheme is depicted in Fig. 3, where
we can identify an outer loop and an inner loop. The outer loop is responsible of the trajectory tracking
action. The physical means exploited to track the trajectory provided by the guidance system are in
this phase the aerodynamic forces that are generated by the rocket due to its relative attitude with
respect to the airflow. By commanding different pitch and yaw angles it is possible to generate the
desired side forces which compensate for lateral error while descending. To successfully perform this
action it is needed to ensure that the actual attitude of the rocket will follow the desired pitch and yaw
profiles commanded by the outer loop. This action is responsibility of the inner loop that modifies the
overall torque acting on the rocket by using the aerodynamic fins, and therefore changes its angular
rate, and eventually its attitude.
Note that in Fig. 3 the navigation has been omitted. In the next sections we will show the results
obtained by using the structured H∞ framework.























Figure 3: CALLISTO control loop for the aerodynamic descent
3 H∞ SYNTHESIS
The idea behind the structured H∞ control is to encapsulate the classical H∞ control within a given
control template. In the classicalH∞ theory a corresponding convex optimization problem is solved,
and the result is the controller that will be a transfer function having at least the same order of the
augmented plant to be controlled [34]. However, these controllers might have several problems. For
instance they might be difficult to implement on a real system in case they present high-frequency
poles. Moreover, the industrial adoption of controllers based on high-order transfer functions is gen-
erally more complicated. [31]. To overcome these problems Apkarian and Noll developed a frame-
work based on non-smooth optimization to include constraints in the H∞ synthesis [35]. These con-
straints allow to impose a given control structure in the synthesis, for instance by imposing a classical
Proportional-Integral-Derivative controller, which can be easily compared with baseline solutions.
Moreover, all the validation techniques developed at industrial level for adopting these techniques
can be directly applied to these H∞ controllers too, making much easier their wider understanding
and development. In the context of CALLISTO we propose to couple this logic with the classical
loop-separation documented in Fig. 3. Note that this choice is different from other formulations
where the translational and rotational controls are combined within a unique framework [31], and dif-
ferent architectures are kept for future research. Here we propose separated decoupled controllers for
roll, pitch, and yaw for what regards the attitude, and a fully integrated MIMO controller for down-
range and crossrange position and velocity tracking. Results are validated by using both linear (e.g.,
in time domain and frequency domain) and non-linear (MonteCarlo numerical simulations) analysis.
The procedure to derive the controller comprises the following steps:
1. Define a given number of controllers to be synthesized.
2. Choose a monotonically changing variable to be used as a scheduling parameter. For this work
the altitude has been selected.
3. Sample the states of the reference solution along the scheduling parameter.
4. Perform a numerical linearization of the equations of motion of Eq. (1) to come up with a series
of LTI systems
5. Perform a control synthesis and analysis for each of the LTIs obtained.
6. Analyze the individual linear controllers in both frequency and time domain.
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7. Implement the gain-scheduling nonlinear controller by interpolating linearly the different gain
matrices based on the current altitude.
For this work 10 different LTI systems have been heuristically selected.
3.1 Roll control
For the synthesis of roll control with the structured H∞framework we derived the following aug-
mented plant P . We can observe the classical scheme with a reference signal r, scaled by a constant
weighting functionWref , which translates into a typical roll signal ϕref . At the same time we consider
the presence of a noise signal n, scaled byWn, that leads to a meaningful signal nϕ forming the mea-
surement signal ϕm. The comparison of ϕref and ϕm provides the error eϕ that enters the controller
K. The outcome is the roll-related deflection command δϕ,cmd, which becomes the true deflection δϕ
through the actuator transfer function Act. This is the signal that physically interacts with the plant
Gϕ. For the tuning of the system we used a classical mixed S/KS sensitivity approach, where the
sensitivity transfer function S is bounded by the inverse of Ws, while the control transfer function
KS, measuring the control effort, is frequency-wise bounded byW−1u .
Augmented Plant
Plant













Figure 4: Roll Control augmented plant

















We are therefore finding the gainsKp,Kd,Ki associated with a PID control structure which minimize
the∞-norm of the transfer function from r to z while stabilizing the closed loop.
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3.2 Pitch and Yaw control
The same process is repeated for pitch and yaw (and here depicted only for the pitch dynamics, given
the strong similarity of yaw results). The adopted scheme is depicted in Fig. 5.
Augmented Plant
Plant
















Figure 5: Pitch Control augmented plant
The main difference with respect to the roll is the presence of a further term d, representing the distur-
bances acting on the system at input level. In fact, this unitary signal is scaled by a constant function
Wd, representing the magnitude of the real disturbances δθ,dist, which will modify the real deflection
δθ generated by the actuator, leading to the final value δθ. This modification to the design has been
included to avoid zero-pole cancellation occurring on the pitch channel [36], while the remaining part














Note that, as aforementioned, for the yaw control the same process as for the pitch has been imple-
mented. Therefore, the scheme is here omitted for avoiding redundant information.
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3.3 Trajectory tracking control
For what regards the trajectory tracking controller we propose to directly formulate the problem in a


















































Figure 6: Trajectory Tracking control augmented plant
In this case we can see the reference position and velocity vectors rref vref (expressed in downrange-
crossrange-altitude) scaled by the corresponding constant transfer function Wr,ref and Wv,ref . The
same process is applied to the noise signals nr and nv, which are combined with the actual position
r and velocity v to get the errors er and ev. These signals enter the MIMO controller K(s), which
computes the attitude commands θref and ψref to be sent to the outer loop plant, representing the trans-
lational dynamics during the aerodynamic descent. Finally, sensitivity transfer functions are penalized
through the weighting functionsW−1s,r andW−1s,v , whereas the control sensitivity transfer functions are
bounded by Wu,θ and Wu,ψ, respectively. Note that since the altitude is the scheduling parameter it
is not included in the feedback design, since it will be satisfied by definition, while the altitude rate
is taken into account. For what regards the control structure we imposed in this case an LQR-like
structure, essentially embedded in the matrixK,
K =
[
kθ,D kθ,C kθ,vD kθ,vC kθ,vA
kψ,D kψ,C kψ,vD kψ,vC kψ,vA
]
(10)
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which in essence represents a MIMO Proportional-Derivative (PD) Controller. The corresponding





where the vectors r and z are accordingly defined as follows.
r ,
[




zD zC zvD zvC zvA zθ zψ
]T (12)
4 BASELINE RECOVERY
To first get acquaintedwith the capabilities of the framework proposed in Sec. 3we use it to reconstruct
previously defined baseline attitude controllers, based on the same structures, but manually tuned.
This exercise, performed in the same spirit of what proposed by Navarro-Tapia et Al. [30], has two
benefits. First, since the gains (and consequently the frequency- and time-domain analyses) of the
derived controllers are very close to the baseline controllers, the recovery of the baseline controllers
confirms the consistency of the entire toolchain. Second, this activity provides a starting point for
tuning the robust version of the controllers. Figs. 7 and 8 show the time responses for roll and pitch,
respectively, whereas the corresponding information in frequency domain are shown in Figs. 9 and
10.








Figure 7: Recovery of baseline roll control: time domain comparison
From the plots it is visible how the structured H∞framework is able to successfully reconstruct the
baseline controller. In fact, the observed discrepancy in the gains is less than 1% for both roll and
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Figure 9: Recovery of baseline roll control: frequency domain comparison
pitch/yaw controllers, and therefore the reconstruction of the baseline controller is considered satis-
factory. Note that this reconstruction was performed for a different mission scenario. Amajor scenario
update occurred after this activity was completed, and since the purpose of its implementation was at
that stage already fulfilled, the reconstruction was not performed for the new scenario. Finally, note
that the baseline controller showed poor performance (as visible especially in Fig. 8), but this as-
pect was not a problem, since it was essentially only derived as first hand-made guess to have stable
closed-loop with no emphasis on performance, since the following adoption of the structuredH∞was
already planned.
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Figure 10: Recovery of baseline pitch control: frequency domain comparison
5 LINEAR ANALYSIS
After the baseline reconstruction was complete, it has been possible to perform a new tuning to get bet-
ter performance and stability of the controllers for the new scenario. In fact, even though the previous
reconstruction was satisfactory relative to the comparison with the baseline controller, the absolute
performance of the baseline controller (and therefore of the reconstructed structured H∞controller
version) was not very good. For example the steady-state error of the pitch controller was quite big,
and if we looked at the stability margins, they were not very large either. For these reasons a brand
new tuning by using the same framework was performed, and the results are summarized in Figs. 11
through 14, depicting again the time and frequency domain for both roll and pitch/yaw controllers, as
well as for the outer loop (Figs. 15 and 16). Note that every time a structuredH∞controller is derived,
its corresponding full version is synthesized as well to directly have a measaure of the trade-off com-
ing from adopting a specific structure. The attitude results show good performance, visible both in
frequency and time domain. The complementary sensitivity function and the sensitivity function for
the angles do not show peaks, indicating therefore good gain and phase stability margins (above 6 dB
and 30 ° in nominal conditions). The structured and the full controllers are quite close to each other
in terms of performance, confirming that the chosen PID template is sufficient to satisfy the control
requirements. The same conclusions can be drawn for the pitch and yaw controllers. For what regards
the MIMO controller (Figs. 15 and 16) we can observe a lack of peaks as well, and stability margins
above the requirements. Moreover, from the step response analysis of Fig. 16 we can observe that the
controller achieves a very good decoupling between the crossrange and the downrange axes. Finally,
note that, even if not visible in the results for confidentiality reasons, the two control strategies imple-
mented for attitude and trajectory have a separation of about one decade in frequency for what regards
their closed-loop bandwidth, making the assumption of using a cascade control strategy valid.
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Figure 12: Design of a single roll controller: time domain analysis
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Figure 14: Design of a single pitch controller: time domain analysis
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Figure 15: Design of a single outer loop controller: frequency domain

















Figure 16: Design of a single outer loop controller: time domain analysis
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6 NONLINEAR SIMULATIONS
In this section some results coming from a campaign of nonlinear simulations are described. In total
a preliminary campaign of 200 cases has been run. This campaign includes dispersions on vehicle’s
properties, like mass, thrust, aerodynamic coefficients, as well as on environmental properties, includ-
ing the atmospheric variables, and different wind profiles. Results in terms of attitude and position
errors are depicted in Figs. 17 and 18, while the resulting closed-loop trajectories are depicted in Fig.
19.
Figure 17:MonteCarlo campaign - attitude error profiles
All the cases are stable. Oscillations, visible especially in the pitch and yaw angle profiles, are within
the prescribed bounds, even thoughwe expect to further reduce themwith the inclusion of uncertainties
in the control synthesis framework. Nevertheless, the actual errors in terms of position and velocity
(Fig. 18 are within the prescribed bounds as well. The resulting closed-loop trajectories depicted in
Fig. 19 clearly show how the aerodynamic control strategy is able to manage the error and reduce the
dispersion along the descent segment of the trajectory.
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Figure 18:MonteCarlo campaign - position error profiles
Figure 19:MonteCarlo campaign - 6-DoF closed-loop trajectories
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7 CONCLUSIONS
In this paper we discussed the use of structuredH∞controllers applied to the aerodynamic descent of
a reusable rocket. The H∞framework has bee applied to a classical outer loop / inner loop cascade
control design, and the same framework has been previously used to retrieve the pre-existing baseline
controller, confirming its capability to move from basic PID controllers to a full H∞synthesis. This
versatility provides large room for trade-offs in terms of control structure complexity and performance
of the controller to the designer, opening up new possibilities for the application of this technique to
high-demanding scenarios such as the ones associated with reusable rockets. Linear analysis in both
time and frequency domain, and nonlinear analysis coming from a preliminaryMonte-Carlo campaign
confirm the validity of the proposed approach to the problem of interest.
Further development will include a thorough robustness analysis based on the use of linear fractional
transformations. Moreover, we foresee to perform a comparison of the control synthesis framework
presented here with an alternative one able to directly synthesize a unified 6-DoF control strategy, and
to assess a difference in terms of nominal and robust stability and performance.
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