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A B S T R A C T   
This paper combines random forests with physics-based models to forecast the electricity output of the Mutriku 
wave farm on the Bay of Biscay. The period analysed was 2014–2016, and the forecast horizon was 24 h in 4-h 
steps. The Random Forest (RF) machine-learning technique was used, with three sets of inputs: i) the electricity 
generated at Mutriku, ii) the wave energy flux (WEF) prediction made by the ECMWF wave model at Mutriku’s 
nearest gridpoint, and iii) ocean and atmospheric data for the Bay of Biscay. For this last input, extended 
empirical orthogonal functions (EOFs) were calculated to reduce the dimensionality of these data, while 
retaining most of the information. The forecasts are evaluated using the R-Squared, Mean Absolute Error (MAE), 
and Mean Absolute Percentage Error (MAPE). The model easily outperforms a persistence forecast at 8–10 h and 
beyond. The most accurate forecasts are achieved by using all three of these inputs. This approach may help to 
effectively integrate wave farms into the electricity market.   
1. Introduction 
1.1. Wave energy development 
The sea and oceans are a potential source of renewable energy. 
Marine energy, which includes both offshore wind and waves among 
others, could enable the European Union (EU) to reach its environ-
mental goals, as well as record major economic growth. In fact, the 
Commission’s Blue Growth Strategy recently singled out the ocean en-
ergy sector as one of the emerging areas in the ‘blue economy’ (Blue 
Energy, 2014), and major investments and efforts are currently in place, 
especially throughout Europe. The ocean energy sector includes 
different technologies, such as wave energy, tidal energy, salinity 
gradient, and ocean thermal energy conversion (OTEC), whose main aim 
is to transform the power from seas and oceans into low-polluting energy 
(O’Hagan et al., 2016). According to “The 2018 annual economic report 
on the EU blue economy” (Blue Economy, 2018), the EU is the principal 
developer of ocean energy technology, aiming to install 100 GW of 
ocean energy capacity by 2050, thus creating more than 400,000 jobs. 
Thus far, waves and tidal energy are the most mature ocean energy 
technologies, and they are expected to evolve to commercial status in 
the medium term. By the end of 2013, ocean energy capacity was about 
530 MW (World Energy Outlook, 2015), with most of this coming from 
tidal power. The majority of the tidal power projects currently in 
operation are located in Korea, Canada and France, reaching capacities 
of up to 254 MW in the case of Korea. Smaller pre-commercial wave and 
tidal power projects (in the order of 11 MW) have gained increasing 
relevance, especially in United Kingdom (Santos et al., 2017). The EU is 
one of the main developers of ocean energy technology. In terms of the 
companies involved in the development of converters, devices and 
technology in general, 50% focus on the field of wave energy and 45% 
on tidal. Moreover, most of the ocean energy test and implementation 
sites are located on European coasts (Magagna and Uihlein, 2015). 
A higher percentage of the world’s electricity could be generated 
from ocean-based energy sources, so there is a clear need to provide an 
economic incentive, promoting the use of this type of renewable energy 
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(Esteban and Leary, 2012). 
The characterisation and mapping of ocean energy resources, 
including the identification of areas with high wave energy and its 
quantification, constitute a necessary first step for the development of 
ocean energy. Additionally, it is important to accurately estimate 
available wave energy sources with a high spatial and temporal reso-
lution. The simulation and forecasting of parameters such as wave en-
ergy flux or electric power is therefore crucial for optimising the design 
of wave energy converters (WECs), as well as predicting the electricity 
available to the grid (Reikard et al., 2011, 2017; Pinson et al., 2012; 
Parkinson et al., 2015; Wid!en et al., 2015). 
To date, the Mutriku wave farm on the Bay of Biscay (Fig. 1) is the 
only one in the world continuously supplying electricity to the grid 
(O’Hagan et al., 2016; Ibarra-Berastegi et al., 2018). The energy pro-
duction data used in this work have been provided by the Basque Energy 
Agency EVE (Ente Vasco de la Energía - www.eve.eus), making them 
available for research, and thus solving one of the main limitations when 
trying to obtain more realistic wave energy forecasting results (Reikard, 
2017). Mutriku has 14 oscillating water column (OWC) operating tur-
bines, and supplies energy to the grid 74.4% of the time. One of the more 
significant parameters recorded at the wave farm is the average power 
generated by each turbine over the preceding 5 min, leading to an en-
ergy output of 246 469 kWh per year in the 2014–2016 period under 
analysis. The aim of this paper is therefore to predict the power output at 
Mutriku with a 24-h forecast lead time. 
1.2. Forecasting electricity production 
The participation of renewable energy sources in electricity market 
mechanisms may incur economic sanctions if any imbalances are 
detected between generation and supply (Kaur et al., 2016; Mazzi and 
Pinson, 2017). This issue has received increasing attention in the past, 
especially in the field of solar and wind power generation, where some 
authors (Esteban et al., 2010, 2012) propose the use of energy storage 
devices (e.g., batteries or hydrogen) to solve the intermittency problems 
associated with renewable energies. Surplus electricity would therefore 
be stored during high-production periods, and then be made available 
for subsequent peak demand periods. 
In order to reduce the high levels of uncertainty around renewable 
energy production, information needs to be predicted for better 
decision-making processes in electricity markets. Thus, a reliable fore-
casting method will lead to a reduction in integration cost, lower 
average annual operating costs, and fewer penalties for mismatches 
between the power contracted and its effective delivery, all of which will 
impact directly on the economy (Botterud, 2017; Notton et al., 2018). 
Short-term forecasting (ranging from a few hours to a few days) is 
normally used for planning and controlling economic load supplies, as 
well as for competitive negotiation in electricity markets. Long-term 
forecasts (ranging from a few days to a week) are generally used for 
operations that need forward information from renewable sources in the 
long-term, such as energy storage approaches or maintenance pro-
gramming of both renewable and conventional power plants 
(Tas¸cıkarao"glu, 2017). All forecasting strategies, whether short or long 
term, contribute to a more accurate, economic and reliable modus 
operandi. The accuracy of the power forecast is a crucial factor for the 
system’s optimum performance because both under- and 
over-forecasting incur additional costs for offsetting the differences be-
tween estimation and reality. 
In the particular case of wave energy, a particular WEC’s electricity 
production at a given moment and location is driven mainly by local 
waves. Hence, building cost-effective strategies and models for the 
short-term prediction of electricity production at a wave farm can 
largely benefit from the experience, methods and strategies developed 
for forecasting wave energy (Ibarra-Berastegi et al., 2015a,2016). 
Statistical techniques and physics-based models are commonly used 
for wave forecasting. The WAM wave model, included in the Integrated 
Forecast System (IFS) of the European Centre for Medium-range 
Weather Forecasts (ECMWF), is an example of a wave forecasting sys-
tem based on physical models. Statistical techniques include Random 
Forest (RF), regression-based, neural networks, and genetic program-
ming. In general, statistical models are more accurate for short time 
horizons of 3–18 h, (e.g., for utilities operating wave farms), while 
physics-based models are better predictors for longer horizons of 
18–20 h and beyond (e.g., ocean conditions for sailing). (Reikard and 
Rogers, 2011; Uihlein and Magagna, 2016). The combination of both 
techniques, statistical and physics-based models, is also analysed by 
Reikard et al. (2011), concluding that this way they yield more accurate 
predictions than when used individually. 
Spain does not have any specific price regulations on the electricity 
generated at wave farms. However, there is a more general regulation 
applicable to all the electricity generated at facilities based on emerging 
renewable technologies, as in the case of Mutriku. The prices of the 
electricity generated at these facilities are not currently informed by the 
unregulated interaction of the players in a free market, as they are fixed 
by law for a given period of time, after which the applicable regulations 
may change (BOE, 2017). 
The experience gained by the authors through building short-term 
forecasting models for precipitation (Fern!andez-Ferrero et al., 2009, 
2010) or the wave energy flux in the Bay of Biscay (Ibarra-Berastegi 
et al., 2015a, 2016) has now been applied to the short-term prediction of 
the electricity output at Mutriku. The approach described in this paper is 
a further development of our previous studies in this field (i.e., the use of 
the RF technique, among others, for predicting a target variable). 
Additionally, based on the data analysed at Mutriku during the 
2014–2016 period, we now go one step further by using Mutriku’s 
output as the predicted variable. Log records of sea states in the Bay of 
Biscay and future electricity production are mathematically related 
using the machine-learning RF technique. Due to the highly non-linear 
relationships to be expected in operations, RF is a most appropriate 
option for developing the aforementioned forecasting models. The 
objective of this paper is therefore to build a set of RF-based models to 
forecast the electricity generated at the Mutriku with forecast lead times 
of up to 24 h. 
The models shown here are fed with current and past observations 
corresponding to the power generated by the turbines in Mutriku, as 
well as with wide-area oceanic and atmospheric information from Fig. 1. Area of study and location of the Mutriku wave farm.  
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ECMWF reanalyses. However, in a first step, a reduction in the dimen-
sionality will be applied using extended EOFs. This is undertaken with 
two goals in mind. The first one is to reduce the spurious spatial cor-
relations common in spatial meteorological fields. As the information at 
all the grid points is not effectively independent, it is common to use 
EOFs involving information that is closer to the effective number of 
degrees of freedom in model output fields (Bretherton et al., 1999; Wang 
and Shen, 1999). The second goal is related to the effective use of 
combined EOFs from several variables to handle all the information 
involved in the forecast. Additionally, the RF model’s performance will 
be evaluated and compared to the most obvious and simplest model: 
Persistence of electric power. Persistence assumes that what we are 
currently observing will also be replicated exactly over the fothcoming 
hours, and is considered here as a benchmark that can be used to 
compare the forecasting ability of alternative models, as it is the simplest 
forecasting tool available. 
The originality of this work lies in the combination of RF as a sta-
tistical technique and the use of predictions made by physics-based 
models as inputs for RF models. This method has been tested for 
Mutriku, and has proven to predict electric power effectively. 
In the following sections, the data and methodology used will first be 
explained. The results obtained with both the RF model and Persistence 
will be compared and discussed, and finally, the more salient conclu-
sions will be presented. The main lines of future research will also be 
discussed. 
2. Data and methodology 
2.1. Data 
Data from two different sources have been used:  
1. Data from the European Centre for Medium-range Weather Forecast 
(ECMWF) corresponding to the ERA5 reanalysis (https://www. 
ecmwf.int/en/forecasts/datasets/reanalysis-datasets/era5); hourly 
data for the 2014–2016 period and the Bay of Biscay [48.9! N, 349.5 
!E 43.2!N 358.5!E] have been used (Fig. 1). ERA5 has a resolution of 
0.3 " 0.3!, so 548 sea gridpoints were initially used for this study. 
However, a preliminary screening of these gridpoints led to the 
conclusion that using only one out of every nine available (61) was 
enough due to the high spatial correlation of the information con-
tained in them, which led to a low number of independent degrees of 
freedom. 
These are the same variables and geographical environment used in 
our previous studies, although now, the more recent ERA5 reanalysis has 
been used as the input source instead of ERA-Interim. As is the case in 
the field of wind energy (Olauson, 2018) ERA5’s higher time and space 
resolution will probably make it the benchmark for wave energy studies 
over the coming years. Furthermore, ERA-Interim is soon to be dis-
continued, so state-of-the-art forecasting systems need to be built using 
the new ERA5 reanalysis. 
The following variables of interest have been chosen: significant 
wave height (Hs), mean wave period (Tm), mean wave direction (mwd), 
mean sea-level pressure (MSLP), and finally, zonal and meridional 
components of wind speed at 10 m (U10, V10). The wave energy flux 
(WEF [kW/m]) at all the gridpoints has been calculated under the hy-
pothesis of deep waters (Multon, 2012; Lavidas and Venugopal, 2018) 
according to eq. (2).  
WEF ¼ ρg2Hs2Tm/64Π~0.489Hs2Tm                                                  (2) 
Where ρ~1025 kg/m3 is the density of sea water (variable), and 
g~9.8 m/s2 is gravitational acceleration, whose theoretical value varies 
according to latitude. The combination of the WEF values and the mean 
wave direction (mwd) at each gridpoint allows calculating the zonal 
(WEFu) and meridional (WEFv) components of this WEF. 
All these variables have been used for the whole area in analysis 
mode, although ERA5 also provides forecasts at hourly steps for the 
same variables at each gridpoint up to a horizon of 18 h ahead at 06:00 
and 18:00 GMT. 
As this paper’s objective is to forecast the electric power at Mutriku 
up to 24 h ahead, and as electricity production is driven by ocean waves, 
ERA5 forecasts of Hs and Tm have also been used at the nearest grid-
point (21 km) to Mutriku (Fig. 2) at 4-8-12-16 and 18 h ahead. As a first 
step, Hs and Tm have been combined using eq. (2) to calculate the WEF 
forecast at 4-8-12-16 and 18 h ahead. The idea is that the ERA5 forecasts 
of forthcoming sea states may also be used to feed the models and 
provide more accurate predictions of the electricity generated.  
2. Hourly data from the Mutriku SCADA computer data-recording 
system corresponding to the same period (2014–2016). This is the 
initial period of systematic data gathering and validation, and most 
available cases have been recorded only every 4 h. Predictions have 
therefore been calculated at 4-h steps from 4 to 24 h ahead. 
From the total of 14 Wells-type turbines using OWC technology 
installed, not all of them are continually generating electricity. On 
average, and due to maintenance work or experimental purposes, only 
around 10 turbines are normally running at any given moment. The 
electricity produced may also vary from one turbine to another due to 
the irregular seabed and the spatial configuration of Mutriku’s break-
water. More details on the general operational characteristics of Mutriku 
can be found elsewhere (Ibarra-Berastegi et al., 2018). 
Although the instantaneous power generated by each turbine is 
regularly recorded, its value may be due to the action of a particular 
wave that is not necessarily representative of the current sea state. A 
more reasonable indicator of electric power has therefore been chosen 
for current and previous studies, namely, the average power generated 
by each turbine over the previous 5 min. As the yield of the operating 
turbines may differ, the average power generated across the active 
turbines over the previous 5 min has been used as a reference of overall 
electric power. This will be the target variable to be predicted up to 24 h 
ahead, and it will be referred to here simply as the electricity generated 
at Mutriku. 
After a strict data screening and pre-processing stage, a total of 2855 
hourly cases were available for building the models. The first 1427 were 
Fig. 2. Nearest ERA5 gridpoint to Mutriku.  
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used to train the models, and the last 1428 to test them. All the results on 
model performance shown in this paper have been obtained exclusively 
from the 1428 cases corresponding to the test database. 
2.2. Methodology 
The general aim here was to use RF-based statistical models to 
forecast the electricity generated by waves, using the data recorded at 
Mutriku over the 2014–2016 period. The results obtained were 
compared to the ones provided by Persistence. The maximum fore-
casting lead time has been set at 24 h. Within this forecast lead time, the 
RF predictions have been made up to 24 h ahead at 4-h time steps. 
2.2.1. Building the models 
An RF model has been built for each forecast lead time. In each 
model, the output or target variable at a given time t is the average 
power generated through the active turbines at Mutriku over the pre-
vious 5 min tþh (h ¼ 4,8, 12, 16, 20, 24). This means a total of six 
models have been built because, as mentioned above, in most cases data 
from Mutriku’s SCADA are available only every 4 h. 
The inputs for all the models have been as follows:  
i) The observed electric power generated at time t  
ii) The ERA5 wave energy flux forecasts at tþk (k ¼ 4, 8, 12, 16 and 
18) at the nearest gridpoint to Mutriku (Fig. 2).  
iii) The ERA5 data for the Bay of Biscay using observations (analyses) 
not only at t but also at t-6, t-12, t-18 and t-24 to capture the daily 
evolution of the sea states in the area. Twenty inputs have been 
used after a phase of dimensionality reduction via extended EOF 
(see below). 
2.2.2. Extended empirical orthogonal functions 
When it was used as a tool for statistical weather forecasting at the 
end of the 1940s (North, 1984; Monahan et al., 2009), the principal 
component analysis technique was referred to as Empirical Orthogonal 
Functions (EOFs). The method seeks the optimal decomposition of a 
field that is a function of time and space into a set of patterns that are 
only a function of space (EOFs) and associated time indices (Principal 
Components, PCs). EOFs, followed by a sensible truncation of the 
number of PCs retained, allow optimally reducing the dimensionality of 
the system to a smaller number of PCs that permit depicting the system’s 
dynamics in a space with fewer dimensions. The use of EOFs for the 
analysis of spatiotemporal modes is frequently challenged (Dommenget 
and Latif, 2002; Monahan et al., 2009). Conversely, their use as a 
dimensionality reduction technique is commonly accepted (Hannachi 
et al., 2007). The Extended EOF (ExtEOF) technique is oriented toward 
the identification of temporally varying patterns in multivariate datasets 
(Weare and Nasstrom, 1982), designed to deal with both the spatial and 
temporal correlations observed in the data. This method is normally 
used with variables with a strong temporal autocorrelation (Hannachi 
et al., 2007; Ibarra-Berastegi et al., 2011; Fukutomi and Yasunari, 2013). 
After variable standardisation, 20 ExtEOFs were used in this study, 
with at least 92% of the total variance being retained. Accordingly, 
instead of working with 61 highly correlated gridpoints x seven vari-
ables (Hs, Tm, MSL,U10,V10, WEFu, WEFv) x five time steps (t, t-6, t-12, 
t-18, t-24) ¼ 2 135 variables, we only use 20 inputs retaining most of the 
relevant information, with the additional advantage that the variables 
introduced into the next step of the statistical model are uncorrelated by 
construction. 
2.2.3. Random forests 
The need to deal with big data in many fields of science has led to the 
development of a whole family of algorithms commonly known as ma-
chine learning. Among them, one of the techniques being increasingly 
used in the field of geophysical fluids involves Random Forests (RFs). A 
RF has the double advantage of its rather simple implementation and 
that its outputs tend to be easy to interpret (Ahmad et al., 2017). 
RFs can be used either for classification or for regression purposes, 
and can also yield results in probabilistic mode. In regression mode, RFs 
perform well at modelling highly nonlinear relationships between a set 
of inputs and an output. Mathematically speaking, RFs can be consid-
ered a further development of the classification and regression trees 
(CART) that have the additional advantage over other algorithms, such 
as the neural networks intended to deal with nonlinearities, of always 
being free from overfitting. 
A RF can be understood as the result of multiple random perturba-
tions applied to a regression tree (see Fig. 3), whereby a high number of 
perturbated trees are obtained. This group of slightly different trees 
constitutes a forest. In regression mode, the final output given by an RF 
is simply the average of the output that all the individual regression trees 
would yield. 
The trees are perturbated by randomly selecting both the input cases 
and the number of m variables at the different split nodes of the 
regression tree (Jiang et al., 2009). In fact, m is the most important 
parameter to be selected in an RF, with the second one being the number 
of perturbated trees -usually more than 1000- that form the forest. 
Several recommendations can be found in the literature regarding the 
selection of m (Breiman, 2001; Liaw and Wiener, 2002; Gromping, 2009; 
Siroky, 2009). 
More specific aspects of the practical implementation of the RF 
technique applied to the prediction of WEF have largely been explained 
by our research group in journals and conference papers (Ibarra-Ber-
astegi et al., 2015). 
The six RF models that forecast the electricity generated at tþh use 
26 inputs (current electric power at t, ERA5 WEF forecasts at tþk (k ¼ 4, 
8, 12, 16, 18) þ 20 ExtEOF). Therefore, following the general recom-
mendations for RF implementation in all cases (Breiman, 2001; Liaw and 
Wiener, 2002; Gromping, 2009; Siroky, 2009), each forest contained 
1000 tress, and the m parameter was set at 26/3 % 9. 
Additionally, the models’ performance has been compared to 
Persistence. The Persistence of electricity generated is the simplest and 
cheapest forecast that can be made, as it is always possible to predict a 
value that matches the present value. In the particular case of the pro-
duction at Mutriku recorded by the plant’s electricity meter, the slowly 
decaying autocorrelation observed with values of 0.6 at 24-h lags 
(Ibarra-Berastegi et al., 2018) suggests that Persistence seems to perform 
fairly well in the short term. In order to confirm that the RF prediction 
model is a good forecasting tool, the indicators used for the analysis of 
the differences between real and predicted data must be better for the 
prediction model than for Persistence. This latter is not a prediction 
model per se, but only a bottom line or reference to be taken into ac-
count, as any modelling effort will only be justified if it can outperform 
Persistence. 
2.3. Evaluation of models 
After fitting the models with data from the training dataset for the 
different forecasting horizons, performance has been assessed here by 
comparing the forecasts provided by Persistence and the RF models with 
observations belonging exclusively to the test dataset. The three statis-
tical indicators selected are those commonly used in wave energy 
studies.  
i) R-Squared, because it provides a general idea of the variance 
fraction explained by each model.  
ii) Mean Absolute Error (MAE), because the target variable is kw, 
and an absolute estimation of the error is illustrative both in 
engineering terms and for developing future wave farm man-
agement strategies.  
iii) Nevertheless, percentage errors are also interesting, as they are 
independent of the scale, and hence different datasets can be 
easily compared. In further developments of this study, model 
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Fig. 3. Random Forest flow chart.  
c) 
a) b)
Fig. 4. a) R-Squared (RSQ), b) Mean Absolute Error (MAE), and c) Mean Absolute Percentage Error (MAPE) for Mutriku’s electric power forecast (95% confidence 
boundaries). Persistence vs. Random Forests. 
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performance as described by such a scale-independent indicator 
may also be helpful for electricity auctions and, ultimately, for a 
better integration of wave energy into the electricity grid. The 
most commonly used measure is the Mean Absolute Percentage 
Error (MAPE). It is defined as the average value of [Abs(log of 
forecast-log of actual)] " 100. This indicator is a derivation of the 
MAE, but instead of raw values of observations and predictions, 
natural logarithmic values are used, thus providing an estimation 
of the error in percentage terms. It is therefore possible to rescale 
the differences in the data ranges, and obtain a homogeneous 
comparison based on the proportional error (%) for each model. 
To correctly evaluate RF models and Persistence performance for the 
different forecasting scenarios, the confidence ranges of these indicators 
have been calculated here by bootstrap resampling (5000 resamples), 
whereby model performance has been evaluated at a 95% confidence 
level, according to these three indicators. 
R language (R Core Team, 2018) was used to evaluate the data here, 
and the principal packages used for the calculations were as follows:  
i) ‘randomForest’ (Liaw and Wiener, 2002)  
ii) ‘FactoMineR’ for the calculation of EOF (Le et al., 2008)  
iii) ‘sp’, ‘maps’ and ‘rgdal’ for creating and managing maps (Pebesma 
and Bivand, 2005; Bivand et al., 2013, 2018; Becker et al.,2018). 
3. Results and discussion 
3.1. Results 
Fig. 4a–c shows the R-squared, Mean Absolute Error, and Mean 
Absolute Percentage Error results, respectively, obtained for both RF 
and Persistence models, at a 95% confidence level. The results from 
Fig. 4c show that errors for the RF model fall within the range of 
46–65%. All the results indicate that the RF-based models outperform 
Persistence beyond the 8-10-h horizon, confirming the good perfor-
mance of the RF model used to predict the electric power at Mutriku. 
Fig. 4a–c shows it is important to stress that when compared to Persis-
tence, the deterioration in the RF model’s performance with the fore-
casting horizon follows a slow downward trend. The MAPE moves from 
values of around 50% at tþ10–60% at tþ24. RF errors correspond to the 
overprediction of future values for all forecasting horizons. The positive 
bias detected in our model’s error can be related –in general terms- to 
the fact that the most influential inputs also tend to have a positive bias 
(results not shown). However, an in-depth study of the error requires 
many more cases and a systematic analysis depending on the season, 
electric power, observed WEF, and frequencies. 
An interesting aspect of RF is that it allows identifying the most 
influential input variables by calculating the percentage increase in the 
mean square error (incMSE) due to the case-shuffling of these variables 
at the model fitting stage (Gromping, 2009). As the incMSE number 
decreases, the importance of the input variable analysed also decreases. 
An analysis of the input variables (see left-hand column in Table 1) 
indicates that the most influential input for the RF model at tþ4 was the 
current electric power at time t, followed by the WEF forecasts (referred 
to as WEF_FCST_variable number in the table) and the extEOFs (referred 
to as extEOF_variable number in the table), which provide an estimation 
of the regional atmospheric and oceanic conditions. For tþ8 and tþ12, 
the WEF forecasts were followed with almost the same weight by the 
current electric power, as the main inputs, while the extEOFs played a 
moderate role. This means that at those forecast ranges, the results from 
a numerical model of the ocean’s state provide substantial information 
for the short-range forecast. Thus, as the system’s atmosphere and ocean 
state at the time the forecast is issued forgoes any connection with the 
state of the system at longer lead times, numerical forecasts provide 
information about the system that corrects these forecasts. From t & 16, 
the leading factors were the WEF numerical forecasts followed by the 
general sea state in the Bay of Biscay, as described by the extEOFs, while 
the relevance of the observed power at time t significantly decreased. 
This reveals that pure Persistence cannot provide valid information for 
such long forecast lead times. 
The system’s memory is playing a significant role in providing the 
models with predictive capabilities for forecasts up to 12 h ahead. This is 
consistent with the high autocorrelation shown by the overall electricity 
production at Mutriku (Ibarra-Berastegi et al., 2018), and stresses the 
need to compare the RF models’ results with Persistence. 
3.2. Discussion 
As mentioned above, this is an initial study to explore whether 
electricity output can be predicted at a wave farm, and the first one ever 
applied to an operational facility, namely, Mutriku on the Bay of Biscay. 
It should be stressed that the data gathered by the SCADA substan-
tially improve the models’ results, particularly at the initial lead times. 
Thus, any improvement in this feature will lead to better generation 
forecasts. On the other hand, real-time inputs from the ECMWF can also 
be obtained for real-time applications for commercial uses, albeit 
depending on the number of fields, their resolution, and the number of 
forecast steps that need to be used during the real-time application of the 
forecasting scheme presented here. A rough estimate of the cost of the 
input data required ranges from 30 kEUR to 50 kEUR per year, although 
detailed estimates of this cost must be negotiated in each case with the 
appropriate national meteorological services, or the ECMWF itself. They 
must also be refined depending on the spatial and temporal resolution 
requested from the ECMWF. The results obtained here highlight the 
possibility of predicting the average electricity generated by the farm’s 
working turbines through the use of RF models. These models outper-
form Persistence beyond 8–10 h. Thus, if this forecasting method is 
finally implemented, the actual number of turbines in operation at 
Table 1 
Percentage increase in the mean square error (incMSE) of the inputs at different forecasting horizons (tþ4, þ8, þ12, þ16, þ20, þ24).  
incMSE of inputs tþ4 tþ8 tþ12 tþ16 tþ20 tþ24 
Input 1 Current electric power at t WEF_FCST_08 WEF_FCST_12 WEF_FCST_16 WEF_FCST_24 WEF_FCST_24 
incMSE (%) 38.13 30.65 31.32 24.38 27.98 34.45 
Input 2 WEF_FCST_04 Current electric power at t ExtEOF_02 WEF_FCST_12 WEF_FCST_20 WEF_FCST_20 
incMSE (%) 32.86 26.69 25.65 20.93 27.17 33.85 
Input 3 WEF_FCST_08 WEF_FCST_12 Current electric power at t WEF_FCST_20 WEF_FCST_16 ExtEOF_02 
incMSE (%) 23.35 23.4 23.22 17.59 15.68 14.68 
Input 4 ExtEOF_02 WEF_FCST_04 WEF_FCST_08 WEF_FCST_24 ExtEOF_01 WEF_FCST_04 
incMSE (%) 20.34 23.22 24.85 20.35 17.08 27.58 
Input 5 WEF_FCST_12 ExtEOF_02 WEF_FCST_16 Current electric power at t ExtEOF_08 WEF_FCST_16 
incMSE (%) 15.94 17.59 21.49 16.08 16.9 24.28 
Input 6 WEF_FCST_20 WEF_FCST_16 WEF_FCST_04 WEF_FCST_04 ExtEOF_04 ExtEOF_08 
incMSE (%) 13.2 15.68 18.48 14.36 16.12 23.04 
Input 7 ExtEOF_08 ExtEOF_01 ExtEOF_01 ExtEOF_01 WEF_FCST_12 ExtEOF_05 
incMSE (%) 12.95 14.68 15.8 13.22 15.79 22.36  
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Mutriku will be known and, assuming a constant value of the electricity 
predicted during an hour, the total electricity (kWh) generated at 
Mutriku could also be predicted for the same forecasting horizons as 
used here. 
Electricity production at Mutriku is driven by waves, so it depends on 
the sea state, and follows a markedly seasonal cycle. The results of this 
research therefore correspond to an average performance over the 
period analysed. However, the forecasting results may vary according to 
the season or sea state, so an analysis of a longer time series for the site is 
needed for a more detailed characterisation of the prediction of the 
electricity generated at Mutriku. Mutriku is currently the only wave 
farm in the world continuously delivering electricity to the grid, and has 
been doing so now for more than seven years. The models described here 
are the initial design of a cost-effective forecasting strategy applied to a 
real-world wave farm, and not only prototypes, simulated wave farms, 
or standalone devices operating for short periods. Although the results 
shown here might be highly site-dependent and associated with Mutri-
ku’s particular conditions and technology (OWC), they provide a sound 
methodological framework on how to tackle the issue of the intermit-
tency of wave-generated electricity, and may be applied in other envi-
ronments, as shown by Reikard et al. in a recent publication (Reikard 
et al., 2015). It is important to stress that the approach described in this 
study is the authors’ latest effort to predict wave energy and characterise 
the Mutriku wave farm. This study would not have been possible 
without our prior research. 
Concerning renewable energies, one of the EU’s main goals for 2030 
is that at least 27% of the energy consumed will come from renewable 
sources, and one of the strategies involves the delivery of renewable 
energy to the power grid. The importance of the development of smart 
grid technologies has therefore been stressed (Gouard#eres et al., 2018). 
Waves, wind and sun share a common drawback, namely, the 
intermittent availability of the resource. This means that the electricity 
supplied to the grid by an intermittent resource is also intermittent, and 
this poses serious grid management challenges. Accordingly, the fore-
casting of both the resource and the electricity generated by renewables 
below certain error thresholds is a key aspect for including such varying 
energy sources into the electricity market. In the case of more developed 
renewable energies, such as wind or solar power, this means different 
forecasting strategies are used. 
Wind is the renewable energy that is spreading more rapidly, and it is 
expected to reach 2000 GW by 2030, accounting for 17–19% of overall 
electricity generation. To support this growth, higher quality forecasting 
methods are required (Costa et al., 2008; Wang et al., 2011), so two 
approaches are being pursued: the direct forecasting of power values, 
and the use of power curves to convert the predicted wind speed into 
forecasted power. In the case of wind farms, which include turbines with 
different power ratings, the latter option may be more expedient. Con-
cerning forecasting models, two major types are normally used: physical 
and statistical. In general, physical models provide better results for 
longer-term horizons, while statistical ones are normally used for rela-
tively short terms. As regards statistical models, machine-learning-based 
methods are considered to be the most effective due to their ability to 
model nonlinear relationships. However, there is no perfect forecasting 
model, and so it is important to use the one that gives the most accurate 
results depending on different factors, such as the characteristics and 
size of the data, and the prediction horizon. In 2014, Tas¸cıkarao"glu and 
Uzunoglu (2014) presented a table comparing the more widely used 
wind forecasting models and their different approaches. There are also 
recent studies that use hybrid methods combining statistical and 
physics-based model forecasting, and which provide very accurate re-
sults for specific wind farms (Liu et al., 2017). In terms of the most 
widely studied sites in Europe, the performance of single wind farm 
forecasting in power production is between 8 and 10% 24 h ahead, ac-
cording to MAE. By contrast, Chinese forecasting techniques for wind 
farms present R-Squared values of almost 20% for the same forecasting 
period. Concerning wind speed prediction, the Prediktor forecasting 
system (Watson et al., 2001) records a MAE of 2.4 m/s in one day; that is, 
a deviation of 40% for a typical site with an average wind speed of 
6 m/s, with subsequent errors for the prediction of wind power output. If 
we compare the results obtained with the advanced forecasting models 
used in wind energy to the ones obtained here for Mutriku (forecasting 
errors from 40% to 60% for a 24-h horizon), the latter can be considered 
satisfactory results in view of the recent emergence of the wave energy 
field. 
Regarding solar power forecasts, and as with wind energy, two 
different methods are normally used: the prediction of power values 
using power measurements, and the use of power conversion models for 
converting the predicted solar irradiance into power forecasts. In the 
latter case, other variables such as wind speed, humidity and tempera-
ture are also used (besides irradiance) to obtain more accurate forecasts. 
Some recent studies propose a hypothetical 100% renewable energy 
scenario (Esteban et al., 2012, 2018). The authors therefore simulate 
future hourly energy generation based on wind, solar and ocean sources, 
and propose the use of storage devices, such as batteries or hydrogen, to 
balance the system. They also highlight the importance of levelling the 
generation peaks through the use of interconnection lines between 
different regions or countries, especially in Europe. Other studies have 
focused on the demand for electricity by pointing to the need for better 
energy policies related to more efficient energy consumption (Roldan 
et al., 2016). In this study, focused on Spain, a seven-year period is 
analysed (2008–2014), and a series of scenarios are proposed to analyse 
the effects of renewable energy production and the demand-side man-
agement of the electricity market. 
Iberian Electricity Market Operator, OMIE, manages the wholesale 
electricity market on the Iberian Peninsula. Electricity prices are set 
every day at 12 a.m. in the day-ahead market, and are valid for the 
following 24 h. According to the EU marginal pricing model, the inter-
section between the demand and supply curves establishes the volume of 
energy and each hourly price. After the day-ahead market, electricity 
can be bought and sold on the intraday market, which is structured into 
six different trading sessions and allows agents to readjust their bids up 
to 4 h before real time (OMIE). Thus, both electricity market agents and 
system operators are gaining experience in the field of renewable energy 
forecasting, but more effort is required to develop prediction tools that 
can be used within the energy market’s decision-making framework. 
The models presented here, based on RF fed with ERA5 data in both 
analysis and forecasting mode, may constitute the general approach that 
will enable wave energy to take a major step towards its full integration 
in the electricity grid. In the particular case of Mutriku, and within the 
context of the Spanish electricity market, the models shown here pro-
vide reasonable results from 8 to 10 h ahead onwards, and can be an 
interesting tool for auctions in the day-ahead market. They can also 
provide useful insights for the intraday market. However, beyond these 
initial comments, further studies with more data are needed to better 
establish the specific role that RF-based models can play in the day- 
ahead and intraday markets. Further studies with more data will also 
help elucidate how forecasting models with errors such as those reported 
in this study can be effectively implemented and incorporated into 
successful strategies for electricity market auctions. 
Thus, the analysis and construction of reliable models based on real 
data, like the ones presented here, are needed to obtain accurate fore-
casting that would make it easier to integrate renewable energies into 
the electricity grid. 
4. Conclusions and future outlook 
4.1. Conclusions 
The electricity generated at the Mutriku wave farm on the Bay of 
Biscay was predicted for a 24-h forecast lead time through the use of RF- 
based models. For short lead times (tþ4), the most influential input 
variable was the current electric power at time t, thus indicating the 
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important role that system memory has in the prediction. As the pre-
diction horizons increased (tþ8 and tþ12), the ERA5 wave energy flux 
(WEF) forecast gained in importance, while the current electric power at 
time t became less important for longer horizons (tþ16 and beyond). 
When comparing the R-Squared, MAE and MAPE (at a 95% confidence 
level), the RF model proved to be a better prediction tool than Persis-
tence beyond 8–10 h. RF models tend to overpredict electric power with 
forecasting errors ranging from 40% to 60% for a 24-h horizon. 
This is the first time the output power of a fully operational wave 
farm has been forecast up to a 24-h ahead horizon through the use of 
logged electric power data. The role of ERA5 at providing observational 
data, and especially wave energy flux forecasts with an unprecedented 
time and space resolution, has also been crucial for this study. 
In general terms, and before becoming a reliable source, wave energy 
needs major improvements in many aspects. Among them, an important 
point is to maximise the accuracy of the forecasting methods to solve the 
intermittency and variability problems associated with renewable en-
ergies. In this sense, and taking into account day-ahead and intraday 
market performance in the electricity market, more accurate prediction 
tools would enable this energy to be better accommodated within the 
grid, and so government and private sector engagement and funding are 
crucial for a renewable energy-based future. The study presented here 
makes an initial contribution to this objective, and the general avail-
ability of ERA5, the RF-based methodology –although so far developed 
only for Mutriku- can also be applied to future wave energy facilities, 
which while continuously supplying electricity to the grid operate with 
systematic protocols of operational data recording and management. 
4.2. Future outlook 
As noted in the Introduction, 246 469 kWh of energy was produced 
each year at the Mutriku wave farm during the period 2014–2016. Ac-
cording to the emission factors proposed by the Spanish Government for 
2017 (ca. 0.3 kg of CO2/kWh) (Ministry of Agriculture and Fisheries, 
Food and the Environment, 2018) this means that the atmospheric 
discharge of 75 tonnes of CO2 was avoided each year, indicating that 
higher percentages of renewable energy are needed to reduce green-
house gas emissions. However, some improvements are needed for the 
optimum use and management of renewable energies. For instance, 
despite the advances in forecasting models, there are still several targets 
to be achieved. One of them is the development of probabilistic 
spatiotemporal forecasting methods to improve the operation of power 
systems. Probabilistic methods provide information on the probabilities 
of predicted values, as well as uncertainty values, which is very 
important for power systems, especially for the renewable energy sector. 
In addition, analysing the high volume of data available would currently 
require the use of different “big-data” techniques to select the most 
relevant information (Mazzi and Pinson, 2017; Tas¸cıkarao"glu, 2017). 
In our case, the use of a larger volume of data from the Mutriku wave 
farm and their corresponding screening would permit a more accurate 
analysis of the sea state, and the establishment of better and more pre-
cise forecasting limits for the RF model. The results shown in this paper 
provide a general or average model performance characterisation. 
However, the electricity production at Mutriku is very variable, so using 
a higher number of cases will allow a more detailed characterisation of 
the models’ performance by sea state or season of the year. As a result, a 
deeper understanding may be gained of the specific role these models 
play in the day-ahead and intraday electricity markets. 
When more cases are available, the RF technique also allows 
obtaining probabilistic forecasting outputs that can be more useful for 
electricity market auctions. A further advantage of future research with 
more data is that RF models will be developed for hourly instead of 4-h 
time steps, thus increasing the general accuracy in electric power pre-
dictions and allowing a better characterisation of model errors. The 
authors are currently conducting further research along these lines. 
The authors have also developed a calibration method for studying 
and analysing the wave energy resource’s evolution over the last century 
in the Bay of Biscay (Ulazia et al., 2017) and Ireland (Penalba et al., 
2018). They have implemented these variations in different WECs to 
show the subsequent energy production trends in terms of capacity 
width, and not electricity production. Strong positive decadal in-
crements of wave energy have been found in general, which cannot be 
absorbed properly by the WECs. This study therefore allows obtaining a 
transfer function from the resource to the electrical power in each sea 
state in the time series. Another future research line is to analyse the 
hypothetical annual energy production at the Mutriku OWC plant in 
each year of the last century, as well as other important aspects about 
seasonality and historical trends in electricity production. 
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