Model ensembles are possibly the most powerful tool to assess uncertainties in runoff predictions stemming from inadequacies in model structure. But in many applications little knowledge is gained about the specific weaknesses of the individual models. Here we introduce the ensemble range approach (ERA). Compared to other ensemble techniques, ERA is primarily intended to facilitate hydrological reasoning about model structural uncertainty. This is attempted by separate modelling of data uncertainty and structural uncertainty with two different error density functions that are combined in one likelihood function. The width of the structural error density is in accordance with the range of runoff predictions calculated by a small model ensemble at each individual time step. Albeit not the only choice, this study is restricted on the use of a modified beta density to represent structural uncertainty. The performance of ERA is assessed in some synthetic and real data case studies. Ensembles of two structurally identical models are applied, made possible by estimating the parameters of ERA and both models simultaneously.
Introduction
In hydrological modelling, uncertainty is ubiquitous and unavoidable. Direct sources of uncertainty in, for example, runoff predictions are input data errors and inadequacies in model structure. Additionally, errors in runoff measurements can cause suboptimal model selection and parameterization.
In recent years, the separate handling of different uncertainty sources has gained increased attention in hydrological research. Two examples of the explicit consideration of precipitation measurement errors are the use of the kriging variance of interpolated precipitation fields within a generic error model (Götzinger and Bárdossy 2008) and the application of rainfall multipliers within a Bayesian framework (Kavetski et al. 2006) .
A recent review of strategies to address model structural error was given by Gupta et al. (2012) . We try to subsume their efforts to structure these strategies as follows:
a. Analysis and reduction of numerical errors (e.g. Kavetski and Kuczera 2007 , Clark and Kavetski 2010 ). b. Identification and reduction of equation structure uncertainty by: (i) stochastic perturbations to the associated states and parameters (e.g. Moradkhani et al. 2005 , Smith et al. 2008 , Leandro et al. 2013 ),
(ii) modelling parameters as time variable stochastic properties (e.g. Reichert and Mieleitner 2009 ), (iii) taking different possible equations into account (e.g. Fenicia et al. 2008 ), (iv) inferring equations directly from data (e.g. Bulygina and Gupta 2009 ). c. Finding ways to adequately represent spatial variability (e.g. Reggiani et al. 1998 ). d. Identification and reduction of uncertainty related to the conceptual representation of process structure by: (i) comparing models of different complexity (e.g. Hogue et al. 2006 ), (ii) using an ensemble of structurally different models (e.g. Ajami et al. 2007, Diks and .
Possibly the most popular strategy to reduce structural uncertainty is d(ii). Here different models predict the same variable and the individual results are then combined. Such combinations outperform single model results in cases where the structural diversity within the ensemble approximates the given structural uncertainty sufficiently (see e.g. Winter and Nychka 2010) . Conventional model ensemble approaches are primarily designed as engineering tools to better predict some variables. However, in contrast to many of the other strategies mentioned above, they provide little insight into structural inadequacies of individual models.
In this study we introduce a method called the ensemble range approach (ERA), which resembles conventional ensemble approaches but tries to shift the emphasis to identification of flaws of individual models. After the conceptual derivation of ERA in Section 2 and some additional specifications in Section 3, it is evaluated in four case studies. Case studies 1 and 2 (Section 4.1) rely on synthetic data and are designed to evaluate ERA's skill in identifying "true" parameter sets if input data are precise and erroneous, respectively. Case studies 3 and 4 (Section 4.2) rely on real data and are designed to compare ERA and conventional ensemble modelling approaches regarding their predictive skill under the assumption of different data error types.
2 Derivation of the ensemble range approach
Single model approach
To begin the derivation of ERA we first recall the simplest statistical treatment of uncertainty in hydrological modelling assuming accurate model input and structure. If a model has been calibrated with a sufficiently long and representative series of measured data, then parameter uncertainty is assumed to be negligible and a deviation between the simulated runoff value x and the measured runoff valueŷ at the moment t is seen as the result of a runoff observation error ε only:ŷ
In the perspective of this single model approach (SMA) the hydrological processes are reproduced perfectly by the deterministic model (which also implies error-free input data) and subsequently x is identical to y, which is the true value of the variable under investigation. The remaining unpredictability of^y, described by the density fŷ, is merely the result of the randomness of ε, described by the density f ε :
If observation bias is neglected, the expected values of ε andŷ are zero and x respectively. Hence fŷ is centred on x, as shown in Fig. 1(a) . The additional occurrence of x in the suffix of f ε allows for further manipulations of the error density, especially to increase its variance under high-flow conditions to account for the likely increase in observation uncertainty.
Point and density combination as basic ensemble approaches
The interpretation of equation (2) offered in the previous subsection disregards the possibility of any uncertainty within model structure. To ignore structural uncertainty erroneously during parameterization leads to an underestimation of simulation uncertainty and/or an overestimation of output measurement uncertainty, depending on the restrictiveness of the parameter priors related to f ε . Ensemble modelling is one approach to overcome this problem. In this subsection two of the most basic ensemble approaches are introduced. These approaches will be combined and generalized at the end of this section.
The idea of ensemble modelling through the linear combination of individual output values goes back to Bates and Granger (1969) and was improved by the determination of weighting coefficient values with the ordinary least squares approach by Granger and Ramanathan (1984) . Here the presumably true runoff value y is gained by a multimodel ensemble:
where β i is the weighting coefficient and x i,t is the runoff value predicted by an individual model indexed with i of an ensemble with size k. We refer to this as the ensemble point approach (EPA) in the following. The weighting coefficients and the ensemble spread, characterizing the diversity of x values at a certain time step, could be used to introduce randomness into y, but as in equations (1) and (2) we stick to the most basic linear combination approach and assume y to be true and the randomness ofŷ to be merely a result of the randomness of the measurement error ε: Additionally, we restrict each β value to the interval [0,1] and the sum of all β values to 1 in the following. A visual description of equation (5) is given in Fig. 1(b) . A different approach is to combine densities (hereinafter referred to as the ensemble density approach, EDA) which was, according to Wallis (2005) , first published by Zarnowitz (1969) :
Here the restrictions regarding the weighting coefficients α mentioned above are imperative to preclude negative densities and force the mass of fŷ to be unity. In contrast to the point combination defined earlier the density combination transfers structural uncertainty to predictive uncertainty in a direct manner. This is depicted by the two dashed lines in Fig. 1(c) , which mark potential "true" values of the variable under consideration, and the red line, which shows the resultant flattening and widening of the runoff observation density.
Hydrological interpretation of single and ensemble model approaches
We now put the mathematical considerations above into a hydrological perspective of model structural uncertainty. More specifically, we illustrate which ensemble model approach can capture which (idealized) type of structural uncertainty in hydrological model applications. Let us assume we need runoff forecasts at the outlet of one of the three watersheds sketched in Fig. 2 . The only difference between these three watersheds is the spatial pattern of stream density, which affects their response to rainfall events. Further, we assume that the input series are error free and that a computer model with ideal process equations exists. But, unfortunately, it can be applied only in lumped mode, which precludes a distributed representation of the different patterns.
In Fig. 2 (a) the areal distribution of stream density is homogeneous. Here SMA would be sufficient to forecast the outlet runoff perfectly given ideal parameterization. If parameter values are unknown (e.g. if stream density cannot be measured or cannot be inserted into the process equations because an "effective" parameter is needed) we could calibrate them without any bias if the measurement error density is known. The resulting parameter values would only contain some degree of randomness that depends on the size of the measurement errors in relation to the information content of the calibration period.
In Fig. 2 (b) the watershed exhibits two sub-areas. Stream density is low in the left and high in the right sub-basin. Due to the nonlinearity inherent in all hydrological systems this configuration cannot be represented well by a single lumped model. To forecast the outlet runoff of this watershed a two model ensemble would obviously be a good choice, leaving each member to represent the processes within one of the two sub-basins.
Additionally, assume rainfall is uniformly distributed within the whole watershed at each time step. Then, setting up a semi-distributed model with two sub-basins would be mathematically identical to applying EPA with weights equal to the sub-basin sizes. Hence EPA is the appropriate choice to achieve unbiased parameter values through the simultaneous calibration of both models. And it will give the best forecasts possible thereafter.
In our (idealized) example EPA is perfectly able to capture structural uncertainty resulting from disregarding spatial heterogeneity. An essential prerequisite for this success is the time consistency of the "mixing ratio" of the distinct processes.
While EPA mixes different processes deterministically, EDA assigns probabilities to them. In a frequentist interpretation of EDA, each probability reflects how often a certain ensemble iscompared to the other members-a competent descriptor of the represented system. Hence EDA should be preferred if processes vary in time. If, for example, a parameter set of the applied model can reflect either summer or winter conditions, simultaneous calibration over a long period including both winter and 
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summer events will lead to unbiased results if a density combination of a two model ensemble is performed.
To return to the example watershed in Fig. 2(b) , EDA would be a better choice than EPA if rain always falls completely within one sub-basin-sometimes only in the left and sometimes only in the right one. But here even EDA would not lead to bias-free parameter estimates because this hybrid of input and model structural uncertainty (we know only the areal rainfall mean of the whole catchment) is not taken into account in equation (6).
Ensemble range approach
In the previous subsection we discussed different hydrological settings and concluded that EPA and EDA might be reasonable approaches to capture process diversity in very simple cases. The linear combination of predicted points (and possibly the linear combination of predicted densities) could be appropriate to represent uncertainty about variability of processes in space. The linear combination of predicted densities could be appropriate to represent uncertainty about variability of processes in time. However, many other points remain to be criticized. Two of them will be discussed in the following.
Firstly, in practice it would be hard to decide between the two approaches, because in all hydrological modelling studies a mixture of both uncertainties exists. Secondly, if there is some change of process structure in space or time, it is unlikely to be discrete. To refer to stream density as an example again, it could increase continuously from the left to the right part of the watershed, as shown in Fig. 2(c) . Using one of the ensemble techniques discussed so far would demand a continuous set of models or at least a very large model ensemble.
We now propose an approach that provides approximate solutions to these problems. The following explanations and case studies focus on ensembles with two models.
In equation (6) structural uncertainty is reflected by the weighting coefficients α. In cases where the α values are 0 and 1, or in cases were both model predictions are identical, structural uncertainty is not accounted for and thus does not increase predictive uncertainty. This changes the more the α values equal one another and the more the model predictions deviate from one another. Hence equation (6) allows for some flexibility in representing structural uncertainty, but using a two-model ensemble means that only two values of the variable under consideration are candidates for the "true value". To overcome this limitation we replace the weighting coefficients by a density function f s that reflects model structural uncertainty in a more general way:
where f s ranges from the point prediction of one model to the point prediction of the other model of the ensemble, hence the name "ensemble range approach". This means that although the ensemble has only two members there is a predictive continuum with varying probability densities that contains the true runoff value y. The superposition of this density function of structural uncertainty with the assumed measurement error density f ε leads to the density fŷ of the observed runoffŷ. To achieve this superposition, we replace the summation in equation (6) with the integration over all runoff values in the defined range using the integration variable u in equation (7).
To apply this approach we choose the density of the beta distribution f B as the structural density function due its flexibility and interval constriction. We further increase its flexibility by adding the power parameter p to the original formulation:
where r, s and p (each positive) determine the shape of the density within the interval defined by x 1,t and x 2,t . Outside this interval the density is zero, expressed by the indicator function 1.
In the definition of the modified beta density in equation (8) a normalizing constant is missing. This does not complicate our numerical implementation. Here the integral in equation (7) is solved by dividing the interval from x 1,t to x 2,t into a number of slices, which can be normalized according to their sum and the interval width. As computing times are hard to compare, we only make the rough statement that model simulations usually require more time than the approximation of equation (7).
In this study we apply two measurement error densities (details are given in the next section). Using the normal density f N and a skewed exponential power density F SEP (Schoups and Vrugt 2010) we try to cover the extremes of possible error densities regarding flexibility and complexity. For example, inserting the beta and the simple normal density into equation (7) leads to:
The sub-plots in Fig. 3 show the results of different parameterizations of f B using equation (9) Theoretically, by replacing the modified beta distribution with its multivariate generalization (the Dirichlet distribution), ensembles larger than those with two members can be used within ERA. In practice, the manageable ensemble size is limited due to: (a) the increasing parameter search space resulting from the simultaneous calibration of model and density parameters and (b) the necessity so solve multiple integrals. We defer the investigation of these issues to later studies.
Additional specifications for the ensemble range approach
To apply ERA, three specifications are required: (a) a function that represents model structural uncertainty, (b) a function that represents measurement uncertainty and (c) a parameter optimization method. Regarding the first specification, we select the modified beta density defined in equation (8) in this study, as already discussed above. The latter two specifications are discussed in the following subsections.
Measurement error density functions
The selection of a specific measurement error density is difficult (or impossible) to justify a priori. On the one hand, independent information on the accuracy of the observed runoff at a certain gauge under certain conditions is often not accessible. On the other hand, results of previous calibration studies cannot readily be used, as contamination of the measurement error density function with other uncertainty sources must always be assumed.
Though not a "true" description of reality, the density of the normal distribution is certainly the most popular basis for likelihood functions in hydrological modelling:
μ is the expectation value and σ the standard deviation. Maximizing the product of densities gained by applying equation (10) on all time steps within the calibration period leads to the identical best parameter set as minimizing the sum of the squared residuals of z and μ. The same applies for optimizing goodness of fit criteria based on squared residuals such as the root mean square error or the Nash-Sutcliffe coefficient (Nash and Sutcliffe 1970) . Hence applying the normal density within ERA eases comparisons with other studies using one of those criteria.
By including equation (10) in a maximum likelihood approach one assumes that the residuals z À μ are (a) unbiased, (b) homoscedastic, (c) distributed symmetrically and (d) with a "normal" excess. At least the last three assumptions are usually violated (Xu 2001 ). Therefore we test the density of the skewed exponential power distribution f SEP described by Schoups and Vrugt (2010) as an alternative to the normal density. The mathematical formulation of f SEP is a little complex, which is why we restrict ourselves to some remarks about its general characteristics. The shape of f SEP can be completely in accordance with the shape of the normal density. But by changing a kurtosis parameter its excess can be changed until it resembles a uniform distribution (lower excess) or a Laplace distribution (higher excess). By changing a skewness parameter the steepness of the left or the right slope can be increased until it approximates a vertical line. Results from Schoups and Vrugt (2010) suggest that the ideal shape of the error density deviates from the normal density considerably, at least if all uncertainty is lumped into this error density. They gained the best parameter estimates with a f SEP that has a high excess (similar to the Laplace density) and positive skewness.
The occurrence of heteroscedasticity in time series of residuals is also shown in many modelling studies and is often attributed to the increase of observational uncertainty with rising water stages. Besides residual transformations to achieve almost homoscedastic residual series, explicit modelling of heteroscedasticity with a linear model is the most common approach to address this issue. We follow the latter principle and select the predicted runoff as the independent variable:
where a and b are parameters that need to be estimated during the likelihood optimization as well as the kurtosis and skewness parameter of f SEP . It should be noted that using equation (11) in SMA and EPA is straightforward, as both approaches predict a single "true" runoff value at each time step. Hence the variance estimates of the measurement error vary over time only. But if structural uncertainty is reflected by EDA or ERA, things become more complicated. In time steps where the results of the individual ensemble members differ, there are two different estimates of the variance of the measurement error using EDA, and there is a continuum of variance estimates using ERA.
Neither potential biases nor temporal error dependencies are taken into account by both measurement error density functions. Firstly, we assume that the primary reason for biases is predictive errors rather than observational errors. Hence they should be represented (as long as input errors are neglected) by the structural error density function. Secondly, we merely aim at the identification of the best parameter set and not at weighting different parameter sets according to their likelihood, as done in parameter uncertainty studies.
Parameter calibration
All parameter values are estimated with the maximum loglikelihood approach:
where Θ denotes the feasible parameter space and θ* denotes the global optimal parameter set within the feasible parameter space. Equation (12) describes the maximum log-likelihood optimization using ERA performed in the following case studies. In contrast to equation (9), the formulation is slightly altered to clarify that all subsets of θ* are estimated simultaneously. These are the parameter sets θ M1 and θ M2 of both ensemble members and the parameter sets θ s and θ ε of the structural and the measurement error densities. It should be considered that equation (12) deviates from the standard maximum log-likelihood formulation in the use of averaged logarithmic densities. Our formulation leads to identical optimal parameter sets. But it offers the advantage of easing comparison between likelihood values of calibration and validation periods with different lengths.
The defined maximum likelihood problem requires a numerical solution. We select the bound optimization by the quadratic approximation algorithm (BOBYQA) originally developed by Powell (2009) and implemented in the Python TM module OpenOpt (Kroshko 2014) . The BOBYQA algorithm is designed for constrained, derivative-free optimization problems; it proved to be relatively fast and efficient in preliminary studies. We increase the robustness of its results by applying the algorithm 30 times on each optimization problem with random initial parameter values sampled from a multivariate uniform density within Θ. This also provides some information on potential identifiability problems (Renard et al. 2010) .
Case studies
To evaluate ERA it is compared to SMA, EPA and EDA in four case studies. Case studies 1 and 2 are synthetic data experiments. Here the "true" hydrological process structure of a fictional watershed as well as the "true" observational uncertainty is known. Hence one can directly compare the ability of the ensemble approaches to identify the "true" parameter values during a calibration effort under different scenarios. Case studies 3 and 4 are real data experiments. Here the setting is of course much more realistic, but the "true" hydrological process structure is at best only roughly known. Hence the ensemble approaches can be evaluated only indirectly. This is done by comparisons between the achieved likelihood values within the calibration and validation period as well as by inspection of the estimated predictive uncertainty bounds.
Synthetic data case studies

Hydrological model
The synthetic data case studies are performed with the very simple rainfall-runoff model:
where S is the water amount stored within the catchment, P eff is effective precipitation, Q is simulated outlet runoff and k is a storage coefficient. With k being the only model parameter, it is easy to show how different ensemble techniques impact the parameter identification process. Of course, equation (13) is not a complete rainfall-runoff model, as only runoff concentration is incorporated and runoff generation, evapotranspiration, snow accumulation and many other processes are ignored. Nevertheless, the nonlinear relation between Q and S raises enough problems in parameter identification to make this model an interesting learning tool for synthetic data experiments.
Description of Case studies 1 and 2
This subsection explains the generation of the synthetic datasets that are used to evaluate the different ensemble techniques. Essentially, we combine the runoff series of two models in different ways to represent different types of structural uncertainty. Both models are in fact realizations of the simple runoff concentration model defined in equation (13) In the first step of the synthetic data generation, an available precipitation series is used to simulate runoff series under four scenarios which are defined below. These precipitation and runoff series are later assumed to be error-free measurements.
In the second step, the runoff series obtained for each scenario is disturbed by the addition of normally distributed, homoscedastic, uncorrelated random errors. The standard deviation of the errors is 0.015, which is about 11% and 19% of the standard deviation of the runoff values generated with Model I and Model II, respectively. The disturbed runoff series are later assumed to be uncertain measurements used within a calibration effort.
In the third step, the original effective precipitation series are also disturbed. Instead of applying another random component we prefer to add a systematic measurement error. We realize this by multiplying the whole original precipitation series by the factor 0.95. Thus the resulting effective precipitation series, which is used for calibration, has a bias of −5%.
In Case study 1 the undisturbed precipitation series is used as model input; in Case study 2 the disturbed precipitation series is used as model input. Hence in Case study 2 one important assumption underlying our current implementation of ERA (and the other ensemble techniques) is violated.
The four scenarios described in the following paragraphs reflect different configurations of process heterogeneity and are obtained by appropriate combinations of the runoff series predicted by Model I and Model II.
In Scenario A half of the watershed reacts in accordance with Model I and the other half in accordance with Model II. This is accomplished by running both models with the same precipitation input series and by weighting their output series according to equation (3). The resultant mean runoff is assumed to be the "true" response of the whole watershed.
While Scenario A assumes the simplest case of heterogeneity in space, Scenario B assumes the simplest case of heterogeneity in time. Sometimes the whole watershed functions in accordance with Model I and at other times in accordance with Model II. The "true" watershed response is simply put together by concatenating the first half of the predicted series of Model I and the second half of the predicted series of Model II.
Scenario C combines spatial and temporal heterogeneity by generating the "true" runoff series equivalent to Scenario A but with α values that vary in time. These α values are approximately uniformly distributed within [0,1] and autocorrelated with a lag-one correlation coefficient of 0.95. They are generated with the following model (here ε N denotes the generation of normal distributed random values):
Scenario D is a complicated version of Scenario C. Here, the effective precipitation series processed by Models I and II are modified. This is done by multiplying the original precipitation series with the α series prepared for Scenario C by a factor of 2 (P t , M1 = 2α t P, P t,M2 = 2(1 − α t )P). The "true" watershed response is finally gained by the application of the arithmetic mean to both model output series. Scenario D is based on the same weighting procedure as Scenario C, with one very important difference: the α values are applied on the input level. Hence a complicated interplay with the nonlinear behaviour of the model structure is to be expected. Note that the total precipitation amount for each time step remains constant, meaning no input uncertainty is introduced on the catchment scale. Nevertheless, one could interpret the manipulated precipitation series as uncertain input. But we prefer the point of view that the uncertainty of this scenario stems from the missing spatial differentiation of the lumped model applied below.
In short, scenarios A and B represent structural uncertainty in space and time, respectively; scenarios C and D both represent structural uncertainty in space as well as in time, with Scenario D being more affected by process nonlinearity. Combining these scenarios with the precise and erroneous precipitation measurements in Case studies 1 and 2 yields eight settings. To shorten the notation, we abbreviate, e.g. the combination of Case study 1 and Scenario A as "A1". An overview of all eight settings is given in Table 1 .
We apply EPA, EDA and ERA on the eight settings using ensembles with two members only. In each setting the standard deviation of the runoff measurement errors and the parameter value k of both models are estimated and compared to the known original values. All parameter calibrations are performed on hourly time series of 4 years plus 1 year as the warm-up period. As a reference, SMA is also applied in each setting.
Results and discussion
Exercising the synthetic data case studies is straightforward due to the small parameter sets. There is little parameter uncertainty and neither non-identifiability nor equifinality interfere in the evaluation of the maximum likelihood parameter estimates.
The application of SMA on the eight settings defined earlier leads mostly to the expected results ( Table 2 ). The estimated value of the parameter k of the single model varies between 3 × 10 -4 mm -1 h -1 and 5 × 10 -4 mm -1 h -1 in all settings and is thereby located quite centrally in the "true" parameter span. Due to the omission of structural uncertainty the standard deviation of the runoff measurement error (σ) is generally overrated. The lowest overrating occurs in Scenario A, the highest in Scenario B. Thus far, using an "effective" parameter set can compensate for unknown heterogeneity in space more satisfactorily than unknown heterogeneity in time. The precipitation measurement bias in Case study 2 does not change σ significantly and increases k moderately.
EPA identifies the original values of k I and k II well in setting A1 (Table 3 ). The remaining differences between the original values and the maximum likelihood estimates around 1% are caused by the random realization of the measurement error series. The precipitation measurement bias in setting A2 corrupts the estimation of k more than the estimation of σ. In settings B1 to D1 the model parameter estimates deviate notably but not dramatically from the "true" values. Both k estimates are biased in the same direction in each setting. The overrating of σ is nearly as large as when applying SMA. As setting A1 is tailored to EPA, setting B1 is tailored to EDA (Table 4 ). The corruption of parameter estimation is also analogous, as the inspection of setting B2 reveals. But there are two discrepancies between EPA and EDA. Firstly, in unfitting settings EDA generally overestimates σ to a lesser extent and thus leads to a more appropriate partitioning of predictive uncertainty regarding its observational and model structural causes. Secondly, there is a pronounced shift to the mean of k I and k II when EDA is used. Thus process heterogeneity is underrepresented regarding the parameterization and functioning of the individual ensemble models. The latter is less the case when EPA is applied. Here, both estimates of k are biased in the same direction in each setting and thus show similar dissimilarities as the original values.
The parameter estimation results for settings A1 and B1 in Table 5 demonstrate that our implementation of ERA works as a generalization of EPA and EDA. In both cases the original k and σ values are identified well. The remaining deviations are similar to the ones when EPA or EDA are applied on their corresponding tailor-made setting and can again be attributed solely to the specific realization of the random measurement error model. Furthermore, parameter estimation works fine in setting C1. Hence ERA can principally also handle unknown process heterogeneity that varies in space and time. Its limitation is reached when it comes to an interdependence of input and structural uncertainty, as in setting D1. The σ is estimated quite well but both k values are overestimated by around 60%. The additional precipitation measurement bias of Case study 2 influences ERA like the other approaches. In setting B2 the model parameter estimates are slightly less biased compared to the results of EDA, but this might be a mere product of chance. Overall, ERA is the superior approach in partitioning of error sources. It also leads to at least equally satisfying descriptions of structural uncertainty in all cases except setting D1, where the model parameter estimates of EPA are significantly better.
The results shown in this subsection should not be overinterpreted concerning the skill of ERA or the other discussed ensemble techniques in identifying "true" parameterizations. Both synthetic data case studies are extremely simple exemplifications of real-world problems encountered in hydrological modelling. But they show that ERA is a generalization of EPA and EDA and they suggest that ERA should lead to equally good or better parameter estimates in real-world applications.
Real data case studies
Study area
The real data case studies are performed for the upper Neckar catchment. It is located in the federal state of Baden-Württemberg in the southwest of Germany. The Neckar is a major tributary of the River Rhine. Its source is at an altitude of 705 m a.s.l. The size of the catchment under consideration is 1113 km 2 , and its runoff is measured at the Horb outlet gauge at an altitude of 381 m a.s.l. Podsols are the dominant soil type. The geology consists mainly of fine-grained sandstone, claystone and marlstone. Small parts of the catchment are prone to karst, but overall groundwater resources are rather sparse. Mean annual precipitation ranges from 700-1000 mm/year in the lower parts to 1200-1500 mm/year in the fringe areas of the watershed. On average, 40-60 days per year are affected by snow. There are no retention basins or reservoirs with relevant influence on the runoff.
Hydrological model
The real data case studies are performed with the well-known and widely used water balance model HBV96 (Bergström et al. 1997 , Lindström et al. 1997 . For computational efficiency we use our own software implementation of HBV96. Since our implementation is functionally very similar to the original implementation we refrain from a detailed description in this text.
The model configuration of HBV96 is adopted from the operational River Rhine forecasting system of the German Federal Institute of Hydrology (BfG) and described in detail by Eberle (2007) . The upper Neckar is divided into 13 hydrological response units (HRU). Each HRU is classified according to its land use (about 55% "field" and 45% "forest") and altitude (seven 100-m belts ranging from 400 to 1000 m a.s.l). Differences between field and forest zones are implemented in process parameterization only. Forest zones have a higher interception capacity and a smaller degree-day factor for the calculation of snowmelt. The time series of precipitation and temperature are reference series for the whole watershed and are adjusted to the different altitude zones according to elevation gradients. Each input time series as well as the runoff observation series is available in an hourly resolution.
Description of Case studies 3 and 4
Both real data case studies are typical split-sample tests (Klemeš 1986 ) and hence do not need detailed explanations. Except in the application of SMA, we model only structural and runoff measurement uncertainty explicitly. In Case study 3 the runoff measurement errors are assumed to follow a normal distribution with a constant variance in time. In Case study 4 heteroscedasticity is incorporated into the error model according to equation (11) and deviations from the strict shape of the normal distribution are allowed by applying the skewed exponential power distribution. The latter error model can handle more types of runoff measurement errors but also is designed to implicitly address, for example, input errors that distort model output in a complicated way (Schoups and Vrugt 2010) . We decided to calibrate 22 parameters of HBV96 in relatively wide ranges. Similar efficiencies to the ones yielded in this study could possibly be gained by selecting a subset of about 10 model parameters. But we prefer a large parameter set to keep track of possible overcalibration problems due to the increased number of parameters in the simultaneous calibration of both ensemble members. At the extreme, applying ERA in Case study 4 leads to 51 free parameters (two times 22 model parameters plus three beta parameters plus four parameters for the heteroscedastic skewed exponential power distribution).
All Table 6 illustrates the skill of SMA and the ensemble approaches to represent the hydrological functioning of the upper Neckar in Case study 3. To facilitate the interpretation of the given likelihood values (calculated as average values as defined in equation (12)) we also calculated the widely applied Nash-Sutcliffe efficiency (NSE) for the SMA results. The calibration and the validation likelihood correspond to NSE of 0.89 and 0.79, respectively. Hence runoff predictions might already be acceptable without using any ensemble technique, but there is still room for improvement, especially regarding the validation period.
Results and discussion
As in the case of SMA, all three ensemble techniques show a likelihood decrease when the optimized parameter sets are transferred to the validation period. Interestingly, the SMA parameter set, which consists of 23 parameters, shows a more marked decrease than the ERA parameter set, which consists of 48 parameters. Hence simultaneous calibration of the ensemble models does not necessarily imply escalating overfitting problems, as could be suspected.
While EPA and EDA lead to rather moderate likelihood increases, the improvement using ERA is considerable. In combination with the much less pronounced likelihood drop between the calibration and the validation period, ERA seems to describe the hydrological system under investigation much more efficiently.
The reason for ERA's superiority can be explained with the aid of Figs 4 and 5. Here, and in the following illustrations, measured and computed runoff are drawn as red and black lines, respectively. Additionally the 95% predictive uncertainty bounds are shaded in grey. Figures 4 and 5 illustrate the skill of all four applied approaches in a high-flow and a low-flow situation, respectively, within the validation period.
Both SMA and EPA lead to quite similar predictive uncertainty bounds that are homoscedastic by necessity. Thus these bounds tend to be too narrow during high-flow periods and to be too wide during low-flow periods. This restriction does not hold for EDA, but both ensemble models are parameterized in a functionally highly related way. There is insufficient structural diversity within the ensemble to allow for a time variability of the predictive uncertainty bounds that captures the runoff measurements efficiently. Furthermore, in time periods where the runoff predictions in fact diverge significantly the predictive uncertainty bound splits into two threads due to the bimodality of EDA. This is the case at the beginning of February 2004, where the observed runoff is located between both threads. Hence EDA outperforms EPA only slightly. In contrast to the other methods ERA leads to predictive uncertainty bounds with a very pronounced heteroscedasticity. This is achieved by two model parameter sets with an extremely diverse functionality. While one model parameterization tends to reflect the highest possible reactivity of the hydrological system, the other parameterization does the opposite. On their own, none of these parameter sets would be attributed as "behavioural" (Beven 2006) . But, being part of the ensemble, the first one could be understood as the highly responsive fraction of the watershed (e.g. saturated areas in the riparian zone), while the other one would reflect subareas where deep infiltration prevails (e.g. wooded plateaus with sandy ground).
Compared to the differences between the four considered approaches, the differences of ERA's predictive uncertainty bounds belonging to different successful optimization runs (see Section 3.2) are almost negligible. But looking at the individual parameter values reveals huge uncertainty due to equifinality. Consequently, the predicted output series of the individual models belonging to different successful optimization runs differ considerably. Hence the model predictions plotted as black lines in Figs 4 and 5 should be interpreted with care. To gain more confidence in the reliability of such interpretations, quantitative estimates of parameter uncertainty could be helpful, but that lies beyond the scope of this study.
In Case study 3 heteroscedasticity of measurement errors is neglected. Besides the problems discussed above, this leads to predictive uncertainty bounds in the negative range of runoff. Furthermore, it is obvious that ERA places too much emphasis on model structural uncertainty as long as other error sources are not modelled explicitly or allowed for by a more flexible formulation of the measurement error density. Thus the additional Case study 4 is designed to shed light on these issues.
When the skewed exponential power distribution with time variable variance is adopted, the calibration likelihood values of all four approaches exhibit no remarkable differences (Table 7 ). Once again SMA shows the highest drop in simulation efficiency in the validation period, which seems to reconfirm that smaller parameter sets are no guarantee of less overfitting. The calibration likelihood of ERA is a little higher than those of EPA and EDA, but this difference diminishes almost completely in the validation period.
Figures 6 and 7 are arranged analogously to Figs 4 and 5. Corresponding to the converged likelihood values, the predictive uncertainty bounds are more alike than in Case study 3. EDA still tends to functionally similar parameter sets which produce similar model outputs. But the simulated runoff series of the EPA ensemble are more diverse in the high-flow period, whereas for ERA the opposite is true.
While ERA shows superior predictive skills in Case study 3, there is no obvious advantage or disadvantage of ERA's predictive uncertainty bounds compared to the simpler ensemble approaches in Case study 4. This could be investigated in more detail using a higher number of research watersheds and more sophisticated evaluation methods such as the differential split-sample test (Klemeš 1986 ). But more interesting from the scientific perspective is to question which method leads to the most beneficial partitioning of the uncertainty sources and the best improved understanding of model structural inadequacy.
Interpreting the parameters of the modified beta distribution in Case study 3, it could be argued that spatial process heterogeneity dominates and thus structural inadequacies of the examined HBV96 configuration cannot be analysed satisfactorily by time-resolved approaches such as DYNIA (Wagener et al. 2003) alone. On the contrary, the almost identical likelihood values of the ensemble techniques in Case study 4 preclude such conclusions. Evidently different parameterizations of the modified beta density can lead to similar predictive results. This equifinality renders the identification of the "true" structural uncertainty characterized by beta parameters impossible. Hence an overly flexible measurement error density that is able to subsume many types of errors should be disregarded in future studies. Instead it seems more promising to restrict the measurement error density to the range of plausible runoff measurement errors (if possible supported by a preliminary analysis of the rating curve) and to combine ERA with approaches that address input uncertainty explicitly. Furthermore, a replacement of the directed maximum likelihood search applied in this study with a Monte Carlo approach would provide information on parameter uncertainty. This should help in judging the significance of ERA's findings and thus prevent false conclusions from being drawn about model structural inadequacies in real-world applications.
Conclusions
In this study, the ensemble range approach (ERA) is introduced as a tool to address model structural uncertainty in hydrological modelling. It is shown theoretically and practically that ERA is a generalization of the ensemble point approach (EPA) and the ensemble density approach (EDA). ERA estimates model parameters at least as well as EPA and EDA in the majority of our synthetic data experiments. Furthermore, the predictive uncertainty bounds estimated with ERA are superior in a real data experiment where a simple description of measurement uncertainty is chosen. But this advantage diminishes when using a more complex description of measurement uncertainty that allows for heteroscedasticity and the implicit inclusion of other uncertainty sources. Additionally, the increase of flexibility in the modelling of measurement errors amplifies equifinality and hinders the reasoning about model structural uncertainty. Thus more explicit methods to address input and parameter uncertainty sources should be preferred in future model evaluations with ERA.
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