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Abstract In several real-world node-label prediction prob-
lems on graphs, in fields ranging from computational biol-
ogy to World-Wide-Web analysis, nodes can be partitioned
into categories different from the classes to be predicted, on
the basis of their characteristics or their common properties.
Such partitions may provide further information about node
classification that classical machine learning algorithms do
not take into account. We introduce a novel family of para-
metric Hopfield networks (m-Category Hopfield Networks)
and a novel algorithm (Hopfield Multi-Category –HoMCat),
designed to appropriately exploit the presence of property-
based partitions of nodes into multiple categories. Moreover,
the proposed model adopts a cost-sensitive learning strat-
egy to prevent the remarkable decay in performance usu-
ally observed when instance labels are unbalanced, that is
when one class of labels is highly under-represented than
the other one. We validate the proposed model on both syn-
thetic and real-world data, in the context of multi-species
function prediction, where the classes to be predicted are
the Gene Ontology terms and the categories the different
species in the multi-species protein network. We carried out
an intensive experimental validation, which on the one hand
compares HoMCat with several state-of-the-art graph-based
algorithms, and on the other hand reveals that exploiting
meaningful prior partitions of input data can substantially
improve classification performances.
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1 Introduction
In many problems where instances can be directly associated
according to different levels of semantic relationship, and
where vector-based representations can be very expensive to
use, graph-based learning is an effective and well-exploited
alternative to traditional feature-based learning [6]. In graph-
based representations, instances are nodes and their pairwise
relationships the edges connecting them. When classifying
web pages, for example, edge weights may incorporate in-
formation about hyperlinks; or when predicting a user lo-
cation starting from a few known positions obtained from
users who allow geo-tagging their tweets, edge weights de-
scribe the follower relationships in the Twitter follower net-
work [13].
In this context, several problems can be modeled as su-
pervised or semi-supervised label prediction problems in par-
tially labeled graphs, where node labels are known only for
a subset of instances; the aim is to predict the labels of unla-
beled instances by exploiting both the known labels and the
topology of the network [6,51]. Many methods have been
proposed through the years to learn node labels in graphs.
Early approaches exploited the so called guilt-by-association
(GBA) rule, which makes predictions based on the major-
ity or weighted majority of labels in the direct neighbor-
hood, assuming that interacting nodes are likely to share
similar properties [38,57]. Analogously, k-nearest neighbor-
hood (kNN) methods consider only the labels of the k most
similar neighbors [32]; in turn, shared similarity metrics,
as those proposed in [28,18], can be introduced to gener-
alize the notion of pairwise-similarity among nodes by tak-
ing into account the contribution of shared neighbors [14,
9]. Other methodologies predict labels by propagating node
labels to neighbors with an iterative process until conver-
gence [70,69], or by evaluating the functional flows through
the nodes of the graph [62,49]. Random Walks (RW) have
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also been applied to tune the probability to reach a given
node through a probabilistic path starting from positive in-
stances [59,4,30]. Other relevant studies used techniques
based on Markov [15,11] and Gaussian Random Fields [60,
44,43], Support VectorMachines [66], kernelized score func-
tions [54,55], communities [42] and co-citations [8]. Hop-
field networks (HNs) have also been adopted in this context
for their efficient local optimization capabilities [29,7,21].
Despite their proven effectiveness, these methods ne-
glect the existence of “prior partitions” of input instances
into categories (apart from the class being predicted), which
is naturally present in several real-world problems. For in-
stance, when analyzing the impulse buying for a given pop-
ulation of consumers, impulse purchases depend on several
factors, including the consumers’ emotional and cognitive
reactions, and the shopping/marketing environment. In this
context, individuals can be naturally partitioned into cate-
gories according to their demographics and socio-cultural
characteristics, which are a central factor influencing the im-
pulse buying [48]. Analogously, in personalized medicine,
patient profiles naturally induce categorical partitions of pa-
tients useful for determining the prognosis and/or the diag-
nosis of patients. For instance, the prediction of in-hospi-
tal mortality of Intensive Care Unit (ICU) patients depends
on several features, such as age, gender, height, and several
time series variables for which multiple observations could
be available (e.g. cholesterol, glucose, blood pressure). When
predicting which patients survived their hospitalizations, a
key information is the categorization of patients according
to their ICUType (i.e. Coronary Care Unit, Cardiac Surgery
Recovery Unit, etc.), defined as the reason for admitting pa-
tients at recovery [58]. Moving to an ecological scenario,
soil types represent significant categories in the context of
the classification of forest cover types (for instance detecting
a given bush under examination) on the basis of physical fea-
tures describing the forest area (elevation, slope, etc.) [24].
Besides this problem, most of the mentioned machine
learning methods tend to suffer a decay in performance when
labelings in input data are unbalanced, e.g. when positive
examples are significantly fewer than those negative, and
imbalance-aware strategies are required [16,67,35,34]. Un-
fortunately, several graph-based prediction problems are char-
acterized by strongly unbalanced labelings [13,53,21].
We proposeHoMCat (HopfieldMulti-Category network),
a novel semi-supervised method for predicting node labels
in graphs, which is designed to explicitly take into account
both the prior partition of input instances into categories
and the imbalance of node labeling. HoMCat is a paramet-
ric Hopfield network with discrete binary neurons, where,
unlike classical HNs, neurons are divided a priori in m  2
disjoint groups, each one associated with a dedicated cou-
ple of activation values, that become parameters to be au-
tomatically learned. This allows the model to exploit the
different topology of every category sub-graph, while pre-
serving the global energy minimization property. The pa-
rameters are learned through a cost-sensitive strategy, which
explicitly increases the penalties of positive misclassifica-
tion, allowing the overall labeling imbalance of input data
to be handled. In particular, it extends the cost-sensitive set-
ting adopted in [21] to the multi-category context, and in-
troduces a novel learning strategy which optimizes a crite-
rion based on a “fuzzy-like” generalization of the classical
notions of positive and negative memberships to the class
being predicted. Moreover, we show that the time complex-
ity of HoMCat grows only linearly with the number of cat-
egories, allowing its application in contexts where several
categories can be detected.
Exhaustive experimental procedures have been carried
out to validate the effectiveness of the learning procedure,
the predictive capabilities of the model, and its robustness to
noise. HoMCat has been compared with several supervised
and semi-supervised state-of-the-art methods in the multi-
species prediction of protein functions, involving many eu-
karyotic and prokaryotic model organisms. The results sug-
gest that properly exploiting the partition of the input in-
stances may considerably improve the accuracy and the pre-
cision of label prediction methodologies.
The paper is organized as follows: in Sec. 2 we formal-
ize the Label Prediction in partially labeled Graphs (LPG)
problem; Sec. 3 is devoted to the description and proper-
ties of the Multi-Category Hopfield Network modeling the
LPG problems. HoMCat and its learning properties are in-
troduced in Sec. 4, while in Sec. 5 we analyze the effec-
tiveness of the proposed method on both synthetic data and
real-world computational biology problems. Concluding re-
marks end the paper, indicating also some perspectives for
future research work.
2 Label prediction in partially labeled graphs
characterized by multiple categories
LetG=(V;W ) be a weighted graph, whereV = f1;2; : : : ;ng
is the set of vertices, W is the n n weight matrix, and
Wi j 2 [0;1] represents a pre-computed similarity between in-
stances i and j. Nodes in V are divided into m  2 disjoint
categories V1;V2; : : : ;Vm, with
Sm
k=1Vk = V and Vi \Vj = /0,
for i; j = 1; : : : ;m and i 6= j.
For a given class to be predicted, the vertices in V are
labeled with f+; g, but the labeling is known only for the
subset S  V , whereas it is unknown for U = V n S. More-
over, labeled vertices are partitioned into positive S+ and
negative S  vertices. Without loss of generality, we consider
graphs with prevalence of negative vertices, since we can get
back to this condition by simply flipping node labels, when
positive vertices are the majority. The input labeling is con-
sidered unbalanced when e = jS+j=jS j  1.
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The Label Prediction in partially labeled Graphs (LPG)
consists in determining a bipartition (U+;U ) of vertices in
U . Vertices inU+ are then considered candidates for the pos-
itive class. In principle, different solutions can be detected
for an instance of the LPG problem, as well as several cri-
teria may be chosen to assert the quality of each solution.
In the following we will consider the minimization of the
energy function of Hopfield networks as criterion for evalu-
ating the quality of solutions.
3 Hopfield networks with neurons partitioned into
multiple categories
In this section we introduce a class of Hopfield networks
with binary neurons designed to exploit different types of in-
stances (i.e. categories) in the input graph. We assume that
a partition of input instances in m  2 disjoint categories
V1;V2; : : : ;Vm, is known a priori (see Sec. 2), owing to spe-
cific instance properties/characteristics. We further remark
that these categories are distinguished from the classes to be
predicted: within each category we may have nodes belong-
ing to different classes (see Fig. 1).
Classical HNs do not consider any prior partition of neu-
rons, which are characterized by two activation levels for
every neuron:  1 (or 0) for negative neurons and +1 for
positive ones. Several approaches have been proposed in the
literature to extend the HN model, ranging from associa-
tive memories [71,56,37], to optimization problems [17,40,
12] and system identification tasks [2]. The generalized HN
models focused mainly on the output functions of neurons,
which have been extended to have multiple inflection points.
In other words, they adopt neurons which can assume N dif-
ferent values, with N > 2 [71]. Other approaches extended
Fig. 1 Partition of the input graph G = (V;W ) into node categories
V1;V2; : : : ;Vm. Square and circle nodes denote respectively positive and
negative instances to be predicted.
HNs by considering neuron outputs as parametric functions,
which are learned according to the structure of the graph [7].
Nevertheless, in all these approaches no prior partitions of
neurons have been investigated.
In the proposed model, we extend HNs in another direc-
tion: in order to better fit the underlying “categorical” parti-
tion of the graph, we maintain binary neurons, but we allow
their output levels to vary with the category they belong to.
In other words, every category has its own pair of binary
outputs, which is assigned to all neurons in that category.
More precisely, we introduce a Hopfield model in which ev-
ery category Vk is associated with a dedicated pair of acti-
vation values fy(k)1 ; y(k)2 g, with y(k)1 < y(k)2 , which in general
are different from the activation levels f 1(0);+1g of clas-
sical HNs. In order to reduce the number of parameters, and
accordingly the complexity of the model, each category Vk
is associated with a single parameter ak 2 (0;p=2), and the
output levels for neurons inVk are defined as y
(k)
1 = cosak,
for negative neurons, and y(k)2 = sinak for positive ones. It is
worth nothing that this approach also allows to improve the
results when unbalanced data are considered, as shown for
the “vanilla” parametric HN without categories [21].
Formally, a m-Category Hopfield NetworkH with neu-
ronsV = f1;2; : : : ;ng is a (m+3)-tupleH = W ;b;a1; : : : ;
am;l , where:
- W = (Wi j)jni; j=1 is a n n symmetric matrix with null
diagonal, whose elementsWi j 2 [0;1] represent the con-
nection strength between neurons i and j;
- b 2 f1;2; : : : ;mgn is a vector partitioning neurons into m
categories:
Vk = fi 2V jbi = kg for each k 2 f1;2; : : : ;mg
- fa1;a2; : : : ;amg are real values in (0;p=2) denoting the
neuron activation values; more precisely, f cosak;
sinakg are the activation values for neurons i such that
bi = k, for k 2 f1;2; : : : ;mg;
- l = (l1;l2; : : : ;ln) is a real vector representing neuron
activation thresholds.
The dynamics of the network is the following:
1. At time 0, an initial value xi(0) is given for each neuron
i.
2. At time t+1, each neuron i2V is updated asynchronous-
ly (up to a permutation) by the following activation rule:
xi(t+1) =

sinabi if Ei(t+1)> 0
 cosabi if Ei(t+1) 0
(1)
where Ei(t+1) =
i 1
å
j=1
Wi jx j(t+1)+
n
å
r=i+1
Wirxr(t) li, and
bi is the ith element of the vector b, denoting the membership
of ith neuron to the category Vbi .
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The state of the network at time t is x(t) = (x1(t);x2(t);
: : : ;xn(t)). The main feature of a classical Hopfield network
is that it admits a Lyapunov function of the dynamics. In par-
ticular, let us consider the following quadratic state function
(energy function):
E(x) = 1
2
xTWx+ xTl (2)
Analogously to classical HNs, a multi-category Hopfield net-
work converges towards a local minimum of the energy func-
tion E, as stated by the following fact:
Fact 1. Am-Category Hopfield NetworkH = W ;b;a1; : : : ;
am;l with neuronsV = f1;2; : : : ;ng and asynchronous dy-
namics (1), starting from any given network state, eventually
reaches a stable state at a local minimum of the energy func-
tion.
The proof is provided in Appendix A.
In the final part of the section, we extend the Sub-net-
work property, holding for sub-networks of a Hopfield net-
work [21], to the proposed multi-category Hopfield networks.
This property allows to focus learning and inference on a
specific sub-network of the global HN, while preserving the
overall convergence properties of the algorithm.
Given a m-Category Hopfield NetworkH = W ;b;a1;
: : : ;am;l , we recall that, according to the functional class
to be predicted, the set of neuronsV is partitioned in the sub-
setsU and S of unlabeled and labeled neurons, as described
in Sec. 2. Every state x of the network is thereby composed
of the sub-vectors xu and xs representing states of neurons in
U and S, respectively, that is x = (xu;xs). We can distinguish
the contributions of xu and xs to the energy function (2):
E(xu;xs) =   12
 
xTuW uuxu+ x
T
sW ssxs+ x
T
uW usxs
+xTsW
T
usxu

+ xTu l u+ xTs l s
=   1
2
xTuW uuxu+ x
T
u (l u W usxs)+D
(3)
where D =   12 xTsW ssxs+ xTs l s is a constant term with re-
spect to xu,W =

W uu W us
W Tus W ss

, and l = (l u, l s).
When a state xs of neurons in S is given, we denote
withHU jxs the Hopfield network restricted to neurons inU ,
whose dynamics updates only such neurons and clamps to xs
the state of neurons in S. From the energy decomposition (3)
and the definition of Hopfield network, it is straightforward
to prove the following fact:
Fact 2. HU jxs = W uu;bu;a1; : : : ;am;l u W usxs .
Here bu is the sub-vector of b determining the partitions
ofU into the given m categories. Moreover, we denote with
Ejxs(xu) =  12xTuW uuxu+ xTu (l u W usxs) the energy func-
tion ofHU jxs .
The state xs is part of a global minimum of the energy
E if there is a state xu of neurons inU such that (xu;xs) is a
global minimum of E. The following property holds:
Fact 3. (Sub-network property) If xs is part of an energy
global minimum of H , and xu is a global minimum of the
energy Ejxs(xu), then (xu;xs) is a energy global minimum of
H .
Proof. From (3) it follows that
E(xu;xs) = 12x
T
sW ssxs+ x
T
s l s+Ejxs(xu) (4)
By hypothesis, xu is a global minimum of Ejxs(xu) and, by
assuming (xu;xs) is not an energy global minimum of H ,
there exists a state xˆu of neurons in U such that E(xˆu;xs)<
E(xu;xs). Then by (4), we have that Ejxs(xˆu) < Ejxs(xu),
which contradicts the hypothesis that xu is a global mini-
mum of Ejxs(xu).
In our setting, we associate the given bipartition (S+;S )
of S with the sub-vector x˜s of the state vector x˜ = (x˜s; x˜u),
where for each i 2 S:
x˜i =

sinabi if i 2 S+
 cosabi if i 2 S 
(5)
When for suitable b;a1;a2; : : : ;am the state x˜s is part of a
energy global minimum ofH , by the sub-network property
we may discover the hidden part relative to neurons inU by
minimizing the energy ofHU jx˜s .
4 An algorithm for node label prediction with
multi-category Hopfield networks
In this section we describe HoMCat (Hopfield Multi-Cate-
gory network) a novel method for dealing with the LPG
problem based on m-Category Hopfield networks. In the fol-
lowing, we first provide a sketch of HoMCat, then we de-
scribe in detail each step of the algorithm.
Given the similarity matrix W and the vector b, which
determines the partition of neurons V = f1;2; : : : ;ng into m
non empty categoriesV1;V2; : : : ;Vm, we consider the class of
m-Category Hopfield networksH = W ;b;a1; : : : ;am;l
where l = l e and e= (1;1; : : : ;1), that is all neurons have
the same real activation threshold l .
An instance of the LPG problem is given by the ma-
trix W and the sets S+ and S  of positive and negative ex-
amples. We hypothesize that there exists a (m+ 1)-tuple
(a1; : : : ;am;l ) such that:
- the solution of the problem corresponds to an energy
global minimum ofH = W ;b;a1; : : : ;am;l ;
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- x˜s is part of an energy global minimum x˜ = (x˜u; x˜s) of
H .
Then, by Fact 3, we can discover the hidden part x˜u of x˜ by
minimizing the energy of the sub-network HU jx˜s , provided
that the reached equilibrium state is a global minimum of
Ejx˜s(xu). Our aim is to exploit this property and, at the same
time, preserve the scalability of the algorithm on large-sized
data. From this standpoint, a Hopfield network represents
a suitable choice, since it can efficiently determine a mini-
mum of the energy, although it does not ensure the achieve-
ment of a global minimum. Moreover, the choice of a local
optimizer is motivated by previous investigations about the
effectiveness of global methodologies (e.g. themin-cut algo-
rithm [21]) in the context of the automated inference of pro-
tein functions: global optimizers have not significantly im-
proved the performance with regard to local methods, while
increasing the time complexity [21,47].
The procedure for solving the LPG problem is thereby
factorized into the following main steps:
Step A: learning the network parameters. Estimate the pa-
rameters (a1; : : : ;am;l ) such that the state x˜s is part of a
minimum of the energy E, or as close as possible to a part
of a global minimum. This approximation is efficiently per-
formed by learning the parameters for which the state x˜s is
a fixed point (or close to a fixed point) of the sub-network
of labeled neurons.
Step B: discovering the unknown labels through the sub-
network dynamics. After choosing a suitable initial state,
run the sub-network HU jx˜s with the estimated parameters
and reach a minimum x˜u of the energy.
Finally, the solution (U+;U ) of LPG is:
U+ = fi j x˜u;i > 0g
U  = fi j x˜u;i  0g
In the following we discuss in more details Step A (Sec. 4.1)
and Step B (Sec. 4.2) of the algorithm.
4.1 Learning the network parameters
The main goal of this step is to find the values of the param-
eters (a1; : : : ;am;l ) such that the state x˜s is “close” to an
equilibrium state of the sub-network restricted to nodes in S.
In this section we describe the objective function adopted in
the learning step and the relative optimization procedure.
Objective function. When the network parameters p = (a1;
: : : ;am;l ) = (p1; p2; : : : ; pm+1) are fixed, every neuron i2 S
has an internal energy Ai(p) defined as follows:
Ai(p) = å
k2S
(sin pbkWikck  cos pbkWik(1 ck))  pm+1 (6)
where c is the characteristic vector of S+ (i.e. ck = 1 if
k 2 S+, ck = 0 otherwise). Note that Ai(p) represents how
much a node i is linked with positive nodes with respect to
negative ones, taking also into account the category bk of
the neighboring nodes. The choice of the sine and cosine
functions ensures on the one hand that the neuron activation
values are limited, and on the other hand that, to counter-
balance the large presence of negatives when the label im-
balance in category Vk becomes higher, the activation value
for positive neurons increases with ak, due to the behaviour
of the sine function in the range (0;Pi=2), whereas the acti-
vation value for negative neurons decreases, considering the
opposite trend of the cosine function on the same interval.
Although effective, this choice is not the only possible, and
in principle any other couple of functions having a similar
behaviour may be used in lieu of sine and cosine.
By means of Ai(p), we can define the following set of
membership functions that provide an extension of the no-
tion of true positive TP = fi 2 S+jAi(p) > 0g, false nega-
tive FN = fi 2 S+jAi(p) 0g, and false positive FP= fi 2
S jAi(p)> 0g:
mTP(i; p) = 12
  2
p arctg(tAi(p))+1

; i 2 S+
mFN(i; p) = 12
 
1  2p arctg(tAi(p))

; i 2 S+
mFP(i; p) = 12
  2
p arctg(tAi(p))+1

; i 2 S 
(7)
where t is a positive real parameter. Indeed, it is easy to see
that mTP, mFN and mFP may assume values in the continuous
unitary range [0;1]: for instance, if i 2 S+ and tAi(p) = 0,
we consistently obtain mTP(i; p) = mFN(i; p) = 0:5, while
if i 2 S+ and tAi(p)! ¥, we have that mTP(i; p) = 1 and
mFN(i; p) = 0; in the intermediate cases we will have 0 <
mTP(i; p)< 1 and 0< mFN(i; p)< 1.
Definition (7) provides an extension of the classical no-
tion of crisp membership function; indeed, we obtain the tra-
ditional crisp membership values f0;1gwhen t!¥; where-
as, when t is close to 0, the membership values tend to 0:5.
By means of this generalization, we can increase not only
the learning capability of the model, but even its overall per-
formance; indeed, in Sec. 5.2.4 we will show that too large
values of t decrease the predictive capability of the model.
In order to deal with data imbalance, we aim at learning
the parameters p by maximizing the following cost-sensitive
criterion, based on a F-score defined in terms of the above
membership functions:
F-score(p)=
2 å
i2S+
mTP(i; p)
2 å
i2S+
mTP(i; p)+ å
i2S 
mFP(i; p)+ å
i2S+
mFN(i; p)
(8)
By observing that 0 F-score(p) 1, this criterion is justi-
fied by the following:
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Fact 4. If F-score(p) = 1, then x˜s is an equilibrium state of
the sub-networkHS = W ss;bs;a1; : : : ;am;l s .
Proof. F-score(p) = 1 means that:
å
i2S 
mFP(i; p) = 0; å
i2S+
mFN(i; p) = 0 (9)
since both mFP and mFN are non negative by definition.
From (9) we have that mFP(i; p) = 0 for each i 2 S  (*),
and mFN(i; p) = 0 for each i 2 S+ (**). By definition, con-
dition (*) implies that Ai(p)  0 (precisely tAi(p)! ¥)
for each i 2 S , and accordingly the update rule (1) does
not change its state; condition (**) leads to tAi(p) ! ¥
and hence Ai(p) > 0 for each i 2 S+, and again the update
rule (1) does not change its state. Since S = S+ [ S , the
sub-networkHS is at equilibrium.
Optimization procedure. We aim at determining the values
pˆ of parameters p = (p1; p2; : : : ; pm+1) that maximize the
F-score criterion, that is:
pˆ = argmax
p
F-score(p)
The idea is to adopt an iterative and incremental procedure
aimed at improving the estimation of the single parameters
until a suitable criterion is met (e.g. convergence, number
of iterations, etc.). More precisely, for a fixed assignment
of parameters (p1; : : : ; pi 1; pi+1; : : : ; pm+1), we estimate pˆi
with the value pi = argmaxpi F-score(p), i2 f1; : : : ;m+1g.
The learning procedure can be summarized as follows:
1. Random permute the vector p to define a learning or-
der, and fix an initial random assignment of parameters
(p1; : : : ; pm+1);
2. Determine an estimate pi of pˆi with a standard line search
procedure for optimizing continuous functions of one vari-
able, and fix pi = pi;
3. Iterate Step 2 for each i 2 f1;2; : : : ;m+1g;
4. Repeat Step 3 till a stopping criterion is satisfied.
Such approach, named simplest search method, has already
been successfully applied to neural network training [31].
At Step 2 we adopt the Brent algorithm, which combines
golden section search and successive parabolic interpolation
to determine a sequence of gradually more accurate estima-
tions of a local optimum of a continuous function in a spec-
ified interval [10]. The algorithm can be stopped when the
difference of the estimates p at two subsequent iterations
falls below a given threshold, or when F-score improve-
ments are lower than a fixed tolerance, or alternatively when
a maximum number (chosen a priori or adaptively) of itera-
tions of Step 2 is reached.
Fig. 2 summarizes the high-level pseudocode of the op-
timization procedure. The function optimize realizes the


 

Fig. 2 Pseudocode of the OptimizeParameters procedure.
Input:
- neuron set V , bipartition (U , S) of V
- bipartition (S+, S ) of S
- vector partitioning neurons into m categories b
- parameter vector p
- connection matrixW =

W uu W us
W Tus W ss

Function OptimizeParameters
begin algorithm
01: Initialize(p)
02: repeat
03: for each i 2 f1;2; : : : ;m+1g do
04: pi optimize(p; i;b;W ss)
05: pi pi
06: end for
07: until stopping criterion is met
08: p p
end algorithm
Output: p
procedure adopted at Step 2. The time complexity of this
function depends on the number of iterations to achieve con-
vergence, which in turn depends on both the convergence
rate of the procedure optimize and the desired tolerance.
To speed-up the method, during the first iteration, we com-
pute and fix the terms in the objective function (8) (F-score)
constant with regard to the parameter to be learned. The
cost of this operation is O(jW ssj), where jW ssj is the num-
ber of non-zero entries in the connection matrixW ss. Then,
from the second iteration till convergence, the update of the
F-score function can be done in O(jSj) time, and accord-
ingly the complexity of this procedure is O(jW ssj) (O(jSj)
when W ss is sparse). Finally, the overall complexity of the
procedure OptimizeParameters is O(jW ssj m), which in-
creases just linearly with the number of categories.
4.2 Discovering the unknown labels by sub-network
dynamics
After the computation of the optimal parameters p = (p1;
p2; : : : ; pm+1), we consider the sub-networkHU jx˜s = W uu;
bu;a1 = p1; : : : ;am = pm;l u W usx˜s , where l u is a vec-
tor of size jU j whose components are set to pm+1, and x˜s
is defined according to (5). Fixed the initial state xu;i = 0
for each i 2 f1;2; : : : ; jU jg, we run the sub-network HU jx˜s
till convergence, to learn the unknown labels of neurons U
(see Appendix A for the convergence proof). The state xu;i
at time t+1 is updated by the following rule:
xu;i(t+1) =

sinabu;i if Ejx˜s;i(t+1)> 0
 cosabu;i if Ejx˜s;i(t+1) 0
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where Ejx˜s;i(t+1) =
i 1
å
j=1
Wi jxu; j(t+1)+
jU j
å
r=i+1
Wirxu;r(t) qi,
q  l u W usx˜s and bu is the sub-vector of b corresponding
to the instances inU .
If x˜u is the stable state reached by this dynamics, we
obtain the final solution (U+;U ) by setting U+ = fijx˜u;i >
0g and U  = fijx˜u;i  0g. The time complexity of this step
is O(jWuuj h), where h is the number of iterations needed to
achieve convergence (on average h' 2 in our experiments).
Finally, the overall time complexity of HoMCat proce-
dure is O(jWssj m+ jWuuj  h), which is O(jSj m+ jU j  h)
when the connection matrixW is sparse.
5 Results and Discussion
In this section we first study the behavior of HoMCat on
synthetic data sets suitably generated to test its performance
on easy to complex scenarios, then we compare its predic-
tive performances on real-world data sets with state-of-the-
art methodologies.
5.1 Experiments with synthetic data
To validate the proposed method and to test its effectiveness
against perturbations as well, we performed a series of ex-
periments based on synthetic data sets. In particular, we con-
sidered two main families of experiments: while the former
is devoted to highlight the efficacy of the learning algorithm
in terms of the F-score in both a non-perturbed and noise-
perturbed scenario, the main focus of the latter is to check
the stability of the fixed point reached during the Hopfield
network evolution, when various perturbations are injected
into the learned parameters.
5.1.1 Effectiveness of HoMCat in perturbed and non
perturbed scenarios.
The aim of the experiments is twofold: on the one hand we
want to check whether the proposed learning algorithm can
achieve F-score approaching 1 in case of separable patterns,
for a suitable selection of the number m of categories; on
the other hand, we want to stress the advantages emerging
by working with multiple categories, when weights and la-
bels are affected by random perturbations. We run the op-
timization procedure of HoMCat (OptimizeParameters)
on a set of instances generated so as to guarantee perfect
separability when working with m categories (see Appendix
B for the generative process), and subsequently evaluate its
performance on a lower number em < m of them. We con-
duct several experiments with different initial conditions.
The number of nodes is set to n = 2000 and the labeling
imbalance to e = 0:01 (Sec. 2). We fix the number m of cat-
egories to f4;6;8g, and randomly draw initial values of pa-
rameters ak, for k 2 f1; : : : ;mg. Then we run the procedure
OptimizeParameters up to convergence. The F-score has
been estimated through 5-fold cross-validation techniques.
Fig. 3(a) shows the smooth histogram of the F-scores
obtained on 45 repetitions of the experiment with m= 8 andem2 f4;2;1g. As expected, we observe that the learning pro-
cedure is able to achieve values of F-score near equal to 1
only when the nodes are subdivided into 8 categories, while
the performance degrades as they are reduced in number,
till becoming indistinguishable when em  2. In the mean-
while, the high number of parameters to be learned, coupled
with an inadequate training set size, prevents the algorithm
to achieve F-score exactly equal to 1.
Furthermore, we analyzed how different parameter ini-
tializations may affect the attained F-score values. In Ta-
ble 1 we report the mean and the standard deviation of the
F-score achieved across the 45 replicas with different ran-
dom parameter initializations (for each value of m), and the
coefficient of variation, i.e. the ratio of standard deviation
to mean. We observe a small dispersion when choosing the
optimal number m = 8 of categories, with standard devia-
tion value dropping significantly down, compared to those
obtained with other values of m, thus providing an indicator
of the robustness of the approach against various parameter
initializations. This is further accentuated by the coefficient
of variation, which is a more suitable indicator of variability
when the data to be compared have a different mean or order
of magnitude.
Finally, it is worth noting that the proposed iterative learn-
ing algorithm outperformed global maximization techniques
based on Nelder Mead, Differential Evolution, and Simu-
lated Annealing [64] in a fraction of 3 out of 10 repeti-
tions, while producing the same output on the remaining
ones (data not shown).
To confirm the benefit of working with more categories,
we checked the performance of the algorithm against ran-
dom perturbations, by considering three different kinds of
noise, while maintaining the same experimental setting used
so far:
Table 1 Mean, standard deviation (std) and coefficient of variation
(CVar) of F-score values achieved by the learning procedure on 45
repetitions with different parameter initializations.
Measure m = 8 m = 4 m = 2 m = 1
Mean 0:9727 0:6408 0:5831 0:5717
Std 0:0243 0:0872 0:0918 0:0902
CVar 0:0249 0:1361 0:1572 0:1579
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Fig. 3 Learning algorithm analysis. (a) Smooth Histogram of F-score values; (b-d) course of F-score values with regard to random perturbations
generated with noise model N1, N2, and N3, respectively, for a different number of categories.
N1: label switch. We randomly select a fraction f of points
and switch their labels, with f 2 f0:01;0:02;0:05;
0:1g.
N2: label swap. We randomly select a fraction f of positive
points and swap their labels with randomly selected neg-
ative points, with f 2 f0:1;0:3;0:5;0:7;0:9g.
N3: weight noise.We add white noise to the weightsWi j with
a standard deviation s 2 f0:02;0:04;0:06;0:08;0:1g.
Figs. 3(b-d) show the course of F-scores as a function of the
perturbation level for the three kinds of noise N1, N2 and
N3, respectively. In all scenarios, the F-score ranking is pre-
served, with values of F-score increasing with the number of
categories. The enhancement in F-scorewhenm= 8 is more
visible in Fig. 3(d), even though a similar trend is shown
also in Figs. 3(b) and (c). Moreover, in all the experiments
the improvements in F-score when larger number of cate-
gories is adopted is statistically significant (p-value< 10 5,
Wilcoxon signed-rank test [63]). Furthermore, since when
injecting too much noise in a classification task we tend to
predict noise, the values of F-score become nearly indis-
tinguishable for high perturbation levels (i.e. when f ap-
proaches 0:1 in Fig. 3(b) and 1 in Fig. 3(c)), but their dif-
ferences still remain statistically significant.
Summarizing, these experiments confirm that when the
input space can be partitioned into meaningful categories,
m-Category Hopfield Networks can properly fit the data, im-
proving performances in both noisy and noise-free scenar-
ios.
5.1.2 Fixed point stability analysis.
In this section we check whether the fixed point reached dur-
ing the evolution of the Hopfield network can be substan-
tially affected by moderate perturbations of the estimated
parameters.
Given the set of nodes V (jV j = 3000), their bipartition
into positive and negative instances (V+; V ), the partition of
nodes into m 2 f2;4;6;8g categories, and the vector of cor-
responding parameters (a1; : : : ;am;l ), we compute the ini-
tial labeling x˜ by extending (5) to V . Having also fixed the
labeling imbalance e = 0:01 and the rate of labeled nodes
jSj=jV j 2 f0:3;0:5;0:7g, we generate a Hopfield network hav-
ing x˜ as fixed point together with other randomly generated
patterns as allowed by its maximal capacity [26] (see Ap-
pendix B for details about the generation of the synthetic
data). After hiding the labels of nodes inU =V nS, we inject
into the parameters a zero mean Gaussian noise with a stan-
dard deviation s 2 f0:01;0:02;0:04;0:07;0:1;0:2;0:3;0:4;
0:5g and compute the corresponding F-score (8) on the la-
beled part S. We observe that the F-score value changes after
each perturbation, since for each node i 2 S the correspond-
ing internal energy Ai changes. Then, we let the perturbed
network evolve to a fixed point x0u, clamping the state of neu-
rons in S, and compute the perturbation in the reached fixed
point as the normalized Hamming distance d eH between x0u
and x˜u (sub-vector of x˜ having neurons in U), averaged on
200 repetitions of the dynamics. Given two vectors x1 and x2
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Fig. 4 Fixed point stability analysis. Course of: (a) fixed point perturbation (FPP), and (b) F-score vs. noise level s ; (c) fixed point perturbation
with regard to F-score, for different jSj=jV j ratios.
of length n, d eH(x1;x2) is defined as the Hamming distance
between x1 and x2, divided by n.
Fig. 4 shows the results with m = 8 categories (similar
results are obtained for m = 2;4;6). Interestingly, we can
note that the perturbation of the fixed point and the corre-
sponding F-score decay are negligible for reasonable noise
levels (s < 0:04), and for larger noise levels the perturba-
tion of the fixed point increases till a normalized Hamming
distance around 0:005, getting almost constant for s > 0:1
(Fig. 4(a)). The F-score quickly decreases for s  0:04
(Fig. 4(b)), since injecting noise with such standard devi-
ations considerably changes the initial value of the parame-
ters. More remarkably, we can observe a slight, and almost
constant, perturbation suffered by the fixed point in con-
junction with very low values of F-score (Fig. 4(c)). Low
F-score values are frequent in real-world LPG problems,
where the lack of positive examples makes the learning tasks
very difficult for any learning algorithm, and the observed
property ensures in such cases robustness of the achieved
fixed point to parameter noise. Finally, as expected, the model
seems more robust to perturbations when the available prior
information increases (larger ratio jSj=jV j), indeed the lowest
fixed point perturbation is achieved when jSj=jV j= 0:7 for all
the considered noise levels.
5.2 Experiments with real-world data
5.2.1 Experimental Setup.
We applied our algorithm to the Automated protein Function
Prediction (AFP) problem, a challenging and central prob-
lem in computational biology [53,50]. In this setting, nodes
represent proteins and connections their pairwise relation-
ships deriving from different sources of information, includ-
ing gene co-expression, genetic and physical interactions,
protein ontologies and phenotype annotations. In particular,
recent approaches focused on the multi-species AFP prob-
lem, relying on the availability of a collection of orthology
relationships across inter-species proteins [65,41]. In this
context, the sets of proteins belonging to different species
constitute the different categories in the model, while the
classes to be predicted are the biomolecular functions of the
proteins. For instance, if we consider a network composed of
the proteins of two species of rodents,Mus musculus (house
mouse) and Rattus norvegicus (brown rat), mouse proteins
form the first and rat proteins the second category of the
model.
To assess the effectiveness of the proposed m-Category
Hopfield Network in the context of multi-species function
prediction problem, we considered at first two evolutionarily
related species, i.e. Danio rerio (a fish) and Xenopus laevis
(a frog) and then two (Escherichia coli, Salmonella enterica)
and three (Escherichia coli, Salmonella typhimurium, Bacil-
lus subtilis) species of Bacteria, thus obtaining models with
two and three categories (Sec. 3). We predicted the func-
tional classes (terms) of the Gene Ontology (GO) [1], the
most used taxonomy for biomolecular functions, covering
three ontologies: Biological Process (BP), Molecular Func-
tion (MF) and Cellular Component (CC). In order to validate
our model on both balanced and unbalanced data, we con-
sidered two different experiments. In the first one, to predict
relatively unbalanced classes, we selected BP terms with an-
notated proteins (belonging to the positive class) ranging
from a minimum of 20 to a maximum of 200, obtaining a
set of 272 GO terms for the fish and the frog, and respec-
tively 281 and 289 GO terms for the two species and three
species of bacteria. In the second experiment, on the same
networks we selected the BP terms with more than 200 an-
notations, obtaining 35, 49 and 50 total terms for the three
considered data sets.
5.2.2 Data.
At first, we collected data from the different databases re-
ported in Table 2 to obtain different profiles for each pro-
tein. More precisely, each protein has been associated to a
binary feature vector, representing a protein profile, whose
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Table 2 Databases used to construct protein profiles and protein net-
works
Database Description
PROSITE [27] Protein domains and families
SMART [33] Simple Modular Architecture Research Tool
(database annotations)
PRINTS [3] Motif fingerprints
InterPro [45] Protein families, domains and functional sites
EggNOG [46] Non-supervised Orthologous Groups
Pfam [19] Protein domain
Swiss-Prot [5] Manually curated keywords describing the
function of the proteins
Protein super-
families [23]
Structural and functional annotations
elements are 1 when the protein is annotated for a specific
feature (e.g. includes a specific domain, or a specific mo-
tif), and 0 otherwise. Then the protein profiles have been
used to construct a set of similarity networks (one for each
data type) with edge scores based on the computation of the
classical Jaccard similarity coefficient between each possi-
ble pair of protein profiles, thus obtaining r = 8 different
protein networks.
The protein networks constructed according to the pre-
viously described steps have been integrated in a consensus
network using the Unweighted Average (UA) network inte-
gration scheme (see, e.g. [61]): the weight of each edge is
computed by averaging across the available r networks:
W i j =
1
r
r
å
d=1
W di j (10)
where W i j is the weight of the integrated network and W di j
represents the weight associated to the edge (i; j) of the dth
network.
The resulting integrated network for Danio rerio and
Xenopus laevis (Danxen network) includes 6250 nodes (pro-
teins) and about one million of edges, while the net with 2
species of bacteria (Bacteria2 network) includes 5313 nodes
and about 5 millions of edges, and the net with 3 species of
bacteria (Bacteria3) includes 10319 nodes and about 8 mil-
lions of edges. Data are downloadable from the web reposi-
tory http://frasca.di.unimi.it/data/homcat.
5.2.3 Performance metrics.
The generalization performances have been assessed through
a stratified 5-fold cross validation procedure, and to properly
take into account the unbalance that characterizes AFP prob-
lem, the evaluation of the performance has been measured in
terms of Area Under the Precision-Recall Curve (AUPRC)
and F-score, the harmonic mean of Precision and Recall.
Fixed a GO term c, Precision and Recall are defined as:
Precision=
TP
NP+
; Recall=
TP
N+
where TP is the number of positive instances for c predicted
as positive, NP+ the total number of instances predicted as
positive, and N+ is the total number of positive instances
for the term c. Moreover, we also adopted the classical Area
Under the ROC Curve (AUC), pointing out that AUC by
definition is a metric not well-suited for unbalanced prob-
lems [68].
We also note that HoMCat is essentially a classifier, that
is it provides discrete predictions, and to compute the de-
cision score for every neuron i 2 U , necessary to compute
AUC and AUPRC, we adopted the approach proposed in [20,
22], where a score is computed on the basis of the internal
energy Ejx˜s;i of the neuron i at the end of the dynamics (see
Sec. 4.2).
5.2.4 Model parameter selection.
In this section we report the results of the experiments we
conducted to evaluate the impact of parameter t in equa-
tion (7) on the predictive capability of HoMCat. We com-
pared the achieved average AUC, AUPRC and F-score on
the data set Bacteria2 by varying t between 0:1 and 3 with
steps of 0:1. The overall results are shown in Fig. 5. Interest-
ingly, while AUC just slightly varies with t ,
AUPRC and F-score values increase till t ' 2, then slightly
decrease with similar behavior. Experiments not reported
here show an analogous progressive decay for all the per-
formance measures when t > 3, showing that the adopted
membership functions (7) perform better than classical crisp
membership (corresponding to t! ¥). Similar results have
been obtained also with the other considered data sets (Bac-
teria3 and Danxen – data not shown). Summarizing, in our
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Fig. 5 Mean AUC, AUPRC and F-score achieved by HoMCat on Bac-
teria2 data by varying the parameter t . The horizontal dotted lines cor-
respond to the maximum values achieved for each performance mea-
sure.
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Fig. 6 Mean AUC, AUPRC and F-score achieved onDanxen and Bacteria data sets. 20 200 corresponds to the setting with a number of positives
between 20 and 200, whereas > 200 represents the more balanced setting, with more than 200 positives.
experiments we found that the optimal value of t is in the
interval [0:9;2:2]. After tuning on a small subset of labeled
data, in our experiments we fixed t = 1;2;2 respectively for
Danxen, Bacteria2 and Bacteria3 data sets.
5.2.5 Comparison with state-of-the-art methods.
We compared our method with several state-of-the-art com-
petitors:GBA, an algorithm based on the guilt-by-association
principle [39];GeneMANIA [44], the top method in theMou-
seFunc challenge [52];MS-kNN [32], one of the top ranking
algorithm in the recent CAFA challenge [53]; LP, a semi-
supervised label propagation algorithm based on Gaussian
random fields, and its class mass normalized version LP-
CMN [70]; RW, the classical random walk algorithm with-
out restart with at most 1000 random walk steps [36]; COS-
Net, a recently proposed algorithm for label prediction in
graph, which is explicitly designed to cope with the imbal-
ance in the instance labeling [21]. Furthermore, to assess
the improvements introduced by partitioning proteins into
categories, we also apply a different version of HoMCat, in
which all the proteins are considered belonging to the same
category (named HoMCat-1c). In Fig. 6 we show the ob-
tained results averaged across the considered GO terms and
in Fig. 7 the corresponding distribution for the dataset Bacte-
ria2. In terms of average F-score,HoMCat significantly out-
performs all the other methods (Wilcoxon signed-rank test,
p-value = 10 5), in both balanced and unbalanced settings.
COSNet is almost always the second top method, whereas
very poor results are achieved by GAIN and both LP meth-
ods. The proposed method achieves also the best AUPRC
results (p-value = 10 3) in all the experiments, except for
Danxen 20-200 data, where it is the second top method.
HoMCat obtains also the best AUC results when balanced
setting are considered, and also on Bacteria2 20-200 data
set. GBA and LP methods obtain the best AUC performance
on unbalanced Bacteria3 and Danxen data sets respectively.
It is worth noting that most of the compared algorithms,
such as LP, LP-CMN and RW, are not inherently imbalance-
aware, and this partially explains their poor performance in
12 M. Frasca et al.
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Fig. 7 Boxplots showing the performance distribution of the compared methods over classes with the Bacteria2 dataset. The first row shows results
relative to classes having from 20 to 200 positive examples (20-200), the second row results for classes with more than 200 positives (> 200).
AUC (a: 20-200, d: > 200), AUPRC (b: 20-200, e: > 200) and F-score ( c: 20-200, f: > 200).
terms of both F-score and AUPRC. This also explains why
the same methods perform much better in terms of AUC,
that is a measure which does not properly take into account
the labeling imbalance (see [68] for further details). More-
over, these methods are rankers, that is they only provide for
each node a membership score for the class being predicted,
and this also may cause a decay in performance in terms
of F-score. On the other hand, COSNet is a binary classi-
fier, and this explains why it achieves better performance in
terms of F-score than in terms of AUPRC and AUC.
Furthermore, we observe remarkable improvements for
HoMCat when compared with classical HNs; indeed GAIN
is the worst method in almost all the considered settings.
Even when compared with COSNet, another algorithm based
on Hopfield networks, our method always performs better.
Finally, HoMCat achieves significantly better results than
HoMCat-1c in both balanced and unbalanced settings (p-
value= 10 3), showing that exploiting meaningful prior par-
titions of input instances may largely improve the predictive
capability of the model. Indeed, HoMCat-1c is the third or
the fourth method in the majority of the experiments, and in
terms of AUC is among the worst methods.
6 Conclusions
The partition of network nodes into categories, i.e. groups
of related instances not attributable to the classes to be pre-
dicted, can be exploited to improve predictions in graph-
based node label learning problems. Such problems arise
naturally from the analysis of real-word data, including multi-
species protein function prediction problems and personal-
ized medicine.
To this end, we first introduced a new model of Hopfield
network to embed node categories, namely the m-Category
Hopfield Network, then we designed a novel algorithm,HoM-
Cat, which can exploit prior partitions of input data on ac-
count of specific instance properties and also manage the
imbalance between positive and negative instances.
We proved that the dynamics of this model converges
to a stable state of the m-Category Hopfield Network (mini-
mum of the corresponding energy), and we showed that the
time complexity of the algorithm is linear in the number of
nodes and categories when the graph is sparse. Moreover,
our experiments suggest that the dynamics of the network
usually converges after few iterations of node updates.
Experimental results in the context of multi-species func-
tion prediction problems show that HoMCat improves the
performance of the base model with no partition of input
instances, and favorably compares with several state-of-the-
art algorithms for node label prediction in graph-structured
data. Moreover the experimental results obtained with syn-
thetic data show that the partition of input instances into
multiple categories can induce noise resiliency and improve
the stability of the underlying Hopfield network.
In perspective this approach can be extended also to cases
where categories are partially or completely not known a
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priori, by inferring them from the data, e.g. through prop-
erly selected or designed unsupervised or semi-supervised
methods. Moreover, we plan to extend HoMCat to multi-
level functional classes, by exploiting the theory of Gener-
alized Hopfield networks [71] which replaces bi-level acti-
vation function with their multilevel counterparts.
Appendix A Convergence proof
The following fact adapts the convergence proof for Hopfield networks
with neuron activation values fsina; cosag [21] to the case with
m 2 categories of neuronsV1;V2; : : : ;Vm, each with a different couple
of activation values fsinak; cosakg, for neurons belonging to cate-
gory Vk.
Fact 5. A m-Category Hopfield NetworkH = W ;b;a1; : : : ;am;l
with neurons V = f1;2; : : : ;ng and asynchronous dynamics (1), start-
ing from any given network state, eventually reaches a stable state at a
local minimum of the energy function.
Proof. We observe that the energy (2) is equivalent to the following
E(x) = 1
2
n
å
i; j=1
Wi jxix j +
n
å
i=1
xili (11)
During the iteration t+1, each unit i is selected and updated according
to the update rule (1). To simplify the notation we set x0i = xi(t + 1)
and xi = xi(t). If the unit i does not change its state, then the energy
of the system does not change as well, and we set x0i = xi . Otherwise,
the network reaches a new global state x0 = (x1; : : : ;x0i; : : : ;xn) having
energy E(x0). Since by definitionWii = 0, the difference between E(x0)
and E(x) is given by all terms in the summation (11) which contain x0i
and xi, that is
E(x0) E(x) =   å
x0i 6=xi
 
(x0i  xi)
 
n
å
j=1
Wi jx j li
!!
=   å
x0i 6=xi
 
(x0i  xi)Bi

(12)
where Bi =ånj=1Wi jx j li. The factor 1=2 disappears from the compu-
tation because the termsWi jxix j appear twice in the double summation
in (11). If Bi > 0, it means that x0i = sinabi and xi = cosabi (see (1));
since 0  abi < p2 , (x0i   xi) > 0 and E(x0) E(x) < 0. If Bi < 0, it
means that x0i = cosabi and xi = sinabi and again E(x0) E(x)< 0.
If Bi = 0, the energy value does not change after the update. Hence the
energy (11) is a monotonically decreasing function. Moreover, since
the connections Wi j are non negative, the energy E is lower bounded
by the value
ELB = 
n
å
i=1
n
å
j=1

sin(abi )sin(ab j )Wi j li

(13)
and the dynamics is guaranteed to converge to a fixed point, corre-
sponding to a local minimum of the energy.
Appendix B Generative process for synthetic data
We provide here detailed information about the generative process of
the two families of experiments on synthetic data described in Sec. 5.1.
The generator used in the experiments is available from the authors
upon request.
The main prerequisite to perform the first family of experiments
is the generation of separable patterns. For this purpose we decided
to work in the D space, where each node i 2 V is mapped in a 2m-
dimensional point D(i) fD+1 (i);D 1 (i); : : : ;D+m (i);D m (i)g where:
D+k (i) =å
j2Vk\S+
wi j; D k (i) =å
j2Vk\S 
wi j; k = 1; : : : ;m (14)
and, according to the notation used throughout the paper, Vk is the k-
th category, S+ (resp. S ) the set of positive (resp. negative) labeled
instances, andWi j the weight connecting nodes i and j.
Namely, after having fixed a labeling imbalance e , we randomly
generated a set of n points D(i) in the unitary hypercube, partitioned
them into m categories according to their Euclidean similarity in the
D space. Then we drew ak uniformly for each category k, and com-
puted the threshold l guaranteeing the correct labeling imbalance, i.e.
satisfying the following equation:
n
å
i=1
HS
 
m
å
k=1
 
sinakD+k (i)  cosakD k (i)
 l!= ne
e+1
(15)
where HS is the Heaviside step function, i.e. HS(x) = 1 if x  0, 0
otherwise.
We run the proposed learning algorithm starting withm categories,
and subsequently evaluated its performance on a lower number em< m
of them. Although other strategies could be adopted, the decision of
working directly in the D space was motivated by the need of ex-
erting more control on the construction of separable instances. We
select the number em of categories to be investigated as a divisor of
m. For instance, in case m = 4, by choosing em = 2 we may easily
consider the reduced D space obtained by associating to node i the
point fD+1 (i)+D+2 (i); D 1 (i)+D 2 (i); D+3 (i)+D+4 (i); D 3 (i)+D 4 (i)g
which, in turn, can be coupled with two parameters (a1 and a2) out
of four. Of course, in order to preserve the concept of category, this
aggregation should be performed by merging together the most simi-
lar categories, where similarity is again defined in terms of Euclidean
metric in the D space.
given the set of nodes V , partitioned into positives V+ and nega-
tives V , the vector b partitioning V in m disjoint categories and the
corresponding parameters (a1; : : : ;am;l ), we compute the initial la-
beling x˜ as follows:
x˜i =

sinabi if i 2V+
 cosabi if i 2V 
(16)
Then, by exploiting the associative memory functionality of the Hop-
field network, we generated the weight matrix W through the naive
Hebbian rule [25] in order to store the pattern x˜, i.e. x˜ becomes a fixed
point of the dynamics [26]. Moreover, to make the convergence to x˜ as
much complex as possible and hence to amplify the fixed point pertur-
bations, we learned the weights W in order to store also other m ran-
domly generated patterns with the same label imbalance e = jV+j=jV j,
where m ' 0:13jV j is the capacity of the network when trained with the
naive Hebbian rule. Then, after having hidden the labels for a subset
U  V chosen according to the fixed jSj=jV j ratio, for each value of the
standard deviation s modulating the injected noise, we run the network
restricted toU till convergence and finally we measure the perturbation
of the attained stable state with respect to x˜u.
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