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1. INTRODUCTION 
Consider the integral equation 
x’(t) + Jot g(x(t - 4) dB(T) = f(t), (l-1) 
where g, B, and f are prescribed real-valued functions and x is a bounded 
solution on 0 < t < CO. We use NBV to denote normalized bounded varia- 
tion, V(B, [tl , tJ) to denote the total variation of B on [tl , tz], and 
‘V(B) = W, P, w)). 
THEOREM 1. Let x be a bounded solution of (1.1) 011 0 < t < a. Let 
B(t) = B,(t) + B,(t), U-2) 
B,(O) = 0, B,(t) = ~1 b 0 (0 < t < co), (1.3) 
B, E NBV[O, co), VJ = ~2 G PI > (1.4) 
and ifp2 > 0, there exists an interval orz which B is strictly monotone increasing 
or striktly monotone decreasing. Let g E C(- co, co) and g is not a nonzero 
constant on any interval. Let 
pzf(t) = 0, f ELW(O, co). 
In addition, if B( 00) = Em,,, B(t) = 0, we assume f EL,(O, ~0). 
Then for B &L,(O, w), we have 
li+ig(x(t>) = 0, and ;ix x’(t) = 0. 
For B EL,(O, co), 
$ [x(t) - ~(0) + Ax(t)) Jot B(T) dr] = F(w), 
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where 
F(t) = f6f(~) dr and F(m) = hiIF( 
COROLLARY 2. Let x be a bounded solution of (1.1) m 0 < t <co. Let B 
satisfr (1.2)-(1.4), B( co) # 0, and if pz > 0 there exists an interval on which B 
is strictly monotone. Let 
p: f(t) =f(m) f 0, fE L”(0, co). 
Let g E C(-00, 00) and g is not constant on any interval except possibly 
g ;:ix~)/B( CD) on some interval. 
, 
F.g(x(t)) = 8 , lim x’(t) = 0. t-n 
Observe that the requirement B(oo) # 0 is necessary forf( oo)/B(oo) to be 
well defined. Moreover, if x is any solution of (1.1) where B, g and f satisfy the 
conditions of Corollary 2, except that B(a) = 0, we show x is unbounded. 
Suppose x is a bounded solution of (1 .l). Without loss of generality (w.l.o.g.), 
assume f(oo) > 0. Integrating (1. l), 
Let 
x(t) - x(0) + jot g(x(t - 7)) B(T) d7 = Jb’f(~) d7. (1.6) 
OT = os& I &(~Nl . 
. 
Choose T such that for t > T, 
B(t) <q and If(t) -f(m)1 < fq. 
Then for t > T, 
x(t) - x(0) = - 
>, - 01 I 
’ B(T) dr - q 
0 
(t - T) +.(T) : +(t - T) 
>-a 
s ‘B(T) dT +F(T) + 
v(t-T)+m (t + co). 
0 
This contradicts the boundedness assumption on x. 
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In a previous paper [9] the author obtained a similar result for the equation 
under the assumption pa < pi and hence B(co) > 0. The hypotheses of 
Theorem 1 do not permit the variation of B to occur at a discrete set of 
points, but in [9] it was not necessary to assume B strictly monotone on some 
interval or g not constant on any interval. It is likely that these conditions on 
B and g are unnecessary in Theorem 1. A proof which does not require them 
would be of interest. 
Stig-Olof Londen has investigated an integrated form of (l.l), 
and has partly motivated Theorem 1. In [7] he obtains the following result. 
THEOREM 2. Let 
B(t) b 0 (0 d t < a), 
B’(t) < 0 (0 d t -=c co>, 
g(x) E C(- co, a>, I 
m IF’(T) dT < 00, 
0 
(l-8) 
(l-9) 
and let x be a bounded solution of (1.7) on (0 < t < co). Then if B $L,(O, m), 
li+ig(x(t)) = 0. 
?f B ~L,(O, a), 
;& [x(t) + g@(t)> j” B(T) dT] = ;kF(t) = F(m). 
0 
In a more recent theorem [5] the condition (1.8) is weakened to B non- 
increasing and (1.9) to F E C[O, co) n BV[O, co). We note p1 in Theorem 1 
corresponds to B(0) in the theorem of Londen, and hence pa < pi is a weaker 
assumption than (1.8) and (1.9). In particular, B is not required to be non- 
increasing in Theorem 1 and Corollary 2. 
If B( co) = 0, the condition f E L,(O, co) is shown necessary by the following 
example of Levin and Shea [3]. Let B = 0, g(x) = x and 
f @) = 2 C4l%U + t2)> 
1+ta * 
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Then x(t) = sin(log(1 + t2)} is a bounded solution of (1.1) on 0 < t < co, 
but limt+Oog(x(t)) does not exist. 
In [lo] and [l l] Volterra proposes a model for the growth of a single 
biological population which may be described by the following equation. 
$# = a - bN(t) - Iot N(t - T)~(T) d7, (1.10) 
where a and b are positive constants, N is the population size, and f is an 
hereditary term. R. K. Miller proves the following Theorem [8]. 
THEOREM. Suppose a > 0, b > 0, f(t) is C(0, co) and L,(O, CO) with 
f(t) + 0 and 
b- 
f oa If Nl ds > 0. 
Then for any N,, > 0 there exists a unique solution N(t) of (1.10) with 
N(0) = N,, . This solution satisfies 
pi N(t) = a [b + 6 f(s) ds]-‘. (1.11) 
Corollary 2 enables us to obtain a limit for N(t) under more general condi- 
tions on a and f. 
$$f = a(t) - bN(t) - 1 t N(t - T) dF(7). 
0 
(1.12) 
THEOREM 3. Let a(t) E C(0, co), a(t) > 0, lim,, a(t) = a(m) > 0, 
V(F) < b with F(m) # -b and there exists an interval on which F is strictly 
monotone. Then for any No > 0 there exists a unique solution of (1.12) with 
N(0) = N, . This solution satisjes 
lj+x N(t) = a(m) [b + F(m)]-‘. 
We note the conditions V(F) < b and F(m) # -b permit equality in 
(1.1 l), except in the case V(F) = b with F nonincreasing. V(F) < b corre- 
sponds to pz < pi and F( co) = -b to B( co) = 0 in Corollary 2, and hence 
F( 00) # -b is a necessary condition. 
The existence, boundedness and application of solutions for (1.1) are 
discussed in a number of recent works. See [ 1, 21. See also [4] for an extensive 
bibliography of related material. 
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2. PROOFOFTHROREM 1 
If ps = 0, the theorem is clearly true; hence we assume ps > 0 throughout 
the proof. We observe that (1.1) implies 
Hence x bounded and the hypotheses on g, B and f imply x’ is bounded. This 
together with x bounded and g continuous implies g(x(t)) is uniformly 
continuous as a function of t. Define 
We wish to show & = 0 unless B e&(0, co), in which case (1.5) holds. We 
consider first B $L,(O, co) and suppose E > 0. Then there exists {tn}~cl 
(tn + co) such that one of the following holds. 
I. x’(tJ 2 0 (n = 1,2,...) and i= &W = % 
II. x’(tn) d 0 (n = 1, 2,...) and $2 g(x(t,)) = --or; 
III. x’(tJ < 0 (rz = 1,2,...) and i-2 g(x(t,)) = Or; or 
IV. x’(tn) > 0 (n = 1, 2,...) and )I g(x(t,)) = -fs. 
Suppose I. The hypotheses on B imply there exists an interval [t’, t”] 
on which B is strictly monotone. We consider separately the cases (A), B(t) 
is increasing on [t’, t”] and (B), B(t) * d IS ecreasing on [t’, t”], and w.1.o.g. will 
assume t’ > 0. 
(A) Suppose B is strictly monotone increasing on [t’, t”]. Without loss of 
generality assume t, > 2t”. We first prove 
hg(x(t, - T)) = -E uniformly for 7 E [t’, t”]. (2.1) 
Let P > 0 and s E [t’, t”]. We claim there exists N, such that 
for all fl > N, . 
If not, there exists a subsequence {rzk}& of {n}~~l such that 
&(tn, - s)) > ---or + E (k = 1, 2,...). 
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By the uniform continuity of g&(t)) there exists 6, such that 
gwz, - 7)) > -4 + E/2 
for 7 E [S - 6,) s + S,] and for all nk . Let 
s’ = max{t’, s - S,}, sN = min{t”, s + 8,). 
The hypotheses on B and t’ < s’ < s” < t” imply B*(s”) - Bz(s’) = 6, > 0. 
From (l.l), 
W> = -wW>) - jot &(t - 4) W(4 + f(t). 
Letting t = tnk and using x’(tn,) > 0, 
(2.2) 
+ f(f). (2.3) 
For 7 E [0, s’] and [s”, tnL/2] we have tnL - Q- > t,,/2; hence 
which with 
W% , LO, ~‘1 u ES”, t&l) < W,) - W, , [s’, ~“1) =pz - b, 
implies 
1~ ” + Jy 1 I gwI, - 4)I wi*(4 < sup I &ml (PP - b?). (2.4) 
‘0 t>tq/2 
For 7 E [s’, s”], g(x(t.,, - T)) > -5 + ~12; and, recalling B, r on [s’, So] 
with V(B, , [s’, s”]) = 6, , 
Combining (2.3)-(2.5) 
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Letting lzk -+ to, 
0 < --p@ + “(p2 - b,) + b,E - b, t , 
and pa < pr implies 0 < -4, (r/2). Thus the assumption that 
&(t, - 4) 3 --or + E 
for arbitrarily large 11 leads to a contradiction; hence for each s E [t’, t”] 
there exists N, such that g(x(t, - s)) < ---Or + E for all 1z > N, . By the 
uniform continuity of g(x(t)) there exists 6 > 0 such that 1 t, - t, 1 < 6 
implies 1 g(x(tr)) - g(X(tr))l < E. Let s, , sa ,.. ., sk be a set of points in [t’, t”] 
such that 
s1 - t’ < 6, s2 - s1 < s,..., sk - sk--l d a~ t” - Sk < 6. (2.6) 
For each i there exists N, such that n > N, implies g(x(t, - si)) < -4 + E. 
Let N = max{N, , N, ,..., Nk}. For all i, n > N implies 
g(x(t, - SJ) < -6 + E. 
The uniform continuity of g(x(t)), (2.6) and (2.7) imply 
(2.7) 
g(x(t, - T)) < ---or + 2E for all 7 E [t’, t”] and n > N. 
Since E was arbitrary, we have proved (2.1) (recall the definition of Z). 
We now prove 
lnifnmg(x(tn - 7)) = cu. uniformly for 7 E [2t’, 2t”]. 
Define Ik to be the length of the largest interval [k, , k2] where 
(2.8) 
such that for all x E [k, , k.J we have -4 - k < g(x) < -& + k. The hypoth- 
eses on g imply lim,,, Ik = 0. Let or , Ed > 0. We will show there exists N 
such that for all n > N there exists 7, E [t, - t’ - or, t, - t’] with 
X’(Tn) < +! * Let k > 0 such that Ik < QE~ . If x’(7) > c2 for all 
7 E [t, - t’ - q , t, - t’], then, 
x(tn - t’) - x(tn - t’ - El) = Jt”,;:c X’(T) d7 > clc2 > Ik . (2.9) 
” 1 
Choose N such that n > N and 7 E [t, - t”, t, - t’] imply 
-4 - k <g@(T)) < --or + k. 
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Then ( x(s) - x(t)1 < Ik for all t, s E [t, - t”, t, - t’]. This together with 
(2.9) contradicts the assumption x’(7) > us for all 7 E [t, - t’ - pi , t, - t’]. 
(We assume w.l.0.g. or < t” - t’.) For a > N select 7, E [t, - t’ - l 1 , t, - t’] 
such that x’(r,) < l s . 
Let us > 0 and s E [t’, t”]. We now show there exists N, such that 
g(x(~, - s)) > ol - us for all 12 > N, . If not, there exists a subsequence 
{nl,}~=i of {n>T=, such that 
&hk - s)) < or - E2 (k = 1, 2,...). 
By the uniform continuity of g(x(t)) there exists 6, such that 
&btzk - T)) < ii - 42 (2.10) 
for all 7 E [S - 6, , s + S,] and for all tlk . Let s’ = max{t’, s - S,}, 
s” == min{t”, s + S,}. As above, the hypotheses on B imply 
B2(s”) - B&‘) = b, > 0. 
Letting t = T,,~ in (2.2) and using x’(T,J < l s, 
+ fhJ. (2.11) 
As above, (2.4) holds with tnk replaced by rnk. From (2.10) and B2 1 with 
V, , [s’, ~“1) = b, , 
- T)) ~B,(T) > 4, (S - +) . (2.12) 
Combining (2.4), (2.11) and (2.12) we have 
Letting np -+ 00, 
and ps < p1 gives 
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But Ed and l s were chosen independently of each other and hence we can 
assume 4 < (9/2) ZJ, contradicting the assumption that g(x(~, - s)) Q & - l a 
for arbitrary large n. We proceed as above to prove 
li+ig(x(Tn - T)) = ar uniformly for 7 E [t’, t”]. 
Recalling the definition of 7, , we have 
li+ig(x(t, - T)) = cu. uniformly for 7 E [2t’ + l 1 , t’ + t”]. (2.13) 
Similarly, for sufficiently large n there exists TV E [t, - t”, t, - t” + l ;I 
such that ~‘(7,) < l a and hence 
i+.i g(x(t, - T)) = or uniformly for 7 E [t’ + t”, 2t” - ~~1. (2.14) 
Since or was arbitrarily small and g(x(t)) uniformly continuous, (2.13) and 
(2.14) yield (2.8). 
Similarly we can prove that 
hi&(t, - T)) = -6 uniformly for 7 E [3t’, 3t”], 
and, in general, 
22 &(t, - T)) = (- 1)’ & for 7 E [kt’, kt”]. 
Since for large enough k these intervals are not disjoint, we contradict the 
assumption that I holds and B T on [t’, t”]. 
(B) Suppose B is strictly monotone decreasing on [t’, t”]. By an argument 
similar to that showing B t on [t’, t”] implies (2.1), we prove 
i++X(t,, - T)) = f% uniformly for 7 E [t’, t”], 
and in general, 
l$g(X(t, - T)) = ~?4 uniformly for 7 E [kt’, kt”], 
(k = 1,2,...). It follows that there exist sequences {Tn}E1 and {S,}~=i with 
lim T,, = ~+IY S, = $+I+(& - T,) = co n-tm 
such that 
uniformly for 7 E [o, T,]. (2.15) 
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Let t E [0, T,/2]. 
x’(S, - t) = - [Jrn’2 + Jl;;J g(x(S, - t - T)) dB(T) + f(S, - t). 
0 n (2.16) 
For I E [0, T,,/2] we have t + 7 E [0, T,] and hence 
$+~g(x(S, - t - T)) = or. 
Then (2.16) becomes 
pi .qs, - t) = -5 jam dB(T) = -GB(co) (t E [o, +I) . 
If B( co) > 0, since lim,,,( T,/2) = cc and .v is bounded we have a contra- 
diction to the assumption that I holds and BJ on [t’, t”]. 
If B(a) = 0 and B $L,(O, co), proceeding as in [5], define 
G(x) = joz&) dT, 
and observe that .x(t) bounded implies G(x(t)) bounded. Multiply each term 
in (1.1) by g(x(t)) and integrate. 
G(x(f)) - GWN 
=- jot j; g@(T)) &(T - u)) W4 dT + jotfcT) g@(d) dT. 
Using 
k(x(T)) - &(T - u))12 = l+(T)) - 2&(T)) &fT - U)) + A?“(+ - U)), 
we obtain 
G(W - WON = + j ’ I“ k@(T)) - dx(T - u)]” dB(u) dT 
0’0 
- 4 jtjk+)) dW4 dT 
0 0 
- 4 jofj; g2(x(T - u)) dBO4 dT f jof fcT) g(x(T)) d f 
and 
W(t)) - WON = 4 j t j’ k(tiT)) - &dT - u>)l” dB(4 dT 
0 0 
- !z S:g"(+)) B(T) dT - 3 it &'"@(t - T)) B(T) dT 
+ j t f(r) d-44) dT- (2.17) 
0 
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The hypotheses on B and B(a) = 0 imply B is nonincreasing on (0, co) and 
the first three terms on the right-hand side of (2.17) are negative; g(x(t)) 
bounded and the hypotheses onfimply the last term on the right-hand side of 
(2.17) is bounded; hence G(x(t)) b ounded implies each term on the right-hand 
side of (2.17) is bounded below. However, for large enough n, E > 0 and 
t = S, , (2.15) implies 
-4 /osng2(x(Sn - T)) B(T) dr < - + I” g2(x(S, - 7)) B(T) d7 
< -;(& - .)/r’B(T)dT+ --co (n - co>, 
0 
a contradiction. Hence I cannot hold for BJ on [t’, t”], B(m) = 0 and 
B $L,(O, co). We conclude, then, I cannot hold for B $L,(O, co). 
A similar argument shows II cannot hold for E > 0 and B #L,(O, co). 
Assume III holds; {t,}E=i is a sequence such that t, -+ co, g@(Q) --+ E 
(n + co), and x’(tJ < 0 for all n. We first show for sufficiently large n that 
t > t, imples x(t,J > x(t). Let .N be a subset of the positive integers such 
that n EN implies x(tn) = x(t) for some t > t, . Define 
7, = inf{t > t, 1 x(t) = x(tn)}. 
Then a!(&) < 0 implies x(t) < x(&J for t E (t, , T,). This together with 
x(tn) = x(Tn) implies x’(Tn) > 0. If M is not a finite set, we have x’(Tn) > 0 
and lim nsJY,n.+mg(~(T,)) = E, contradicting our proof that I cannot hold. 
Hence N is a finite set and for sufficiently large n we have t > t, implies 
x(t,J > x(t). Without loss of generality JV is empty. In particular 
4tn) > @?I+,) 2 - II x IL 
and {x(tn)}~cP=l is a bounded monotone sequence. Therefore, there exists x* 
such that x(t,J 1 x*. This together with x(t,J > x(t) for t > t, implies 
limt,, x(t) = x*. Since lim,,, g(x(t,J) = Or, we have g(x*) = ol and also 
lim,,, g(x(t)) = Cu. 
From (l.l), the hypotheses on f, and lim,+mg(x(t)) = Or we have 
F+E x’(t) = - 1 ,$ J-at &(t - 4) dB(4 + 2g-Jf PI9 
or, 
pi x’(t) = -&B(m). 
This together with Cu # 0 and x bounded implies B(m) = 0. Hence the 
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hypotheses onf imply F(a) exists and is fimte. Then B $L,(O, CO) and (1.6) 
imply 
oh .+) = - fl+% j t g(x(t - T)) ~(7) dT + L&V) 
0 
-G j=B(+ +F(m) 
0 
00. 
This contradicts our assumption x is bounded. We conclude, then III cannot 
hold for B $L,(O, m). 
A similar argument shows IV cannot hold for it > 0 and B $L,(O, CO). 
Hence for B $L,(O, co) we have proved lim,,,g(zc(t)) = 0. Then, (1.1) 
immediately yields lim,,, m’(t) = 0. 
It remams to show (1.5) holds for B ~Li(0, co). The hypotheses on B 
imply there exists [t’, t”] on which B is strictly decreasing. We show for 
any sequence {tn>zC1 (t, -+ co) and arbitrarily large T that 
~~~(g(.ez)) - g(W) = 0 uniformly for t E [t, - T, t,]. (2.18) 
We make use of (2.18) to conclude (1.5). In particular, suppose (2.18) holds 
and there exists {tn>zzi (t, -+ co) and 6 > 0 such that 
x(&J - x(O) + g(m(t,)) j’” B(T) dr > F(a) + 6. (2.19) 
0 
For large enough T and n, (1.6) and (2.18) imply 
4&z) - -$O) + g($,)) s,‘” B(T) dT 
= - jot”&@. - 7)) B(T) dT + &(tn)) jotn B(T) dT + W,) 
= Ijo’ f jL”1 (g(x(tn)> - g(x(tn - T))) ~(7) dT f F&J 
< SUP 1 &(tn)) - &(tn - '$1 j'B(7)dT + 2ajX f+)dT +W,) 
OdT<T 0 7 
<F(a) + 6. 
Similarly, there cannot exist 6 > 0 and {tn}~zl (t, + co) such that 
X(L) + &(t,)) j*" B(T) dT <F(a) - 6, 
0 
and thus (1.5) is proved for B ~Li(0, co) if we establish (2.18). 
409148/3-10 
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To do this we again make use of the fact that each term in (2.17) is bounded. 
In particular 
J-s a* ,’ [g@(T)) - g(x(T - u))]” dB(u) d7 > --co. (2.20) 
Let hJL be any sequence with t, -+ co. We claim 
~~k(%N - Aal - 4)) = 0 uniformly for 7 E [t’, t”]. 
Suppose not. Then for some s E (t’, t”), {tnk}~!r , and l > 0, 
I g(%,)) - &(bk - SNl > 4% 
(2.21) 
(2.22) 
and therefore there exists S’ and s” such that 
1 &(f) - &‘(~(~n, - T))I > 2E (2.23) 
for 7 E [s’, s”] where (t’ < s’ < s < s” < t”). By the uniform continuity of 
g@(i)) there exists 8 < 0 such that 
1 cd&)) - g@(T))1 -=I E 
for 7 E [$ - 6, fnb + S]. Without loss of generality let 26 < s” - s’ and 
define b, = B(s” - 8) - B(s’ + 8) < 0. Then 
SI ot : k@(T)) - &+- a))]’ dW dT 
< 2 f”“+“( 
x 
-’ [&X(T)) - &(T - U))]” dB(u) dT 
k=l &8 a’+8 
contradicting (2.20) and hence (2.21) is proved. 
We use (2.21) to imply 
;z k(eJ) - E(~(~7i - 4))= 0 uniformly for 7 fz [O, t” - t’]. 
(2.24) 
If not, for some s E (0, t” - t’), {tn,}zC1 and E > 0, (2.22) holds and hence 
(2.23) for 7 E [s’, s”] where (0 < s’ < s < s” < t” - t’). Pick N such that for 
k > N and 7 E [t’, t”], 
1 &(hzk)) - &(t,, - T))I < E. 
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Then 
I;=N &@’ t f8 
” [g@(T)) - g(x(T - u))]” dB(u) dT 
,( 2 l 2[B(t”) - B(t’ + s”)] + -co as t+co. 
k=N 
(Recall k, = {max k 1 t,k < t} and with the hypotheses on B, s” < t” - t’ 
implies B(t”) - B(t’ + s”) < 0.) 
Again this contradicts (2.20), proving (2.24). 
Repeat the preceeding, replacing t, by t, - t” + t’ to obtain 
f~(&(tn)> - &(tn - 7)) = 0 uniformly for 7 E [t” - r’, 2(t” - r’)], 
and hence for 7 E [0, 2(t” - t’)]. Repeated applications establish (2.18) for 
arbitrarily large T, completing the proof that B E L,(O, co) implies (1 S). 
3. PROOF OF COROLLARY 2 
Define 
Then 6 and p satisfy the hypotheses of Theorem 1. Equation (1.1) becomes 
x’(t) + j” &(t - 7)) dB(T) = f(t), 
0 
and Theorem 1 implies lim,,, &x(t)) = 0, lim,,, x’(t) = 0. This proves 
Corollary 2. 
4. PROOFOFTHJZOREM 3 
Local existence and uniqueness of a solution N(t) follow by standard 
arguments. From (1.12), No > 0 implies N(t) > 0 for as long as N(t) exists. 
Define 
IV1 = max{No ,2a/(b + P)} 
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where 
a = sup a(t) and F = inf F(t). 
0SK.m ost<m 
By the hypotheses on a and F, a < 00 and 4 <P < 0. Let t, be the first 
time N(t) = NI . 
# < a - bN(t,) - f’ N(t, - T)) OF 
1 0 
<a-bNl-pNl 
< a - [(2ii/(b +r;)] (6 +P) < ---a; 
a contradiction, proving N(t) < Nr as long N(t) exists. The usual continua- 
tion arguments imply N(t) exists, is unique, and is bounded for all t > 0. 
Define x(t) = log N(t). N(t) > 0, hence x is well defined. Let 
10 
%) = IF(T) + b 
(T = o>, 
(T > 0). 
Then Eq. ( 1.12) becomes 
x’(t) = U(t) - lt ezft-‘) d(T). 
Apply Corollary 2 with g(x) = ez, B(t) = E(t) and f(t) = a(t) to conclude 
lag&) = 44/@4 
or 
F+z N(t) = a(~)/@ + F(m)). 
REFERENCES 
1. K. HANNSGEN AND C. SHILEPSKY, A boundedness theorem for Volterra equations, 
J. Differential Equations 10 (1971), 378-387. 
2. J. J. LEVIN, Boundedness and oscillation of some Volterra and delay equations, 
J. Differential Equations 5 (1969), 369-398. 
3. J. J. LEVIN AND D. F. SHEA, Asymptotic behavror of the bounded solutions of 
some functional equations, in “Contributions to Nonlmear Functional Analysis,” 
US Army Research Center, Madison, WI, 1971. 
4. J. J. LEVIN AND D. F. SHEA, On the asymptotrc behavior of the bounded solutions 
of some. mtegral equations, J. Math. Anal. Appl. 31 (1972), 42-82; 288-326; 
537-575. 
5. S.-O. LONDEN, On a nonlinear Volterra integral equation, to be published. 
AN INTEGRAL EQUATION 779 
6. S.-O. LONDEN, On the bounded solutions of a nonlinear Volterra equation, 
Report-HTKK-MAT-A23 (1972). 
7. S.-O. LONDEN, On the solutrons of a nonlinear Volterra equation, 1. Math. Anal. 
Appl. 39 (1972), 564-573. 
8. R. K. MILLER, On Volterra’s population equation, SIAM J. Appl. Math. 14 
(1966), 446-452. 
9. C. SHILEPSKY, A note on the asymptotic behavior of an Integral equation, Proc. 
Amer. Math. Sot. 33 (1972). 111-113. 
10. V. VOLTERRA, “Lecons sur la theorie mathematique de la lutte pour la vie,” 
Gauthier-Villars, Paris. 193 1. 
II. V. VOLTERRX, “Theory of Functionals and of Integro- and Integro-Differential 
Equations,” Dover, New York, 1959. 
