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ABSTRACT 
The Loewner partial order 1_ is defined on the space of Hermitian matrices by 
A 1 B if A - B is positive semidefinite. 
Given a strictly increasing function f : (a, b) -P R, we define the partial order + on 
the set of Hermitian matrices with spectrum contained in (a, b) by 
ALfB if f( A)Lf(B). 
We say that the partial orders 1. and & are equivalent on a set Y of Hermitian 
matrices if 
A)B ifandonlyif ALIB forall A,BEY. 
It is clear that if the cone v is commutative, i.e., AB = BA for all A, BE %‘, then the 
two partial orders are equivalent. Stepniak conjectured the converse for the function 
f(t) = t2, and proved it for n < 3. We provide a counterexample to Stepniak’s conjec- 
ture for n 2 4, and we characterize the convex cones V of positive semidefinite 
matrices on which 2 and > are equivalent for a class of functions that includes 
-/ f(t) = t P, p > 1, and f(t) = e We Introduce the class of strongly monotone matrix 
functions and prove the following result of independent interest: Let f be a strongly 
monotone matrix function of order n, and suppose that A and B are n-by-n Hermitian 
matrices such that A - B is positive semidefinite and that A and B have no common 
eigenvectors. Then f(A) -f(B) is p osi Ive definite. We also show that the functions t‘ 
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f(t) = tp, 0 < p < 1, and f(t) = log t are strongly monotone of all orders. We also 
consider the partial order Lte. In this special case it is possible to obtain the results 
using more elementary techniques. We prove some results about the partial orders Atp 
and 2,,. We conclude with two open questions. 
1. INTRODUCTION AND NOTATION 
The Lijwner partial order 2 is defined on the space of Hermitian 
matrices by 
A 2_ B if A - B is positive semidefinite 
We write A > B if A - B is positive definite. Given a strictly increasing 
function f : (a, b) + R, we define the partial order -L_f on the set of Hermitian 
matrices with spectrum contained in (a, 6) by 
AkfB if f( A)Lf(B). 
We say that the partial orders 2 and & are equivalent on a set Y of 
Hermitian matrices if 
AkB ifandonlyif ALfB forall A, BEY. 
It is clear that if the cone V is commutative, i.e., AB = BA for all A, BE 9?, 
then the two partial orders are equivalent. Stepniak [7] conjectured the 
converse for the function f(t) = t2, and proved it in a special case (see 
Corollary 5.9). We provide a counterexample (Example 4.1) to Stepniak’s 
conjecture, and in Theorem 4.4 we characterize the convex cones v of 
positive semidefinite matrices on which 1 and & are equivalent for a class 
of functions that includes f(t) = tp, p > 1, and f(t) = log t. This theorem 
shows that commutativity is nonetheless important in determining whether 1 
and & are equivalent on a cone %‘. As a corollary we show that any cone of 
n-by-n positive semidefinite matrices on which 2 and 1,s are equivalent 
has (real) dimension at most n. The main results are in Section 4. 
Monotone matrix functions play an important role in this development. We 
discuss this class of functions in Section 3, and prove a result of independent 
interest (Theorem 3.5) for the subclass of strongly monotone matrix functions. 
In Section 5 we consider the special case f(t) = t*. We show that the 
general results proved in Section 4 can be proved in a more elementary 
manner in this case, and provide other characterizations of cones of positive 
POSITIVE SEMIDEFINITE MATRICES 29 
semidefinite matrices on which 2 and 1, 2 are equivalent. In Section 6 we 
consider the partial orders corresponding to the functions f(t) = tP and 
f(t) = log t. 
We denote the space of n-by-n complex matrices by M,, and the space of 
n-by-n complex Hermitian matrices by H,. Given a convex cone V of n-by-n 
positive semidefinite matrices, we denote its relative interior by ri V (the 
relative interior of a convex cone of complex positive semidefinite matrices is 
its interior relative to the smallest real subspace containing it), its closure with 
respect to any norm by ?, and its real dimension by dim V. For any U E M, 
and V’c M, we define U*YU = (U*AU: AE V’>. 
Given A E M, and index sets 9, gC { 1, , n}, A,, denotes the principal 
submatrix of A corresponding to the rows and columns in 4, and AYY 
denotes the submatrix corresponding to the rows in 9 and the columns in 2. 
For a vector x, x,~ is defined similarly. So, for example, if J = { 1, . . , k} with 
0 < k < n, then 
Recall that given X E C”, diag( X) is the diagonal matrix with i, i entry Xi. Given 
a function f: (a, b) + R and a Hermitian matrix A with spectral decomposi- 
tion Udiag([ Xi, . . , AnIT) U* and spectrum contained in (a, b), define f(A) = 
Udiag([f(Xi), . . . ,f(A,)lT) U*. We d enote the spectral norm of A EM, by 
III AlIla. 
2. PRELIMINARIES 
In this section we state some elementary facts. 
LEMMA 2.1. IfA > 0 and B > OEM,, then: 
(a) A _ ‘B is diagonalizable and has nonnegative eigenvalues. 
(b) tr A-‘B = 0 if and only if B = 0. 
(c) ALB gand only if &,,,( A-‘B) < 1. 
(d) A > B ifand only if &,.J A-lB) < 1. 
(e) For any index set YC { 1, . . . , n}, B,Y = 0 implies B,,, = 0. 
Proof. The identity A-‘B = A-““( A-‘/2BA-1/2) Al/” implies (a) and 
(b). To prove (c) note that 
ALB + 1 > A-‘/2RA-‘12 - 
u 1 2 &,,,( A-“2BA-“2) = &,=( A-‘B) 
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Similar manipulations yield (d). A ssertion (e) is easy to prove in the case when 
1 9 1 = 2; the general case follows from this special case. n 
The following result is a form of the Schur product theorem [3, Theorem 
7.5.41. 
THEOREM 2.2. Let AEM, be given. Then ALO if and only if AOBLO 
for all positive semidefinite B E M,. 
LEMMA 2.3. Zf X is an eigenvalue of A E M,(C) and ] X] = III All1 2, then 
there is a unitary U E M,,(C) such that UAU* = XI, o B for some B E M,_ 1(C). 
If, in addition, A E M,(R) and X E R, then there is a real orthogonal Q E M,(R) 
and B EM,_,(R) such that QAQT = XI, @ B. 
Proof. Let x be a unit eigenvector corresponding to the eigenvalue h 
and let UE M, be unitary with first column x. Then (U*AU)ll = X. The 
remaining entries in the first row and column of U*AU must all be 0, because 
1 XI = Ill Alll, = IIIU*AUll12 and the spectral norm of a matrix is at least as large 
as the Euclidean norm of any of its rows or columns. 
The second half of the lemma can be proved in the same way, because if 
A E M,,(R) and h E R, then the eigenvector x may be taken to be real. H 
The next two results follow immediately from the definitions and a conti- 
nuity argument. 
LEMMA 2.4. Let V be a convex cone of n-by-n positive semidefinite 
matrices, and f: R++ R be a continuous, strictly increasing function. The 
following are equivalent : 
(a) 2 and & are equivalent on V. 
(b) 2 and -2_f are equivalent on ?. 
(c) 2_ and & are equivalent on ri V. 
(d) For any unitary U E M,, 2 and & are equivalent on U * VU. 
(e) For any positive integer m, 2 and & are equivalent on V = { A @ 
0,: AE U}. 
Let %? be a convex cone of positive semidefinite matrices. Take any 
A E ri +? and BE %?. Then there is a positive semidefinite matrix CE V and 
E E (0,l) such that A = EC + (1 - E) B [8, 3.2.141. Now, because E V is posi- 
tive semidefinite and 1 - E > 0, it follows that the null space of B contains 
that of A. Thus, in particular, every matrix m ri V has the same null space, of 
dimension k let us say. If k = 0, then ri v contains only positive definite 
matrices, and if k > 0 then there is a unitary matrix U such that any 
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AE U*VU may be writteg A = B 8 Ok, where BE M,_, is positive definite. 
Thus, in view of Lemma 2.4, many results proved for cones of positive definite 
matrices generalize immediately to cones of positive semidefinite matrices. 
LEMMA 2.5. Let f: R++ R be a continuous, strictly increasing function, 
and let V be a cone of positive definite matrices. Then the following are 
equivalent: 
(a) 1_ and & are equivalent on V. 
(b) > and > f are equivalent on g. 
3. MONOTONE MATRIX FUNCTIONS 
A function f : (a, b) + R is called a monotone matrix function of order n on 
(a, b) if f(A) 2f(R) f or all A 2 B E H,, with spectra contained in (a, b). The 
following theorem is due to LGwner [6] and is also proved in Chapter 9 of [Z]. 
THEOREM 3.1. Let f : (a, b) + R. The following are equivalent: 
(a) f is a monotone matrix function of all orders on (a, b). 
(b) f can be analytically continued to a function that maps the whole upper 
half plane into itself. 
(c) f can be represented as 
f(x)=ah+IO+/_, 
where cr > 0, /3 E R, and ~1 is a nonnegative Bore1 measure on R that has no 
mass in (a, 6) and for which / (t’ + l)-’ dp(t) < 00. 
From (b) it follows that the function f(t) = tP is a monotone matrix 
function for all p E [0, 11, but not for any p > 1. In fact f(t) = t p, p > 1, is 
not a monotone matrix function of any order greater than 1. To see this 
consider the matrices 
Direct computation reveals that A 1 B, but A”& BP for all p > 1. 
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In constructing counterexamples it is useful to have 
COROLLARY 3.2. Ifp>qaI, and$L,,, and 2 are equivalent on a 
cone v of positive semidefinite matrices, then &, and 2 are also equivalent 
on V. 
An alternative approach to characterizing monotone matrix functions is to 
use the differentiation formula in Theorem 3.3. This approach has the advan- 
tage that it allows one to characterize the monotone matrix functions of any 
given order, but the disadvantage that the condition may be harder to verify. 
THEOREM 3.3. Let f: (a, b) + R be a continuously differentiable function. 
Given A, B E H,, with spectra contained in (a, b), the matrix-valued function 
g(t) = f(tA + (1 - t)B) is well defined and continuously differentiable on 
(0,l). Furthermore, if tA + (1 - t) B = U, diag( X,) Ur* with U, unitary, then 
d(t) = vt{ Kf(h)o[U,*( A - B)U,]}W> (3.1) 
where Kr( A) E H,, is defined by 
Kf(X)ij E 
i 
f('i) -f('j) , x, z x, 
xj-xj E 3’ 
From (3.1) it might appear that the value of g’(t) depends on the 
diagonalizing matrix U, chosen, but this is not the case. It is part of the 
conclusion that the right-hand side of (3.1) 1s independent of the diagonalizing 
unitary matrix U,. 
Proof. Since A and B are Hermitian with spectra contained in (a, b), the 
spectrum of tA + (1 - t) B is also contained in (a, b) [3, Theorem 4.3.11, and 
hence g is well defined on (0,l). The fact that g is differentiable on (0,l) and 
has derivative given by (3.1) is Theorem 1 in [l]. In fact, the diagonalizing 
unitary matrix U, can be chosen to be a holomorphic-and, in particular, a 
continuous-function of t; see Section 11.6.2 in [5]. The continuous differentia- 
bility of f and the continuity of X, imply the continuity of Kf( 4). Thus, as a 
finite sum of continuous functions, g’(t) is continuous. H 
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THEOREM 3.4. Let f : (a, b) + R and n > 1. Then the following are equiva- 
lent: 
(a) f is a monotone matrix function of order n on (a, b). 
(b) f is continuously differentiable and Kr( A) 2 0 for all h E (a, b)“. 
Proof. That (a) implies the continuous differentiability of f is shown in 
Theorem III, Chapter VII of [6]. The equivalence of (a) and (b) now follows 
from Theorems 2.2 and 3.3. n 
It is clear that if the entries of the vector X are not distinct, then Kf( X) has 
two identical rows and hence cannot be positive definite. We will call a 
continuously differentiable function f a strongly monotone matrix function of 
order n on (a, b) (strongly monotone for short) if Kr( A) is positive definite for 
all XE (a, b)” with distinct entries. It is easy to see that a strongly monotone 
function is strictly increasing (in the usual sense). This class of functions is 
useful because we have 
THEOREM 3.5. Let f : (a, b) + R be strongly monotone of order n, and let 
A, B E H,, with spectra contained in (a, b) and A 2 B. Then 
{x:f(A)x=f(B)x} =span{y:Ay=By=~y,~~R}. 
Notice that for any function f it is immediate that 
{x:f(A)x=f( ) > B 1c >span(y:Ay=By=py,pER}. 
Thus, to prove the theorem it suffkes to show the reverse inclusion. 
Proof. As noted, it suffkes to prove that 
{=f(A)x=f( ) > B x Cspan{y:Ay=By=py,peR). 
Let A, B, and f satisfy the given hypotheses, and let x be a nonzero vector 
such that f ( A) x = f(B) x. Define 
h(t) = x*f(tA+ t(B - A))x for 0 it < 1. 
Since h is differentiable on (0,l) and 
h(0) = x*f(A)x = x*f(B)x = h(l), 
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the mean-value theorem guarantees that there exists to E (0,l) for which 
h’(t,) = 0. 
For any unitary U E M,, showing that U*x is a linear combination of the 
common eigenvectors of U*AU and U*BU is equivalent to showing that x is a 
linear combination of the common eigenvectors of A and B. We will now 
make a judicious choice of U in order to simplify the analysis. Let X,, , Aj 
be the distinct eigenvalues of t, A + (1 - to) B, and let S,, . . . , Sj be the 
corresponding eigenspaces. Let yi, . . . , yj be the projections of x onto 
S I”“’ Sj, and assume without loss of generality that yi, , yk are nonzero 
and that yL+i,. , yj are zero. Let U be a unitary matrix that diagonalizes 
t, A + (1 - to)B and has first k columns yi / )I yr ]]s, . . . , yk / ]I yk ]I z. By 
Lemma 2.4 we may assume, without loss of generality, that U = I and hence 
that 
(1) t, A + (1 - t,)B = diag(X) for some XER”, and 
(2) hi,. . . > A, are distinct. 
Let y= { 1, . . , k}. Under these assumptions, to prove the theorem it is 
sufficient to show that A = A, @ A,<, B = B, o B,<, and A, = B,. 
Because t, A + (1 - to) B is diagonal, the condition h’( to) = 0 gives 
x*[ZQ(X)~(A - B)]x = 0 
and, in particular, 
or, equivalently, 
For any X, Y, Z E M,, 
[(XOY)ZTlii = [(XoZ)Yyii’ i = l,...,n 
(see 5.1.4 in [4]) and h ence tr[( X 0Y )Zr] = tr[( X 0 Z)Y ‘1. It follows that 
tr[(A - ~),o(xr*)~]~f(~)T,= 0. 
Since we have assumed that the entries Xi for i E 9 are distinct, and since f is 
strongly monotone, we have Kf(X)5 > 0. Thus, by Lemma 2.1(b) we have 
(A - B),o( xx*);= 0. 
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However, (XX*): # 0 for all i, j E 9, so (A - B)ij = 0 for all i, j E 9, that is, 
(A - B), = 0. The positive semidefiniteness of A - B now implies (A - 
B) 9Yc = 0 [Lemma 2.1(e)]. Thus, A - B = (A - B),Y @ (A - B),,. Combin- 
ing this with the fact that t, A + (1 - to) B is diagonal gives A = A, Q AYe, 
B = B, @ B,,, and A,, = B,. n 
The function f(t) = t(1 + t) - i is matrix monotone of all orders (Theorem 
XI) and is a strictly increasing function on R,, but it is not strongly monotone 
of any order greater than 1, because Kf(X) always has rank 1. For positive 
semidefinite matrices A, BE M, we have 
A(I+A)-‘-B(I+B)-‘=(z+A)-l(~-~)(~+B)-’. (3.2) 
Thus A( I + A))’ - B( I + B)-’ has the same rank as A - B. Hence, if 
A 2 B and A 9 B, then f(A) #f(B) regardless of whether A and B have 
common eigenvectors or not. 
COROLLARY 3.6. Letf:(a,b) + R be strongly monotone of order n, and let 
A, BE H,, with spectra contained in (a, b). If the only x E C” for which 
Ax = Bx = Xx for some XE R is x = 0, then 
A>B * f(A) >f(B). (3.3) 
For any function f, if f(A) > f( B) th en it is necessary that there is no 
eigenvector x of both A and B for which Ax = Bx. If f is a strongly 
monotone function, this simple necessary condition together with ALB is 
also sufficient to ensure that f(A) > f(B). The next result shows that the 
functions tr, 0 < p c 1, and log t are strongly monotone of all orders. 
THEOREM 3.7. Let f be a monotone matrix function of all orders on (a, b). 
The following are equivalent: 
(a) f is a strongly monotone matrix function of order n. 
(b) f is not a rational function of degree < n - 1. 
Proof. Use the representation of f given in Theorem 3.1(c) to compute 
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This expresses Kf(X) as the integral of rank-l positive semidefinite matrices. 
The result follows from this, as shown on p. 35 of [2]. n 
We conclude this section with a result of a slightly different flavor. Instead 
of fixing a function f and finding conditions on a cone under which 1 and 
& are equivalent, we take the cone of all positive semidefinite matrices and 
determine the functions f such that 2 and & are equivalent on it. 
THEOREM 3.8. Let f : R ++ R and n > 2. The following are equivalent: 
(a) 2 and 2f are equivalent on SF”, the cone of n x n positive semidefi- 
nite matrices 
(b) f is matrix monotone of order n on R,, and f-’ exists and is matrix 
monotone of order n on f ( R +). 
(c) f(t) = (at + b)/(ct + l), where a, b, c E R, c > 0, a > bc. 
Proof. The equivalence of (a) and (b) is immediate. Theorem 3.1 shows 
that (c) implies (b). 
It remains to show only that (b) implies (c). Let g = f-l, and assume (b). 
By Theorem 3.4, K,-(A) and K,J CL) are positive semidefinite for all XE R: and 
p E f( R,)“. In particular, all of their Z-by-2 principal submatrices are positive 
semidefinite. Thus, for each t E R,, both 
I 
Kf( [I t]‘) = 
f(I) 
f(l) -f(t) 
l-t 
and 
i g’(fM 
f(l) - f(t) 
1-t 
1 
(3.5) 
f(t) 
g(f(l)) - g(f(t)) 
f(l) -f(t) 1 
%([fMfW) = g f(l) _ g(f(t) 
I( ) f(l) -f(t) 
g’(f(t)) 
I 
I 
P(l)1 -l = 
(fy I’,“y 
\ 
(f”; I{@‘) -l [f’(t)] -1 
(3 6) 
. 
I 
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are positive semidefinite. Notice that the matrix in (3.6) is the entrywise 
inverse of that in (3.5). Since these two matrices are positive semidefinite, both 
have nonnegative determinant, from which it follows that 
or, equivalently, 
f( qfqq 
[f(t) -f(l)]" = 6. 
Integrating this equation yields 
-f’( 1) 
f(t) -f(l) = 7% + crT 
where a! is an arbitrary constant of integration. Rearranging shows that f is of 
the form f(t) = (at + b)/(ct + 1). Because f is defined for all t E R,, c must 
be nonnegative. Because f must be strictly increasing, we must have a > bc. 
l 
4. MAIN RESULTS 
Throughout this section we assume that n 2 2. We first present a coun- 
terexample to the conjecture that the equivalence of 2 and 2-t* on a convex 
cone Y of positive semidefinite matrices implies the commutativity of +?. In 
fact, we show that there is no integer p > 1 (and hence, by Corollary 3.2, no 
real number p > 1) for which the equivalence of 2 and ktP on a convex 
cone of positive semidefinite matrices $? implies the commutativity of @?. 
Theorem 4.4 characterizes the cones v on which 2 and _L, are equivalent, 
for functions g whose inverses are strongly monotone, and clarifies the role of 
commutativity in this question. 
EXAMPLE 4.1. Let p > 1 be an integer, and define %‘= {or X, + 
cY,xs: oi > 0}, where 
x1=(:, :) @ (: :) 
38 
and 
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We will show that there is a choice of E # 0 for which 2 and L,,> are 
equivalent on V. Given A, BE V, we may write A = oiX, + 01~ X2 and 
B = fll X, + p2 X2 with czyi, pi > 0. Then 
AP - BP = 5 (cY~cY&-~ - p{p,j-i)y;., 
i=O 
where Yi is the sum of all 
( I 
1: possible products of i Xi’s and p - i X,‘s. 
Choose E # 0 such that each “k;, i = 0, , p, is positive semidefinite. Notice 
that the choice of E is independent of A and B, and that if p = 2 then E = I 
is suitable. If A 1 B then oi > pi 2 0 and cy2 2 /3s 2 0, so CY;~;-~ - 0: &J-’ 
2 0, and hence AP2_ BP. Thus 2. and &, are equivalent on V%. But V is 
not commutative, because E # 0. This construction gives an explicit coun- 
terexample to Stepniak’s conjecture [7] mentioned in the introduction; see 
Lemma 5.5 for a related result. 
The following is a key result. 
LEMMA 4.2. Let g : R+-+ R be the inverse of a strongly monotone matrix 
function of order n, and let v be a convex cone of n-by-n positive semideftnite 
matrices on which 2 and 2_, are equivalent. If there are two matrices 
A, BE V such that 
A-B=PeO with PEMk and P>O, 
thenanyCEVmaybewrittenC=C,,~C,~,whereJ={l,...,k}. 
Proof. Let A, B, and g satisfy the stated conditions, and let f be the 
inverse of g. By the equivalence of 2 and 1, on V we have g(A) 2 g(B), 
so Theorem 3.5 ensures that 
{x:Ax=Bx} = {x:f(g(A))x=f(g(B))r) 
= span{ y: g(A)y = g(R)y = CLY, PER} 
= span{ y: Ay = By = py, PER). 
Thus, A = A,f d A,= and B = B,Fe B,,. 
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Now given CE $?, apply the same argument to A” = A + C and g = B + C, 
and conclude that A + C = (A + C), d (A + C),fc, and hence C = C,, B) 
_CP n 
If, in addition to the conditions in Lemma 4.2, 0 is a simple eigenvalue of 
A - B, with corresponding eigenvector x = [0, . . ,O, l]r, then Lemma 4.2 
implies that x is an eigenvector of every CE V. We will need the following 
extension of this fact. 
LEMMA 4.3. Let g : R++ R be the inverse of a strongly monotone matrix 
function of order n, and let V be a convex cone of positive semidejnite matrices 
on which 2_ and 2, are equivalent. Suppose that for some A, B E V and some 
kE{1,2,...,n- 1) 
A-B=P@O, with PE M,_, and P > 0. 
Then there is a vector x = [xi] E C” such that 
(a) x is an eigenvector of every CE g, and 
(b) ri = 0 for i = 1,. . . , n - k. 
Proof. We use induction on k, holding n fixed. If k = 1, the preceding 
lemma gives the result. Suppose that the result is true for all k = 1,2,. , E. 
Given a cone V of n-by-n positive semidefinite matrices and A, BE V such 
that 
A - B = P Q 01+, with PE LM,_~_~ and P > 0, 
let Y= {l,..., n - 1 - 1). By Lemma 4.2 every C E ‘Z? may be written 
c = c,, 0 c,y<. 
If c,< is a scalar multiple of A,, for every CE ??, then let y be an 
eigenvector of A,<. The vector x = [0, . . , 0, yr]re C” satisfies (a) and (b). If 
not, then let CE V be such that C,,‘ is not a scalar multiple of A,,c. For 
E > 0 define 
B, = tE( B + EC), 
where 
Then B, = B and B, is a continuous function of E. Choose E > 0 such that 
(A - B,)g > 0. This is possible because (A - B)g = P > 0. Notice that B, E V 
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because Gx is a convex cone and E > 0; moreover, (A - BE),,< # 0 because 
(C + B)F is not a scalar multiple of A,Yc. By construction, ( A - B,),Y, is 
positive semidefinite. If j 2 1 is the rank of (A - BE).IL, then there is a block 
unitary matrix U = In_I_l 8 V with VEM~+~ and a positive definite R E Mj 
such that 
U*( A - B,)U = (A - B&e R 8 Ol+,_j. 
Since ( A - B,),, CB R is positive definite, by the induction hypothesis there is 
a vector x E C” that is an eigenvector of U*CU for every C E %‘, and whose 
first 1 + j components are 0. Thus Ux is an eigenvector of every C E Y, and 
because of the form of U, Ux also satisfies condition (b). n 
An equivalent statement of this result is: 
LEMMA 4.3’. Let g : R++ R be the inverse of a strongly monotone matrix 
function, and let V be a convex cone of positive semidefinite matrices on which 
2 and 2, are equivalent. Zf A, B E V are such that A 2 B but A 7 B, then 
there is a vector x E C” such that 
(a) (A-B)r=O,and 
(b) x is an eigenvector of every CE V. 
We are now ready to prove the main result of this section. 
THEOREM 4.4. Let g : R++ R be the inverse of a strongly monotone matrix 
function of order n, and let Y be a convex cone of n-by-n positive semidefinite 
matrices. The following are euivalent : 
(a) The two partial orders 2 and 2, are equivalent on ??. 
(b) Given any A, B E V, there is a unitary U E M, and an index set 9 = 
{ 1,2,. , k} such A” = U*AU and R = U*BU satisfy 
(i) A=A”,@A” and B” 
(ii) i, g, = 6, zJ, and 
= B”,fi d B”, c, 
(iii) For all t 2 0, the following implications hold: 
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(c) There is a unitary U E M, and an index set 4 = { 1,2, . . , k} such that for 
any A, BEU*~U 
(i) A = A,, d A,< and B = B,Y @ B,YC, 
(ii) A,, B, = B,, A,, and 
(iii) A,.? B., * A 2 B and g( A),2 g(B),f * g(A) L g(B). 
If we assume (c)(i) and (c)(ii), th en by the matrix monotonicity of g-’ and 
the fact that X _2 Y implies X,,_2_ Y,, condition (c)(iii) is equivalent to 
(c)(iii’) A,_1 B, = g(A) 2 g(B). 
One can establish the equivalent of (a) and (b) d irectly from Corollary 3.6 and 
Lemma 2.5 by the argument used in the proof of Theorem 4.5. 
Proof. We will prove the theorem with (c)(iii) replaced by (c)(iii’). It is 
clear that (c) implies (b), which in turn implies (a), so we need show only that 
(a) implies (c). B y L emma 2.4 it suffices to assume that V is a cone of positive 
d&finite matrices. 
Suppose that (a) holds. Let {xi, x2,. . , xk} be a maximal orthonormal set 
of unit eigenvectors common to all CE %?. Without loss of generality we may 
assume that xi = ei, the ith standard basis vector, for i = 1,. . . , k; by Lemma 
4.3 we know that k > 1. Let 9 = { 1,2, . , k} and let U = 1. Then any 
A, BE V may be written A = A,9 Q A,,+ B = B,@ B,C, and A, B,,= B, A,. 
To establish (c) we need show only that if A, > B,, then g(A) > g(B). If 
not, then because A,, and B, commute, there is pair of matrices A, BE V 
such that 
A,_LB, but g(b) iis(B.v). 
Define 
t = min{s > 0: g(sA)Lg(B)). 
The minimum exists because g(sA) is a continuous increasing (with respect to 
the Liiwner partial order) function of s. Because g( A,,) j_ g( B,,) we must 
have t > 1. Also, by the continuity of g we have g(tA) 1 g(B) but g(tA) y 
g(B). This in turn implies tA 2 B but tA 7 B, by Lemma 2.5. By Lemma 4.3, 
there is a vector x that is an eigenvector of every C E 9. (tA - B) x = 0 and 
hence r*( tA - B) x = 0. This vector r must be orthogonal to each of e,, . , ek 
because, by the positive definiteness of A, (tA - B), > ( A - B),) 0. How- 
ever, this contradicts the maximality of the set of common eigenvectors 
{Xi,..., xk}, which forces us to conclude that g( A) 2 g(B), as desired. n 
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It is a natural conjecture that Theorem 4.4 holds for strongly monotone 
functions f also, but we have not been able to show this. The main obstacle is 
that given a convex cone V’, the set {f(C) : C E U} is not necessarily convex. 
However, we do have a weaker version of Theorem 4.4. 
THEOREM 4.5. Let f: R++ R be a strongly monotone matrix function of 
order n, and let V be a convex cone of n-by-n positive semidefinite matrices. The 
following are equivalent: 
(a) The two partial orders 2 and Lf are equivalent on v’. 
(b) Given any A, B E F’, there is a unitary U E M, and an index set 4= 
{I,%. . . > k} such that A” = U*AU and g = U*BU satisfy 
(i) i = A”,Y d A”c and fi = 6,p @ g,,,, 
(ii) i,, i,F = B”, A,Y, and 
(iii) for all t > 0 the following implications hold: 
tA”,,> B,f e t/i, B”, 
f(tA”).kf(LQ, * f(Qf(Q 
&,A,, ej &2X, 
f(ti).kf( X), * f(tE) 2f( A”). 
Proof. That (b) implies (a) is immediate. Without loss of generality we 
may assume that Y contains only positive definite matrices. Given A, BE V, 
let 
CY = &+“( A-‘B) and fi = &,,,,,( B-IA). 
If A is a scalar multiple of B, then (b) . IS immediate for the pair A, B. If not, 
then o < p-r. Then fi-‘A 2 B but pPIA 7 B, so, by Lemma 2.5, f(PPIA) y 
f(B). Now, by Corollary 3.6 there is a unit vector x that is an eigenvector of 
p-‘A (and hence of A) and B and for which p-‘Ax = Bx; hence @-‘x*Ax = 
r*Bx. Thus for any t > 0 
tA2B e tx*Ax 2 x*Bx. 
Similarly, there is a unit vector y, which must be orthogonal to x unless A 
and B are scalar multiples of one another, such that 
tB?A e ty*By 2 y*Ay. 
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Now let U be any unitary matrix with x and y as its first two columns, and 
take 9 = { 1,2} to satisfy (b). H 
An alternative, more geometrical statement of the equivalence of (a) and 
(c) in Theorem 4.4 is 
THEOREM 4.4'. Let g : R++ R be the inverse of a strongly monotone matrix 
function of order n, and let B be a convex cone of complex (respectively, real) 
n-by-n positive semidefinite matrices. Then the following are equivalent: 
(a) The two partial orders 1 and 2, are equivalent on v’. 
(b) There is a subspace Y of C N (respectively, R”) such that 
(i) Y is invariant under every C E V, 
(ii) ABx = BAx for all x E Y and A, BE V, 
(iii) A 1 B if and only if x*Ax 2 x*Bx for all x E Y, and 
(iv) g( A) 2 g(B) if and only if x*g( A) x 2 x*g( B) x for all x E Y. 
The next result follows from the equivalence of (a) and (b) in Theorems 4.4 
and 4.5. It is also an easy consequence of Corollary 3.6. 
COROLLARY 4.6. Let g : R++ R be a strongly monotone matrix function of 
order n, or the inverse of such a function. Let v be a convex cone of n-by-n 
positive semidefinite matrices on which 2 and lF: are equivalent. If n < 3, 
then V is commutative. 
Proof. It suffices to prove the result in the case n = 3. Let g be strongly 
monotone, and let %’ be a convex cone of 3-by-3 positive semidefinite matrices 
on which 2 and 2, are equivalent. Let U and JJ satisfy condition (b) in 
Theorem 4.5. Without loss of generality we may take U = 1. Note that 
) 9 1 = k > 2. If ) Y 1 = 3, then A and B commute. If 13 ) = 2, then A,Y, 
and B,, are l-by-l, and hence commute, so in this case also A and B 
commute. If g is the inverse of a strongly monotone function, the proof is 
identical, except that we use Theorem 4.4 instead of Theorem 4.5. H 
COROLLARY 4.7. Let g : R++ R be the inverse of a strongly monotone 
matrix function of order n, and let @Y be a convex cone of n-by-n positive 
semidefinite matrices, on which 2 and 2, are equivalent. Then dim v< n, 
with equality only if g is commutative. 
44 ROY MATHIAS 
Proof. Choose U and YC { 1,2, , n} to satisfy condition (c) in Theorem 
4.4. For any AE %?‘, the set {A,, : AE U*VU} is a simultaneously diagonaliz- 
able family of ( J’ 1 -by- 1 Y 1 matrices, and hence 
dim{ A,, : AE U*VU} < 19 I 
For any given A, B E U*%‘U, condition (c)(iii) in Theorem 4.4 guarantees that 
A = B if and only if A,, = B,,. Thus, 
dim V= dim U*VU = dim{ A,, : AE U*WU} < I S I < n. n 
5. THE PARTIAL ORDER 2,2 
In this section we consider the partial order ,,z. In this special case we 
can use some different, and more elementary, techniques. We first show how 
to prove Lemma 4.2 for the partial order lt2 using neither the theory of 
monotone matrix functions nor the Daleckii-Krein formula (Theorem 3.3). 
One can then apply the proofs of Lemma 4.3 and Theorem 4.4 to obtain an 
elementary proof of Theorem 4.4 for the partial order &. We also give some 
alternative characterizations of the cones of positive semidefinite matrices on 
which 2 and Lt2 are equivalent (Lemma 5.1 and Theorem 5.8). 
LEMMA 5.1. Let %’ be a convex cone of positive semidefinite matrices. Then 
the following are equivalent: 
(a) The two partial orders 2 and LtP are equivalent on %‘:. 
(b) ALB * AC+ CALBC+ CBforallA, B,CE V. 
Proof. To show that (b) implies (a), take A, B E V with A 1 B. Using (b), 
first with C = A and then with C = B, gives 
2A”=AA+AA2AB+BA>BB+BB=2B2. 
Conversely, if we have (a), then given A, B, C E %’ with A 1 B, define g, a 
matrix-valued function on R, by 
g(t) = (C + tA)' - (C + tB)“. 
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Then g(t) 2 0 for all t > 0, since for all t > 0 we have C + tA 2 C + tB, 
C + tA E V, and C + tB E V. Thus, because g(0) = 0, we conclude that g’(0) 
LO, and hence 
0 < g'(0) = (CA + AC) - (CB + BC). 
Thus, (a) implies (b). 
The following result is Lemma 4.2 for the partial order &z. 
LEMMA 5.2. Let 2Y be a conuex cone of n-by-n positive semidefinite 
matrices on which 2 and lt2 are equivalent. Suppose that for some A, B E g 
andsomekE{l,.Z,...,n - l} 
A-B=P@O, with PEM~_~ and P > 0. 
Then any CE @? may be written C = C, o C,,c, where Y= { 1,. . . , k}. 
Proof. Given A, B, C E V such that 
A-B=P@O, with PE M,_, and P > 0, 
let Y= {l,..., n - k} and write 
It suffices to show that C,F,,c = 0. By Lemma 5.1 we have 
PC,,,< 
i 
0 
Since DYc = 0, by Lemma 2.1 we must also have D,,, = PC,,flc = 0. Because 
P is positive definite, and hence nonsingular, it follows that C,,,c = 0. n 
The next result follows immediately from Lemma 5.1. 
COROLLARY 5.3. Let @? be a convex cone of positive semidefinite matrices 
on which 2 and LtP are equivalent. Then 
AB + BALO for all A, BE V. 
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The converse of Corollary 5.3 is not true. The following example shows 
that the condition AB + BA 2 0 for all A, B E V is not enough to guarantee 
the equivalence of 2_ and & on V. 
EXAMPLE 5.4. Given an integer n > 1, let 
v= {CIZ+ X: XEM,(F), XkO,and IIIXIII, < a}. 
Zt is clear that V is a cone of n-by-n positive semidefinite matrices. The real 
dimension of V is n2 if we take F = C, and is in( n + 1) if we take F = R. In 
either case, Corollary 4.7 guarantees that 2 and Lts are not equivalent on 
V’. However, given A, BE V, we have the representation 
A=oZ+X and B=BZ+Y 
with III X III a < KY, III Y III 2 < 0, and X, Y 2 0, so we compute 
AB + BA = 2c43Z + 2arY + 2fiX + XY + YX 
22&Z + IIIXY + YXIII,1 
= (24 - IIIXY + YXIII,)Z 
2 (2 a/3 + (Ill XY Ill* + Ill YX ll12)}z 
2 (24 - 2111xll12111Y ll12}z~0. 
Thus AB + BA 2 0 for all A, B E %‘, although 1_ and Lt2 ure not equivalent 
on V. 
However, if V is of a special form, then the condition AB + BA 2 0 for all 
A, BE V is sufficient to imply the equivalence of 2_ and & on V. The 
following result also shows that 2_ and Lt2 are equivalent on the cone g 
defined in Example 4.1 if we choose E = 1. 
LEMMA 5.5. Let %‘= {AEY: ALO}, where YisasubspaceofM,. Then 
the following are equivalent: 
(a) The two partial orders 2 and LtP are equivalent on V’. 
(b) AB + BA 2 0 for all A, BE V. 
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Proof. That (a) implies (b) is clear from Corollary 5.3. To prove the 
converse let C, D E V be given with C 2 D. Then C - D E Y and C - D 10, 
so C - DE $7. Also C + DE %? because V is a convex cone. Now use condi- 
tion (b) with A = C - D and B = C + D to give 
C2-D02= ;{(C-D)(C+D) +(C+D)(C-D)}LO, 
as desired. n 
We now compare the maximum of III AB - BAllI, on the cone of all 
positive semidefinite matrices with the maximum on a cone on which 2 and 
> 2 are equivalent. For any A, B 2 0 of the same size, let a = [Ill AllIz + 
,I,,( A)]/2 and b = [Ill Bill, + hi,,( B)]/2. Th en III A - aZ Ill 2 < +I11 AIII 2 with 
equality only if &,(A) = 0, so 
IttAB - BAllI, =[ll(A- aZ)(B - bZ) - (B- bZ)(A- aZ)ll12 
< 2 Ill A - al Ill 2 III B - bZ IIt2 
< 2(;lll Allle)(~IIIBll12) 
= $111 All12111 BIII,. 
Thus, for any A, B 2 0 we have Ill AB - BAIII, < illI Alll, Ill BIII,, with equality 
only if both A and B are singular. For example, we have equality for the 
choice 
Using the next result, we will show that under certain conditions the constant i 
can be improved. 
LEMMA 5.6. For each positive integer n define 
C” = max{ III AB - BAtlIe: AB + BA20, lIlAIll = IllBIll, = 1, A, BEP~}. 
where P,, is the cone of n x n positive semidefinite matrices. Then c, < $. 
Proof. Clearly cr = 0 < $. Suppose that c, = i for some positive integer 
n. Let n 2 1 be the smallest such n, and let A, BE Pn be such that 
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III AB - BAIII s = i and Ill AIII s = III B Ill 2 = 1. Then, by the preceding analysis, A 
must be singular. Without loss of generality we may assume that A = 
diag([ Xi,. . . , Xk, 0, . . . , O]r), where k < n. Because AB + BA 2 0, B must be 
of the form B = B,@ B,<, where 9= {l,...,k}, so IIIA.B,F- B,A,lll, = 
Ill AB - BAllI = f. However, this contradicts the minimality of n and estab- 
lishes the assertion that c, < + for all n = 1,2, . n 
COROLLARY 5.7. Let %? be a conuex cone of n-by-n positive semidefinite 
matrices on which 2. and ,,z are equivalent. Then 
III AB - BAIII 2 < c,_ 2 Ill Alll 2 Ill B III 2 for all A, BE V, (5.1) 
where ck is defined in Lemma 5.6 for k = 1,2, . . . , and c0 = c_~ = 0. Fur- 
thermore, c,_~ is the smallest constant such that (5.1) holds for all cones 
v c H,, on which 2 and 2,s are equivalent. 
Proof. Let VC .9,, satisfy the stated conditions, and let A, BE V be 
given. Then, by Theorem 4.4 we may assume that 
A=A,@A,c, B = B,f@ B,,, 
where I= { 1,2}, and A, and B,Y commute. By Corollary 5.3, AB + BA 2_ 0, 
and hence AjCB,, + B,9CA,C 2 0. The inequality (5.1) now follows from 
Lemma 5.6. 
Suppose that A, BE H,_, are such that A, B, and AB + BA are all 
positive semidefinite. Then, by Lemma 5.5, > and > t2 are equivalent on the 
convex cone VE 9’” defined by 
Thus, the constant c,_s is the best possible. H 
An alternative approach, which was used in [7], to characterizing the cones 
of positive semidefinite matrices on which 2 and 2,s are equivalent is to 
use Lemma 2.1: 
If A > 0, B20 then A_2B ifandonlyif &,,=(A-lB) < 1. 
In the remainder of this section we will develop this idea. 
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Notice that the cone V is not assumed to be convex in the next theorem, 
nor in the following corollary. The equivalence of (a) and (c) in the next result 
is Theorem 1 in [7]. 
THEOREM 5.8. Let v be a cone of n-by-n positive definite matrices. The 
following are equivalent: 
(a) The two partial orders 2 and Lf2 are equivalent on g. 
(b) %a( A-‘B) = Lax( A-2B2) for all A, BE %“. 
(c) &,,ax( A-‘B) = Ill A-lBIII, for all A, B E SF?:. 
(d) For any A, B E V, there is a positive integer k and a matrix C E M,_, such 
that A-‘B is unitarily similar to &,.JA-lB)lk $ C; if k < n, then 
(i) &,,J A-‘B) > &,,,(C), and 
(ii) &,,mav(A-lB) > IIICIII,. 
(e) For any A, BE V there are positive integers k, and k, and a matrix 
C E Mn_k, _,., such that A-‘B is unitarily similar to 
if k, + k, < n, then 
(9 &a(A-lB) > &a(C) 2 &xi”(C) > k\mi”(A-lB)$ 
(ii) &,,,(A-‘B) 2 IIICll12, and 
(iii) rt;;,k( A-‘B) 2 IIIC-‘III,. 
Proof. The equivalence of (a) and (b) follows from Lemma 2.1. If A and 
B are positive definite, then 
hax( A-~B~) = hm,( A-‘B~A-‘) = h-(( A-lB)( A-‘B)*) = Ill A-‘BIII;, 
and hence (b) and ( c are equivalent. By Lemma 2.3, (d) follows from (c). It is ) 
clear that (e) implies (d), which in turn implies (c). To show that (d) implies 
(e), take A, BE V and apply (d) to A-lB and B-IA. n 
The following corollary implies that if 2 and 2,~ are equivalent on 
gC M,, and n 6 3, then g is commutative. 
COROLLARY 5.9 [7, Theorem 21. Let V be a cone of positive deftnite 
matrices such that A-‘B has at most three distinct eigenoalues for each 
A, B E g. Then 2 and & are equivalent if and only if V is commutative. 
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Proof. That commutativity implies the equivalence of 1 and At2 is 
immediate. To show that nonsingular Hermitian matrices A and Z? commute it 
is sufficient to show that A- ‘B is Hermitian. since then we have 
A-‘B = (A-‘B) * = B*( A-l)” zz BA-‘, 
from which it follows that A and B commute. 
Suppose that 2 and LtP are equivalent on V, and take A, BE g. We 
will use the equivalence of (a) and (e) to show that A-‘B is Hermitian. If 
A-lB is unitarily similar to X max( A-‘B)Zk 8 Li,,( A-‘B)Z,_k, then it is clear 
that A-‘B is Hermitian. If for some integers k, and k, with sum less that n, 
A-‘B is unitarily similar to &,,( A-‘B)Z,I @ &( A-‘B)Z,p @ C with 
L,( A-‘B) ’ Lax(C) 2 &n(C) > hn( A-‘B), 
then &,,_JC) = &,JC) = X, since A -‘B is assumed to have at most three 
distinct eigenvalues. However, because A-lB is diagonalizable with real 
eigenvalues, so is C, and therefore C = XZn_k,pka, which is Hermitian. Thus, 
in this case also, A-‘B is Hermitian. n 
6. THE PARTIAL ORDERS .ktP AND L.xp 
In this section we consider the partial orders LtP and Lexp. In Example 
4.1 we showed that for every p > 1 there is a noncommutative cone of 
positive semidefinite matrices on which LtP and 2 are equivalent. We 
prove a similar result in Theorem 6.3, and contrast these results with Theo- 
rems 6.4 and 6.5. 
The next two results involve 2-by-2 matrices, and will be used in proving 
Theorem 6.3. 
LEMMA 6.1. Given h, > X2 > 0, let X = [X,, &IT and define 
h(p) =
K,P( ql&( A),, = PW’W( Al - q2 
[ K,,(X),2]2 (q-q)2 ’ p’“. 
Then 
(a) h( p) + 0 
(b) h(p) is a 
as p + 00, and 
strictly decreasing function of p on (0, 00). 
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Proof. Without loss of generality we may assume that X, = 1. The first 
assertion is now immediate. To prove (b), compute 
flog h( p) = $ 2 - 
1 
(A! + 1)log x,p 
hp - 1 I 
= $ g’(1) - 
( 
g(4 - 41) 
1 p-1 ’ 
where g(t) = (t + 1) log t and p = Xy > 1. The strict convexity of g on (1, 00) 
yields (d/dp)log h( p) < 0. n 
The next corollary can be derived from Lemma 6.1, but it follows more 
easily from Corollary 3.6. 
COROLLARY 6.2. Let A, B E H, with A 2 B 2 0. If A and B do not com- 
mute, then AP > BP for all p E (0,l). 
THEOREM 6.3. Given p > q > 1, there is a convex cone of positive semidef- 
inite matrices V c H, such that 2 and Lf4 are equivalent on F? but 2 and 
ltP are not equivalent on V. 
Proof. Let p > q > 1 be given. For s > 0 define 
where 
Define the function f on (0, 00) by 
f(s) = max{ p : 2 , Ltp are equivalent on gS,> . 
Continuity of the function g(A) = AP on the positive semidefinite matrices 
guarantees the existence of the maximum. To show that there is some s such 
that 1 and 2, are equivalent on g8 but 2 and 2, are not equivalent on 
eS it suffices to show 
(a) f(s)-+aas s+O, 
(b) f(s) -+ 1 as s -+ 00, 
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(c) f(s) is left continuous, and 
(d) f(s) is right continuous. 
The argument used in Example 4.1 gives (a), and Lemma 6.1 implies (b). 
The equivalence of (a) and (c) in Lemma 2.4 gives (c). 
All that remains is to prove (d). Let sa > 0 be given, and let pa = f( sa). 
We will show that f is right continuous at sa. Since f is a decreasing function 
of s, it suffices to show that given pi E [l, pa) there exists some sr > sa such 
that f(si) 2 p,. Suppose that for some p, E [l, po) there is no s > sa such that 
2 and 2_,, are equivalent on v’. In order to show 
A, BE %‘v and AkB * A* > BP 
it suffices to show 
A, BE Fs> ALB, IllBIll, = 1, and A 7 B * AP1_BP. 
Let Sk1 sa. Then, by assumption, for each k there are A,, B, E %“‘s, such that 
A,)&, A, 7 B,, 111 Bkllls = I, but Ail 2 B[I 
By an argument similar to that used in Example 4.1, there is a positive number 
6 such that if III A - Bill, < 6, III Bill, = 1, A, BE Vs/s,+l, and A2 B then 
AP’ 2 BP’. Thus 111 A, - Bkllls + 0. 
Next we show that the set Y= {(A, B) : A, BE %“is,+l, Ill Bllle = 1, A 2 B, 
A 7 B} is compact. It is clearly closed, so it suffices to show that it is bounded. 
Let (A, B) E 5“ be given. Then Ill Blllz = 1. Write A = a!X + /3Y, with (Y and 
/3 nonnegative. Because A 7 B we have 
1 = Ill Blllz = X,,(B) 2 ?L,,,,,( A); 
hence 
1 2 Xmin( A) 2 aXmin( X) + Phnin( Y). 
Because X and Y are positive definite we have the bounds 
1 1 
o< 
Lin( ’ ) 
and /3 < ~ 
hnin( y, ’ 
from which it follows that 
Ill x Ill 2 
IIIAIII, < - 
Ill Y Ill 2 
Lin(‘) + m’ 
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Thus 5“ is bounded. Since Y is compact, (A,, Bk) has a convergent subse- 
quence, converging to (A, B), with A, BE VSs, and 
A2B, A y B, and API 7 BP’. 
Define .9= {1,2}. Since for each k, ApI j_ BP1 but ( Ak)/L ( Bk)y, we must 
have ( Ak),/‘z (B&, and hence A,,, 7 B,‘. Also, A # B because III A, - 
Bklllz A 0. Because X and Y do not commute, two matrices in VS,> do not 
commute unless one is a scalar multiple of the other. Thus A and B do not 
commute, and hence neither do A,,c and B,yc. Because f(sn) = pa, we have 
Ap 2 B,$K and hence by Corollary 6.2 and the fact that p, /pa < 1 we have 
APg? = (A~)““” > (B,;$)pl’pO = BgP$., 
which is a contradiction. n 
Although for any particular p > 1 the equivalence of 2 and LtP on a 
convex cone of positive semidefinite matrices does not imply the commutativ- 
ity of the cone, we have 
THEOREM 6.4. Let V be a convex cone of positive semidefinite matrices on 
which 2 and & are equivalent for all p > p,, for some pO E R. Then V is 
commutative. 
Proof. Given A E V, we must show that A commutes with every B E V. 
By Lemma 2.4(d) we may perform a simultaneous unitary similarity on both A 
and B, and hence assume without loss of generality that A = diag( X) for some 
XE R”. We claim that for any pair of indices i, j for which Xi # Xj, we have 
bij = 0 for any B = [bij] E %‘K; hence A and B commute. 
To prove the claim, take B = [ bjj] E V and a pair of indices i < j for which 
& # Xj. Let I = {i, j}. We may assume that v is a cone of positive definite 
matrices, and hence we may also assume that A > B (if not, then replace A by 
tA with t large). Since A > B, we have Xi - bii > 0 and Xj - bjj > 0. By 
Theorem 3.3, the matrix K,,(X)o( A - B), and hence also its principal subma- 
trix 
[Kt++( A - B)19= 
(A, - bij) phf-’ 
xp - AP 
b..-’ 
” xi - xj 
6ijs (hj - bjj) p+‘J-’ 
t J 
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must be positive semidefinite for all p > pa. This implies 
det[K,,(X)o(A-B)],>O forall pap,, 
or, equivalently, 
We can rewrite this inequality in terms of the function h(p) introduced in 
Lemma 6.1: 
I bij I ’ 
(xi - b,,)( Aj - bjj) 
Since h(p) + 0 as p -+ 03 by Lemma 6.1(a), we conclude that bij = 0, as 
claimed. n 
Our final result shows that there are functions f such that the equivalence 
of 2 and _lf on a convex cone %C 9,, does imply commutativity of V; in 
particular, the exponential function has this property. Another example is the 
step function defined by f(t) = 0 for t < 1 and f(t) = 1 for t > 1. 
THEOREM 6.5. Let Y be a convex cone of positive semidefinite matrices. 
Then 1 and &, are equivalent on v if and only if v is commutative. 
Proof. Let A, B E g be given, and proceed as in the proof of Theorem 
6.4. As before, we may assume that A = diag(X) for some nonnegative real 
vector k and that A 2 B. Let B = [b,]. Then tA, tB E @? for all t > 0, since q 
is a cone. By Theorem 3.3 K,,(tX)o( A - B) must be positive semidefinite for 
all t > 0. Now use the nonnegativity of the determinant of every 2-by-2 
principal submatrix to show that bij = 0 if Xi # Xj. Conclude that A and B 
commute, as required. n 
7. OPEN QUESTIONS 
(1) There are known representation theorems for functions that are matrix 
monotone of all orders (Theorem 3.1) or of order 2 [2, Theorem IV, Chapter 
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VII]. It would be useful to have such a theorem for functions that are 
monotone of order n, for each fixed n > 2. In particular, such a theorem 
might give an easily verifiable condition for a monotone matrix function of 
order n to be strongly monotone of order m < n; see Theorem 3.7. 
(2) What are the values of the constants c, in Lemma 5.6? 
I am grateful to Roger Horn for his careful reading of this paper and his 
useful suggestions. 
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