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Abstract 
Accurate perception of speech sound features forms the basis of language and oral 
communication. Cortical speech processing consists of sound identification, 
feature extraction, and change discrimination, all occurring within a few hundred 
milliseconds timescale, and leading to conscious perception of sounds in their 
context. When these processes do not work optimally, speech perception is 
hampered, which can lead to problems in academic achievement or social 
interaction. Therefore, in this thesis, the processing of sublexical syllables and 
changes if their five features (consonant, vowel, vowel duration, fundamental 
frequency (F0), and intensity) were compared to the processing of complex 
nonspeech sounds in adults and six-year-old children, using event-related 
potentials (ERPs). Overall, larger ERP amplitudes or stronger magnetic 
mismatch negativity (MMNm) sources were found for speech than nonspeech 
stimuli. Stronger responses in the speech than the nonspeech condition were seen 
in both groups for changes in consonants, vowels, vowel duration and vowel F0. 
This is consistent with their role in Finnish: in addition to phonemic changes, 
vowel duration and F0 changes co-signal vowel quantity, which differentiates 
word meaning. Furthermore, children, but not adults, had larger left-lateralized 
responses for speech than nonspeech intensity changes, which is possibly 
beneficial for word segmentation and learning. Moreover, children's cortical 
measures were associated with neurocognitive skills. The overall pattern of larger 
speech than nonspeech responses was associated with better reasoning skills. 
Furthermore, larger left than right hemisphere ERP amplitudes for speech 
stimuli were associated with better performance in language tasks. Finally, the 
early responses (P1, early differentiating negativity, EDN) were associated with 
phonological and prereading skills, and later responses (N2, N4, late 
differentiating negativity, LDN) with verbal short-term memory and naming 
speed. The results suggest that speech and nonspeech sounds are processed by at 
least partially different neural substrates in preschoolers and adults. 
Furthermore, intra-individual differences in ERP amplitudes between conditions 
and hemispheres might be a useful tool in assessing cortical auditory functioning 
in children without the requirement of attention or motivation to carry out tasks.  
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Tiivistelmä 
Puheen piirteiden tarkka havaitseminen muodostaa puhutun kielen 
ymmärtämisen perustan. Puheen neuraalinen käsittely sisältää äänten 
tunnistamisen, piirre-erottelun sekä muutosten havaitsemisen, jotka tapahtuvat 
muutaman sadan millisekunnin aikana, ja johtavat tietoiseen havaintoon. Jos 
nämä prosessit eivät toimi tehokkaasti, puheen havaitseminen vaikeutuu, mikä 
johtaa yleensä vaikeuksiin oppimisessa tai sosiaalisessa vuorovaikutuksessa. 
Tässä väitöskirjassa selvitettiin puheen prosessoinnin hermostollista perustaa 
rekisteröimällä tapahtumasidonnaisia herätevasteita tavuille ja niiden viidelle 
piirteelle (konsonantti, vokaali, vokaalin kesto, perustaajuus (F0) ja intensiteetti) 
sekä niiden ei-kielellisille vastineille. Tulosten perusteella neljälle tavupiirteelle 
(konsonantti, vokaali, vokaalin kesto ja F0) syntyi suurempia vasteita kuin 
vastaaville ei-kielellisille äänenpiirteille niin aikuisten kuin lastenkin 
kuulojärjestelmässä. Tulos on johdonmukainen suhteessa aiempiin tuloksiin, 
joiden mukaan foneemien ja vokaalin keston lisäksi myös vokaalin F0 vaikuttaa 
suomenkielen sanojen merkitysten erotteluun, sillä vokaalin kesto ja F0 
muodostavat yhdessä havainnon vokaalin kestosta. Toisin kuin aikuisilla, lapsilla 
havaittiin myös suurempia vasemmalle painottuneita vasteita vokaalin kuin ei-
kielellisen äänen intensiteetin muutoksille, mistä on mahdollisesti hyötyä 
sanapainon ja siten sanarajojen havaitsemiselle ja sanojen oppimiselle. Kaikki 
lasten vasteet olivat yhteydessä neurokognitiivisiin taitoihin. Suuremmat vasteet 
tavuille tai niiden piirteille kuin ei-kielellisille vastineille olivat yhteydessä 
parempiin päättelytaitoihin, ja suuremmat vasteet kielellisille ärsykkeille 
vasemmalla kuin oikealla pään puoliskolla parempiin kielellisiin taitoihin. 
Lisäksi varhaiset vasteet olivat yhteydessä fonologisiin ja varhaisiin lukemisen 
taitoihin, kun taas myöhäisemmät vasteet olivat yhteydessä kielelliseen 
lyhytkestoiseen muistiin sekä nimeämisen nopeuteen. Tulosten perusteella 
kielellinen ja ei-kielellinen prosessointi on ainakin osittain eriytynyttä niin 
aikuisten kuin lastenkin kuulojärjestelmässä. Lisäksi vasteiden eroja voidaan 
mahdollisesti hyödyntää lasten kuulojärjestelmän toiminnan arvioinnissa 
silloinkin, kun lapsen toiminnanohjauksen ja tarkkaavuuden taidot eivät riitä 
tehtävien tekemiseen. 
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1 Introduction 
The importance of accurate speech processing and discrimination is somewhat 
self-evident: speech as a means of communication penetrates all levels of human 
interaction, from that of the parent and child to the management of society via 
politics. Effective communication means choosing not only the right words, but 
also conveying finer differences in meaning by changing the tone of one's voice or 
the intonation of a sentence (see e.g., Suomi, Toivanen, & Ylitalo, 2008; Vainio & 
Järvikivi, 2007). Consequently, problems in speech perception can easily cause 
misunderstandings in social situations as well as poor academic achievement, 
which both have negative consequences on both the individual in question and 
their social environment. For example, deficient cortical speech processing has 
been identified as one of the main problems underlying dyslexia (for a review, see 
Kujala, 2007), which in turn can result in low self-esteem (Lepola, Salonen, & 
Vauras, 2000), low social status (Estell et al., 2008), or even increased risk of 
psychiatric and emotional disorders (Terras, Thompson, & Minnis, 2009). In 
many children the reason behind both academic and social problems might not 
be evident, especially when speech perception operates above a minimum level 
required for comprehension in everyday life. Hence, researchers in cognitive 
neuroscience have become increasingly interested in determining cortical 
responses that could be used to detect perceptual deficits at an early age, before 
formal schooling begins (for reviews, see Kujala, 2007; Kujala & Näätänen, 2010). 
As the maturing brain is highly plastic, rehabilitation in childhood can be very 
effective in ameliorating the difficulties (for a review, see Kujala & Näätänen, 
2010; see also Lovio, Halttunen, Lyytinen, Näätänen, & Kujala, 2012). 
This thesis investigates speech and nonspeech sound processing in adults 
(Study I) and in typically developing six-year-olds (Studies II and III). This 
age group of children was chosen, as at age six, cognitive skills such as attention 
and task orientation are already relatively well developed, and differences 
between boys and girls in executive functions disappear (Brocki & Bohlin, 2004; 
Klenberg, Korkman, & Lahti-Nuuttila, 2001) Thus, compared to younger children, 
relatively valid and reliable neurocognitive tests results can be obtained to 
determine the relationship between neural and behavioral measures of language 
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functions. On the other hand, formal schooling in Finland starts at the age of 
seven, making the previous year excellent for looking at language skills which are 
known to predict later reading and writing aptitude (see e.g., Dandache, Wouters, 
& Ghesquière, 2014; Melby-Lervåg, 2012; Torppa, Lyytinen, Erskine, Eklund, & 
Lyytinen, 2010), before the relationship becomes bi-directional, as learning to 
read has also been suggested to improve, e.g., phonological awareness, or change 
the strategies children use to perform these tasks (for a review, see Castles & 
Coltheart, 2004). Finally, the comparison of cortical measures of preschoolers to 
those obtained from adults gives insight into the maturation of speech and 
nonspeech processing. All three studies also contribute to the understanding of 
domain specificity versus domain generality of the auditory system, and 
lateralization of cortical speech and nonspeech sound processing. The results can 
be used as a benchmark in investigating the typicality of cortical speech 
processing in neurological and psychiatric disorders, and in evaluating the 
success of rehabilitation efforts.  
As this thesis touches cortical speech processing from many different 
perspectives, this introduction aims to cover speech both as a complex acoustic 
phenomenon as well as the developmental tasks of learning to perceive and 
manipulate the sounds of one's mother tongue. Furthermore, a few central 
theories on lateralization of sublexical speech processing are introduced, followed 
by a review of previous studies in adults and children using psychophysiological 
and neurocognitive methods in investigating cortical speech and nonspeech 
processing. 
 
1.1  Speech sound perception and language skills in 
preschoolers and adults   
1.1.1 Phonemes, syllables and prosody as the building blocks of speech 
The smallest units of language from the perspective of communication are 
morphemes, that is, verbal utterances which carry meaning in one or more 
contexts, and form the mental lexicon, more commonly known as vocabulary. 
However, from a linguistic perspective, the smallest independent unit of speech 
13 
 
is a phoneme, usually defined as the smallest segment of speech which can change 
the meaning of a word. Segmental phonemes can be further divided into two 
acoustically meaningful categories, consonants and vowels (see e.g., Ladefoged & 
Maddieson, 1998). They differ in the openness of the vocal tract during 
articulation: consonants are articulated with partially or completely closed, and 
vowels with an open vocal tract. These differences result in a continuous acoustic 
event for the latter, and a build-up of air pressure and rapid transitions in acoustic 
energy for the former (see e.g., Remez & Pisoni, 2005). Within the consonant 
group, the greatest contrast to vowels is found in stop consonants, which are 
produced with a full blocking of the vocal tract and a following release burst. In 
Finnish, stop consonants are usually preceded or followed by a vowel in natural 
speech, forming a syllable (Suomi et al., 2008). The most typical stop consonants 
in Finnish, /p/, /t/, and /k/ are voiceless, that is, produced without any vibration 
of the vocal chords. As this thesis focuses on the processing of single two-
phoneme syllables containing a starting voiceless stop consonant (/p/ or /k/) and 
a following vowel (/i/ or /e/), the properties of other types of phonemes (e.g., 
fricatives and nasals) are not covered in this introduction. 
Previous research has shown that language comprehension is based on 
memory traces for phonemes which emerge as a result of cortical commitment to 
native language in the first year of human development (Kuhl, 2004; Kuhl et al., 
2008; see Chapter 1.1.2. for further information). After these traces have 
developed, phonemes are perceived categorically: although the exact acoustic 
properties of, for example, /a/ sounds vary depending on speaker and situation, 
all of them are perceived as /a/ sounds and not different phonemes. The 
categorization process can be easily understood regarding vowels, as each vowel 
has a unique speaker-invariant resonance structure called formants, that is, 
higher amplitudes at characteristic frequencies for each vowel, and thus 
prototypic exemplars of them can easily be formed and stored in memory (Cheour 
et al., 1998; Näätänen et al., 1997). Stop consonants, in turn, are distinguished 
from each other based on voice onset time (VOT), i.e. the time that passes 
between the release of a stop consonant and the onset of voicing (Remez & Pisoni, 
2005; Suomi et al., 2008), allowing for memory traces to form to the length of 
VOT (Čeponienė, Torki, Alku, Koyama, & Townsend, 2008; Kuhl, 2004; Sharma 
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& Dorman, 1999). Consonant perception in natural speech is further aided by 
coarticulation, which refers to the extent that preceding and following phonemes 
affect each other via the movement of the articulators from one position to 
another. This affected portion of the vowel is called the formant transition (see 
e.g., Remez & Pisoni, 2005). However, a study of Finnish adults suggests that the 
perception and differentiation of stop consonants as speech is less grounded on 
independent prototypical memory traces, and relies more on a transient analysis 
of the context the consonants are presented in, that is, the word or sentence they 
are a part of (Shtyrov, Pihko, & Pulvermüller, 2005). However, the consonants in 
the Shtyrov et al. (2005) study were in a word-final position, whereas most other 
studies concerning the presence of memory traces have been conducted with 
consonant-vowel syllables (Kuhl, 2004; Kuhl et al., 2008; Liu, Chen, & Tsao, 2014; 
Lovio et al., 2009; Shtyrov, Kujala, Palva, Ilmoniemi, & Näätänen, 2000). It is 
therefore possible that consonant position and/or the availability of 
coarticulatory cues affect their processing.  
Finally, speakers automatically refine their messages with the use of prosody, 
or “melody of speech.” Prosody consists of functions such as intonation, tone, 
stress, and rhythm, which are suprasegmental, that is, properties of larger speech 
units than an individual phonetic segment (for prosody in Finnish, see Suomi et 
al., 2008). These are used, for example, to stress certain elements of a sentence 
(for example, the boy went there versus “the boy went there), help the listener to 
distinguish between compound words and their uncombined counterparts 
(greenhouse versus green house), and convey the nature of the statement (“Nice 
day?” Versus “Nice day!”). Emotional prosody, or tone of voice, on the other hand, 
carries information of the speaker's mood, or of his/her wishes to connect 
emotionally with the listener, for example, when tone is changed in response to 
hearing that the other speaker has received sad news (for a review, see Witteman, 
Van Heuven, & Schiller, 2012). In sum, the ability to perceive prosodic speech 
features is equally important to that of segmental phonemic discrimination, if the 
listener is to fully understand the speaker's message with all its social and 
pragmatic aspects. 
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1.1.2 Cortical commitment and the maturation of speech sound perception  
According to current knowledge, the formation of memory traces for the speech 
sounds of one's mother tongue starts already before birth, at the last trimester of 
pregnancy (Partanen, Kujala, et al., 2013; see also Draganova, Eswaran, Murphy, 
Lowery, & Preissl, 2007; Draganova et al., 2005). However, despite in-utero 
exposure, newborns retain the capacity to learn any language. Postnatal exposure 
to one or more languages shapes the brain to respond more strongly to the sounds 
of these languages and react less to others, and forms the basis of categorical 
perception (Cheour et al., 1998; for a review, see Kuhl, 2004). The success of this 
process predicts later language skills, so that the stronger the neural commitment 
to the learned language, the better the child's verbal skills at a later age (for 
reviews, see Kuhl et al., 2008; Kujala & Näätänen, 2010). The other side of the 
same phenomenon is the relationship between unsuccessful neural commitment 
and later problems (for reviews, see Kuhl et al., 2008; Näätänen et al., 2012) Thus 
the specialization or ”narrowing” of the brain in childhood for effective processing 
of familiar environmental phenomena can be seen as a prerequisite for optimal 
language functionality in adulthood.   
Cortical commitment occurs also to other language features than those 
underlying the perception of segmental phonemes, if they are of relevance in the 
child's mother tongue(s). For example, in quantitative languages such as Finnish 
and Japanese, phoneme length is used in a similarly contrastive manner as 
phoneme identity. The Finnish words “tuuli” (wind) and “tulli” (customs agency) 
are differentiated from “tuli” (fire) only by the length of the vowel /u/ or 
consonant /l/, respectively. Consequently, cortical commitment to Finnish is 
seen as cortical memory traces of consonant quantity (singleton /t/ or /p/ versus 
geminate /tt/ or /pp/) and vowel duration prototypes in Finnish adults (Kirmse 
et al., 2008; Ylinen, Huotilainen, & Näätänen, 2005; Ylinen, Shestakova, 
Huotilainen, Alku, & Näätänen, 2006). Similarly, native speakers of tonal 
languages such as Chinese, which use speech frequency alterations in a 
contrastive way, have memory traces for these contrasts, and even specifically for 
their particular language rather than tonal contrasts in general (for a review, see 
Zatorre & Gandour, 2008). Furthermore, recent research has shown that 
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contrastive vowel length in Finnish is actually co-signaled by vowel duration and 
F0 changes, both being equally important in producing and perceiving vowel 
length in syllables, with a falling F0 corresponding to long and a static F0 to short 
vowel category (Järvikivi, Vainio, & Aalto, 2010; Vainio, Järvikivi, Aalto, & Suni, 
2010). The authors thus suggest that in terms of production and perception 
mechanisms, F0 alterations in Finnish are probably in all respects similar to 
those in tonal languages such as Chinese. Consistent with this, Finnish adults 
show speech-specific enhancement and left-lateralization in processing F0 
changes in syllables (Sorokin, Alku, & Kujala, 2010), similarly to Chinese adults 
in processing lexical tone (Zatorre & Gandour, 2008).   
In adults, the prolonged exposure to one's native language(s) has shaped the 
cortex to process speech sound features of this/these language(s) most effectively, 
whereas the ability to perceive novel phonemic contrasts from foreign languages 
is usually greatly reduced, if not absent, and can only be obtained via intensive 
learning (Bomba, Choly, & Pang, 2011; Winkler et al., 1999; Zevin, Datta, Maurer, 
Rosania, & McCandliss, 2010; Zhang et al., 2009). Comparisons of adults with 
different native languages have shown that the specialization of the cortex to a 
particular language also affects other types of auditory processing: Finnish 
speakers have larger responses for changes in duration in nonspeech sounds than 
French or German speakers (Kirmse et al., 2008; Marie, Kujala, & Besson, 2012), 
and comparable to those of trained French musicians (Marie et al., 2012). 
Furthermore, a recent study has shown these differences to emerge already at 
brainstem level (Dawson et al., 2016; see Krishnan et al., 2005, for a similar effect 
in tonal language speakers). The demands of a quantity language for accurate 
cortical duration discrimination have thus crossed over to another sound domain. 
On the other hand, music training affects speech perception, especially the 
perception of pitch modulations in language (for a review, see Asaridou & 
McQueen, 2013) but also the processing of VOT and syllable duration (Chobert, 
François, Velay, & Besson, 2014). These phenomena suggest that speech-specific 
and domain-general auditory processing are intertwined, and the child's early 
sound environment, both linguistic and general, are likely to affect the auditory 
system as a whole. Are speech sounds then processed by the same neural 
networks as nonspeech sounds? There are studies showing different cortical 
17 
 
lateralization patterns for speech and nonspeech sounds (for a review, see Zatorre 
& Gandour, 2008), but many of these results could be explained by the 
differences in stimulus complexity, thus making it difficult to interpret the 
reported differences as speech-specific neural activity. The next chapter will focus 
on three main theories related to these questions. 
 
1.1.3 The lateralization and domain-specificity of speech processing 
Cortical speech processing is typically biased towards the left hemisphere (for 
reviews, see Peelle, 2012; Tervaniemi & Hugdahl, 2003; Zatorre & Gandour, 
2008). The bias is found also for sublexical phonemic contrasts (Näätänen et al., 
1997; Shtyrov et al., 2005; Takegata, Nakagawa, Tonoike, & Näätänen, 2004), 
although the effect is clearer for words or sentences (for reviews, see e.g., Peelle, 
2012; and Price, 2012). In contrast, cortical processing of changes in the 
fundamental frequency (F0) of speech sounds, perceived as pitch changes, is 
typically biased towards the right hemisphere, similarly to tone or melody 
changes in music (for reviews, see Tervaniemi & Hugdahl, 2003; Zatorre & 
Gandour, 2008). The differences in lateralization of phoneme and F0 processing 
have given rise to theories suggesting that it is first and foremost the acoustic 
properties of phonemes that drive the left-hemispheric bias for speech. The 
Asymmetric Sampling in Time (AST) hypothesis by Poeppel (2003) suggests that 
neurons in the left auditory cortex show preference for a short sampling window 
(20-50 ms) whereas those in the right one show preference for a longer one (150-
200 ms). The different window sizes preserve different properties of the original 
acoustic signal: short windows allow the analysis of rapid transitions by 
comparison of consecutive samples, whereas longer windows contain more 
information on sound F0 (the number of cycles per second). This theory is 
essentially the same as that presented by Zatorre, Pelin & Penhune (2002) of 
enhanced sensitivity to rapidly changing information in the left, and F0 
information in the right hemisphere. Both theories postulate that these neural 
properties are domain-general, and should thus drive the lateralization of speech 
and equally complex nonspeech sounds in a similar manner. The authors have 
later refined their models: Zatorre & Gandour (2008) acknowledge the influence 
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top-down processing and context can have on lateralization processes, and 
suggest a need for an integrative approach combining domain-general and 
learning-related effects. Giraud & Poeppel (2012) expanded the AST hypothesis 
towards linking dominant neuronal oscillations in the two hemispheres, faster 
gamma (25-35 Hz) in the left and slower theta (4-8 Hz) in the right auditory 
cortex, to account for left-lateralization of categorical phoneme identification as 
well as right-lateralization in the coding of speech envelope, which is closely 
related to syllable pattern detection (Abrams, Nicol, Zecker, & Kraus, 2008).  
An alternative model for auditory lateralization has been proposed by 
McGettigan and Scott (2012). They suggested that the two hemispheres differ in 
their propensity to form long-term memory traces for speech, so that the left 
hemisphere is more sensitive to linguistic experience and the right hemisphere 
less so. Thus, the left temporal lobe would be more prone to form domain-specific 
memory traces for speech sound features, as language comprehension and 
especially production is strongly lateralized to the left hemisphere, especially in 
right-handed individuals (see, e.g., Friederici & Alter, 2004; Knecht et al., 2000; 
Pujol, Deus, Losilla & Capdevila, 1999; Wada & Rasmussen, 1960). Hence, 
according to McGettigan & Scott (2012), this leads to a bias of also lower-level 
speech sound processing being more prominent in the left than the right 
hemisphere.  On the other hand, the right hemisphere would react in a more 
domain-general manner, showing activation for both speech and nonspeech 
sounds. Furthermore, they suggest that the left hemisphere shows preference to 
intelligible speech, whereas the right hemisphere is more prone to process voice-
like stimuli regardless of their intelligibility (McGettigan & Scott, 2012; see also 
Rosen, Wise, Chadha, Conway, & Scott, 2011). In accordance with the theories of 
Poeppel (2003) and Zatorre, Pelin & Penhune (2002), they do acknowledge that 
the left hemisphere is less sensitive to total sound length and F0 variation than 
the right one (McGettigan & Scott, 2012). It follows that speech sounds, especially 
in words, activate the memory traces in the left hemisphere, leading to left-
lateralization, whereas the domain-general duration- and frequency-sensitive 
neural substrates of the right hemisphere are the ones driving lateralization of 
prosody and nonspeech sounds to the right. 
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One major restriction in testing these theories has been the lack of proper 
nonspeech control stimuli, especially regarding sublexical processing (for a 
review, see Zatorre & Gandour, 2008). For lexical processing, previous research 
using sine wave speech (Dehaene-Lambertz et al., 2005; Möttönen et al., 2006) 
and morse code (Kujala et al., 2003) have shown that as participants learn to 
decipher these previously unencountered signals as speech, the related cortical 
processing shifts towards the language-dominant hemisphere, supporting the 
theory of McGettigan and Scott (2012). At sublexical level, the few studies of 
speech versus corresponding nonspeech processing have reported similar effects. 
Rinne et al. (1999) demonstrated that when complexity in the form of more 
formants are added to a pure tone, the relative contribution from each 
hemisphere shifts from right to left after F2 is added, accompanied by behavioral 
judgements that the sound is “a vowel.” Shtyrov et al. (2005) showed that left-
lateralized cortical activation emerged for consonants presented in a word, but 
not in isolation or in pseudoword context. Sorokin et al. (2010) reported relatively 
stronger cortical activation in the left versus right hemisphere of Finnish adults 
to changes in vowels, vowel duration, and vowel F0 compared to acoustically 
matched nonspeech sounds. Most previous studies of sublexical contrasts have, 
however, used nonspeech control stimuli that are acoustically much simpler than 
their speech counterparts. Typical nonspeech stimuli have been either single sine 
tones, or a complex tone consisting of several sinusoidals, both in studies on 
adults (e.g., Becker & Reinvang, 2007; Jaramillo et al., 2001; Takegata et al., 
2004) and children (e.g., Bitz, Gust, Spitzer, & Kiefer, 2007; Lohvansuu et al., 
2013; Maurer, Bucher, Brem, & Brandeis, 2003b). Some other studies have used 
frequency glide stimuli (Tampas, Harkrider, & Hedrick, 2005) or musical chords 
(Tervaniemi et al., 2009; for a review, see Tervaniemi & Hugdahl, 2003). The 
results of these studies have been mixed, with left-, right-, and bilateral activation 
patterns emerging for both speech and nonspeech sounds.  
An additional confounding aspect in many previous studies comparing speech 
versus nonspeech processing is that they contrasted different sound features with 
each other, such as changes in phonemes with changes in complex tone F0 (see 
e.g., Bishop, Anderson, Reid, & Fox, 2011; Bitz et al., 2007; Korpilahti, Krause, 
Holopainen, & Lang, 2001; Lohvansuu et al., 2013; Maurer et al., 2003b, 2003b). 
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This makes it difficult to judge whether differences in cortical lateralization 
between the conditions emerge from the speech versus nonspeech aspect, or from 
the low-level features of the stimuli. Finally, a few recent studies have employed 
rotated speech (Christmann, Berti, Steinbrink, & Lachmann, 2014; Davids et al., 
2011) or frequency-synthetized speech (Paquette et al., 2013) as their control 
stimuli, which are relatively comparable in complexity to the speech stimuli used. 
However, for unknown reasons, none of these three studies investigated the 
lateralization of the cortical responses obtained. Furthermore, all of the 
aforementioned studies have included only a few speech sound features in their 
experiments, as comparing the lateralization of different speech and nonspeech 
sound features was not the focus of their study. Hemispheric differences in the 
processing of phonemic, prosodic and corresponding nonspeech sound features 
are thus still very much unaccounted for by current research in cognitive 
neuroscience. 
 
1.2 Speech perception and language skills in six-year-olds  
At the age of six, typically developed children master the basics of language, and 
a meta-cognition of the finer structure of words and sentences has started to form 
(Melby-Lervåg, Lyster, & Hulme, 2012). The ability to perceive individual sounds 
in words (e.g., to hear that “a hat” has an /a/ sound) is known as phonological 
perception, and the consequent ability to manipulate the phonemes (such as 
changing the first letter of a word, from “a cat” to “a hat”) is usually called 
phonological awareness (Melby-Lervåg et al., 2012). These two phonological 
skills are a strong predictor of later reading acquisition (Dandache et al., 2014; 
Melby-Lervåg et al., 2012; Torppa et al., 2010) regardless of transparency of 
orthography, that is, the regularity of correspondence between phonemes and 
letters (Melby-Lervåg et al., 2012). The consistency of associations between 
preschool phonological awareness and later reading skills has led researchers to 
suggest that these tasks tap into the quality of phonemic representations in the 
brain, poorer representations being reflected as poorer performance in 
phonological tasks, with supporting evidence coming from neurophysiological 
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studies of dyslexia and other language deficits (Kujala, 2007; for reviews, see 
Melby-Lervåg et al., 2012).  
Another important language skill regarding school entry is naming speed, 
usually measured by asking the child to name different items (colors, numbers, 
letters, objects) from a matrix as fast as s/he can.  In addition to phonological 
skills, naming speed is an important predictor of later reading skills (Kirby, 
Georgiou, Martinssen, & Parrila, 2010), especially regarding the later phases of 
reading acquisition, when focus is put on enhancing reading speed (Kirby, Parrila, 
& Pfeiffer, 2003). There is considerable debate as to what neurocognitive aspects 
naming speed actually contains, and whether its correlation to reading speed is 
causal, or moderated by other factors such as processing speed or task 
automatization (Kirby et al., 2010). However, naming speed does seem to 
contribute to reading independently from its shared aspects with phonological 
awareness, general processing speed, or attention and executive functions (Kirby 
et al., 2010). This might, at least partially, result from the dependency of both 
rapid naming and fast reading on the speed of lexical access, that is, the time 
taken to retrieve the related word information from memory (Kirby et al., 2010) 
Despite these findings, prediction of reading and writing skills based on 
performance in neurocognitive tests is far from perfect. In spite of extensive 
follow-ups from the first year of life to school-age and using a wide battery of tests, 
previous studies have reported problems in predicting reading disabilities based 
on earlier performance (Eklund, Torppa, & Lyytinen, 2013; Thompson et al., 2015; 
van der Leij et al., 2013). The predictive value is even poorer if the child has no 
known family history of dyslexia, as familial risk is an influential contributor to 
total risk level (Eklund et al., 2013; Thompson et al., 2015). The need to find 
further measures to improve prediction and consequent intervention is thus dire, 
and event-related potentials (ERPs) have shown promise as potentially suitable 
cortical biomarkers for this task (Kujala & Näätänen, 2010). 
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1.3 Event-related potentials in the study of cortical sound 
processing 
ERPs and event-related magnetic fields (ERFs) are cortical responses, which are 
time-locked to stimuli, and extracted from continuous electroencephalogram 
(EEG) or magnetoencephalogram (MEG), respectively. They are assumed to 
reflect the stimulation-related activity of subcortical and cortical neurons (for a 
review, see Näätänen & Winkler, 1999), which becomes visible after removing the 
unrelated simultaneous activity from the signal via averaging over trials. They can 
be used to study cortical activity noninvasively to both sensory and cognitive 
events in all modalities in a millisecond timescale, and at all ages, starting from 
the last trimester of pregnancy (Näätänen, Paavilainen, Rinne, & Alho, 2007; see 
also Partanen, Kujala, et al., 2013). ERPs and ERFs reflect the same cortical 
activity, but with slightly different advantages and disadvantages. ERPs are 
spatially more distorted compared to ERFs, as the resistance from the skull and 
scalp tissues leads to differences in voltage distribution between the scalp and the 
surface of the brain. As a consequence, accurate source modeling of ERPs is 
possible only with very high electrode density and realistic head models, 
including skull resistivity estimates (Ferree, Clay, & Tucker, 2001; Malmivuo & 
Suihko, 2004). ERFs, however, are not similarly distorted by skull and scalp 
tissues (Tesche et al., 1995). However, they cannot be measured when the neural 
source is oriented radially to the scalp surface, as the related magnetic field 
remains inside the scull (Tesche et al., 1995; see Ahlfors, Han, Belliveau, & 
Hämäläinen, 2010, for the case of nonspherical head models). These methods are 
thus in part complementary to each other; however, ERPs are far more commonly 
used, as the purchase and maintenance of EEG equipment is much less costly 
than that of a MEG device. 
 
1.3.1 Obligatory auditory event-related potentials 
Cortical auditory processing has traditionally been divided to two types: 
exogenous processes arising from the acoustic properties of stimuli, and 
endogenous processes resulting from subjective experience and consequent 
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relevance attached to the stimuli (for a review, see Näätänen & Winkler, 1999). In 
adults, hearing a sound will elicit exogenous brain stem evoked potentials and 
thalamocortical middle latency responses, followed by cortical long-latency ERPs 
labeled P1-N1-P2-N2 according to their polarity and order (Näätänen & Winkler, 
1999). These responses, starting with the P1 elicited approximately 50 ms post-
stimulus, are the first to show refractoriness with increasing rate of stimulation, 
suggesting that they reflect neural encoding of stimulus-specific features, rather 
than merely transient afferent neuronal activity (for a review, see Näätänen & 
Winkler, 1999). 
Children's obligatory ERP pattern is greatly affected by the inter-stimulus 
interval (ISI). At rates faster than one stimulus per second, the N1 peak is fused 
with P1 or N2 in children under 11 years of age (Čeponienė, Cheour, & Näätänen, 
1998; Ponton, Eggermont, Kwong, & Don, 2000; Sussman, Steinschneider, 
Gumenyuk, Grushko, & Lawson, 2008). Thus in the age group of six years old, 
the elicited pattern is usually P1-N2-N4 (see e.g. Lovio, Näätänen, & Kujala, 2010; 
Ponton et al., 2000; Shafer, Yu, & Wagner, 2015).  
There are dramatic changes in ERP patterns from birth to early childhood. P1 
and N4 are present already at birth to harmonic tones as a broad positivity at 
about 300 ms and a negativity at 450-600 ms post-stimulus (Kushnerenko et al., 
2002). In the first three months, the positivity splits to form two peaks at 150 and 
350 ms (termed P150 and P350, or P1 and P3), with an emerging negativity at 
250 ms (N250/N2) becoming more prominent between ages three to nine 
months, accompanied by an increase in the N450/N4 response (Kushnerenko et 
al., 2002). A similar development is seen for ERPs elicited by vowels, with P1 
being prominent at the age of three months and N2 emerging at around six 
months of age (Shafer et al., 2015). At kindergarten age, the responses take 
different developmental paths to speech and nonspeech sounds: P1 amplitude to 
vowels increases at the age of five, remaining stable after that until the age of eight 
years (Shafer et al., 2015), whereas no P1 amplitude differences are seen for 
harmonic tones between ages of four and nine years (Čeponienė, Rinne, & 
Näätänen, 2002). At school age, P1 amplitude starts to decrease for both pure 
tones and vowels, diminishing to half of its size by adulthood (Bishop, Anderson, 
et al., 2011; Shafer et al., 2015; Sussman et al., 2008). The P1 peak latency also 
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decreases with age, from the approximately 150 ms post-stimulus seen in 
newborns close to 50 ms in adults (Čeponienė, Rinne, et al., 2002; Kushnerenko 
et al., 2002; Ponton et al., 2000; Shafer et al., 2015).   
The two negative components are sometimes treated as one N2/N4 response, 
as the P3 is usually very small or absent in preschool and school-aged children 
(Čeponienė et al., 2008; Sussman et al., 2008). The N2 amplitude has a different 
developmental trajectory from the P1: for vowels there are no clear 
developmental tendencies between two and eight years (Shafer et al., 2015), 
whereas for harmonic tones the N2 amplitude decreases between ages four and 
nine (Čeponienė, Rinne, et al., 2002) stabilizing for pure tones between ages of 
eight and eleven years (Sussman et al., 2008). In contrast to P1, the N2 latency 
stabilizes by the age of two years for vowels, syllables, harmonic and pure tones 
(Čeponienė, Alku, Westerfield, Torki, & Townsend, 2005; Shafer et al., 2015; 
Sussman et al., 2008). The aforementioned studies did not report results for N4, 
either terminating the analysis of the ERPs before 400 ms post-stimulus 
(Čeponienė, Rinne, et al., 2002; Shafer et al., 2015; Sussman et al., 2008) or 
treating the two negativities as one (Čeponienė et al., 2005).  
Taken together, the results suggest that obligatory ERPs for speech and 
nonspeech sounds have different developmental trajectories, with turning points 
at around the ages of two and five years, and again at the ages of seven and eleven 
years. In summary, P1 should have reached its maximal amplitude for both 
speech and nonspeech sounds in six-year-olds, whereas N2 should be in a process 
of diminishing amplitude for nonspeech but not speech sounds (Čeponienė, 
Rinne, et al., 2002; Shafer et al., 2015). It should be noted, however, that these 
studies consisted mostly of cross-sectional measurements, with only the Shafer 
et al. (2015) study containing five participants who attended more than one 
recording session at different ages. Thus, inferences about ERP maturation might 
be hampered by inter-individual differences in response sizes.    
The functional significance of children's obligatory ERPs is poorly known, but 
there are some studies comparing responses for different stimulus types in the 
same participants, or responses between clinical and control groups. In 8-10 
year-old children, P1 amplitude was found to be larger for vowels than complex 
or simple tones (Bruder et al., 2011; Čeponienė et al., 2001) but smaller for 
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syllables than nonspeech analogues (Čeponienė et al., 2005, 2008). Furthermore, 
smaller P1 amplitudes for prototypical vowels were associated with better 
behavioral discrimination of these vowels and with faster reading speed in 
schoolchildren (Bruder et al., 2011). Therefore, the child P1 was suggested to 
reflect both sound detection and identification, as well as consequent memory-
trace build-up for unfamiliar sounds which are equally complex to speech (Bruder 
et al., 2011; Čeponienė et al., 2001, 2005, 2008). The latter hypothesis is based 
on the child P1 being fused with neural activity similar to that behind the adult 
P2 (Čeponienė et al., 2005), which in turn was found to increase in amplitude in 
adults after they learned to differentiate between two speech variants of the 
syllable /ba/ (Tremblay, Kraus, McGee, Ponton, & Otis, 2001). Furthermore, 
Lovio et al. (2010) reported smaller P1 peaks to syllables in 6-year-old children at 
risk for dyslexia compared to control children, suggesting that poorer prereading 
skills are associated with smaller P1 amplitudes in preschoolers. Thus, larger P1 
amplitudes to syllables are related to better language performance at preschool, 
whereas larger P1 amplitudes to vowels are associated with poorer reading in 
school-children (Lovio et al., 2010; Bruder et al., 2011). This is consistent with P1 
amplitude for speech sounds becoming smaller in school age (Bishop, Anderson, 
et al., 2011; Shafer et al., 2015; Sussman et al., 2008) as well as P1 amplitudes 
being larger for vowels but smaller for syllables than to corresponding nonspeech 
sounds at school age (Bruder et al., 2011; Čeponienė et al., 2001, 2005, 2008). 
The differences in these results suggest rapid developmental changes in cortical 
responses in early childhood, and underline the importance of selecting 
participants within narrow age ranges, rather than grouping children of, e.g., 6-8 
years old together in developmental cognitive neuroscience studies of language 
processing. 
Results for the N2 amplitude have been similarly variable. N2 was smaller 
(Čeponienė et al., 2001) or equal in size (Bruder et al., 2011) for vowels and simple 
tones when compared to complex tones, but larger for syllables than nonspeech 
analogues in 8-10-year-old children (Čeponienė et al., 2005, 2008). Since the 
amplitude of N2 elicited by tone pips was found to increase with repetition in 
nine-year-olds (Karhu et al., 1997), larger N2s to complex sounds than vowels 
were interpreted as memory-trace build-up for the unfamiliar stimuli (Čeponienė 
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et al., 2001).  Finally, Hämäläinen et al. (2013) reported larger N2s to a short 
pseudo-word and its nonspeech counterpart in 6-year-old children who three 
years later had reading problems, compared to typically reading controls. The 
result suggests that in optimal preschool development, N2 amplitude should 
become smaller not only for nonspeech (Čeponienė, Rinne, et al., 2002) but also 
for speech sounds.   
In the aforementioned studies, N4 was the only response, which has 
consistently had larger amplitude for speech than nonspeech sounds, and was 
thus interpreted as an index of sound “speechness” (Čeponienė et al., 2001, 2005, 
2008). In the studies using syllables, N2 and N4 behaved similarly, and were 
suggested to reflect higher-order sound analysis, such as the content recognition 
of syllables, scanning for access to semantic representations, or short-term 
memory retrieval (Čeponienė et al., 2005, 2008). Furthermore, in a longitudinal 
study, Espy et al. (2004) presented syllables and sinusoidal tones with a long, 2.5-
4.0 s ISI, allowing for the elicitation of the child N1. They found that increased N1 
amplitudes for both speech and nonspeech stimuli between ages 1 and 4 years 
were related to poorer pseudo-word reading at school, whereas decreased N2 
amplitudes for nonspeech stimuli between ages 4 and 8 years predicted poorer 
word reading at school (Espy et al., 2004). It should be noted, however, that the 
latencies of the N1 and N2 were 150-200 ms and 450-475 ms, respectively, and it 
is thus unclear whether the results should be interpreted in the N1/N2 or N2/N4 
framework. Nevertheless previous research in preschool and school-aged 
children suggests that obligatory ERPs could be a useful tool in assessing auditory 
cortical maturation in preschoolers. 
 
1.3.2 MMN as an index of cortical discrimination 
The mismatch negativity (MMN), and its magnetic equivalent MMNm, is elicited 
by a change in the physical or abstract properties of a sound or by rule deviations 
in a sound sequence (for the original publication, see Näätänen, Gaillard, & 
Mäntysalo, 1978; for a review, see Näätänen, Astikainen, Ruusuvirta, & 
Huotilainen, 2010). The adult MMN shows frontocentral topography, with its 
polarity inverting at mastoids when referenced to the nose (Näätänen et al., 2012). 
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The MMN has two main generator loci: a bilateral one at the auditory cortices, 
and a right-predominant frontal generator, which is presumably related to 
involuntary attention switching, and does not contribute to the MMNm due to its 
radial orientation (for a review, see Näätänen et al., 2012). MMN amplitude and 
latency correlate with behavioral discrimination performance, so that larger 
amplitudes and shorter latencies are associated with better and faster 
discrimination in healthy adults and children (for a review, see Näätänen et al., 
2007). It seems to reflect an automatic sensory-cognitive core process which 
detects violations of a previously formed, transient perceptual model of one's 
environment, and is found also in several other mammals such as monkeys, cats, 
and rats (Näätänen et al., 2010). Consequently, it is not surprising that MMNm 
can be recorded already at the last trimester of pregnancy in human fetuses, and 
MMN from birth onwards until old age, making it a great candidate to study 
auditory functions at all ages (Näätänen et al., 2010).  
The MMN is elicited even when the sounds are not attended to, making it 
exceptionally suitable for studying auditory discrimination in infants and small 
children, as well as in patients who have difficulties in sustaining attention (for a 
review on the clinical uses of MMN, see Näätänen et al., 2012). The wide range of 
neurological and psychiatric conditions showing abnormally large or small MMN 
amplitudes and/or delayed latencies have led researchers to suggest that it 
reflects the functioning of the glutamate-dependent N-methyl-d-aspartate 
(NMDA) receptors, which are, in turn, closely related to memory formation and 
plasticity in both subcortical and cortical structures (for reviews, see Näätänen et 
al., 2012; Näätänen, Sussman, Salisbury, & Shafer, 2014). Accordingly, 
depending on chosen stimuli and experimental manipulations, it can be used to 
tap different aspects of the auditory system such as memory trace formation, 
sensory memory duration, stream segregation, semantic and syntactic analysis, 
prediction of illness course in, e.g., schizophrenia, or development of a 
neurodevelopmental condition such as dyslexia, and the tracking of improvement 
or recovery in psychiatric and neurocognitive disorders (Näätänen et al., 2012). 
Since the focus of this thesis is in sublexical speech and nonspeech processing, 
MMN was used as an index of memory trace strength for speech sound features, 
and its associations with language skills in children investigated. 
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In preschool children, MMN often shows a wider topography than in adults, 
extending from frontocentral to parietal areas (see, e.g., Lee et al., 2012; Liu et al., 
2014; Partanen, Torppa, Pykäläinen, Kujala, & Huotilainen, 2013; Shafer, Yu, & 
Datta, 2010; for a review, see Cheour, Korpilahti, Martynova, & Lang, 2001), and 
the frontal source might not be detectable or shows a positive polarity (Maurer et 
al., 2003b; Pihko et al., 2005; for a review, see Cheour et al., 2001). Furthermore, 
MMN amplitude and latency vary with sound complexity, so that in children, 
vowels and harmonic tones tend to elicit MMNs that are larger but have a later 
latency than those elicited by sinusoidal tones (Čeponienė, Rinne, et al., 2002; 
Lohvansuu et al., 2013; Maurer et al., 2003b). Finally, a study by Čeponienė, 
Cheour, and Näätänen (1998) suggests that unlike obligatory ERPs, ISI 
differences between 350 and 1400 ms do not affect the MMN amplitudes to 
changes in tone F0 in 7-9-year-old children. 
To my knowledge, seven MMN studies of speech processing in typically 
developed six-year-old children have been published, and their combined results 
suggest that there is variability in the morphology of the MMN even within this 
narrow age range of one year (Lee et al., 2012; Lovio et al., 2009; Maurer et al., 
2003b; Paquette et al., 2013; Pihko et al., 2005; Rinker, Alku, Bosh, & Kiefer, 
2010; Shafer et al., 2010). MMNs were consistently found for changes in all 
studied syllabic features, namely consonant (Lovio et al., 2009; Paquette et al., 
2013; Pihko et al., 2005), vowel (Lee et al., 2012; Lovio et al., 2009; Pihko et al., 
2005; Rinker et al., 2010; Shafer et al., 2010), speech sound F0 or lexical tone 
(Lee et al., 2012; Lovio et al., 2009), and vowel duration and intensity (Lovio et 
al., 2009). However, one study reported the absence of MMNm for smaller 
consonant and vowel deviants (Pihko et al., 2005), and three of the six studies 
positive mismatch responses (p-MMRs) to consonants (Lee et al., 2012; Maurer 
et al., 2003b; Paquette et al., 2013), and two to vowel and lexical tone deviants 
(Lee et al., 2012; Shafer et al., 2010). The reason for this remains unaccounted 
for, as p-MMRs are commonly reported in babies and toddlers, but are much less 
common in children over 5.5 years of age (Paquette et al., 2013; Shafer et al., 
2010). Furthermore, the speech-specificity of these responses is not known, as 
only Maurer et al. (2003b) included nonspeech stimuli, and these were changes 
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in pure tone F0, which were contrasted with changes in syllable consonant. They 
found that in both adults and children, changes in consonants elicited larger 
MMRs (positive in children and negative in adults) than changes in pure tone F0 
(Maurer et al., 2003b). The aforementioned study by Davids et al. (2011) using 
equally complex nonspeech material compared consonant changes in 
monosyllabic words /kan/ and /pan/ with their rotated versions found that 
equal-sized MMNs were elicited in 4.0-6.5 year-old children by changes in both 
stimulus types, although the children could distinguish only the word contrast 
behaviorally. 
MMNs have been widely used in studies of the neurobiological basis of several 
language-related developmental disorders, such as dyslexia, specific language 
impairment (SLI), and autism spectrum disorders (ASDs; for reviews, see Bishop, 
2007; Kujala, 2007; Kujala, Lepistö, & Näätänen, 2013). MMN has also shown 
great promise in predicting children and infant’s later language and reading 
abilities. Larger MMN amplitudes to native, and smaller amplitudes to nonnative 
speech sound contrasts in small children have consistently been linked to better 
language outcomes at follow-ups (for reviews, see Kujala & Näätänen, 2010; 
Näätänen et al., 2012).  Furthermore, MMNs have been used successfully in 
monitoring the outcome of different rehabilitation programs, especially in 
children at risk or with dyslexia (Kujala et al., 2001; Lovio et al., 2012; for a review, 
see Kujala & Näätänen, 2010).   
 
1.3.3 The late discriminative negativity in children 
A later negative response elicited in a MMN paradigm at 400-600 ms post-
stimulus was first reported by Korpilahti et al. (1995), which they named late 
MMN (lMMN). Most recent research has used the name late discriminative 
negativity (LDN) to differentiate it from MMN, as it seems to reflect a different 
type of cognitive process: Unlike MMN, LDN amplitude is smaller for large than 
small changes, and it is also smaller or absent in adults (Bishop, Hardiman, & 
Barry, 2011; Hommet et al., 2009; Liu et al., 2014; for a review, see Cheour et al., 
2001). LDN has been suggested to index additional processing of auditory stimuli 
which are hard to discriminate, or of which the listener has little experience 
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(Bishop, Hardiman, et al., 2011; Liu et al., 2014; see also Hommet et al., 2009), 
or the ongoing establishment of internal phonological representations (Liu et al., 
2014). Although the exact cognitive processes behind LDN elicitation are 
unknown, they seem to be highly relevant for language and reading development. 
Several studies have reported smaller and/or abnormally lateralized LDNs for 
consonant changes in children at risk or with dyslexia or SLI compared to 
controls (Bishop, Hardiman, & Barry, 2010; Bitz et al., 2007; Hommet et al., 2009; 
Datta et al., 2010; Maurer et al., 2009; Maurer, Bucher, Brem, & Brandeis, 2003a; 
Neuhoff et al., 2012). Two further studies have linked smaller LDN amplitudes to 
changes in consonants with three candidate genes of dyslexia (Czamara et al., 
2011; Roeske et al., 2011), and LDN lateralization in preschoolers was found to be 
a significant predictor of later reading abilities (Maurer et al., 2009).  
The few available studies comparing LDN amplitudes to speech versus 
nonspeech contrasts have reported conflicting results. Bishop et al. (2011) 
reported pronounced LDN amplitudes to consonant and vowel changes 
compared to changes in sinusoidal tone frequencies, whereas Čeponienė et al. 
(2002) reported smaller LDNs for changes in the duration of vowels than 
sinusoidal tones. The latter result is difficult to explain in the frame of the current 
theory of LDN reflecting additional processing of small speech contrasts. 
Consequently, comparing LDNs elicited by changes in speech sounds and their 
acoustically matched nonspeech counterparts could shed light on the processes 
the LDN reflects. 
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2 Aims of the thesis 
2.1 The main aim of the thesis 
The first aim of the current thesis was to investigate sublexical speech and 
nonspeech sound feature processing in adults and six-year-old children in order 
to contribute to the discussion of lateralization differences in speech versus 
nonspeech processing, and to provide a reference of typical adult and preschool 
child responses for future studies. The second aim of the thesis was to investigate 
the associations of the aforementioned ERPs with neurocognitive performance in 
preschoolers, and thus examine their usefulness in the assessment of cognitive 
functioning. 
 
2.2 Specific aims of the studies 
Study I aimed to compare cortical discriminative responses with simultaneous 
EEG and MEG recordings, and determine the neural substrates involved in the 
processing of changes in speech versus nonspeech sound features in the left and 
right auditory cortices of healthy adults. In addition, the comparison of ERPs and 
ERFs illuminated the similarities and differences of these methods. 
Study II aimed to investigate obligatory auditory ERPs elicited by speech and 
nonspeech sounds in preschoolers. Furthermore, the associations between these 
ERPs and neurocognitive skills were examined.  
Study III aimed to compare the discriminative ERPs elicited by feature 
changes in speech and nonspeech sounds in preschoolers. As the paradigm was 
the same as the one in Study I, similarities and differences in neural responses 
between children and adults could be compared. Furthermore, the associations 
between the discriminative ERPs and neurocognitive skills were investigated. 
The main predictions were as follows: (1) ERPs elicited by changes in speech 
sound features are larger than those elicited by changes in nonspeech sounds; (2) 
the differences in cortical responses for speech than nonspeech sounds are 
greater over the left than the right hemisphere, and for phonemic than 
nonphonemic changes; (3) these differences should be seen in both adults and 
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children, consistent with the relatively developed language skills in six-year-olds; 
(4) these purportedly larger left-lateralized ERPs to speech than nonspeech 
sounds, are associated with better phonological skills, verbal short term memory, 
and naming speed in preschoolers.  
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3 Methods 
3.1 Participants 
The participants of Study I were healthy volunteering adults. The MEG data 
were analyzed for 15 participants, and EEG data for a subset of 12 participants 
who had sufficient EEG data quality for analysis (see Table 1 for details on age, 
sex and handedness). All participants were native Finnish speakers. All were 
university undergraduate or graduate students, had no reported hearing loss, 
psychiatric or neurological disorders, or a history of substance abuse. Their 
handedness was assessed with the Average Handedness Score (Kaploun & Abeare, 
2010). Twelve out of the fifteen participants were classified as strong right-
handers, and three participants as weak right-handers.  
Table 1. Participants of Studies I-III. M/F=males/females; R/L/A = right/left/ambidextrous; 
PIQ, VIQ = performance and verbal intelligence quotients 
 
The participants of Studies II and III were 63 six-year-old typically 
developed, native Finnish speaking children (see Table 1 for details on age, sex 
and handedness). They were a subset from a follow-up study of language and later 
reading abilities of 182 preschoolers with variable family backgrounds. The 
children were born in 2003 and 2004, and selected from volunteering families in 
Helsinki metropolitan area. Out of the 94 typically developed children in the 
original data set who had no personal or family history of neurological or 
psychiatric problems, the data of 31 children were excluded for the following 
reasons: cancellation of participation (N=10), lower nonverbal reasoning skills 
than the limit set (N=1), discovery of unclear family history of neurological 
disorders at follow-up (N=1), and excessive alpha band activity (N=11) or 
Study N M/F
Handedness: 
R/L/A
Age: mean (range) 
in years PIQ VIQ Education
Study I: MEG 15 5/10 15/0/0 27.5 (19.5 - 33.3) - - Undergrad./gr
aduate 
Study I: EEG 12 5/7 12/0/0 28.2 (24.8 - 33.3) - - As above
Study I: Behavioral 10 3/7 - 25.0 (20-29) - - Undergrad./gr
aduate 
Studies II & III 63 33/30 59/3/1 6.5 (6.0-7.0) > 85 > 75 8-156 days of 
preschool 
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movement artifacts (N=8) in the EEG data. According to the parental 
questionnaires of the remaining 63 children, most fathers (73 %) and mothers 
(86 %) had completed high school, and had college or university education (59 % 
of fathers and 71 % of mothers). Almost all fathers (90%) and most mothers (76 %) 
were employed. The family background of these children is typical to the Finnish 
metropolitan capital area (Official Statistics of Finland, 2013).  
The adult participants, and one or both parents of the child participants gave 
their written consent for the study. The children gave their oral consent to 
participate. All participants were made aware that they had the right to cancel 
participation at any moment during the experiment. All studies were approved 
by the ethical committee of Helsinki and Uusimaa Hospital District. 
 
3.2 Stimuli and paradigm 
All three Studies I-III used the same set of stimuli, semi-synthetic consonant-
vowel syllables /pi:/ and /ke:/, and their acoustically well-matched nonspeech 
counterparts. The syllable stimuli were created using the Semisynthetic Speech 
Generation method (Alku, Tiitinen, & Näätänen, 1999; see Figure 1 for details). 
For both semi-synthetic vowels /i/ and /e/, the F0 was 101 Hz. For /i/, the lowest 
four formant frequencies of the vocal tract model were 320, 2240, 2690, and 3275 
Hz, and for /e/, 410, 2045, 2260, and 3320 Hz. The total duration of the standard 
stimulus was 170 ms (12 ms consonant and 158 ms vowel sections, including 5 ms 
rise and fall times), and its intensity set to approximately 55 dB SPL. 
The nonspeech sounds had an equal F0 with the speech stimuli, and their 
spectral envelope was matched to the speech sounds with linear predictive coding 
(LPC; Rabiner & Schafer, 1978) of a prediction order of 10. The all-pole filter 
modeled only the second formant of the vowels, that is, it consisted of a single 
resonance at 2240 Hz and 2045 Hz for the nonspeech counterpart of the /i/ and 
/e/, respectively. The consonant counterparts were obtained by modeling /p/ and 
/k/ with LPC of a prediction order of 50, and then exciting them with random 
noise. The characteristics of the speech and nonspeech stimuli were thus equal in 
terms of duration, F0, intensity and spectral envelope, the greatest difference 
being in the formant transitions of the consonants and their counterparts (no 
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transitions in the vowel section), and the lack of formants above F2 in the 
nonspeech vowel counterparts (see Figure 2 for waveforms and spectrograms of 
the stimuli).  
Each stimulus set consisted of one standard stimulus and its respective five 
deviant stimuli. The deviant parameters for the speech stimuli were consonant, 
vowel, vowel duration, vowel F0 and syllable intensity, with respective changes 
made to the nonspeech stimuli (see Table 2 for details on deviant parameters). 
All syllables /pi:/, /ki:/, /ke:/, and /pe:/ are meaningless pseudowords in Finnish.  
Table 2. Stimulus parameters for the five deviants in Studies I and III 
 
We used a variation of the multi-feature paradigm (Näätänen, Pakarinen, & 
Takegata, 2004), which allows the recording of ERPs to the standard and several 
different deviant stimuli within the same block (see Figure 3). The four standard 
stimuli were presented in two blocks each with their respective deviants, each 
novel stimulus appearing only once per block. All blocks started with 10 standard 
stimuli not included in the analyses, followed by 264 standards, 44 of each 
deviant, and 44 novel sounds presented in pseudorandomized order (identical 
deviants never succeeding each other). Standards after novel sounds were 
excluded, leaving 880 standard and 176 deviant trials for each speech and 
nonspeech stimulus condition after combining data over four blocks. 
Block type Standard Consonant Vowel Duration F0 Intensity
Speech /pi:/ /ki:/ /pe:/ -100 ms ± 8 % ± 6 dB SPL
/ke:/ /pe:/ /ki:/ -100 ms ± 8 % ± 6 dB SPL
Nonspeech /pi:/ /ki:/ /pe:/ -100 ms ± 8 % ± 6 dB SPL
/ke:/ /pe:/ /ki:/ -100 ms ± 8 % ± 6 dB SPL
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Figure 1. The creation of the stimuli using the SSG method (Alku, Tiitinen, & Näätänen, 1999). 
 
 
 
Figure 2. Sound waveforms and spectrograms of the standard stimuli. 
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The stimulus-onset asynchrony (SOA) was 670 ms in Study I, and 500 ms in 
Studies II and III, leading to total block durations of six and four minutes, 
respectively. Different SOAs were chosen for the adult and child studies to 
increase comparability with earlier studies: in Study I, the SOA was the same as 
in the study by Sorokin et al. (2010), which used the same stimuli and paradigm 
but EEG only, and in Studies II and III, the SOA was the same as in the studies 
of Lovio et al. (2009, 2010), which used a different speech-only version of the 
multi-feature paradigm than the current study. The order of the blocks was 
counterbalanced between participants. 
 
Figure 3. The multi-feature paradigm. Each bar represents one stimulus with five features. 
Standard (all grey) and deviant (grey-black) stimuli alternate. Even when one stimulus feature is 
changed, four others are shared with the standard. Two identical deviants never succeed each 
other, leaving at least three stimuli with the standard feature parameter before each deviant, as 
illustrated by deviants marked with A and B. The oval shape represents a novel stimulus, and the 
standards after novel sounds were excluded from analysis (represented by the cross).  SOA: 
stimulus onset asynchrony. 
The stimuli were assessed behaviorally in Study I, carried out in a lecture 
room at the Department of Psychology (currently known as the Institute of 
Behavioural Sciences) in Helsinki, Finland. Ten participants (three males, mean 
age 25 years, range 20-29 years) took part in a group testing session (see 
Appendix A for further information on procedure). The participants were 
different from those attending the EEG-MEG recording, all being native Finnish 
speakers with no reported hearing loss, psychiatric or neurological illnesses.  
The results of the experiment showed that all deviant stimuli except the 
consonant and its nonspeech counterpart were reliably discriminated from their 
corresponding standards (proportion of “different” responses above 75%; see 
Table 3).  Finnish stop consonants can be difficult to discriminate from one 
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another, and a similar lower rate of 75 % correct ‘different’ responses for 
consonants versus 90 % for other syllable features was observed in a study by 
Pakarinen et al. (2009). The overall higher hit rate in Pakarinen et al. (2009) 
versus Study I is probably accounted for by stimulus presentation via 
headphones versus speakers, respectively. In Study I, identical pairs of standard 
sounds were correctly identified to be “the same” in 96 % of both speech and 
nonspeech pairs, indicating good overall response reliability. The descriptions of 
the stimuli given by the participants indicated that the syllables were identified 
as speech, whereas no descriptions of speech or anything speech-like were given 
for the nonspeech stimuli. 
Table 3. Results of the behavioral stimulus discrimination test: correct “different” replies 
 
3.3 Neurocognitive tests 
The six-year-olds in Studies II and III were assessed with a wide range of 
neurocognitive tests covering verbal and nonverbal reasoning, general language 
skills, working memory, phonological and prereading skills, and general and 
rapid naming abilities (see Table 4 for further details of used tests). Children with 
a performance intelligence quotient (PIQ) smaller than 85 or verbal intelligence 
quotient (VIQ) smaller than 75 were reassessed a year later, using the 
corresponding Perceptual Reasoning Index (PRI) and/or Verbal Comprehension 
Index (VCI) from Wechsler Intelligence Scale for Children – IV (WISC-IV; 
Wechsler, 2010). After reassessment, all but one child (data discarded) had 
PIQ/PRI and VIQ/VCI within limits. As no other exclusion criteria were set for 
test scores, performance varied from poor to excellent in different cognitive areas 
(see Table 5 for details).  
Deviant type Speech Nonspeech
Consonant/counterpart 60 % 50 %
Vowel/counterpart 100 % 100 %
Duration 76 % 79 %
Fundamental frequency 100 % 98 %
Intensity 96 % 85 %
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Table 4. The neurocognitive tests used in Studies II and III 
Table 5. The results of the neurocognitive tests used in Studies II and III  
Mean SD Min Max
Total testing time (min) 138 33 100 360
Reasoning skills
PIQ 103 13 85 139
VIQ 107 10 81 128
Phonological skills
Pseudowords (SP) 9.2 1.8 4 13
Phonological processing (SP) 10.0 2.3 6 16
Working memory
Sentences (SP) 11.3 2.2 5 15
Numbers (SP) 10.8 2.3 5 15
General language skills
BNT (correct) 39 5.0 25 48
Comprehension of instructions (SP) 10.6 2.6 4 17
Rapid altenating naming
Colours, time (s) 63 14 43 113
Numbers, time (s) 64 19 33 141
Letters, time (s) 60 17 31 98
Objects, time (s) 75 14 42 114
Numbers & Letters, time (s) 57 16 36 89
Colours, errors 1.9 1.9 0 8
Numbers, errors 3.1 4.3 0 27
Letters, errors 3.8 4.1 0 18
Objects, errors 3.1 2.9 0 13
Numbers & Letters, errors 4.1 5.3 0 28
Reading skills
Letter naming (correct) 24 6.2 3 29
Syllable reading (correct) 7.5 8.1 0 18
Word reading (correct) 12.8 18.2 0 74
Studied skill Test(s) used Reference
Nonverbal reasoning WPPSI-III: PIQ or WISC-IV:PRI* Wecshler, 2009; 2010
Verbal reasoning WPPSI-III: VIQ or WISC-IV:VCI* Wecshler, 2009; 2010
Verbal comprehension NEPSY II: Comprehension of instructions Korkman, Kirk, & Kemp, 
Phonological skills NEPSY II: Phonological processing Korkman et al., 2008
Nepsy I: Repetition of nonwords Korkman, Kirk, & Kemp, 
Rapid alternating 
naming ability
Five tables from RAN: Colours, Numbers, 
Letters, Objects, Colours & Letters
Ahonen, Tuovinen, & 
Leppäsaari, 2003
Verbal short term and NEPSY II: Sentences Korkman et al., 2008
WISC-III: Numbers Wechsler, 1999
General naming ability Boston Naming Test Kaplan et al., 1997
Prereading skills Letter knowledge (29 Finnish alphabets) N/A
Reading syllables (our own list of 18 N/A
Reading skills Lukilasse: Reading words (1st grade) Häyrinen, Serenius-Sirve, & 
Korkman, 1999
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3.4 Procedure 
For Study I, the combined EEG-MEG recordings were carried out at the BioMag 
laboratory in Helsinki University Hospital, Helsinki, and the participants were 
asked to fill out the handedness questionnaire in a separate online session after 
the experiment. For Studies II and III, the EEG recordings and neurocognitive 
testing were carried out at the Cognitive Brain Research Unit at the Institute of 
Behavioural Sciences, University of Helsinki, Finland. 
Recording and analysis parameters are compared in Table 6. For Study I, 
simultaneous EEG and MEG data were recorded with a 306-channel MEG device 
(Elekta, Neuromag, Finland) consisting of 102 magnetometers and 204 planar 
gradiometers, and a compatible 60-channel EEG cap, monitoring the position of 
the participant’s head relative to the MEG instrument. Vertical and horizontal 
electro-oculograms (HEOG/VEOG) were recorded from below and above the left 
eye and from left and right canthi.  
Table 6. Recording and analysis parameters for Studies I-III 
Study II Study III
Electromagnetic methods EEG MEG
Number of channels 60+4 306
Movement monitoring no yes
Recording reference nose N/A
Stimulus delivery
Sampling rate
Recorded frequency band
Paradigm lenght
Total experiment duration
Movies subtitled
Standard sound intensity
Breaks during experiment
PCA rejection limit
Epoch
Filter
Baseline
Rejection limit for averaging
Time windows for                
peak latency search 
P1: 50-150;     
N2: 150-300;    
N4: 300-450 ms
EDN: 100-250; 
MMN: 200-
350; LDN: 350-
Time windows for 
quantification around peak
± 25 ms 1 ms        
(best ECD)
± 5 ms ± 25 ms
-100…0
every two blocks
-100…500 ms
1-30 Hz
-100…600 ms
1-20 Hz
eight 4-minute blocks
2 hours 2 hours
no
55 dB SPL
MMN/MMNm:          
100-250 ms
± 75 μV
-100…0
100  μV
EEG
28+5
no
0.1-200 Hz DC to 50 Hz
headphones
yes
60 dB SPL
after four blocks
± 150 μV
75 μV
eight 6-minute blocks
Study I
plastic tubes in earplugs
average signal
250 Hz600 Hz
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For Studies II and III, EEG was recorded with 28 active electrodes fitted in 
a stretching cap (BrainVision QuickAmp & ActiCap, Brain Products, Germany), 
with four active electrodes placed at the two mastoids, near the outer canthus of 
the right eye (HEOG) and the tip of the nose. VEOG was recorded with bipolar 
passive electrodes, placed above and below the right eye.  
During all recordings, participants sat in a sound-attenuated, 
electromagnetically shielded chamber watching a silenced self-selected movie. 
The adults' movies had subtitles whereas most children's movies did not. The 
participants were asked not to pay attention to the stimuli, and the children in 
Studies II and III were instructed to watch the movie closely and answer 
questions of its content after each block.   
Breaks were offered after the first half of the experiment to adults in Study I, 
and every two blocks to the children. The children were given small items or 
refreshments during the breaks to keep up their motivation. They were also asked 
questions about their movie after every block to make sure they were attending 
to it. Overall, the quality of the children’s reports of the videos was good. At the 
end of the experiment, participants were rewarded with movie tickets or money 
to compensate for their time, and the participants of Study I received also one 
culture voucher after completing the online handedness questionnaire.    
Neurocognitive testing in Studies II and III was carried out in a separate 
session, on average 18 days (range 1-64) after the EEG. To control effects of 
fatigue, two different testing orders were constructed, balancing auditory-only 
and visually guided subtests (see Appendix B for details). Orders were assigned 
balancing for gender, no differences emerging between scores from different 
orders (two-way Student's t(58-61)=-.05-1.8; p>.05). The testing session lasted 
approximately 2.5 hours on average, including three breaks, with similar rewards 
and compensation for the EEG experiment.  
 
3.5 Data processing and quantification 
EEG raw data in Studies I-III were preprocessed using BESA® software 
(version 2.0 for Study I, version 6.0 for Studies II and III; Besa GmbH, 
Germany; see Figure 4 for differences and similarities in data processing and 
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quantification across studies). Missing or bad channels were interpolated and 
vertical and horizontal eye movement artifacts corrected blockwise using the 
BESA® Artifact modeling/Principal Component Analysis (PCA) Tool. The limits 
were set at ± 150 μV for adults (Study I) and at ± 75 μV for children (Studies II 
& III). The children's raw EEGs were then inspected visually for any remaining 
blink activity. If blinks were discovered, they were corrected with the BESA® 
“Define Artifact Topography” Tool. Here, blink definition criteria were set to a PC 
with bipolar topography across the horizontal axis of the eyes, explaining at least 
85 % of the variance in the selected data. In all studies, epochs were extracted, 
the data filtered, and consequently averaged blockwise in BESA®, and in 
Studies II and III, the data analysis was completed in EEGLAB (see Table 6 for 
analysis details). After averaging, the data of three adults in Study I and eleven 
children in Studies II and III were rejected due to having less than 75 accepted 
trials for any stimulus condition (see Table 7 for the number of accepted trials for 
each condition in each study). 
In Studies I and III, difference waveforms for five speech and five nonspeech 
MMNs were obtained by subtracting the average standard stimulus ERP from 
each average deviant stimulus ERP of the same condition (speech or nonspeech).  
 
Table 7. The average and range of accepted trials in Studies I-III 
 
  
Study I Studies II & III
EEG         
Speech
EEG 
Nonspeech
MEG        
Speech
MEG 
Nonspeech Speech Nonspeech
Standard 853 (813-877) 811 (613-875) 626 (413-867) 611 (427-881) 667 (437-786) 663 (482-767)
Consonant 170 (158-176) 163 (128-175) 125 (87-173) 121 (82-176) 133 (85-157) 132 (100-155)
Vowel 171 (160-175) 162 (124-175) 126 (94-173) 123 (82-176) 133 (80-157) 132 (93-156)   
Duration 171 (159-177) 163 (128-176) 125 (81-173) 120 (82-176) 133 (90-158) 133 (89-155)   
Frequency 172 (166-176) 162 (117-176) 126 (83-173) 121 (74-175) 133 (84-158) 131 (89-154)  
Intensity 170 (158-176) 161 (126-175) 125 (78-175) 122 (80-175) 133 (90-156) 133 (83-156)  
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In Study III, the difference waveforms showed two negative peaks for the 
consonant deviant and its nonspeech counterpart, and three negative peaks for  
the other four deviants. The MMN was first determined as the largest negative 
local maximum (zero point of gradient) within the time window of 200-350 ms, 
and the inverted polarity of the MMN at the mastoids was confirmed from nose-
referenced data (see Appendix C). The peak preceding the MMN was labeled 
Early Discriminative Negativity (EDN) and the following one LDN, and their peak 
latencies were determined at 100-250 ms, and 350-500 ms from stimulus onset, 
respectively. EDN was considered to be separate from MMN, since it showed no 
inverted polarity at mastoids or only showed it at the right mastoid channel (see 
Appendix C).  In all studies, the peak latency of the grand mean response was 
determined from the Cz electrode, and responses quantified from individual 
ERPs in a time window surrounding this latency (see Table 6 for further 
information). Cz was chosen as children’s discriminative responses tend to be 
more centroparietally distributed than the adult frontocentral MMNs (for a 
review, see Cheour, Korpilahti, Martynova, & Lang, 2001), and thus both adults 
and children were expected to show a relatively robust MMN for all deviant 
conditions at Cz. 
For the MEG data in Study I, external artifacts were removed with the 
Spatiotemporal Signal Space Separation (Taulu & Simola, 2006) method of the 
MaxFilter® software (Elekta, Neuromag, Helsinki, Finland). ERFs were 
averaged offline with an artifact rejection limit of 3000 fT/cm. The EOG rejection 
limit, epoch length, baseline, filter, and MMNm difference wave formation were 
conducted with the same parameters as the EEG data (see Table 6 and Figure 4 
for further details).  
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Figure 4. The preprocessing and analysis of data. EEG/MEG: electro/magnetoencephalogram; 
PIQ: performance intelligence quotient; PCA: principal component analysis; SSSS: 
spatiotemporal signal space separation; MMNm: magnetic mismatch negativity; ERP: event-
related potential; ECD: equivalent current dipole; rANCOVA: repeated measures analysis of 
covariance. 
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Equivalent current dipoles (ECDs) were estimated separately for left and right 
hemispheres for all MMNm:s using Elekta Neuromag Source Modeling® 
software. A selection of 31 sensor triplets and a spherical head model (x=0, y=0, 
z=60 mm in the head coordinate system) were used, and ECDs were sequentially 
calculated with a 1 ms interval in a 40 ms time window around the visible MMNm 
response peak (maximal negativity 100-250 ms post-stimulus). The dipole with 
the best combination of dipole strength, goodness of fit (GoF), and volume was 
chosen for the analysis, using dipole strength as the primary selection criterion. 
Since the choice of dipole included some subjectivity, the results of the ECD 
analysis were confirmed with a second analysis by another researcher. If selected 
dipoles differed in any parameter, a third researcher participated in the selection 
of the final dipole. The average GoF of all accepted dipoles was 91 % (range 69-
99 %).  
 
3.6 Statistical analyses 
In all three studies, the statistical significances of the ERPs were determined from 
the Cz electrode, using a t-test and comparing the response to zero. For the MEG 
data, 249 (83 %) out of the 300 possible MMNm ECDs were reliably fitted to data. 
Ten out of fifteen participants had at least one dipole missing.  
The EDN, MMN, and LDN amplitudes significantly differing from zero in 
Studies I and III were analyzed with a four-way repeated measures analysis of 
variance (rANOVA) to test the effects of condition (speech versus nonspeech), 
deviant (consonant/counterpart, vowel/counterpart, duration, F0, and intensity), 
anterior-posterior, and lateral distribution. In Study I, seven electrodes from 
three anterior-posterior lines were used: frontal [F5, F3, F1, Fz, F2, F4, F6], 
central [C5, C3, C1, Cz, C2, C4, C6] and parietal [P5, P3, P1, Pz, P2, P4, P6]. In 
Studies II and III, nine electrodes were chosen (F3, Fz, F4, C3, Cz, C4, P3, Pz, 
and P4) as the EEG data quality at the right- and leftmost electrodes in most 
children was quite poor, probably due to contact with the headphones. The MMN 
data in Study I was analyzed further with three-way ANOVAs to test the effects 
of deviant type as well as anterior-posterior and lateral distribution separately for 
the speech and nonspeech conditions, and the EDN, MMN and LDN data in 
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Study III with a three-way rANOVA of condition, anterior-posterior, and lateral 
distribution separately for each speech-nonspeech response pair. 
In Studies II and III, averaged scores across tests and electrodes were used 
to investigate the relationship between ERPs and neurocognitive tests. For the 
ERPs, the mean amplitudes of three electrodes over left (F3, C3, P3) and three 
over right (F4, C4, P4) hemisphere were calculated. The  (i) PIQ and (ii) VIQ 
scores were used unaltered, whereas percentage correct raw scores were averaged 
from (iii) phonological processing and repetition of nonsense word for 
phonological skills, (iv) from digit span forward and sentence repetition for vSTM, 
and (v) from letter naming and syllable reading for prereading skills. The (vi) 
RAN score was the average naming speed of colors and objects. For each of the 
six scores, a two-way repeated measures analysis of covariance (rANCOVA) of 
condition (speech versus nonspeech) and laterality (left versus right) was 
conducted for each response separately.  
In Study III, differences in grand average peak latencies between conditions 
were analyzed using jackknifing (see, e.g., Kiesel, Miller, Jolicoeur, & Brisson, 
2008) for those response pairs which were significant in both conditions. These 
latencies were analyzed with either a paired samples t-test (EDN) or two-way 
rANOVA of condition and deviant (MMN and LDN). 
In Study I, missing values were replaced with zero for dipole strength (as in, 
e.g., Pulvermüller, Shtyrov, Ilmoniemi, & Marslen-Wilson, 2006; Shtyrov et al., 
2000), and then the Shapiro-Wilk test (S-W) was used to explore the normality 
of data distribution. Dipole strength data were distributed normally for all 
deviants and conditions except for the right (S-W(15)=.80, p=.004) and left (S-
W(15)=.77, p=.002) nonspeech consonant counterpart and for the left nonspeech 
intensity (S-W(15)=.86, p=.026) dipoles. The MMNm dipole moments for all 
other data except the consonant and its nonspeech counterpart changes were 
analyzed with three-way repeated measures ANOVA to test the effects of 
condition, hemisphere and deviant (the data for MMNm:s for intensity changes 
was included to avoid multiple comparisons). Furthermore, two-way ANOVAs 
were conducted separately for left and right hemispheres, and for speech and 
nonspeech conditions, the speech condition analysis containing also the normally 
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distributed consonant MMNm data. MMNm:s for nonspeech consonant changes 
were analyzed with the Wilcoxon signed ranks nonparametric test.  
Since the missing data could not be substituted in the MMNm latency analyses, 
the comparisons between conditions were carried out separately for each deviant, 
comparing conditions and hemispheres, and a Bonferroni-corrected alpha level 
of p=.05/20=.0025 was used for determining statistical significances. The 
latency data were normally distributed for all deviants and conditions except for 
the dipole models for the left consonant (S-W(13)=.63, p<.001) and consonant 
counterpart (S-W(10)=.73, p=.002) and right nonspeech duration (S-W(15)=.61, 
p<.001) changes. Latencies were analyzed with a repeated measures t-test for 
parametric and with Wilcoxon signed ranks test for the nonparametric data. 
To correct for observed violations of sphericity, Greenhouse-Geisser 
corrections were applied (original degrees of freedom reported with ε and 
corrected significance). Statistically significant interactions were further 
examined with Bonferroni-corrected post hoc tests. The analyses for Study I 
were conducted with the PASW 18 (SPSS Inc.) and those for Studies II and III 
with SPSS 22.0 (IBM, U.S.A.) software. 
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4 Results and discussion  
4.1 Obligatory ERPs in preschoolers 
Obligatory ERPs were investigated in Study II. All responses for standard 
stimuli (P1, N2, N4) significantly differed from zero (see Table 8). P1s and N2s 
were larger for nonspeech than speech stimuli, and for N4 the effect was the 
opposite (see Figure 5, and Table 9 for further details). Furthermore, the 
difference between P1s elicited by nonspeech compared to speech stimuli was 
larger at the middle and right compared to electrodes over anterior and left 
hemispheres. Finally, N2s were frontocentrally but not parietally larger for 
nonspeech than speech stimuli (see Figure 5).  
 
Table 8. ERP latencies, amplitudes (mean; sd) and statistical significance in Study II.  
 
 
Table 9. Statistically significant results in Study II 
 
  SPEECH    NONSPEECH
Latency  
(Cz; ms)
Amplitude  
(Cz; μV) t(62) Sign. (p )
Latency   
(Cz; ms)
Amplitude   
(Cz; μV) t(62) Sign. (p )
P1 108 6.0 (2.4) 19.9 <.001 108 6.6 (2.7) 19.6 <.001
N2 216 -2.5 (1.8) -11.4 <.001 216 -3.0 (1.7) -13.4 <.001
N4 308 -3.3 (1.7) -15.5 <.001 304 -2.9 (1.9) -12.2 <.001
ERP Effect/Interaction df F ε p η²p
P1 Main 1,62 13.6 - <.001 .18
Condition × Anterior-posterior × Lateral 4,248 2.9 .78 .036 .04
N2 Main 1,62 9.1 - .004 .13
Condition × Anterior-posterior 2,124 11.6 .70 <.001 .16
N4 Main 1,62 7.8 - .007 .11
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Figure 5. Children’s standard stimulus ERPs at Cz electrode, with corresponding topographic 
maps. 
The results suggest that in typically developed preschoolers, sound 
'speechness', or its familiarity, is detected and processed at very early stages of 
cortical auditory analysis. The results are largely consistent with those obtained 
earlier from school-aged children (Čeponienė et al., 2005, 2008). The only 
exception was the larger N2 amplitude in the nonspeech than the speech 
condition, which is an opposite result to the two previous studies (Čeponienė et 
al., 2005, 2008). However, the current study and those of Čeponienė et al. (2005, 
2008) differ both in age of the studied children and the characteristics of the used 
stimuli. The children in the Čeponienė et al. (2005, 2008) studies were seven to 
ten years in age, that is, one to four years older than the children in Study II. 
Their stimuli were syllables /ba/, /da/, and /ga/, with a 10 ms consonant portion 
followed by a CVT of 20-80 ms, and a 60-80 ms vowel, whereas the syllables in 
Study II contained no CVT and the vowel length was 168 ms. Finally, the 
matched nonspeech counterparts of Čeponienė et al. (2005, 2008) comprised of 
a burst section followed by a harmonic tone composed of five sinusoidals, lacking 
the glottal pulse imitation effects of the nonspeech stimuli of Study II. Any of 
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these differences could account for the different N2 results.  However, another 
study of 8-10 year-olds by Čeponienė et al. (2001) which used a 260 ms vowel /ö/ 
and its nonspeech counterpart consisting of five sinusoidals, also obtained larger 
N2s to the nonspeech than the speech stimuli similarly to Study II, making 
stimulus length a good candidate explanation. In summary, the effects of 
stimulus characteristics (CVT, vowel length, glottal pulse imitation, and 
harmonic structure) and participant age should be investigated further, with an 
accompanying behavioral discrimination test. 
 
4.2 Speech and nonspeech sound discrimination in adults and 
preschoolers 
Auditory discrimination of speech and corresponding nonspeech sound features 
was investigated in Studies I (adults) and III (preschoolers). All change-elicited 
responses significantly differed from zero except for children's EDNs for vowel 
duration, nonspeech consonant counterpart, and nonspeech F0 changes (see 
Table 10 and Figure 6). Larger responses for speech compared to nonspeech 
stimuli were found in both groups (see Table 11).   
In adults, MMNm sources were stronger to speech than nonspeech sounds, the 
effect being strongest for the MMNm sources to vowel changes, with similar 
effects in MMNs to vowel duration and F0 changes versus their counterparts (see 
Tables 12-13 and Figure 7).  In the simultaneous adult EEG recording, differences 
between conditions emerged only as larger MMNs for vowel than their nonspeech 
counterpart changes.  
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Table 10. ERP latencies, amplitudes and statistical significance in Studies I & III 
 
 
  NONSPEECH
Latency  
(Cz; ms)
Amplitude  
(Cz; μV) t(df)
p 
value
Latency   
(Cz; ms)
Amplitude  
(Cz; μV) t(df) p  value
MMN CON 158/158 -.82 (.32) -2.6 .025 173/173 -.83 (.14) -6.0 <.001
VOW 168/156 -2.4 (.41) -5.8 <.001 168/156 -.85 (.27) -3.1 .001
DUR 223/103 -2.1 (.35) -6.2 <.001 228/108 -2.2 (.49) -4.5 .008
FRE 198/186 -1.9 (.20) -9.1 <.001 196/184 -1.3 (.39) -3.3 .003
INT 181/169 -1.5 (.29) -5.1 <.001 179/167 -1.2 (.33) -3.9 .009
EDN CON 104/104 -.70 (.20) -3.5 .001 156/156 -.31 (.21) -1.5 .141
VOW 176/164 -2.1 (.22) -9.2 <.001 224/212 -1.1 (.20) -5.5 <.001
DUR 152/32 -.45 (.23) -1.9 .053 140/20 -.39 (.15) -2.6 .011
FRE 153/141 -.94 (.21) -4.4 <.001 136/124 -.18 (.16) -1.1 .269
INT 180/168 -.55 (.21) -2.6 .011 156/144 -.71 (.18) -4.0 <.001
MMN CON 332/332 -1.9 (.23) -8.1 <.001 316/316 -1.2 (.21) -5.5 <.001
VOW 236/224 -2.3 (.20) -11.1 <.001 276/264 -1.4 (.23) -5.9 <.001
DUR 256/136 -3.1 (.23) -13.4 <.001 272/152 -3.0 (.24) -12.5 <.001
FRE 252/240 -1.6 (.25) -6.5 <.001 260/248 -1.2 (.21) -5.7 <.001
INT 224/212 -.50 (.23) -2.2 .030 200/188 -.60 (.19) -3.1 .003
LDN CON N/A N/A N/A N/A N/A N/A N/A N/A
VOW 448/436 -1.9 (.25) -7.6 <.001 460/448 -1.3 (.25) -5.0 <.001
DUR 468/348 -.90 (.27) -3.3 .002 460/340 -.89 (.23) -3.9 <.001
FRE 412/400 -1.3 (.20) -6.4 <.001 440/428 -1.1 (.26) -4.3 <.001
INT 392/380 -.93 (.23) -4.0 <.001 420/408 -.85 (1.8) -4.7 <.001
  SPEECH
Study I: Adults
Study III: Children
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Figure 6. Difference waveforms and topographic maps of responses for changes in five speech 
and five nonspeech stimulus features in adults and children.  
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Table 11. Significant results and trends in Studies I and III  
 
 
Deviants Effect/Interaction df F ε p η²p
Adult MMN responses
All Condition × Deviant 4,44 4.6 .74 .009 .29
SP Deviant × Anterior-posterior 8,88 5.3 - .001 .32
Deviant × Lateral 24,264 2.3 .21 .018 .21
NSP Deviant × Anterior-posterior 8,88 4.6 .45 .011 .26
Child EDN responses
All Main 1,62 11.2 - .001 .15
Condition × Deviant 4,248 2.1 - .083 .03
Condition × Deviant × Anterior-Posterior 8,496 1.9 - .093 .03
VOW Main 1,62 9.4 - .003 .13
Condition × Anterior-posterior 2,124 1.0 .69 .019 .07
FRE Main 1,62 13.1 - .001 .18
INT Condition × Lateral 2,124 3.8 .80 .035 .06
Condition × Anterior-posterior × Lateral 4,248 2.5 .84 .051 .04
Child MMN responses
All Main 1,62 10.9 - .002 .15
Condition × Anterior-posterior 2,124 5.0 .75 .015 .08
Condition × Lateral 2,124 4.7 .88 .014 .07
Condition × Anterior-posterior × Lateral 4,248 4.0 .83 .007 .06
Condition ×Deviant × Anterior-posterior 8,496 1.9 .65 .095 .03
CON Main 1,62 16.6 - .001 .21
VOW Main 1,62 7.0 - .011 .10
DUR Condition × Anterior-posterior × Lateral 4,248 3.3 .71 .025 .05
FRE Condition × Anterior-posterior × Lateral 4,248 2.3 .85 .043 .04
INT Condition × Anterior-posterior 2,124 8.6 .83 .001 .12
Condition × Lateral 2,124 5.5 .82 .008 .08
Condition × Anterior-posterior × Lateral 4,248 2.6 - .046 .04
Child LDN responses
Condition × Deviant 3,186 4.1 - .008 .06
Condition × Anterior-posterior × Lateral 4,248 3.8 .76 .011 .06
VOW Main 1,62 9.5 - .003 .13
Condition × Anterior-posterior 2,124 2.6 .82 .092 .04
DUR Condition × Anterior-posterior × Lateral 4,248 3.2 .87 .019 .05
FRE Condition × Anterior-posterior × Lateral 4,248 2.3 - .062 .04
All
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Table 12. MMNm dipole strengths and latencies (within-hemisphere latency for those 
participants with a significant response for both conditions)  
 
 
 
 
 
N mean (sd) NL mean (sd)
Consonant 14 13,3 (5,6) 173 (57)
Nonspeech consonant counterpart 10 13,0 (2,0) 173 (43)
Vowel 15 22,2 (8,2) 169 (17)
Nonspeech vowel counterpart 13 14,7 (4,9) 194 (25)
Vowel duration 12 23,9 (9,2) 223 (8)
Nonspeech vowel counterpart duration 12 16,9 (7,4) 223 (18)
Speech sound frequency 14 18,6 (7,9) 206 (25)
Nonspeech sound frequency 14 15,8 (6,2) 207 (31)
Speech sound intensity 12 16,3 (5,4) 180 (22)
Nonspeech sound intensity 11 15,3 (4,7) 200 (26)
Consonant 11 14,4 (4,4) 157 (27)
Nonspeech consonant counterpart 10 16,3 (11,1) 166 (53)
Vowel 15 19,1 (7,1) 180 (18)
Nonspeech vowel counterpart 13 13,6 (5,6) 190 (22)
Vowel duration 14 22,6 (10,1) 223 (12)
Nonspeech vowel counterpart duration 15 19,8 (5,6) 228 (25)
Speech sound frequency 15 18,6 (7,0) 194 (23)
Nonspeech sound frequency 12 18,3 (9,1) 210 (25)
Speech sound intensity 14 20,2 (9,5) 183 (20)
Nonspeech sound intensity 14 17,5 (7,1) 206 (25)
Strength (nAm) Latency (ms)
14
13
8
10
13
11
11
13
Left 
Auditory 
Cortex
Right 
Auditory 
Cortex
12
11
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Figure 7. A) Differences between speech and nonspeech MMNm source strengths in the adults 
of Study I. B) Differences between speech and nonspeech EDN, MMN and LDN amplitudes in the 
children of Study III. Bars denote +/- 1 standard error of the mean. As shown by the bars in the 
bolded frames, MMNm source strength in adults and MMN amplitudes in children showed a 
similar pattern of enhanced cortical discrimination of speech versus nonspeech sound feature 
changes, especially for the vowel versus its nonspeech counterpart.  
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Table 13. Significant results for the MMNm data in Study I 
 
MMNm source strengths were compared both within and between 
hemispheres. Within both hemispheres, MMNm:s for vowel changes were larger 
than for their nonspeech counterparts. However, MMNm:s for vowel duration 
changes were larger than for their respective nonspeech counterparts in the left 
but not in the right hemisphere, and MMNm:s for consonant changes showed the 
same tendency. Furthermore, MMNm:s for vowel F0 changes tended to be larger 
than for nonspeech F0 changes in the right but not the left hemisphere. A 
comparison of hemispheres yielded a trend for larger responses in the right than 
the left hemisphere for MMNm:s for both speech and nonspeech sound intensity 
changes, and for nonspeech sound duration changes (see Figure 7). Finally, in the 
right hemisphere, the MMNm latencies were earlier to speech than nonspeech F0 
and intensity changes. In the left hemisphere, in turn, the MMNm:s for vowel 
changes tended to have an earlier latency than the MMNm:s for their nonspeech 
counterparts.   
MMNm ECD    
strength data Analysis Significant results df F ε p η²p
Condition 1,14 10.2 - .006 .42
Deviant 3,42 2.29 - .092 .14
Condition × Deviant 3,42 4.9 - .005 .26
Hemisphere × Deviant 3,42 3.62 - .020 .21
Condition 1,14 10.2 - .006 .42
Deviant 3,42 5.0 - .005 .26
Condition × Deviant 3,42 3.7 - .019 .21
Condition 1,14 9.49 - .008 .40
Condition × Deviant 3,42 2.26 - .095 .14
SP, LH & RH Deviant 4,56 9.2 - <.001.40
Hemisphere × Deviant 4,56 2.2 - .086 .13
NSP, LH & RH Deviant 3,42 2.5 - .069 .15
Hemisphere × Deviant 3,42 2.88 - .047 .17
CON & NSP-CON, 
LH
Wilcoxon, SP vs NSP Condition N/A N/A .094 N/A
ANOVA                        
[hemisphere × deviant]
ANOVA                     
[hemisphere × deviant]
SP, NSP, RH & LH
LH, SP & NSP
RH,SP & NSP
ANOVA                         
[condition × hemisphere × 
deviant]
ANOVA                          
[condition × deviant]
ANOVA                            
[condition × deviant]
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The results from Study I thus suggest that sublexical speech sound processing 
occurs in at least partially different neural substrates than the processing of 
complex nonspeech sounds. Furthermore, there is relative preference of memory 
trace formation for different speech sound features in each auditory cortex: in the 
left for phonemes (including vowel duration as a phonemic contrast in Finnish) 
and in the right for prosodic features (speech sound F0 and intensity), emerging 
as stronger or faster processing of changes in these features in speech compared 
to complex nonspeech context. The results are consistent with earlier studies 
(Alho et al., 1998; Kasai et al., 2001; Koyama et al., 2000; Näätänen et al., 1997; 
Shestakova et al., 2002; Shtyrov et al., 2000, 2005; Takegata et al., 2004; 
Tervaniemi et al., 1999), with the exception of equally strong neural sources for 
vowels in both hemispheres, for which most previous studies have shown left-
lateralized MMNs/MMNm:s for vowel changes (for a review, see Tervaniemi & 
Hugdahl, 2003). One possible explanation for this difference is the vowel length 
of 168 ms, which is shorter than in most previous studies reporting left-
lateralization of the MMN (Alho et al., 1998; Koyama et al., 2000; Näätänen et 
al., 1997; Shestakova et al., 2002; Shtyrov et al., 2000), and those two studies 
reporting no lateralization also used vowels under 200 ms in length (Kasai et al., 
2001; Tervaniemi et al., 1999). It should also be noted that the lateralization 
differences were not statistically significant in the simultaneous EEG recording 
obtained from 12 of the 15 participants. Since, however, the topographic MMN 
maps show subtle lateralization to either left or right hemisphere for all five 
speech sound feature changes (see Figure 6), it is possible that the lateralization 
effects seen in MEG were not detected in the EEG as a result of insufficient 
statistical power due to the smaller group size (three participants less), especially 
as low-density EEG has poorer spatial resolution compared to MEG. 
In children, EDNs were larger to speech compared to nonspeech changes, 
especially centroparietally for vowel and vowel F0 changes compared to their 
nonspeech counterparts. There were also statistically significant interactions for 
EDN amplitudes for the intensity changes, but the post hoc tests revealed no 
significant differences (see Table 11 and Figures 6 and 7 for further details). The 
EDNs for intensity changes had an earlier latency in the speech than the 
nonspeech condition. The results suggest that preschoolers' auditory cortices 
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have speech-sensitive neural substrates that respond already 100-200 ms post-
stimulus, and that this early cortical discrimination is most sensitive to changes 
in vowels and vowel F0. Since there are no previous studies investigating both 
EDN and MMN, it is unclear whether it is an independent component reflecting 
a different process from the MMN, or an early MMN elicited by the perceptually 
relatively larger vowel identity and F0 changes. This component separation issue 
could be further investigated with, for instance, high-density EEG or MEG 
recordings followed by an independent component analysis and ECD neural 
source models. 
The children's MMNs were larger for speech than nonspeech sound feature 
changes, and this difference was largest at electrodes over left and smallest at 
those over right hemisphere. Furthermore, MMNs were overall larger to 
consonant and vowel than their counterpart changes, and larger at central and 
leftward electrodes to vowel duration compared to nonspeech sound duration 
changes. In addition, MMNs for speech compared to nonspeech F0 changes were 
larger at electrodes over frontal areas and left hemisphere, and to speech 
compared to nonspeech intensity changes at electrodes over frontal areas (see 
Table 11 and Figures 6 and 7 for further details). Furthermore, MMNs to intensity 
changes showed different distributions in the two conditions: the MMNs for 
speech but not nonspeech intensity changes were larger at electrodes over the left 
than the right hemisphere. Finally, children's MMN latencies were earlier to 
vowel, vowel duration and vowel F0 changes than to their nonspeech counterpart 
changes, with an opposite pattern for consonant and speech sound intensity 
changes.  
In summary, the comparison of conditions suggested that the children's 
MMNs showed similar left-lateralization to adult MMNm:s for phonemic 
(consonant, vowel, and vowel duration) changes, but unlike in adults, no right-
lateralization for prosodic (F0 and intensity) changes in either MMN amplitude 
or latency. In contrast to the adult MMNm data in Study I, there were no 
lateralization differences for MMNs for F0 changes, and MMNs for speech sound 
intensity changes were left-lateralized. The lack of lateralization of MMNs to F0 
changes is, however, consistent with the results obtained with adults, showing no 
statistically significant lateralization effects for the MMNs to F0 changes. 
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However, the left-lateralization of children’s MMNs for intensity changes, which 
differs from both adult MMN (no lateralization) and MMNm results (right-
lateralized), suggests that children's low-level sound intensity processing differs 
from that of adults.  
The children's LDNs were larger for vowels than their nonspeech counterpart 
changes at electrodes over frontocentral areas, and especially at the frontal left 
area. The LDNs for vowel duration and its nonspeech counterpart changes were 
distributed differently: LDNs for nonspeech duration changes were largest at 
electrodes over right and parietal areas, whereas LDNs for vowel duration 
changes were larger only at F3 compared to C3 electrode. In addition, LDN 
amplitudes to nonspeech F0 changes tended to be largest at the electrodes over 
centroparietal left, and frontocentral right areas (see Table 11 and Figures 6 and 
7 for further details). The latencies of LDNs for vowel, vowel F0, and intensity 
were earlier than to their nonspeech counterpart changes, whereas those to vowel 
duration and its counterpart changes displayed an opposite pattern. 
LDN was elicited only in children but not in adults, which is consistent with 
earlier studies showing that it diminishes or even disappears during cortical 
maturation (Bishop, Hardiman, et al., 2011; Hommet et al., 2009). Interestingly, 
differences between conditions emerged only for LDNs for vowel changes 
compared to their counterparts, but not to any other speech versus nonspeech 
sound feature contrasts. The difference between the conditions is unlikely to 
reflect simple categorical change detection or memory trace activation, since both 
EDNs and MMNs to vowel changes differed from those elicited by their 
counterparts, suggesting that vowels had already been recognized as speech and 
the change detected. Thus the larger LDNs for vowel changes probably reflect 
further processing triggered in the speech but not in the nonspeech context. 
Finally, the LDN distributions for vowel duration and F0 changes and their 
counterparts are similar to that of MMNm results in adults of Study I: LDN and 
MMNm for nonspeech sound duration and F0 changes were lateralized to the 
right, in contrast to bilateral or subtly left-lateralized responses for vowel 
duration and F0 changes. Furthermore, both LDN and MMNm latencies were 
earlier for speech than nonspeech F0 and intensity changes. While these 
similarities might be coincidental, they raise an important question of the 
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developmental role of the LDN and its relationship with the adult MMN. It could 
be speculated, and should be investigated, if the processes underlying LDN 
elicitation integrate as a part of MMN, as the latter matures and the former 
response duly disappears.   
  
4.3 Associations between ERPs and neurocognitive tests in 
children  
Associations between ERPs and neurocognitive test performance were found for 
all investigated skills. Better performance in nonverbal reasoning was associated 
with larger speech than nonspeech EDNs and LDNs, and larger MMNs at 
electrodes over the right than left hemisphere were associated with poorer 
nonverbal reasoning performance. Better verbal reasoning was associated with 
larger LDNs for vowel changes at electrodes over the left than right hemisphere, 
and larger LDNs for vowel than their nonspeech counterpart changes over the left 
hemisphere, whereas children with poor verbal reasoning performance had larger 
LDNs for vowel than their counterpart changes at electrodes over the right 
hemisphere. Poor verbal reasoning tended also to be associated with larger 
nonspeech than speech P1s (see Tables 14 and 15, and Figures 8A and 8B for 
further details). The similarities in results for verbal and nonverbal reasoning are 
not surprising considering their moderately high intercorrelation (r=.42; see 
Table 16). Both can be treated as indices of general cognitive maturation, with 
verbal reasoning scores reflecting also general linguistic ability. The results are 
somewhat consistent with Partanen et al. (2013), who reported weaker nonverbal 
reasoning skills to be associated with the presence of p-MMRs to vowel changes, 
and better verbal reasoning skills to be associated with larger MMNs to intensity 
changes in a pseudoword in preschoolers and schoolchildren. The differences in 
stimuli and the lack of nonspeech condition in Partanen et al. (2013) makes the 
comparison somewhat difficult, but nevertheless cognitive maturity was reflected 
in ERPs, with more negative responses being associated with better performance. 
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Table 14. Significant rANCOVA results in Studies I and III 
 
Table 15. Test scores used in covariance analyses in Studies II & III 
 
Table 16. Intercorrelations of the neurocognitive measures 
 
 
Neurocognitive measure PIQ VIQ PHON PRER VSTM RAN
Performance reasoning (PIQ) 1
Verbal reasoning (VIQ) .42** 1
Phonological skills (PHON) .01 .34** 1
Prereading skills (PRER) .10 .35** .64** 1
Verbal short term memory (VSTM) .27* .45** .43** .34** 1
Naming speed (RAN) .07 -.15 -.072 -.21 -.19 1
Mean SD MIN 25th 50th 75th MAX
PIQ 103 13 85 91 102 111 139
VIQ 107 10 81 100 109 115 128
Phonological skills (%) 58.5 8.2 41.1 52.4 58.0 63.3 75.2
Prereading skills (%) 62.5 30.1 5.2 38.0 48.3 95.5 100
Verbal Short Term Memory (%) 53.3 6.6 34.5 49.5 53.9 60.0 66.4
Rapid Alternating Naming (s) 69.2 12.3 44.5 62 70 77 102
Test ERP Interaction df F ε p η²p
PIQ EDN Condition 1,61 5.9 - .018 .09
MMN Laterality 1,6 4.3 - .041 .07
LDN Condition 1,6 4.3 - .043 .07
LDN Condition × Deviant × Laterality 3,1832.1 - .099 .03
VIQ P1 Condition × Laterality 1,6 3.0 - .086 .05
LDN Condition × Deviant × Laterality 3,1833.1 - .026 .05
Phonological skills P1 Condition × Laterality 1,61 6.2 - .016 .09
EDN Condition 1,61 5.9 - .018 .09
Prereading skills P1 Condition × Laterality 1,61 5.8 - .019 .09
EDN Condition 1,61 3.7 .059 .06
MMN Deviant × Laterality 4,2442.0 - .093 .03
Verbal Short Term Memory LDN Condition × Laterality 1,61 4.3 - .042 .07
Rapid Alternating Naming N2 Laterality 1,61 7.0 - .010 .10
N4 Main 1,61 3.8 - .057 .06
LDN Laterality 1,6 3.7 - .058 .06
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Figure 8A. Associations between neurocognitive tests and obligatory auditory ERPs in children 
(Study II). Groups G1-G4 are the four quartiles for the skill in question, group G1 containing the 
worst and G4 the best performers (see Table 15 for further information). L-R: left-right; S-X: 
speech-nonspeech; VIQ: verbal intenlligence quotient; RAN: rapid alternating naming. 
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Figure 8B. Associations between neurocognitive tests and differentiating negativities in children 
(Study III). Groups G1-G4 are the four quartiles for the skill in question, group G1 containing the 
worst and G4 the best performers (see Table 15 for further information).  
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Better performance in phonological and prereading skills were associated with 
larger P1 amplitudes in the left than the right hemisphere, especially for the 
speech stimuli. Both were also associated with larger EDN amplitudes for speech 
than nonspeech sound feature changes. The similarity of associations for 
phonological and prereading skills is not, again, surprising considering their 
intercorrelation (r=.64). These results are also consistent with earlier studies 
reporting smaller P1s for syllables in preschoolers at risk for dyslexia than their 
controls (Lovio et al. 2010). In addition, better prereading skills tended to be 
associated with larger MMNs to intensity changes in the left than the right 
hemisphere, consistent with better verbal reasoning skills being associated with 
larger MMNs to intensity changes in the previously mentioned Partanen et al. 
(2013). Furthermore, better verbal short-term memory was associated with 
larger LDNs for changes in speech than nonspeech sounds in the left, and poorer 
verbal short-term memory with a similar pattern in the right hemisphere, 
suggesting that left-lateralization of speech processing is beneficial for transient 
memory trace maintenance.  
Finally, slower performance in rapid alternating naming was associated with 
larger N2 amplitudes in the left than the right hemisphere, whereas fastest 
namers had equal-sized amplitudes in both hemispheres. Faster naming speed 
also tended to be associated with larger speech than nonspeech N4 amplitudes, 
and with smaller LDNs in the left than the right hemisphere (see Tables 15 and 
16, and Figures 8A and 8B for further details). The results of left-lateralized N2s 
being associated with slower naming, and right-lateralized LDNs with faster 
naming are surprising, as for all other ERPs left-lateralized processing was 
associated with better performance. It is possible that bilateral N2 and smaller 
left hemisphere LDN responses in fast namers result from cortical maturation, as 
both N2s and LDNs have been shown to become smaller during development 
(Bishop, Hardiman, et al., 2011; Čeponienė, Rinne, et al., 2002; Hommet et al., 
2009) and larger N2s in preschoolers to be associated with poorer reading skills 
in school-age (Hämäläinen et al., 2013). Nevertheless, the result needs to be 
replicated, and the relationship between naming speed and ERPs investigated 
also in other age groups to confirm this hypothesis. 
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5 General discussion 
The first main finding of the thesis was that both adults and children show 
distinct discriminative response patterns for speech versus nonspeech sounds. 
The second main finding was that both obligatory and discriminative ERPs in 
preschoolers were associated with performance in neurocognitive tasks, 
suggesting that the ERP patterns might be used as an index of cognitive 
functioning. The following sections will discuss these topics in greater detail: 1) 
the cortical processing of speech and nonspeech sounds in children and adults; 2) 
ERPs as an index of cognitive functioning; and 3) the importance of the current 
findings regarding models of lateralization and domain specificity of speech 
versus nonspeech sound processing.  
 
5.1 Speech and nonspeech processing in adults and 
preschoolers 
All three studies included in this thesis showed that early sublexical cortical 
processing of speech and nonspeech sounds and their features in both children 
and adults is at least partially separate even when stimulus complexity in terms 
of F0, shhszdb is controlled for. In children, this could be seen already at the level 
of 'obligatory' cortical responses P1, N2, and N4, which all differed for syllables 
versus their nonspeech counterparts. Furthermore, in both children and adults, 
differences between speech and nonspeech conditions were found in the response 
strength, distribution, or latency for all five studied sound features, which is 
consistent with hypotheses (1) and (3). 
Hypothesis (2), stating that differences between cortical responses for speech 
than nonspeech sound changes would be greater over the left than the right 
hemisphere, and for phonemic than nonphonemic features, was only partially 
confirmed. Consistent with the hypothesis, differences between the speech and 
nonspeech conditions were especially pronounced for vowel changes: all 
responses in adults (MMN, MMNm) and in children (EDN, MMN, LDN) were 
larger in amplitude or stronger in source strength for the vowel versus its 
nonspeech counterpart changes. Furthermore, response latencies for the vowel 
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changes were earlier than those to their counterpart changes. Based on previous 
studies these results were expected, as memory traces for native language vowel 
sounds have been shown to form in the first year of life (Kuhl, 2004; Kuhl et al., 
2008; Kushnerenko et al., 2002). In adults, these memory traces are left-
lateralized (Näätänen et al., 1997). It is thus likely that neural substrates 
specialized in detecting categorical changes between vowels were activated, 
whereas this activation was either partial or absent for the nonspeech vowel 
counterparts. Interestingly, in children, differences between conditions were 
found for all three discriminating negativities for the vowel changes, suggesting 
that sublexical vowel processing in preschoolers occurs at several consecutive 
stages. The children's EDN response was elicited at a similar latency to that of the 
adult MMN (168 ms post-stimulus in adults and 176 ms in children), whereas the 
child MMN was elicited at a more typical child latency of 236 ms, followed by the 
LDN at 468 ms post-stimulus. Vowel identification and discrimination thus 
seems to start at similar latencies in children and adults, but the initial response 
is followed by further processing in children.  
The results of the covariance analysis in Study III suggest that the left-
lateralization and speech-specificity of the late cortical vowel change processing, 
as reflected by the LDN, is associated with more mature cognitive functioning as 
measured with verbal and nonverbal reasoning tasks. Thus, even though there 
were no lateralization effects for vowel change processing in the whole group, left-
lateralization of phonemic memory traces nevertheless seemed to be beneficial in 
terms of cognitive functioning. Furthermore, while the presence of LDNs for 
speech sound changes in children has been reported in several studies (Bishop, 
Hardiman, et al., 2011; Cheour et al., 2001; Hommet et al., 2009; Korpilahti et al., 
1995; Liu et al., 2014), and others have reported child MMNs peaking before 200 
ms (Davids et al., 2011; Hommet et al., 2009; Lee et al., 2012), there are no 
previous studies reporting three consecutive peaks of discriminative negativities. 
However, this might be due to the choice of analysis windows: the waveforms for 
vowel changes in syllables in Lovio et al. (2009), Lee et al. (2012) and Pihko et al. 
(2005) show three peaks between 100 and 600 ms, but only one or two of these 
were quantified in these studies. The children in these studies were also six-year-
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olds, and therefore show indirect support for the existence of EDNs in addition 
to MMNs and LDNs. 
Compared to the results obtained for the vowel and its nonspeech counterpart 
changes, differences between conditions were much more subtle for the other 
segmental phonemic change, the consonant. In adults, there was only a trend of 
stronger MMNm sources for the consonant compared to its nonspeech 
counterpart changes in the left hemisphere. In children, larger MMNs were 
elicited by the consonant compared to their counterpart changes, with no 
lateralization emerging. However, as expected based on previous research (for a 
review, see Näätänen et al., 2007; Pakarinen et al., 2013), overall response sizes 
corresponded to the sizes of acoustic differences. The consonant and its 
corresponding nonspeech change were the smallest of the five studied feature 
contrasts, which was also reflected in the behavioral discrimination results of 
Study I, where changes in consonants were discriminated just above chance level 
(60 %) and the corresponding nonspeech changes at chance level (50 %). 
Therefore, it is not surprising that the cortical responses, and consequently the 
differences between conditions, were much smaller for the consonants than those 
for the vowels. Previous research has also suggested that cortical responses to 
consonants are not lateralized if they are presented in isolation or in pseudoword 
context (Shtyrov et al., 2005), but that left-lateralization emerges only when 
presented in words. The lack of lateralization might thus be a result of consonant 
memory traces not being properly activated by sublexical syllables, especially as 
the stimuli did not contain a CVT acting as an extra cue for consonant identity. 
Finally, in both groups, the elicited waveforms were different for consonants 
and other feature changes. Unlike other MMNs, the adult MMN for consonant 
changes at 158 ms was followed by a later negativity at approximately 300 ms 
post-stimulus, and this later response is visible only in the speech but not the 
nonspeech condition (see Figure 6). However, this response was not analyzed, as 
late responses were elicited neither by the other four feature changes nor by the 
consonant nonspeech counterpart changes. In children, two, and not three, 
responses were elicited by changes in consonants and their nonspeech 
counterparts: the EDN at 104/156 ms, and the MMN at 332/316 ms, respectively. 
The latencies of these responses suggest that the children's EDN response could 
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be comparable to the adult MMN, and the children's MMN is more of a LDN 
response, paralleled by a similar response in adults. While there were no 
statistically significant main effects for the EDNs for consonant versus nonspeech 
counterpart changes, only the EDN for consonant changes differed statistically 
significantly from zero, suggesting a subtle difference between these two 
conditions which is consistent with the MMNm results of the adults. If the child 
MMN is actually LDN (a notion supported also by its much later latency 
compared to other MMNs), the initial discrimination of consonants is followed 
by further processing, and the adult waveform suggests that this late process 
might be retained during maturation. Interestingly, the amplitude of late 
MMN/LDN for the consonant change was recently associated with rare genetic 
variants identified in children and young adults with dyslexia (Czamara et al., 
2011; Roeske et al., 2011), suggesting that it has an important contribution to 
speech processing and/or reading acquisition. The existence of two responses for 
at least some consonant contrasts is further supported by the child studies of 
Lovio et al. (2009), Lee et al. (2012), and the adult study of Sorokin et al. (2010), 
who showed a similar two-ERP pattern for consonant changes, with, however, 
only one response quantified. Although speculative, the likeness of the ERP 
patterns in preschoolers and adults nevertheless suggest similarities in consonant 
processing in these two groups, and should be investigated further. 
Quite surprisingly, the syllable feature showing clearest left-lateralization in 
the speech versus nonspeech context was sound duration. MMNs in children and 
MMNm:s in adults to vowel duration changes were processed bilaterally, whereas 
MMNs to nonspeech duration changes were clearly right-lateralized, similarly to 
previous studies in adults (Sorokin et al., 2010; Takegata et al., 2004). This 
relatively increased contribution from the left hemisphere in vowel duration 
processing is consistent with its phonemic role in Finnish, separating words with 
short and long vowels, which is likely to lead in memory trace formation for 
duration prototypes (Ylinen et al., 2005, 2006). In children, this subtle left-
lateralization was seen for both MMN and LDN, but the response amplitudes for 
vowel duration changes were larger than those to nonspeech duration changes 
only for MMNs at the frontal left electrode. To sum up, these findings suggesting 
bilateral vowel duration change processing, and right-hemisphere preponderant 
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discrimination of nonspeech duration changes are consistent with previous 
results on adult quantity language speakers (Sorokin et al., 2010; Takegata et al., 
2004; Ylinen et al., 2005, 2006). As a novel finding, these results showed that 
adults and children process vowel and nonspeech changes similarly.  
In both adults and children, the MMN/MMNm responses were larger to 
changes in vowel F0 compared to the nonspeech F0 counterparts. However, the 
lateralization patterns differed between the groups. In children, there were no 
differences in the topography of MMNs to F0 changes in either speech or 
nonspeech conditions. In adults of Study I, there was a trend of stronger MMNm 
sources for speech than nonspeech F0 changes in the right hemisphere, with 
MMNm latency being also earlier in the speech than the nonspeech condition. 
However, the simultaneous adult EEG data showed a leftward rather than a 
rightward tilt in the distribution of MMN for vowel F0 changes, but this effect 
was not statistically significant probably due to the small number of analyzable 
EEG data (N=12) and a consequent lack of power. Our EEG results are consistent 
with those obtained by Sorokin et al. (2010), who reported leftward average 
lateralization of MMN minimum norm estimated (MNE) sources to changes in 
vowel F0 in Finnish adults. These distinct results obtained for the MMN and 
MMNm might be due to differences in the sensitivity of EEG and MEG methods 
to generator sources. For example, MMN might get a contribution from 
generators which are detected with EEG but not with MEG due to their 
orientation (Ahlfors et al., 2010; Näätänen et al., 2012). This question should be 
investigated further, for instance, with cross-linguistic control groups from 
several languages differing in their tonality to show if there is, indeed, left-
lateralized F0 processing in Finnish speakers similarly to speakers of tonal 
languages (Järvikivi, Vainio, & Aalto, 2010; Zatorre & Gandour, 2008).  
Interestingly, in children, changes in vowel F0 elicited larger EDNs than 
changes in nonspeech sound F0. In addition to vowels and their nonspeech 
counterparts, this was the only other deviant showing differences at the EDN time 
window between the conditions, suggesting that there is an enhanced processing 
of speech versus nonspeech sound F0 information at 100-200 post-stimulus in 
preschoolers. Furthermore, the differences between conditions emerged at 
electrodes over frontal and left central areas for the MMN, which is similar to the 
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results of Sorokin et al. (2010) in adults. The LDNs for vowel F0 changes did not 
differ in their distribution, whereas LDNs for nonspeech changes had amplitude 
maxima over right frontal and left parietal areas, suggesting differences in the 
neural processes involved in late processing of speech and nonspeech F0 changes.  
The results for F0 change processing should be viewed from several 
perspectives: first, vowels are identified primarily by their characteristic formant 
frequencies, and learning them is an essential goal in childhood. Secondly, F0 
changes signal sentence focus (Vainio & Järvikivi, 2007), and are used to co-
signal phonemic duration changes in Finnish vowels (Vainio et al., 2010), both of 
which are essential for language comprehension. Thus, it is not surprising that 
children’s auditory cortices show enhanced processing of speech F0 compared to 
nonspeech F0 changes at several consecutive stages, similarly to the processing 
of vowel identity changes and their nonspeech counterparts. The differences 
between child and adult studies suggest that these processes change during 
maturation, probably becoming faster and more automatic, as suggested by the 
absence of late responses in adults. 
Finally, the most pronounced differences between children and adults in 
speech versus nonspeech sound feature processing were found for the changes in 
sound intensity. In adults, sources for MMNm:s for intensity changes in both 
conditions tended to be stronger in the right than the left hemisphere. 
Furthermore, the latency of MMNm:s for intensity changes were earlier in the 
speech than the nonspeech condition in the right but not the left hemisphere. In 
contrast, children's MMNs were larger for speech compared to nonspeech 
intensity changes over frontal areas, and they were larger at the left than the right 
hemisphere in the speech condition. The differences in response distributions 
between the groups suggest that there is a different maturational trajectory in the 
cortical processing of changes in speech sound intensity than in the processing of 
segmental phonemes, vowel duration, or vowel F0. The children and adults' 
waveforms for the intensity changes differ also in shape much more than for the 
other four deviant types. The flat shape of the children's waveform is surprisingly 
similar to those recorded by Pakarinen et al. (2013) for small vowel intensity 
deviants in adults, whereas the adult waveforms correspond to the medium/large 
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ones in the same study. This comparison tentatively suggests that the same 
intensity difference was more difficult for the children to discriminate.  
 
5.2 ERPs as an index of cognitive functioning in preschoolers 
The investigations on the relationship between ERPs and neurocognitive 
measures in preschoolers (Studies II and III) showed that each obligatory and 
discriminative cortical measure was associated with at least one neurocognitive 
skill. Consistent with hypothesis (4), all results followed the pattern of larger 
response amplitudes for speech compared to respective nonspeech changes being 
associated with better test performance. As a general trend, larger amplitudes in 
the left compared to right hemisphere were associated with better performance, 
the exceptions being N2 and LDN, for which faster performance in RAN was 
associated with equal-sized or smaller amplitudes on the left than the right 
hemisphere, respectively. Finally, early responses (P1, EDN) elicited 100-200 ms 
post-stimulus were associated with phonological and prereading skills, whereas 
responses with peak latencies after 200 ms (N2, N4, LDN) were associated with 
verbal short-term memory (LDN) and  rapid alternating naming speed (N2, N4, 
LDN). These results suggest that in preschoolers, cortical phonetic identification 
and discrimination is followed by lexical access and retrieval, the processes being 
at least partially separate and sequential.  
Surprisingly, associations were found between the three discriminative ERPs 
(EDN, MMN, LDN) and nonverbal reasoning, which is a relatively high-level 
cognitive skill in comparison to simple feature discrimination. Since the 
associations were either between better performance and larger responses in the 
speech than the nonspeech condition (EDN, LDN), or with larger responses in 
the left than the right hemisphere (MMN), these response patterns can be 
concluded to be beneficial for overall cognition, and perhaps can here be 
interpreted as an index of cortical ability for memory trace formation and 
typicality of cortical specialization, rather than indices of speech processing. This 
would apply especially to EDN and MMN, as they did not associate with verbal 
reasoning, despite the moderately high intercorrelation between the verbal and 
nonverbal reasoning indices (r=.42). Second, they showed an overall, across-
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deviant association pattern, suggesting that the associations did not result from 
the activation of any specific memory trace. This interpretation is consistent with 
the theory proposed by Näätänen et al. (2014) of MMN being an index of general 
cognitive (dys)functioning rather than a specific biomarker for one or more 
cognitive disorders. They propose that it reflects the functioning of NMDA 
receptors, which in turn are important in long-term potentiation, long-term 
depression, and consequently synaptic plasticity in memory trace formation 
(Näätänen et al., 2012, 2014). As these low-level synaptic events are important 
also for more complex learning and thinking, the proposed role of EDN and MMN 
as indices of general learning ability is perhaps not so far-fetched.  
The EDN and MMN results are in contrast with those for the LDN, which, first, 
associated with both verbal and nonverbal reasoning skills, and second, showed 
association for vowel changes and their counterparts only. The results for LDN 
might thus reflect a more lexical contribution to reasoning, as suggested in the 
previous chapter, which would benefit verbal reasoning undoubtedly, and 
nonverbal reasoning via the possibility of employing also silent verbal strategies 
in visual problem solving. However, these interpretations are somewhat 
speculative in nature, as to the best of our knowledge, there is no previous 
research on the associations of LDNs and children's reasoning performance.   
The associations between early responses (P1, EDN) and phonological and 
prereading skills suggest that sublexical cortical auditory processes are involved 
in reading development, probably via effectiveness of encoding and processing of 
changes in speech sounds in the left auditory cortex. There is no direct evidence 
from previous research to support this interpretation, but some indirect support 
from studies showing smaller P1s in children at risk for dyslexia compared to 
controls (Lovio et al., 2010), who also had poorer phonological and prereading 
skills measured with similar tests as the children in Study II.  
Larger MMNs to intensity changes at electrodes over the left than right 
hemisphere tended to be associated with better prereading skills. This 
relationship was not detected for phonological skills, suggesting that 
lateralization of intensity discrimination reflects some other aspect of early 
reading skills than phonological processing. A likely explanation is that effective 
processing of speech sound intensity changes contributes to improved perception 
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of word stress, which is always on the first syllable in Finnish, and thus increases 
awareness of word boundaries (Vainio & Järvikivi, 2006; 2007; Vroomen, 
Tuomainen, & de Gelder, 1998). Consistent with this, cochlear-implanted 
children with lower intensity perception thresholds showed better performance 
in word and sentence stress perception than those with higher thresholds (Torppa 
et al., 2014). Furthermore, the study by Doty, Idemaru, & Guion (2007)  
suggested that vowel intensity acts as an extra cue for the length of the preceding 
consonant: vowels after a geminate (/kk/, /pp/, or /tt/) consonant were louder 
than those after singleton (/k/, /p/, /t/) consonants in pseudowords such as 
/sepi/ and /seppi/ produced by Finnish adults. This study was conducted with 
only three participants, and thus the result needs to be replicated in future studies. 
However, tentatively, the importance of intensity perception in singleton versus 
geminate consonant discrimination could be another candidate explanation for 
the association between left-lateralized intensity processing and better 
prereading skills in children, as consonant quantity is used to discriminate word 
meaning (e.g. ‘tuli’ (fire) and ‘tulli’ (customs); see Suomi et al., 2008, for further 
information). 
Larger LDNs for changes in speech than nonspeech sounds in the left 
hemisphere were associated with better performance in verbal short-term 
memory tasks, whereas a similar pattern at electrodes over the right hemisphere 
was associated with poorer performance. The association is similar to that 
between LDNs and verbal reasoning, but in the case of verbal short term memory, 
appears for the average of all LDNs rather than that elicited by changes in vowels 
and their counterparts. Since verbal short-term memory and verbal reasoning 
skills were moderately intercorrelated (r=.45), this similarity is not surprising. 
The results is also consistent with the previous suggestion of LDN reflecting 
similar processes as the adult MMN, and later assimilating with it, as adult MMN 
amplitudes are associated with verbal short term memory span (Todd, Myers, 
Pirillo, & Drysdale, 2010). 
Finally, ERPs with latencies over 200 ms (N2, N4, LDN) were associated with 
rapid alternating naming speed, suggesting that their underlying neural 
processes are related to the speed of lexical access. As naming speed, alongside 
with phonological skills, is one of the main predictors of later reading acquisition 
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(for a review, see Kirby et al., 2010), cortical processes associated with it are of 
interest especially for those developing intervention programs for dyslexia. 
Previous research has shown than children who had poor rapid naming skills at 
preschool age, had late right-hemisphere positive ERP to syllables as newborns, 
whereas faster namers had negative late right-hemisphere responses – essentially 
a N2/N4 (Guttorm, Leppänen, Hämäläinen, Eklund, & Lyytinen, 2010). 
Furthermore, preschoolers with larger N2s to a pseudoword and its nonspeech 
counterpart had later reading problems at school, compared to those with smaller 
N2s (Hämäläinen et al., 2013). While the paradigms of these studies differ from 
Study II, they nevertheless suggest that processes at the N2/N4 range are 
relevant for reading acquisition, and should be investigated further. 
 
5.3  Lateralization and domain specificity of speech and 
nonspeech sound processing 
A third major contribution of Studies I-III is to the debate on domain specificity 
versus generality of auditory processing. Overall, differences in cortical 
processing of speech and nonspeech sounds were seen in both children and adults, 
and both in obligatory stimulus processing as well as the discrimination of 
stimulus features. . Earlier studies have often been criticized on using much less 
complex nonspeech stimuli as a control condition, in which case the differences 
in acoustic complexity could account for the observed lateralization effects in 
speech versus nonspeech sounds (Zatorre, Pelin, & Penhune, 2002; Poeppel, 
2003; Zatorre & Gandour, 2008). Consequently, the stimuli used in Studies I-
III were an attempt to control as many acoustic parameters as possible between 
the conditions, while keeping the nonspeech stimuli unperceivable as speech. 
While there were differences in the harmonic structure (speech sounds 
containing four formants and nonspeech sounds only F0 and F2), the speech and 
nonspeech sounds were nevertheless comparable in F0 and F2, spectral envelope, 
intensity, and duration. In addition, both contained a rapid transition from the 
consonant/counterpart portion to the vowel/counterpart portion of the stimulus.   
Thus it can be concluded that speech sound processing after six years of exposure 
is at least partially domain-specific. The results could, of course, be due to mere 
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exposure, and thus control studies using participants from different language 
groups, as well as nonspeech discrimination training, should be conducted.  
Three models of cortical lateralization were introduced in Chapter 1: the 
Zatorre, Pelin & Penhune (2002) model, essentially similar to the Poeppel (2003) 
model, suggesting left-hemispheric preference for rapid transitions (consonants) 
and right-hemispheric preference for spectral information (frequency). Another 
model by McGettigan and Scott (2012) proposed that the left hemisphere is more 
sensitive to linguistic experience, whereas the right is less prone to form memory 
traces and processes sound in more domain-general manner. The results of 
Studies I-III lend only partial support to the first two models, as consonant 
processing was only tentatively lateralized to the left in adults, and not lateralized 
in children. Speech and nonspeech F0 processing, as reflected by the adult 
MMNm:s with sources in the auditory cortices, was lateralized towards the right 
hemisphere, which is consistent with the Zatorre, Pelin & Penhune (2002) and 
Poeppel (2003) models. However, if frequency processing was overall biased 
towards the right hemisphere, one would expect the speech sounds to show more 
right-lateralization than the nonspeech sounds, as they contained two formants 
more. This did not happen, which suggests frequency processing is not as strongly 
right-predominant as the Zatorre, Pelin & Penhune (2002) and Poeppel (2003) 
models suggest. 
In contrast, the McGettigan and Scott (2012) model receives more support 
from both adult and child results. The adult MMNm:s showed more differences 
between the two conditions in the left than the right hemisphere, thus suggesting 
that the left hemisphere is indeed more prone to form experience-related memory 
traces, at least for speech sounds. Furthermore, the child data suggested that 
differences in speech and nonspeech processing in the left hemisphere is 
beneficial in terms of both overall cognitive development as well as better 
phonological, prereading, and verbal memory skills. Interestingly, the same 
pattern occurring in the right hemisphere was associated with poor performance, 
suggesting that speech-specific memory trace formation in the right but not the 
left hemisphere is a sign of possible learning difficulties, or at least poorer 
cognitive functioning.  
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Finally, the differentiation of lateralization patterns according to test 
performance also raises an important question for theory development: what can 
be considered a normal lateralization pattern? Even when comparing typically 
developed children, there is a wide range of variation in response lateralization. 
All the children in Studies II and III were within age-expected range in their 
verbal and nonverbal reasoning, which often are the only skills that are controlled 
for when comparing clinical groups and controls. However, there was substantial 
differentiation in lateralization within this large group of ”typically developed 
preschoolers,” which was shown to associate with their neurocognitive test 
performance. Furthermore, the case of left-lateralization of vowel versus 
nonspeech duration processing suggests that the properties of one's mother 
tongue (or other extensive exposure, such as music training; see Tervaniemi & 
Hugdahl, 2003 for review) can affect cortical lateralization in a significant 
manner. Therefore, if reliable comparisons are to be made between ”clinical” 
and ”typical” groups, the background of participants, as well as their verbal skills, 
should be carefully matched when conducting experiments of cortical processing. 
 
5.4 Study limitations and future directions 
All three studies contain limitations, which should be taken into account. First, 
the stimuli were constructed semi-synthetically and contained no CVT in the 
vowel section, in order to control for differences between the two conditions as 
well as the different deviant tokens. Consequently, the results might be limited 
regarding natural speech processing, as CVT is always present for natural 
syllables. Its significance should therefore be investigated especially regarding 
consonant processing and its lateralization. 
Second, even though the nonspeech counterpart stimuli were closely matched 
with the speech stimuli in terms of F0 and F2, spectral envelope, intensity, and 
duration, they were not equally complex to the speech sounds, which contained 
four formants whereas the nonspeech sounds included only F0 and F2. However, 
previous studies have suggested that stimulus complexity might not be a key 
factor influencing lateralization of sound processing. For example, learning a 
language based on simple stimuli such as Morse code (Kujala et al. 2003) or sine 
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wave speech (Dehaene-Lambertz et al., 2005; Möttönen et al., 2006) results in a 
shift in lateralization to the language-dominant hemisphere when these simple 
stimuli become perceived as language. The importance of complexity and 
linguistic content should thus be further investigated in a double-controlled 
experiment. For example, one could first investigate the lateralization of 
nonspeech sounds of different complexity, and then teach the participants to 
associate them with sublexical or lexical items. Comparing the learning effects on 
different types of stimuli might shed light to the processes underlying language 
and the lateralization of auditory information processing.  
Third, all ERP recording sessions were passive, with attention directed to a 
self-selected movie or cartoon. As there was no control condition where attention 
would have been directed to the stimuli, attention effects cannot be ruled out as 
a possible explanation of differences in the ERPs in different cognitive and verbal 
skill groups, since those with better cognitive functioning might have been more 
able to concentrate on the video task. Previous research has shown that although 
obligatory ERPs, MMN, and LDN are elicited when attention is directed 
elsewhere, attending to the stimuli may enhance the responses or even alter their 
lateralization, especially when the stimuli are complex and/or the changes in 
them are difficult to detect (Choudhury, Parascando, & Benasich, 2015; Shafer, 
Ponton, Datta, Morr, & Schwartz, 2007; Alho, Woods, Algazi, & Näätänen, 1992; 
Woods, Alho, & Algazi, 1992; for a review, see Näätänen et al., 2007). In a recent 
study, Choudhudry, Parascando & Benasich (2015) studied attention effects in 
adults and 6-12 -year-old children with complex tone pairs with three levels of 
difficulty. They found that attending to the stimuli enhanced MMN amplitude in 
adults and LDN amplitude in children, and delayed their latency, for the two most 
difficult tone pairs. Thus, attention could be a confounding factor in the results of 
the current thesis, if difficulties in sustaining attention at the designated task 
(video or neurocognitive tests) affected both the size and lateralization of ERP 
responses and test performance. This should be investigated further, using, e.g., 
a control condition where children would have to press a button to target sounds 
in an auditory-attend condition, and to targets in the video in a visual-attend 
condition.  
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Fourth, there is a caveat in the way the test scores were formed. While the use 
of two tests was warranted to increase the reliability of measurements for each 
skill, as well as provide more variability in the scores, the test pairs differed 
enough for some children to fare well on one while performing poorly in another. 
As a consequence, the clearest differences in ERPs were seen in the lowest and 
highest quartile of performers in each skill, where performance in both tests was 
either equally poor or equally excellent. However, the speech versus nonspeech, 
and lateralization patterns in the two middle quartiles were not clear-cut, with 
the third quartile often showing quite surprising behavior (see Figures 9A and 
9B). This is likely due to the two middle groups consisting of two types of 'average' 
performers: those who showed good performance in one but poor in the other 
subtest, and those who fared equally well in both. In hindsight, these problems 
might have been avoided by looking at the neurocognitive test data structure with 
factor analysis, and using factor scores in the covariance analysis. However, the 
current scoring system does have the advantage of being easily approachable and 
can also be calculated easily for any individual child. 
Finally, there are several studies to be conducted with data collected but not 
yet analyzed in Studies I-III. First, the adult obligatory ERPs should be analyzed, 
as the children's results suggest that they might reflect important aspects of 
speech and nonspeech processing, as well as contribute to the understanding of 
both adult and child ERP components. Second, the children have been tested for 
verbal, reading, and writing skills as well as maintenance of auditory and visual 
attention after first and fourth grades, and it will be interesting to see if the ERPs, 
or their speech versus nonspeech or lateralization patterns predict later 
performance. Finally, a study following these or some other children from 
childhood to adulthood with both neurocognitive and psychophysiological testing 
would illuminate the dependence of different ERPs on age, skill level, and 
experimental manipulations, thus clarifying their use as possible biomarkers of 
later academic performance. 
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6 Conclusions 
In conclusion, the three studies in this thesis were relatively successful in 
achieving a systematic view of sublexical speech and nonspeech processing in 
children and adults. Across groups and features, the responses for speech were 
larger than those to corresponding nonspeech sounds, and larger differences 
between the conditions were found to be associated with better performance in 
verbal and nonverbal reasoning, phonological and prereading skills, verbal short-
term memory, and rapid naming speed. Finally, the processing of phonemic 
features (consonants, vowels, and vowel durations) were suggested to be similar 
in children and adults. In contrast, the processing of prosodic features (F0 and 
intensity) tended to lateralize to the right hemisphere in adults, and to the left 
hemisphere in children, suggesting different maturational pathways in phonemic 
and prosodic sound feature processing. Finally, as the neurocognitive skills were 
associated with differences between the two conditions (speech versus nonspeech) 
or hemispheres (left versus right), they are not as sensitive to factors which affect 
absolute ERP magnitudes between individuals (e.g., skull thickness, sweating). 
Therefore, they might be potentially usable as individual-level biomarkers of 
language abilities.  
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Appendix A 
 
 
Appendix A. The procedure for the behavioral assessment of the stimuli in Study I. The within-
pair SOA was 670 ms and there was approximately 5 seconds between each pair. Sounds were 
played from loudspeakers with a mean intensity of 60 dB SPL as measured from the center of the 
testing room. 
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Appendix B. 
 
Order A Order B
WPPSI-III: Block Design WPPSI-III: Block Design
WPPSI-III: Information WPPSI-III: Information
NEPSY-II: Phonological Processing Rapid Alternating Naming
Rapid Alternating Naming NEPSY-II: Phonological Processing
**BREAK** **BREAK**
NEPSY-II: Sentence Repetition WISC-III: Digit Span
Boston Naming Test NEPSY-I: Repetition of Nonsense Words
WPPSI-III: Matrix Reasoning WPPSI-III: Matrix Reasoning
Letter Knowledge NEPSY-II: Comprehension of Instructions
**BREAK** **BREAK**
WPPSI-III: Picture Concepts WPPSI-III: Picture Concepts
WPPSI-III: Word Reasoning WPPSI-III: Word Reasoning
WISC-III: Digit Span NEPSY-II: Sentence Repetition 
Syllable Reading Syllable Reading
(Lukilasse: Word Reading 1st Grade) (Lukilasse: Word Reading 1st Grade)
**BREAK** **BREAK**
NEPSY-II: Comprehension of Instructions Boston Naming Test
WPPSI-III: Coding WPPSI-III: Coding
NEPSY-I: Repetition of Nonsense Words Letter Knowledge
WPPSI-III: Similarities WPPSI-III: Similarities
WPPSI: Wechsler Preschool and Primary Scale of Intelligence; NEPSY: A 
Developmental Neuropsychological Assesment; WISC: Wechsler Intelligence Scale for 
Children.
The testing orders used in Studies II and III
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Appendix C. 
 
Appendic C. Difference waveforms for the five speech and nonspeech deviant features at Cz, left 
(LM) and right (RM) mastoids in nose-referenced data. Peak latencies as measured from mastoid-
referenced data are shown for each response. Note how response polarity is reversed at mastoids 
at the typical child MMN time window of 200-350 ms. For MMNs to intensity, the reversal could 
be seen in the majority of individual responses, although it is not evident in the group grand 
average waveforms, probably due to small signal of the MMNs to intensity combined with noise 
from movement of the nose electrode and large variance of response latencies. 

