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Abstrat
In this paper we derive the Laplae transforms of the integral fun-
tionals ∫
∞
0
(
p
(
exp(B
(µ)
t ) + 1
)−1
+ q
(
exp(B
(µ)
t ) + 1
)−2)
dt,
and ∫
∞
0
(
p
(
exp(R
(3)
t )− 1
)−1
+ q
(
exp(R
(3)
t )− 1
)−2)
dt,
where p and q are real numbers, {B(µ)t : t ≥ 0} is a Brownian motion
with drift µ > 0, BM(µ), and {R(3)t : t ≥ 0} is a 3-dimensional Bessel
proess, BES(3). The transforms are given in terms of Gauss' hyper-
geometri funtions and it is seen that the results are losely related
to some funtionals of Jaobi diusions. This work generalizes and
ompletes some results of DonatiMartin and Yor [4℄ and Salminen
and Yor [12℄.
Keywords: Feynman-Ka formula, hypergeometri funtions, Bessel
1
proesses.
AMS Classiation: 60J65, 60J60, 60J70.
1 Introdution
Let B(µ) = {B(µ)t := Bt + µt : t ≥ 0} be a Brownian motion with drift
µ > 0 started from 0. For the non-negative and loally integrable funtion f
onsider the funtional
I∞(f) :=
∫
∞
0
f(B(µ)s ) ds.
It is known, see Engelbert and Senf [6℄ and Salminen and Yor [13℄,
I∞(f) <∞ a.s ⇔
∫
∞
f(x) dx <∞. (1.1)
In [13℄ also other properties of I∞(f) are studied; in partiular, existene of
moments.
During the reent years and beause of appliations in nanial mathe-
matis muh interest has been foused on exponential funtionals of B(µ).We
refer to Yor [18℄ for a olletion of papers on this topi and also for further
referenes. A partiular rle in these investigations has been played by the
funtional ∫
∞
0
exp(−2B(µ)s ) ds (1.2)
whih, as shown in Dufresne [5℄, an be obtained as a perpetuity in a disrete
pension funding sheme after a limiting proedure. See also Yor [17℄.
In [11℄ and [12℄ the funtional∫
∞
0
(a+ exp(B(µ)s ))
−2 ds (1.3)
is analyzed the motivation being that the funtional in (1.3) has all the
moments (in fat, some exponential moments) when Dufresne's funtional
(1.2) has only some moments. The distribution of the funtional in (1.3) is
omputed in [11℄ for µ = 1/2 on one hand by onneting the funtional to a
hitting time of another Brownian motion with drift via random time hange
and on the other hand using the Feynman-Ka formula.
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In this paper we derive the Laplae transform of the funtional in (1.3)
for arbitrary µ > 0. In fat, we study the more general funtional∫
∞
0
(
p
(
exp(B
(µ)
t ) + 1
)−1
+ q
(
exp(B
(µ)
t ) + 1
)−2)
dt. (1.4)
Notie that hoosing here, e.g. , p = −q = 1 we obtain the funtional∫
∞
0
cosh−2(B
(µ)
t /2) dt. (1.5)
The key observation is that the funtional in (1.4) an be expressed, roughly
speaking, via the rst hitting time of a Jaobi diusion the Laplae transform
of whih an be omputed expliitly in terms of Gauss' hypergeometri fun-
tions. It is also seen that similar tehniques apply to ompute the Laplae
transform of an analogous funtional for three-dimensional Bessel proess
{Rt ; t ≥ 0}: ∫
∞
0
(
p (exp(Rt − 1)−1 + q (exp(Rt)− 1)−2
)
dt. (1.6)
The paper is organized so that in the next setion some general results
on the random time tehniques onneting integral funtionals and hitting
times are presented. In this setion we also disuss the FeynmanKa ap-
proah. Denitions and some properties of Gauss' hypergeometri funtions
are given in Setion 3. In Setion 4 we disuss some properties of Jaobi dif-
fusions fousing on two speial ases emerging from our omputations. The
funtional in (1.4) is treated in Setion 5 and (1.6) in Setion 6.
2 Transforming diusions by hanging time and
spae
In this setion we give a fairly straightforward generalization, needed in Se-
tion 4, of the main result in Salminen and Yor [12℄ for quite general diusions.
We also disuss the orresponding FeynmanKa approah.
Let B be a Brownian motion and onsider a diusion Y on an open
interval I = (l, r) determined by the SDE
dYt = σ(Yt) dBt + b(Yt) dt. (2.1)
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It is assumed that σ and b are ontinuous and σ(x) > 0 for x ∈ I. The
diusion Y is onsidered up to its explosion (or life) time
ζ := inf{t : Yt 6∈ I}.
Proposition 2.1. Let g(x), x ∈ I, be a twie ontinuously dierentiable
funtion suh that g′(x) 6= 0. Consider the integral funtional
At :=
∫ t
0
(
g′(Ys)σ(Ys)
)2
ds, t ∈ [0, ζ),
and its inverse
at := min
{
s : As > t
}
, t ∈ [0, Aζ).
Then the proess Z given by
Zt := g (Yat) , t ∈ [0, Aζ), (2.2)
is a diusion satisfying the SDE
dZt = dB˜t +G(g
−1(Zt)) dt, t ∈ [0, Aζ). (2.3)
where B˜t is a Brownian motion and
G(x) = (g′(x)σ(x))
−2
(
1
2
σ(x)2 g′′(x) + b(x) g′(x)
)
. (2.4)
Proof. By Ito's formula for u ≤ ζ
g(Yu)− g(Y0) =
∫ u
0
g′(Ys)σ(Ys) dBs+
∫ u
0
(
2−1g′′(Ys)σ
2(Ys)+ g
′(Ys)b(Ys)
)
ds.
Replaing u by at yields
Zt − Z0 =
∫ at
0
g′(Ys)σ(Ys) dBs +
∫ at
0
(
g′(Ys)σ(Ys)
)2
G(Ys) ds.
Sine at is the inverse of At and A
′
s =
(
g′(Ys)σ(Ys)
)2
we have
a′t =
1
A′at
= (g′(Yat)σ(Yat))
−2
. (2.5)
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From Lévy's theorem it follows that
B˜t :=
∫ at
0
g′(Ys)σ(Ys) dBs, t ∈ [0, Aζ).
is a (stopped) Brownian motion. As a result we obtain for t < Aη
Zt − Z0 = B˜t +
∫ t
0
(
g′(Yas)σ(Yas)
)2
G(Yas) das
= B˜t +
∫ t
0
G(g−1(Zs)) ds.
It is interesting and useful to understand how the relation (2.2) expresses
itself on the level of dierential equations assoiated with the diusions Y and
Z. In partiular, we onsider in this framework the FeynmanKa formula.
First, we give the following proposition whih is a generalization of the result
for Brownian motion stated in [3℄ VI.15 p.113 and onerns distributions
of funtionals of Brownian motion stopped aording to the inverse of an
additive funtional.
Proposition 2.2. Let F and f be ontinuous funtions on I. Assume also
that F is bounded and f is non-negative. Let τ be an exponentially (with
parameter λ) distributed random variable independent of Y. Then the fun-
tion
U(x) := Ex
(
F (Yaτ ) exp
(
−
∫ aτ
0
f(Ys) ds
))
is the unique bounded solution of the dierential equation
σ2(x)
2
u′′(x) + b(x)u′(x)− (λ(g′(x)σ(x))2 + f(x))u(x)
= −λ(g′(x)σ(x))2F (x). (2.6)
Next, introdue for x ∈ J := g(I)
Q(x) := U(g−1(x)). (2.7)
Straightforward alulations show that the funtion Q satises
1
2
Q′′(x) +G(g−1(x))Q′(x)−
(
λ +
f(g−1(x))(
g′(g−1(x))σ(g−1(x))
)2)Q(x)
= −λF (g−1(x)). (2.8)
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By the lassial FeynmanKa result the equation (2.8) has only one bounded
and non-negative solution, and, onsequently, we have the following proba-
bilisti interpretation
Q(x) = Ex
(
F (g−1(Z◦τ )) exp
(
−
∫ τ
0
f(g−1(Z◦s ))(
g′(g−1(Z◦s ))σ(g
−1(Z◦s ))
)2 ds)
)
,
where the diusion Z◦ has the generator
1
2
d2
dx2
+G(g−1(x))
d
dx
,
and an be viewed as a solution of the SDE (2.3). Using (2.7) and the
probabilisti interpretations of U and Q we obtain
Eg−1(x)
(
F (Yaτ ) exp
(
−
∫ τ
0
f(Yas)(
g′(Yas)σ(Yas)
)2 ds)
)
(2.9)
= Ex
(
F (g−1(Z◦τ )) exp
(
−
∫ τ
0
f(g−1(Z◦s ))(
g′(g−1(Z◦s ))σ(g
−1(Z◦s ))
)2 ds)
)
.
From this identity we an reover, e.g., that the distributions of Yat and Z
◦
t
are equal (from (2.2) we, of ourse, know muh more). In this paper, see
Setions 4.2 and 4.3, the identity (2.9) is used in a partiular ase to nd
the solutions of the equation (2.8) in terms of the (known) solutions of the
equation (2.6). Notie also that Proposition 2.2 an be proved by using rst
the lassial FeynmanKa formula for (2.8) and then Proposition 2.1.
Next two propositions onnet oupation time funtionals with rst hit-
ting times. We use the notation in Proposition 2.1.
Proposition 2.3. 1. Let x ∈ I and y ∈ I be suh that Px-a.s.
Hy(Y ) := inf{t : Yt = y} <∞.
Then, under the assumptions in Proposition 2.1,
AHy(Y ) = inf{t : Zt = g(y)} =: Hg(y)(Z) a.s. (2.10)
with Y0 = x and Z0 = g(x).
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2. Assume g(r) := limz→r g(z) exists (reall that r denotes the right hand
side end point of I). Suppose also that eah of the following statements holds
a.s.
(i) ζ = +∞, (ii) lim
t→∞
Yt = r, (iii) A∞ := lim
t→+∞
At <∞. (2.11)
Then
A∞ = Hg(r)(Z) a.s. (2.12)
Proof. To prove (2.10), notie that from the denition of Z (see (2.2)) we
obtain
ZAt = g(Yt).
Letting here t → Hy(Y ) and using the fat that g is monotone yield (2.10).
The laim (2.12) is proved similarly.
Remark 2.4. A suient ondition for (iii) in (2.11) is learly that the mean
of A∞ is nite:
Ex (A∞) =
∫
∞
0
Ex
(
(g′(Ys)σ(Ys))
2
)
ds
=
∫ r
l
G0(x, y) (g
′(y)σ(y))2m(dx) <∞,
where G0 denotes the Green kernel of Y and m is the speed measure (for
these see, e.g., Borodin and Salminen [3℄). For a neessary and suient
ondition in the ase of a Brownian motion with drift, see (1.1).
For the next proposition reall from (2.5) and (2.2) that the inverse at of
At is given for t < Aζ by
at =
∫ t
0
(
g′(g−1(Zs)) σ(g
−1(Zs))
)−2
ds. (2.13)
Proposition 2.5. Assume that eah of the following statements holds a.s.
(i) ζ <∞, (ii) lim
t→ζ
Yt = l, (iii) Aζ =∞.
Then
a∞ :=
∫
∞
0
(
g′(g−1(Zs)) σ(g
−1(Zs))
)−2
ds = ζ a.s. (2.14)
7
Proof. The laim is immediate from (2.13) using the assumptions (i)(iii)
and the fat that at is the inverse of At. Notie also that in this ase ζ =
limx→lHx(Y ).
We onlude this setion by a proposition whih relates the results in
Propositions 2.3 and 2.5 to the FeynmanKa formula. We onsider only the
ase in Proposition 2.3.2 and leave the other ases to the reader.
Proposition 2.6. 1. Under the assumptions of Proposition 2.3.2, the fun-
tion
Φ(x) := Ex
(
exp
(
−ρ
∫
∞
0
(
g′(Ys)σ(Ys)
)2
ds
))
, x ∈ I, ρ > 0
is the unique inreasing positive solution of the dierential equation
1
2
σ2(x) Φ′′(x) + b(x) Φ′(x)− ρ (g′(x)σ(x))2 Φ(x) = 0, (2.15)
satisfying limx→r Φ(x) = 1.
2. Dene for x ∈ g−1(I)
Ψ(x) := Φ(g−1(x)).
Then Ψ is the unique inreasing positive solution of the dierential equation
1
2
Ψ′′(x) +G(g−1(x)) Ψ′(x)− ρΨ(x) = 0
satisfying limx→rΨ(x) = 1. Moreover,
Ψ(x) = Ex
(
exp(−ρHg(r)(Z))
)
= Eg−1(x)
(
exp
(
−ρ
∫
∞
0
(g′(Ys)σ(Ys))
2
ds
))
. (2.16)
Proof. The rst part of the proposition an be proved as Proposition XX in
Salminen and Yor [12℄. The fat that Ψ has the laimed properties is an easy
exerise in dierentiation. The rst equality in (2.16) is standard diusion
theory and the seond one follows from the denition of Ψ.
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3 Gauss' hypergeometri funtions
We start with by realling from Abramowitz and Stegun [1℄ p. 556, the
denition of Gauss' hypergeometri series (or funtions):
F (α, β, γ; x) :=
Γ(γ)
Γ(β)Γ(α)
∞∑
n=0
Γ(α + n)Γ(β + n)
Γ(γ + n)
xn
n!
. (3.1)
It is easily seen that F is well dened for |x| < 1 but we onsider F only for
real values on x suh that 0 < x < 1. However, we allow omplex onjugate
values for α, and β, but take γ real (see Theorems 5.1 and 6.1). Notie that
F (α, β, γ; x) = F (β, α, γ; x).
It is well known (see Abramowitz and Stegun [1℄ or Lebedev [9℄ p. 162) that
F is a solution of the ODE
x(1− x) v′′(x) + (γ − (α + β + 1) x) v′(x)− αβ v(x) = 0. (3.2)
Straightforward alulations show that also
F̂ (α, β, γ; x) := F (α, β, α+ β + 1− γ; 1− x) (3.3)
is a solution of (3.2).
Reall also that for 0 < x < 1, and Re(γ) > Re(α) > 0 it holds
F (α, β, γ; x) =
Γ(γ)
Γ(α)Γ(γ − α)
∫ 1
0
tα−1(1− t)γ−α−1(1− tx)−β dt. (3.4)
From (3.4) we obtain by hanging variables
F̂ (α, β, γ; x) = F (α, β, α+ β + 1− γ; 1− x)
=
Γ(α + β + 1− γ)
Γ(α)Γ(β + 1− γ)
∫
∞
0
tα−1(1 + t)γ−α−1(1 + tx)−β dt, (3.5)
whih is valid for 0 < x < 1, Re(β + 1− γ) > 0, and Re(α) > 0. Notie that
F̂ (α, β, γ; 1) = 1
and
F̂ (α, β, γ; 0) =
Γ(α + β + 1− γ) Γ(1− γ)
Γ(α + 1− γ) Γ(β + 1− γ) , (3.6)
where all the arguments in our ase (see Theorem 5.1) are positive or have
positive real parts.
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4 Jaobi diusion
4.1 Denition and two partiular ases
Consider the diusion X = {Xt : t ≥ 0} living in (0, 1) satisfying the SDE
dXt =
√
2Xt(1−Xt) dBt + (γ − (α + β + 1)Xt) dt. (4.1)
Following Karlin and Taylor [8℄ p. 335, X is alled a Jaobi diusion with
parameters α, β, and γ. See the papers by Mazet [10℄, Warren and Yor [16℄,
Hu, Shi and Yor [7℄, Shoutens [14℄, and Albanese and Kuznetsov [2℄ for some
results and appliations of Jaobi diusions (and also for further referenes).
Next proposition gives a basi simple property of Jaobi diusions.
Proposition 4.1. Let X be a Jaobi diusion with parameters α, β, and γ.
Then Y := 1−X is a Jaobi diusion with parameters α, β, and α+β+1−γ.
The generator of X is given by
Gu(x) = x(1− x) u′′(x) + (γ − (α + β + 1) x)u′(x),
and we use
S(x) =
∫ x
1/2
y−γ(1− y)γ−α−β−1 dy
as the sale, and
m(x1, x2) =
∫ x2
x1
yγ−1(1− y)α+β−γ dy, 0 ≤ x1 < x2 ≤ 1
as the speed. Obviously, X exhibits very dierent behaviour when the values
of the parameters α, β, and γ. are varied. In view of our appliations we
onsider two ases.
Case 1: γ < 1 and α + β > 1.
Here, S(0+) > −∞ and S(1−) = +∞, and by the standard boundary
point analysis (see, e.g., Borodin and Salminen [3℄)
• if γ ≤ 0 then 0 is exit-entrane (regular),
• if 0 < γ < 1 then 0 is exit-not-entrane,
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• 1 is entrane-not-exit.
Consequently, X is transient and
H0(X) := inf{t : Xt = 0} <∞ a.s.
In the regular ase, i.e., γ ≤ 0, we hoose 0 to be a killing boundary. We
remark that the boundaries 0 and 1 are as displayed above also if the ondi-
tion α + β > 1 is extended to α + β > γ − 1.
Case 2: γ = α+ β ≥ 2.
Now we have S(0+) = −∞ and S(1−) = +∞, m(0, 1) <∞, and
• 0 is entrane-not-exit,
• 1 is entrane-not-exit.
Hene, X is positively reurrent. Notie, f. Proposition 4.1, that if X(1)
satises (4.1) with γ = α + β then X(2) := 1−X(1) solves (4.1) with γ = 1.
This fat is also transparent in the expressions for S and m.
4.2 Funtionals of Jaobi diusion; Case 1
Consider the Jaobi diusion given by (4.1) with γ < 1 and α + β > 1. Let
for c, θ ≥ 0
f(x) :=
1
θ
log
(
1− x
c x
)
, 0 < x < 1.
Clearly, f is dereasing, f(0+) = +∞, f(1−) = −∞, and
f−1(x) =
1
c e θx + 1
.
We are interested in the proess {f(Xt) : t ≥ 0}. By Ito's formula for
t < H0(X)
log
(
1−Xt
cXt
)
− log
(
1−X0
cX0
)
=
∫ t
0
−√2√
Xs(1−Xs)
dBs +
∫ t
0
1− γ + (α+ β − 1)Xs
Xs(1−Xs) ds. (4.2)
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Dene for t < H0(X)
At :=
2
θ2
∫ t
0
1
Xs(1−Xs) ds,
and set At = +∞ for t ≥ H0(X). Let a be the inverse of A, i.e.,
at := inf{s : As > t},
and notie that at ≤ H0(X) for all t ≥ 0. Moreover,
at =
θ2
2
∫ t
0
Xas(1−Xas) ds. (4.3)
The proess given by
Zt :=
1
θ
log
(
1−Xat
cXat
)
(4.4)
is well dened for all t suh that at < H0(X), and from (4.2) we obtain
Zt − Z0 = B◦t +
θ
2
∫ t
0
(
1− γ + α + β − 1
ce θZs + 1
)
ds, (4.5)
where B◦ is a Brownian motion. From (4.5) it is seen that Z is, in fat,
non-exploading and, therefore, from (4.4) it follows that at < H0(X) for all t
and at → H0(X) as t→∞. Hene, it also holds that At →∞ as t→ H0(X),
and we are in the ase treated in Proposition 2.5. We have∫ t
0
c exp( θZs)
(c exp(θZs) + 1)2
ds =
∫ t
0
1−Xas
Xas
(
1−Xas
Xas
+ 1
)−2
ds
=
∫ t
0
Xas(1−Xas) ds
=
2
θ2
at,
and the statement in Proposition 2.5 an be formulated as follows
Proposition 4.2. Let Z, Z0 = x, and X, X0 = 1/(c e
θx + 1), be as above.
Then
θ2
2
∫
∞
0
c exp(θZs)
(c exp(θZs) + 1)2
ds = H0(X) a.s. (4.6)
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As explained in Setion 3, we an use the FeynmanKa method to dedue
that the Laplae-transforms of the funtionals in (4.6) are equal. However,
beause the present ase is not overed by Proposition 2.6, we formulate here
a result onneting the solutions of the hypergeometri dierential equation
to the solutions of the equation indued by the generator of Z with the
potential term as on the left hand side of (4.6).
Proposition 4.3. Let z(x) = z(α, β, γ, x), x ∈ (0, 1), be an arbitrary solu-
tion of the hypergeometri dierential equation
x(1− x)z′′(x) + (γ − (α + β + 1)x)z′(x)− αβz(x) = 0. (4.7)
Then for c ≥ 0 and θ ∈ R the funtion q(x) = z(y(x)) with
y(x) := (c e θx + 1)−1
satises for x ∈ (−∞,∞) the equation
q′′(x) + θ
(
1− γ + α + β − 1
c e θx + 1
)
q′(x)− θ
2αβc e θx(
c e θx + 1
)2 q(x) = 0. (4.8)
Proof. It is suient to prove this statement for a = 1 sine one an shift
the argument. Dierentiating the omposition of the funtions we have (the
orresponding arguments are omitted)
q′ = − θe
θx(
e θx + 1
)2 z′, q′′ = θ2e 2θx(
e θx + 1
)4 z′′ + θ2e θx
(
e θx − 1)(
e θx + 1
)3 z′.
Taking in (4.7) the argument y(x) instead of x, one obtains
e θx(
e θx + 1
)2 z′′ + (γ − α + β + 1e θx + 1 )z′ − αβz = 0.
Finally, from these relations we have
q′′(x) =
θ2e θx(
e θx + 1
)2((α + β + 1e θx + 1 − γ + e θx − 1e θx + 1)z′ + αβz)
= −θ
(e θx + α + β
e θx + 1
− γ
)
q′(x) +
θ2αβe θx(
e θx + 1
)2 q(x)
proving the equation (4.8).
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Remark 4.4. Notie also the onverse of Proposition 4.3: if q is a solution
of (4.8) then z(x) = q(y−1(x)), where
y−1(x) :=
1
θ
log
(1− x
cx
)
, 0 < x < 1,
is a solution of (4.7) (f. (4.4)).
4.3 Funtionals of Jaobi diusion; Case 2
Assume that X is a Jaobi diusion with γ = α + β ≥ 2 and reall that in
this ase X is reurrent. By Ito's formula
log (1−Xt)− log (1−X0)
= −
√
2
∫ t
0
√
Xs
1−Xs dBs
−
∫ t
0
γ − (α+ β + 1)Xs
1−Xs ds−
1
2
∫ t
0
2Xs(1−Xs)
(1−Xs)2 ds
= −
√
2
∫ t
0
√
Xs
1−Xs dBs −
∫ t
0
Xs
1−Xs
(
γ
Xs
− α− β
)
ds (4.9)
= −
√
2
∫ t
0
√
Xs
1−Xs dBs −
∫ t
0
Xs
1−Xs
(α+ β)(1−Xs)
Xs
ds.
Let
Ât :=
2
θ2
∫ t
0
Xs
1−Xs ds,
and dene its inverse ât := inf{s : Âs > t}. By ontinuity, Ât < ∞ and
ât < ∞ for all t and Ât → ∞ and ât → ∞ as t → ∞; hene, we are in the
ase overed by Proposition 2.3.1. Instead of simply refering to Proposition
2.3.1, we give some details. Firstly
ât =
θ2
2
∫ t
0
1−Xas
Xas
ds, (4.10)
and the proess given by
Ẑt := −1
θ
log(1−Xât) (4.11)
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is well dened for all t ≥ 0. From (4.9) we obtain
Ẑt − Ẑ0 = B̂◦t +
θ
2
∫ t
0
α + β
exp(θ Ẑs)− 1
ds
where B̂◦ is a Brownian motion. From (4.10) and (4.11) we obtain
ât =
θ2
2
∫ t
0
1−Xas
Xas
ds =
θ2
2
∫ t
0
(
exp(θ Ẑs)− 1
)−1
ds
For y > 0 introdue
Hy(Ẑ) := inf{t : Ẑt = y}.
Now, from (4.11),
y = ẐHy(Ẑ) = −
1
θ
log
(
1−Xâ
Hy(Ẑ)
)
and, hene,
âHy(Ẑ) = inf{t : Xt = 1− e−θ y}.
Consequently, we arrive to the result (f. Proposition 2.3.1)
Proposition 4.5. Let X be a Jaobi diusion with γ = α+β ≥ 2 and Ẑ as
dened in (4.11) with Ẑ0 = x. Then for y > 0
θ2
2
∫ Hy(Ẑ)
0
(
exp(θ Ẑs)− 1
)−1
ds = Hy∗(X). (4.12)
where y∗ = 1− e−θ y and X0 = 1− e−θ x.
It is useful (again) to give the orresponding result for dierential equa-
tions. Notie that in this result we do not ìnterprete solutions probabilis-
tially and, therefore, an formulate a more general statement without any
restritions on the values of the parameters.
Proposition 4.6. Let z(x) = z(α, β, γ, x), x ∈ (0, 1), be an arbitrary solu-
tion of the hypergeometri dierential equation (4.7). Then for θ > 0 the
funtion s(x) = z
(
1− e−θx) satises for x ∈ (0,∞) the equation
s′′(x) + θ
( γ e θx
e θx − 1 − α− β
)
s′(x)− θ
2αβ
e θx − 1s(x) = 0.
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Proof. The proof is analogous to the proof of Proposition 4.3. We have
s′ = θe−θxz′, s′′ = θ2e−2θxz′′ − θ2e−θxz′.
Taking in (3.2) the argument 1− e−θx instead of x yields
e−θxz′′ −
(
α + β + 1− γ
1− e−θx
)
z′ − αβ
1− e−θx z = 0.
Consequently,
s′′(x) = θ2e−θx
(
α+ β + 1− γ
1− e−θx − 1
)
z′ +
θ2αβe−θx
1− e−θx z
= θ
(
α + β − γ
1− e−θx
)
s′(x) +
θ2αβe−θx
1− e−θx s(x),
proving the laim.
Remark 4.7. 1. We have also
log (Xt)− log (X0)
=
√
2
∫ t
0
√
1−Xs
Xs
dBs +
∫ t
0
1−Xs
Xs
(
α + β − α + β + 1− γ
1−Xs
)
ds.
Choosing γ = 1 and letting
A◦t :=
2
θ2
∫ t
0
1−Xs
Xs
ds,
it is seen that the proess
Z◦t := −
1
θ
log
(
Xa◦t
)
,
where a◦ is the inverse of A◦, satises the same SDE as Ẑ.
2. Let z(x) = z(α, β, γ, x), x ∈ (0, 1), be an arbitrary solution of the
hypergeometri dierential equation (4.7). Then for θ ≥ 0 the funtion
q(x) = z
(
e−θx
)
satises for x > 0 the equation
q′′(x) + θ
(
1− γ + α + β + 1− γ
e θx − 1
)
q′(x)− θ
2αβ
e θx − 1 q(x) = 0. (4.13)
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5 Perpetual integral funtional of BM(µ)
Our rst main result ompletes, in a sense, the result in [11℄, see also [12℄, on-
erning the translated Dufresne's funtional but, moreover, it gives Laplae
transforms for many new perpetual integral funtionals. The funtional we
analyze is
I∞(p, q) :=
∫
∞
0
( p
c exp(θ B
(µ)
s ) + 1
+
q(
c exp(θ B
(µ)
s ) + 1
)2) ds.
The notation It(p, q) is used when the integration is from 0 to t and IHy(p, q)
when t equals
Hy := inf{s : B(µ)s = y},
the rst hitting time of y.
Theorem 5.1. Let B(µ) be a Brownian motion with drift µ > 0 started from
x. Then for c > 0, θ > 0, p ≥ 0 and p+ q ≥ 0
Ex
(
exp
(
− I∞(p, q)
))
= K v(x)k F (α, β, α+ β + 2µ/θ ; v(x)) (5.1)
where F is Gauss' hypergeometri funtion as dened in (3.1), and
k = (α + β − 1)/2, v(x) = c exp(θ x)
c exp(θ x) + 1
K =
Γ(α + 2µ/θ)Γ(β + 2µ/θ)
Γ(α + β + 2µ/θ) Γ(2µ/θ)
(5.2)
and
α =
1
2
− µ/θ +
√
µ2 + 2(p+ q)/θ +
1
2
√
1 + 8q/θ2, (5.3)
β =
1
2
− µ/θ +
√
µ2 + 2(p+ q)/θ − 1
2
√
1 + 8q/θ2. (5.4)
Proof. Reall, e.g., from [12℄ that
Ψ(x) := Ex
(
exp
(
− I∞(p, q)
))
= Ex
(
exp
(
−
∫
∞
0
(
p
(
1− v(B(µ)t )
)
+ q
(
1− v(B(µ)t )
)2)
dt
))
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is the unique positive bounded funtion suh that
1
2
Ψ
′′
(x) + µΨ
′
(x)−
(
p (1− v(x)) + q (1− v(x))2
)
Ψ(x) = 0 (5.5)
and limx→+∞Ψ(x) = 1.We remark that in [12℄ it is required Ψ to be inreas-
ing, but from the proof therein it is lear that an equivalent requirement
is boundedness. To nd Ψ we use Girsanov's theorem and Proposition 4.2.
Firstly, reall that the proess Z as dened in (4.4) solves the SDE
dZt = dB
◦
t +
θ
2
(
1− γ + (α + β − 1)(1− v(Zt))
)
dt.
Choose now γ suh that µ = θ(1−γ)/2. By Girsanov's theorem, the measures
P
Z
and P
(µ)
indued by Z and B(µ), respetively, and dened in the spae
of ontinuous funtions ω : R+ 7→ R are loally absolutely ontinuous with
the RadonNikodym derivative given by
P
Z |Ft = exp (Dt) P(µ) |Ft , (5.6)
where Ft is the σ-algebra generated by the oordinate proess up to time t
and
Dt :=
∫ t
0
f(ωs)dωs − 1
2
∫ t
0
(
f 2(ωs) + 2µ f(ωs)
)
ds (5.7)
with
f(ωs) = θ k (1− v(ωs)).
Observe
V (x) :=
∫ x
(1− v(y)) dy = 1
θ
∫ x v′(y)
v(y)
dy =
1
θ
log v(x).
For the rst integral in (5.7) we obtain by Ito's formula∫ t
0
(1− v(ωs)) dωs = V (ωt)− V (ω0) + 1
2
∫ t
0
v′(ωs) ds
= V (ωt)− V (ω0) + θ
2
∫ t
0
v(ωs)(1− v(ωs)) ds
= V (ωt)− V (ω0)− θ
2
∫ t
0
(1− v(ωs))2 ds
+
θ
2
∫ t
0
(1− v(ωs)) ds.
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Letting (f. Proposition 4.2)
It :=
θ2
2
∫ t
0
c exp(θωs)
(c exp(θωs) + 1)2
ds
we have
It =
θ2
2
∫ t
0
v(ωs)(1− v(ωs)) ds
=
θ2
2
∫ t
0
(1− v(ωs)) ds− θ
2
2
∫ t
0
(1− v(ωs))2 ds.
The absolute ontinuity relation (5.6) yields
E
Z
x
(
exp(−r It)
)
= E(µ)x
(
exp(Dt − r It)
)
. (5.8)
Straightforward but lengthy omputations show that hoosing r = αβ the
laimed expressions (5.3) and (5.4) for α and β, respetively, are suh that
E
(µ)
x
(
exp(Dt − r It)
)
= Ex
[
exp
(
θk V (B
(µ)
t )− θk V (x)
)
exp
(
− It(p, q)
)]
. (5.9)
We remark that r = αβ an attain both positive and negative values. The
equalities (5.8) and (5.9) hold also for the rst hitting time Hy with y > x,
i.e.,
E
Z
x
(
exp(−r IHy)
)
=
(
v(y)
v(x)
)k
E
(µ)
x
[
exp
(
− IHy(p, q)
)]
.
Letting y → +∞ (remember that Zt → +∞ and B(µ)t → +∞ as t → +∞)
we obtain by monotone onvergene and Proposition 4.2
Ψ(x) = (v(x))kEXx∗
[
exp
(
− αβ H0(X)
)]
, (5.10)
where x∗ := 1 − v(x). Reall that ψ(x) → 1 as x → +∞. This an also be
veried from (5.10) by observing that as x→ +∞ then x∗ → 0 and the right
hand side of (5.10) tends to 1 beause 0 is an exit (or killing) boundary point
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for X. Notie also that if p + q = 0 (see Example 5.3) (in this ase αβ > 0)
then k = 0 and we have
0 < lim
x→−∞
Ψ(x) = lim
x∗→1
E
X
x∗
[
exp
(
− αβ H0(X)
)]
.
Also if p+ q > 0 then Ψ(x)→ 0 as x→ −∞. In this ase, beause v(x)→ 0
we annot without further analysis laim that
lim
x∗→1
E
X
x∗
[
exp
(
− α β H0(X)
)]
< +∞
in ase αβ < 0 (but this will follow from our disussion !). For the general
theory of diusions we know that the funtion
ψXαβ(x
∗) := EXx∗
[
exp
(
− αβ H0(X)
)]
is a solution of the hypergeometri dierential equation
(Clearly, ψXαβ as a funtion of x
∗
is dereasing if αβ > 0, and inreasing
if αβ < 0. Hene, beause 1 − v(x) is dereasing, ψXαβ as a funtion of x is
inreasing if αβ > 0, and dereasing if αβ < 0. In the latter ase, multiplying
ψXαβ with the inreasing funtion v(x)
k
makes the produt inreasing.)
Let F be the hypergeometri funtion as dened in (3.1) with α and β
as in (5.3) and (5.4), respetively, and γ = 1− (2µ/θ). Notie that α and β
an be onjugate omplex numbers and
α + β > 1, and γ < 1.
Moreover, as is easily seen,
Re(β + 1− γ) = Re(β + (2µ/θ)) > 0.
From Setion 3 it now follows (f. (3.5)) that the funtion
x 7→ F (α, β, α+ β + 1− γ; 1− x) = F (α, β, α+ β + (2µ/θ); 1− x)
is a bounded non-negative solution of the hypergeometri dierential equa-
tion. Proposition 4.3 and formula (5.10) yield
Ψ◦(x) := (v(x))k F (α, β, α+ β + (2µ/θ); v(x))
is a nonnegative bounded solution of (5.5). Consequently, by the uniqueness
we have
Ψ(x) = Ψ◦(x)/Ψ◦(+∞),
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where, from (3.6)
Ψ◦(+∞) := lim
x→+∞
Ψ◦(x)
= F (α, β, α+ β + (2µ/θ); 1)
=
Γ(α + β + (2µ/θ)) Γ(2µ/θ)
Γ(α + (2µ/θ)) Γ(β + (2µ/θ))
,
as laimed.
Example 5.2. Choosing in (5.1) p = 0, q = γ/a2, θ = 1, and c = 1/a gives
Ex
(
exp
(
− γ
∫
∞
0
(a+ exp(B(µ)s ))
−2 ds
))
= K v(x) (
√
a2µ2+2γ−aµ)/a F (α, β, α+ β + 2µ ; v(x)),
where
α =
1
2
− µ+
√
µ2 +
2γ
a2
+
√
1
4
+
2γ
a2
, β =
1
2
− µ+
√
µ2 +
2γ
a2
−
√
1
4
+
2γ
a2
,
K is given by (5.2) with α and β as above, and
v(x) =
exp(x)
a+ exp(x)
.
Notie that if µ = 1/2 then β = 0 and beause F (α, 0, γ; x) = 1 for all |x| < 1
(see (3.2)) we obtain the result in [12℄ (see also [11℄):
Ex
(
exp
(
− γ
∫
∞
0
(a+ exp(B(1/2)s ))
−2 ds
))
= v(x)(2 a)
−1 (
√
a2+8γ−a).
From Proposition 2.3.2 it follows that∫
∞
0
(a+ exp(B(µ)s ))
−2 ds = H0(Z) a.s.
where Z satises the SDE
dZt = dBt +
(
(µ− 1
2
)
a eaZt
1− eaZt + aµ
)
dt.
The funtion g is in this ase
g(x) := −1
a
ln (1 + ae−x).
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Example 5.3. Let in (5.1) p + q = 0, p = 4ρ ≥ 0, θ = 2, and c = 1. Then
α =
1
2
+
1
2
√
1− 8ρ, β = 1
2
− 1
2
√
1− 8ρ, k = 0,
K =
Γ (µ+ α) Γ (µ+ β)
Γ(µ) Γ(µ+ 1)
,
and we obtain the result (see Vagurina [15℄)
Ex
(
exp
(
−ρ
∫
∞
0
osh
−2(B(µ)s ) ds
))
= K F (α, β, 1 + µ; v(x)).
By Proposition 2.3.2∫
∞
0
ds
osh
2(B
(µ)
s )
= Hpi(Z), a.s, (5.11)
with Z determined via the SDE
dZt = dBt +
(
1
2
tnZt +
µ
sinZt
)
dt, Z0 = 2artan exp(B
(µ)
0 ).
In this example
g(x) := 2artan ex, g′(x) =
1
cosh x
,
and, therefore,
G(g−1(x)) =
1
2
tn x+
µ
sin x
=
1
2
(
µ− 1
2
)
tan
x
2
+
1
2
(
µ+
1
2
)
tn
x
2
.
Further,
Ez(exp(−ρHpi(Z))) = K F (α, β, 1 + µ; sin2(z/2))
Example 5.4. Take p = hc and q = a2 c2/2 in the dention of I∞(p, q).
Then, letting c→ +∞, we obtain by monotone onvergene (using (1.1))
lim
c→+∞
∫
∞
0
( hc
c exp(θ B
(µ)
s ) + 1
+
a2
2
c2
(c exp(θ B
(µ)
s ) + 1
)2) ds
=
∫
∞
0
(
h exp(−θB(µ)s ) +
a2
2
exp(−2θB(µ)s )
)
ds
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The Laplae transform of the funtional on the right hand side is given in [3℄
formula 2.1.30.3(2) p. 292 and an written as
Ex
(
exp
(
−
∫
∞
0
(
h exp(−θB(µ)s ) +
a2
2
exp(−2θB(µ)s )
)
ds
))
=
Γ(1/2 + µ/θ + h/aθ)
Γ(2µ/θ)
exp
(
− c
θ
e−θx
)
(5.12)
× U
(1
2
− µ
θ
+
h
aθ
, 1− 2µ
θ
,
2a
θ
e−θx
)
,
where the Kummer funtion U is onneted to the Whittaker funtionW via
Wn,m(x) =Wn,−m(x) = x
−m+1/2 e−x/2 U(−m − n + 1/2, 1− 2m, x),
see Abramowitz and Stegun [1℄. To obtain the formula (5.12) from (5.1)
observe rst that as c→ +∞ we have α ≃ 2ac/θ,
β → 1
2
− µ
θ
+
h
aθ
,
and (
1− 1
c e θx + 1
)ac/θ
→ exp
(
− a
θ
e−θx
)
.
and reall that for Reγ < 1 and Re(α + β − γ) > −1
lim
α→∞
Γ(α + 1− γ)
Γ(α+ β + 1− γ)F
(
α, β, α+ β + 1− γ; 1− x
α
)
= U(β, γ, x),
see Abramowitz and Stegun [1℄.
6 Perpetual integral funtional of BES(3)
Let R = {Rt : t ≥ 0} denote a 3-dimensional Bessel proess (or, equivalently,
of index 1/2). The generator of R is
GRu = 1
2
d2u
dx2
+
1
x
du
dx
.
In the next theorem we give the Laplae transform of the funtional.
Î∞(p, q) :=
∫
∞
0
( p
exp(θ Rs)− 1 +
q
(exp(θ Rs)− 1
)2) ds.
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Theorem 6.1. Let R be a 3-dimensional Bessel proess started from x > 0.
Then for θ > 0, p ≥ 0 and q ≥ 0
Ex
(
exp
(
− Î∞(p, q)
))
=
(1− e−θx)γ/2 Γ(α) Γ(β)
x θ Γ(γ)
F
(
α, β, γ, 1− e−θx) (6.1)
=
(1− e−θx)γ/2
x θ
∫ 1
0
tα−1(1− t)β−1(1− tx)α−γdt,
where
α =
1
2
+
1
2
√
1 + 8q/θ2 +
1
θ
√
2(q − p) (6.2)
β =
1
2
+
1
2
√
1 + 8q/θ2 − 1
θ
√
2(q − p), (6.3)
and γ = α+ β = 1 +
√
1 + 8q/θ2.
Proof. To start with, let Ẑ◦ be a diusion with the generator
G◦u = 1
2
d2u
dx2
+ h(x)
du
dx
,
where γ > α + β ≥ 0 and
h(x) :=
θ
2
(
γ e θ x
e θ x − 1 − (α+ β)
)
.
Notie that if γ = α + β then Ẑ◦ oinides with the diusion Ẑ introdued
in Setion 4.3. The measures indued by Ẑ◦ and by R in the anonial spae
of ontinuous funtions are absolutely ontinuous with respet to eah other
when restrited to the σ-algebra Ft generated by the o-ordinate mappings
up to a xed but arbitrary time t. Let PẐx and P
R
x be the measures assoiated
with Ẑ◦ and R, respetively, when both proesses are started from x > 0.
Then
P
Ẑ
x |Ft = exp
(
D̂t
)
P
R
x |Ft , (6.4)
where the exponent D̂t in the RadonNikodym derivative is given by
D̂t = −
∫ t
0
(ω−1s − h(ωs)) dωs +
1
2
∫ t
0
(ω−2s − h2(ωs)) ds (6.5)
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Consider the stohasti integral term in (6.5). Under the measure P
R
x the
o-ordinate proess is the Bessel proess R started from x. Realling that the
quadrati variation of R is t, we obtain by Ito's formula
(i) −
∫ t
0
R−1s dRs = log
(
x
Rt
)
− 1
2
∫ t
0
R−2s ds
(ii)
∫ t
0
h(Rs) dRs =
γ
2
log
(
e θ Rt − 1
e θ x − 1
)
− θ (α + β)
2
(Rt − x)
+
θ2 γ
4
∫ t
0
e θ Rs
(e θ Rs − 1)2 ds.
Next onsider the bounded variation part in (6.5). We have
(iii) −1
2
∫ t
0
h2(Rs) ds = −θ
2 γ2
8
∫ t
0
e 2 θ Rs
(e θ Rs − 1)2 ds−
θ2 (α + β)2
8
t
+
θ2 γ (α + β)
4
∫ t
0
e θ Rs
e θ Rs − 1 ds.
Beause Rt → +∞ as t→ +∞, it is seen from (ii) and (iii) above that taking
γ = α+β will lead to a remarkably simple speial ase. Indeed, if γ = α+β
D̂t = log
(
x
Rt
)
+
γ
2
log
(
1− e− θ Rt
1− e− θ x
)
+
θ2 γ
8
∫ t
0
(e θ Rs − 1)−1 ds
−θ
2 γ
4
(
γ
2
− 1)
∫ t
0
(e θ Rs − 1)−2 ds
In view of Proposition 4.5 we onsider now the funtional (assume that
the ontinuous funtion ω is suh that the funtional is well-dened)
Ît :=
θ2
2
∫ t
0
(exp(θ ωs)− 1)−1 ds.
By absolute ontinuity,
E
Ẑ
x
(
exp(−rÎt)
)
= ERx
(
exp(D̂t − rÎt)
)
,
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and, further, for Hy := inf{t : ωt = y} with y > x
E
Ẑ
x
(
exp(−rÎHy)
)
= ERx
(
exp(D̂Hy − rÎHy)
)
.
Proposition 4.5 gives now
E
X
x∗ (exp(−r Hy∗)) = ERx
(
exp(D̂Hy − rÎHy)
)
, (6.6)
where x∗ = 1 − e− θ x, y∗ = 1 − e− θ y, and X is a Jaobi diusion with
parameters α, β, and γ = α+ β ≥ 2. The identity (6.6) is equivalent with
E
R
x
(
exp(−ÎHy(p, q))
)
=
y
x
(
1− e− θ x
1− e− θ y
)γ/2
E
X
x∗ (exp(−r Hy∗)) , (6.7)
where
p =
θ2
4
(2r − γ) and q = θ
2
8
γ (γ − 2). (6.8)
Letting r = αβ it is seen from (6.8), after straightforward omputations, that
α and β an be expressed as in (6.2) and (6.3), respetively. To onlude the
proof it remains to ompute the Laplae transform on the right hand side of
(6.7) and let y → +∞. Beause x < y we have also x∗ < y∗, and. hene,
E
X
x∗ (exp(−αβ Hy∗)) =
ψXαβ(x
∗)
ψXαβ(y
∗)
, (6.9)
where ψXαβ is the unique (up to a multiple), positive inreasing solution of
(3.2) with γ = α + β. We remark that the uniqueness follows from the fat
that both boundaries, in this ase, are entrane-not-exit. Moreover, beause
Hy∗ → +∞ as y∗ → 1 (also as y∗ → 0) it must hold that ψXαβ(y∗) → +∞
as y∗ → 1. Similarly, there exists an unique positive dereasing solution ϕXαβ
suh that ϕXαβ(y
∗)→ +∞ as y∗ → 0. From the general theory of dierential
equations it follows that all other solutions of (3.2) an be expressed as
linear ombinations of ψXαβ and ϕ
X
αβ . Reall (see Setion 3) that the funtion
x 7→ F (α, β, γ; x) is a solution of (3.2). Now γ = α+β and from Abramowitz
and Stegun [1℄ 15.3.10 p. 559
F (α, β, α+ β; x) ≃ − Γ(α+ β)
Γ(α)Γ(β)
log(1− x), as x ↑ 1, (6.10)
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and, beause F (α, β, α + β; 0) = 1, it follows that x 7→ F (α, β, α + β; x) is
inreasing, and, onsequently,
ψXαβ = F (α, β, α+ β; ·).
Therefore, from (6.9) and (6.7),
E
R
x
(
exp(−ÎHy(p, q))
)
=
y
x
(
1− e− θ x
1 − e− θ y
)γ/2
F (α, β, α+ β; x∗)
F (α, β, α+ β; y∗)
.
Letting here y → +∞ and using (6.10) proves the laim.
Remark 6.2. The dereasing solution ϕXαβ is given by
ϕXαβ(x) = F̂ (α, β, α+ β; x) := F (α, β, 1; 1− x).
From the denition of F and the fats that, in this ase, αβ > 0 and
(α+ k)(β + k) = αβ + k(α + β) + k2,
it is seen that F̂ has the desired properties, i.e.,
lim
x→0
F̂ (α, β, α+ β; x) = +∞ and F̂ (α, β, α+ β; 1) = 1,
implying that F̂ is dereasing.
Example 6.3. In the partiular ase p = q = 4ρ, and θ = 2, we have
α = β =
1
2
+
1
2
√
1 + 8ρ
and, therefore
Ex exp
(
−
∫
∞
0
ρds
sinh
2(Rs)
)
=
(1− e−2x)2α Γ2(α)
2 xΓ(2α)
F
(
α, α, 2α; 1− e−2x)
Example 6.4. Choosing q = 0 yields
α = 1 +
i
θ
√
2p, β = 1− i
θ
√
2p =: α¯.
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Hene, α + β = 2 and
Ex exp
(
−
∫
∞
0
p
exp(θRs)− 1ds
)
=
1− e−θx
x θ
Γ(α) Γ(α¯)F
(
α, α¯, 2; 1− e−θx)
=
1− e−θx
x θ
pi
√
2p
θ sinh(pi
√
2p/θ)
F
(
α, α¯, 2; 1− e−θx),
where the formula (see [1℄ formulae 6.1.28 and 6.1.29.)
Γ(1 + i y) Γ(1− i y) = piy
sinh(piy)
is used. Letting x→ 0 yields
E0 exp
(
−
∫
∞
0
p
exp(θRs)− 1ds
)
=
pi
√
2p
θ sinh(pi
√
2p/θ)
. (6.11)
The term on the right hand side is the Laplae transform of Hpi/θ(R) where
the BES(3) proess R is started at 0, i.e., (6.11) is equivalent with the fol-
lowing identity due to DonatiMartin and Yor [4℄ p. 1044:∫
∞
0
1
exp(θRs)− 1ds
(d)
= Hpi/θ(R). (6.12)
The derivation of (6.12) in [4℄ is very dierent than the one presented above,
and is based on a formula for the Laplae transform of an integral funtional
of a two-dimensional Bessel proess.
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