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Introduction
La te´le´de´tection radar a connu un formidable essor ces dernie`res de´cennies graˆce a` la conception et a` la
re´alisation de syste`mes multi-polarisations et multi-fre´quentiels utilisant un principe de compression de
l’onde rec¸ue. Ils permettent d’obtenir des donne´es posse´dant une grande re´solution spatiale traduisant les
proprie´te´s e´lectromagne´tiques des milieux naturels observe´s.
Ces syste`mes radars constituent un atout concurrentiel par rapport aux syste`mes hyperspectraux, car en
tant que syste`mes actifs, ils peuvent fonctionner inde´pendamment des conditions d’illumination ainsi que
des conditions climatiques.
Ces syste`mes radars polarime´triques peuvent eˆtre :
– Spatiaux, comme les radars SIR-C (JPL, USA), X-SAR (DLR, Allemagne), embarque´s sur
une navette spatiale, ou ENVISAT (ESA, UE ), embarque´s a` bord d’un satellite, ainsi que
ALOS-PALSAR (NASDA, Japon) et RADARSAT-2 (CSA, Canada) qui seront lance´s respec-
tivement en 2004 et 2005 ;
– Ae´roporte´s, comme les radars E-SAR (DLR, Allemagne), AIRSAR (JPL, USA), RAMSES
(ONERA, France), PISAR (NASDA - CRL, Japon), CONVAIR (Environnement Canada,
Canada), . . . , embarque´s a` bord d’avion.
Jusqu’a` la fin des anne´es 90, il existait deux grandes familles distinctes dans le domaine de la te´le´de´tection
SAR : l’interfe´rome´trie et la polarime´trie.
L’interfe´rome´trie (InSAR) est une technique qui analyse la diffe´rence de phase entre deux images SAR
acquises a` partir de deux positions le´ge`rement diffe´rentes. L’image obtenue, nomme´e interfe´rogramme,
permet, entre autres, de mesurer la topographie d’une sce`ne par la ge´ne´ration de mode`les nume´riques de
terrain (MNT). Il y a deux fac¸ons de ge´ne´rer un interfe´rogramme. Soit les deux antennes sont monte´es sur
le meˆme porteur mais a` des positions diffe´rentes, c’est l’interfe´rome´trie simple-passe. Soit le porteur survole
une meˆme sce`ne mais a` des positions diffe´rentes, c’est l’interfe´rome´trie multi-passes.
De´montre´ pour la premie`re fois en 1974 par L.C. Graham [Graham 74], le principe de l’interfe´rome´trie
fut employe´ dans les anne´es 80 par R. M. Goldstein et H. A. Zebker, qui ont utilise´ deux antennes sur
le syste`me AIRSAR de la NASA/JPL, permettant la re´alisation de l’interfe´rome´trie simple-passe. Par la
suite, A. Gabriel et R. M. Goldstein ont montre´ les possibilite´s de l’interfe´rome´trie multi-passes en utilisant
le capteur spatial SEASAT. Finalement, les premiers re´sultats de l’interfe´rome´trie multi-passes utilisant
le capteur ae´roporte´ canadien du CCRS, en bande X et C furent publie´s en 1992 par A.L. Gray et P.J.
Farris-Manning.
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En 1991, l’agence spatiale europe´enne, l’ESA, lanc¸a le satellite de te´le´de´tection ERS-1. Ce fut le de´but
d’une avance´e de l’interfe´rome´trie. ERS-1, originalement conc¸u pour des applications oce´anographiques, fut
rapidement oriente´ vers la ge´ne´ration de mode`les nume´riques de terrain haute pre´cision sur une grande
e´chelle a` travers le monde.
En 1994, deux missions avec SIR-C/X-SAR donne`rent pour la premie`re fois des donne´es spatiales multi-
fre´quentielles (en bande X, C et L) interfe´rome´triques en mode multi-passes, et dans certains cas, en mode
polarime´trique. Ce meˆme instrument, comple´te´ par une seconde antenne monte´e sur un bras de 60 m, fut
utilise´ en fe´vrier 2000 pour la mission SRTM. Cette mission consista a` produire des MNT a` tre`s haute
re´solution de la surface terrestre comprise entre 60◦N et 60◦S.
En plus de la recherche pour la repre´sentation topographique de site, il existe une version de l’interfe´rome´trie
SAR, nomme´e : l’interfe´rome´trie diffe´rentielle, qui peut eˆtre utilise´e pour une discrimination pre´cise des
variations topographiques. Cette technique permet de de´tecter les de´formations de la surface terrestre avec
une pre´cision plus petite que la longueur d’onde du radar, de l’ordre du centime`tre. L’utilisation de capteurs
spatiaux autorise ainsi la te´le´de´tection a` grande e´chelle des processus de changements, dus a` des contraintes
e´cologiques comme les tremblements de terre et les mouvements des plaques tectoniques. Les phe´nome`nes
se produisant avant une e´ruption volcanique, les mouvements de la terre des zones montagneuses aussi bien
que les de´formations de la glace et le mouvement des glaciers peuvent ainsi eˆtre de´tecte´s par cette me´thode.
La polarime´trie SAR (PolSAR) est la seconde extension de l’imagerie SAR. Le de´veloppement au cours du
temps de la the´orie de la polarime´trie peut se re´sumer en deux e´tapes principales. La premie`re eut lieu vers
les anne´es 1950, lorsque G.W. Sinclair e´tablit les bases essentielles de la polarime´trie, en montrant qu’une
cible radar se comportait comme un modificateur de la polarisation, et que cette transformation pouvait
eˆtre comple`tement de´finie par une matrice complexe 2 × 2 : la matrice de re´trodiffusion [S] ou matrice de
Sinclair. Ces e´tudes furent poursuivies principalement, durant cette de´cennie, par E.M. Kennaugh, G.A.
Deschamps et W.M. Boerner. Le de´but des anne´es 1960 marqua la fin de cette premie`re e´tape, quand les
e´tudes dans ce domaine subirent un fort ralentissement. Cette relative de´saffection e´tait due notamment
aux difficulte´s de compre´hension et d’explication du phe´nome`ne physique de de´pendance cible-polarisation.
De plus la technologie hyperfre´quence de l’e´poque n’autorisait gue`re la re´alisation de syste`mes radars per-
mettant la diversite´ de polarisation. De tels syste`mes re´clamaient une telle complexite´ d’architecture qu’il
e´tait strictement impossible de les mettre en œuvre pour effectuer une mesure vectorielle cohe´rente large
bande des quatre canaux de polarisation.
Un regain d’inte´reˆt fut donne´ de nouveau a` la recherche dans le domaine de la polarime´trie, par la publication
en 1970 de la the´orie phe´nome´nologique des cibles radar de J.R. Huynen [Huynen 70], qui constitua
un pas de´cisif dans la compre´hension des processus d’interaction onde-cible. La seconde e´tape a ainsi de´bute´
dans les anne´es 1970, conforte´e par les avance´es the´oriques et technologiques conside´rables dans le domaine
des hyperfre´quences. La conse´quence importante de celles-ci s’est imme´diatement traduite par l’expansion
des recherches dans ce domaine. De ce fait, elles ont permis aujourd’hui, la mise au point de prototypes
irre´alisables dans les anne´es 70-80. Les premiers re´sultats fournis en 1987 par le radar polarime`tre imageur
AIRSAR (Airborne SAR) de la NASA/JPL ont confirme´ la faisabilite´ et l’inte´reˆt de ce type d’instrument.
Depuis, la polarime´trie SAR est devenue une technique de te´le´de´tection. En 1994, il y eut deux missions
spatiales avec le capteur SIR-C/X-SAR enregistrant pour la premie`re fois des donne´es polarime´triques en
bande C et L. Durant la seconde mission, il y eut une acquisition de donne´es polarime´triques combine´e avec
une acquisition interfe´rome´trique multi-passes.
3Une des caracte´ristiques spe´ciales de la polarime´trie SAR est qu’elle permet une discrimination des diffe´rents
types de me´canismes de diffusion. Ceci est devenu possible car la signature polarime´trique observe´e de´pend
fortement du processus de diffusion. En comparaison avec un syste`me SAR mono-canal, l’utilisation de la
polarime´trie permet une ame´lioration significative de la qualite´ des re´sultats de classification et de seg-
mentation. Certains mode`les de diffusions polarime´triques donnent une interpre´tation physique directe du
processus de diffusion permettant une estimation des parame`tres physiques du sol tels que l’humidite´ et l’e´tat
de surface aussi bien que des me´thodes de classification non supervise´e avec une identification automatique
des diffe´rentes caracte´ristiques de diffusions et des types de cible.
Depuis la fin des anne´es 1990, un nouvel axe de recherche tend a` combiner les deux familles, l’interfe´rome´trie
et la polarime´trie, c’est l’interfe´rome´trie SAR polarime´trique (PolInSAR). Elle combine les capacite´s
de l’interfe´rome´trie pour extraire les informations sur la hauteur en utilisant les techniques de de´composition
polarime´trique. Avec l’interfe´rome´trie SAR polarime´trique il est possible d’estimer la hauteur topographique
du centre de phase de chaque me´canisme de diffusion extrait. Des e´tudes sur des mode`les d’estimation de
parame`tres a` partir de donne´es SAR polarime´triques interfe´rome´triques ont e´te´ faites. Ces techniques tentent
d’inverser des mode`les de diffusion pour de´terminer les parame`tres physiques utiles a` partir des signaux
mesure´s.
Ce me´moire a pour objectif de pre´senter l’e´tude de la comple´mentarite´ des techniques polarime´triques et in-
terfe´rome´triques pour la de´tection et la caracte´risation de cibles a` partir de radars imageurs polarime´triques
en bande L. Membre des programmes europe´ens TMR (Radar Polarimetry : Theory and Applications) et
RTN (AMPER), l’e´quipe SA.P.H.I.R. a acce`s aux donne´es SAR polarime´triques et interfe´rome´triques du
syste`me ae´roporte´ E-SAR du DLR (Centre ae´rospatial allemand) qui seront utilise´es tout au long de ce
document pour valider toutes les e´tudes qui ont e´te´ mene´es.
Fig. 1 – Porteur Do228 du DLR sur lequel est installe´ le syste`me E-SAR.
Le capteur E-SAR est un syste`me SAR multi-fre´quentiel qui ope`re en polarime´trie partielle pour les bandes
X et C et qui est polarime´trique pour les bandes L et P. Le porteur utilise´ est un turbopropulseur Do228
ope´rant a` une altitude d’environ 3500 m, pre´sente´ par la figure 1 sur laquelle est visible l’antenne utilise´e
pour les donne´es en bande P, situe´e sous le cockpit, et l’antenne de la bande L situe´e a` l’arrie`re de l’avion.
Ce document est constitue´ de cinq chapitres.
Le premier chapitre concerne l’introduction de l’interfe´rome´trie. Dans une premie`re partie, les principes
de base de l’acquisition et du traitement de donne´es SAR monostatiques sont expose´s. La seconde partie
introduit l’interfe´rome´trie SAR par une approche ge´ome´trique et de´veloppe la phase interfe´rome´trique en
deux concepts : la phase de la terre plate et la phase topographique. Cette section permet aussi
d’introduire la conversion de la phase en altitude ainsi que la notion de cohe´rence interfe´rome´trique. La
troisie`me partie introduit le concept plus ge´ne´ral de l’interfe´rome´trie a` partir du mode`le mathe´matique
du signal SAR. Cela permet d’analyser la cohe´rence interfe´rome´trique et d’introduire l’ide´e d’un de´calage
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spectral dans l’imagerie SAR interfe´rome´trique. Enfin, la dernie`re section pre´sente le cas de l’interfe´rome´trie
SAR ae´roporte´e et la notion de de´pendance radiale.
Le second chapitre introduit les notions de polarime´trie radar ne´cessaires pour l’e´tude et l’interpre´tation
des re´ponses d’un environnement naturel et artificiel. Ce chapitre de´crit les repre´sentations cohe´rentes et
incohe´rentes de la polarisation d’une onde e´lectromagne´tique ainsi que les repre´sentations polarime´triques
matricielles permettant de rendre compte de la modification de la polarisation d’une onde incidente pro-
voque´e par une cible. Une distinction est faite entre les repre´sentations matricielles cohe´rentes et incohe´rentes
et leurs proprie´te´s respectives sont de´crites. Les parame`tres polarime´triques d’une onde ou d’une cible e´tant
fonction de la base d’e´tat de polarisation dans laquelle ils sont repre´sente´s, une section est de´die´e a` la
description des ope´rations de changement de base et du formalisme unifie´ associe´. Enfin, la dernie`re partie
pre´sente l’e´tude de la re´ponse polarime´trique d’un environnement naturel en introduisant un the´ore`me de
de´composition polarime´trique incohe´rent base´ sur une de´composition aux valeurs/vecteurs propres.
Le troisie`me chapitre est de´die´ a` l’interfe´rome´trie SAR polarime´trique. Cette comple´mentarite´ permet de
relier la notion de centre de phase interfe´rome´trique avec la notion de me´canisme de diffusion. Diffe´rentes
approches sont expose´es. La premie`re consiste en une optimisation de la cohe´rence interfe´rome´trique. Elle
introduit les vecteurs interfe´rome´triques et pre´sente une proce´dure d’optimisation de la cohe´rence ainsi que
l’estimation de la phase interfe´rome´trique a` travers un volume de diffusion. Cette approche est base´e sur un
mode`le de diffusion et surtout utilise´e dans des zones forestie`res pour l’estimation de la biomasse. La seconde
approche introduit les me´thodes a` haute re´solution, plus particulie`rement la me´thode ESPRIT (Estimation
of Signal Parameters via Rotational Invariance Technique), dans l’imagerie SAR. Cette technique est
souvent employe´e pour estimer la direction d’arrive´e dans les re´seaux d’antennes. Dans le cas de zones
volumiques, cet algorithme peut retrouver la phase interfe´rome´trique associe´e a` diffe´rents me´canismes de
diffusion comme la phase de la canope´e ou du sol. La troisie`me approche est aussi base´e sur la me´thode
ESPRIT mais consiste a` conside´rer le principe d’acquisition des images SAR interfe´rome´triques comme
un re´seau d’antennes permettant ainsi de retrouver, en plus de la phase interfe´rome´trique associe´e a` un
me´canisme dominant, la nature de la polarisation du signal re´trodiffuse´. Cette dernie`re approche trouve son
inte´reˆt dans le cas de l’utilisation de donne´es SAR partiellement polarime´triques.
Le quatrie`me chapitre propose une approche diffe´rente de la comple´mentarite´ polarime´trie interfe´rome´trie
puisqu’il s’agit d’ame´liorer les re´sultats d’analyse polarime´trique a` partir d’une conse´quence de l’interfe´rome´-
trie. C’est le principe de la superre´solution SAR. Cette me´thode est base´e sur le principe du de´calage
spectral. La re´solution d’une image SAR est relie´e a` la taille du spectre du signal. L’utilisation de donne´es
interfe´rome´triques permet d’augmenter cette taille permettant d’ame´liorer la re´solution d’une image SAR.
La premie`re partie pre´sente le principe de la superre´solution et son application dans le cadre de donne´es
SAR ae´roporte´es en tenant compte de la de´pendance radiale des donne´es. La seconde partie pre´sente
l’ame´lioration de l’analyse polarime´trique a` partir de l’e´tude de divers types de re´ponse.
Le cinquie`me et dernier chapitre pre´sente une application de la comple´mentarite´ polarime´trie interfe´rome´trie.
Il s’agit de de´tecter et de caracte´riser les zones urbaines et plus pre´cise´ment des baˆtiments a` partir de donne´es
SAR en bande L. Dans un premier temps, le site d’e´tude est pre´sente´. Il s’agit du site de test d’Oberp-
faffenhofen, situe´ en Allemagne, pre`s de Munich, et plus exactement du DLR. Ce site pre´sente l’avantage
(ou l’inconve´nient) d’avoir des baˆtiments situe´s dans un environnement naturel complexe compose´ de zones
ve´ge´tales, d’arbres, de champs et de routes. En effet, la localisation pre´cise des baˆtiment dans leur environ-
nement est une tache complexe a` cause de la nature multiple des me´canismes de diffusion rencontre´s. Ainsi
l’estimation de la phase interfe´rome´trique, associe´e au baˆtiment, ne´cessite un traitement particulier qui
5consiste a` isoler le baˆtiment de son environnement. La seconde partie pre´sente une technique de filtrage du
speckle, bruit multiplicatif de nature physique des images SAR. La troisie`me partie pre´sente la de´tection et
la caracte´risation des baˆtiments. Les baˆtiments sont localise´s par une approche polarime´trique qui consiste
en une segmentation des donne´es et une interpre´tation physique des classes. L’application des me´thodes
a` haute re´solution permet d’affiner la localisation des baˆtiments et une estimation pre´cise de la phase in-
terfe´rome´trique associe´e a` ces baˆtiments par rapport au reste de l’environnement. La hauteur des baˆtiments
peut eˆtre ainsi retrouve´e en utilisant le principe de la conversion phase-hauteur. Enfin, l’application de la
me´thode de superre´solution permet d’ame´liorer la de´tection des contours des baˆtiments.
Le document se termine par une conclusion et par une pre´sentation des diffe´rentes perspectives offertes dans
le cadre de la continuite´ de ce travail.
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Chapitre 1
L’interfe´rome´trie SAR
L’interfe´rome´trie SAR (InSAR) est une technique qui permet l’extraction de la topographie d’un terrain a`
partir d’un interfe´rogramme ge´ne´re´ entre deux images SAR, acquises a` partir de deux angles d’incidence
le´ge`rement diffe´rents. Par construction, une image SAR re´sulte de la projection de la re´ponse d’un volume
sur un plan, perdant ainsi toute l’information sur la hauteur des diffuseurs. L’utilisation d’une seconde
image SAR mesure´e avec un angle de vue diffe´rent permet de retrouver l’information de hauteur de la sce`ne
e´tudie´e.
Le but de ce chapitre est de pre´senter le principe de l’imagerie SAR ainsi que de poser les bases de l’in-
terfe´rome´trie SAR et son application dans le cas de donne´es ae´roporte´es.
Dans une premie`re partie, la ge´ne´ration des images SAR est pre´sente´e, donnant ainsi un mode`le mathe´mati-
que des donne´es. La seconde section pre´sente le principe de l’interfe´rome´trie SAR suivant une approche
ge´ome´trique. Cette section est divise´e en 4 sous parties. Premie`rement, le principe de la ste´re´o-radargramme´-
trie est pre´sente´, suivi du principe de l’interfe´rome´trie et de l’interpre´tation de la phase interfe´rome´trique.
Un mode`le de signaux interfe´rome´triques est ensuite pre´sente´ et permet de mettre en e´vidence la notion de
de´calage spectral. Enfin, la dernie`re section pre´sente l’application des outils interfe´rome´triques dans le cas
de donne´es SAR ae´roporte´es.
1.1 L’imagerie SAR
Le processus de ge´ne´ration d’une image SAR peut eˆtre divise´ en deux e´tapes : l’acquisition et la compres-
sion. L’acquisition des donne´es s’effectue par une e´mission d’impulsions e´lectromagne´tiques par l’antenne du
syste`me. Ces impulsions sont ensuite re´trodiffuse´es par la surface image´e, rec¸ues par l’antenne du syste`me,
enregistre´es et forment le signal radar, appele´ vide´o brute. L’information de la re´flectivite´ est obtenue au
moyen d’une focalisation de la vide´o brute, appele´e compression. Une premie`re e´tape consiste a` formuler la
re´ponse d’un diffuseur, puis la formation comple`te d’une image SAR complexe est obtenue par superposition
des contributions de l’ensemble des diffuseurs constituant la sce`ne observe´e [Landeau 99], [Bamler 98].
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1.1.1 Concepts de base du Radar a` Synthe`se d’Ouverture (SAR)
Il existe diffe´rents types de syste`me SAR : spatial si le capteur est embarque´ sur un satellite ou navette
spatiale, ou ae´roporte´ si le porteur est un avion. Un syste`me SAR illumine une sce`ne de la fac¸on pre´sente´e
par la figure 1.1. Le capteur se de´place le long d’un trajet rectiligne, appele´ azimut, a` une altitude H, au-
dessus d’un plan de re´fe´rence (x, y). Comme le montre la figure 1.1, la trace du faisceau au sol est nomme´e
l’empreinte et la zone de´crite par le faisceau en se de´plac¸ant est nomme´e la fauche´e. La direction de
l’axe de vise´e du radar est appele´e direction radiale ou distance.
Fig. 1.1 – Illumination d’une sce`ne par un SAR.
La re´solution en distance est de´finie comme la distance minimale de se´paration de deux point pouvant eˆtre
distingue´s par le radar dans la direction distance. Ainsi, la re´solution en distance, δr, de´pend de la dure´e
du pulse d’e´mission, τp, ou inversement de la largeur de bande du signal, W :
δr =
cτp
2
=
c
2W
(1.1)
ou` c repre´sente la ce´le´rite´ de la lumie`re dans le vide.
La re´solution en azimut de´pend de la taille de l’antenne dans la direction azimutale, Da ainsi que de l’angle
d’ouverture de l’antenne, θa, relie´s par la relation :
θa ∝ λ
Da
(1.2)
ou` λ est la longueur d’onde. Ainsi, la re´solution en azimut, δa, devient :
δa = r0
λ
Da
(1.3)
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ou` r0 est la distance radiale entre l’antenne et la cible. La re´solution de´pend de la taille de l’antenne. Ainsi
comme physiquement la taille d’une antenne ne peut eˆtre infinie, la re´solution en azimut est relativement
me´diocre. Elle peut eˆtre ame´liore´e en employant le concept de la synthe`se d’ouverture. Le principe SAR est
base´ sur l’utilisation d’une plateforme en mouvement afin de synthe´tiser une antenne effective plus longue
et ame´liorer ainsi la re´solution en azimut. Ceci est re´alise´ en effectuant plusieurs mesures de la re´flectivite´
d’une sce`ne a` diffe´rentes positions azimutales, permettant ainsi, graˆce a` une technique de compression des
donne´es, d’obtenir une re´solution plus fine en azimut. Comme pour un radar a` ouverture re´elle, le faisceau
de l’antenne synthe´tique entraˆıne une ouverture θsa, avec une longueur d’antenne synthe´tique Lsa :
θsa =
λ
2Lsa
(1.4)
Le facteur 2 prend en compte le trajet aller-retour entre le radar et la cible. La re´solution en azimut devient
donc, en tenant compte des nouveaux parame`tres du SAR :
δa = r0
λ
2Lsa
. (1.5)
La longueur maximale pour l’antenne synthe´tique est limite´e par le temps d’illumination de la cible, donne´e
par la taille de l’empreinte au sol, ainsi :
Lsa ≤ λr0
Da
. (1.6)
En conse´quence, la limite infe´rieure de la re´solution qu’il est possible d’obtenir en utilisant un syste`me SAR
devient :
δa ≥ Da2 (1.7)
1.1.2 Ge´ome´trie d’une mesure SAR
La ge´ome´trie d’un syste`me d’acquisition de donne´es SAR est pre´sente´e par la figure 1.2. Le capteur se
de´place suivant la direction xˆ. P repre´sente une cible ponctuelle situe´e a` la position (x0, y0, z0) par rapport
a` l’origine des coordonne´es. La position du capteur est donne´e par les coordonne´es (x, yS ,H), ou` x = v · t
repre´sente la position suivant la direction azimutale, v e´tant la vitesse du porteur et t le temps. yS repre´sente
la position du porteur suivant yˆ et H, l’altitude du porteur. θ est l’angle d’incidence du signal e´mis lorsque
le radar se trouve a` la meˆme position azimutale que la cible. Enfin R(x − x0; r0) est la distance entre la
cible et le radar et s’e´crit :
R(x− x0; r0) =
√
r20 + (x− x0)2 (1.8)
Les donne´es SAR sont repre´sente´es dans un espace a` deux dimensions de´fini par la direction azimutale et
la direction radiale (x, r).
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En utilisant cette repre´sentation, un diffuseur ponctuel est de´fini par son amplitude complexe σS(x0, r0), a`
la position (x0, r0) :
σS(x0, r0) = eiφobj
√
σδ(x− x0, r − r0) (1.9)
ou` δ(x, r) est la distribution de Dirac bidimensionnelle, σ repre´sente la section efficace radar (SER) et φobj
le de´phasage subit par l’onde lors de la re´flexion sur l’objet.
Fig. 1.2 – Ge´ome´trie d’une mesure SAR.
1.1.3 Traitement du signal SAR dans le cas d’une cible ponctuelle
L’antenne d’un syste`me SAR transmet une se´rie d’impulsions e´lectromagne´tiques avec une certaine fre´quence
de re´pe´tition (PRF ) module´e par une fre´quence porteuse f0. Le signal e´mis, se(t), lors du survol de la zone
illumine´e est donc :
se(t) = A(t)ei(2pif0t+ψ(t)) (1.10)
ou` A(t) repre´sente l’enveloppe de l’impulsion et ψ(t) la phase. L’impulsion donne´e par (1.10) interagit avec
un diffuseur ponctuel, (1.9), localise´ a` la position (x0, r0). En faisant l’hypothe`se d’une propagation de
l’onde dans l’espace libre, l’e´cho rec¸u peut s’e´crire de la fac¸on suivante :
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sr(x, r; r0) = σS(x0, r0)G0(x− x0; r0)A
(2
c
(r −R(x− x0; r0))
)
· exp
(
i
4pif0
c
(r −R(x− x0; r0)) + iψ
(2
c
(r −R(x− x0; r0))
))
(1.11)
ou` G0(x − x0; r0) symbolise le gain de l’antenne a` l’e´mission et a` la re´ception (incluant l’atte´nuation en
distance, les pertes du syste`me, . . . ). Apre`s une de´modulation en quadrature cohe´rente, le signal rec¸u (1.11)
devient :
s′r(x, r; r0) = σS(x0, r0)G0(x− x0; r0)A
(2
c
(r −R(x− x0; r0))
)
· exp
(
− i4pi
λ
R(x− x0; r0) + iψ
(2
c
(r −R(x− x0; r0))
))
(1.12)
Ainsi, la re´ponse d’un diffuseur local mesure´e par un syste`me d’acquisition de donne´es SAR peut s’e´crire
sous la forme suivante :
s′r(x, r; r0) = σS(x0, r0) · ha(x, r; r0) (1.13)
avec :
ha(x, r; r0) = G0(x− x0; r0) ·A
(2
c
(r −R(x− x0; r0))
)
· exp
(
iψ
(2
c
(r −R(x− x0; r0))
))
· exp
(
− i4pi
λ
R(x− x0; r0)
)
(1.14)
L’expression pre´ce´dente peut eˆtre exprime´e comme la convolution de deux fonctions, suivant :
ha(x, r; r0) = ha1(x− x0, r; r0) ∗ ha2(r) (1.15)
avec :
ha1(x, r; r0) = G0(x; r0) exp
(
− i4pi
λ
R(x; r0)
)
δ(r −R(x; r0)) (1.16)
ha2(r) = A
(2r
c
)
exp
(
iψ
(2r
c
))
(1.17)
ou` ∗ repre´sente l’ope´rateur de convolution. La fonction de transfert ha2(r) de´pend seulement de la distance
radiale r. La fonction R(x−x0; r0) introduit un couplage entre la distance radiale r et la distance azimutale
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x comme cela est montre´ par (1.8). Le premier effet de cette double de´pendance est que le lieu de l’e´cho
retourne´ ne suit pas une ligne droite mais une courbe hyperbolique de´finie par R(x − x0; r0). Cet effet se
nomme la migration en distance. Le second effet de la fonction R(x− x0; r0) est l’introduction d’un terme
de phase de´pendant de la position relative du capteur et de la cible. Le couplage existant entre la distance
radiale et la distance azimutale implique que le processus de formation de donne´es SAR est un proble`me
bidimensionnel non se´parable.
Le processus de focalisation des donne´es SAR est le plus souvent divise´ en 2 e´tapes : la compression radiale et
la compression azimutale. Des techniques de filtrage adapte´ sont employe´es puisqu’il existe une connaissance
exacte de la fonction de transfert a` compenser, donne´ par l’e´quation (1.14). Sous l’hypothe`se que le capteur
est conside´re´ immobile pendant l’e´mission et la re´ception des impulsions individuelles, la compression radiale
peut eˆtre simplement effectue´e en corre´lant le signal rec¸u avec la re´ponse complexe ha2(r) , formant ainsi
l’enveloppe compresse´e en distance Ac(τ) :
Ac(τ) =
∫ ∞
−∞
h∗a2(τ − τ ′)A(τ ′)eiψ(τ
′)dτ ′ (1.18)
Le plus souvent, des impulsions a` modulation de fre´quence line´aire sont utilise´es. Le signal e´mis s’e´crit
alors :
se(τ) = 1[−τp/2,τp/2] exp
(
i
(
2pif0τ +
βτ2
2
))
(1.19)
ou` 1[−τp/2,τp/2] repre´sente la fonction rectangle d’une dure´e τp et β est la pente de la modulation de fre´quence
line´aire du chirp, relie´ a` la largeur de bande W par βτp ≈W . Dans ce cas, le filtre Ac(τ) s’e´crit :
Ac(τ) =
sin(piβτ(τp − |τ |))
piβτ
≈ τp sin(piβτpτ)
piβτpτ
= τpsinc(βτpτ) = τpsinc(Wτ) (1.20)
Apre`s l’application du processus de compression radiale (1.18) sur la vide´o brute (1.12), le signal suivant
est obtenu :
s′rc(x, r; r0) = σS(x0; r0)G0(x− x0; r0)Ac
(2
c
(r −R(x− x0; r0))
)
exp
(
− i4pi
λ
R(x− x0; r0)
)
(1.21)
La seconde e´tape dans le processus de formation d’une image SAR est la compression azimutale. Cette e´tape
fait usage de la de´pendance de phase entre la distance radiale et l’azimut (1.14). Le signal de re´fe´rence est
obtenu a` partir de l’expression de ha1(x, r; r0) dans (1.14). La fonction R(x; r0), donne´e par (1.8) pour une
position azimutale particulie`re, est :
R(x− x0; r0) =
√
r20 + (x− x0)2 (1.22)
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Cette fonction repre´sente l’e´quation d’une conique dans le plan (x, r), qui peut eˆtre approche´e par une
courbe parabolique, de´termine´e par un de´veloppement en se´rie de Taylor :
R(x− x0; r0) = r0
√
1 +
(
x− x0
r0
)2
= r0 +
(x− x0)2
2 r0
+ · · · (1.23)
La compression azimutale est effectue´e en corre´lant le signal (1.21) avec le filtre adapte´ en azimut et en
distance. Le signal de re´fe´rence ha1(x, r; r0) pour un point particulier (x1, r1) est trouve´ graˆce a` l’e´quation
(1.14). Si Gref est de´fini comme une fonction de ponde´ration azimutale de re´fe´rence, l’image complexe
u(x1, r1) est :
u(x1, r1) =
∫ ∞
−∞
∫ ∞
−∞
src(x, r)h∗a1(x− x1, r; r1)dxdr
=
∫ ∞
−∞
∫ ∞
−∞
σS(x0, r0)G0(x− x0; r0)
·Ac
(2
c
(r −R(x− x0; r0))
)
e−i
4pi
λ
R(x−x0;r0)
·Gref (x− x1; r1)δ(r −R(x− x1; r1)) · ei
4pi
λ
R(x−x1;r1)dxdr
= σS(x0, r0)
∫ ∞
−∞
Gref (x− x1; r1)G0(x− x0; r0)
Ac
(2
c
(
R(x− x1; r1)−R(x− x0; r0)
))
ei
4pi
λ
(R(x−x1;r1)−R(x−x0;r0))dx (1.24)
Pour obtenir un signal SAR compresse´, les approximations suivantes sont faites :
hypothe`se 1 : les variations du gain d’antenne sont ne´gligeables a` l’inte´rieur du lobe principal :
G0(x− x0; r0)Gref (x− x1; r1) ≈ G0(x− x0; r0)Gref (x− x0; r0) = Geff (x− x0; r0) (1.25)
hypothe`se 2 : Lorsque r1 ≈ r0, la diffe´rence radiale est obtenue en utilisant (1.23), comme :
R(x− x1; r1)−R(x− x0; r0) ≈ ∆r − x∆x
r0
+
1
2r0
(x21 − x20) (1.26)
ou` ∆r = r1 − r0 et ∆x = x1 − x0.
hypothe`se 3 : le premier terme de (1.26) permet de de´crire la diffe´rence de distance radiale au voisinage de
la position (x0, r0), (x1, r1) et le re´sultat suivant est obtenu :
Ac
(2
c
(
R(x− x1; r1)−R(x− x0; r0)
))
= Ac
(2
c
∆r
)
(1.27)
En prenant (1.24) et suivant les approximations (1.25), (1.26) et (1.27), l’expression de l’image ge´ne´re´e peut
se mettre sous la forme :
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u(x1, r1) = σS(x0, r0)Ac
(2
c
∆r
)
ei
4pi
λ
∆r
∫ ∞
−∞
Geff (x− x0; r0)e−i2pifxdx (1.28)
avec f = 2∆x/λr0. Comme il est possible de le constater dans l’e´quation (1.28), la re´ponse en azimut
s’exprime comme la transforme´e de Fourier de la caracte´ristique du rayonnement des antennes. Ainsi
plus la bande passante des antennes est large plus la re´ponse est e´troite. Pour des raisons de simplicite´,
l’ouverture de l’antenne est suppose´e de forme carre´e. Ainsi, pour une antenne de largeur Da, a` la longueur
d’onde λ, la transforme´e de Fourier du faisceau est :
∫ λr0
2Da
− λr0
2Da
Geff (x− x0; r0)e−i2pifxdx = λr0
Da
sin
(
pif λr0Da
)
pif λr0Da
=
λr0
Da
sinc
(
2
∆x
Da
)
(1.29)
Les bornes de l’inte´grale correspondent a` la taille de l’empreinte au sol du faisceau de l’antenne, donne´e par
l’e´quation (1.6).
En utilisant (1.20), (1.28) et (1.29), l’image SAR complexe, dans le cas d’un diffuseur ponctuel localise´ a` la
position (x0, r0) prend la forme :
u(x, r) = σS(x0, r0)ei
4pi
λ
(r−r0)sinc
(r − r0
δr
)
sinc
(x− x0
δa
)
(1.30)
avec δr et δa repre´sentant les re´solutions radiales et azimutales respectivement.
Finalement, la re´ponse impulsionnelle d’une chaˆıne SAR, englobant aussi bien l’acquisition des donne´es que
le processus de formation de l’image, est proportionnelle a` :
h(x, r) ∝ ei 4piλ rsinc
( r
δr
)
sinc
( x
δa
)
(1.31)
1.1.4 Mode`le de signal dans le cas de cibles distribue´es
Comme il a e´te´ montre´ dans la section pre´ce´dente, la re´ponse impulsionnelle d’un syste`me SAR re´sulte
de la convolution de la re´flectivite´ de la sce`ne avec un filtre passe-bas. Le concept de cellule de re´solution
est de´fini comme l’aire donne´e par la re´ponse impulsionnelle du SAR, c’est-a`-dire l’aire δa × δr. Dans le
cas re´el, le signal rec¸u n’est pas duˆ a` la diffusion d’une seule cible, mais re´sulte de la combinaison d’un
nombre important de diffuseurs a` l’inte´rieur de la cellule de re´solution. Ces diffuseurs caracte´rise´s par leur
comportement ale´atoire, sont appele´s cibles distribue´es, et sont oppose´s aux diffuseurs ponctuels pour
lesquels le comportement de diffusion est comple`tement de´terministe [Bamler 98].
Ces cibles distribue´es peuvent eˆtre de´crites, dans un espace a` trois dimensions, par la moyenne d’une
fonction de re´flectivite´ complexe a(x, y, z), de nature ale´atoire. Le de´veloppement d’un mode`le de syste`me
SAR ne´cessite de connaˆıtre la fonction a(x, y, z) pour chaque diffuseur ponctuel.
Le de´veloppement du mode`le d’un syste`me SAR est base´ sur l’approximation de Born. Dans ce cas, le
champ diffuse´ total re´sulte de la superposition des champs diffuse´s par chaque diffuseur simple, ne´gligeant
ainsi les interactions d’ordre supe´rieur telles que les doubles re´flexions.
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Ainsi l’ope´rateur line´aire qui caracte´rise le processus de l’imagerie SAR est une projection ge´ome´trique
de a(x, y, z) de´finie dans un espace a` trois dimensions des fonctions de re´flectivite´ vers un espace a` deux
dimensions (x, r) :
a(x, r) =
∫
a(x, y0 + r sin θ, z0 − r cos θ)rdθ (1.32)
ou` θ repre´sente l’angle d’incidence de l’onde. Sous l’approximation de Born, l’ope´rateur line´aire ca-
racte´risant le processus de formation d’une image SAR est une projection ge´ome´trique de la fonction de
re´flectivite´ a(x, y, z) donne´e par (1.32) suivie par une convolution avec la re´ponse ponctuelle d’un SAR :
u(x, r) =
(
e−i2kr
∫
a(x, y0 + r sin θ, z0 − r cos θ)rdθ
)
∗ ∗h(x, r) (1.33)
Le processus de projection de (1.32) n’a aucun effet dans la dimension azimutale x. Par contre, il introduit
plusieurs distorsions dans la dimension radiale r. Un syste`me SAR mesure des donne´es selon son axe de
vise´e, nomme´ aussi le plan radar. De plus, l’inte´gration suivant θ entraˆıne que les re´ponses des points situe´s
a` une meˆme distance sont inte´gre´s ensemble et localise´s a` la meˆme position dans l’image SAR (figure 1.3).
Fig. 1.3 – Projection cylindrique de la cible.
L’image SAR complexe, sous l’approximation de Born, peut eˆtre e´crite :
u(x, r) =
∫ ∞
−∞
∫ ∞
−∞
a(x′, r′)e−i2kr
′
h(x− x′, r − r′)dx′dr′ (1.34)
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Dans cette e´quation, les variables (x, r) de´signent les dimensions de l’image, tandis que les coordonne´es
(x′, y′) indiquent la position d’un diffuseur particulier a` l’inte´rieur de la cellule de re´solution.
De fac¸on a` pouvoir interpre´ter simplement l’effet de la re´ponse impulsionnelle d’un SAR, il est utile de
de´velopper une approximation en onde plane de (1.34). L’onde cylindrique, exprime´e par le terme de
phase exp(−i2kr′) dans (1.34), peut eˆtre approxime´e par une onde plane en conside´rant uniquement un
voisinage restreint autour du point e´tudie´. Ainsi, la position radiale r′, qui re´fe`re a` n’importe quel diffuseur
a` l’inte´rieure de la cellule de re´solution, peut eˆtre approxime´e par :
r′ ≈ r + ~k · ~r ′S (1.35)
ou` r repre´sente la position radiale du centre de la cellule de re´solution, ~k le vecteur d’onde de´fini par :
~k = k
 0sin θ
− cos θ
 (1.36)
k e´tant le nombre d’onde e´gal a` 2pi/λ. ~r ′S repre´sente le vecteur position d’un diffuseur particulier par rapport
au centre de la cellule de re´solution. Ainsi l’image SAR complexe peut s’exprimer dans l’approximation onde
plane :
u(x, r) = e−i2kr
∫
V ′
a(x′, r′)e−i2~k~r
′
Sh(x− x′, r − r′)dV ′
=
(
e−i2kr
∫
a(x, y0 + r sin θ, z0 − r cos θ)rdθ
)
∗ ∗h(x, r) (1.37)
Fig. 1.4 – Image d’amplitude du Mont Etna, Sicile, Italie, X-SAR/SIR-C.
La figure 1.4 montre le cas du mont Etna, Italie, vu par le capteur SIR-C, en bande X. L’image montre
l’amplitude de l’image complexe, apre`s compression des donne´es en azimut et en distance. Il est possible de
reconnaˆıtre les crate`res et autres formes du volcan.
1.1 L’imagerie SAR 17
1.1.5 Le speckle
Les images radar d’environnement e´claire´s par une onde e´lectromagne´tique cohe´rente pre´sentent des gra-
nulations cohe´rentes spe´cifiques, qui limitent l’interpre´tation des proprie´te´s macroscopiques de la sce`ne ob-
serve´e, en lui donnant une apparence chaotique et de´sordonne´e. La majorite´ des milieux naturels pre´sentent
des diffuseurs e´le´mentaires dont les dimensions sont de l’ordre de la longueur d’onde incidente. Les sur-
faces peuvent eˆtre alors extreˆmement rugueuses et des milieux he´te´roge`nes sources de multiples re´flexions
ale´atoires. Ces re´flecteurs e´le´mentaires pre´sentent alors des diffusions inde´pendantes. La propagation de
cette onde re´fle´chie vers le point d’observation re´sulte de l’addition cohe´rente des diffuseurs e´le´mentaires
auxquels sont affecte´s des retards de´pendant de la longueur d’onde et de l’e´tat microscopique de la surface
ainsi que de la ge´ome´trie, comme le montre la figure 1.5(a)
(a) Rugosite´ de la surface. (b) Exemple de zones.
Fig. 1.5 – Fomation du speckle.
L’interfe´rence de ces ondes de´phase´es mais cohe´rentes engendre des granulations dans l’image connue sous le
nom de speckle. L’effet speckle se traduit sur l’image par la pre´sence d’une multitude de points soit brillants
ou` l’interfe´rence associe´e est fortement constructive, soit obscurs lorsque l’interfe´rence est destructive. Le
speckle n’est donc pas le re´sultat d’une variabilite´ spatiale des proprie´te´s physiques ou e´lectromagne´tiques
de la surface illumine´e par le radar. Dans toute l’image radar, il est courant de rencontrer aussi bien des
parcelles ou` la seule texture pre´sente est celle du speckle (zone homoge`ne), que des parcelles pre´sentant
des variations spatiales propres a` l’environnement autre que celles du speckle (zone he´te´roge`ne), comme le
montre la figure 1.5(b). Il est alors indispensable de mettre en place une proce´dure de re´duction de speckle
pour une meilleure de´tection des cibles ainsi que pour une meilleure classification et identification des divers
me´canismes de diffusion, pre´sent au sein de l’environnement (cf. Chapitre 5).
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1.2 L’interfe´rome´trie SAR
Comme il en a e´te´ mentionne´ dans la section pre´ce´dente, les images SAR posse`dent une syme´trie sphe´rique.
Ainsi deux cibles situe´es a` une meˆme distance du capteur mais a` des hauteurs diffe´rentes peuvent apparaˆıtre
dans un meˆme pixel. Ceci entraˆıne une ambigu¨ıte´ et aucune information sur la hauteur des diffuseurs ne
peut eˆtre obtenue. Pour obtenir plus d’information par exemple au sujet de la topographie de la sce`ne
e´claire´e, il est ne´cessaire de briser cette syme´trie. Pour cela, une seconde image est simplement utilise´e,
acquise a` partir d’un angle de vue le´ge`rement diffe´rent. Il y a deux possibilite´s pour acque´rir des images
interfe´rome´triques. Soit les capteurs sont monte´s sur une meˆme plate-forme, se´pare´s physiquement par une
distance nomme´e base interfe´rome´trique. Ce principe est appele´ : interfe´rome´trie mono-passe. Soit la
plate-forme fait une premie`re passe pour enregistrer les donne´es et refait une autre passe apre`s un certain
temps mais sur une autre trajectoire. Dans ce cas, la base interfe´rome´trique est ge´ne´re´e par la distance entre
les deux trajectoires et ce principe est nomme´ : interfe´rome´trie multi-passe [Maˆıtre 01]. Afin d’introduire le
principe de l’interfe´rome´trie, une approche similaire a` la photogramme´trie optique est utilise´e, la ste´re´o-
radargramme´trie.
1.2.1 La ste´re´o-radargramme´trie
Fig. 1.6 – Ge´ome´trie utilise´e pour la ste´re´o-radargramme´trie.
Il s’agit d’une approche simple pour obtenir des informations sur la hauteur d’une cible (figure 1.6) en
utilisant deux images ste´re´ographiques. Soient C1 et C2, deux capteurs se´pare´es par une distance nomme´e
base interfe´rome´trique, B, qui observent une meˆme sce`ne au sol, H est la hauteur entre le capteur C1 et le
sol, P est une cible localise´e dans la sce`ne a` une hauteur h. R1 et R2 sont les distances radiales entre les deux
capteurs et la cible P . θ est l’angle de vise´e du capteur C1, α est l’angle forme´ entre la base et l’horizontale.
La connaissance avec pre´cision des parame`tres ge´ome´triques permet la de´termination de la position d’un
point dans les trois dimensions par une simple triangulation. A partir de l’estimation de l’angle d’incidence
θ, donne´e par :
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sin(θ − α) = R
2
1 −R22 +B2
2R1B
(1.38)
La hauteur h de la cible est obtenue suivant :
h = H −R1 cos θ (1.39)
L’inconve´nient majeur de la ste´re´o-radargramme´trie est que cette approche de´pend fortement de la pre´cision
de R1 et R2. Ces deux valeurs sont seulement connues avec une pre´cision de l’ordre de la re´solution en
distance du SAR qui est de quelques me`tres. Ceci limite la re´solution en hauteur espe´re´e a` des valeurs autour
d’une centaine de me`tres. Cette me´thode est ne´anmoins utilise´e pour ge´ne´rer des mode`les nume´riques de
terrain (MNT) de plane`tes comme dans le cadre de la te´le´de´tection de la plane`te Ve´nus.
1.2.2 Principe de l’interfe´rome´trie SAR
La configuration utilise´e en interfe´rome´trie SAR est identique a` celle de la ste´re´o-radargramme´trie (figure
1.6) mais en utilisant une base interfe´rome´trique B beaucoup plus faible.
Soit u1(x, r) et u2(x, r) deux images SAR complexes :
u1(x, r) = |u1(x, r)|eiφ1(x,r) et u2(x, r) = |u2(x, r)|eiφ2(x,r) (1.40)
Ces deux signaux sont compose´s d’un module, repre´sentant la radiome´trie, et d’une phase. L’analyse de
cette phase indique qu’elle est compose´e de deux termes :
φ1,2(x, r) = φ1,2propre(x, r) +
4pi
λ
R1,2 (1.41)
Le premier terme de la phase d’une image SAR, φ1,2propre(x, r), repre´sente un de´phasage duˆ a` l’interaction
entre l’onde et la surface, nomme´e phase propre, ayant un comportement ale´atoire et difficile a` estimer. Le
second terme est duˆ a` un de´phase qui est cause´ par le trajet emprunte´ par l’onde.
L’ide´e ge´ne´rale de l’interfe´rome´trie SAR est de conside´rer que la phase propre des deux images SAR est
identique, φ1propre(x, r) = φ2propre(x, r), car la diffe´rence des angles de vue est faible. Alors, la phase
interfe´rome´trique est directement proportionnelle a` la diffe´rence des trajets R1 et R2 :
∆φ(x, r) = φ1(x, r)− φ2(x, r) = 4pi
λ
(R1 −R2) (1.42)
La mesure de ce de´phasage est tre`s pre´cise, mais n’est connue que modulo 2pi. ∆φ(x, r) est appele´ in-
terfe´rogramme. Cette image est souvent constitue´e de franges dues aux repliements de la phase modulo
2pi. La figure 1.7(b) montre un exemple d’interfe´rogramme, il s’agit de celui du Mont Etna, Italie, ge´ne´re´ a`
partir d’une paire d’images SAR interfe´rome´triques acquises par le capteur SIR-C / X-SAR, en bande X.
L’action qui permet de retrouver l’information de la diffe´rence de marche a` partir d’un interfe´rogramme se
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fait par un de´roulement de phase. Il existe de nombreuses me´thodes de de´roulement de phases pre´sentant
chacune leur avantage et leur inconve´nient. Ghiglia, dans son ouvrage [Ghiglia 98], propose une synthe`se
des diffe´rentes me´thodes existantes.
Le calcul de l’interfe´rogramme s’effectue en recherchant la valeur de ∆φ(x, r) pour tout point de la sce`ne
e´tudie´e. Dans la pratique, il suffit de calculer le coefficient de corre´lation entre les deux signaux u1(x, r) et
u2(x, r) :
ρ(x, r) =
u1(x, r)u∗2(x, r)√|u1(x, r)|2|u2(x, r)|2 (1.43)
ainsi, ρ(x, r) est une valeur complexe dont le module est 1, si elle est calcule´e pour un seul pixel, et la
phase repre´sente le terme ∆φ(x, r) cherche´e. L’estimation de l’amplitude se fait par une estimation locale,
pre´sente´e dans la section 1.2.3.3 [Maˆıtre 01].
(a) Image d’amplitude. (b) Interferogramme.
Fig. 1.7 – Le Mont Etna, Sicile, Italie, SIR-C/X-SAR, bande X.
1.2.3 Interpre´tation de la phase interfe´rome´trique
Il est important d’analyser les informations contenues dans la phase interfe´rome´trique. A partir de (1.38),
il est possible d’estimer la diffe´rence de trajet ∆R = R1 −R2 en ne´gligeant les termes en ∆R2 :
∆R = −B
2
2R
+B sin(θ − α) (1.44)
Dans le cas ou` la valeur de la base est faible en comparaison avec les distances radiales R1 et R2, alors le
premier terme de l’e´quation pre´ce´dente est ne´gligeable, ce qui donne :
∆R ≈ B sin(θ − α) (1.45)
Commune´ment, il est utile de de´composer la base en deux termes, la base paralle`le, B||, et la base ortho-
normale, B⊥ (figure 1.8).
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Fig. 1.8 – Base paralle`le et base normale.
Les valeurs des bases paralle`les et normales sont relie´es a` la valeur de la base par :
B|| = B sin(θ − α) et B⊥ = B cos(θ − α) (1.46)
Ainsi la phase interfe´rome´trique ∆φ peut s’e´crire en fonction des valeurs des bases :
∆φ =
4pi
λ
(R1 −R2) = 4pi
λ
∆R =
4pi
λ
B sin(θ − α) = 4pi
λ
B|| (1.47)
Cette phase contient les informations au sujet de la distance radiale, ou phase de la terre plate : φfe, et
de la hauteur de la cible P , ou phase topographique : φtopo
1.2.3.1 La phase de la terre plate
Comme le montre la figure 1.7(b), il est possible de de´noter de nombreuses franges. Ces franges sont dues au
fait que deux points situe´s a` une meˆme hauteur mais a` des positions radiales diffe´rentes n’ont pas la meˆme
valeur de phase interfe´rome´trique a` cause de l’angle de vue du radar. Ainsi, meˆme si le terrain e´tudie´ est
totalement plat, l’interfe´rogramme pre´sente des franges. C’est en utilisant cette proprie´te´ qu’il est possible
de calculer la phase de la terre plate. Pour cela, deux cibles, P et P ′, situe´es a` la meˆme hauteur mais a`
des positions diffe´rentes sont conside´re´es (figure 1.9). Cette hauteur est appele´e hauteur de re´fe´rence et
correspond a` la hauteur a` laquelle des images SAR ont e´te´ ge´ne´re´es.
Cette configuration introduit un changement de l’angle d’incidence ∆θR, ainsi qu’un changement de la
base orthogonale B⊥. Pour pouvoir observer les effets dus uniquement a` la topographie, il est ne´cessaire de
se´parer ces deux composantes. En utilisant une approximation faible angle, il est possible de montrer que la
diffe´rence de phase interfe´rome´trique entre P et P ′ est proportionnelle a` la diffe´rence de la distance radiale
∆RSR :
φfe = ∆φP −∆φP ′ ≈ 4pi
λ
B⊥
R1 tan θ
∆RSR (1.48)
Un interfe´rogramme SAR d’un terrain plat montre des franges paralle`les a` la direction du vol. Dans le cas
ge´ne´ral, la phase topographique est superpose´e a` l’interfe´rogramme. La composante de la phase de la terre
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Fig. 1.9 – Ge´ome´trie utilise´e pour la calcul de la phase de la terre plate.
plate peut eˆtre exactement estime´e a` partir de la ge´ome´trie utilise´e pour acque´rir les donne´es et doit eˆtre
soustraite de manie`re a` analyser uniquement la phase topographique. La figure 1.10 montre la correction de
la phase de la terre plate applique´e sur les donne´es du Mont Etna. L’image (a) montre l’interfe´rogramme
original tandis que l’image (b) montre l’interfe´rogramme apre`s correction de la phase de la terre plate.
Il est important de noter que la phase de la terre plate est une information de l’interfe´rogramme. Par
contre elle ne contient aucune information au sujet du processus de diffusion. De plus, il est ne´cessaire de
l’enlever pour des algorithmes ayant besoin d’un faible taux de franges (les me´thodes de de´roulement de
phase [Ghiglia 98]).
(a) Interfe´rogramme original. (b) Apre`s correction.
Fig. 1.10 – Correction de la phase de la terre plate.
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Fig. 1.11 – Ge´ome´trie utilise´e pour le calcul de la sensibilite´ en hauteur.
1.2.3.2 Sensibilite´ en hauteur - La phase topographique
La sensibilite´ en hauteur est calcule´e en conside´rant deux cibles P et P ′ ayant la meˆme distance radiale R1
mais positionne´es a` des hauteurs diffe´rentes ∆z = hp − h′p (figure 1.11). L’angle de vue varie donc de ∆θz
et la phase interfe´rome´trique pour le point P ′ devient :
∆φP ′ =
4pi
λ
B sin(θ +∆θz − α) (1.49)
De manie`re a` obtenir la contribution de la phase cause´e par la diffe´rence en hauteur ∆z entre les deux points,
la de´pendance radiale de la phase est soustraite, c’est-a`-dire que la phase de la terre plate est enleve´e, ainsi :
φtopo = ∆φP −∆φP ′ ≈ 4pi
λ
B cos(θ − α)∆θz (1.50)
En utilisant l’approximation suivante : R1 ∆θz ≈ R1 sin(∆θz) = ∆z/ sin θ, supposant que ∆θz est faible,
la diffe´rence de phase interfe´rome´trique relie´e a` la variation de hauteur ∆z est donne´e par :
φtopo =
4pi
λ
B⊥
R1 sin θ
∆z (1.51)
Ceci montre que la sensibilite´ en hauteur de´pend de la base orthogonale, de la longueur d’onde, ainsi que
de la distance radiale.
A titre d’exemple la figure 1.12 montre deux d’interfe´rogrammes, du Mont Etna, Italie, pour deux diffe´rentes
bases interfe´rome´triques.
Finalement, la sensibilite´ en hauteur suit la relation suivante :
φtopo
∆z
=
4pi
λ
B⊥
R1 sin θ
(1.52)
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(a) Base interfe´rome´trique de 12 m. (b) Base interfe´rome´trique de 60 m.
Fig. 1.12 – Interfe´rogrammes pour diffe´rentes longueurs de base interfe´rome´trique.
A partir de cette relation, il est possible de de´finir la hauteur d’ambigu¨ıte´, c’est-a`-dire la diffe´rence de
hauteur correspondant a` une diffe´rence de phase de φtopo = 2pi :
∆z2pi =
λ
2
R1 sin θ
B⊥
(1.53)
Ainsi, plus la base orthogonale est faible, plus la hauteur d’ambigu¨ıte´ est forte, mais, en contrepartie, la
re´solution en hauteur est faible. Tandis que si la base orthogonale est forte, alors la hauteur d’ambigu¨ıte´
diminue, entraˆınant une meilleure pre´cision mais aussi des franges isophases supple´mentaires ne´cessitant
une proce´dure de de´roulement de phase.
En pratique le calcul de la phase topographique se fait en calculant la diffe´rence de phase entre la phase
interfe´rome´trique et la phase de la terre plate :
φtopo = arg(u1u∗2e
−iφfe) (1.54)
A partir de (1.51) il est possible de retrouver la variation de hauteur ∆z correspondant a` la diffe´rence de
hauteur entre la hauteur de la cible et la hauteur de re´fe´rence.
1.2.3.3 La cohe´rence interfe´rome´trique
La cohe´rence entre deux images SAR interfe´rome´triques est un facteur important qui indique la qualite´
de l’interfe´rogramme. En ge´ne´ral, la conside´ration d’inde´pendance entre la re´flectivite´ complexe et l’angle
d’incidence n’est pas correct. Pour l’interfe´rome´trie multi-passe, il faut aussi une stabilite´ dans le temps.
Dans le cas contraire, l’interfe´rogramme apparaˆıt bruite´, re´duisant la pre´cision de l’estimation de la hauteur
ce qui limite aussi la possibilite´ d’enlever l’ambigu¨ıte´ de la phase lors du de´roulement de phase. Cette
mesure qui permet d’indiquer la qualite´ d’un interfe´rogramme est le coefficient de l’intercorre´lation entre
deux images SAR, appele´e aussi la cohe´rence interfe´rome´trique :
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γ =
|E(u1u∗2)|√
E(u1u∗1)E(u2u∗2)
(1.55)
Dans la pratique, l’ope´rateur E(. . .) de l’e´quation (1.55) doit eˆtre remplace´ par une moyenne spatiale car
seulement une mesure de u1u∗2 est disponible :
γ =
|〈u1u∗2〉|√〈u1u∗1〉〈u2u∗2〉 (1.56)
La cohe´rence varie entre 0 (i.e. aucune corre´lation) et 1 lorsque les deux images sont identiques (figure 1.13).
Deux principaux facteurs limitent la cohe´rence (sans compter les proble`mes dus au traitement des donne´es)
et donc la qualite´ de l’interfe´rogramme. Le premier est la de´pendance angulaire de la re´flectivite´ complexe des
cibles naturelles, spe´cialement dans le cas de cibles volumiques telles que les foreˆts ou` la re´flectivite´ change
rapidement meˆme pour des faibles diffe´rences d’angle d’incidence. Le second est la de´corre´lation temporelle
pour le cas multi-passe qui peut affecter la qualite´ de l’interfe´rogramme a` cause des cibles distribue´es. Le
changement d’e´chelle de la longueur d’onde peut aussi de´te´riorer la cohe´rence, ainsi les longueurs d’onde
courtes telles que les bandes X et P sont les plus affecte´es.
(a) Image d’amplitude. (b) Image de cohe´rence.
Fig. 1.13 – Le Mont Etna - La cohe´rence.
1.2.4 Mode`le de signaux interfe´rome´triques
La description de l’interfe´rome´trie au moyen de l’approche ge´ome´trique s’adapte bien dans le cas de diffu-
seurs de´terministes. Mais la plupart des cibles observe´es par un capteur SAR sont des cibles distribue´es, il
est ne´cessaire d’augmenter la complexite´ de la description du mode`le interfe´rome´trique de fac¸on a` obtenir
une re´ponse d’un tel syste`me a` ce type de diffuseurs [Bamler 98].
A partir de la forme inte´grale des e´quations de formation d’une image SAR et de l’approximation en onde
plane (1.37), les deux image SAR peuvent eˆtre formule´es de la fac¸on suivante :
u1(x1, r1) = e−i2k1r1
∫
V ′
a1(x′, y′, z′)e−i2
~k1~r ′h(x1 − x′1, r1 − r′1)dV ′ + n1(x1, r1) (1.57)
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u2(x2, r2) = e−i2k2r2
∫
V ′
a2(x′, y′, z′)e−i2
~k2~r ′h(x2 − x′2, r2 − r′2)dV ′ + n2(x2, r2) (1.58)
La de´finition de ~k1 et ~k2 est donne´e par (1.36). L’interfe´rogramme est forme´ par la multiplication de la
premie`re image u1(x, r1) par le complexe conjugue´ de la seconde u2(x, r2). En ge´ne´ral, les re´flectivite´s
complexes a1(x′, y′, z′) et a2(x′, y′, z′) ne sont pas identiques car les proprie´te´s d’un diffuseur peuvent varier
dans l’intervalle de temps entre les deux acquisitions. Ne´anmoins, il est possible de les conside´rer comme
partiellement corre´le´es, ainsi :
〈a1(x, y, z)a2(x′, y′, z′)〉 = σve(x′, y′, z′)δ((x′, y′, z′)− (x, y, z)) (1.59)
Le coefficient de diffusion du volume effectif, σve , exprime la quantite´ de corre´lation entre les deux re´flectivite´s
complexes. Puisque le bruit et le signal ne sont pas corre´le´s, la re´ponse interfe´rome´trique donne´e par la
corre´lation croise´e des deux images SAR devient :
〈u1(x, r1)u∗2(x, r2)〉 = e−∆φ
∫
V ′
σve(x
′, y′, z′)e−2i(~k1−~k2)~r
′ |h( · )|2dV ′ (1.60)
avec
h( · ) = h(x− x′, r − r′) (1.61)
Les fonctions d’autocorre´lation des deux signaux interfe´rome´triques sont de´finies de la fac¸on suivante :
〈an(x, y, z)an(x′, y′, z′)〉 = σvn(x, y, z)δ((x′, y′, z′)− (x, y, z)) avec n = 1, 2 (1.62)
Les signaux d’intensite´ des deux images SAR sont de´finis comme :
〈u1u∗1〉 =
∫
V ′
σv1(x
′, y′, z′)|h(x− x′, r1 − r′1)|2dV ′ +N1 (1.63)
〈u2u∗2〉 =
∫
V ′
σv2(x
′, y′, z′)|h(x− x′, r2 − r′2)|2dV ′ +N2 (1.64)
ou` Nm = E{nm · n∗m} de´note la puissance du bruit.
1.2.4.1 Etude de la cohe´rence interfe´rome´trique
En utilisant la de´finition de la cohe´rence (1.55) ainsi que les e´quations (1.60), (1.63) et (1.64), en supposant,
par simplification, que les intensite´s des images individuelles sont e´gales : σv1 = σv2 = σv, alors la cohe´rence
peut s’e´crire de la fac¸on suivante :
γ =
∣∣∣∫V σvee−2i(~k1−~k2)·~r ′ |h( · )|2dV ∣∣∣∫
V σv|h( · )|2dV +N
(1.65)
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Par extension du nume´rateur et du de´nominateur de l’e´quation (1.65), il est possible de de´composer la
cohe´rence interfe´rome´trique suivant les diffe´rentes contributions :
γ =
∫
V σv|h( · )|2dV∫
V σv|h( · )|2dV +N
∫
V σve |h( · )|2dV∫
V σv|h( · )|2dV
∣∣∣∫V σvee−2i(~k1−~k2)·~r ′ |h( · )|2dV ∣∣∣∫
V σve |h( · )|2dV
= γSNR γtemp γspatial (1.66)
– La de´corre´lation cause´e par le bruit additif est nomme´e : γSNR. Le rapport signal a` bruit
SNR est suppose´ identique dans les deux images, ainsi :
γSNR =
| ∫V σv|h( · )|2dV |∫
V σv|h( · )|2dV +N
=
1
1 + N| ∫V σv |h( · )|2dV |
=
1
1 + (SNR)−1
(1.67)
– La de´corre´lation temporelle est nomme´e : γtemp. Elle est cause´e par les changements de la
ge´ome´trie des diffuseurs ainsi que par le comportement de re´trodiffusion des diffuseurs dans
la cellule de re´solution pendant l’intervalle de temps entre les deux acquisitions :
γtemp =
| ∫V σve |h( · )|2dV |∫
V σv|h( · )|2dV
(1.68)
Si σve = σv alors γtemp atteint la valeur de 1. Dans l’autre cas extreˆme ou` les deux images ne
sont pas corre´le´es, σve = 0, alors γtemp devient nul.
– La de´corre´lation cause´e par la diffe´rence entre les angles de vue est nomme´e γspatial :
γspatial =
| ∫V σvee−2i(~k1−~k2)~r ′ |h( · )|2dV |∫
V σve |h( · )|2dV
(1.69)
La diffe´rence entre les 2 angles de vue, exprime´e par le choix des deux vecteurs d’onde ~k1 et
~k2 introduit une de´corre´lation dans l’interfe´rogramme.
Pour une meilleure compre´hension de la de´corre´lation spatiale, il est ne´cessaire d’e´valuer le produit scalaire
dans l’e´quation (1.69). En utilisant ∆k = k1−k2, il est possible de reformuler k1 = k+∆k/2 et k2 = k−∆k/2.
En e´crivant ~r ′ = (x′, y′, z′) et en utilisant la de´finition des vecteurs d’onde ~k1 et ~k2 (1.36), les re´sultats
suivants sont obtenus :
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(~k1 − ~k2) · ~r ′ =

 0(k + ∆k2 ) sin θ1
−(k + ∆k2 ) cos θ1
−
 0(k − ∆k2 ) sin θ2
−(k − ∆k2 ) cos θ2


 x′y′
z′

= (2k sin
θ1 − θ2
2
cos
θ1 + θ2
2
+
∆k
2
2 sin
θ1 + θ2
2
cos
θ1 − θ2
2
)y′ +
(2k sin
θ1 + θ2
2
sin
θ1 − θ2
2
− ∆k
2
2 cos
θ1 + θ2
2
cos
θ1 − θ2
2
)z′ (1.70)
En posant ∆θ = θ1 − θ2, θ = (θ1 + θ2)/2. En utilisant l’approximation des petits angles, sin∆θ ≈ ∆θ et
cos∆θ ≈ 1, alors (1.70) devient :
(~k1 − ~k2) · ~r ′ = (2k sin ∆θ2 cos θ +
∆k
2
2 sin θcos
∆θ
2
)y′ + (2k sin θ sin
∆θ
2
− ∆k
2
2 cos θ cos
∆θ
2
)z′
= (k∆θ cos θ +∆k sin θ)y′ + (k∆θ sin θ −∆k cos θ)z′ (1.71)
En employant une fois de plus l’approximation des petits angles, alors ∆θ ≈ sin∆θ = B⊥/R1, ou` B⊥ est la
composante orthogonale de la base, le re´sultat suivant est obtenu :
(~k1 − ~k2) · ~r ′ = (kB⊥
R1
cos θ +∆k sin θ)y′ + (k
B⊥
R1
sin θ −∆k cos θ)z′ (1.72)
En introduisant le re´sultat de (1.72) dans la formulation de la cohe´rence spatiale (1.69), cette dernie`re peut
eˆtre ainsi se´pare´e en deux contributions :
γspatial = γsurfaceγvolume (1.73)
ou` γsurface exprime la de´corre´lation d’une surface :
γsurface =
| ∫ exp(−2i(kB⊥R1 cos θ +∆k sin θ)y′)|h( · )|2dx′dy′|∫ |h( · )|2dx′dy′ (1.74)
et γvolume repre´sente la de´corre´lation cause´e par une distribution en hauteur :
γvolume =
| ∫ σve exp(−2i(kB⊥R1 sin θ −∆k sin cos)z′)dz′|∫
σvedz′
(1.75)
1.2.4.2 De´calage spectral
Dans cette section, seul le cas d’une diffusion de surface est aborde´. En partant de (1.74), il est possible
d’e´liminer la de´corre´lation de surface des interfe´rogramme en choisissant ∆k tel que :
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∆k = −k B⊥
R1 tan θ
= −2pi
λ
B⊥
R1 tan θ
(1.76)
Dans ce cas, l’exponentielle de (1.74) disparaˆıt et γsurface = 1. Mais dans la plupart des syste`mes SAR, la
fre´quence du radar est constante par construction (∆k = 0). Afin d’ame´liorer la cohe´rence, il est ne´cessaire
que les filtres du processus fonctionnent a` diffe´rentes fre´quences centrales. Cette proce´dure est connue
comme le filtrage par de´calage spectral. Ainsi, comme ∆k = 0, il est ne´cessaire de de´caler dans le domaine
spectral la fonction de re´ponse impulsionnelle h2 (x, r), ce qui correspond a` appliquer un de´phasage dans le
domaine spatial :
h2(x, r) = h1(x, r)e
−i2r 2piB⊥
λR1 tan θ (1.77)
Ce qui donne dans le domaine spectral :
Domaine spatial ⇔ Domaine spectral
h(x, r) ⇔ H(fx, fr) =
∫∫
h(x, r)e−i2pifxxe−i2pifrrdxdr
h(x, r)e−i2r
2piB⊥
λR1 tan θ ⇔
∫∫
h(x, r)e−i2pifxxe−i2rpifrre−i2
2piB⊥
λR1 tan θ dxdr = H
(
fx, fr +
2B⊥
λR1 tan θ
)
Donc le de´placement spectral est donne´ par :
∆fR =
2B⊥
λR1 tan θ
(1.78)
Il est possible de remarquer que la valeur du de´calage spectral ∆fR est identique a` la fre´quence des franges
locales dans la direction radiale qui est calcule´e a` partir de (1.48) :
fφfe =
1
2pi
φfe
∆RSR
=
2B⊥
λR1 tan θ
(1.79)
Il est possible de re´e´crire l’e´quation (1.74) sous une forme compacte a` la fois dans le domaine spatial ainsi
que dans le domaine spectral (pour ∆k = 0) :
γsurface =
∫
h1(x, r)h∗2(x, r)e
−i2pifφferdxdr√∫ |h1(x, r)|2dxdr ∫ |h2(x, r)|2dxdr
=
∫
H1(fx, fr)H∗2 (fx, fr − fφfe)dfxdfr√∫ |H1(fx, fr)|2dfxdfr ∫ |H2(fx, fr)|2dfxdfr (1.80)
Afin de sche´matiser le principe du de´calage spectral sur la figure 1.14, les deux angles d’incidence ont e´te´
volontairement se´pare´s entraˆınant ainsi la dissyme´trie du dessin. Le spectre de la re´flectivite´ au sol de chaque
image correspond a` la projection de la bande du signal par le sinus de l’angle de vue du radar.
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Fig. 1.14 – Repre´sentation spectral de la projection de la largeur de bande du syste`me sur le domaine
spectral du sol.
Ainsi chaque image est forme´e de diffe´rentes composantes du spectre de la re´flectivite´ du sol. Seule la
partie commune des spectres contient l’information interfe´rome´trique utile. Afin d’ame´liorer la qualite´ d’un
interfe´rogramme, seule la partie commune des spectres doit eˆtre utilise´e. Celle-ci est obtenue en appliquant
un filtre dans le domaine spectral de dimension :
Wfiltre =WR − fφfe (1.81)
avec pour fre´quence centrale :
fcentrale =
fφfe
2
(1.82)
Apre`s application du filtre, la cohe´rence pour une diffusion de surface devient 1.
Pour ge´ne´rer un interfe´rogramme, il est ne´cessaire d’avoir une partie commune des spectres. Ceci entraˆıne
une limite de la base interfe´rome´trique normale ou` les spectres n’ont plus de partie commune, c’est la base
normale critique, B⊥c, qui se calcule a` partir de l’e´quation (1.78) :
∆f =WR ⇒ B⊥c = λWRRs tan θ
c
(1.83)
1.3 Etude du cas ae´roporte´
1.3.1 L’angle d’incidence
Dans le cas spatial, la variation de l’angle d’incidence θ n’est pas significative entre la position radiale
proche, c’est-a`-dire la position la plus proche du nadir, et la position radiale lointaine, ce qui permet de
faire une approximation line´aire en conside´rant que l’angle d’incidence est identique pour n’importe quel
point de l’image, entraˆınant une simplification des calculs (tableaux 1.1 et 1.2).
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Position radiale proche Position radiale lointaine
Altitude du capteur : H H = 785− 800km
Angle d’incidence : θ θ = 20◦ θ = 26◦
Distance radiale : RS RS = 851km RS = 890km
Tab. 1.1 – Caracte´ristiques ge´ome´triques des capteurs ERS - SEASAT.
Position radiale proche Position radiale lointaine
Altitude du capteur : H H = 225km
Angle d’incidence : θ θ = 15, 3◦ θ = 18, 7◦
Distance radiale : RS RS = 233km RS = 237, 5km
Tab. 1.2 – Caracte´ristiques ge´ome´triques du capteur SIR-C.
Lors de la visualisation d’un interfe´rogramme ge´ne´re´ par des donne´es spatiales, des franges paralle`les de
meˆme dimension sont facilement discernables (figure 1.15). C’est en utilisant cette singularite´ qu’il est
possible de calculer la fre´quence de ces franges et avoir ainsi une estimation de la phase de la terre plate.
Fig. 1.15 – Interfe´rogramme du Mont Etna, Sicile, Italie, SIR-C.
Par contre dans le cas ae´roporte´, les variations d’angle d’incidence dans la fauche´e ne permettent plus de
faire une approximation line´aire.
Il est possible de remarquer que la base orthogonale est de´pendante de l’angle d’incidence, B⊥ ⇒ B⊥(θ),
ce qui entraˆıne des conse´quences sur le traitement interfe´rome´trique :
– L’e´volution de la phase de la terre plate en distance n’est plus line´aire
– La re´solution en hauteur de´pend aussi de l’angle d’incidence
Ces conditions donnent un effet d’e´tirement des franges locales. Ainsi elles apparaissent plus serre´es en
position radiale proche et plus espace´es en position radiale lointaine (figure 1.17).
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(a) Position radiale proche. (b) Position radiale lointaine.
Fig. 1.16 – Ge´ome´trie de l’interfe´rome´trie ae´roporte´e.
Position radiale proche Position radiale lointaine
Altitude du capteur : H H = 3200m
Angle d’incidence : θ θ = 15, 3◦ θ = 18, 7◦
Distance radiale : RS RS = 3530m RS = 5579m
Base normale : B⊥ B⊥ = 18, 12m B⊥ = 11, 47m
Hauteur d’ambigu¨ıte´ : Hamb 2pi ⇔ 10, 3m 2pi ⇔ 49, 6m
Tab. 1.3 – Caracte´ristiques ge´ome´triques du capteur ae´roporte´ E-SAR.
Fig. 1.17 – Interfe´rogramme du site de test d’Oberpfaffenhofen, Allemagne.
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1.3.2 Calcul de la phase de la terre plate
Dans le cas ae´roporte´, le calcul de la phase de la terre plate ne peut plus se faire a` partir d’une estimation
spectrale, en effet la partie commune des spectres varie en fonction de l’angle d’incidence. Elle est plus faible
en position radiale proche qu’en position radiale lointaine (figure 1.18).
(a) Position radiale proche. (b) Position radiale lointaine.
Fig. 1.18 – Comportement spectral.
Le calcul de la phase de la terre plate, dans le cas ae´roporte´, se fait a` l’aide de l’approche ge´ome´trique en
supposant l’acce`s aux caracte´ristiques du syste`me comme l’altitude des acquisitions, la hauteur de re´fe´rence,
l’estimation des bases, la distance du premier point, la distance inter pixel.
La connaissance de la position du porteur suivant l’axe yˆ et zˆ permet le calcul de la base suivant le syste`me
(yˆ, zˆ). La connaissance de la distance du premier point de l’image R1(0), ainsi que de la distance inter pixel
dip permet d’avoir une estimation de l’angle d’incidence θ(r) en fonction de la position r du pixel dans
l’image (figure 1.19).
Fig. 1.19 – Ge´ome´trie utilise´e pour la calcul de la phase de la terre plate dans le cas ae´roporte´.
Le calcul de la phase de la terre plate s’effectue en calculant la diffe´rence de distance ∆R(r) entre la position
des deux capteurs et la position du pixel dans l’image, r :
φfe(r) = ei
4pi
λ
∆R(r) (1.84)
A partir de cette hypothe`se, toutes les formulations interfe´rome´triques peuvent eˆtre re´e´crites dans le cas
ae´roporte´ en tenant compte, maintenant, de la de´pendance radiale de certains parame`tres. Ainsi l’e´quation
de la sensibilite´ en hauteur (1.52) ou bien celle de la hauteur d’ambigu¨ıte´ (1.53) s’e´crit :
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φtopo
∆z
=
4pi
λ
B⊥(r)
R1(r) sin θ(r)
(1.85)
z2pi(r) =
λ
2
R1(r) sin θ(r)
B⊥(r)
(1.86)
1.4 Conclusion
L’interfe´rome´trie dans l’imagerie SAR permet d’obtenir des informations sur la topographie de la sce`-
ne e´tudie´e. Elle utilise l’infomation de phase contenue dans deux images SAR afin de former un in-
terfe´rogramme. L’e´tude spectrale des signaux interfe´rome´triques comme le principe du de´calage spectral
permet d’obtenir des informations supple´mentaires ayant pour conse´quence l’ame´lioration des donne´es SAR.
Ainsi, en utilisant le principe du de´calage spectral, il est possible d’augmenter la re´solution d’une image
SAR. La me´thode est expose´e dans le chapitre 4.
Chapitre 2
La polarime´trie SAR
La te´le´de´tection SAR polarime´trique est l’e´tude de la re´ponse e´lectromagne´tique d’une cible ou d’un milieu
naturel a` un signal SAR polarise´ incident. La polarisation d’une onde diffuse´e est tre`s fortement lie´e aux
caracte´ristiques ge´ome´triques et a` la structure physique intrinse`que de la cible observe´e. L’e´tude de la pola-
risation ne´cessite l’utilisation d’outils mathe´matiques approprie´s qui constituent une alge`bre de polarisation.
Le but de ce chapitre est de de´finir les diffe´rentes notions de polarime´trie radar ne´cessaires pour l’e´tude et
l’interpre´tation des re´ponses d’un environnement naturel ou artificiel.
2.1 Propagation des champs e´lectromagne´tiques
Les e´quations de´crivant la propagation du champ e´lectromagne´tique sont les e´quations de Maxwell. Dans
un milieu isotrope, homoge`ne, elles ont la forme suivante :
div ~E =
ρ
ε0
(2.1)
rot ~E +
∂ ~B
∂t
= ~0 (2.2)
div ~B = 0 (2.3)
c2 rot ~B =
~J
ε0
+
∂ ~E
∂t
(2.4)
Avec :
– ~E : champ e´lectrique ;
– ~B : induction magne´tique ;
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– ε0 : permittivite´ de l’espace libre ;
– µ0 : perme´abilite´ magne´tique dans l’espace libre ;
– ρ : densite´ de charge ;
– c : ce´le´rite´ de l’onde dans le vide
(
c = 1/
√
ε0µ0
)
;
– ~J : densite´ de courant des particules libres.
En l’absence de charge, ρ = 0, ~J = ~0, le champ e´lectrique satisfait l’e´quation de propagation suivante :
∇2 ~E + 1
c
∂2 ~E
∂t2
= ~0 (2.5)
Ainsi, une onde plane monochromatique se propageant le long de l’axe zˆ d’un syste`me de coordonne´es
orthonorme´es de re´fe´rence et satisfaisant (2.5) posse`de des composantes qui varient seulement le long des
axes xˆ et yˆ et qui s’e´crivent :
Ex = E0x cos (ω t− k z + δx) (2.6)
Ey = E0y cos (ω t− k z + δy) (2.7)
avec ω = c k, k e´tant le nombre d’onde, ω e´tant la fre´quence angulaire. δx et δy repre´sentent les phases
absolues des deux composantes.
2.2 Ellipse de polarisation - Etat de polarisation
Le vecteur ~E d’un champ e´lectrique satisfaisant (2.5) se propageant le long de l’axe zˆ de´crit une trajectoire
he´lico¨ıdale. En e´liminant les termes ω t− k z dans (2.6) et (2.7), il vient :
(
Ey
E0x
)2
− 2 Ey Ex
E0y E0x
cos δ +
(
Ex
E0y
)2
= sin2 δ (2.8)
qui repre´sente l’e´quation de l’ellipse de polarisation.
L’e´tat de polarisation (figure 2.1) est totalement de´fini par [Pottier 92] :
– L’orientation φ dans l’espace du plan de l’ellipse de polarisation : −pi/2 ≤ φ ≤ pi/2 ;
– L’ellipticite´ τ repre´sentant l’ouverture de l’ellipse : −pi/4 ≤ τ ≤ pi/4 . Le signe de τ indique le
sens de parcours de l’ellipse. La polarisation est dite main droite si l’ellipse est parcourue dans
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Fig. 2.1 – Ellipse de polarisation a` l’abscisse z = z0.
le sens horaire lorsqu’un observateur regarde l’onde dans la direction de propagation. Lorsque
τ est nul, la polarisation est line´aire, alors que τ = ±pi/4 traduit une polarisation circulaire.
Une valeur de τ positive quelconque indique une polarisation elliptique main gauche et une
valeur de τ ne´gative quelconque indique une polarisation elliptique main droite ;
– L’amplitude A, fonction de la longueur des demi-axes de l’ellipse : A =
√
E20x + E
2
0y ;
– α : la phase absolue du vecteur champ e´lectrique ~E a` t = 0.
2.3 Le vecteur de JONES
Il est possible d’e´crire sous une forme complexe l’e´quation du champ e´lectrique permettant ainsi la se´paration
des termes lie´s au temps et a` la position le long de l’axe de propagation de la fac¸on suivante :
~E(z, t) = <e
[
E0xei(ωt−kz+δx)
E0yei(ωt−kz+δy)
]
= <e
[
ei(ωt−kz)
E0xeiδx
E0yeiδy
]
(2.9)
Les parame`tres lie´s au temps et a` l’axe de propagation n’apportent pas d’information supple´mentaire sur
l’e´tat de polarisation.
Le vecteur de Jones d’une onde T ransverse E lectroM agne´tique (TEM) monochromatique, ~E, est de´fini
comme une repre´sentation du champ e´lectrique inde´pendante du temps et de la position le long de l’axe de
propagation :
~E =
[
Ex
Ey
]
=
[
E0xeiδx
E0yeiδy
]
(2.10)
Tout e´tat de polarisation repre´sente´ par son vecteur de Jones est exprime´ dans une base orthogonale (xˆ, yˆ)
appele´e base de polarisation, qui sert de re´fe´rence a` la de´finition des parame`tres de l’ellipse de polarisation :
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~Exˆ,yˆ = Exxˆ+ Eyyˆ (2.11)
Le vecteur de Jones contient l’information comple`te sur les amplitudes et les phases des composantes du
champ, ainsi que sur l’e´tat de polarisation de l’onde :
~Exˆ,yˆ = Ae
−iα
[
cosφ − sinφ
sinφ cosφ
][
cos τ
i sin τ
]
= Ae−iα(cosφ cos τ − i sinφ sin τ)︸ ︷︷ ︸
Ex
xˆ+Ae−iα(sinφ cos τ + i cosφ sin τ)︸ ︷︷ ︸
Ey
yˆ (2.12)
avec φ, l’angle de rotation de l’ellipse et τ l’angle d’ouverture. Aussi, tout vecteur de Jones peut s’e´crire
comme la succession de trois transformations complexes :
~E = A
[
cosφ − sinφ
sinφ cosφ
][
cos τ i sin τ
i sin τ cos τ
][
e−iα 0
0 eiα
]
uˆx avec uˆx =
[
1
0
]
= A[U2(φ)][U2(τ)][U2(α)]uˆx (2.13)
uˆx repre´sente le vecteur de Jones normalise´ d’une polarisation horizontale exprime´ dans la base (H,V ).
Ce formalisme est utilise´ en raison d’une interpre´tation directe des trois transformations (figure 2.2).
Fig. 2.2 – Repre´sentation sche´matique des trois transformations.
Ainsi, tout e´tat de polarisation peut eˆtre construit a` partir d’une combinaison de polarisations line´aires. Les
trois matrices de transformation [U2(φ)], [U2(τ)] et [U2(α)] appartiennent au groupe des matrices (2 × 2)
spe´ciales unitaires SU(2).
Une des proprie´te´s des matrices spe´ciales unitaires est :
det(U) = +1 avec U ∈ SU(2) (2.14)
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Ainsi le vecteur de Jones ~E⊥ d’une onde orthogonale a` ~E peut eˆtre de´fini de la fac¸on suivante :
~E⊥ = A[U2(φ)][U2(τ)][U2(α)]uˆy ⇐⇒ ~E⊥ = A[U2(φ+ pi/2)][U2(−τ)][U2(α)]uˆx avec uˆy =
[
0
1
]
(2.15)
Par ce formalisme, il est possible de de´finir un changement de base de polarisation de la base (uˆ, vˆ) vers la
base (Eˆ, Eˆ⊥), suivant :
(Eˆ, Eˆ⊥) = [U2(φ)][U2(τ)][U2(α)](uˆx, uˆy) (2.16)
L’ensemble des trois matrices de transformation qui forment la matrice de passage de la base (uˆ, vˆ) vers
(Eˆ, Eˆ⊥) est une matrice unitaire appartenant au groupe des matrices spe´ciales unitaires SU(2) :
[U2] = [U2(φ)][U2(τ)][U2(α)] (2.17)
A titre d’exemple, la matrice de passage de la base carte´sienne vers la base circulaire est donne´e par :
[Ucart→circ] =
1√
2
[
1 i
i 1
]
(2.18)
Ainsi :
~Exy = Ae
−iα
[
cosφ − sinφ
sinφ cosφ
][
cos τ
i sin τ
]
[U ]= 1√
2
 1 i
i 1

−−−−−−−−−−−→ ~EGD =
Ae−iα√
2
[
(cos τ + sin τ)e−iφ
(cos τ − sin τ)e−i(φ−pi2 )
]
(2.19)
Il est a` noter que l’appellation base (Gˆ, Dˆ) circulaire gauche, circulaire droite est un abus de langage. En
fait la polarisation orthogonale a` Gˆ est Gˆ⊥ qui diffe`re de Dˆ par un de´phasage de pi/2 :
Gˆ⊥ = ei
pi
2 Dˆ (2.20)
Le tableau 2.1 montre des exemples de vecteurs de Jones associe´s a` des e´tats de polarisation canoniques.
Ces vecteurs sont de norme unitaire, de´finis avec une phase a` l’origine nulle, α = 0, repre´sente´s dans les
bases de polarisation H/V (uˆ, vˆ) et CG/CD (Gˆ, Dˆ) :
2.4 Le vecteur de STOKES - Ondes partiellement polarise´es
Le vecteur de Jones aborde´ pre´ce´demment permet de de´crire comple`tement les proprie´te´s polarime´triques
d’une onde plane monochromatique. Il est tre`s fre´quent en te´le´de´tection radar que les parame`tres de polari-
sation d’une onde radar varient au cours du temps. Ceci peut eˆtre duˆ a` des fluctuations de la cible observe´e
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Etat de polarisation Ellipticite´ : τ Orientation : φ ~Exˆ,yˆ ~E gˆ,dˆ
Line´aire verticale 0◦ 90◦
[
0
1
]
1√
2
[
−i
1
]
Line´aire horizontale 0◦ 0◦
[
1
0
]
1√
2
[
1
−i
]
Circulaire gauche +45◦ Inde´termine´e 1√
2
[
1
i
] [
1
0
]
Circulaire droite -45◦ Inde´termine´e 1√
2
[
1
−i
] [
0
1
]
Tab. 2.1 – Exemples de vecteurs de Jones associe´s a` des e´tats de polarisation canoniques.
ou a` des instabilite´s du syste`me de mesure qui entraˆınent la pollution de l’onde par un bruit. Il est alors
ne´cessaire de caracte´riser les variations temporelles ou spatiales du vecteur de Jones de fac¸on statistique
au moyen de moments d’ordre deux.
Pour cela, la matrice de covariance [J ] du vecteur de Jones ~E(xˆ,yˆ) est de´finie comme :
[J ] = 〈 ~E(xˆ,yˆ) ~E
†
(xˆ,yˆ)〉 =
[
〈ExE∗x〉 〈ExE∗y〉
〈EyE∗x〉 〈EyE∗y〉
]
(2.21)
ou` † repre´sente l’ope´rateur transpose conjugue´ et 〈 〉 l’ope´rateur moyenne. Les termes diagonaux de [J ] sont
les variances des composantes du vecteur de Jones, les e´le´ments croise´s repre´sentant les intercorre´lations.
Le vecteur de Stokes est un vecteur re´el de 4 e´le´ments de´fini par la projection de la matrice de covariance
sur le groupe des matrices de Pauli :
~g =

g0
g1
g2
g3
 avec gi = tr([J ][σi]) (2.22)
ou` tr repre´sente l’ope´rateur trace, et [σi] une matrice du groupe des matrices de Pauli suivant :
[σ0] =
[
1 0
0 1
]
[σ1] =
[
1 0
0 −1
]
[σ2] =
[
0 1
1 0
]
[σ3] =
[
0 −i
i 0
]
(2.23)
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Les proprie´te´s de ce groupe de matrices ainsi que son utilite´ en polarime´trie radar sont aborde´es lors de la
pre´sentation des changements de base polarime´trique.
A partir de (2.22), la relation liant les composantes du vecteur de Stokes aux moments d’ordre deux du
vecteur de Jones d’une onde est donne´e par :
~g =

g0 = 〈|Ex|2〉+ 〈|Ey|2〉
g1 = 〈|Ex|2〉 − 〈|Ey|2〉
g2 = 2<e(〈ExE∗y〉)
g2 = −2=m(〈ExE∗y〉)
 (2.24)
Par construction, le vecteur de Stokes est une repre´sentation incohe´rente, c’est-a`-dire inde´pendante de la
phase absolue, α.
Le vecteur de Stokes contient toute l’information incohe´rente concernant la polarisation d’une onde
e´lectromagne´tique.
La matrice de covariance [J ] peut eˆtre exprime´e en fonction des quatre composantes re´elles du vecteur de
Stokes, au moyen des matrices de Pauli :
[J ] =
1
2
4∑
n=1
gn[σn] =
1
2
[
g0 + g1 g2 − ig3
g2 + ig3 g0 − g1
]
(2.25)
Comme [J ] est hermitienne semi-defini positive, elle posse`de des valeurs propres re´elles positives ou nulles
qui sont donne´es par :
λ1 =
g0 +
√
g21 + g
2
2 + g
2
3
2
λ2 =
g0 −
√
g21 + g
2
2 + g
2
3
2
(2.26)
Le degre´ de polarisation, γ, est obtenu au moyen des valeurs propres comme suit :
γ =
λ1 − λ2
λ1 + λ2
=
√
g21 + g
2
2 + g
2
3
g0
(2.27)
Lorsque la polarisation est constante au cours du temps, le degre´ de polarisation de l’onde γ est e´gal a` 1 et
[J ] est de rang 1, autrement 0 ≤ γ < 1 et [J ] est de rang 2. La relation, connue entre les composantes du
vecteur de Stokes, peut ainsi eˆtre retrouve´e :
g20 ≥ g21 + g22 + g23 (2.28)
L’e´galite´ dans cette relation est ve´rifie´e lorsque l’onde est totalement polarise´e.
2.5 Repre´sentations polarime´triques d’une cible radar
Lors de l’interaction entre une onde e´lectromagne´tique incidente et une cible radar, l’onde diffuse´e posse`de
en ge´ne´ral des proprie´te´s polarime´triques diffe´rentes de celles de l’onde incidente. Cela est illustre´ par la
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figure 2.3 ou` ~Et repre´sente le vecteur du champ e´lectrique de l’onde transmise, ~Ei le champ incident de
l’objet diffusant, ~Es le champ diffuse´ et ~Er le champ rec¸u par l’antenne. Pour une configuration de mesure
donne´e, la modification de la polarisation due a` la cible est mode´lise´e sous la forme d’un ope´rateur matriciel.
Dans le cas cohe´rent, la matrice de diffusion cohe´rente lie le vecteur de Jones incident a` celui re´fle´chi. Dans
le cas incohe´rent, le comportement polarime´trique de la cible est repre´sente´ par la matrice de Kennaugh.
Fig. 2.3 – Diffusion d’une onde par un objet.
2.5.1 La matrice de diffusion cohe´rente
La matrice de diffusion cohe´rente, ou matrice de Sinclair, [S], est une matrice (2×2) a` e´le´ments complexes
qui lie le vecteur de Jones incident ~Ei a` celui diffuse´ ~Es, tout deux de´finis dans une base polarime´trique
(uˆ, vˆ) [Pottier 92].
~Es = [S] ~Ei =
[
Suu Suv
Svu Svv
]
~Ei (2.29)
Les e´le´ments de [S] sont diffe´rencie´s par leurs indices. L’indice de droite repre´sente la polarisation incidente
et celui de gauche la polarisation diffuse´e. Ainsi les e´le´ments diagonaux de la matrice [S] sont appele´s
e´le´ment co-polarise´s car ils repre´sentent le coefficient multiplicatif complexe reliant les projections des
vecteurs de Jones incident et re´fle´chi sur le meˆme axe de la base de polarisation. Les autres coefficients de
[S] sont appele´s e´le´ments en polarisation croise´e.
Pour une configuration de mesure donne´e, la matrice de Sinclair de´finit totalement la modification de la
polarisation d’une onde incidente monochromatique polarise´e, lors de l’interaction avec une cible radar.
La puissance associe´e a` une cible radar, ou span, est de´finie comme :
span = |Suu|2 + |Suv|2 + |Svu|2 + |Svv|2 (2.30)
En configuration monostatique, lorsque l’e´metteur de l’onde incidente et le re´cepteur de l’onde diffuse´e sont
localise´s au meˆme endroit, la matrice [S] est syme´trique, Suv = Svu.
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Une repre´sentation relative de la matrice de diffusion est souvent utilise´e lors de traitements ne ne´cessitant
que la connaissance des phases de´finies par rapport a` une re´fe´rence.
[S] =
[
Suu Suv
Svu Svv
]
= eiφuu
[
|Suu| |Suv|ei(φuv−φuu)
|Suv|ei(φuv−φuu) |Suv|ei(φvv−φuu)
]
= eiφuu [Srel] (2.31)
En re´tro-diffusion, la matrice de Sinclair relative, [Srel], peut eˆtre de´finie a` partir de 5 variables re´elles,
trois modules et deux phases.
Cible canonique [S(xˆ,yˆ)]
Sphe`re, plan, trie`dre 1√
2
[
1 0
0 1
]
Dipoˆle
[
cos2 ψ 12 sin(2ψ)
1
2 sin(2ψ) sin
2 ψ
]
Die`dre 1√
2
[
cos(2ψ) sin(2ψ)
sin(2ψ) − cos(2ψ)
]
He´lice droite 12e
−i2ψ
[
1 −i
−i −1
]
He´lice gauche 12e
i2ψ
[
1 i
i −1
]
Tab. 2.2 – Exemples de matrices de Sinclair associe´es a` des cibles canoniques.
Le tableau 2.2 donne les matrices de diffusion cohe´rente de quelques cibles canoniques dans la base de
polarisation (xˆ, yˆ). Les matrices sont normalise´es de fac¸on a` pre´senter une puissance unitaire.
L’angle ψ repre´sente l’orientation, autour de l’axe de vise´e du radar, de l’axe de syme´trie principal de la
cible canonique. Parmi les cibles canoniques pre´sente´es, seule la sphe`re posse`de un terme en polarisation
croise´e nul quelque soit l’angle d’orientation.
2.5.2 Repre´sentation de la matrice de diffusion
Lors de l’e´tude d’une cible fluctuante, il est possible, a` partir des diffe´rentes matrices [S] observe´es, de
construire des repre´sentations incohe´rentes largement utilise´es en polarime´trie moderne, qui posse`dent des
proprie´te´s mathe´matiques remarquables et permettent une interpre´tation plus aise´e du me´canisme de dif-
fusion.
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2.5.2.1 De´finition du vecteur cible
La vectorisation d’une matrice de diffusion [S] par projection sur un groupe de matrices permet d’obtenir
un vecteur cible qui contient toute l’information polarime´trique cohe´rente :
~k =
1
2
tr([S][Ψ]) =

k0
k1
k2
k3
 (2.32)
ou` [Ψ] repre´sente un ensemble de matrices qui de´finissent une base de projection.
Dans le cas ge´ne´ral, un vecteur cible est forme´ de quatre e´le´ments complexes. Les deux bases les plus utilise´es
sont [ΨL] et [ΨP ] qui correspondent respectivement a` l’ordonnancement lexicographique des e´le´ments de la
matrice [S] et a` la base des matrices de Pauli modifie´es, donne´es par [Cloude 96] :
[ΨL] =
[[
2 0
0 0
][
0 2
0 0
][
0 0
2 0
][
0 0
0 2
]]
(2.33)
[ΨP ] =
[√
2
[
1 0
0 1
]√
2
[
1 0
0 −1
]√
2
[
0 1
1 0
]√
2
[
0 −i
i 0
]]
(2.34)
Les vecteurs cibles correspondants sont :
~kL =

SXX
SXY
SY X
SY Y
 (2.35)
~kP =
1√
2

SXX + SY Y
SXX − SY Y
SXY + SY X
i(SXY − SY X)
 (2.36)
Dans le cas monostatique, SXY = SY X , le nombre d’e´le´ments peut eˆtre re´duit a` trois, et les vecteurs
s’e´crivent :
~kL =
 SXX√2 SXY
SY Y
 et ~kP = 1√
2
 SXX + SY YSXX − SY Y
2 SXY
 (2.37)
Ces vecteurs sont des repre´sentations cohe´rentes de la matrice de diffusion. Leur norme est e´gale au span
de la cible, ‖~kL‖2 = ‖~kP ‖2 = span.
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Les deux repre´sentations sont e´quivalentes et correspondent par une matrice de passage spe´ciale unitaire
suivante :
~kL = [A]~kP =
1√
2
 1 1 00 0 √2
1 −1 0
~kP (2.38)
2.5.2.2 Repre´sentations matricielles incohe´rentes
A partir des vecteurs cibles ~kL et ~kP , sont de´finies les matrices polarime´triques de covariance, [C], et de
cohe´rence [T ], toutes deux (3× 3) complexes [Cloude 96] :
[C] = 〈~kL~k†L〉
=
 〈SXXS∗XX〉
√
2〈SXXS∗XY 〉 〈SXXS∗Y Y 〉√
2〈SXY S∗XX〉 2〈SXY S∗XY 〉
√
2〈SXY S∗Y Y 〉
〈SY Y S∗XX〉
√
2〈SY Y S∗XY 〉 〈SY Y S∗Y Y 〉
 (2.39)
[T ] = 〈~kP~k†P 〉
=
 〈(SXX + SY Y )(SXX + SY Y )∗〉 〈(SXX + SY Y )(SXX − SY Y )∗〉 2〈(SXX + SY Y )S∗XY 〉〈(SXX − SY Y )(SXX + SY Y )∗〉 〈(SXX − SY Y )(SXX − SY Y )∗〉 2〈(SXX − SY Y )S∗XY 〉
2〈SXY (SXX + SY Y )∗〉 2〈SXY (SXX − SY Y )∗〉 4〈SXY S∗XY 〉

(2.40)
d’apre`s (2.38), ces deux matrices hermitiennes sont e´quivalentes et correspondent au moyen de la relation
de passage suivante :
[C] = [A][T ][A]† (2.41)
Cette relation unitaire implique que la matrice de covariance et la matrice de cohe´rence posse`dent des
valeurs propres identiques qui sont re´elles positives ou nulles, ces matrices e´tant hermitiennes semi-de´finies
positives.
La matrice de cohe´rence [T ] peut eˆtre parame´tre´e en fonction de neuf coefficients appele´s les coefficients de
Huynen, suivant :
[T ] =
 2A0 C − iD H + iGC + iD B0 +B E + iF
H − iG E − iF B0 −B
 (2.42)
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J.R. Huynen a de´fini une cible pure comme une cible diffusant une onde totalement polarise´e, γ = 1,
lorsqu’elle est illumine´e par une onde e´galement totalement polarise´e. Il est e´quivalent de conside´rer que les
vecteurs cibles utilise´s pour former la matrice de cohe´rence sont identiques puisqu’ils de´crivent une cible
dont les proprie´te´s polarime´triques ne fluctuent pas. La matrice de cohe´rence est alors de rang 1, posse`de
une seule valeur propre diffe´rente de ze´ro et ses mineurs sont nuls, ce qui se traduit par le syste`me de neuf
e´quations suivant :
2A0(B0 +B)− C2 −D2 = 0 H(B0 +B)− CE −DF = 0
2A0(B0 +B)−G2 −H2 = 0 G(B0 +B)− FC + ED = 0
2A0E − CH +DG = 0 C(B0 −B)− EH −GF = 0
2A0 − CG−DH = 0 D(B0 −B)− FH −GE = 0
B20 −B2 − E2 − F 2 = 0
(2.43)
Comme une cible pure est de´crite par cinq parame`tres inde´pendants issus de la matrice de Sinclair (trois
modules et deux phase), alors il ne reste plus que quatre e´quations inde´pendantes qui ont e´te´ de´finies par
J. R. Huynen comme les e´quations monostatiques de la cible :
2A0(B0 +B) = C2 +D2 2A0E = CH −DG
2A0(B0 −B) = G2 +H2 2A0F = CG−DH (2.44)
Les matrices de cohe´rence ou de covariance peuvent ainsi eˆtre de´finies au moyen de neuf parame`tres lie´s par
quatre e´quations, soit 5 parame`tres re´els distincts. Lorsque la cible n’est pas pure, les e´quations de la cible
ne sont plus ve´rifie´es et la de´finition de la repre´sentation incohe´rente ne´cessite 9 parame`tres re´els distincts.
2.5.2.3 Approche phe´nome´nologique de Huynen
Dans son approche phe´nome´nologique, J. R. Huynen propose une analyse globale des neuf parame`tres non
inde´pendants d’une matrice de cohe´rence de rang 1 [Huynen 70]. D’apre`s les e´quations de cible en (2.44),
l’annulation des e´le´ments diagonaux de la matrice de cohe´rence, qui repre´sentent la puissance dans les
diffe´rents canaux de polarisation, A0, B0+B et B0−B entraˆıne l’annulation de respectivement, (C,D,G,H),
(C,D,E, F ) et (E,F,G,H). Pour cette raison, ces trois termes sont appele´s les ge´ne´rateurs de la structure
de la cible.
A partir de mesures en laboratoire sur des cibles canoniques, J. R. Huynen a propose´ une signification pour
chacun des neuf coefficients en tenant compte des relations de cible qui les lient.
– A0 : ge´ne´rateur de syme´trie. De manie`re ge´ne´rale, toute cible artificielle, faite par l’homme,
posse`de une part importante de syme´trie ;
– B0 −B : ge´ne´rateur de non syme´trie de la cible ;
– B0 + B : ge´ne´rateur d’irre´gularite´. Pour une cible qui ne de´pend ni de la syme´trie, ni de
la non syme´trie de la cible ;
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– C : facteur de forme de la cible. Il est e´leve´ pour une cible ayant une forme line´aire ;
– D : facteur de forme locale. Pour des surfaces convexes, il est directement lie´ a` la diffe´rence
de rayons de courbure au point spe´culaire ;
– E : torsion de la cible. Pour une cible qui pre´sente une de´formation locale de la surface
observe´e ;
– F : he´licite´. Importante sur les surfaces torsade´es ;
– G : couplage des parties syme´triques et non syme´triques de la cible ;
– H : orientation de la cible.
Cette interpre´tation phe´nome´nologique est tre`s bien adapte´e a` l’analyse de cibles ponctuelles, mais perd
quelque peu de sa pertinence lors de l’e´tude de milieux naturels en te´le´de´tection radar. Les trois ge´ne´rateurs
de la structure de la cible sont lie´s a` la nature du me´canisme de re´trodiffusion, mais d’autres parame`tres,
de´pendant de la ge´ome´trie de la cible sont difficilement interpre´tables lors de l’observation d’un milieu
naturel comme la foreˆt ou des champs agricoles. De plus les parame`tres de Huynen e´tant lie´s par les quatre
e´quations de cible, ils doivent eˆtre conside´re´s dans leur globalite´, la valeur d’un parame`tre ne peut eˆtre
interpre´te´e qu’en conside´rant les ordres de grandeurs de certains autres parame`tres, ce qui peut rendre
difficile une classification automatique.
La limitation majeure rencontre´e lors de la mise en œuvre de ce the´ore`me de de´composition polarime´trique
par dichotomie est lie´e au crite`re de l’ope´ration de dichotomie. Une cible distribue´e est de´compose´e en une
cible pure repre´sentant le phe´nome`ne de re´trodiffusion moyen et une cible re´siduelle dont la particularite´
est d’eˆtre de structure invariante par rotation azimutale. Le the´ore`me de Huynen a e´te´ largement utilise´
dans des approches de classification de cibles radar. L’interpre´tation phe´nome´nologique des parame`tres de
Huynen a mis en e´vidence le fait que tous les e´le´ments d’une repre´sentation polarime´trique incohe´rente
doivent eˆtre conside´re´s de fac¸on simultane´e par des traitements totalement polarime´trique et non comme
des coefficients traite´s de fac¸on se´pare´s. En introduisant le concept de cible pure et en interpre´tant la
relation entre les e´le´ments d’une repre´sentation polarime´trique incohe´rente et les proprie´te´s physiques du
milieu observe´, J. R. Huynen a permis l’essor de la polarime´trie radar moderne.
2.6 Les changements de base d’e´tats de polarisation
Les proce´dures de changement de base d’e´tat de polarisation sont tre`s largement utilise´es dans le cadre
de traitement de donne´es polarime´triques, Elles permettent de de´finir des e´tats de polarisation particuliers
dont la valeur de´termine certaines proprie´te´s polarime´triques de la cible qui sont alors associe´es a` des
caracte´ristiques physiques du milieu observe´.
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2.6.1 Changement de base d’un vecteur de JONES
Deux vecteur de Jones de norme unitaire, ~A et ~B, forment une base de polarisation orthogonale si leur
produit hermitien est nul :
〈 ~A, ~B〉 = ~A T ~B∗ (2.45)
ou` 〈 , 〉 repre´sente l’ope´rateur du produit hermitien.
La base de polarisation orthonorme´e carte´sienne (xˆ, yˆ) est forme´e par les vecteurs de Jones repre´sentant
un e´tat de polarisation respectivement horizontal et vertical. D’apres (2.12), un vecteur de Jones unitaire
exprime´ dans la base (xˆ, yˆ) s’e´crit en fonction des parame`tres de l’ellipse de polarisation de la fac¸on suivante :
~E(xˆ,yˆ) = e
−iα
[
cosφ − sinφ
sinφ cosφ
][
cos τ
i sin τ
]
(2.46)
Une formulation ge´ne´ralise´e du vecteur de Jones permet de l’e´crire en fonction des trois ope´rateurs de
SU(2) de´finis pre´ce´demment :
~E =
[
cosφ − sinφ
sinφ cosφ
][
cos τ i sin τ
i sin τ cos τ
][
e−iα 0
0 eiα
][
1
0
]
(2.47)
qui est de la forme :
~E = [U2(φ)][U2(τ)][U2(α)]xˆ (2.48)
D’une fac¸on ge´ne´rale, tout e´tat de polarisation peut eˆtre conside´re´ comme e´tant la combinaison de deux
ondes polarise´es elliptiquement avec des amplitudes et des phases adapte´es suivantes :
~E(uˆA,vˆA) = 〈 ~E(uˆA,vˆA), uˆA〉uˆA + 〈 ~E(uˆA,vˆA), vˆA〉vˆA (2.49)
ou` les vecteurs de Jones unitaires uˆA et vˆA correspondant a` des e´tats de polarisation elliptique orthogonaux,
forment une base orthonorme´e. Ainsi la transformation de la base line´aire (xˆ, yˆ) vers la base orthonorme´e
(uˆA, vˆA) est de´finie par l’ope´rateur spe´cial unitaire suivant :
[U2(xˆ,yˆ)→(uˆA,vˆA) ] = [U2(φA)][U2(τA)][U2(αA)] (2.50)
En ge´ne´ralisant, la transformation d’une base elliptique orthonorme´e B = (uˆB, vˆB) vers une base elliptique
orthonorme´e A = (uˆA, vˆA) est obtenue par :
(uˆA, vˆA) = [U2(uˆB,vˆB)→(uˆA,vˆA) ](uˆB, vˆB) (2.51)
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avec :
[U2(uˆB,vˆB)→(uˆA,vˆA) ] = [U2(xˆ,yˆ)→(uˆA,vˆA) ][U2(uˆB,vˆB)→(xˆ,yˆ) ]
= [U2(xˆ,yˆ)→(uˆA,vˆA) ][U2(xˆ,yˆ)→(uˆB,vˆB) ]
−1
= [U2(φA)][U2(τA)][U2(αA)]([U2(φB)][U2(τB)][U2(αB)])−1
= [U2(φA)][U2(τA)][U2(αA)][U2(αB)]−1[U2(τB)]−1[U2(φB)]−1
= [U2(φA)][U2(τA)][U2(αA)][U2(−αB)][U2(−τB)][U2(−φB)] (2.52)
Ainsi l’expression d’un vecteur de Jones ~E(uˆB ,vˆB) dans la base de polarisation (uˆA, vˆA) est donne´e par :
~E(uˆA,vˆA) = [U2(φA)][U2(τA)][U2(αA)][U2(−αB)][U2(−τB)][U2(−φB)] ~E(uˆB ,vˆB)
= [U2(uˆB,vˆB)→(uˆA,vˆA) ]
~E(uˆB ,vˆB) (2.53)
2.6.2 Changement de base de la matrice de SINCLAIR
D’apre`s la de´finition (2.29), une matrice de Sinclair de´finie dans la base (xˆ, yˆ), [S(xˆ,yˆ)], relie le vecteur de
Jones incident ~E
i
(xˆ,yˆ) au vecteur diffuse´ ~E
s
(xˆ,yˆ), tous deux de´finis dans la meˆme base de polarisation, de la
fac¸on suivante :
~E
s
(xˆ,yˆ) = [S(xˆ,yˆ)] ~E
i
(xˆ,yˆ) (2.54)
Le vecteur incident exprime´ dans la base de polarisation (uˆ, vˆ) est donne´ par (2.53) qui peut eˆtre re´e´crite
comme suit :
~E
i
(uˆ,vˆ) = [U2(uˆ,vˆ)→(xˆ,yˆ) ]
−1 ~E
i
(xˆ,yˆ) = [U2(xˆ,yˆ)→(uˆ,vˆ) ] ~E
i
(xˆ,yˆ) (2.55)
Dans le cas monostatique, la direction de propagation du champ diffuse´ est oppose´e a` celle du champ
incident, la relation entre les vecteurs de Jones diffuse´s dans les deux bases de polarisation est la suivante :
~E
s
(uˆ,vˆ) = [U2(xˆ,yˆ)→(uˆ,vˆ) ]
∗ ~E
s
(xˆ,yˆ) (2.56)
En inse´rant les expressions (2.55) et (2.56) dans (2.53), la relation liant les vecteurs de Jones incident et
diffuse´ dans la base de polarisation (xˆ, yˆ) et la matrice de diffusion exprime´e dans la base (uˆ, vˆ) s’e´crit :
~E
s
(uˆ,vˆ) = [U2(uˆ,vˆ)→(xˆ,yˆ) ]
T [S(xˆ,yˆ)][U2(uˆ,vˆ)→(xˆ,yˆ) ] ~E
i
(uˆ,vˆ) (2.57)
Par identification avec (2.29), la matrice de diffusion est exprime´e dans la nouvelle base (uˆ, vˆ) de la fac¸on
suivante :
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[S(uˆ,vˆ)] = [U2(uˆ,vˆ)→(xˆ,yˆ) ]
T [S(xˆ,yˆ)][U2(uˆ,vˆ)→(xˆ,yˆ) ] (2.58)
ceci s’appelle une transformation de co-similarite´.
2.7 The´ore`me de de´composition polarime´trique aux valeurs/vecteurs propres
La projection d’une repre´sentation polarime´trique incohe´rente (3 × 3) sur la base de ses vecteurs propres
permet de de´composer de fac¸on unique une cible distribue´e en une somme de trois cibles pures dont les
vecteurs cibles sont mathe´matiquement orthogonaux. Les vecteurs propres sont alors parame´tre´s et associe´s
a` des caracte´ristiques physiques correspondantes aux me´canismes de diffusion.
La matrice de cohe´rence [T ] se de´compose dans la base de ses vecteurs propres de la fac¸on suivante :
[T ] = [V ][Λ][V ]† =
3∑
k=1
λk~vk~v
†
k (2.59)
ou` [V ] et [Λ] repre´sentent, respectivement, les matrices (3 × 3) des vecteurs et valeurs propres de [T ]. La
matrice [T ] e´tant hermitienne semi-de´finie positive, ses valeurs propres λk sont re´elles, positives ou nulles.
Les vecteurs propres complexes ~vk sont orthonormaux.
L’ide´e de la de´composition en valeurs/vecteurs propres est d’utiliser la diagonalisation de la matrice [T ], qui
est en ge´ne´ral de rang 3, en une somme non cohe´rente de trois matrices de cohe´rence, [Tk], chacune e´tant
ponde´re´e par sa valeur propre associe´e [Cloude 96], [Cloude 97] :
[T ] =
3∑
k=1
λk[Tk] (2.60)
Les matrices [Tk] e´tant de trace unitaire, les valeurs propres repre´sentent la puissance associe´e a` chacune
des composantes et sont ordonne´es de fac¸on a` ce que λ1 ≥ λ2 ≥ λ3 ≥ 0.
2.7.1 Spectre des valeurs propres
L’ensemble des valeurs propres indique la re´partition de la puissance totale sur les diffe´rentes composantes
de la de´composition. Cette re´partition est de´finie par une variable pk repre´sentant la part de puissance
associe´e au me´canisme. L’ensemble des pk correspond a` une normalisation des valeurs propres λk :
pk =
λk∑3
k=1 λk
, avec
∑
k
pk = 1 (2.61)
Ces valeurs propres normalise´es sont associe´es a` des pseudo-propabilite´s lie´es aux proprie´te´s statistiques
des phe´nome`nes de re´trodiffusion en milieu naturel. Les pseudo-probabilite´s ve´rifient : p1 ≥ p2 ≥ p3. Il
est possible de de´crire le spectre des valeurs propres au moyen de deux parame`tres re´els : l’entropie et
l’anisotropie [Cloude 96], [Cloude 97].
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2.7.1.1 L’entropie
L’entropie de la cible,H, est de´finie comme l’indicateur du caracte`re ale´atoire du phe´nome`ne de re´trodiffusion
global. Elle est obtenue suivant :
H = −
3∑
k=1
pk log3(pk) (2.62)
Une entropie nulle indique que la cible observe´e est pure et la re´trodiffusion est de´terministe. Ceci se traduit
par la pre´sence d’une seule valeur propre normalise´e non nulle et e´gale a` 1. Le caracte`re comple`tement
ale´atoire de la cible observe´e est de´fini par une entropie e´gale a` 1, indiquant que les pseudo-probabilite´s
sont e´quivalentes.
2.7.1.2 L’anisotropie
L’anisotropie de´crit l’importance relative des me´canismes de diffusion secondaires :
A =
p2 − p3
p2 + p3
(2.63)
Lorsque la probabilite´ du troisie`me me´canisme de re´trodiffusion est nulle, l’anisotropie est e´gale a` 1 et
lorsque les deux me´canismes de moindre importance ont meˆme probabilite´, A, est e´gale a` 0.
2.7.2 Les vecteurs propres
Un vecteur unitaire a` trois dimensions posse`de cinq degre´s de liberte´ et peut donc eˆtre parame´tre´ au moyen
de cinq angles :
~v = eiφ
 cosαsinα cosβeiδ
sinα sinβeiγ
 (2.64)
Le terme de phase φ n’e´tant pas observable dans la structure de la matrice de cohe´rence associe´e, il est sup-
pose´ nul. S. R. Cloude et E. Pottier proposent une interpre´tation des quatre parame`tres restants [Cloude 96],
[Cloude 97].
Le parame`tre α est associe´ a` la nature du me´canisme de diffusion. Si α est nul alors le me´canisme est
celui d’une diffusion de surface canonique. Dans l’autre cas extreˆme, c’est-a`-dire α = 90◦, le me´canisme
de retrodiffusion est celui d’un die`dre ou d’une he´lice. Toutes autres valeurs interme´diaires repre´sentent un
me´canisme de diffusion anisotrope. Pour α = 45◦, alors le me´canisme est celui d’un dipoˆle canonique.
Le parame`tre β a e´te´ interpre´te´ par S. R. Cloude et E. Pottier comme e´tant un indicateur de l’orientation
de l’axe de syme´trie principal d’une cible par rapport a` l’axe de vise´e du radar.
Enfin δ et γ sont lie´s a` l’orientation de l’axe de syme´trie principal de la cible observe´e.
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Pour une cible pure, il est possible d’identifier les composantes du vecteur propre a` certains des parame`tres
de Huynen. Ainsi a` partir de la de´finition de la matrice de cohe´rence en fonction des parame`tres de
Huynen, et de la de´finition des parame`tres d’un vecteur propre unitaire, la relation suivante est trouve´e :
~v = eiφ
 cosαsinα cosβeiδ
sinα sinβeiγ
 = eiφ√
2A0λ
 2A0C + iD
H − iG
 = eiφ√
λ

√
2A0√
B0 +Bei tan
−1(DC )
√
B0 −Be−i tan−1(
G
H )
 (2.65)
Les modules des trois composantes des vecteurs propres correspondent aux ge´ne´rateurs de la structure de la
cible de´finis par J. R. Huynen. Les parame`tres de la de´composition en fonction des parame`tres de Huynen
sont :
α = tan−1
(√
B0
A0
)
β = tan−1
(√
B0 −B√
B0 +B
)
δ = tan−1
(
D
C
)
γ = − tan−1
(
G
H
)
(2.66)
2.7.3 Caracte´risation des donne´es SAR polarime´triques
A partir de la de´composition en valeurs/vecteurs propres, il est possible d’estimer le nombre ainsi que la
nature des me´canismes de diffusion pre´sent dans une meˆme cellule de re´solution. Le nombre de me´canisme
peut eˆtre obtenu a` partir d’une combinaison de l’entropie et de l’anisotropie [Ferro-Famil 02].
Le type du me´canisme de diffusion est estime´ en fonction du spectre des valeurs propres suivant les confi-
gurations de´crites ci-dessous.
– Entropie faible : un seul me´canisme dominant. Le type de me´canisme, simple ou double
re´flexion, est de´termine´ par comparaison avec une valeur re´fe´rentielle du parame`tre α (figure
2.4(a)).
– Entropie moyenne et anisotropie faible : le spectre des valeurs propres peut eˆtre perc¸u
comme compose´ d’un me´canisme dominant perturbe´ par des termes secondaires re´sultant du
moyennage de contribution polarime´trique inde´sirable. Dans ce cas, le me´canisme de diffusion
est e´value´ a` partir du terme le plus significatif, α1, correspondant au α du vecteur propre
associe´ a` la valeur propre la plus forte (figure 2.4(b)).
– Entropie moyenne et anisotopie forte : dans ce cas, deux termes ont la meˆme impor-
tance. L’e´valuation des me´canismes de diffusion est permise en recomposant la matrice de
cohe´rence correspondant a` la somme des contributions. La nature du me´canisme de diffusion
est de´termine´e a` partir des deux premiers ge´ne´rateurs de cible de Huynen (figure 2.4(c)).
– Entropie forte : me´canisme de diffusion ale´atoire (figure 2.4(d)).
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(a) (b)
(c) (d)
Fig. 2.4 – Repre´sentation du spectre des pseudo-probabilite´s.
2.8 Conclusion
L’utilisation de la polarime´trie en te´le´de´tection SAR permet d’estimer la nature physique des me´canismes
de re´trodiffusion rencontre´s lors de l’acquisition des donne´es. L’aboutissement des e´tudes polarime´triques
est repre´sente´ par les the´ore`mes de de´composition qui permettent la se´paration des me´canismes de diffusion
au sein d’une meˆme cellule de re´solution. Par contre, la polarime´trie ne donne aucune information sur la
distribution verticale de ces diffuseurs.
L’association de la distribution verticale avec l’estimation de la nature du me´canisme fait l’objet du chapitre
suivant.
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Chapitre 3
L’interfe´rome´trie SAR polarime´trique
3.1 Introduction
Dans la plupart des applications de la te´le´de´tection utilisant l’imagerie SAR, les aspects polarime´triques et
interfe´rome´triques sont traite´s se´pare´ment. La polarime´trie e´tudie le comportement de l’onde interagissant
avec la sce`ne. Cette approche renseigne sur la nature physique de la zone e´tudie´e. A partir de technique de
classification, il est possible de distinguer trois grandes cate´gories de cible : les zones ve´ge´tales telles que
les foreˆts, les surfaces comme les champs agricoles et les cibles ponctuelles ou artificielles comme les zones
urbaines. L’interfe´rome´trie informe sur la nature topographique de la sce`ne (interfe´rome´trie classique) ou
sur les de´formations de celle-ci (interfe´rome´trie diffe´rentielle), permettant ainsi la de´tection de zones ou` un
se´isme a pu se produire. Ces exemples illustrent que l’interfe´rome´trie et la polarime´trie sont des outils tre`s
performants en te´le´de´tection SAR, et surtout tre`s comple´mentaires.
Depuis le milieu des anne´es 1990, l’interfe´rome´trie SAR polarime´trique est en plein essor.
Le signal re´trodiffuse´, en imagerie SAR, re´sulte de la somme de diffe´rentes contributions correspondant a`
diffe´rents me´canismes de diffusion. Ainsi la phase interfe´rome´trique obtenue re´sulte de la somme des phases
des diffe´rents me´canismes. C’est le centre de phase interfe´rome´trique. L’interfe´rome´trie SAR polarime´trique
a pour but de retrouver les phases interfe´rome´triques associe´es aux diffe´rents me´canismes, permettant ainsi
de retrouver la hauteur dudit me´canisme. Dans le cas d’une zone forestie`re, trois me´canismes principaux
de diffusion peuvent eˆtre identifie´s : une simple re´flexion correspondant a` la re´flexion de l’onde sur le
sol, une double re´flexion sol-tronc et une diffusion volumique due a` la canope´e. Dans un cas ide´al, une
e´tude polarime´trique simple, comme l’utilisation de la de´composition dans la base de Pauli, permettrait de
distinguer les diffe´rentes phases associe´es a` diffe´rents me´canismes de diffusion. En effet, la pe´ne´tration de
l’onde dans un volume est de´pendante de sa longueur d’onde ainsi que de sa polarisation. Comme l’illustre
la figure 3.1, dans le cas de zone forestie`re, la combinaison (HH+V V ) donne la phase de la contribution du
sol, (HH−V V ) celle de la double re´flexion sol-tronc et (2HV ) permet de retrouver la phase correspondant
a` la diffusion volumique de la canope´e.
Dans la re´alite´, les me´canismes ne sont pas localise´s ide´alement, c’est-a`-dire que les phe´nome`nes de re´trodiffu-
sion ne peuvent pas eˆtre discrimine´s uniquement en utilisant une base de polarisation approprie´e. Comme
le montre la figure 3.2, dans chaque canal de polarisation, il y a une superposition non ne´gligeable des
me´canismes de diffusion. Ainsi l’information dans le canal (HH + V V ) provient a` la fois de la contribution
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Fig. 3.1 – Distinction des centres de phase en fonction de la polarisation - cas ide´al
du sol, mais aussi de la contribution de la canope´e. Il en est de meˆme pour les deux autres combinaisons. De
plus, les donne´es SAR sont bruite´es. Il existe deux sortes de bruit, l’un additif, lie´ aux capteurs de mesure,
l’autre multiplicatif, le speckle (cf. chapitre 1). Ceci ge´ne`re des arte´facts sous la forme d’un de´calage des
centres de phase inde´pendamment de la base de polarisation utilise´e (figure 3.2).
Fig. 3.2 – De´calage des centres de phase - cas re´el
La figure 3.3 montre un profil de diffe´rentes phases interfe´rome´triques suivant diffe´rentes polarisations d’une
zone forestie`re du site d’Oberpfaffenhofen. L’image optique permet de situer la zone. Cet exemple montre
que l’utilisation de la base polarime´trique de Pauli ne permet pas de retrouver les phases des diffe´rents
me´canismes avec des donne´es re´elles.
Fig. 3.3 – Profil de phases interfe´rome´triques suivant diffe´rentes polarisations.
Dans le cas de zone forestie`re, diffe´rentes approches ont e´te´ propose´es afin d’estimer la phase interfe´rome´tri-
que en utilisant des donne´es polarime´triques. K. Papathanassiou et S. Cloude, [Cloude 98], [Papathanassiou
01], ont propose´ une approche base´e sur une optimisation de la cohe´rence interfe´rome´trique. Cette approche
permet d’e´tendre le spectre de la cohe´rence vers deux extrema. H. Yamada et. al., [Yamada 01], proposent
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une me´thode base´e sur la me´thode ESPRIT (Estimation of Signal Parameters via Rotational Invariance
Techniques), souvent employe´e pour estimer la direction d’arrive´e d’une onde mesure´e par un re´seau d’an-
tennes. Cette approche permet de retrouver directement la phase interfe´rome´trique du sol et de la canope´e.
Ce chapitre expose diffe´rentes approches de l’interfe´rome´trie SAR polarime´trique. Dans une premie`re sec-
tion, l’approche de l’optimisation de la cohe´rence interfe´rome´trique est aborde´e. La seconde section de´finit
l’introduction des me´thodes a` haute re´solution dans l’imagerie SAR. Elle peut se de´composer en deux
grandes parties. La premie`re permet de retrouver la phase interfe´rome´trique associe´e a` diffe´rents me´canismes
de diffusion, a` partir d’un jeu de donne´e SAR polarime´trique interfe´rome´trique. La seconde utilise une ap-
proche plus usite´e en traitement d’antenne conside´rant la ge´ome´trie d’un syste`me d’acquisition des donne´es
SAR interfe´rome´trique comme un re´seau d’antennes permettant ainsi la de´tection de la nature de la pola-
risation du signal re´trodiffuse´ [Li 91], [Wang 95, 99].
3.2 L’interfe´rome´trie polarime´trique
3.2.1 Vecteurs interfe´rome´triques
La description d’une diffusion polarime´trique interfe´rome´trique se fait par l’introduction d’un espace com-
plexe de dimension supe´rieure a` celui du simple cas de diffusion polarime´trique. Un vecteur complexe a`
six dimensions est ge´ne´re´ en superposant les deux vecteurs de diffusion polarime´trique ~k1 et ~k2. Ainsi il
est possible de former une matrice de cohe´rence [T6] (ou de covariance [C6]) 6 × 6, qui est une matrice
hermitienne, semi de´finie positive :
[T6] =
〈[
~k1
~k2
] [
~k †1 ~k
†
2
]〉
=
[
[T11] [Ω12]
[Ω12]† [T22]
]
(3.1)
ou` [T6] est une matrice 2× 2 par bloc qui contient des informations polarime´triques et interfe´rome´triques,
sous la forme de trois matrices complexes 3× 3, [T11], [T22] et [Ω12] :
[T11] = 〈~k1~k †1 〉 [T22] = 〈~k2~k †2 〉 [Ω12] = 〈~k1~k †2 〉 (3.2)
[T11]et [T22] sont les matrices de cohe´rence polarime´trique conventionnelles. Elles de´crivent les proprie´te´s
polarime´triques de chacune des images se´pare´es. [Ω12] est une matrice qui contient non seulement des infor-
mations polarime´triques mais aussi des informations relatives aux phases interfe´rome´triques des diffe´rents
canaux de polarisation.
Afin de ge´ne´raliser la formulation interfe´rome´trique suivant les diffe´rents canaux de polarisation, deux
vecteurs normalise´s, ~ω1 et ~ω2, sont de´finis pour ge´ne´rer deux scalaires complexes, µ1 et µ2 , par projection
des vecteurs de diffusions ~k1 et ~k2 :
µ1 = ~ω
†
1
~k1 et µ2 = ~ω
†
2
~k2 (3.3)
Dans ce contexte, les deux vecteurs ~ω1 et ~ω2 peuvent eˆtre interpre´te´s comme des me´canismes de diffusion
ge´ne´ralise´s. Ainsi, les deux scalaires, µ1 et µ2, sont conside´re´s comme les coefficients de diffusion com-
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plexes pour les me´canismes de diffusion correspondant a` ~ω1 et ~ω2. Les fonctions scalaires µ1 et µ2 sont des
combinaisons line´aires des e´le´ments des matrices de diffusion [S1] et [S2].
Aussi, la phase interfe´rome´trique correspondant aux me´canismes ~ω1 et ~ω2 est de´finie suivant :
φ12 = arg{µ1µ∗2} = arg{~ω†1[Ω12]~ω2} (3.4)
Finalement, il est possible de de´finir une expression vectorielle ge´ne´ralise´e pour l’expression de la cohe´rence
interfe´rome´trique γ :
γ(~ω1, ~ω2) =
|〈µ1µ∗2〉|√〈µ1µ∗1〉〈µ2µ∗2〉 = |〈~ω
†
1[Ω12]~ω2〉|√
〈~ω†1[T11]~ω1〉〈~ω†2[T22]~ω2〉
(3.5)
avec 0 ≤ γ(~ω1, ~ω2) ≤ 1. Il est important de noter que cette expression de la cohe´rence est plus ge´ne´rale
que celle de´finie dans le chapitre sur l’interfe´rome´trie. Si ~ω1 6= ~ω2, alors la de´corre´lation polarime´trique γpol
vient s’ajouter aux diffe´rentes contributions interfe´rome´triques γint (cf. chapitre 1).
(a) HH1 - HH2. (b) HV1 - HV2. (c) V V1 - V V2.
Fig. 3.4 – Carte des cohe´rences du site de test d’Oberpfaffenhofen.
La figure 3.4 montre les cartes de cohe´rence suivant diffe´rents canaux de polarisation. La figure 3.4(a)
montre le cas HH1 - HH2, ~ω1 = ~ω2 = [1/
√
2 − 1/√2 0], la figure 3.4(b) montre le cas HV1 - HV2,
~ω1 = ~ω2 = [0 0 1] et la figure 3.4(c) montre le cas V V1 - V V2, ~ω1 = ~ω2 = [1/
√
2 1/
√
2 0]. Les valeurs
de la cohe´rence interfe´rome´trique sont diffe´rentes suivant le canal de polarisation choisi, ce qui montre la
de´pendance du comportement de l’information interfe´rome´trique en fonction de la polarisation, [Cloude 98].
3.2.2 Optimisation de la cohe´rence interfe´rome´trique
La forte de´pendance de la cohe´rence interfe´rome´trique en fonction de la polarisation permet de supposer
qu’il existe une combinaison line´aire d’e´tat de polarisation permettant d’atteindre un maximum. Pour
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re´soudre ce proble`me d’optimisation de la cohe´rence interfe´rome´trique, il est ne´cessaire de formuler une
me´thode d’optimisation cohe´rente, c’est-a`-dire qui pre´serve la phase interfe´rome´trique. Mathe´matiquement,
cette me´thode revient a` maximiser le Lagrangien complexe L, de´fini comme [Cloude 98] :
L = |~ω†1[Ω12]~ω2|+ λ1(~ω†1[T11]~ω1 − C1) + λ2(~ω†2[T22]~ω2 − C2) (3.6)
ou` λ1 et λ2 sont les multiplicateurs de Lagrange introduits de fac¸on a` maximiser le nume´rateur de (3.5)
tandis que le de´nominateur reste constant. Cette maximisation est re´solue en annulant les de´rive´es partielles :
∂L
∂~ω†1
= [Ω12]~ω2 + λ1[T11]~ω1 = 0 (3.7)
∂L∗
∂~ω†2
= [Ω12]†~ω1 + λ∗2[T22]~ω2 = 0 (3.8)
ce qui correspond a` une de´composition en valeurs propres avec ν = λ1 · λ∗2 :
[T22]−1[Ω12]†[T11]−1[Ω12]~ω2k = νk ~ω2k (3.9)
[T11]−1[Ω12][T22]−1[Ω12]†~ω1k = νk ~ω1k (3.10)
La solution des e´quations (3.9) et (3.10) donnent trois paires (une pour chaque image) de vecteurs propres
{~ω1k , ~ω2k}, avec k = {1, 2, 3} repre´sentant les me´canismes optimaux de diffusion. La projection des vecteurs
de diffusion ~k1 et ~k2 sur ~ω1k et ~ω2k ge´ne`re deux images scalaires complexes optimise´es µ1k et µ2k qui sont
utilise´es pour former les nouveaux interfe´rogrammes :
µ1kµ
∗
2k
= (~ω†1k
~k1)(~ω
†
2k
~k2)† = ~ω
†
1k
[Ω12]~ω2k (3.11)
Les valeurs des cohe´rences optimise´es sont obtenues en prenant la racine carre´ des valeurs propres re´elles
νk :
γk =
√
νk (3.12)
3.2.3 Estimation de la phase interfe´rome´trique a` travers un volume de diffusion
La cohe´rence interfe´rome´trique complexe γ˜ pour un volume ale´atoire au-dessus d’un sol peut s’e´crire de la
fac¸on suivante, [Papathanassiou 01] :
γ˜ = eiφ0
[
γtemp · γ˜vol + m(~ω)1 +m(~ω)(1− γtemp · γ˜vol)
]
(3.13)
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(a) Cohe´rence correspondant a` la
premie`re valeur propre.
(b) Cohe´rence correspondant a` la
deuxie`me valeur propre.
(c) Cohe´rence correspondant a` la
troisie`me valeur propre.
Fig. 3.5 – Carte des cohe´rences optimise´es du site de test d’Oberpfaffenhofen.
avec φ correspondant a` la phase topographique du sol, γ˜vol la diffusion de volume, m (~ω) le rapport des
amplitudes de diffusion sol sur volume et γtemp la cohe´rence temporelle. L’e´quation (3.13) correspond a` une
e´quation d’une droite dans le plan complexe, (figure 3.6), en conside´rant que seul le parame`tre re´el m (~ω)
de´pends du choix du me´canisme de diffusion ~ω. Cette droite passe par le point γtemp · γ˜vol avec une direction
(1− γtemp · γ˜vol).
Fig. 3.6 – Repre´sentation ge´ome´trique de la cohe´rence interfe´rome´trique polarime´trique dans le plan com-
plexe.
La ligne pleine est forme´e a` partir des valeurs des cohe´rences en fonction de la polarisation ainsi que des
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valeurs de la cohe´rence optimise´e. Par extrapolation, il est possible de trouver l’intersection de la ligne avec le
cercle unite´ du plan complexe, repre´sente´e par la ligne en tiret sur la figure 3.6. La phase interfe´rome´trique,
φ0, correspondant au sol situe´ sous le couvert ve´ge´tal, repre´sente´ par le point P dans la figure 3.6, est
de´termine´e par l’intersection de la ligne avec le cercle unitaire.
La principale application de cette me´thode permet de retrouver les parame`tres biophysiques d’une sce`ne de
ve´ge´tation, telle qu’une foreˆt par exemple [Papathanassiou 01].
3.3 Utilisation de la me´thode ESPRIT dans l’interfe´rome´trie SAR polarime´trique
3.3.1 Introduction
L’expressionMe´thodes HR (Haute Re´solution) fait re´fe´rence a` un ensemble de techniques dont les per-
formances sont asymptotiquement illimite´es. Plus pre´cise´ment, une me´thode HR est une me´thode qui permet
de mesurer des directions, des positions ou des fre´quences avec une erreur qui n’est limite´e, ide´alement, que
par la dure´e d’observation. Ces me´thodes ont surtout e´te´ de´veloppe´es dans le cadre de traitement d’antenne
et d’analyse spectrale, afin de re´soudre les proble`mes de localisation de sources, de de´tection et d’estimation
des composantes fre´quentielles d’un signal [Marcos 98], [Charge´ 01].
Ces me´thodes utilisent une de´composition de l’espace des observations en sous-espace signal (ou source) et en
sous-espace bruit. La me´thode HR la plus connue actuellement est MUSIC (Multiple Signal Characterisa-
tion). Mais il existe d’autres me´thodes qui sont utilise´es comme, par exemple, ESPRIT [Roy 89].
Re´cemment, les me´thodes HR sont apparues en te´le´de´tection pour le traitement de donne´es interfe´rome´tri-
ques, polarime´triques SAR [Yamada 01] , [Kasiligan 02], [Nomula 03], [Guillaso 03a], [Guillaso 03b], [Guilla-
so 03c], [Lombardini 03]. Diffe´rentes cate´gories de sce`ne ont e´te´ e´tudie´es, telles que les zones forestie`re [Ya-
mada 01], [Kasiligan 02], [Nomula 03], les zones urbaines, [Guillaso 03b], [Guillaso 03c], ou la tomographie
SAR [Reigber 01b], [Lombardini 03].
La me´thode pre´sente´e dans cette section est la me´thode ESPRIT (Estimation of Signal Parameters via
Rotational Invariance Techniques), qui est initialement une me´thode de localisation de sources a` bande
e´troite s’appliquant dans le cas particulier d’un re´seau de capteurs constitue´ de deux sous-antennes iden-
tiques, et de´duites l’une par rapport a` l’autre par une translation dont le vecteur caracte´ristique est suppose´
connu. L’algorithme ESPRIT fut de´veloppe´ par Roy et Kailath [Roy 89] en 1989, qui propose`rent une ver-
sion, ESPRIT-TLS (Total Least Square), de re´solution aux moindres carre´s. ESPRIT re´alise une estimation
directe des directions d’arrive´e a` partir des proprie´te´s de l’espace signal. Cette me´thode, lorsqu’elle est appli-
cable, permet d’e´viter la recherche nume´riquement lourde (comme dans l’algorithme MUSIC) des maxima
d’une puissance de sortie.
En 2001, un mode`le de signal en te´le´de´tection SAR fut propose´ et adapte´ a` la me´thode ESPRIT [Yamada 01].
En effet, il est possible de conside´rer les deux passes interfe´rome´triques polarime´triques comme un re´seau
de deux antennes a` diversite´ de polarisation.
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3.3.2 Mode`le de signal polarime´trique interfe´rome´trique
Les signaux rec¸us durant une campagne de mesure interfe´rome´trique polarime´trique, s1 et s2, sont constitue´s
de la somme cohe´rente d’un nombre important de diffuseurs. Ils s’e´crivent sous la forme suivante :
spq1 =
d∑
k=1
σkζ
pq
k e
i 4pi
λ
R + npq1 (3.14)
spq2 =
d∑
k=1
σ′kζ ′
pq
k e
i 4pi
λ
(R+∆Rk) + npq2 (3.15)
ou` les indices pq repre´sentent les canaux de polarisation (HH, HV, VH, VV ). Ces signaux sont constitue´s
d’une sommation de d contributions de diffusion e´le´mentaire diffe´rentes, repre´sente´s par ζpqk et ζ
′pq
k . Ces
termes repre´sentent les coefficients de re´trodiffusion normalise´s du kie`me diffuseur local dans le canal de
polarisation pq. σk et σ′k indiquent l’intensite´ du kie`me diffuseur local. R est la distance radiale a` partir de
l’orbite principale. ∆Rk repre´sente la diffe´rence de distance radiale du kie`me diffuseur local entre les orbites
maˆıtre et esclave. Enfin npqk repre´sente un bruit additif gaussien dans le canal de polarisation pq. Dans
les formulations suivantes, la base de polarisation lexicographique est utilise´e. Afin de pouvoir appliquer
l’algorithme ESPRIT, une notation vectorielle est employe´e pour les e´quations (3.14) et (3.15) :
~s1 =

sHH1
sHV1
sV H1
sV V1
 =

ζHH1 ζ
HH
2 · · · ζHHd
ζHV1 ζ
HV
2 · · · ζHVd
...
...
. . .
...
ζV V1 ζ
V V
2 · · · ζV Vd


σ1ei
4pi
λ
R
σ2ei
4pi
λ
R
...
σdei
4pi
λ
R
+

nHH1
nHV1
nV H1
nV V1

= [ ~ζ1 ~ζ2 · · · ~ζd ]~σ + ~n1 = [A]~σ + ~n1 (3.16)
~s2 =

sHH2
sHV2
sV H2
sV V2
 =

ζ ′HH1 ζ ′HH2 · · · ζ ′HHd
ζ ′HV1 ζ ′HV2 · · · ζ ′HVd
...
...
. . .
...
ζ ′V V1 ζ ′V V2 · · · ζ ′V Vd


σ′1e
i 4pi
λ
(R+∆R1)
σ′2e
i 4pi
λ
(R+∆R2)
...
σ′de
i 4pi
λ
(R+∆Rd)
+

nHH2
nHV2
nV H2
nV V2

= [ ~ζ ′1 ~ζ ′2 · · · ~ζ ′d ]~σ′ + ~n2 = [A′]~σ′ + ~n2 (3.17)
Dans le cas d’utilisation de base suffisamment faible, il est possible de conside´rer les coefficients de diffusion,
ainsi que les intensite´s, de chaque diffuseur local, quasiment identiques :
ζpqk ≈ ζ ′pqk et σk ≈ σ′k (3.18)
En appliquant (3.18) , il est possible de simplifier l’expression de ~s2 :
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~s2 = [A][Φ]~σ + ~n2 (3.19)
ou` [Φ] repre´sente une matrice diagonale des phases interfe´rome´triques des diffe´rents diffuseurs locaux :
[Φ] = diag{eiφ1 , eiφ2 , · · · , eiφd} = diag
{
ei
4pi
λ
∆R1 , ei
4pi
λ
∆R2 , · · · , ei 4piλ ∆Rd
}
(3.20)
Les formes des e´quations (3.16) et (3.19) ont la meˆme forme que celle de l’algorithme ESPRIT [Roy 89].
Ainsi il est possible de former le vecteur ~z a` partir d’une combinaison des vecteurs signaux :
~z =
[
~s1
~s2
]
=
[
[A]
[A][Φ]
]
~σ +
[
~n1
~n2
]
= [A¯]~σ + ~n (3.21)
C’est la structure de [A¯] qui est utilise´e pour estimer les e´le´ments diagonaux de [Φ], sans avoir a` connaˆıtre
[A].
3.3.3 Pre´sentation de l’algorithme ESPRIT
3.3.3.1 Principe
L’ide´e ge´ne´rale des me´thodes HR, fonde´es sur la notion de sous-espace signal, est de se´parer les sources
(ou signal) du bruit. L’application de ces me´thodes, dans le cas de donne´es SAR, permet de localiser les
“sources” c’est-a`-dire les d diffuseurs les plus dominants situe´s dans une meˆme cellule de re´solution. Pour
cela, il faut conside´rer que l’espace “source” est de dimension d. Ce sous-espace signal est obtenu a` partir de
la connaissance de la covariance des mesures [Rzz]. Le vecteur ~z, de´fini par (3.21) posse`de 2×m e´le´ments,
pour m canaux de polarisation :
[Rzz] = 〈~z~z †〉 = [A¯][Rss][A¯]† + σ2n[Rnn] (3.22)
ou` [Rss] est donne´e par :
[Rss] = 〈~σ~σ†〉 (3.23)
et [Rnn]1 est la matrice de corre´lation du bruit et σ2n est la puissance de bruit moyenne.
Le rang des matrices de corre´lation est :
rang([Rss]) = d et rang([Rnn]) = 2m avec d < m (3.24)
En faisant l’hypothe`se que les e´tats de polarisation de chaque onde diffuse´e localement sont line´airement
inde´pendants, i.e. :
1Ge´ne´ralement, [Rnn] est inconnue. Dans cette situation, il est acceptable de faire l’approximation suivante : [Rnn] = [I]
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~ζk 6= α~ζl, k 6= l et α ∈ C (3.25)
alors le rang([A¯]) = d. Cette condition indique que les colonnes de [A¯] de´finissent un sous-espace signal a`
d dimensions dans un espace de dimension 2m.
Soit [Es] un ensemble de vecteurs forme´s a` partir des d vecteurs propres de la de´composition de la matrice
de covariance [Rzz], correspondant aux d valeurs propres les plus fortes :
[Es] = [ ~e1 · · · ~ed ] (3.26)
Alors, [A¯] et [Es] ge´ne`rent le meˆme sous-espace signal et il existe une matrice non singulie`re [T ] ∈ Cd×d
telle que :
[Es] = [A¯][T ] (3.27)
[Es] peut se de´composer en deux sous-matrices [E1] ∈ Cm×d et [E2] ∈ Cm×d telles que :
[Es] =
[
[E1]
[E2]
]
=
[
[A][T ]
[A][Φ][T ]
]
(3.28)
Ainsi, [E1], [E2] et [A] ge´ne`rent le meˆme sous-espace signal. En utilisant cette proprie´te´, il est possible de
former la matrice [E12] telle que son rang soit d :
[E12]
def=
[
[E1] [E2]
]
(3.29)
Etant donne´ que le rang de la matrice [E12] est infe´rieur a` sa taille, ceci implique qu’il existe une matrice
unique de rang d, [F ] ∈ C2d×d, repre´sentant le noyau de l’espace de´fini par [E12], ce qui permet d’obtenir
la relation suivante :
0 =
[
[E1] [E2]
]
[F ] = [E1][F1] + [E2][F2]
= [A][T ][F1] + [A][Φ][T ][F2] (3.30)
En de´finissant :
[Ψ]
def=−[F1][F2]−1 (3.31)
Il est possible de re´arranger (3.30) de fac¸on a` obtenir :
[A][T ][Ψ] = [A][Φ][T ]⇒ [A][T ][Ψ][T ]−1 = [A][Φ] (3.32)
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En supposant que [A] est de rang plein, alors :
[T ][Ψ][T ]−1 = [Φ] (3.33)
Ainsi, les valeurs propres de [Ψ] constituent les e´le´ments de la diagonale de [Φ] et les colonnes de [T ] cor-
respondent aux vecteurs propres. Cette relation est un point cle´ dans l’utilisation de l’algorithme ESPRIT.
3.3.3.2 Application aux donne´es SAR polarime´triques interfe´rome´triques
En pratique, l’algorithme TLS-ESPRIT est base´ sur une formulation de la covariance. Ainsi il est ne´cessaire
d’obtenir une estime´e [Rˆzz] de la matrice de covariance [Rzz] :
[Rˆzz] = 〈~k~k†〉 avec ~k = [sHH1 sHV1 sV H1 sV V1 sHH2 sHV2 sV H2 sV V2 ]T (3.34)
La matrice 8× 8 [Rˆzz] est alors de´compose´e en une base de vecteurs propres :
[Rˆzz] = [E][Λ][E]† =
8∑
k=1
λk[Rk] (3.35)
avec [Λ] = diag{λ1, · · · , λ8}, λ1 ≥ · · · ≥ λ8 et [E] = [~e1 · · · ~e8] repre´sentant respectivement les valeurs
et vecteurs propres de [Rˆzz]. Le nombre de diffuseurs locaux dominants d est de´termine´ en utilisant une
technique polarime´trique base´e sur une analyse spectrale de valeurs propres [Ferro-Famil 02], dont l’e´tude
est pre´sente´e dans la section suivante. d est suppose´ eˆtre infe´rieur au nombre total de canaux de polarisation,
d ≤ 3). Connaissant le nombre de diffuseurs, il est possible d’estimer l’espace signal qui est engendre´ par les
colonnes de [Eˆs], correspondant aux d vecteurs propres associe´s aux d valeurs propres dominantes. Cette
matrice est de´compose´e en deux sous matrices [Eˆ1] et [Eˆ2] (3.28) :
[Eˆs]
def=
[
~e1 · · · ~ed
]
=
[
[Eˆ1]
[Eˆ2]
]
(3.36)
Le principe est de construire la matrice [F ], (3.30), par les vecteurs propres correspondant aux valeurs
propres nulles de [Eˆ12]†[Eˆ12], (3.29), puisque les colonnes de [F ] ge´re`rent le noyau de [E12] :
[Eˆ12]†[Eˆ12]
def=
[
[Eˆ1]†
[Eˆ2]†
] [
[Eˆ1] [Eˆ2]
]
= [E′][Λ′][E′]† (3.37)
Puis [E′] est partitionne´e en d× d sous-matrices :
[E′] def=
[
[E′11] [E′12]
[E′21] [E′22]
]
(3.38)
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Les sous matrices [E′12] et [E′22] sont forme´es a` partir des vecteurs propres, [E] correspondant aux valeurs
propres nulles de [Λ′]. Ensuite la matrice [Ψˆ] est de´finie de la fac¸on suivante :
[Ψˆ] = −[E′12][E′22]−1 (3.39)
Ainsi en calculant les valeurs propres de [Ψˆ], λ′′k, il est possible d’estimer la matrice [Φˆ], (3.33), Ainsi la
phase interfe´rome´trique des d diffuseurs locaux dominants, φˆk, peut eˆtre estime´e par :
φˆk = arg
(
λ′′k
)
(3.40)
3.3.4 Estimation du nombre de me´canismes dominants
Les me´thodes a` haute re´solution reposent sur un mode`le analytique dont l’ordre doit eˆtre connu. La me´thode
ESPRIT est fonde´e sur une de´composition de l’espace vectoriel des observations en un sous-espace signal,
dont la dimension est l’ordre du mode`le, et en un sous-espace bruit.
L’utilisation de me´thodes classiques (Tests AIC ou MDL), issues de la the´orie de l’information, pour la
recherche du nombre de diffuseurs dominants n’est pas possible. En effet, il n’est pas possible d’avoir
acce`s a` plusieurs mesures de la sce`ne. De plus, l’utilisation de donne´es SAR ae´roporte´es n’autorise pas un
feneˆtrage important pour un moyennage local. Cela entraˆınerait une corruption du comportement de la
phase interfe´rome´trique, e´tant donne´e que celle-ci est fonction de l’angle d’incidence, lui-meˆme fonction de
la distance radiale.
Une solution consiste a` caracte´riser la nature des me´canismes de diffusion. Cette me´thode est base´e sur
une analyse spectrale de la de´composition de la matrice de cohe´rence polarime´trique (cf. Chapitre 2) qui
permet d’obtenir le nombre de me´canismes dominants intervenant dans une meˆme cellule de re´solution
[Ferro-Famil 02]. Cette e´tude se fait a` partir de combinaisons de l’entropie, H, qui indique l’aspect ale´atoire
du phe´nome`ne de diffusion, et de l’anisotropie, A, qui indique l’importance relative des me´canismes de
diffusion secondaires.
Il est possible de repre´senter la distribution du nombre de me´canismes en fonction des valeurs de H et A.
C’est que propose le plan H −A (figure 3.7). Ainsi :
– Faible entropie : il y a une seule contribution significative donc d = 1 ;
– Entropie me´dium et faible anisotropie : il y a un me´canisme dominant perturbe´ par des
termes secondaires re´sultants du moyennage de contributions polarime´triques inde´sirables, d
= 1.
– Entropie me´dium et forte anisotropie : dans ce cas, deux me´canismes ont une importance
e´quivalente et d = 2 ;
– Forte entropie : diffusion ale´atoire et d = 3
Cette approche plus physique dans la recherche du nombre de me´canismes dominants constitue une alter-
native par rapport aux me´thodes provenant de la the´orie de l’information.
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Fig. 3.7 – Plan H-A
3.3.5 Re´sultats expe´rimentaux
La me´thode d’analyse par l’utilisation de l’algorithme ESPRIT, pre´sente´e ci-dessus, a e´te´ applique´e sur les
donne´es du capteur E-SAR pre´sente´es dans l’introduction.
(a) Donne´es SAR. (b) Image optique correspondante.
Fig. 3.8 – Nombre de me´canismes dominants.
La figure 3.8 montre le re´sultat de la recherche du nombre de me´canismes dominants en fonction de la
nature de la sce`ne examine´e. Il est possible de constater que sur les zones forestie`res la me´thode indique un
re´sultat de 3 sources dominantes, en effet la foreˆt est conside´re´e comme une zone de diffusion volumique,
elle pre´sente une entropie assez e´leve´e. Par contre, au niveau des champs agricoles, il n’y a qu’une voire deux
sources. Ces re´sultats montrent une certaine fiabilite´ du principe pour retrouver le nombre de me´canismes
en fonction de la nature physique de la zone e´tudie´e.
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Fig. 3.9 – Phases interfe´rome´triques a` travers une zone forestie`re.
3.3.5.1 Zone forestie`re
La figure 3.9 montre le profil de phases interfe´rome´triques a` travers une zone forestie`re du site d’Oberp-
faffenhofen ainsi que sa localisation sur l’image optique. Comme indique´ dans l’introduction et comme le
montre la figure 3.8, dans une zone forestie`re il y a trois me´canismes dominants. L’algorithme ESPRIT per-
met de retrouver ainsi trois phases interfe´rome´triques associe´es a` ces me´canismes. Dans le profil repre´sente´
par la figure 3.9 seules sont repre´sente´es les phases interfe´rome´triques exteˆmes φmax et φmin. L’une d’entre
elle correspond donc a` la contribution du sol (φmin) et la seconde repre´sente la canope´e (φmax).
Entre ces deux phases extreˆmes, sont repre´sente´es les phases provenant de la de´composition de Pauli.
Ce re´sultat montre qu’au niveau des zones forestie`res, l’utilisation de l’algorithme ESPRIT permet de
discriminer la phase du sol ainsi que celle de la canope´e.
3.3.5.2 Baˆtiments
Fig. 3.10 – Image optique du DLR (ligne d’e´tude). Fig. 3.11 – Profile de la phase interfe´rome´trique du
baˆtiment e´tudie´.
La figure 3.10 montre une image optique d’une partie du DLR. (1) indique le baˆtiment e´tudie´. La figure
3.11 montre les profils des phases optimales obtenues en utilisant l’algorithme ESPRIT. Il est clair que les
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deux phases atteignent une limite (repre´sente´e par la fle`che C ) qui correspond au toit du baˆtiment. A et
B repre´sentent les phases interfe´rome´triques extreˆmes obtenues a` travers deux arbres. Le comportement
des phases optimales permet de discriminer les arbres des baˆtiments. A travers des zones volumiques,
ESPRIT est capable de retrouver deux termes de phases diffe´rents correspondant a` diffe´rents me´canismes
de diffusion. Comme il a e´te´ vu pre´ce´demment, cela correspond aux centres de phase du sol et de la canope´e.
Une e´tude plus approfondie sur les baˆtiments est pre´sente´e dans le chapitre 5.
3.3.5.3 Comparaison avec la proce´dure d’optimisation de la cohe´rence
Afin d’appre´cier la me´thode a` haute re´solution ESPRIT, une comparaison avec les re´sultats obtenus par la
me´thode d’optimisation de la cohe´rence est ne´cessaire.
La figure 3.12 montre le re´sultat obtenu en utilisant la proce´dure d’optimisation de la cohe´rence sur un pixel
d’une zone forestie`re. Il est possible de remarquer l’alignement des cohe´rences d’une base de polarisation
classique telle que la base lexicographique et celle de Pauli (repre´sente´es par la croix sur la figure) avec les
cohe´rences obtenus par la proce´dure d’optimisation (repre´sente´es par un losange). Le point d’intersection
entre cette ligne et le cercle complexe unitaire repre´sente la phase topographique ou en d’autre terme la
phase correspondant a` la contribution du sol. A ce point d’intersection correspond la phase interfe´rome´trique
obtenue en utilisant la me´thode ESPRIT (repre´sente´e par un triangle).
Fig. 3.12 – Comparaison entre la me´thode ESPRIT et l’optimisation de la cohe´rence interfe´rome´trique
3.3.6 Conclusions
L’utilisation de me´thodes a` haute re´solution en interfe´rome´trie SAR polarime´trique est une alternative a` la
technique pre´sente´e dans la section 3.2. En effet, au niveau de zones forestie`res, il est possible de retrouver
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la phase interfe´rome´trique de la contribution du sol ainsi que celle de la canope´e. De plus, les re´sultats
obtenus par l’utilisation d’ESPRIT sont en accord avec ceux trouve´s par la proce´dure d’optimisation de
la cohe´rence interfe´rome´trique et l’utilisation du cercle dans le plan complexe. Cette me´thode peut aussi
s’appliquer au niveau de zones urbaines de manie`re a` pouvoir distinguer les phases interfe´rome´triques
provenant de baˆtiments par rapport a` l’environnement.
L’application de l’algorithme ESPRIT dans cette formulation ne permet pas de retrouver la nature des
me´canismes. De plus, l’hypothe`se au sujet du nombre de me´canismes est limite´e. En effet, le mode`le propose´
ne peut tenir compte que de quatre canaux de polarisation diffe´rents. Ce qui signifie que seuls 3 me´canismes
dominants peuvent eˆtre retrouve´s. Ensuite, le nombre de passes interfe´rome´triques est limite´. Une seule
base interfe´rome´trique peut eˆtre utilise´e.
Une autre approche, utilisant l’algorithme ESPRIT, permet de palier aux restrictions pre´sente´es ci-dessus.
3.4 Estimation de la polarisation en utilisant ESPRIT
3.4.1 Introduction
Bien qu’elle utilise des donne´es polarime´triques, la me´thode de´crite pre´ce´demment ne fournit aucune in-
formation sur la nature des me´canismes de diffusion dominants qui ont e´te´ discrimine´s. Etant donne´ que
l’onde e´lectromagne´tique est de nature vectorielle, il paraˆıt inte´ressant de pouvoir associer un me´canisme
de diffusion a` une phase interfe´rome´trique.
Une extension de l’algorithme ESPRIT, [Li 91], permet, en plus de l’information interfe´rome´trique, de re-
trouver l’information polarime´trique associe´e a` une ou plusieurs sources dominantes [Guillaso 03a]. Cette
approche est base´e sur la conside´ration du syste`me d’acquisition des donne´es SAR comme un re´seau d’an-
tennes.
Comme elle utilise les vecteurs de Jones dans sa formulation, cette me´thode est particulie`rement adapte´e
pour les donne´es SAR polarime´triques partielles, comme c’est le cas pour ASAR embarque´ sur le satellite
ENVISAT. Cette approche est applicable dans deux modes polarime´triques partielles : (HH, VH ) et (HV,
VV ).
3.4.2 Vecteurs de Jones et rapport de polarisation
L’e´tat de polarisation d’une onde TEM est de´fini par son vecteur de Jones, ~E, qui contient l’information
comple`te sur les amplitudes et les phases des composantes du champ e´lectromagne´tique (cf. chapitre 2) :
~E =
[
Ex
Ey
]
=
[
E0xeiδx
E0yeiδy
]
(3.41)
Dans la base carte´sienne, tout vecteur de Jones ~E s’exprime sous la forme :
~E =
[
E0xeiδx
E0yeiδy
]
= E0xeiδx
[
1
ρ ~E
]
(3.42)
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ou` ρ ~E repre´sente le rapport de polarisation :
ρ ~E =
E0yeiδy
E0xeiδx
= tan(γ)eiδ (3.43)
avec δ repre´sentant la phase diffe´rentielle du vecteur de Jones ~E dans la base carte´sienne et γ est l’angle
saillant Px.O.PE sous lequel est vu du centre de la sphe`re l’arc de cercle entre les points Px et PE (3.13).
Fig. 3.13 – De´finition des angles sphe´riques γ et δ
Les composantes de Deschamps du vecteur de Jones s’expriment en fonction des angles sphe´riques γ et δ
suivant :
~E = E cos γ
[
1
ρ ~E
]
= E
[
cos γ
sin γeiδ
]
(3.44)
3.4.3 Formulation du proble`me
Dans le cas d’un syste`me interfe´rome´trique polarime´trique a` une seule base, seul un me´canisme par vecteur
de Jones peut eˆtre estime´. En effet, dans ce cas, le syste`me est constitue´ d’un re´seau de deux antennes, ce
qui implique que m = 2 (nombre de capteurs) et comme d < m (nombre de sources distinguables), donc
d = 1.
Comme dans la section pre´ce´dente, le signal rec¸u peut se mettre sous forme vectorielle ~z :
~z = ~Aσ + ~n (3.45)
ou` le vecteur ~A est compose´ des e´le´ments de polarisation ainsi que de la phase interfe´rome´trique :
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~A =
[
~E
~Eei ∆φ
]
(3.46)
le scalaire σ repre´sente l’intensite´ de la source et le bruit est suppose´ gaussien.
Il est ne´cessaire de former la matrice de covariance du signal rec¸u [Rzz] :
[Rzz] = 〈~z~z†〉 (3.47)
Soit ~ES le vecteur propre correspondant a` la plus forte valeur propre de [R], alors, il existe un scalaire T
unique non nul tel que :
~ES = ~AT (3.48)
A partir d’un arrangement des e´le´ments de ~ES , il est possible de retrouver la phase interfe´rome´trique du
me´canisme de diffusion dominant, ainsi que l’e´tat de polarisation de l’onde diffuse´e par ce me´canisme.
3.4.3.1 Estimation de la phase interfe´rome´trique d’un diffuseur
L’estimation de la phase interfe´rome´trique d’un diffuseur consiste a` estimer un scalaire Ψφ. En effet, a` partir
de (3.46) il est possible de former deux vecteurs ~Aφ1 et ~Aφ2 tel que :
~Aφ1 = ~E et ~Aφ2 = ~Ee
i ∆φ (3.49)
ainsi ~Aφ2 = ~Aφ1 Ψφ avec Ψφ = e
i ∆φ. En introduisant la notion de´finie par (3.48), alors il est possible de
de´finir deux vecteurs ~Eφ1 et ~Eφ2 , forme´s a` partir de ~ES dans le meˆme ordre que sont de´finis ~Aφ1 et ~Aφ2 et :
~Eφ1 = ~Aφ1 T (3.50)
~Eφ2 = ~Aφ2 T = ~Aφ1 Ψφ T (3.51)
ainsi :
~Eφ2 = ~Eφ1 Ψφ (3.52)
3.4.3.2 Estimation de l’e´tat de polarisation d’un diffuseur
L’estimation de l’e´tat de polarisation d’un diffuseur est base´e sur le meˆme principe que l’estimation de la
phase interfe´rome´trique. L’ide´e est d’estimer un scalaire Ψρ correspondant au rapport de polarisation du
me´canisme de diffusion dominant. Si l’expression (3.46) est de´veloppe´e de la fac¸on suivante :
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~A = E cos γ

1
ρ ~E
ei∆φ
ρ ~Ee
i ∆φ
 (3.53)
En changeant l’ordre des e´le´ments du vecteur ~A, le vecteur ~A′ est forme´ suivant :
~A′ = E′

1
ei ∆φ
ρ ~E
ρ ~Ee
i ∆φ
 (3.54)
Ainsi, comme dans le cas pre´ce´dent, deux vecteurs ~Aρ1 et ~Aρ2 sont extraits de (3.54) :
A′ =
[
~Aρ1
~Aρ2
]
⇒ ~Aρ2 = ~Aρ1Ψρ (3.55)
Alors en formant deux vecteurs ~Eρ1 et ~Eρ2 a` partir de ~ES suivant le meˆme ordre que de´crit par (3.54),
alors :
~Eρ1 = ~Aρ1 T
′ (3.56)
~Eρ2 = ~Aρ2 T
′ = ~Aρ1 Ψρ T
′ (3.57)
et donc :
~Eρ2 = ~Eρ1 Ψρ (3.58)
3.4.4 Application a` des donne´es SAR re´elles
Les vecteurs signaux sont extraits des vecteurs de Jones rec¸us lors de l’acquisition des donne´es. Ainsi :
~zmes =

S1XX
S1Y X
S2XX
S2Y X
 (3.59)
avec X et Y les diffe´rents e´tats de polarisation.
Comme pour la me´thode pre´ce´dente, il faut utiliser une formulation de la covariance. Ainsi, une estime´e de
la matrice de covariances [Rˆzz] est forme´e suivant :
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[Rˆzz] = 〈~zmes~z†mes〉 (3.60)
Cette matrice de covariances, [Rˆ], est alors de´compose´e en une base de vecteurs propres. Le vecteur E˜S est
forme´ du vecteur propre de la de´composition de [Rˆ] correspondant a` la valeur propre la plus forte. Ensuite,
les estime´es de E˜φ1 , E˜φ2 , E˜ρ1 et E˜ρ2 sont forme´s a` partir de E˜S , de la meˆme fac¸on que ~Eφ1 , ~Eφ2 , ~Eρ1 et ~Eρ2
sont forme´s a` partir de ~ES , (3.52) et (3.58).
La forme des e´quations (3.52) et (3.58) e´tant similaire a` la formulation (3.28), alors il est possible d’estimer
les scalaires Ψˆφ et Ψˆρ correspondant, respectivement, a` l’estimation de la phase interfe´rome´trique et au
rapport de polarisation, en utilisant le principe de´crit par la section 3.3.3.2.
Ainsi la valeur de la phase interfe´rome´trique, φˆ, est donne´e par l’argument de Ψˆφ :
φˆ = arg(Ψˆφ) (3.61)
Il est possible de retrouver les angles de polarisation γˆ et δˆ correspondant au me´canisme de diffusion
dominant, a` partir de l’estime´e de Ψˆρ en utilisant les relations suivantes :
γˆ = tan−1(|Ψˆρ|) (3.62)
δˆ = arg(Ψˆρ) (3.63)
3.4.5 Extraction des vecteurs de JONES a` partir de la matrice de SINCLAIR
Le principe pre´sente´ ci-dessus utilise des donne´es en polarisation partielle. Dans le cas ou` les donne´es sont
polarime´triques sous la forme de matrices de retrodiffusion, il est utile de pouvoir extraire les vecteurs de
Jones correspondant aux deux modes d’e´mission, horizontal (H) et vertical (V ).
Comme de´crite dans le chapitre 2, la matrice de Sinclair lie deux vecteurs de Jones, l’un incident, ~Ei et
l’autre diffuse´, ~Es, suivant :
~Es = [S] ~Ei =
[
SHH SHV
SV H SV V
]
~Ei (3.64)
La matrice de Sinclair peut alors se de´composer en deux vecteurs de Jones, ~EHs et ~E
V
s :
~EHs = [S]
[
1
0
]
=
[
SHH
SV H
]
(3.65)
~EVs = [S]
[
1
0
]
=
[
SHV
SV V
]
(3.66)
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Les deux signaux mesure´s, ~zHmes et ~z
V
mes, sont ainsi forme´s a` partir des expressions des vecteurs de Jones
ci-dessus :
~zHmes =
[
~EHs1
~EHs2
]
=

S1HH
S1V H
S2HH
S2V H
 et ~z Vmes =
[
~EVs1
~EVs2
]
=

S1HV
S1V V
S2HV
S2V V
 (3.67)
A partir de ces deux vecteurs signaux et en utilisant l’approche d’estimation de l’e´tat de polarisation, il
est possible d’obtenir deux estimations de la phase interfe´rome´trique, l’une correspondant au me´canisme
dominant d’une onde incidente en polarisation horizontale, φˆH , et en polarisation verticale, φˆV , en utilisant
(3.61). Il en est de meˆme pour l’estimation des angles de polarisation : γˆH , γˆV , δˆH et δˆV en utilisant (3.62)
et (3.63).
3.4.6 Estimation de la matrice de SINCLAIR associe´e aux me´canismes de diffusion.
Dans le cas de donne´es SAR polarime´triques, il est possible, a` partir des angles retrouve´s par (3.62) et
(3.63), de former une nouvelle matrice de Sinclair normalise´e :
[Snouv] =
 SnouvHH = cos γH ·cos γV√cos2 γV +sin2 γH SnouvHV = sin γH ·cos δH ·cos γV +i·sin γH ·sin δH ·cos γV√cos2 γV +sin2 γH
SnouvV H = S
nouv
HV S
nouv
V V =
sin γH ·cos(δH+δV )·sin γV +i·sin γH ·sin(δH+δV )·cos γV√
cos2 γV +sin
2 γH
 (3.68)
3.4.7 Estimation du parame`tre α
Une de´finition du parame`tre α est donne´e dans le chapitre 2. Comme la nouvelle matrice de Sinclair est
normalise´e, ce qui signifie que son span est unitaire, le vecteur cible polarime´trique, ~knouv, forme´ a` partir
de cette matrice et dans la base de Pauli , est de la forme suivante :
~knouv = ei ϕ
 cos αˆnouvsin αˆnouv cos βˆnouvei δˆnouv
sin αˆnouv sin βˆnouvei γˆnouv
 = 1√
2
 SnouvHH + SnouvV VSnouvHH − SnouvV V
2SnouvHV
 (3.69)
Le parame`tre αˆnouv peut eˆtre ainsi estime´ par :
αˆnouv = cos−1
( |SnouvHH + SnouvV V |√
2
)
(3.70)
et il est alors possible de donner une interpre´tation physique au me´canisme de diffusion estime´ (cf. chapitre
2).
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Fig. 3.14 – Variations du parame`tre α. Fig. 3.15 – Image optique.
3.4.8 Re´sultats expe´rimentaux
Le principe pre´sente´ ci-dessus a e´te´ applique´ sur les meˆmes donne´es SAR polarime´triques interfe´rome´triques
que celle pre´sente´es dans la section 3.3.5. Il s’agit du profil de phase du meˆme baˆtiment que celui pre´sente´ par
la figure 3.11. La phase interfe´rome´trique et les parame`tres de polarisations ont e´te´ extraits. Une nouvelle
matrice de Sinclair, correspondant au me´canisme de diffusion dominant est ge´ne´re´e. Afin de comparer avec
la caracte´risation utilisant une simple passe polarime´trique, l’angle αˆnouv est calcule´ a` partir du nouveau
vecteur cible, ~knouv.
Tandis que le parame`tre α estime´ a` partir de donne´es SAR polarime´trique indique en moyenne une dif-
fusion de volume (α ≈ 45◦), le parame`tre αˆnouv estime´ a` partir d’ESPRIT permet une discrimination des
diffe´rents me´canismes rencontre´s (figure 3.14). Ainsi, il est possible de localiser des surfaces (αˆnouv < 45◦),
correspondant a` la route et de la double re´flexion (αˆnouv > 45◦) indiquant la pre´sence du baˆtiment. Enfin
la localisation de l’arbre est indique´ par αˆnouv ≈ 45◦
3.4.9 Conclusion
L’utilisation d’ESPRIT pour associer l’e´tat de polarisation a` la phase interfe´rome´trique du me´canisme do-
minant trouve´ est une approche prometteuse. Cette me´thode est spe´cialement indique´e pour des donne´es
SAR polarime´triques partielles, comme c’est le cas pour le syste`me ASAR embarque´ sur le satellite de
te´le´de´tection ENVISAT. De plus si les donne´es SAR utilise´es sont polarime´triques, il est possible de re-
former une matrice de Sinclair ame´liorant ainsi l’information physique des me´canismes. Par contre, les
limitations de l’utilisation d’une seule base interfe´rome´trique est que seul un me´canisme peut eˆtre retrouve´.
Si deux me´canismes ont la meˆme puissance, alors la de´termination ne peut fonctionner. Pour reme´dier a`
ce proble`me, l’introduction de passes supple´mentaires, rajoutant des mesures, permet ainsi d’augmenter le
nombre de sources de´tectables, le principe ge´ne´ral de cette me´thode e´tendue au cas multi-passes est pre´sente´
en Annexe 1.
3.5 Conclusions
Ce chapitre est une introduction a` l’interfe´rome´trie SAR polarime´trique. Il propose trois approches afin
d’associer la phase interfe´rome´trique a` un me´canisme de diffusion permettant ainsi de de´finir la troisie`me
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dimension dans l’imagerie SAR. La premie`re approche est base´e sur une proce´dure d’optimisation de la
cohe´rence interfe´rome´trique ainsi que d’un mode`le de diffusion volumique. Cette approche est surtout utilise´e
pour les zones ve´ge´tales. Cette approche permet l’introduction de l’interfe´rome´trie vectorielle. Les approches
suivantes sont base´es sur l’utilisation des me´thodes a` haute re´solution et particulie`rement la me´thode
ESPRIT. Cette me´thode permet de retrouver la phase interfe´rome´trique de me´canismes dominants au sein
d’une meˆme cellule de re´solution, mais ne donne pas d’indication sur la nature physique de ces me´canismes.
La troisie`me approche permet quant a` elle de de´finir, en plus de la phase interfe´rome´trique, l’e´tat de
polarisation de l’onde re´fle´chie par rapport a` l’onde incidente.
L’application de l’interfe´rome´trie SAR polarime´trique sur des donne´es re´elles donnent des re´sultats satis-
faisant pour l’estimation de la phase interfe´rome´trique associe´e a` un me´canisme de diffusion. En effet, cette
technique originale et novatrice permet, par exemple, d’isoler l’information interfe´rome´trique d’un baˆtiment
par rapport a` son environnement imme´diat.
Une e´tude approfondie de l’appliquation de l’interfe´rome´trie SAR polarime´trique pour la caracte´risation
des baˆtiments est propose´e dans le chapitre 5.
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Chapitre 4
La superre´solution SAR
4.1 Introduction
Au de´but des anne´es 90, le principe d’augmentation de la largeur du spectre des images SAR en utilisant
des donne´es interfe´rome´triques fut introduit par Prati [Prati 93]. Le spectre de deux images SAR obtenues a`
partir de deux angles d’incidence le´ge`rement diffe´rents contient diffe´rentes parties du spectre de la re´flectivite´
du sol observe´ (cf. Chapitre 1). Cet effet est connu en interfe´rome´trie SAR sous le terme de de´calage spectral
[Gatelli 94]. L’ide´e de base du principe de la superre´solution est de combiner de fac¸on cohe´rente les diffe´rentes
parties du spectre mesure´, de manie`re a` augmenter la largeur de bande totale de l’image. De cette fac¸on, une
image, avec une meilleure re´solution, peut eˆtre obtenue. Jusqu’a` pre´sent, ce principe fut applique´ seulement
sur des donne´es spatiales [Suess 98] ou` la de´pendance radiale du de´calage peut eˆtre ne´glige´e. A cause des
variations de l’angle d’incidence pour des donne´es interfe´rome´triques ae´roporte´es, le de´calage spectral entre
les deux images n’est pas constant suivant la position radiale, ainsi l’ame´lioration de la re´solution est elle
aussi de´pendante de la position radiale [Guillaso 01].
Le but de ce chapitre est de proposer l’application du principe de la superre´solution pour des donne´es SAR
ae´roporte´es et de ve´rifier quantitativement les re´sultats au moyen d’une analyse de la re´ponse des re´flecteurs
de calibration.
Dans une seconde partie, le principe de la superre´solution est applique´ sur des donne´es polarime´triques
interfe´rome´triques montrant une ame´lioration des re´sultats obtenus en utilisant des outils polarime´triques
tels que les the´ore`mes de de´composition ainsi que des proce´dures de classification.
4.2 De´finitions de la re´solution
Apre`s l’application du processus de compression radiale le signal suivant est obtenu (cf. Chapitre 1) :
s′rc(x, r; r0) = σS(x0; r0)G0(x− x0; r0)Ac
(
2
c
(r −R(x− x0; r0))
)
exp
(
−i4pi
λ
R(x− x0; r0)
)
(4.1)
avec Ac(τ) ∝ sinc(Wτ) et W repre´sente la largeur de bande du signal.
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Fig. 4.1 – De´finitions de la re´solution a` partir de la fonction sinc(W2d/c).
Le calcul de la re´solution est donne´ par une e´tude de la fonction sinc(W2d/c). Une de´finition de la re´solution
consiste a` calculer la distance entre le maximum et le premier ze´ro de la fonction sinc(W2d/c) (figure 4.1) :
sinc
(
W 2 d
c
)
= 0⇒ W2 d
c
= 1⇒ δdef1r = d =
c
2W
(4.2)
Cette de´finition est difficilement applicable dans le cas de donne´es re´elles car le premier ze´ro n’est pas
toujours observable. Dans ce cas, une autre de´finition de la re´solution est propose´e, il s’agit de calculer la
taille du lobe principal a` −6dB du maximum (figure 4.1) :
sinc
(
W 2 d
c
)
=
1
2
⇒ pi W 2 d
c
= pi µ⇒ δdef2r = d = 2 µ
c
2W
= 2 µ δdef1r (4.3)
Cette e´quation n’a pas de solution analytique mais posse`de une solution nume´rique : piµ = 1, 895494267.
4.3 Principe de la superre´solution
4.3.1 Utilisation du de´calage spectral
Les de´finitions de la re´solution (e´quations (4.2) ou (4.3)) de´pendent de la largeur de bandeW . L’ame´lioration
de la re´solution ne´cessite une augmentation de la largeur de bande effective W . Les figures 4.2 (a) et (b)
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montrent le re´sultat de la fonction sinc(W2d/c) pour deux largeurs de bande diffe´rentes, W1 = 100MHz et
W2 = 200MHz. Les re´solutions obtenues sont 1,5 m et 0,75 m, respectivement.
(a) 100 MHz. (b) 200 MHz.
Fig. 4.2 – Etude de la re´solution en fonction de la largeur de bande du signal.
Comme il a e´te´ mentionne´ dans le chapitre sur l’interfe´rome´trie, deux images SAR interfe´rome´triques
contiennent diffe´rentes parties du spectre de la re´flectivite´ du sol (figure 4.3).
Fig. 4.3 – Principe du de´calage spectral.
Le principe de la superre´solution est montre´ par la figure 4.4. L’e´tape 1 montre le spectre de chaque image
dans le plan radar. La partie gris fonce´ correspond a` la partie commune des spectres de la re´flectivite´ au
sol. Ensuite, les spectres des deux images sont de´cale´s syme´triquement, afin de faire co¨ıncider la partie
commune, en utilisant la formule du de´calage spectral, e´tape 2, correspondant a` la fre´quence locale des
franges de phase :
∆f =
2 B⊥
λ R1 tan θ
avec θ =
θ1 + θ2
2
(4.4)
Lorsque la partie commune des spectres est aligne´e, les deux spectres sont combine´s pour former une
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nouvelle image SAR avec une meilleure re´solution, e´tape 3. Le spectre re´sultant de l’ope´ration posse`de
alors une largeur plus grande que les originaux, entraˆınant une ame´lioration de la re´solution. La nouvelle
re´solution est quantifiable et est de´pendante du parame`tre ∆f :
δdef1r =
c
2(W +∆f)
(4.5)
Fig. 4.4 – Principe de la superre´solution par de´calage spectral.
4.3.2 Algorithme de superre´solution
Un algorithme pour la super-re´solution, utilisant deux images SAR, u1(x,R) et u2(x,R), est pre´sente´ par
la figure 4.5.
La premie`re e´tape est l’estimation du de´calage spectral. Pour cela, il faut former l’interfe´rogramme ν(x,R)
en utilisant la relation :
ν(x,R) = u1(x,R)u∗2(x,R) = |u1(x,R)||u2(x,R)|ei∆φ(x,R) (4.6)
La valeur du de´calage spectral est donne´e en estimant la phase de la terre plate, φfe.
Le de´calage syme´trique des spectres des images est re´alise´ de la fac¸on suivante :
u1(x,R) = u1(x,R)ei
φfe
2 (4.7)
u2(x,R) = u2(x,R)e−i
φfe
2 (4.8)
Enfin les deux spectres sont combine´s de fac¸on a` ge´ne´rer un nouveau spectre avec une plus grande largeur
de bande et former ainsi l’image SAR.
4.4 Application au cas ae´roporte´
L’application du principe de la superre´solution sur des donne´es SAR ae´roporte´es se fait suivant l’algorithme
pre´sente´ par la section 4.3.2, mais en tenant compte des de´pendances radiales pour le calcul du de´calage.
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Fig. 4.5 – Algorithme pour la ge´ne´ration d’une image en appliquant le principe de la superre´solution.
4.4.1 Le de´calage spectral
Il existe une relation entre le de´calage spectral ∆fR et la phase de la terre plate. Dans le cas ae´roporte´,
la phase de la terre plate n’est plus line´aire, sa forme de´pend fortement de la ge´ome´trie et est fortement
incurve´e. Il est possible d’associer a` chaque pixel de l’image dans la direction radiale un de´placement spectral
local en utilisant la pente de la phase de la terre plate :
∆fR(r) =
∂φfe(r)
∂R
=
2B⊥(r)
λRS(r) tan θ(r)
(4.9)
Cette pente est suppose´e constante au voisinage du point e´tudie´. En multipliant une des deux images SAR
par exp(iφfe(r)/2), un de´calage spatial variable de la fre´quence dans le domaine fre´quentiel est introduit.
Ce de´calage fre´quentiel s’adapte a` la ge´ome´trie du syste`me. Apre`s cette ope´ration, la partie commune du
spectre de chaque image est aligne´e comme le montre la figure 4.6. Dans cette figure, 1 repre´sente le spectre
pour la position radiale proche, 2 pour la position radiale me´diane et 3 pour la position radiale lointaine.
4.4.2 La recombinaison spectrale
La seconde e´tape consiste en une recombinaison spectrale de fac¸on a` ge´ne´rer une nouvelle image qui posse`de
une plus grande largeur de bande. Le de´calage spectral syme´trique introduit un recentrage de la partie
commune des spectres autour de la fre´quence f0 (figure 4.6) inde´pendamment de la position en distance.
Un simple filtre rectangulaire, de´fini pour chaque image, est suffisant pour augmenter la largeur de bande
et obtenir ainsi une image superre´solution. Les relations suivantes donnent l’e´quation de chaque filtre et la
ge´ne´ration de l’image superre´solution unouv(x, r) :
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Fig. 4.6 – Principe du de´calage spectral tenant compte de la de´pendance radiale.
fl1(f) =
{
1 si −∞ < f < f0
0 sinon
(4.10)
fl2(f) =
{
1 si f0 < f <∞
0 sinon
(4.11)
unouv(x,R) = TF−1l×l(TFl×l(u1(x,R)) · fl1 + TFl×l(u2(x,R)) · fl2) (4.12)
Avec TFl×l de´note la transforme´ de Fourier ligne par ligne pour chaque image.
En pratique, un filtre posse´dant des caracte´ristiques continues est utilise´.
4.4.3 Limitations
Il existe certaines limitations lors de l’application du principe de la superre´solution dans le cas ae´roporte´.
4.4.3.1 La topographie
Pendant le processus de superre´solution, les spectres doivent eˆtre de´cale´s. L’utilisation de la phase de la terre
plate pour estimer la valeur du de´calage spectral ne prend pas en compte la topographie de la sce`ne e´tudie´e
entraˆınant ainsi une erreur sur l’estimation du de´calage local. Afin de compenser cette erreur, une correction
de phase additionnelle est ne´cessaire et doit eˆtre applique´e sur une des deux images. La phase requise est la
phase topographique re´siduelle qui peut eˆtre estime´e, sous sa forme replie´e, en formant l’interfe´rogramme
entre les deux images SAR apre`s avoir applique´ le de´calage spectral. Cette phase est filtre´e et enleve´e sur
une des deux images.
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4.4.3.2 Le recalage des donne´es SAR
Le principe de la superre´solution est base´ sur une combinaison cohe´rente de 2 (ou plusieurs) images com-
plexes. Ceci indique que les images doivent eˆtre recale´es avec une extreˆme pre´cision [Scheiber 00], [Reigber
01a].
4.4.3.3 La baseline critique
La valeur du de´calage spectral est gouverne´e par les caracte´ristiques du syste`me. Afin que le principe de
superre´solution puisse s’appliquer, il est ne´cessaire que les spectres des deux images SAR aient une partie
commune. La limite est atteinte lorsque la valeur du de´calage est e´gal a` la largeur du spectre, c’est-a`-dire
W . Cette limite est nomme´e : base normale critique. Elle est donne´e, dans le cas ae´roporte´, par la formule :
B⊥c(r) =
λ
c
WRS(r) tan θ(r) (4.13)
Suivant la base interfe´rome´trique utilise´e, il est possible que pour certaine valeur de l’angle d’incidence, en
zone radiale proche, la base normale soit supe´rieure a` la base normale critique. Dans ce cas, le principe
de superre´solution ne s’applique pas (figure 4.7). En effet, il est ne´cessaire d’avoir une partie commune
des spectres pour pouvoir appliquer le principe de superre´solution. Ceci est possible uniquement si la base
orthonormale est plus petite que la base normale critique. Par contre au point ou` la base orthonormale
devient e´gale a` la base normale critique, le maximum d’ame´lioration peut eˆtre obtenu. Dans ce cas, la
nouvelle largeur de bande est double´e et la re´solution est divise´e par un facteur 2
Une possibilite´ pour re´soudre ce proble`me est de diminuer la base, mais, dans ce cas, la possibilite´ d’ame´lioration
est d’autant plus faible que la base diminue.
Une autre possibilite´ est d’utiliser plus de deux images afin d’assurer le recouvrement des spectres. Par
exemple, une troisie`me image, posse´dant une base plus petite, peut eˆtre inse´re´e entre les deux images ayant
une grande base, ainsi les diffe´rents spectres sont recouverts, meˆme pour une position radiale proche. Ce
principe est repre´sente´ sur la figure 4.8.
Fig. 4.7 – Proble`me de la base normale critique Fig. 4.8 – Utilisation d’une troisie`me image.
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4.4.4 Algorithme – Utilisation de deux images SAR ae´roporte´es
L’algorithme de la superre´solution, utilisant 2 images SAR ae´roporte´es, est donne´ par la figure 4.9. La phase
de la terre plate est estime´e en utilisant l’approche ge´ome´trique de´crite dans le chapitre sur l’interfe´rome´trie.
Cet algorithme prend en compte les diffe´rents proble`mes de´crits ci-dessus, sauf celui de la base normale
critique. Pour cela il est ne´cessaire d’utiliser au moins 3 images SAR.
Fig. 4.9 – Algorithme de la superre´solution utilisant 2 images SAR interfe´rome´triques ae´roporte´es.
4.5 Re´sultats expe´rimentaux
4.5.1 Pre´sentation du site de test
La validation du principe de la superre´solution, pre´sente´ ci-dessus, est effectue´e sur des donne´es SAR
ae´roporte´es. Ces donne´es sont celles acquises par le capteur E-SAR du DLR (centre ae´rospatial allemand),
sur le site de test d’Oberpfaffenhofen, Allemagne. Cette zone (figure 4.10), situe´e autour du DLR (localise´
par un rectangle noir), pre´sente certains avantages pour l’analyse. Elle comporte un terrain d’aviation utilise´
a` la fois par le DLR et par la compagnie Fairchild Dornier. Cinq re´flecteurs de calibration, nume´rote´s de 7 a`
11 sur la figure 4.10, sont localise´s sur ce terrain. Sur le terrain du DLR, il y a quatre autres re´flecteurs, 1 a` 3
et 6 sur figure 4.10, ainsi que deux re´flecteurs mobiles, 4 et 5 sur la figure 4.10. Ces re´flecteurs de calibration
sont utilise´s de fac¸on a` pouvoir quantifier l’ame´lioration de la re´solution. Ce site de test pre´sente aussi des
cibles distribue´es telles que des foreˆts de conife`res ainsi que des foreˆts mixtes et des champs agricoles. Le
relief relativement plat de cette zone provient des influences du glacier Ammersee durant la dernie`re pe´riode
glacie`re.
Les donne´es interfe´rome´triques utilise´es sont des donne´es SAR en bande L (0,23 cm de longueur d’onde),
polarime´triques. La base interfe´rome´trique utilise´e est d’environ 240 m en moyenne.
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Fig. 4.10 – Site de test d’Oberpfaffenhofen, Allemagne. Image SAR.
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4.5.2 Re´sultats avec deux images SAR
Les onze re´flecteurs de calibration dispose´s dans la zone d’e´tude permettent l’e´valuation et la quantification
de l’ame´lioration de la re´solution en utilisant l’algorithme de superre´solution pre´sente´ par la figure 4.9. En
effet, ces re´flecteurs sont dispose´s a` diffe´rentes positions radiales. Ainsi le re´flecteur n◦1 est situe´ en position
radiale proche, tandis que le re´flecteur n◦11 est en position radiale lointaine. Cette disposition permet de
ve´rifier la de´pendance radiale de l’ame´lioration de la re´solution.
La visualisation de la re´ponse des re´flecteurs est montre´e par la figure 4.11 pour le re´flecteur n◦1 et la
figure 4.12 pour le n◦11. La re´solution est de´finie a` −6 dB (4.3). Les re´ponses des images originales, figure
4.11(a) et figure 4.12(a), ont une re´solution quasi identique, environ 2 m. Par contre, la visualisation de la
re´ponse apre`s l’application du principe de la superre´solution montre une ame´lioration de la re´solution. Pour
le calibrateur n◦1, la re´solution passe de 2 m a` 1,1 m (figure 4.11(b)) tandis que la re´solution du re´flecteur
n◦11 passe de 2 m a` 1,42 m (figure 4.12(b)), ce qui est en accord avec le principe de de´pendance radiale.
(a) Re´ponse originale. (b) Re´ponse apre`s application du principe de superre´solution
Fig. 4.11 – Re´ponse normalise´e du re´flecteur n◦1
Un re´capitulatif des diffe´rentes re´solutions obtenues en fonction des diffe´rents re´flecteurs et suivant deux
canaux de polarisation (HH et VV) est propose´ par les tableaux suivants (tableaux 4.1 et 4.2). Seul les
canaux de polarisation HH et VV sont disponibles car un re´flecteur de calibration trie`dral pre´sente une
re´ponse ne´gligeable en polarisation croise´e.
Re´flecteurs 1 2 3 4 5 6 7 8 9 10 11
Image 1 1,995 2,055 2,04 1,905 2,04 2,04 2,025 1,965 1,995 2,04 1,98
Image 2 1,92 1,845 1,92 1,95 1,89 1,92 1,95 1,965 1,935 1,92 1,95
Super image 1,095 1,14 1,17 1,2 1,14 1,215 1,245 1,29 1,32 1,365 1,425
Tab. 4.1 – Ame´lioration de la re´solution radiale a` -6 dB (en m) - Polarisation HH.
Les courbes de la figure 4.13 montrent un accroissement de la re´solution en fonction de la position radiale,
passant ainsi d’une re´solution d’environ 1,1 m a` 1,42 m, au lieu de 2 m initialement.
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(a) Re´ponse originale. (b) Re´ponse apre`s application du principe de superre´solution
Fig. 4.12 – Re´ponse normalise´e du re´flecteur n◦11
Re´flecteurs 1 2 3 4 5 6 7 8 9 10 11
Image 1 2,04 2,04 2,025 2,04 2,025 2,04 2,025 1,995 2,025 2,04 2,025
Image 2 1,95 1,965 1,965 1,95 1,965 1,95 1,965 1,965 1,98 1,98 1,95
Super image 1,125 1,17 1,17 1,2 1,155 1,23 1,26 1,275 1,35 1,38 1,425
Tab. 4.2 – Ame´lioration de la re´solution radiale a` -6 dB (en m) - Polarisation VV.
(a) HH. (b) VV.
Fig. 4.13 – Visualisation de la de´pendance radiale de l’ame´lioration de la re´solution.
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La figure 4.14 montre la base normale et la base normale critique. Lorsque la base normale est e´gale a` la base
normale critique, la re´solution est divise´e par un facteur 2. Avant ce point, le principe de superre´solution
ne s’applique pas car il n’y a pas de recouvrement des spectres. Cette zone correspond a` la zone hachure´e
dans la figure 4.14. Apre`s la limite, la base normale diminue ainsi que le de´calage spectral, entraˆınant ainsi
une re´duction du facteur d’ame´lioration de la re´solution. Ce qui est en accord avec les re´sultats montre´s par
les courbes de la figure 4.13. Il est possible de quantifier the´oriquement le facteur d’ame´lioration. Il suffit de
calculer la nouvelle re´solution obtenue en fonction du de´calage spectral donne´ par la base normale. Comme
l’approche the´orique de´pend de certains parame`tres du syste`me, ils ne sont donne´s ici qu’a` titre informatif
de fac¸on a` montrer l’accord entre la the´orie et les re´sultats obtenus en utilisant des donne´es re´elles. Le calcul
du pouvoir de re´solution δ% est donne´ par la relation suivante :
δ% =
(
1− δnouv
δorig
)
× 100 (4.14)
ou` δorig et δnouv repre´sentent respectivement la re´solution originale de l’image SAR et la nouvelle re´solution
apre`s application du principe de la superre´solution.
Fig. 4.14 – Base normale (trait plein) en fonction de la base normale critique (tiret).
Les courbes du pouvoir de re´solution des re´sultats pratiques suivent bien celle de l’estimation the´orique.
4.5.3 Superre´solution et polarime´trie
L’utilisation de deux images interfe´rome´triques afin d’en former une nouvelle ayant une meilleure re´solution
a e´te´ e´tendue au cas de donne´es SAR polarime´triques. Ainsi une nouvelle image est forme´e dans chaque
canal de polarisation initial (HH, HV, VH, VV ).
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(a) HH. (b) VV.
Fig. 4.15 – Comparaison entre l’ame´lioration de la re´solution the´orique et re´elle.
(a) Donne´es originales. (b) Donne´es superre´solues.
Fig. 4.16 – Repre´sentation des images SAR code´es en couleur dans la base de polarisation de Pauli.
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La premie`re constatation est faite de fac¸on visuelle a` partir des images code´es en couleur dans la base de
Pauli (figure 4.16). Dans les images de la figure 4.16, les indications donne´es par la repre´sentation dans la
base de Pauli n’ont pas change´ lors de la cre´ation d’une image de superresolution. Seule la partie gauche
de l’image de donne´es de superre´solution est diffe´rente, mais ceci est duˆ au fait que cette partie de l’image
est situe´e hors de la base normale critique. Afin d’appre´cier une certaine ame´lioration due a` l’application
du principe de la superre´solution, une analyse des indicateurs polarime´triques est ne´cessaire.
4.5.3.1 De´composition H / A / α
Les principaux indicateurs polarime´triques sont l’entropie, H, indiquant le caracte`re ale´atoire de la sce`ne
e´tudie´e, l’anisotropie, A, qui pre´cise l’importance relative des me´canismes secondaires, et l’angle α qui est
directement relie´ a` la nature du me´canisme.
Entropie
(a) Donne´es originales. (b) Donne´es apre`s application du principe de su-
perre´solution.
Fig. 4.17 – Entropie.
La figure 4.17 montre le re´sultat de l’entropie pour des donne´es ayant une re´solution originale (figure 4.17(a))
et pour des donne´es pour lesquelles la me´thode de superre´solution a e´te´ applique´e (figure 4.17(b)). Les images
d’entropie sont e´quivalentes, ce qui confirme la conservation de l’inte´grite´ de l’information polarime´trique.
La visualisation d’un changement des valeurs de l’entropie peut s’effectuer en analysant l’histogramme des
deux images (figure 4.18). L’application du principe de la superre´solution diminue le caracte`re ale´atoire des
donne´es par rapport aux images a` la re´solution initiale. Il en re´sulte qu’au niveau des zones distribue´es la
nature des me´canismes est mieux de´finie.
Anisotropie
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Fig. 4.18 – Histogramme de l’entropie.
(a) Donne´es originales. (b) Donne´es apre`s application du principe de su-
perre´solution.
Fig. 4.19 – Anisotropie.
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La figure 4.19 montre le re´sultat de l’anisotropie. Comme pre´ce´demment, la conservation de l’anisotropie est
confirme´e. Par contre, un changement est visible sur la partie basse de l’image, indiquant que les re´sultats
de la classification de Wishart [Ferro-Famil 03] sont susceptibles d’eˆtre ame´liore´s car ils sont base´s sur une
analyse de l’entropie et de l’anisotropie. Cette variation est visible sur les histogrammes de la figure 4.20
Fig. 4.20 – Histogramme de l’anisotropie.
Parame`tre α
(a) Donne´es originales. (b) Donne´es apre`s application du principe de su-
perre´solution.
Fig. 4.21 – Parame`tre α.
Les meˆmes remarques que celle e´nonce´es pre´ce´demment peuvent s’appliquer pour l’analyse du parame`tre
α.
En conclusion, la de´composition H/A/α montre que le comportement des indicateurs polarime´triques est
quasiment identique pour les donne´es originales que pour les donne´es apre`s application de la superre´solution
avec cependant une certaine ame´lioration.
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Fig. 4.22 – Histogramme du parame`tre α.
4.5.3.2 Segmentation nonsupervise´e Wishart H-A-α
La figure 4.23 montre le re´sultat de la segmentation de Wishart H-A-α [Pottier 00], [Ferro-Famil 00],
[Ferro-Famil 03], applique´e sur des donne´es de re´solution originale et apre`s application de la me´thode
de superre´solution. Les re´sultats de cette segmentation sont pratiquement identiques. Il est a` noter une
ame´lioration importante, due en partie a` la variation des re´sultats concernant l’anisotropie et l’entropie,
pre´sente´s dans le paragraphe pre´ce´dent, de la piste d’atterrissage de l’ae´rodrome comme le montre les zooms
ainsi que l’image optique de la figure 4.24.
(a) Donne´es originales. (b) Donne´es apre`s application du principe de su-
perre´solution.
Fig. 4.23 – Segmentation polarime´trique Wishart H/A/α.
Les contours de la piste sont beaucoup plus nets et il est possible de distinguer les diffe´rentes structures de
l’ae´rodrome.
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(a) Segmentation originale. (b) Segmentation apre`s application du
principe de superre´solution.
(c) Ve´rite´ terrain - Image optique.
Fig. 4.24 – Segmentation polarime´trique Wishart H/A/α - Zone de l’ae´rodrome.
4.5.3.3 Caracte´risation des donne´es
L’estimation de la nature des me´canismes de diffusion est donne´e par une interpre´tation des indicateurs
polarime´triques (cf. chapitre 2). Il en re´sulte 3 grandes classes principales, la classe volume de diffusion,
la classe double re´flexion et la classe diffusion de surface [Ferro-Famil 03]. Les re´sultats de ces diffe´rentes
classes sont montre´s par la Figure 4.25.
(a) Donne´es originales. (b) Donne´es apre`s application du principe de su-
perre´solution.
Fig. 4.25 – Segmentation polarime´trique Wishart H/A/α.
La classe de la diffusion de volume, correspondant le plus souvent a` la pre´sence de foreˆt, devient plus
clairseme´e, et la classe des surfaces apparaˆıt au niveau de l’ancienne zone de foreˆt. Si une comparaison
est faite avec l’image optique du site (figure 4.26), au niveau de la foreˆt, le re´sultat de la segmentation en
utilisant des donne´es superre´solues est plus proche de la re´alite´ qu’en utilisant les donne´es originales.
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Fig. 4.26 – Image optique de la foreˆt du site de test.
La classe des doubles re´flexions permet en autres de distinguer les zones urbaines, ou du moins, les cibles arti-
ficielles. En appliquant le principe de la superre´solution et en analysant les re´sultats, une nette ame´lioration
peut eˆtre observe´e. La figure 4.27 pre´sente le test site de l’ame´lioration des re´sultats graˆce a` l’application
de la superre´solution. Ce site de test pre´sente 3 principales zones, la localisation du DLR, un parking avec
des voitures et des baˆtiments.
Fig. 4.27 – Classe de double re´flexion - Localisation des principales cibles.
Le DLR
La figure 4.28 montre les re´sultats au niveau du site du DLR. Les baˆtiments sont mieux discrimine´s dans
l’image de superre´solution (les baˆtiments repre´sente´s dans le carre´ noir). De plus la forme de baˆtiments
localise´s avec un angle a` 45◦ par rapport a` l’axe de vise´ du radar apparaissent (cercle noir).
Le parking et les voitures
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(a) Classification originale. (b) Classification apre`s application du
principe de superre´solution.
(c) Ve´rite´ terrain - Image optique.
Fig. 4.28 – Classification de la double re´flexion - Le site du DLR.
La figure 4.29 montre les re´sultats au niveau d’un parking et de la pre´sence de voiture. Dans l’image de
superre´solution, les lignes correspondant a` la position des voitures sont beaucoup plus nettes que dans
l’images originale. Ceci est duˆ au fait que la re´solution a e´te´ augmente´e dans la direction radiale permettant
une meilleure caracte´risation des cibles par l’interme´diaire d’outils polarime´trique.
(a) Classification originale. (b) Classification apre`s application du
principe de superre´solution.
(c) Ve´rite´ terrain - Image optique.
Fig. 4.29 – Classification de la double re´flexion - Parking et voitures.
Baˆtiments
Enfin, graˆce au principe de la superre´solution, la forme de certains baˆtiments est maintenant plus distin-
guable qu’avec des donne´es ayant une re´solution originale. La figure 4.30 montre ce re´sultat. Dans l’image
originale la forme n’est pas facilement discernable. Par contre avec l’image superre´solue, la forme devient
plus claire et il devient possible de distinguer les contours des baˆtiments. (cf. chapitre 5)
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(a) Classification originale. (b) Classification apre`s application du
principe de superre´solution.
(c) Ve´rite´ terrain - Image optique.
Fig. 4.30 – Classification de la double re´flexion - Formes des baˆtiments.
4.6 Conclusion
Dans ce chapitre, le principe de superre´solution est pre´sente´. Il s’agit d’augmenter la re´solution des images
SAR en utilisant des donne´es SAR interfe´rome´triques. En effet, en utilisant une base suffisament grande, il
est possible d’augmenter la largeur de bande des images par un facteur 2. Une solution permettant d’utiliser
le principe de superre´solution sur des donne´es ae´roporte´es est propose´e. En effet avec ce type de donne´es il
n’est plus possible de faire des approximations line´aires.
Les re´sultats montre´s sont ceux pre´dits par la the´orie, a` savoir, que l’ame´lioration de la re´solution sur des
donne´es ae´roporte´es varie avec la position radiale.
Enfin le principe de superre´solution a e´te´ applique´ sur des donne´es polarime´triques et les re´sultats montrent
que l’information polarime´trique n’est pas corrompue par l’utilisation du principe de superre´solution, et il
a e´te´ possible de voir des ame´liorations en utilisant des outils polarime´triques. Les plus remarquables sont
dans la de´tection des contours de baˆtiments plus pre´cise qu’en utilisant des donne´es avec une re´solution
originale.
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Chapitre 5
Caracte´risation de baˆtiments
5.1 Introduction
Environ 70% de la population des pays de´veloppe´s vit dans des zones urbaines. De plus, la migration vers les
villes, dans les pays en voie de de´veloppement, est en perpe´tuel accroissement. Ceci entraˆıne des changements
drastiques au sein meˆme des villes et de leur environnement proche tel que les foreˆts, les prairies, etc.. . . Il
est donc ne´cessaire de pouvoir observer ces changements de fac¸on re´gulie`re afin de pouvoir pre´server les
ressources naturelles, par exemple, en limitant les extensions des villes.
Cet exemple est l’une des diffe´rentes applications de la te´le´de´tection des zones urbaines. L’utilisation de
l’imagerie SAR pour la te´le´de´tection en zones urbaines est en plein essor. En effet, l’une des principales
caracte´ristiques de l’utilisation d’un radar est que celui-ci est insensible au condition d’illumination. Ceci
peut s’ave´rer utile dans des zones ou` les conditions me´te´orologiques ne facilitent pas l’utilisation de donne´es
optiques comme les re´gions tropicales, dans des zones pollue´es ou dans des zones de fortes ve´ge´tations.
Une des principales applications est la de´tection et la caracte´risation des zones urbaines au sein d’un
environnement naturel. Il existe plusieurs approches pour la segmentation des donne´es. Certaines d’entre
elles sont base´es sur l’utilisation de proce´dures statistiques telles que la logique floue [Dell’Acqua 01],
l’utilisation de technique de traitement d’image telle que la vision artificielle, [Gamba 00], enfin l’utilisation
de donne´es SAR polarime´triques [Ferro-Famil 03]. Ces segmentations permettent d’extraire trois principales
classes qui sont : foreˆt ou ve´ge´tation haute, surface regroupant les champs agricoles, les routes, ou ve´ge´tation
basse, enfin les cibles artificielles cohe´rentes repre´sentant les zones urbaines.
Apre`s l’extraction des zones urbaines, il est ne´cessaire de les caracte´riser, c’est-a`-dire de trouver la forme des
baˆtiments, ainsi que leur hauteur. Il existe diffe´rentes approches. Certaines utilisent un mode`le de diffusion
par des baˆtiments [Bouland 03], d’autres se servent de l’ombre e´lectromagne´tique et de l’effet de de´versement
pour trouver les formes des baˆtiments [Bolter 00], enfin des approches sont base´es sur l’utilisation de mode`le
de forme de baˆtiments [Quartulli 03].
L’utilisation de donne´es SAR interfe´rome´triques semblent la plus approprie´e pour la caracte´risation des
zones urbaines. En effet, il est possible d’extraire une information de hauteur (cf. chapitre 1) a` partir de la
phase interfe´rome´trique.
Toutes ces approches utilisent, globalement, des donne´es SAR hautes re´solutions et spe´cifiquement acquises
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en bande X. Par contre, les applications utilisant les donne´es SAR en bande L sont plutoˆt oriente´es vers
l’e´tude et la caracte´risation de zones ve´ge´tales hautes (telles que les foreˆts) de par la pe´ne´tration de l’onde
au sein de ces zones volumiques a` cette fre´quence.
Dans les zones urbaines, l’estimation de la phase interfe´rome´trique est une tache complexe a` cause des
diffe´rents types de diffuseurs pre´sents dans l’aire e´tudie´e, comme les baˆtiments, les maisons, les zones
ve´ge´tales, les arbres. Toutes ces cibles introduisent de multiples me´canismes de diffusion repre´sente´s sur la
figure 5.1 : (a) double re´flexion spe´culaire, (b) re´flexion spe´culaire, (c) re´flexion, (d) re´flexions multiples, (e)
diffusion sur surface rugueuse, (f) double re´flexion anisotrope, (g) ombre e´lectromagne´tique.
Fig. 5.1 – Diffe´rents me´canismes de diffusion pouvant intervenir dans les zones urbaines.
Le but de ce chapitre est de de´tecter et de caracte´riser des baˆtiments au sein d’un environnement naturel, en
utilisant des donne´es en bande L. Les outils pre´sente´s dans les chapitres pre´ce´dents, tels que l’interfe´rome´trie,
la polarime´trie, les me´thodes a` haute re´solution ainsi que la superre´solution sont utilise´s.
5.2 Pre´sentation du site d’e´tude
5.2.1 Le site d’e´tude du DLR
(a) Image optique. (b) Repre´sentation sche´matique du site de Test. (1 a` 5 :
baˆtiments, 6 : routes, 7 : foreˆts, 8 : champs, and 9 : parking).
Fig. 5.2 – Le site de test d’Oberpfaffenhofen, Allemagne.
Le site d’e´tude est celui du site de test d’Oberpfaffenhofen et plus pre´cise´ment, le site du DLR. Ce site
pre´sente des caracte´ristiques inte´ressantes pour appliquer l’approche des me´thodes a` haute re´solution dans
la te´le´de´tection SAR. Ce site posse`de diffe´rents types de diffuseurs (figure 5.2), comme des baˆtiments (1 a`
5), de la ve´ge´tation haute (7), des routes (6), des champs agricoles (8) ainsi que des parkings (9). De plus
les baˆtiments ne sont pas isole´s, mais inclus dans la ve´ge´tation ainsi que dans un environnement complexe.
La figure 5.3 repre´sente l’image SAR du site de test choisi code´e en couleur dans la base de Pauli.
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Fig. 5.3 – Image SAR code´e dans la base de polarisation de Pauli.
5.2.2 Informations relatives a` l’interfe´rome´trie
Pour l’analyse interfe´rome´trique, la base interfe´rome´trique utilise´e est d’environ 6,5 m. L’utilisation d’une
base faible entraˆıne une hauteur d’ambigu¨ıte´ relativement e´leve´e, et pre´sente l’avantage d’e´viter les proble`mes
de de´roulement de phase. La hauteur d’ambigu¨ıte´ est donne´e, dans le cadre de donne´es SAR ae´roporte´es
par la relation suivante (cf. chapitre 1) :
z2pi (r) =
λ
2
R1 (r) sin θ (r)
B⊥ (r)
(5.1)
et sa repre´sentation graphique est montre´e par la figure 5.4.
Fig. 5.4 – Hauteur d’ambigu¨ıte´ des donne´es SAR.
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La hauteur d’ambigu¨ıte´ varie en fonction de la position radiale. Ainsi elle sera plus faible en position radiale
proche qu’en position radiale lointaine.
Un interfe´rogramme des donne´es originales, en polarisation VV, est pre´sente´ par la figure 5.5(a). Malgre´
l’application de proce´dures de recalage des images ainsi que de correction des mouvements du porteur, des
variations re´siduelles de la phase dans la direction azimutale sont encore visibles. Ne´anmoins malgre´ ces
erreurs, il est possible d’appliquer le principe des me´thodes a` haute re´solution et les re´sultats obtenus sont
cohe´rents avec les pre´dictions the´oriques.
Par contre, les donne´es utilise´es pour le principe de la superre´solution n’ont pas e´te´ corrige´es au niveau de
la correction de mouvement du porteur, il n’est pas possible d’appliquer les me´thodes a` haute re´solution
afin d’estimer les phases interfe´rome´triques. La figure 5.5(b) montre un interfe´rogramme de deux passes
interfe´rome´triques avec une base de 6,5 m, provenant des donne´es utilise´es pour appliquer le principe de la
superre´solution.
(a) Donne´es utilise´es pour les me´thodes a` haute re´solution. (b) Donne´es utilise´es pour la superre´solution.
Fig. 5.5 – Interfe´rogramme VV du site de test. Base interfe´rome´trique de 6,5 m
5.3 Le speckle – Filtrage vectoriel line´aire de Lee
5.3.1 Format de l’information polarime´trique
Toute proce´dure de filtrage vectoriel de suppression de speckle doit fournir en sortie une information pola-
rime´trique qui soit repre´sentative de la cible. Pour cela, il est ne´cessaire de prendre en compte les coefficients
de corre´lation en polarisation croise´e afin de pre´server l’information de phase relative entre les diffe´rents
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canaux de polarisation. Pour cela, la proce´dure de filtrage vectoriel du speckle utilise comme support la
matrice de covariance [RZZ ] de´finie de la fac¸on suivante :
[RZZ ] =
 ZHHHH ZHHHV ZHHV VZ∗HHHV ZHVHV ZHV V V
Z∗HHV V Z
∗
HV V V ZV V V V
 (5.2)
Il est important de noter que si les intensite´s qui composent les e´le´ments diagonaux de la matrice de
covariance sont caracte´rise´es par le mode`le multiplicatif du speckle, les coefficients de corre´lation hors
diagonale ne peuvent eˆtre de´crits par un mode`le ni multiplicatif ni additif.
Afin de restituer l’information polarime´trique, le filtre doit de´livrer en sortie une matrice de covariance
comple`te filtre´e, [R˜ZZ ].
5.3.2 De´termination du filtre
En 1997, Lee a pre´sente´ une proce´dure de filtrage vectoriel du speckle. Certaines approches utilisent l’ap-
proximation line´aire avec une matrice d’adaptation, [K], comme suit :
[R˜ZZ ] = E([RZZ ]) + [K]([RZZ ]− E([RZZ ])) (5.3)
Cette approche introduit un couplage entre les diffe´rents canaux de polarisation filtre´s et limite ainsi la
conservation de l’information polarime´trique. En effet, tous les canaux polarime´triques, du fait de ce cou-
plage, deviennent corre´le´s et la matrice de covariance re´sultante ne posse`de plus les meˆmes proprie´te´s
statistiques.
Pour e´viter ce couplage, J. S. Lee [Lee 99] propose que chaque e´le´ment de la matrice de covariance soit filtre´
de fac¸on inde´pendante, mais que le coefficient d’adaptation, k, soit un scalaire commun pour chaque canal
de polarisation :
[R˜ZZ ] = E([RZZ ]) + k([RZZ ]− E([RZZ ])) (5.4)
Le coefficient d’adaptation k est alors obtenu a` partir des statistiques locales effectue´es sur la feneˆtre
d’analyse applique´e sur l’image span, avec :
k =
var(span)− E2(span)σ2v
var(span)(1 + σ2v)
=
CV 2(span)− σ2v
CV 2(span)(1 + σ2v)
(5.5)
ou` σ2v = 1/L est la variance du speckle qui est fixe´ directement a` partir du nombre de vues L, et CV
repre´sente le coefficient de variation donne´ par la relation :
CV (x) =
√
var(x)
E(x)
(5.6)
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5.4 De´tection et caracte´risation de baˆtiments
La de´tection ainsi que la caracte´risation de structures en 3 dimensions telles que des baˆtiments, a` partir de
donne´es SAR en bande L est une tache complexe. Des proble`mes apparaissent a` cause de la nature varie´e
et de la concentration des cibles telles que les immeubles, les zones vertes et les infrastructures comme
les routes, les ponts, etc. De plus la pre´sence de speckle dans les donne´es SAR entraˆıne une complexite´
supple´mentaire quant a` l’estimation de la phase interfe´rome´trique ainsi que de la nature physique des
cibles.
Pour la de´tection des baˆtiments, une premie`re approche consiste a` utiliser une segmentation polarime´trique
et interfe´rome´trique afin de discriminer les diffe´rentes cibles au sein de la sce`ne e´tudie´e.
5.4.1 Segmentation polarime´trique interfe´rome´trique
5.4.1.1 Segmentation non-supervise´e Wishart H-A-α
Dans une configuration monostatique, la matrice de cohe´rence [T ] est de´finie a` partir des e´le´ments de la
matrice de re´trodiffusion (cf. chapitre 2) de la fac¸on suivante :
[T ] = 〈~k~k†〉 avec ~k = 1√
2
 SHH + SV VSHH − SV V
2SHV
 (5.7)
ou` ~k repre´sente le vecteur cible. Pour des zones he´te´roge`nes, la matrice de cohe´rence [T ] a` n-vue suit une
fonction de densite´ de probabilite´ complexe de Wishart, WC(n, [Σ]), a` partir de laquelle il est possible de
de´finir une classification au maximum de vraisemblance [Pottier 00], [Ferro-Famil 03], qui assigne a` chaque
pixel de l’image SAR la classe Xm minimisant la distance suivante :
d([T ], Xm) = ln([Σm]) + tr([Σm]−1[T ]) (5.8)
ou` [Σm] repre´sente la matrice de covariance moyenne de la classe Xm. Un algorithme de segmentation
non supervise´e des k-moyens affecte de fac¸on ite´rative les pixels d’une image SAR polarime´trique a` une des
classes en utilisant la re`gle de de´cision au maximum de vraisemblance, c’est-a`-dire en utilisant la de´finition de
la distance de´finie en (5.8). L’initialisation des centres de classe se fait graˆce aux indicateurs polarime´triques
H (entropie), A (anisotropie) et α obtenus a` partir d’une de´composition en valeurs principales de la matrice
de cohe´rence [T ].
5.4.1.2 Caracte´risation des donne´es
L’estimation de la nature des me´canismes de diffusion est donne´e par une interpre´tation des indicateurs
polarime´triques (cf. chapitre 2).H indique l’aspect ale´atoire des phe´nome`nes de diffusion, A indique l’impor-
tance relative des me´canismes de diffusion secondaires et α repre´sente la nature du me´canisme de diffusion.
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Il varie entre 0◦, correspondant a` une diffusion de surface isotrope, et 90◦, indiquant un me´canisme de
diffusion correspondant a` la diffusion d’une he´lice ou d’un die`dre isotrope.
Cette proce´dure permet de segmenter les donne´es en trois classes principales : double re´flexion (indiquant
la pre´sence de baˆtiments), simple re´flexion (re´flexion de surface) et diffusion volumique (par exemple, zone
forestie`re), [Ferro-Famil 02, 03].
La figure 5.6 montre le re´sultat de la classification apre`s l’application de la segmentation non supervise´e
de Wishart H-A-α ainsi que la caracte´risation de´crite dans le chapitre 2. Les zones grises indiquent des
surfaces, en vert sont repre´sente´es les zones de diffusion volumique correspondant aux foreˆts, enfin les zones
en rouge indiquent la pre´sence d’une double re´flexion traduisant la pre´sence e´ventuelle de baˆtiments. Par
contre, l’orientation de certains baˆtiments par rapport a` l’axe de vise´e du radar entraˆıne l’apparition d’un
me´canisme de diffusion de volume au lieu d’une double re´flexion, ce qui explique la couleur verte pour
le groupe 5. Afin d’ame´liorer ces re´sultats, il est ne´cessaire d’ajouter de l’information cohe´rente afin de
discriminer ce type de baˆtiment par rapport au reste.
Fig. 5.6 – Donne´es polarime´triques classifie´es en utilisant la classification non supervise´eWishartH−A−α.
5.4.2 Optimisation de la cohe´rence interfe´rome´trique
L’information cohe´rente polarime´trique interfe´rome´trique peut eˆtre repre´sente´e par une matrice de cohe´rence
(6× 6), [T6] suivant :
[T6] = 〈~k~k†〉 =
[
[T11] [Ω12]
[Ω12]† [T22]
]
avec ~k =
[
~k1
~k2
]
(5.9)
ou` ~k1 et ~k2 repre´sentent les vecteurs cibles de deux images se´pare´es et [Ω12] est la matrice de corre´lation
interfe´rome´trique (3×3). Comme l’information polarime´trique contenue dans les deux images interfe´rome´tri-
ques se´pare´es, la cohe´rence entre les diffe´rents canaux de polarisation donne une indication additionnelle
importante sur les proprie´te´s des me´canismes de diffusion sous-jacents.
Dans [Cloude 98], une proce´dure d’optimisation de la cohe´rence interfe´rome´trique est propose´e de fac¸on
a` obtenir un spectre de cohe´rence optimal, {γopt1 , γopt2 , γopt3}, caracte´ristique des proprie´te´s de la sce`ne
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observe´e et inde´pendant de la base de mesure polarime´trique. La valeur de la cohe´rence est ainsi maximise´e
dans chaque canal en projetant le vecteur cible sur un vecteur de diffusion spe´cifique.
La diffe´rence entre les donne´es POLSAR et POLINSAR est montre´e dans [Ferro-Famil 02] qui propose
des re`gles afin de segmenter la cohe´rence optimise´e en introduisant deux nouveaux indicateurs, A1 et A2,
caracte´ristiques de la distribution de la cohe´rence dans les diffe´rents canaux optimise´s :
A1 =
γopt1 − γopt2
γopt1
et A2 =
γopt2 − γopt3
γopt2 + γopt3
(5.10)
Une valeur de A1 proche de un indique un simple me´canisme de diffusion cohe´rent dans la cellule de
re´solution, tandis que si A1 et A2 sont tous les deux proches de ze´ro, alors cela de´crit une faible de´pendance
de la cohe´rence de diffusion avec l’information de polarisation. La figure 5.7 repre´sente une image de la
cohe´rence interfe´rome´trique optimise´e avec un codage couleur suivant :
– vert pour la cohe´rence optimale la plus forte ;
– rouge pour la cohe´rence optimale me´diane ;
– bleu pour la cohe´rence optimale la plus faible.
Les zones blanches indiquent que la cohe´rence est la plus forte et indique surtout les zones urbaines tandis
que les zones les plus sombres caracte´risent plutoˆt les zones forestie`res.
Fig. 5.7 – Image en codage couleur de la cohe´rence optimise´e.
Cette classification polarime´trique interfe´rome´trique est tre`s utile pour distinguer les zones cohe´rentes de
celles ayant les caracte´ristiques d’une diffusion de volume trouve´es en utilisant une segmentation POL-
SAR. il est possible de distinguer les baˆtiments de leur environnement car ils posse`dent une cohe´rence
interfe´rome´trique beaucoup plus importante que les zones ve´ge´tales hautes (surtout en ce qui concerne la
cohe´rence temporelle).
La figure 5.8 montre le re´sultat de la segmentation polarime´trique interfe´rome´trique. Il est a` noter que
certaines zones ve´ge´tales sont maintenant vues comme des baˆtiments, car elles posse`dent une forte cohe´rence.
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Fig. 5.8 – Classification utilisant les informations provenant de donne´es polarime´triques interfe´rome´triques.
Une limitation de cette segmentation est la de´pendance de la cohe´rence avec la base. En effet, due a` la
faible base utilise´e, certaines zones ve´ge´tales ne subissent pas trop les effets de la de´corre´lation temporelle et
pre´sentent une forte cohe´rence entraˆınant l’e´chec de la classification. Ne´anmoins cette e´tude est satisfaisante
pour un point de de´part en discriminant les surfaces des autres cibles. Il faut cependant noter que certains
immeubles peuvent aussi eˆtre vus comme des surfaces. Mais au contraire de vraies surfaces e´tendues comme
des champs ou a` des routes, les baˆtiments posse`dent une double re´flexion sur au moins deux de leurs coˆte´s,
comme le montre la figure 5.9. La zone de double re´flexion repre´sente´e par les points noirs permet de
de´finir deux coˆte´s du baˆtiment et ensuite il est possible d’extrapoler afin d’estimer le reste du baˆtiment en
supposant une forme rectangulaire.
Fig. 5.9 – De´tection d’un baˆtiment en utilisant la double re´flexion.
Comme l’illustre l’exemple pre´ce´dent, l’utilisation d’une classification polarime´trique voire polarime´trique
interfe´rome´trique est une e´tape ne´cessaire mais non suffisante pour la localisation des baˆtiments. Elle permet,
en outre, de de´finir un masque initial de localisation e´ventuelle de baˆtiments comme le montre la figure 5.10.
Ce re´sultat prend en compte les zones ve´ge´tales et de double re´flexion. Ainsi la zone indique´e par le carre´
est suppose´e eˆtre un baˆtiment, tandis que les baˆtiments localise´s dans les ellipses ont une partie vue comme
des surfaces, mais les bords peuvent eˆtre de´tecte´s.
L’utilisation des me´thodes a` haute re´solution avec les re´sultats obtenus dans le chapitre 3 permet d’oˆter
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Fig. 5.10 – Masque initial de localisation des baˆtiments.
ces ambigu¨ıte´s. En effet, il est possible de retrouver la phase interfe´rome´trique des diffe´rents me´canismes
dominants dans une meˆme cellule de re´solution [Guillaso 03b, 03c].
5.4.3 Utilisation des me´thodes a` haute re´solution
L’introduction des me´thodes a` haute re´solution dans l’estimation de la phase interfe´rome´trique permet de
de´finir 2 phases extreˆmes, c’est-a`-dire ayant une valeur maximale. Ainsi au sein de zones ve´ge´tales telles
qu’une foreˆt, il est possible d’obtenir la phase correspondant a` la re´flexion du sol, et la phase correspondant
a` la canope´e des arbres (cf. Chapitre 3). Cette caracte´ristique est utilise´e au sein de zones urbaines afin
de de´terminer la nature de la phase retrouve´e. Ainsi, deux phases extreˆmes ayant une grande amplitude
indiquent la pre´sence de ve´ge´tation, mais peut aussi indiquer le phe´nome´ne de re´flexion se produisant au
bord d’un baˆtiment (figure 5.11).
Fig. 5.11 – Phe´nome`nes de re´flexion.
En pre´sence d’un baˆtiment, les deux phases atteignent la meˆme valeur qui correspond au toit de l’immeuble.
C’est ce phe´nome`ne qui est repre´sente´ par la courbe de la figure 5.12. En A et B sont repre´sente´es les phases
interfe´rome´triques extreˆmes du phe´nome`ne de re´flexion a` travers des arbres. Il est possible de trouver la
phase correspondant a` la re´flexion sur un sol (point A), ou a` la double re´flexion sol-tronc (B), celle qui est
en tiret. La phase en trait plein repre´sentant la canope´e. Par contre, pour le profil du baˆtiment (C), les deux
phases interfe´rome´triques atteignent la meˆme limite, correspondant au toit du baˆtiment. Le phe´nome`ne de
re´flexion du bord d’un baˆtiment est aussi repre´sente´. En effet, la phase en trait plein a une pente plus
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abrupte que la phase en tiret, pouvant indiquer la pre´sence d’une double re´flexion.
Fig. 5.12 – Profil de la phase interfe´rome´trique cor-
respondant au baˆtiment (2).
Fig. 5.13 – Repre´sentation sche´matique.
En utilisant ces proprie´te´s, il est possible de mieux discriminer les zones ve´ge´tales des baˆtiments et de de´finir
un nouveau masque repre´sentant une meilleure localisation des baˆtiments dans la zone de test (figure 5.14).
Fig. 5.14 – Masque de localisation des baˆtiments.
Ce nouveau masque est obtenu en analysant point par point le comportement des phases interfe´rome´triques
extreˆmes dans les zones critiques. Ainsi, les zones pre´sentant une forte cohe´rence telle que la zone repre´sente´e
par le rectangle, a pu eˆtre e´limine´e. Il est possible de mieux distinguer les baˆtiments du DLR (zone pointille´e)
car la re´ponse de la ve´ge´tation a e´te´ enleve´e en utilisant les observations pre´sente´es ci-dessus. Enfin, en
utilisant le principe de´crit par la figure 5.9, et en analysant la phase interfe´rome´trique, les zones repre´sente´es
par les ellipses bleues ont pu eˆtre de´termine´es comme des baˆtiments. La figure 5.15 montre la ve´rite´ terrain
du site de test avec la localisation des zones comme les baˆtiments du DLR (en pointille´), la zone d’arbustes
par le rectangle ainsi que quelques baˆtiments repre´sente´s par les ellipses bleues.
L’utilisation des me´thodes a` haute re´solution est tre`s pre´cise pour la localisation des baˆtiments au sein
d’une sce`ne. Elles permettent d’obtenir une meilleure estimation et une meilleure interpre´tation de la phase
interfe´rome´trique. Ainsi il est possible de mieux discriminer les phases associe´es aux divers me´canismes de
re´trodiffusion au sein d’une zone de baˆtiments. Apre`s cette e´tude, un masque repre´sentant la localisation
de baˆtiments est obtenu, permettant d’extraire l’information de phase relative a` la hauteur des baˆtiments.
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Fig. 5.15 – Ve´rite´ terrain de la localisation des baˆtiments.
5.4.4 Extraction de la hauteur des baˆtiments
L’extraction de la hauteur des baˆtiments est la seconde e´tape dans l’e´tude des zones urbaines. Ayant repe´rer
les baˆtiments, il suffit de convertir la phase des baˆtiments en hauteur en utilisant la formule suivante :
∆h(r) =
λ
4pi
R1(r) sin θ(r)
B⊥(r)
φtopo(r) (5.11)
Cette relation donne la hauteur relative entre la hauteur re´elle du baˆtiment et la hauteur de re´fe´rence,
hauteur a` laquelle les donne´es ont e´te´ ge´ne´re´es. Elle prend en compte la de´pendance radiale du cas des
donne´es ae´roporte´es.
Fig. 5.16 – Hauteur estime´e en fonction de la position radiale.
Le profil de la hauteur de la figure 5.16 montre le re´sultat de la conversion phase - hauteur applique´e sur le
profil de la phase interfe´rome´trique de la figure 5.12.
La figure 5.17 montre le re´sultat de la phase interfe´rome´trique ainsi que la conversion phase - hauteur de la
zone de test. Les baˆtiments ont e´te´ extraits de leur environnement par l’utilisation de la me´thode ESPRIT,
c’est-a`-dire que la re´ponse de la ve´ge´tation a e´te´ enleve´e. Sur l’image de droite est repre´sente´e l’altitude
obtenue a` partir de la conversion phase - hauteur (5.11).
A partir des donne´es obtenues lors de la conversion phase – hauteur, il est possible de ge´ne´rer une
repre´sentation tridimensionnelle des baˆtiments du site de test. La figure 5.18 en est un exemple. Sur cette
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(a) Phase interfe´rome´trique des baˆtiments. (b) Hauteur estime´e des baˆtiments.
Fig. 5.17 – Conversion phase – hauteur.
repre´sentation, toute l’information ve´ge´tale a e´te´ enleve´e. Seule l’information de surface et des baˆtiments a
e´te´ conserve´e. Les groupes de baˆtiments (1) a` (5) sont relativement bien de´finis. La figure 5.19 repre´sente la
ve´rite´ terrain par l’interme´diaire d’une image optique du site avec la localisation correspondante des meˆmes
baˆtiments.
Fig. 5.18 – Repre´sentation 3D des baˆtiments. Fig. 5.19 – Image optique du site.
Le tableau 5.1 indique la hauteur retrouve´e des baˆtiments par rapport a` leur hauteur re´elle. Ces baˆtiments
sont localise´s sur la figure 5.20.
Baˆtiments : 1 2a 2b 3a 3b 4a 4b 4c 4d 4e 5a 5b 6
Hauteur
estime´e
9,51 6,57 6,48 8,65 9,49 6,36 11,53 13,0 7,57 12,34 11,45 11,45 7,65
Hauteur
re´elle
11 8 8 12 12 8 20 20 20 20 N/D N/D N/D
Tab. 5.1 – Hauteur estime´e et hauteur re´elle des baˆtiments e´tudie´s.
Les hauteurs retrouve´es a` partir de la phase interfe´rome´trique sont sous-estime´es par rapport a` celle de la
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ve´rite´ terrain. Ceci est duˆ a` la forte hauteur d’ambigu¨ıte´ en raison de la faible base utilise´e et des proble`mes
de correction de mouvement. Ne´anmoins, la valeur retrouve´e est dans l’ensemble un bon indicateur re-
latif de la hauteur des baˆtiments. Pour ame´liorer l’estimation de la hauteur, il faut utiliser des donne´es
interfe´rome´triques ayant une base plus grande afin de diminuer la hauteur d’ambigu¨ıte´.
Fig. 5.20 – Localisation des baˆtiments mesure´s
5.4.5 Superre´solution et baˆtiments
A partir des re´sultats obtenus par l’application du principe de la superre´solution, il est possible d’ame´liorer
les re´sultats de la localisation initiale des baˆtiments (cf. Chapitre 4). En effet, en ame´liorant la re´solution,
les de´tails deviennent beaucoup plus fins et l’estimation de la nature physique des me´canismes de diffusion
est plus pre´cise.
La figure 5.21 montre la diffe´rence des zones de double re´flexion entre l’utilisation de donne´es originales
et de donne´es apre`s l’application du principe de la superre´solution. Malgre´ une pre´sence de contour qui
apparaˆıt sur l’image des donne´es originales (figure 5.21(a)), la localisation des baˆtiments est relativement
difficile sauf dans certains endroits ou` les baˆtiments sont importants. Sur l’image de superre´solution, les
contours, dus exclusivement a` la double re´flexion, sont plus nets et la forme en L, caracte´ristique de la
double re´flexion sur les bords d’un baˆtiment, est plus visible.
La figure 5.22 repre´sente la ve´rite´ terrain des baˆtiments e´tudie´s pour la localisation des contours et des
formes en L des baˆtiments.
A partir de l’estimation de la zone de double re´flexion, il est possible de de´gager les formes en L des
baˆtiments. La figure 5.23 montre ces re´sultats.
Une ame´lioration est aussi constate´e au niveau de la ge´ne´ration du masque initial de localisation des
baˆtiments. La figure 5.24 montre ce progre`s. Il est surtout visible au niveau de la localisation des baˆtiments
au sein du DLR, dans la zone repre´sente´e par un carre´ et aussi dans la zone repre´sente´e par un cercle.
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(a) Donne´es originales. (b) Donne´es superre´solues.
Fig. 5.21 – Zones de double re´flexion.
Fig. 5.22 – Image optique des baˆtiments e´tudie´s.
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(a) Image optique. (b) Donne´es superre´solues.
Fig. 5.23 – Localisation des contours en L.
Fig. 5.24 – Ame´lioration du masque initial.
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La de´tection et la localisation des baˆtiments, en utilisant des donne´es en bande L, est une tache relativement
complexe. En effet, il faut distinguer les baˆtiments par rapport a` leur environnement, constitue´ de cibles
diverses.
L’utilisation d’outils polarime´triques, tels que la segmentation deWishart, permet d’initialiser le processus
en identifiant les zones ou` les baˆtiments sont susceptibles de se trouver. Ne´anmoins, suivant la position des
baˆtiments par rapport a` l’axe de vise´e du radar, cette proce´dure peut e´chouer. L’utilisation de la cohe´rence
interfe´rome´trique est une aide supple´mentaire, mais elle de´pend de la base utilise´e et des zones ve´ge´tales,
normalement ayant une faible cohe´rence, peuvent pre´senter une forte cohe´rence entraˆınant une mauvaise
interpre´tation.
L’introduction des me´thodes a` haute re´solution permet de lever les incertitudes en estimant de manie`re
pre´cise la phase interfe´rome´trique des me´canismes dominants au sein d’une sce`ne. Ainsi les baˆtiments ont
des phases extreˆmes qui ont tendance a` atteindre une meˆme limite, correspondant au toit dudit baˆtiment,
alors que les zones ve´ge´tales et particulie`rement les arbres, ont leurs phases interfe´rome´triques extreˆmes qui
pre´sentent une forte valeur indiquant la pre´sence de contributions du sol et de la canope´e. En utilisant ce
re´sultat, il est possible d’enlever la re´ponse des zones ve´ge´tales des zones de baˆtiment et pouvoir avoir ainsi
une meilleure estimation de la phase des baˆtiments.
De`s que les baˆtiments sont localise´s, la hauteur de ceux-ci est retrouve´e en utilisant le principe de conversion
phase - hauteur en tenant compte de la de´pendance radiale des donne´es SAR ae´roporte´es.
Enfin, l’utilisation du principe de la superre´solution permet d’ame´liorer la de´tection des formes des baˆtiments,
en ayant une meilleure estimation des zones de double re´flexion, caracte´ristique principale de la pre´sence
d’un baˆtiment. De plus, il est possible de constater un progre`s au niveau de la localisation initiale des
baˆtiments par l’utilisation des outils polarime´triques simples.
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Le travail pre´sente´ dans ce me´moire est l’utilisation de la comple´mentarite´ polarime´trie interfe´rome´trie
pour la de´tection et la caracte´risation de cibles. L’objectif est d’associer une phase interfe´rome´trique a`
un me´canisme de diffusion. Une application propose´e concerne la caracte´risation de baˆtiments a` partir de
donne´es SAR interfe´rome´triques polarime´triques ae´roporte´es en bande L.
Dans un premier chapitre, le principe de mesure de donne´es SAR et les outils interfe´rome´triques sont
pre´sente´s. La formation d’une image SAR consiste en une compression des donne´es acquises par le capteur
suivant les directions radiales et azimutales. L’interfe´rome´trie est l’analyse de la phase de deux images SAR
d’une meˆme sce`ne mais vue sous deux angles d’incidence le´ge`rement diffe´rents. Cela permet d’obtenir un
interfe´rogramme directement relie´ a` l’altitude des cibles. Une interpre´tation de la phase interfe´rome´trique
qui peut eˆtre conside´re´e comme la somme de la phase provenant d’un terrain plat, nomme´e phase de la
terre plate et de la phase topographique, est donne´e par une approche ge´ome´trique. Un mode`le de signal
interfe´rome´trique est pre´sente´ permettant d’introduire la notion de de´calage spectral dans les images SAR
interfe´rome´triques. Enfin, une e´tude sur l’interfe´rome´trie dans le cadre de donne´es SAR ae´roporte´es est
expose´e afin de tenir compte de la de´pendance radiale de ce type de donne´es.
Le second chapitre est de´die´ aux notions de polarime´trie radar ne´cessaire a` la compre´hension des e´tudes et
interpre´tations de´veloppe´es lors de l’analyse des re´ponses polarime´triques d’un environnement naturel ou
artificiel. Les repre´sentations polarime´triques matricielles permettant de rendre compte de la modification
de la polarisation d’une onde incidente provoque´e par une cible radar sont de´crites dans les cas cohe´rents et
incohe´rents. Les re`gles de passage ainsi que les principes d’e´quivalence entre les diffe´rentes repre´sentations
polarime´triques sont explicite´es de fac¸on rigoureuse. Les ope´rations de changement de base d’e´tat de polari-
sation sont pre´sente´es ainsi que deux the´ore`mes de de´composition polarime´trique incohe´rente majeurs, qui
sont indispensables pour l’analyse et l’interpre´tation de la re´ponse radar d’un milieu naturel ou artificiel :
les the´ore`me de de´composition de J. R. Hyunen, S.R. Cloude et E. Pottier. Leur domaine d’application et
leur performance sont analyse´s.
Dans un troisie`me chapitre, l’introduction de l’interfe´rome´trie SAR polarime´trique est propose´e. L’ide´e
ge´ne´rale de ces diffe´rentes approches propose´es est d’associer une phase interfe´rome´trique a` un me´canisme
de diffusion permettant ainsi d’obtenir la troisie`me dimension dans l’imagerie SAR. La premie`re approche
est base´e sur une optimisation de la cohe´rence interfe´rome´trique ainsi que d’un mode`le de diffusion volu-
mique. Cette approche permet d’introduire la notion de l’interfe´rome´trie vectorielle. Les approches suivantes
sont plutoˆt base´es sur l’introduction des me´thodes a` haute re´solution et plus particulie`rement la me´thode
ESPRIT. Cette me´thode est utilise´e pour la de´tection de la direction d’arrive´e de signaux sur un re´seau
d’antennes. Un mode`le de signal interfe´rome´trique polarime´trique est propose´, pour la deuxie`me approche,
afin d’adapter le principe de la me´thode ESPRIT au cas de donne´es SAR. Ce principe permet d’obtenir
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la phase interfe´rome´trique d’un ou plusieurs me´canismes dominants a` l’inte´rieur d’une meˆme cellule de
re´solution. Par contre, il reste a` de´finir la nature de ce ou ces me´canismes. La troisie`me approche utilise
le syste`me d’acquisition de donne´es SAR interfe´rome´triques polarime´triques comme un re´seau d’antennes,
permettant de de´finir non seulement la phase interfe´rome´trique d’un me´canisme dominant mais aussi son
e´tat de polarisation.
Le quatrie`me chapitre de´crit une approche diffe´rente de la comple´mentarite´ polarime´trie interfe´rome´trie,
puisqu’il s’agit d’ame´liorer l’interpre´tation de la nature physique des me´canismes de diffusion en utilisant une
conse´quence de l’interfe´rome´trie connue sous le principe de de´calage spectral. Ce principe permet d’ame´liorer
la re´solution des images SAR polarime´triques en augmentant la largeur de bande des images en distance,
a` partir de deux images SAR interfe´rome´triques. Cette approche tient aussi compte de la de´pendance
radiale due a` l’utilisation de donne´es SAR ae´roporte´es. Le principe d’ame´lioration des donne´es SAR est
pre´sente´ par une analyse des re´flecteurs de calibration, e´le´ment utile pour quantifier cette ame´lioration.
Ensuite l’ame´lioration des analyses polarime´triques comme l’application des the´ore`mes de de´composition et
de segmentation est pre´sente´e, montrant ainsi l’ame´lioration des re´sultats sur l’interpre´tation de la nature
des me´canismes de diffusion a` travers l’e´tude de diffe´rents types de cibles.
Enfin, le chapitre cinq propose une me´thode pour de´tecter et caracte´riser des baˆtiments au sein de leur
environnement naturel. Cette me´thode est base´e sur une localisation des baˆtiments par une approche pola-
rime´trique, et une estimation de la phase interfe´rome´trique associe´e a` ces baˆtiments en utilisant la me´thode
ESPRIT. Ces deux principes permettent d’isoler les baˆtiments de leur environnement rendant ainsi plus
aise´e l’estimation de leur hauteur des baˆtiments e´tudie´s. Enfin l’utilisation du principe de la superre´solution
permet de de´finir avec pre´cision les contours des baˆtiments en analysant les zones de localisation de la
double re´flexion, me´canisme principal de la re´trodiffusion d’une onde sur un baˆtiment.
Principalement, l’e´tude des baˆtiments dans l’imagerie SAR utilise la bande X. En effet la longueur d’onde
utilise´e permet d’obtenir des images avec une tre`s bonne pre´cision pour la localisation des e´difices. Alter-
nativement, l’utilisation de la bande L est surtout ”re´serve´e” pour la caracte´risation des zones ve´ge´tales
et, entre autre, l’estimation des parame`tres physiques de surface. Les diffe´rentes approches propose´es dans
ce document, applique´es sur des donne´es SAR interfe´rome´triques polarime´triques ae´roporte´es, en bande L,
ont permis une localisation ainsi qu’une caracte´risation pre´cise des baˆtiments, ce qui est difficile, pour ce
type de donne´es, en utilisant l’interfe´rome´trie ou la polarime´trie se´pare´ment.
Les perspectives a` ce travail sont nombreuses et certaines sont pre´sente´es ci-dessous.
L’utilisation de la comple´mentarite´ polarime´trie – interfe´rome´trie donne des re´sultats encourageants qui
ne´cessitent une continuite´ de la recherche dans cette direction.
L’utilisation d’une base interfe´rome´trique de faible dimension a e´te´ privile´gie´e dans les travaux pre´sente´s
dans ce me´moire et ce afin d’e´viter les phe´nome`nes de repliement de la phase interfe´rome´trique. En contre
partie, l’estimation de la hauteur n’est pas satifaisante a` cause de la forte hauteur d’ambigu¨ıte´. Il apparaˆıt
important d’utiliser les meˆmes approches mais sur des donne´es ayant une base interfe´rome´trique plus impor-
tante afin de diminuer cette hauteur d’ambigu¨ıte´ et d’affiner l’estimation de la hauteur. Les phe´nome`nes de
repliement de la phase peuvent eˆtre estime´s, quant a` eux, par l’utilisation d’une faible base interfe´rome´trique.
Il semble inte´ressant de pouvoir estimer l’e´tat de polarisation de plus d’un me´canisme a` l’inte´rieur d’une
cellule de re´solution. Pour cela, il faut utiliser un syste`me d’acquisition multibase. Ceci semble un peu
utopique dans le cas de donne´es SAR ae´roporte´es a` cause du couˆt et du traitement de´licat des donne´es,
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mais peut eˆtre possible en utilisant des donne´es SAR spatiales. Une extension de l’algorithme pour retrouver
l’e´tat de polarisation au cas N bases, pre´sente´ en annexe A, montre de´ja` la faisabilite´ d’une telle approche.
L’utilisation du principe de superre´solution ame´liore la re´solution des cibles a` la fois des cibles dures et
distribue´es. Il peut eˆtre inte´ressant d’analyser la texture des cibles distribue´es afin d’ame´liorer l’inversion
des parame`tres bio- et ge´ophysiques associe´s a` ces cibles.
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Annexe A
Estimation de l’e´tat de polarisation par la
me´thode ESPRIT - Extension au cas M
passes
A.1 Pre´sentation du proble`me
Afin de pouvoir extraire plus de me´canismes au sein d’une meˆme cellule de re´solution, il est ne´cessaire
d’augmenter le nombre de capteur. En effet, avec un re´seau deM capteurs, il n’est possible de retrouver, au
plus, M − 1 sources. Par principe, l’algorithme ESPRIT s’applique a` tout “re´seau” posse´dant une proprie´te´
d’invariance. Pour pouvoir utiliser cette proprie´te´ dans le cas de l’imagerie SAR, il suffit de conside´rer un
syste`me interfe´rome´trique-polarime´trique multi-passes dont les diffe´rentes baselines sont e´gales, comme le
montre la figure A.1.
Fig. A.1 – Ge´ome´trie pour un syste`me multicapteur
En conside´rant un cas ge´ne´ral, ou` il serait possible d’avoir acce`s a`M passes polarime´triques, toutes se´pare´es
par une base interfe´rome´trique B, l’angle α repre´sente l’angle forme´ par la base et l’horizontal. En supposant,
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par ailleurs, qu’il y ait K sources, tel que K < M , le vecteur ~z des signaux rec¸us est de la forme :
~z = [A] ~σ + ~n (A.1)
ou` [A] est une matrice 2M × K telle que [A] = [~a1~a2 · · · ~aK ] et ~σ un vecteur repre´sentant l’intensite´ de
chaque source. Chaque vecteur ~ak est de la forme :
~ak =

~Ek
~Ekei ∆φk
...
~Ek(expi ∆φ)M−1
 (A.2)
Les colonnes ~ak sont suppose´es line´airement inde´pendantes. Elles de´finissent un sous-espace source a` K
dimensions dans un espace a` 2M dimensions. Comme pre´ce´demment, le bruit ~n est suppose´ gaussien.
A.2 Utilisation d’ESPRIT pour l’estimation des phases interfe´rome´triques
ainsi que des parame`tres polarime´triques.
La ge´ome´trie de´crite dans la section pre´ce´dente posse`de diffe´rentes proprie´te´s d’invariance permettant l’uti-
lisation de l’algorithme ESPRIT. Ainsi la matrice de covariance des signaux rec¸us est :
[Rˆzz] = 〈~z ~z†〉 (A.3)
La matrice [ES ] est forme´e a` partir desK vecteurs propres, ~ek, 1 ≤ k ≤ K, de la de´composition de la matrice
de covariance, correspondant aux K plus grandes valeurs propres. Il peut eˆtre montre´ que les colonnes de
[ES ] = [~e1 ~e2 · · · ~eK ] ge´ne`rent le meˆme sous-espace que les vecteurs colonnes de [A]. Ainsi, il doit exister
une unique matrice non singulie`re [T ] telle que :
[ES ] = [A][T ] (A.4)
Donc, les informations sur les phases interfe´rome´triques ainsi que sur les parame`tres polarime´triques sont
calcule´es a` partir de [ES ].
Premie`rement, le calcul porte sur l’estimation des phases interfe´rome´triques. Soient [Aφ1 ] et [Aφ2 ] deux
matrices, de dimension 2(M − 1)×K, forme´es a` partir de [A] de la fac¸on suivante :
[Aφ1 ] = [~aφ11 · · · ~aφ1K ] avec ~aφ1k =

~Ek
...
~Ek(ei ∆φk)M−2
 (A.5)
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[Aφ2 ] = [~aφ21 · · · ~aφ2K ] avec ~aφ2k =

~Ekei ∆φk
...
~Ek(ei ∆φk)M−1
 (A.6)
alors, il existe une matrice diagonale [Φφ] telle que [Aφ2 ] = [Aφ1 ] [Φφ] :
[Φφ] = diag{φ1 φ2 · · · φK} = diag{ei ∆φ1 ei ∆φ2 · · · ei ∆φK} (A.7)
Soient [Eφ1 ] et [Eφ2 ] deux matrices, de dimension 2(M − 1)×K, forme´es a` partir de [ES ] de la meˆme fac¸on
que [Aφ1 ] et [Aφ2 ] sont forme´es a` partir de [A], alors en utilisant (A.4) :
[Eφ1 ] = [Aφ1 ] [T ] (A.8)
[Eφ2 ] = [Aφ2 ][T ] = [Aφ1 ][Φφ][T ] (A.9)
Sous l’hypothe`se que [Aφ1 ] est de rang plein, les colonnes de [Eφ1 ] et [Eφ2 ] engendrent le meˆme sous-espace
de dimension K que les colonnes de [Aφ1 ] et [Aφ1 ][Φφ], respectivement, et les e´le´ments diagonaux de [Φφ]
sont les valeurs propres de la matrice unique [Ψφ] = [T ]−1[Φφ][T ] qui satisfait :
[Eφ2 ] = [Eφ1 ][Ψφ] (A.10)
Ensuite, le calcul porte sur l’estimation du rapport de polarisation. Soient [Aρ1 ] et [Aρ2 ] deux matrices, de
dimension M ×K, forme´es a` partir de [A] en prenant les lignes impaires et paires, respectivement. Alors
[Aρ2 ] = [Aρ1 ][Φρ] ou` [Φρ] est une matrice diagonale contenant les rapports de polarisation des diffe´rentes
sources :
[Φρ] = diag{ρ1 ρ2 · · · , ρK} (A.11)
Alors, de la meˆme fac¸on que de´crite dans le paragraphe pre´ce´dent, il est possible de former deux matrices
[Eρ1 ] et [Eρ2 ] de dimension M × K, forme´es a` partir de [ES ] de la meˆme fac¸on que [Aρ1 ] et [Aρ2 ] sont
forme´es a` partir de [A], et les e´le´ments diagonaux de [Φρ] sont les valeurs propres de la matrice unique
[Ψρ] = [T ]−1[Φρ][T ] qui satisfait :
[Eρ2 ] = [Eρ1 ][Ψρ] (A.12)
Si le nombre de source estime´e est supe´rieur a` un, il faut alors de´terminer les couples d’indice (k, l) tels
que les parame`tres φˆk et ρˆl soient associe´s a` la meˆme source. Pour y parvenir, l’application de l’algorithme
ESPRIT conduit a` estimer deux matrices [Ψˆφ] et [Ψˆρ]. Il est montre´ dans [Li 91] que les valeurs propres rn
de la matrice [Ψˆφρ] = [Ψˆφ]−1 [Ψˆρ] sont e´gales aux rapports des parame`tres φˆk et ρˆl apparie´s. L’appairage
des φˆk et ρˆl pour la nie`me source s’obtient en minimisant :
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min
k,l
∣∣∣∣rn − ρˆlφˆk
∣∣∣∣ (A.13)
En introduisant plusieurs passes interfe´rome´triques polarime´triques, il est possible d’estimer plusieurs
sources au sein d’une meˆme cellule de re´solution, tout en prenant soin d’associer correctement les pa-
rame`tres retrouve´s. La difficulte´ vient surtout qu’il faut traiter les donne´es SAR de manie`res a` avoir des
passes paralle`les mais surtout e´quidistantes, les unes par rapport aux autres.

Re´sume´ :
Ce travail est consacre´ a` l’e´tude de la comple´mentarite´ polarime´trie / interfe´rome´trie pour la de´tection et la
caracte´risation de cibles en utilisant des donne´es SAR. La te´le´de´tection polarime´trique concerne l’e´tude du
comportement de l’onde interagissant avec une sce`ne et renseigne sur la nature physique de la zone e´tudie´e.
L’interfe´rome´trie informe sur la nature topographique de la sce`ne ou sur les de´formations de celle-ci. L’in-
terfe´rome´trie et la polarime´trie sont des outils tre`s performants en te´le´de´tection SAR qui sont ge´ne´ralement
applique´s se´pare´ment.
La notion de comple´mentarite´ polarime´trie/interfe´rome´trie consiste a` relier une phase interfe´rome´trique
avec un me´canisme de diffusion. Les approches expose´es introduisent les me´thodes a` haute re´solution,
principalement la me´thode ESPRIT, dans l’imagerie SAR. Elles permettent ainsi de distinguer la phase
d’un sol de celle de la canope´e, dans une zone forestie`re et d’isoler la phase d’un baˆtiment du reste de son
environnement.
Un autre concept de la comple´mentarite´ est propose´ : la superre´solution. Il s’agit d’utiliser des donne´es
interfe´rome´triques afin d’ame´liorer la re´solution d’une image SAR. Les re´sultats d’analyses polarime´triques
en appliquant le principe de la superre´solution permettent une meilleure caracte´risation de la nature des
cibles, comme la de´tection des contours de baˆtiments.
Les diffe´rentes me´thodes expose´es ont e´te´ applique´es sur des donne´es SAR polarime´triques interfe´rome´triques
en bande L afin d’ame´liorer l’estimation et la caracte´risation des zones urbaines, par rapport a` l’utilisation
de la polarime´trie ou de l’interfe´rome´trie de fac¸on se´pare´e.
Mots clefs : Te´le´de´tection, polarime´trie radar, interfe´rome´trie, interfe´rome´trie SAR polarime´trique, me´thode
a` haute re´solution, ESPRIT, superre´solution, caracte´risation des baˆtiments.
Summary :
This work presents a study of the complementarity of polarimetry and interferometry for the detection
and the characterisation of targets using SAR data. Polarimetric remote sensing concerns the study of the
electromagnetic scattering behaviour of a scene and provides physical information about the area under
study. Interferometry estimates a scene topography or its deformations. Interferometry and polarimetry are
powerful tools in SAR remote sensing but are generally used separately.
The implementation of the interferometry and polarimetry complementarity consists in linking an interfero-
metric phase to a scattering mechanism. Selected approaches based on high resolution methods, specifically
the ESPRIT principle, are introduced in SAR imaging to perform this joint analysis. They allow to discri-
minate the ground and canopy phases, in forested areas and to isolate a building scattering pattern from
its surrounding.
Another concept of the complementarity is proposed, based on the superresolution principle. The idea is to
use interferometric SAR data to improve a SAR image resolution. The use of superresolution data allows a
better characterisation of the target nature like building edge detection.
The different proposed methods are applied to polarimetric interferometric SAR data at L-band to improve
the estimation and the characterisation of urban areas compared to the separate use of polarimetry or
interferometry.
Keywords : Remote sensing, radar polarimetry, interferometry, polarimetric SAR interferometry, high
resolution methods, ESPRIT, superresolution, building characterisation.
