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Available online 17 November 2016This study addresses the delineation of areas that contribute baseﬂow to a stream reach, also known as stream
capture zones. Such areas can be delineated using standard well capture zone delineation methods, with three
important differences: (1) natural gradients are smaller compared to those produced by supply wells and are
therefore subject to greater numerical errors, (2) stream discharge varies seasonally, and (3) stream discharge
varies spatially. This study focuses on model-related uncertainties due to model characteristics, discretization
schemes, delineation methods, and particle tracking algorithms. The methodology is applied to the Alder Creek
watershed in southwestern Ontario. Four different model codes are compared: HydroGeoSphere, WATFLOW,
MODFLOW, and FEFLOW. In addition, two delineation methods are compared: reverse particle tracking and re-
verse transport, where the latter considers local-scale parameter uncertainty by using a macrodispersion term
to produce a capture probability plume. The results from this study indicate that different models can calibrate
acceptably well to the same data and produce very similar distributions of hydraulic head, but can produce dif-
ferent capture zones. The stream capture zone is found to be highly sensitive to the particle tracking algorithm.
It was also found that particle tracking by itself, if applied to complex systems such as the Alder Creekwatershed,
would require considerable subjective judgement in the delineation of stream capture zones. Reverse transport is
an alternative andmore reliable approach that provides probability intervals for the baseﬂow contribution areas,
taking uncertainty into account. The two approaches can be used together to enhance the conﬁdence in the ﬁnal
outcome.
© 2016 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY-NC-ND license
(http://creativecommons.org/licenses/by-nc-nd/4.0/).1. Introduction
An environmentally sustainable stream depends on groundwater
discharge for maintaining the steady baseﬂow and temperature needed
to support a healthy aquatic ecosystem. Winter et al. (1998) illustrates
the basic relationships for a typical multi-aquifer groundwater ﬂow sys-
tem containing a hierarchy of scales from local to regional, where the
cycle from precipitation to discharge might range from days to
millennia (Fig. 1). Water is lost by evapotranspiration and by discharge
to wells and surface water.ience, Hölderlinstr. 12, 72074
, michael.e.frind@gmail.com
@gmail.com (J.P. Jones),
erloo.ca (D.L. Rudolph),
k@iws.uni-stuttgart.de
. This is an open access article underPrevention of actual or potential threats to the quality and quantity
of streambaseﬂow is critical to ensuring the environmental sustainabil-
ity of streams. A major threat is land development for industrial, com-
mercial, or residential purposes. Impervious surfaces such as roads,
parking lots and roofs can impact groundwater recharge, promote
storm runoff, and reduce aquifer storage. Development can also intro-
duce contaminants such as road salt and increase the risk of chemical
spills from point sources such as gas stations.
In order to manage these threats and ﬁnd a balance between devel-
opment and the protection ofwater resources, it is necessary to identify,
with some conﬁdence, the areas that contribute baseﬂow to sensitive
streams or stream reaches. Appropriate protective measures can then
be taken, and the potential economic cost can be assessed. The only
practical approach to the delineation of these areas is through the use
of simulation models.
Since an independent validation ofmodel predictions is rarely possi-
ble, a critical issue is predictive uncertainty. This study focuses on one
important source of uncertainty, namely the numerical uncertaintythe CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
Fig. 1. Groundwater ﬂow system: Well capture zone and stream capture zone are
highlighted in orange.
(Source: adapted fromWinter et al. (1998)).
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possible ways to control them, are brieﬂy discussed in Section 7. Uncer-
tainties due to alternative conceptual models in the context of wellhead
protection are discussed by Sousa et al. (2013), as well as other authors.
In this paper we show that: (1) methodologies developed for well
capture zone delineation can be applied to gaining stream reaches, (2)
given the samemodel conceptualization, different groundwatermodels
can produce different delineation results, and (3) results from different
delineationmethods can be combined to enhance the credibility of cap-
ture zone delineations.
A short version of this paper showing preliminary results has been
presented at the GeoHydro conference in 2011 (Chow et al., 2011).
Two models and an alternative delineation method have been added
to this comparison. In addition, themodels have been adjusted to isolate
factors that cause differences in capture zone delineation.
2. The stream capture zone concept
In principle, the area that provides water to a stream encompasses
the watershed or catchment area. However, it may not be practical to
protect an entire watershed. The alternative is to identify the portion
of the watershed that contributes baseﬂow for a speciﬁc reach of an en-
vironmentally sensitive stream. Veale et al. (2014) demonstrated this
approach by means of a limited particle tracking analysis.
Conceptually, an area contributing to a stream reach should obey the
same principles that govern a well capture zone. Fig. 1 shows the simi-
larities between well and stream capture zones. On this basis, much of
the well-established methodology for delineating capture zones for
drinking water wells should apply to streams. In the following sections,
we will use the term “stream capture zone” to mean “baseﬂow contri-
bution area for streams”. Section 2.1 describes the conceptual differ-
ences between well and stream capture zones, followed by Section 2.2
which describes the expected uncertainties associated with delineating
a stream capture zone.
2.1. Differences between well and stream capture zones
There are several critical conceptual differences between delineating
a stream capture zone as opposed to a well capture zone. Three funda-
mental differences are:
1. The Nature of the Gradients. Natural gradients near a streamwill gen-
erally be much smaller than gradients induced by pumping at a well
and therefore will be subject to greater relative numerical errors
(Chow et al., 2011). In this study, the near-subsurface has been ﬁnely
discretized vertically in order to reduce the numerical errors from
natural gradients (Section 4.1).
2. The Nature of the Source/Sink Function. A well is a ﬁxed-rate point
source/sink, while a stream is a line source/sink variably distributedover the length of the stream. Where and how much groundwater
a stream is gaining is generally not known. This study uses a fully in-
tegrated state-of-the-art surface water-groundwater model to ob-
tain the spatial distribution and rates of groundwater exchange at
streams (Section 4.2).
3. The Signiﬁcance of Transient Flow. Stream discharge is more variable
in time than water pumped from a well. For a water supply well,
the pumping rate is generally constant for longer periods. Converse-
ly, ﬂow for a stream is strongly inﬂuenced by precipitation events
and seasonal conditions. The purpose of a capture zone is to desig-
nate an area where the planned land use will provide a certain mea-
sure of protection. This area cannot change over the seasons or from
year to year. Transients can play a role in the delineation, but in the
end, the delineated area must be ﬁxed. Accordingly, this study as-
sumes a steady-state ﬂow system and that transient effects originat-
ing at the ground surface generally dampen out over a long period of
time. The issue of transience is discussed further in Section 7.
2.2. Structural and numerical uncertainties
Present standard practice in wellhead protection is to calibrate a
model to available data and then to use the calibratedmodel predictive-
ly for capture zone delineation. This procedure neglects structural and
numerical uncertainty due to model-related differences such as the
discretization scheme and the computational algorithm.
Pinder and Frind (1972) have shown that, with increased grid re-
ﬁnement, both ﬁnite element and ﬁnite difference model types con-
verge to the same answer. However, run times increase with the
discretization, and in practice, the time available for model runs is
often limited. Therefore, groundwater models are often not optimally
discretized. Discretization aspects speciﬁc to this study are discussed
in Section 4.1.
The computational method used for the capture zone delineation
can also have a major effect on the delineation. Section 5 compares
two well-known methods, particle tracking and reverse transport.
Section 6 extends the comparison to different particle tracking algo-
rithms and shows how it can be combined with reverse transport.
In this study, four well-known model codes are used to delineate
capture zones for two gaining stream reaches in the Alder Creek water-
shed in southern Ontario.
3. Model codes considered and comparison approach
The following four models were chosen for this study:
HydroGeoSphere (HGS): This advanced control-volume ﬁnite ele-
ment model (Aquanty Inc., 2013) integrates saturated/unsaturated
groundwater ﬂow (modiﬁed Richards' equation; Richards, 1931) with
surface water ﬂow (Diffusion-wave equation). As such, it is well suited
for the stream capture zone study because it can generate its ownwater
courses. It currently does not have a particle tracking routine, but is
compatible with WATRAC (Frind and Molson, 2004) for particle track-
ing and with the Waterloo Transport Code (WTC) (Molson and Frind,
2004) for reverse transport.
WATFLOW: The well-proven ﬁnite element ﬂow model WATFLOW
(Molson et al., 2002) has been used extensively in previous studies of
the Waterloo Moraine (Martin and Frind, 1998; Frind et al., 2014).
WATFLOW has an integrated automatic calibration algorithm (Beckers
and Frind, 2001), a particle tracking code, WATRAC (Frind and
Molson, 2004), and a transport code, WTC (Molson and Frind, 2004).
WATRAC is based on the Pollock Method (Pollock, 1988), adapted for
triangular prismatic elements.
MODFLOW 2000 (VERSION 1.19.01): The ﬁnite difference model
MODFLOW (McDonald and Harbaugh, 1988) is the most widely used
groundwater code worldwide. It is linked to the particle tracking code
MODPATH(Pollock, 1988). The original FORTRANversion is freely avail-
able through the U.S. Geological Survey, and several graphical user
Fig. 3.Waterloo Moraine model with Alder Creek watershed. Region of Waterloo well
ﬁelds (red dots) shown.
(Source: adapted from Frind et al. (2002)).
13R. Chow et al. / Journal of Contaminant Hydrology 195 (2016) 11–22interface (GUI) versions are commercially available. This study uses Vi-
sualMODFLOW (Waterloo Hydrogeologic, 2015) as the GUI for ground-
water ﬂow modelling and PEST (Doherty, 2005) for calibration.
FEFLOW 7.0: This commercially available ﬁnite element ﬂow and
transport code is used widely for both industry and academic purposes.
FEFLOWhas a sophisticated GUI and its own particle tracking algorithm,
which is based on the 4th Order Runge-Kutta Method (Diersch, 2013).
The key difference between that method and the Pollock Method is
that the former smooths out particle tracks across an interface between
different materials, while the latter has particles change direction at
such interfaces, as required by theory (Bear, 1972). As a result, 4th
Order Runge-Kutta particlesmay deviate fromPollock particles atmate-
rial interfaces. The differences in particle tracking results depend on the
degree of heterogeneity and discretization. The transport code also of-
fers the user the choice between the conventional transport formulation
and the Lichtner formulation (Lichtner et al., 2002). The latter makes a
difference if the system contains signiﬁcant areas with predominantly
vertical velocities (Frind et al., 2015).
An overview of themodel and methods comparison is shown in Fig.
2 and described in four steps:
1. Develop a fully integrated surfacewater – groundwatermodel (HGS)
to identify losing and gaining stream reaches (Section 4.2).
2. Select saturated groundwater models, apply hydraulic properties,
boundary conditions and exchange ﬂux (Section 4.3).
3. If necessary, recalibrate the selected groundwater models using an
optimization algorithm (Section 4.3).
4. Delineate stream capture zones with each model (Section 5).
4. The Alder Creek watershed
The study area is the Alder Creek watershed, which is part of the
Grand River watershed in southern Ontario (Fig. 3). The watershed has
a humid continental climate, with annual precipitation ranging from
780 to 1000mm/year. It covers approximately 79 km2 and contains agri-
cultural, urban, forested, and grassland regions (Jones et al., 2009).
The Alder Creek watershed is an important water source for the Re-
gion of Waterloo (population 550,000). The region obtains 80% of its
water supply from groundwater sources, with approximately 30% of
that coming from the Mannheim well ﬁeld which straddles the AlderFig. 2. Approach to mCreek watershed. Due to its close proximity to the twin cities of Kitche-
ner andWaterloo, the Alder Creekwatershed is exposed to considerable
development pressure. Understanding the areas that contribute to
stream baseﬂow can help protect the aquatic ecosystems in the
watershed.
Fig. 3 shows thewell ﬁelds (red dots) operated by the Region ofWa-
terloo throughout the Waterloo Moraine area. The Alder Creek water-
shed itself contains 10 pumping wells and 28 observation wells. The
average water table elevation from 1991 to 2000 was mapped by
CH2MHILL and S.S. Papadopulos and Associates Inc. (2003). The
groundwaterﬂowdirectionwas interpreted to be generally fromnorth-
west to southeast within the northern part of the Alder Creek water-
shed, following the regional gradient. There is also a distinct pattern of
convergence towards the creek at the southern tip of the watershed.
4.1. Waterloo Moraine and Alder Creek models: conceptualization and
discretization
The original 3DWaterlooMoraine groundwater ﬂowmodel (Martin
and Frind, 1998) was developed from an extensive hydrostratigraphicodel comparison.
14 R. Chow et al. / Journal of Contaminant Hydrology 195 (2016) 11–22database maintained by the Ontario Ministry of the Environment. Jones
et al. (2009) developed the HGS Alder Creek model as a sub-model of
the Waterloo Moraine model to study unsaturated ﬂow and solute
transport, which required a high-resolution discretization of the vadose
zone. Jones et al. (2009) divided the domain vertically into 87 elemental
layers (Fig. 4a), with the ﬁrst meter below ground surface discretized
with ten 10 cm layers, the next 19 m with ﬁfty-seven 33 cm layers
and the ﬁnal 20 m to bedrock with 20 evenly distributed layers. The
present study continues using the ﬁne grid discretization for HGS in
order to provide a high degree of accuracy in the calculation of the ex-
change ﬂux (Section 4.2). The same discretization was used for the
other two ﬁnite element models, WATFLOW and FEFLOW. Because of
this ﬁne discretization, inclusion of river bed conductance as a separate
parameter was not considered necessary.
For the Alder Creek MODFLOW model, which cannot easily handle
vadose zone ﬂow, a ﬁnite difference discretization schemewith a coars-
er lateral and vertical discretization (Fig. 4b), consistent with industry
standards was used. The vertical discretization is one model layer per
hydrostratigraphic layer and the lateral reﬁnement is localized around
the municipal supply wells. This is to avoid long simulation run times
and convergence issues due to the rewetting of dry cells. The newest
version of MODFLOW, MODFLOW USG (Panday et al., 2015), handles
unstructured grids; however, it is not used here because it has yet to
gain popular acceptance as the industry standard version of MODFLOW
and is missing key post-processing functions such as particle tracking.
For the present study, a no-ﬂow boundary condition around the
model periphery is used to represent a groundwater ﬂow divide basedFig. 4.Model discretization schemes: (a)on the topographic highs. In the bottom-most model layer, the no-
ﬂow boundary is replaced by a constant-head boundary condition to
allow for lateral ﬂow representing regional ﬂow towards the Grand
River. Head values for this boundary were obtained from the Waterloo
Moraine model (Martin and Frind, 1998). An exchange ﬂux, discussed
in the following section, is assigned to the top surface of the model.
Fig. 5 shows a conceptual cross section of the boundary conditions.
4.2. The exchange ﬂux: identifying gaining stream reaches
Capture zone delineation can only be performed on groundwater
sinks. A gaining stream is conceptualized as a groundwater sink on the
top surface of the model. Therefore, in order to delineate a stream cap-
ture zone, we must identify the spatial distribution of groundwater
passing through the model top surface. In this study, we use HGS to
identify this spatial distribution.
A uniform net rainfall rate of 200 mm/year was applied to the sur-
face of the initially saturated HGS Alder Creek model and run until
steady-state ﬂow conditionswere achieved. Jones et al. (2009) calibrat-
ed the hydraulic conductivity of the model manually, with the results
summarized in Section 4.3.
HGS calculates the distribution of water inﬁltrating and exﬁltrating
across the land surface (termed exchange ﬂux), without the need to ex-
plicitly specify the surfacewater boundary condition. The exchange ﬂux
distribution over the Alder Creek watershed is shown in Fig. 6. Ground-
water recharge is depicted by the warm colours (positive numbers)
with most of the model domain having a positive exchange ﬂuxﬁnite element, (b) ﬁnite difference.
Fig. 5. Alder Creek watershed conceptual cross-section of boundary conditions.
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ours (negative numbers). The exchange ﬂux along the stream channels
depicts areas of gaining and losing streams at steady-state; this can be
conceptualized as the long-term average baseﬂow of the stream.
There is a broad accumulation of net discharge around the outlet of
stream channel in the south region. Groundwater lost to evapotranspi-
ration is not explicitly accounted for since a net rainfall value was ap-
plied to the model.
Fig. 6 also shows two gaining stream reaches, Stream Reach 1 and 2,
that were chosen for capture zone delineation. Both are located in the
center of the model domain approximately 7.4 km upstream from the
discharge outlet, within a well-calibrated area of the watershed
(discussed in Section 4.3), and are situated sufﬁciently far from the
model boundaries to avoid boundary effects.
4.3. Model calibration and hydraulic head distribution
The hydraulic properties, boundary conditions and exchange ﬂux
from the manually calibrated HGS model were applied to the
WATFLOW, MODFLOW, and FEFLOWmodels. These models were then
used to solve for steady-state saturated groundwater ﬂow. The unsatu-
rated zone was not represented in these three models because theFig. 6. Exchangeﬂuxdistribution, showing groundwater recharge, gaining stream reaches,
and Stream Reach 1 and 2. Negative exchange ﬂux (cool colours) is groundwater
discharge, positive exchange ﬂux (warm colours) is groundwater recharge. Border
outlining inset for Figs. 10 and 11.overall shape of the steady-state stream capture zone was found to be
insensitive to the unsaturated zone. This was tested by comparing the
results with a simpliﬁed representation of the unsaturated zone in
WATFLOW. Furthermore, in this hydrogeologic setting, ﬂow through
the unsaturated zone is driven by gravity and ismainly in the vertical di-
rection. Thus the inclusion of unsaturated ﬂow, while potentially affect-
ing travel time, would have no impact on the overall shape of the
steady-state capture zones.
Three head observationswere discarded from the calibration dataset
because of their close proximity to municipal supply wells and model
limits, hence only 25 of 28 of the observed head measurements were
used in the calibration process. HGS is computationally demanding
and required approximately 18 h to reach a steady-state solution,
while WATFLOW, MODFLOW, and FEFLOW could reach a steady-state
solution within 1.6 min, 18 s, and 17 s, respectively. The difference in
run times played a key role in model calibration.
It is common practice to use an automated calibration routine to
reach an optimum solution based on an objective function. WATFLOW
andMODFLOWwere recalibrated using their respective automated cal-
ibration routines (Beckers and Frind, 2001; Doherty, 2005). The recali-
bration found one optimum hydraulic conductivity multiplier per
hydrostratigraphic layer (within an order ofmagnitude of the initial cal-
ibrated value). The calibrated WATFLOW hydraulic conductivity ﬁeld
was applied to FEFLOW, producing identical calibration results because
the same discretization scheme and grid applies in both models. HGS
was not recalibrated by automatic means because of its long run
times; instead, the original hydraulic conductivity ﬁeld was used to
avoid affecting the exchange ﬂux,whichwould have required further it-
erative calibration steps.
Fig. 7 shows the observed to simulated heads and calibration statis-
tics for HGS, WATFLOW/FEFLOW, andMODFLOW. All models produced
acceptable calibration results when comparing observed to simulated
heads, with normalized root mean square errors below 9% and correla-
tion coefﬁcients N97.5%. Most importantly, the heads for all models
agree well in the central area (heads ranging between 330 and
340 m) where Stream Reaches 1 and 2 are located.
Fig. 8 shows the hydraulic head distribution for the main aquifer
(Aquifer 1) for all models. Very similar hydraulic head distributions
are produced by all four models, with high hydraulic head levels (ap-
proximately 360–370 m) at the northwest edge of the model domain
and lowhydraulic head levels (approximately 300–310m) at the south-
east edge. Groundwater ﬂow is generally from northwest to southeast,
which agrees with interpretations by CH2MHILL and S.S. Papadopulos
and Associates Inc. (2003).
5. Stream capture zone delineation methods
5.1. Particle tracking
The usual approach to particle tracking is to place a number of parti-
cles at the well and to track the advective travel path of the particles in
the reverse (i.e. upgradient) direction. In this study, the well has been
replaced by a gaining stream reach. 150 and 200 particles were placed
within the vertical mid-point of the upper-most model layer for Stream
Reach 1 and 2, respectively. Increasing the number of particles across
the stream reaches gave essentially the same results, providing assur-
ance that most preferred ﬂow paths had been identiﬁed.
An alternative approach is to apply both forward and reverse particle
trackingwhere the forward particles are placed at or near expected exit
points. This often helps to identify areas that reverse particles may have
missed. In this study, forward particle tracking was not used because
particle exit points are highly dispersed over large areas (see Figs. 10
and 11), making this option impractical.
Particle tracks can be sensitive to the particle starting position. Due
to the inherent grid differences, starting positions for ﬁnite difference
and ﬁnite element grids cannot be exactly the same, so care was taken
Fig. 7. Calibration results for HGS, WATFLOW/FEFLOW, and MODFLOW.
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for the ﬁnite difference model (MODFLOW) and the ﬁnite element
models (HGS, WATFLOW, and FEFLOW). The particles were tracked
backwards by advection until they reached the ground surface or no
longer advanced, which occurred at approximately 300 years for all
models.
In order to focus on model-related differences, particle tracking was
performedon only one calibrated realization of the hydraulic conductiv-
ity ﬁeld for each model, thus neglecting parameter uncertainty. Section
5.2 below describes an alternative methodology that can be used for a
more complete analysis including local-scale parameter uncertainty.
5.2. Reverse transport
Reverse transport uses the advective-dispersive transport equation
and is conceptually equivalent to applying the reverse particle tracking
method with multiple realizations of the hydraulic conductivity ﬁeld
(Neupauer and Wilson, 2001; Frind et al., 2002; Frind et al., 2006). The
macrodispersion term in the advective-dispersion equation can be con-
ceptualized as a term that represents local-scale parameter uncertainty
in hydraulic conductivity (Gelhar and Axness, 1983). The transport pa-
rameters were those used previously by Frind et al. (2002), with an ef-
fective molecular diffusion coefﬁcient of 10−10 m2/s, and dispersivities
of 20 m, 5 m, and 0.02 m, for longitudinal, transverse horizontal, and
transverse vertical dispersion, respectively. These values are within
the range of dispersivities given by Gelhar et al. (1992) and
Engesgaard et al. (1996) for a model of this scale. These parameterFig. 8. Simulated hydraulic heads in main aquifer: (a)values are equally valid for the forward and reverse forms of the trans-
port equation.
The reverse transport capture zone is expressed in terms of capture
probability, P. The equation is solved with a Type 1 (speciﬁed capture
probability) of P = 1 at the stream and P= 0 at distant points, produc-
ing a capture probability plume (CPP) with values ranging between
0 ≤ P ≤ 1. Reverse transport was run until a backwards time of
300 years was reached to obtain a capture probability at equilibrium.
CPPs were generated with the HGS and FEFLOW steady-state ﬂow
ﬁeld for Stream Reach 1 and 2. These CPPs were then compared to
their corresponding reverse particle tracks. The validity and the advan-
tages of the reverse transport method have been discussed by Sousa et
al. (2013).
6. Results and discussion
6.1. Models comparison: HGS, WATFLOW, MODFLOW, and FEFLOW
Fig. 10 shows the reverse particle tracks obtained for StreamReach 1
for all four models. An examination of these particle tracks reveals that,
for all models, the particles ﬁrst descend to the bottom aquifer, and then
turn in the upgradient (northwest) direction.
The particles tracks fromHGS andWATFLOW are very similar in dis-
tance and direction, both tending west, with those from HGS being
shortest. The small difference can be attributed to the differences in hy-
draulic conductivity distribution resulting from recalibrating
WATFLOW. The MODFLOW particle tracks tend to deviate farther toHGS, (b) WATFLOW, (c) MODFLOW, (d) FEFLOW.
Fig. 9. Initial particle placement for Stream Reach 1.
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to the different discretization scheme. The FEFLOWparticle tracks show
larger differences, bifurcating into two directions, one towards the
northwest along the boundary and the other towards the south,
also reaching the model limits. This difference is mainly attributed to
the difference in the particle tracking algorithm (4th Order Runge-
Kutta Method for FEFLOW vs. Pollock Method for HGS/WATFLOW/
MODFLOW).
Fig. 11 shows the particle tracks for Stream Reach 2. For all models,
particles once again descend to the bottom aquifer before moving
upgradient (west-northwest). Particles fromHGS andWATFLOW travelFig. 10. Particle tracks for Stream Reach 1: (a) HGSa short distance to the west, while the particles from MODFLOW and
FEFLOW travel a greater distance and are directed more towards the
northwest. Again, the major causes of the differences in the particle
tracks between models are the discretization scheme (for MODFLOW)
and the particle tracking algorithm (for FEFLOW). A negligible two out
of the 200 particles applied in MODFLOW deviate from the bulk of the
particles and travel a considerable distance along the model northwest
boundary; these two particles can be ignored.
For a more quantitative assessment of the particle tracks, we can
compare the envelopes drawn around the respective particle bundles
with the different models. The comparison will account for differences, (b) WATFLOW, (c) MODFLOW, (d) FEFLOW.
Fig. 11. Particle tracks for Stream Reach 2: (a) HGS, (b) WATFLOW, (c) MODFLOW, (d) FEFLOW.
18 R. Chow et al. / Journal of Contaminant Hydrology 195 (2016) 11–22in the model and the particle tracking algorithm, but it will not account
for parameter uncertainty. Drawing the envelope itself involves some
subjectivity because of the gaps in the particle tracks; these gaps are
mainly due to the bias imparted on the particles due to their starting po-
sition in the grid. These gaps will disappear when either the Reverse
Transport Method (see Section 5.2) or the Monte Carlo approach
(Enzenhoefer et al., 2014; Meyer et al., 2014) is used.
The HGS model can be considered as the most rigorous model
among those selected, so we select the HGS solution as the benchmark
solution for this comparison. However, this selection does not necessar-
ily imply correctness.
Superimposing the capture zones delineated by the other models
over the benchmark HGS capture zone, the mismatch between the cap-
ture zones can be viewed as deviations relative to theHGS capture zone.Fig. 12. Example of key areas when comparing WATFLOW to HGS capture zone for Stream Re
benchmarked to HGS.Fig. 12 gives an example for the case of theWATFLOW-HGS comparison.
Three different deviations are identiﬁed:
1. Deviation Type 1 (highlighted in red): The area captured by the other
model but not captured by HGS. This area can be viewed as an area
that is mislabeled as being part of the capture zone when compared
with HGS.
2. Deviation Type 2 (highlighted in yellow): The area captured by HGS
but not captured by the other model. This area can be viewed as an
area that should have been part of the capture zone generated by
the other model when compared with HGS.
3. Overlap (highlighted in green): The area captured by the HGS parti-
cle tracks and the area of the othermodel. This area can be viewed as
an area of model agreement.ach 1: (a) HGS and WATFLOW particles superimposed for Stream Reach 1, (b) Deviations
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the selected models (Fig. 13). Analysis of the bar graph for Stream
Reach 1 (Fig. 13a) reveals that the WATFLOW deviations are much
less than the deviations from the other models, suggesting that the
manually calibrated HGS model and the automatically calibrated
WATFLOWmodel are very similar. FEFLOW deviations are the greatest,
with FEFLOW Deviation Type 1 being far greater than the deviations
from the other models. MODFLOW's deviations fall between those of
WATFLOW and FEFLOW. The causes for the deviations are as follows:
• WATFLOW: Differences in the hydraulic conductivity distribution due
to the WATFLOW automatic calibration routine (Beckers and Frind,
2001).
• MODFLOW: Different discretization (ﬁnite difference, coarser and
rectangular grid).
• FEFLOW: Hydraulic conductivity from WATFLOW recalibration and
different particle tracking algorithm (4th Order Runge-Kutta Method
as opposed to Pollock or Pollock-equivalent for other models)
Repeating the same analysis for Stream Reach 2 (Fig. 13b), we can
see that a similar pattern emerges. HGS and WATFLOW produce the
smallest capture zones. In this case, the WATFLOW capture zone is
much smaller than the HGS capture zone, leading to a much larger De-
viation Type 2. FEFLOWagain has the greatest Deviation Type 1, extend-
ing much further northwest than the HGS capture zone. MODFLOW
again has deviations that fall somewhere in between that of WATFLOW
and FEFLOW. This comparison demonstrates that capture zone delinea-
tion can be extremely sensitive to the post-processing particle tracking
algorithm, even more so than the model discretization scheme. (Note
that the terminology used here should not be interpreted as meaning
correctness or lack thereof.)
The last bar on Fig. 13, labeled “AllModels” shows the total key areas
from combining the capture zones from WATFLOW, MODFLOW, and
FEFLOW. Compared to the HGS capture area, the total model-related
uncertainty can vary approximately 2 to 5 times in size in the form of
a Deviation Type 1. This supports the ﬁndings of previous researchers
that capture zone extent and direction is sensitive to small differences
or errors in the hydraulic head due to different conceptualizations or pa-
rameter changes (Franke et al., 1998). Model calibration by itself only
shows that a model ﬁts the data; it does not allow any conclusion as
to which is the “best”model.Fig. 13. Summary of reverse particle track capture zones deviations:6.2. Methods comparison: reverse particle tracking and reverse transport
Fig. 14 shows the resulting CPPs obtained for Stream Reach 1 and 2
with the steady-state HGS ﬂow ﬁeld. The 0.5 probability contour is
highlighted; this contour has been recommended by Molson and
Frind (2012) as a preferred choice for capture zone delineation. The par-
ticle tracks are superimposed over the CPP to compare the delineation
methods.
In Fig. 14a the area outlined by the 0.5 probability contour is approx-
imately 0.67 km2. The predominant area contributing baseﬂow to
Stream Reach 1 extends to the east and west of the stream. There is a
probability of 0.01 that the area extending approximately 2.5 km west
also contributes to the base ﬂow.
In Fig. 14b the area outlined by the 0.5 probability contour is approx-
imately 0.65 km2. The area contributing baseﬂow to Stream Reach 2 ex-
tendsmainly to the north and south of the stream. There is a probability
of 0.1 that a contribution to baseﬂow also comes from the area extend-
ing approximately 2.0 km west-northwest. The 0.01 contour reaches
the limits of the model domain, but this minor boundary effect has no
impact on the core capture zone P ≥ 0.5.
For Stream Reach 1 (Fig. 14a), the CPP corresponds well with the
superimposed particle tracks. The agreement between the CPP and par-
ticle tracks is excellent, with 80% of the particles terminating within the
0.5 contour. For StreamReach 2 (Fig. 14b), the agreement is even better
with 98% of the particles terminating within the 0.5 contour. This sug-
gests that baseﬂow for this stream reach comes predominantly from
local recharge within the area of the 0.5 contour. This reinforces the
choice of the 0.5 contour as a reasonable capture zone for the current
study.
One important note is that only a small percentage of the total par-
ticles released travel beyond the 0.5 contour, these few stray particles
travel within the low CPP contour range (0.01 to 0.1). Although these
stray particles follow low probability travel paths, they can have a sig-
niﬁcant impact on the particle envelope and hence on the interpreted
capture zone delineated by reverse particle tracking, as shown above.
Superposition of the particle tracks on the CPP allows insight into the
signiﬁcance of outlying particles.
Fig. 15 shows the resulting CPPs obtained for StreamReaches 1 and 2
with the steady-state FEFLOW ﬂow ﬁeld, also with the 0.5 contour
highlighted. Comparison between the HGS and FEFLOW CPP for Stream
Reach 1 (Figs. 14a and 15a) shows that, except for the southern arm of
the FEFLOW CPP, the two CPPs are similar. Comparing the HGS and(a) Stream Reach 1 Deviations, (b) Stream Reach 2 Deviations.
Fig. 14. HGS CPP with 0.5 contour highlighted and particle tracks superimposed (Fig. 12 Inset): (a) Stream Reach 1, (b) Stream Reach 2.
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agreement between the twoCPPs is not quite as good, but both are plau-
sible. In any case, the CPPs of both models could bemerged by selecting
themaximumvalue at each (x, y) point frombothplumes, following the
procedure developed by Sousa et al. (2010, 2013).
However, Fig. 15 also shows that the FEFLOW particle tracks do not
agree well with their corresponding CPPs, with the bulk of the FEFLOW
particle tracks extending a considerable distance beyond the 0.5 con-
tour. This can be expected due to the particle tracking scheme used by
FEFLOW. This method, known as the 4th Order Runge-Kutta method,
aims to generate smooth particle pathlines, which is an advantage in
solving the Navier-Stokes equation with inertia terms. However, for
groundwater ﬂow in heterogeneous media, it cannot accurately repre-
sent the change in the ﬂow direction at internal material interfaces in
proportion with the permeability ratio (Bear, 1972), unless a very ﬁne
discretization is used.With the discretization used in this study, the par-
ticle tracks are smoothed and stretched out across natural discontinu-
ities, leading to a mismatch between the FEFLOW particle tracks and
the corresponding CPP.
Since neither capture zone delineation approach—reverse particle
tracking or reverse transport—can be independently veriﬁed, having
two approaches producing compatible results supports the credibility
of these approaches. It is important to note that for heterogeneousFig. 15. FEFLOW CPP with 0.5 contour highlighted and particle tracks supsystems, the agreement between the two methods occurs only when
particle tracking is based on the Pollock method.7. Future steps
The above results show that relying solely on single-run particle
tracking for capture zone delineation for complex systems is not recom-
mended. Instead, particle tracking should always be used within the
framework of a Monte Carlo procedure (Enzenhoefer et al., 2014;
Meyer et al., 2014). The Monte Carlo approach could be extended
through methods such as Bayesian model averaging to account for the
between-model differences encountered in this current study.
In addition, combining Monte Carlo methods (Enzenhoefer et al.,
2014) with scenario analysis (Sousa et al., 2013) and applying reverse
transport on the resultant ﬂow ﬁelds could address both parameter
and conceptual uncertainties. In this case, ﬁltering for model realiza-
tions would be necessary, only using realizations that provide an ac-
ceptable calibration (Beven and Binley, 1992; Kavetski et al., 2002).
The ensemble of capture zones for each model could then be merged
(Sousa et al., 2013) or averaged (Ye et al., 2010). Comparing the resul-
tant capture zones and their sensitivity to different types of uncertainty
would be of interest in informing hydro(geo)logic modelling methods.erimposed (Fig. 12 Inset): (a) Stream Reach 1, (b) Stream Reach 2.
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and temporal scaling in the forms of regional ﬂow and transients on
the stream capture zone. Veale et al. (2014) have shown that the source
of baseﬂow can be regional for larger surfacewater courses, such as riv-
ers. The limits of the current study could be expanded to include the en-
tire Waterloo Moraine in order to investigate impacts of regional
baseﬂow on larger surface water courses. Seasonal transients are less
important in the context of well capture zones; however, they could
be important in the context of stream capture zones. Year-to-year vari-
ations may also be considered. This would require ﬂow, particle track-
ing, and reverse transport to be fully integrated in one model. At the
end, a steady capture zone could be delineated on the basis of a tran-
sient analysis using the precautionary principle as outlined by Sousa et
al. (2010, 2013).
In addition to particle tracking and reverse transport, groundwater
age simulation as proposed by Molson and Frind (2012) could be ap-
plied to the delineation of the stream capture zones. In this approach,
a conceptual “age” mass that ages at a rate of one day per day is
transported through the system. As the life expectancy of a particle of
water (i.e. the time remaining before capture) is zero at the well, in-
creasing with up-gradient distance from the well, the approach can be
used to generate a map of life expectancy for the water particles ap-
proaching a well (here the stream) under local-scale parameter uncer-
tainty. The result would be a map of groundwater time-of-travel zones
with respect to the stream, which would be immediately useful for
land-use planning aswell as the implementation of protectivemeasures
near the stream.8. Conclusions and recommendations
This study shows that areas contributing baseﬂow to streams can in
principle be delineated using wellhead protection methodology. How-
ever, the delineation can be affected by the choice of groundwater
model and the capture zone delineation method. This multi-model
study provides insight into some of the model-choice related uncer-
tainties that arise in the delineation of stream capture zones. Different
models can yield different results due to different parameterization,
discretization schemes, and particle tracking algorithms.
A critical component for delineating stream capture zones is the ex-
change ﬂux at ground surface, which can be obtained using integrated
surface water – groundwater models such as HGS. The model should
be ﬁnely discretized near the top boundary to reduce numerical errors
when calculating the exchange ﬂux. After obtaining the exchange ﬂux,
the same approaches that are used for the delineation of well capture
zones can be used for gaining streams. By exploring different ap-
proaches, the study provides a ﬁrst basis for developing protectivemea-
sures to maintain the quantity and quality of groundwater discharge to
sensitive streams.
The results show that one of the largest sources of deviation in cap-
ture zone delineation is the particle tracking algorithm, followed by the
discretization scheme and the parameter distribution. This means that
capture zone results for complex heterogeneous systems are highly sen-
sitive to the particle tracking algorithm.
The results also show that in general, for complex systems, the re-
verse transport approach can be less subjective than particle tracking.
Reverse transport can be combined with particle tracking used as a
screening tool. Agreement between particle tracking and reverse trans-
port results can be seen as reinforcing the validity of the baseﬂow con-
tribution area delineated. It is important to note that, for heterogeneous
systems, the agreement between the reverse transport and reverse par-
ticle tracking approaches only occurs when particle tracking is based on
the Pollockmethod, which takes the change in ﬂowdirection at internal
interfaces into account.
Three recommendations for delineating baseﬂow contribution areas
for streams can be drawn from the conclusions of this study:1. With ﬁner discretization of the near subsurface and a fully integrated
surface water – groundwater model, the same methods of capture
zone delineation methods for wells can be applied for gaining
streams.
2. For heterogeneous systemswith internalmaterial interfaces, the Pol-
lock method for particle tracking should be chosen over the 4th
Order Runge-Kutta method.
3. Capture zone delineation using particle tracking should be combined
with a Monte Carlo approach or reverse transport to address param-
eter uncertainty.
In practice, multi-model analysis may not always be practical. In
view of this limitation, it is important that practitioners be aware of
the uncertainties that can be expectedwhen relying on a single concep-
tual model or a single software package. Uncertainty in groundwater in-
vestigations remains a fact of life, and particularly so in capture zone
delineation.
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