The impact of incorporating recovery data on protozoan concentration estimates was investigated for Cryptosporidium and Giardia using a large dataset (n ¼ 99) of [oo]cyst assay results with paired recovery estimates. Stochastic [oo]cyst concentration was estimated using three approaches: I -no availability/consideration of recovery, II -limited recovery data, where sample recovery was considered as an independent random variable, and III -every [oo]cyst assay result was adjusted for a concurrently derived recovery estimate. Critically, Approach I underestimated [oo]cyst concentrations by about 100% compared to Approaches II and III, which were similar. The impact of dataset size on statistical uncertainty about the concentration estimate for Approach II was investigated; little improvement in parameter uncertainty was achieved beyond n ¼ 20. It is suggested that recovery data be incorporated into source water concentration estimates, especially when used to infer health risks to consumers, so as not to underestimate the risk. Where none is available, conservatively low recoveries should be assumed. When designing monitoring programmes, recovery data should be collected as a pair with
INTRODUCTION
The primary aim of the European Union commissioned
MicroRisk project was to investigate the use of Quantitative Microbial Risk Assessment (QMRA) techniques (Haas et al. 1999 ) as a tool to aid development of water system management strategies, particularly with a view toward providing water that meets health-based quality targets for a variety of waterborne pathogens. Eleven medium to largescale water supply systems from Europe and one from Australia, each with different source water and treatment method characteristics, provided case studies for the project. At the project's onset it was recognized that adequately estimating the prevalence of pathogens in a system's untreated source waters was central to performing viable organisms that were originally present in the water sample being analysed. The primary reported result of an assay for parasitic protozoa on a sample volume of water using USEPA Method 1623, i.e. the count of identified [oo] cysts in the sample, is therefore a reflection of the number of enumerable organisms, not the total number present in the sample. "Recovery" is the term used to refer to the portion of microorganisms identified by a particular enumeration method with respect to the number that were actually initially present in the water sample. For protozoan assays the associated method recovery may be evaluated by spiking a known number of fluorescently labeled [oo]cysts into a sample and counting the fraction identified by that enumeration method, as described by Francy et al. (2004) .
Recovery values evaluated as such have been shown to be quite variable and dependent on both water quality characteristics as well as the skill level of the practitioner (Kuhn & Oshima 2002) . Many have sought to quantify a dependence between more easily measured characteristics of the water sample and the expected recovery value. Some have identified a drop in expected recovery at very high turbidities (e.g. ,160 nephlometric turbidity units, NTU) (DiGiorgio et al. 2002; Kuhn & Oshima 2002; Feng et al. 2003; Francy et al. 2004 ). However, the findings of Feng et al. (2003) suggested that a moderate degree of turbidity (say, 5 NTU) actually enhanced recovery over less turbid waters. Nonetheless, DiGiorgio et al. (2002) noted that the nature of the turbidity and the background water/particles matrix is likely to be just as important as the absolute NTU measurement of the water sample.
There is currently no known general native surrogate available for estimating the recovery for Cryptosporidium and Giardia assays associated with a water sample. Further, recognising that recovery may vary in an unpredictable manner has led some groups to collecting recovery estimates with every environmental protozoan assay (e.g. Warnecke et al. 2003; Ferguson et al. 2004 ) and adjusting each reported raw count accordingly. Such an approach has not enjoyed widespread adoption. As part of the MicroRisk project's scope, data was collated from the twelve casestudy system source waters with a view to quantify the distribution of enteric protozoa. No new data collection schemes were applied: rather, standard protocols were utilized by local personnel for each system, so as to reflect the varying degrees and types of available information a QMRA practitioner may encounter and be expected to work with. Where "source water" was defined as the water body at the immediate point of intake to the water treatment plant, Table 1 documents the nature of the supplied recovery data related to protozoa assays conducted on source water samples for each system. Only two (of the 12) systems provided a recovery estimate associated with every assay performed. Some form of recovery data or information was provided for an additional seven case systems, of which only two had recovery data collected prior to the commencement of the MicroRisk project.
Further, how well recovery estimates related to environmental samples was often uncertain, since some recovery data was obtained in the laboratory using a variety of different sample types (e.g. a standard distilled water).
The mean recovery fraction estimates also varied markedly between systems (Table 1 ), suggesting that characteristics of the recovery estimates were unique to individual source water and laboratory locations. Effectively then, depending on the type of data available, three ways were considered to incorporate recoveries into the systemspecific estimate of source water [oo]cyst concentrations.
These three approaches were as follows:
Approach I: In the absence of any recovery data, the impact of recovery on the estimation of source water concentration was ignored. The raw counts from the enumeration method were assumed reflective of the number of [oo]cysts that were present in the sample.
Approach II: When some recovery data was available, but was unpaired with raw counts, [oo]cyst counts and method recovery were considered to be independent variables.
Approach III: When paired protozoan count and method recovery assay were provided, each count was individually adjusted. Intuitively, it is this third approach that would produce most representative concentration estimate as it best allows correlations between water sample characteristics and method recovery to be incorporated into the estimates.
Observed variability in a string of microbial water quality (and other environmental) data from a specific monitoring site is common and has typically been A related issue is that of uncertainty -which should also be assessed, reported and considered during the interpretation of QMRA outputs. As a general rule the level of uncertainty associated with statistical inferences made about a dataset is inversely proportional to the dataset size, and microbiological datasets are often "small" -as in Table 1 where recovery data sample sizes were 3 , n , 13 for five of the seven case sites. Hence, describing the full extent of the source water quality variability and associated uncertainty, especially in the peak or higher percentile concentration estimates, is crucial to assessing the full extent of the risk of consumer exposure to waterborne pathogens.
When using protozoa count data to provide a source water concentration input for a probabilistic QMRA, consistently failing to account for the analysis method recovery may underestimate the source water pathogen concentration and lead to an underestimation of the consumer health risk.
Stemming from the observed differences in the extents of recovery data available to complement environmental protozoa data for each MicroRisk water supply case system, the current work aimed primarily to explore the effect that it may have on the estimation of PDF parameters and other statistics used to describe variable source water Cryptosporidium and Giardia concentrations. This was undertaken illustratively using a paired protozoa count and assay method recovery dataset made available for study within the Micro-Risk project from the Australian case system. The data had been collected over many years as part of routine monitoring by water utility personnel of a river that flows into the associated surface drinking-water reservoir. The dataset was ideal for the work undertaken given that it was relatively large 
MATERIALS AND METHODS

Data
Analytical results from 99 assays of 10 L environmental water samples for both Cryptosporidium and Giardia
[oo]cysts collected over five years (2000 -2004 inclusive) were available for the study. All sample analyses were undertaken by the Australian Water Quality Centre's (AWQC's) Analytical Laboratory (Bolivar, South Australia).
Source water samples (10 L) were assessed for the presence of protozoa in water by flocculation concentration, immu- For the illustrative purposes of the current work, the dataset was assumed to be a totally random sample of the water quality conditions in the river over the sampling period.
Data analysis methods
General
Datasets for each protozoan were of the form {(c 1 , r 1 ), Statistical models were constructed to reflect the three ways with which to incorporate recovery information into protozoa concentration estimates as described in the introduction. Native and labeled [oo]cyst counts were discrete (rather than continuous) data, and therefore data analyses were based on counting statistic methods as described and applied by others for analyzing microbial count data (Pipes 
Approach I: No recovery data available
As presented by , when [oo]cysts are assumed to be randomly dispersed in the source water, then the number counted c i , in a sample volume v may be described by a Poisson distribution with parameter m (representing the mean concentration). The mean concentration (m) is, however, unlikely to be a constant value, and may be expected to vary. When that variability is described by a gamma distribution with scale and shape parameters l and r (i.e. m , gamma [l, r ]), then the result is a contagious distribution 1 , which can be arranged into the form of a negative binomial distribution, with the same parameters l and r. The likelihood function for this model, given all sample volumes were 10 L, is given in Equation (1): Approach II: Accounting for method recovery when unpaired with counts
When paired recovery counts were assumed to be unavailable, the effect of recovery on the source water concentration was evaluated by treating recovery as an independent variable. The mean source water concentration m p was calculated by adjusting the countable concentration m by the inverse of the true recovery fraction p:
It was again assumed that m , gamma [l, r ]: maximum likelihood estimatesl andr were derived from the previous likelihood function (Equation (1)) and MCMC-based uncertainty in parameter values were estimated as described above.
Recovery may be considered as a binomial process, where every [oo]cyst in a sample has a probability p of being (1)) and p ¼ beta ½â;b (from Equation (3)) into Equation (2) Approach III: Accounting for method recovery when paired with counts
Again the true mean [oo]cyst concentration was considered to be m p , and the recovery fraction to be p, then assuming random dispersion the number of organisms counted, c, in any water sample of volume v will be Poisson distributed with parameter ¼ m p pv. Assuming that m p , gamma [l p , r p ], then derived similarly to Equation (1), the likelihood function to estimate those parameters is Lðl * ; r * j{ðc 1 ; p 1 Þ; ðc 2 ; p 2 Þ; : 
Assessing recovery sample size impacts
For Cryptosporidium, the methods for assessing oocyst concentration variability and uncertainty from Approach II (i.e. assuming count/recovery data was unpaired and independent) were reapplied using smaller recovery datasets of n ¼ 50, 20, 10 and 3, respectively, noting that some of the recovery datasets supplied from MicroRisk case systems were as small as n ¼ 3. The smaller recovery datasets were artificially created by randomly sampling (with replacement) the required number of known seeded and recovered protozoa data pairs from the entire recovery dataset of n ¼ 99. For each smaller dataset size assessed the results of this analysis would be expected to vary, depending on which particular values were selected during the random sampling, and therefore provided an example of only one possible outcome. To evaluate the extent of that variation, the random sampling of recovery data and subsequent analyses were repeated five times per smaller sized dataset, except for n ¼ 3 which was repeated 15 times. As the emphasis was on the impacts of smaller recovery datasets only, all available protozoa count data was used on each reapplication so that it would remain a relatively representative sample of the protozoa counts from assays, and that any discrepancies in output results from the status quo (i.e. when using all recovery data) were attributable to differences in the nature of the available recovery information only.
RESULTS
General data properties
The mean recovery fraction for both assessed protozoa was 50%. For Cryptosporidium oocysts, the observed recovery ranged from 12 -81% and for Giardia cysts it was between 10 -96%. There were environmental [oo]cyst counts of . Figure 3 illustrates the impacts of using 3-50 methodrecovery data points in reducing the uncertainty in estimating the PDF for oocyst concentration. The smaller the recovery dataset the greater the associated uncertainty in the beta-distributed recovery variability and so concentration estimates. Table 3 documents the results of the analyses undertaken to assess recovery dataset size impacts on Cryptosporidium source water concentration estimates, whereby Approach II was employed using all available oocyst count data combined with an artificially generated smaller sized recovery dataset. Documented are the best estimates of the mean and 95th percentile of variability values, together with the upper bound 95% uncertainty limits of both those statistics, from each trial as indicated.
Recovery dataset size evaluation
Additionally, the change from the status quo estimates (i.e. those made when using all recovery data) is recorded as the decimal logarithm of the ratio f of the revised estimate from the smaller dataset to the status quo value.
The larger the recovery dataset size the more consistently close were the statistic estimates to those of the status quo. No jlog 10 (f)j values for any statistic were . 1 when the recovery dataset size was n ¼ 10, i.e. the estimates did not deviate more than one order of magnitude from the status quo estimates. Conversely, when the recovery data was size n ¼ 3, the new upper band of uncertainty statistic estimates were on average more than 10 times (and on occasion up to 100 times) greater than when using the full dataset. for Cryptosporidium and Giardia concentration based on native counts alone (no consideration of recovery) with 95% credible intervals (dotted lines) from MCMC analysis (mean concentration value, most likely upper 95% quantile and upper 95% credible limit of the upper quantile are indicated). Approach II: Maximum Likelihood Beta distribution for recovery with 95% credible intervals from MCMC analysis (inserts) and Maximum Likelihood Gamma PDF for Cryptosporidium and Giardia concentration with 95% credible intervals from MCMC analysis based on combination of Gamma PDF fitted to raw counts and Beta distributed recovery by Monte Carlo simulation. Approach III: Maximum Likelihood Gamma PDF for Cryptosporidium and Giardia concentrations based on paired native and spiked counts with 95% credible intervals (dotted lines) from MCMC analysis. though to lesser degrees, as the sample size was increased, and was near negligible for recovery data points with n ¼ 20.
DISCUSSION
The result of failing to account for recovery data when estimating protozoa concentrations was obvious from the outset. From the general Equation (2) it was apparent that as the fraction p ! 0, the estimate of the true mean concentration m p ! 1 regardless of the value of m estimated from the raw counts. Hence, the consequences of ignoring imperfect detection increase as the recovery worsens. For the datasets examined, the estimates of source water concentration were of the same order of magnitude when jlog 10 (f)j value is the log value of the ratio of the statistic indicated from the trial as compared to when all recovery data was used and reported in With emphasis on a dataset with a large number of assay results available to characterize the variability in oocysts counts (in this case n ¼ 99), a series of trials was conducted to assess recovery dataset size impacts on variability and uncertainty as compared to the status quo.
From the results (Table 3) it was apparent that the smaller the recovery dataset the less adequately the overall concentration was described. Even for datasets of n ¼ 3 though the best estimates of the mean and 95th variability percentile were quite similar to when n ¼ 99, consistently varying by less than an order of magnitude. For n ¼ 20 the differences were negligible. It was in the statistical uncertainties that the small dataset effects were most profound.
It was the assumption of beta-distributed recovery fractions that drove this outcome -as the PDF properties meant that the smaller the recovery dataset the less certain that the real value of E( p) was not approaching zero (Figure 3 ), leading to very high concentration estimates. For n ¼ 3 the upper mean and 95th percentile were up to 100 times greater than the status quo. For n ¼ 20 the average absolute deviations for the same statistics from the primary results using all recovery data were in the range of just 1.0-1.8 times. For n ¼ 50 the changes were negligible. In summary, based on the data analysed, a recovery dataset of size 20 , n , 50 would have generally been as informative as n ¼ 99 for both best estimates and uncertainties in statistics. Recovery datasets used in QMRA should then ideally be at least about of size n . 30 (which is coincidentally in agreement with traditional statistical theory texts that refer to dataset sizes n , 30 as "small") to reduce statistical uncertainty about concentration estimates to low practical levels.
The inclusion of quantified parameter variability and uncertainty into QMRA models is an established concept, and should be incorporated whereever possible by conducting either a two-dimensional (variability and uncertainty) risk assessment or via sensitivity analysis that especially examines impacts of uncertainties. From a risk management perspective, the high level of uncertainty in source water concentrations reported for when recovery datasets were size n , 10 could pose problems for decisionmaking, e.g. the high uncertainty bands would make it difficult to assuredly compare QMRA outputs to health targets. Where a QMRA result is presented that does not incorporate uncertainty about a QMRA model parameter and the assessment result comfortably meets some health target, the result should not necessarily provide one with real confidence that the water product was safe. Reconducting the QMRA with the incorporation of parameter uncertainty may see some aspect of the risk outputs exceed target values (particularly when datasets are small), resulting in a likely need to collect more (in this case recovery) data to verify that the system meets health requirements or otherwise. Given that estimates of the source water concentration mean had upper band uncertaintiy values up to 100 times greater (when the recovery dataset was n ¼ 3 as compared to 99) suggests a real problem for interpreting QMRA outputs with small recovery datasets.
CONCLUSIONS
For the purposes of undertaking a QMRA, system-specific recovery data should be collected and incorporated into the source water concentration estimates, so that risks are not underestimated. While others have recommended recovery estimates for every source water assay for quality assurance, this level of additional cost is not necessarily required for a satisfactory QMRA. That said, doing so would prove advantageous for the source water concentration estimation, as altering every sample eliminates the need to make any assumptions about the nature of the variability of the recovery data or its relationship with [oo]cyst count data. Where doing so is not logistically possible or desirable, adequate source water concentration estimates can be made from the unpaired modeling approach utilized here -specifically where recovery and count data can be assumed independent and when at least some 20-30 recovery data points (representative of the range of site conditions) are available. Particularly so when only fewer site-specific recovery data points are available for analysis, the statistical uncertainty about source water concentration estimates should be reported along with data variability statistics. Where no system-specific recovery data is available, it is recommended that the sensitivity of QMRA outputs to a range of conservative estimates about the mean value of the recovery fraction (say, for values from 0.01-0.1) be assessed rather than just ignoring the effects or applying data from another site. Doing so will provide an assessment of the impacts of method recovery on quantitative health risk assessments and ensure better informed decisions about the adequacy of the water supply system to supply safe water.
