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Abstract
We consider the embedding theory, the approach to gravity proposed by Regge and
Teitelboim, in which 4D space-time is treated as a surface in high-dimensional flat ambient
space. In its general form, which does not contain artificially imposed constraints, this
theory can be viewed as an extension of GR. In the present paper we study the canon-
ical description of the embedding theory in this general form. In this case, one of the
natural constraints cannot be written explicitly, in contrast to the case where additional
Einsteinian constraints are imposed. Nevertheless, it is possible to calculate all Poisson
brackets with this constraint. We prove that the algebra of four emerging constraints is
closed, i.e., all of them are first-class constraints. The explicit form of this algebra is also
obtained.
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1
1 Introduction
In 1975, T. Regge and C. Teitelboim suggested an approach to the description of the theory of
gravity [1], similar in formulation to the description of a relativistic string. They supposed that
our space-time is a four-dimensional surface in flat ten-dimensional space. The independent
variable describing gravity is not a metric gµν(x
γ), but the embedding function ya(xγ) of this
surface to the ambient space (here and henceforth µ, ν, . . . = 0, 1, 2, 3, a, b, . . . = 0, 1, . . . , 9).
The metric then becomes induced and expressed through the embedding function:
gµν = (∂µy
a)(∂νy
b)ηab (1)
(here ηab is the flat metric of the ambient space), therefore this approach to the description of
gravity is called the embedding theory.
The number of dimensions of the embedding space (the bulk) is chosen in accordance with
the Janet-Cartan-Friedman theorem [2], which states that an arbitrary pseudo-Riemannian
space of dimension n can be locally isometrically embedded into an arbitrary pseudo-Riemannian
space (including flat space) whose dimension is greater than or equal to N =
n(n + 1)
2
and
it contains a number of timelike and spacelike directions not less than there is in the embed-
ded space. It is convenient to assume that there is only one timelike direction in the bulk,
i.e., the bulk is ten-dimensional Minkowski space R1,9 (in this paper, we will use the signature
(+,−,−, . . . ,−)).
After formulation of the embedding theory in [1], this approach was discussed, in particular,
critically, in [3]. Later on, the idea of embedding into a flat space was repeatedly used in the
description of gravity [4–13], and in some cases this idea emerged independently. A fundamental
difference between the embedding theory from rather similar approach of brane theory [14] is
the lack of gravity in the bulk because it is postulated that it is flat. In the framework of the
embedding ideas, there were also attempts to associate quantum effects in the spacetime and
in the bulk [15–17] (see also references in [17]), for which purpose constructed were explicit
embeddings of physically interesting solutions of the Einstein equations, see, for example, [18–
21] and references in [21].
The description of gravity in the framework of the embedding theory may be more convenient
for building a quantum theory of gravity since in this approach, in a natural way, there emerges
flat space. Many of the problems that appear at attempts to quantize gravity in terms of the
metric (their presentation can be found, for example, in the review [22]) arise from the fact
that we are trying to apply the quantization procedure that has proven to be successful for field
theory in flat space, to the case where the dynamic variables are geometric characteristics of
this space, and it is these quantities that are subject to quantization. A brief discussion of the
ways of solution of some of the existing important problems in the approach of the embedding
theory are described in the introduction of the the recent paper [23].
As the action of gravity in the embedding theory one usually takes the standard Einstein-
Hilbert expression where the metric is regarded to be expressed in terms of the embedding
function ya(x), which plays the role of an independent variable, by (1). Inclusion of arbitrary
forms of matter is then implemented in the usual way, by adding the corresponding action of
matter,
S =
∫
d4x
√−g
(
− 1
2κ
R + Lm
)
, (2)
2
where κ is the Einstein gravitational constant, R is the scalar curvature, and Lm is the La-
grangian density of matter. Despite the same form of the action as in GR, the equations of
motion in the embedding theory turn out to be more general than the Einstein equations. A
reason for that is the existence of derivatives in Eq. (1) which realizes the transition to a new
independent variable.
The equations emerging from variation in ya(x) (usually called the Regge-Teitelboim equa-
tions) may be written in one of the two equivalent forms: either in the form making it evident
that the equations do not contain higher than second-order derivatives of the independent
variable ya(x):
(Gµν − κ T µν)baµν = 0 (3)
(it can be shown that Gµν are expressed through first and second-order derivatives of ya(x)),
or in the form of a kind of continuity equation
∂µ
(√−g(Gµν − κ T µν)∂νya) = 0. (4)
Here Gµν is the Einstein tensor, T µν – is the energy-momentum tensor of matter, baµν = Dµ∂νy
a
is the second fundamental form of the surface, and Dµis a covariant derivative, see details
in [10]. The equivalence of Eqs. (3) and (3) follows from the identity DµG
µν = 0 and the
covariant conservation lawDµT
µν = 0, which follows from the equations of motion of matter.
It is easy to notice that all solutions of the Einsteins equations are solutions of the Regge-
Teitelboim equations, but the reverse is not true. The latter can contain so-called "extra" (that
is, non-Einsteinian) solutions, and consequently the embedding theory is not equivalent to GR
but is its extension. One can try to use the extra solutions to explain some effects which in the
framework of GR require introduction of specific types of matter, such as dark energy and dark
matter, see [24–26]. However, considering the presence of the inflationary era in the history
of the Universe, there is a reason to believe that, at least under the Friedmann symmetry, the
extra solutions are very strongly suppressed [26].
It is possible not to treat the embedding theory as an extension of GR but, instead, to try to
find such a form of the embedding theory in which it would be equivalent to GR. It is this task
that was posed in the original paper [1]. To solve it, it was suggested to impose, in addition,
the Einstein constraints, four of the ten Einstein equations
Gµ0 − κ T µ0 = 0. (5)
It is sufficient to impose these constraints only at the initial time instant [10], and, as a result,
the "full" embedding theory (containing extra solutions), is re- duced to a more narrow theory,
equivalent to GR. It may be of interest to study both versions of the theory, the one equivalent
to GR (one can call it "the Regge-Teitelboim formulation of GR", or RT-GR) and the full
version, containing extra solutions and being an extension of GR.
Of greatest interest are the advantages that may arise at quantization in the description
of gravity in the form of the embedding theory due to the natural appearance of flat space
in this approach. One of the important steps on the way to quantization of the theory is the
construction of its canonical (i.e., Hamiltonian) description. In this case, since in the canonical
formalism for gravity there always emerge constraints (for GR they are usually studied in
the Arnowitt-Deser-Misner (ADM) approach [27]), it is significant whether these constraints
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belong to the first class by Dirac’s classification, i.e., whether they form an algebra of first-class
constraints. The present paper is devoted to answering this question for the "full" embedding
theory.
In Section 2 we construct the canonical formalism of the theory and discuss the difficulties
emerging in its construction. A basic one is the inability to write down one of the constraints
explicitly in the "full" embedding theory. Note that in [9] it was suggested to introduce an
auxiliary field, allowing one to overcome this difficulty, however, as a result, there emerged
second-class constraints in the theory, which requires using the complex formalism of Dirac
brackets. In Section 2 we also demonstrate the differences in the canonical formalism of the
"full" embedding theory from the previously studied case of additionally imposing the Einstein
constraints (5) in the RT-GR formulation. Section 3 presents a calculation of Poisson brackets
of all constraints with each other, and it is proved that the constraints belong to the first class,
and an explicit form of the emerging algebra of constraints is found. This becomes possible
despite the impossibility to write down one of the constraints explicitly. This result can be
used at attempts to quantize gravity in the form of the "full" embedding theory by writing a
functional integral in the canonical variables.
2 Canonical formalism of the "full" embedding theory
In the construction of the canonical formalism, time turns out to be distinguished (the so-called
3+1 splitting takes place), therefore the 4D space-time turns out to be presented as a system
of 3D surfaces of constant time. These surfaces are automatically embedded into the bulk R1,9
and are described by the embedding functions
ya(xi) ≡ ya(xµ)|x0=const, (6)
here and henceforth i, k, . . . = 1, 2, 3. For such 3D surfaces it is useful to introduce the quantities
that characterize their geometry. We will mark them by the symbol "3" to distinguish them
from the corresponding quantities for the 4D surface corresponding to the whole space-time.
Let us introduce the "non-quadratic vierbein"
3
eai = ∂iy
a, (7)
in terms of which the 3D metric is expressed by the relation
3
gik =
3
eai
3
ebkηab, (8)
as well as the "inverse non-quadratic vierbein"
3
eia and the projectors:
3
Πab onto the tangent
subspace at a given point, and
3
Π⊥
a
b onto its orthogonal subspace:
3
eia =
3
ebk
3
gkiηba,
3
Πab =
3
eai
3
eib,
3
Π⊥
a
b = δ
a
b −
3
Πab . (9)
We will also use, in what follows, the second fundamental form of the 3D surface in question:
3
baik =
3
Di∂ky
a =
3
Π⊥
a
b∂i∂ky
b. (10)
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The formalism of the embedding theory is given in more detail in [10], and one can find there
all necessary explanations to the relations presented here.
In the study of the canonical formalism of the embedding theory with the action (2), first of
all there emerges a problem connected with the fact that the corresponding Lagrangian contains
second-order time derivatives of the independent variable ya(x) [5].
Therefore, to construct a canonical formalism, it is necessary to invoke special methods.
In [5], for this purpose, the Ferraris-Francavilla method was used [28], and later in [29–32] the
Hamilton-Ostrogradsky approach (taking into account the surface term) was applied to the
embedding theory. However, if for the action of gravity, instead of the Einstein-Hilbert one, we
use the ADM action [27] which differs from it by the surface term only, then the second-order
time derivatives of ya(x) disappear from the action [1, 33]. As a result, the action acquires the
form (for brevity, we omit the contribution of matter and the common factor −1/(2κ) which
is insignificant for the canonical analysis of the theory)
S =
∫
d4x
√−g
(
3
R + (Kii)
2 −KikKik
)
, (11)
where
3
R is the scalar curvature of the 3D surface x0 = const, and Kik is the second quadratic
form of this surface in 4D space-time, and the indices of this quantity are raised and lowered by
the 3D metric (8). With this choice of the action, the canonical formalism may be constructed
in the usual way.
The action (11) may be rewritten in the form in which all occurences of the generalized
velocity ya (the dot means a derivative with respect to time x0). This form reads (a derivation
of this relation is presented in [10]):
S =
∫
dx0L(ya, y˙a), L =
1
2
∫
d3x

 y˙aBab y˙b√
y˙c
3
Π⊥cd y˙d
+
√
y˙c
3
Π⊥cd y˙d B
a
a

 , (12)
where
Bab = 2
√
− 3g
3
baik
3
bblm
(
3
gik
3
glm − 3gil 3gkm
)
. (13)
From (12) one can easily find the generalized momentum for the independent variable ya
pia =
δL
δy˙a
= Babn
b − 1
2
na
(
ncB
cdnd −Bcc
)
, (14)
where
na =
3
Π⊥
a
b y˙
b√
y˙c
3
Π⊥cd y˙d
(15)
is the unit vector tangent to the 4D space-time surface at a given point, which is orthogonal to
the 3D surface t = const.
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From the definition (14) of the generalized momentum it follows that there are some primary
constraints. Using Eq. (13) as well as the transversality properties of the quantities
3
baik and n
a
by the index a that follows from (10) and (15), it is easy to obtain three primary constraints:
Φi = pia
3
eai ≈ 0. (16)
(here and henceforth the symbol ≈ means a "weak" equality which cannot be used until all
Poisson brackets have been calculated). In the full theory, in which the Einstein constraints
(5) are not additionally imposed, one more constraint emerges as a consequence of the vector
na being normalized to unity:
Φ4 = n
a(pi, y)na(pi, y)− 1 ≈ 0, (17)
where na(pi, y) denotes a solution of (14) with re spect to na (in general, also defined at the
values of the momentum pia which do not satisfy the constraints(16)).
However, for RT-GR, where the Einstein constraints are imposed, the form of the fourth
constraint substantially changes [10] (although in [1] it was by error also written in the form
(17)). The point is that if the Einstein constraints hold, the expression for the generalized
momentum takes the form
pia = Babn
b, (18)
while the matrix Bab has a rank not higher than 6, and therefore the normalization of the
vector na no more imposes a restriction on the generalized momentum pia, see details in [10].
As a whole, in the canonical formalism of RT-GR there are eight constraints: four primary
ones and four additionally imposed Einsteinian ones [10]. In [34] all Poisson brackets of the
constraints with each other were calculated, and an algebra they form was found. All of them
turned out to be first-class constraints because the results of Poisson brackets calculations are
proportional to the constraints. Thus, even though some of the constraints were imposed by
hand, they turned out to be in involution with the dynamics of the theory. In [23] it has been
verified that this property is also preserved when one partially fixes the gauge in the action by
identifying the internal and external times, y0(xµ) = x0.
Let us return to the "full" embedding theory where the Einstein constraints are not imposed
and the fourth primary constraint has the form (17). In this case it cannot be written as an
explicit function of the canonical variables since (14), being a multidimensional cubic equation
with respect to na, has no explicit solution. It is easy to verify that if the primary constraints
(16) and (17) hold, the Hamiltonian of the theory turns out to be equal to zero,
H =
∫
d3x piay˙
a − L ≈ 0, (19)
hence secondary constraints do not emerge. As a result, the generalized Hamiltonian reduces to
a linear combination of the constraints Φi and Φ4, and the latter contains the function n
a(pi, y)
specified implicitly.
3 The constraints algebra
Let us calculate the Poisson brackets of the existing four constraints (16), (17) with each
other. We will show that, despite the implicit form of the constraint (17), it is still possible to
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calculate the Poisson brackets of this constraint with other quantities. To do that, we note that
when calculating the Poisson brackets, we must find the derivatives of the implicit functions
δn(pi, y)/δpi and δn(pi, y)/δy, and it can be done using the formula for differentiating an implicit
function
δn
δpi
=
(
δpi
δn
)−1
. (20)
Let us implement this idea.
For convenience of the calculations, let us introduce for all constraints their contractions
with arbitrary finite functions:
Φξ =
∫
d3xΦi ξ
i, Φ4γ =
∫
d3xΦ4 γ. (21)
Note that relative to three-dimensional coordinate transformations the generalized momentum
is a scalar density, therefore, Φi is a vector density, while Φ4 is a scalar. Therefore, we should
assume that the arbitrary function ξi is a vector while γ is a scalar density. It is known [10]
that the constraint Φξ is a generator of 3D transformations since
{Φξ, ya} = ξi∂iya,

Φξ, pia√− 3g

 = ξi∂i pia√− 3g . (22)
It is therefore not difficult to find all Poisson brackets that contain Φξ: the action of this
constraint on any quantity is uniquely determined by the transformation properties of this
quantity at 3D coordinate transformations. The result is
{Φξ,Φζ} = −
∫
d3xΦk
(
ξi∂iζ
k − ζ i∂iξk
)
,
{
Φξ,Φ
4
γ
}
=
∫
d3x γ ξk∂kΦ4. (23)
The calculation of the remaining Poisson brackets
{
Φ4γ ,Φ
4
σ
}
is a nontrivial task, and here it
is necessary to use the above-described idea. The Poisson bracket of two constraints (17) has
the form
{
na(x)n
a(x)− 1, nb(x˜)nb(x˜)− 1
}
= 4
∫
d3xˆ
(
na(x)
δna(x)
δpic(xˆ)
nb(x˜)
δnb(x˜)
δyc(xˆ)
− (x ↔ x˜)
)
, (24)
where (x ↔ x˜) denotes the same expression with interchanged x and x˜. To calculate this
expression, it is necessary to learn how to find the involved variational derivatives. To do that,
let us first of all rewrite Eq. (14) in the form
pia =
1
2
CabcB
bc, (25)
where the tensor
Cabc = (naηbc + nbηac + ncηab − nanbnc) (26)
is completely symmetric. Using (25), let us write down the variation of the generalized momen-
tum pia at arbitrary variations of the embedding function ya and the vector na (we stress that
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the variation of na is quite arbitrary, i.e., it may imply that the constraint (16) will no longer
hold):
δpia(x) =
1
2
Cabc(x)
∫
dx˜
δBbc(x)
δyd(x˜)
δyd(x˜) + Aab(x)δn
b(x), (27)
where we have used the notations
Aab = −χδab + (δac − nanc)Bcb, χ ≡
1
2
(
ncB
cdnd −Bcc
)
. (28)
It follows from Eq. (27) that the variational derivative of the vector nb in pia at fixed ya has
the form
δnb(x)
δpia(xˆ)
= A−1ba(x)δ(x− xˆ), (29)
where A−1 is the inverse matrix, while the variational derivative of the vector nb in ya at fixed
pia has the form
δnb(x)
δya(xˆ)
= −1
2
A−1bc(x)C
cde(x)
δBde(x)
δya(xˆ)
. (30)
Note that the matrix Aab is invertible if χ 6= 0. We assume that we are considering the generic
situation where it is the case. This is the distinction of the present version of the canonical
formalism of the "full" embedding theory from that studied in [1, 10, 34] where the Einstein
constraints were additionally imposed, since the quantity χ exactly coincides with one of them,
see [10].
As is evident from Eqs. (29), (30), to calculate the expression (24) we should learn how to
find the quantity nbA
−1b
a. To do this, we notice that
naA
a
b = −χnb + ncBcb(1− ndnd), (31)
(Eq. (28) has been used), whence
nbA
−1b
a = −
1
χ
(
na + ncB
c
bA
−1b
aΦ4
) ≈ − 1
χ
na, (32)
where we have taken into account the definition of the constraint (17). Thus we can see that the
quantity A−1ba, which cannot be obtained explicitly, will not enter into the result of calculating
the Poisson bracket (24) on the constraint surface (that is, if the constraints hold), and this
substantially simplifies the analysis of their closure.
Using (29), (30) and (32), we can write down the expression (24) as follows:
− 2
χ(x)
(
nc(x) + na(x)B
a
bA
−1bc(x)Φ4(x)
)
×
× 1
χ(x˜)
(
nf(x˜) + ng(x˜)B
g
h(x˜)A
−1h
f (x˜)Φ4(x˜)
)
Cfde(x˜)
δBde(x˜)
δyc(x)
− (x ↔ x˜) ≈
≈ − 2
χ(x)χ(x˜)
nc(x)nf (x˜)C
fde(x˜)
δBde(x˜)
δyc(x)
− (x ↔ x˜). (33)
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A further analysis of this result on the constraints surface does not require dealing with im-
plicitly specified expressions and can be performed by a direct calculation. As a result of this
analysis, it becomes possible to prove that if the constraints (16) and (17) the expression (33),
and hence the expression (24) turn to zero, i.e., the Poisson brackets
{
Φ4γ,Φ
4
σ
}
turn out to be
proportional to the constraints.
To obtain the exact form of the result of calculation of these Poisson brackets, it is helpful
to prove the following property of the quantity A−1ba. Note that from the definition (28) it can
be concluded that
Acb
3
Πbd =
(
−χδcb + (δcf − ncnf)Bfb
)
3
Πbd = −χ
3
Πcd, (34)
where we have used the transversality condition following from (13) and (10)
Bcf
3
Πfb = 0. (35)
Multiplying the relation (34) by A−1bc, we find that
3
Πbd = −χA−1bc
3
Πcd =⇒ A−1bc
3
Πcd = −
1
χ
3
Πbd (36)
under the assumption χ 6= 0. It is also useful to note that multiplying the equality (14) by 3eai
and using (35) and the definitions (28), (16) it is easy to obtain under the same assumptions
that
3
eaina = −
1
χ
pia
3
eai = −
1
χ
Φi. (37)
Using these relations, as a result of cumbersome calculations, it is possible to obtain the
exact form of the Poisson brackets:
{
Φ4σ,Φ
4
γ
}
= 8
∫
d3x
√
− 3g
(
Φj
[
1
χ
3
eja∂k(σZ
a)∂i(γZ
b)Y ik,c(nbnc − ηbc)+
+
√
− 3gγ∂k
(
σ√
−
3
g
)(− Y ik,b(nana
χ2
3
b jbi +
2
χ2
3
ba ji nanb(2− ncnc)
))
+
+
1
χ
(
− 3gikZa (na + χZa)− 2
χ
√
− 3g
3
baip
3
bblmCcabZ
c 3gjm
(
3
gip
3
glk +
3
gil
3
gpk
))]
+
+Φ4
1
χ
√
− 3gγ∂k
(
σ√
−
3
g
)
Y ik,bXe
[
Za∂i
(
Cedf
3
Π⊥
d
a
)
− 1
χ
3
edj
3
b jei (n
ana(ηdb − ndnb) + 2ndnb)
]
−
− 1
2χ
√
− 3gγ∂k
(
σ√
−
3
g
)
Y ik,bZa
3
Π⊥
c
a(ηcb − ncnb)∂iΦ4
)
− (σ ↔ γ). (38)
Here, for compactness of the presentation, we have used the following notations:
Xe = ncB
c
fA
−1f e, Y ik,a =
3
balm
(
3
gik
3
glm − 3gil 3gkm
)
,
Za = nbA
−1b
a = −
1
χ
(
na + ncB
c
bA
−1b
aΦ4
)
. (39)
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As is easy to notice, each term in the right-hand side of Eq. (38) is proportional to one of the
constraints.
Thus it has been possible to calculate the constraints algebra of the "full" embedding theory
(without imposing the Einsteinian constraints) and to prove that the algebra of the constraints
Φi, Φ4 is closed, which means that these constraints are first-class. As a result, the generalized
Hamiltonian of the "full" embedding theory reduces to a linear combination of the first-class
constraints with the Lagrange multipliers:
Hgen =
∫
d3x
(
λiΦi + λ
4Φ4
)
=
∫
d3x
(
λi
3
eai pia + λ
4 (na(pi, y)na(pi, y)− 1)
)
. (40)
When using this Hamiltonian, there is an inconvenience related to the implicit form of its
dependence on the canonical variables ya, pia (recall that the function n
a(pi, y) was defined as
a solution of the equation (14) which could not be written in an explicit form). Nevertheless,
one can try to use the Hamiltonian obtained for writing the corresponding functional integral
in the canonical variables with the purpose to quantize the theory, for example, employing the
opportunity to pass on from integration in the generalized momentum pia to integration in n
a;
in the spirit of the idea recently put forward in [35].
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