We study non-orthogonal spectrum sharing to determine under what circumstances operators can gain by such sharing. To model the spectrum sharing, we use the multiple-input single-output (MISO) interference channel (IC) assuming that the operators transmit in the same band. For the baseline scenario of no sharing, we use the MISO broadcast channel (BC) assuming that the operators transmit in disjunct bands. For both the IC and BC, we give achievable (lower) and upper bounds on the maximum sum-rate. While these bounds are well-known we also propose a new fast algorithm for finding a lower bound on the sum-rate of the BC using linear beamforming.
INTRODUCTION
A series of recent activities have promoted the idea that operators of cellular wireless networks would benefit from sharing spectrum resources. Activities reported in e.g., [1] , suggest inter-operator sharing of spectrum on small timescales (comparable to the fading coherence interval), using advanced scheduling and multiple antenna techniques. The sharing concept makes technical sense since spectrum is a finite resource, so whenever one operator does not need all of its resources, another one may borrow from it. In the long run both could gain from doing so. Conceivably, since spectrum is expensive, larger revenues could be generated by better spectrum utilization.
Spectrum sharing comes in two basic forms; orthogonal sharing and non-orthogonal sharing [2] . Orthogonal sharing means that each operator owns and operates in an independent piece of spectrum, but that they can borrow spectrum from each other on a need basis. The borrower can use the borrowed piece of spectrum exclusively.
Non-orthogonal sharing, by contrast, refers to permitting operators to transmit concurrently in the same time-frequency resource. Fundamentally, a scenario with two transmitters (TX1, TX2 herein, belonging to the two operators) using the same time-frequency resource to send data to two receivers (RX1, RX2 herein, associated with TX1 and TX2 respectively) constitutes an interference channel (IC) [3] . For the TX1-RX1 and TX2-RX2 pairs to achieve good performance, it is required that they coordinate their operations. Multiple antennas at the TXs is thereby a fundamental enabler. With multiple antennas at the TXs but a single antenna at the RXs, we have a multiple-input single-output (MISO) IC. It has been argued that non-orthogonal spectrum sharing can bring substantial benefits in terms of increased sum-rate. The paper [2] , for example, reported gains close to a factor of two.
In non-orthogonal sharing, the two operators compete for resources. However, by cooperating in their choice of transmission strategies they can achieve rate pairs that are Pareto optimal [4] . An appropriate approach to analyze the trade-off involved here is to use game theory. Game theoretic analysis in the context of spectrum sharing and the MISO IC was probably first popularized by [4] . This work has inspired a surge of results on characterization of Paretooptimal transmit strategies [5] ; fast methods for computing such Pareto-optimal outcomes [6, 7] ; and various beamforming techniques [7, 8] and extensions to frequency selective channels [9] .
One major practical difficulty in making non-orthogonal sharing work is that channel state information (CSI) must be shared between the TXs that belong to different operators. This must be done on a timescale substantially smaller than the channel coherence time and with sufficient accuracy for coherent beamforming to work. This also includes the CSI of the interfering channels, i.e. TX1 would have to know the channel TX1 → RX2 and vice versa. This requires a coordinated approach to training, and schemes that facilitate overhearing of training sequences. Therefore, for non-orthogonal interoperator sharing to have much practical potential, the gains in communication performance must be substantial.
The objective of this paper is to examine, fundamentally, and assuming the CSI transfer problem can be solved, under what conditions non-orthogonal sharing can provide gains as compared to conventional operations. Specifically, 1) we model non-orthogonal spectrum sharing via a MISO IC, and the reference scenario as a MISO broadcast channel (BC); 2) we summarize known upper and achievable bounds on the sum-rate for these models in Secs. 3 and 4, respectively; 3) we evaluate the bounds for flat and frequency selective fading in Sec. 5; 4) we draw conclusions on what operating points where non-orthogonal spectrum sharing is likely to work at all. Sec. 6 summarizes these conclusions.
While most modeling techniques and algorithms used in this paper are known, to our knowledge their use in the context in question is new and provides considerable new insight. The fast method we use to compute achievable sum-rates for the MISO BC using linear transmitter processing (Sec. 4.1) extends the work for the MISO IC in [6] and represents a new algorithmic contribution; it is substantially faster than the method developed specifically for the same purpose in [10] .
MODELS
The system consists of a cell with two coexisting TXs belonging to different operators. The total spectrum is split into 2Ns subchannels. The bandwidth of each subchannel is the coherence bandwidth Wc. Hence, the total bandwidth for the system is 2B = 2WcNs. For the non-sharing case, each operator owns a spectrum of bandwidth B, i.e., Ns subchannels. For the sharing case, both operators use the entire 2B band, see Fig. 1 . We assume that each TX is equipped with nt = 2 antennas. Hence, for the non-sharing and sharing scenarios, we can serve two users and one user, respectively, per TX. 1 For the spectrum sharing scenario, we assume that the operators have one RX (user) each to serve. These have different channels. Summing rates over the subchannels has the interpretation of ergodic capacity (coding over the subchannels) and summing over the users has the interpretation of sum-rate. Also, each TX can spend power P . Hence, the total power spent in the system is 2P . Hence the average power per served user is P , i.e., P/2Ns per user per subchannel. In order to meet the power constraint, we must have
for each TXi where P i,k is the power sent by TXi on subchannel k. For the non-sharing scenario, each operator serves two users. Each operator can spend power P over the Ns subchannels. Hence, the average power per user and subchannel is P/2Ns. 2 In order to meet the power constraint for the non-sharing scenario, we must have
where P i,k is the power spent on user i on subchannel k. As performance measure we use the average rate over users and subchannels. Maximizing the average rate is the same as maximizing the sum-rate. The motivation for this choice of performance measure is that it gives the highest possible throughput of the operators.
The analysis that follows will use information theoretic results for the MISO IC [5, 15] and BC [10, 16, 17] . For the MISO IC, we define h ij,k ∈ C nt to be the (conjugated) channel vector for the link TXi → RXj for i, j ∈ {1, 2} on subchannel k. The channels for the MISO BC model can be obtained from the MISO IC model by setting h ij,k = h j,k , i, j = 1, 2 where h i,k is the channel between the TX and RXi [5] . For both scenarios we assume that the TXs have instantaneous CSI.
NON-ORTHOGONAL SHARING: THE MISO IC
The problem of finding the capacity region of the general IC is still open. For the single-antenna case, it was shown that interference does not reduce the capacity when interference is strong [3] . One good known achievable rate region for the general IC is given in [11] . Outer bounds of the capacity region were provided in [12] . During the last decade, the multiple antenna IC has gained a lot of interest. The so-called vector Gaussian IC was introduced in [13] . Many of the existing achievable and upper bounds on the capacity region of the multiple-antenna IC are extensions from the single-antenna case. Recent results on the capacity region of the multiple-antenna IC are reported in [14, 15] . In this section, we summarize some lower and upper bounds on the sum-rate of the MISO IC.
Lower (Achievable) Bounds Using Linear Beamforming
Here, we first give the system model for the MISO IC using linear beamforming. Then, by using such a transmission scheme we obtain lower (achievable) bounds on the sum-capacity of the MISO IC. The matched-filtered symbol-sampled complex baseband data received by the RXs on subchannel k for the MISO IC is modeled as
nt , w i,k = 1 are the power and beamforming vector allocated by TXi, respectively, and s i,k ∼ CN(0, 1) is the transmitted symbol for RXi. By e i,k ∼ CN (0, 1) we model the noise at RXi.
Assuming linear beamforming using the beamforming vectors w i,k and power allocation P i,k , i = 1, 2, k = 1, . . . , Ns, the average rate in bits per channel use (bpcu) per served user is
where 3 [5]
The inner sum of (4) is the ergodic rate for the ith user while the outer sum yields the average rate of the two users.
Zero-forcing (ZF) beamforming: ZF is a linear transmit beamforming strategy that cancels out the interference to the unintended receiver. The ZF beamforming vectors are [5] ,
where
2 is the orthogonal projection onto the orthogonal complement of the vector x. Using the ZF beamforming vectors in (4), we get
We will consider two possible power allocations. The first is equal power allocation, i.e., P i,k = P/2Ns. The second is to maximize (7) with respect to P i,k , i = 1, 2 and k = 1, . . . , 2Ns using water-filling. Clearly, these schemes yield achievable bounds for the capacity. However, as we will see next, we can obtain better achievable bounds by also optimizing the beamforming vectors.
Maximum sum-rate using linear beamforming: Here, we maximize (4)- (5) with respect to the beamforming vectors, assuming equal power allocation over the subchannels. That is, for each subchannel, we solve
s. t.
We can equivalently write (8)- (9) 
The problem (10)- (11) is non-convex. However, by using our result from [6] , we find the optimum of (10)- (11) in an efficient way. Specifically, we find the Pareto boundary of the two-user MISO IC in closed-form using the algorithm in [6] . In order to find the maximum sum-rate point, we then perform a one-dimensional search over the Pareto boundary.
Upper Bounds
Here, we give two upper bounds on the MISO IC sum-capacity. The first bound is a trivial bound, where interference is ignored. The second bound is more sophisticated and hence tighter.
Trivial upper bound assuming no interference:
In order to find a trivial upper (TU) bound on the MISO IC capacity, we neglect the interference terms in (3). For this case, it is optimal to use the maximum-ratio transmission (MRT) beamforming vectors, i.e. w MRT 1,k = h 11,k / h 11,k . Inserting these in (4), we get
To obtain an upper bound, we optimize the power using water-filling. 4 In order to simplify notation, we omit the subchannel index when we focus on a single subchannel.
Non-trivial upper bound:
As an improvement of the trivial upper bound given above, we give an upper bound based on [15] . From there, we have
We see that the first term in (13) corresponds to the trivial upper bound given above. The bounds in [15] are derived for a single-channel MIMO IC. By formulating the multi-channel system as a single-channel MIMO system with block-diagonal channel matrices, we can extend (13) to also include optimal power allocation. However, this is not done herein. Hence, the bound in (13) is only valid for a given power allocation. As we will see in Sec. 5, power control appears to yield only a marginal difference for the conclusions of the paper.
NO SHARING: THE MISO BC
The MISO BC models the scenario without sharing and there is no interference between the operators. Here, no inter-operator CSI transfer is needed. The capacity region of the general BC is still an open problem. Nevertheless, the capacity region of the Gaussian BC is known. For the two-user MISO BC, the sum-capacity was derived in closed form in [16] . This result was later extended to the entire capacity region of the multiple-input multiple-output (MIMO) BC in [17] . Here, we give lower and upper bounds for the sum-capacity of the MISO BC.
Lower (Achievable) Bounds Using Linear Beamforming
Assuming linear beamforming using the beamforming vectors w i,k , and power allocation P i,k , i = 1, 2, k = 1, . . . , Ns, the average rate over the users per subchannel is
(17) Zero-forcing beamforming: The ZF beamforming vectors for the MISO BC are similar to those of the MISO IC, namely [10] ,
Using the ZF beamforming vectors, we get
We consider two possible power allocations; either equal power allocation, i.e., P i,k = P/2Ns or maximizing (19) with respect to P i,k , i = 1, 2, k = 1, . . . , Ns using water-filling. Maximum sum-rate using linear beamforming: We provide an algorithm for finding the maximum sum-rate of the MISO BC when equal power allocation over the subchannels is used. This method is an alternative to [10] where monotonic optimization using polyblocks was used. For each subchannel we solve
For a given power allocation (P1, P2) that meets (22), we solve
If we use the effective channelshij √ Pihj , i, j = 1, 2, we can use the fast method of [6] , to find the optimum of (23)- (24) for fixed P1, P2. This requires a one-dimensional search. By traversing all feasible power allocations (P1, P2) with P2 = P/Ns − P1, we will find the optimum of (20)-(22). For example, we can search over P1, which also is a one-dimensional search. Hence, in order to solve (20)-(22), we have to perform a two-dimensional search, which is faster than the algorithm in [10] .
Upper Bounds
As for the MISO IC in Sec. 3.2, we give two upper bounds; a trivial bound and the sum-capacity.
Trivial Upper Bound Assuming No Interference: We obtain a trivial upper bound by ignoring the interference and using MRT, i.e. w
We obtain the upper bound by performing power allocation using water-filling. We note that if h 1,k and h 2,k are orthogonal, then these trivial upper bounds will coincide with the achievable ZF bounds.
Sum-capacity of the MISO BC:
The sum-capacity per subchannel for the two-user MISO BC under the sum-power constraint P/Ns is found on closed form to be [16] 
T . Without loss of generality, we have assumed that h1 2 ≥ h2 2 . In order to achieve the capacity (26), we need dirty-paper coding.
By using the duality property of the MIMO BC and MIMO multiple access channel (MAC) [18] , we can include power control across the subchannels. The trick is to write the multi-channel system as an equivalent MIMO system. However, for finding the capacity for this case, numerical methods are needed. Average rate [bpcu and user] no sharing, (19), no water-filling no sharing, (19), water-filling sharing, (7), no water-filling sharing, (7), water-filling Fig. 2 . Achievable sum-rate bounds using ZF beamforming, with and without water-filling. Fig. 3 . Achievable sum-rate bounds using linear beamforming and equal power allocation across the subchannels. 
NUMERICAL COMPARISONS
In this section we provide numerical evaluations of the bounds provided in Secs. 3 and 4. We assume unit-variance Rayleigh-fading, i.e., hij ∼ CN(0, I). This corresponds to the scenario where the TXs are approximately co-located. We provide numerical results for the cases of P/Ns = 7 dB and P/Ns = 17 dB and Ns = 4 (the main conclusions seem to be insensitive of Ns). For each bound, we perform 10000 Monte Carlo runs and plot the cumulative density function (cdf) of the rate. Compared to time-average, the cdf gives us a better insight about extreme-case performance. As a general note, we see that the lower and higher choices of transmit power gives rates of approximately 1-3 and 3-6 bpcu and user, respectively. In Fig. 2 , we plot the cdfs of the bounds achievable using ZF. As expected, we get slightly higher rates with water-filling than without. Also, the spectrum sharing yields slightly higher rates than the nonsharing baseline. This observation holds for both choices of power.
For the achievable bounds using per subchannel sum-rate maximization and linear beamforming, we see in Fig. 3 that the nonsharing case yields rates that are approximately 0.2 bpcu and user higher than in the sharing case. This holds for both the high and low power. This difference could be explained by that the fact that we for the MISO BC do power control among the users in one subchannel. Fig. 4 shows the upper bounds. There, we can make a number of interesting observations. First, the trivial bounds for no-sharing and non-orthogonal sharing coincide. Second, we observe that the non-trivial upper bound (13) for the IC yields higher rates than the sum-capacity for the BC. The difference is approximately 0.1 bpcu and user for P/Ns = 7 dB and slightly more fore P/Ns = 17 dB. Probably, the reason for this gap is the fact that (13) is an upper bound. However, we cannot for sure say that we can achieve higher rates with spectrum sharing than without, or vice versa. Third, for high transmit power, we notice that the trivial upper bounds yield rates that are approximately 0.7 bpcu and user higher than the sumcapacity bound for the MISO BC.
CONCLUSIONS
We have analyzed the potential gains of non-orthogonal spectrum sharing by using first principles based information theoretic models. In conclusion, the gain of non-orthogonal sharing appears to be very limited. The intuition behind this result is that without sharing, each operator has a bandwidth of B and two spatial degrees of freedom (DoF) per bandwidth unit. By contrast, with sharing each operator has a bandwidth of 2B and two spatial DoF per bandwidth unit of which one can be used for transmission and the other must be used to suppress interference.
The potential gain might be larger if, in the non-sharing scenario, highly suboptimal transmission schemes are used (not fully utilizing all spatial DoF); however, in this case, better utilization of spatial DoF per operator appears to be more attractive than nonorthogonal sharing between operators. Taking into account the extra CSI needed for non-orthogonal sharing, it is questionable whether non-orthogonal sharing can give any gain in practice.
In this study, channels were randomly drawn but given. This corresponds to the case of delay constrained traffic. For future studies, multi-user diversity, i.e., the possibility of selecting two users from a larger pool of users per subchannel, should be incorporated. However, results not shown herein indicate that this does not change the main conclusion.
