Abstract. This paper gives a systematic study of operator-valued local Hardy spaces. These spaces are localizations of the Hardy spaces defined by Tao Mei, and share many properties with Mei's Hardy spaces. We prove the h 1 -bmo duality, as well as the hp-hq duality for any conjugate pair (p, q) when 1 < p < ∞. We show that h 1 (R d , M) and bmo(R d , M) are also good endpoints of Lp(L∞(R d )⊗M) for interpolation. We obtain the local version of Calderón-Zygmund theory, and then deduce that the Poisson kernel in our definition of the local Hardy norms can be replaced by any reasonable test function. Finally, we establish the atomic decomposition of the local Hardy space h c 1 (R d , M).
Introduction and Preliminaries
This paper is devoted to the study of operator-valued local Hardy spaces. It follows the current line of investigation of noncommutative harmonic analysis. This field arose from the noncommutative integration theory developed by Murray and von Neumann, in order to provide a mathematical foundation for quantum mechanics. The objective was to construct and study a linear functional on an operator algebra which plays the role of the classical integral. In [37] , Pisier and Xu developed a pioneering work on noncommutative martingale theory; since then, many classical results have been successfully transferred to the noncommutative setting, see for instance, [18, 19, 21, 22, 39, 34, 40] .
Inspired by the above mentioned developments and the Littlewood-Paley-Stein theory of quantum Markov semigroups (cf. [20, 25, 24] ), Mei [30] studied operator-valued Hardy spaces, which are defined by the Littlewood-Paley g-function and Lusin area integral function associated to the Poisson kernel. These spaces are shown to be very useful for many aspects of noncommutative harmonic analysis. In [51] , we obtain general characterizations of Mei's Hardy spaces, which state that the Poisson kernel can be replaced by any reasonable test function. This is done mainly by using the operator-valued Calderón-Zygmund theory.
In the classical setting, the theory of Hardy spaces is one of the most important topics in harmoic analysis. The local Hardy spaces h p (R d ) were first introduced by Goldberg [12] . These spaces are viewed as local or inhomogeneous counterparts of the classical real Hardy spaces H p (R d ). Goldberg's motivation of introducing these local spaces was the study of pseudo-differential operators. It is known that pseudo-differential operators are not necessarily bounded on the classical Hardy space H 1 (R d ), but bounded on h 1 (R d ) under some appropriate assumptions. Afterwards, many other inhomogeneous spaces have also been studied. Our references for the classical theory are [12, 46, 9] . However, they have not been investigated so far in the operator-valued case.
Motivated by [52, 51, 30] , we provide a localization of Mei's operator-valued Hardy spaces on R d in this paper. The norms of these spaces are partly given by the truncated versions of the Littlewood-Paley g-function and Lusin area integral function. Some techniques that we use to deal with our local Hardy spaces are modelled after those of [51] ; however, some highly non-trivial modifications are needed. Since with the truncation, we only know the L p -norms of the Poisson integrals of functions on the strip R d × (0, 1), and lose information when the time is large. This brings some substantial difficulties that the non-local case does not have, for example, the duality problem. Moreover, the noncommutative maximal function method is still unavailable in this setting, while in the classical case it is efficiently and frequently employed. However, based on tools developed recently, for instance, in [37, 18, 21, 39, 40, 20, 30, 31] , we can overcome these difficulties.
Let us present here the four main results of this paper. The first family of results concerns the operator-valued local Hardy spaces h 0.2. Noncommutative L p -spaces. We also recall some preliminaries on noncommutative L pspaces and operator-valued Hardy spaces. We start with a brief introduction of noncommutative L p -spaces. Let M be a von Neumann algebra equipped with a normal semifinite faithful trace τ and S + M be the set of all positive elements x in M with τ (s(x)) < ∞, where s(x) denotes the support of x, i.e., the smallest projection e such that exe = x. Let S M be the linear span of S + M . Then every x ∈ S M has finite trace, and S M is a w*-dense * -subalgebra of M.
Let 1 ≤ p < ∞. For any x ∈ S M , the operator |x|
One can prove that · p is a norm on S M . The completion of (
which is the usual noncommutative L p -space associated to (M, τ ). In this paper, the norm of L p (M) will be often denoted simply by · p if there is no confusion. But if different L p -spaces appear in a same context, we will precise their norms in order to avoid possible ambiguity. We refer the reader to [54] and [38] for further information on noncommutative L p -spaces. Now we introduce noncommutative Hilbert space-valued L p -spaces L p (M; H c ) and L p (M; H r ), which are studied at length in [20] . Let H be a Hilbert space and v ∈ H with v = 1, and p v be the orthogonal projection onto the one-dimensional subspace generated by v. Then define the following row and column noncommutative L p -spaces:
where the tensor product B(H)⊗M is equipped with the tensor trace while B(H) is equipped with the usual trace, and where 1 M denotes the unit of M. For f ∈ L p (M; H c ),
A similar formula holds for the row space by passing to adjoint: f ∈ L p (M; H r ) if and only if f * ∈ L p (M; H c ), and f Lp(M;H r ) = f 0.3. Operator-valued Hardy spaces. Throughout the remainder of the paper, unless explicitly stated otherwise, (M, τ ) will be fixed as before and N = L ∞ (R d )⊗M, equipped with the tensor trace. In this subsection, we introduce Mei's operator-valued Hardy spaces. Contrary to the custom, we will use letters s, t to denote variables of R d since letters x, y are reserved for operators in noncommutative L p -spaces. Accordingly, a generic element of the upper half-space R d+1 + will be denoted by (s, ε) with ε > 0, where
with c d the usual normalizing constant and |s| the Euclidean norm of s. Let
For any function f on R d with values in L 1 (M) + M, its Poisson integral, whenever it exists, will be denoted by P ε (f ):
Note that the Poisson integral of f exists if
This space is the right space in which all functions considered in this paper live as far as only column spaces are involved. As it will appear frequently later, to simplify notation, we will denote the Hilbert space
The Lusin area square function of f is defined by
(0.8)
Here B(s, r) denotes the ball of R d with center s and radius r. To prove that these discrete square functions also describe our Hardy spaces, we need to impose the following condition on the previous Schwartz function Φ, which is stronger than (0.5):
The following is the discrete version of Lemma 0.1:
with the relevant constants depending only on p, d and Φ.
Finally, let us give some easy facts on operator-valued functions. The first one is the following Cauchy-Schwarz type inequality for the operator-valued square function, (0.10)
where φ :
are functions such that all integrations of the above inequality make sense. We also require the operator-valued version of the Plancherel formula. For sufficiently nice functions f :
Given two nice functions f and g, the polarized version of the above equality is (0.12)
The paper is organized as follows. In the next section, we give the definitions of operator-valued local Hardy and bmo spaces. Section 2 is devoted to the proofs of duality results, including the h 1 -bmo duality and the h p -h q duality for 1 < p < 2 and 
where Γ is the truncated cone {(t, ε) ∈ R d+1 + : |t| < ε < 1}. It is the intersection of the cone {(t, ε) ∈ R d+1 + : |t| < ε} and the strip S ⊂ R d+1 + defined by:
where the h
The row local Hardy space h
equipped with the sum norm
equipped with the intersection norm
The local analogue of the Littlewood-Paley g-function of f is defined by
We will see in section 5 that
In the following, we give some easy facts that will be frequently used later. Firstly, we have
. Indeed, by (0.11), we have
where c d is the volume of the unit ball in
Then we deduce (1.1) from the equality
and the fact that 0 ≤ 4π|ξ|e
with equivalent norms. Next, if we apply (0.12) instead of (0.11) in the above proof, we get the following polarized version of (1.1),
recalling that I is the Riesz potential of order 1).
is defined as the intersection of these two spaces
equipped with the norm f bmo = max{ f bmo c , f bmo r }. 
which leads immediately to (1.5).
Classically, BMO functions are related to Carleson measures (see [11] ). A similar relation still holds in the present noncommutative local setting. We say that an M-valued measure dλ on the
where
Carleson measure on the strip S and
Proof. Given a cube Q with |Q| < 1, denote by 2Q the cube with the same center and twice the side length of Q. We decompose g = g 1 + g 2 + g 3 , where
We first deal with N (λ g1 ). By (0.11) and (1.5), we have
The integral on the right hand side of the above inequality can be treated by a standard argument as follows: for any (s, ε) ∈ T (Q),
where c Q is the center of Q. Then, it follows that N (λ g2 ) g 2 bmo c . Now we deal with the term P * g(s) M . Let Q m = Q 0 + m be the translate of the cube with volume one centered at the origin, so
Thus, P * g L∞(N ) = sup s∈R d P * g(s) M g bmo c , which completes the proof.
Reexamining the above proof, we find that the facts used to prove N (λ g ) 1 2 g bmo c are
We can easily check that if we replace ε
, where Ψ is a Schwartz function such that Ψ(0) = 0, the corresponding three conditions still hold. On the other hand, the only fact used for proving the inequality P * g L∞(N ) g bmo c is that
Based on the above observation, we have the following generalization of Lemma 1.4:
is an M-valued Carleson measure on the strip S and
In particular,
Proof. (1.6) follows from the above discussion; (1.7) is ensured by (1.6) and the fact that (1 + |ξ| 2 )
, which can be checked by a direct computation.
Remark 1.6. We will see in the next section that the converse inequality of (1.7) also holds. 
The dual space of h
However, due to the truncation of the square functions, some highly non-trivial modifications are needed.
Definition of bmo
introduced in the previous section. Note that the norm sup
is just an intuitive notation since the pointwise supremum does not make any sense in the noncommutative setting. This is the norm of the Banach space L q 2 (N ; ℓ ∞ ); we refer to [36, 18, 22] for more information. If 1 ≤ p < ∞ and (a i ) i∈Z is a sequence of positive elements in L p (N ), it has been proved by Junge (see [18] , Remark 3.7) that
It is also known that a positive sequence (x i ) i belongs to L p (N ; ℓ ∞ ) if and only if there is an a ∈ L p (N ) such that x i ≤ a for all i, and moreover,
Then we get the following fact (which can be taken as an equivalent definition):
If this is the case, then 
gives an equivalent norm in bmo
Proof. It is obvious from the definition that
We notice that for any cube Q with |Q| < 1 and s ∈ Q, there exists
Similarly,
Thus the lemma is proved.
From the proofs of Proposition 1.2 and Lemma 1.4, we can easily see that their q-analogues still hold in the present setting. We leave the proofs to the reader.
and assume that the operators a and b satisfy (2.2) and (2.3) respectively. Then dλ f is a q-Carleson measure in the following sense:
2.2. A bounded map. In the sequel, we equip the truncated cone Γ = {(s, ε) ∈ R d+1 + : |s| < ε < 1} with the measure
, with the usual modification for p = ∞.
and a map F for sufficiently nice h = (h 
Proof. Applying (1.3), we get, for any nice function g,
which completes the proof.
The following dyadic covering lemma is known. Tao Mei [30] proved this lemma for the d-torus and also for the real line. For the case R d with d > 1, we refer the interested readers to [6, 16] for more details. In the following, we give a sketch of the way how we choose the dyadic covering. Lemma 2.6. There exist a constant C > 0, depending only on d, and d + 1 dyadic increasing filtrations
be a sequence in the interval (0, 1) such that min
Then we define To show the boundedness of the map F, we need the following assertion by Mei, see [30, Proposition 3.2]; we include a proof for this lemma, since the one in [30] is the one dimensional case. Let 1 ≤ p < ∞, and f ∈ L p (N ) be a positive function. Let Q be a cube centered at the origin, and denote Q t = t + Q. Then we define
Lemma 2.7. Let 1 ≤ p < ∞ and let (f k ) k∈Z be a positive sequence in L p (N ) and (Q k ) k∈Z be a sequence of cubes centered at the origin. Then 
Without loss of generality, we can assume b 2 − a ≥ 2 −j k . Now set t = ( t 1 , ..., t d ) with t j the largest real number in the set 2 −j k Z less than t j . Then we can check that t + Q k is covered by t + D i m,j k −1 and that the later is a dyadic cube. Thus,
Proof. We have to show that for any h = (h
and set ϕ = F(h). We will apply Lemma 2.1 to estimate the bmo 
v and (t, ε) ∈ Γ, we have |s + t − u| + ε ≈ |s − v| + ε with uniform constants. Then,
First, we estimate the term A. Applying the Fubini theorem and the Hölder inequality, we arrive at
Here and in the context below, · (
with respect to the variable s ∈ R d . Now we apply Lemma 2.7 to estimate the second factor of the last term:
Then we move to the estimate of B:
with equivalent norms, by the Cauchy-Schwarz inequality and Lemma 2.7, we get
.
The techniques used to estimate the term C are similar to that of B:
Take f ∈ L p ′ (N ) with norm one such that
p . Combining the estimates of A, B and C with (2.1), we obtain
It remains to establish the
, which is relatively easy. For
The terms B ′ and C ′ are treated in the same way as B and C respectively. The results are
So we obtain ϕ
Thus, Lemma 2.1 ensures that
, which proves the theorem.
Proof. 
with norm one such that
Following the proof of Theorem 2.8, we can easily check that F is also bounded from
. They applying Proposition 2.2 and Theorem 2.8, we have
Thus we obtain the desired assertion.
2.3. Duality. Now we are going to present the h c p -bmo c q duality for 1 ≤ p < 2. We begin this subsection by a lemma which will be very useful in the sequel.
Lemma 2.10. Let 1 ≤ p ≤ 2 and q be its conjugate index.
Proof. It suffices to prove the lemma for compactly supported (relative to the variable of
We assume that f is sufficiently nice that all calculations below are legitimate. We need two auxiliary square functions. For s ∈ R d and ε ∈ [0, 1], we define
Both s c (f )(s, ε) and s c (f )(s, ε) are decreasing in ε and s c (f )(s, 0) = s c (f )(s). In addition, it is clear that s c (f )(s, ε) ≤ s c (f )(s, ε). Let (e i ) i∈I be an increasing family of τ -finite projections of M such that e i converges to 1 M in the strong operator topology. Then we can approximate s c (f )(s, ε) by s c (e i f e i )(s, ε). Thus we can assume that τ is finite; under this finiteness assumption, for any small δ > 0 (which will tend to zero in the end of the proof), consider
, we can assume that s c (f )(s, ε) is invertible in M for every (s, ε) ∈ S. By (1.3) and the Fubini theorem, we have
The term II is easy to deal with. By the Hölder inequality and (1.7), we get
Then by [43, 
Note here that s c (f )(s, ε) is the function of two variables defined by (2.6), which is differentiable in the w * -sense. We first deal with A. Using s c (f )(s, ε) ≤ s c (f )(s, ε), we have
The estimate of B is harder. For any j ∈ N, we need to create a square net partition in R d as follows:
For any s ∈ R d and k ∈ N 0 (N 0 being the set of nonnegative integers), we define
Since B(s, r − ε 2 ) ⊂ B(c m,j , r) whenever s ∈ Q m,j and ε ≥ 2 −j , we have
It is clear that
Since g ∈ bmo 
and for s ∈ Q and for all cubes Q with |Q| < 1.
Let Q m,k be the cube concentric with Q m,k and having side length 2 −k+1 . By the Fubini theorem and Lemma 1.4, we have
Then we deduce
Combining the estimates of A, B and II, we complete the proof.
The following is the main theorem of this section.
Theorem 2.11. Let 1 ≤ p < 2 and q be its conjugate index. We have h 
Conversely, every ℓ ∈ h c p (R d , M) * can be written as above and is associated to some g ∈ bmo
Proof. First, by Lemma 2.10, we get (2.9)
Now we prove the converse. Suppose that ℓ ∈ h 
where F is the map defined in (2.5).
Let g = F(h). Following the proof of Theorem 2.8, we have
Thus, we have accomplished the proof of the theorem.
The following corollary gives an equivalent norm of the space bmo c q . Note that it is a strengthening of the one-sided estimates in Lemmas 1.4 and 1.5.
Proof. From the proof of Lemma 2.10, we can see that if
and
According to Theorem 2.11, there exists a function
The inverse inequality is already contained in Lemmas 1.4 and 1.5. We obtain the desired assertion.
2.4.
The equivalence h q = bmo q . We now show that h 
Lemma 2.13. We have
where the relevant constant depends only on the dimension d.
Proof. By translation, it suffices to prove this inequality for s = 0. Given ε ∈ [0, 3 ], for any r such that ε ≤ r ≤ 2 3 , let us denote the ball centered at (0, r) and tangent to the boundary of the cone
r u} by B r . We notice that the radius of B r is greater than or equal to
. By the harmonicity of
Then by (0.10), we arrive at
where c d+1 is the volume of the unit ball of R d+1 . Integrating the above inequality, we get (2.11)
u and ε 2 ≤ u ≤ 1, the right hand side of (2.11) can be majorized by
where C is a constant depending only on d. Therefore,
Lemma 2.14.
Proof. We first deal with the case when 1 ≤ p < 2. Let g be a function in bmo c q (R d , M) (q is the conjugate index of p). Following a similar calculation as (1.3), we can easily check that
The term II can be treated in the same way as in the proof of Lemma 2.10:
Applying Lemma 2.3, we have
Concerning the term I, we have
Following the argument for the estimate of A in the proof of Lemma 2.10, we deduce similarly that A ′ g c (f ) p p . Now we deal with term B ′ . By Lemma 2.13, we have
Then we can apply almost the same argument as in the estimate of B. There is only one minor difference: when ε ≥ 2 −j and s ∈ Q m,j , we have s c (f )(s,
Combining the estimates of I, A ′ and B ′ with Theorem 2.11, we get
The case p = 2 is obvious. For p > 2, choose a positive g ∈ L ( p 2 ) ′ (N ) with norm one such that,
By the noncommutative Hardy-Littlewood maximal inequality (the one dimension R case is given by [30, Theorem 3.3] , the case R d is a simple corollary of (2.1) and Lemma 2.7), there exists a positive a ∈ L (
Therefore,
Then the assertion for the case p > 2 is also proved.
To proceed further, we introduce the definition of tent spaces. In the noncommutative setting, these spaces were first defined and studied by Mei [31] . 
and the corresponding space is
Remark 2.16. By the same arguments used in the proof of Theorem 2.11, we can prove the duality that
For the case p = 1, it suffices to replace ∂ ∂ε P ε (f )(s) and ∂ ∂ε P ε (g)(s) in the proof of Lemma 2.10 by f (s, ε) and g(s, ε) respectively. A similar argument will give us the inclusion that
, we get the reverse inclusion. For 1 < p < ∞, the tent space T c p (R d , M) we define above is a complemented subspace of the column tent space defined in [30] . So by Remark 4.6 in [51] , we obtain the duality that
Proof. First, we show the inclusion h
Then, by the Hölder inequality,
Now, we show that for any 1 ≤ p < 2 and g ∈ h c p (R d , M), we have (P + I(P)) * g p g h c p . Since 2 < q < ∞, we have 1 < q 2 < ∞. Applying the noncommutative Hardy-Littlewood maximal inequality, we get
We have proved h
. We need to make use of the tent spaces in Definition 2.15. We claim that for q > 2, every f ∈ bmo
Then by the Cauchy-Schwarz inequality, we arrive at
Following a similar argument as in the proof of Lemma 2.10, we obtain that
Comparing the equalities above with (2.13), we get
By Lemma 2.14, we have
Now let us majorize the second term P * f q by g ′′ q . Indeed, consider the function
. This means that the operator (1 + I) −1 is a contractive Fourier multiplier on L q (N ). Therefore, P * f q ≤ (P + I(P)) * f q ≤ 4π g Armed with the theorem above, we are able to extend the content of Theorem 2.8.
Proof.
(1) is already contained in Theorem 2.8. When p > 2, (2) follows from Theorem 2.8 and Theorem 2.17. The case p = 2 is trivial. For the case 1 < p < 2, according to Theorem 2.11, we have
Then, by Theorem 2.17 and (2.12), for
The desired inequality is proved.
The above theorem shows that, for any 1
. Thus, we deduce the following duality theorem:
with equivalent norms for any 1 < p < ∞.
Interpolation
In this section we study the interpolation of local Hardy and bmo spaces by transferring the problem to that of the operator-valued Hardy and BMO spaces defined in [30] . We begin with an easy observation on the difference between bmo . By Lemma 2.3, it is also evident that J(P) * g q g bmo c q
. Then we obtain
On the other hand, by Corollary 2.12, we have
Clearly, the first term on the right side can be estimated from above by g BMO q c
(see [51, Theorem 3.4] ). Therefore,
Thus, the lemma is proved.
Define [30] for more details), we deduce the following lemma: Lemma 3.2. Let 2 < q < ∞ and 0 < θ < 1. Then 
Theorem 3.3. Let 1 < p < ∞. We have
Since h 1 (Rwith the relevant constants depending only on d, p, and the pairs (Φ, Ψ) and (φ, ψ).
One implication of the above theorem is an easy consequence of conditions (1) and (4) In order to prove the converse inequalities, we need the following lemma, which can be seen as a generalization of Lemma 2.10.
Lemma 5.2. Let 1 ≤ p < 2, q be its conjugate index and Φ, φ be the functions satisfying the above assumption. For f ∈ h Proof. The proof of this Lemma is very similar to that of Lemma 2.10, we will just point out the necessary modifications to avoid duplication. We need two auxiliary square functions associated with Φ. For s ∈ R d , ε ∈ [0, 1], we define |Φ r * f (t)| 2 dtdr r d+1 |Φ r * f (t)| 2 dtdr r d+1 
Replacing ε ∂ ∂ε P ε (f ) and ε ∂ ∂ε P ε (g) in the proof of Lemma 2.10 by Φ ε * f and Ψ ε * g respectively and applying Lemma 5.7 and assumption (3) of Ψ and ψ, we get the estimates for the terms A and B that Combining the estimates for A, B and II, we finally get the desired inequality.
We also need the radial version of Lemma 5.2. To this end, we need to majorize the radial square function by the conic one. When we consider the Poisson kernel, this result follows from the harmonicity of the Poisson integral (see Lemma 2.13). However, in the general case, the harmonicity is no longer available. To overcome this difficulty, a more sophisticated inequality has been developped in [51] to compare non-local radial and conic functions. Observe that the result given in [51, Lemma 4.3 ] is a pointwise one, which also works for the local version of square functions if we consider integration over the interval 0 < ε < 1. The following lemma is an obvious consequence of [51, Lemma 4.3] .
Proof. To prove the assertion, it suffices to show that Since Φ(0) = 0, the above Taylor series implies that
Similarly, we have
where R ′ β is the integral form remainder of Ψ. Thus, both Φ(εξ) and Ψ(εξ) contain only powers of ε with order at least 1. Therefore, the integral 
