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Chapitre 1
Introduction
Ce manuscrit de thèse se compose de quatre chapitres. Le premier chapitre est
réservé à une introduction générale dans la quelle nous présentons les principales moti-
vations, les objectifs de notre étude et les résultats significatifs obtenus dans ce travail.
Le deuxième chapitre est consacré au calcul stochastique variationnel en temps
discret sur la classe des martingales normales à d dimensions satisfaisant la propriété
de représentation chaotique (PRC).
L’objet du troisième chapitre est la description de la mesure spectrale du processus
de Jocobi libre.
Ces deux chapitres ont pour point commun l’utilisation du calcul stochastique (com-
mutatif et non-commutatif) et son application au calcul des probabilités.
Le dernier chapitre qui est plutôt de nature analytique, contient une nouvelle ap-
proche permettant de décrire la mesure spectrale du mouvement Brownien (noté MB)
sur Gl(d,C).
1.1 Motivation
En temps continu, il est bien connu que le MB et le processus de Poisson sont
les seuls processus à accroissemnts stationnaires et indépendants ayant la PRC (voir
par exemple [32]). Un autre exemple de martingales continues ayant la PRC est celui
des martingales d’Azéma, comme l’a démontré Émery en 1988 ([16]). P. A. Meyer a
étudié la PRC sur la classe des martingales normales à d dimensions. Il a remarqué
qu’elles donnent lieu à des intégrales itérées qui s’identifient aux éléments de l’espace de
Fock, fournissant une injection isométrique canonique de l’espace de Fock dans L2(Ω)
([30]). Une condition nécessaire pour que cette injection soit un isomorphisme (i.e.
que ces martingales satisfont la PRC) est qu’elles vérifient une équation de structure
(ES). D’ailleurs cette dernière condition est nécessaire pour la propriété, plus faible, de
représentation prévisible (PRP).
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En temps discret, les trois propriétés de représentation chaotique, de représenta-
tion prévisible et d’existence d’équation de structure sont équivalentes ([2]). Ceci nous
amène à l’étude d’une classe importante de martingales normales, dites marches aléa-
toires obtuses pour lesquelles la suite des accroissements admet d ≥ 1 valeurs possibles.
Dans le cas unidimensionnel d = 1, ces martingales sont des marches de Bernoulli, ce
qui permet donc de retrouver les résultats sur l’analyse stochastique de l’espace de
Bernoulli (voir l’article [35] de N. Privault).
Une motivation du deuxième chapitre est d’avoir une meilleure intuition pour le cas
beaucoup plus difficile des martingales à temps continu, comme dans le papier d’Émery
[17]. Une autre raison de notre étude est l’espoir d’appliquer nos outils d’analyse sto-
chastique multidimensionelle au cas non-commutatif, citons par exemple le modèle
d’interactions quantiques répétées ([1]).
Dans le troisième chapitre, nous nous intéréssons, comme nous l’avons indiqué, à la
description de la mesure spectrale du processus de Jacobi libre. Ce processus intro-
duit par N. Demni dans [12] peut être considéré comme une extension du processus
de Jacobi réel en dimension infinie. En effet, ce dernier peut s’interpréter, pour des
valeurs entières de ses paramètres, comme étant la partie radiale d’une projection du
mouvement Brownien sur la sphère unité. A partir de cette interprétation géométrique,
Y. Doumerc a introduit le processus de Jacobi matriciel comme la partie radiale d’un
coin supérieur gauche du MB sur le groupe unitaire ([14]). Celui-ci converge au sens
des moments non commutatifs, vers ce qu’on appelle le MB unitaire libre quand la
taille de la matrice tend vers l’infini ([5, 36]). En vertu de la liberté asymptotique du
MB unitaire et des deux projections orthogonales ([20]), le processus de Jacobi libre
peut être réalisé comme limite au sens des moments non commutatifs du processus de
Jacobi matriciel. On peut aussi définir le processus de Jacobi libre de façon abstraite :
considérons un MB unitaire libre Y dans une algèbre de von Neumann A et P,Q deux
projections orthogonales de A libres avec Y , de rangs respectifs λθ et θ et telles que
PQ = QP = P si λ ≤ 1 et PQ = QP = Q sinon. Le prossesus de Jacobi libre est défini
comme J , PY QY ∗P . Ainsi, ce processus est une famille d’opérateurs positifs bornés
dans l’algèbre compressée PAP . Par conséquent, sa mesure spectrale est entièrement
déterminée par la suite de ses moments. Par ailleurs, on peut voir que la loi de J est
celle du produit de deux projections ortogonales. Ceci est d’une importance capitale
car dans ce cas, J est considéré comme un cas particulier du processus de libération
associé à deux projections (dans notre situation les projections commutent) défini par
D.V. Voiculescu dans le but de résoudre le problème d’isomorphisme des facteurs des
groupes libres.
Dans le quatrième chapitre, on retrouve la description de la mesure spectrale qui
apparaît lorsqu’on considère la partie radiale du MB sur Gl(d,C), à la limite normalisée
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quand d→∞. Cette mesure est l’analogue, en probabilités libres, de la loi log-normale
(voir [21, p. 5] ) et a été décrite dans [7]. En particulier son support est compact et ses
moments sont donnés par :
L
(1)
n−1(nt)
e−nt/2
n
= lim
d→∞
1
d
E(tr[(Z⋆−t/dZ−t/d)
n)]), n ≥ 1, t > 0
où L(1)n est le n-ième polynôme de Laguerre et Z est un MB sur Gl(d,C). Notre approche
est une adaptation de celle utilisée dans [13] afin de retrouver la description de la mesure
spectrale du MB unitaire libre.
1.2 Présentation des résultats
1.2.1 Marches aléatoires obtuses
Dans l’étude de l’analyse stochastique des marches aléatoires obtuses, nous géné-
ralisons les résultats du calcul stochastique sur les fonctionelles de Bernoulli. Notre
travail peut être divisé principalement en deux parties :
– La première partie est consacrée au calcul stochastique variationnel sur les fonc-
tionnelles des marches aléatoires obtuses. On rappelle qu’une martingale d di-
mensionnelle Z = (Z1, . . . , Zd) est dite normale si
E[∆Zin∆Z
j
n |Fn−1] = δij, i, j ∈ {1, ..., d},
où (Fn)n≥0 est la filtration naturelle associée à Z. Dans un premier temps, on
donne une construction de l’intégrale stochastique discrète par rapport à une
martingale normale d dimensionnelle, ainsi que l’intégrale stochastique multiple
associée
Ir(fr) =
d∑
k1,...,kr=1
∑
(i1,...,ir)∈∆r
fk1,...,krr (i1, ..., ir)∆Z
k1
i1
...∆Zkrir
avec ∆r = {(i1, ..., ir) ∈ Nr, il 6= ik, 1 ≤ l < k ≤ r} et fr ∈ L2(∆r,Rdr) une
fonction symétrique. Puis, on s’intéresse à l’étude des martingales normales sa-
tisfaisant la PRC. De manière équivalente, ces martingales vérifient une équation
de structure i.e.
[∆Zin,∆Z
j
n] = δ
ij +
∑
k
Φijk (n)∆Z
k
n,
où les Φijk sont des d
3 processus prévisibles. Celles-ci donnent lieu à des marches
aléatoires obtuses ([2]).
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Nous présentons une construction de l’opérateur gradient D sur les chaos de
Wiener correspondant. Puis ce dernier est réalisé comme opérateur de différence
finie. Il est utilisé, ensuite, pour démontrer une formule de représentation prévi-
sible pour les variables aléatoires du type Clark-Ocone. Enfin, nous définissons
l’opérateur divergence, adjoint de D, et nous montrons qu’il coïncide avec l’inté-
grale stochastique sur les processus prévisibles de carré sommables.
– La deuxième partie est consacrée à quelques applications des outils développés
dans la première. On utilise le semi-groupe de Ornstein-Uhlenbeck, pour prouver
deux identités de covariance. Ensuite, à l’aide de l’interprétation probabiliste
de l’opérateur gradient on donne une représentation intégrale du semi-groupe
d’Ornstein-Uhlenbeck à l’aide du noyau
qNt (w, w˜) =
N∏
i=0
(
1 + e−t < ∆Zi(w),∆Zi(w˜) >
)
, N ≥ 1.
Celle-ci est utilisée avec la formule de représentation de covariance pour prouver
une inégalité de déviation pour les variables aléatoires bornées. De plus, motivé
par les travaux de Dalang, Morton et Willinger ([10]) qui ont découvert en temps
discret l’équivalence entre non-arbitrage et existence d’une mesure-martingale, on
a eu recours à la formule de Clark-Ocone dans le but d’obtenir une solution au
problème de couverture des options en marché complet. On donne en particulier
une expression explicite d’une stratégie de couverture pour des modèles financiers
dont le processus de prix est une marche obtuse.
1.2.2 Processus de Jacobi libre
En ce qui concerne le processus de Jacobi libre, on établit dans un premier temps
une équation récurrente reliant la suite des moments. D’une manière équivalente, on
écrit une EDP non linéaire pour la fonction génératrice des moments. Dans un second
temps, on s’intérresse à la description de la mesure spectrale du processus de Jacobi
libre µt, quand le rang des projecteurs vaut 1/2. Celle-ci coïncide avec celle du cosinus
du MB unitaire libre Y
1
4
[Y −12t + 2 + Y2t]
modulo le changement de temps t→ 2t. On rappelle à ce propos que la description de
la mesure de Y apparaît dans [7, 13]. Ainsi, µt est absolument continue par rapport à
la mesure de Lebesgue et elle est donnée par
µt(dx) = 2
k2t(e
2i arccos(
√
x))√
x(1− x) 1[0,1](x)dx,
où kt est celle de Y . Deux preuves de ce résultat sont écrites : la première repose sur la
résolution explicite de l’EDP alors que la deuxième est de nature combinatoire. Pour des
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rangs arbitraires des projecteurs, cette dernière a le mérite de donner une description
presque complète de la mesure spectrale quand le deuxième paramètre varie tandis que
le premier reste fixe. On achève cette partie par la donnée d’une décomposition de la
fonction génératrice des moments en la somme de trois fonctions analytiques sur un
voisinage de l’origine, dans le cas où le premier paramètre varie et le deuxième reste
fixe.
1.2.3 MB sur Gl(d,C)
Dans le quatrième chapitre, on a revisité la description de la mesure spectrale νt qui
apparaît à la limite quand d→∞, lorsqu’on considère les moments de la partie radiale
du MB sur Gl(d,C). On part dans un premier temps d’une représentation intégrale de
la suite des moments sur une courbe de Jordan γ autour de l’origine
un(t) = − 1
2iπ
∫
γ
[gt(z)]
nz
∂zgt(z)
gt(z)
dz, gt(z) := e
−t(z+(1/2))
(
1 +
1
z
)
.
Puis on montre (pour tout t négatif) l’existence d’une unique courbe de Jordan γt
autour de l’origine telle que gt(γt) ∈ R+. Cette courbe coïncide, modulo quelques
transformations élémentaires, avec la frontière de la région Ωt décrite dans [7, p. 271].
Ainsi, νt est la mesure image de
−z∂zgt(z)
gt(z)
1γt(z)
dz
2iπ
.
Un calcul direct permet donc de retrouver la desciption de νt qui figure dans [7].
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Chapitre 2
Stochastic Analysis for obtuse random
walks
Uwe Franza and Tarek Hamdia, b
a Département de Mathématiques de Besançon, Université de Franche-Comté 16, route de Gray, 25 030 Besançon
cedex, France
b Département Mathématiques, Faculté des Sciences de Tunis, Université de Tunis El Manar, Campus Universitaire,
1060 Tunis, Tunisie
Abstract : We present a construction of the basic operators of stochas-
tic analysis (gradient and divergence) for a class of discrete-time normal
martingales called obtuse random walks. The approach is based on the
chaos representation property and discrete multiple stochastic integrals.
We show that these operators satisfy similar identities as in the case of
the Bernoulli randoms walks. We prove a Clark-Ocone-type predictable
representation formula, obtain two covariance identities and derive a de-
viation inequality. We close the exposition by an application to option
hedging in discrete time.
2.1 Introduction
A celebrated Theorem of Wiener [41] (who introduced the terms ’homogeneous
chaos’ and ’polynomial chaos’ in that paper) asserts that the chaotic representation
property (hereafter CRP) holds for the Brownian motion. This property says that any
square integrable random variable measurable with respect to a Brownian motion X
can be expressed as an orthogonal sum of multiple stochastic integrals with respect to
X. The main feature of this property is that it gives rise to an isometry between the
Fock space and the L2-space associated with this Brownian motion. In particular, the n-
th Wiener chaos is identified to an element of the Fock space for any n ≥ 1, opening the
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way to set up anticipating and non commutative stochastic calculus. Actually, Wiener
chaoses were slightly different from the modern ones, introduced later by Itô [24] and
studied by Meyer [31] for an interesting class of martingales called normal martingales
(including Brownian motion and the compensated Poisson process). In addition to
the martingale property, these processes, say X = (X1, . . . , Xd), are specified by the
requirement
< X i, Xj >t= δ
ijt.
Besides, Meyer noticed that any normal martingale gives rise to an isometry between
the Fock space and its L2-space. When this isometry is an isomorphism of Hilbert
spaces, then it leads to structure equations (hereafter SE) i.e. we have
[X i, Xj] = δijt+
t∫
0
∑
k
(Φijk )sdXs
for some predictable processes (Φijk ), and furthermore, X enjoys the PRP. However,
this is far from being a sufficient condition unlike its analog in the discrete-time setting
introduced and developed by Attal and Emery in [2]. In fact, in the discrete time case,
Attal and Emery showed that SEs are necessary and sufficient for the CRP to hold
(and also for the predictable representation property (PRP)). We are thus led to the
so-called obtuse random walks which are a class of d-dimensional normal martingales
such that the sequence of their increments (∆Xn)n≥0 take d+1 values for each n. This
fact translates that the filtration (Fn)n≥0 generated by X is of multiplicity d + 1 (i.e.
we move from Fn to Fn+1 by decomposing of each atom of Fn to d+ 1 atoms) c.f. [2].
For d = 1, these random walks reduce to the Bernoulli process which was used in [35]
to deal with the CRP and to define discrete multiple stochastic integrals with respect
to a discrete-time normal martingale with i.i.d. sequences of increments.
In this paper, we shall focus on discrete time normal d-dimensional martingales (see
definition below). Our main concern is generalizing the stochastic analysis for Bernoulli
random walks (see [35]) to the obtuse random walks (d > 1) with not necessarily
independent increments. First, we present a construction of the stochastic integral of
predictable square-integrable processes and the associated multiple stochastic integrals
of symmetric functions on Nn (n ≥ 1), with respect to such martingales. Indeed, these
iterated stochastic integrals give an isometry between this L2-space and the Fock space.
Next, we present a construction of the basic operators of stochastic analysis (gradient
and divergence, [35]). We give a probabilistic interpretation of the gradient operator
and prove that the divergence operator coincides with the stochastic integral on square
summable predictable processes. These operators are used to derive a Clark-Ocone-type
predictable representation formula and also to prove a deviation inequality. Finally, we
apply the tools developed in this paper to discrete market models in order to obtain
explicit expressions for hedging strategies [26, 35].
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One motivation for this paper is of course to get a better intuition for the much
more difficult continuous-time case, like in Émery’s paper [17]. But, so far we have
no new results in this direction. Another reason for our study is the hope to apply
our tools of multi-dimensional discrete-time stochastic analysis to non-commutative
discrete-time stochastic calculus, e.g. in models of repeated quantum interaction [1].
This paper is organized as follows. In section 2 we present a construction of the
stochastic integral of predictable square-integrable processes with respect to a normal
martingale. In the next section we construct the associated multiple stochastic integrals
of functions fn that are symmetric in n variables. In section 4 we present a charac-
terization of obtuse random walks in discrete-time setting. The proof of the CRP is
reviewed in section 5. A gradient operator D acting by finite differences is introduced
in section 6 in connection with multiple stochastic integrals and is used in section 7 to
state a Clark-Ocone-type predictable representation formula. The divergence operator
δ is defined in section 8 as an extension of the discrete-time stochastic integral and we
shall prove that it is the adjoint of D. The Ornstein-Uhlenbeck semi-group is used in
section 9 to express a covariance identity. In section 10 we prove a deviation inequa-
lity for functionals of obtuse random walks. The last section is devoted to present a
complete market model in discrete time as an application of the Clark-Ocone Formula.
2.2 Discrete stochastic integrals
Consider a discrete d-dimensional process Y = (Y 1, ..., Y d) on a probability space
(Ω,F ,P). Let (Fn)n≥0 denote the filtration generated by (Yn)n∈N and F−1 = {∅,Ω}.
Recall that a d-dimensional integrable process is said to be an Fn-martingale if each
coordinate is so.
We recall also (see for example [2]) that a d-dimensional martingale (Y0+. . .+Yn)n∈N
is said to be normal martingale if for any n ≥ 0,
E[Y inY
j
n |Fn−1] = δij, i, j ∈ {1, ..., d},
which can be written as
E[Yn ⊗ Yn |Fn−1] = In,
where ⊗ is the Kronecker tensor product of the vector Yn by itself.
In the sequel, we denote < x, y > the inner product of x and y in Rd, and we make
following assumptions on Y = (Y 1, ..., Y d) :
E[Y in |Fn−1] = 0 and E[Y inY jn |Fn−1] = δij.
These assumptions imply that the process (Y0 + ...+ Yn)n≥0 is a normal martingale in
the discrete time.
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Definition 2.2.1. Let U = (U1, ..., Ud) be a uniformly bounded sequence of random
variables with finite support in N (i.e. Un = 0Rd except perhaps a finite number of
indices). The stochastic integral of U with respect to Z is defined as
I(U) =
d∑
k=1
∞∑
n=0
UknY
k
n =
∞∑
n=0
< Un, Yn > .
Now we recall that :
Definition 2.2.2. A stochastic process (Xn)n is said to be predictable process with
respect to (Fn)n if Xn is Fn−1-measurable for each n.
Then one has the following result.
Proposition 2.2.3. The stochastic integral extends to square-integrable predictable
processes via the (conditional) isometry formula :
∀n ∈ N, E[|I(1[n,∞)U)|2 |Fn−1] = E[‖1[n,∞)U‖2 |Fn−1]
where 1[n,∞)U denotes the process (0, ..., 0, Un, Un+1, ...).
Proof. Let U, V be bounded predictable processes with finite support in N, we
have
E
[ ∞∑
k=n
< Uk, Yk >
∞∑
l=n
< Vl, Yl > |Fn−1
]
= E
[
d∑
i,j=1
∞∑
k,l=n
U ikY
i
kV
j
l Y
j
l |Fn−1
]
=
d∑
i,j=1
∞∑
k=n
E
[
E[U ikY
i
kV
j
k Y
j
k |Fk−1] |Fn−1
]
+
d∑
i,j=1
∑
n≤k<l
E
[
E[U ikY
i
kV
j
l Y
j
l |Fl−1] |Fn−1
]
+
d∑
i,j=1
∑
n≤l<k
E
[
E[U ikY
i
kV
j
l Y
j
l |Fk−1] |Fn−1
]
=
d∑
i,j=1
∞∑
k=n
E
[
U ikV
j
k E[Y
i
kY
j
k |Fk−1] |Fn−1
]
+2
d∑
i,j=1
∑
n≤l<k
E
[
U ikY
i
kV
j
l E[Y
j
l |Fk−1] |Fn−1
]
=
d∑
i=1
∞∑
k=n
E
[
U ikV
j
k |Fn−1
]
= E
[ ∞∑
k=n
< Uk, Vk > |Fn−1
]
.
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2.3 Discrete multiple stochastic integrals
This section is devoted to the construction and to state the main properties of the
multiple stochastic integrals of symmetric functions on Nr, r ≥ 1. We denote
∆r = {(i1, ..., ir) ∈ Nr, il 6= ik, 1 ≤ l < k ≤ r}
and
fr : ∆r −→ Rdr
(i1, ..., ir) 7−→
(
fk1,...,krr (i1, ..., ir)
)
1≤k1,...,kr≤d
a symmetric function in r variables.
Given f1 ∈ l2(N) we let
I1(f1) = I(f1) =
∞∑
n=0
< f1(n), Yn > .
Definition 2.3.1. For r ≥ 1, the multiple stochastic integral of fr ∈ L2(∆r,Rdr) with
respect to the normal martingale (Y0 + . . .+ Yn)n≥0 is defined by
Ir(fr) =
d∑
k1,...,kr=1
∑
(i1,...,ir)∈∆r
fk1,...,krr (i1, ..., ir)Y
k1
i1
...Y krir .
Remark 2.3.2. We take ∆0 = {0}, L2(∆0,R) = R and define I0(f0) ≡ f0, f0 ∈ R.
The following result gives a recurrence relation for multiple stochastic integral.
Proposition 2.3.3. Let r ≥ 1, we have
Ir(fr) = r
d∑
kr=1
∞∑
ir=0
Ir−1
(
fkrr (∗, ir)1〚0,ir−1〛r−1(∗)
)
Y krir ,
where
fkr (∗, i) : ∆r−1 −→ Rdr−1
(i1, ..., ir−1) 7−→
(
fk1,...,kr−1,kr (i1, ..., ir−1, i)
)
1≤k1,...,kr−1≤d
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Proof. We write
Ir(fr) = r!
d∑
k1,...,kr=1
∞∑
ir=0
∑
0≤ir−1≤ir
...
∑
0≤i1≤i2
fk1,...,krr (i1, ..., ir)Y
k1
i1
...Y krir
= r
d∑
kr=1
∞∑
ir=0
(r − 1)! d∑
k1,...,kr−1=1
∑
0≤ir−1≤ir
...
...
∑
0≤i1≤i2
fk1,...,krr (i1, ..., ir)Y
k1
i1
...Y
kr−1
ir−1
)
Y krir .

The next proposition states an isometry formula
Proposition 2.3.4. Let r, s ≥ 1, and consider
fr = (f
k1,...,kr
r (i1, ..., ir))1≤k1,...,kr≤d ∈ L2(∆r,Rd
r
),
gs = (g
t1,...,ts
s (j1, ..., js))1≤t1,...,ts≤d ∈ L2(∆s,Rd
s
).
We have
E [Ir(fr)Is(gs)] = 1{s=r}r!
d∑
k1,...,kr=1
< fk1,...,ksr , g
k1,...,ks
s >
Proof.
E [Ir(fr)Is(gs)]
=
d∑
k1,...,kr=1
t1,...,ts=1
∑
(i1,...,ir)∈∆r
(j1,...,js)∈∆s
fk1,...,krr (i1, ..., ir)g
t1,...,ts
s (j1, ..., js)E[Y
k1
i1
...Y krir Y
t1
j1
...Y tsjs ]
= (r!)2
d∑
k1,...,kr=1
t1,...,ts=1
∑
0≤i1<...<ir
0≤j1<...<js
fk1,...,krr (i1, ..., ir)g
t1,...,ts
s (j1, ..., js)E[Y
k1
i1
...Y krir Y
t1
j1
...Y tsjs ]
Note that if r = s and 0 ≤ i1 < ... < ir and 0 ≤ j1 < ... < jr we have
E[Y k1i1 ...Y
kr
ir
Y t1j1 ...Y
ts
js
] = 1{i1=j1,...ir=jr}1{k1=t1,...kr=tr},
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hence we get
E [Ir(fr)Ir(gr)]
= r!
d∑
k1,...,kr=1
t1,...,ts=1
∑
(i1,...,ir)∈∆r
fk1,...,krr (i1, ..., ir)g
k1,...,kr
r (i1, ..., ir)1{k1=t1,...kr=tr}.
If r < s then there necessarily exists k ∈ {1, ..., s} such that jk /∈ {i1, ..., ir} thus
E[Y k1i1 ...Y
kr
ir
Y t1j1 ...Y
ts
js
] = 0.

2.4 Obtuse random walks
Let us recall briefly the canonical construction of discrete-time normal martingales
with values in Rd. Consider a normal martingale (Y0 + . . .+ Yn)n≥0 such that, for each
n, Yn takes d+1 values v0(n), ..., vd(n) conditionally to Fn−1. Let P be any probability
measure on the set Ω = {0, ..., d}N that assigns strictly positive probability pin to each
vi(n) where (vi(n))n and (pin)n are predictable processes. (Fn)n≥0 denote the filtration
generated by (Yn)n∈N i.e.
Fn = σ(Y0, ..., Yn), n ∈ N.
We introduce the coordinate maps
Xn : Ω −→ {0, 1, ..., d}
w 7−→ wn
For
w = (w0, w1, ..., wn, .....) ∈ Ω,
we write Yn(w) = vXn(w) which yields
Fn = σ(X0, ..., Xn), n ∈ N.
Hence we have
pin = P(Yn = vi(n) |Fn−1) = P(Xn = i |Fn−1), n ∈ N.
Let
cji (n) = p
i
nv
j
i (n), n ∈ N, i ∈ {0, ..., d} and j ∈ {1, ..., d}.
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Proposition 2.4.1. ∀n ∈ N, ∀j, l ∈ {1, ..., d}, we have
d∑
i=0
cji (n) = 0,
and
d∑
i=0
cji (n)v
l
i(n) = δ
jl.
Proof. We write
d∑
i=0
cji (n) = E[Y
j
n |Fn−1] = 0,
and
d∑
i=0
cji (n)v
l
i(n) = E[Y
j
nY
l
n |Fn−1] = δjl.

Recall that the filtration (Fn)n≥0 is said to be of multiplicity d+1 if each Fn is finite
and each atom of Fn contains exactly d+1 atoms of Fn+1. The following result gives a
characterization of normal martingales which satisfy the CRP (c.f. [2] for a proof and
for more details).
Theorem 2.4.2. Let (Y0 + . . . + Yn)n≥0 be a d-dimensional normal martingale, the
following assertions are equivalent
1. The filtration multiplicity is bounded from above by d+ 1.
2. The filtration multiplicity is exactly d+ 1.
3. (Y0 + . . .+ Yn)n≥0 satisfies a SE
Y inY
j
n = δ
ij +
d∑
k=1
Φkij(n)Y
k
n ,
where Φkij are d
3 predictable processes.
4. (Y0 + . . .+ Yn)n≥0 has the PRP.
5. (Y0 + . . .+ Yn)n≥0 has the CRP.
Definition 2.4.3. An obtuse random walk is a process that satisfies the equivalent
condition of Theorem 2.4.2.
Note that the values (vi(n))0≤i≤d of Yn and their probabilities (pin)0≤i≤d are related
to the coefficients of the SE by
Φ(n) =
d∑
i=0
pinv
∗
i (n)⊗ vi(n)⊗ vi(n).
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2.5 Chaotic representation property
Assume now that the filtration (Fn)n generated by (Yn)n∈N has a multiplicity equal
to d + 1. Let L0(Ω,Fn) the space of Fn-measurable random variables, it has finite
dimension equal to (d+ 1)n+1.
For N ∈ N, we denote
IrN(fr) = Ir
(
fr1〚0,N〛r
)
.
Note that if r > N + 1, then IrN(fr) = 0.
Proposition 2.5.1. For all r ≥ 1,
IrN(fr) = E [Ir(fr) |FN ] .
Proof. Let 0 ≤ i1 < ... < ir ∈ ∆r, if ir > N we have
E[Y k1i1 ...Y
kr
ir
] = E[E[Y k1i1 ...Y
kr
ir
] |Fr−1] = 0.
As a result
E[Ir(fr)] = 0, ∀r ≥ 1
and the process (Irk(fr))k∈N is a discrete-time martingale. 
Corollary 2.5.2. For 0 ≤ N ≤ r,
Ir(fr) is FN−measurable if and only if fr1〚0,N〛r = fr.
Proof. The sufficiency is obvious. The necessity is a consequence of
IrN(fr) = E [Ir(fr) |FN ] = Ir(fr),
and of the isometry formula. 
Definition 2.5.3. Let H0 = R and for n ≥ 1, we denote Hn the subspace of L2(Ω)
made of stochastic integrals of order n ≥ 1
Hn = {In(fn), fn ∈ L2(∆n,Rdn)}.
Proposition 2.5.4. ∀n ∈ N,
L0(Ω,Fn) ⊂ H0 ⊕ ...⊕Hn+1.
Proof. For 0 ≤ r ≤ n+1, we have dimL0(Ω,Fn)∩Hr =
(
n+1
r
)
dr. More precisely,
{Y k1i1 ...Y krir : 0 ≤ i1 < ... < ir ≤ n, 1 ≤ k1, ..., kr ≤ d}
form an orthonormal basis. By orthogonality of the subspaces Hr we have
L0(Ω,Fn) = (H0 ⊕ ...⊕Hn+1) ∩ L0(Ω,Fn).

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Consequence 2.5.5. Any element F ∈ L2(Ω,Fn) can be written as
F = E[F ] +
n+1∑
r=1
Irn(fr).
Definition 2.5.6. We denote S the linear space spanned by multiple stochastic integrals
S =
{ ∞⋃
n=0
Hn
}
=
{
n∑
r=0
Ir(fr), with fr ∈ L2(∆r,Rdr) symmetric
}
.
The completion of S in L2(Ω) is denoted by the direct sum
∞⊕
n=0
Hn.
The next result establishes the CRP for normal martingales under the assumption
that we move from Fn to Fn+1 by decomposition of each atom of Fn to d + 1 atoms
(with measure > 0), see [2, 31].
Theorem 2.5.7.
L2(Ω) =
∞⊕
n=0
Hn.
Proof. It suffices to show that S is dense in L2(Ω). To this end, let F be a bounded
random variable, then Proposition 2.5.4 shows that, E[F |Fn] ∈ S. But, the martingale
(E[F |Fn])n∈N converges a.s. and in L2(Ω) to F , and we are done. 
2.6 Gradient operator
Definition 2.6.1. The gradient operator D : S −→ L2(Ω× N,Rd) is defined by
Djk(Ir(fr)) = rIr−1
(
f jr (∗, k)1∆r(∗, k)
)
, k ∈ N and j ∈ {1, ..., d}.
Proposition 2.6.2. The gradient operator is continuous on the chaos Hr.
Proof. We have
‖DkIr(fr)‖2L2(Ω,Rd) =
d∑
j=1
‖DjkIr(fr)‖2L2(Ω,R)
=
d∑
j=1
r2‖Ir−1 (f jr (∗, k)1∆r(∗, k)) ‖2
=
d∑
j=1
r2(r − 1)!‖f jr (∗, k)‖2L2(∆r−1)
= rr!‖fr(∗, k)‖2L2(∆r−1).
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Proposition 2.6.3. Let F ∈ S be Fn-measurable, then for any k > n, one has
DjkF = 0, j ∈ {1, ..., d}.
Proof. We write
F = E[F ] +
n+1∑
r=1
Irn(fr)
Then for k > n we have
Djk (Irn(fr)) = rIr−1(f jr (∗, k)1j[0,n]r(∗, k)1∆r(∗, k)) = 0, ∀j ∈ {1, ..., d}.

Remark 2.6.4. By the Clark-Ocone formula derived in the next section, the converse
of this proposition is also true i.e. if F ∈ S is such that
DjkF = 0, ∀k > n and ∀j ∈ {1, ..., d},
then F is Fn-measurable.
Notation 2.6.5. Let f˜n ∈ L2(Rn,Rdn) denote the symmetrization of fn ∈ L2(∆n,Rdn),
given by
f˜ i1,...,inn (t1, ..., tn) =
1
n!
∑
σ∈Sn
f
iσ(1),...,iσ(n)
n (tσ(1), ..., tσ(n)), 1 ≤ i1, ..., in ≤ d.
In particular, for (s1, ..., sr) ∈ ∆r, we have
1˜i1,...,ir{s1,...,sr}(t1, ..., tr) =
1
r!
1{{s1,...,sr}={t1,...,tr}}ei1 ⊗ ...⊗ eir ,
where (e1, ..., ed) denotes the canonical basis of Rd.
Proposition 2.6.6. For any r ≥ 1, we have
Ir
(
1˜i1,...,ir(s1,...,sr)
)
= Y i1s1 ... Y
ir
sr .
As a result an orthonormal basis of L2(Ω,Fn) is given by{
Y i1s1 ... Y
ir
sr : 0 ≤ s1 < ... < sr ≤ n, 1 ≤ i1, ..., ir ≤ d
}
.
Hence we can write
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Proposition 2.6.7. For any r ≥ 1,
Djk
(
Y i1s1 ...Y
ir
sr
)
=
{
δjitY i1s1 ...Yˇ
it
st ...Y
ir
sr if k = st, t ∈ {1, ..., r}
0 if k /∈ (s1, ...sr)
.
where Yˇ itst denotes that the factor Y
it
st should be omitted in the product.
Proof. Using Proposition 2.6.6, one can see that
Djk
(
Y i1s1 ...Y
ir
sr
)
= Djk
(
Ir
(
1˜i1,...,ir(s1,...,sr)
))
= rIr−1
(
1
r!
1{j∈(i1,...,ir)}1{(s1,...,sr)=(∗,k)}1∆r(∗, k)ei1 ⊗ ...⊗ eir−1 ⊗ ej
)

The following result gives the probabilistic interpretation of Djk as a finite difference
operator in the case of discrete time random walks with i.i.d. increments.
Proposition 2.6.8. For any F ∈ S, one has
DjkF (w) =
d∑
i=0
cji (k)F (w
k
i )
where we recall that (c.f. Section 4)
cji (k) = P(Xk = i |Fk−1) = Y jk (wki )
and
wki = (w1, ..., wk−1, i, wk+1, ...).
Proof. It suffices to consider F = Y i1s1 ...Y
ir
sr . By Proposition 2.6.7
DjkF =
{
δjitY i1s1 ...Yˇ
it
st ...Y
ir
sr if k = st, t ∈ {1, ..., r}
0 if k /∈ (s1, ..., sr)
.
If k /∈ (s1, ..., sr), we get F (wki ) = F (w) hence by Proposition 2.4.1,
d∑
i=0
cji (k)F (w
k
i ) =
d∑
i=0
cji (k)F (w) = 0 = D
j
kF (w)
Suppose now that k ∈ (s1, ..., sr) for example, let k = sr then
DjkF = δ
jir
r−1∏
p=1
Y ipsp .
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But,
d∑
i=0
cji (k)F (w
k
i ) =
d∑
i=0
cji (k)
r∏
p=1
Y ipsp (w
k
i )
=
(
r−1∏
p=1
Y ipsp (w)
)
d∑
i=0
cji (k)Y
ir
k (w
k
i )
=
(
r−1∏
p=1
Y ipsp (w)
)
d∑
i=0
cji (k)v
ir
i (k)
= δjir
r−1∏
p=1
Y ipsp (w)
= DjkF (w).

An immediate consequence, is the following
Corollary 2.6.9. The gradient operator extends to any random variable F : Ω −→ R.
We denote Dom(D) the L2-domain of D : F ∈ Dom(D) if and only if
E[‖DF‖2l2(N)] <∞.
2.7 Clark-Ocone formula
In this section, we derive an explicit expression for the predictable representation of
stochastic variables. The main tool is a discrete time analog of the well-known Clark-
Ocone formula : for any random variable F
F = E[F ] +
∫
E[DtF |Ft]dBt.
When d = 1, the discrete time analog of the Clark-Ocone formula for Bernoulli measures
appears in [35] (we refer also to [27] for a discrete but finite Clark-Ocone formula). For
general d ≥ 1, one has
Proposition 2.7.1. For any F ∈ S,
F = E[F ] +
∞∑
k=0
< E[DkF |Fk−1], Yk >
= E[F ] +
∞∑
k=0
< DkE[F |Fk], Yk > .
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Proof. By linearity, it suffices to show the result for F = Ir(fr), from the recur-
rence formula
F = r
d∑
i=1
∞∑
k=0
Ir−1
(
f ir(∗, k)1∆r(∗, k)1〚0,k−1〛r−1(∗)
)
Y ik
= r
d∑
i=1
∞∑
k=0
E
[Ir−1 (f ir(∗, k)1∆r(∗, k)) |Fk−1]Y ik
=
d∑
i=1
∞∑
k=0
E[DikF |Fk−1]Y ik
and since E[Ir(fr)] = 0, ∀r ≥ 1 we get the first identity, while the second one holds
from
E[DikF |Fk−1] = DikE[F |Fk].

Proposition 2.7.2. The operator
L2(Ω) −→ L2(Ω× N,Rd)
F 7−→ ((E[D1kF |Fk−1], ...,E[DdkF |Fk−1]))k∈N
is bounded with norm equal to one, hence the Clark-Ocone formula extends to any
F ∈ L2(Ω).
Proof. From the Clark-Ocone formula and using the isometry formula, we have
for F ∈ S ;
‖E[D.F |F.−1]‖2L2(Ω×N) =
d∑
j=1
‖E[Dj. F |F.−1]‖2L2(Ω×N)
=
d∑
j=1
E
[ ∞∑
k=0
(
E[DjkF |Fk−1]
)2]
= E[(F − E[F ])2]
≤ E[|F |2]
= ‖F‖2L2(Ω).

Consequently we state a Poincaré inequality.
Corollary 2.7.3. For any F ∈ L2(Ω),
var(F ) ≤ ‖DF‖2L2(Ω×N,Rd).
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Proof. We have
var(F ) = E[|F − E[F ]|2]
=
d∑
j=1
E
( ∞∑
k=0
E[DjkF |Fk−1]
)2
=
d∑
j=1
E
[ ∞∑
k=0
(
E[DjkF |Fk−1]
)2]
≤
d∑
j=1
E
[ ∞∑
k=0
E[|DjkF |2 |Fk−1]
]
=
d∑
j=1
E
[ ∞∑
k=0
|DjkF |2
]
= E
[ ∞∑
k=0
‖DkF‖2
]
.

Another variant of the Clark-Ocone formula is stated as
Proposition 2.7.4. For n ∈ N and F ∈ L2(Ω). We have
F = E[F | Fn] +
∞∑
k=n+1
< E[DkF |Fk−1], Yk >
and
E[F 2] = E[(E[F |Fn])2] + E
[ ∞∑
k=n+1
‖E[DkF |Fk−1]‖2
]
.
Proof. Since E[F |Fn] ∈ L2(Ω,Fn), the Clark-Ocone formula gives
E[F |Fn] = E[F ] +
d∑
i=0
n∑
k=0
E[DjkE[F |Fn] |Fk−1]Y jk
= E[F ] +
d∑
i=1
n∑
k=0
DjkE[E[F |Fn] |Fk]Y jk
= E[F ] +
d∑
i=1
n∑
k=0
DjkE[F |Fk]Y jk
= E[F ] +
d∑
i=1
n∑
k=0
E[DjkF |Fk−1]Y jk
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which proves the first identity. The second identity is a consequence of the first one
together with the isometry property of I. 
As an application of the Clark-Ocone formula, we obtain the following PRP for
discrete-time martingales.
Proposition 2.7.5. Let (Mn)n∈N be a d-dimensional martingale in L2(Ω) with respect
to (Fn)n∈N. There exists a predictable d-dimensional process (γk)k∈N such that ∀n ∈ N,
M in = M
i
−1 +
n∑
k=0
< γik, Yk >, i ∈ {1, ..., d}.
Proof. Let k ≥ 1. The Corollary 2.7.4 shows that ∀i ∈ {1, ..., d}
M ik = E[M
i
k |Fk−1]+ < E[DkM ik |Fk−1], Yk >
= M ik−1+ < E[DkM
i
k |Fk−1], Yk >
and one concludes by letting
γik := E[DkM
i
k |Fk−1], k ≥ 0.

2.8 Divergence operator
Let U the subspace of L2(Ω× N,Rd) defined by
U =
{
n∑
r=0
(Ir (f 1r+1(∗, .)) , ..., Ir (fdr+1(∗, .))) ,
fr+1 ∈ L2(∆r+1) symmetric on its first r variables
}
Definition 2.8.1. The divergence operator is the linear mapping δ : U −→ L2(Ω)
defined by
δ(X) = δ
(Ir (f 1r+1(∗, .)) , ..., Ir (fdr+1(∗, .))) = Ir+1 (f˜r+1)
for (Xk)k of the form
Xk =
(Ir (f 1r+1(∗, k)) , ..., Ir (fdr+1(∗, k))) , k ∈ N.
Proposition 2.8.2. The operator δ is the adjoint to D.
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Proof. We consider F = Ir(fr) and G = (Gk = (G1k, ..., Gdk))k∈N where
Gik = Is(gis+1(∗, k)), ∀1 ≥ i ≥ d.
We have
E
[
< D.F,G >l2(N)
]
=
d∑
i=1
E
[
< Di.F,G
i >l2(N)
]
=
d∑
i=1
r
∞∑
k=0
E
[Ir−1(f ir(∗, k)1∆r(∗, k))Is(gis+1(∗, k))]
= r!1{r−1=s}
d∑
i=1
d∑
i1,...,ir−1=1
j1,...,js=1
< f i1,...,ir−1,ir , g
j1,...,js,i
r > 1{i1=j1,...ir−1=js}
= E
[Ir(fr)Is+1(g˜s+1)]
= E [δ(G)F ]

The following result shows that δ coincides with the stochastic integral operator I on
the square summable predictable processes.
Proposition 2.8.3. The operator δ can be extended to L2(Ω× N,Rd) with
δ(X) =
∞∑
k=0
< Xk, Yk > −
d∑
i=1
∞∑
k=0
< Dk(X
i
k), Yk > Y
i
k , (2.8.1)
provided all series converge in L2(Ω).
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Proof. Let Xk =
(Ir (f 1r+1(∗, k)) , ..., Ir (fdr+1(∗, k))) , then one has
δ(X)
= Ir+1
(
f˜r+1
)
=
d∑
k1,...,kr+1=1
∑
(i1,...,ir+1)∈∆r+1
f˜
k1,...,kr+1
r+1 (i1, ..., ir+1)Y
k1
i1
...Y
kr+1
ir+1
=
d∑
k1,...,kr,t=1
∞∑
k=0
∑
(i1,...,ir)∈∆r
f˜k1,...,kr,tr+1 (i1, ..., ir, k)Y
k1
i1
...Y krir Y
t
k
−r
d∑
k1,...,kr−1,s,t=1
∞∑
k=0
∑
(i1,...,ir−1)∈∆r−1
f˜
k1,...,kr−1,s,t
r+1 (i1, ..., ir−1, k, k)Y
k1
i1
...Y
kr−1
ir−1
Y sk Y
t
k
=
∞∑
k=0
Ir (f tr+1(∗, k))Y tk − r d∑
s,t=1
∞∑
k=0
Ir−1 (f s,tr+1(∗, k, k)1∆r+1(∗, k, k))Y sk Y tk
=
∞∑
k=0
< Xk, Yk > −
d∑
s,t=1
∞∑
k=0
Dsk(X
t
k)Y
s
k Y
t
k .

Observe that from Proposition 2.6.3, the last term in the right-hand side of (2.8.1)
vanish when X is predictable. As a result
Corollary 2.8.4. δ coincides with the stochastic integral operator I on the square
summable predictable process.
2.9 Covariance identities
The covariance Cov(F,G) of F,G ∈ L2(Ω) is defined as
Cov(F,G) = E[(F − E[F ])(G− E[G])] = E[FG]− E[F ]E[G].
Let (Pt)t∈R+ denote the Ornstein–Uhlenbeck semigroup, defined as
PtF =
∞∑
n=0
e−ntIn(fn)
where F =
∑∞
n=0 In(fn). We have
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Proposition 2.9.1. For F,G ∈ Dom(D),
Cov(F,G) = E
[ ∞∑
k=0
< E[DkF |Fk−1], DkG >
]
and
Cov(F,G) = E
 ∞∑
k=0
∞∫
0
e−t < DkF, PtDkG > dt
 .
Proof. The first identity is a consequence of the Clark-Ocone formula :
Cov(F,G) = E[(F − E[F ])(G− E[G])]
= E
[( ∞∑
k=0
< E[DkF |Fk−1], Yk >
)( ∞∑
l=0
< E[DlG |Fl−1], Yl >
)]
= E
[( ∞∑
k=0
d∑
i=1
E[DikF |Fk−1]Y ik
)( ∞∑
l=0
d∑
i=1
E[DilG |Fl−1]Y il
)]
= E
[ ∞∑
k=0
d∑
i=1
E[DikF |Fk−1]E[DikG |Fk−1]
]
= E
[ ∞∑
k=0
d∑
i=1
E
[
E[DikF |Fk−1]DikG |Fk−1
]]
=
∞∑
k=0
E [E [< E[DkF |Fk−1], DkG > |Fk−1]]
= E
[ ∞∑
k=0
< E[DkF |Fk−1], DkG >
]
.
By orthogonality of multiple integrals of different orders and continuity of Pt on L2(Ω),
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it suffices to prove the second identity for F = In(fn) and G = In(gn). We have
Cov(In(fn), In(gn))
= E[In(fn)In(gn)]
= n!
d∑
k1,...,kn=1
< fk1,...,knn , g
k1,...,kn
n >
= n!n
∞∫
0
e−ntdt
d∑
k1,...,kn=1
< fk1,...,knn , g
k1,...,kn
n >
= n
∞∫
0
e−ntdt
d∑
k1,...,kn=1
∑
(i1,...,in)∈∆n
fk1,...,knn (i1, ..., in)g
k1,...,kn
n (i1, ..., in)
= n2E
 ∞∫
0
e−t
d∑
j=1
∞∑
k=0
In−1 (f jn(∗, k)1∆n(∗, k)) e(n−1)tIn−1 (gjn(∗, k)1∆n−1(∗, k)) dt

= n2E
 ∞∫
0
e−t
d∑
j=1
∞∑
k=0
In−1 (f jn(∗, k)1∆n(∗, k))PtIn−1 (gjn(∗, k)1∆n−1(∗, k)) dt

= E
 ∞∫
0
e−t
d∑
j=1
∞∑
k=0
DjkIn (fn)PtDjkIn (gn) dt
 .

The next result shows that (Pt)t∈R+ admits an integral representation by a proba-
bility kernel.
Let us define the probability kernel Qt(w˜, dw), for any N ≥ 1 and t ∈ R+, by
E
[
dQt(w˜, .)
dP
∣∣∣∣FN] (w) = qNt (w˜, w)
where qNt : Ω× Ω→ R+ is defined by
qNt (w˜, w) =
N∏
i=0
(
1 + e−t < Yi(w), Yi(w˜) >
)
, w, w˜ ∈ Ω.
Proposition 2.9.2. For any F ∈ L2(Ω,FN) one has
PtF (w˜) =
∫
Ω
F (w)Qt(w˜, dw), w˜ ∈ Ω.
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Proof : Recall that L2(Ω,FN) has finite dimension (d + 1)N+1. More precisely, an
orthonormal basis of L2(Ω,FN) is given by{
Y s1k1 ... Y
sn
kn
: 0 ≤ k1 < ... < kn ≤ N, 1 ≤ s1, ..., sn ≤ d
}
.
Then it suffices to consider functionals of the form F = Y s1k1 ...Y
sn
kn
. Now observe that
E
[
Y jk (.)
(
1 + e−t < Yk(.), Yk(w) >
)]
= E
[
Y jk (.)
(
1 + e−t
d∑
l=1
Y lk(.)Y
l
k(w)
)]
=
d∑
i=0
cji (k)(1 + e
−t
d∑
l=1
vli(k)Y
l
k(w))
= e−t
d∑
i=0
cji (k)
d∑
l=1
vli(k)Y
l
k(w)
= e−t
d∑
l=1
δjlY lk(w)
= e−tY jk (w).
Then, by independence of the sequence (Xk)k≥0,
E
[
Y s1k1 ...Y
sn
kn
qNt (w˜, .)
]
= E
[
Y s1k1 ...Y
sn
kn
N∏
i=0
(
1 + e−t < Yki(w˜), Yki(.) >
)]
=
N∏
i=0
E
[
Y siki
(
1 + e−t < Yki(w˜), Yki(.) >
)]
= e−ntY s1k1 (w)...Y
sn
kn
(w)
= e−ntIn
(
1˜s1,...,sn{k1,...,kn}
)
(w)
= Pt(Y
s1
k1
...Y snkn ).

2.10 Deviation inequality
In this section, we prove a deviation inequality for functionals of obtuse random
walks, using the action of gradient operator and the covariance representations instead
of the logarithm Sobolev inequality. We refer to [35, 23] for other versions of this
inequality in the one-dimensional case.
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Proposition 2.10.1. Let F : Ω→ R be a bounded random variable such that for any
k ∈ N and i, i′ ∈ {0, ..., d},
|F (wki )− F (wki′)| ≤ K, |cji (k)| ≤ C, j ∈ {1, ..., d}
for some K,C > 0 and ||DF ||L∞(Ω,l1(N)) <∞. Then
P(F − E[F ] ≥ x) ≤ exp
(
−dC||DF ||L∞(Ω,l1(N))
K
g
(
x
dC||DF ||L∞(Ω,l1(N))
))
≤ exp
(
− x
2K
ln
(
1 +
x
dC||DF ||L∞(Ω,l1(N))
))
with g(u) = (1 + u) ln(1 + u)− u, u ≥ 0.
Proof : For sake of simplicity, we assume that E[F ] = 0. Then from the Chebychev
inequality, one sees that
P(F ≥ x) ≤ e−txE [etF ] .
Next, letting L(t) = E
[
etF
]
, one has
ln(E
[
etF
]
) =
t∫
0
L′(s)
L(s)
ds
=
t∫
0
E
[
FesF
]
E [esF ]
ds.
Now, we shall need the following result.
Lemma 2.10.2. For any random variable F : Ω→ R and s ≥ 0, one has
e−sFDjke
sF =
d∑
i=0,i 6=Xk
cji (k)
(
es(F (w
k
i )−F ) − 1
)
.
Proof : We have
Djke
F =
d∑
i=0
cji (k)e
F (wki )
=
d∑
l=0
1{Xk=l}
d∑
i=0,i 6=l
cji (k)e
F (wki ) + cjl (k)e
F
=
d∑
l=0
1{Xk=l}
d∑
i=0,i 6=l
cji (k)e
F (wki ) −
d∑
i=0,i 6=l
cji (k)e
F
=
d∑
l=0
1{Xk=l}e
F
d∑
i=0,i 6=l
cji (k)
(
eF (w
k
i )−F − 1
)
.
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Remark 2.10.3. Note that the gradient operator does not satisfy a derivation rule for
products. More precisely, for any F,G : Ω→ R, we have
Djk(FG) = FD
j
k(G) +GD
j
k(F ) +
d∑
i=0,i 6=Xk
cji (k)(F − F (wki ))(G−G(wki )).
Let (Pt)t∈R+ be the Ornstein–Uhlenbeck semigroup, defined in the previous section.
From Proposition 2.9.2, we obtain the following bound.
Lemma 2.10.4. For any u ∈ L2(Ω× N), one has
||Ptu||L∞(Ω,l1(N)) ≤ ||u||L∞(Ω,l1(N))
Proof : Using the representation formula of Pt given in Proposition 2.9.2, one has
P(dw˜)-a.s.
||Ptu||l1(N)(w˜) =
∞∑
k=0
|Ptuk(w˜)|
=
∞∑
k=0
∣∣∣∣∣∣
∫
Ω
uk(w)Qt(w˜, dw)
∣∣∣∣∣∣
≤
∞∑
k=0
∫
Ω
|uk(w)|Qt(w˜, dw)
=
∫
Ω
||u||l1(N)(w)Qt(w˜, dw)
≤ ||u||L∞(Ω,l1(N)).

Since the function x 7→ ex − 1 is positive and increasing on R, then by Lemma
2.10.2, we obtain
e−sFDjke
sF =
d∑
i=0,i 6=Xk
cji (k)
(
es(F (w
k
i )−F ) − 1
)
≤ (esK − 1)
d∑
i=0,i 6=Xk
cji (k)
= −cjXk(k)(esK − 1)
≤ C(esK − 1).
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Going back to the proof of Proposition 2.10.1, by Proposition 2.9.1 and Lemma
2.10.4 one has
E
[
FesF
]
= Cov(F, esF )
= E
 ∞∑
k=0
∞∫
0
e−t < DkesF , PtDkF > dt

≤ dC(esK − 1)E
esF ∞∫
0
e−t||PtDF ||(l1(N),Rd)dt

≤ dC(esK − 1)E [esF ] ||DF ||L∞(Ω,l1(N)) ∞∫
0
e−tdt
≤ dC(esK − 1)E [esF ] ||DF ||L∞(Ω,l1(N)).
Consequently we have
ln
(
E
[
etF
])
=
t∫
0
E
[
FesF
]
E [esF ]
ds
≤ dC||DF ||L∞(Ω,l1(N))
t∫
0
(esK − 1)ds
≤ dC||DF ||L∞(Ω,l1(N))(etK − tk − 1).
As a result, for any x, t ≥ 0,
P(F ≥ x) ≤ exp (dC||DF ||L∞(Ω,l1(N))(etK − tk − 1)− tx) .
The minimum in t ≥ 0 in the above expression is attained with
t =
1
K
ln
(
1 +
x
dC||DF ||L∞(Ω,l1(N))
)
,
whence
P(F ≥ x)
≤ exp
(
− 1
K
((x+ dC||DF ||L∞(Ω,l1(N))) ln
(
1 +
x
dC||DF ||L∞(Ω,l1(N))
)
− x)
)
≤ exp
(
− x
2K
ln
(
1 +
x
dC||DF ||L∞(Ω,l1(N))
))
,
where we used the inequality (1 + u) ln(1 + u)− u ≥ u
2
ln(1 + u). 
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2.11 Complete markets in discrete time
In this section we present a complete market model in discrete time as an ap-
plication of the Clark-Ocone formula. The discrete-time and finite horizon models
of financial markets can be described as follows. We consider a probability space
(Ω,F , (Fn)−1≤n≤N ,P) where N is finite, F−1 = {∅,Ω} and F = FN . Let
S˜ = (B, S1, ..., Sd) = (B, S) ∈ Rd+1
be d + 1 assets such that B = (Bn)n is the price process of a risk-less asset (bond)
where Bn > 0, ∀n ≥ −1 and S = (S1, ..., Sd) is the price process assets (stocks).
In order to distinguish the scalar product in Rd+1, it will be convenient to use the
notation x.y =
∑d+1
i=1 xiyi for x, y ∈ Rd+1. We start by giving some classical definitions
for financial market.
Definition 2.11.1. A portfolio (or strategy) π ∈ Rd+1 is a pair (β, γ) , where β = (βn)
and γn = (γ1n, ..., γ
d
n) are predictable processes such that γ
i
n denote the number of shares
of the ith stock and βn the number of bonds that the seller of the option owns at time
n.
The corresponding value at time n of the seller’s portfolio is defined by
V πn = πn+1.S˜n = βn+1Bn+ < γn+1, Sn > n ≥ −1. (2.11.2)
Note that in order to be consistent with the notation of the previous sections, we use
the time scale N, hence the index 0 is that of the first value of any stochastic process,
while the index −1 corresponds to its deterministic initial value.
Definition 2.11.2. A portfolio π = (β, γ) is said to be self-financing if
Bn∆βn+ < Sn,∆γn >= 0, n ≥ 0, (2.11.3)
where ∆Yn = Yn+1 − Yn denotes the increment of the process Y at time n.
Hence the self-financing condition implies
V πn = βnBn+ < γn, Sn > .
It’s also convenient to use the discounted prices S = (S
1
, ..., S
d
) defined by
Sn =
1
Bn
Sn, n ≥ −1,
and the corresponding discounted value process of a strategy π defined as
V
π
n =
1
Bn
V πn , n ≥ −1.
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Definition 2.11.3. A model is said to be arbitrage-free if for every self-financing π
with V π0 = 0 and V
π
N ≥ 0 a.s. then V πN = 0 a.s.
Definition 2.11.4. An arbitrage-free market model is called complete if every contin-
gent claim is attainable, i.e. every bounded F-measurable random variable F can be
hedged by a self-financing strategy.
Note that in discrete-time setting, only a very limited class of models enjoys the
completeness property. Let us recall the two basic theorems in asset pricing theory (see
e.g. [10, 19, 25] for proofs and more details).
Definition 2.11.5. An equivalent martingale measure Q is a probability measure equi-
valent to P under which the d-dimensional discounted process S is a martingale.
Theorem 2.11.6. A market model is arbitrage-free if and only if there exists an equi-
valent martingale measure.
Theorem 2.11.7. An arbitrage-free market model is complete if and only if there
exists exactly one equivalent martingale measure. In this case, the number of atoms in
(Ω,F ,P) is bounded above by (d+ 1)N .
This theorem suggests that the price process of a complete market model,can be
constructed from an obtuse random walk. Throughout the following, we are interested
in market models given by
∀n ∈ {0, ..., N},
{
Sn =
∏n
k=0(I +M
i
k)S−1 if Xn = i, i ∈ {0, ..., l}
Bn =
∏n
k=0(1 + rk)
with initial values S−1 and B−1 = 1, where Xn is the coordinate maps i.e.
Xn : Ω −→ {0, ..., l}
w = (w0, ..., wN) 7−→ wn
and (M ik)k, (rk)k are deterministic sequences such that I + M
i
k is a matrix with
non-negative entries and rk > −1.
2.11.1 One-period model
We start by discussing the notions of arbitrage-freeness and completeness of the
market in one-period model i.e. the assets are priced at the initial time t = 0 and at
the final time t = 1. Let
ξ˜ = (1, ξ) = (1, ξ1, ..., ξd) ∈ Rd+1+
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and
S˜i = (1, Si) = (1 + r, (I +M i)ξ), if X = i ∈ 0, ..., l,
the respective asset price at time t = 0 and t = 1. Let us consider
π = (π0, γ) = (π0, γ1, ..., γd) ∈ Rd+1
a portfolio at t = 0. The price for buying π equals π.ξ and at time t = 1, the portfolio
takes the value
π.S˜i = (1 + r)π0+ < (I +M i)ξ, γ >,
depending on the scenario X = i.
With these notations, Theorem 2.11.6 implies that the arbitrage-freeness is equiva-
lent to the existence of an equivalent martingale measure Q such that the probabilities
qi = Q(X = i) > 0 solve the linear equations{
q0S
0 + ...+ qlS
l = rξ
q0 + ...+ ql = 1.
If a solution exists, it will be unique (i.e. the arbitrage-free market model is complete)
if and only if l = d and (
S0
1
)
, ...,
(
Sd
1
)
are linearly independent in Rd+1.
Remark 2.11.8. Note that if the arbitrage-free market model is complete, then the
collection {S0, ..., Sd} generates a convex set which contains the origin (c.f. [19]).
2.11.2 Multi-period model
In the general case, the discounted prices S = (S
1
, ..., S
d
) is given by
Sn =
n∏
i=0
(1 + ri)
−1Sn, n ≥ −1,
and the corresponding discounted value process of a strategy π defined by
V
π
n =
n∏
i=0
(1 + ri)
−1V πn , n ≥ −1.
The arbitrage-freeness is equivalent to the existence of an equivalent martingale mea-
sure Q such that the probabilities qin = Q(Xn = i), n ∈ N solve the linear equations{
q0n+1M
0
n+1Sn + ...+ q
l
n+1M
l
n+1Sn = rn+1Sn
q0n + ...+ q
l
n = 1.
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The arbitrage-free market model is complete if and only if l = d and the matrix(
M0n+1Sn · · · Mdn+1Sn
1 · · · 1
)
∈Md+1(R),
is invertible.
Example 2.11.9. Consider
M ik = diag(λ
1,i
k , . . . , λ
d,i
k ) ∈Md(R), for k ∈ {0, ..., N} and i ∈ {0, ..., d}
such that λj,ik > −1 and the matrix
Ak =

λ1,0k · · · λ1,dk
...
...
λd,0k · · · λd,dk
1 · · · 1
 ∈Md+1(R),
is invertible.
Our goal is to provide a solution to the hedging problem : each F -measurable
random variable F can be hedged by a self-financing strategy. In other terms, there is
a self-financing π such that
V πN = F a.s.
In order to simplify the exposition, without losing much in generality, we assume
that all ri are equal to r.
Proposition 2.11.10. The portfolio π is self-financing if and only if,
V πn = V
π
−1 +
n∑
k=0
βk∆Bk−1+ < γk,∆Sk−1 > . (2.11.4)
Proof. If π is self-financing portfolio, it suffices to write
V πn = V
π
−1 +
n∑
k=0
V πk − V πk−1.
Conversely, from (2.11.2) we have
∆V πn = βn+1Bn+ < γn+1, Sn > −βnBn−1− < γn, Sn−1 > .
But, the relation (2.11.4) implies
∆V πn = βn∆Bn−1+ < γn,∆Sn−1 >
hence,
Bn∆βn+ < Sn,∆γn >= 0.

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Proposition 2.11.11. If the portfolio π is self-financing, then
∆V
π
n =< γn+1,∆Sn >, n ≥ −1. (2.11.5)
Proof. We write
∆V
π
n = (1 + r)
−n−1V πn − (1 + r)−nV πn−1
= (1 + r)−n−1 < γn+1, Sn > −(1 + r)−n < γn+1, Sn−1 > .

The identity 2.11.5 implies that
Corollary 2.11.12.
V
π
n − V
π
n−1 = (1 + r)
−n−1
d∑
j=1
(Sjn − (1 + r)Sjn−1)γjn.
Proposition 2.11.13. Assume that the portfolio π is self-financing. Then we have the
decomposition
V πn = (1 + r)
n+1V π−1 +
n∑
k=0
d∑
j=1
(1 + r)n−k(λj,Xkk − rk)γjkSjk−1.
Proof. We write
V πn − V πn−1 = βn(Bn − Bn−1)+ < γn, Sn − Sn−1 >
= rβnBn−1 +
d∑
j=1
λj,Xnn γ
j
nS
j
n−1
= rV πn−1 +
d∑
j=1
λj,Xnn γ
j
nS
j
n−1.

The following proposition gives the unique equivalent martingale measure such that
the market model is complete.
Proposition 2.11.14. The process (Sn)n is a d-dimensional martingale with respect
to (Fn)−1≤n≤N under the probability Q given by q
0
k
...
qdk
 = A−1k

r
...
r
1
 , k ∈ N.
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Equivalently
EQ[Sn+1 |Fn] = (1 + r)Sn, n ≥ −1,
where EQ denotes the expectation under Q.
Recall that under this probability measure there is arbitrage freeness and the market
is complete. By the predictable representation property for discrete-time martingales
we have
S
i
n = S
i
−1 +
n∑
k=0
< EQ[DkS
i
k |Fk−1], Yk > .
So if π is a self-financing portfolio, (2.11.5) yields
∆V
π
n =
d∑
i=1
γin+1 < EQ[DnS
i
n |Fn−1], Yn > . (2.11.6)
The next result provides a self-financing strategy π as solution to the hedging
problem.
Proposition 2.11.15. Let F ∈ L2(Ω,F). For n ∈ {0, ..., N}, consider
γin = (1 + r)
n−N 1
(Sin − (1 + r)Sin−1)
EQ[D
i
nF |Fn−1], i ∈ {1, ..., d}, (2.11.7)
and
βn = (1 + r)
−N−1EQ[F |Fn]− (1 + r)−n−1 < γn, Sn > . (2.11.8)
Then the portfolio π = (β, γ) is self-financing and satisfies
V πn = (1 + r)
n−NEQ[F |Fn], 0 ≤ n ≤ N,
in particular V πN = F a.s, hence π is a hedging strategy leading to F.
Proof. Let (γn)−1≤n≤N be defined by (2.11.7) with γ−1 = 0, and consider the
process (βn)−1≤n≤N defined by{
βk+1 = βk − (1 + r)−k−1 < ∆γk, Sk >, k = −1, ..., N − 1
β−1 = (1 + r)−N−1EQ[F ]
,
such that π = (βn, γn)−1≤n≤N satisfies the self-financing condition. Let
V
π
−1 = (1 + r)
−N−1EQ[F ],
hence, by the corollary (9.1),
V
π
n − V
π
n−1 = (1 + r)
−n−1
d∑
j=1
(Sjn − (1 + r)Sjn−1)γjn.
40
On the other hand, from the Clark-Ocone formula, we have
(1 + r)−N−1EQ[F |Fn]
= (1 + r)−N−1EQ[F ] +
n∑
k=0
d∑
j=1
(1 + r)−N−1EQ[D
j
kF |Fk−1]Y jk
= (1 + r)−N−1EQ[F ] +
n∑
k=0
d∑
j=1
(1 + r)−k−1(Sjn − (1 + r)Sjn−1)γjn.
Hence
V πn = (1 + r)
n−NEQ[F |Fn].
In particular we have V πN = F. Note that the relation (2.11.8) follows from
V πn = βnBn+ < γn, Sn >, 0 ≤ n ≤ N.

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On the spectral distribution of the
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Abstract : In this paper, we describe the spectral distribution of the free
Jacobi process associated with the parameter values λ = 1, θ = 1/2 and
starting at the unit of the compressed probability space where it takes
values. To proceed, we derive a time-dependent recurrence equation for
its moments ( actually valid for all parameter values) or equivalently a
nonlinear partial differential equation (PDE) for its moment generating
function. Then, we solve this PDE and expand the obtained solution
around the origin. Doing so leads to an explicit formula for the moments,
which shows that the free Jcobi process is ditributed at any time t as
(1/4)(2 + Y2t + Y
⋆
2t), where Y is a free unitary Brownian motion. We
recover this formula relying on enumeration techniques toghether with
the folowing result : if a is a symmetric Bernoulli random variable which
is free from {Y, Y ⋆}, then the distributions of Y2t and that of aYtaY ⋆t
coincide. We close the exposition by investigating the spectral distri-
bution of the free Jacobi process associated with the parameter sets :
λ = 1, θ ∈ (0, 1] and λ ∈ (0, 1], θ = 1/2.
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3.1 Reminder and motivation
The one dimensional Jacobi process is a two parameters-dependent stationary ran-
dom motion valued in the interval [0, 1], and its equilibrium measure is given by the Beta
distribution ([11]). For special values of the parameters, this process can be realized as
norms of projections of a spherical Brownian motion in a finite-dimensional Euclidean
space onto spheres of lower dimensions ([3]). When extended to matrix spaces, this
realization gives rise to matrix Jacobi processes as radial parts of corners of Brownian
motions in the orthogonal and the unitary groups, and the corresponding equilibrium
measure is the matrix-variate Beta distribution ([9], [14]). With free probability theory
as motivation, the free Jacobi process was realized in [12] as the rescaled limit (in
the sense of noncommutative moments) of the complex matrix Jacobi process. Its
equilibrium distribution was determined in [8], [9] and [12]. By the virtue of asymp-
totic freeness of independent unitarily-invariant random matrices and constant ones
whose distributions converge, the matrix model of the free Jacobi process suggests
the following abstract definition (see [12] for details). Consider a noncommutative W⋆-
probability space (A , τ), that is, a von Neumann algebra A with unit 1 and endowed
with a faithful normalized trace τ . Let θ ∈ (0, 1), λ > 0 such that 0 < λθ < 1 and take
two projections P,Q in A such that
– τ(P ) = λθ, τ(Q) = θ,
– PQ = QP = P (P ≤ Q) if λ ≤ 1 and PQ = QP = Q (P ≥ Q) otherwise.
Let also Y be a free unitary Brownian motion in A ([5]), and assume
{P,Q}, {Y, Y ⋆}
are free families in A . Then
Jt := PYtQY
⋆
t P
defines the free Jacobi process of parameters (λ, θ), and one easily sees from
P − Jt = PYt(1−Q)Y ⋆t P
that P − J is a free Jacobi process too, of parameters (λθ/(1 − θ), 1 − θ). However,
the stochastic analysis of J performed in [12] requires that J0 and P − J0 are injective
operators in the compressed probability space
(PA P,
1
τ(P )
τ).
For that reason, the free Jacobi process studied in [12] and denoted J as well is driven
by a free unitary Brownian motion starting at Z, where Z is a unitary operator in A
such that
{P,Q}, {Z,Z⋆} , {Y, Y ⋆}
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are free families in A . Actually, the operator Z has to ensure that
T := inf{t > 0, Jt orP − Jt is non injective}
is positive and the issue of our stochastic analysis is the free stochastic differential
equation
dJt =
√
λθ
√
JtdWt
√
P − Jt +
√
λθ
√
JtdW
⋆
t
√
P − Jt + (θP − Jt)dt, 0 ≤ t < T,
(3.1.1)
where W is a PA P -complex free Brownian motion. This equation was the key ingre-
dient for investigating spectral properties of Jt. More precisely, let mn(t) := τ(Jnt )/τ(P )
be the moments of Jt in PA P ; then the following holds :
∂tmn(t) = −nmn(t) + θnmn−1(t) + λθn
n−2∑
k=0
mn−k−1(t)(mk(t)−mk+1(t)) (3.1.2)
m0(t) = 1,mn(0) = τ((PZQZ
⋆)n)/τ(P ),
for any n ≥ 1 and up to time T (the sum in the RHS of (3.1.2) is taken to be empty
when n = 1). On the one hand, we observe that the infinite-dimensional system (3.1.2)
is described by an explicit scheme, and consequently the moments (mn(t))n≥0 should
be well defined globally in time. This is in contrast with the free stochastic differential
equation (3.1.1), which may develop finite-time blow-up solutions. As a matter of fact,
(3.1.2) may be interpreted as a ‘weak’ continuation of (3.1.1) beyond the life span T
(therefore independently of Z). On the other hand, Theorem 3.4 in [4] supports the
the validity of of this continuation. Indeed, this theorem supplies a the time-dependent
recurrence equation for
τ(a1Yta2Y
⋆
t . . . a2n−1Yta2nY
⋆
t ),
where {a1, . . . , a2n} is a 2n-tuple of random variables forming a ⋆-free family with
Y . Accordingly, we specialized to this theorem to ak = Z⋆PZ when k is odd and
ak = Q when k is even, it should lead to (3.1.2) since both families {Z⋆PZ,Q} and
{Y, Y ⋆} are free. It also suggests that (3.1.2) still holds, yet with a different initial
value mn(0), if we rather consider ak = P when k is odd since Z⋆PZ and P have the
same moments. Based on these ideas, we shall work out the time-dependent recurrence
equation stated in Theorem 3.4 in [4] and actually prove that holds for any unitary Z
that is ⋆-free from Y . Once we do so, we proceed to the study of the spectral distribution
of J = PY QY ⋆P, Y0 = 1, which was discarded in [12]. To this end, we notice that for
any λ, the sequence vn(t) := λmn(t), n ≥ 1 satisfies
∂tvn(t) = −nvn(t) + θnvn−1(t) + θn
n−2∑
k=0
vn−k−1(t)(vk(t)− vk+1(t))
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with initial data vn(0) = λmn(0), v0(t) = λm0(t). Consequently, we shall primarily
consider the value λ = 1 and focus on the corresponding free Jacobi process. However,
due to the high nonlinearity of (3.1.2), we further restrict our attention to the value
θ = 1/2. Note in passing that the matrix model corresponding to these parameter
value is the radial part of square upper-left corners of large unitary Brownian motions
(λ = 1) and that the sizes of these corners are asymptotically halfs of those of the
unitary Brownian motions (θ = 1
2
). Then, our main result states that the spectral
distribution of Jt in the compressed space, say µt, fits the distribution of the random
variable
1
4
[Y2t + Y
⋆
2t + 21]
in (A , τ). In particular µt is absolutely continuous with respect to Lebesgue measure
on the real line and its support fill in the interval (0, 1) at time t = 2. Actually, our
description follows from a closed formula for mn(t), n ≥ 1, namely :
mn(t) =
1
22n
(
2n
n
)
+
1
22n−1
n∑
k=1
(
2n
n− k
)
1
k
L1k−1(2kt)e
−kt (3.1.3)
where L1n is the n-th Laguerre polynomial of index 1 ([37]). Formula (3.1.3) is in turn
obtained after solving a nonlinear partial differential equation (hereafter p.d.e) for the
moment generating function of µt :
Mt(z) =
∑
n≥0
mn(t)z
n |z| < 1.
In fact, by the virtue of (3.1.2), this p.d.e admits a unique solution in the class of
analytic functions around zero. Nevertheless, the binomial coefficients present in (3.1.3)
suggests that this formula might be derived based on enumeration techniques. To this
aim, we start by noting that when λ = 1, the faithfulness of τ and P ≤ Q entail
P = Q : indeed τ(P ) = τ(Q) so that
τ((P −Q)2) = 2τ(P )− 2τ(PQ) = 0.
Next, if further θ = 1/2 then P = (1 + a)/2 where a ∈ A is a self-adjoint symmetric
Bernoulli random variable and we shall derive the following expansion :
2τ((1+ a)Yt(1+ a)Y
⋆
t )
n) =
(
2n
n
)
+
n∑
k=1
(
2n
n− k
)
τ((aYtaY
⋆
t )
k).
Finally, we recover (3.1.3) after proving that Y2t and vt := aYtaY ⋆t have the same
distribution. At this level, the following comments on this last result should be pointed
out in relation to Theorem 3.4 in [4] : Both proofs are similar and rely on the use of p.d.e
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satisfied by bthe moment generating function of Yt. Besides, both variable aY2taY ⋆2t
and (aYtbY ⋆t )
2 have the same distribution. Here b ∈ A is a self-adjoint symmetric
Bernoulli random variable and is independant of a. This independence is necessary for
obtaining the result stated in Theorem 3.6 in [4] in the same way the fact that a2 = 1
is for obtaining ours. We close the paper by investigating the spectral distribution of
Jt associated with the parameter values θ ∈ (0, 1) and λ = 1. Indeed, th enumeration
techniques used to derive (3.1) not only provide another elegant proof of the description
of µt, but also open the way to investigate the spectral distribution of Jt for arbitrary
θ ∈ (0, 1) and λ = 1. More precisely, the expansion (refexpan) comes in with the
additional term 22n−1(2θ−1). However, the spectral distribution of aYtaY ⋆t is unknown
to the best of our knowledge. The paper is organized as follows. In section 2, we prove
that (3.1.2) holds for any unitary Z that is ⋆-free from Y . Computations are only given
for ak = P when k is odd and ak = Q when k is even. Section 3 is devoted to the
description of the spectral distribution µt of Jt in the particular case λ = 1, θ = 1/2.
In section 4, we prove (3.1) and recover this description. The last section exhibits
some developments concerned with the spectral distribution of Jt associated with the
parameter sets : λ = 1, θ ∈ (0, 1] and λ ∈ (0, 1], θ = 1/2.
3.2 A recurrence time-dependent equation
In this section, we prove that
Proposition 3.2.1. The moments of the free Jacobi process
mn(t) :=
1
τ(P )
τ(PZYtQY
⋆
t Z
⋆P )n), n ≥ 1
satisfy (3.1.2) for any unitary Z that is ⋆-free from Y and from {P,Q}.
Proof : As explained in the introductory part, computations are given in the special
case Z = 1. Moreover, we shall equivalently prove that the sequence
rn(t) := τ(J
n
t ) = τ(P )mn(t), n ≥ 1
satisfies
∂trn(t) = −nrn(t) + nθrn−1(t) + n
n−2∑
k=0
rn−k−1(t)(rk(t)− rk+1(t)) (3.2.4)
with r0(t) = τ(P ) = λθ. To proceed, we recall Theorem 3.4 in [4] :
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Theorem 3.2.2. Let n ≥ 1 and define
f2n(a1, . . . , a2n, t) := e
ntτ(a1Yta2Y
⋆
t . . . a2n−1Yta2nY
⋆
t )
where {a1, . . . , a2n} ∈ A is ⋆-free with Y . Set f0(A, t) := τ(A) for any A ∈ A then
∂tf2n(a1, . . . , a2n, t) = −
∑
1≤k<l≤2n
l−k≡0[2]
f2n−(l−k)(a1, . . . , ak, al+1, . . . , a2n, t)fl−k(ak+1, . . . , al, t) +
et
∑
1≤k<l≤2n
l−k−1≡0[2]
f2n−(l−k)−1(a1, . . . , ak−1, akal+1, al+2, . . . , a2n, t)fl−k−1(alak+1, ak+2, . . . , al−1, t)
Now, we specialize Theorem 3.2.2 to ak = P if k is odd and ak = Q otherwise.
Then the result is straightforward when n = 1 and is even stated in [4], p.923. So let
n ≥ 2 and note that both indices k, l in the first (respectively second) sum in Theorem
3.2.2 have the same (respectively different) parity, therefore k and l + 1 in the second
sum have the same parity and so do l and k + 1. Accordingly, the first sum does not
contain terms f0(·, t) while the second does : they correspond to indices l = 2n, k = 1
and to l = k+1, 1 ≤ k ≤ 2n− 1. Since P and Q are idempotent and since τ is a trace,
then the contribution of indices k = 1, l = 2n is τ(P )f2n−2(P,Q, . . . , P,Q) while that
of l = k + 1, 1 ≤ k ≤ 2n− 1 is
[nτ(Q) + (n− 1)τ(P )]f2n−2(P,Q, . . . , P,Q, t)
respectively. Thus, both contributions sum up to
n(τ(Q) + τ(P ))f2n−2(P,Q, . . . , P,Q, t). (3.2.5)
Next we write l = k + 2s+ 1 for integer positive values of s and distinguish n = 2 and
n ≥ 3. If n = 2 then there is no additional term in the second sum, while if n ≥ 3
we separate k = 1 and 2 ≤ k ≤ 2n − 3. By the same properties of P,Q, τ mentioned
above, the contribution of indices k = 1, l = 2s+ 2 is
n−2∑
s=1
f2(n−s−1)(P,Q, . . . , P,Q, t)f2s(P,Q, . . . , P,Q, t). (3.2.6)
For the remaining values of 2 ≤ k ≤ 2n − 3, we distinguish even and odd ones : the
contribution of indices k = 2j, 1 ≤ j ≤ n− 2, l = 2j + 2s+ 1 is
n−2∑
j=1
n−j−1∑
s=1
f2(n−s−1)(P,Q, . . . , P,Q, t)f2s(P,Q, . . . , P,Q, t)
while that of k = 2j + 1, 1 ≤ j ≤ n− 2, l = 2s+ 2j + 2 is also
n−2∑
j=1
n−j−1∑
s=1
f2(n−s−1)(P,Q, . . . , P,Q, t)f2s(P,Q, . . . , P,Q, t).
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By rearranging the terms in both obtained double sums, we see that the contribution
of indices 2 ≤ k ≤ 2n− 3, l = 2k + 2s+ 1 is
2
n−2∑
s=1
(n− s− 1)f2(n−s−1)(P,Q, . . . , P,Q, t)f2s(P,Q, . . . , P,Q, t)
which simplify after the index change s 7→ n− s− 1 to
(n− 1)
n−2∑
s=1
f2(n−s−1)(P,Q, . . . , P,Q, t)f2s(P,Q, . . . , P,Q, t). (3.2.7)
Similarly we consider the first sum in Theorem 3.2.2 and write l = k + 2s, 1 ≤ k ≤
2n− 2, 1 ≤ s ≤ n− [(k + 1)/2], n ≥ 2. Then it contributes to
n
n−1∑
s=1
f2(n−s)(P,Q, . . . , P,Q, t)f2s(P,Q, . . . , P,Q, t). (3.2.8)
Now we recall that f2n(P,Q, . . . , P,Q, t) = entrn(t) and take into account the expo-
nential factor in front of the second sum of Theorem 3.2.2. If n ≥ 3 then (3.2.7) and
(3.2.8) sum up to
ent[−nrn−1(t)r1(t)−
n−2∑
s=1
rn−s−1(t)rs(t) + n
n−2∑
s=1
rs(t)[rn−s−1(t)− rn−s(t)].
With regard to (3.2.5), (3.2.6), the whole contribution of the RHS of Theorem 3.2.2 is
ent{nτ(Q) + n[τ(P )− r0(t)]rn−1(t) + n
n−1∑
s=1
rs(t)[rn−s−1(t)− rn−s(t)]}.
But ∂tf2n(t) = ent[∂trnt + nrn(t)] together with r0(t) = τ(P ) show that (3.2.4) holds
for any t > 0 and any n ≥ 3. If n = 2 then the whole contribution is given by (3.2.5)
and (3.2.8) leading to (3.2.4) as well. 
3.3 The case θ = 1/2, λ = 1
This section is devoted to the description of the spectral distribution µt of Jt when
λ = 1, θ = 1/2 and J0 = P . A major step towards it is the following result :
Proposition 3.3.1. Let L1k be the k-th Laguerre polynomial and let
ρt(z) :=
∞∑
k=1
1
k
L1k−1(kt)z
k, |z| < 1,
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be the unique solution of ([5], [36])
∂tρt +
z
2
∂zρ
2
t = 0, ρ0(z) =
z
1− z
in the class of analytic function around zero. Then the moment generating function Mt
of µt is given by
Mt(z) =
1√
1− z
{
1 + 2ρ2t
(
ze−t
(
√
1− z + 1)2
)}
, |z| < 1.
Proof : Before coming through computations, we point out that
α : z 7→ z
(1 +
√
1− z)2
maps the open unit disc into itself. Indeed, the following expansion holds ([37] p.70)
1
(1 +
√
1− z)2 =
1
4
∑
k≥0
(1)n(3/2)n
(3)nn!
zn, |z| < 1
and is still convergent for z = 1 by Gauss Theorem ([37], p.49). Hence the expression
of Mt(z) given in the proposition makes sense for all |z| < 1. Now, let |z| > 1 then
similar computations leading to Proposition 7.1. in [12] shows that
Gt(z) :=
1
z
∞∑
n=0
mn(t)
zn
,
satisfies the p.d.e. for all (λ, θ)
∂tGt = ∂z
{
[(1− 2λθ)z − θ(1− λ)]Gt + λθz(z − 1)G2t
}
with initial value G0(z) = 1/(z − 1). This p.d.e. simplifies when one substitutes λ =
1, θ = 1/2 to
∂tGt =
1
2
∂z
{
z(z − 1)G2t
}
, G0(z) =
1
z − 1
or equivalently for |z| < 1
∂tMt = −z
2
∂z
{
(1− z)M2t
}
, M0(z) =
1
1− z .
Set St(z) :=
√
1− zMt(z)− 1, then
∂tSt + z
√
1− z∂zSt + 1
2
z
√
1− z∂zS2t = 0
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with the initial data
S0(z) =
1√
1− z − 1.
Next note that α is invertible in a neighborhood of zero with inverse function given by
α−1(z) =
4z
(1 + z)2
.
Keeping in mind that |α(z)| ≤ |z| < 1 in the open unit disc, then α extends to a
biholomorphic map from the open unit disc onto its image. Moreover,
z
√
1− zα′(z) = α(z).
Hence Ft : z 7→ St(α−1(z)) and wt : z 7→ Ft(etz) satisfy
∂tFt + z∂zFt +
1
2
z∂zF
2
t = 0
and
∂twt +
1
2
z∂zw
2
t = 0.
Finally one easily checks from
1 + α(z) =
2
1 +
√
1− z , 1− α(z) =
2
√
1− z
1 +
√
1− z
that
w0(α(z)) = S0(z) =
2α(z)
1− α(z) = 2ρ0(α(z)) ⇔ w0(z) = 2ρ0(z).
Since 2ρ2t and wt satisfy the same partial differential equation as ρt, the proposition is
proved. 
The moments mn(t) are given by
Corollary 3.3.2. For any n ≥ 1 and any t ≥ 0
mn(t) =
1
22n
(
2n
n
)
+ 1
22n−1
∑n
k=1
(
2n
n−k
)
1
k
L1k−1(2kt)e
−kt.
Proof : First of all the generalized binomial Theorem yields
1√
1− z =
∞∑
n=0
(1/2)n
n!
zn, |z| < 1
where (1/2)n = Γ(n+ 1/2)/Γ(1/2) is the Pochhammer symbol. But Legendre duplica-
tion formula ([18]) shows that
(1/2)n
n!
=
1
22n
(
2n
n
)
.
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Now let 2F1 be the Gauss hypergeometric function then for any k ≥ 1 ([37] p.70)
22k√
1− z
1
(
√
1− z + 1)2k = 2F1
(
k + 1
2
, k + 1, 2k + 1, z
)
=
∑∞
n=0
(k+1/2)n(k+1)n
(2k+1)n
zn
n!
Using Legendre duplication formula again, we derive
(2n+ 2k)! =
22n+2k√
π
Γ(n+ k + 1/2)Γ(n+ k + 1)
which yields
∞∑
n=0
(
2n+ 2k
n
)
zn
22n
= 2
2kΓ(k+1/2)Γ(k+1)√
πΓ(2k+1)
∑∞
n=0
(k+1/2)n(k+1)n
(2k+1)n
zn
n!
= 2
2k√
1−z
1
(
√
1−z+1)2k .
As a result
1√
1− z ρ2t
(
ze−t
(
√
1− z + 1)2
)
=
1√
1− z
∞∑
k=1
1
k
L1k−1(2kt)
[
ze−t
(
√
1− z + 1)2
]k
=
∞∑
k=1
1
k
L1k−1(2kt)e
−kt
∞∑
n=0
(
2n+ 2k
n
)
zn+k
22n+2k
=
∞∑
k=1
1
k
L1k−1(2kt)e
−kt
∞∑
n=k
(
2n
n− k
)
zn
22n
.
The Corollary is proved. 
We are now ready to give the description of µt :
Corollary 3.3.3. When θ = 1/2, λ = 1, the free Jacobi process starting at P is
distributed in the compressed probability space (PA P, 2τ) as the random variable
Y −12t
4
(1 + Y2t)
2 =
1
4
[Y −12t + 2 + Y2t]
in A . Consequently, µt is absolutely continuous with respect to Lebesgue measure on
the real line and its density is given by
2
k2t(e
2i arccos(
√
x))√
x(1− x) 1[0,1](x)dx.
where kt is the density of the spectral distribution of the free unitary Brownian motion.
In particular, the support of µt is the whole interval [0, 1] for any time t ≥ 2.
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Proof : Let hn(t) = τ(Y nt ), n ≥ 1 be the moments of Yt in (A , τ), then ([5])
hn(t) =
e−nt/2
n
L1n−1(nt),
But since Y and Y ⋆ = Y −1 have the same distribution then hn = h−n, n ∈ Z. As a
result
mn(t) =
(
2n
n
)
22n
+
2
22n
n∑
k=1
(
2n
n− k
)
hk(2t)
=
1
22n
{(
2n
n
)
+
n∑
k=1
(
2n
n− k
)
hk(2t) +
n∑
k=1
(
2n
n+ k
)
hk(2t)
}
=
1
22n
{(
2n
n
)
+
n∑
k=1
(
2n
n− k
)
hk(2t) +
−1∑
k=−n
(
2n
n− k
)
h−k(2t)
}
=
1
22n
n∑
k=−n
(
2n
n− k
)
hk(2t)
=
1
22n
2n∑
k=0
(
2n
2n− k
)
τ(Y k−n2t )
=
1
22n
τ(Y −n2t (1 + Y2t)
2n).
Finally, the support of µt is entirely determined by the one of k2t (see [7]).
Remark 3.3.4. When λ = 1, θ = 1/2 (3.1.2) takes the form
∂tmn(t) +
n
2
mn(t) =
n
2
n−1∑
k=0
mn−1−k(t)[mk(t)−mk+1(t)].
Thus since the moments of Yt converge as t∞ to those of a Haar unitary random
variable, then the moments
mn(∞) = 1
22n
(
2n
n
)
:= mn
satisfy
mn =
n−1∑
k=0
mn−k−1[mk −mk+1]. (3.3.9)
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But if Ck := (1/(k + 1))
(
2k
k
)
is the k-th Catalan number ([33]) then Legendre dupli-
cation formula entails
mk −mk+1 = 1
2
√
π
Γ(k + 1/2)
(k + 1)!
=
1
22k+1
Ck.
As a result
n−1∑
k=0
mn−k−1[mk −mk+1] = 2
22n
n−1∑
k=0
(n− k)Cn−k−1Ck = n+ 1
22n
n−1∑
k=0
Cn−k−1Ck.
Consequently, (3.3.9) is nothing else but the recurrence relation for Catalan numbers :
Cn =
n−1∑
k=0
Cn−1−kCk.
3.4 Enumerative derivation of the moments
Recall that if λ = 1 then the faithfulness of τ forces P = Q. If further θ = 1/2 then
P := (1 + a)/2 where a = a⋆ ∈ A is distributed according to
1
2
(δ1 + δ−1).
In the sequel, we shall derive (3.1.3) relying on enumeration techniques. More precisely,
Proposition 3.4.1. Let a be a self-adjoint random variable in A distributed according
to
1
2
(δ1 + δ−1)
and assume a and Y are ⋆-free. Then for any n ≥ 1
τ [((1 + a)Yt(1 + a)Y
⋆
t )
n] =
1
2
(
2n
n
)
+
n∑
k=1
(
2n
n− k
)
τ((aYtaY
⋆
t )
k).
Proof : let b := YtaY ⋆t then
(1 + a)Yt(1 + a)Y
⋆
t = (1 + a)(1 + b)
therefore [(1+ a)(1+ b)]n consists of words formed by letters picked from the alphabet
{a, b}, subject to the cancellations {a2k = b2k = 1, a2k+1 = a, b2k+1 = b}. Moreover, we
claim that those formed by an odd number of letters have zero expectation. Indeed,
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any such word has a reduced (after taking into account cancellations and that there is
no relation between a and b) expression either aba · · · aba or bab · · · bab. The claim then
follows from the trace property of τ and from τ(a) = τ(b) = 0. As a result, we need to
enumerate for each n ≥ 1 words {(ab)k, 1 ≤ k ≤ n, (ba)k, 1 ≤ k ≤ n − 1} (see below
for the constant term k = 0). To this end, let c(n, k), d(n, k), e(n, k) be the number of
words (ab)k, (ab)ka, (ba)k respectively. Then the expansion
[(1 + a)(1 + b)]n = [(1 + a)(1 + b)]n−1(1 + a+ b+ ab)
and the observation
(ab)k = [(ab)k]1 = [(ab)ka]a = [(ab)k−1a]b = [(ab)k−1](ab)
give the recurrence relation
c(n, k) = c(n− 1, k) + d(n− 1, k) + d(n− 1, k − 1) + c(n− 1, k − 1), n ≥ 2, k ≥ 1
and
c(1, k) = δk0 + δk1
where δij is the Kronecker symbol. In a similar fashion,
(ab)ka = [(ab)ka]1 = [(ab)k]a = [(ab)k+1]b = [(ab)k+1a](ab)
gives the recurrence relation
d(n, k) = d(n− 1, k) + c(n− 1, k) + c(n− 1, k + 1) + d(n− 1, k + 1), n ≥ 2, k ≥ 0,
with
d(1, k) = δk0,
while
[(1 + a)(1 + b)]n = (1 + a+ b+ ab)[(1 + a)(1 + b)]n−1
together with
(ba)k = 1(ba)k = a[(ab)ka] = b[(ab)k−1a] = ab[(ba)k+1]
give the recurrence relation
e(n, k) = e(n− 1, k) + d(n− 1, k) + d(n− 1, k − 1) + e(n− 1, k + 1), n ≥ 3, k ≥ 1,
with
e(2, k) = 3δk0 + δk1, e(1, k) = δk0.
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Now, we compute c(n, 0) which corresponds to the constant term (not depending on
time t) in the expansion
τ [((1 + a)(1 + b))n].
To proceed, we argue that up to a factor, c(n, 0) is the n-th moment mn(∞) of the
stationary distribution of the free Jacobi process
2
c(n, 0)
22n
=
1
22n
(
2n
n
)
⇒ c(n, 0) = 1
2
(
2n
n
)
.
Indeed, for fixed n ≥ 1
lim
t→∞
τ [(aYtaY
⋆
t )
n] = τ [(aUaU⋆)n]
where U is a Haar unitary distributed random variable. But a and UaU⋆ are free in
A and since τ(a) = τ(UaU⋆) = 0 then the very definition of freeness implies that
τ [(aUaU⋆)n] = 0 for any n ≥ 1. We can also compute c(n, 0) by considering the von
Neumann algebra generated by {a, b} endowed with the state that assigns the value 1 to
the unit and vanishes otherwise. More precisely, this algebra is the free product of the
von Neumann algebras generated by {a} and by {b} since the latters may be realized
as von Neumann algebras of the cyclic group of order two so that Theorem 1.6.3. in
[15] applies. Therefore a and b are free there and it is obvious that they are symmetric
Bernoulli random variable with respect to the given state. It follows that c(n, 0) is the
constant term in the n-th moment of the two-fold free multiplicative convolution
1
2
(δ0 + δ2)⊠
1
2
(δ0 + δ2)
which may be computed using the S-transform ([33]). Based on the initial values
c(n, 0), d(1, 0), we proceed by mutual induction (on k for fixed n then on n) and use
the elementary identity (
n
k
)
+
(
n
k − 1
)
=
(
n+ 1
k
)
in order to prove that
c(n, k) =
(
2n− 1
n− k
)
d(n, k) =
(
2n− 1
n− k − 1
)
= e(n, k).
Note by passing that d(n, k − 1) = c(n, k) which agrees with the recurrence relations
for d(n, k) and e(n, k). Finally
c(n, k) + e(n, k) =
(
2n− 1
n− k
)
+
(
2n− 1
n− k − 1
)
=
(
2n
n− k
)
.
In order to recover (3.1.3), it suffices to observe the following result.
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Lemma 3.4.2. The unitary random variable aYtaY ⋆t is distributed as Y2t.
Proof : since the distribution of a unitary random variable is entirely determined
by its moments, we shall prove that the sequence defined by
sn(t) := e
ntτ((aYtaY
⋆
t )
n), n ≥ 1,
is the (unique) solution of
∂tsn(t) = −n
n−1∑
k=1
sn−k(t)sk(t), n ≥ 2, s1(t) = 1,
then infer from [36] (Theorem 4 p. 669) that
sn(t) =
1
n
L1n−1(2nt).
To proceed, we specialize Theorem 3.2.2 to ak = a for all k and notice that the second
sum vanishes since a2 = 1 and since τ(a) = 0. The contribution of the first sum is
easily seen to be
−n
n−1∑
k=1
sn−k(t)sk(t)
and the value of s1(t) = 1 is readily derived from [4] p. 923 by using τ(a) = 0, τ(a2) = 1.
The lemma is proved. 
3.5 Further developments : general parameter values
In this section, we investigate the spectral distribution of Jt for more general para-
meter sets : λ = 1, θ ∈ (0, 1] and λ ∈ (0, 1], θ = 1/2.
3.5.1 λ = 1, θ ∈ (0, 1]
As one easily realizes, the enumeration techniques used to expand
τ [((1 + a)(1 + b))n]
remain valid when λ = 1, θ ∈ (0, 1). Indeed, P = (1 + a)/2 where the spectral distri-
bution of a is
θδ1 + (1− θ)δ−1,
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and we need to take into account the contribution of words with odd number of letters.
By the trace property of τ and the relations a2 = b2 = 1, this contribution is τ(a) =
(2θ − 1) up to a positive integer say c(n). Therefore
τ [((1 + a)Yt(1 + a)Y
⋆
t )
n] =
1
2
(
2n
n
)
+
n∑
k=1
(
2n
n− k
)
τ((aYtaY
⋆
t )
k) + (2θ − 1)c(n).
The coefficient c(n) is easily computed when θ ∈ (0, 1) \ {1/2} by letting t = 0 and
using (1 + a)2 = 4P, a2 = 1 :
4nθ = 22n−1 + (2θ − 1)c(n) ⇒ c(n) = 22n−1.
We postpone a detailed anlysis of the spectral distribution of aYtaY ⋆t , τ(a) 6= 0 to future
publications.
3.5.2 λ ∈ (0, 1], θ = 1/2
Recall that for general parameter values (λ, θ), (t, z) 7→ Gt(z) is a solution of the
p.d.e.
∂tGt = ∂z
{
[(1− 2λθ)z − θ(1− λ)]Gt + λθz(z − 1)G2t
}
with initial value G0(z) = 1/(z − 1), for t > 0 and z ∈ C \ [0, 1]. Recall also from [12]
that
G∞(z) :=
(2− r)z + (1/λ− 1) +√r2z2 − Bz + C2
2z(z − 1)
where r = (1/λθ), B = 2(r+(r−2)/λ), C = (1−1/λ), is the Cauchy-Stieltjes transform
of the stationary distribution of the free Jacobi process (that is the spectral distribution
of PUQU⋆P where U is a Haar unitary variable in A which is ⋆-free from {P,Q}).
Then
∂z
{
[(1− 2λθ)z − θ(1− λ)]G∞ + λθz(z − 1)G2∞
}
= 0
which can be checked in a direct way. Specializing to θ = 1/2, λ ∈ (0, 1], one gets
∂tGt =
1
2
∂z
{
(1− λ)(2z − 1)Gt + λz(z − 1)G2t
}
while
G∞(z) :=
(λ− 1)(2z − 1) +√4z2 − 4z + (1− λ)2
2λz(z − 1)
satisfies
∂z
{
(1− λ)(2z − 1)G∞ + λz(z − 1)G2∞
}
= 0.
Set
Ht := Gt −G∞
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then easy computations show that
∂tHt =
1
2
∂z
{
λz(z − 1)H2t +
√
4z2 − 4z + (1− λ)2Ht
}
.
Take z ∈ (0, 1] and set
St(z) :=
1
z
Ht
(
1
z
)
then
∂tSt = −z
2
∂z
{
λ(1− z)S2t +
√
4− 4z + (1− λ)2z2St
}
Next, we introduce
vt(z) :=
2
2− λρ2λt/(2−λ)[(2− λ)e
−tα(z)]
where we recall that
ρt(z) =
∑
k≥1
1
k
L1k−1(kt)z
k, α(z) =
z
(1 +
√
1− z)2 .
Then using the non linear p.d.e
∂tρt +
z
2
∂zρ
2
t = 0
and
α′(z)
α(z)
=
1
z
√
1− z
one derives
∂tvt(z) +
λ
2
z
√
1− z∂zv2t (z) = −2e−tα(z)(∂zρt)[(2− λ)e−tα(z)].
Accordingly, the function
ut := St − 1√
1− z vt
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satisfies
∂tut = −z
2
∂z
{
λ(1− z)u2t + 2λ
√
1− zutvt +
√
4− 4z + (1− λ)2z2ut+√
4 + (1− λ)2 z
2
1− z vt
}
(z)− 1√
1− z
[
∂tvt +
λ
2
z
√
1− z∂zv2t
]
(z)
= −z
2
∂z
{
λ(1− z)u2t + 2λ
√
1− zutvt +
√
4− 4z + (1− λ)2z2ut+√
4 + (1− λ)2 z
2
1− z vt
}
(z) +
2e−tα(z)√
1− z (∂zρt)[(2− λ)e
−tα(z)]
= −z
2
∂z
{
λ(1− z)u2t + 2λ
√
1− zutvt +
√
4− 4z + (1− λ)2z2ut+√
4 + (1− λ)2 z
2
1− z vt
}
(z) + 2ze−tα′(z)(∂zρt)[(2− λ)e−tα(z)]
Denote
rt(z) :=
√
4 + (1− λ)2 z
2
1− z
then
−z
2
∂z(rtvt)(z) = −(1− λ)
2
4rt(z)
z2(2− z)
(1− z)2 vt(z)− zrt(z)α
′(z)e−t(∂zρt)[(2− λ)e−tα(z)].
Rearranging terms, one gets
∂tut = −z
2
∂z
{
λ(1− z)u2t + 2
√
1− zutvt +
√
4− 4z + (1− λ)2z2ut
}
+
(1− λ)2
4rt(z)
z2(z − 2)
(1− z)2 vt(z) + ze
−t(rt(z)− 2)α′(z)(∂zρt)[(2− λ)e−tα(z)].
Since
lim
λ→1
rt(z) = 2
then one can see that
Zt :=
(1− λ)2
4rt(z)
z2(z − 2)
(1− z)2 vt(z) + ze
−t(rt(z)− 2)α′(z)(∂zρt)[(2− λ)e−tα(z)]→ 0
as λ→ 1. As a matter of fact, one can expand
Zt = (1− λ)
∞∑
n=1
dn(t)z
n
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for some coefficients dn(t) depending on t, λ. Now assume
ut(z) =
∞∑
n=1
cn(t)z
n
and expand √
4− 4z + (1− λ)2z2 =
∞∑
n=0
γnz
n
where
γn = 2
n∑
k=0
βkβn−k
zk1z
k
2
zk
with
βk =
−(2n)!
(2n− 1)(2nn!)2 .
Then it is easy to see that
c′1(t) = −c1(t) + (1− λ)d1(t).
But
u0(z) = M0(z)−M∞(z)− 1√
1− z v0(z)
and
1√
1− z v0(z) =
2
2− λ
∞∑
n=1
zn
22n
n∑
k=1
(
2n
n− k
)
(2− λ)k
M∞(z) =
(1− λ)(z − 2) +√4− 4z + (1− λ)2z2
2λ(1− z) .
Hence
c1(0) =
λ− 1
2λ
+
1
2λ
− 1
2
= 0
which entails that
c1(t) = (1− λ)
 t∫
0
d1(s)e
sds
 e−t.
It is also easy to see that d1(t) = 0 so that c1(t) = 0.
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Abstract :
We show how the approach used in [13] applies to describe the large-size
limit of the marginal distribution of the Brownian motion on the complex
linear group.
4.1 Overview
For t ∈ R, let
mn(t) :=
e−nt/2
n
n−1∑
k=0
(−tn)k
k!
(
n
k + 1
)
, n ≥ 1, m0(t) = 1. (4.1.1)
Though at a first glance mn(t) does not reveal any special feature, it is rather connected
to interesting and different objects according to whether t ≥ 0 or t ≤ 0. Indeed, if (Yt)t≥0
is a standard right-invariant Brownian motion on U(d) 1 ([29]), then for any t ≥ 0
mn(t) = lim
d→∞
1
d
E(tr(Y nt/d)), n ∈ Z.
1. This is not a restriction since Y ⋆ = Y −1 is a left-invariant Brownian motion on U(d).
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where m−n(t) := mn(t), n ≥ 0. This result, proved independently in [5], [36] and [42],
was strenghtened in [28] where a full expansion of the averaged power sums of Yt is
obtained. There, the integers
nk−1
(
n
k + 1
)
, k = 0, 1, . . . , n− 1,
were given a nice combinatorial interpretation by means of certain paths in the Cayley
graph of the symmetric group. As to the representative probability distribution, say
µt, it was described in [7] and reveals a phase transition at t = 4. More precisely, its
support covers the whole torus T exactly at that time and remains so afterwards. Note
that this phase transition is also present in the decay of mn(t) in n which switches from
polynomial to exponential orders ([28]). When t ≤ 0, it was proved in [5] that
mn(t) = lim
d→∞
1
d
E(tr[(Z⋆−t/dZ−t/d)
n)]), n ≥ 0 (4.1.2)
where (Zs)s≥0 is a right-invariant Brownian motion 2 on the linear complex group
GL(d,C) ([29], [34]). The corresponding probability distribution, say νt, was described
in [7]. In particular, νt is compactly-supported in the positive half-line and it support
spreads as t decreases. Moreover, Corollary 10 in [38] provides a realization of a non
commutative random variable with spectral distribution νt while [21] shows that νt is
the central limiting distribution for the product of free identically-distributed positive
random variables ([21]).
Recently, the description of µt was revisited ([13]). There, we started from a residue-
type integral representation of mn(t) then proved that for any t ∈ (0, 4), there exists a
unique Jordan curve ρt satisfying
– ρt ∩ [1,∞[= ∅,
– If
ht(z) := (1− z)et(1/z−1/2),
then ht(ρt) ∈ T.
The first condition imposed on γt allows to use an analytic branch of the function
z 7→ log(1− z), which in turn allows to perform an integration by parts in the integral
representation. The second condition together with some computations lead to the
description of µt, t < 4. Besides, ρt is precisely built upon two Jordan curves that
intersect up to t = 4 and disconnect afterwards, providing another feature of the phase
transition evoked above. In this note, we show how this approach may be adapted in
order to retrieve the description of νt. Compared to [13], the integral representation of
mn(t) we need when t < 0 involves z 7→ ht(−1/z) rather than z 7→ ht(z) when t > 0. In
this way, the essential singularity at the origin present when t > 0 becomes a multiple
pole of order n when t < 0.
2. This is not a restriction since (Z−1)⋆ is a left-invariant Brownian motion on GL(d,C).
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4.2 Description of νt, t < 0 revisited
4.2.1 An integral representation
Since ∫
γ
e−ntz
dz
zk
=
(−nt)k−1
(k − 1)! , 1 ≤ k ≤ n,
and vansihes for k = 0 then
mn(t) =
e−nt/2
2iπn
∫
γ
e−ntz
(
1 +
1
z
)n
dz.
This is nothing else but one of the numerous integral representations of Laguerre po-
lynomials ([39]) and already appeared in [42] when t > 0. Now, we already know that
νt is compactly supported in the positive half-line. Hence, it suffices to prove that for
each t < 0 there exists a unique Jordan curve around the origin γt such that
gt(z) := e
−t(z+(1/2))
(
1 +
1
z
)
∈ R
for any z ∈ γt. The proof of this claim is a technical exercise from real analysis that
we solve below.
4.2.2 Existence of γt
Write z = x+ iy, then
gt(z) ∈ R ⇔ y cos(ty) + (x2 + y2 + x) sin(ty) = 0. (4.2.3)
Since any real number z satisfies (4.2.3), then we rather focus on
−y2 − y cot(ty) = x2 + x (4.2.4)
which reduces the set of real solutions of (4.2.4) to
x±t (0) = −
1
2
±
√
1
4
− 1
t
.
Since cot(±π) = ∞, then (4.2.4) is satisfied as soon as one finds a positive number
0 < yt < −π/t such that
1
4
− y2 − y cot(ty) ≥ 0
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for all |y| ≤ yt (y lies in a symmetric interval around the origin since (4.2.4) is invariant
by z 7→ z). The curve γt we are looking for would be defined by
x±t (y) = −
1
2
±
√
1
4
− y2 − y cot(ty), |y| ≤ yt.
Note that, up to elementary transformations, γt fits the boundary of the region Ωt
described p.271 in [7]. Indeed, the changes y → y/2, x → (x − 1)/2 and the ‘time
change’ t→ −4t leads to
2y cot(2ty) = x2 + y2 − 1.
4.2.3 Existence of yt
Set
ft(y) := 2y sin(ty) + cos(ty), y ∈ (π/t,−π/t),
then for any y 6= 0
1
4
− y2 − y cot(ty) ≥ 0 ⇔ |ft(y)| ≤ 1.
Let y ∈ [0,−π/t), then the inequality sin u ≥ u, u ≤ 0 shows that
y 7→ (ty) cot(ty)
is decreasing. But
itf ′t(y) = 2 sin(ty)
[
ty cot(ty)− t− 2
2
]
thus there exists at ∈ [−π/(2t),−π/t[ such that f ′t(at) = 0 and
y 0 at −π/t
f ′t(y) − 0 +
ft(y) 1 ց ft(at) ր −1
Note that the very definition of at implies that
ft(at) =
sin(tat)
tat
[2ta2t +
t
2
− 1] ≤ 2ta2t +
t
2
− 1 < −1
where we used the inequality sin(u) ≥ u, u < 0. Consequently, there exists 0 < yt < at
such that |ft(y)| ≤ 1 for all y ∈ [−yt, yt].
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Remark 4.2.1. It is easy to see that gt(γt) lies in the positive half-line. Indeed, write
z = x+ iy ∈ γt then
gt(z) = ℜ(gt(z)) = e−t(x+(1/2))x2+y2 [(x2 + y2 + x) cos(ty)− y sin(ty)]
= y e
−t(x+(1/2))
x2+y2
[cot(−ty) cos(ty) + sin(−ty)]
= y
sin(−ty)
e−t(x+(1/2))
x2+y2
= y
sin(ty)
e−t(x+(1/2))
y cot(ty)+x
.
which is obviously positive.
4.2.4 Monotonicity of y 7→ gt(x±t (y), y)
Set
kt(x, y) :=
y
sin(ty)
e−tx
y cot(ty) + x
= et/2gt(x, y)
and
vt(y) :=
√
1
4
− y2 − y cot(ty), y ∈ [0, yt],
then
∂ygt[x
±
t (y), y] = ∂yx
±
t (y)∂x(kt)[x
±
t (y), y] + ∂y(kt)[x
±
t (y), y]
where
∂x(kt)(x, y) = − ye
−tx
(x+ y cot(ty))2 sin(ty)
[t(x+ y cot(ty)) + 1]
∂y(kt)(x, y) =
e−tx
(x+ y cot(ty))2 sin(ty)
[(ty2 + x)− txy cot(ty)]
∂y(x
±
t )(y) = ∓
4y sin2(ty) + sin(2ty)− 2ty
4 sin2(ty)vt(y)
.
Observe that the analysis performed in the previous paragraph shows that vt(y) =
0, y ∈ [0, yt] if and only if y = yt. Besides ∂y(x±t )(0) = 0 and the inequality sin u ≥
u, u ≤ 0 shows again that x+t (resp. x−t ) is decreasing (resp. increasing) from (0, yt)
onto (−1/2, x+t (0)) (resp. onto (x−t (0),−1/2)). Note also that (4.2.4) shows that
x+ y cot(ty) = −(y2 + x2)
along the curve γt. It follows that
∂x(kt)(x
±
t (y), y) ≥ 0.
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Now, ∂y(kt)(x
−
t (y), y) is positive on (0, yt) since
x−t (y) < 0 and 1− ty cot(ty) > 0.
Consequently, the map y 7→ gt(x−t (y), y) is increasing. Also, we can prove after tedious
computations that y 7→ gt(x+t (y), y) is decreasing. In fact, writing
∂ygt[x
+
t (y), y] =
e−t/2−tx
+
t (y)
y cot(ty)+x+t (y)
∂y
[
y
sin(ty)
]
+ ye
−t/2∂y [e
−tx+t (y)]
(y cot(ty)+x+t (y)) sin(ty)
+ye
−t/2−tx+t (y)
sin(ty)
∂y
[
1
y cot(ty)+x+t (y)
]
we get
∂ygt[x
+
t (y), y] =
[
(sin(ty)−ty cot(ty))
(y cot(ty)+x+t (y)) sin
2(ty)
+
−ty∂y [x+t (y)]
(y cot(ty)+x+t (y)) sin(ty)
+
y(− cot(ty)+ty/ sin2(ty)−∂y [x+t (y)])
(y cot(ty)+x+t (y))
2 sin(ty)
]
e−t/2−tx
+
t (y)
which can be written
∂ygt[x
+
t (y), y] =
[
(sin(ty)−ty cot(ty)−ty∂y [x+t (y)] sin(ty))
(y cot(ty)+x+t (y)) sin
2(ty)
+
−y cot(ty)+ty2/ sin2(ty)−y∂y [x+t (y)]
(y cot(ty)+x+t (y))
2 sin(ty)
]
e−t/2−tx
+
t (y). (4.2.5)
But since
∂y[x
+
t (y)] =
−4y sin2(ty)− sin(2ty) + 2ty
4(1/2 + x+t (y)) sin
2(ty)
then
−y cot(ty) + ty2/ sin2(ty)− y∂y[x+t (y)]
=
2x+t (y)(−y sin(2ty) + 2ty2) + 4y2 sin2(ty)
4(1/2 + x+t (y)) sin
2(ty)
.
Next, writing y2 = −x+t (y)2 − x+t (y)− y cot(ty), we get
2x+t (y)(−y sin(2ty) + 2ty2)− 4 sin2(ty)(x+t (y)2 + x+t (y))− 2y sin(2ty)
4(1/2 + x+t (y)) sin
2(ty)
.
Gathering terms proportional to sin(2ty), we are led to
−2y(x+t (y) + 1) sin(2ty) + 4ty2x+t (y)− 4 sin2(ty)(x+t (y)2 + x+t (y))
4(1/2 + x+t (y)) sin
2(ty)
and finally to
[−(x+t (y) + 1) sin2(ty) + ty2][y cot(ty) + x+t (y)]− ty3 cot(ty)
(1/2 + x+t (y)) sin
2(ty)
.
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Accordingly,
∂ygt =
[
−ty sin(2ty)(2x+t (y)+1)+4ty2 sin2(ty)+ty sin(2ty)−2t2y2−2 sin2(ty)+4ty2
2(2x+t (y)+1)(y cot(ty)+x
+
t (y)) sin
3(ty)
− 4ty3 cot(ty)
2(2x+t (y)+1)(y cot(ty)+x
+
t (y))
2 sin3(ty)
]
e−t/2−tx
+
t (y).
Using the fact that
4ty3 cot(ty)
y cot(ty) + x+t (y)
= 4ty2 cos2(ty)− 2ty(x+t (y) + 1) sin(2ty),
we obtain
∂ygt =
[
−ty sin(2ty)(2x+t (y)+1)+4ty2 sin2(ty)+ty sin(2ty)−2t2y2−2 sin2(ty)+4ty2
2(2x+t (y)+1)) sin
3(ty)(y cot(ty)+x+t (y))
− 4ty2 cos2(ty)−2ty(x+t (y)+1) sin(2ty)
2(2x+t (y)+1) sin
3(ty)(y cot(ty)+x+t (y))
]
e−t/2−tx
+
t (y).
Which can be reduced to[−1 + 4ty2 − 2t2y2 − (4ty2 − 1) cos(2ty) + 2ty sin(2ty)
2(2x+t (y) + 1) sin
3(ty)(y cot(ty) + x+t (y))
]
e−t/2−tx
+
t (y).
Consequently, ∂ygt[x
+
t (y), y] ≤ 0 if and only if
−1 + 4ty2 − 2t2y2 − (4ty2 − 1) cos(2ty) + 2ty sin(2ty) ≥ 0. (4.2.6)
Performing the variables change
(s, x) = (
−1
t
,−ty)
we recover the reduced form
1 + 2x2 + 4sx2 − (1 + 4sx2) cos(2x)− 2x sin(2x) ≥ 0.
Now setting, for s ≥ 0 and x ∈ (0, π), the function
h(s, x) = 1 + 2x2 + 4sx2 − (1 + 4sx2) cos(2x)− 2x sin(2x)
and differentiating h with respect to s, we get
∂sh(s, x) = 4x
2 − 4x2 cos(2x) ≥ 0,
for any x ∈ (0, π). Which yields
h(s, x) ≥ h(0, x), for any s > 0 and any x ∈ (0, π).
Next, differentiating the function x 7→ h(0, x) for x ∈ (0, π), yields
∂xh(0, x) = 4x
2 − 4x cos(2x) ≥ 0.
Consequently,
h(0, x) ≥ 0 = h(0, 0)
for any x ∈ (0, π). This gives the inequality (4.2.6) and thus y 7→ gt[x+t (y), y] is decrea-
sing.
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4.2.5 Description of νt
By Cauchy’s residue Theorem :
mn(t) =
1
2iπn
∫
γt
[gt(z)]
ndz
which transforms after integrating by parts to
mn(t) = − 12iπ
∫
γt
[gt(z)]
nz ∂zgt(z)
gt(z)
dz.
Split γt = γ
+
t ∪ γ−t where
γ±t := {z±t (y) := x±t (y) + iy, |y| ≤ yt}
so that ∫
γt
[gt(z)]
nz
∂zgt(z)
gt(z)
dz =
∫ yt
−yt [gt(z
+
t (y))]
nz+t (y)
∂y [gt(z
+
t )](y)
gt(z
+
t (y))
dy
− ∫ yt−yt [gt(z−t (y))]nz−t (y)∂y [gt(z−t )](y)gt(z−t (y)) dy.
But since z+t (−y) = z+t (y), gt(z+t (y)) ∈ R then
gt(z
+
t (−y)) = gt(z+t (y))
and
yt∫
−yt
[gt(z
+
t (y))]
nz+t (y)
∂y[gt(z
+
t )](y)
gt(z
+
t (y))
dy
=
yt∫
−yt
[gt(z
+
t (y))]
nz+t (y)∂y[log gt(z
+
t )](y)dy
=
yt∫
0
[gt(z
+
t (y))]
nz+t (y)∂y[log gt(z
+
t )](y)dy −
yt∫
0
[gt(z
+
t (y))]
nz+t (y)∂y[log gt(z
+
t )](y)dy
= 2i
yt∫
0
[gt(z
+
t (y))]
nIm [z+t (y)]∂y[log gt(z
+
t )](y)dy.
Similarly
yt∫
−yt
[gt(z
−
t (y))]
nz−t (y)
∂y[gt(z
−
t )](y)
gt(z
−
t (y))
dy
= 2i
yt∫
0
[gt(z
−
t (y))]
nIm [z−t (y)]∂y[log gt(z
−
t )](y)dy.
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As a result
1
2iπ
∫
γ±t
[gt(z)]
nz
∂zgt(z)
gt(z)
dz = 1
π
{∫ yt
0
[gt(z
+
t (y))]
nIm [z+t (y)]∂y[log gt(z
+
t )](y)dy
− ∫ yt
0
[gt(z
−
t (y))]
nIm [z−t (y)]∂y[log gt(z
−
t )](y)dy
}
.
Finally, the monotonicity of y 7→ gt(z±t (y)) entails
mn(t) =
1
π
gt(x
+
t (0))∫
gt(x
−
t (0))
xnIm [g−1t (x)]
dx
x
where
gt(x
±
t (0)) =
[
1− t
2
±
√
t2
4
− t
]
exp{±
√
t2
4
− t}.
Using the time change t→ −4t, the interval [gt(x−t (0)), gt(x+t (0))] transforms into the
support of νt written in [5], Proposition 11.
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Résumé
Mon travail de thèse est composé de deux parties bien distinctes, la première partie est consacrée à l’analyse
stochastique en temps discret des marches aléatoires obtuses quant à la deuxième partie, elle est liée aux probabili-
tés libres. Dans la première partie, on donne une construction des intégrales stochastiques itérées par rapport à une
famille de martingales normales d-dimentionelles. Celle-ci permet d’étudier la propriété de représentation chaotique
en temps discret et mène à une construction des opérateurs gradient et divergence sur les chaos de Wiener correspon-
dant. On obtient, en particulier, une interprétation probabiliste de l’opérateur gradient comme opérateur de différence
finie et on montre que l’opérateur divergence coïncide avec l’intégrale stochastique sur les processus prévisibles de
carré sommables. L’opérateur gradient est utilisé ensuite pour démontrer une formule de représentation prévisible
de type Clark-Ocone. Cette formule permet, en particulier, d’obtenir deux identités de covariance qu’on utilise avec
l’interprétation de l’opérateur gradient afin de prouver une inégalité de déviation pour les fonctionnelles des marches
aléatoires obtuses. La fin de cette partie est consacrée à l’étude du problème de couverture des options en marché
complet comme application de la formule de Clark-Ocone. Dans la deuxième partie, on s’intéresse dans un premier
temps à l’étude de la mesure spectrale du processus de Jacobi libre (Jt)t≥0. Ce dernier est défini pour tout instant t par
Jt , PYtQY
⋆
t P où {P,Q} sont deux projecteurs et (Yt)t≥0 est un MB unitaire libre qui sont ⋆-libre dans une algèbre de
von Neumann A . On calcule, en paticulier, la loi du processus (Jt)t≥0 partant de l’identité de l’algèbre de von Neu-
mann compressée PAP où il prend ses valeurs quand le rang des projecteurs vaut 1/2. Celle-ci coïncide avec la loi du
cosinus du MB unitaire libre modulo le changement de temps t → 2t. Deux preuves de ce résultat sont présentées : la
première repose sur la résolution explicite d’une EDP non linéaire alors que la deuxième est de nature combinatoire.
Dans un second temps, on a revisité la description de la mesure spectrale de la partie radiale du mouvement Brownien
sur Gl(d,C) quand d → +∞. Biane a démontré que cette mesure est absolument continue par rapport à la mesure
de Lebesgue et que son support est compact dans R+. Notre contribution consiste à redémontrer le résultat de Biane
en partant d’une représentation intégrale de la suite des moments sur une courbe de Jordon autour de l’origine et
moyennant des outils simples de l’analyse réelle et complexe.
Mots clés : Marche aléatoire obtuse, Martingale normale, Intégrale stochastique, Temps discret, Calcul
chaotique, Mouvement Bownien unitaire libre, Processus de Jacobi libre, Mesure spectrale, Théorème des
résidues de Cauchy.
Abstract
My PhD work is composed of two parts, the first part is dedicated to the discrete-time stochastic analysis for
obtuse random walks as to the second part, it is linked to free probability. In the first part, we present a construction
of the stochastic integral of predictable square-integrable processes and the associated multiple stochastic integrals of
symmetric functions on Nn (n≥ 1), with respect to a normal martingale. This allows to study the chaotic representation
property for a family of d-dimensional discrete-time martingales that do not have independent increments. In this
framework, we determine the action of the gradient operator and the associated Clark-Ocone representation formula.
Applications to Poincaré inequalities, covariance identities, deviation inequalities, financial hedging, are then derived.
In the second part, we are interested in a first time to the study of the spectral measure of the free Jacobi process
(hereafter J). The definition of J is motivated by the asymptotic freeness of some random matrices. It can also be
constructed from the free unitary Brownian motion multiplied by two suitables projections. We show that, in the
special case when the projections have the same rank equal to 1/2, the spectral measure of J coincides with the cosine
of the free unitary BM modulo the change of time t → 2t. Two proofs of this result are presented : the first is based
on the explicit resolution of a nonlinear PDE while the second is combinatorial. In a second step, we revisited the
description of the marginal distribution of the Brownian motion on the large-size complex linear group. Precisely, let
(Z
(d)
t )t≥0 be a Brownian motion on GL(d,C) and consider νt the limit as d →∞ of the distribution of (Z
(d)
t/d)
⋆Z
(d)
t/d with
respect to E× tr. Then, we give an explicit representation of
mn(νt), limE
(
tr((Z
(d)
t/d)
⋆Z
(d)
t/d)
n
)
as an integral along a Jordan curve around the origin.
Keywords : Obtuse random walks, Normal martingale, Stochastic integrals, Discrete time, Chaotic calculus,
Free unitary Brownian motion, Free Jacobi process, Spectral measure, Cauchy’s Residue Theorem.
Mathematics Subject Classification : 60G42, 60G50, 60H15, 46L54.
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