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The structure theory of finite-dimensional semisimple Lie algebras over
an algebraically closed field of characteristic 0 is obtained by using the
 classification of root systems in the Bourbaki sense 5 . The analogous
 theory in prime characteristic is very hard 2, 4, 2124 , being first focused
 in the determination of the classical Lie algebras 1719 . The last heavily
depends on the study of the associated sets of roots. In this case the
nonzero characteristic introduces new complications yielding to computa-
Ž  .tions which can be very long see 19 . In this note we introduce ab-root
 systems. They were previously introduced by Winter 25 for the finite case
 in a slightly different way. The main result in 25 asserts that every finite
ab-root system is isomorphic to a root system in the Bourbaki sense with
zero added. Since sets of roots appearing in the study of the classical Lie
algebras in prime characteristic are finite ab-root systems, then the men-
tioned Winter theorem avoids the difficulties arising in these characteris-
tics.
On the other hand, infinite sets of roots were studied by Kaplansky and
 Kibler 9, 11 and play a fundamental role in the structure of some classes
of Lie algebras. This is so in the determination of the topologically simple
  Lie H -algebras 7, 12, 15, 16 . From the necessity to consider sets of roots
of an arbitrary cardinal arises the following question: Is the Winter result
true for infinite ab-root systems? This note is devoted to this problem. As
an application of our main result we give a theorem of classification of
ab-root systems.
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1. BASIC CONCEPTS AND NOTATIONS
Concepts and notations given in this section closely follow those of
 Winter 8, 25, 26 . A subset  of an additive abelian group G is said to be
a set of sum in G when 0 . Let G be an additive abelian group and 
a set of sum in G. A map f :   is called a homomorphism of sets of
Ž . Ž . sum when for all  ,   with    we have f   f   
Ž . Ž . Ž .and f    f   f  . Composition of homomorphisms of sets of
sum are homomorphisms. If A is an additive abelian group,  a set of
sum, and f , g :  A homomorphisms of sets of sum then the map
Ž . Ž .f g :  A given by f g :  f   g  for all   is a homo-
Ž .morphism of sets of sum. So we have an abelian group Hom , A whose
elements are the homomorphisms of sets of sum with domain  and
 Ž . codomain A. For every set of sum  we put  Hom , . If f :  
is a homomorphism of sets of sum, then the map f :   given by
f :   f is a homomorphism between both abelian groups. In fact *
is a contravariant functor from the category of the sets of sum to that of
 Ž  .the abelian groups. For every set of sum  we put  Hom  , . In
a similar way for any homomorphism f between sets of sum we write f
Ž  .  for f . As it was pointed by Winter 25 , for all   the map
  ˆŽ . :    given by  :    belongs to  , being the subset  ofˆ ˆ
 ˆthese elements a set of sum in  and the map  :   given by
 :  a homomorphism of sets of sum. It is easy to show that ifˆ
  ˆ ˆŽ .f :   is a homomorphism of sets of sum then f    . Indeed,
ˆfor all   and   we have

 f     f      f   f   f   .Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .Ž .ˆ ˆ ˆ

 ˆŽ .So f   f    .Ž .ˆ
As a consequence of the above for every homomorphism f :  
ˆ ˆ ˆbetween sets of sum there exists a unique homomorphism f :  
making commutative the diagram
  ˆ 

fˆf

  ˆ 
ˆ Moreover, f can be obtained by restriction of f .
If f :   is a bijective homomorphism of sets of sum, f is said to be
an isomorphism when f	1 is also a homomorphism. Isomorphisms from 
to  are called automorphisms of . For all  in the set of sum  we have
a binary relation  in  writing   when 	   . We denote 
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Ž .by   the corresponding class of  in the equivalence relation gener-
Ž .ated by  . We say that   is the -string of . If there exist two 
Ž . Ž .integers q , q 
 0 such that 	 q  1   and  q  1  1 2 2 1
Ž .then the -chain   is said to be bounded. In this case there are two
Ž . Ž .integers q, l
 0 such that 	 l 1  ,  q 1   with
Ž .  being the set of the different elements 	 l , . . . ,  , . . . ,  q .
Ž .The integer c 	 q	 l is called the Cartan number of the bounded
Ž .  chain   . In a similar way to 25, p. 242 we can prove the following
criterion for bijective homomorphisms to be isomorphisms.
LEMMA 1.1. Let f :   be a bijectie homomorphism between sets of
Ž . Ž .  Ž .sum. Assume that all the chain    ,  ,  0 and   
Ž     . ,    ,   0 are bounded. Then f is an isomorphism if and only if
c  c for any  ,   with  0.f Ž . f Ž  . 
Let  be a set of sum,  ,  0. The automorphism s :   is
said to be a symmetry of  at the point  when the following conditions
hold:
 Ž .s  	 ;
 Ž Ž .. Ž .s      . 
Obviously a symmetry at a nonzero point  is an involutive map. As it
 was pointed in 25, p. 239 , if  is a set of sum and  is a nonzero element
Ž .in  such that   is bounded for all  , then there is at most a
symmetry of  at the point  . Moreover, if s is the symmetry of  at 
then s is given by s :  	 c  for all  . Elementary but  
useful is the following lemma.
LEMMA 1.2. Let  be a set of sum, s :   a map, and  a nonzero
element in . Then we hae:
Ž .1 The map s is a symmetry at  iff it is an inolute homomorphism
Ž . Ž . Ž .satisfying s  	 and s     for all  .
Ž . Ž .2 If s is a symmetry at  and  is an element in  such that   is
unbounded, then  n  for all n . Moreoer, if Ann  n
4  Ž . : n 0  0 then for all integers n 0 there exists some    
Ž .   4such that s  	  does no belong to i :	n i n .
Ž .Proof. 1 It suffices to show that the given conditions imply that s is a
symmetry at  . The homomorphism s is an automorphism, since s2 Id.
Ž Ž .. Ž Ž ..By the homomorphic character of s we have s     s  . Thus sŽ  .
Ž Ž .. Ž . Ž . Ž . 2Ž Ž .. Ž Ž ..s         . Moreover,    s    s   . sŽ  .    
Therefore s is a symmetry at  .
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Ž .2 Assume the existence of an integer q
 0 such that  , . . . ,  q
Ž . Ž . Ž .are in  but  q 1  . Since s  q    , there exists an
 Ž . integer l  q such that s  q   l  . From this we obtain
Ž . Ž . Ž  . Ž .s    q l  . Taking into account that  l 	 1    ,
Ž Ž  . . Ž . Ž  . Ž .then we have s  l 	 1   s  	 l 	 1   q 1  .
Ž .But this contradicts that s is a symmetry, since  q 1  . We can
argue in a similar way when there exists an integer l
 0 such that
Ž .	 l , . . . ,  are in  but 	 l 1  .
Ž .If Ann  0 there exists a unique i   such that s    i  .0 0
Choose an integer j such that 2 j	n i . Put    j . Then we0
Ž .  Ž .  Ž .have s  	   s  	 j	   i 	 2 j  , being i 	 2 j
 n.0 0
Ž .   4Therefore s  	  does not belong to i :	n i n .
The set of sum  is said to be an ab-root system if the following
conditions hold:
Ž . Ž .1   is bounded for all   and every nonzero  .
Ž .2 For all  ,  0, there exists a homomorphism of sets
 Ž . Ž .of sum  :   such that    2 and satisfying    c for
any  .
Obviously if  is an ab-root system and  ,  0, then 	  and
Ž .the map s :   given by s :  	    is a symmetry at  . 
Let V be a real prehilbert space. A subset  of V such that 0  is
said to be a root system when  generates V and for all   there
exists a linear form  : V satisfying the following conditions:

Ž .   2.

Ž .    for all  .

Ž .The linear map r : V V given by r :   	    is an 
Ž .isometry such that r   .
Obviously in the finite case our definition of root systems agrees with
 the one given in 5, p. 144; 20, p. 27 .
Let  be a root system in the real prehilbert space V. For all  
Ž .we have 	 r   . Moreover it is easy to show that r is the only 
isometry of V yielding  to 	 and that fixes all the points of the
  Ž .Ž .hyperplane orthogonal to  . Therefore r   	 2  for all   Ž .
  V. So
  Ž .   2 . 1Ž . Ž .
  Ž .
  Ž .If  ,   then as in 5 one can prove the following assertions: i if
	1 1  Ž . Ž . Ž . and   then 	2,	1, 2, , ; ii      42 2
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Ž .with equality if and only if  and  are proportional; iii the integers
Ž . Ž . Ž .  and   have the same sign; iv if  and  are nonpropor-
Ž . Ž . Žtional and nonorthogonal and   and   are both positive resp.
. Ž . Ž .negative then at least one of these numbers is 1 resp. 	1 ; v if
Ž . Ž . Ž .  	1 then   ; vi if   
 1 then 	  .
If  is a root system in the real prehilbert space V and W is the vector
 4subspace generated by a finite subset  , . . . ,  of , then W is1 n
Ž . Ž . Ž . Ž .also a finite set. Indeed, by ii , iii , and Eq. 1 we have 	4    4i
for all   and i 1, . . . , n and we can define the map
n times 4  4h : W i  :	4 i 4 	 			 	 i  :	4 i 4
Ž Ž .. Ž .given by h :    . If for  ,   W we have h  i 1 2 1
Ž . Ž . Ž . Ž .h  , then 1 gives        for i 1, . . . , n. Thus  	  is2 i 1 i 2 1 2
Ž .orthogonal to W. In particular,  	    	   0 and so    .1 2 1 2 1 2
This proves the injectivity of h and so the finite character of W.
If  and  are nonproportional elements in the root system  then
 4the above gives that I i  :  i  is a finite set. Let q
 0 be
the greatest element in this set and l
 0 such that 	l is the lowest
  integer in I. In a similar way to 5, p. 149 we can prove that I i
4 Ž . :	l i q . Now it is easy to show that r 	 l   q . Taking
Ž . Ž . Ž .into account that r 	 l   l	    , this gives   
Ž .	 q	 l . So the given definition of root systems of arbitrary cardinal is
 equivalent to that of Neher 1214 .
By the previous considerations all root systems with zero added are
ab-root systems. The main result of this paper asserts that every ab-root
Ž .system is isomorphic as set of sum to some root system with zero added.
2. ab-ROOT SYSTEMS
This section is devoted to prove some properties of the ab-root systems.
LEMMA 2.1. Let  be an ab-root system and  a nonzero element in .
Then the following assertions hold:
Ž .1 If 2  then 4 .
Ž .2 If for some integer i
 1 we hae  , . . . , i , then i 1 or 2.
Ž .3 If 2  then 3 .
Ž .Proof. 1 By contradiction we assume 4 . Since 2  then
Ž . Ž . Ž . Ž . Ž . Ž . Ž . Ž .4 0. So 2 4 4  2 4 2  4 4  . Therefore 4 
 12, which is a contradiction.
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Ž . Ž . Ž . Ž . Ž . Ž . Ž .2 We have 2 i i  i i  . Since i 0, then i 
2 2 . Taking into account that  , we obtain i 1 or 2.i i
Ž . Ž .3 It is an immediate consequence from 2 .
PROPOSITION 2.2. Let  be an ab-root system  ,   with  0.
Then the following assertions hold:
Ž .1 If  0 and 2  then not all of
	 2 , 	  ,  ,   ,  2
belong to .
Ž .2 Not all the elements 	 2 , 	  ,  ,   ,  2 ,  3
belong to .
Ž . Ž .3 There are at most 5 different elements in   . Moreoer, when
Ž . 0, 
 and 2  the -string   has at most 4 different elements.
Ž . Ž . Ž .4 If  0 and    0 then    0.
Ž . Ž . Ž .5 If   and    2 then    1. Moreoer, 2 .
Ž .  6 If  0 and    then  .
Ž .Proof. 1 Suppose, contrary to our claim, that 	 2 , 	  ,  , 
Ž . Ž  ,  2 are all in . Since 	 2 	 	2 , then  
. Ž . Ž .	 2  0. Since  2 	  2 , then   2  0. From
Ž . Ž . Ž .these inequalities, 2	 2   0 and 2 2   0. So 1  
Ž .and   	1, which is a contradiction.
Ž .2 By Lemma 2.1 we assume without loss of generality that  0.
First we prove that  cannot contain 	 3 , 	 2 , 	  ,  ,   ,
Ž . 2 ,  3 . Suppose all these elements are contained in . By 1 ,
Ž .2 . By Lemma 2.1, 3  and	3 . Therefore  	 3  0
2 Ž . Ž .and   3  0. This is equivalent to the inequalities    and3
2Ž .  	 , which is the required contradiction. Thus  cannot contain3
	 3 , 	 2 , 	  ,  ,   ,  2 ,  3 . Now we argue by
Ž .contradiction to prove 2 . Assume 	 2 , 	  ,  ,   ,  2 , 
Ž . 3 belong to . By 1 , 2  and so Lemma 2.1 gives 3 . As
2  Ž . Ž . Ž .above   3  0 and so   	 . Since   is an integer,3
Ž . Ž . Ž .  	1. Put  2 . We have    2  	2. Thus 	  ,
Ž . ,   ,  2 ,  3 are elements in . By 1 , 2 . By Lemma
2  Ž . Ž . Ž .2.1, 3 . Thus   3  0. So,   	 . With   being3
Ž .an integer,   	1. Since 	  	 2 , we have   ,
 2 . Therefore 	 2 , 	  ,  ,   ,  2 ,  3 , 
4 are elements in . This contradicts that which was previously proved.
Ž . Ž . Ž .3 It is a consequence from 2 and 1 .
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Ž . Ž . Ž .4 Taking into account 3 and that    0, we have only the
Ž . Ž .  4 Ž . following possibilities for   :     , or    	  ,  ,   
4 Ž .  4  , or    	 2 , 	  ,  ,   ,  2 . We will see inde-
Ž .  4pendently each one of these cases. First we suppose     . Since in
Ž .  4 Ž .this case 	   and   , we have     . Thus  
Ž .  4 Ž .  0. Now we assume    	  ,  ,   . In this case     
4	  ,  ,   . If this inclusion were strict then  2  or 	 2
Ž . . Suppose  2 . Since   2  2, the elements 2 and
Ž .2	  belong to . Thus 	 2 . So taking into account 3 ,
Ž .  4 Ž .   	 2 , 	  ,  ,   ,  2 and    0. In a similar
Ž .way it is obtained    0 when 	 2 .
Ž .  4Finally we suppose    	 2 , 	  ,  ,   ,  2 . By
Ž . Ž .1 ,  2 belongs to . By 1 and taking into account that 2 4 ,
we have that not all the elements 	 2 , 	  ,  ,   ,  2 be-
Ž . Ž . long to . So we have only three possibilities for   :    	  , 
4 Ž .  4 Ž .  ,   , or    	  ,  ,   ,  2 , or    	 2 , 
4 Ž .	  ,  ,   . Suppose 	 2 . Since 	 4   	 3
Ž .  we obtain  	 4 
 0. So
0   	 4    	 2 	   2     	 8.Ž . Ž . Ž . Ž .
Ž .Thus,   
 8, which is a contradiction. So it must be ruled out the
Ž .  4possibility    	 2 , 	  ,  ,   . In a similar way it is ruled
Ž .  4 Ž . out the case    	  ,  ,   ,  2 . Therefore     
4 Ž . Ž .	 ,  ,   . As in the first part of the proof of 4 ,    0 and
1 Ž . Ž .      0.2
Ž . Ž .5 First we prove 2 . Otherwise 
 2  and  
 
Ž .2   4. So the elements 	 4
 , 	 3
 , 	 2
 , 	 
 ,  are in .
Ž .By 3 , 4 2
 , but this contradicts Lemma 2.1. Therefore 2 .
Now we will consider in a separate way the cases where 	 2  or
	 2 . First we assume 	 2 . Since   in this case we
Ž . Ž . Ž .have  	  	1 and so    1. If it were    0 then
Ž .  ,  2 , since 	  . Hence   2  6, which
Ž . Ž . Ž .contradicts 3 . Thus, 0    1. By 4 can be ruled out the possibil-
Ž . Ž .ity    0. Therefore,    1. Now we assume 	 2 . Since
Ž . Ž . Ž . 	 2 	2, then the elements 	 2   2 	  and 3
Ž . Ž .	 2 belong to . Since   and 2 	   , then 3 	   
Ž . Ž . Ž . Ž . Ž .and so 0
  3	 2  2 	      3  	 2  
4  Ž . Ž . Ž .3  	 4. Thus    and so    1. From this we obtain3
Ž . Ž . Ž . 	 2    	 2  	3. Taking into account that 2 ,
Ž . Ž . Ž .as a consequence of 3 we obtain  	 2 	3 and so    1.
JOSE ANTONIO CUENCA MIRA´676
Ž .   Ž . Ž .6 Assume  . Since    then 2   . By 5 , 1
Ž . Ž .      2, which is a contradiction.
Let  be an ab-root system and  and 
 nonzero elements in . As in
the classical case of the root systems, we say that  is connected to 
 in 
if there exists a finite sequence  ,  , . . . ,  of nonzero elements in 1 2 n
Ž . such that   , 
  , and satisfying    0 for all i 1, . . . , n1 n i i1
4	 1 . The elements  , . . . ,  are said to be a path from  to 
 . If S is a1 n
subset of  and there exists a path from  to 
 such that every  belongsi
to S, then we say that  and 
 are connected in S. Connectness is an
 4 Žequivalence relation in 	 0 the symmetry property is a consequence
Ž . .of part 4 of Proposition 2.2 . The union of zero with one equivalence
class is a subset of , which is said to be a connected component of . The
 4ab-root system  is said to be irreducible when  0 and it has only one
connected component.
If  is a subset of the ab-root system  which contains 0 and where
	   for all  ,   such that 	  , then we say that  is
an ab-root subsystem of . Every ab-root subsystem  of  is an ab-root
 Ž   4.system relative to the restriction of the homomorphism    	 0 .
 4Let  be an ab-root system and  the connected components of .i i A
The following assertions hold:
Ž .1 If   ,   with i j and  0  , then   i j
and 	  .
Ž .2 Every  is an ab-root subsystem.i
Ž .Indeed, to prove 1 we argue by contradiction assuming   . So
Ž . Ž .    2 and     2. Transitivity of the connectness rela-
tion gives  connected to  , which is a contradiction. In a similar way it
Ž .can be shown that 	  . To see 2 we consider  ,   such thati
	  . We can assume without loss of generality that  0 . Put
 	 . If it were   , then   for some j i. But nowi j
Ž .    contradicts 1 .
3. THE MAIN THEOREM
Let G be an abelian group and G an ab-root system. We say that 
is nicely embedded in G when for all nonzero   there exists a
homomorphism of abelian group  : G  extending   .
If  is an ab-root system in the abelian group of a real vector space V
such that for any non-zero   there exists a linear form  : V
extending   , then we will say that  is ery nicely embedded in V. If 
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 4is a root system in the real prehilbert space V then  0 is an ab-root
system very nicely embedded in V.
ŽObviously if  is an ab-root system nicely embedded resp. very nicely
. Ž .embedded in an abelian group resp. a real vector space then every
Ž .ab-root subsystem of  is nicely embedded resp. very nicely embedded in
Ž .the subgroup resp. vector subspace which it generates. So every con-
Žnected component of an ab-root system nicely embedded resp. very nicely
. Ž .embedded in an abelian group resp. real vector space is nicely embed-
Ž . Ž .ded resp. very nicely embedded in the subgroup resp. vector subspace
Ž .which it generates see the end of Section 2 .
 4Let  be a subset of a real vector space V. Let  be a family ofi i A
subsets of  such that   . Suppose the following conditions:i i
Ž .1 every  generates a vector subspace W which is a prehilbert spacei i
Ž . Ž . Ž .relative to an inner product  ; 2 the set  is a root system in W ; 3i i i
Ž .W  Ý W  0 for all i A. Then  is a root system in the pre-i j i j
Ž . Ž . Ž .hilbert space WW of inner product  given by  Ý  .i i i
LEMMA 3.1. Let  be an ab-root system ery nicely embedded in a real
 4ector space V and  the family of the connected components of . Ifi i A
   44the set of linear forms  :  	 0 separates points in V and eery i
 4generates a ector subspace W which is a prehilbert space such that  	 0 isi i
 4a root system in W , then 	 0 is a root system in the space W that iti
generates.
Proof. By the previous comments it suffices to show that W i
Ž . Ž .Ý W  0 for all i A. To see this consider xW  Ý W . Sincej i j i j i j
Ž .xÝ W , for all  0 in  we have  x  0. Since xW , for allj i j i i
Ž . Ž . 0 in  j i we have  x  0. So the separating hypothesis forj
   44 :  	 0 yields to x 0.
Ž .THEOREM 3.2 Main Theorem . For the set of sum  the following
assertions are equialent:
Ž .1  is an ab-root system.
Ž .2  is isomorphic to an ab-root system nicely embedded in a torsion-
free abelian group.
Ž .3  is isomorphic to an ab-root system ery nicely embedded in a real
ector space.
Ž .4  is isomorphic to a root system with zero added.
Ž . Ž .Proof. 1  2 . For any  ,  0, let s be the symmetry at  .  ˆ ˆ ˆŽ .There exists a unique homomorphism s :   such that s   s Ž .  
 for any  . Since s is obtained by restriction from s and s is an  
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
involutive automorphism, then s is so. Moreover, for  ,   
Ž .Hom , we have
 ˆs    s     s Ž . Ž . Ž . Ž .Ž .  
 ˆ   	      	     .Ž . Ž . Ž . Ž . Ž .ˆ
Thus

ˆ ˆs   	    . 2Ž . Ž .ˆŽ .
 ˆ Ž . Ž .Since  is a homomorphism and    c , we have 	   ˆ ˆ Ž . Ž . Ž .  . Equation 2 gives s  	 . By Lemma 1.2, s is a symmetry ofˆ ˆ ˆˆ  
ˆ Ž . at  . By Proposition 2.2, 	4    4. Taking into account thatˆ
 ˆ Ž . is torsion-free, from Lemma 1.2 it is obtained that   is boundedˆˆ
ˆ ˆ ˆ ˆ ˆ ˆŽ .for all  . Therefore, s   	 c  for all  . Since  isˆˆ ˆ
Ž . Ž .  torsion-free, by 2 we have c     c . As in 25, pp. 240241 weˆ ˆ
   44can prove that the set of homomorphisms  :  	 0 separates
ˆpoints in . So the map :   is a bijective homomorphism. Lemma
ˆ1.1 gives that  is an isomorphism. Now we will prove that  is an
ab-root system nicely embedded in the abelian group . For any nonzero
Ž .   we put    for  :   the homomorphism givenˆ
Ž .  Ž  .by  :   Id for any   . Obviously Hom  , . More-ˆ
over

  ˆ ˆ     **          c  c .Ž . Ž . Ž .ˆ Ž . Ž . ˆŽ .  ˆ
ˆTherefore,  is an ab-root system nicely embedded in the torsion-free
abelian group .
Ž . Ž .2  3 . Without loss of generality we will assume that  is an ab-root
system nicely embedded in a torsion-free abelian group G. The tensor
product G  is a real vector space in a natural way. Moreover, for all
xG such that x 1 0 we have x 0. Indeed, in this case there exists
a finitely generated subgroup H of G such that x 1 0 in H .
Since G is torsion-free, H is a free abelian group. From this it is easily
 4obtained that x 0. In particular,  1 :   is a set of sum which
has bounded every  1-string for all  1 0. Moreover the map from
 4 to the set  1 :   given by   1 is a bijective homomor-
phism between sets of sum which is an isomorphism. For all  ,  0
Ž . Ž .we put  1    Id where  :  is the canonical 
Ž .isomorphism. Obviously  1 is a -linear form. For all   we
Ž .Ž . Ž Ž . . Ž .have   1   1      1     c  c . 1, 1
 4 Ž . Ž .Therefore  1 :   with the linear maps  1  0 is an
ab-root system very nicely embedded in the real vector space G .
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Ž . Ž .3  4 . Let  be an ab-root system very nicely embedded in a real
vector space V. Put W VN for N the subspace of the x V such that
Ž .  4 x  0 for all  	 0 . Let  be the projection map of V onto W
and  the image of  under . First we will prove that  is an ab-root
system and  induces an isomorphism between  and . If  ,   and
 Ž . Ž .  , then      for all  0 in . As it was pointed out in
Ž . Ž .    44the proof of 1  2 , the set  :  	 0 separates points in 
Ž  .see 25, pp. 240241 . Therefore,   and so  induces a bijection
between  and . We consider next  ,    such that      and1 2 1 2
we will show that     . We have the existence of    such1 2 3
that      . Without loss of generality we assume   0. So1 2 3 3
Ž . Ž . Ž . Ž . Ž .         2. This gives   
 1 or   
 1.3 1 3 2 3 3 3 1 3 2
Ž .If it were   
 1 then 
  	  belongs to . Thus 
	  ,3 1 1 3 2
and by that which was previously proved, 
	 . Therefore,    2 1 2
Ž . 	 
   . We can argue in a similar way in the case that  1 3 3 2

 1. So we obtain that      always implies     , which1 2 1 2
gives that  induces an isomorphism between the sets of sum  and .
Considering for every nonzero element  in  the linear form induced by
 we see that  is an ab-root system very nicely embedded in the vector
Ž .space W also in the vector subspace generated by  . Moreover, these
induced maps separate points in W.
By Lemma 3.1 and the above we can assume without loss of generality
that  is an irreducible ab-root system very nicely embedded in a real
 4vector space W, with W generated by . To show that 	 0 is a root
system in W we will prove first that if F is a nonempty finite subset of 0
and F is the family of all finite subsets of  containing F , then there0
 4exists a family  of ab-root subsystems of  satisfying the followingF F F
conditions:
Ž .i Every  is finite irreducible and contains F.F
Ž .ii   .F F F
Ž .  iii    for any F, F  F such that F F .F F
First for all nonzero  ,   we choose a set C whose elements are a
 4path from  to . To see the existence of the family  , for allF F F
F F we denote by W the vector subspace of W generated by the setF
 4S  C . Putting   W , we obtain a family F  ,  F	04  F F F F F
Ž . Ž .of ab-root subsystems of , satisfying ii , iii , and with the property that
every  contains F. Let F be arbitrary in F. Let  , . . . ,  be the wholeF 1 n
of the different elements of the finite set S . By Proposition 2.2, 	4F
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Ž .   4 for all   ,  0. So we can define a mapi F
n times 4  4h :  	 0 W i  :	4 i 4 	 			F F
 4	 i  :	4 i 4
Ž Ž . Ž ..  4given by h :    , . . . ,   for all   	 0 . If  ,   ,F 1 n F F
Ž . Ž . Ž . Ž . 0  and h   h  , then      for all iF F i i
Ž . Ž . Ž . Ž .1, . . . , n. Therefore,  x   x for all xW . So     F
for all   . The last part of Proposition 2.2 applied to  gives  .F F
Now injectivity of h yields to the finite character of  . Let 
 , 
 beF F 1 2
Ž .arbitrary elements in  . If it were 
   0 for all   S , thenF 1 i i F
Ž . Ž . Ž .0 
 
  
 
  2, a contradiction. Thus, 
   0 for some 1 1 1 1 1 i i1 1
Ž . S . In a similar way, 
   0 for some   S . The way to defineF 2 i i F2 2
 4 Ž  4.S yields to the existence of   F	 0 resp.   F	 0 such thatF 1 2
Ž . Ž . resp.  is connected in  to  resp.  . Since C   ,1 2 F i i   F1 2 1 2
transitivity of the connectness relation gives that 
 and 
 are connected1 2
in  .F
Ž .Now we consider an inner product  making W a prehilbert space
Ž .and we will prove the existence of a new inner product  in W such that
 4 Ž .for all  	 0 the map r : WW given by r :   	    is 
an isometry. If F F and W is the subgroup generated by r :   	F  F
 44   Ž .0 then as in 20, p. 27 we can define another inner product  in theF
vector subspace W given byF

x  y  t x  t yŽ . Ž . Ž .Ž .ÝF
tWF
 4for any x, yW . For all   	 0 the linear map r induces anF F 
Ž Ž . .  4isometry of W ,  . So every subset  	 0 is a root system in W .F F F F
Ž .By 1 it is easy to show that the inner product of the embedding real
prehilbert space of an irreducible root system  is completely determined
  4up to a positive factor by the set  :   . Thus for all F F we
Ž . Žcan assure the existence of a real number k  0 such that x  y  k xF F F
. Ž . Ž .Ž . y for any x, yW . Setting   1k  we obtain an innerF F F F F0 0
Ž . Ž .product in W which extends  . Now an inner product  in W canF F0
Ž .  4be defined extending every  . Moreover, 	 0 is a root system inF
Ž Ž ..the real prehilbert space W,  .
Ž . Ž .4  1 . See the end of Section 1.
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4. ON THE CLASSIFICATION OF ab-ROOT SYSTEMS
An ab-root system  is called reduced when for all nonzero   we
have 2 .
Let V be a real prehilbert space which have an orthonormal base
 4    4 . As in the classical case 5 the set  	  : i, j I, i j is a rooti i I i j
system in the prehilbert vector space which it generates and each one of
the following sets
 4
 : i I  
 
  : i , j I , i j 4i i j
 4
2 : i I  
 
  : i , j I , i j 4i i j

 
  : i , j I , i j 4i j
 is a root system in V. As in 5 these different classes of root systems are
called respectively types A, B, C, D.
The key result in the classification of the ab-root systems is given in the
following theorem.
THEOREM 4.1. Let  be a reduced irreducible ab-root system. Then  is
 4isomorphic to  0 , where  is either a finite root system or an infinite
root system of one of the types A, B, C, or D.
Proof. Let  be an infinite reduced irreducible ab-root system. By the
main theorem there exists a root system  in a real prehilbert space W
 4such that  and  0 are isomorphic as sets of sum. Let F  be a0
finite subset of  and F the family of all the finite subsets of 
Ž . Ž .containing F . As in the proof of 3  4 of Theorem 3.2 for all F F0
there exists a vector subspace W of W and a finite subset  of F F
containing F and satisfying the following conditions:
Ž .i Every  is a reduced irreducible root system in W .F F
Ž .ii   W for all F F.F F
Ž .  iii    for any F, F  F such that F F .F F
 4Let  ,  be nonzero arbitrary elements in . We choose F   , 0
and F F such that dim W 
 3. Taking into account that dim W 
 3,0  F  F
then the well-known classification of the finite reduced irreducible root
 systems and 5, Chap. vi, Sect. 1, Proposition 12 applied to the finite root
  1system  give  1, 2, . Moreover, the norms of the elements in  F  2
 take at most two different values 5, Chap. vi, Sect. 1, Proposition 12 . By
multiplying the inner product of W by a real positive factor if it were
necessary we can assume without loss of generality that  is either an
 H-system or a J-system in the sense of Kaplansky and Kibler 9, 11 . The
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infinite character of  and the classification of H-systems and J-systems
 given in 9, 11 allow us to assert that  is a root system of one of the
types A, B, C, or D.
The classification of ab-root systems plays a fundamental role in the
 study of C-algebras 6 . These are a wide class of Lie algebras closely
   related with classical Lie algebras 17, 18 , V-algebras 10 , and graded Lie
 algebras 1, 3, 13 .
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