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RESUMEN 
La presente investigación presenta una solución para el problema del alto costo de 
almacenamiento y transmisión de imágenes médicas. 
 
 Esta solución se basó en una aplicación de la transformada de wavelet para la compresión 
de imágenes médicas, utilizando un método de compresión de procesamiento de imágenes 
y de nuevos formatos de codificación de imágenes. La compresión de imágenes es un 
conjunto de técnicas aplicadas a las imágenes, siempre se está buscando nuevas técnicas 
de compresión, puesto que a medida que la tecnología de la información crece, esto hace 
que las imágenes utilicen altos volúmenes de datos, y por ende se requerirá mayor 
almacenamiento de esta data, aumentando los costos para su almacenaje, también 
afectaría en su transmisión, por lo que ocuparía mayor ancho de banda.  
 
 La compresión de imágenes, que básicamente es compresión de datos, se definió como 
el proceso de reducción de la cantidad de datos (eliminación de datos redundantes) 
necesarios para representar en forma eficaz una información. Las técnicas de compresión 
de imágenes usadas, comprende pérdida de información (algoritmo de Kohonen) y sin 
pérdida de información (Codificación de Huffman). El proceso de descompresión del 
proceso en sí, es de forma inversa. Finalmente, se demostró lo expuesto con la elaboración 
de un algoritmo de compresión de imágenes con interfaz gráfica. 
   
Palabras Claves: Compresión de imágenes, formato JPG, algoritmo de compresión, 
interfaz gráfica. 
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ABSTRACT 
The present investigation presents a solution for the problem of the high cost of storage 
and transmission of medical images. 
 
This solution is based on an application of the wavelet transform for medical image 
compression, using an image processing compression method and new image coding 
formats. Image compression is a set of techniques applied to images, new compression 
techniques are always being sought, since as information technology grows, this makes 
images use high volumes of data, and therefore It will require more storage of this data, 
increasing costs for its storage, it would also affect its transmission, so it would occupy 
more bandwidth. 
 
Image compression, which is basically data compression, is defined as the process of 
reducing the amount of data (elimination of redundant data) necessary to effectively 
represent information. The image compression techniques used include loss of 
information (Kohonen algorithm) and no loss of information (Huffman coding). The 
process of decompression of the process itself is reversed. Finally, the above is 
demonstrated with the development of an image compression algorithm with graphical 
interface. 
 
Keywords: Image compression, JPG format, compression algorithm, graphic interface. 
 
 
 
 
 
 
 
 
 
1 
 
INTRODUCCIÓN 
En la actualidad, las imágenes médicas digitales toman un rol importante, ya que la 
información que llevan consigo mismas son valiosas, permitiendo que los especialistas 
puedan hacer un óptimo diagnóstico y el tratamiento preventivo de distintas 
enfermedades. El creciente y acelerado desarrollo de la tecnología multimedia en la 
medicina, asimismo en las imágenes médicas digitales, generan una considerable cantidad 
de datos de alta resolución y precisión, que se incrementa en el tiempo, haciendo que se 
presenten problemas de transferencia y almacenamiento.La idea básica de la compresión 
de imágenes es reducir la cantidad promedio de bits por pixel necesaria para la 
representación de una imagen digital, tanto para su almacenamiento como para disminuir 
significativamente el tiempo de transmisión de la imagen.La presente investigación de 
compresión de imágenes, está basada en el método de compresión con pérdida, lo cual 
significa que después del ciclo de compresión y descompresión, la imagen reconstruida 
será diferente a la imagen original (Mathur, Loonker, & Saxena, 2010). La transformada 
wavelet ha sido adoptada como herramienta para un gran número de aplicaciones, 
relevando a menudo a la transformada de Fourier convencional. Uno de los usos 
principales de las wavelets es para la compresión de datos. Así la transformada wavelet 
es utilizada para convertir señales en bruto (por ejemplo, imágenes médicas) y codificar 
los datos transformados obteniendo una compresión efectiva (Lynch & Barber, 2006).En 
esta tesis se presenta una solución a lo anteriormente mencionado, mediante el desarrollo 
de un algoritmo de compresión de imágenes médicas exclusivamente, basado en la 
transformada Wavelet y teniendo como propósito la utilización máxima del ancho de 
banda y reducción de la capacidad de almacenamiento.  
 
El aporte de la presente investigación es la mejora de los resultados de Tasa de 
Compresión (CR, Compression Ratio) de la imagen. Para ello se desarrolla y estudia un 
algoritmo enfocado en la Transformada de Wavelet.Usando la codificación Huffman en 
archivos estándar, se puede llegar a reducir en promedio desde un 10% hasta un 30%, 
dependiendo de la característica de distribución. (Dhaarani, Venugopal, & Raja, 2014, 
pps. 233-238). Esta codificación ha sido implementada para mejoras de algoritmos de 
compresión sin pérdida basada en la transformad wavelet, tales como: SPIHT, JPEG2000, 
entre otros (Nichal & Shete, 1999). Para los efectos de este proyecto se utilizará como 
base para desarrollar un algoritmo de compresión de imágenes médicas, usando la 
transformada wavelet. 
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En el capítulo I se plantea la formulación de problema y justificación del estudio. 
Asimismo, se redacta antecedentes relacionados y los objetivos generales y específicos 
de las tesis. En el capítulo II se redacta la base teórica en la cual se sustenta nuestro trabajo 
de investigación. En el capítulo III se redacta el tipo y método de investigación que se 
utiliza en el trabajo de investigación. En el capítulo IV se detalla el proceso de compresión 
mediante el algoritmo desarrollado. En el capítulo V se analizan los resultados de las 
imágenes comprimidas. Finalmente, en el capítulo VI se especifica los costos referidos al 
trabajo de investigación. 
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CAPÍTULO I: PLANTEAMIENTO DEL ESTUDIO 
 
1.1 Formulación del problema y justificación del estudio 
1.1.1 Formulación del problema 
En la actualidad, es común el empleo de las imágenes médicas para diagnósticos en 
diversas especialidades. Según la OMS, cada año se realizan en el mundo más de 3.600 
millones de pruebas diagnósticas radiológicas, 37 millones de pruebas de medicina de 
imágenes. Al respecto Ayuso (2014) señala que: “el 80% de las decisiones médicas en 
los países desarrollados, según advierte la Organización Mundial de la Salud (OMS), se 
toman con la ayuda de la Radiología” (p.2). En algunas ciudades existen hospitales que 
centralizan la información. Éstos cuentan con repositorios limitados en capacidad en el 
que se almacenan todas las imágenes de los hospitales dependientes. Este tipo de 
imágenes tienen una alta resolución, por lo tanto, requiere una alta capacidad de 
almacenamiento, no se cuenta con una maquinaria con la capacidad para almacenar la 
cantidad de imágenes realizadas anualmente. 
 
La gran cantidad de datos de alta resolución y precisión de estas imágenes, se incrementan 
en el tiempo, lo cual hace que se presenten problemas de transferencia y almacenamiento. 
También la transmisión de estas imágenes mediante las redes actuales genera un cuello 
de botella en lugares donde se tiene un ancho de banda limitado. 
 
Por ello se desarrolla un algoritmo propuesto para la compresión de imágenes médicas lo 
cual tiene como objetivo reducir el tamaño en bits de las imágenes logrando imágenes de 
calidad con la menor pérdida de información posible que permita su almacenamiento o 
transmisión de forma eficiente. 
 
1.1.2 Problema general 
¿Cómo desarrollar una aplicación de la transformada wavelet para la compresión de 
imágenes médicas, 2019? 
 
1.1.3 Problemas específicos 
a) ¿Cómo aplicar la transformada discreta de wavelet para desarrollar un algoritmo de 
compresión de imágenes médicas?? 
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b) ¿De qué manera la transformada discreta de wavelet determina el tamaño en las 
imágenes médicas? 
 
1.1.2 Justificación del estudio 
a) El uso de los medios multimedia tales como: audio, video e imágenes crece 
exponencialmente día a día por ello es imprescindible comprimir archivos. 
b) En los bancos de almacenamiento de información, siempre se está en la búsqueda de 
nuevos métodos de compresión de data, por lo que nuestro aporte es significativo. 
c) En la actualidad es imprescindible que las imágenes médicas tengan una reducción 
de tamaño significativa manteniendo la calidad de la imagen para optimizar el 
espacio de almacenamiento en los repositorios médicos y un mejor diagnóstico de 
parte del especialista. 
 
1.2 Antecedentes relacionados con el tema 
Ibraheem, M. (2016); propone dos esquemas de compresión para mejorar la calidad de 
imagen. Los esquemas de compresión propuestos dependen de la DWT. El 
primer enfoque se basa sobre la aritmética del sistema de numeración logarítmica 
(LNS). El segundo enfoque es un híbrido de LNS y aritmética lineal. Ambos 
enfoques muestran una mejora significativa en la calidad de imagen, además de 
proporcionar una mejor tasa de compresión comparada con el enfoque clásico 
que no incluye operaciones logarítmicas. En nuestro trabajo de investigación no 
solo usamos la Transformada Wavelet, sino que también usamos técnicas como 
el código de Huffman y los mapas auto-organizados de Kohonem los cuales 
aportan herramientas para lograr una alta tasa de compresión y a la vez una mejor 
calidad de imagen. (pp. 402-405) 
 
Dhaarani, C. (2014); indica que una generalización dimensional más alta de la 
transformada de curva utilizada para representar las imágenes o señales 
bidimensionales a diferentes escalas y direcciones diferentes y el algoritmo de 
Huffman para codificar coeficientes significativos. El objetivo principal de este 
método es mejorar la tasa de compresión y minimizar el MSE. De los resultados 
experimentales obtenidos se demuestra que la tasa de compresión (CR) y la tasa 
de la señal pico a ruido (PSNR) se mejora en varias imágenes médicas. Hacen 
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una simulación y un cálculo experimental de diferentes tipos de imágenes 
(rodillas, MRI columna, MRI cráneo, MRI cerebro y X-ray pecho) conforme a 
lo que propone en la Ripplet Transform, adicionando a esto el uso de la 
codificación de Huffman. La contribución de nuestro trabajo de investigación es 
que nosotros usamos la Transformada Wavelet, los mapas auto-organizados de 
Kohonem y la codificación de Huffman en conjunto para obtener una mejor 
eficiencia en la compresión de imágenes. (pp. 233-238) 
 
Tiwari, P. (2015); aplica la transformada wavelet discreta (DWT) de un nivel sobre la 
tomografía de la resonancia magnética médica (MRT) de una imagen de cráneo 
y nombra los principales pasos de compresión en el método que proponen. En lo 
particular, se enfocan en una imagen específica (cráneo) y al realizar lo que 
propone, adiciona la codificación de Huffman. Aporta información relevante 
sobre algunas técnicas que pueden usarse para lograr una mayor calidad de las 
imágenes. En nuestro trabajo de investigación no solo tratamos con imágenes de 
cráneo si no que nuestro algoritmo de compresión está pensado para cualquier 
imagen medica aplicable para un diagnóstico de parte de un especialista. 
Adicionalmente nosotros usamos los mapas auto-organizados de Kohonem para 
una mejor compresión de la imagen. (pp. 1060-1066) 
 
Oviedo Valverde, G. A. (2015); desarrolla técnicas matemáticas para el filtrado de ruido 
en señales para la detección de eventos sísmicos. Las técnicas de reducción de 
ruido que son materia de estudio en este trabajo son basadas en la transformada 
wavelet de tipo Daubechies y Symlet. También se utiliza para el filtrado de ruido 
el método de Descomposición Modal Empírica (EMD), para ambas técnicas se 
define un límite de umbralización el cual permite elegir los coeficientes 
admisibles para la reconstrucción final de la señal. Finalmente, en los resultados 
obtenidos se puede observar que en las señales con bajo nivel de ruido se detecta 
acertadamente los eventos sísmicos a diferencia de las señales con alto nivel 
ruido que conducen a falsas detecciones. En esta investigación solo se enfocan 
en la reducción del ruido. En nuestro trabajo de investigación no solo usamos la 
transformada de wavelet para enfocarnos en una reducción significativa del 
ruido, sino también desarrollamos un algoritmo eficaz de compresión de 
imágenes. (pp. 840-950) 
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Santisteban, C. (2019); concluye que: ‘’ reduciendo el tamaño de la imagen y mejorando 
el canal de comunicación que finalmente permitirá ayudar en el diagnóstico y tratamiento 
oportuno de enfermedades pulmonares en localidades rurales de Lambayeque’’. (pp. 94-
98) 
 
Horna, T. (2015); donde la arquitectura desarrollada en este trabajo de investigación 
constituye un aporte significativo a la investigación actual, ya que la compresión 
Wavelet está siendo recientemente incorporada en los estándares de compresión 
de imágenes y video. Actualmente se sigue investigando acerca de las 
implementaciones hardware (FPGA y ASIC) más óptimas, en este trabajo solo 
se limitaron a la compresión con Wavelet. En nuestro trabajo de investigación 
usamos la Transformada Wavelet que es un fundamental pero adicionalmente 
las técnicas asociadas como mapas auto-organizados de Kohonem y la 
codificación huffman para que el algoritmo desarrollado sea mucho más aptó y 
eficaz al comprimir las imágenes médicas obteniendo una alta tasa de 
compresión y minimizando las pérdidas de información. (pp. 43-79) 
 
1.3 Objetivos generales y específicos 
1.3.1 Objetivo general 
Aplicar la transformada wavelet para la compresión de imágenes médicas, 2019. 
1.3.2 Objetivos específicos 
a) Aplicar la transformada discreta de wavelet para desarrollar un algoritmo de 
compresión de imágenes médicas. 
b) Determinar el tamaño de las imágenes médicas basado en la transformada 
discreta de wavelet. 
 
1.5 Limitaciones de estudio 
En este trabajo de investigación se tuvo la dificultad en encontrar información, ya que 
toda la información más relevante está en inglés. Otra dificultad fue el tiempo del 
programa de duración del estudio, quizá con un mayor tiempo se hubiera podido mejorar 
el algoritmo de compresión.  
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CAPITULO II: MARCO TEÓRICO 
 
2.1 Bases teóricas relacionadas con el tema 
2.1.1 Transformada wavelet 
Dragotti, P. (2000) define que: ‘’la transformada Wavelet como una representación de 
una suma de funciones de ondas pequeñas (wavelets) con diferentes escalas y 
ubicaciones’’. (pp. 5-18) 
 
Graps, A. (2016) señala que: Estas señales descienden apresuradamente a cero, seguida 
de unas cuantas oscilaciones se tiene un valor promedio nulo. Cabe señalar la 
diferencia respecto a la Transformada de Fourier donde se descompone la señal 
en un conjunto de cosinusoides y sinusoides de amplitud constante e infinita 
duración. (pp. 1-18) 
 
Sheng, Y. (1996), señala que: dentro de los usos de esta herramienta se pueden nombrar, 
además del análisis local de señales no estacionarias, el análisis de señales 
electrocardiográficas, sísmicas, de sonido, de radar, así como también su 
utilización para la compresión y procesamiento de imágenes y reconocimiento 
de patrones. (p.5) 
 
En la figura 1, se hace una comparativa de la Transformada de Fourier y la Transformada 
Wavetet. 
 
Figura 1:Transformada de Fourier y Transformada Wavelet 
Fuente:  (Sheng, 1996). 
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2.1.1.1 Tipos de transformada wavelet 
Según Dragotti, P. (2000) indica que: ‘’La transformada Wavelet representa una suma de 
funciones de ondas pequeñas (wavelets) con diferentes escalas y ubicaciones’’. (pp. 416-
428) 
 
Según Raghuwanshi & Jain precisa que (2013) : ‘’La descomposición de la imagen 
mediante Wavelets, implica un par de formas de onda, las de altas frecuencias para las 
partes detalladas de la imagen y las de baja frecuencia para las partes lisas de la imagen’’. 
(pp. 527-532) 
 
Rahali, M. (2016) indica que: ‘’La Transformada Wavelet es generada desde una función, 
llamada función madre’’. (pp. 1-8) 
 
Cabe resaltar que existen varios tipos de transformada Wavelet, para la presente tesis se 
trabajará con la Transformada Wavelet Discreta (DWT).  
 
2.1.1.2 Transformada wavelet continua  
Acevedo, L. (2009), explica que la transformada wavelet continua (CWT, continuous 
wavelet transform) es aquella que se caracteriza porque sus parámetros cambian 
de manera continua y a su vez cumple con la condición de medida nula, lo que 
le permite que sea invertible en el rango. La CWT calcula un índice de semejanza 
entre la señal que está siendo analizada y la wavelet. (pp.16-23) 
 
Rioul, R. (1991) explica que, respecto al funcionamiento de la CWT, se puede observar 
como en la siguiente figura 2 que se toma la wavelet madre y se calcula su 
correlación con una sección de la señal que está en análisis. Luego se desplaza 
en el eje temporal y se calcula la correlación con la siguiente sección. Para 
finalizar, se escala la wavelet y se repite el proceso. La transformada continua 
Wavelet tiene un problema: los coeficientes no son independientes uno de otro, 
produciendo una descomposición redundante de la señal y no ortogonal. (pp. 14-
38) 
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Figura 2: Funcionamiento de la CWT 
Fuente: (Rioul & Vetterli, 1991) 
 
2.1.1.3 Transformada wavelet discreta 
Según Sanchez, J. (2015) ‘’La transformada Wavelet Discreta (DWT, discrete wavelet 
transform), ha sido muy aceptada y utilizada particularmente para el procesamiento de 
imágenes’’ (pp.19-32). 
 
Narayanan, K. (2015) explica que la DWT tiene la capacidad de descomponer las señales 
en diferentes sub-bandas con información de tiempo y frecuencia, presentando 
así diferentes aplicaciones tales como: manipulación de imágenes comprimidas, 
codificación de regiones de interés y la transmisión progresiva de imágenes. 
(pp.62-73)  
 
Para este trabajo se tiene en cuenta la DWT por su eficiencia computacional demostrada 
en diferentes investigaciones. DWT es la versión discretizada de la transformada Wavelet 
Continua, que fue definida en la ecuación (4). 
La señal DWT 𝑥(𝑡) es definida por la siguiente ecuación (Rahali, Loukil, & Bouhlel, 
2016) 
𝑥(𝑡) = ∑𝑐_(𝑚, 𝑛) 〖_(𝑚, 𝑛)〗(𝑡)…………(1)  
 
Cincotti (2001) señala que los coeficientes  𝑐_(𝑚, 𝑛) caracterizan la proyección de 𝑥(𝑡) 
sobre la base formada por  〖_(𝑚, 𝑛)〗(𝑡) . Como anteriormente se mencionó 
la DWT trabaja en la descomposición de sub-bandas, por lo que todo el proceso 
consiste en una serie de filtros o bancos de filtros, así como también filtros de 
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diferentes frecuencias, que son usadas para analizar la señal en diferentes 
escalas. (p.9)  
 
‘’Como se aprecia en la Figura 3, la señal de entrada x(t) se divide en escalas y los 
coeficientes pasan por los dos filtros H(L) y H(H), seguido del sub-muestreo’’. (Misiti, M., 
Misiti, Y., Oppenheim, G., & Poggi, J., 2015).  
 
 
       Figura 3: Transformada wavelet discreta 
Fuente: (Cincotti, Loi, & Pappalardo, 2001) 
 
 
‘’La DWT puede repetir su descomposición y en cada nivel, descomposición, filtrado y 
submuestreo se dividen a la mitad tanto el número de muestras como la banda de 
frecuencias, siendo una de sus ventajas es la reducción de la carga computacional’’. (G. 
Cincotti, 2001, pp 764-771). 
 
En un esquema de descomposición surgen cuatro sub-bandas de un nivel de la 
transformada: una sub-banda de paso bajo que contiene la aproximación similar a la 
imagen de origen llamada sub-banda LL y tres sub-bandas de paso alto que explotan 
detalles de imagen en diferentes direcciones - LH y HL permite resaltar características 
orientadas verticalmente y horizontalmente; mientras que la wavelet de sub-banda HH 
tiene una orientación de composición +45 y -45. En el siguiente nivel de la 
transformación, se usa la banda LL para su posterior descomposición y se descompone 
con sus respectivas cuatro sub-bandas. Esto forma la imagen de descomposición, como 
se muestra en la figura 4: 
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Figura 4: Descomposición de nivel de una imagen. 
Fuente: Pallikonda Rajasekaran, 2015 
 
a. Algunas familias Wavelet 
Según los diferentes análisis, las wavelets que han sido más útiles para el procesamiento 
de señales.  
‘’Tales como: Biorthogonal, Morlet, Sombrero mexicano, Meyer, Wavelets complejas. 
Sin embargo, para los efectos de esta investigación se puntualizarán las siguientes 
familias: Haar, Daubechies, Coiflets, Symflets,’’.  (Misite, M. , 2015, p. 21)  
 
2.1.2 Compresión de imágenes 
‘’La compresión de imágenes es un proceso en el cual se reduce el volumen de datos para 
representar una determinada cantidad de información’’. (Lezama, J., 2017, pp. 1-2) 
 
2.1.2.1 Mapa auto-organizado de Kohonen 
Ramos (2010), explica que los mapas auto-organizados son un tipo particular de red 
neuronal artificial con aprendizaje no supervisado. Un mapa auto-organizado 
consiste en un conjunto de nodos o neuronas usualmente dispuestos en forma 
unidimensional o bidimensional con distribución ortogonal o hexagonal. (pp.20-
42) 
 
Cada neurona de la malla tiene asociado un vector de las mismas dimensiones que el 
espacio de entrada, este vector se conoce como vector de pesos de la neurona. Durante el 
proceso de aprendizaje estos vectores de peso se modifican iterativamente: cuando se 
presenta el dato de entrada 𝑥 a la red, la neurona con el vector de pesos más cercano y sus 
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neuronas próximas en la malla de la red modifican sus pesos de forma que se asemejen 
más a la entrada 𝑥. Como se muestra en la figura 5. 
 
 
Figura 5: Mapa auto-organizado de Kohonen 
Fuente:  (Ramos & all, 2010) 
 
Aprendizaje de un mapa auto-organizado  
A continuación, describiremos las ecuaciones clásicas introducidas por Kohonen que 
determinan el aprendizaje en un mapa auto-organizado. 
 
Rahali, Loukil, & Bouhlel (2016). Sean los datos de entrada 𝑥_𝑖, donde 𝑖 = 1,2,3 … , 𝑀, 
estos datos viven en el espacio real de 𝑛 dimensiones 𝑅^𝑛, por lo tanto 𝑥_𝑖 〖
∈ 𝑅〗^𝑛. Ahora consideremos una población de N neuronas y denotamos por 
𝑛_𝑖 el vector de pesos de 𝑅^𝑛 asociado a la neurona 𝑖 = 1,2,3 … , 𝑁. Usemos la 
variable 𝑡 para denotar la iteración actual 𝑡 = 0,1,2,3 … , de manera que 𝑛_𝑖 (𝑡) 
corresponda al vector de la neurona 𝑖 en el instante 𝑡. Para terminar, denotemos 
por 𝑥(𝑡) al dato de entrada que se presenta a la red en la iteración 𝑡. Este valor 
será una de las muestras de entrada 〖{𝑥_𝑖}〗_(𝑖 = 1,2,3, … , 𝑀) y es elegida de 
entre todas ellas mediante algún orden o algún procedimiento aleatorio. (pp.273-
277) 
 
Como se muestra en la figura 6, aprendizaje en un mapa auto-organizado, 
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Figura 6: Recorrido de la neurona i-ésima hacia la entrada. 
Fuente: (Rahali, Loukil, & Bouhlel, 2016) 
 
El algoritmo de las redes de Kohonen, obedece a los siguientes pasos (Rahali, Loukil, & 
Bouhlel, 2016):  
 
Paso 1: Se busca la neurona ganadora dentro de la competencia, es decir la que esté más 
cercana a la entrada cuando ésta es presentada a la red. 
 
Paso 2: Una vez encontrado el vector más próximo, se actualiza el peso de todos los  𝑛_𝑖, 
estos son, se mueven (en sentido topológico) cerca de la entrada 𝑥(𝑡), mediante la fórmula 
explicita de movimiento neuronal: 
 
𝑛_𝑖 (𝑡 + 1) = 𝑛_𝑖 (𝑡) + ℎ(𝑖, 𝑥(𝑡), 𝑡)[𝑥(𝑡) − 𝑛_𝑖 (𝑡)]………………….. (2)  
 
Los pasos 1 y 2 se van repitiendo hasta que el entrenamiento termina, el número de pasos 
de etapas o iteraciones se debe fijar a priori. Después de un número suficiente de 
iteraciones, la red se adapta a la forma de los datos o distribución de entrada; como se 
muestra en la figura 7. 
 
 
Figura 7: Aprendizaje de un mapa auto organizado. 
Fuente: (Rahali, Loukil, & Bouhlel, 2016) 
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2.1.2.2 Tasa de compresión 
La tasa de compresión es considerada como un criterio de evaluación para los algoritmos 
de compresión (Thomas Lehmann, M., 2016), que es definida de la siguiente manera: 
 
𝐶𝑅 = (1 −
𝑘′
𝑘
)100%..................... (3)  
Dónde: 
k’ es el número de bits por pixel de la imagen comprimida. 
k es el número de bits por pixel de la imagen original. 
 
2.1.2.3 Criterios de fidelidad 
Ponomaryov, V. considera los siguientes criterios para la evaluación de la fidelidad de las 
imágenes comprimidas. (2006, pp. 11-15) 
 
a) Error cuadrático medio (MSE) 
El promedio de la diferencia cuadrática entre la imagen original y la comprimida, se 
representa: 
 
 
…………………… (4) 
 
 
Donde:  
M= Altura de la imagen 
N= Largo de la imagen 
x(i,j)= Imagen original 
y(i,j)= Imagen comprimida 
n= Bits por pixel de la imagen 
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b) Relación señal ruido pico (PSNR) 
La fidelidad entre la señal comprimida y la señal comprimida, se verifica de la 
siguiente manera: 
 
 
 
2.2 Definición de términos usados 
 Deep Learning: El Deep Learning o aprendizaje profundo lleva a cabo el proceso de 
Machine Learning usando una red neuronal artificial que se compone de un número 
de niveles jerárquicos. En el nivel inicial de la jerarquía la red aprende algo simple y 
luego envía esta información al siguiente nivel. El siguiente nivel toma esta 
información sencilla, la combina, compone una información algo un poco más 
compleja, y se lo pasa al tercer nivel, y así sucesivamente. (Rustamov & Guibas, 
2013, pp. 998-1006) 
 Inteligencia Artificial: ‘’La Inteligencia Artificial (IA) es un sub-campo de la 
informática que se creó en la década de 1960, y que trata de solucionar tareas que 
son sencillas para los seres humanos, pero difíciles para las computadoras’’. 
(Rustamov & Guibas, 2013, pp. 998-1006) 
 Machine Learning: El Machine Learning o aprendizaje automático se ocupa de un 
aspecto de la IA: el sistema aprende de forma autónoma a tomar las decisiones. De 
forma práctica esto se traduce en una función en la que a partir de una entrada se 
obtiene una salida, con lo que el problema radica en construir un modelo de esta 
función matemática de forma automática. (Rustamov, R., 2013, pp. 998-1006) 
 Haar: ‘’Esta familia de Wavelet es la más simple, sencilla y eficiente en memoria, 
dado que utiliza sólo dos coeficientes. Haar no es continua, por ende, no es derivable. 
Esta familia es aplicable para las señales que tienen cambios abruptos’’. (Gao, R., 
2011, pp. 4-29).  
 Daubechies: La familia de Daubechies es la familia de Wavelets más popular; son 
ortonormales, haciendo que sea posible el análisis discreto con Wavelets. La 
nomenclatura de la familia Daubechies se escribe dbN. Siendo N el orden y db el 
apellido de la Wavelet Donde el eje de las absisas es el tiempo y el eje de las 
ordenadas la amplitud de la vibración. (Misite, 2015, pp. 1-6) 
𝑃𝑆𝑁𝑅 = 10𝑙𝑜𝑔(
(2𝑛−1)2
𝑀𝑆𝐸
)…………………. (5)  
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 Coiflets: ‘’La familia Coiflets originalmente se derivó de la familia Daubechies. 
Estas Wavelet tienen 2N momentos iguales a cero y la función escalar tiene 2N-1 
momentos igual a cero. Ambas funciones soportan una longitud de 6N-1’’. (Misite, 
2015, pp. 1-6) 
 Symlets: ‘’Fueron planteadas por Daubechies como modificación a la familia db. Las 
propiedades de ambas familias de Wavelets son similares, casi simétricas’’. (Gao, R., 
2011, pp. 4-29) 
 Codificación Huffman: En el modelo estándar de codificación de datos se usa una 
longitud fija de código para cada símbolo, (Huffman Encoding Compression 
Algorithm, s.f.).  El principio de la codificación Huffman está basado en usar códigos 
de longitud variable donde se asignan códigos cortos para los símbolos usados con 
mayor frecuencia y códigos largos para los símbolos que aparecen con menor 
frecuencia en la cadena de símbolos. (Jasmi, Perumal, & R., 2015, pp.1-5)  
 Redes neuronales: Son redes complejas de unidades elementales de cálculo llamadas 
neuronas que permiten aprender una función G a partir de una base de datos. Existe 
algoritmos de aprendizaje para encontrar los parámetros óptimos de la red neuronal 
y garantizar que la función aprendida es una buena aproximación. (Schmidhuber, J., 
2015, pp. 85-117) 
 Vector Quantization:  ‘’Es un sistema para mapear una secuencia de vectores 
continuos o discretos en una secuencia digital adecuada para la comunicación o el 
almacenamiento en un canal digital’’. (Gray, 1984, pp. 4-29) 
 
2.3 Variables 
Variable Independiente: Transformada Wavelet. 
Variable Dependiente: Comprensión de imágenes médicas. 
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CAPITULO III: METODOLOGÍA 
 
3.1 Tipo y método de investigación 
La presente investigación es de tipo correlacional aplicada. Investigación correlacional 
porque a través de una herramienta de cálculo computacional se plantío realizar la 
simulación de un caso de compresión de imagen, aplicando Wavelets procesadas 
utilizando metodología de Kohonen y de Deep Learning. Investigación aplicada porque 
se tuvo como objetivo la resolución de problemas prácticos desde un punto de vista 
teórico. 
 
El desarrollo de la investigación se consideró la siguiente metodología: 
 
a. Búsqueda de información, permisos correspondientes y asesoramientos, así como 
también información estadística relevante. 
b. Aplicación en información obtenida de la transformada Wavelet para la 
comprensión de imágenes médicas.  
c. Posteriormente, con un análisis del tamaño de la imagen comprimida, se 
determinará el menor tamaño de la imagen comprimida. 
d. Buscamos nuevos métodos de compresión de imágenes más eficaces, que 
incrementen la tasa de compresión. 
e. Búsqueda de información relevante para el desarrollo del algoritmo de compresión 
de imágenes se encuentra en idioma inglés, el cual se aplicará en el software 
matemático Matlab. 
f. Posteriormente hicimos un análisis del tamaño de la imagen comprimida, se 
determinó el menor tamaño de la imagen comprimida.  
g. Mostramos resultados obtenidos. 
 
3.2 Relación entre variables 
 
Variable Independiente: Transformada Wavelet.   
Variable Dependiente: Comprensión de imagines médicas. 
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La variable independiente cuenta con una dimensión la cual es la transformada discreta 
de wavelet, esa dimensión incidió en el algoritmo de compresión con sus técnicas 
asociadas como el kohonen y codificación huffman, ya que con ello se logró que el 
algoritmo de compresión sea más efectivo y logre una mejor tasa de compresión. 
 
Asimismo, la transformada waveletet discreta incidió de tal manera en el algoritmo de 
compresión que se logró una reducción significativa del tamaño de la imagen.  
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CAPITULO IV: DISEÑO DE INGENIERÍA 
 
4.1 Imágenes médicas a procesar 
Las imágenes médicas utilizadas para hacer las pruebas de compresión con el algoritmo 
desarrollado, fueron obtenidas de la DICOM Library. 
 
En la Tabla 1 se detallan las figuras que se tomaron como muestra para la compresión. 
Tabla 1: Imágenes utilizadas para la compresión 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fuente: DICOM Library 
 
NOMBRE IMAGEN 
RESOLUCIÓN 
(pixeles) 
TAMAÑO 
(bytes) 
Imagen de 
prueba 1 
 
512x512 256 KB 
Imagen de 
prueba 2 
 
512x512 256 KB 
Imagen de 
prueba 3 
 
512x512 256 KB 
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4.2 Descripción del algoritmo 
4.2.1 Bloque de descomposición Wavelet 
Aplicamos la transformada de wavelet a la imagen original (512x512). Dependiendo del 
nivel que se aplique obtendremos una serie de sub-imagen. 
4.2.2 Bloque de Algoritmo SOM (Kohonen Self Organizing Map) 
Cada sub-figura es dividida en bloques de pixeles de tamaño 2x2. Cada bloque es 
representado por un vector de tamaño que dependerá del número de nodos (neuronas) se 
especifiquen Los bloques de la imagen son entrenados por el algoritmo de Kohonen:  
a) El algoritmo buscará generar un conjunto de pesos con la ayuda de los vectores de 
cada bloque.  
b) Luego del entrenamiento, cada vector de bloque buscará en el codebook su vector 
codificado. Cada índice encontrado será almacenado en un único vector de índices. 
A este proceso se le conoce como cuantización vectorial (Vector Quantization). 
Finalizado el proceso, cada sub-figura contará con un codebook y un vector de índices. 
 4.2.3 Bloque de Codificación de Huffman 
Una vez que se tenga el vector índice de cada sub-imagen, lo unimos en una única trama. 
Esta trama lo codificamos por Huffman, con el fin de aumentar la relación de compresión. 
A continuación, en la figura 6 se muestran los bloques del diagrama de compresión. 
 
Figura 6: Pasos para la compresión 
Fuente propia 
 
Cabe indicar que en el Anexo 1, Anexo 2 y Anexo 3 se encuentran el código de 
programación para cada bloque desarrollado en Matlab. 
 
4.3 Interfaz gráfica  
En la figura 7 se muestra la interfaz gráfica (GUI) desarrollada. 
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Figura 7: Interfaz gráfica (GUI) 
Fuente propia 
 
Esta interfaz gráfica, se compone por los siguientes paneles, los cuales se describen a 
continuación. 
a. Panel de compresión: Aquí se selecciona la imagen que se desea comprimir y se 
ingresan los datos con los que se desea trabajar para las pruebas tales como el nivel, 
donde se trabajó con hasta 5 niveles de descomposición Wavelet. Nodos, es el 
número de neuronas por dimensión de la red Kohonen. Épocas, es el número de 
iteraciones y entrenamiento del programa. Por último, la familia Wavelet el cual se 
trabajó con la familia Har. 
 
b. Panel de resultados: Aquí se visualizará los valores de MSE, error cuadrático medio, 
PSNR, relación señal ruido pico y CR, tasa de compresión. Asimismo, también se 
tiene los valores de tamaño original y tamaño comprimido. 
 
c. Adicionalmente se tienen los botones de descomprimir, cargar alguna data 
almacenada y la opción de guardar la imagen obtenida. 
En la figura 8 se aprecia las GUI con una imagen de prueba donde se puede apreciar los 
valores obtenidos, de esta forma se introducirá cada imagen de prueba para la obtención 
de los resultados. 
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Figura 8: Interfaz gráfica mostrando imagen Original y Reconstruida 
 Fuente: propia 
 
Cabe precisar que el Anexo 4 se encuentra la programación para el desarrollo de la 
interfaz gráfica expuesta. 
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CAPITULO V: PRESENTACIÓN Y ANÁLISIS DE RESULTADOS 
 
5.1 Presentación de parámetros de los resultados obtenidos 
De acuerdo a la figura 9, a continuación, se muestra los datos de los parámetros con los 
que se trabajó la imagen y los resultados obtenidos de acuerdo a los parámetros. 
La tabla 2 muestran los resultados del cálculo del CR, MSE, PSNR, implementando las 
fórmulas de las ecuaciones (3), (4) y (5) en Matlab. 
Tabla 2: Parámetros y resultados obtenidos de la imagen de prueba 1 
Parámetros  Resultados obtenidos 
Nivel 2 Tamaño Original (bytes) 2097152 
Wavelet Haar Tamaño Comprimido (bytes) 768702 
Node 13 CR (Tasa de Compresión) 63.3454 
Épocas 9 PSNR (Relación Señal Ruido Pico) 20.5764 
  MSE (Error Cuadrático Medio) 900.2477 
 
Fuente propia 
 
De acuerdo a la figura 10, a continuación, se muestra los datos de los parámetros con los 
que se trabajó la imagen y los resultados obtenidos de acuerdo a los parámetros. 
La tabla 3 muestran los resultados del cálculo del CR, MSE, PSNR, implementando las 
fórmulas de las ecuaciones (3), (4) y (5) en Matlab. 
Tabla 3: Parámetros y resultados obtenidos de la imagen de prueba 2 
Parámetros  Resultados obtenidos 
Nivel 1 Tamaño Original (bytes) 2097152 
Wavelet Haar Tamaño Comprimido (bytes) 497621 
Node 12 CR (Tasa de Compresión) 76.2716 
Épocas 10 PSNR (Relación Señal Ruido Pico) 23.9496 
  MSE (Error Cuadrático Medio) 261.8928 
 
Fuente propia 
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De acuerdo a la figura 11, a continuación, se muestra los datos de los parámetros con los 
que se trabajó la imagen y los resultados obtenidos de acuerdo a los parámetros. 
La tabla 4 muestran los resultados del cálculo del CR, MSE, PSNR, implementando las 
fórmulas de las ecuaciones (3), (4) y (5) en Matlab. 
Tabla 4: Parámetros y resultados obtenidos de la imagen de prueba 3 
Parámetros  Resultados obtenidos 
Nivel 1 Tamaño Original (bytes) 2097152 
Wavelet Haar Tamaño Comprimido (bytes) 456896 
Node 13 CR (Tasa de Compresión) 78.2531 
Épocas 15 PSNR (Relación Señal Ruido Pico) 26.2135 
  MSE (Error Cuadrático Medio) 155.5006 
 
Fuente propia 
 
5.2 Análisis de la comparación visual de la imagen original e imagen reconstruida 
En la figura 9, se observa que la imagen reconstruida (b), respecto a la original (a), esta 
representa una aproximación de la imagen original, esta tiene un MSE muy elevado, lo 
cual genera un PSNR de 20.5 dB, esto hace que la imagen reconstruida no pueda tener 
buenos detalles, por lo que la imagen se ve con distorsión a simple vista. 
 
 
a. 
 
b. 
Figura 9: a. Imagen original b. Imagen reconstruida 
Fuente: propia 
 
IMAGEN DE PRUEBA 1 
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De acuerdo a los parámetros referidos en la tabla 2 que se le puso a la GUI para obtener 
la imagen reconstruida. Se le puso 9 épocas, ello hace tener menor tiempo de 
entrenamiento de los nodes lo cual no hizo favorable a tener una imagen reconstruida de 
una buena calidad. El nivel 2 en la transformada wavelet quiere decir la imagen se va sub 
dividiendo en más imágenes, reduciendo a la mitad el peso de cada sub imagen conforme 
a los niveles que se tenga, por ende, a más nivel se requiere más tiempo de practica por 
lo cual 9 épocas es un número insuficiente de práctica para obtener una buena imagen.  
Cabe indicar que al aumentar el nivel se reduce el tiempo de procesamiento de la imagen 
porque se está analizando sub imágenes de menor tamaño. En conclusión, no se obtuvo 
una imagen reconstruida de calidad porque el programa no entreno lo suficiente con los 
nodes, pero la ventaja es que se tuvo un menor tiempo de procesamiento de la imagen, 
pero no una buena calidad. En este caso se tiene una tasa de compresión de 63 %, lo cual 
es aceptable. 
En la figura 10, se observa que la imagen reconstruida (b), respecto a la original (a), esta 
representa una aproximación de la imagen original, esta tiene un MSE relativamente 
menor, lo cual genera un PSNR de 23.9 dB, esto hace que la imagen reconstruida no 
pueda tener buenos detalles, pero en comparación con la imagen de prueba anterior se 
obtiene una mejor imagen reconstruida. 
 
 
a. 
 
b. 
Figura 10: a. Imagen original b. Imagen reconstruida 
Fuente propia 
 
IMAGEN DE PRUEBA 2 
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De acuerdo a los parámetros referidos en la tabla 3 que se le puso a la GUI para obtener 
la imagen reconstruida.  En este caso se puso nivel 1 lo cual no se subdividirá la imagen 
con un menor peso y se trabaja con la imagen original de calidad.  Los nodes son 12 y al 
aumentar las épocas a 10 se tiene mayor entrenamiento de las neuronas con lo cual se 
obtiene una mejor imagen reconstruida. Cabe precisar que se tuvo un mayor tiempo de 
procesamiento de la imagen debido al aumento de las épocas, es decir mayor 
entrenamiento del programa. En este caso la tasa de compresión aumento a 76 % lo cual 
quiere decir que se mejoró la compresión de la imagen. 
En la figura 11, se observa que la imagen reconstruida (b), respecto a la original (a), esta 
representa una aproximación de la imagen original, esta tiene un MSE bajo, lo cual genera 
un PSNR de 26.21 dB, por lo que la imagen se ve relativamente buena. 
 
Imagen original Imagen reconstruida 
 
a. 
 
b. 
Figura 11: a. Imagen original b. Imagen reconstruida 
 Fuente propia 
 
 
En este caso se aumentó los nodes y épocas lo que mejoró considerablemente la calidad 
de la imagen reconstruida, pero se tuvo un mayor tiempo de procesamiento en el programa 
para la obtención de la imagen reconstruida. Para este caso tuvo un mayor aumento de la 
tasa de compresión a 78% lo cual quiere decir que el algoritmo fue muy eficaz en la 
compresión de la imagen obteniendo una imagen reconstruida sin perder mucha calidad 
en comparación con la imagen de prueba anterior. 
IMAGEN DE PRUEBA 3 
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Cabe indicar que en el Anexo 5 se encuentra un rubrica firmada por un especialista 
radiólogo que demuestra la validez y fiabilidad de nuestro algoritmo de compresión.  
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CAPITULO VI: ESTRUCTURA DE COSTOS 
 
6.1 Capex 
La estructura de costos para el desarrollo de la tesis consiste en tomar los factores de 
costos de capital (CAPEX), y costos operacionales (OPEX), que intervienen en el 
desarrollo de los objetivos. 
En la tabla 5 se muestra el CAPEX: 
 
Tabla 5: Estructura de costos CAPEX 
 
ÍTEM 
 
DETALLE 
IMPORTE 
P.U. 
S/. 
UNIDAD SUBTOTAL 
S/. 
 
 
1 
MATERIAL BIBLIOGRÁFICO  
Programa Matlab de la Universidad 
URP, para la simulación y pruebas 
----- - ----- 
Computador de Escritorio 4200.00 1 4200.00 
Repositorio en Aula Virtual URP ----- - ----- 
Biblioteca URP ----- - ----- 
 
 
 
 
 
2 
 
MATERIALES DE ESCRITORIO  
Resma Hojas Bond A4 de 80 gr. 12.50 1 12.50 
Cartucho de Impresión 85.00 1 85.00 
Impresora 235.00 1 235.00 
CD 1.00 4 4.00 
Servicios  
Anillados  5.00 1 5.00 
Empastados 8.00 4 32.00 
 
3 
 
CURSO - PROGRAMA    
TITES 6000.00 2 12000.00 
Inscripción 150.00 2 300.00 
 
4 
SERVICIOS    
Internet 30 8 240.00 
TOTAL S/. 17127.00 
Fuente propia 
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6.2 Opex 
En la tabla 6 se muestra el OPEX: 
Tabla 6: Estructura de costos OPEX 
 
ÍTEM 
 
DETALLE 
IMPORTE 
P.U. 
S/. 
UNIDAD SUBTOTAL 
S/. 
1 MANTENIMIENTO DEL SISTEMA  
Personal de Mantenimiento 1000.00 1 1000.00 
    2 SOFTWARE  
Compresor de Imágenes 5000.00 1 5000.00 
3 ENERGÏA    
 Energía Eléctrica KW/h 0.56 400 224.00 
TOTAL S/. 6224.00 
Fuente propia 
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CONCLUSIONES 
 
1) La Transformada Discreta de Wavelet es una herramienta muy eficaz para el 
desarrollo del algoritmo de compresión en el cual también se adicionaron técnicas 
como kohonen y la codificación de huffman que ha incidido de gran manera en el 
algoritmo como en la compresión de las imágenes médicas. 
 
2) Se determinó una reducción significativa del tamaño de las imágenes médicas gracias 
al uso de la transformada Wavelet y las técnicas asociadas como el kohonen y 
codificación huffman. 
 
El uso de la transformada Wavelet fue decisivo y eficaz en la compresión de la imágenes 
médicas porque en las pruebas realizadas se corrobora que la reducción del tamaño de las 
imágenes médicas fue significativa y con la menor perdida posible en la imagen 
reconstruida que se obtuvo.  
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RECOMENDACIONES 
 
1) Se recomienda para un mejoramiento en el tiempo de proceso de compresión agregar 
un algoritmo de programación paralela, para que cada iteración se haga en forma 
paralela, en nuestro caso la iteración fue en serie por ello tuvo una gran demora en 
cada proceso de compresión de la imagen. 
 
2) Para un mejoramiento en el algoritmo, se podría ahondar más aun en la técnica de 
kohonen implementando el Deep learning donde la tasa de aprendizaje mejoraría el 
tiempo de proceso del algoritmo y la compresión. 
 
3) Para la tesis aplicamos la transformada Wavelet haar, pero se recomendaría crear un 
nuevo tipo de wavelet adecuando al tipo de imagen que se quiere comprimir lo que 
mejoraría exponencialmente el proceso de compresión.  
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ANEXOS 
Anexo N°1: Código de programación del bloque de descomposición Wavelet. 
function [wavelet_struct,Size]  = TransformadaWavelet(Imagen, Nivel, Tipo_wavelet); 
% La función TransformadaWavelet tiene como parámetros ‘Imagen’, ‘Nivel’, ‘Tipo de 
Wavelet’ y devuelve una estructura ‘wavelet’ y una matriz ‘size’. 
[C,S] = wavedec2(Imagen, Nivel, Tipo_wavelet); % Aplica la transformada wavelet 
según el nivel y tipo de wavelet (‘haar’, ‘bior’, ‘daubechies’) devolviendo una serie de 
sub-imágenes acorde al nivel escogido (C) y los tamaños de cada uno de ellos (S).  
wavelet = struct('coef',{}); % Guarda todas las sub-imágenes de todos los niveles en la 
estructura ‘wavelet’ 
descomp = struct('deta',{}); 
Size = zeros(1,(4*Nivel - (Nivel-1))); 
  
wavelet(1).coef = appcoef2(C, S, Tipo_wavelet, Nivel); 
Size(1) = max(size(wavelet(1).coef)); 
  
[cH, cV, cD] = detcoef2('all', C, S, Nivel); 
descomp(1).deta = cH; 
descomp(2).deta = cV; 
descomp(3).deta = cD; 
  
control = 1; 
  
for i = 1 : ( 4*Nivel - Nivel ) 
    if control == 4 
        Nivel = Nivel - 1; 
         
        [cH, cV, cD] = detcoef2('all', C, S, Nivel); 
        descomp(1).deta = cH; 
        descomp(2).deta = cV; 
        descomp(3).deta = cD; 
         
        control = 1; 
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    end 
     
    wavelet(i+1).coef = descomp(control).deta; 
    Size(i+1) = max(size(wavelet(i+1).coef)); 
     
    control = control + 1; 
end 
  
wavelet_struct = wavelet; 
end 
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Anexo N°2: Código de programación del bloque de Algoritmo SOM (Kohonen Self 
Organizing Map). 
 
function [Indice,Codebook,Dimension_indice] =AlgoritmoSOM(Imagen, Index, 
Dimension_index, Bloque, Nodes, Epochs);  % La función AlgoritmoSOM tiene como 
parámetros ‘Imagen’, ‘Index’, ‘Dimension_index’, ‘Bloque’, ‘Nodes’, ‘Epochs’ y 
devuelve 3 matrices ‘Codebook’, ‘Dimension_indice’, ‘Indice’. 
 
tam = size(Imagen); 
Imagen_width = tam(1); 
Imagen_height = tam(2); % Ancho y largo de la imagen respectivamente 
  
Bloque_height = Bloque; 
Bloque_width = Bloque; 
Vector_dimension = Bloque_height * Bloque_width; 
  
Codebook_size = 2^Nodes; % Tamaño de nuestro Codebook 
  
Imagen_vector = []; 
Tasa_aprendizaje = 0.70; 
  
for i = 1: Bloque_height: Imagen_height 
    for j = 1: Bloque_width: Imagen_width 
        sub_vector = Imagen( i: i + Bloque_width - 1, j: j + Bloque_height - 1 ); 
        sub_vector = sub_vector.'; 
        Imagen_vector = [ Imagen_vector; (sub_vector(:)).' ]; 
    end 
end 
  
tam_Imagen_vector = size(Imagen_vector); % Devuelve el número de filas y columnas 
de la variable ‘Imagen_vector’ que es la sub-imagen reordenada en bloques 
anteriormente. 
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Dimension_Imagen_vector = tam_Imagen_vector(1); % Numero de filas de la variable 
‘Imagen_vector’. 
 
  
SOM_filas = floor(2^floor((Nodes/2))); 
SOM_columnas = floor(Codebook_size/SOM_filas); 
  
Sigma = [SOM_filas, SOM_columnas]; 
  
min_term = round(min(min(Imagen))); 
max_term = round(max(max(Imagen))); % Minino y maximo valor(pixel) de la sub-
imagen.  
obj = SOM(SOM_filas, SOM_columnas, Vector_dimension, min_term, max_term, 
Epochs, Dimension_Imagen_vector, Tasa_aprendizaje, max(max(Sigma))/2 ); 
Codebook = obj.train(Imagen_vector); % Crea un objeto de la clase SOM con sus 
parámetros iniciales (Som_filas, Som_columnas, Vecotr_dimension, Epochs, etc). 
Dicho objeto tendrá acceso a las funciones de la clase SOM.m para poder comenzar con 
el entrenamiento de la neurona y sus pesos. 
  
VQ = dsp.VectorQuantizerEncoder( 'Codebook', Codebook.' ); 
VQ_vector = VQ(Imagen_vector.'); % Objeto VQ que tendrá acceso a las funciones de 
cuantización vectorial, con el fin de guardar en una matriz de datos de forma ordenada 
el número de la neurona (índice) que se necesita para poder reconstruir la sub-imagen. 
  
Indice = [ Index, VQ_vector ]; % Índices de neuronas necesarios para reconstruir la sub-
imagen guardados en un vector fila. 
  
elementos = numel(VQ_vector); 
Dimension_indice = [ Dimension_index, elementos ]; 
  
end 
 
 
39 
 
 
Anexo N°3: Código de programación del bloque de Codificación de Huffman. 
 
function [trama,diccionario] = CodificadorHuffman(Indice, Nodes); % La función 
CodificadorHuffman tiene como parámetros ‘Indice’ y ‘Nodes’ ; devuelve 1 matriz fila 
llamada ‘trama’ y una estructura, ‘diccionario’. 
  
dimension = numel(Indice); 
  
Codebook_size = 2^Nodes; 
  
probabilidad = zeros(1, Codebook_size+1); 
  
for i = 0: Codebook_size 
    logical = (Indice==i); 
    suma = sum( logical ); 
     
    probabilidad(i+1) = suma/dimension; 
end 
%Halla la probabilidad de encontrar cada índice con respecto a toda la trama comprimida.  
sym = (0:Codebook_size); % Matriz que contiene todos los índices de la trama 
  
diccionario = huffmandict(sym,probabilidad); 
  
trama = huffmanenco(Indice,diccionario); % Reemplazo de cada índice por su 
contraparte del diccionario para poder lograr una mayor compresión de la trama final. 
  
end 
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Anexo N°4: Código del Algoritmo de Programación del Sistema con Interfaz 
Gráfica en Software Matlab. 
 
********************************************************************** 
*TESIS – Algoritmo de compresión. 
 
Estos tres bloques de compresión de imágenes se unen en nuestra 
GUIDE_Compresion_Imagenes_Medicas_2019, que hace de manera muy intuitiva el 
proceso de compresión.  
Se agregó el paso de descompresión (proceso inverso para recuperar nuestra imagen 
comprimida) y un cuadro de parámetros como el CR (tasa de compresión), MSE (error 
mínimo cuadrado), PNSR (relación señal-ruido), tamaño inicial y tamaño comprimido 
que nos servirán para comparar nuestro resultado con la imagen original. 
********************************************************************** 
function varargout = GUIDE_Compresion_Imagenes_Medicas_2019(varargin) 
% GUIDE_COMPRESION_IMAGENES_MEDICAS_2019 MATLAB code for 
GUIDE_Compresion_Imagenes_Medicas_2019.fig 
%      GUIDE_COMPRESION_IMAGENES_MEDICAS_2019, by itself, creates a new 
GUIDE_COMPRESION_IMAGENES_MEDICAS_2019 or raises the existing 
%      singleton*. 
% 
%      H = GUIDE_COMPRESION_IMAGENES_MEDICAS_2019 returns the handle 
to a new GUIDE_COMPRESION_IMAGENES_MEDICAS_2019 or the handle to 
%      the existing singleton*. 
% 
%      
GUIDE_COMPRESION_IMAGENES_MEDICAS_2019('CALLBACK',hObject,event
Data,handles,...) calls the local 
%      function named CALLBACK in 
GUIDE_COMPRESION_IMAGENES_MEDICAS_2019.M with the given input 
arguments. 
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% 
%      GUIDE_COMPRESION_IMAGENES_MEDICAS_2019('Property','Value',...) 
creates a new GUIDE_COMPRESION_IMAGENES_MEDICAS_2019 or raises the 
%      existing singleton*.  Starting from the left, property value pairs are 
%      applied to the GUI before 
GUIDE_Compresion_Imagenes_Medicas_2019_OpeningFcn gets called.  An 
%      unrecognized property name or invalid value makes property application 
%      stop.  All inputs are passed to 
GUIDE_Compresion_Imagenes_Medicas_2019_OpeningFcn via varargin. 
% 
%      *See GUI Options on GUIDE's Tools menu.  Choose "GUI allows only one 
%      instance to run (singleton)". 
% 
% See also: GUIDE, GUIDATA, GUIHANDLES 
  
% Edit the above text to modify the response to help 
GUIDE_Compresion_Imagenes_Medicas_2019 
  
% Last Modified by GUIDE v2.5 22-Sep-2019 20:49:19 
  
% Begin initialization code - DO NOT EDIT 
gui_Singleton = 1; 
gui_State = struct('gui_Name',       mfilename, ... 
                   'gui_Singleton',  gui_Singleton, ... 
                   'gui_OpeningFcn', 
@GUIDE_Compresion_Imagenes_Medicas_2019_OpeningFcn, ... 
                   'gui_OutputFcn',  
@GUIDE_Compresion_Imagenes_Medicas_2019_OutputFcn, ... 
                   'gui_LayoutFcn',  [] , ... 
                   'gui_Callback',   []); 
if nargin && ischar(varargin{1}) 
    gui_State.gui_Callback = str2func(varargin{1}); 
end 
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if nargout 
    [varargout{1:nargout}] = gui_mainfcn(gui_State, varargin{:}); 
else 
    gui_mainfcn(gui_State, varargin{:}); 
end 
% End initialization code - DO NOT EDIT 
  
  
% --- Executes just before GUIDE_Compresion_Imagenes_Medicas_2019 is made 
visible. 
function GUIDE_Compresion_Imagenes_Medicas_2019_OpeningFcn(hObject, 
eventdata, handles, varargin) 
% This function has no output args, see OutputFcn. 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
% varargin   command line arguments to 
GUIDE_Compresion_Imagenes_Medicas_2019 (see VARARGIN) 
  
% Choose default command line output for 
GUIDE_Compresion_Imagenes_Medicas_2019 
handles.output = hObject; 
  
% Update handles structure 
guidata(hObject, handles); 
  
% UIWAIT makes GUIDE_Compresion_Imagenes_Medicas_2019 wait for user 
response (see UIRESUME) 
% uiwait(handles.figure1); 
  
  
% --- Outputs from this function are returned to the command line. 
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function varargout = 
GUIDE_Compresion_Imagenes_Medicas_2019_OutputFcn(hObject, eventdata, 
handles)  
% varargout  cell array for returning output args (see VARARGOUT); 
% hObject    handle to figure 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Get default command line output from handles structure 
varargout{1} = handles.output; 
  
  
% --- Executes on button press in Selec_Imag. 
function Selec_Imag_Callback(hObject, eventdata, handles) 
% hObject    handle to Selec_Imag (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
global Imagen; 
global file; 
global Imagen_original; 
  
[file,path] = uigetfile({'*.*','All Files'},'Seleccione su Imagen'); 
  
Imagen_original = imread( fullfile(path,file) ); 
Imagen_original = rgb2gray(Imagen_original); 
  
axes(handles.axes11); 
imshow(Imagen_original); 
  
Imagen = double(Imagen_original); 
  
set(handles.edit10,'string',num2str(8*numel(Imagen_original))); 
set(handles.edit6,'string',''); 
set(handles.edit7,'string',''); 
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set(handles.edit8,'string',''); 
set(handles.edit9,'string',''); 
  
cla(handles.axes1,'reset'); 
cla(handles.axes7,'reset'); 
cla(handles.axes9,'reset'); 
cla(handles.axes14,'reset'); 
cla(handles.axes15,'reset'); 
  
  
function edit1_Callback(hObject, eventdata, handles) 
% hObject    handle to edit1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of edit1 as text 
%        str2double(get(hObject,'String')) returns contents of edit1 as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function edit1_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
function edit2_Callback(hObject, eventdata, handles) 
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% hObject    handle to edit2 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of edit2 as text 
%        str2double(get(hObject,'String')) returns contents of edit2 as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function edit2_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit2 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
  
function edit3_Callback(hObject, eventdata, handles) 
% hObject    handle to edit3 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of edit3 as text 
%        str2double(get(hObject,'String')) returns contents of edit3 as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function edit3_CreateFcn(hObject, eventdata, handles) 
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% hObject    handle to edit3 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
% --- Executes on selection change in popupmenu1. 
function popupmenu1_Callback(hObject, eventdata, handles) 
% hObject    handle to popupmenu1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: contents = cellstr(get(hObject,'String')) returns popupmenu1 contents as cell 
array 
%        contents{get(hObject,'Value')} returns selected item from popupmenu1 
global tipo_wavelet; 
  
select = get(handles.popupmenu1,'Value'); 
if select == 2 
   tipo_wavelet = 'haar'; 
elseif select == 3 
   tipo_wavelet = 'db5'; 
elseif select == 4 
   tipo_wavelet = 'db7'; 
elseif select == 5 
   tipo_wavelet = 'db9'; 
elseif select == 6 
   tipo_wavelet = 'bior1.1'; 
end 
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% --- Executes during object creation, after setting all properties. 
function popupmenu1_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to popupmenu1 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: popupmenu controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
% --- Executes on button press in pushbutton3. 
function pushbutton3_Callback(hObject, eventdata, handles) 
% hObject    handle to pushbutton3 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
global Imagen_original; 
global Imagen; 
global nivel; 
global tipo_wavelet; 
global Total_coef; 
global Dimension_indice; 
global Trama_compresion; 
global Diccionario; 
global Size; 
global Codebook_struct; 
  
set(handles.edit6,'string',''); 
set(handles.edit7,'string',''); 
set(handles.edit8,'string',''); 
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set(handles.edit9,'string',''); 
  
cla(handles.axes15,'reset'); 
  
notificacion = 'Procesando. . .'; 
set(handles.text10, 'String', notificacion); 
set( handles.text10,'BackgroundColor','green'); 
  
nivel = str2num( get(handles.edit5,'String') ); 
nodes = str2num( get(handles.edit2,'String') ); 
epochs = str2num( get(handles.edit3,'String') ); 
  
[Wavelet_struct,Size] = TransformadaWavelet(Imagen, nivel, tipo_wavelet); 
Total_coef = max(size(Wavelet_struct)); 
  
colormap('gray') 
axes(handles.axes1);imagesc( wcodemat(Wavelet_struct(1).coef, 255) ); 
title(['Coeficiente Aproximación ', num2str(nivel)]);axis('off'); 
  
axes(handles.axes7);imagesc( wcodemat(Wavelet_struct(Total_coef-2).coef, 255) ); 
title('Coeficiente Horizontal 1');axis('off'); 
  
axes(handles.axes9);imagesc( wcodemat(Wavelet_struct(Total_coef-1).coef, 255) ); 
title('Coeficiente Vertical 1');axis('off'); 
  
axes(handles.axes14);imagesc( wcodemat(Wavelet_struct(Total_coef).coef, 255) ); 
title('Coeficiente Diagonal 1');axis('off');axes(handles.axes14); 
  
Indice = []; 
Dimension_indice = []; 
Codebook_struct = struct('code',{}); 
  
for i = 1 : Total_coef 
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    [Indice,Codebook,Dimension_indice] = AlgoritmoSOM( Wavelet_struct(i).coef, 
Indice, Dimension_indice, 2, nodes, epochs); 
     
    Codebook_struct(i).code = Codebook; 
end 
  
[Trama_compresion,Diccionario] = CodificadorHuffman(Indice, nodes); 
uint8(Trama_compresion); 
  
set(handles.edit9,'string',num2str(numel(Trama_compresion))); 
  
CR = ( (8*numel(Imagen_original) - 
numel(Trama_compresion))/(8*numel(Imagen_original)) )*100; 
set(handles.edit8,'string',num2str(CR)); 
  
notificacion = 'Data Comprimida'; 
set(handles.text10, 'String', notificacion); 
set( handles.text10,'BackgroundColor','yellow'); 
  
  
  
% --- Executes on key press with focus on edit2 and none of its controls. 
function edit2_KeyPressFcn(hObject, eventdata, handles) 
% hObject    handle to edit2 (see GCBO) 
% eventdata  structure with the following fields (see 
MATLAB.UI.GUIDE_COMPRESION_IMAGENES_MEDICAS_2019.UICONTROL) 
%   Key: name of the key that was pressed, in lower case 
%   Character: character interpretation of the key(s) that was pressed 
%   Modifier: name(s) of the modifier key(s) (i.e., 
guide_compresion_imagenes_medicas_2019, shift) pressed 
% handles    structure with handles and user data (see GUIDATA) 
  
  
% --- Executes on key press with focus on edit3 and none of its controls. 
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function edit3_KeyPressFcn(hObject, eventdata, handles) 
% hObject    handle to edit3 (see GCBO) 
% eventdata  structure with the following fields (see 
MATLAB.UI.GUIDE_COMPRESION_IMAGENES_MEDICAS_2019.UICONTROL) 
%   Key: name of the key that was pressed, in lower case 
%   Character: character interpretation of the key(s) that was pressed 
%   Modifier: name(s) of the modifier key(s) (i.e., 
guide_compresion_imagenes_medicas_2019, shift) pressed 
% handles    structure with handles and user data (see GUIDATA) 
  
  
  
function edit5_Callback(hObject, eventdata, handles) 
% hObject    handle to edit5 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of edit5 as text 
%        str2double(get(hObject,'String')) returns contents of edit5 as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function edit5_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit5 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
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% --- Executes on key press with focus on edit5 and none of its controls. 
function edit5_KeyPressFcn(hObject, eventdata, handles) 
% hObject    handle to edit5 (see GCBO) 
% eventdata  structure with the following fields (see 
MATLAB.UI.GUIDE_COMPRESION_IMAGENES_MEDICAS_2019.UICONTROL) 
%   Key: name of the key that was pressed, in lower case 
%   Character: character interpretation of the key(s) that was pressed 
%   Modifier: name(s) of the modifier key(s) (i.e., 
guide_compresion_imagenes_medicas_2019, shift) pressed 
% handles    structure with handles and user data (see GUIDATA) 
  
  
% --- Executes on button press in pushbutton4. 
function pushbutton4_Callback(hObject, eventdata, handles) 
% hObject    handle to pushbutton4 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
global Imagen_original; 
global Imagen_reconstruida; 
global nivel; 
global tipo_wavelet; 
global Total_coef; 
global Dimension_indice; 
global Trama_compresion; 
global Diccionario; 
global Size; 
global Codebook_struct; 
  
notificacion = 'Descomprimiendo. . .'; 
set(handles.text10, 'BackgroundColor', 'green'); 
set(handles.text10, 'String', notificacion); 
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Indice_struct = DecodificadorHuffman(Diccionario, Trama_compresion, Total_coef, 
Dimension_indice); 
  
Reconstruccion_struct = Reconstruccion_VQ(Codebook_struct, Indice_struct, Size, 
Total_coef); 
  
Imagen_reconstruida = InversaWavelet(Reconstruccion_struct, nivel, tipo_wavelet); 
  
axes(handles.axes15); 
imshow(uint8(Imagen_reconstruida)); 
  
MSE = immse(Imagen_original, uint8(Imagen_reconstruida)); 
set(handles.edit6,'string',num2str(MSE)); 
  
PNSR = psnr(uint8(Imagen_reconstruida), Imagen_original); 
set(handles.edit7,'string',num2str(PNSR)); 
  
notificacion = 'Data Reconstruida'; 
set(handles.text10, 'String', notificacion); 
set(handles.text10, 'BackgroundColor', 'red'); 
  
  
% --- Executes on button press in pushbutton5. 
function pushbutton5_Callback(hObject, eventdata, handles) 
% hObject    handle to pushbutton5 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
global Imagen_reconstruida; 
  
[data,path] = uigetfile({'*.mat*'},'Seleccione su Data Trabajada'); 
  
load(data); 
  
notificacion = 'Visualizacion'; 
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set(handles.text10, 'String', notificacion); 
set(handles.text10, 'BackgroundColor', 'blue'); 
  
colormap('gray') 
axes(handles.axes1);imagesc( wcodemat(Wavelet_struct(1).coef, 255) ); 
title(['Coeficiente Aproximación ', num2str(nivel)]);axis('off'); 
  
axes(handles.axes7);imagesc( wcodemat(Wavelet_struct(Total_coef-2).coef, 255) ); 
title('Coeficiente Horizontal 1');axis('off'); 
  
axes(handles.axes9);imagesc( wcodemat(Wavelet_struct(Total_coef-1).coef, 255) ); 
title('Coeficiente Vertical 1');axis('off'); 
  
axes(handles.axes14);imagesc( wcodemat(Wavelet_struct(Total_coef).coef, 255) ); 
title('Coeficiente Diagonal 1');axis('off');axes(handles.axes14); 
  
axes(handles.axes11); 
imshow(Imagen_original); 
  
axes(handles.axes15); 
imshow(uint8(Imagen_reconstruida)); 
  
if tipo_wavelet == 'haar' 
   select = 2; 
elseif tipo_wavelet == 'db5' 
   select= 3; 
elseif tipo_wavelet == 'db7' 
   select = 4; 
elseif tipo_wavelet == 'db9' 
   select = 5; 
elseif tipo_wavelet == 'bior1.1' 
   select = 6; 
end 
set(handles.popupmenu1, 'Value', select); 
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set(handles.edit5,'string',num2str(nivel)); 
set(handles.edit2,'string',num2str(nodes)); 
set(handles.edit3,'string',num2str(epochs)); 
  
set(handles.edit10,'string',num2str(8*numel(Imagen_original))); 
set(handles.edit9,'string',num2str(numel(Trama_compresion))); 
set(handles.edit6,'string',num2str(MSE)); 
set(handles.edit7,'string',num2str(PNSR)); 
set(handles.edit8,'string',num2str(CR)); 
  
function edit6_Callback(hObject, eventdata, handles) 
% hObject    handle to edit6 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of edit6 as text 
%        str2double(get(hObject,'String')) returns contents of edit6 as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function edit6_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit6 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
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function edit7_Callback(hObject, eventdata, handles) 
% hObject    handle to edit7 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of edit7 as text 
%        str2double(get(hObject,'String')) returns contents of edit7 as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function edit7_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit7 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
  
function edit8_Callback(hObject, eventdata, handles) 
% hObject    handle to edit8 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of edit8 as text 
%        str2double(get(hObject,'String')) returns contents of edit8 as a double 
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% --- Executes during object creation, after setting all properties. 
function edit8_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit8 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
  
  
  
function edit9_Callback(hObject, eventdata, handles) 
% hObject    handle to edit9 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of edit9 as text 
%        str2double(get(hObject,'String')) returns contents of edit9 as a double 
  
  
% --- Executes during object creation, after setting all properties. 
function edit9_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit9 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
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    set(hObject,'BackgroundColor','white'); 
end 
  
  
  
function edit10_Callback(hObject, eventdata, handles) 
% hObject    handle to edit10 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
  
% Hints: get(hObject,'String') returns contents of edit10 as text 
%        str2double(get(hObject,'String')) returns contents of edit10 as a double 
   
% --- Executes during object creation, after setting all properties. 
function edit10_CreateFcn(hObject, eventdata, handles) 
% hObject    handle to edit10 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    empty - handles not created until after all CreateFcns called 
  
% Hint: edit controls usually have a white background on Windows. 
%       See ISPC and COMPUTER. 
if ispc && isequal(get(hObject,'BackgroundColor'), 
get(0,'defaultUicontrolBackgroundColor')) 
    set(hObject,'BackgroundColor','white'); 
end 
% --- Executes on button press in pushbutton9. 
function pushbutton9_Callback(hObject, eventdata, handles) 
% hObject    handle to pushbutton9 (see GCBO) 
% eventdata  reserved - to be defined in a future version of MATLAB 
% handles    structure with handles and user data (see GUIDATA) 
global Imagen_reconstruida; 
global file; 
  
imwrite(uint8(Imagen_reconstruida),['Compresion_' file ]); 
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Anexo N°5: Rubrica evaluada por el especialista 
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Anexo N°6: Matriz de consistencia 
                     
