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Abstract
The effect of vortex generators (VGs) on the fluid flow and heat transfer in a
wide range of engineering applications has been studied extensively in the lit-
erature. Many of these studies examined the effects of VGs in heat exchanger
applications where significant enhancement in thermal performance has been
demonstrated; however the vast majority of studies presented in the literature
provide insights into global VG performance data rather than examining the
underlying flow structures that provide enhancements. In this experimental
investigation Particle Image Velocimetry (PIV) is employed to investigate the
flow field resulting from a single pair of wall-mounted delta winglets placed
on a flat surface within a well controlled Blasius boundary layer. This re-
search adds to the literature by providing three-dimensional measurement of
the complete flow field with exceptional spatial resolution and accuracy thus
enabling detailed statistical observations of the flow. The high-fidelity nature
of the measurements is demonstrated by extracting higher order statistics of
the primary flow structure by tracking the position of the vortex core using
the streamwise vorticity and the  2 criterion. The complex underlying flow
dynamics that lead to increased mixing, increased skin friction, and increased
heat transfer are presented.
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Chapter 1
Introduction
1.1 Research Motivation
Boundary layers are a fundamental concept in fluid mechanics representing
a thin region of fluid near a surface where viscosity slows the fluid to rest.
For an aerodynamic body, shear within the boundary layer is the primary
contributor to drag while from a thermal perspective the slow moving fluid near
the wall acts to insulate the surface from forced convection cooling. In this
experimental investigation vortex generators (VGs) are employed to disturb
an underlying laminar boundary layer flow for the purpose of heat transfer
enhancement. Understanding boundary layers and how to manipulate them
for improved thermo-fluidic performance is a critical area of research within
the electronics cooling industry, such as the telecommunications indrustry.
Conventional means of cooling have reached their performance limits and new
methods must be investigated in order to enable the continued increase in
thermal density of components.
From the point of view of improved thermal performance, enhancing the
mixing within a boundary layer while not incurring a significant pressure drop
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penalty is an area of active research. Turbulent flow is typically very good
at generating enhanced mixing but turbulent flow generates a significant pres-
sure drop penalty and that means in real applications it expends considerable
energy to provide cooling. From an economic and environmental perspec-
tive it is therefore prudent to reduce energy consumption. For that reason
this experimental investigation focuses on disturbing a laminar boundary layer
by employing VGs that will generate unsteady three dimensional (3D) flow,
thereby increasing heat transfer while incurring significantly lower pressure
drop penalty compared to turbulent flow.
VGs can enhance mixing, and therefore surface heat transfer, by introduc-
ing a swirling component to the flow. This swirling can lift heated fluid from
the wall replacing it with cool freestream fluid. VGs are of particular interest in
a wide range of engineering applications in various industries ranging from the
aforementioned electronics industry to the renewable energy and aeronautical
industries.
In this experimental investigation a significant gap in the literature is ad-
dressed. Many of the studies in the literature (see Section 1.3 for more detail)
examined the effects of VGs in heat exchanger applications where significant
enhancements in thermal performance have been demonstrated that outweigh
the pressure drop penalties; however, the vast majority of studies presented in
the literature provide insights into global performance data rather than exam-
ining the underlying flow physics that provide enhancement. Therefore, the
primary research motivation in this investigation is to show how detailed ex-
perimental measurements can reveal the underlying fluid flow dynamics down-
stream of VGs.
Increasing computational power allows for increasing simulation fidelity.
2
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Commercial packages can perform multi-physics simulations on a humble desk-
top PC. However many of these simulations are limited to Reynolds Averaged
Navier Stokes (RANS) solutions (corresponding to an approximate long-time
average of the flow field). Regardless, experimental validation is necessary.
Technological advances have also seen advantages for experimentalists; im-
provements in imaging technologies (Charge-Coupled Device, (CCD)), data
storage and processing power have all contributed to the establishment of
methods such as Particle Image Velocimetry (PIV) as essential tools in fluid
mechanics research. In this investigation PIV is employed exclusively as a
high accuracy experimental technique to provide unprecedented measurement
resolution of the flow downstream of a pair of VGs.
The work presented in this thesis will build on the previous work by Hernon
et al. (2009), which identified the geometry that will be used in this experi-
mental investigation as promising for heat transfer applications for electron-
ics cooling. The current work aims to provide a methodology for obtaining
high-fidelity measurements of the full 3D flow field. This can be used as a
valuable design tool providing results similar in quality and insight to those
previously only obtained by expensive Computational Fluid Dynamics (CFD)
simulations.
To reiterate, in this experimental investigation PIV is employed to investi-
gate the flow field resulting from a single pair of wall-mounted delta winglets
placed on a flat surface within a well controlled Blasius boundary layer. It has
been shown in the literature that counter rotating vortices, similar to those
shed from the VGs in this experimental investigation, persist for many chord
lengths downstream of the VGs, Fiebig (1998); Jacobi and Shah (1995), and
it is for that reason that a delta winglet pair is employed in this investigation.
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A specialised wind tunnel was designed to generate a well controlled Blasius
boundary layer which is the simplest form of a laminar boundary layer with
a zero pressure gradient along the entire length of the test section. VGs have
been chosen because the flow regime is of interest to industry and is a suffi-
ciently complex 3D flow thereby providing a suitable flow field for examination.
This research will add to the literature by providing the highest-fidelity mea-
surements carried out using PIV on VGs to date, to the best of the author’s
knowledge.
4
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The aim of the current work is to employ a methodology for taking high-
fidelity PIV measurements of the 3D flow field downstream of a pair of VGs
and elucidate the underlying fluid dynamics thereof.
The main objectives of the current investigation are:
1. to design, commission and validate a wind tunnel facility capable of
sustaining a Blasius flow with sufficient optical access for PIV.
2. to incorporate into the measurement facility the ability to address any
measurement plane within the wind tunnel test section allowing for
higher accuracy in the measurements, for repeatability and semi-automation
of the measurements.
3. to design a means of fabrication and placement of the VG geometry
allowing for repeatability and accuracy of the measurements.
4. to perform a full 3D scan of the complex flow field in the wind tunnel
test section extracting the three components of the flow velocity, with
sufficient near wall resolution to resolve the boundary layer thickness and
wall velocity gradient to allow collection of accurate flow statistics.
5. to interpret the underlying flow dynamics from the acquired 3D flow field
measurements, i.e. skin friction, Reynolds decomposition, displacement
thickness etc.
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VGs are aerodynamic devices, usually geometric protrusions, that generate co-
herent vortical fluid motion in a host of engineering flows. VGs have been stud-
ied extensively in the literature for a variety of fluid mechanics and heat trans-
fer applications. Their use ranges from heat transfer enhancements (Fiebig,
1995, 1998; Gentry and Jacobi, 1997; Jacobi and Shah, 1995), to flow separa-
tion control (Chang, 1976; You et al., 2006), and drag reduction (Lin, 2002).
There are a number of different VG designs depending on the application.
Tiggelbeck et al. (1994) classify a number of geometries and configurations as
shown in Figure 1.1. The delta wing type VG (see Figure 1.1(a)) consists of
a triangular delta wing lifted at some angle of attack   from the wall and is
popular in heat exchanger designs as it can be easily manufactured using sheet
metal punching processes. The other configurations shown are all winglets, i.e.
they protrude from the surface orthogonally and   is measured transverse to
the flow direction. Types (b) and (d) can be arrayed in rows to generate co-
rotating vortices while the winglet pairs of Types (c) and (e) produce counter
rotating vortex pairs.
A popular approach to study the flow generated by the VGs is look at
the drag reduction (Lin, 2002) as they have been proven to prevent or delay
boundary layer separation on aerofoils (Chang, 1976). You et al. (2006) per-
formed a Large Eddy Simulation (LES) to examine the temporal and spatial
evolution of longitudinal vortex pairs embedded in a turbulent boundary layer.
They commented on the highly complex flow features resulting from the in-
troduction of VGs noting a velocity deficit in the mean streamwise velocity
profile. Additionally the effects of counter rotating vortex pairs generated by
VGs are interesting from a fundamental perspective due to their modification
6
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Flow Direction
Figure. 1.1 Common types of vortex generators; (a) delta wing; (b) rectangular
winglet; (c) rectangular winglet pair; (d) delta winglet; (e) delta winglet pair.
The flow is from front to back and the figures are adopted from Tiggelbeck
et al. (1994).
of the laminar boundary layer. Both Andersson et al. (1999) and Luchini
(2000) demonstrated that the maximum disturbance energy growth in a lami-
nar boundary layer results from a pair of weak counter rotating vortices located
near the boundary layer leading edge. Therefore, experimentally measuring the
detailed flow structures is critical to a number of engineering applications as
well as providing a deeper fundamental understanding of the flow dynamics.
Tiggelbeck et al. (1994) compared the heat transfer performance of several
configurations, similar to those shown in Figure 1.1, in a channel flow. It was
shown that the delta winglet provided the best results with an increase in
area averaged heat transfer of up to 50%, and with a local enhancement of
over 100%. However, it is important to note that the improvement in heat
transfer came with a 90% increase in the drag coefficient. Similarly, Gentry
and Jacobi (1997) studied Type (a) delta wing VGs at various  , finding a
maximum enhancement in heat transfer of 50 - 60%, with the pressure drop
7
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increasing with  . More recently Ferrouillat et al. (2006) performed numerical
simulations, both RANS simulations and LES simulations, on Type (c) and
(e) winglet VGs, as illustrated in Figure 1.2. They reported delta winglet
configurations to be superior for heat transfer applications.
Figure. 1.2 Numerical simulation showing the downstream streamlines in the
wake of a pair of delta winglet VGs, carried out by Ferrouillat et al. (2006).
To date, as can be seen from the literature review above, there has been
considerable effort placed into quantifying the enhanced heat transfer achieved
when employing VGs. However, most of these studies do not elucidate the
underlying fluid dynamics responsible for this enhancement. Furthermore,
there have been insufficient quantitative studies presented in the literature into
the complete 3D vortex structures in the downstream wake of VGs. Previously
the majority of the studies carried out used point measurements such as hot
wires, pitot-static probes or qualitative visualisation techniques, see Gentry
and Jacobi (1997), Jacobi and Shah (1995) and Joardar and Jacobi (2005).
One of the few examples of a detailed experimental analysis of the fluid
structures was provided recently by Velte et al. (2012) where a parametric
8
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investigation of the flow structures associated with a Type (b) rectangular
winglet VG in a water tunnel utilising dye visualisation and stereo PIV tech-
nique was performed. A map of the flow structures based on VG height relative
to the local boundary layer thickness   and   was produced. In addition to the
primary vortex generated by the VG, they identified three regimes related to
additional secondary vortices. The first regime comprised an additional vortex
with the same rotational direction as the primary vortex positioned close to
the wall on the pressure side of the VG, while the second regime introduced
a third counter rotating vortex between the aforementioned pair. The second
regime is similar to that described by Yanagihara and Torii (1993) with a delta
winglet design. The third regime is differentiated by an additional counter ro-
tating vortex located above the primary structure and is observed for VGs
with heights of 40% to 80% of the boundary layer thickness   at moderate
  (< 15 ) and again with VGs that extend beyond the boundary layer at  
between 30  and 35 . The observations of Velte et al. (2012) represent one
of the few detailed experimental investigations in to the complex flow field
downstream of VGs using PIV; however, improvement in the measurement
resolution is required, in particular the steamwise extent of the primary and
secondary vortices, which is a focus of the current work.
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The main aim of this work is to provide new insight into high-fidelity PIV mea-
surements and a methodology for taking the measurements and analysing the
results of the measurements. In order to carry out this work a low speed wind
tunnel at Bell Labs is utilised and a range of experimental and data analysis
techniques are implemented to gain further insight into the flow development.
Chapter 2 gives background detailing the theory that will be used through-
out the thesis to allow for a better understanding of the thesis. It will include
an introduction into laminar boundary layers, Blasius analytical solution, skin
friction, vorticity and the  2 criterion.
Chapter 3 details the experimental techniques, wind tunnel facility and
the fabrication of the VG geometry. The section on the experimental facility
includes the design of the wind tunnel facility and design of VGs. The ex-
perimental technique section describes the operation of the PIV system. It
presents the advanced data analysis techniques used throughout the current
investigation, which will allow for a better understanding of the interpretation
of the measurements throughout the main body of the thesis, as well as the
uncertainty analysis associated with the measurements. It will also present
the statistical convergence for the PIV measurement technique.
Chapter 4 presents the commissioning and results from the baseline flow
in the wind tunnel. It will then show the results from the experiments carried
out with the VGs placed in the wind tunnel. It will detail the high-fidelity
measurements taken and how these results compare to those results found in
the literature. The commissioning of the facility includes the results from the
baseline flow and the freestream turbulence characteristics. It is demonstrated
that the flow characteristics in the test section compare favourably to those
10
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in the literature giving confidence in the design of the test facility and also in
the various data analysis techniques used. The results from the measurements
acquired will be used to characterise the flow downstream of a pair of surface
mounted delta winglet VGs. These results will be used to interpret the under
lying flow dynamics from the acquired 3D flow field measurements, i.e. skin
friction, momentum thickness, displacement thickness etc.
Chapter 5 presents the conclusions drawn from the results that are pre-
sented, and the limitations of the proposed methodology are then discussed.
Future work is also discussed.
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Chapter 2
Boundary Layer and Fluid Flow
Theory
2.1 Overview
In this chapter some basics of boundary layer flow will be described this will aid
in the future discussion of the VGs and their effect on the flow physics. The
velocity boundary layer will be described, detailing all the important terms
along with the Blasius analytical solution for laminar flow. The effects the
VGs have on the flow will be presented and what impact they have on skin
friction (Cf ). Vorticity will be described and how it defines the rotational flow
structures in the wake of the VGs, and finally the  2 criterion as an alternative
method of characterising vortices.
2.2 Velocity Boundary Layer
A velocity boundary layer is a region of slow moving fluid next to an immersed
stationary surface. The fluid is slowed to the surface velocity due to the no-
12
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slip condition. The fluid property responsible for the no-slip condition and the
development of the boundary layer is viscosity, (Çengel and Cimbala, 2006).
Due to the no-slip condition, the velocity of the flow at the surface is zero
(Çengel and Cimbala, 2006). However, the velocity at a certain distance away
from the surface is the freestream velocity, U1. This means that the fluid
must go from zero velocity at the surface to the freestream velocity in a finite
distance. This sets up a velocity gradient which defines the boundary layer.
Boundary layers are critical in all engineering processes that have fluid flow.
Figure 2.1 shows a boundary layer formed on a flat plate. There are three
regions of interest in a boundary layer: the laminar region, the transitional
region and the turbulent region.
Region (a)
Laminar
Region (b)
Transition
Region (c)
Turbulent
Figure. 2.1 Schematic of the evolution of a velocity boundary layer developing
over a flat plate indicating the different regions, Region (a): Laminar flow,
Region (b): Transition flow, Region, (c): Turbulent flow. (Schlichting et al.,
2000)
• The Laminar Region: this region is dominated by viscosity. Figure 2.1
Region (a) shows the laminar region. The laminar region can be modelled
analytically or numerically at low computational cost.
• The Transition Region: This is the region that defines the transition
between the well ordered laminar flow and the fully chaotic turbulent
flow. As shown Figure 2.1 Region (b), at the beginning of transition
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the flow is predominantly laminar with very small regions of turbulent
activity. In the middle of the transition region the flow is 50% laminar
and 50% turbulent, and with increased distance from the leading edge the
flow becomes predominantly turbulent as illustrated in Figure 2.1 Region
(b). The end of transition is defined where the flow is predominantly
turbulent.
• Turbulent: The turbulent region is characterised by chaotic mixing of
the fluid streams in all directions and it contains eddies in all directions
and of different length scales, shown in Figure 2.1 Region (c).
2.3 Laminar Boundary Layer
Figure 2.2 shows a typical velocity profile of a boundary layer as the fluid passes
over the surface of a flat plate. The velocity goes from zero at the surface to
its freestream velocity at a distance from the surface. Figure 2.2 also shows
the wall shear stress (⌧w) and the velocity gradient at the wall (@u/@y)y=0. ⌧w
is the measure of drag caused by the fluid moving along the surface and the
viscosity of the fluid. This can be expressed as the non-dimensional skin friction
coefficient and directly correlated to heat transfer. The wall shear stress is
proportional to @u/@y and the constant of proportionality is the dynamic
viscosity, µ and can be defined as
⌧w = µ
@u
@y
(2.1)
As (@u/@y)y=0 decreases with increasing streamwise distance x, due to the
growth of the boundary layer thickness,  99 and the thermal boundary layer  t
it decreases the wall sear stress which reduces the heat transfer (Çengel and
14
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Cimbala, 2006; Schlichting et al., 2000). This is discussed further in Chapter
4, the results section.
Uniform Velocity
Velocity Gradient
(Boundary Layer Thickness)
x=0mm
y
x
Flat Plate
(Freestream Velocity)U1
(@u/@y)y=0
⌧w
 99
Figure. 2.2 Velocity boundary layer showing the velocity profile, the freestream
velocity U1, the boundary layer thickness ( 99), the velocity gradient at the
wall (@u/@y).
The boundary layer thickness ( ) is defined as the value where the velocity
u(y) is equal to 99% of the freestream velocity U1, as illustrated in Figure 2.2.
The boundary layer increases in thickness with increasing streamwise distance
from the leading edge, i.e.  99 ⇡ px, (Çengel and Cimbala, 2006; Schlichting
et al., 2000).
2.3.1 Reynolds Number
The Reynolds number (Re) is a dimensionless number that gives a measure
of the ratio of inertial forces to viscous forces and consequently quantifies
the relative importance of these two types of forces for given flow conditions
(Çengel and Cimbala, 2006). It is the most important dimensionless parameter
for boundary layer flows. For a flat plate boundary layer the local Reynolds
number is given by
Rex =
⇢U1x
µ
(2.2)
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where ⇢ is the fluid density, x is the streamwise distance along the plate and
µ is the dynamic viscosity.
2.3.2 Integral Thicknesses
As u(y) asymptotically approaches U1,  99 can be difficult to define. A more
robust method is to use the integral displacement and momentum thicknesses.
Displacement thickness ( ⇤) can be defined as the distance by which the wall
can be displaced outwards to account for the velocity deficit due to the presence
of a boundary layer; the equation for displacement thickness is (Çengel and
Cimbala, 2006; Schlichting et al., 2000)
 ⇤ =
Z 1
0
✓
1  u
U1
◆
dy (2.3)
Similarly the momentum thickness (✓) accounts for the loss of momentum
due to the viscous shearing of the boundary layer (Çengel and Cimbala, 2006;
Schlichting et al., 2000) and is defined as
✓ =
Z 1
0
u
U1
✓
1  u
U1
◆
dy (2.4)
Although the integral thicknesses can be integrated from 0 to  99, in this
experimental investigation they are integrated from 0 to1 as the exact bound-
ary layer edge is difficult to define.
2.3.3 The Blasius Boundary Layer Solution
In 1908 Blasius provided an analytical solution for laminar flow over a flat
plate (Schlichting et al., 2000). It has typically been used as the main design
criterion in experimental fluid mechanics and represents the baseline flow in
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this work. It describes the steady 2D laminar boundary layer that forms on
a semi-infinite flat plate which is held parallel to a constant flow. The semi-
infinite plate has no natural length scale and the steady, incompressible, 2D
boundary-layer equations for the continuity and momentum are, (Schlichting
et al., 2000).
x momentum : u@u
@x
+ v
@v
@y
= v
@2u
@y2
continuity :
@u
@x
+
@v
@y
= 0
(2.5)
Assuming a no-slip condition at the wall and a constant freestream velocity
U1, the boundary conditions are:
y = 0 : u = 0 v = 0
y !1 : u = U1.
Blasius reasoned that the nondimensional velocity profile u/U1 should
remain unchanged when plotted against the nondimensional distance y/ 99,
where  99 is the local thickness of the velocity boundary layer at a given x.
Which means the shape of the velocity profile remains the same along the
length of the plate. That is, although both  99 and u at a given y vary with x,
the velocity u at a fixed y/ 99 remains constant. This gives rise to the Blasius
similarity variable in Equation 2.6 (Schlichting et al., 2000),
⌘ = y
r
U1
⌫x
(2.6)
where ⌫ is the kinematic viscosity of the fluid.
⌘ is a variable, at y =  99 and has values ranging from 4.5 to 5. For the
purpose of this experimental investigation 4.9 has been chosen, (Schlichting
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et al., 2000). Therefore it gives a solution for the boundary layer thickness of
 99 ⇡ 4.9
r
⌫x
U1
(2.7)
Similarly the integral displacement and momentum thicknesses can be calcu-
lated by taking Equations 2.3 and 2.4 to yield:
 ⇤ = 1.7208
r
⌫x
U1
(2.8)
✓ = 0.664
r
⌫x
U1
(2.9)
These equations can also be shown in the form of Rex: Displacement thickness
 ⇤
x
=
1.7208p
Rex
. (2.10)
Momentum thickness
✓
x
=
0.664p
Rex
. (2.11)
It is vital that the boundary layer in the wind tunnel matches the Blasius
profile in order to compare to similar work in the literature and to have suitable
flow in order to carry out the testing.
2.4 Skin Friction Cf
Skin friction is a measure of drag and is the pulling force a fluid exerts on a
surface in the direction of the flow. The skin friction coefficient is defined as:
Cf =
⌧w
1
2⇢U
21
. (2.12)
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For a 2D flow such as that in Figure 2.2 this skin friction decays as the slope
of @u/@y at the wall decreases with boundary layer growth:
⌧w = µ
✓
@u
@y
◆
y=0
(2.13)
For a 3D flow, such as that downstream of a VG, the wall shear stress is given
by:
~⌧w = ⌧w,x~i + ⌧w,y~j + ⌧w,z~k (2.14)
See Appendix A below for more information on the full 3D Cf . For a
Blasius boundary layer the skin friction can be expressed as:
Cf = 0.664
1p
Rex
(2.15)
which results in the graph shown in Figure 2.3 where we see Cf decrease with
increasing Rex for laminar flow and hence decreased heat transfer.
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C
f
Figure. 2.3 Cf versus Rex.
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2.5.1 Vorticity
The vorticity of a flow field is defined as the local rate of rotation or curl of the
fluid. The vorticity of a vector field is another vector field that represents the
magnitude and direction of the rate of rotation at a given point. Vorticity has
units 1/s and is defined as the cross product of grad (r) and the velocity vector
field given by Equation 2.16 below (Çengel and Cimbala, 2006; Schlichting
et al., 2000).
~V (x, y, z) = u(x, y, z)~i+ v(x, y, z)~j + w(x, y, z)~k
! = ~r⇥ ~V
=
 
@w
@y
  @v
@z
!
~i+
 
@u
@z
  @w
@x
!
~j +
 
@v
@x
  @u
@y
!
~k
(2.16)
Vorticity can be positive or negative. Positive vorticity indicates a counter
clockwise rotation and negative vorticity a clockwise rotation with respect to
the vorticity axis as illustrated in Figure 2.4. The right hand rule may be
applied to vorticity where the fingers follow the direction of rotation of the
vortex, and the thumb indicates vorticity axis. Figure 2.4 illustrates vorticity
for a 2D rotational vector field in the y  z plane and the direction of vorticity
represented by the circular arrows. The vorticity of this vector field is the
perpendicular arrow. Figure 2.5 shows a 2D flow field with velocity components
described in equation 2.17
u =  sin(⇡x) cos(⇡y)
v = cos(⇡x) sin(⇡y)
(2.17)
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Counter Clockwise Rotation = Negative VorticityClockwise Rotation = Positive Vorticity
(a) (b)
 !!
xx
Figure. 2.4 Vorticity (!x) direction for a 2D flow field in the x  Z plane.
The result is a vortex pair similar to that typically observed in a spanwise plane
downstream of a pair of VGs. The colour contour is the magnitude of vorticity.
There are two clear regions of vorticity, one positive and one negative with the
velocity vectors overlaid indicating the direction of rotation and magnitude of
the velocity field. It is clearly visible that as the vortex moves out from the
centre or the core the strength of the rotation which determines the magnitude
of the vorticity reduces. However vorticity is sensitive to shear (Adrian et al.,
2000) and the straining of a fluid can create a pressure minimum without
involving a vortical or swirling motion giving the appearance of vorticity. This
is demonstrated by Figure 2.6 where the flow field is given by
u =
1
2
(1 + tanh(5(y   1
2
))) + 1
v = 0
(2.18)
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Here the flow is in the x direction and there is no rotation of the fluid. However
from the Lagrangian perspective of a fluid particle moving along a streamline
at y = 0.5 the relative fluid layers above and below this point satisfy the
vorticity conditions above and therefore the vorticity is non-zero. Therefore
vorticity may not be the most appropriate method for identification of vortical
structures in a shear flow. The code for computing these synthetic images can
be found in Appendix C at the end of this thesis.
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Figure. 2.5 Synthetic vorticity !z contour map with overlaid velocity vectors.
It shows two distinct regions of vorticity, one positive and one negative. It also
shows the swirling motion of the flow.
2.5.2 Lambda2 ( 2)
A more sophisticated vortex identification methodology was proposed by Jeong
and Hussain (1995). They decomposed the velocity gradient tensor r~V shown
in Equation 2.19 into the symmetric strain rate tensor (or the rate of defor-
mation), S, and anti-symmetric rotation tensor, ⌦, and considered only these
contributions to determine the pressure minimum that would accurately de-
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Figure. 2.6 Synthetic vorticity !z contour map of laminar flow with over laid
velocity vectors. It shows the presence of vorticity even in a laminar flow.
fine a vortex core at low Reynolds numbers as shown in Equation 2.20 to 2.22,
where T is the tensor transpose.
r~V =
266664
@u
@x
@u
@y
@u
@z
@v
@x
@v
@y
@v
@z
@w
@x
@w
@y
@w
@z
377775 (2.19)
~V = u~i+ v~j + w~k (2.20)
S =
1
2
(r~V +r~V T ) (2.21)
and
⌦ =
1
2
(r~V  r~V T ) (2.22)
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Jeong and Hussain (1995) define the vortex as a region where S2 + ⌦2 has
two negative eigenvalues. As S2 + ⌦2 is real and symmetric, it only has real
eigenvalues. Letting the eigenvalues  1  2 and  3 such that  1    2    3.
If  2 is negative, then it is taken that it is within the vortex core. The code
for computing  2 can be found in Appendix C at the end of this thesis.
Shown in Figure 2.7 is visualisation of the vortical structures in a jet in a
crossflow, showing the appearance of hairpin vortices downstream of a nozzle.
The figure is a volume rendering of the  2 field from Ilak et al. (2011). This
is a good example of how the  2 method can be used for showing vortical
structures.
Figure. 2.7 Simulation of a nozzle flow over a flat plate showing the  2 vortical
structure as it moves downstream. (Ilak et al., 2011)
2.6 Thwaites’ Method for Boundary Layer Ap-
proximation
Thwaites’ method is an approximate method used for computing boundary
layer momentum thickness without knowledge of the velocity profile or bound-
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ary layer thickness. Thwaites’ method applies only to non-separated laminar
flow and has been found to be reliable and robust for a wide range of flows, in
particular for favourable pressure gradients as the experimental investigation
described by Massey and Ward-Smith (1998). The method is based on the
momentum thickness equation given by Equation 2.4 and the scaling for Rex
and Cf and is expressed as:
✓2 = ✓20 + 0.45
⌫
U61
Z x
0
U51dx, (2.23)
where ✓0 was proposed to account for non-zero momentum thickness at x = 0.
For a stagnation point ✓0 = 0; this may not always be the case, e.g. the
boundary layer growth on a wind tunnel wall. In this experimental investiga-
tion there was no clearly defined leading edge as the the bottom surface of the
test section wall was used as the test surface, so the leading edge was at some
unknown location upstream of the test section. In order to find this location
Thwaites’ method was used to locate the theoretical upstream leading edge;
this is a robust method for locating such a leading edge.
2.7 Reynolds Stresses
Unsteady and turbulent flows are characterised by velocity and pressure fluc-
tuations about mean values. For the purpose of this study the author was
only interested in the flow fluctuations resulting from the VGs. Tradition-
ally these flow fluctuations have been decomposed according to the Reynolds
25
2.7 Reynolds Stresses
decomposition
u = u+ u0
v = v + v0
w = w + w0
(2.24)
where u denotes the time average of the velocity component and u0 denotes
the fluctuating velocity. These fluctuations can have significant effect on the
underlying flow, contributing to increased drag and heat transfer (Schlichting
et al., 2000). The Reynolds stresses, in the form of a stress tensor, are typically
used as a measure of this effect.
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 v0
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Figure. 2.8 Velocity boundary layer showing momentum transfer due to veloc-
ity perturbation in the y direction.
The effect of Reynolds stresses can be understood by looking at Figure 2.8
which shows a boundary layer profile indicated by a black line. Considering an
infinitesimal lump of fluid represented by the small grey boxes, which fluctu-
ates in the y direction when the fluid moves up due to positive v0 momentum
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and moves down due to negative v0 momentum. This vertical redistribution
of momentum will modify the velocity profile by increasing velocity near the
wall and decreasing velocity further out. By doing this, it alters the veloc-
ity profile as represented by the dashed blue velocity profile in Figure 2.8.
Here it increases @u/@y at the wall and increases the boundary layer thickness
(Schlichting et al., 2000). This change in the velocity profile is a result of the
Reynolds stresses.
The time average of these fluctuations will be equal zero, u0 = 0. The
Reynolds decomposition may be combined into each of the Reynolds stresses.
The Reynolds shear stress u0v0 can be computed as follows
uv = (u+ u0)(v + v0)
uv = u v + u v0 + u0 v + u0 v0
uv = u v + u v0 + u0 v + u0v0
u v0 = 0, and u0 v = 0
uv = u v + u0 v0
u0v0 = u v   u v
(2.25)
The Reynolds stress tensor is then given by:
⌧ =
266664
u0u0 u0v0 u0w0
v0u0 v0v0 v0w0
w0u0 w0v0 w0w0
377775 (2.26)
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Chapter 3
Experimental Design,
Measurement Technique and Data
Analysis
3.1 Overview
The current work required detailed measurements to be carried out in a wind
tunnel. The wind tunnel needed to generate a well controlled Blasius flow and
this chapter describes the wind tunnel in detail and how this flow was achieved.
The various elements of the experimental facility and measurement apparatus
are described herein. The design and fabrication process of the VGs and the
method used for the precise placement are described in detail.
3.2 Wind Tunnel
The experimental measurements were obtained in an open circuit low speed
wind tunnel with continuous flow. A photograph of the test facility is shown
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(1)
(2)
(3)
(7)
(5)(4)
(9)
(6)
(8)
(10)
Figure. 3.1 Photograph of experimental facility. (1) Fan tray; (2) Plenum
section; (3) Honeycomb sections; (4) Contraction; (5) Test section; (6) Diffuser;
(7) Smoke machine; (8) Laser; (9) Sliding PIV stages; (10) Camera.
in Figure 3.1 and a schematic of the wind tunnel is shown in Figure 3.2. This
wind tunnel has been reconfigured following the previous VG measurements
carried out by Hernon et al. (2009). This redesign was to facilitate PIV mea-
surements in both the x   y streamwise and y   z spanwise planes. The two
previously employed axial fans were moved from the exit of the wind tun-
nel to the entrance of the wind tunnel providing greater optical access to the
entire test section for the PIV camera and laser light sheet. The previous ar-
Test Section DiffuserContractionSettling Chamber
VGs
Axial Fans Honeycomb Mesh
Figure. 3.2 Wind Tunnel Schematic: side view representation of the wind
tunnel.
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rangement employed two large 12W axial fans which were replaced with nine
smaller 4.8W axial fans providing greater flow stability and uniformity. A
laser tachometer (Wachendorff PLT200) was used to measure the Revolutions
Per Minute (rpm) of the fans before, after and periodically during the tests to
ensure the fans were operating correctly. For a typical test, the rpm measured
was approximately 1850rpm ± 2.5%. Measuring the rpm was implemented
due to a fan failure that impacted one of the initial tests shown later in this
section.
Airflow from the fans was forced through a large plenum section which was
added as a settling chamber for the flow with dimensions of 1000⇥406⇥406mm
(length⇥width⇥height). This allowed the swirl caused by the fans to dissipate
and the seeding to fully mix with the airflow ensuring an even distribution of
particles. Two 50mm long honeycomb sections were added to reduce large scale
flow fluctuations which reduced the turbulence intensity downstream in the test
section (see Figure 3.2). A grid was added to the entrance of the contraction
section in order to further reduce turbulence intensity by removing the small
scale fluctuations. This grid also provided extra mixing of the seeding particles
with the flow. The airflow was then accelerated through a constriction section
with a ratio of 5 : 1 before entering the test section thus further reducing the
turbulence intensity in the test section by accelerating the flow.
3.3 Baseline flow with no VGs
The air velocity in the test section was 4.1 m/s. 4.1 m/s was chosen due to
its Reynolds number of ⇡ 2⇥105 calculated using Equation 2.2. x in this case
is the length of the test section plus the distance upstream to account for the
fact that there is no clear leading edge so x is 610mm for the actual length
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of the test section and 136.8mm for the distance upstream of the front of the
test section, which gives a total x of 746.8mm. The distance of 136.8mm
was calculated using Thwaites’ method and the momentum thickness. The
turbulence is an order of magnitude lower than the point where laminar flow
turns to classical transition at a Reynolds number of 5⇥105, (Schlichting et al.,
2000). Also by keeping the Reynolds number this low for the baseline flow
with no VGs, it is assumed that when the VGs are added the flow will remain
laminar as will be shown in the velocity profile plots presented in Chapter 4.
This velocity also best matched the airspeed used to cool electronic components
in telecommunication equipment. The wind tunnel test section dimensions
were 610 ⇥ 406 ⇥ 77mm (length ⇥ width ⇥ height) with a diffuser section at
the exit. The top, floor and back wall of the test section were painted matt
black in order to reduce specular reflections from the laser and to provide high
contrast images with a continuous background.
In boundary layer measurements it is critical that the measurements are as
close to the surface as possible to ensure that the measurement resolution is
sufficiently high to allow for accurate determination of near wall parameters.
This can be an issue with PIV, as trying to get the seeding into this region is
difficult as the flow is approaching 0m/s as opposed to the freestream which
is moving at 4.1m/s and the particles tend to follow the freestream flow. It
was for this reason that a lot of time and effort went into designing the wind
tunnel in such a way to get an even distribution of particles across the entire
test section.
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3.4 Design of Vortex Generators
A pair of delta-winglet VGs mounted on the test section floor were investigated.
The parameters for the VG winglets were taken from previous work carried
out by Hernon et al. (2009). The angle of attack ( ) for the winglet pair was
26 , with a height of 15mm, a chord length of 30mm and a fin thickness of
1mm based on the findings of Hernon et al. (2009). The distance between
the leading edge tips was 4mm as illustrated in Figure 3.3. The VGs were
constructed with a high resolution 3D printer (3D Systems ProJet 3000 Plus)
described later in this section. The VG design went through two iterations
26 
30.00
4.00
15.00
Figure. 3.3 Final 3D printed delta winglet and applicator drawing. All mea-
surements are in mm.
before the final design was employed. The first and most important problem
with the VGs was how to place the VGs accurately on the surface of the test
section.
The final design needed to incorporate an aid of some description to ac-
curately place the VGs onto the test surface as it was vital to ensure that
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the angle of attack and the distance between the two leading tips was main-
tained. The first design was to print the VGs onto a thin flat sheet of 1.5mm⇥
180mm⇥ 290mm (height⇥ width⇥ length) as illustrated in Figure 3.4. The
sheet size was determined by the largest area the 3D printer could handle, and
was designed with a shallow leading edge chamfer in order to reduce the risk
of disturbing the flow. This design was tested and found to be unsuitable as
the leading edge had too much of an influence on the flow and the surface
roughness was not suitable as it too created a disturbance in the flow. The
second design was to incorporate the VGs into an applicator and build the VGs
and applicator as a single piece. Once the VGs were secured to the surface
of the test section the applicator pad could be removed leaving the VGs in
place. This allowed precise placement of each separate winglet onto the wind
tunnel test section floor. This design is similar to that illustrated in Figure 3.3
and Figure 3.5. Each of VGs were connected to the applicator by six conical
struts of 0.03mm diameter similar to the side gates typically found in injection
moulding. This approach failed as there were not enough conical struts, and
the struts themselves were too fragile as they snapped off in the process of
securing the VGs to the test section floor.
The final design of the VGs increased the number of conical struts to ten
and increased the diameter of each strut to 0.05mm diameter. Each of the VG
winglets has a small base pad of height 0.75mm for mounting to the floor of
the test section. A thin layer of double sided tape was applied to the bottom
side of the VG base pad. Once the VGs were secured to the test surface
the applicator was removed by applying a force normal to the surface, thus
snapping the fragile struts and leaving just the VGs in place. This application
method ensured ease of placement with excellent repeatability. The final 3D
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Isometric View
Side View
15mm
1.5mm
0.6mm
Figure. 3.4 Initial 3D printed delta winglet design on a flat sheet with a shallow
leading edge chamfer.
printed VG winglets and applicator design are shown in Figure 3.3 and Figure
3.5. The VGs were spray painted matt black in order to reduce any reflection
from the laser bouncing off the VGs into the camera.
3D printing or additive manufacturing is a process of making 3D solid
objects from a digital file one layer at a time. 3D printers build plastic or
metal parts directly from CAD drawings that have been cross sectioned into
thousands of layers. The 3D printing process builds the 3D model layer by
layer. Each layer is like a 2D cross section of the final model. It starts building
at the base and keeps stepping up through the layers building one layer at a
time until the model is complete. If there are any voids the 3D printer deposits
a layer of wax to support the plastic in the upper layers. This wax is removed
once the 3D printing process is finished. The wax is removed by heating the
part up to 70 C which causes the wax to melt and run off. The 3D printer
used in this case is the 3D Systems ProJet 3000 Plus as shown in Figure 3.6.
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Figure. 3.5 3D printed delta winglet VGs and applicator with an angle of
attack ( ) of 26 , height of 15mm, chord length of 30mm and the distance
from leading tip to leading tip of 4mm. The 50 micron struts holding the VGs
are also visible. (Top image is a side view, bottom image is a plan view.)
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The resolution of the printer is 328⇥328⇥606 (length⇥width⇥height) Dots
Per Inch (DPI) and has a maximum print size of 298 ⇥ 203 ⇥ 185 (length ⇥
width⇥ height) mm (3DSystems, 2014).
Figure. 3.6 The 3D Systems ProJet 3000 Plus 3D printer used to fabricate
the VGs and applicator pad for this experimental investigation, (3DSystems,
2014).
3.5 Particle Image Velocimetry
3.5.1 Principles of Particle Image Velocimetry
PIV is an optical non-invasive technique employed to provide a full field view of
the fluid flow in a plane. The main advantage of PIV compared to other pop-
ular measurement techniques, such as hot-wire anemometry or Laser Doppler
Velocimetry (LDA), is its capability to present a quantitative visual repre-
sentation of the flow field thereby allowing the determination of fluid flow
interactions and higher order statistics.
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Typically PIV works by determining the displacement of flow tracer par-
ticles between successive image pairs of the flow. It is not the movement of
each individual particle that is tracked but rather the movement of the pattern
within an interrogation region. A typical PIV system consists of:
1. Camera; normally a digital camera with a CCD chip.
2. Stroboscopic light source creating a 2D light sheet typically from a
double-pulsed Nd:YAG laser, with an optical arrangement to convert
the laser output light to a thin light sheet (normally using a cylindrical
lens and a spherical lens).
3. Synchroniser to act as a precise clock to time measurements.
4. Computer to control the measurement setup and store the data.
5. Seeding particles.
6. The fluid under investigation.
The images are stored as 2D gray scale images which are 12 bit (0 - 4096)
stored in 16 bit files (0 - 65535) (darkest to lightest). Figure 3.8 is an example
an image of the seeded flow which has been processed using the PIV software.
It represents a region of the wind tunnel test section, on the centreline mid
way down. The interrogation region is represented by the green box with the
processed velocity vectors shown in green inside the interrogation region. The
length of the arrows represents the magnitude of the vectors (TSI, 2010).
For fluid flow investigation, the flow first needs to be seeded evenly with
tracer particles. These tracer particles need to be small enough as not to
impede the flow in any way, but yet remain optically detectable, and neutrally
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Figure. 3.7 PIV Schematic showing; (1) camera; (2) laser; (3) laser light sheet;
(4) seeding particles; (5) image field of view.
buoyant in order to follow the flow. It is the motion of these seeding particles
that is used to calculate the velocity information of the flow being studied.
The camera is triggered in unison with a laser pulse creating a 2D plane of
light illuminating the flow. The measurement area in this plane is cropped by
the field of view of the camera shown in Figure 3.7. A set period of time  T
later a second pulse and second image is taken; these are called the A and B
images respectively. Since the time separation between the laser pulses is pre-
cisely known, and the camera is spatially calibrated to yield the displacement
in the object plane (in meters), the flow velocity can be resolved. PIV mea-
surements are typically time averaged, which means taking multiple images
and taking the mean of these to obtain a vector map of the flow. A schematic
of a typical digital PIV system is shown in Figure 3.7, and consists of (1) a
camera; (2) dual laser head; (3) laser light sheet; (4) seeding particles which
are shown in light blue, and illuminated particles in yellow; (5) the image field
of view represented by the red box.
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Figure. 3.8 An example of PIV image processing, taken from the wind tunnel
characterisation. The green box represents the interrogation region and green
arrows represents the velocity vectors with the length of the arrows represent-
ing the magnitude of the vectors.
3.5.2 Laser Operation
The Nd-YAG laser consists of two separate lasers which are aligned through
the same optical elements to collimate the output beam. The lasers are fired
independently to each other, one for image A and one for image B.  T is the
time interval between the laser pulses. The requirement for the two lasers is
due to the fact that most lasers cannot continuously fire at the rates required
for PIV. This is to allow for  T intervals shorter than a single pulsed laser
can cycle. The laser is triggered by the synchroniser which begins the light
amplification. This amplification process is delayed by the Q-switch which
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releases the energy as soon as the laser accumulates the required power level
for the two lasers. It is by varying the timing on the Q-switch that the power
of the lasers can be adjusted (TSI, 2010). The laser power is set as appropriate
to ensure well exposed images, see below.
3.5.3 Laser Light Sheet
The light emitted from the laser is a collimated beam but in order to illuminate
a 2D slice of the flow the laser light needs to be a sheet of light as thin as
possible (⇡ 1mm thick in the field of view). To do this the light is passed
through a cylindrical lens and a spherical lens as can be seen in Figure 3.9.
The focal length of the spherical lens was 1, 000mm while the cylindrical lens
was  25mm to control the angle of the sheet expansion. At 1, 000mm the laser
light sheet was at its thinnest at approximately 1mm. This means that as the
camera traverses in the x direction through the test section the laser has to
also traverse in the x direction in order to maintain the 1, 000mm focal length
of the laser. In order to keep this alignment a PIV sliding stage described later
in this section was designed and used.
3.5.4 PIV Spatial Calibration
In order to calculate the velocity vectors the PIV system needs to be spatially
calibrated. This is achieved by placing a steel rule into the measurement plane,
and firing the laser on low power. As the laser is firing the rule is placed in
line with the laser light sheet and in the field of view of the camera. The
rule is placed in line with the laser, the camera is then focused on to the rule,
and an image is taken as shown in Figure 3.10. This is one of the calibration
images used in this experimental setup. In the software calibration panel of
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Figure. 3.9 PIV laser light sheet optics, TSI
the supplied software a line was then drawn across the rule, and the length
that this line was inputed into the software which counted the number of pixels
along the entire length of the line. In this case 35mm was measured and this
corresponded to 1430 pixels which gave 24.48µm/pixel.
3.5.5 PIV Image Straddling and Image Timing
With the advances in camera technology in moving from film to digital CCD
chips, it has allowed PIV to take many thousands of images in a very short
space of time. This ability has removed the issues with directional ambiguity,
caused by temporal aliasing as a result of the double exposure on a single film,
by allowing the user to take an image pair. In older film based methods PIV
was achieved by double exposing a single negative. Therefore the user would
see a double particle image. This image was then autocorrelated resulting in
vectors which had two possible directions. The task was to then figure out
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35 mm / 1430 pixels
Figure. 3.10 PIV calibration image, with rule and the 35mm line drawn in the
calibration panel of the software which corresponds to 1430 pixels.
which way the flow was going. In the case of a boundary layer this is easy, as
the flow is only going in one direction. With a vortex as in this experimental
investigation it is not so easy. With digital PIV the exposures are taken on two
separate images followed by post processing analyses based on cross-correlation
of the two images.
Once the synchroniser triggers, the camera begins acquiring the first ex-
posure, image A, and the first laser pulses. Once the laser pulses the camera
finishes recording the image and begins its readout to disk. This break be-
tween image A finishing and image B starting is known as the frame straddle
point. The camera then begins its second exposure, image B, followed by the
second laser pulse. Image B cannot finish recording until the system has fin-
ished the readout from image A. For this reason image B has a longer exposure
time than that of image A. The camera finishes the recording and starts the
image B readout to disk; this can be seen in timing setup of the PIV system
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Figure. 3.11 PIV frame straddling mode timing diagram (TSI, 2010).
shown in Figure 3.11. The laser pulse duration is approximately 5 to 8 nS in
comparison to the camera exposure of mS. As the room is in darkness the
only light the camera sees is from the laser and as the laser pulse is so short it
allows the camera to freeze the seeding particles in the image with an effective
exposure equal to that of the laser pulse duration. It can then be inferred that
the  T between the two images is the  T between the laser pulses. This is
the reason that the  T between the images is the time difference between the
laser pluses and not the time interval between the images. It is this technique
of positioning the two laser pulses on sequential CCD frames that is known as
‘Frame-Straddling’ (TSI, 2010).
In order to choose the correct  T , the time difference between the two
pulses was found by iteratively increasing the time between the pulses until
the optimum T was found. If the T is too long the measurement noise levels
will increase as the tracer particles leave the interrogation region, leading to a
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poor cross correlation as it is subject to low Signal to Noise Ratio (SNR). If
the time difference is too small the particles will not move enough which will
lead to a good cross-correlation, but the percentage measurement error will be
much higher between the A and the B images. The rule of thumb is that the
particles should move approximately 1/4 of the interrogation region between
the two images.
3.5.6 Interrogation Region
The image is divided into smaller sub-regions; these are called interrogation
regions the size of which is defined in pixels. The local displacement of the
particles is determined within each interrogation region. Each interrogation
region has a single vector, so the smaller the grid size the greater the density of
vectors. From one double-frame image, several thousand velocity vectors are
computed; an example is shown in Figure 3.12. The size of the interrogation
region is important. If the region is to small for the flow under investigation
the particles will leave the interrogation region and if it is too big it will
compromise the density of the vectors. In this experimental investigation a
Nyquist grid was used, which has an overlap in the grid of 50%.
Figure 3.12 shows a screen shot from the Insight4G software used to post-
process the images, with:
1. Input Spots: These are image A and image B from the same interrogation
region without any processing.
2. Correlation Map: Showing the displacement of the particles.
3. Output Spots: These are the result of the post-processing and filtering
from the same interrogation region from the A and B images respectively.
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The filtering applied in this case is a Gaussian peak detection.
4. Image Displacement: The displacement in the x and y direction is in
pixels; for this case the displacement is 0.43pixels in the x direction and
 6.68pixels in the y direction of the interrogation region.
Figure. 3.12 Screen shot from the post processing of the PIV images, show-
ing; (1) the unprocessed raw data from the PIV images; (2) the images after
processing; (3) cross-correlated image of the two interrogation regions; and (4)
the displacement in x and y directions.
Using a gaussian filter to detect the peak allows for sub-pixel accuracy, by
fitting a curve to the points as opposed to taking the centre of the pixel with
the highest value as the peak. Figure 3.12 illustrates the cross correlation map
taken from one of the interrogation regions. This correlation map has multiple
bright pixels meaning that pixel locking has not occurred and will allow the
software to fit a single smooth peak as indicated in Figure 3.13. Pixel locking
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Figure. 3.13 2D cross-correlation of the PIV data.
is where there is just one high value pixel leaving the curve to fit just one pixel.
The displacement vector for each of the interrogation regions from image
A and image B is determined by means of a cross-correlation and 2D Fast
Fourier Transform (FFT). Cross-correlation is a statistical function that is
used to measure the degree of match between two samples (i.e how much a
signal has changed), and it should be a smooth surface with a single tall peak
in order to get an accurate correlation. The location of the highest value in the
correlation plane can then be used as a direct estimate of the particle image
displacement. It is assumed that all particles within the interrogation region
have the same displacement. The vector displacement is calculated by taking
the time delay between images specified in the timing setup and the pixels
per meter specified in the calibration setup. The resulting vector is in metres
per second. This process is repeated for each interrogation region to build up
the complete 2D velocity vector map (TSI, 2010). Figure 3.13 shows the 2D
cross-correlation of the interrogation region from both the A and the B images.
This figure demonstrates a good cross-correlation between the two images as
it has just a single tall peak.
46
3.5 Particle Image Velocimetry
3.5.7 Image Exposure
It is vital to get the exposure of the image correct, as an overexposed or
underexposed image will affect the measurement noise from the PIV system.
As with any analogue to digital convertor it needs to maximise the dynamic
range. If an image is over exposed there is no useful information as the image
just appears white. If an image is too dark the particles are lost in the sensor
noise.
Contrary to what is the norm with photography, the longer the image
exposure time is, the higher the intensity of the pixels i.e. the brighter the
image will be. As all the PIV measurements were taken in a darkened room
the opposite is true as the only light the CCD sensor sees is from the laser
which will occupy a lower percentage of the exposure time. Therefore the
shorter the exposure time the brighter the image will be. A correctly exposed
image will contain a larger range of intensities (high dynamic range) compared
to an underexposed image where ‘posterization’ may occur due to the small
range of intensity values detected. Posterization is where an image has a
continuous gradation of tone to several regions of fewer tones, with sudden
changes from one tone to another. This can adversely affect peak detection
accuracy. Figure 3.14 (a) shows a histogram of a correctly exposed image
with a good even distribution of whites and blacks. Figure 3.14 (b) shows an
underexposed image histogram where there are too many blacks.
Also visible in both Figures 3.14 (a) and (b) is the inherent noise associated
with digital sensors. This noise signature, which occupies the leftmost part of
both image histogram, will be added to any image recorded. As the exposure
duration is decreased (or the aperture is opened) the light intensity recorded
will increase. As a result a brighter image will have a proportionally higher
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SNR than an underexposed image. If an image is underexposed the low SNR
may result in the software not been able to correctly detect the particles which
will affect the correlation of the image pair. To minimise the effects of noise
it is preferable to ensure that the histogram has a good even distribution of
particles which results in high contrast images.
Since the exposure of the B image is longer than that of the A image due
to the file readout shown in Figure 3.11, it is particularly important to ensure
that posterization is avoided on the A image. This can be achieved by using
a lens with a wide aperture (small f number) meaning more light is going to
get to the sensor. Lenses with a low f number have a narrow depth of field
which is advantageous as particles outside the laser sheet are significantly out
of focus preventing interference with particle tracking during post processing.
3.5.8 Image Seeding
Initially the seeding was carried out using an atomiser containing of a mixture
of glycol and water. It was found however that this seeding blocked the flow
conditioning grid at the entrance to the contraction section of the wind tunnel
reducing the velocity of the flow over time in the test section as shown by
the time trace in Figure 3.15. This figure illustrates the decrease in velocity
from 4.8m/s down to 3.9m/s over time. The filter was cleaned multiple times
and different concentrations of the mixture were tested, but the problem still
persisted. Another problem with this approach is that it left a heavy residue on
the surface of the entire lab including the test section perspex which obstructed
the cameras visibility through the perspex window. Point P1 in this image
shows a sudden step down in the velocity on the time trace. This drop in
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Figure. 3.14 Histogram of PIV image exposure; (a) is a correctly exposed
image; (b) underexposed image.
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velocity was attributed to a fan which failed during this test.
It was decided to use a standard commercially-available stage smoke ma-
chine (Martin Magnum 2500) that uses a mixture of glycol and water. This
seeded the room by evaporating the glycol solution as opposed to atomising it
as in the previous approach. Both the smoke generator and the solution are
used in the entertainment industry for generating smoke or fog effects. Melling
(1997) states that the smoke particles generated are well suited to PIV exper-
iments with a mean particle diameter of 1µm. This created smoke particles
that did not affect the grid and the velocity remained constant with time.
In order to seed the wind tunnel the laboratory was flooded with particles
prior to taking the measurements ensuring an even distribution of particles
throughout the test section including the near wall region for the duration of
the tests. The amount of smoke emitted by the smoke machine into the room
could be carefully controlled.
3.5.9 PIV Experimental Setup
Flow measurements were obtained using a commercially-available digital PIV
system (TSI, 2010). The PIV system consists of a 250mJ double-pulsed, Nd-
YAG laser (Big Sky) with a cylindrical -25mm plano-concave lens to expand
the beam into a sheet and a 1,000mm convex lens to generate a laser sheet
1mm thick at the measurement plane. The camera uses a TSI PowerView
2MP CCD camera having a resolution of 1600 ⇥ 1200pixels with a pixel size
of 7.4µm paired with a Sigma 105mm f/2.8 macro lens. While measurements
at 15Hz are possible, with images written directly to system memory, image
pairs were acquired at a rate of 2.4Hz directly to the hard disk. This allows
for sufficiently random sampling of the flow and storage of the large sample
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Figure. 3.15 PIV time trace affected by seeding particles showing the decrease
in velocity with time as the filter becomes clogged with the glycol solution. P1
is the point where a fan has failed during a test.
numbers required for acceptable statistical convergence. The time interval
between image pairs ( T ) is 50 µs and 1,000 image pairs were obtained per
data set. The selection of this sample number and statistical convergence data
are discussed later in this thesis.
In order to carry out the measurement in multiple locations and accurately
stitch the images together in later post processing, a sliding stage was designed
where the camera and laser could be moved in discrete steps while maintaining
focus and the 90  angle to each other. It was designed in such a way that the
camera and laser could be mounted on either stage. This design facilitates
multiple measurements without the requirement for refocusing or realignment
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with sub-millimetre accuracy. This reduced the setup time dramatically and
allowed for an extremely accurate 3D measurement volume to be built up.
Figure 3.16 shows a drawing of the stage and platforms for holding the camera
and laser.
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Figure. 3.16 PIV sliding stage and wind tunnel test section. The stage is setup
to record in the x  y plane.
The PIV measurements were obtained in different 2D slices in the x   y
and y z planes enabling 3D representation of the flow field (see Figure 3.17 ).
In the x  y plane, images were recorded at six spanwise locations along the z-
axis. These locations corresponded to the symmetry plane of the VG winglets,
the leading edge tip, mid chord, VG trailing edge and two additional positions
beyond this located at 30 and 45mm from the symmetry plane. Measurements
at these locations were repeated along the streamwise length of the test section.
The camera’s field of view was 35⇥ 24mm, and the measurements were taken
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with a 5mm overlap in x, with a total of 12 measurement positions along the x
axis. Some of this measurement area was upstream of the VGs and is therefore
not presented in the results. Additionally, measurements in the y   z plane
were performed either side of the symmetry plane of the VGs with a camera
field of view of 45⇥ 24mm and a 10mm overlap in z. Of these there were 13
measurement locations along the test section length. In total there were 98
unique recordings (12⇥ 6 + 2⇥ 13) each comprising 1,000 image pairs.
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Figure. 3.17 PIV measurement planes: plan view of the wind tunnel test section
showing the locations of the PIV measurement planes downstream of the delta-
winglet VGs. The bold black lines represent the VGs with a chord length
of 30mm and a height of 15mm. The grey shaded area correspond to the
measurement volume where the data is interpolated for post processing herein.
3.5.10 PIV Data Processing and Deformation Process
Data processing was performed using TSI INSIGHT 4GTM software. The
software used the cross correlation function which used a 2D fast Fourier trans-
form algorithm with sub pixel detection using a 2D gaussian curve fit, with
a maximum displacement of 1/4 the interrogation region. This enabled the
software to track the particle displacement and build a vector map of ~V . The
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PIV processing software writes 2D vector data in a comma delimited ASCII
format for each of the measurement locations.
The algorithm employed image deformation (Scarano, 2002) with recursive
interrogation regions of 64 ⇥ 64pixels and 32 ⇥ 32 respectively. Correlation
maps were stored to allow secondary peaks to be selected in place of erroneous
vectors with the remainder filled with the median of the surrounding 3 ⇥ 3
neighbourhood.
The image deformation process allows a higher degree of accuracy to the
processing of images where there is a dramatic difference in the velocity across
the flow. As in this this experimental investigation where the baseline flow is
zero at the wall due to the no-slip condition. The deformation process uses
a technique called image mapping. It works by resolving the distortion for a
spot on the A image to the same spot on the B image so that the spot on
the B image fits as close as possible on to the A image. The output from the
deformation process is the difference or distortion of the B spot compared to
the A spot; the difference is the particle displacement (Scarano, 2002). The
recursive part takes several iterations to reduce the interrogation window from
64 ⇥ 64pixels down to a size of 32 ⇥ 32pixels. Figure 3.18 illustrates this
process where the top left shows the interrogation grid and cross-correlation
on a large grid; top right the image deformation on the large grid; bottom left
the image deformation an a smaller grid; bottom right interrogation grid and
result of the cross-correlation on the smaller grid (Scarano, 2002). The issue
with this method is that it is computationally intensive and therefore takes a
longer time to process the images. It is approximately five times longer than
standard PIV as it has to do five passes as it drops the size of the interrogation
region from 64⇥ 64pixels down to 32⇥ 32pixels.
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This 2D data for each individual measurement location in the x   y and
y   z planes needed to be stitched together to form complete 2D slices in the
two different planes. Once this was achieved the individual 2D slices were
combined into one 3D volume. The time-averaged data from the measurement
planes within the grey shaded area in Figure 3.17 were then interpolated onto
a common grid to facilitate volume visualisation of the flow field downstream
of the VGs. The integrated grid comprises of 13⇥ 96⇥ 45 vectors in x  y  z
extending from 0  x  210mm, 0  y  25mm and 0  z  45mm. This
allowed for a fuller understanding of the flow characteristics to be preformed.
To do this, technical computing software MatlabTM was utilised throughout
the data analysis for this work. Its ability to handle large 3D data sets effi-
ciently proved invaluable for the present work. MatlabTM scripts were written
to arrange the ASCII files into an x, y and z Cartesian grid of one 3D array, as
illustrated in Figure 3.17. All the MatlabTM code that was used for the data
analysis is presented in Appendix C.
3.6 Uncertainty Analysis
This section deals with the uncertainty of the PIV measurements that will be
presented in this thesis. The uncertainty was determined by calculating the
uncertainty associated with each part of the PIV measurement process. In
order to get the true uncertainty of the entire PIV measurement system, there
are a number of factors that must be considered. These factors include the
accuracy of the PIV algorithm, the steel rule used to spatially calibrate the
PIV images, the time resolution of the synchroniser used to precisely time the
laser pulses as well as jitter in the laser itself. The uncertainty in the veloc-
ity magnitude due to noise in the PIV processing algorithms was estimated
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Figure. 3.18 PIV multi grid deformation process, top left shows the interroga-
tion grid and cross-correlation on a large grid; top right the image deformation
on the large grid; bottom left the image deformation an a smaller grid; bottom
right interrogation grid and result of the cross-correlation on the smaller grid,
(Scarano, 2002).
at 1% for standard PIV and 0.3% by applying the deformation method in
TSI 0s Insight4G software. This was achieved by carrying out PIV analysis
on a sample synthetic image pair, (Stanislas et al., 2008).
A steel rule with 1mm graduations was placed in the laser plane and an
image taken for spatial calibration as can be seen in Figure 3.10. The length
measured in the field of view was 35mm which corresponded to 1430pixels ±
4pixels. This provides an uncertainty in the spatial calibration length scale
for this size of field of view of 0.56%. The timing uncertainty of the TSI syn-
chroniser (Model No:610035) is 1ns with 400ps of jitter giving an uncertainty
of 0.0016% for the  T of 50µs (TSI, 2010). The Big Sky laser has a jitter of
500ps with an uncertainty of 0.001 % for the  T (TSI, 2010).
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Using the Kline and McClintock (1953) method that was expanded for PIV
measurements by Hallberg (2000) the overall uncertainty in the velocity can
be determined by taking the sum the squares of the individual components
that make up a PIV measurement system. The overall uncertainty can be
determined using the equations below: Equation 3.1 for the standard PIV
and Equation 3.2 for the deformation PIV from Hallberg (2000):
( V/V )2 = ( x/x)2 + ( m/m)2 + (  t/t)2 + (  l/l)2
( V/V )2 = (1%)2 + (0.56%)2 + (0.0016%)2 + (0.001%)2
( V/V )2 = ±1.3% (3.1)
( V/V )2 = ( x/x)2 + ( m/m)2 + (  t/t)2 + (  l/l)2
( V/V )2 = (0.3%)2 + (0.56%)2 + (0.0016%)2 + (0.001%)2
( V/V )2 = ±0.4% (3.2)
This gives an overall uncertainty of ±1.3% for standard PIV and ±0.4% for
deformation PIV. Table 3.1 gives a summary of the uncertainties considered
in this work:
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Table 3.1 List of experimental uncertainties
Parameter Uncertainty
PIV displacement (Standard) 1%
PIV displacement (Deformation) 0.3%
Spatial calibration 0.56%
Synchroniser Jitter 0.0016%
Synchroniser Timing 0.001%
3.7 Determination of Wall Location
All measurements presented herein were performed directly on the lower wall
of the wind tunnel test section. A precise optical measurement of the wall
location is not trivial due to optical effects such as glare from the laser. Ini-
tially the approximate location is selected to ±2pixels. The measured profiles
are expected to match the Blasius solution discussed in Section 2.3.3 of the
previous chapter and therefore @u/@y is constant at the wall (see equation
2.15) . The position of the wall may be determined by linearly extrapolating
the measurement points in the near wall region to find the point where the
extrapolation crosses the y axis. This intersection represents the true location
of the wall by which the measurement data must be shifted in the y direction.
This is shown in Figure 3.19(a), with the measured profile represented by (·),
the data used for the line fit by ( ) and fit line by (-). The first two points on
the curve have been omitted as they do not follow the trend. The reasons for
this could be:
• Bad vectors caused by refections from the surface of the test section.
• Not enough seeding in the extreme near wall region as this is the most
difficult area to seed.
• The timing setup as the velocity is so low in this region.
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Figure. 3.19 (a) Estimation of the true wall location by linear extrapolation
of the linear near wall region of a laminar velocity profile. Measured data are
represented by (·), the data used for the line fit by ( ) and fit line by (-) and
(b) the normal distribution of the points along the line
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• The percentage error in this region may be non-negligible due the near
zero velocity profile.
Excluding these points there is good agreement between the line fit and the
data with an r2 value of 0.99912. Figure 3.19(b) shows the residual error of
the fitted points along the line, which is a measure of how much the points
deviate from the line. The residual error is typically less than 0.02.
3.8 Statistical Convergence
Due to the nature and structure of the fluctuations in the flow along with
the rate at which the images are acquired using PIV, the instantaneous data
recorded is uncorrelated. The uncertainty in the time averaged data describing
the flow structures is therefore highly dependent on the number of PIV images
taken during the experiment. In order to ensure there were enough images
taken, the statistical convergence technique described by Stafford et al. (2012)
was employed.
To calculate the statistical convergence requirement, a case with a very
large number of image pairs was captured (Nmax = 5,000) within both the
unperturbed baseline flow and the perturbed flow downstream of the VGs.
To ensure that a true average was ascertained a region was selected which
incorporated both the uniform freestream and the boundary layer as illustrated
by Figure 3.20 for the unperturbed case and just behind the VGs which again
contains the freestream and boundary layer as illustrated by Figure 3.21.
The local velocity vector components ~V were resolved for each image pair
and used to calculate the instantaneous velocity magnitude U =
p
u2 + v2 and
the root mean square velocity, urms =
p
u0u0 =
p
uu  u¯u¯, where u and v are
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Figure. 3.20 u for the unperturbed case with 5,000 image pairs, where the
black box represents the region averaged to get the statistical convergence.
the components of the velocity vector in x and y directions respectively. The
complete data set was then compared to smaller subsets N from the same
data where N was initially taken as 100 and increased in steps of 100 up to
Nmax. The residual error is the relative error of taking the smaller sample
size N from the time-averaged Nmax over the mean of the Nmax with respect
to the instantaneous flow field and time as shown in Equation 3.3 (Stafford
et al., 2012). The number of image pairs required to ascertain a reliable sample
size was then inferred from the resulting graph as the point where the error
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Figure. 3.21 u for the VG case with 5,000 image pairs, where the black box
represents the region averaged to get the statistical convergence.
approached an acceptable level.
E =
ENmax   EN
Eref
(3.3)
The data shown in Figure 3.22 highlights the level of convergence of urms
for given sample size N . It can be seen that the baseline flow in Figure 3.22
has an uncertainty in the urms of ±0.9% at 1,000 image pairs and at 4,000
image pairs it is reduced to ±0.4%. The effects of adding in the VGs can be
observed in Figure 3.22 with a urms of ±2.6% at 1,000 image pairs and at 4,000
image pairs it is reduced to ±0.7%. A sample size of 1,000 image pairs was
deemed acceptable owing to vector processing time and storage constraints.
Furthermore, the image count compared favourably with similar experimental
work in the literature, e.g. (Nolan and Walsh, 2012).
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Figure. 3.22 Convergence of the RMS error of u0u0 for the unperturbed baseline
flow and with the vortex generators added. Symbols:   baseline, ⇧ VGs.
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Chapter 4
Results and Discussion
4.1 Overview
This chapter will discuss the results from the baseline flow characterisation
including the near wall resolution, turbulence intensity and how the flow with
the VGs compares to that of the baseline case discussed in the previous chapter.
The results will show that all of these parameters compare favourably with
the literature. This indicates that the wind tunnel is suitable to carry out the
characterisation of the VGs. The results from the VG flow will be presented
demonstrating how the vortices move down the test section and disrupt the
laminar flow.
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4.2 Wind Tunnel Characterisation and Baseline
Flow
4.2.1 Baseline Flow Compared to Blasius Solution
As previously stated characterisation of the wind tunnel was preformed to es-
tablish the baseline flow into which the VG winglets were subsequently placed.
The main design criterion that the wind tunnel must adhere to is that the
pressure gradient along the length of the test section is zero thus allowing a
comparison to the Blasius solution (see Section 2.3.3 of the theory chapter).
Non-dimensionalised mean streamwise velocity profiles, at discrete locations
along the spanwise length of the test section, ranging from 10mm to 370mm,
are compared to the Blasius solution; these are shown in Figure 4.1. In the
Blasius solution the only term of significance, is the u0, in theory; w0 is zero
and v0 is negligible, therefore they are ignored in the baseline case shown in
Figure 4.1, as for the VG case u0, v0 & w0 will be presented. The good agree-
ment with the theory is apparent thus illustrating the fact that there is a zero
pressure gradient throughout the entire test section, meaning the wind tunnel
is suitable for testing.
4.2.2 Near Wall Resolution Estimation
As discussed in the previous chapter, with measurement techniques such as
PIV it is essential to first estimate where the test surface is. Once the test
surface has been estimated the near wall resolution of flow measurements must
be calculated. In order to do this the measured data at the wall is normalised
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Figure. 4.1 Normalised mean streamwise velocity profiles for the baseline case
at x = 10, 70, 145, 220, 295 & 370mm. Compared to Blasius (–). x =
10 (blue), 70 (green), 145 (red), 220 (cyan), 295 (magenta) & 370 (olive green)mm.
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using the friction velocity u⌧ defined as:
u⌧ =
r
⌧w
⇢
(4.1)
The streamwise velocity and wall normal distance are non-dimensionalised as
follows:
U+ =
u
u⌧
(4.2)
and
Y + =
yu⌧
⌫
(4.3)
where ⌫ is the kinematic viscosity, (Schlichting et al., 2000).
Figure 4.2 shows the mean velocity profiles from Figure 4.1 in viscous wall
units. The near wall measurement resolution is Y +   4, similar to that re-
ported by Nolan and Walsh (2012), and individual velocity vectors are re-
solved to a spacing of 0.127mm in the wall-normal direction with the first
(non-discarded) measurement point 0.542mm from the wall of the test section.
Consequently it is clear that the near wall measurement resolution is sufficient
to allow for accurate calculation of ⌧w and for evaluation near wall effects of
the VGs (see Section 2 of the theory section). Where the measured velocity
profiles fall on the curve Y + = U+ at the wall, means that ⌧w is constant in
accordance with the no-slip condition and the no-slip condition is assumed to
hold at the wall for the entire length of the test section in x, (Schlichting et al.,
2000). This area has been very well resolved as can be observed in Figure 4.2.
In addition, Figure 4.3 shows the streamwise development of the bound-
ary layer edge  99, where the velocity reaches 99% of the freestream velocity,
as well as the integral thicknesses  ⇤ and ✓, the displacement thickness and
the momentum thickness respectively. In the absence of a leading edge and
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Figure. 4.2 Normalised mean streamwise veloc-
ity profiles for the baseline case at x =
10 (blue), 70 (green), 145 (red), 220 (cyan), 295 (magenta) & 370 (olive green)mm.
Plotted in wall units where (–) is Y + = U+. The arrow indicates increased
local Reynolds number and increasing streamwise location x downstream of
the VGs.
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Figure. 4.3 Boundary layer growth  99 ( ) and mean integral thicknesses, (i)
displacement thickness  ⇤ (⇤), & (ii) momentum thickness ✓ (4) for the
baseline case without a VG.
therefore to account for additional boundary layer growth prior to the test sec-
tion Thwaite’s Method, Equation 4.3, has been employed, (Massey and Ward-
Smith, 1998). By fitting the momentum thickness data to Equation 4.3 and
shifting for ✓0 to determine a virtual origin for x, reasonable agreement between
measurement and theory is demonstrated for all boundary layer thicknesses.
In this experimental setup the x0 was found to be 0.475m, approximately the
length of the contraction section.
4.2.3 Turbulence Intensity
The background turbulence intensity of the wind tunnel must be characterised
before any experiments can be carried out. The level of the turbulence inten-
sity must be low enough as not to interfere with the fluctuations generated
by the VGs. If the turbulence intensity is high the PIV measurements will
be measuring the background turbulence intensity and mistaking it for the
fluctuations caused by the VGs. High levels of background turbulence may
also contaminate the underlying laminar boundary layer and result in an ac-
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celerated transition to turbulence via bypass-transition, Mayle (1999). The
percentage turbulence intensity for a 3D flow is calculated using Equation 4.4
Tu =
1
3
p
(u2rms + v
2
rms + w
2
rms), (4.4)
but in this case there is only two components u and v so Equation 4.5 is used to
generated the Probability Distribution Functions (PDF) and joint PDF shown
in Figure 4.4
Tu =
1
2
p
(u2rms + v
2
rms). (4.5)
The signal level probability or PDF gives the probability of an event occur-
ring in a certain range. The use of the PDF is a fundamental and powerful tool
in statistical analysis for determining the variance in a dataset. In this case
the PDFs were built by taking the range of instantaneous non-dimensional
velocities from the minimum to the maximum and dividing them up into a
number of subregions called bins; in this case there are 100 bins. The data
set contained 5,000 PIV image pairs which were analysed to determine the
proportion of the total sample time spent in each bin. The amount of time
that each subregion contributes to the overall time trace is calculated and this
constitutes a probability distribution graph. The area under the curve of the
PDF must be equal to one and the area under any portion of the curve is equal
to the probability of that event occurring in that range.
Figure 4.4 shows the joint PDF of u0 and v0 normalised by the freestream
velocity (u0/U1 and v0/U1), and associated PDFs for the baseline flow without
the VGs approximately 30mm from the start of the test section in x, and on
the centreline of the test section in y. The joint PDF in (a) shows a scatter plot
of the measured points with an overlaid contour map, showing the increasing
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density from the blue line on the outside moving to the centre with increasing
density to the red lines in the centre. It is also visible in this plot that all the
measured points are centred around zero and it is close to an isotropic profile
due to its circular shape. The PDFs in Figure 4.4 (b) & (c) are side profiles of
the joint PDF in u0/U1 and v0/U1 respectively. These show a distribution of
points centred around zero with a normal Gaussian distribution fitted by the
red line and the standard deviation by the blue line.
The turbulence intensity in the freestream was calculated at 0.88% from
Equation 4.5. This level of turbulence intensity is below the prescribed thresh-
old of 1.5% (Landahl, 1975; Matsubara and Alfredsson, 2001; Mayle, 1999) for
bypass transition and ensures quiescent flow throughout the test section.
Taking into account that the mean freestream velocity in the measure-
ment volume is 4.1m/s and the height of the VGs are 15mm this gives a
Reynolds number of 4033 as calculated from equation 4.6. This number com-
pares favourably to the literature (Fiebig, 1998; Jacobi and Shah, 1995)
Re =
⇢⇥ U ⇥ V GHeight
µ
(4.6)
To summarise the baseline flow is a laminar Blasius flow with a Reynolds
number within that of the literature and the flow is non turbulent. The velocity
profiles for the u component of the flow from the near wall region out to the
freestream all show good agreement throughout the length of the test section
in the x direction.
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Figure. 4.4 (a) The joint PDF scatter plot of normalised velocity fluctuations
u0/U1 & v0/U1 with overlaid contour lines which shows a turbulence intensity
of 0.88% and is isotropic. (b) & (c) PDFs of normalised velocity fluctuations
u0/U1, v0/U1. The data is represented well by a Gaussian distribution (red
line) and the standard deviation (blue line).
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4.3 Perturbed Flow
4.3.1 Global Flow Visualisation
Figure 4.5 and Figure 4.6 illustrate the utility of PIV in visualising complex
3D flow fields downstream of the VGs. As stated above, the measurement
volume is generated by interpolating the 2D PIV measurements from the x y
and y   z planes onto a common grid enabling the 3D flow field generated
downstream of the VGs to be analysed. The streamlines presented in Figure 4.5
compare qualitatively to the numerical simulations performed by Ferrouillat
et al. (2006) shown earlier in Figure 1.2. Ferrouillat et al. (2006) observed a
similar downwash of fluid in the centre plane and subsequent spanwise growth
of a large main vortex. Unlike previous studies with measurements limited
to point measurement or qualitative flow visualisations (Fiebig, 1998; Gentry
and Jacobi, 1997; Jacobi and Shah, 1995), the present data allows visualisation
of the entire flow field with both qualitative and quantitative measurements.
Figure 4.6 shows iso-surfaces of the vorticity field coloured by wall-normal
distance. A number of distinct regions are apparent such as a large main vortex
and an additional secondary structure emanating from the near wall region of
the trailing edge of the winglet similar to that sketched by Yanagihara and
Torii (1993). The lateral spreading angle and the reduced annular motion of
the vortex structures as they move in a streamwise direction are visible. It is
only by taking high-fidelity PIV measurement at discrete locations in x   y
and y  z planes throughout out the entire volume, stitching them together in
the post processing as one entire volume, and carrying out detailed analysis is
this type of result possible, something that is missing from the literature thus
far.
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The colour map in Figure 4.7(a) shows y   z slices of the time-averaged
spanwise velocity w while Figure 4.7(b) shows vorticity !x at multiple locations
in the streamwise direction. In both figures (a) & (b), the time averaged veloc-
ity vectors are shown for the flow field and the white dots indicate max |!x(x)|.
The vorticity contours show that the VGs are generating a primary vortex at
z ⇡ 10mm and y ⇡ 7mm. The secondary necklace vortex as discussed earlier
is also seen here close to the wall beyond the span of the VG geometry until
it is overcome by the growing primary structure after x ⇡ 60mm. There is an
additional vortex located above the main vortex at x = 27mm similar to that
reported by Velte et al. (2012) for VGs that extend beyond the local boundary
layer thickness. However the structure is not seen in subsequent downstream
slices indicating that it quickly decays. Throughout the streamwise extent
there is a strong downwash towards the wall as evidenced by the velocity vec-
tors as the counter rotating vortices meet at z = 0mm at the symmetry plane.
The spatial extent of this downwash spreads in the spanwise direction with
increased streamwise distance. Towards the wall, a region of high velocity
fluid deflected outwards in span by the VG defines the lower half of the flow
field. This high speed fluid moves outward resulting in a significant amount of
@w/@z and therefore a long thin regions of positive !x as seen in Figure 4.7(b)
at the wall. Good agreement is found between max |!x(x)| and the centre of
the vortex as well as all the vectors curling around this location. As with all
the results presented herein only half of the flow field has been measured and
it is assumed that the wake shed from the second VG is an exact mirror image.
Defining a coherent vortex structure is challenging, in particular for exper-
imental data where noise and uncertainty are prominent. Vorticity provides a
reasonable means to determine the centre of the vortex rotation (as shown by
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Figure. 4.5 Visualisation of the measured streamlines emanating downstream of
the delta-winglet VG. The results are similar to those predicted by Ferrouillat
et al. (2006).
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Figure. 4.6 Iso-surface of the streamwise vorticity !x coloured by wall normal
distance emanating from behind the delta-winglet VG. This plot shows that
as the vortex moves downstream it loses magnitude, indicating that this may
not be the best measure of vorticity.
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Figure. 4.7 Velocity vector plots showing the time averaged flow fields in the
y z plane at the indicated x locations contoured by (a) mean spanwise velocity
w and (b) streamwise vorticity !x. The upper plots show an outline of the
left VG winglet and the white dots represent the vortex core as calculated by
max |!x(x)|.
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the white dots in Figure 4.7(b)) but it is not always sufficient to visualise the
entire vortex structure as ! can vary along the vortex length. ! is sensitive to
shear and is Galilean invariant (Adrian et al., 2000), as discussed in Chapter
2.
For example in Figure 4.6 |!x| decays with streamwise distance so a con-
stant value of !x may not suffice as the velocity vectors still show a large region
of rotating fluid. A more robust means of vortex identification was proposed
by Jeong and Hussain (1995) as illustrated in Chapter 2.
Figure 4.8 shows an iso-surface of  2 for the present data. The primary
vortex is clearly apparent throughout the measurement volume. In addition
it is observed that there is secondary vortex structure forming at the trailing
edge of the winglets as well as a necklace vortex at the base of the winglets,
compared to just one detected in Figure 4.5. These secondary structures are
shorter than the primary structure which extends the entire length of the
measurement volume. The overlaid black line in Figure 4.8 corresponds to
max |!x(x)| at each position in the flow field. It can be seen that the vortex
core defined by max |!x(x)| follows the  2 structure very well. From this it can
be concluded that the best method for defining the vortex structure is  2 and
not vorticity as it is insufficient at picking up the secondary structures for the
present data. It can also be observed from this plot that the primary vortex
has a consistent lateral spreading angle of 4  to the main flow. Therefore it is
of interest to investigate the vortex structure along its linear extent.
4.3.2 Flow Statistics
Figure 4.9 shows the effect the VGs have on the mean streamwise velocity
profile at different spanwise locations compared to the baseline Blasius flow,
77
4.3 Perturbed Flow
1
0
2
0
3
0
0
2
0
4
0
6
0
8
0
1
0
0
1
2
0
1
4
0
1
6
0
1
8
0
2
0
0
x
(m
m
)
z(mm)
Fi
gu
re
.4
.8
P
la
n
vi
ew
of
m
ea
su
re
m
en
t
vo
lu
m
e
sh
ow
in
g
an
iso
-s
ur
fa
ce
of
 
2
.
T
he
bl
ac
k
lin
e
al
on
g
th
e
le
ng
th
of
th
e
pr
im
ar
y
vo
rt
ex
st
ru
ct
ur
e
re
pr
es
en
ts
m
ax
|! x
(x
)|
as
sh
ow
n
in
Fi
gu
re
4.
7.
T
hi
s
fig
ur
e
sh
ow
s
th
e
vo
rt
ex
st
ru
ct
ur
es
in
gr
ea
te
r
de
ta
il
co
m
pa
re
d
to
Fi
gu
re
4.
6,
in
di
ca
tin
g
th
at
 
2
is
a
be
tt
er
m
et
ho
d
fo
r
vo
rt
ex
id
en
tifi
ca
tio
n
co
m
pa
re
d
to
!
x
.
78
4.3 Perturbed Flow
(refer back to Chapter 2 for how the Blasius solution is calculated in Equations
2.5 to 2.9). For example, the effect of the counter rotating vortex pair on
thinning the boundary layer in the plane of symmetry (z = 0mm) is shown
by the large velocity gradient at the wall compared to Blasius. As the flow
progresses downstream the near wall gradients reduce somewhat due to the
vortex moving out from the symmetry plane and the decay of the primary
vortex. Moving laterally from the plane of symmetry (examining z = 15mm
to z = 35mm) the effect of the VGs on the flow changes. Here inflectional
profiles are observed close to the wall with an associated increased streamwise
velocity gradient. At x = 30mm from z = 15mm to z = 25mm it can be seen
that the profile has been altered by the the two vortices, the main vortex, and
the secondary vortex from the trailing edge of the VG. This is apparent at
y/ 99 of 0.75 where the flow is slowed by the presence of the secondary vortex.
These are representative of the vortex structures significantly manipulating
the baseline flow and the level of mixing enhancement owing to the counter
rotating vortex pair. At z = 45mm from 30  x  120mm the flow initially
appears close to Blasius; however, farther downstream (x > 120mm) the flow
deviations from Blasius becoming more pronounced as the primary vortex now
occupies this spanwise location. This figure again shows that from x   165mm
the vortex thins the boundary layer across the entire spanwise direction of the
test section. In all the above profiles, where the VGs have an influence on the
flow, the boundary layer is thinned compared to that of the Blasius profiles.
Taking the plane of symmetry the measured profiles show that the flow is
impinging on the surface. It is along the plane of symmetry where one would
expect to see the highest levels of turbulence as this is the point were the two
vortices meet and cause highest level of unsteadiness in the flow. It can be
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assumed from these plots that the flow is laminar with unsteady fluctuations
caused by the vortex as it evolves downstream.
Figure 4.10 presents a contour map of the line plot data presented in Fig-
ure 4.9 in physical coordinates. Here the deformation of the mean flow by the
VGs is readily apparent. The relative thickening and thinning of the mean flow
by the VGs is clearly observed. A wake like region immediately downstream
of the VG trailing edge is apparent, corresponding to the inflectional profiles
observed previously at z = 15mm to z = 35mm. While there is a significant
velocity deficit at z   30mm downstream of the VG, this is caused by the
primary vortex cutting through this slice of the flow field. While looking at
x   160mm it can be seen that the boundary layer is significantly thinned by
the VGs across the entire spanwise direction.
The thinning effect of the VGs on the boundary layer can be further vi-
sualised in Figure 4.11(a) which shows y   z slices of the normalised mean
streamwise velocity component at indicated streamwise locations downstream
of the VG winglets. A white dot indicates the primary vortex core identified
with max |!x(x)|, see Figure 4.7. Here the primary vortex is observed to over-
hang the thinned boundary layer similar to the vortex rollup observed for an
impinging jet, (Hadžiabdić and Hanjalić, 2008; Sakakibara et al., 2001). As
the flow progresses downstream the vortex structure grows in size and spreads
laterally from the symmetry plane.
Figures 4.11(b) and (c) show plan views of the local integral thicknesses
 ⇤(x, z) and ✓(x, z) respectively (both of these terms were calculated using
Equations 2.8 and 2.9 respectively in Chapter 2). The core of the vortex,
here indicated by a white line, clearly demarcates a striking difference in the
magnitude of the integral thicknesses. In the internal region from the core of
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the vortex to the line of symmetry the boundary layer is significantly thinned
by the vortex impinging on the surface as it brings faster freestream fluid in and
this remains so throughout the streamwise extent of the measurement volume.
In the external region from the the centre of the core of the vortex out in
the spanwise direction the boundary layer is thickened by the presence of the
vortex as it takes the slower moving fluid from the wall. Similarly, the Blasius
normalised skin friction which is given by Equation 2.12 in Chapter 2, shown
in Figure 4.11(d), exhibit two distinct regions: (i) a local Cf enhancement
extending from the plane of symmetry towards the vortex core where the Cf
increases by up to 180% and (ii) a region of Cf approximately equal to that
of Blasius extending beyond the vortex core outwards in a spanwise direction.
At z = 45mm Cf appears to be somewhat lower than predicted by Blasius as
evident by the mean velocity profiles in Figure 4.9. This is most likely due to
lift-up due to the recirculating flow.
There is an apparent discrepancy between the the integral thickness plots
in Figures 4.11(b) and (c) and the region of enhanced Cf in Figure 4.11(d).
However this can be accounted for by considering the overhanging regions in
Figure 4.11(a) and the inflectional velocity profiles in Figure 4.9. The integral
thicknesses capture both the thin boundary layer and the velocity deficit due
to the vortex core while Cf is calculated at the wall. The thinned region
therefore extends somewhat below the primary vortex in span.
The enhancement in Cf is due to high speed fluid from the freestream
sweeping into the near wall region entrained by the counter rotating vortices
increasing local wall shear stress, while the reduction is due to the lift-up of
fluid beyond the vortex core resulting in reduced @u/@y locally (Gentry and
Jacobi, 1997). This increase in Cf expands in the spanwise direction to take up
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the entire width of the volume under test and by the time it gets to x = 180mm
it has reached 2.5 times the Cf of the Blasius solution.
There is a total increase in Cf of 80% for the current measurement vol-
ume compared to the baseline Blasius flow. Since Cf is directly proportional
to the heat transfer coefficient (Fiebig, 1995, 1998; Gentry and Jacobi, 1997;
Incropera and DeWitt, 1990; Jacobi and Shah, 1995) it can be inferred that in
the regions where Cf is high there will be high local heat transfer. Figure 4.11
(d) is therefore an indication of the expected heat transfer performance en-
hancement and can be used to inform the design choices on the position of the
VGs in order to cool hot spots such as high power electrical components. Sim-
ilarly this result shows how VG spacing can influence system pressure drop
where suitable placement of VGs can minimise total Cf increase for a par-
ticular application. This information coupled with the detailed visualisation
and quantitative analysis of the flow informs designers of the underlying flow
mechanisms that may be utilised in real systems for enhanced performance.
4.3.3 Core Aligned Flow Statistics
As discussed above the vortex spreads laterally at a well defined angle of 4 .
Therefore it is of interest to investigate the properties of the primary vortex
as it evolves downstream of the VGs. Shown in Figure 4.12 are line plots
of mean velocity normalised by y/ 99 and Reynolds stresses aligned with the
linear spanwise growth of the primary vortex. Reynolds stresses are calculated
using Equations 2.25 to 2.26.
Figure 4.12(a) shows the mean velocity profiles along the primary vortex
compared to the Blasius solution. The profiles are inflectional and remarkably
self similar throughout with a large velocity surplus near the wall. The peak
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velocity in this surplus region is initially close to that of the freestream value
but decays along the length of the vortex. This backs up what was demon-
strated in the earlier figures that the boundary layer is thinned by the presence
of the vortex.
Figure 4.12(b) shows the evolution of streamwise normal stress in wall
units, uu+. Near the VG there is a peak in uu+ located towards the middle
of the boundary layer. This peak was also visible in Figure 4.10 at z = 10mm
where a decrease in velocity can be seen. This increase in the fluctuations is
caused by the VG impeding the flow. As the flow evolves downstream the peak
reduces in magnitude and a secondary peak is observed to form in the near
wall region at x ⇡ 150mm. This secondary peak accounts for the increased Cf
observed in Figure 4.11(d) where the Cf increases in the spanwise direction to
take up the entire width of the volume under test.
Figures 4.12(c) and (d) show the evolution of vv+ and ww+. Near the
VG there is a strong double peak located in the middle of the boundary layer
for both components. As the flow evolves downstream the peak flattens and
decreases in magnitude. The ww+ component initially has a large peak at
x = 60mm which corresponds to the findings for w in Figure 4.7(a). If one
compares these two figures it can be seen that the largest w in this figure is
visible at x = 57mm matching the findings here. Figure 4.12(e) and (f) show
the evolution of the shear stresses uv+ and vw+. Again, comparing to previous
figures, it is clear that the strength of the primary vortex dissipates gradually
as the flow moves down the test section.
As before the many line plots in Figure 4.12 can be visualised in contour
plot form. These contour plots are shown in Figure 4.13 (a) which plots the
mean velocity profiles, (b) shows the evolution of streamwise normal stress in
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wall units, uu+, (c) and (d) show the evolution of vv+ and ww+ respectively
and again aligned with the vortex core. Figure 4.13 (a) shows a pressure deficit
from x = 27mm to x ⇡ 80mm centred around the vortex core and dramatically
thins the boundary layer up to x ⇡ 100mm where there is a slight growth in
the boundary layer caused by the the strength of the vortex decaying. Initially
it looked as if the vortex was lifting but using max |!x(x)| to track the centre
of the core of the vortex and looking at the results aligned with the core it
is obvious that the vortex is not lifting but rather decaying. Now looking
at the normal stresses (b) u0u0, (c) v0v0 and (d) w0w0 high fluctuations can
be seen close to the VGs from x = 27mm to x = 50mm in u0u0 and v0v0
with a double peak clearly visible in u0u0. w0w0 has a narrow band of high
fluctuations corresponding at the centre of the core of the vortex which shows
large amounts of fluid being moved back and forth in a spanwise direction.
Taking in to account the the shear stress in (e) u0v0 and (f) v0w0, the double
peak that was visible in u0u0 is also visible in u0v0 with both positive and
negative values with the momentum of the fluid moving from the freestream
into the boundary layer and from the boundary layer into the freestream. Once
the initial fluctuations settle down the flow is uniform and well behaved with
very little fluctuations.
The Reynolds stresses presented allow a detailed visualisation of the level
of mixing and disruption to the underlying boundary layer caused by the
VGs. This can be utilised in real applications for enhanced heat transfer,
reduced drag or flow control. Typically the Reynolds stresses decay to mod-
erate levels compared to turbulent boundary layers. There appears to be a
secondary mechanism associated with u0u0 as a secondary peak forms near the
wall (x   100mm). This corresponds spatially to the point where the primary
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vortex overhang begins to subside suggesting local unsteadiness (Schlichting
et al., 2000). Additionally u0v0, which is typically found to be negative in
boundary layers due to the vertical transport of momentum, is reversed here
in the region close to the wall below the vortex core. The mean velocity pro-
files, however, show a surplus in streamwise velocity in this region. Therefore
it can be inferred that there must be a corresponding positive wall normal
component here also. This accounts for the double peaks observed for u0u0 and
v0v0 respectively. This is intuitive as the primary vortex swirls around its core
remaking the peaks.
These results are only possible with the use of high fidelity PIV measure-
ments in order to gain detailed insights into the flow physics and to enable
many different forms of data presentation and analysis as shown.
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Chapter 5
Conclusions
5.1 Conclusions
High-fidelity PIV measurements were taken downstream of a delta-winglet VG
pair at 26  angle of attack with a height of 15mm and a chord length of 30mm
within a low turbulence intensity zero pressure gradient (Blasius) flow. The
resulting flow structures are presented with particular care given to measure-
ment accuracy and resolution thus enabling quantitative measurements of the
mean flow statistics such as velocity, Reynolds stresses, vorticity, iso-surfaces
of  2, integral thicknesses and skin friction coefficient.
The PIV measurements were taken at multiple discrete locations in the
spanwise and streamwise directions to build a complete measurement volume
of the flow. Using max|!x| and  2 to define the vortex structure, a complete
3D representation of the flow field was obtained and presented herein.
The vortex generators induced a primary pair of counter rotating longi-
tudinal vortices and a number of secondary vortices were also observed. The
primary vortices spread laterally at a consistent angle of 4  to the direction of
flow. The primary counter rotating vortices result in a significant thinning of
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the boundary layer region between them. The freestream flow is diverted wall
wards in a manner similar to a slot jet. Outwards beyond the lateral extent
of the primary vortex the skin friction coefficient is reduced to a level just
below Blasius. This results in distinct regions of high skin friction (enhanced
heat transfer) and low skin friction (low drag). Careful lateral spacing of such
structures may be utilised to enhance local heat transfer while maintaining
modest pressure drop increases.
The measurements provide a detailed view of flow structures generated
by the VGs and their effect on the near wall and outer regions of the per-
turbed boundary layer. In order to characterise the primary vortex structure,
flow statistics are presented along the core of the vortex using max |!x(x)|, it
shows that longitudinal vortices are at their strongest immediately after the
generators and are very persistent throughout the channel. It was found that
there is a velocity surplus at the wall and the mean velocity profiles are highly
inflectional. The Reynolds stresses are also reported and are observed to de-
cay gradually downstream. Therefore the principal source of thermofluidic
enhancement is a result of the mean flow characteristics.
The information gathered in this work can be utilised by product designers
to determine optimum application of the technology for improved heat transfer,
reduced drag or flow control.
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Appendix A
Wall Shear Stress
A.1 Linear Strain Rate
Linear strain rate is defined as the rate of increase in length per unit length
and is calculated using Equation A.1 in terms of velocity gradients. (Çengel
and Cimbala, 2006)
"xx =
@u
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, "yy =
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, "zz =
@w
@z
(A.1)
A.2 Shear Strain Rate
Considering a moving fluid element which is initially rectangular in shape, as
this rectangle is moved by the fluid its vertices will not move in unison due
to strain and rotation of the flow, resulting in the element becoming distorted
as shown in Figure A.1. Considering these motions gives rise to Equation
A.2 (Çengel and Cimbala, 2006). This is the shear strain rate described in
Cartesian coordinates.
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Figure. A.1 Shear strain rate of a fluid element before and after deformation
from the fluid.
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The linear strain and shear strain rate, Equations A.1 and A.2, may be
linearly combined to obtain the second order strain rate tensor Equation A.3.
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A.3 Hydrostatic Pressure and Viscous Stresses
A.3.1 Fluid at Rest
The next scenario to consider is the one where the fluid is at rest and has
pressure acting on it normal to the surface. This is called hydrostatic pressure
(P ) which always acts inward as shown in Equation A.4 (Çengel and Cimbala,
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Figure. A.2 Positive components of the strain rate tensor in Cartesian coordi-
nates on the top, right and front faces of an infinitesimal fluid element.
2006). Regardless of the orientation of the coordinate axes, for a fluid at rest
the stress tensor can be reduced to this equation.
 ij =
266664
 xx  xy  xz
 yx  yy  yz
 zx  zy  zz
377775 =
266664
 P 0 0
0  P 0
0 0  P
377775 (A.4)
A.3.2 Viscous Stresses
When the fluid is moving the pressure still acts inwards and normal to the
surface, but there is also the viscous stresses which must be considered. These
viscous stresses are added to the hydrostatic pressure shown above to give
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Equation A.5 (Çengel and Cimbala, 2006).
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If we now take the viscous stress for an incompressible Newtonian fluid which
has the constant properties shown in Equation A.6 (Çengel and Cimbala,
2006):
⌧ij = 2µ"ij (A.6)
where "ij is the strain rate tensor shown in Equation A.3. Therefore by writing
out Equation A.3 with the incompressible Newtonian fluid in Equation A.6 this
gives Equation A.7 (Çengel and Cimbala, 2006). Equation A.7 shows that the
stress is linearly proportional to the strain. In Cartesian coordinates, the nine
components of viscous stress tensor are shown but only six are independent
due to symmetry.
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Taking Equation A.5 and Equation A.7 and combining the two will give the
stress tensor in Cartesian coordinates as shown in Equation A.8 (Çengel and
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Cimbala, 2006)
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A.3.3 Wall Shear Stress ⌧w
The wall shear stress can be given by the following equation.
⌧w = ⌧w,x
 !
i + ⌧yx
 !
j + ⌧zx
 !
k (A.9)
Where  !i ,  !j , and  !k are the unit vectors in the x, y, and z directions
respectively.
The wall shear stress by definition is given by
 !⌧w =  !n · ⌧ij (A.10)
where  !n is the unit normal to the wall
 !n = nx !i + ny !j + nz !k (A.11)
and ⌧ij is the viscous stress tensor:
⌧xy =
266664
⌧xx ⌧xy ⌧xz
⌧yx ⌧yy ⌧yz
⌧zx ⌧zy ⌧zz
377775 (A.12)
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Therefore ⌧w can be written as
⌧w = [⌧xxnx + ⌧yxny + ⌧zxnz]
 !
i
+ [⌧xynx + ⌧yyny + ⌧zynz]
 !
j
+ [⌧xznx + ⌧yzny + ⌧zznz]
 !
k
(A.13)
Comparing this to the original equations it gives you
⌧w,x = [⌧xxnx + ⌧yxny + ⌧zxnz]
⌧w,y = [⌧xynx + ⌧yyny + ⌧zynz]
⌧w,z = [⌧xznx + ⌧yzny + ⌧zznz]
(A.14)
For a wall with a unit normal as follows  !n =  !j i.e. unit in the y direction
All other terms will be equal to zero. (nx = 0, ny = 1, nz = 0)
Then
⌧w = [⌧xyi + ⌧yyj + ⌧yzk] (A.15)
Therefore
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 
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@z
+
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@y
  (A.16)
A.4 Contributions to Skin Friction Cf
Non-dimensional wall shear stress ⌧w is proportional to strain rate in Equation
A.2. Typically one only considers @u/@y when computing Cf for 2D flows
but since the flow in this case is 3D the full velocity gradient tensor must be
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accounted for. Figure A.3 shows all the different velocity gradients, @u/@x,
@u/@y, @u/@z, @v/@x, @v/@y, @v/@z, @w/@x, @w/@y and @w/@z. As PIV
cannot measure the velocity gradient directly at the wall the measurements
at the wall are inferred by assuming linear gradients close to the wall. The
plots are arranged in the same ordination as the Cartesian coordinate system
in order to keep everything consistent. The colour contour levels are also kept
consistent across all graphs in order to compare all the different components.
The black line represents the the centre of the core of the vortex and the green
line represents the VG. This shows that @u/@y is still the primary contributor
and @w/@y is a secondary contributor, the others are negligible. Therefore,
for the purpose of this experimental investigation only @u/@y and @w/@y will
be considered as contributors to skin friction.
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Appendix B
PIV Settings
Figure. B.1 PIV settings - PIV processor setup.
104
Figure. B.2 PIV settings - timing setup.
Figure. B.3 PIV settings - post processing setup.
105
Figure. B.4 PIV settings - local vector validation setup.
106
Figure. B.5 PIV settings - processing outputs.
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Appendix C
Matlab Code
This section contains several of the MATLAB files used in the current work.
These deal with file I/O, data reduction and conditional sampling. Additional
scripts were generated for calculating and plotting derived quantities such as
spatial correlations. These have not been reproduced here but are available on
request.
C.1 PIVmain
1 %=========================================================================
2 % PIVmain Rev 1
3 % This function runs through all the experiment folders and ...
all the run
4 % folders contained in the in each experiment folder.
5 % User defined functions: PIVread PIVmean PIVrij ...
PIVinterp PIVplots
6 %=========================================================================
7 close all
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8 clear all
9
10 %=========================================================================
11 % USER DEFINED INPUTS
12 %=========================================================================
13
14 % Experiment Dir
15 plane_dir = '/Volumes/MASTERS';
16
17 % Results Dir
18 results_dir = '¬/Desktop/Results';
19 filename = 'matlab.mat';
20
21 % Measurement Deltas
22  _x_exp = 1:15:405; %VG 60:15:255;
23  _z_exp = [0]; %VG [0, -2, -7, ...
-14, -30, -45];
24  _x_run = 20; %VG 20;
25  _z_run = [-70; -5]; %VG [-70; -5];
26
27 % PIVinterp function inputs
28 x_range = 0:15:250; %Interp_Start : Interp_dx : Interp_Finish
29 z_range = -45:1:-1;
30 y_range = 0.25:0.25:24;
31
32 %=========================================================================
33
34 cd (plane_dir)
35 plane_folders=dir('*Plane*');
36 no_plane_folders=length(plane_folders); %No. Of Planes
37
38 %for loop for the plane folders
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39 for n1=1:no_plane_folders
40
41 %Display Exp no.
42 str_n1 = n1;
43 str = sprintf('Planes %d of %d', str_n1, no_plane_folders);
44 disp(str);
45
46 cd(plane_folders(n1).name);
47 exp_dir = pwd;
48 exp_folders=dir('*_EXP*');
49 no_exp_folders=length(exp_folders); %No. of ...
Experiments/Slices
50
51 %for loop for the Experiments/Slices folders
52 for n2=1:no_exp_folders
53
54 %Display Exp no.
55 str_n2 = n2;
56 str = sprintf('Experiments/Slices %d of %d', str_n2, ...
no_exp_folders);
57 disp(str);
58
59
60 cd(exp_folders(n2).name);
61 run_dir = pwd;
62 run_folders=dir('*_Run');
63 no_run_folders=length(run_folders); %No. of ...
Runs/Positions
64
65 % for loop for the Runs/Positions folders
66 for n3=1:no_run_folders
67
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68 %Display run no.
69 str_n3 = n3;
70 str = sprintf('Run/Position %d of %d', str_n3, ...
no_run_folders);
71 disp(str);
72
73 cd(run_folders(n3).name);
74 cd ('Analysis');
75
76 %%%%%% Workings part
77
78 switch plane_folders(n1).name
79
80 case 'VG2_XPlane_EXP_DIR'
81 %%%%% Functions need to go here
82 [x, y, u, v, C]=PIVread(pwd);
83 [Umean, Vmean]=PIVmean(u, v);
84 [uu, uv, vv]=PIVrij(u,v,Umean,Vmean);
85
86 %increment x by traverse pos
87 x = x +  _x_run*(n3-1);
88
89 %Create z and Wmean
90 z = zeros(size(x));
91 z= z + ( _z_exp(n2));
92 Wmean = Vmean * NaN;
93 vvv = uu * NaN;
94 vw = uu * NaN;
95 ww = uu * NaN;
96
97 if n3==1
98 CHC = C(:,:,1);
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99 end
100
101 case 'VG2_ZPlane_EXP_DIR'
102 %%%%% Functions need to go here
103 [z, y, w, v, C]=PIVread(pwd);
104 [Wmean, Vmean]=PIVmean(w, v);
105 [vvv, vw, ww]=PIVrij(w,v,Wmean,Vmean);
106
107 %increment x by traverse pos
108 z = z +  _z_run(n2);
109
110 %Create x and Umean
111 x = zeros(size(z));
112 x = x + ( _x_exp(n3));
113 Umean = Vmean * NaN;
114 uu = ww * NaN;
115 uv = ww * NaN;
116 vv = ww * NaN;
117
118 if n3==1
119 CHC = C(:,:,1);
120 end
121
122 %%%%%% End of workings part
123 end
124
125 x = x(:);
126 y = y(:);
127 z = z(:);
128 Umean = Umean(:);
129 Vmean = Vmean(:);
130 Wmean = Wmean(:);
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131 CHC = CHC(:);
132 uu = uu(:);
133 uv = uv(:);
134 vv = vv(:);
135 vvv = vvv(:);
136 vw = vw(:);
137 ww = ww(:);
138
139 cd(results_dir);
140
141 fid = fopen('x', 'a+');
142 fwrite(fid, x, 'float64');
143 fclose(fid);
144 fid = fopen('y', 'a+');
145 fwrite(fid, y, 'float64');
146 fclose(fid);
147 fid = fopen('z', 'a+');
148 fwrite(fid, z, 'float64');
149 fclose(fid);
150 fid = fopen('Umean', 'a+');
151 fwrite(fid, Umean, 'float64');
152 fclose(fid);
153 fid = fopen('Vmean', 'a+');
154 fwrite(fid, Vmean, 'float64');
155 fclose(fid);
156 fid = fopen('Wmean', 'a+');
157 fwrite(fid, Wmean, 'float64');
158 fclose(fid);
159 fid = fopen('CHC', 'a+');
160 fwrite(fid, CHC, 'float64');
161 fclose(fid);
162 fid = fopen('uu', 'a+');
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163 fwrite(fid, uu, 'float64');
164 fclose(fid);
165 fid = fopen('uv', 'a+');
166 fwrite(fid, uv, 'float64');
167 fclose(fid);
168 fid = fopen('vv', 'a+');
169 fwrite(fid, vv, 'float64');
170 fclose(fid);
171 fid = fopen('vvv', 'a+');
172 fwrite(fid, vvv, 'float64');
173 fclose(fid);
174 fid = fopen('vw', 'a+');
175 fwrite(fid, vw, 'float64');
176 fclose(fid);
177 fid = fopen('ww', 'a+');
178 fwrite(fid, ww, 'float64');
179 fclose(fid);
180
181 cd(run_dir)
182 end
183
184 cd(exp_dir)
185 end
186
187 cd (plane_dir)
188 end
189
190 PIVinterp(results_dir, x_range, z_range, y_range);
191 PIVplots(results_dir);
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1
2 function [U1mean, U2mean]=PIVmean(U1, U2)
3
4 U1mean = mean(U1,3);
5 U2mean = mean(U2,3);
6
7 end
C.3 PIVrij
1
2 % RIJ = uu uv uw
3 % vu vv vw
4 % wu wv ww
5 %
6 % uv = vu, wu = uw, wv = vw
7 %
8 % input file = results_dir,u,v,w,Umean,Vmean,Wmean
9 % output files = uu, uv, uw, vv, vw, ww
10
11
12 function [RIJ1, RIJ2, RIJ3]=PIVrij(U1,U2,U1mean,U2mean);
13
14 RIJ1 = (mean((U1.*U1),3)) - (U1mean.*U1mean);
15 RIJ2 = (mean((U1.*U2),3)) - (U1mean.*U2mean);
16 RIJ3 = (mean((U2.*U2),3)) - (U2mean.*U2mean);
17
18 end
115
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C.4 PIVplots
1
2 %=========================================================================
3 % User functions: vel_grad & compute_lambda2
4 % matlab functions: curl & smooth3
5 %=========================================================================
6
7
8 % function PIVplots(results_dir)
9 results_dir = '¬/Desktop/Results/VG_Results';
10 % results_dir = '¬/Desktop/Results/BL_Results';
11 cd (results_dir)
12
13 %Opens the data files
14
15 fid = fopen('x', 'r');
16 x = fread(fid, inf, 'float64');
17 fclose(fid);
18 fid = fopen('y', 'r');
19 y = fread(fid, inf, 'float64');
20 fclose(fid);
21 fid = fopen('z', 'r');
22 z = fread(fid, inf, 'float64');
23 fclose(fid);
24 fid = fopen('x_grid', 'r');
25 x_grid = fread(fid, inf, 'float64');
26 fclose(fid);
27 fid = fopen('y_grid', 'r');
28 y_grid = fread(fid, inf, 'float64');
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29 fclose(fid);
30 fid = fopen('z_grid', 'r');
31 z_grid = fread(fid, inf, 'float64');
32 fclose(fid);
33 fid = fopen('Umean_grid', 'r');
34 Umean_grid = fread(fid, inf, 'float64');
35 fclose(fid);
36 fid = fopen('Vmean_grid', 'r');
37 Vmean_grid = fread(fid, inf, 'float64');
38 fclose(fid);
39 fid = fopen('Wmean_grid', 'r');
40 Wmean_grid = fread(fid, inf, 'float64');
41 fclose(fid);
42 fid = fopen('uu_grid', 'r');
43 uu_grid = fread(fid, inf, 'float64');
44 fclose(fid);
45 fid = fopen('uv_grid', 'r');
46 uv_grid = fread(fid, inf, 'float64');
47 fclose(fid);
48 fid = fopen('vv_grid', 'r');
49 vv_grid = fread(fid, inf, 'float64');
50 fclose(fid);
51 fid = fopen('vw_grid', 'r');
52 vw_grid = fread(fid, inf, 'float64');
53 fclose(fid);
54 fid = fopen('ww_grid', 'r');
55 ww_grid = fread(fid, inf, 'float64');
56 fclose(fid);
57
58
59 % Values are store in binary file as a 1 d array
60 % this finds the length of grid
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61 x_length = length(unique(x_grid));
62 z_length = length(unique(z_grid));
63 y_length = length(unique(y_grid));
64
65 % Reformats the data to it original grid.
66 x_grid = reshape(x_grid,z_length,x_length,y_length);
67 z_grid = reshape(z_grid,z_length,x_length,y_length);
68 y_grid = reshape(y_grid,z_length,x_length,y_length);
69 Umean_grid = ...
reshape(Umean_grid,z_length,x_length,y_length);
70 Vmean_grid = ...
reshape(Vmean_grid,z_length,x_length,y_length);
71 Wmean_grid = ...
reshape(Wmean_grid,z_length,x_length,y_length);
72 uu_grid = reshape(uu_grid,z_length,x_length,y_length);
73 uv_grid = reshape(uv_grid,z_length,x_length,y_length);
74 vv_grid = reshape(vv_grid,z_length,x_length,y_length);
75 vw_grid = reshape(vw_grid,z_length,x_length,y_length);
76 ww_grid = reshape(ww_grid,z_length,x_length,y_length);
77
78
79 Umean_grid = smooth3(Umean_grid,'gaussian',3);
80 Vmean_grid = smooth3(Vmean_grid,'gaussian',3);
81 Wmean_grid = smooth3(Wmean_grid,'gaussian',3);
82
83 % Vorticity
84 [curlx,curlz,curly] = curl( x_grid,...
85 z_grid,...
86 y_grid,...
87 Umean_grid,...
88 Wmean_grid,...
89 Vmean_grid);
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90 % Smooth
91 curlx = smooth3(curlx,'gaussian',3);
92
93
94 % Compute velocity gradient tensor using the function vel_grad
95 [dudx dudy dudz dvdx dvdy dvdz...
96 dwdx dwdy dwdz] = vel_grad(x_grid,y_grid,z_grid,...
97 Umean_grid,Vmean_grid,Wmean_grid);
98
99 % Compute Lambda2 using the function compute_lambda2
100 lambda2 = ...
compute_lambda2(dudx,dudy,dudz,dvdx,dvdy,dvdz,dwdx,dwdy,dwdz);
101
102 % Smooth
103 lambda2 = smooth3(lambda2,'gaussian',3);
104
105 % Calculate the Velocity Magnitude
106 Vel_mag = ...
sqrt((Umean_grid.^2)+(Vmean_grid.^2)+(Wmean_grid.^2));
107
108 % Calculate rms
109 U_rms = sqrt(uu_grid);
110 V_rms = sqrt(vv_grid);
111 W_rms = sqrt(ww_grid);
C.5 PIV VortLine
1
2 %==========================================================
3 % Used for calculating the vortex core and the
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4 % statistics along the core
5 %==========================================================
6
7 for n = 1:13
8
9 slice_n = squeeze(curlx(:,n,:));
10
11 slice_n = medfilt2(slice_n,[5 5]);
12
13 if n == 2
14 slice_n(20:30,:) = 0;
15 end
16
17 [¬,ind] = min(slice_n(:));
18
19 [r(n) c(n)] = ind2sub(size(slice_n),ind);
20
21
22 imagesc(slice_n)
23 hold all
24 plot(c(n),r(n),'*w')
25 pause(1)
26 end
27
28 figure
29 for n = 1:13
30
31 rr = r(n) - 4; % Add this line in for the WW(+1) VW(-4) ...
components only
32 uu_vort(:,n) = squeeze(uu_grid (r(n)-5,n,:));
33 vv_vort(:,n) = squeeze(vv_grid (r(n)-5,n,:));
34 uv_vort(:,n) = squeeze(uv_grid (r(n)-5,n,:));
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35 ww_vort(:,n) = squeeze(ww_grid (r(n)-5,n,:));
36 vw_vort(:,n) = squeeze(vw_grid (r(n)-5,n,:));
37 Umean_vort(:,n) = squeeze(Umean_grid(r(n)-5,n,:));
38
39
40
41 plot(squeeze(y_grid(r(n),n,:)),squeeze(vw_grid(rr,n,:)),...
42 'lineWidth',n/4,'color','k') % Change r(n) ...
to rr for W component
43
44
45 hold all
46
47 plot(squeeze(y_grid(r(n),n,c(n))),squeeze(vw_grid(rr,n,c(n))),'r*')
48
49 end
50
51 xlabel('y (mm)','interp','tex','fontsize',9);
52 ylabel('\lambda_2 (m/sec)','interp','tex','fontsize',9)
53 title('\lambda_2','interp','tex','fontsize',11)
54 legend('X0','X15','X30','X45','X60','X75','X90','X105','X120','X135','X150','X165','X180','Location','NorthEast')
55
56
57
58 figure
59 subplot (6, 1, 1) %Umean_vort
60 cmap = linspace(0,1,32);
61 contourf(squeeze(x_grid(1,:,:)),squeeze(y_grid(1,:,:)),Umean_vort'/4,cmap,'LineS','none')
62 hold all
63 plot(squeeze(x_grid(1,:,1)),squeeze(y_grid(1,1,c)),'w-','LineWidth',2)
64 colorbar
65 ylabel('y (mm)','interp','tex','fontsize',9)
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66 daspect([1 1 1])
67 set(gca,'xtick',[])
68 xlim([33 240])
69 p1 = patch([33;60;60],[0;0;15],[1;1;1]);
70 cdata = [0 0 0;
71 1 1 1;
72 1 1 1];
73 set(p1,'FaceColor','interp','FaceVertexCData',cdata,...
74 'EdgeColor','k','LineWidth',0.5)
75
76 subplot (6, 1, 2) %uu_vort
77 cmap = linspace(0,0.4,32);
78 contourf(squeeze(x_grid(1,:,:)),squeeze(y_grid(1,:,:)),uu_vort',cmap,'LineS','none')
79 hold all
80 plot(squeeze(x_grid(1,:,1)),squeeze(y_grid(1,1,c)),'w-','LineWidth',2)
81 colorbar
82 ylabel('y (mm)','interp','tex','fontsize',9)
83 daspect([1 1 1])
84 set(gca,'xtick',[])
85 xlim([33 240])
86 p1 = patch([33;60;60],[0;0;15],[1;1;1]);
87 cdata = [0 0 0;
88 1 1 1;
89 1 1 1];
90 set(p1,'FaceColor','interp','FaceVertexCData',cdata,...
91 'EdgeColor','k','LineWidth',0.5)
92 caxis([cmap(1) cmap(end)])
93
94 subplot (6, 1, 3) %vv_vort
95 cmap = linspace(0,0.3,32);
96 contourf(squeeze(x_grid(1,:,:)),squeeze(y_grid(1,:,:)),vv_vort',cmap,'LineS','none')
97 hold all
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98 plot(squeeze(x_grid(1,:,1)),squeeze(y_grid(1,1,c)),'w-','LineWidth',2)
99 colorbar
100 ylabel('y (mm)','interp','tex','fontsize',9)
101 daspect([1 1 1])
102 set(gca,'xtick',[])
103 xlim([33 240])
104 p1 = patch([33;60;60],[0;0;15],[1;1;1]);
105 cdata = [0 0 0;
106 1 1 1;
107 1 1 1];
108 set(p1,'FaceColor','interp','FaceVertexCData',cdata,...
109 'EdgeColor','k','LineWidth',0.5)
110 caxis([cmap(1) cmap(end)])
111
112 subplot (6, 1, 4) %ww_vort
113 cmap = linspace(0,0.6,32);
114 contourf(squeeze(x_grid(1,:,:)),squeeze(y_grid(1,:,:)),ww_vort',cmap,'LineS','none')
115 hold all
116 plot(squeeze(x_grid(1,:,1)),squeeze(y_grid(1,1,c)),'w-','LineWidth',2)
117 colorbar
118 ylabel('y (mm)','interp','tex','fontsize',9)
119 daspect([1 1 1])
120 set(gca,'xtick',[])
121 xlim([33 240])
122 p1 = patch([33;60;60],[0;0;15],[1;1;1]);
123 cdata = [0 0 0;
124 1 1 1;
125 1 1 1];
126 set(p1,'FaceColor','interp','FaceVertexCData',cdata,...
127 'EdgeColor','k','LineWidth',0.5)
128 caxis([cmap(1) cmap(end)])
129
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C.5 PIV VortLine
130 subplot (6, 1, 5) %uv_vort
131 cmap = linspace(-0.15,0.15,32);
132 contourf(squeeze(x_grid(1,:,:)),squeeze(y_grid(1,:,:)),uv_vort',cmap,'LineS','none')
133 hold all
134 plot(squeeze(x_grid(1,:,1)),squeeze(y_grid(1,1,c)),'w-','LineWidth',2)
135 colorbar
136 ylabel('y (mm)','interp','tex','fontsize',9)
137 daspect([1 1 1])
138 set(gca,'xtick',[])
139 xlim([33 240])
140 p1 = patch([33;60;60],[0;0;15],[1;1;1]);
141 cdata = [0 0 0;
142 1 1 1;
143 1 1 1];
144 set(p1,'FaceColor','interp','FaceVertexCData',cdata,...
145 'EdgeColor','k','LineWidth',0.5)
146 caxis([cmap(1) cmap(end)])
147
148 subplot (6, 1, 6) %vw_vort
149 cmap = linspace(-0.2,0,32);
150 contourf(squeeze(x_grid(1,:,:)),squeeze(y_grid(1,:,:)),vw_vort',cmap,'LineS','none')
151 hold all
152 plot(squeeze(x_grid(1,:,1)),squeeze(y_grid(1,1,c)),'w-','LineWidth',2)
153 colorbar
154 xlabel('x (mm)','interp','tex','fontsize',9);
155 ylabel('y (mm)','interp','tex','fontsize',9)
156 caxis ([-0.2 0.02])
157 daspect([1 1 1])
158 xlim([33 240])
159 p1 = patch([33;60;60],[0;0;15],[1;1;1]);
160 cdata = [0 0 0;
161 1 1 1;
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C.6 Reynolds
162 1 1 1];
163 set(p1,'FaceColor','interp','FaceVertexCData',cdata,...
164 'EdgeColor','k','LineWidth',0.5)
165 caxis([cmap(1) cmap(end)])
C.6 Reynolds
1
2 %==========================================================
3 % Used for calculating the Reynolds stresses
4 %==========================================================
5
6 y = squeeze(mean(y_grid,1));
7 x = squeeze(mean(x_grid,1));
8 Umean = squeeze(mean(Umean_grid,1));
9
10 [y_B u_B] = FS0_solve(linspace(0,12,2000));
11
12 c(1) = 29;
13 c = c+2;
14
15 pz = r;
16 px = 3:13;
17
18 x0 = 0.1368;
19 Re_x = (( x_grid(1, :, 1) ./1000) + x0) * 4 * 1.21 / 1.81e-5;
20 Cf_Lam = 0.664 ./ sqrt(Re_x);
21
22 du = Umean_grid(:,:,2);
23
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C.7 FS0 solve
24 dy = (y_grid(1,1,2)+0.29)/1000;
25
26 dudy = du./dy;
27
28 mu_air = 1.81e-5;
29 tau = mu_air * dudy; %wall sheer stress
30 U_tau = sqrt(tau ./ 1.21); %friction velocity ^2
31
32 U_tau = diag(U_tau(pz,px)); %along vortex
33
34 offset = 4; %offset for 13 profiles =2: 11 profiles =4
C.7 FS0 solve
1 %=============================================
2 % Compute Blasius boundary layer profile
3 % Typical usage:
4 % [y u] = FS0_solve(eta);
5 % Where eta is a vector of non dimensioal wall normal positions
6 % Example:
7 % [y u] = FS0_solve(linspace(0,6,100));
8 %=============================================
9
10 function [Y U] = FS0_solve(Yin)
11
12 % Wall normal positions
13 a = fzero(@deriv,0.5);
14 x0=[0 0 a];
15 [Y,U]=ode45(@falknerskan,Yin,x0);
16 % plot(Y,U(:,2),'o-')
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C.8 Compute Lambda2 ( 2)
17
18 function f = deriv(a)
19 x0=[0 0 a];
20
21 [Y,U] = ode45(@falknerskan,linspace(0,15,100),x0);
22
23 f=U(end,2)-1;
24
25 function xdot=falknerskan(Y,x,b)
26 b = 0; % Beta Value, 0 for zero pressure gradient
27 xdot(1) = x(2);
28 xdot(2) = x(3);
29 % Falkner Skan Equation
30 xdot(3) = b.*(x(2).^2 -1) -0.5.*(b+1)*x(1)*x(3);
31
32 xdot=xdot';
C.8 Compute Lambda2 ( 2)
1 %=================================================================================
2 % Compute lambda2, Q, R and D(elta) using output from vel_grad
3 %=================================================================================
4
5 function lambda2 = ...
compute_lambda2(dudx,dudy,dudz,dvdx,dvdy,dvdz,dwdx,dwdy,dwdz)
6
7 [nsz,nsx,nsy] = size(dudy);
8 lambda2 = zeros(nsz,nsx,nsy);
9
10 for jj = 1:nsy
127
C.8 Compute Lambda2 ( 2)
11 for ii = 1:nsx
12 for kk = 1:nsz
13
14 dUidxj = [dudx(kk,ii,jj) dudy(kk,ii,jj) ...
dudz(kk,ii,jj);...
15 dvdx(kk,ii,jj) dvdy(kk,ii,jj) ...
dvdz(kk,ii,jj);...
16 dwdx(kk,ii,jj) dwdy(kk,ii,jj) ...
dwdz(kk,ii,jj)];
17
18 strain = (0.5*(dUidxj + dUidxj'))^2;
19 rotation = (0.5*(dUidxj - dUidxj'))^2;
20
21
22 s2r2 = strain + rotation;
23 l2 = eig(s2r2);
24 lambda2(kk,ii,jj) = l2(2);
25
26 end
27 end
28 end
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