Motivation of This Work {#Sec1}
=======================

Review {#Sec2}
------

The main purpose of NLP (Natural Language Processing) and NLU (Natural Language Understanding) is to understand the language. More specifically, they are focused on not just to see the context of text but also to see how human uses the language in daily life. Thus, among other ways of utilizing this, we could provide an optimal online experience addressing needs of users' digital experience. Language processing and understanding is much more complex than many other applications in machine learning such as image classification as NLP and NLU involve deeper context analysis than other machine learning applications. This paper is written as a short paper and focuses on explaining only the parts that are contribution of this paper to the state-of-the art. Thus, this paper does not describe the state-of-the-art works in details and uses those works \[[@CR2], [@CR4], [@CR5], [@CR8], [@CR53], [@CR60], [@CR66], [@CR70], [@CR74], [@CR84]\] to build its model as a modification and extension of the state of the art. Therefore, a comprehensive set of reference works have been added for anyone interested in learning more details of the previous state of the art research \[[@CR3], [@CR5], [@CR10], [@CR17], [@CR33], [@CR48], [@CR49], [@CR61]--[@CR63], [@CR67]--[@CR73], [@CR76], [@CR77], [@CR90], [@CR91], [@CR93]\].

Attention Based Model {#Sec3}
---------------------

Deep Learning has become a main model in natural language processing applications \[[@CR6], [@CR7], [@CR11], [@CR22], [@CR38], [@CR55], [@CR64], [@CR71], [@CR75], [@CR78]--[@CR81], [@CR85], [@CR88], [@CR94]\]. Among deep learning models, often RNN-based models like LSTM and GRU have been deployed for text analysis \[[@CR9], [@CR13], [@CR16], [@CR23], [@CR32], [@CR39]--[@CR42], [@CR50], [@CR51], [@CR58], [@CR59]\]. Though, modified version of RNN like LSTM and GRU have been improvement over RNN (recurrent neural networks) in dealing with vanishing gradients and long-term memory loss, still they suffer from many deficiencies. As a specific example, a RNN-based encoder-decoder architecture uses the encoded vector (feature vector), computed at the end of encoder, as the input to the decoder and uses this vector as a compressed representation of all the data and information from encoder (input). This ignores the possibility of looking at all previous sequences of the encoder and thus suffers from information bottleneck leading to low precision, especially for texts of medium or long sequences. To address this problem, global attention-based model \[[@CR2], [@CR5]\] where each of the encoder sequence uses all of the encoder sequences. Figure [1](#Fig1){ref-type="fig"} shows an attention-based model.Fig. 1.A description of attention-based encoder-decoder architecture. The attention weights for one of the decoder sequences (the first decoder sequence) are displayed.
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                \begin{document}$$ i $$\end{document}$. These weights are dependent on the previous decoder and output states and present encoder state as shown in Fig. [2](#Fig2){ref-type="fig"}.

Given the complexity of these dependencies, a neural network model is used to compute these weights. Two layers (1024) of fully connected layers and ReLU activation function is used.Fig. 2.The computation model of weights using fully-connected networks and SoftMax layer.
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Sparse Attention-Based Model {#Sec4}
============================

This section overviews of the contribution of this paper and explains the extension made over the state-of-the-art model.

Imposing Sparsity on the Weight Vectors {#Sec5}
---------------------------------------

A major point of attention for many texts related analysis is to determine which part(s) of the input text has had more impact in determining the output. he length of input text could be very long combining of potentially hundreds and thousands of words or sequences, i.e., n could be very large number. Thus, there are many weights ($\documentclass[12pt]{minimal}
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As the penalty function to enforce sparsity on the weight vectors.
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                \begin{document}$$ \beta \left\| {{\text{W}}^{\text{t}} } \right\|_{1} $$\end{document}$, is the first extension to the attention model \[[@CR2], [@CR5]\]. Here, $\documentclass[12pt]{minimal}
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                \begin{document}$$ \beta $$\end{document}$ is the regularization parameter which is set as a hyperparameter where its value is set before learning. Higher constraint leads to higher sparsity with higher added regularization biased error and lower values of the regularization parameter leads to lower sparsity and lesser regularization bias.

Embedding Loss Penalty {#Sec6}
----------------------

The main goal of this work is to find out which parts of encoder sequences are most critical in determining and computing any output. The output could be a word, a sentence or any other subsequence. The goal is critical especially in application such as machine translation, image captioning, sentiment analysis, topic modeling and predictive modeling such as time series analysis and prediction.

To add another layer of regularization, this work imposes embedding error penalty to the objective function (usually, cross entropy). This added penalty also helps to address the "coverage problem" (the phenomenon of often observed dropping or frequently repeating words - - or any other subsequence - - by the network). The embedding regularization is,$$\documentclass[12pt]{minimal}
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                \begin{document}$$ \alpha \left\| {Embedding\; Error} \right\|_{2} $$\end{document}$$

Input to any model has to be a number and hence the raw input of words or text sequence needs to be transformed to continuous numbers. This is done by using one-hot encoding of the words and then using embedding as shown in Fig. [3](#Fig3){ref-type="fig"}.Fig. 3.The process of representation of input words by one-hot encoding and embedding.
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                \begin{document}$$ \dot{u}^{i} $$\end{document}$ is the raw input text, ![](500801_1_En_20_Figa_HTML.gif){#d30e978} is the one-hot encoding representation of the raw input and $\documentclass[12pt]{minimal}
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                \begin{document}$$ u^{i} $$\end{document}$ is the embedding of the i-th input or sequence. Also, $\documentclass[12pt]{minimal}
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                \begin{document}$$ \alpha $$\end{document}$ is the regularization parameter.

The idea of embedding is based on that embedding should preserve word similarities, i.e., the words that are synonyms before embedding, should remain synonyms after embedding. Using this concept of embedding, the scaled embedding error is,$$\documentclass[12pt]{minimal}
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Or, after scaling the embedding error,$$\documentclass[12pt]{minimal}
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Which could be re-written, using a regularization parameter ($\documentclass[12pt]{minimal}
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Where L is the measure or metric of similarity of words representations. Here, for all similarity measures, both Euclidean norm and cosine similarity (dissimilarity) have been used. In this work, the embedding error using the Euclidean norm is used,$$\documentclass[12pt]{minimal}
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Alternatively, we could include the embedding error of the output sequence in Eq. ([10](#Equ10){ref-type=""}). When the input sequence (or the dictionary) is too long, to prevent high computational complexity of computing similarity of each specific word with all other words, we choose a random (uniform) sample of the input sequences to compute the embedding error. The regularization parameter, $\documentclass[12pt]{minimal}
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                \begin{document}$$ \alpha , $$\end{document}$ is computed using cross validation \[[@CR26]--[@CR31]\]. Alternatively, adaptive regularization parameters \[[@CR82], [@CR83]\] could be used.

Results and Experiments {#Sec7}
-----------------------

This model was applied on Wikipedia datasets for English-German translation (one-way translation) with 1000 sentences. The idea was to determine which specific input word (in English) is the most important one for the corresponding German translation. The results were often an almost diagonal weight matrix, with few non-zero off diagonal entries, indicating the significance of the corresponding word(s) in the original language (English). Since the model is an unsupervised approach, it's hard to evaluate its performance without using domain knowledge. The next step in this work would be to develop a unified and interpretable metric for automatic testing and evaluation of the model without using any domain knowledge and also to apply the model to other applications such as sentiment analysis.
