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Introduzione 
 
 
  Nessuno dei poeti di quaggiù ha mai cantato né mai canterà in modo 
degno il luogo Iperuranio. 
La realtà vera, che non ha colore nè  forma e non si può  toccare, che 
può  essere  contemplata  soltanto  dallʹintelletto,  che  è  timoniere 
dellʹanima,  intorno  al  quale  verte  il  genere  della  vera  conoscenza, 
occupa questo luogo.
   
Platone, Fedro
 
La  riflessione  (reflection)  è  la  capacità  di  un  programma  di  ispezionare  la  propria 
struttura e il proprio stato durante l’esecuzione, possibilmente modificandolo, ed è una 
caratteristica importante dei sistemi software moderni. 
Per introspezione si intende l’ispezione della struttura e dello stato del programma, ed è 
basata su oggetti contenenti le informazioni necessarie per descrivere classi. 
Programmi scritti in Java [3] o C# [13] hanno accesso a questo tipo di servizi mediante 
la Reflection API  (un  insieme  di  oggetti  e metodi  che  rappresentano  la  struttura  del 
programma consentendo l’analisi e la modifica, almeno in parte, del suo stato). Il C++ è 
invece molto limitato in questo senso. 
Perché  ciò possa  avvenire  il programma deve  avere, durante  la  sua  esecuzione, una 
rappresentazione di  sé, nella  forma di un  insieme di  informazioni che vanno  sotto  il 
nome di metadati.  
Nell’ambito dei  linguaggi che supportano  il paradigma di programmazione orientata 
agli  oggetti  è  naturale  esporre  i  metadati  sotto  forma  di  oggetti,  anche  chiamati 
metaoggetti. 
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Si può supporre che  le  figure concrete  (gli oggetti), non siano altro che proiezioni di 
forme astratte (i metaoggetti).  
In generale, ciò che accomuna figure (in questo caso oggetti) dello stesso tipo è la loro 
forma (in greco “eidos”, da cui idea).  
Dalle  figure concrete si estrapola  la  forma o  l’idea astratta, e poiché  le  idealizzazioni 
delle  figure  possiedono  una  perfezione  che  le  loro  rappresentazioni  concrete  non 
possono  avere,  si  può  dire  che  le  idee  esistono  indipendentemente  dalle  loro 
rappresentazioni.  
Il mondo delle  idee  costituisce  così un mondo parallelo  a quello  sensibile, un  luogo 
metafisico, l’Iperuranio, che trascende la realtà sensoriale. 
Il mito della caverna è un esempio della separazione tra questi due livelli: gli oggetti, 
che  rappresentano  la proiezione  imperfetta di una  realtà  ideale, ed  il mondo esterno 
alla caverna stessa, che rappresenta  il mondo delle  idee, un contenitore, costituito nel 
nostro caso da un insieme di metaoggetti. 
Uno dei limiti del C++ 
Il  C++  è  un  linguaggio  di  programmazione  general‐purpose,  tipato  staticamente  e 
multi‐paradigma;  supporta  vari  stili  di  programmazione,  tra  i  quali  procedurale, 
orientato agli oggetti, generico e in un certo senso anche funzionale. 
È stato sviluppato nel 1980 nei Bell Labs da Bjarne Stroustrup come miglioramento del 
linguaggio C, che conservi intatte le caratteristiche di portabilità e di efficienza. 
Si chiamava inizialmente “C con le classi”, visto che l’unica iniziale differenza con il C 
era l’aggiunta di tale livello di astrazione.  
In seguito sono state aggiunte altre migliorie, come  le  funzioni virtuali,  l’overloading 
degli operatori, l’ereditarietà multipla, i template, la gestione delle eccezioni e lo RTTI, 
che sarà ripreso più avanti. 
Il linguaggio è stato standardizzato nel 1998 come ISO/IEC 14882:1998, la cui versione 
corrente è ISO/IEC 14882:2003. 
Come  accennato  in  precedenza,  un’importante  mancanza  di  C++  è  costituita 
dall’assenza di meccanismi introspettivi (riflessivi). 
Alle  applicazioni  sono  richieste  sempre  più  funzionalità  per  realizzare  le  quali  è 
necessario  l’uso dei metadati,  è pertanto  in  corso di discussione nella  comunità C++ 
come vada aggiunto un supporto per  la  reflection nel  linguaggio che sia compatibile 
con i suoi requisiti di design, in particolare l’efficienza. 
Un esempio significativo è la serializzazione, utile per memorizzare oggetti in un file, 
per  trasmetterli  in  uno  stream,  o  per  automatizzare  le  funzionalità  di  persistenza 
quando si utilizzano database esterni.  
Altri esempi potrebbero essere strumenti per l’analisi del codice, come la creazione di 
rappresentazioni grafiche del codice, oppure per la creazione automatica di test, basata 
sulla definizione della classe. 
Supponiamo,  per  esempio,  di  dover  leggere  e  scrivere  oggetti  da  un  file;  poiché  la 
persistenza  non  fa  parte delle  caratteristiche del  linguaggio,  è  necessario  specificare 
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come rappresentare  i  tipi, che sono oggetti strutturati, secondo una rappresentazione 
lineare. 
Un semplice approccio è quello di implementare dei metodi read e store, come parte di 
un’interfaccia astratta, per ogni  tipo,  scaricando  il problema  sull’implementatore, ma 
ogni volta che cambierà la struttura delle classi, si dovranno necessariamente adattare 
queste  funzioni  alle  modifiche.  Questo  è  ciò  che  accade  in  sistemi  di  servizi  e 
componenti distribuiti come CORBA [11] e COM [32] quando è necessario serializzare 
oggetti complessi non previsti dal sistema dei tipi. 
In alternativa si può pensare di scrivere un programma che generi i metodi read e write 
a  partire  dalla  definizione  di  ogni  tipo  da  serializzare.  Per  fare  questo  si  possono 
seguire due vie: scrivere un parser che legge la definizione dei tipi in formato sorgente 
e genera i metodi; si definiscono i metadati in modo che il generatore ne faccia uso per 
la generazione dei metodi. 
Livello meta e livello base 
La serializzazione non è che un esempio di una classe di programmi che richiedono ad 
un  programma  di  poter  ragionare  sulla  propria  struttura.  In  genere  questo  tipo  di 
richiesta è dovuta alla necessità di adattarsi ai cambiamenti del programma sollevando 
il  programmatore  dal  compito  di  scrivere  porzioni  di  codice  che  possono  essere 
automatizzate; in altri casi è necessario per adattare il comportamento del programma 
durante la sua esecuzione. 
L’architettura di questo  tipo di programmi è divisa  in due parti:  il metalivello ed un 
livello base. I due livelli si distinguono per il fatto che il metalivello opera e manipola 
gli oggetti che costituiscono la definizione del livello base. 
Il metalivello è formato da un insieme di oggetti, detti oggetti del metalivello, i quali ne 
implementano le funzionalità.   
Un  sottoinsieme  di  questi  oggetti  rappresenta  gli  oggetti  del  livello  base, 
descrivendone alcune caratteristiche, come il tipo, i metodi, gli attributi. 
Il  livello base definisce  la  logica dell’applicazione,  la cui  implementazione utilizza gli 
oggetti del metalivello per rimanere  indipendente dagli aspetti che possono cambiare 
nel corso del tempo. 
Il  prefisso  meta,  indica,  in  questo  contesto,  il  riferirsi  ad  un  livello  di  descrizione 
superiore, un livello oltre quello attuale; per esempio in linguistica un metalinguaggio 
è  un  linguaggio  che  descrive  un  altro  linguaggio.  La  grammatica  italiana  è  un 
metalinguaggio rispetto ad un testo scritto in italiano, perché ne descrive la struttura. 
Il  sottoinsieme  degli  oggetti  del  metalivello  che  descrivono  la  rappresentazione  del 
programma, vengono detti metaoggetti. 
Ogni oggetto del livello base ha quindi un metaoggetto che lo controlla. 
Come  detto,  si  vuole  che  la  persistenza  resti  indipendente  dalla  struttura 
dell’applicazione. 
Al metalivello esisterà quindi un insieme di metaoggetti che forniscono informazioni di 
tipo a runtime. 
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Per memorizzare un oggetto se ne deve conoscere la struttura interna, nonché il layout 
di tutti i suoi dati membro. 
Grazie alle informazioni del metalivello (metainformazioni), per realizzare la funzione 
di memorizzazione, basterà percorrere ricorsivamente la struttura di un oggetto fino ad 
ottenere  una  sequenza  di  tipi  fondamentali.  Questi  non  saranno  ulteriormente 
decomposti, ma verranno direttamente archiviati. 
Per  esemplificare  quanto  detto  si  fornisce  un  esempio  in  Java  per  serializzare  una 
generico  oggetto  tramite  la  Reflection  API.  In  questo  contesto  i  metaoggetti  che  ci 
interessano sono quelli che descrivono le classi e quelli che descrivono i loro membri, 
ovvero le istanze di Class e Field. 
Si supponga di avere un metodo print che dato un oggetto lo stampa in uno stream. 
 
public void print(Object obj, PrintWriter out) 
{ 
 Class type = obj.getClass(); 
 out.println(type.getName()); 
 Field[] fields = type.getFields(); 
 for (int i = 0; i < fields.length; i++) 
 { 
  Field field = fields[i]; 
  printField(field, obj, out); 
 } 
} 
 
Dato un generico oggetto obj, se ne ricava il tipo concreto tramite il metodo getClass, 
il quale restituisce il metaoggetto che ne contiene la descrizione (type) e se ne stampa il 
nome. 
Dal descrittore di tipo, tramite il metodo getFields, si ottiene un array che contiene i 
campi definiti nel tipo, il cui contenuto è stampato dal metodo printField. 
 
public void printField(Field field, Object obj, PrintWriter out) 
{ 
 if (field.getType().isPrimitive())  
  printPrimitive(field, obj, out); 
 else printCompoundField(field, obj, out); 
} 
 
Il metodo printField separa  la serializzazione dei membri che hanno tipo primitivo 
(che andranno direttamente stampati), da quelli di tipo composto. 
Nel  caso  dei  tipi  composti,  viene  preso  il  valore  del  membro  rappresentato  dal 
metaoggetto di tipo Field sullʹoggetto specificato, e viene richiamato il metodo print 
sul nuovo oggetto ottenuto (subObj), ovvero: 
 
public void printCompound( 
 Field field, Object obj, PrintWriter out) 
{ 
 Object subObj = field.get(obj); 
 print(subObj, out); 
} 
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Per i tipi primitivi bisogna invece selezionare il tipo effettivo di obj, in modo da poter 
chiamare il giusto metodo get, che provvederà allʹopportuna conversione; si stamperà 
poi il nome del tipo e il valore opportunamente convertito, ovvero: 
 
public void printPrimitive( 
 Field field, Object obj, PrintWriter out) 
{ 
  
 Class fieldType = field.getType(); 
 if (fieldType.equals(Integer.TYPE))  
 { 
  int val = fieldType.getInt(Obj); 
  out.println("int"); 
  out.println(val); 
 }  
 else if(fieldType.equals(Float.TYPE))  
 { 
  float val = fieldType.getFloat(Obj); 
  out.println("float"); 
  out.println(val); 
 }  
 else //... 
 // ... 
} 
 
In  questo  modo,  ogni  volta  che  cambierà  lʹinformazione  sulla  struttura  dei  tipi,  si 
otterrà  un  diverso  funzionamento  del  metodo  di  memorizzazione  (in  questo  caso 
print), permettendo così al programma di comportarsi in maniera adattiva. 
L’insieme di classi e metodi per manipolare e far comunicare metaoggetti viene detto 
metaobject protocol (MOP). 
Il  C++  non  possiede  queste  caratteristiche;  ad  ogni  modo  però,  sono  state  studiate 
diverse  soluzioni.  Una  di  quelle  che  ha  riscosso  maggiore  successo  è  OpenC++  [7], 
ovvero  un  MOP  che  permette  di  controllare  il  processo  di  compilazione,  rendendo 
possibile l’implementazione di estensioni al linguaggio.  
In  particolare  fornisce  controllo  a  tempo  di  compilazione  sugli  aspetti  chiave  del 
linguaggio, quali classi, metodi, invocazione di funzioni virtuali e creazioni di oggetti. 
Sia  l’utilizzo,  che  la presenza di questi metaoggetti,  avviene  in  fase di  compilazione 
(precompilazione); questo  implica che  il design del MOP è  inerentemente efficiente a 
differenza di molti  altri, dove  i metaoggetti  esistono  e vengono utilizzati  a  runtime, 
richiedendo sofisticate ottimizzazioni per poter raggiungere performance accettabili. 
Il  precompilatore  controlla  la  traduzione  di  codice  OpenC++  (C++  esteso)  in  C++ 
regolare, che sarà poi passato ad un compilatore ordinario. 
Si consideri questa semplice classe: 
 
class Point 
{ 
public: 
 void moveTo(int x, int y); 
private: 
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 int _x; 
 int _y; 
}; 
 
Nella prima fase, dopo l’analisi del sorgente, il MOP crea due metaoggetti; uno per la 
classe  Point,  contenente  la  definizione  del  tipo,  e  uno  per  il  metodo  moveTo, 
contenente  la  definizione  della  funzione.  Il  primo  è  un’istanza  della  classe  Class 
mentre il secondo della classe Function. 
Nella  seconda  fase viene  invocato    il metodo compileSelf di ogni metaoggetto,  che 
genera frammenti di codice C++ ordinario. 
Nella  terza  fase  i  frammenti vengono uniti e convertiti  in  file C++,  in modo da poter 
essere passati ad un normale compilatore. 
Per default  il MOP utilizza metaoggetti che sono  istanze di Class e Function,  il cui 
metodo compileSelf non comporta modifiche sul codice restituito dal precompilatore. 
Per  la  realizzazione  di  estensioni  al  linguaggio,  queste  classi  devono  essere 
specializzate,  ridefinendo  il  metodo  compileSelf,  in  modo  da  generare  il  codice 
necessario per l’estensione. 
Si supponga di voler creare un meccanismo per esporre a runtime  informazioni sulle 
classi, come ad esempio il proprio nome e il nome dei propri membri: 
 
struct ClassInfo 
{ 
 const char* class_name; 
 const char** data_member_names; 
}; 
 
In fase di precompilazione questi dati sono disponibili nei metaoggetti che descrivono 
le  classi;  si  deve  quindi  fare  in  modo  di  mantenere  parte  di  quell’informazione  a 
runtime. 
La  generazione  di  questi  dati  avviene  in  fase  di  precompilazione,  grazie  ad  una 
specializzazione della metaclasse Class con ClassInfoClass.  
Una metaclasse è una classe che permette di istanziare altre classi, compresa se stessa. 
 
class ClassInfoClass : public Class  
{ 
 Expression compileSelf() { ... } 
}; 
 
In  questa  sarà  ridefinito  il metodo  compileSelf  in modo  da  generare  per  la  classe 
Point il seguente codice: 
 
ClassInfo info_Point = { 
 "Point", 
 {"_x", "_y", NULL} 
}; 
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L’utente  a  questo  punto  per  arricchire  i  suoi  tipi  con  queste  informazioni  dovrà 
annotarli con una direttiva OpenC++ che specifica quale metaclasse utilizzare per ogni 
tipo: 
 
metaclass Point : ClassInfoClass 
 
ovvero  che  la  metaclasse  di  Point  è  ClassInfoClass;  oppure,  attenendosi  alla 
definizione appena data di metaclasse, si può dire che la classe Point è un’istanza della 
metaclasse ClassInfoClass. 
È interessante notare come sia netta la distinzione tra codice a compile‐time e codice a 
runtime.  Il  codice  a  compile  time  è  realizzato  dall’interazione  tra  un  insieme  di 
metaoggetti, mentre il codice a runtime è un insieme di routine di supporto a runtime, 
come mostrato nella figura sotto: 
 
 
Library 
class 
ClassInfoClass
class  
Point
class 
ClassInfo
compile‐time code runtime code
User Program 
 
Quello che si è ottenuto nell’esempio appena citato può essere considerato come una 
versione minimale per importare nel linguaggio meccanismi introspettivi a runtime. 
Chiaramente  però  in  questo  modo  si  sta  utilizzando  un  nuovo  linguaggio,  un 
linguaggio aperto; non si utilizza più quindi il C++, ma una sua estensione. 
L’uso di preprocessor di un linguaggio, specialmente di quelli complessi, è in generale 
visto  con  diffidenza  poiché  normalmente  ha  un  impatto  significativo  sui  costi  di 
manutenzione di un programma: il compilatore C++ vero e proprio compila il risultato 
della  trasformazione,  rendendo  difficile  da  capire  dove  un  errore  sia  generato,  nel 
programma o nella sua trasformazione. 
Sarebbe  quindi  auspicabile  un  meccanismo  per  la  reflection  che  sia  basato 
esclusivamente sui meccanismi del linguaggio piuttosto che sull’ausilio di programmi 
esterni. 
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Qualche definizione 
Il  processo che porta alla fruibilità dei metadati è noto come reificazione, grazie al quale 
si converte  in un oggetto concreto qualcosa che di per sé è astratto. Quando  il codice 
sorgente  di  un  programma  viene  compilato,  le  informazioni  sulla  sua  struttura 
vengono normalmente perse; grazie al processo di reificazione questa  informazione è 
mantenuta sotto forma di metadato [15]. 
Detto  in un  altro modo, dato un programma  scritto  in un  certo  linguaggio,  tutti gli 
aspetti del  linguaggio  che  sono  impliciti nel programma  tradotto,  saranno  esplicitati 
utilizzando  i meccanismi di astrazione del  linguaggio.  In questo modo  il programma 
potrà ispezionare questi aspetti come dati ordinari. 
I metadati possono non solo essere ispezionati, ma anche modificati. Infatti quando un 
programma  intercede con  la sua  rappresentazione, può manipolare  i metadati che  lo 
descrivono, riuscendo ad alterare  il suo stato, modificando  la propria  interpretazione 
di  sé.  Nel  caso  di  Java  e  C#  questo  non  è  permesso,  visto  che  i  tipi  caricati  nella 
macchina virtuale sono  immutabili. È però consentito, come sarà mostrato  in seguito, 
manipolare  il programma prima che venga caricato nella macchina virtuale. Questo è 
possibile  in  C#,  grazie  alla  libreria  di  classi  Reflection.Emit,  e  in  Java,  grazie  ad 
un’estensione detta JavAssist, che sarà presentata meglio in seguito. 
Questi due modi di manipolare  i metadati, ovvero  l’abilità di osservare  se  stesso  ed 
intercedere presso la propria rappresentazione per modificare il suo comportamento o 
la sua struttura, vanno sotto il nome di reflection. 
In un ambiente object‐oriented i metadati prendono il nome di metaoggetti e l’insieme 
di essi permette di rappresentare  l’insieme di classi del  livello base. In particolare tali 
metaoggetti sono oggetti di tipo classe, ovvero oggetti che rappresentano classi. 
Un sistema object‐oriented è formato da un insieme finito di oggetti (ordinari) ognuno 
dei quali ha associata un’unica entità chiamata classe. 
Ogni classe è rappresentata a runtime tramite un oggetto di tipo classe (metaoggetto). 
La nozione di  classe  fa parte del  linguaggio di programmazione, mentre un oggetto 
classe è la reificazione di tale nozione. 
Gli  oggetti  ordinari  sono  legati  agli  oggetti  di  tipo  classe  tramite  una  relazione  di 
istanza (instanceOf), come mostrato nella figura sotto: 
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in
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livello base 
metalivello 
iXn
X
oggetto 
classe
oggetto 
ordinario
iX1
 
 
Gli  oggetti  (ordinari)  iXi  sono  istanze del metaoggetto  X,  che  è  la  reificazione della 
classe X. 
Sia quindi O l’insieme degli oggetti e C l’insieme delle classi reificate. Per ogni oggetto 
esiste una ed una sola classe associata ad esso.  
Esiste  cioè  una  funzione  class,  che  dato  un  qualsiasi  elemento  dell’insieme  O, 
restituisce  un  elemento  dell’insieme  C,  ovvero  la  rappresentazione  della  classe 
associata all’oggetto O. 
 
class: O -> C 
 
L’operatore isClassOf, è una relazione su C × O, tale che Y isClassOf X se e solo se 
Y = class(x). 
L’operatore instanceOf è l’inverso dell’operatore isClassOf. 
Le rappresentazioni delle classi sono a loro volta oggetti, visto che devono esistere nel 
sistema. Questo  implica che  l’insieme degli oggetti O contiene  l’insieme delle classi C. 
La differenza principale tra gli elementi di C e gli elementi di O che non appartengono a 
C, è che i primi possono istanziare gli oggetti che contribuiscono alla popolazione di O, 
mentre gli ultimi non possono creare istanze. 
Gli elementi di O che non sono classi vengono detti oggetti ordinari. 
A questo punto però sorge un problema. Visto che ogni oggetto deve essere associato 
ad un’unica classe  (che ne può creare  l’istanza), e visto che  le classi  sono oggetti, ne 
segue che ogni elemento dell’insieme C deve essere associato ad una classe per poter 
essere creato. 
Gli oggetti classe si considerano quindi associati ad un altro oggetto classe chiamato 
Class, ottenendo così quanto segue: 
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Naturalmente  anche  il  metaoggetto  Class  appartiene  all’insieme  degli  oggetti  O,  e 
come tale deve essere associato ad un’altra classe. Ma anche la classe associata a Class 
è un’oggetto, da cui la necessità di essere istanziato da un’altra classe e così all’infinito.  
Si è in questo modo dato vita ad una catena infinita di oggetti che descrivono classi. 
Per  evitare  questa  catena  infinita,  si  introduce  il  concetto di metaclasse,  ovvero una 
classe che permetta di  istanziare altre classi, compresa se stessa, come mostrato nella 
figura sotto: 
 
 
instanceOf
XY 
in
st
an
ce
Of
 
<<metaclass>> 
Class
 
dove X  e Y  sono  classi,  le quali  sono  istanziate dalla  classe Class,  che  è  a  sua volta 
un’istanza di se stessa. 
Una classe che non è una metaclasse viene detta classe ordinaria. 
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Facendo il punto della situazione, si può dire che: 
 
? Le classi sono oggetti. 
? Una classe è un metaoggetto. 
? Una metaclasse è una speciale classe le cui istanze sono classi. 
 
Una  classe  per  poter  esistere  a  runtime,  deve  essere  trasformata  (processo  di 
reificazione)  in  un’entità  manipolabile,  ovvero  in  un  oggetto,  che  avrà  poi  la 
caratteristica di poter creare altri oggetti. 
Chiaramente la rappresentazione di una classe è un metaoggetto, in quanto è un’entità 
che fa parte del metalivello. 
Non  tutti  i  metaoggetti  sono  però  oggetti  classe,  visto  che  nel  metalivello  possono 
esistere  metaoggetti  che  non  necessariamente  hanno  la  capacità  di  creare  istanze. 
Infatti, ad esempio,  i descrittori dei membri di una classe non possono creare  istanze, 
ma sono comunque metaoggetti. 
Diverse categorie di reflection 
La reflection può essere descritta secondo due dimensioni: la prima definisce il tipo di 
reflection,  mentre  la  seconda  definisce  in  quale  momento  del  ciclo  di  vita  del 
programma ha luogo. 
Esistono due tipi di reflection: structural reflection e behavioral reflection. 
Per structural reflection si intende reflection sulla struttura del programma, la quale è 
definita per esempio dalle sue classi. Quello che viene reificato è essenzialmente ciò che 
è specificato nel codice sorgente del programma.  
Può essere utilizzata per analizzare una classe, osservando le sue variabili di istanza e i 
suoi metodi (introspection). 
Può essere anche utilizzata per creare nuove classi o modificarne di esistenti, in modo 
da estendere  il programma  (alteration). Questa possibilità può essere definita come  la 
capacità di un programma di generare nuovi  frammenti che possono essere  integrati 
nel  programma  stesso;  le  alterazioni  devono  essere  implementate  con  la  dovuta 
attenzione  seguendo  gli  accorgimenti  descritti  in  [28],  per  non  rendere  il  sistema 
instabile.  Infatti  basterebbe  cambiare  il nome di una  classe per  influenzarne  tutte  le 
istanze e le sottoclassi. 
Per  behavioral  reflection  si  intende  l’abilità,  per  un  linguaggio,  di  riflettere  sulla 
propria semantica e sulla propria implementazione. 
Ogni elemento del linguaggio è definito nella specifica del linguaggio e del suo sistema 
a runtime. 
Ad  esempio,  le  specifiche  di  un  linguaggio  spiegano  come  il  runtime  gestisca  il 
dispatch  dei  metodi  o  come  vengano  passati  i  parametri,  se  per  valore  o  per 
riferimento. 
Tramite  la  behavioral  reflection  questi  elementi  vengono  reificati,  e  quindi  il 
programmatore può usarli  come  normali dati. Come  il precedente  tipo di  reflection 
permetteva  l’alterazione della struttura delle classi, così questo permette  l’alterazione 
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degli elementi del linguaggio, come la semantica dello stesso. Si potrebbe, ad esempio, 
trasformare  un  linguaggio  che  supporta  solamente  l’ereditarietà  singola  in  un 
linguaggio che supporti la multipla. 
Queste  possibilità  complicano  notevolmente  l’implementazione  dei  linguaggi  che 
supportano questo tipo di riflessione. Si supponga che l’interprete del programma sia 
scritto nello stesso linguaggio in cui è scritto il programma. Le alterazioni compiute sul 
linguaggio avranno quindi implicazioni sull’interprete, il quale potrà cambiare il modo 
in cui  interpreta  il programma. Per approfondire queste argomentazioni, che esulano 
dagli scopi della tesi si rimanda ai lavori di Brian Smith [36]. 
Oltre  a  questa  prima  distinzione  sulle  funzionalità,  se  ne  può  notare  un’altra 
temporale,  identificabile nel momento  in cui avvengono  le computazioni riflessive. Si 
può distinguere infatti tra reflection a compile time e reflection a runtime. 
La reflection a compile time permette di controllare il processo di compilazione di certe 
espressioni  del  linguaggio,  influenzando  il  modo  in  cui  il  compilatore  trasforma  il 
codice sorgente in binario. 
Spesso  viene  utilizzata  per  la  realizzazione  di  estensioni  sintattiche  e  semantiche  al 
linguaggio. 
L’esempio  fatto  precedentemente  usava  OpenC++,  linguaggio  che  implementa  una 
reflection a compile time estremamente flessibile, visto che l’intero albero di parsing è 
disponibile ai programmi del metalivello. 
Il  principale  vantaggio  della  reflection  a  compile  time  è  insito  nella  sua  natura.  Le 
attività  riflessive hanno  luogo  a  compile  time  e quindi hanno un  impatto pressoché 
nullo  a  runtime.  D’altro  canto  però  solo  l’informazione  statica  è  disponibile  per  le 
computazioni  riflessive,  e  questo  può  limitare  la  flessibilità.  Inoltre  per  essere 
applicata, questo tipo di reflection, ha bisogno del codice sorgente. 
La reflection a runtime, come si può immaginare, perde in efficienza, ma guadagna in 
flessibilità rendendo il software del livello base adattabile a tempo d’esecuzione. 
Un  linguaggio  di  programmazione  che  permetta  una  piena  reflection  a  runtime  è 
CLOS [25]. 
Java,  con  la  sua  Reflection  API,  fornisce  al  programmatore  una  reflection  di  tipo 
strutturale a runtime. Si può però sfruttare l’introduzione del concetto di ClassLoader 
[26] per introdurre una reflection di tipo strutturale a tempo di caricamento delle classi 
(load  time  reflection).  In questo modo  si  riesce  ad  effettuare  computazioni  riflessive 
prima di caricare  i  tipi nella macchina virtuale. Questa possibilità,  in  linguaggi come 
Java, ha una rilevanza notevole, perchè permette di superare alcuni limiti imposti dalla 
reflection a runtime.  Infatti non si va più ad operare su classi già caricate nella  JVM, 
che sono per ragioni di sicurezza immutabili, ma su tipi ancora ignoti al runtime. 
Un classico esempio di reflection a  load  time è  l’aggiunta dinamica di un membro di 
istanza ad una classe già compilata. L’estensione riflessiva di Java, chiamata JavAssist 
permette di utilizzare la reflection a load time in questo senso [8]. 
La  reflection  a  tempo di  caricamento  offre  vantaggi  anche  nei  confronti  di  quella  a 
tempo di compilazione. Infatti, non opera sul codice sorgente, ma opera sul bytecode, e 
quindi può essere adottata anche  in assenza del primo. Si perdono però  i vantaggi di 
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efficienza che forniva la reflection a compile time, visto che quella a load time avviene 
mentre il programma è in esecuzione. 
Obiettivi e limiti 
Ogni  volta  che  si  parla  di  reflection  è  sempre  opportuno  distinguere  quando  ci  si 
riferisca  alla  structural  o  alla  behavioral,  visto  che  la  loro  realizzazione  è 
completamente diversa. 
La reflection strutturale è parte dei moderni linguaggi di programmazione commerciali 
come  Java  e  C#;  l’introspezione  facilità  l’adattabilità  e  la  riusabilità  dei  framework 
costruiti  con  questi  linguaggi,  mentre  l’alterazione  rende  agevole  la  manipolazione 
delle classi e la generazione di codice.  
L’altro  tipo  di  reflection  non  fa  parte  di  questi  linguaggi,  vista  la  sua  difficile 
implementazione nonché i problemi di sicurezza che comporta.  
Esistono comunque diverse estensioni, in particolare di Java, che modificando la JVM 
permettono behavioral reflection [18, 30]. 
Inoltre dalla version 1.3 del JDK permette di realizzare una vaga forma di behavioral 
reflection,  intercettando  l’invocazione di metodi, e permettendo di  inserire frammenti 
di codice prima e dopo la loro chiamata, tramite le classi definite nelle Proxy API.  
Le  classi  Proxy  e  InvocationHandler  riescono,  in  maniera  generativa,  ad 
implementare  le  interfacce  passate,  rendendo  del  tutto  trasparente  il  loro  utilizzo 
all’utente finale.  
Questa  capacità  viene  detta  intercessione  sull’invocazione  dei  metodi,  visto  che 
intercettare un metodo può significare modificarne il funzionamento. 
Una classica applicazione è nell’implementazione di servizi remoti, dove un proxy può 
rendere un oggetto remoto del tutto simile ad un oggetto locale all’applicazione. 
Java, come molti altri  linguaggi che  supportano  la  reflection, è  implementato su una 
macchina  virtuale,  la  JVM.    È  importante  non  confondere  le  API  riflessive  per  il 
linguaggio della macchina virtuale con quelle del linguaggio ad alto livello. 
Le Reflection API di  Java non  riflettono  il  linguaggio ad alto  livello, ma  la macchina 
virtuale. Per notare questo basta fare un esempio. 
Si  considerino  le  classi annidate  in  Java. A differenza di quelle di C# o di C++,  esse 
permettono automaticamente di gestire  le  istanze della classe che  la contiene, mentre 
nelle altre è opportuno passare l’oggetto this. 
Il  linguaggio della  JVM  non  gestisce  invece  le  classi  annidate  come  fa  il  linguaggio 
Java. Infatti quello a più basso livello si comporta come C++  o C#. Per questo motivo il 
compilatore sintetizza un riferimento a this, e un costruttore come un parametro per 
passare tale riferimento all’interno della classe annidata. 
Elencando  infatti  i  field di una classe nested si può osservare  la presenza di this$0, 
oggetto  che ha  lo  stesso  tipo della  classe  che  contiene  la  classe annidata. Allo  stesso 
modo, elencando  i costruttori, se ne può osservare uno che prende un parametro che 
ha lo stesso tipo del tipo di this$0. 
Per evitare queste situazioni sarebbe opportuno dividere le API di alto livello da quelle 
di basso  livello, concludendo che ci dovrebbero essere distinte API riflessive per ogni 
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linguaggio  in un sistema; dovranno quindi esistere quelle per  la macchina virtuale, e 
quelle di tutti i linguaggi che hanno come target la VM. 
Template Metaprogramming 
I  type system che permettono ad un singolo  frammento di codice di essere utilizzato 
con diversi tipi sono conosciuti come sistemi polimorfici. In particolare il polimorfismo 
parametrico permette di  rendere un  singolo pezzo di codice parametrico  sui  tipi  che 
utilizza. 
Il C++  supporta  questo  stile di  programmazione  grazie  ai  template,  permettendo di 
definire tipi generici, i quali devono essere specializzati a compile time prima di poter 
essere utilizzati. Ad esempio una lista può essere definita come segue: 
 
template <typename T> class List; 
 
dove  il  parametro  T  può  essere  sostituito  da  qualsiasi  tipo  quando  il  codice  viene 
compilato (processo di instanziazione): 
 
List<int> l1; 
List<string> l2; 
 
Il  compilatore  genera  quindi  il  codice  specifico  per  ogni  tipo  generico  instanziato, 
creando una nuova classe per ogni instanziazione. 
Questa modalità di gestione del  codice generico porta  sia vantaggi  che  svantaggi;  il 
vantaggio principale è che il codice generato è estremamente ottimizzato, identico cioè 
a  quello  che  verrebbe  scritto  da  una  persona  che  implementi  la  classe  come 
monomorifica. 
Da  questo  chiaramente  segue  che  una  classe  generica  non  potrà  mai  essere 
specializzata a runtime, limitando così la flessibilità del meccanismo. 
Da ciò seguono altri limiti, come lunghi tempi di compilazione, dovendo ricompilare il 
codice ad ogni nuova instanziazione, e la necessità di dover distribuire nelle librerie il 
template del codice sorgente generico. 
La  potenza  del  meccanismo  di  template  del  C++  è  chiaramente  incentrata  sulla 
generazione di codice. Inoltre, altre caratteristiche, quali  la possibilità di specializzare 
parametri  template e  la possibilità di definire  template  ricorsivi, hanno  reso possibili 
alcune  affascinanti  prospettive  (cap.  2),  trasformando  i  template  in  un  linguaggio 
funzionale valutato a compile time.  
Questa tecnica, che consiste nell’eseguire porzioni di codice a compile time, viene detta 
template metaprogramming. 
Il primo esempio, presentato quasi per gioco nel 1994 da Enrich Unruh [41], consisteva 
nell’implementazione  di  un  piccolo  programma  C++  per  calcolare  numeri  primi  a 
compile time, stampandoli come warning da parte del compilatore. 
Il primo modo che può venire in mente per sfruttare queste nuove possibilità è quello 
di  scrivere  le  proprie  ottimizzazioni  a  compile  time,  valutando  espressioni,  oppure 
generando codice ottimizzato. 
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Chiaramente lo sviluppo di queste tecniche è iniziato in maniera del tutto accidentale, 
ma  il  template metaprogramming è comunque sorprendentemente potente, visto che 
utilizza  solamente  carattestiche  dellʹISO  C++,  senza  dipendere  da  estensioni  al 
linguaggio o esoteriche ottimizzazioni del compilatore. 
Quello a cui si punta è quindi un approccio  ibrido alla programmazione, uno stile di 
programmazione diviso cioè in due livelli di codice: il codice C++ eseguibile a runtime, 
ed i metaprogrammi template che vengono eseguiti a compile time.  
Ciò che in genere viene fatto è sfruttare queste caratteristiche per specializzare il codice 
una volta conosciuti alcuni input a tempo di compilazione. 
In generale con  il  termine metaprogramma si  indica un programma che manipola un 
altro  programma.  Un  classico  esempio  può  essere  il  generatore  di  parser  Yacc[23]. 
L’input di Yacc è una grammatica, con le relative azioni racchiuse tra parentesi graffe. 
Ad esempio per  il parsing e  la valutazione del  classico  linguaggio per espressioni  si 
può fornire come input il seguente frammento: 
 
expression : term 
              | expression '+' term { $$ = $1 + $3; } 
              | expression '-' term { $$ = $1 - $3; } 
              ; 
term : factor 
        | term '*' factor { $$ = $1 * $3; } 
        | term '/' factor { $$ = $1 / $3; } 
        ; 
 
factor : INTEGER 
       | group 
       ; 
 
group : '(' expression ')' 
      ; 
 
Yacc  a  questo  punto  genera  un  file  sorgente  scritto  in  C  contenente  una  funzione 
yyparse, con le procedure di parsing e le relative azioni.  
Essendo Yacc utilizzato quasi esclusivamente nel dominio dei parser, il linguaggio che 
prende come  input verrà chiamato domain  language. L’output, ovvero  il  linguaggio C, 
verrà  invece  chiamato  host  language.  Yacc  si  può  quindi  definire  come  un 
metaprogramma in cui il domain language differisce dall’host language.  
I metaprogrammi  template  hanno  invece  come  dominio  un  sottoinsieme  del C++,  e 
vengono eseguiti negli  stessi passi di  traduzione utilizzati per processare  il  resto del 
normale programma. 
I primi metaprogrammi template scritti in C++ consistevano in computazioni su interi 
[41], ma  come  si vedrà dal prossimo  capitolo,  la parte più  interessante del  template 
metaprogramming consiste nell’effetturare computazioni su tipi. 
La libreria Spirit [19], in maniera simile a Yacc, data una grammatica, genera il parser 
relativo. Diversamente da quanto fa Yacc, tale libreria definisce il suo domain language 
come  sottoinsieme dello  stesso C++.  Infatti permette di definire una grammatica del 
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tutto  equivalente  alla  precedente  scrivendo  codice  C++  legale  (in  particolare 
utilizzando expression template generate tramite l’overloading di alcuni operatori): 
 
expr = 
        (term[expr.val = _1] >> '+' >> expr[expr.val += _1]) 
       |(term[expr.val = _1] >> '-' >> expr[expr.val -= _1]) 
       |term[expr.val = _1] 
       ; 
 
term = 
        (factor[term.val = _1] >> '*' >> term[term.val *= _1]) 
       |(factor[term.val = _1] >> '/' >> term[term.val /= _1]) 
       | factor[term.val = _1] 
       ; 
 
factor = 
        integer[factor.val = _1] 
       |('(' >> expr[factor.val = _1] >> ')') 
       ; 
 
Ogni  assegnamento  memorizza  un  oggetto  funzione  che  effettua  il  parsing    e  le 
valutazioni  della  grammatica  sul  lato  destro  dell’operatore  di  assegnamento.  Le 
funzionalità  calcolate  da  ogni  oggetto  funzione  quando  invocato,  sono  determinate 
interamente  dal  tipo  dell’espresione  utilizzata  per  costruirlo,  ed  il  tipo  di  ogni 
espressione è calcolato dal metaprogramma associato ai vari operatori utilizzati. 
Casi come quello dell’esempio riportato ora rappresentano una delle aree di maggiore 
interesse  per  la  metaprogrammazione  e  per  il  template  metaprogramming  in 
particolare.  Questa  categoria  di  applicazioni  va  sotto  il  nome  di  domain‐specific 
embedded languages (DSEL). 
Nel prossimo capito verranno approfonditi i concetti introdotti nella seconda parte di 
questa  introduzione.  Nel  terzo  verranno  implementate  diverse  soluzioni  per  la 
reflection  in  C++.  Nel  quarto  verrà  infine  presentato  un  esempio  di  utilizzo  della 
reflection, che permette di trasformare in stream di byte oggetti C++. 
 
 
 
Capitolo 2 
 
Programmazione generica e 
metaprogrammazione statica 
 
 
In  questo  capitolo  si  introducono  alcune  delle  metodologie  utilizzate  nel  prosieguo 
della tesi, per la comprensione della quale solo un sottoinsieme delle tecniche esposte è  
necessario.  In  particolare,  le  parti  relative  alle  expression  template  e 
all’implementazione  statica  del  costrutto  while,  sono  presentate  esclusivamente  per 
completezza. 
Programmazione generica 
Tramite  la  programmazione  generica  è  possibile  sviluppare  algoritmi  in  termini  di 
“concetti”,  dove  per  concetto  si  intende  una  famiglia  di  astrazioni  correlate  da  un 
insieme  di  requisiti  comuni.  Si  cerca  quindi  di  individuare  un  insieme  di  requisiti 
sufficientemente  generali  da  poter  essere  soddisfatti  da  una  vasta  famiglia  di 
applicazioni, pur essendo sufficientemente restrittivi da poter scrivere programmi che 
operano  efficientemente  su  ciascun  membro  della  famiglia.  Questo  è  il  compito 
fondamentale nella progettazione di componenti software. 
Si consideri, ad esempio, la funzione che calcola il quadrato di un numero intero: 
 
int sqr(int x) { 
 return x * x; 
} 
 
Questa funzione non può essere usata con un argomento di tipo double; pertanto per 
l’analogo calcolo del quadrato di un numero  reale è necessario scriverne una nuova. 
Sfruttando  l’overloading  è  possibile  mantenere  lo  stesso  nome  per  le  due  funzioni, 
lasciando  al  compilatore  il  compito  di  selezionare  la  versione  giusta  a  seconda  del 
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parametro  effettivamente  specificato.  Questa  soluzione  è  efficiente,  ma  comporta 
un’inutile duplicazione del codice.  
Nei  linguaggi con dynamic  typing, come Lisp, Smalltalk e Python, è possibile scrivere 
funzioni  senza  specificare  il  tipo  delle  variabili.  L’esempio  precedente  può  essere 
quindi espresso come segue: 
 
sqr(x) : return x * x 
 
In questo caso il type checking non è eseguito a tempo di compilazione, ma deve essere 
effettuato  a  runtime. Nell’esempio di  cui  sopra,  l’operatore di moltiplicazione dovrà 
esaminare  il  tipo  dei  suoi  argomenti  per  determinare  come  svolgere  l’operazione. 
Questo  approccio  evita  la  duplicazione  del  codice  a  spese  dell’efficienza,  visto  che 
occorre  conservare  l’informazione  di  tipo  a  runtime  ed  ogni  volta  che  l’operazione 
viene eseguita occorre ripetere il controllo dei tipi. 
I template C++ consentono di scrivere codice generico  la cui correttezza dei tipi viene 
controllata a  tempo di compilazione. Ad esempio sqr può essere  implementata come 
segue: 
 
template <typename T> T sqr(T x) { 
 return x * x; 
} 
 
Il compilatore C++ genera automaticamente  il codice specializzato sulla base del  tipo 
con cui il template viene istanziato. 
I  template non  sono definizioni di classi o  funzioni, ma sono  istruzioni che vengono 
date al compilatore su come generare tali definizioni.  L’istanziazione è il processo per 
ottenere  classi  e  funzioni  regolari  dal  corrispondente  template.  In  questo  caso 
istanziazione  non  va  confusa  con  la  creazione  di  oggetti;  in  seguito  sarà  chiaro  dal 
contesto quando ci si riferisce all’uno o all’altro significato.  
Il template sopra può essere invocato come una normale funzione: 
 
sqr(2) 
 
Il  compilatore  determina  il  tipo  con  cui  istanziare  T  in  base  all’argomento  della 
funzione 
T
sqr, ricavandone il tipo, ossia int.  
Il meccanismo di istanziazione è applicabile a qualunque tipo dell’argomento, sia esso 
int, float, string, o altro, purché per esso sia definito l’operatore  *. 
Tale  operatore  è  ovviamente definito  per  tutti  i  tipi  base  numerici;  inoltre  in C++  è 
possibile sovraccaricare gli operatori consentendo di estendere la loro definizione a tipi 
diversi da quelli primitivi.  
Lo  sforzo  richiesto  al programmatore C++  in  termini di  linee di  codice  ora  è pari  a 
quello richiesto da chi programma con un linguaggio con type checking dinamico.  
La  differenza  sta  nel  fatto  che  il  per  ogni  tipo  viene  generato  codice  specializzato, 
funzionante  solo per quel determinato  tipo; da  cui  segue  la possibilità di  analizzare 
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staticamente  il  codice  e  gestire  eventuali  errori  di  tipo  a  compile  time,  anziché  a 
runtime. 
L’astrazione dai tipi concreti può essere realizzata anche utilizzando il polimorfismo di 
sottotipo. Per esempio, considerando ancora l’elevamento al quadrato, in C++ si ottiene 
quanto segue: 
 
class Multipliable 
{ 
public: 
 virtual Multipliable* multiply(Multipliable* m) = 0; 
};  
 
Multipliable* sqr(Multipliable* m1) { 
 return m1->multiply(m1); 
} 
 
Chiaramente  ora  c’è  l’impossibilità  di  gestire  i  tipi  base  del  linguaggio.  Infatti,  non 
appartenendo ad alcuna gerarchia non possono implementare interfacce, come invece 
dovrebbero  fare  gli  oggetti  a  cui  è  applicabile  il metodo  multiply. Da  ciò  segue  la 
necessità  di  realizzare  classi  che  implementino  l’interfaccia  Multipliable,  le  quali 
contengano i tipi base necessari. 
Gli esempi presentati, tranne quello che sfrutta l’overloading, ricadono tutti sotto una 
ampia  classe di polimorfismo:  il polimorfismo universale  [6]. Questo  si distingue  in  
polimorfismo per inclusione e polimorfismo parametrico.  
Il polimorfismo per inclusione corrisponde al polimorfismo per sottotipo dei linguaggi 
OO,  che  consente di utilizzare un  oggetto della  classe derivata  (sottotipo)  in  tutti  le 
espressioni in cui è ammessa la presenza di un oggetto della classe base. 
La soluzione tramite la classe Multipliable è più complessa rispetto alla precedente e 
ha altre due conseguenze negative: 
? richiede di dover implementare un wrapper per ogni nuovo tipo. 
? il  type  checking  statico  è  compromesso,  visto  che  si  potrebbe  tentare  di 
moltiplicare variabili di tipo (concreto) diverso. L’unico modo per evitare ciò è 
controllare i tipi dinamicamente prima di moltiplicarli, reintroducendo così un 
controllo a  runtime. Chiaramente questo problema non  sussiste per  sqr, visto 
che moltiplicando un oggetto per se stesso, non c’è rischio che  i tipi dei valori 
moltiplicati siano diversi. 
Il  polimorfismo  parametrico  (parametric  polymorphism)  può  essere  distinto  in  due 
categorie:  unbounded  parametric  polymorphism,  come  quello  messo  a  disposizione  dal 
C++ tramite i template, e bounded parametric polymorphism, come quello presente in Ada 
e nelle nuove versioni di C# e  Java, nel quale è possibile  imporre dei vincoli sul  tipo 
parametrico passato. 
Nel  caso  del  polimorfismo  unbounded  gli  argomenti  di  un  tipo  generico  non  sono 
vincolati  in alcun modo, mentre nell’altro caso ad ogni parametro viene associato un 
tipo  da  cui  il  parametro  deve  ereditare  introducendo  un  vincolo  sulle  possibili 
istanziazioni del tipo generico. 
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Standard Template Library 
La Standard Template Library  (STL): una  libreria generica scritta  in C++ che  fa parte 
dello  standard  del  linguaggio,  rappresenta  un  esempio  significativo  di  uso  del 
polimorfismo parametrico in C++. 
La  libreria  fornisce  un  insieme  di  contenitori  generici  (come  liste,  vettori,  pile)  ed 
algoritmi  generici  che  operano  su  tali  contenitori  (come  ad  esempio  ordinamenti  e 
ricerche). L’obiettivo principale nello  sviluppo della STL  era quello di  implementare 
algoritmi nella forma più generale possibile senza comprometterne l’efficienza e senza 
uso di ereditarietà (intesa come polimorfismo di sottotipo) [35]. 
Tutti gli algoritmi generici  sono  in grado di operare non  solo  sui  contenitori definiti 
nella  libreria, ma  su qualsiasi  struttura dati  che esponga  il  concetto di  iteratore, una 
generalizzazione del puntatore C, disegnato per navigare strutture dati arbitrarie. 
La libreria è organizzata su tre dimensioni ortogonali: gli algoritmi, le strutture dati, e 
gli  iteratori.  In poche parole gli algoritmi  sono  implementati usando gli  iteratori per 
navigare  le strutture dati essendo garantiti che ogni operazione su di essi abbia come 
costo O(1). Per questo esistono differenti  tipologie di  iteratori:  forward  iterator, capaci 
solo  di  avanzare  sulla  struttura  (come  ad  esempio  una  single  linked  list),  backward 
iterator, che consentono di andare avanti e indietro di un elemento (come in una double 
linked list), random access iterator, che consentono accesso casuale alla struttura (come in 
un array). Le operazioni sugli iteratori sono definite sovraccaricando gli operatori che 
si usano per compiere le operazioni analoghe su un normale puntatore. 
Un vettore generico potrebbe essere definito come segue: 
   
template <typename T, int size> 
class Vector 
{ 
public: 
 typedef T element_type; 
 typedef T* iterator; 
 
 iterator begin() { 
  return (_els);  
 } 
 
 iterator end() {  
  return (begin() + size); 
 } 
 
private: 
 element_type _els[size]; 
}; 
 
La definizione  fa uso di un parametro di  tipo T e un parametro argomento, che è un 
valore  di  tipo 
T
int.  Il  primo  definisce  il  tipo  degli  elementi  del  vettore,  mentre  il 
secondo ne definisce la dimensione. Il contenuto del vettore è rappresentato tramite un 
array. In questo caso l’iteratore coincide con un semplice puntatore: 
 
typedef T* iterator; 
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Il seguente algoritmo generico, ad esempio, somma tutti gli elementi di un contenitore 
generico: 
 
template <typename Container> 
typename Container::element_type sum(Container& cont) 
{ 
 typename Container::element_type tmp = 0; 
 for ( Container::iterator iter = cont.begin(); 
  iter != cont.end(); ++iter) 
   
  tmp += *iter; 
 
 return tmp; 
} 
 
La  funzione  sum  prende  in  pasto  un  contenitore  e  restituisce  la  somma  dei  suoi 
elementi. 
In  questo  esempio  non  è  necessario  implementare  l’interfaccia degli  iteratori perché 
coincide  con  quella  dei  puntatori;  nella  maggior  parte  dei  casi  non  è  così,  e  va 
codificata: 
 
template <typename T> 
class Vector 
{ 
public: 
 class iterator 
 { 
 public: 
  T& operator*(); 
  T* operator->(); 
  iterator& operator++(); 
  // ... 
 }; 
 
 iterator begin(); 
 iterator end(); 
 
private: 
 T* _data; 
}; 
 
La genericità nella STL  è ottenuta attraverso  i  template,  che permettono di generare 
codice ad hoc per ogni tipo, piuttosto che facendo uso del polimorfismo di sottotipo. 
Ed è proprio grazie questo meccanismo se si possono utilizzare  indifferentemente sia 
puntatori  che  classi  per  iterare,  visto  che  il  compilatore  non  fa  assunzioni  sul  tipo 
dell’iteratore (sia esso una classe o un normale puntatore). 
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Specializzazione dei template 
Una volta definito un  template, è possibile definirne versioni speciali per determinati 
valori dei  suoi parametri. La possibilità di  specializzare  consente di  trattare  casi  che 
richiedono un’implementazione particolare che non è riconducibile al caso generico. 
Ad  esempio  la  classe  template  set<T>  può  essere  specializzata  su  int  (set<int>) 
utilizzando  la  classe  bitset.  In  questo  modo,  gli  elementi  dell’insieme  sono 
rappresentati  settando  a  vero  l’indice  che  li  rappresenta  nel  bitset,  invece  di 
memorizzare il loro valore. 
Si supponga di avere la seguente definizione di classe: 
 
template <typename T1, typename T2> 
class Foo 
{ 
 // general implementation for Foo<> 
 // ... 
}; 
 
Esistono  due  gradi  diversi  di  specializzazione.  La  specializzazione  esplicita  che 
permette di ridefinire la classe per tutti i parametri template 
 
template <> 
class Foo<int, double> 
{ 
 // special implementation for Foo<int, double> 
 // ... 
}; 
 
e  la specializzazione parziale, che permette di specializzare  il  template solo su alcuni 
dei  suoi  parametri.  Vengono  cioè  specificati  solo  particolari  argomenti  template  e 
vengono lasciati generici gli altri; per esempio: 
 
template <typename T2> 
class Foo<double, T2> 
{  
 // special implementation for Foo<double, T2> 
 // ... 
}; 
 
Al momento dell’istanziazione di un template, il compilatore si deve occupare (tramite 
pattern  matching  sui  tipi)  di  selezionare  la  classe  più  aderente  ai  parametri  del 
template  forniti  dall’utente,  secondo  il  criterio  di  maggior  specializzazione:  il 
compilatore  sceglierà  sempre  l’implementazione più  specifica  compatibilmente  con  i 
tipi indicati sul tipo generico. 
Ad esempio, riferendosi all’esempio precedente del vettore, anziché utilizzare un array 
quando  la dimensione  richiesta è di un  solo elemento, basta memorizzare  solamente 
quell’unico elemento, senza dover allocare un array con un solo elemento.  Inoltre, se 
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quella classe venisse istanziata con size pari a zero, il compilatore darebbe un errore, 
visto che non si possono creare array di dimensione nulla. 
Quindi, nel primo caso si avrà: 
 
template <typename T> 
class Vector<T, 1> 
{ 
 // ... 
private: 
 T _elem; 
}; 
 
mentre nell’altro 
 
template <typename T> 
class Vector<T, 0> 
{ 
 // ... 
private: 
 // vuoto; 
}; 
 
Questo meccanismo di specializzazione, sia esso parziale o completo, non è supportato 
dalle funzioni template. 
Per  specificare  diversi  comportamenti  in  base  al  tipo,  per  le  funzioni,  si  utilizza 
l’overloading, che permette la stessa potenza dei meccanismi sopra. 
Volendo ad esempio implementare una funzione less che testa se il primo parametro 
è minore del secondo, scriverei un template come il seguente: 
 
template<class T> bool less(T a, T b) {  
 return a < b;  
} 
 
Ma  cosa  succederebbe  se  T  fosse  una  stringa  in  stile  C?  Verrebbe  fatto  il  test 
sull’indirizzo  del  primo  carattere  della  stringa;  per  evitare  ciò  va  fornita  una 
specializzazione della funzione, in modo da poter trattare a parte questa contingenza: 
T
 
bool less(const char* a, const char* b) {  
 return strcmp(a,b) < 0;  
} 
 
Un linguaggio a due livelli 
L’elaborato meccanismo di  template del C++, unito ad altre caratteristiche, costituisce 
un  linguaggio  a  compile  time  Turing‐completo.  Un  metaprogramma  template  può 
infatti contenere:  
? variabili di stato, tramite i parametri template 
? costrutti di ciclo, tramite ricorsione sull’istanziazione dei template 
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? costrutti  condizionali,  tramite  espressioni  condizionali  e  specializzazioni  di 
template 
? aritmetica sugli interi 
Se  si  considera  illimitato  il numero di  istanziazioni  ricorsive e  il numero di variabili 
permesse,  ne  deriva  che  qualsiasi  computazione  esprimibile  da  un  programma  può 
essere calcolata da un metaprogramma template. In pratica la ricorsione viene di fatto 
limitata dallo stack utilizzato dal compilatore per memorizzare  la definizione dei  tipi 
generici; i compilatori più recenti cominciano a offrire esplicitamente supporto a questa 
classe di programmi fornendo un vero e proprio ambiente di runtime e consentendo il 
controllo degli heap di memoria usati dal compilatore mediante opzioni della linea di 
comando. 
Un programma C++ può contenere sia codice statico, che è valutato a compile time, sia 
codice dinamico, che viene compilato e poi eseguito a runtime. 
Ecco un primo esempio: 
 
template <int n> 
struct Factorial 
{  
 enum { result = n * Factorial<n-1>::result }; 
}; 
 
template <> 
struct Factorial<0> 
{ 
 enum { result = 1 }; 
}; 
 
Usando la classe Factorial è possibile calcolare il valore della funzione fattoriale per 
N  a  tempo  di  compilazione  accedendo  Factorial<N>::result.  Il  funzionamento  è 
semplice:  quando  Factorial<N>  viene  istanziato,  il  compilatore  ha  bisogno  di 
Factorial<N-1> per dar valore all’enum result. Istanzia quindi Factorial<N-1> che 
di  conseguenza  ha  bisogno  di  Factorial<N-2>  che  a  sua  volta  necessita  di 
Factorial<N-3>  e  così via  fino  a quando viene  raggiunto  Factorial<0>. A questo 
punto  viene  utilizzata  la  specializzazione  del  template  e  la  ricorsione  termina.  In 
pratica il compilatore esegue un ciclo per valutare N! a compile time. 
Quando si scrive: 
 
Factorial<7>::result 
 
Il codice generato dal compilatore è lo stesso di quello ottenuto scrivendo: 
 
5040 
 
Il frammento di programma che calcola il fattoriale è chiamato metafunzione e si può 
notare una stretta somiglianza con una normale  funzione ricorsiva:  l’argomento della 
metafunzione è passato come parametro di  template ed  il valore di ritorno è definito 
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come una  costante  statica  intera  all’interno della struct. La definizione  ricorsiva di 
factorial è: 
 
int factorial(int n) { 
 return n == 0 ? 1 : n * factorial(n-1); 
} 
 
Nonostante  le due  funzione sembrino notevolmente diverse è  facile notare  l’analogia 
tra le due definizioni ricorsive. 
La  scrittura  di  metaprogrammi  statici  in  C++  equivale  ad  utilizzare  un  linguaggio 
funzionale puro, poiché  i dati  trattabili  (tipi  ed  interi)  sono  immutabili  e  le  funzioni 
non  possono  avere  effetti  laterali. Da  questo  deriva  l’impossibilità  di  utilizzare  dati 
mutabili,  che  sono  invece  necessari  per  mantenere  le  variabili  dei  cicli;  per  questa 
ragione i flussi di controllo sono realizzati utilizzando la ricorsione come visto prima. 
La  ricorsione  è  realizzata  tramite  i  template  ricorsivi,  infatti,  come  si  nota, 
Factorial<n> istanzia ricorsivamente Factorial<n - 1>. 
Per  la  selezione del  caso base, non  esistendo un  costrutto  condizionale  si utilizza  la 
specializzazione esplicita, specializzando Factorial nel caso  in cui  il suo argomento 
sia nullo.  In questo modo  si  sono  realizzate due versioni di Factorial, una per un 
intero generico e una per lo zero. 
Nell’esempio il parametro template è una costante intera, così come il valore restituito. 
Come i valori dei parametri di una metafunzione possono essere tipi, anche i valori di 
ritorno possono essere tipi. 
Un esempio è questa versione del costrutto condizionale: 
 
template <bool g, class Then, class Else> 
struct If 
{ 
 typedef Then Result; 
};  
 
 
template <class Then, class Else> 
struct If<false, Then, Else> 
{ 
 typedef Else Result; 
}; 
 
Questa metafunzione prende come parametri un valore booleano, due tipi e ritorna un 
tipo: se la guardia è vera ritorna il primo tipo argomento, altrimenti il secondo.  
L’implementazione è data per specializzazione sul caso false per il ramo else, mentre 
il ramo then è assunto in tutti gli altri casi. 
Data un’espressione booleana valutabile a compile time, si può selezionare tra diversi 
tipi: 
 
typedef If<(1+2)>4, short, long>::Result T; 
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In  questo  caso  T  ha  tipo T long,  visto  che  l’espressione  passata  come  guardia  è 
ovviamente falsa. 
Si  potrebbe  inoltre  volere  implementare  una  versione  dell’If  che  invece  di  operare 
sulle  istanze  dei  booleani  standard  del  linguaggio,  ovvero  su  parametri  template 
numerici, operi su tipi. Si consideri ad esempio il seguente tipo: 
 
struct NilType {}; 
 
Il condizionale in questo caso diventa: 
 
template <class Cond, class Then, class Else> 
struct If_ 
{ 
 typedef Then Result; 
}; 
 
template <class Then, class Else> 
struct If_<NilType, Then, Else> 
{ 
 typedef Else Result; 
}; 
 
L’implementazione è  identica alla precedente, a parte  il fatto che non viene utilizzato 
un parametro non tipo, ma un tipo vero e proprio per discernere la condizione. 
Considerando ora le seguenti definizioni: 
 
typedef If_<OtherType, char, long>::Result T1; 
typedef If_<NilType, char, long>::Result T2; 
 
Si ha che T1 ha tipo char e T2 ha tipo long. 
Benché  questa  tecnica  possa  sembrare  soltanto  un  simpatico  trucco,  può  diventare 
potente se usata in combinazione a normale codice C++, ovvero se il codice eseguito a 
tempo di compilazione riesce ad operare su quello eseguito a tempo di esecuzione. 
Sono  possibili  numerose  applicazioni  come  la  generazione  ed  ottimizzazione  del 
codice;  la  configurazione  di  componenti;  un  aumento  della  portabilità  del  codice;  il 
calcolo dei dati costanti di programmi, ed altro. 
Metafuzioni 
Classi template come Factorial<> o If<> sono dette metafunzioni. Come  le normali 
funzioni  possono  chiamare  funzioni,  così  le  metafunzioni  possono  chiamare  altre 
metafunzioni.  Ad  esempio,  volendo  implementare  una  metafunzione  che  calcola  il 
coefficiente  binomiale 
)!(!
!),(
knk
nknC −= ,  basta  appoggiarsi  a    Factorial<> 
ottenendo: 
 
template <int n, int k> 
struct Combinations 
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{  
private: 
 enum {  
  num = Factorial<n>::result,  
  den = Factorial<k>::result *  
         Factorial<n - k>::result  
 }; 
public: 
 enum { result = num / den }; 
}; 
 
È  interessante  notare  che,  siccome  n  è  maggiore  di  k,  il  calcolo  del  fattoriale  di  n, 
contiene  il  calcolo  del  fattoriale  di  k.  Questo  permette  di  evitare  di  calcolare 
Factorial<K>::result, essendo noto dall’istanziazione di Factorial<n>. 
Il sottoinsieme di C++ disponibile a tempo di compilazione consente anche di passare 
metafunzioni  come argomento di altre metafunzioni.  In questo  caso per passare una 
classe template ad un’altra classe template è necessario utilizzare i cosiddetti template 
template  parameters.  Ad  esempio,  volendo  implementare  una  metafunzione 
ApplyTwice  che  prende  una  metafunzione  F  e  tre  tipi  T1,  T2,  T3  e  restituisce 
F(T1,F(T2,T3)), dovrei scrivere: 
   
template <  
 template <typename, typename> class F,  
 typename T1, typename T2, typename T3  
> 
struct ApplyTwice 
{ 
 typedef typename F< 
  T1, typename F<T2,T3>::Result 
 >::Result Result; 
}; 
 
Data quindi una semplice funzione che prende due tipi, 
 
template <typename T1, typename T2> 
struct Derive 
{ 
 struct Result : public T1, public T2 {}; 
}; 
 
la metafunzione  Derive può  essere  applicata due volte utilizzando  la metafunzione 
ApplyTwice, ovvero: 
 
typedef ApplyTwice<Derive,Type1,Type2,Type3> NewType; 
 
Ottendo così la seguente gerarchia di tipi: 
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Type3 
Derive<Type1,Type2>::Result
Derive<Type3, Derive<Type1,Type2>::Result> 
NewType 
Type1 Type2 
 
Il problema di questa soluzione è che  i parametri template template  introducono una 
distinzione netta tra i parametri che sono metadati e quelli che sono metafunzioni. 
Questo è dovuto al fatto che il C++ tratta in maniera diversa i parametri template, dai 
parametri template template. Sembrerebbe quindi che le metafunzioni debbano essere 
relegate  a  cittadini  di  seconda  classe.  Per  evitare  che  questo  avvenga,  diventa 
necessario esprimere le metafunzioni di ordine superiore in modo tale da evitare l’uso 
di parametri template template. 
La soluzione è simile a quanto avviene con alcuni oggetti funzione della STL, dove ad 
essere  parametrico  può  essere  solo  l’operatore  di  apply  (affidandosi  così  alla 
deduzione automatica dei parametri template) e non l’intera classe template. 
La metafunzione Derive diventa ora un tipo metafunzione: 
 
struct Derive 
{ 
 template <typename T1, typename T2> 
 struct Apply : public T1, public T2 {}; 
}; 
 
In questo modo ApplyTwice non ha più bisogno dei parametri template template: 
 
struct ApplyTwice 
{ 
 template < 
  typename F,  
  typename T1, typename T2, typename T3 
 > 
 struct Apply 
 { 
  typedef typename F::template Apply< 
   T1,  
   typename F::template Apply<T2,T3>  
  > Result; 
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a  notare  l’utilizzo  che  si  fa  in  questo  caso  della  keyword  template,  visto  che  lo 
i che si avevano con le metafunzioni sono risolti; 
ritornano 
ntiene  un  insieme  di  tipi  e  metodi  necessari  a  classi  e 
are 
iale caso dei trait, dove c’è 
edia di un array: 
template <class T> 
T total = T(); 
= 0; i < numElem; ++i) 
 
uesta implementazione soffre di due problemi. 
ro media non è un intero, ci sarà un 
? tal, utilizzata per  sommare gli  elementi dell’array, deve  essere 
 };  
}; 
D
standard  richiede  il  suo utilizzo quando  si usa un nome dipendente  che  riferisca un 
tipo  parametrico.  Infatti  F::apply  può  anche  non  riferirsi  ad  un  template,  questo 
dipende dal tipo F che viene passato. 
Usando questo schema, tutti i problem
ora possono essere trattate come normali metadati, adattandosi allo stesso protocollo; 
da cui la capacità di essere manipolate ad ogni ordine da altre metafunzioni.  
Inoltre  questo  è  l’unico modo  che  permette  di    scrivere metafunzioni  che 
metafunzione (tipi metafunzione). 
Traits template 
Un  trait  è  una  classe  che  co
funzioni  template per manipolare oggetti dello stesso  tipo con cui saranno  istanziate. 
Al momento dellʹistanziazione di una classe template è possibile specificare una classe 
trait nella quale sarà incluso del codice che fornisce informazioni sui parametri e sulle 
relazioni tra i parametri template. Se ad esempio un’istanza di una classe template lista 
contiene  strutture  definite  dallʹutente,  può  essere  opportuno  ridefinire  il  test  di 
uguaglianza  in  modo  da  eseguire  il  confronto  soltanto  di  determinate  variabili 
membro. In tal modo, il metodo find della lista funzionerà in modo più efficiente.  
La cosa interessante è che una classe trait, ad esempio T<C> permette di memorizz
informazioni extra sul tipo C senza che C venga modificato. 
Le metafunzioni possono essere considerate come uno spec
un unico risultato per ogni input. 
Si supponga di voler calcolare la m
 
T average(T* data, unsigned numElem) 
{ 
 
 for (unsigned i 
  total += data[i]; 
 return (total/numElem); 
} 
Q
? Se l’array è formato da tipi interi, ma la lo
troncamento  sul valore  restituito, e quindi una perdita di precisione. Sarebbe 
invece opportuno che la variabile total ed il valore ritornato, siano, per esempio, 
di tipo float. 
La variabile  to
inizializzata al valore “zero” del tipo T. Per i tipi base del linguaggio, come T int 
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o  float,  il  costruttore  di  default  fa  la  cosa  giusta,  ma  potrebbe  avere 
comportamenti bizzarri per altri tipi. 
Per  risolvere  il primo problema è necessaria una  rappresentazione  in virgola mobile 
della somma e del risultato. Chiaramente non basta usare semplicemente un double; 
cosa succederebbe per un array di complex<float>? Quello che serve è una funzione 
(a  compile  time)  che dato un  tipo,  ne  restituisca uno  opportuno per  il  calcolo della 
media. E per  lo “zero”? Allo stesso modo, per ogni tipo, servirebbe una funzione che 
restituisca il rispettivo valore nullo. 
Una possibile soluzione che utilizzi i traits può essere la seguente: 
 
template <class T> 
struct AverageTraits 
{  
 typedef T Result; 
 static T zero() { 
  return T(); 
 } 
}; 
  
template <> 
struct AverageTraits<int> 
{ 
 typedef double Result; 
 static int zero() { 
  return 0; 
 } 
}; 
 
Ora la funzione sopra potrà essere riscritta come segue: 
 
template <class T> 
typename AverageTraits<T>::Result  
average(T* data, unsigned numElem)  
{  
 typename AverageTraits<T>::Result total =  
 AverageTraits<T>::zero(); 
 for (unsigned i = 0; i < numElem; ++i) 
  total += data[i]; 
 return (total/numElem); 
} 
 
Usando  i  traits abbiamo evitato di specializzare  la  funzione average per  i  tutti  i casi 
eccezionali.  Infatti,  come  alternativa,  avrei dovuto  riscrivere  interamente  la  funzione 
average per il caso int, per il caso complex, ecc. Invece ora basta fornire una singola 
implementazione più alcune piccole classi che forniscono caratteristiche aggiuntive sui 
tipi utilizzati. 
Un esempio: case insensitive string 
All’interno  del  file  che  definisce  la  classe  string,  viene  definita  la  seguente  classe 
template: 
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template<class charT,  
         class traits = char_traits<charT>, 
         class Allocator = allocator<charT> > 
class basic_string; 
 
Il  primo  parametro  è  il  tipo  di  un  carattere  della  stringa.  Il  secondo  parametro 
(opzionale) è una classe traits, che fornisce tutte le principali operazioni sui caratteri e 
sulle loro sequenze (copie, confronti, ecc.). Il terzo definisce lʹallocatore da utilizzare. 
Il design  utilizzato  per definire  le  stringhe  sfruttando  i  char_traits,  permette  una 
notevole  flessibilità. Per esempio, come si potrebbe  implementare un  tipo ci_string 
identico  a  string  ma  che  sia  case  insensitive?  Presto  fatto:  basta  estendere 
char_traits  e  ridefinire  tutte  le  funzioni  che  sono  implicate  in  operazioni  di 
confronto. Ovvero: 
 
struct ci_char_traits : public char_traits<char>  
{ 
 static bool eq(char c1, char c2) 
 { return toupper(c1) == toupper(c2); } 
 
 static bool lt( char c1, char c2 ) 
 { return toupper(c1) <  toupper(c2); } 
 
 static int compare(const char* s1,  
          const char* s2, size_t n) 
 { return memicmp(s1, s2, n); } 
 
 static const char* find(const char* s, int n, char a) 
 { 
  while(n-- > 0 && toupper(*s) != toupper(a)) 
  ++s; 
  return n >= 0 ? s : 0; 
 } 
}; 
 
Ed infine basta creare una specializzazione di basic_string che utilizzi il trait appena 
definito: 
 
typedef basic_string<char, ci_char_traits> ci_string; 
 
Chiaramente  la  stessa  cosa  si  poteva  ottenere  con  poco  sforzo  in  più  derivando  da 
string, ma  in questo modo  si è mostrato una nuova metodologia per modificare  le 
funzionalità di una classe, utilizzando il configuratore standard char_traits. 
Ottenere informazione sui tipi 
Spesso  risulta  utile  conoscere  se  un  parametro  template  è  un  tipo  built‐in,  un 
puntatore, una classe e così via. Per esempio, dato un tipo T come posso sapere se è un 
int? 
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template <typename T> 
struct IsNumber { enum { result = false }; }; 
 
template <> 
struct IsNumber<int> { enum { result = true }; }; 
 
Questa  classe ha un membro result  che è true  solo  se T è int. Viene definita una 
versione generale della classe template, che sarà specializzata esplicitamente quando T 
è int. 
Per  i  costruttori  di  tipo  come  i  puntatori,  i  cv‐qualifiers  ed  i  refernece,  la  cosa  è 
leggermente  diversa  ed  invece  della  specializzazione  esplicita  si  utlizza  la 
specializzazione parziale: 
 
template <typename T> 
struct IsPointer { 
 enum { result = false }; 
 typedef NullType PointeeType; 
};  
 
template <typename T> 
struct IsPointer<T*> { 
 enum { result = true }; 
 typedef T PointeeType; 
}; 
 
Dove NullType è definito come segue: 
 
struct NullType {};  
 
Oltre ad aver determinato  se  il  tipo è un puntatore, viene  fornita altra  informazione 
aggiuntiva, estraendo (tramite il nested typedef PointeeType) il tipo puntato 
Un  possibile  utilizzo  di  questa  metafunzione  potrebbe  essere  accoppiato  a  quello 
dell’If: 
 
template <typename T> 
void deleteIffPointer(T t) 
{ 
 If< 
  IsPointer<T>::result,  
  Delete,  
  Nothing 
 >::Result::apply(t); 
}; 
 
Dato un  oggetto,  viene  stabilito  se  è un puntatore  o meno;  se  è un puntatore  viene 
selezionata  una  metafunzione  che  elimina  l’oggetto  che  riferisce,  altrimenti  non  fa 
niente. 
 
struct Delete 
{ 
 template <typename T> 
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 static void apply(T* t) 
 { 
  delete t; 
 } 
}; 
 
 
struct Nothing 
{ 
 template <typename T> 
 static void apply(T t) 
 { 
 
 } 
}; 
 
Ora,  ad  esempio,  basta  invocare  la  funzione  appena  definita,  la  quale,  a  tempo  di 
compilazione, discernerà il giusto frammento di codice da eseguire: 
 
deleteIffPointer(new int(4)); 
deleteIffPointer(int(4)); 
 
La prima invocherà la metafunzione Delete, mentre la seconda Nothing. 
Nello sviluppo di funzioni e classi generiche un’altra domanda ricorre spesso: dati due 
tipi, che relazione esiste tra essi? Come si può determinare a compile time se un tipo è 
lo stesso di un altro; oppure, come determinare se uno deriva da un altro? Per vedere 
se un tipo è identico ad un altro la cosa è banale ed è abbastanza simile a quanto visto 
sopra. Si procede per specializzazione parziale: 
     
template <typename T1, typename T2> 
struct AreSameType { enum { result = false }; }; 
 
template <typename T> 
struct AreSameType<T,T> { enum { result = true }; }; 
 
Quindi, ad esempio, basta scrivere: 
 
AreSameType<int, string>::result; // false 
AreSameType<string, string>::result; // true 
 
Per vedere  se un  tipo deriva da un  atro  la  cosa diventa più delicata. A prima vista 
sembra possibile sfruttare le tecniche appena presentate, purtroppo non è così, almeno 
per una soluzione a compile time. Una soluzione proposta in loki [2] e poi riutilizzata 
da boost [10], consiste in un uso estremo di sizeof; questo operatore permette infatti 
di valutare qualsiasi espressione, per quanto complessa essa sia, a compile time. 
Si definiscono due tipi che hanno chiaramente dimensione diversa: 
 
typedef char Small; 
class Big { Small dummy[2]; }; 
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Si considerino due tipi, Derived ed Base, e due funzioni: 
 
Small Test(Base); 
Big Test(...);  
 
Se  Derived  è  convertibile  in  Base,  il  meccanismo  di  overloading  del  linguaggio 
sceglierà la prima funzione, nell’altro caso la seconda. 
Nel caso in cui Derived sia convertibile in Base, invocando la funzione Test, si ottiene 
come risultato un valore di tipo Small, altrimenti un valore di tipo Big.  
Ora bisogna valutare a compile  time  il  tipo del valore del  risultato. L’unica  funzione 
che manipola valori a compile time è l’operatore sizeof. 
Quindi, se la dimensione del tipo restituito da Test è Small, vuol dire che Derived è 
convertibile in Base: 
 
sizeof(Test(Derived()) == sizeof(Small) 
 
Il  problema  di  partenza  era  determinare  se  un  tipo  Derived  eredita  da  Base;  Se  è 
possibile convertire Derived* in Base*, allora Derived eredita da Base. 
Per mettere quanto detto  in pratica, basta quindi  scrivere una  classe  che  comprenda 
quanto detto: 
 
template <class Derived, class Base> 
class Conversion 
{ 
public: 
 typedef char Small; 
 class Big  {  
  char dummy[2];  
 }; 
  
 static Small Test(Base); 
  
 static Big Test(...); 
 
public: 
 enum {  
  exists = sizeof(Test(Derived())) == sizeof(Small) 
 }; 
}; 
 
Ora, dati due tipi: 
 
class MyBaseClass {}; 
class MyClass : public MyBaseClass {}; 
   
basterà scrivere: 
 
Conversion<MyClass*, MyBaseClass*>::exists; 
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per vedere se  la conversione esiste o meno; chiaramente  in questo caso esiste. Il tutto 
funziona anche per i tipi base, ovvero: 
 
Conversion<float, int>::exists; 
Conversion<int, float>::exists; 
 
sono  entrambe vere,  anche  se  il primo genera uno warning  in  fase di  compilazione, 
visto che si sta perdendo informazione convertendo da float in int. 
La metafunzione Conversion corrisponde all’operatore instanceof di Java e a quello 
is di C#. 
Si supponga ora di modificare la class MyClass come segue: 
 
class MyClass : public MyBaseClass  
{  
public: 
 MyClass(int) {} 
}; 
 
Ora  la conversione da MyClass a MyBaseClass genera un errore, visto che si tenta di 
costruire  un  Derived  tramite  il  suo  costruttore  di  default,  costruttore  che  è  stato 
rimpiazzato da un altro che prende in input un valore intero. 
Per ovviare a questo problema ricorriamo al factory pattern, fornendo un metodo che 
restituisce un’istanza di Derived, senza però mai  implementarla, visto che a runtime 
non verrà mai invocata, e servirà solo per avere informazioni sui tipi tramite sizeof: 
 
static Derived MakeDerived(); 
 
A  questo  punto  si  eviterà  di  invocare  costruttori,  modificando  il  valore  del  tipo 
enumerativo exists: 
 
exists = sizeof(Test(MakeDerived())) == sizeof(Small) 
 
Ora  tutto  sembra  funzionare,  a  parte  qualche  strano  comportamento  dovuto  alle 
conversioni implicite, ad esempio: 
 
class MyClassInt 
{ 
public: 
 MyClassInt(int) {} 
}; 
 
Si immagini di voler controllare la convertibilità di int in MyClassInt: 
 
Conversion<int, MyClassInt>::exists; 
 
In questo caso int risulta convertibile in MyClassInt. Questo è dovuto al fatto che se 
passo un  intero ad una  funzione che prende  in  input un oggetto di  tipi MyClassInt, 
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questo verrà convertito  tramite  il costruttore, effettuando una cosiddetta conversione 
implicita. 
Questa  è  la  stessa  cosa  che  succede  all’interno  della  classe  template  Conversion. 
Infatti, quando Derived è int e Base è MyClassInt, risulta che: 
 
static int MakeDerived(); 
Test(MyClassInt); 
Test(MakeDerived()); 
 
Il metodo  statico  Test  viene  invocato  utilizzando  come  parametro  un  int,  il  quale 
utilizzando  il costruttore della classe MyClassInt,  lo convertirà  in un oggetto di  tale 
classe. 
Per evitare queste  spiacevoli  sorprese è  sempre opportuno dichiarare  i  costruttori  in 
modo da evitare conversioni implicite, ovvero: 
 
class MyClassInt 
{ 
public: 
 explicit MyClassInt(int) {} 
}; 
 
Esiste, oltre a questo, un altro caso subdolo, il quale sfrutta gli operatori di conversione. 
Si supponga di definire MyClassInt come segue: 
 
class MyClassInt 
{ 
public: 
 operator int() const; 
}; 
 
e di controllare la possibilità di convertire un tipo MyClassInt in int: 
 
Conversion<MyClassInt, int>::exists; 
 
Chiaramente un oggetto di tipo MyClassInt è veramente convertibile  in un valore di 
tipo intero, visto l’operatore di coercion utilizzato. Non per niente l’espressione sopra 
ritorna vero. In questo caso infatti si ottiene: 
 
static MyClassInt MakeDerived(); 
Test(int); 
Test(MakeDerived()); 
 
MakeDerived() ritorna  un  oggetto  di  tipo  MyClassInt,  il  quale  viene  passato  al 
metoto Test, che prende  in  input un  intero. A questo punto  il compilatore seleziona 
l’operatore  di  coercion  definito  per  effettuare  la  conversione  in  int,  e  quindi 
l’espressione sopra risulta vera. 
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TypeList 
I dati  su  cui operano  i metaprogrammi  template  sono  tipi e valori  interi. Quando  si 
parla di dati, si deve anche parlare di strutture dati.  
Le typelist sono  strutture dati a compile time, che permettono di concatenanare tipi. 
La definizione di una typelist è molto semplice: 
 
template <class T, class U> 
struct TypeList 
{ 
 typedef T Head; 
 typedef U Tail; 
}; 
 
Si definisce ora un tipo particolare che viene considerato come il valore NULL volendo 
fare un parallelo con il livello dinamico. 
 
struct NullType {}; 
 
Si dichiara una typelist che contiene i tipi interi: 
 
typedef TypeList<  
      signed char, 
      TypeList< 
    short int, 
         TypeList< 
         int,  
         Typelist<long int, NullType>  
         >   
      >  
 > SignedIntegrals; 
 
Questa struttura dovrebbe essere familiare ai programmatori Lisp, infatti è abbastanza 
simile all’uso del costruttore di liste cons. 
Come si può notare, questo meccanismo, come in Lisp, non permette soltanto di creare 
liste, ma è ben più potente, permettendo di creare alberi binari. 
Per  un  più  facile  utilizzo,  si  possono  fornire  una  serie  di macro,  in modo  da  poter 
ottenere una dichiarazione più lineare e leggibile: 
 
#define TYPELIST_1(T0) TypeList<T0,NullType> 
#define TYPELIST_2(T0, T1) TypeList<T0, TYPELIST_1(T1)> 
#define TYPELIST_3(T0, T1, T2) TypeList<T0,  
     TYPELIST_2(T1, T2)> 
#define TYPELIST_4(T0, T1, T2, T3) TypeList<T0,  
     TYPELIST_3(T1, T2, T3)> 
[...] 
 
Ed ora si può scrivere: 
 
typedef TYPELIST_4(signed char, short int, int, long int) 
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 SignedIntegrals; 
 
Ora la dichiarazione di SignedIntegrals è chiaramente più a portata d’uomo. Come 
manipolare una typelist? 
È  necessario  definire  qualche  operazione,  in  particolare  le  operazioni  primitive  che 
esistono sulle liste di valori. 
La più semplice funzione che può venire in mente è quella che calcola la lunghezza di 
una lista. L’idea di fondo nell’implementare la maggior parte di funzioni che utilizzino 
typelist è visitare ricorsivamente  la  lista di  tipi,  finché non si  incontra  il  tipo nullo.  Il 
modo  per  fermare  la  ricorsione  consiste  nello  specializzare  esplicitamente  la 
metafunzione utilizzando NullType. Per  raggiungere  l’elemento  successivo  e andare 
avanti nella ricorsione si usano i template ricorsivi, ovvero template che istanziano se 
stessi come parte della loro definizione. Il codice dovrebbe chiarire quanto detto: 
 
template <class TList> struct Length; 
 
template <> struct Length<NullType> 
{ 
        enum { value = 0 }; 
}; 
 
template <class T, class U> 
struct Length< TypeList<T, U> > 
{ 
        enum { value = 1 + Length<U>::value }; 
}; 
 
Il  caso  base,  ovvero  quello  definito  per  specializzazione  esplicita,  restituisce  la 
lunghezza della  lista vuota,  cioè  zero.  Il  caso  ricorsivo  (definito per  specializzazione 
parziale), percorre la lista aggiungendo 1 alla lunghezza del resto della lista. 
Più o meno tutte le funzioni su typelist sono simili a quella appena presentata: un caso 
base, definito per specializzazione esplicita sulla lista vuota o su un caso significativo; 
uno generico, definito per specializzazione parziale, in modo da discernere tra inizio e 
resto della lista che istanzia ricorsivamente la metafunzione. 
Volendo realizzare una funzione per l’accesso diretto agli elementi della lista, simile a 
quello degli array, basterà seguire la ricetta appena fornita. 
La  funzione  in esame avrà  in  input una  lista di  tipi, un  indice e  restituirà  il  tipo che 
occupa tale posizione: 
 
template <typename TList, unsigned i> struct TypeAt; 
 
Se la typelist non è nulla, e l’indice cercato è zero, si restituisce il tipo contenuto nella 
testa della lista. Altrimenti il risultato è ottenuto riapplicando la funzione al resto della 
lista e decrementando di uno l’indice. 
 
template <typename Head, typename Tail> 
struct TypeAt<TypeList<Head, Tail>, 0> 
{  
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 typedef Head Result; 
}; 
 
template <typename Head, typename Tail, unsigned i> 
struct TypeAt<TypeList<Head, Tail>, i> 
{ 
 typedef typename TypeAt<Tail, i - 1>::Result Result; 
}; 
 
Se  si  tenta di accedere un elemento  che  sta  fuori dai  limiti della  lista,  il  compilatore 
darà errore, non  riuscendo a  trovare una  specializzazione per TypeAt<NullType,x>, 
dove x  indica di quanto  l’indice cercato ha superato  la dimensione della  lista.  Infatti 
l’ultima  specializzazione  generata  rappresenta  l’applicazione  della  metafunzione 
all’ultimo elemento; questa  tenta di  istanziare TypeAt per  l’elemento successivo, cioè 
NullType,  ma  non  essendo  questo  una  lista,  le  specializzazioni  offerte  
nell’implementazione  non  sono  applicabili  e  quindi  non  possono  essere  istanziate, 
ottenendo così un errore. 
In realtà l’accesso alla lista fornito da questa funzione non è diretto, ma dipenderà dalla 
dimensione  della  lista.  Questo  accesso  si  può  però  considerare  in  un  certo  senso 
gratuito, visto che il calcolo avverrà a compile time. 
Expression Template 
Librerie  di  classi  C++  si  sposano  bene  con  le  applicazioni  scientifiche,  visto  che 
l’overloading  degli  operatori  rende  possibile  scrivere  espressioni  che  contengono 
vettori e matrici.  
Si  consideri  una  classe  Vector<T>,  e  lʹoperatore  +,  che  indica  come  sommare  tale 
vettore. 
 
template <typename T> 
Vector<T> operator + (const Vector<T>& v1,  
        const Vector<T>& v2)  
{  
 // ...  
} 
 
Ad esempio ora potrei scrivere: 
   
Vector<double> v1, v2, v3; 
v1 = v1 + v2 + v3; 
 
Questo livello di astrazione però ha un alto costo. Infatti ogni utilizzo dell’operator+ 
utilizza un Vector<T> temporaneo. Valutare  l’espressione sopra, generera  il seguente 
codice: 
 
double* __tmp1 = new double[N]; 
for (int i = 0; i < N; ++i) 
__tmp1[i] = v1[i] + v2[i]; 
double* __tmp2 = new double[N]; 
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for (int i = 0; i < N; ++i) 
__tmp2[i] = __tmp1[i] + v3[i]; 
for (int i = 0; i < N; ++i) 
v1[i] = __tmp2[i]; 
delete [] __tmp2; 
delete [] __tmp1; 
 
Come  si  nota,  c’è  l’utilizzo  di  due  temporanei  (con  le  relative  allocazioni  e 
deallocazioni),  tre  cicli,  e  molti  accessi  in  memoria  (tre  per  scritture  e  cinque  per 
letture). Ne deriva una notevole degradazione nella performance e quindi, la ricerca di 
soluzioni alternative. 
Quello che si vuole, è eliminare l’uso di temporanei, avere un solo ciclo, e diminuire gli 
accessi in memoria, in modo da poter generare questo codice: 
     
for (int i = 0; i < N; ++i)   
 v1[i] = v1[i] + v2[i] + v3[i]; 
 
Un modo per riuscire ad ottenere questo risultato è utilizzare OpenC++, come descritto 
in  [7].  In  questo  caso  si  può  fornire  una  classe  Vector  associata  ad  una metaclasse 
VectorClass. Poiché l’operator+ può essere considerato come una normale funzione 
membro,  questa  potrà  utilizzare  alcuni  metodi  della  metaclasse  VectorClass  per 
tradurre  le  espressioni  che  coinvolgono vettori  in  “inlined  form”. Tutto questo però 
coinvolge estensioni al linguaggio nonché l’utilizzo di un preprocessore. 
Quello  che  si  presenta  ora,  è  un  meccanismo  che  sfrutta  il  linguaggio  stesso  per 
realizzare quello che prima si riusciva ad ottenere soltanto con estensioni. 
Questo  approccio  è  stato  sviluppato  in  particolar  modo  nellʹimplementazione  di 
framework per lʹalgebra lineare, come Blitz [40], GMCL [12], MTL [34].  
Le  expression  template  sono  una  tecnica  per  passare  espressioni  come  parametri di 
funzioni;  hanno  origine  proprio  nel  tentativo  di  superare  gli  overhead  imposti 
dall’overload degli operatori nelle librerie numeriche. 
Lʹidea  è  quella  di  rappresentare  lʹalbero  sintattico  di  una  espressione  con  un  tipo  e 
generare il codice quando il valore viene assegnato o passato come argomento: 
Si vuole che il compilatore veda l’intera espressione v1 + v2 + v3 come: 
 
BinExp<BinExp<VExp, PlusOp, VExp>, PlusOp, VExp> 
 
Quello che si è realizzato è in pratica un albero di sintassi astratta: 
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BinExp (+) 
BinExp (+) 
VExp (v1)  VExp (v2) 
VExp (v3) 
 
La classe PlusOp è un oggetto funzione che incapsula l’operazione ‘+’: 
 
struct PlusOp  
{ 
 static double apply(double a, double b) { 
  return a + b; 
 } 
}; 
   
La classe BinExp è un nodo dell’albero di sintassi astratta: 
 
template <typename Left, typename Op, typename Right> 
class BinExp 
{ 
public:  
 BinExp(const Left& left, const Right& right) 
  : _left(left), _right(right) {} 
 
 double operator[] (size_t idx) const  
 { 
  return Op::apply(_left[idx],_left[idx]); 
 } 
 
private: 
 Left _left; 
 Right _right; 
}; 
 
La class VExp è una normale classe per vettori: 
 
class VExp 
{ 
public: 
 VExp(double* data, size_t size) 
  :  _data(data), _size(size) {} 
 
 double& operator[] (size_t idx)  
 { 
  return _data[idx]; 
 } 
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 double operator[] (size_t idx) const  
 { 
  return _data[idx]; 
 } 
 
private: 
 double* _data; 
 size_t _size; 
}; 
 
Date quindi tre istanze di VExp: v1, v2, v3 posso scrivere: 
 
BinExp< BinExp<VExp, PlusOp, VExp >, PlusOp, VExp >  
exp(BinExp<VExp, PlusOp, VExp >(v1,v2),v3); 
 
Come assegnare l’espressione exp a v1? Va ridefinito l’operator=, in modo che prenda 
come  parametro  una  espressione  generica.  Quindi  la  classe  VExp  va  modificata, 
aggiungendo il metodo: 
  
template <typename Left, typename Op, typename Right> 
VExp& operator = (const BinExp<Left,Op,Right>& exp)  
{ 
 for (size_t idx = 0; idx < _size; ++idx) 
  _data[idx] = exp[idx]; 
 return *this; 
}  
 
in modo da poter scrivere: v1 = exp; 
Ora si ha tutto quello che serve per valutare espressioni di vettori  in modo efficiente. 
L’unica  cosa  che  manca  è  l’astrazione  necessaria  per  esprimerle;  per  far  questo  si 
utilizza l’overloading degli operatori, ma non per valutarle, bensì per creare il tipo che 
ne rappresenta la struttura: 
 
template <typename Left, typename Right> 
BinExp<Left,PlusOp,Right> operator + ( 
    const Left& left,  
    const Right& right)  
{ 
 return BinExp<Left,PlusOp,Right>(left, right); 
} 
 
Si può così scrivere: v1 = v1 + v2 + v3; 
Volendo simulare  i passi che esegue  il compilatore nell’espansione dell’espressione si 
ha: 
 
v1 = v1 + v2 + v3 
   = BinExp<VExp,PlusOp,VExp>(v1,v2) + v3 
   = BinExp< BinExp<VExp,PlusOp,VExp>, PlusOp, VExp >( 
    BinExp<VExp,PlusOp,VExp>(v1,v2),v3) 
 
Viene scelto come operatore di assegnamento template VExp::operator=, e si ottiene: 
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v1.operator = ( 
 BinExp< BinExp<VExp,PlusOp,VExp>, PlusOp, VExp >  
  exp(BinExp<VExp,PlusOp,VExp>(v1,v2),v3))  
{ 
 for (size_t idx = 0; idx < _size; ++idx) 
  _data[idx] = exp[idx]; 
 return *this; 
} 
 
Poi exp[idx] viene espanso per ogni nodo dell’albero tramite l’operator[] di BinExp: 
 
_data[idx] = PlusOp::apply(BinExp<VExp,PlusOp, VExp> 
     (v1,v2)[idx],v3[idx]) 
       = PlusOp::apply(v1[idx],v2[idx]) + v3[idx] 
      = v1[idx] + v2[idx] + v3[idx] 
 
che è esattamente quello che si voleva di ottenere. 
Passando  espressioni  come  parametri  si  possono  creare  oggetti  funzione  “al  volo”, 
senza doverli definire prima di dover chiamare un algoritmo generico. 
Quello che si fa di solito è creare un oggetto funzione ed istanziarlo al momento in cui 
si chiama l’algoritmo generico. 
 
struct Fun  
{ 
 bool operator()(int i)  
 { 
  i < 16 && i >= 10 
 } 
}; 
 
list<int> li; 
count(li.begin(), li.end(), Fun()); 
 
Le expression template permettono di generare a compile time la classe Fun. Dietro c’è 
sempre  lo  stesso  ragionamento;  gli  operatori  <,  <=  e  && non  sono utilizzati per  fare 
calcolo, ma per generare l’albero sintattico definito dall’espressione. Il tipo espressione 
a  questo  punto  ridefinisce  l’operatore di  apply, diventando  un  oggetto  funzione,  in 
modo da poter essere passato agli algoritmi generici delle STL. 
Quello che si può arrivare ad ottenere è: 
  
count(li.begin(), li.end(), _1 < 16 && _1 >= 10); 
 
dove _1 è un “placeholder” per la variabile i dellʹoggetto funzione. 
Appoggiandosi  a  librerie  come  Lambda  Library  [21]  o  Phoenix,  libreria  inclusa  nel 
parser  LL  Spirit  [19],  questo  meccanismo  diventa  gratuito,  e  permette  di  utilizzare 
metodologie di astrazione in genere disponibili soltanto nei linguaggi funzionali. 
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Generazione di Codice 
I metaprogrammi  template possono  essere utilizzati per generare  codice. Si possono 
cioè comporre frammenti di codice, comporre template, e fare loop unrolling a compile 
time. Questo è utile per generare codice altamente ottimizzato e compatto per contesti 
specifici. 
Selezione di codice 
In  genere  ogni  volta  che  si  voglia  selezionare  porzioni  di  codice  quello  che  si  fa  è 
affidarsi  al  preprocessore,  utilizzando  i  vari  #if,    #ifdef  e  #define.  Il  template 
metaprogramming  permette  di  avere  più  controllo  rispetto  alle  direttive  del 
preprocessore.  La  differenza  maggiore  è  la  possibilità  di  interpretare  il  C++  statico, 
calcolando  nuovi  dati,  che  saranno  utilizzati  nel  programma.  Invece  le  macro  non 
essendo  integrate nel compilatore C++ non possono effettuare operazioni sui dati C++ 
statici.  Inoltre  le direttive al preprocessore non  supportano  la  ricorsione  e nemmeno 
nessuna forma di ciclo. Chiaramente esistono casi in cui la compilazione condizionale 
che fa uso del preprocessore sia necessaria, soprattutto per ovviare alle differenze tra i 
vari compilatori. 
Si supponga di avere due diversi algoritmi per lʹordinamento di una struttura: 
 
struct SortVariantA  
{ 
 template <typename Iterator> 
 static void exec(Iterator beg, Iterator end)  
 {  
  // ...  
 } 
}; 
 
struct SortVariantB  
{ 
 template <typename Iterator> 
 static void exec(Iterator beg, Iterator end)  
 {  
  // ...  
 } 
}; 
 
Si può quindi immaginare di utilizzare una metafunzione, che dopo aver fatto qualche 
calcolo  sul  tipo  della  struttura,  decida  quale  delle  due  versioni  dell’algoritmo  di 
ordinamento utilizzare, in modo che la scelta dell’algoritmo non ricada sull’esecuzione 
del programma: 
 
template <typename Container> 
void sort(Container& cont) 
{ 
 If< 
  SelectSortA<Container>::result, 
  SortVariantA,  
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  SortVariantB, 
 >::Result::exec(cont.begin(), cont.end()); 
} 
 
Espansione ricorsiva del codice 
Questa  tecnica  viene  utilizzata  per  ottimizzare  il  codice  permettendo  di  fare  loop 
unrolling.  Supponendo  di  volere  calcolare  il  prodotto  scalare  di  due  vettori  di 
dimensione variabile, quello che si fa è: 
 
template <typename T> 
T dotProduct(size_t size, T* a, T* b)  
{ 
 T res = T(); 
 for (size_t i = 0; i < size; i++) 
  res += (a[i] * b[i]); 
 return res;   
} 
 
Si  potrebbe  invece  voler  generare  il  codice  opportuno  per  il  prodotto  scalare  senza 
utilizzare  il  ciclo, ma  specializzando  la  funzione  in base alla dimensione del vettore, 
dimensione che dovrà essere però nota a compile time. 
Il frammento di codice da eseguire a compile time dovra essere una funzione ricorsiva, 
quindi il primo problema è eliminare il ciclo. 
Una funzione equivalente a runtime, ma ricorsiva, può essere: 
 
template <typename T> 
T dotProduct(size_t size, T* a, T* b) 
{  
 return (size == 1)  
  ? ((*a) * (*b))  
  : (*a) * (*b) + dotProduct(size - 1, a+1, b+1); 
} 
 
Quando  la dimensione del vettore diventa nulla  si moltiplicano  e  si  ritornano  i due 
elementi  in  testa; nel caso ricorsivo  invece si moltiplicano  i due elementi  in  testa e si 
aggiunge  ricorsivamente  il  risultato  della  stessa  funzione  decrementando  la 
dimensione della struttura e  facendo scorrere  il puntatore agli elementi dei vettori di 
un posto. 
A questo punto risulta banale scrivere la metafunzione equivalente. Visto che il codice 
generato deve essere specializzato in base alla dimensione degli array, la metafunzione 
sarà parametrica su tale valore: 
 
template <size_t N>  
struct DotProduct; 
 
Il caso base, che ritorna il prodotto degli elementi in testa, è il seguente: 
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template <>  
struct DotProduct<1>  
{  
 template <typename T> 
 static T eval(T* a, T* b)  
 {  
  return (*a) * (*b);  
 }  
}; 
 
Il caso induttivo, invece, dopo aver moltiplicato gli elementi in testa, aggiunge ciò che 
rimane ancora da calcolare. 
 
template <size_t N>  
struct DotProduct  
{  
 template <typename T> 
 static T eval(T* a, T* b)  
 {  
  return  DotProduct<1>::eval(a,b) + 
     DotProduct<N-1>::eval(a+1,b+1); 
 }  
}; 
 
A questo punto, invocando la metafunzione su due array di dimensione 3, otterò: 
 
DotProduct<3>::eval(v1,v2) = DotProduct<1>::eval(v1, v2)  
    + DotProduct<3 - 1>::eval(v1+1, v2+1) 
 
      = DotProduct<1>::eval(v1, v2) 
    + DotProduct<1>::eval(v1+1, v2+1) 
    + DotProduct<3 - 2>::eval(v1+2, v2+2) 
 
      = DotProduct<1>::eval(v1, v2) 
    + DotProduct<1>::eval(v1+1, v2+1) 
    + DotProduct<1>::eval(v1+2, v2+2) 
 
A questo punto, se il compilatore ottimizzerà le chiamate a funzione tramite “inlining”, 
avremo: 
 
DotProduct<3>::eval(v1,v2) =    (*v1) * (*v2)  
          + (*(v1+1)) * (*(v2+1))  
          + (*(v1+2)) * (*(v2+2)) 
 
Eliminando così sia il ciclo che le chiamate a funzione. 
Generazione di gerarchie di tipi 
In questo paragrafo  è discusso  come generare  codice partendo da una TypeList;  in 
particolare  si  tenta di generare una  classe  che permetta di  contenere  il  tipo definito 
dalla lista. Per esempio data la seguente lista di tipi: 
   
Programmazione generica e metaprogrammazione statica 
 
47
TYPELIST_3(int,char,string) 
 
si vuole generare un tipo che sia simile al seguente: 
 
struct MyType 
{ 
 int t1; 
 char t2; 
 string t3; 
}; 
 
L’idea  è  quella  di  creare,  sfruttando  l’ereditarietà  multipla,  una  sorta  di  albero  che 
contenga i tipi della lista. Qualcosa di simile al disegno che segue: 
 
 
Unit<char>
Unit<string> 
Generator<?> 
Generator<?> 
Generator<?> 
 
Unit<int>
 
Si consideri Unit come una classe terminatrice dell’albero che permetta di “wrappare” 
i  tipi della  lista  passata  al  generatore.  Se  l’obiettivo  è  creare  il  tipo  MyType definito 
sopra una possibile implementazione della classe Unit potrebbe essere: 
 
template <typename T> struct Holder  
{ 
 T value; 
}; 
 
Il Generator è responsabile della creazione della gerarchia e ha come parametri la lista 
di tipi e la classe Unit passata come template template parameter.  
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template <typename TList, template <class> class Unit> 
class Generator; 
 
Finché la lista contiene elementi si continua a generare l’albero ricorsivamente, facendo 
ereditare  Generator<TypeList<Head,Tail> >  da  Generator<Head>  e  da 
Generator<Tail>;  quando  si  raggiunge  un  elemento  atomico  (ovvero  un  elemento 
non  lista)  il Generator estende Unit parametrizzandola sul  tipo atomico. Quando si 
raggiunge un NullType la creazione dell’albero ha termine. 
 
template < 
 typename Head, typename Tail,  
 template <class> class Unit 
> 
class Generator< TypeList<Head, Tail>, Unit >  
 : public Generator<Head, Unit>  
 , public Generator<Tail, Unit>  
{ 
public: 
 typedef Generator<Head, Unit> LeftNode; 
 typedef Generator<Tail, Unit> RightNode; 
}; 
 
template <typename T, template <class> class Unit> 
class Generator : public Unit<T> {}; 
 
template <template <class> class Unit> 
class Generator<NullType, Unit> {}; 
 
Istanziando questa classe  template con  la  lista sopra e  la classe Holder, si ottiene un 
tipo che può creare oggetti con  il layout cercato. 
 
Generator<TYPELIST_3(int, char, string), Holder> 
 
Manca un modo per riuscire ad accedere gli elementi di questa struttura, ma come? Si 
potrebbe  pensare  di  accedere  la  struttura  in  base  al  tipo  H  dell’elemento  cercato, 
castando l’intera struttura a Unit<H> (visto che deriva sicuramente da Unit<H>). 
Sia H il tipo del field cercato e T è il tipo dell’intera struttura. 
 
template <typename H, typename T> 
typename UnitTypeOf<T, H>::Result& Field (T& obj) 
{ 
 return obj; 
} 
 
UnitTypeOf naviga la struttura alla ricerca del tipo concreto di Unit<H> in modo che la 
funzione possa effettuare il cast implicito. 
 
template <typename T, typename H> struct UnitTypeOf; 
 
template < 
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 typename Head, typename Tail,  
 template <class> class Unit, typename H 
> 
struct UnitTypeOf<Generator<TypeList<Head, Tail>, Unit>, H>  
{ 
 typedef typename  
 UnitTypeOf<Generator<Tail, Unit>, H>::Result Result; 
}; 
 
template < 
 typename H, typename Tail,  
 template <class> class Unit 
> 
struct UnitTypeOf<Generator<TypeList<H, Tail>, Unit>, H>  
{ 
 typedef Unit<H> Result; 
}; 
 
Finché  i  tipi  non  corrispondono,  questa  funzione  scorre  ricorsivamente  la  lista. 
Sfruttando  il  pattern  matching  del  metalivello  e  la  specializzazione  parziale  dei 
template si riesce poi a trovare l’elemento cercato. 
Questa  versione  della  funzione  Field  soffre  però  di  un  grave  difetto:  quando  la 
gerarchia  contiene  elementi  che  hanno  lo  stesso  tipo  si  generano  ambiguità  nella 
ricerca. 
Occorre  trovare un  altro metodo di  ricerca dei  field.  Si può  tentare di  realizzare un 
accesso per  indice  (l’indice riflette  la posizione dell’elemento nella struttura). La cosa 
ora risulta leggermente più complicata, dovendo percorrere la struttura a piccoli passi 
e a piccoli cast. 
   
template <typename T, unsigned i> 
struct FieldHelper  
{ 
 static typename UnitTypeAt<T,i>::Result& apply(T& obj)  
 { 
  typename T::RightNode& subobj = obj; 
  return FieldHelper< 
   typename T::RightNode,  
   i – 1 
  >::apply(subobj); 
 } 
}; 
 
template <typename T> 
struct FieldHelper<T,0>  
{  
 static typename T::LeftNode& apply(T& obj)  
 { 
  return obj; 
 } 
}; 
 
Si percorre  la gerarchia utilizzando  i  tipi membro RightNode e LeftNode; ogni volta 
che  si  sale  nella  gerarchia  attraverso  un  RightNode,  cambiando  il  field  a  cui  ci  si 
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riferisce decrementando  l’indice i; effettuando poi un downcast si elimina un campo 
dalla struttura. Una volta raggiunto l’indice cercato, raggiungendo la specializzazione 
dove l’indice è zero, si sale verso sinistra per raggiungere il nodo Unit che contiene il 
field cercato.  
La funzione UnitTypeAt restituisce lo Unit che wrappa il tipo cercato; è una semplice 
funzione di ricerca. 
Si  fornisce  poi  un  interfaccia  per  un  più  semplice  utilizzo  di  questa  funzione  che 
permette di dedurre il  parametro template che rappresenta il tipo della struttura. 
 
template <unsigned i, typename T> 
typename UnitTypeAt<T, i>::Result& Field(T& obj) 
{ 
 return FieldHelper<T,i>::apply(obj); 
} 
 
In questo modo si può scrivere: 
 
Generator<TYPELIST_3(int, char, string), Holder> myObj; 
Field<0>(myObj).value = 5; 
 
Oltre  a  sembrare  una  struttura  abbastanza  esoterica,  questo  generatore  può  avere 
notevoli risvolti nella scrittura di librerie generiche, molti dei quali sono presentati nel 
libro di Alexandrescu [2]. 
Ogni  tipo  costruito  in  questo modo  ha  completa  conoscenza  della  propria  struttura 
interna.  
Questa  conoscenza  potrebbe  essere  considerata  come  una  sorta  di  introspezione  a 
compile  time,  e  potrebbe  rendere  banale  la  persistenza  degli  oggetti  creati  tramite 
istanze di Generator. 
Strutture di controllo 
Abbiamo  già  presentato  il  costrutto  condizionale,  la  cui  implementazione  si  basava 
sulla specializzazione parziale del caso false del test. 
Se si guarda la sua controparte a runtime, essa garantisce che quando si raggiunge un 
if,  solo un  ramo  sarà  eseguito. Eseguire  il  ramo per  cui  il  risultato  non  è  richiesto 
porterebbe  all’esecuzione  di  codice  non  necessario;  questo  oltre  che  dar  luogo  ad 
inefficienze potrebbe portare ad un errore. 
Basta pensare a quando si eseguono i test sulla validità dei puntatori: 
   
void fun(Obj* o) { 
    if (o) cout << o->name(); 
    else cout << "Null object" << endl; 
} 
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Se si  facesse eseguire  il ramo then quando o è nullo, otterrei un comportamento non 
definito. Ovviamente questa ipotesi non si verficherà mai, visto che c’è la certezza che 
quel ramo non sarà utilizzato a tempo d’esecuzione. 
Questa  sicurezza però  non  cʹè  quando  si parla dell’if  a  compile  time.  Infatti  tutti  i 
parametri  template passati  saranno  istanziati  (la  condizione,  il  ramo  Then  e  il  ramo 
Else), indipendentemente dal valore della condizione. 
Si  consideri,  per  esemplificare  un  caso  come  quello  accennato,  di  dover  gestire  sia 
normali puntatori che puntatori smart. 
Uno smart pointer è un oggetto C++ che simula i normali puntatori, implementando gli 
operatori operator-> e operator*. Oltre a  supportare  la  stessa  sintassi e  semantica 
dei puntatori, gli smart pointer spesso eseguono utili compiti, come  la gestione della 
memoria  o  la  gestione  della  concorrenza,  sollevando  l’applicazione  dal  doversi 
preoccupare del ciclo di vita dei puntatori ad oggetti. 
 
template <typename T> 
struct PointedType 
{ 
 typedef typename If<IsPointer<T>::result, 
  typename IsPointer<T>::PointeeType, 
  typename T::element_type 
 >::Result Result; 
}; 
 
Se viene passato uno smart pointer tale metafunzione compilerà normalmente e darà il 
giusto  risultato;  se  viene  invece  passato  un  puntatore  ordinario,  nonostante  la 
condizione  sia  vera,  verrà  comunque  instanziato  il  caso  else,  ottenendo  un  errore  a 
compile time, visto che il membro element_type non è definito.  
La soluzione è passare all’If metafunzioni,  in modo da  istanziarne  il risultato solo se 
necessario, invece che istanziarlo subito come fatto sopra, ottenendo così: 
 
template <typename T> struct ElementType  
{ 
 typedef typename T::element_type Result; 
}; 
 
template <typename T> struct RemovePointer  
{ 
 typedef NullType Result; 
} 
 
template <typename T> struct RemovePointer<T*> 
{ 
 typedef T Result; 
}; 
 
template <typename T> struct PointedType  
{ 
private: 
 typedef typename If<IsPointer<T>::result, 
  RemovePointer<T>, ElementType<T> >::Result Fun; 
public: 
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 typedef typename Fun::Result Result; 
}; 
 
Per garantire lʹesistenza dei membri è quindi preferibile utilizzare metafunzione. 
L’If permette di  selezionare due casi. Come  fare per  selezionarne più? La  soluzione 
potrebbe essere utilizzare If annidati, oppure, per una soluzione più pulita e leggibile, 
si potrebbe pensare di implementare un selezionatore a compile time.  
L’implementazione è leggermente più complicata rispetto all’If, e fa uso delle typelist 
definite in precedenza.  
Si vuole riuscire a scrivere quanto segue: 
 
Switch<TYPELIST_4( 
  CASE(a,AA), 
  CASE(b,BB), 
  CASE(c,CC), 
  DD) 
>::Result 
 
invece del ben più criptico: 
 
If<a,AA,  
 If<b, BB,  
  If<c, CC, DD>::Result 
 >::Result 
>::Result 
 
CASE è una macro che data una constante intera e una metafunzione crea un If tale che 
se la costante è vera ritorna la metafunzione passata altrimenti ritorna NullType, cioè: 
 
#define CASE( cond, then ) \ 
 typename If< cond, then, NullType>::Result 
 
Si poteva utilizzare direttamente lʹIf, ma la macro rende il codice più breve e leggibile.  
Si  poteva  inoltre,  invece  di  utilizzare  la  macro  CASE,  definire  un  nuovo  tipo  Case, 
ovvero: 
 
template <bool cond, typename Then> 
struct Case; 
 
template <typename Then> 
struct Case<true, Then> 
{ 
 typedef Then Result; 
}; 
 
template <typename Then> 
struct Case<false, Then> 
{ 
 typedef NullType Result; 
}; 
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A questo punto lo Swicth non diventa altro che una metafunzione che data una lista di 
casi, restituisce il primo caso vero, ovvero il primo che non equivale a NullType. 
 
template <class CaseList> 
struct Switch 
{ 
 typedef typename  
  GetFirstNotNull<CaseList>::Result Result; 
}; 
 
GetFirstNotNull  è  una  normale  funzione  su  liste;  ogni  volta  che  l’elemento  head 
della coppia head‐tail è nullo si continua a scorrere la lista, finché non se ne trova uno 
valido. Se  si vuole definire un  caso di default, basta  inserirlo  come ultimo  elemento 
della lista. 
 
template <class TList> 
struct GetFirstNotNull; 
 
template <class T, class Tail> 
struct GetFirstNotNull< TypeList<T, Tail> >  
{ 
 typedef T Result; 
}; 
 
template <class Tail> 
struct GetFirstNotNull< TypeList<NullType, Tail> > 
{ 
 typedef typename GetFirstNotNull<Tail>::Result Result; 
}; 
 
template <> struct GetFirstNotNull<NullType>  
{ 
 typedef NullType Result; 
}; 
 
Si ha ora a disposizione l’equivalente a compile time dell’if e dello switch.  
Utilizzando il tipo Case invece che la macro CASE, si otterrebbe: 
 
Switch<TYPELIST_4( 
  Case<a,AA>, 
  Case<b,BB>, 
  Case<c,CC>, 
  DD) 
>::Result 
 
È  possibile,  come  si  può  immaginare,  implementare  anche  una  versione  statica  del 
while  e  del  for.  Ora  verrà  presentata  una  versione  dello  while  che  permette  di 
esprimere  esplicitamente  cicli  in  computazioni  statiche.  Si  esemplifica  il  tutto 
mostrando una versione iterativa per il calcolo del fattoriale. Data la seguente funzione 
a runtime, 
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int fact(int n)  
{   
 int i = 1; 
 int res = 1; 
 while (i <= n)  
 { 
  res = res * i; 
  i = i + 1; 
 } 
 return res; 
} 
 
Si  vuole  riuscire  a  trasformala  in  un  calcolo  statico  senza  stravolgerne  troppo 
l’implementazione. 
Un  ciclo  while  prende  una  condizione  e  esegue  uno  statement  definito  dall’utente 
finché la condizione è vera. Ogni iterazione causa qualche cambiamento nello stato così 
che il ciclo possa terminare.  
Un ciclo statico, avrà una condizione come paramentro, e una porzione di codice da 
eseguire (passata come metafunzione). Il problema è come modellare i cambiamenti di 
stato  ad  ogni  iterazione,  visto  che  il  codice  statico  non  permette  effetti  laterali.  Per 
ovviare  a  questo  problema,  ogni  iterazione  riceverà  uno  stato  iniziale  e  ritornerà 
esplicitamente un nuovo stato.  
In  questo  modo  si  è  realizzato  un  ambiente.  Di  per  sé  la  struttura  che  modella 
lʹambiente  è  immutabile.  Per  superare  il  limite  dellʹassenza  di  effetti  laterali,  un 
ambiente nuovo, che equivale al precedente modificato in una entry, viene ricreato da 
una metafunzione ad ogni modifica delle variabili. 
Lo statement, l’ambiente e la condizione, diventano ora tre metafunzioni: 
 
template <int n_, int i_, int res_> 
struct FactEnv { 
 enum { n = n_,  
 i = i_,   
 res = res_ }; 
};  
 
template <class Env> 
struct FactIter { 
 enum {  new_i = Env::i + 1,  
  new_res = Env::res * Env::i }; 
 typedef FactEnv<Env::n, new_i, new_res> Result; 
}; 
 
template <class Env> 
struct FactCond { 
 enum { value = Env::i <= Env::n }; 
}; 
 
La funzione FactEnv rappresenta l’ambiente manipolato dal while mentre FactCond è 
la  condizione  di  terminazione.  FactIter  rappresenta  il  corpo  del  while;  prende  in 
input un’ambiente e ne restituisce uno nuovo opportunamente modificato. 
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La versione a compile time dello while è una metafunzione, che date due metafunzioni 
che rappresentano  la condizione di continuazione e  lo statement, ed un metadato che 
rappresenta l’ambiente iniziale, resituisca l’ambiente finale: 
 
template < 
 template <class> class Condition, 
 template <class> class Statement, 
 class InitEnv  
> 
struct While  
{  
 typedef typename WhileHelper< 
  Condition<InitEnv>::value,  
  Condition, Statement,  
  InitEnv>::Result Result; 
}; 
 
Come  si  nota  dalla  metafunzione  sopra,  il  lavoro  è  fatto  da  WhileHelper.  È  una 
metafunzione con gli stessi parametri di While più un valore booleano che rappresenta 
il valore della  condizione di  continuazione. Tale  condizione determina  se  continuare 
con un nuovo  ciclo oppure  fermarsi;  la versione generica di WhileHelper  esegue  lo 
statement  e  prepara  un  nuovo  ciclo,  mentre  la  sua  specializzazione  nel  caso  di 
condizione falsa, rappresenta la terminazione. 
 
template < 
 bool Continue, 
 template <class> class Condition, 
 template <class> class Statement, 
 class Env 
>  
struct WhileHelper  
{ 
 typedef typename Statement<Env>::Result NewEnv; 
 typedef typename WhileHelper< Condition<NewEnv>::value, 
  Condition, Statement, NewEnv>::Result Result; 
}; 
 
template < 
 template <class> class Condition, 
 template <class> class Statement, 
 class Env 
>  
struct WhileHelper<false, Condition, Statement, Env>  
{ 
 typedef Env Result; 
}; 
 
Nel  caso  generale,  viene  eseguito  lo  statement,  che  restituisce  un  nuovo  ambiente. 
Questo permette di calcolare  la nuova condizione di terminazione che sarà passata al 
nuovo ciclo. Se è vera verrà chiamata la stessa struttura, altrimenti sarà chiamata la sua 
specializzazione sul caso falso, che restituisce l’ambiente senza modificarlo. 
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Basandosi  su questa  idea  si potrebbe  implementare un  intero  linguaggio  imperativo 
che operi a compile time.  
Infatti  l’ambiente può essere generalizzato creando una struttura dati modificabile  in 
un linguaggio funzionale puro. 
Ad  ogni modifica dell’ambiente  esiste una metafunzione  che  lo  copia  interamente  e 
effettua la modifica ritornando una struttura nuova che sostituisce la precedente. 
Conclusioni   
In  questo  capitolo  è  stato  mostrato  come  i  template  permettano  un  meccanismo  di 
metaprogrammazione  a  tempo  di  compilazione.  L’idea  è  che  l’intera  computazione 
venga effettuata nel type system del linguaggio. 
Benché accidentale, il template metaprogramming è da considerarsi un successo, vista 
la  risonanza  che  sta  avendo  non  solo  in  ambito  C++,  ma  anche  nella  comunità  dei 
programmatori funzionali. 
Un  caso di notevole  interesse  è un’estensione  al  linguaggio Haskell,  in  cui  vengono 
aggiunte  capacità  di metaprogrammazione  a  compile  time,  basate  sul C++  template 
metaprogramming [33]. 
Inoltre,  soprattutto  grazie  alle  expression  template,  c’è  la  possibilità  di  effettuare 
ottimizzazioni direttamente in C++, senza doversi affidare ad estensioni al linguaggio.  
Si  può  inoltre  pensare  di  separare  parte  delle  ottimizzazioni  dall’interno  del 
compilatore, per lasciarne scrivere di nuove da parte degli utenti nel linguaggio stesso 
[31]. 
 
 
 
 
Capitolo 3 
 
Implementazione 
 
 
In  questo  capitolo  illustreremo  come  supportare  la  reflection  nel  linguaggio  C++ 
sfruttando esclusivamente meccanismi del linguaggio stesso, piuttosto che affidandosi 
a sistemi esterni al linguaggio. Saranno discussi più approcci: il primo (quello classico) 
fornisce  la  possibilità  al  programma  di  ispezionare  se  stesso  a  runtime;  il  secondo 
fornisce  la stessa possibilità ai meta‐programmi eseguiti dal compilatore; e  il  terzo  in 
cui si mostra come ottenere il primo approccio a partire dal secondo. 
Reflection dinamica e metaclassi 
L’informazione sulle proprietà di un oggetto, sui suoi attributi, sulla sua struttura ecc, 
viene detta meta‐informazione. Le meta informazioni sono informazioni che stanno ad 
un  livello  oltre  quello  degli  oggetti,  stanno  ad  un  metalivello.  In  C++,  questa 
informazione è catturata nella definizione di classe;  in questo modo  le caratteristiche 
del  meta  livello  si  hanno  al  momento  dello  sviluppo  dell’applicazione.  Ma  questo 
livello non è disponibile a runtime: è  impossibile manipolare classi come oggetti ed è 
impossibile aggiungere nuove classi a runtime. L’idea di fondo di un MOP è quella di 
far  scendere  il meta  livello, ovvero  le  classi,  al  livello degli oggetti. Questo  significa 
rendere  le definizioni di classi come normali oggetti, e  le proprietà della classi come 
normali attributi di tali oggetti, in modo da poterle manipolare a runtime. 
Nel sistema che sarà presentato, ogni classe verrà descritta da un’istanza della classe 
MetaClass. Ogni volta che una nuova classe è creata, un nuovo metaoggetto (istanza 
di MetaClass) viene creato per essa. 
Un primo abbozzo di MetaClass 
Per prima cosa si vuole esporre a runtime parte dell’object model del C++, si vuole cioè 
reificare il concetto di classe, così come viene fatto ad esempio in Java. 
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Lo  scheletro  della  metaclasse  non  è  troppo  diverso  dall’interfaccia  offerta  da 
type_info (appendice B). 
 
class MetaClass 
{ 
public: 
 MetaClass(const std::string& name); 
 const std::string& name() const; 
private: 
 std::string _name; 
}; 
 
Quello che serve è poter ottenere il tipo (attuale) di ogni oggetto, ovvero la metaclasse 
che lo descrive. Per far questo si aggiunge un campo statico alla definizione della classe 
in modo da mantenere le  informazioni sul tipo, che andrebbero altrimenti perse nella 
compilazione. 
Supponendo ad esempio di avere una classe Book (composta da titolo, autore e anno), 
basterebbe scrivere come segue: 
 
class Book 
{ 
 static MetaClass _metaClass; 
private: 
 string title; 
 string author; 
 unsigned year;  
}; 
 
MetaClass Book::_metaClass("Book"); 
 
Per  rendere  più  comprensibili,  e  indipendenti  dall’implementazione,  incapsuliamo 
queste definizioni utilizzando delle macro.  Sono necessarie una per il campo statico ed 
una per la sua registrazione: 
 
#define META(CLASS) static MetaClass _metaClass 
#define REGISTER(CLASS) MetaClass CLASS::_metaClass(#CLASS) 
 
Da  notare  come  l’utilizzo  del  operatore  di  “stringizing”  #,  che  converte  i  parametri 
delle macro in stringhe costanti (const char*), renda molto più semplice la definizione. 
Ora basta scrivere: 
 
class Book 
{ 
 META(Book);  
private: 
 string title; 
 string author; 
 int year; 
}; 
REGISTER(Book); 
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Chiaramente questo non permette di fare molto, a parte ottenere il nome della classe. Si 
vuole almeno riuscire ad ottenere informazioni sui campi della classe descritta.  
A tale scopo usiamo una classe Field, che consente di reificare i campi di ogni classe. 
Un  campo  è  caratterizzato dal  suo  tipo  (ovvero dalla metaclasse  che  rappresenta  la 
classe relativa o il tipo base). Se ne presenta ora una versione minimalista: 
 
class Field 
{ 
public: 
 Field(const string& name, MetaClass* type); 
 const string& name() const; 
 MetaClass* type(); 
private: 
 string _name; 
 MetaClass* _type; 
}; 
 
Ora sorge un problema di fondamentale  importanza. Fin qui  infatti si possono creare 
solo metaoggetti che descrivono classi, ma nulla è stato detto per quanto concerne i tipi 
base del linguaggio. Considerando infatti il campo year della classe Book, si presenta il 
problema di creare un oggetto della classe Field che lo descriva; quello che serve è una 
stringa che  rappresenta  il nome di  tale campo e  il metaoggetto che ne  rappresenta  il 
tipo,  in  questo  caso  int.  Per  quanto  detto  ora  però  non  è  stata  definita  nessuna 
metaclasse per i tipi base. 
Per  far  questo  si  introduce  un  operatore  TypeOf,  che dato  un  tipo,  ne  restituisce  la 
metaclasse relativa. Poiché le classi arricchite con la macro META, contengono un campo 
statico chiamato _metaClass, si può scrivere: 
 
template <typename T> 
struct TypeOf 
{ 
 static MetaClass* get() { 
  return &T::_metaClass; 
 } 
}; 
 
Questo chiaramente non risolve il problema dei tipi base, ma tale struttura può essere 
specializzata per essi, ottenendo così: 
 
template <> 
struct TypeOf<int> 
{ 
 static MetaClass* get() { 
  return _metaClass; 
 } 
 static MetaClass &_metaClass; 
}; 
 
MetaClass TypeOf<int>::_metaClass("int"); 
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Questa  tecnica,  non  solo  permette  di  descrivere  i  tipi  base,  ma  permette  anche  di 
gestire  librerie  o  pezzi  di  codice  che  non  si  vogliono  arricchire  con  la macro  META, 
facendo  comportare,  i  tipi esposti da  tali  librerie, alla  stregua di  tipi base.  Infatti, ad 
esempio, la classe string della libreria standard viene trattata come tipo base tramite 
una specializzazione simile a quella di int. 
 
template <> 
struct TypeOf<string> 
{ 
 static MetaClass* get() { 
  return &_metaClass; 
 } 
 static MetaClass _metaClass; 
}; 
 
MetaClass TypeOf<string>::_metaClass("string"); 
 
A questo punto gli oggetti della classe Field possono essere creati sfruttando il nuovo 
operatore TypeOf, cioè Field(“author”,TypeOf<string>::get()). 
Per  ogni  classe,  va  quindi  creata  una  metaclasse  che  contenga  un  aggregato  di 
descrittori  dei  campi.  Per  far  questo,  basta  banalmente  aggiungere  alla  classe 
MetaClass un vettore di Field. 
 
class MetaClass 
{ 
public: 
 MetaClass( 
  const std::string& name,  
  const std::vector<Field*>& fields); 
 
 //... 
 std::vector<Field*> _fields; 
}; 
 
Per  ogni  classe  va  quindi  creato  un  vettore  di  Field  e  passato  al  costruttore  della 
MetaClass tramite la macro REGISTER. 
Chiaramente per  riempire  il vettore dei  field basterebbe una  serie di push_back, ma 
questo  non  si  sposta  bene  con  l’uso  della macro  META. Quello  a  cui  si  punta  è  una 
sintassi come la seguente: 
 
class Book 
{ 
 META(Book,  
  (FIELD(title),  
   FIELD(author),  
   FIELD(year)));  
private: 
 string title; 
 string author; 
 int year; 
}; 
Implementazione 
 
61
REGISTER(Book); 
 
La virgola che separa le chiamate alla macro FIELD all’interno della macro META, non è 
una virgola che separa semplicemente i parametri attuali di una macro, non appartiene 
cioè al  livello del preprocessore, ma è  il  sovraccaricamento dell’operatore virgola.  In 
genere viene utilizzato come notazione vantaggiosa per  l’inizializzazione di strutture 
dati; anche in questo caso non si fa diversamente.  
L’operatore virgola [20] associa da sinistra a destra, ovvero: una coppia di espressioni 
separate da una virgola è valutato da sinistra a destra, e  il valore dell’espressione di 
sinistra viene poi distrutto.  
Si vogliono concatenare oggetti di  tipo Field,  in modo da ottenere un vettore di  tali 
elementi da passare al costruttore della metaclasse. 
 
vector<Field*> operator , ( 
 Field& fld1, Field& fld2); 
 
vector<Field*> operator , ( 
 vector<Field*> flds, Field& fld); 
 
La prima funzione, date due istanze di Field separate da una virgola, le concatena in 
un vettore. La seconda invece appende al primo operando il secondo e ritorna la copia 
del vettore . 
La  lista  di  Field  separati  da  virgole  costruisce  così  un  vettore,  che  tramite  una 
funzione  statica  d’appoggio  (definita  dalla  macro  META)  può  esser  passato  al 
costruttore della metaclasse. 
 
#define META(CLASS, FIELDS) \ 
 typedef CLASS _CLASS_; \ 
 friend struct TypeOf<_CLASS_>; \ 
 static MetaClass _metaClass; \ 
 static std::vector<Field*> _createFields() { \ 
  return toVector(FIELDS); \ 
 } 
 
La funzione _createFields, crea un vettore di Field e lo riempie tramite il parametro 
FIELDS (le istanze di Field separate da virgole) della macro.  
Nel caso in cui il secondo parametro formale della macro contenga un solo elemento al 
suo  interno,  si  utilizza  il  sovraccaricamento  della  funzione  toVector,  in  modo  da 
discernere tra aggregato di campi o singolo campo: 
 
std::vector<Field*> toVector(std::vector<Field*> flds); 
std::vector<Field*> toVector(Field& fld); 
 
La macro META ha un typedef, il cui utilizzo sarà più chiaro in seguito, e definisce la 
struttura  TypeOf  come  friend  della  classe  che  la macro  arricchisce;  questo  perché  il 
campo  statico  _metaClass  è  privato,  e  la  funzione  TypeOf  altrimenti  non  avrebbe 
diritti d’accesso sulla classe che ha come parametro template. 
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Ancora non è stato detto cosa  faccia  la macro FIELD; per ora  il suo  funzionamento è 
abbastanza banale. L’unica difficoltà è passare il giusto tipo al Field che dovrà essere 
creato. Per far questo si utilizza la funzione TypeOf e l’inferenza dei tipi nelle funzioni 
template. 
La macro FIELD chiama la funzione template createField, definita come segue. 
 
template <typename T> 
Field& createField(const std::string& name, T*) 
{ 
 return * new Field(name, TypeOf<T>::get()); 
} 
 
Da notare come il valore del puntatore T* non venga utilizzato per fini computazinali 
(dinamici), ma  sia utilizzato  soltanto per permettere al  compilatore di  inferire  il  tipo 
della funzione template. Non interessa quindi che il valore del puntatore sia valido, ma 
che sia soltanto del tipo opportuno. 
Il problema è ora come riuscire a ottenere un puntatore  (anche se non valido) a quel 
tipo T.  T
Per  far  ciò  utilizza  qualcosa  di  simile  all’implementazione  della  macro  offsetof 
definita nel file standard stddef.h.  
Questa  macro  ritorna  l’offset  in  byte  di  un  dato  membro  a  partire  dall’inizio  della 
struttura (padre) che contiene il membro specificato. 
In  pratica  viene  “castato”  un  puntatore  nullo  alla  classe  in  questione  e  viene 
dereferenziato quel valore tramite il nome del campo. 
Una possibile implementazione della macro offsetof è: 
 
#define offsetof(s,m) (size_t)&(((s *)0)->m) 
 
Dove s è il nome della struttura e m il nome del membro. 
In pratica viene sfruttata la possibilità di utilizzare un qualsiasi indirizzo assoluto ben 
allineato, come indirizzo base di ogni oggetto. Si può quindi utilizzare oltre che lo zero 
anche, il 32, il 64 ecc. 
Come detto  la macro FIELD non è troppo diversa da quest’ultima;  la differenza è che 
non serve il cast a size_t il quale distruggerebbe il tipo cercato, rendendo quindi vani 
gli sforzi fatti per inferire il tipo. 
 
#define FIELD(NAME) createField(#NAME,&((_CLASS_*)0)->NAME) 
 
A differenza di offsetof, non si ha a disposizione  il tipo della classe, visto che questo 
non compare tra i parametri formali di FIELD. Per ovviare a questo viene utilizzato il 
tipo _CLASS_ definito dalla macro META. 
La  macro  REGISTER  può  finalmente  cambiare  e  far  prendere  al  costruttore  della 
metaclasse la funzione che crea il vettore dei campi: 
 
#define REGISTER(CLASS) \ 
 MetaClass CLASS::_metaClass(  
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    #CLASS, 
    CLASS::_createFields()) 
 
Quindi,  data  la  classe  Book  arricchita  con  la  macro  META,  il  codice  generato  dalla 
macro‐espansione sarà: 
 
class Book { 
private: 
 static MetaClass __metaClass; 
 static std::vector<Field*> _createFields() { 
  return toVector( 
   createField(“title”, &((Book*)0)->title), 
   createField(“author”, &((Book*)0)->author), 
   createField(“year”, &((Book*)0)->year)); 
 } 
public: 
 virtual MetaClass* getMetaClass() {  
  return &__metaClass; 
 } 
private: 
 string title; 
 string author; 
 int year; 
 
}; 
MetaClass Book::__metaClass("Book", Book::_createFields()); 
 
Come accedere i campi di un oggetto 
Si consideri la seguente classe: 
 
class Point3d {  
 // ... 
 float x;  
 float y;  
 float z;  
}; 
 
Lo Standard specifica soltanto che i membri di una classe debbano avere indirizzo più 
alto dell’oggetto che li contiene. Oltre a questo il linguaggio richiede che i membri nello 
stesso livello di accesso siano posti nell’oggetto nello stesso ordine di dichiarazione. Da 
ciò  segue  che non necessariamente  tutti  i membri  saranno  contigui  in memoria. Ad 
esempio,  sia  in  C  che  in  C++,  può  venir  forzato  l’allineamento  tra  tipi  consecutivi 
(padding). Inoltre il compilatore può sintetizzare dati interni all’oggetto per supportare 
l’object model del linguaggio. Infatti nel caso che la classe contenga uno o più metodi 
virtuali,  nell’oggetto  verrà  inserito  il  puntatore  alla  virtual  table  (vptr); 
tradizionalmente questo puntatore è posto all’inizio dell’oggetto anche se lo Standard 
non specifica niente in merito. 
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Volendo  trovare gli offset dei membri all’interno di un  istanza   di Point3d, esistono 
più  modi.  Il  più  brutale  è  tramite  la  differenza  tra  l’indirizzo  della  sua  istanza  e 
l’indirizzo di un suo dato membro: 
 
Point3d point(1,2,3); 
size_t ind_base = reinterpret_cast<size_t>(&point); 
size_t ind_x = reinterpret_cast<size_t>(&(point.x)); 
size_t ind_z = reinterpret_cast<size_t>(&(point.z)); 
 
e con le relative differenza tra gli indirizzi: 
 
size_t offset_x = ind_x – ind_base; 
size_t offset_y = ind_y – ind_base; 
size_t offset_z = ind_z – ind_base; 
 
ottenendo con un’architettura a 32bit: 0, 4, 8. 
Lo stesso risultato si può ottenere tramite la macro offsetof presentata nel paragrafo 
precedente: 
 
size_t offset_x = offsetof(Point3d,x); 
size_t offset_y = offsetof(Point3d,y); 
size_t offset_z = offsetof(Point3d,z); 
 
Chiaramente  i  risultati  cambiano  leggermente  se  si  rende  la  classe  polimorfa,  per 
esempio  aggiungendovi  un  distruttore  virtuale.  Infatti  il  compilatore  è  costretto  ad 
inserire  anche  il  puntatore  alla  vptr  all’interno  dell’oggetto  che  sarà  creato; 
supponendo che venga messo come primo dato membro dell’oggetto, gli offset dei 3 
dati subiranno uno shift di 4 byte, diventando: 4, 8, 12. 
Grazie all’offset e  l’indirizzo base di un oggetto si può accedere al valore del campo 
relativo all’offset, sommando l’offset all’indirizzo base, ovvero: 
 
cout << * (float*) ((char*) (&point)  + offset_z) << endl; 
 
Il C++ fornisce un’alternativa all’utilizzo degli offset statici: i puntatori ai dati membro. 
Ad esempio &Point3d::x è di tipo puntatore a membro, in particolare ad un membro 
di tipo float appartente alla classe Point3d. La sintassi è la seguente: 
 
float Point3d::* p = &Point3d::y; 
 
Per  essere  utilizzato  un  puntatore  a  membro  ha  bisogno  di  un’istanza  della  classe 
relativa: 
 
cout << point.*p << endl; 
 
Un puntatore a membro può essere  immaginato come un offset dall’indirizzo base di 
un oggetto ad uno specifico membro. 
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Se  si  applica quel offset  all’indirizzo base di un oggetto,  si ottiene un  riferimento  al 
membro.  
La cosa  interessante è che un puntatore a membro è un normale  tipo di dato  in C++, 
così da poter essere memorizzato  in contenitori, passato come parametro di  funzioni, 
ecc.  
L’assegnamento dei puntatori a membro deve avvenire secondo lo “scope” della classe. 
Questo significa che non si possono assegnare ad essi membri privati di una classe al di 
fuori  di  essa.  Ad  ogni modo  però,  possono  essere  utilizzati  anche  se  non  si  hanno 
adeguati privilegi di accesso al membro. 
Se  si  stampa  il  valore  di  un  puntatore  a  membro,  quello  che  si  ottiene  non  è 
esattamente  l’offset del membro.  Per  i  tre membri della  classe  Point3d,  si  ha  come 
risultato:  1,  5,  9. Come  si può notare  sono  i valori ottenuti prima  aumentati di uno. 
Quindi  se  si  vuole  utilizzare  un  puntatore  a  membro  come  offset  statico,  bisogna 
ricordarsi di sottrarre uno.  
Questa differenza è dovuta al  fatto che altrimenti sarebbe  impossibile distinguere  tra 
un puntatore a membro inizializzato a zero ed un puntatore a membro che riferisce un 
dato  con  offset  0  (come  il  campo  x  di  Point3d).  Se  così  non  fosse  un  puntatore  a 
membro nullo, potrebbe indirizzare un membro valido di un oggetto: 
 
float Point3d::*pm1 = 0;  
float Point3d::*pm2 = &Point3d::x;  
if ( pm1 == pm2 ) {  
 cout << "pm1 & pm2 contengono lo stesso valore?"; 
 cout << "devo indirizzare lo stesso membro!" << endl; 
} 
 
Quindi  per  come  detto  fin  qui,  un  puntatore  a  membro  non  è  altro  che  un  offset 
dall’indirizzo base dell’oggetto allo specifico membro. Come si può  immaginare però 
non è così, altrimenti non avrebbe avuto senso introdurli nel linguaggio. 
La  cosa  infatti  è  lievemente  più  delicata,  soprattutto  per  quanto  riguarda  tipi 
polimorifici ed ancora di più nel caso per quanto concerne l’ereditarietà multipla.  
Infatti lo Standard permette di convertire un puntatore a membro di una classe base ad 
un puntatore a membro della  classe derivata;  la  classe base  è una parte dell’oggetto 
derivato, quindi si può utilizzare un offset di membro della classe base come uno della 
classe derivata.  
Perché ciò sia possibile è necessario un supporto da parte del compilatore,  in quanto 
non  è  detto  che  l’offset  rimanga  lo  stesso,  in  particolare  con  l’uso  di  ereditarietà 
multipla. Si considerino infatti le seguenti classi: 
 
struct Base1 { int val1; };  
struct Base2 { int val2; };  
struct Derived : Base1, Base2 {}; 
 
e le due funzioni: 
 
void func1(int Derived::* dmp, Derived* pd) { 
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   pd->*dmp;  
}  
 
void func2(Derived *pd) {  
   int Base2::* bmp = &b2::val2;  
   func1(bmp, pd)  
} 
 
Il  puntatore  a  membro  bmp  rappresenta  il  campo  val2  della  classe  Base2,  e  viene 
convertito (con  la chiamata a func1)  in un puntatore a membro della classe Derived. 
L’offset  contenuto  in bmp  è 1, visto  che  è  relativo al primo  (ed unico) membro della 
classe Base2. Nella classe Derived, però, questo membro non ha offset 0, ma offset 4, 
quindi  la  conversione deve  trasformare  l’offset  contenuto  in  bmp da  1  a  5. Dietro  le 
quinte il compilatore ha sommato quell’offset con la dimensione della classe Base1 in 
modo da tener conto del nuovo layout della classe: 
 
func1(bmp ? bmp + sizeof(Base1) : 0, pd); 
 
Oltre  che  convertire,  inoltre, bisogna  controllare  che bmp non  sia nullo;  se  è nullo  la 
routine di conversione evita di fare la somma, restituendo così un puntatore a membro 
nullo. 
Questa informazione sui membri, sia essa sotto forma di offset statici o sotto forma di  
puntatori a membri, va  incapsulata all’interno della  classe Field o di qualche  classe 
derivata. 
Si utilizzeranno ora gli offset statici, per passare in un secondo momento ai puntatori a 
membro, mostrando i vantaggi che si incontrano utilizzando l’uno o utilizzando l’altro. 
Infatti  nel  caso  dei  puntatori  a  membro  l’informazione  di  tipo  abbonda,  essendo 
presente sia il tipo della classe che il tipo del campo, mentre negli offset statici, essendo 
solamente un normale valore intero, questa informazione è inesistente. 
Apparentemente sembra quindi non esistere un valido motivo per utilizzare i secondi. 
Il  non  essere  tipati  permette  di  utilizzare  gli  offset  per  accedere  classi  definite  a 
runtime, oppure caricate dinamicamente, cosa non possibile con i puntatori a membro, 
vista l’impossibilità di definirli non conoscendo il loro tipo a compile time. I puntatori 
a membro  permettono  invece  un maggiore  controllo  statico  nonché  la  possibilità di 
ottenere  conversioni  automatiche  quando  si  parlerà  di  ereditarietà,  in  particolare  di 
ereditarietà multipla. 
Come detto  si  utilizzeranno  ora  gli  offset  statici  per  fornire  ai  field  la  possibilità di 
operare sul valore dei campi che descrivono. 
Si aggiungono a tale scopo due metodi virtuali puri, un metodo get ed un metodo set 
ed il valore dell’offset. 
 
class Field 
{ 
public: 
 virtual void* get(void* base) const = 0; 
 virtual void set(void* base, const void* val) const = 0; 
private: 
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 size_t _offset; 
}; 
 
Il metodo get, dato  l’indirizzo base dell’oggetto, ritorna  il valore del field;  il secondo 
setta il valore del field dell’oggetto il cui indirizzo è base con il valore di indirizzo val. 
Ora,  in  base  ad  ogni  tipo  di  field  esisteranno  opportune  sottoclassi  di  Field  che 
implementeranno i metodi get e set. 
Si considerino per esempio i tipi base del linguaggio, che hanno dimensione nota (fissa) 
a compile time. La funzione get dovrà ritornare l’indirizzo base traslato dell’offset del 
field, mentre la funzione set dovrà memorizzare il valore puntato da val nell’oggetto: 
 
template <typename T> 
class FixedField : public Field 
{ 
public: 
 // ... 
 void* get(void* base) const 
 { 
  return ((char*) base  + _offset); 
 } 
  
 void set(void* base, const void* val) 
 { 
  memcpy(get(base), val, sizeof(T)); 
 } 
}; 
 
A questo punto  la  funzione createField dovrà  tener  conto delle modifiche appena 
apportate e diverrà: 
 
template <typename T> 
Field& createField(const std::string& name, T* addr)  
{ 
 return * new FixedField<T>( 
    name, 
    TypeOf<T>::get(),  
    (size_t) addr); 
} 
 
Chiaramente  non  ci  si  può  limitare  alla  gestione  dei  tipi  base  del  linguaggio,  ma 
bisogna supportare anche quelli definiti dall’utente ed i tipi definiti in librerie esterne, 
il cui codice è preferibilmente non modificabile o non disponibile. 
Nella classe Book definita sopra infatti comparivano due campi di tipo std::string, 
ovvero il titolo e il nome dell’autore. Perché questi campi possano essere manipolati è 
necessario descriverli con una sottoclasse di Field.  
Se ne definisce una ad hoc per le stringhe, in cui il metodo get è identico al precedente, 
mentre set dovrà comportarsi  in maniera dipendente dalla dimensione della stringa, 
compiando la stringa val nell’oggetto. Per far questo si utilizza l’operator= della classe 
std::string. 
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class StringField : public Field 
{ 
public: 
 // ... 
 void* get(void* base) const 
 { 
  return ((char*) base  + _offset); 
 } 
  
 void set(void* base, const void* val) 
 { 
  std::string& fld = * (std::string*) get(base); 
  fld = * (const std::string*) val; 
 } 
}; 
 
La cosa interessante ora è il fatto che la funzione createField dovrà decidere quale tra 
i due  field  (FixedField<T>, StringField)  istanziare, e prenderà questa decisione  in 
base  al  tipo  T  passato,  sfruttando  alcune  delle  metodologie  descritte  nel  capitolo 
precedente. 
T
Quindi,  se  T  è  di  tipo T std::string  verrà  ritornata  un’istanza  di  StringField, 
altrimenti se ne ritornerà una di FixedField<T>. 
Per vedere  se T ha  tipo T std::string  si può procedere  in due modi: o  si utilizza  la 
funzione  AreSameType  definito  nel  capitolo  2,  oppure  se  ne  definisce  una  ad  hoc 
(IsString).  
Supponendo  di  non  voler  utilizzare  AreSameType  si  dovrà  scrivere  la  seguente 
metafunzione: 
 
template <typename T> 
struct IsString 
{ 
 enum { result = false }; 
}; 
 
template <> 
struct IsString<std::string> 
{ 
 enum { result = true }; 
}; 
 
Si  utilizzerà  poi  il  condizionale  del  metalivello  per  scegliere  quale  dei  due  tipi 
istanziare. 
Serviranno infine due frammenti di codice da passare al condizionale per la generare la 
giusta istanza. 
 
template <class MetaField> 
struct FieldFactory 
{ 
 template <typename FieldType> 
 static Field* apply( const std::string& name,  
     FieldType* addr)   
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 { 
  return new MetaField( 
    name,  
    TypeOf<FieldType>::get(),  
    (size_t) addr); 
   
 } 
}; 
 
Questa  funzione  dato  il  tipo  MetaField,  che  può  essere  di  tipo  StringField  o 
FixedField<T>,  permette  di  utilizzare  un metodo  apply  che  ritorna  un’istanza  del 
field richiesto. 
Ora si ha tutto quello che serve per scrivere la nuova implementazione della funzione 
createField: 
 
template <typename T> 
Field& createField(const std::string& name, T* addr)  
{ 
 return If<IsString<T>::result,  
   FieldFactory<StringField>, 
   FieldFactory<FixedField<T> > 
        >::Result::apply(name, addr); 
} 
 
Sarà  così  il  compilatore  che  automaticamente  selezionerà  le  giuste  implementazioni 
della classe Field da istanziare. 
Si consideri di nuovo la solita classe Book descritta tramite la macro META: 
Si supponga di avere un’istanza di tale classe, e di volerla  inviare  in rete. Si potrebbe 
immaginare di spedire l’oggetto rappresentato in XML.  
 
template <typename T> 
void toXml(std::ostream& os, T* obj) 
{ 
 MetaClass* mc = TypeOf<T>::get(); 
 os << "<" << mc->name() << ">"; 
 for ( MetaClass::FieldsIterator it = mc->fieldsBegin();  
  it != mc->fieldsEnd(); ++it) 
 { 
  os << "<" << (*it)->name() << ">" 
     << (*it)->toString(obj) 
     << "</" << (*it)->name() << ">"; 
 } 
 os << "</" << mc->name() << ">"; 
} 
 
Questa funzione scrive nell’ostream os il contenuto dell’oggetto obj di tipo T; dopo 
aver  recuperato  il  descrittore  di  tipo  dell’oggetto  tramite  la  funzione 
T
TypeOf,  viene 
spedito nello stream il nome del tipo dell’oggetto; a questo punto si inizia a ciclare sui 
campi della classe, e inserendo nello stream il nome ed il contenuto. 
Per poter compilare quanto sopra basta aggiungere poche funzioni al codice descritto 
in questo e nei precedenti paragrafi;  come  si può notare  sono essenzialmente due  le 
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funzionalità  in  più  richieste:  l’iteratore  sui  field  e  il  metodo  toString  della  classe 
Field. 
Per quanto riguarda  l’iteratore vengono sfruttati  i metodi forniti dalla classe template 
vector, aggiungendo alla class MetaClass quanto segue: 
 
typedef vector<Field*>::iterator FieldsIterator; 
 
FieldsIterator fieldsBegin() 
{ 
 return _fields.begin(); 
} 
 
FieldsIterator fieldsEnd() 
{ 
 return _fields.end(); 
} 
 
Il metodo toString è invece un virtuale puro della classe Field:  
 
class Field 
{ 
public: 
 // ... 
 virtual string toString(const void* base) const = 0; 
}; 
 
Dovrà  essere  quindi  implementato  dalle  relative  sottoclassi  di  Field  in  maniera 
pressoché simile; per quanto riguarda la classe template FixedField, si dovrà scrivere: 
 
string toString(const void* base) const 
{ 
 ostringstream ret; 
 ret << * (T*) get(base); 
 return ret.str(); 
} 
 
Ora, data un’istanza della classe Book, basterà scrivere: 
 
Book book( "Il Pendolo di Foucault", 
      "Umberto Eco", 
      1988); 
ostringstream stream; 
toXml(stream , &book); 
cout << stream.str() << endl; 
 
ottenendo la stringa: 
 
<Book> 
 <title>Umberto Eco</title>  
 <author>Il Pendolo di Foucault</author>  
 <year>1988</year>  
</Book> 
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Stringa che potrà essere  inviata  in  rete, dove un altro programma potrà  interpretarla 
per ricreare un oggetto isomorfo a quello originario. 
Continuando con i vari tipi di dati membro si può aggiungere senza troppe difficoltà il 
descrittore del campi composti: 
 
class CompositeField : public Field 
{ 
 // ... 
}; 
 
Ovvero, se una classe è descritta attraverso la macro META può essere utilizzata come 
campo, e la libreria la tratterà come classe riflessiva ricorsivamente. 
Campi di tipo puntatore 
Si introduce, per la gestione dei campi di tipo puntatore, la class PointerField.  
Il  campo  _type della  classe  Field  estesa da  PointerField dovrà  quindi  essere un 
descrittore di un puntatore; tale descrittore dovrà inoltre aver conoscenza del tipo a cui 
il puntatore riferisce.  
Per  mantenere  questa  informazione  servirà  un  riferimento  a  MetaClass  nella  class 
MetaClass stessa. 
Informazione simile servirà anche nel caso si vogliano descrivere gerarchie di  tipi,  in 
cui ogni descrittore di tipo dovrà includere riferimenti ai tipi che estende. Nel caso di 
gerarchie singole basterà modificare la metaclasse come segue: 
 
class MetaClass 
{ 
 MetaClass( 
  const std::string& name,  
  const std::vector<Field*>& fields, 
  MetaClass* superClass); 
 
 // ... 
 MetaClass* superClass(); 
private: 
 MetaClass* _superClass; 
}; 
 
Si  utilizzerà  quindi  il  membro  _superClass  per  memorizzare  il  tipo  riferito  dal 
puntatore. 
Si  dovrà  poi,  ovviamente,  modificare  la  funzione  createField,  in  modo  da  farle 
istanziare  un  PointerField  quando  opportuno,  utilizzando  uno  Switch  per 
distinguere tra i vari tipi: 
 
template <typename FieldType> 
Field& createField(char* name, FieldType* addr) 
{ 
 typedef CASE(IsFundamental<FieldType>::result, 
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   FieldFactory<FixedField<FieldType> >) Case0; 
 
 typedef CASE(IsString<FieldType>::result, 
   FieldFactory<StringField>) Case1; 
 
 typedef CASE(IsPointer<FieldType>::result,  
   FieldFactory<PointerField>) Case2; 
 
 typedef FieldFactory<CompositeField> Default; 
 
 typedef TYPELIST_4(Case0,Case1,Case2,Default) CaseList; 
 
 return * Switch<CaseList>::Result::apply(name, addr); 
} 
 
Non  è  ancora  chiaro  però  come  il  tipo  riferito  da  un  puntatore  venga  passato 
all’interno del descrittore, ovvero chi setterà il valore di _superClass.  
Se  si  guarda  la metafunzione  FieldFactory definita  sopra,  si noterà  che  il  tipo del 
campo è passato utilizzando  la metafunzione TypeOf; da ciò segue che tale operatore 
andrà specializzato nel caso in cui T sia di tipo puntatore: 
 
template <typename T> 
struct TypeOf<T*> 
{ 
 static MetaClass* get() { 
  return &_metaClass; 
 } 
 static MetaClass _metaClass; 
}; 
 
template <typename T> 
MetaClass TypeOf<T*>::_metaClass("pointer",  
         std::vector<Field*>(),  
         TypeOf<T>::get()); 
 
Come si può notare quando viene costruita _metaClass,  le verranno passati, oltre al 
nome e al vettore vuoto di campi, anche un puntare alla metaclasse che descrive il tipo 
T, riferito da T*. 
In questo modo, dato un puntatore ad un oggetto e il suo descrittore, tramite il metodo 
superClass se ne può ottenere il tipo.  
Si supponga di avere una gerarchia di classi descritte tramite la macro META: 
 
class Shape 
{ 
 //... 
 virtual void draw() = 0; 
 META(Shape); 
}; 
 
class Circle : public Shape 
{ 
 //... 
 void draw(); 
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 META(Circle, Shape); 
}; 
 
class ShapePtr 
{ 
 // ... 
 Shape* pShape; 
 META(ShapePtr, 
  (FIELD(pShape))); 
}; 
 
ShapePtr s; 
MetaClass* sType = TypeOf<ShapePtr>::get(); 
s.pShape = new Circle; 
MetaClass* mc = (*(sType->fieldsBegin()))->type(); 
 
La metaclasse mc ottenuta non è quella che ci si aspettava, non rappresentando il tipo 
concreto Circle, ma il tipo apparente Shape. 
Per ovviare  a questo problema  si  rende più  invasiva  la  reflection,  aggiungendo una 
funzione virtuale alle classi arrichite dalla macro META: 
 
#define META(CLASS, FIELDS) \ 
 // ... 
 virtual MetaClass* getMetaClass() { 
  return _CLASS_::_metaClass; 
 } 
 
Questo  ha  alcune  ripercussioni  negative,  in  particolare  rende  la  reflection  intrusiva, 
aggiungendo un nuovo metodo virtuale alla classe descritta. Inoltre, se il tipo non era 
polimorfico,  ne  verrà  influenzata  anche  la  dimensione  dell’istanza,  dovendo  essa 
contenere un riferimento alla tabella delle funzioni virtuali.  
Ad ogni modo però,  le gerarchie  come quella  sopra  (Shape),  sono generalmente già 
polimorfiche, contenendo quasi sicuramente metodi virtuali (es. draw), rilassando così 
il problema dell’intrusività. 
A questo punto si può ottenere direttamente il tipo contreto, tramite il metodo virtuale 
getMetaClass: 
 
ShapePtr s; 
MetaClass sType = TypeOf<ShapePtr>::get(); 
s.pShape = new Circle; 
MetaClass* mc = s.pShape->getMetaClass(); 
 
Questo metodo virtuale però non basta a risolvere tutti i problemi di questa forma. Si 
immagini per questo di aggiungere un metodo tmp alla class PointerField: 
 
class PointerField : public Field 
{ 
public: 
 // ... 
 void tmp(void* base); 
}; 
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Sia base un puntatore ad un oggetto contenente un campo descritto da un’istanza di 
tale classe. 
Come si può notare, si presente lo stesso problema di cui sopra: posso discernere solo il 
tipo apparente (type()->superClass()), mai il tipo concreto. Per riuscire ad ottenere 
il  tipo  concreto devo poter  invocare  il metodo virtuale getMetaClass di base; ma è 
ovviamente impossibile invocare quel metodo dato un grezzo void*. 
Una  soluzione  che  può  apparentemente  risolvere  questi  problemi  è  far diventare  la 
classe PointerField template sul puntatore al tipo apparente: 
 
template <typename T> 
class PointerField : public Field 
{ 
public: 
 // ... 
 void tmp(void* base) 
 { 
  T** obj = (T**) get(base); 
  (*obj)->getMetaClass(); 
  // ... 
 } 
}; 
 
Il  fatto  che  PointerField  divenga  una  classe  template  può  creare  problemi  che 
saranno  chiariti nel  seguito.  Infatti  a  volte può  accadere  che  si  voglia utilizzare  tale 
classe senza che il tipo T esista a compile time, cosa che ovviamente impossibile. 
Si  esclude  quindi  questa  possibilità,  e  si  ritorna  al  puntatore  a  void  che  era  però 
ingestibile. Va quindi cercata una diversa soluzione. 
Quello che serve è  il metodo getMetaClass, ma tutte  le classi arricchite con  la macro 
META hanno quel metodo. Si può quindi dire che tutte le classi riflessive implementano 
un’interfaccia che contiene tale metodo. Sia tale interfaccia Object: 
 
class Object 
{ 
public: 
 virtual MetaClass* getMetaClass() = 0; 
}; 
 
La classe Book dell’esempio sopra dovrà quindi implementare tale interfaccia, ovvero: 
 
class Book : public Object 
{ 
 META(Book, Object, 
  (FIELD(title),  
   FIELD(author),  
   FIELD(year)));  
 // ... 
}; 
REGISTER(Book); 
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Si potrebbe obiettare che la situazione è ancora più invasiva, ma in sostanza è come la 
precendente,  visto  che  arricchendo  la  classe  si  definiva  comunque  quel  metodo. 
Estendere Object non  cambia  il  layout delle  istanze,  ed ha  come vantaggio  il poter 
convertire ogni oggetto all’interfaccia comune. 
Si  noti  come  non  si  possa  ovviare  all’uso  di  void*  come  paramentro,  vista 
l’impossibilità di trattare i tipi base del linguaggio come derivati della classe Object.  
Assumendo quindi (come già fatto nella altre versioni del metodo tmp d’esempio), che 
il  tipo  riferito  in  PointerField  non  sia  un  tipo  base  del  linguaggio  o  una  stringa 
(trattata alla stessa stregua di un tipo base), basterà operare come segue: 
 
class PointerField : public Field 
{ 
public: 
 // ... 
 void tmp(void* base) 
 { 
  Object* pObj = * (Object**) get(base);   
 pObj->getMetaClass(); 
  // ... 
 } 
}; 
 
Programmazione con attributi 
Gli  attributi  permettono  di  dichiarare  proprietà  o  attributi  del  codice.  Mentre  C# 
definisce  il  concetto di Attributes,  Java con  la versione Tiger  introduce  il  concetto di 
Annotations. 
Tramite gli Attribute e  le Annotation  i programmatori possono associare metadati ai 
vari elementi del programma (classi, metodi, field, ecc.), che verranno memorizzati dal 
compilatore nei class file (nel caso di Java) o negli assembly (nel caso di C#) divenendo 
disponibili a runtime tramite le Reflection API. 
Queste  informazioni  saranno  utilizzate  dalla  macchina  virtuale  o  da  un  altro 
programma  per  determinare  come  interagire  con  gli  elementi  arricchiti  del 
programma, cambiandone in certi contesti il funzionamento. 
Anche il sistema che si sta sviluppando utilizzerà questo approccio: 
 
class Attribute : public Object 
{ 
 META(Attribute, Object, NO_FIELDS); 
}; 
REGISTER(Attribute); 
 
La macro NO_FIELDS ritorna un vettore vuoto di Field*. 
Un  attributo  è  definito  estendendo  la  classe  Attribute,  le  cui  istanze  vanno  ad 
estenedere i metadati dei field e delle metaclassi. 
I field e le metaclassi forniscono poi dei meccanismi che permettono di determinare se 
un certo attributo è presente nei propri metadati. 
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class Field 
{ 
 // ... 
 bool hasAttribute(MetaClass* attribute); 
 // ... 
 std::vector<Attribute*> _attributes; 
}; 
 
class MetaClass 
{ 
 // ... 
 bool hasAttribute(MetaClass* attribute); 
 // ... 
 std::vector<Attribute*> _attributes; 
}; 
 
Essendo  Attribute  un  tipo  riflessivo  potrà,  tramite  il  metodo  getMetaClass, 
determinare se è uguale al tipo di attributo passato.  
Iterando quindi sul vettore degli attributi, ne potrà o meno, determinare lʹesistenza. 
Si potrebbe sfruttare questa metodologia per arricchire  i  field con  i  loro modificatori: 
private, public o protected. 
Dato  quindi  un  attributo  che  definisce  il  tipo  di  accesso,  sarà  possibile  ritrovarlo  a 
runtime per determinare il grado di visibilità del field. 
Lʹutilizzo  che  però  si  fa  degli  attributi  allʹinterno  del  sistema  è  diverso;  serve  per 
discernere tra le varie categorie di metaclassi. 
Serve cioè per determinare se una metaclasse rappresenta un tipo base del linguaggio, 
se  rappresenta  una  stringa,  se  rappresenta  un  tipo  composito definito dallʹutente,  o 
altro. 
Ripensando  infatti  allʹesempio  fatto  al  precedente  paragrafo,  cʹera  il  problema  di 
determinare  se  lʹoggetto  nascosto  da  quel  puntatore  a  void,  avesse  il  metodo 
getMetaClass. 
Chiaramente nel caso il tipo del field fosse una stringa o un tipo base, tale metodo non 
sarebbe presente, mente lo sarebbe nel caso si utilizzassero tipi definiti dallʹutente. 
Si definiscono quindi diversi tipi di attributi atti a questi scopi: 
 
class FundamentalTypeAttribute : public Attribute 
{ 
 META(FundamentalTypeAttribute, Attribute); 
}; 
REGISTER(FundamentalTypeAttribute); 
 
class PointerTypeAttribute : public Attribute 
{ 
 META(PointerTypeAttribute, Attribute); 
}; 
REGISTER(PointerTypeAttribute); 
 
class StringTypeAttribute : public Attribute 
{ 
 META(StringTypeAttribute, Attribute); 
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}; 
REGISTER(StringTypeAttribute); 
 
class ClassTypeAttribute : public Attribute 
{ 
 META(ClassTypeAttribute, Attribute); 
}; 
REGISTER(ClassTypeAttribute); 
 
Ogni volta che verranno create nuove  istanze di MetaClass verrà aggiunto al vettore 
degli attributi quello opportuno. 
Ad esempio per i tipi base del linguaggio, la specializzazione esplicita di TypeOf verrà 
cambiata come segue: 
 
template <> 
struct TypeOf<int> 
{ 
 static MetaClass* get() { 
  return _metaClass; 
 } 
 static MetaClass &_metaClass; 
}; 
 
MetaClass TypeOf<int>::_metaClass( 
  "int",  
  NO_FIELDS,  
  toVector(* new FundamentalTypeAttribute), 
  0); // superClass 
 
Lo stesso avverrà quindi con  le specializzazioni per  le stringhe,  i puntatori e gli altri 
tipi base. 
Per  quanto  concerne  i  tipi  definiti  dall’utente  le  macro  META  e  FIELD,  saranno 
modificare per poter personalizzare gli attributi dei metaoggetti che definiscono. 
Dovranno  quindi  poter  prendere  in  input  una  lista  di  attributi  separata  da  virgole 
come  accadeva  per  la  lista  dei  field.  Serviranno  quindi  le  stesse  funzioni  che  si 
utilizzavano per creare la lista di field, ovvero: 
 
vector<Attribute*> operator , ( 
 Attribute& attr1, Attribute& attr2); 
 
vector<Attribute*> operator , ( 
 vector<Attribute*> attrs, Attribute& attr); 
 
vector<Attribute*> toVector(vector<Attribute*> attrs); 
 
vector<Attribute*> toVector(Attribute& attr); 
 
A questo punto la macro META, FIELD e REGISTER diverranno come segue: 
 
#define META(className, superClass, fields, attributes) \ 
 private: \ 
  typedef className _CLASS_; \ 
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  friend struct TypeOf<_CLASS_>; \ 
  static MetaClass _metaClass; \ 
  static std::vector<Field*> _createFields() { \ 
   return toVector(fields); \ 
  } \ 
  static std::vector<Attribute*> _createAttributes() 
  { \ 
   return (attributes, \ 
    * new ClassTypeAttribute); \ 
  } \ 
  static MetaClass* _superClass() { \ 
   return TypeOf<superClass>::get(); \ 
  } \ 
 
 public: \ 
  virtual MetaClass* getMetaClass() { \ 
   return &_metaClass; \ 
  } 
 
#define FIELD(fieldName, attributes) \ 
 createField( \ 
  #fieldName, \ 
  & ((_CLASS_*) 0)->fieldName, \ 
  toVector(attributes)) 
 
#define REGISTER(className) \ 
 MetaClass className::_metaClass( \ 
  #className, \ 
  className::_createFields(), \ 
  className::_attributes(), \ 
  className::_superClass()) 
 
A questo punto la funzione tmp definita nel precedente paragrafo può esser modificata 
in modo da poter operare con ogni tipo sfruttando gli attributi sul della metaclasse. 
 
class PointerField : public Field 
{ 
public: 
 // ... 
 void tmp(void* base) { 
  if (type()->hasAttribute( 
   TypeOf<ClassTypeAttribute>::get())  
  { 
   Object* pObj = * (Object**) get(base); 
   pObj->getMetaClass(); 
   // ... 
  } 
  else { 
   type(); 
   // ... 
  } 
 } 
}; 
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Riassumendo, quello che si è ottenuto fino adesso può essere descritto con il seguente 
diagramma: 
 
 
 
Creare dinamicamente istanze a runtime 
Nello sviluppo di soluzioni software può spesso capitare di voler creare istanze di una 
classe  senza  necessariamente  conoscerne  il  tipo  a  compile  time.  La  reflection  viene 
incontro  allo  sviluppatore  nel  risolvere  questo  problema  tramite  un  metodo  di 
MetaClass chiamato newInstance. 
 
class MetaClass 
{ 
 // ... 
 Object* newInstance(); 
}; 
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Quello che  fa questo metodo è  invocare  il costruttore della classe che  le  istanze della 
metaclasse descrivono. 
Chiaramente, essendo i tipi riflessivi derivati dalla classe base Object, un puntatore a 
tale classe può essere utilizzata come handle del valore ritornato da newInstance. 
Il problema è ora come  riuscire ad  invocare  il  costruttore di una classe. Non ci  sono 
metodi agevoli per  farlo  in C++, e  i puntatori a  funzioni membro non possono esser 
d’aiuto, visto che non possono essere utilizzati i costruttori. 
L’unica soluzione sembra essere utilizzare un normale puntatore a funzione. 
Si  crea quindi un metodo  statico  all’interno della  classe descritta  che  ritorna  istanze 
della classe stessa; si prende quindi l’indirizzo di tale funzione statica e si memorizza 
all’interno della metaclasse, che sarà modificata come segue: 
 
class MetaClass 
{ 
public: 
 MetaClass(  
  char* name,  
  std::vector<Field*> fields,  
  std::vector<Attribute*> attributes,  
  MetaClass* superClass,  
  Object* (*factory)()); 
 // ... 
 Object* newInstance()  
 { 
  return (_factory ? (*_factory)() : 0); 
 } 
private: 
 //.. 
 Object* (*_factory)(); 
}; 
 
Conseguenza  grave  di  questo  approccio  “Object‐based”  è  che  i  tipi  base,  o  i  tipi 
considerati  tali  (come  std::string),  non  potranno  essere  ritornati da  newInstance 
non essendo tipi derivati da Object. 
Questo  implica  l’impossibilità  di  istanziare  a  runtime  i  tipi  fondamentali,  e  quindi 
l’impossibilità di deserializzare oggetti che contengano puntatori a tali tipi. 
Un possibile modo per ovviare a questo problema è ritornare puntatori a void, ma la 
decisione è alquanto critica, e può portare sia vantaggi che svantaggi: 
 
class MetaClass 
{ 
public: 
 MetaClass(  
  char* name,  
  std::vector<Field*> fields,  
  std::vector<Attribute*> attributes,  
  MetaClass* superClass,  
  void* (*factory)()); 
 // ... 
 void* newInstance()  
 { 
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  return (_factory ? (*_factory)() : 0); 
 } 
private: 
 //.. 
 void* (*_factory)(); 
}; 
 
Come detto per poter utilizzare chiamare dinamicamente il costruttore di una classe è 
necessario farlo chiamare da un metodo statico e salvare il suo indirizzo. Per far questo 
si modificano la macro META e la macro REGISTER come segue: 
 
#define META(className, superClass, fields, attributes) \ 
 private: \ 
  typedef className _CLASS_; \ 
  ... \ 
  static Object* _create() { \ 
   return new _CLASS_; \ 
  } 
 
 
#define REGISTER(className) \ 
 MetaClass className::_metaClass( \ 
  ... \ 
  &className::_create) 
 
Purtroppo  questo  modo  di  creare  istanze  impone  un  altro  vincolo  sulla  classe 
arricchita, ovvero, dovrà sempre esistere un costruttore di default. 
A questo punto si può scrivere: 
 
Object* book = TypeOf<Book>::get()->newInstance(); 
 
Rendendo così il descrittore di classe capace di creare istanze. 
Caratteristica  inoltre molto utile è  come poter ottenere un descrittore di  classe  senza 
conoscerne  il  tipo  a  compile  time, ma  conoscendone  soltanto  il  nome  sottoforma di 
stringa a runtime. 
Perché  ciò  sia  possibile  va  creato  un  registro  di  tutti  i  tipi  riflessivi,  registro  che 
assocerà  nomi  di  classe  a  oggetti  classe  (gli  oggetti  classe  si  ricorda  che  sono  un 
sottinsieme dei metaoggetti). 
È chiaro che il registro dovrà avere un’unica istanza in tutta programma. Si utilizzera 
per questo una classe composta l’esecuzione del essenzialmente da membri statici, ma 
questo porterà ad alcuni problemi, si vedranno quali e come risolverli. 
 
class TypeRegistry 
{ 
public: 
 static MetaClass* find(const std::string& str); 
 static bool add(MetaClass* type); 
 
private: 
 static std::map<std::string, MetaClass*> _types; 
}; 
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Tale classe permette di associare nomi di classe al proprio descrittore, di aggiungerne 
di nuove e di trovare descrittori dato il loro nome. 
Sarà il costruttore della metaclasse ad utilizzare il metodo add per ogni nuova istanza 
della classe MetaClass. 
Le macro META  e REGISTER  arricchiscono  la definizione della  classe  con un membro 
statico  di  tipo  MetaClass,  il  cui  costruttore  invocherà  la  funzione  statica  add  di 
TypeRegister.  Questo  può  avere  conseguenze  molto  gravi,  in  particolare  porta  a 
comportamenti  indefiniti dovuti all’ordine di  inizializzazione degli oggetti statici non 
locali. 
Chiaramente il descrittore di tipo risulta sempre inizializzato, visto che interferisce con 
i membri statici del registro nel suo costruttore. 
Ordine di inizializzazione per gli oggetti statici 
Sono oggetti non locali statici quelli definiti nello scope globale o di namespace, quelli 
dichiarati statici in una classe o quelli definiti statici nello scope di un file. 
Bisogna  assicurare  quindi  che  tali  oggetti  siano  inizializzati  prima  che  vengano 
utilizzati.  
Il  linguaggio,  di  per  sé,  non  permette  di  interferire  sull’ordine  delle  suddette 
inizializzazioni. 
Essendo questa situazione appartenente alla categoria dei comportamenti  indefiniti è 
opportuno evitarla. 
Nonostante  il C++ non dica niente  sul momento  in  cui un oggetto non  locale  statico 
venga  inizializzato,  è  invece  abbastanza  chiaro  sull’inizializzazione  di  oggetti  locali 
statici (ad esempio oggetti statici all’interno di una funzione). 
È  oppurtono  puntualizzare  inoltre  la  differenza  tra  variabili  statiche  inizializzate  a 
runtime  e  le  variabili  statiche  primitive  inizializzate  con  costanti  a  tempo  di 
compilazione. 
Per esempio: 
 
int Fun() 
{ 
 static int x = 0; 
 return x++; 
} 
 
In  questo  caso  x  è  inizializzata  prima  che  ogni  porzione  di  codice  del  programma 
venga  eseguita  e  molto  probabilmente  a  tempo  di  caricamento.  Quando  invece  la 
variabile non è  inizializzata con una costante a compile  time, o quando è un oggetto 
con un costruttore, sarà  inizializzata a runtime,  la prima volta che  il flusso del codice 
percorrerà tale definizione. 
Quindi  se  si  rimpiazza  l’accesso  diretto  a  oggetti  non  locali  statici  con  chiamate  a 
funzioni  che  ritornino  riferimenti  ad  oggetti  locali  statici,  si  assicura  la  consistenza 
dell’oggetto statico utilizzato.  Inoltre, si ottiene un bonus, ovvero ogni volta che una 
funzione che emula un oggetto non locale statico non viene chiamata, non si incorre nel 
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costo della  costruzione  e della distruzione dell’oggetto,  cosa  invece non ben definita 
per gli oggetti non locali statici. 
La classe TypeRegistry, per ovviare ai problemi nell’ordine delle inizializzazione può 
essere modificata nel modo seguente: 
 
class TypeRegistry 
{ 
public: 
 static TypeRegistry* get() 
 { 
  static TypeRegistry singleton; 
  return &singleton; 
 } 
 MetaClass* find(const std::string& str); 
 bool add(MetaClass* type); 
 
private: 
 TypeRegistry(); 
 std::map<std::string, MetaClass*> _types; 
}; 
 
Come si può notare non si utilizzeranno più funzioni statiche, ma metodi d’istanza.  
È opportuno notare come  l’unicità sia rafforzata dal costruttore privato e dal metodo 
statico get, il quale permette di realizzare quanto detto sopra, creando l’oggetto statico 
locale ed esportandolo come se fosse non locale, ritornandone l’indirizzo. 
Self Reflection 
Nel primo capitolo si è descritta la differenza tra oggetti classe e oggetti ordinari, e si è 
mostrato il problema del descrittore di tipo per ogni oggetto che compaia nel sistema. 
Chiaramente anche gli oggetti che definiscono  il sistema devono poter avere  i propri 
descrittori, ma fino a questo momento ciò non avviene; sono descritti infatti solamente 
i tipi fondamentali e quelli definiti dall’utente. 
Si  vuole  quindi  creare  un  descrittore  di  tipo  per  la  classe  MetaClass.  La  cosa 
interessante  è  che  per  generare  la  metaclasse  della  metaclasse  si  può  utilizzare  la 
metaclasse stessa, sfruttando la macro META. 
Si crea in questo modo un insieme chiuso di tipi riflessivi, in cui il descrittore di ogni 
tipo e ogni tipo che lo costituisce appartiene all’insieme. 
Il  primo  passo  verso  la  realizzazione  di  questo  obiettivo  consiste  nel  descrivere  la 
classe MetaClass: 
 
class MetaClass : public Object 
{ 
 // ... 
private: 
 std::string _name; 
 std::vector<Field*> _fields; 
 std::vector<Attribute*> _attributes; 
 MetaClass* _superClass; 
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 META(MetaClass, Object, ( 
     FIELD(_name),  
     FIELD(_fields),  
     FIELD(_attributes),  
     FIELD(_superClass)),  
   NO_ATTRIBUTES); 
}; 
 
Ma questo non basta. Immaginando di compilare quanto scritto si otterrebbe infatti un 
errore, visto che si stanno utilizzando oggetti i cui descrittori non esistono. 
In particolare non è dato sapere quale sia il descrittore di std::vector. 
Si  procede  per  esso  come  già  fatto  per  le  stringhe  e  per  i  puntatori,  facendolo 
comportare come un tipo base del linguaggio: 
 
template <typename T> 
struct TypeOf<std::vector<T> > 
{ 
 static MetaClass* get() { 
  return &_metaClass; 
 } 
 static MetaClass _metaClass; 
}; 
 
template <typename T> 
MetaClass TypeOf< 
      std::vector<T>  
     >::_metaClass("vector",  
         NO_FIELDS,  
         toVector(* new VectorTypeAttribute), 
         TypeOf<T>::get()); 
 
Viene  definito  l’attributo  VectorTypeAttribute  e  viene  aggiunta  una  nuova  classe 
derivata  da  Field,  che  viene  istanziata  aggiungendo  un  nuovo  caso  alla  funzione 
createField: 
 
typedef CASE(IsVector<FieldType>::result,  
  FieldFactory<VectorField>) Case3; 
 
A questo punto anche  i vettori della STL hanno  i  loro descrittori, ma ciò ancora non 
basta.  
Mentre la descrizione del campo _attributes compila senza problemi, la descrizione 
del campo _fields genera errori. 
Infatti  il  descrittore  del  tipo  parametrico  passato  alla  classe  std::vector,  viene 
memorizzato come superclasse dei suoi descrittori. 
Quindi,  ad  esempio,  se  si  istanzia  un  std::vector<int>,  verrà  creato  un  nuovo 
descrittore del tipo vector dove la superclasse è il descrittore del tipo int, mentre se si 
istanzia un  std::vector<float>,  verrà  creato un  altro descrittore di  vector  con  il 
descrittore del tipo float. 
Perché ciò sia possibile deve esistere il descrittore del tipo parametrico. In questo caso 
il tipo parametrico è un puntatore, e come tale è già stato descritto. Deve essere quindi 
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riflessivo  il  tipo riferito dal puntatore, ovvero Attribute e Field. Mentre  il primo è 
riflessivo, ciò non vale per il secondo. 
Va quindi aggiunta  la macro META alla classe Field ed alle sue derivate  in modo da 
renderla riflessiva: 
 
class Field : public Object 
{ 
 // ... 
private: 
 std::string _name; 
 MetaClass* _type; 
 size_t _offset; 
 std::vector<Attribute*> _attributes; 
 
 META(Field, Object, ( 
   FIELD(_name),  
   FIELD(_type),  
   FIELD(_offset)),  
  NO_ATTRIBUTES); 
}; 
 
class StringField : public Field 
{ 
 // ... 
 META(StringField, Field,  
  NO_FIELDS, 
  NO_ATTRIBUTES); 
}; 
 
Il sistema può quindi procedere verso il bootstrap, essendo l’insieme dei tipi riflessivi 
chiuso. 
Riassumendo con un diagramma quello che si è ottenuto è quanto segue: 
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La  freccia  tratteggiata  indica  la  dipendenza  di  ogni  classe  al  proprio  descrittore, 
oppure, come descritto nel primo capitolo, la relazione instanceOf. 
Da notare come ogni classe sia una derivata di Object, e come ogni classe abbia una 
relazione  con  la  metaclasse.  Importante  inoltre  notare  la  presenza  della  meta‐
circolarità,  ovvero  la  dipendenza  della metaclasse  da  se  stessa. Chiaramente  questo 
ciclo  infinito va  evitatato nell’implementazione,  e questo avviene naturalmente visto 
che  il  descrittore  della  metaclasse  è  unico  e  ognuno  riferisce  lo  stesso: 
TypeOf<MetaClass>::get().  Esiste  quindi  soltanto  una  meta‐metaclasse  descritta 
tramite un’istanza di se stessa. 
Si noti infine come non esistano classi template nel diagramma. L’unica classe template 
che esiste è FixedField e non è chiaro come poterla registrare nel TypeRegistry (che 
indicizza per nome della  classe).  Infatti allo  stesso nome  corrispondo più descrittori, 
uno per ogni  istanza del  template. Per evitare questo  le  istanze vengono definite per 
estensione, ovvero si definisce una nuova classe per ogni  istanza, e si registra quella, 
evitando di descrivere FixedField e tagliando un pezzo della gerarchia. 
 
class intField : public FixedField<int> 
{ 
 META(intField, Field, NOFIELD, NOATTRIBUTE); 
}; 
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Un altro limite esiste nella classe che descrive i vettori. Per semplicità si considereranno 
solo vettori di puntatori a Object e derivati. 
Reflection statica 
Fin qui si sono utilizzate strutture dati dinamiche a runtime. Ora si smette di seguire 
questa filosofia object‐oriented e si passa ad utilizzare in maniera pesante i meccanismi 
statici presentati nel secondo capitolo.  
Scompare quindi il concetto di metaclasse come entità esistente a runtime e ne compare 
una manipolabile a tempo di compilazione. 
Si smetterà di utilizzare gli offset statici e si utilizzeranno i puntatori a membro che tra 
le altre permetteranno anche una agevole gestione dei casi che presentino ereditarietà 
multipla. 
Si  inizia definendo  il  concetto di  field  (statico) per poi passare alla descrizione della 
metaclasse, da ora in avanti chiamata TypeInfo. 
I parametri  template come detto nel precedente capitolo, possono essere  sia  tipo che 
non tipo. I parametri template non tipo possono essere: 
? tipi interi costanti o enumerativi 
? puntatori a oggetti o puntatori a funzioni con linkage esterno 
? riferimenti a oggetti o riferimenti a funzioni con linkage esterno 
? puntatori a membro 
Si  dice  che  un  nome  ha  linkage  esterno  quando  può  denotare  lo  stesso  oggetto 
(riferimento, funzione, ecc), come un nome introdotto da una dichiarazione in un altro 
scope. Quando un nome ha  linkage  esterno,  l’entità  che denota può  essere  riferita da 
nomi nello scope di altre  translation unit o da scope della stessa  translation unit. Un 
nome ha linkage interno quando l’entità che denota può essere riferita solo nello scope 
della stessa translation unit. Per translation unit si intende invece un file sorgente con 
tutti  gli  header  e  i  file  sorgenti  inclusi  attraverso  la  direttiva  #include  del 
preprocessore (per maggiori informazioni si veda il paragrafo 3.5 dello standard [20]). 
Ad esempio, data la seguente classe template:  
 
template <typename T, char* p> class X {}; 
 
la seguente stringa ha linkage interno: 
 
X<int, "Hello"> x1; 
 
mentre questa ha linkage esterno: 
 
char p[] = "Hello"; 
X<int, p> x2; 
 
Chiaramente solo  la seconda versione dell’instanziazione è valida, visto che  la prima 
utilizza un puntatore con linkage interno. 
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Sfruttando quanto detto il descrittore di field può essere definito come segue: 
 
template < 
 char* _name, 
 typename _ClassType, 
 typename _FieldType, 
 _FieldType _ClassType::* _data 
> 
class FieldInfo 
{ 
public: 
 static const char* name()  
 {  
  return _name;  
 } 
 
 typedef _ClassType ClassType; 
 typedef _FieldType FieldType; 
  
 static _FieldType _ClassType::* data()  
 { 
  return _data;  
 } 
}; 
 
Questa classe template prende come parametri i seguenti: 
? una stringa che rappresenta il nome del field 
? il tipo della classe che contiene il field 
? il tipo del field 
? il puntatore al membro descritto 
Data quindi la solita classe Book, posso scrivere quanto segue: 
 
char author_string[] = "author"; 
typedef FieldInfo< 
    author_string,  
    Book,  
    std::string,  
    &Book::author> field1; 
 
A questo punto, ad esempio, per modificare ed ottenere il campo author di un oggetto 
di tipo Book, basta fare come segue: 
 
Book book("", "Umberto Eco", 1988); 
book.*field1::data() = "Il pendolo di Foucault"; 
cout << book.*field1::data() << endl; 
 
Il descrittore di  tipo,  sarà,  come  si può  immaginare, una  classe  statica  contenente  il 
nome del tipo, il tipo effettivo, una lista statica di field e una lista statica di classi base. 
Considerando  le  liste  statiche  implementate  secondo  le  TypeList  definite  in 
precedenza, si ottiene: 
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template < 
 char* _name, 
 typename _Type, 
 typename _FieldList = NullType,  
 typename _ClassList = NullType 
> 
class TypeInfoImpl 
{ 
public: 
 static const char* name()  
 {  
  return _name;  
 } 
 
 typedef _Type Type; 
 typedef _FieldList FieldList; 
 typedef _ClassList ClassList; 
}; 
 
La  classe  TypeInfo  di  cui  si  parlava  prima,  sarà  una  classe  parametrica  sul  tipo 
effettivo C++.  
 
template <typename T> 
class TypeInfo; 
 
La sua implementazione sarà data in termini di TypeInfoImpl, con una classe annidata 
Impl che la estende. 
Ad  esempio, per  i  tipi base  si  specializza questa  classe  template per ogni  tipo  come 
segue: 
 
template<> 
class TypeInfo<int>  
{ 
public: 
 typedef int Type; 
 class Impl : public TypeInfoImpl< 
    BuiltinTypeInfoHelper::intStr,  
    int 
       > {}; 
}; 
 
Il namespace BuiltinTypeInfoHelper viene utilizzato  come  contenitore di  stringhe 
con linkage esterno per poterle passare come parametri template: 
 
namespace BuiltinTypeInfoHelper 
{ 
 char intStr[] = "int"; 
 char charStr[] = "char"; 
 char floatStr[] = "float"; 
 char stringStr[] = "string"; 
} 
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Per  descrivere  i  tipi  definiti  dall’utente  occorre  specializzare  la  classe  template 
TypeInfo. Considerando la solita classe Book, si ha: 
 
class Book 
{ 
 friend class TypeInfo<Book>; 
private: 
 string title; 
 string author; 
 int year; 
}; 
 
La classe diventa friend di TypeInfo per poterne gestire i campi privati. Si definiscono 
poi le stringhe necessarie alla descrizione del tipo: 
 
namespace BookString  
{ 
 char className[] = "Book"; 
 char field0[] = "title"; 
 char field1[] = "author"; 
 char field2[] = "year"; 
} 
 
E infine si passa alla specializzazione di TypeInfo: 
 
template <> 
class TypeInfo<Book> 
{ 
 typedef Book Type; 
 
 typedef FieldInfo< 
   BookString::field0,  
   Book, TypeInfo<std::string>,  
   &Book::title> _FieldInfo0; 
 
 typedef FieldInfo< 
   BookString::field1,  
   Book, TypeInfo<std::string>,  
   &Book::author> _FieldInfo1; 
 
 typedef FieldInfo< 
   BookString::field2,  
   Book, TypeInfo<int>,  
   &Book::year> _FieldInfo2; 
 
 typedef TYPELIST_3( 
   _FieldInfo0,  
   _FieldInfo1,  
   _FieldInfo2) _FieldList; 
 
public: 
 class Impl : public  
  TypeInfoImpl< 
   BookString::className,  
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   Book,  
   _FieldList 
  > {}; 
}; 
 
La specializzazione sopra definisce tre typedef annidati che rappresentano i tre campi 
della  classe  Book.  Questi  typedef  sono  instanziazioni  della  classe  template  
FieldInfo,  le  quali  saranno  unite  in  una  lista  di  tipi  che  sarà  passata  alla  classe 
TypeInfoImpl. 
L’utilità  principale  di  queste  specializzazioni  è  quella  di  unificare  il modo  in  cui  si 
ottengono  i descrittori statici. Questo vuol dire che per accedere al descrittore di due 
tipi  diversi  potrò  utilizzare  codice  simile,  in  maniera  tale  da  poter  scrivere  più 
agevolmente funzioni generiche. 
 
cout << TypeInfo<int>::Impl::name() << endl; 
cout << TypeInfo<Book>::Impl::name() << endl; 
 
La classe FieldInfo è ora leggermente diversa rispetto a quella definita in precedenza, 
in  particolare  non  viene  più  passato  il  tipo  effettivo  C++,  ma  ne  viene  passato  il 
descrittore TypeInfo<T>. Tale classe diventa quindi: 
 
template < 
 char* _name, 
 typename _ClassType, 
 typename _FieldTypeInfo, 
 typename _FieldTypeInfo::Type _ClassType::* _data 
> 
class FieldInfo 
{ 
public: 
 static const char* name()  
 {  
  return _name;  
 } 
 
 typedef _ClassType ClassType; 
 typedef _FieldTypeInfo FieldTypeInfo; 
  
 static typename _FieldTypeInfo::Type _ClassType::*  
 data()  
 { 
  return _data;  
 } 
}; 
 
Quello che serve ora è un modo agevole per manipolare queste strutture. 
Si supponga ad esempio di voler scrivere in uno stream un’istanza di Book in formato 
XML. 
Si vuole poter scrivere quanto segue: 
 
Book book("Il Pendolo di Foucault", "Umberto Eco", 1988); 
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ToXml::apply(make_pair(ref(cout), cref(book))); 
 
E poter ottenere: 
 
<Book> 
 <title>Umberto Eco</title>  
 <author>Il Pendolo di Foucault</author>  
 <year>1988</year>  
</Book> 
 
Le  funzioni ref e cref creano wrapper per riferimenti costanti e non costanti. Senza 
tali  wrapper  sarebbe  impossibile  utilizzare  reference  con  la  classe  pair. 
L’implementazione del wrapper è abbastanza banale: 
 
template <typename T> 
class RefWrapper 
{ 
public: 
 typedef T Type; 
 
 explicit RefWrapper(T& t) 
  : _t(&t) 
 { 
   
 } 
   
 RefWrapper& operator = (const RefWrapper& aRef) 
 { 
  if (this != &aRef) 
   _t = aRef._t; 
  return *this; 
 } 
 
 inline operator T& () const  
 {  
  return *_t;  
 } 
 
 inline T& get() const 
 { 
  return *_t;  
 } 
 
private: 
 T* _t; 
}; 
 
È importante notare l’utilizzo di un puntatore a T, anzichè di un riferimento ad esso. Si 
supponga  infatti  di  utilizzare  questo  wrapper  in  un  contenitore  STL  per  un  tipo 
costante. Siccome il tipo passato al contenitore STL deve essere assegnabile, se _t fosse 
un  riferimento  costante  non  sarebbe  possibile  implementare  l’operatore  di 
assegnamento, violando così uno dei vincoli dei contenitori standard. 
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Le  funzioni  ref  e  cref  sfruttano  poi  la  deduzione  dei  parametri  template  per 
instanziare più facilemente wrapper senza definirne il tipo: 
 
template <typename T> 
RefWrapper<T> ref(T& t) 
{ 
 return RefWrapper<T>(t); 
} 
 
template <typename T> 
RefWrapper<const T> cref(const T& t) 
{ 
 return RefWrapper<const T>(t); 
} 
 
È  importante  definire  poi  delle  metafunzioni  per  ricavare  il  tipo  incapsulato  nel 
wrapper, eliminandone eventualmente il qualificatore costante. 
 
template <typename T> 
struct UnwrapRef; 
 
template <typename T> 
struct UnwrapRef<RefWrapper<T> > 
{ 
 typedef T Result; 
}; 
 
template <typename T> 
struct UnwrapRefAndConst; 
 
template <typename T> 
struct UnwrapRefAndConst<RefWrapper<const T> > 
{ 
 typedef T Result; 
}; 
 
Si può ritornare ora alla esempio di serializzazione in XML. La funzione ToXml::apply 
scrive il nome della classe e chiama una metafunzione che permette di iterare sulla lista 
dei  field contenuti nel descrittore. Per ogni  field verrà quindi chiamata una  funzione 
che provvederà a stamparlo.  
Quindi  oltre  a  ToXml::apply  è  opportuno  implementare  un’altra  funzione  (un  tipo 
metafunzione), che dato un field  lo stampa. Questa seconda funzione sarà passata ad 
una metafunzione chiamata ForEach: 
 
template <typename TList, typename Fun> 
struct ForEach; 
 
Data  una  lista  di  tipi,  per  ogni  elemento  viene  applicata  la metafunzione  di  ordine 
superiore Fun. 
A questo punto la funzione ToXml::apply è abbastanza semplice: 
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struct ToXml 
{ 
 template <typename PairType> 
 static void apply(PairType& myPair) 
 { 
  typedef typename UnwrapRefAndConst< 
   typename PairType::second_type 
  >::Result ObjType; 
 
  myPair.first.get() << "<" <<  
   TypeInfo<ObjType>::Impl::name() << ">"; 
 
  ForEach< 
   typename TypeInfo<ObjType>::Impl::FieldList, 
   ToXml 
  >::apply(myPair); 
 
  myPair.first.get() << "</" <<  
   TypeInfo<ObjType>::Impl::name() << ">"; 
 } 
}; 
 
Dato un tipo std::pair contenente lo stream e l’oggetto, ne stampa il tipo dell’oggetto 
ed itera sui field. 
Con il metodo myPair.first.get() si ottiene un riferimento allo stream, mentre con 
myPair.second.get() si ottiene un riferimento costante all’oggetto.  
Per  ottenere  il  descrittore  di  tipo  devo  eliminare  il  riferimento  costante  dal  tipo 
dell’oggetto, e poi applicare TypeInfo, visto che la sua specializzazione è definita con 
il  tipo  nudo  senza  qualificatori.  Il  tutto  è  fatto  tramite  la  metafunzione 
UnwrapRefAndConst descritta sopra. 
La funzione di ordine superiore Apply stampa semplicemente il contenuto dei field e il 
proprio nome; assumendo che i sottotipi siano stampabili si ha: 
 
struct ToXml 
{ 
 template <typename AField> 
 struct Apply 
 { 
  template <typename PairType> 
  static void apply(PairType& myPair) 
  { 
   myPair.first.get() << "<" <<  
    AField::name() << ">"; 
 
   myPair.first.get() <<  
    myPair.second.get().*AField::data(); 
 
   myPair.first.get() << "</" <<  
    AField::name() << ">"; 
  } 
 }; 
}; 
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A  tale  scopo,  come  si  nota  viene  utilizzato  il  puntatore  a  membro  ottenuto  da 
AField::data(), applicato sull’istanza myPair.second.get(). 
L’implementazione della metafunzione ForEach è simile a quelle presentate sulle liste 
di tipi nel secondo capitolo: 
 
template <typename Fun> 
struct ForEach<NullType, Fun> 
{ 
 template <typename T> 
 static void apply(const T& obj) {} 
}; 
  
template <typename Head, typename Tail, typename Fun> 
struct ForEach<TypeList<Head, Tail>, Fun> 
{ 
 template <typename MyDataT> 
 static void apply(MyDataT& myData)  
 { 
  Fun::template Apply<Head>::apply(myData); 
  ForEach<Tail, Fun>::apply(myData); 
 } 
}; 
 
Il  caso  base  tratta  liste  vuote  e  non  fa  niente,  mentre  il  caso  induttivo  applica  la 
funzione Fun al primo elemento della lista e riapplica se stessa al resto della lista. 
Da  notare  l’utilizzo  di  Fun::template  per  evitare  di  passare  Fun  come  parametro 
template  template  e  realizzare  così un vero ordine  superiore,  come già descritto nel 
secondo capitolo. 
Questa versione, rispetto a quella dinamica, presenta per ora una maggiore difficoltà di 
utilizzo, vista la notevole quantità di codice che va aggiunta per arricchire i tipi. 
Si  cercherà ora di  semplificare  il  lavoro  che  l’utente deve  svolgere per  rendere  i  tipi 
riflessivi, come permetteva la macro META nel caso dinamico. 
Si  inizia  dal  creare  un’astrazione  per  la  definizione  dei  nomi,  in  modo  da  scrivere 
invece di: 
 
namespace BookString  
{ 
 char className[] = "Book"; 
 char field0[] = "title"; 
 char field1[] = "author"; 
 char field2[] = "year"; 
} 
 
quanto segue: 
 
BEGIN_STRINGS(Book) 
 STRING(title) 
 STRING(author) 
 STRING(year) 
END_STRINGS() 
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Il  problema  è  ora  l’impossibilità  di  dare  uno  stato  alle  macro  per  poter  creare  un 
contatore,  in  modo  da  poter  generare  i  giusti  nomi  per  i  field  (field0,  field1  e 
field2).  Si  sceglie  quindi di  chiamare  le  stringhe  tramite  il  valore  che  contengono, 
sostituendo  field0,  field1  e  field2,  con  titleString,  authorString  e 
yearString. Per realizzare quanto detto sono necessarie le seguenti tre macro: 
 
#define BEGIN_STRINGS(class) \ 
 namespace class##String { \ 
  char className[] = #class;   
 
#define STRING(strName) char strName##String[] = #strName; 
 
#define END_STRINGS() } 
 
L’implementazione della specializzazione di TypeInfo è realizzata attraverso la macro 
TYPEINFO, che prende il nome della classe e la lista dei campi. 
 
#define TYPEINFO(clazz, fieldList) \ 
 template <> \ 
 class TypeInfo<clazz> { \ 
 public: \ 
  typedef clazz Type; \ 
  class Impl \ 
   : public TypeInfoImpl< \ 
    clazz##String::className, \  
    clazz, \ 
    fieldList> {}; \ 
 }; 
 
La lista dei campi viene creata tramite la macro CONS, che permette di creare una lista 
di tipi: 
 
#define CONS(Head, Tail) TypeList<Head, Tail> 
#define NIL NullType 
 
Ultima cosa, ma la più importante, è la macro che permette di creare i singoli campi: 
 
#define FIELDINFO(fldOf, fldName, fldType) \ 
 FieldInfo< \ 
  fldOf##String::fldName##String, \ 
  Type, \ 
  TypeInfo<fldType>, \ 
  &Type::fldName> 
 
Purtroppo  il  primo  campo  fldOf  non  si  può  eliminare  a  causa  di  come  sono  stati 
trattati i nomi dei campi. Basterebbe comunque una diversa gestione di essi per potersi 
sbarazzare di tale parametro. 
Il tipo Type utilizzato nell’istanziazione del tipo template è  il typedef annidato della 
classe  TypeInfo utilizzabile direttamente,  visto  che  la macro  FIELDINFO  è  chiamata 
all’interno della definizione di TypeInfo. 
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La cosa notevolmente diversa rispetto alla macro FIELD della reflection dinamica è  la 
necessità di passare il tipo del field.  
Infatti nella precedente versione si utilizzava la deduzione dei parametri template per 
automatizzare il riconoscimento di quel tipo. 
Ora non è possibile utilizzarla, perchè una  funzione ordinaria opera a runtime e non 
può ritornare tipi, non essendo essi first class nel livello base. 
Si può  a questo punto procedere  alla  specializzazione di TypeInfo per  il  tipo Book, 
ovvero: 
 
TYPEINFO(Book,  
 CONS(FIELDINFO(Book, title, std::string),  
  CONS(FIELDINFO(Book, author, std::string),  
   CONS(FIELDINFO(Book, year, int), NIL)))) 
 
Potrebbe bastare così, ma si vuole di più; si vuole cioè arrivare a dover scrivere ancora 
meno codice per arrichire i tipi definiti dall’utente, ovvero: 
 
TYPEINFO(Book,  
 CONS(FIELDINFO(title),  
  CONS(FIELDINFO(author),  
   CONS(FIELDINFO(year), NIL)))) 
 
Sebbene, come detto, togliere il parametro fldOf dalla macro FIELDINFO è abbastanza 
agevole modificando il modo con cui si gestiscono i nomi; così non è per il parametro 
fldType, per il quale, almeno a prima vista, non sembra esistere un modo per farne a 
meno. 
Una  prima  idea  potrebbe  essere  quella  di  tentare  di  utilizzare  la  deduzione  dei 
parametri template delle funzioni ordinarie, per esempio: 
 
template <typename ClassT, typename FieldT> 
FieldT inferType(FieldT ClassT::*); 
 
Infatti se si chiama questa funzione dalla macro FIELDINFO: 
 
#define FIELDINFO((fldOf, fldName, fldType) \ 
 // ... 
 inferType(&Type::fldName) 
 // ... 
 
il compilatore riesce ad istanziarla e quindi a dedurre il tipo del field. 
Quindi questa  informazione  è  sicuramente nota  a  compile  time, ma apparentemente 
non c’è un modo per utilizzarla. 
Il compilatore GNU g++, tra le sue estensioni ne offre una particolarmente interessante: 
l’operatore typeof. 
Quest’operatore  permette  di  riferirsi  ad  un  tipo  tramite  un  altro  tipo  o  tramite 
un’espressione o tramite. 
Nel primo caso ad esempio: 
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int x = 12; 
typeof(int*) p_x = &x; 
 
Si costruisce un  tipo  tramite un altro  tipo, ovvero  tramite un puntatore ad un  intero. 
Questo è equivalente a scrivere: 
 
int x = 12; 
int* p_x = &x; 
 
Ovviamente quest’esempio è di dubbia utilità. Molto più utile è la determinare il tipo 
ritornato da un’espressione: 
 
float x = 12.4; 
int y = 23; 
typeof(x * y) z = x * y; 
 
Il tipo di z viene determinato dal compilatore in base a quello che ritorna l’espressione 
x * y;  in questo caso  il tipo dedotto sarà float, come si può vedere stampandone  il 
nome: 
 
cout << typeid(typeof(x * y)).name() << endl; 
 
Questa estensione molto interessante sarà con buone probabilità inserita nelle prossime 
versioni  dello  standard,  in  particolare  verrà  probabilmente  aggiunta  una  versione 
leggermente  più  potente,  in  modo  da  evitare  quelle  ridondanze  nelle  espressioni. 
Infatti nella dichiarazione e nella inizializzazione di z viene ripetuta due volte la stessa 
espressione  (x * y)  e  questo  può  portare  facilmente  ad  errori.  Per  evitare  ciò  è 
previsto l’operatore auto, che automaticamente inferisce il tipo dall’espressione: 
 
auto z = x * y; 
 
Sfruttando queste potenzialità offerte dal g++  si può utilizzare  il  tipo  ritornato dalla 
funzione  template  inferType  e  utilizzarlo  come  parametro  template  di  TypeInfo, 
eliminando così la necessità di utilizzare fldOf. 
La macro FIELDINFO viene quindi modificata eliminando: 
 
... TypeInfo<fldType> ... 
 
e mettendo al suo posto: 
 
... TypeInfo<typeof(inferType(&Type::fldName))> ... 
 
Ora, considerando un possibile caso per l’esempio di Book, si ha: 
 
... TypeInfo<typeof(inferType(&Book::author))> ... 
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La  funzione inferType(&Book::author) viene  istanziata con ClassT pari a Book e 
FieldT pari a string; quindi il tipo ritornato è string. L’operatore typeof, permette 
a questo punto di utilizzare il tipo ritornato dalla funzione come se fosse un typedef, 
ottenendo TypeInfo<string>. 
Il problema ora è  riuscire a  trasportare questo meccanismo anche ai  compilatori  che 
non lo supportano. Si vuole cioè implementare tale operatore in C++ standard [17]. 
La  tecnica utilizzata per  l’implementazione di typeof è  simile a quella utilizzata nel 
secondo  capitolo,  ovvero  quando  si  abusava  dell’operatore  sizeof  per  testare 
l’eventuale possibilità di convertire un tipo in un altro. 
Si utilizza cioè una struttura che varia in dimensione in modo da poterla utilizzare per 
effettuare scelte tramite l’operatore sizeof: 
 
template <int dim> 
struct UniqueId 
{ 
 char size[dim]; 
}; 
 
Per  ogni  tipo  esiste  un  identificatore  intero  univoco,  che  passato  come  parametro 
template a UniqueId, crea una struttura di dimensione anch’essa univoca. 
Ogni tipo viene così codificato con un intero tramite la metafunzione: 
 
template <typename T> 
struct EncodeType; 
 
per essere poi decodificato tra un’altra metafunzione: 
 
template <typename Id> 
struct DecodeType; 
 
Per ogni tipo esisteranno quindi le specializzazioni di queste due strutture, una per la 
codifica e una per la decodifica. 
Supponendo di utilizzare come identificatore per il tipo int il valore 3, dovrò scrivere: 
 
template <> 
struct EncodeType<int> 
{ 
 enum { id = 3 }; 
}; 
 
template <> 
struct DecodeType<Int<3> > 
{ 
 typedef int Type; 
}; 
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La  classe  template  Int  utilizzata  nella  seconda  specializzazione  viene  utilizzata  per 
trasformare  interi  in  tipi,  in  modo  da  poter  specializzare  esplicitamente  la  classe 
DecodeType, cosa altrimenti non possibile con parametri non tipo. 
La specializzazione può essere resa poi più trasparente utilizzando una macro: 
 
#define REGISTER_TYPE_IMPL(T, id_) \ 
 template <> \ 
 struct EncodeType<T> \ 
 { \ 
  enum { id = id_ }; \ 
 }; \ 
 template <> \ 
 struct DecodeType<Int<id_> > \ 
 { \ 
  typedef T Type; \ 
 }; 
 
In questo modo infatti per registrare il tipo int, basterà scrivere: 
 
REGISTER_TYPE_IMPL(int, 3); 
 
Ora, data un’espressione che ritorna un certo tipo T, serve una funzione template, che 
dato  quel  tipo,  ritorni  un  UniqueId<EncodeType<T>::id>;  tale  valore  potrà  essere 
utilizzato  dall’operatore  sizeof  per  trovare  l’identificatore  relativo,  tramite  il  quale 
sarà possibile estrarre il tipo T dalla funzione template: 
 
template <typename T> 
typename UniqueId<EncodeType<T>::id> findId(const T&); 
 
A questo punto data un’espressione, posso calcolare  la dimensione del  tipo  ritornato 
da findId: 
 
int a; float b;  
sizeof(findId(a * b)); 
 
Tramite quel valore si seleziona poi  la giusta specializzazione per decodificare  il  tipo 
dall’identificatore: 
 
DecodeType<Int<sizeof(findId(a * b))> >::Type 
 
Definendo  quindi  una  macro  typeof  si  realizza  quanto  messo  a  disposizione 
dall’estensione del g++: 
 
#define typeof(expr) \ 
 DecodeType<Int<sizeof(findId(expr))> >::Type 
 
In questo modo si può quindi scrivere quello che si scriveva sopra con il g++, ovvero: 
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float x = 12.4; 
int y = 23; 
typeof(x * y) z = x * y; 
 
L’unico  sforzo  che  si  richiede  all’utente  è  registrare  i  tipi  definiti  con  la  macro 
REGISTER_TYPE_IMPL. 
La cosa scomoda nella  fase di  registrazione è quella di dover definire  l’identificatore 
unico. Supponendo di utilizzare  il compilatore C++ di Microsoft, si potrebbe sfruttare 
la macro __COUNTER__, la quale espande in un intero che parte da 0 e si incrementa di 
uno  ogni  volta  che  la  macro  è  incontrata  nella  compilazione  del  codice.  In  questo 
modo, si può definire la macro: 
 
#define REGISTER_TYPE(T) \ 
 REGISTER_TYPE_IMPL(T, __COUNTER__) 
 
A questo punto si possono registrare i tipi come segue: 
 
REGISTER_TYPE(int); 
REGISTER_TYPE(float); 
REGISTER_TYPE(char); 
 
Un  altro  vantaggio  di  questa  implementazione  statica  con  puntatori  a membro  è  la 
possibilità  di  gestione  automatica  dell’ereditarietà  multipla.  Infatti,  visto  che 
l’informazione di tipo abbonda, si possono sfruttare a pieno le potenzialità offerte dai 
puntatori  a  membro,  riuscendo  a  convertire  automaticamente  le  classi  derivate  alle 
classi base opportune. 
Prendendo infatti l’esempio con ereditarietà multipla nell’introduzione all’utilizzo dei 
puntatori  a  membro  si  ha,  date  le  due  classi  base  Base1  e  Base2  e  i  loro 
“arricchimenti”: 
 
struct Base1 
{  
 int val1;  
}; 
 
namespace Base1String  
{ 
 char className[] = "Base1"; 
 char field0[] = "val1"; 
} 
 
template <> 
class TypeInfo<Base1> 
{ 
 typedef Base1 Type; 
 
 typedef FieldInfo< 
   Base1String::field0,  
   Base1,  
   TypeInfo<int>,  
   &Base1::val1> _FieldInfo0; 
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 typedef TYPELIST_1(_FieldInfo0) _FieldList; 
 
public: 
 class Impl : public TypeInfoImpl< 
    Base1String::className,  
    Base1,  
    _FieldList> {}; 
}; 
 
Sfruttando il sistema di macro per l’arricchimento del tipo bastacrivere: 
 
BEGIN_STRINGS(Base1) 
 STRING(val1) 
END_STRINGS() 
 
TYPEINFO(Base1,  
 CONS(FIELDINFO(val1), NIL))  
 
Si definisce poi la classe: 
 
struct Base2  
{  
 int val2;  
}; 
 
namespace Base2String  
{ 
 char className[] = "Base2"; 
 char field0[] = "val2"; 
} 
 
template <> 
class TypeInfo<Base2> 
{ 
 typedef Base2 Type; 
 
 typedef FieldInfo< 
   Base2String::field0,  
   Base2, 
   TypeInfo<int>,  
   &Base2::val2> _FieldInfo0; 
 
 typedef TYPELIST_1(_FieldInfo0) _FieldList; 
 
public: 
 class Impl : public TypeInfoImpl< 
   Base2String::className,  
   Base2,  
   _FieldList> {}; 
}; 
 
Oppure, sfruttando le macro definite in precedenza: 
 
BEGIN_STRINGS(Base2) 
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 STRING(val2) 
END_STRINGS() 
 
TYPEINFO(Base2,  
 CONS(FIELDINFO(val2), NIL)) 
 
A questo punto si definisce normalmente la classe derivata dalle due classi base: 
 
struct Derived : Base1, Base2  
{ 
 
}; 
 
namespace DerivedString  
{ 
 char className[] = "Derived"; 
} 
 
template <> 
class TypeInfo<Derived> 
{ 
 typedef Derived Type; 
 
 typedef NullType _FieldList; 
 
 typedef TYPELIST_2( 
   TypeInfo<Base1>,  
   TypeInfo<Base2>) _ClassList; 
 
public: 
 class Impl : public TypeInfoImpl< 
    DerivedString::className,  
    Base2,  
    _FieldList,  
    _ClassList> {}; 
}; 
 
Come  si nota,  la definizione della  classe  è normale, mentre  l’arricchimento,  come  si 
immagina inserisce la lista delle classi base nel descrittore di tipo. 
Si può in questo modo ricavare le due classi base tramite le funzioni su liste: 
 
typedef TypeAt< 
  TypeInfo<Derived>::Impl::ClassList, 
  0 
 >::Result BaseClass1; 
 
typedef TypeAt< 
  TypeInfo<Derived>::Impl::ClassList,  
  1 
 >::Result BaseClass2; 
 
cout << BaseClass1::Impl::name() << endl; 
cout << BaseClass2::Impl::name() << endl; 
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Come  si  immaginare  in  questo modo  si  sono  stampati  i nomi delle due  classi  base, 
Base1 e Base2. 
A  questo  punto,  l’utilizzo  dei  membri  delle  due  classi  è  naturale  e  la  conversione 
avviene automaticamente: 
 
Derived der; 
der.val1 = 12; 
der.val2 = 15; 
 
cout << der.*TypeAt< 
  BaseClass1::Impl::FieldList,  
  0 
 >::Result::data() << endl; 
 
cout << der.*TypeAt< 
  BaseClass2::Impl::FieldList,  
  0 
 >::Result::data() << endl; 
 
sfruttando  così  a  pieno  le  potenzialità  offerte  dal  linguaggio,  in  particolare  dai 
puntatori a membro. 
Verso una versione dinamica non intrusiva 
La  versione  dinamica  presentata  precedentemente  ha  alcuni  limiti.  È  fortemente 
intrusiva,  sia  per  la  funzione  virtuale  getMetaClass,  che  per  il  campo  statico  che 
contiene  il  descrittore.  È  inoltre  scarsamente  tipata,  soprattutto  per  l’utilizzo  degli 
offset  statici,  che  impongono  anche  vincoli  sull’utilizzo  di  tipi  non  POD  (plain  old 
data). 
Si  potrebbe  pensare  di  fare  un  uso  più  intensivo  dei  template  e  dei  puntatori  a 
membro, nonché evitare  l’utilizzo di puntatori grezzi a void, a  favore di  contenitori 
che mantengano il tipo dell’oggetto. 
Non  si utilizza più una  singola metaclasse per descrivere  i  tipi, ma una gerarchia di 
descrittori  che  permettano  di  mantenere  il  tipo  effettivo  C++  della  classe  descritta. 
Rinominando la classe MetaClass con Type, quello che si ottiene è: 
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La  classe  Type  è  particolarmente  semplice  ed  incapsula  il  nome  del  tipo  e  le 
funzionalità per confrontare tipi: 
 
class Type 
{ 
protected: 
 Type(std::string& name); 
 
public: 
 const std::string& name() const; 
 bool operator == (const Type& type) const; 
 
 bool isBuiltin() const; 
 bool isClass() const; 
 bool isPointer() const; 
private: 
 string _name; 
}; 
 
I  tipi  base  del  linguaggio,  quali  int,  float,  ecc.,  sono  descritti  tramite  la  classe 
BuiltinType,  i  tipi  definiti  dall’utente  sono  descritti  tramite  la  classe  ClassType,  i 
puntatori tramite la class PointerType e così via. 
La classe che ha maggiore rilevanza è, come si può  immaginare, ClassType,  la quale 
come  la  precedente  classe  MetaClass,  ha  incapsulato  al  suo  interno  un  vettore  di 
puntatori a Field. 
La classe base Field è sostanzialmente simile alla prima versione. Le differenze stanno 
nelle classi derivate, visto l’utilizzo dei puntatori a membro. 
 
class Field 
{ 
public: 
 Field(const std::string& name,  
  const Type& type, 
  const ClassType& fieldOf); 
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 const std::string& name() const; 
 const Type& type() const; 
 const ClassType& fieldOf() const; 
 
private: 
 std::string _name; 
 const Type& _type; 
 const ClassType& _fieldOf; 
}; 
 
Al solito, la classe Field incapsula il nome del membro, un riferimento costante al suo 
tipo, e un riferimento costante alla classe di cui è membro. 
La classe derivata, definisce il puntatore a membro, rendendo così il campo accessibile, 
ovvero: 
 
template <typename ClassT, typename FieldT> 
class FieldImpl : public Field 
{ 
public: 
 FieldImpl( const std::string& name,  
   const Type& type,  
   const ClassType& fieldOf, 
   FieldT ClassT::* mptr)  
    : Field(name, type, fieldOf), 
     _mptr(mptr) 
  { 
   
  } 
 
  const FieldT& _get(const ClassT& obj) const 
  { 
   return obj.*_mptr; 
  } 
 
  void _set(ClassT& obj, const FieldT& val) const 
  { 
   obj.*_mptr = val; 
  } 
 
 private: 
  FieldT ClassT::* _mptr; 
}; 
 
Come si nota la classe è parametrica sul tipo del membro e sulla tipo della classe che lo 
contiene, in modo da poter definire il puntatore a membro _mptr. Si forniscono poi due 
metodi  di  get  e  set  che  permettono  di  modificare  o  ottenere  il  valore  di  un  dato 
membro in un oggetto. 
Chiaramente  questi due metodi  non  sono  utilizzabili  attraverso  la  classe  base,  visto 
l’utilizzo che fanno dei tipi parametrici nella loro definizione. 
Per ovviare a questo problema e per evitare di passare puntatori a void, si  introduce 
una classe che permetta di contenere riferimenti ad oggetti. 
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class ObjHolder 
{ 
public: 
 virtual ~ObjHolder() {} 
 template <typename T> T& get() const; 
}; 
 
template <typename T> 
class ObjHolderImpl : public ObjHolder 
{ 
private: 
 T* _held; 
 const Type* _type; 
}; 
 
Si definiscono poi, all’interno della classe Field, due metodi per il set e il get del valore 
del membro. A differenza di prima che si utilizzavano puntatori grezzi, si utilizzano 
ora puntatori a contenitori di oggetti, ottendendo: 
 
class Field 
{ 
public: 
//... 
 virtual ObjHolder* get( 
  const ObjHolder* obj) const = 0; 
 
 virtual void set( 
  ObjHolder* obj, const ObjHolder* val) const = 0; 
}; 
 
Tali metodi  saranno  implementati nella  classe  template  FieldImpl  tramite  i metodi 
_set e _get. 
Come fatto nella precedente versione verranno implementate varie specializzazioni di 
FieldImpl in base alla categoria di dato membro trattato. 
 
template <typename ClassT, typename FieldT> 
class BuiltinField : public FieldImpl<ClassT, FieldT> 
{ 
 // ... 
}; 
 
template <typename ClassT, typename FieldT> 
class StringField : public BuiltinField<ClassT, FieldT> 
{ 
 // ... 
}; 
 
template <typename ClassT, typename FieldT> 
class CompositeField : public FieldImpl<ClassT, FieldT> 
{ 
 // ... 
}; 
 
template <typename ClassT, typename FieldT> 
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class PointerField : public FieldImpl<ClassT, FieldT> 
{ 
 // ... 
}; 
 
In maniera equivalente alla versione  intrusiva questi  tipi saranno selezionati dal  type 
checker e istanziati in base al tipo del field selezionato. 
Per l’istanziazione si utilizza la seguente metafunzione: 
 
template <template <typename, typename> class MetaField> 
struct FieldFactory 
{ 
 template <typename ClassT, typename FieldT> 
 static const Field* apply(  
   const std::string& name,  
   const Type& type,  
   const ClassType& fieldOf,  
   FieldT ClassT::* mptr) 
 { 
  return new MetaField<ClassT, FieldT>( 
    name, type, fieldOf, mptr); 
 } 
}; 
 
Tale  metafunzione  sarà  selezionata  in  base  al  tipo  del  field  passato  alla  funzione 
template createField: 
 
template <typename ClassT, typename FieldT> 
const Field* createField( 
  const std::string& name,  
  FieldT ClassT::* mptr) 
{ 
 typedef CASE(TypeTraits<FieldT>::isFundamental,  
   FieldFactory<BuiltinField>) Case0; 
 typedef CASE(TypeTraits<FieldT>::isString,  
   FieldFactory<StringField>) Case1; 
 typedef CASE(TypeTraits<FieldT>::isPointer,  
   FieldFactory<PointerField>) Case2; 
 typedef FieldFactory<CompositeField> Default; 
 
 typedef TYPELIST_4(Case0, Case1, Case2, Default)  
   CaseList; 
 
 return FLib::Switch<CaseList>::Result::apply( 
  name,  
  TypeOf<FieldT>::get(),  
  TypeOf<ClassT>::get(), mptr); 
} 
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Descrittori di tipo non intrusivi 
Ora, ogni tipo definito dall’utente va associato ad un descrittore di tipo in maniera non 
intrusiva. 
Chiaramente  non  si  possono  mettere  campi  statici  come  fatto  precedentemente, 
altrimenti si violerebbe il requisito ricercato. 
Il  tipo  ClassType,  viene  quindi  specializzato  esplicitamente  per  ogni  nuovo  tipo 
definito  dall’utente.  La  sua  implementazione  è  sostanzialmente  identica  a  quella  di 
MetaClass,  visto  che  differisce  da  Type  solamente  per  l’aggiunta  del  vettore  di 
puntatori a Field. 
Si  ha  però  necessità  di  una  classe  template  per  poter  specializzare  ClassType;  si 
introduce quindi il seguente forwarding: 
 
template <typename T> class ClassTypeImpl; 
 
Data quindi la solita classe Book, si specializza ClassTypeImpl come segue: 
 
template <>  
class ClassTypeImpl<Book> : public ClassType 
{ 
 // ... 
}; 
 
Ogni  classe  di  questo  tipo  può  avere  però  un’unica  istanza,  e  questo  requisito  si 
realizza facendo diventare ClassType una classe singleton. 
Sia data quindi la generica classe Singleton: 
 
template <typename T> 
class Singleton 
{ 
public: 
 static const T& getInstance() 
 { 
  return instance;   
 } 
protected: 
 Singleton() 
 { 
  
 } 
 static T instance; 
}; 
template <typename T> 
T Singleton<T>::instance; 
 
Si ottiene: 
 
template <>  
class ClassTypeImpl<Book>  
 : public ClassType, 
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 : public Singleton<ClassTypeImpl<Book> > 
{ 
 friend class Singleton<ClassTypeImpl<Book> >; 
private: 
 ClassTypeImpl<Book>() 
  : ClassTypeTmpl<Book>("Book"),  
   Singleton<ClassTypeImpl<Book> >() 
  { 
 
  } 
 // ... 
}; 
 
Per poter inserire all’interno del vettore i riferimenti ai descrittori dei field, si utilizza la 
funzione  createField  di  cui  si  era  parlato  precedentemente.  Inoltre,  siccome  si 
devono gestire anche membri privati,  la classe che utilizza tale funzione dovrà essere 
“friend” della classe che si sta descrivendo. 
Utilizzando quindi un metodo protetto (add) della classe ClassType, che permette di 
aggiungere elementi nel vettore, si ottiene: 
 
add(createField("_title", &Book::_title)); 
add(createField("_autor", &Book::_author)); 
add(createField("_year", &Book::_year)); 
 
Inoltre,  la  classe  Book  va  modificata  come  segue,  senza  però  violare  il  vincolo  di 
intrusività: 
 
class Book 
{ 
 friend class ClassTypeImpl<Book>; 
}; 
 
Infatti nel  caso  che  alcuni membri di Book  fossero privati, non  si  avrebbero  i diritti 
necessari per ottenere il relativo puntatore a membro. 
A  questo  punto  si  può  cercare  un  modo  unico  per  l’accesso  ai  descrittori  dei  tipi, 
ovvero TypeOf: 
 
template <typename T>  
struct TypeOf 
{ 
 static const ClassTypeImpl<T>& get() 
 { 
  return ClassTypeImpl<T>::getInstance(); 
 } 
}; 
 
Per gli altri tipi questa funzione va specializzata come fatto nella precedente versione 
intrusiva, ad esempio per int: 
 
template <> 
struct TypeOf<int> 
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{ 
 static const BuiltinTypeImpl<int>& get() 
 { 
  static BuiltinTypeImpl<int> instance("int"); 
  return instance; 
 } 
}; 
 
Ereditarietà multipla 
La  precedente  versione  supportava  solamente  l’ereditarietà  singola.  Il  fatto  che  la 
classe base Object fosse virtuale garantiva lo stesso layout per ogni classe derivata, ed 
era quindi gratuito (per il layout), passare da una classe derivata al suo sottotipo. 
Per quanto riguarda l’ereditarietà multipla la cosa diventa più delicata, visto che non si 
possono  fare  né  assunzioni  sul  layout,  in  quanto  lo  standard  lascia  libertà  agli 
implementatori del linguaggio, e visto che non si può fare affidamento sui puntatori a 
membro  come  fatto  nella  versione  statica,  in  quanto  l’essere  dinamico  fa  perdere 
troppe informazioni di tipo. 
Una  soluzione utilizzata da molti  è  calcolarsi  gli  offset  a  tempo di  compilazione,  in 
modo  da  poter  fare  manualmente  le  conversioni  tra  tipo  e  sottotipi.  Chiaramente 
questa soluzione è da evitare, ed è opportuno cercare di demandare tale incombenza al 
linguaggio. 
Per  fare  questo  si  introduce  una  classe  chiamata  UpCaster,  che  incapsula  tutte  le 
conversioni necessarie nel corso dell’esecuzione del programma. 
 
class UpCaster 
{ 
public: 
 virtual ObjHolder* apply(ObjHolder* obj) const = 0; 
}; 
 
template <typename Derived, typename Base> 
class UpCasterImpl : public UpCaster 
{ 
public: 
 ObjHolder* apply(ObjHolder* obj) const 
 { 
  Derived* myObj = & obj->get<Derived>(); 
  Base* mySubObj = myObj; 
  return ObjHolder::create(mySubObj); 
 } 
}; 
 
È inoltre opportuno notare come questi problemi non avvengano soltanto in presenza 
di ereditarietà multipla, ma anche ad esempio quando una  classe non virtuale viene 
estesa da una virtuale. Infatti quando si effettua l’”upcast“ dagli oggetti della derivata 
agli oggetti della classe base bisogna eliminare il riferimento al puntatore virtuale, che 
è  situato  in una posizione non ben definita dell’oggetto  (in genere nei primi quattro 
byte). 
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Per  ogni  descrittore  di  tipo  esisterà  quindi  un  vettore  di  classi  base  accoppiate  ai 
relativi UpCaster, ovvero: 
 
class ClassType : public Type 
{ 
 // ... 
 vector<BaseClass> _baseClasses; 
}; 
 
Dove BaseClass è una coppia formata da un descrittore di tipo e un UpCaster: 
 
class BaseClass 
{ 
public: 
 BaseClass( 
  const ClassType& baseClass, 
  const UpCaster* upCaster); 
 
 const ClassType& baseClass() const; 
 
 const UpCaster& upCaster() const; 
private: 
 const ClassType* _baseClass; 
 const UpCaster* _upCaster; 
}; 
 
Mentre  si  itera  sulle  classi  base  di  un  tipo  si  potrà  a  questo  punto  procedere  alle 
opportune conversioni: 
 
ObjHolder* obj = // ... 
for(vector<BaseClass>::const_iterator it=_baseClasses.begin(); 
  it != _baseClasses.end(); ++it)  
{ 
 ObjHolder* subObj = (*it).upCaster().apply(obj); 
 // some operation over subObj 
 delete subObj; 
} 
Classi virtuali 
Quando  si  avevano puntatori  a  tipi polimorfi,  nella precedente  implementazione,  si 
poteva sempre utilizzare il metodo getMetaClass in modo da ottenere il tipo effettivo. 
In questo caso si può  invece risolvere solamente  il  tipo apparente  tramite  l’operatore 
TypeOf applicato sul tipo statico.  
L’unico  modo  per  ottenere  il  tipo  concreto  da  un  riferimento  al  tipo  apparente  è 
affidarsi ai meccanismi di RTTI del C++, ottenendo così un oggetto di tipo type_info. 
Per  sfruttare  quest’informazione  serve  una  funzione  che  associ  oggetti  di  tipo 
type_info ai descrittori di tipo Type. 
Per  far questo  si aggiunge al TypeRegistry, oltre alla mappa  che associa  stringhe a 
tipi, un’altra mappa, la quale associa type_info a puntatori a Type: 
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class TypeRegistry 
{  
 TypeRegistry(); 
public: 
 bool add(const Type* type); 
 bool add(const type_info& typeInfo, const Type* type); 
 const Type* find(const string& str) const; 
 const Type* find(const type_info& typeInfo) const; 
private: 
 map<string, const Type*> _types; 
 map<const type_info*, const Type*> _typeInfoMap; 
}; 
 
Quindi, il costruttore, ad esempio di ClassTypeTmpl diventa: 
 
template <typename T> 
class ClassTypeTmpl : public ClassType 
{ 
public: 
 typedef T Type; 
 
protected: 
 ClassTypeTmpl(const std::string& name) 
  : ClassType(name) 
 { 
  TypeRegistry::get().add(this); 
  TypeRegistry::get().add(typeid(T), this); 
 } 
} 
 
A  questo punto per  ottenere  il  tipo  concreto di un puntatore  ad un  oggetto basterà 
operare come segue: 
 
T* obj; 
const Type* type = TypeRegistry::get().find(typeid(*obj)); 
 
Descrittori di metodi 
Allo stesso modo del vettore di puntatori a Field, si inserisce nel descrittore di classi 
anche una lista di puntatori a Method: 
 
class Method 
{ 
public: 
 Method(const string& name); 
 const string& name() const;   
 virtual ObjHolder* invoke( 
  ObjHolder* obj,  
  const vector<ObjHolder*>& params) const = 0; 
private: 
 string _name; 
}; 
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Chiaramente  l’invocazione  dinamica  dei  metodi  è  difficile  da  gestire,  visto  che 
l’invocazione dei metedi in C++ è dipendente sia dal compilatore che dalla macchina. Il 
metodo  invoke,  prende  come  input  un  riferimento  all’oggetto  su  cui  invocare  il 
metodo (this), e un vettore di puntatori ai parametri. Putroppo  in C++ non esiste un 
metodo  standard  per  costruire  una  lista  di  parametri,  e  questo  rende  impossibile 
implementare  un  generico  metodo  invoke.  L’unica  soluzione  è  fornire  un  numero 
arbitrario di classi, una per ogni possibile numero di parametri del metodo. 
Per ora si utilizzeranno inoltre solo parametri di tipo puntatore, ma implementando gli 
ObjHolder in maniera diversa, si potrebbero passare anche oggetti per copia. 
Utilizzando quindi  i puntatori  ai membri  funzione  si  forniscono  le  implementazioni 
per zero o più parametri, ad esempio, nel caso con un parametro si avrà: 
 
template < 
 typename ClassT,  
 typename RetType,  
 typename Par1Type 
> 
class MethodImpl1 : public Method 
{ 
 typedef RetType (ClassT::* FunType)(Par1Type); 
public: 
 MethodImpl1(const string& name, FunType funp); 
 
 ObjHolder* invoke( 
  ObjHolder* obj, 
  const vector<ObjHolder*>& params) const 
 { 
  typedef typename  
   RemovePointer<Par1Type>::Result Par1; 
  return ObjHolder::create( 
   (obj->get<ClassT>().*_funp) 
    (&(params[0]->get<Par1>()))); 
 } 
 
private: 
 FunType _funp; 
}; 
 
Inoltre servirà una funzione per  la selezione automatica del numero dei parametri,  in 
maniera simile a quanto fatto per i field. 
Basandosi sull’overloading delle funzioni si fornirà una sorta di dispatcher statico per 
la selezione della giusta classe per l’implementazione di Method. 
 
template < 
 typename ClassT, 
 typename RetType 
> 
const Method* createMethod( 
  const string& name,  
  RetType (ClassT::* funp)()) 
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{ 
 return new MethodImpl0< 
   ClassT,  
   RetType>(name, funp); 
} 
 
template < 
 typename ClassT,  
 typename RetType,  
 typename Par1Type 
> 
const Method* createMethod( 
  const string& name,  
  RetType (ClassT::* funp)(Par1Type)) 
{  
 return new MethodImpl1< 
   ClassT,  
   RetType,  
   Par1Type>(name, funp); 
} 
 
Tramite una  funzione add simile a quella utilizzata per  i  field si aggiungerà  in  fine  il 
descrittore di metodo alla collezione presente in ClassType. 
Nella sezione seguente si fornirà tra le altre un esempio di utilizzo della classe Method. 
Caricamento dinamico 
Sfruttando  le  librerie  a  caricamento  dinamico,  si  possono  definire  librerie  auto 
descritte. Associando  infatti alla  libreria generata, anche  il  registro di  tipi, ci  si porta 
dietro la descrizione di tutto il suo contenuto. 
Dato infatti il seguente tipo: 
 
class Book 
{ 
 friend class ClassTypeImpl<Book>; 
public: 
 Book() 
 { 
  
 } 
 
 std::string* getAuthorOf(Book* book) 
 { 
  return &book->author; 
 } 
 
private: 
 std::string _title; 
 std::string _author; 
 int _year; 
}; 
 
e la sua descrizione: 
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template <> 
class ClassTypeImpl<Book>  
 : public ClassTypeTmpl<Book>,  
  public Singleton<ClassTypeImpl<Book> > 
{ 
 friend class Singleton<ClassTypeImpl<Book> >; 
private: 
 ClassTypeImpl<Book>() 
  : ClassTypeTmpl<Book>("Book"),  
   Singleton<ClassTypeImpl<Book> >() 
 { 
  add(Factory::createField("_title",  
    &Book::_title)); 
  add(Factory::createField("_director",  
    &Book::_author)); 
  add(Factory::createField("_year", 
    &Book::_year)); 
  add(Factory::createMethod("getAuthorOf",  
    &Book::getAuthorOf)); 
 } 
}; 
 
Generando quindi una libreria dinamica, che esporti la seguente funzione: 
 
extern "C" 
{ 
 __declspec(dllexport)  
 TypeRegistry& exportTypeRegistry() 
 { 
  return TypeRegistry::get(); 
 } 
} 
 
si può ottenere un interessante meccanismo. 
Infatti  se  un  altro  processo  carica  la  libreria  appena  creata,  può  ispezionarla  e 
eventualmente utilizzare in maniera riflessiva ciò che contiene. 
Il processo che ottiene la libreria potrà quindi caricarla tramite la funzione seguente: 
 
TypeRegistry* importTypeRegistry(const char* dllname) 
{ 
 typedef TypeRegistry& (*pfunt) (); 
 HMODULE module = LoadLibrary(dllname); 
 if (!module) return 0; 
 pfunt pfun = (pfunt) GetProcAddress( 
  module, "exportTypeRegistry"); 
 if (!pfun) return 0; 
 return &((*pfun)()); 
} 
 
In questo modo si potranno quindi utilizzare  le  funzionalità riflessive, per ottenere  il 
tipo, istanziarlo, inizializzarlo, ed invocarne i metodi: 
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TypeRegistry* reg = importTypeRegistry("Book.dll"); 
const ClassType& ct = reg->find("Book")->toClassType(); 
ObjHolder* obj = ct.newInstance(); 
string titolo("Il Pendolo di Foucault"); 
string autore("Umberto Eco"); 
int anno(1988); 
ct.findField("_title")->set(obj, ObjHolder::create(&titolo)); 
ct.findField("_author")->set(obj, ObjHolder::create(&autore)); 
ct.findField("_year")->set(obj, ObjHolder::create(&anno)); 
std::vector<ObjHolder*> params; 
params.push_back(obj); 
ObjHolder* res = ct.findMethod("getAuthorOf")->invoke( 
     obj, params); 
 
Dato un  riferimento al  registro, si  trova  il descrittore di Book, che viene convertito a 
descrittore di classe, e se ne crea un istanza. 
L’istanza  è  inizializzata  tramite  i  metodi  set  della  classe  Field,  ed  infine  viene 
invocato dinamicamente il metodo getAuthorOf. 
Classi template 
Fino a questo momento sono state usate pesantemente classi template, ma per l’utente 
finale risulta impossibile descriverle. Occorre quindi introdurre un meccanismo per la 
loro reificazione. 
Una classe template, non è una classe ordinaria C++, solo la sua istanziazione lo è; da 
questo segue la necessità di un meccanismo per discernere tra il tipo generico e il tipo 
specializzato. Si introducono quindi le due classi: 
 
class GenericType : public ClassType 
{ 
 // ... 
}; 
 
class SpecializedType : public ClassType 
{ 
 // ... 
}; 
 
Ad ogni  tipo generico,  corrisponderà,  applicando una  sequenza di  altri  tipi, un  tipo 
specializzato.  Questo  mapping  è  realizzato  all’interno  di  GenericType,  grazie  al 
metodo getSpecializedType: 
 
const SpecializedType* getSpecializedType 
 (const std::vector<const Type*>& tmplParams) const; 
 
Dato ad esempio il descrittore generico di un vettore, applicandogli il descrittore di un 
intero, si otterrà il descrittore specializzato su un vettore di interi: 
 
const GenericType& vectorType =  
 TypeRegistry::get().find("vector"); 
vector<const Type*> tmplParam; 
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tmplParam.push_back(&TypeOf<int>::get()); 
const SpecializedType& vectorOfIntType =  
 vectorType.getSpecializedType(tmplParam); 
 
Ogni tipo specializzato conterrà al suo interno un riferimento al proprio tipo generico e 
la lista di parametri template: 
 
class SpecializedType : public ClassType 
{ 
public: 
 const GenericType& genericType() const; 
 const std::vector<const Type*>& templateParams() const; 
private: 
 const GenericType& _genericType; 
 std::vector<const Type*> _tmplParams; 
}; 
 
Come visto sopra, per ritrovare un tipo generico si è utilizzato il TypeRegistry; in quel 
registro  si  inseriscono  soltanto  i  tipi  generici  (infatti  se  si  inserissero  anche  i  tipi 
specializzati si avrebbero conflitti di nome). 
Per  i tipi specializzati esiste un altro registro chiamato SpecializedTypeRegistry,  il 
quale permette di associare tipi generici a liste di tipi specializzati e di ritrovare un tipo 
specializzato tramite i meccanismi di RTTI del C++. 
 
class SpecializedTypeRegistry 
{ 
public: 
 static SpecializedTypeRegistry& get(); 
 const vector<const SpecializedType*>*  
  find(const GenericType& type) const; 
 const SpecializedType*  
  find(const type_info& typeInfo) const; 
private: 
 SpecializedTypeRegistry(); 
 bool add(const SpecializedType* type); 
 bool add(const type_info& typeInfo,  
     const SpecializedType* type); 
 
 std::map<const GenericType*,  
     vector<const SpecializedType*> > _types; 
 std::map<const type_info*,  
     const SpecializedType*> _typeInfoMap; 
}; 
 
Chiaramente  il  metodo  di  GenericType  che  trova  un  tipo  specializzato  grazie  ai 
parametri template è implementato utilizzando lo SpecializedTypeRegistry.  
 
const SpecializedType* GenericType::getSpecializedType 
 (const vector<const Type*>& tmplParams) const 
{ 
 const vector<const SpecializedType*>* types =    
 SpecializedTypeRegistry::get().find(*this); 
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 for (vector<const SpecializedType*>::const_iterator  
  it = types->begin(); it != types->end(); ++it) 
 { 
  if ((*it)->templateParams() == tmplParams)  
   return (*it); 
 } 
 return 0; 
} 
 
Tramite il registro si trova il vettore dei tipi specializzati per un dato tipo generico. In 
seguito  si  itera  su  tale  vettore  alla  ricerca  di  una  serie  di  parametri  template 
equivalente a quella passata come parametro alla funzione. 
Generare la versione dinamica con la statica 
Nelle prime due  sezioni di questo  capitolo  si  è  fatta distinzione  tra una versione di 
reflection statica e una dinamica. Chiaramente esistono casi in cui risulta più utile una 
e altri in cui risulta più utile l’altra. 
Si  potrebbe  però  pensare  di  fondere  le  due  versioni  e  crearne  una  nuova  che  sia 
utilizzabile sia a compile time che a runtime. 
Per ottenere informazionei sui tipi si utilizza solo la versione statica, e poi si generano 
all’occorrenza gli oggetti utilizzabili a runtime. 
Per realizzare la versione dinamica, la statica implementerà le seguenti interfacce: 
 
struct Type 
{ 
 virtual bool isClass() const = 0; 
 virtual bool isString() const = 0; 
 virtual bool isBuiltin() const = 0; 
 virtual const char* getName() const = 0; 
 virtual Holder* newInstance() const = 0; 
}; 
 
struct ClassType : public Type 
{ 
 virtual const std::vector<const Field*>&  
   getFields() const = 0; 
}; 
 
struct BuiltinType : public Type 
{ 
 
}; 
 
struct Field 
{ 
 virtual const char* getName() const = 0; 
 virtual const Type& getType() const = 0; 
 virtual Holder* get(Holder* obj) const = 0; 
 virtual void set(Holder* obj, Holder* val) const = 0; 
}; 
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La versione statica di Type, sarà TypeInfo, con annidato il tipo TypeInfoImpl. 
Si  definisce  una  implementazione  comune  alle  varie  implementazioni  di 
TypeInfoImpl: 
 
template <typename Base, typename T> 
class CommonTypeImpl : public Base 
{ 
public: 
 virtual const char* getName() const  
 { 
  return TypeInfo<T>::Impl::name(); 
 } 
 
 virtual PtrHolder<T>* newInstance() const  
 { 
  return new PtrHolder<T>(new T); 
 } 
}; 
 
A questo punto, ad esempio per i tipi base, basterà fare come segue: 
 
template <typename T> 
class BuiltinTypeImpl : public CommonTypeImpl<BuiltinType, T> 
{ 
 
}; 
 
In  questo  modo  BuiltinTypeImpl  ottiene  automaticamente  l’implementazione  da 
CommonTypeImpl ed implementa BuiltinType. 
Per ClassTypeImpl la cosa diventa un po’ più delicata, visto che in maniera generativa 
si deve creare il vettore di field: 
 
template <typename T> 
class ClassTypeImpl : public CommonTypeImpl<ClassType, T> 
{ 
public: 
 ClassTypeImpl() 
 { 
  ForEach<typename TypeInfo<T>::Impl::FieldList, 
    PushInVector>::apply(_fields); 
 } 
 
 virtual const std::vector<const Field*>& 
   getFields() const  
 {  
  return _fields;  
 } 
 
private: 
 std::vector<const Field*> _fields; 
}; 
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Come si nota infatti per ogni membro dato contenuto nel descrittore statico, si inserisce 
nel  descrittore  dinamico  un’istanza  del  field  dinamico  ottenuta  da  quello  statico 
(PushInVector). 
Tale  tipo  metafunzione,  annidata  all’interno  ClassTypeImpl,  visto  che  deve 
manipolare i suo membri privati, è implementata come segue: 
 
struct PushInVector 
{ 
 template <typename FieldInfoT> 
 struct Apply 
 { 
  static void apply( 
   std::vector<const Field*>& fields) 
  { 
   fields.push_back( 
    &FieldInfoT::getInstance()); 
  } 
 }; 
}; 
 
Il metodo statico di FieldInfoT restituisce l’unica istanza di FieldInfoT, essendo un 
tipo singleton, come si vedrà in seguito. 
Sia LocalSingleton una classe generica che permette di generare una classe singleton 
con l’istanza statica locale ad una funzione: 
 
template <typename T> 
class LocalSingleton 
{ 
public: 
 static T& getInstance() 
 { 
  static T instance; 
  return instance; 
 } 
}; 
 
Data inoltre la classe TypeInfoImpl, definita come segue: 
 
template < 
 char* _name, 
 typename _Type, 
 typename _FieldList = NullType,  
 typename _ClassList = NullType 
> 
class TypeInfoImpl 
{ 
public: 
 static const char* name()  
 {  
  return _name;  
 } 
 
 typedef _Type Type; 
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 typedef _FieldList FieldList; 
 typedef _ClassList ClassList; 
}; 
 
si possono implementare i vari TypeInfo: 
 
template <typename T> 
class TypeInfo; 
 
template<> 
class TypeInfo<int>  
 : public BuiltinTypeImpl<int>,  
   public LocalSingleton<const TypeInfo<int> > 
{ 
public: 
 class Impl  
  : public TypeInfoImpl< 
    BuiltinTypeInfoHelper::intStr,  
    int 
      > {}; 
}; 
 
Bisogna poi implementare le classi Field, data la seguente implementazione comune: 
 
template < 
 char* _name,  
 typename ClassT,  
 typename FieldT,  
 FieldT ClassT::* ptom 
> 
class CommonFieldBase : public Field 
{ 
public: 
 virtual const char* getName() const; 
 virtual const Type& getType() const; 
}; 
 
Viene sfruttata per fornire le implementazioni più specifiche: 
 
template < 
 char* _name,  
 typename ClassT,  
 typename FieldT,  
 FieldT ClassT::* ptom 
> 
class BuiltinField  
 : public CommonFieldBase<_name, ClassT, FieldT, ptom> 
{ 
public: 
 virtual ObjHolder* get(Holder* obj) const; 
 virtual void set(Holder* obj, Holder* val) const; 
}; 
 
template < 
 char* _name,  
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 typename ClassT,  
 typename FieldT,  
 FieldT ClassT::* ptom 
> 
class ClassField  
 : public CommonFieldBase<_name, ClassT, FieldT, ptom> 
{ 
public: 
 virtual Holder* get(Holder* obj) const; 
 virtual void set(Holder* obj, Holder* val) const; 
}; 
 
Si riutilizza infine la classe FieldInfo, con una implementazione adattata: 
 
template < 
 char* _name, 
 typename _ClassType, 
 typename _FieldTypeInfo, 
 typename _FieldTypeInfo::Impl::Type _ClassType::* _data 
> 
class FieldInfo :  
 public SelectBaseForFieldInfo< 
   _name,  
   _ClassType,  
   typename _FieldTypeInfo::Impl::Type,  
   _data 
  >::Result,  
 public LocalSingleton<const FieldInfo> 
{ 
public: 
 static const char* name()  
 {  
  return _name;  
 } 
 
 typedef _ClassType ClassType; 
 typedef _FieldTypeInfo FieldTypeInfo; 
  
 static typename  
 _FieldTypeInfo::Impl::Type _ClassType::* data()  
 { 
  return _data;  
 } 
}; 
 
Dove la classe SelectBaseForFieldInfo, permette di selezionare la giusta classe base 
per  FieldInfo,  in  base  al  tipo  del  field  che  viene  passato,  ritornando  una  tra  le 
implementazioni  di  Field  realizzate  prima  (BuiltinField,  ClassField, 
PointerField, ecc.). 
 
 
 
Capitolo 4 
 
Serializzazione 
 
 
La  serializzazione  è un processo  che permette di  convertire un  insieme di oggetti, o 
meglio un grafo di oggetti, in uno stream lineare di byte, il quale può essere spedito in 
un socket, memorizzato in un file o altro. 
Sia  le  istanze che  i  loro  tipi sono serializzati con sufficienti  informazioni  in modo da 
poter riprodurre un esatto clone.  
Quando  si  serializza  un  oggetto,  se  ne  percorrono  tutti  i  riferimenti  che  espone, 
ottenendo un  insieme di oggetti, organizzato  in genere ad  albero. Nel  caso  in  cui gli 
oggetti si riferiscono tra loro, si potranno presentare cicli in tale insieme, ottenendo così 
un grafo di oggetti. 
Il  processo  (simmetrico),  che  ricrea  il  grafo  degli  oggetti  a  partire  dalla  sua 
rappresentazione serializzata viene detto deserializzazione. 
Per attraversare  il grafo  saranno  sufficienti  le  informazioni presenti nella metaclasse; 
basterà  infatti percorrere ricorsivamente  la struttura dell’oggetto,  invocando per ogni 
campo  i  metodi  di  serializzazione  presenti  nel  metaoggetto  che  descrive  il  tipo  del 
membro.  Si  procederà  in  questo modo  fino  a  quando  i membri dell’oggetto  e degli 
oggetti riferiti non saranno ulteriormente decomponibili. 
Serializzazione e reflection dinamica 
Per ora si considereranno solo oggetti “organizzati ad albero”, per passare in seguito a 
trattare il caso degli oggetti “organizzati a grafo”. 
Supponendo  di  inserire  i  metodi  di  serializzazione  all’interno  della  metaclasse  si 
otterrà: 
 
void MetaClass::store(void* obj, OutArchive* dst) 
{ 
 for ( vector<Field*>::iterator it = _fields.begin(); 
  it != _fields.end(); ++it) 
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  (*it)->store(obj, dst, objReg); 
 
 if (_superClass) _superClass->store(obj, dst); 
} 
 
La classe OutArchive permette di gestire in scrittura chunk di memoria di dimensioni 
arbitrarie. 
 
class Archive 
{ 
protected: 
 Archive(); 
 char* _buf; 
 char* _cursor; 
}; 
 
class OutArchive : public Archive 
{ 
public: 
 OutArchive(size_t size); 
 void write(const void* data, size_t size); 
}; 
 
Come  si  nota  dal  metodo  store  della  metaclasse  per  ogni  campo  dell’oggetto  il 
controllo  passa  al  descrittore  relativo;  esisterà  quindi  un  metodo  virtuale  in  Field 
specializzato da ogni sua sottoclasse. 
 
class Field : public Object 
{ 
 //... 
 virtual void store(void* obj, OutArchive* dst) = 0; 
}; 
 
Per esempio, la classe template FixedField ridefinirà tale metodo come segue: 
 
template <typename T> 
class FixedField : public Field 
{  
public: 
 virtual void store(void* obj, OutArchive* dst) 
 {  
  dst->write(get(obj), sizeof(T)); 
 } 
}; 
 
Come si nota viene scritto nell’archivio  il contenuto di obj, che ha dimensione  fissa, 
pari alla dimensione del tipo di cui è istanza. 
Per i membri di tipo composto è sufficiente chiamare ricorsivamente il metodo store 
del tipo del membro, ovvero: 
 
class CompositeField : public Field 
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{ 
 //... 
 void store(void* obj, OutArchive* dst) 
 { 
  type()->store(get(obj), dst); 
 } 
}; 
 
Essendo  la metaclasse del  tipo nota,  si può utilizzare per  invocare  il metodo store, 
passandogli la giusta porzione dell’oggetto (ottenuta tramite il metodo get). 
Per  i vettori  la  cosa  resta più o meno  simile; basta  infatti  iterare  sui  suoi  elementi  e 
chiamare per ognuno il metodo di serializzazione opportuno. 
 
class VectorField : public Field 
{ 
 //... 
 virtual void store(void* obj, OutArchive* dst) 
 { 
  vector<Object*>* vect=(vector<Object*>*)get(obj); 
 
  size_t size = vect->size(); 
  dst->write(&size, sizeof(size_t)); 
  for ( vector<Object*>::iterator it=vect->begin();  
   it != vect->end(); ++it) 
  { 
   MetaClass* mc = (*it)->getMetaClass(); 
   mc->store((*it), dst, objReg); 
  } 
 } 
} 
 
Viene memorizzata per prima cosa la dimensione del vettore, che sarà poi utile in fase 
di deserializzazione. Si itera quindi sugli elementi del vettore che verranno serializzati 
uno ad uno. 
Per  quando  riguarda  i  membri  di  tipo  puntatore  va  ottenuto  il  tipo  concreto  che 
riferiscono, per poi lasciare al descrittore del tipo concreto il compito della serializzarne 
il contenuto. Vanno  inoltre  inserite  le  informazioni relative al  tipo concreto per poter 
riuscire in seguito a ricreare un’istanza di tale tipo. 
 
class PointerField : public Field 
{ 
public: 
 //... 
 void store(void* obj, OutArchive* dst) 
 { 
  Object* pObj = * (Object**) get(obj); 
  if (pObj) { 
   MetaClass* mc = pObj->getMetaClass(); 
   storeString(mc->name(), dst); 
   mc->store(pObj, dst, objReg); 
  } 
 } 
} 
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Con  il metodo get si ottiene un puntatore ad un puntaore all’oggetto di  interesse; si 
valuta  se  il  puntatore  che  riferisce  l’oggetto  è  nullo,  e  in  caso  non  lo  sia  se  ne 
memorizza il nome, e in seguito il suo contenuto. 
Il nome sarà poi utilizzato tramite il TypeRegistry per ricavarne il descrittore relativo. 
Tale nome sarà memorizzato tramite una funzione storeString, che prima scriverà la 
dimensione della stringa e poi il suo reale contenuto nell’archivio. 
Sulla dimensione del buffer nell’archivio 
La dimensione del buffer all’interno dell’archivio Archive, deve essere nota prima di 
iniziare il processo di memorizzazione.  
Se non vengono utilizzati puntatori tra i membri della classe in uso, la dimensione del 
buffer  sarà  pari  alla  dimensione  “statica”  della  classe,  ottenuta  tramite  l’operatore 
sizeof. 
Si supponga di avere questa classe: 
 
class AClass : public Object 
{ 
 int a;  
 int b; 
 int c; 
 META(AClass, ( 
  FIELD(a),  
  FIELD(b),  
  FIELD(c))); 
}; 
 
Supponendo che la dimensione di un intero sia 4 byte, la dimensione del buffer dovrà 
essere 12 byte per i tre interi.  
La dimensione di AClass, ottenuta tramite sizeof(AClass) è invece 18byte; i 4 byte in 
più  sono  relativi  al  puntatore  alla  tabella  virtuale,  vista  la  presenza  della  funzione 
virtuale  getMetaClass.  Chiaramente  quindi,  per  memorizzare  tale  istanza  saranno 
sufficienti  12  byte,  visto  che  l’indirizzo  della  macchina  virtuale  è  dipendente  dal 
runtime,  e  quindi  non  è  riproducibile  senza  affidarsi  ai  meccanismi  standard  del 
linguaggio. 
L’indirizzo a cui si riferisce quel puntatore è  infatti settato dal costruttore di AClass, 
tramite una porzione di codice inserita automaticamente dal compilatore. 
In  base  a  quanto detto  nel  paragrafo  precedente  per  serializzare  un  oggetto di  tipo 
AClass, sarà sufficiente scrivere: 
 
AClass aClass = new AClass(1,2,3); 
OutArchive* arch = new OutArchive(12); 
TypeOf<AClass>::get()->store(aClass , arch); 
 
Chiaramente si vuole automatizzare  il calcolo della dimensione del buffer; per far ciò 
sarà sufficiente sommare la dimensione di ogni field: 
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size_t MetaClass::size(void* obj) 
{   
 size_t ret = 0; 
 for ( vector<Field*>::iterator it = _fields.begin(); 
  it != _fields.end(); ++it) 
   
  ret += (*it)->size(obj); 
  
 if (_superClass) ret += _superClass->size(obj); 
 
 return ret; 
} 
 
Come detto, ogni descrittore di membro dovrà conoscere la dimensione necessaria per 
memorizzare le istanze di ciò che descrive. 
Per  i membri di dimensione fissa o di tipo composto, questo è banale, visto che basta 
ritornare  il  sizeof  del  tipo,  mentre  per  i  tipi  composti  si  chiama  ricorsivamente  il 
metodo size del descrittore di tipo del membro. 
 
size_t FixedField<T>::size(void* obj) 
{ 
 return sizeof(T); 
} 
 
size_t CompositeField::size(void* obj) 
{ 
 return type()->size(get(obj)); 
} 
 
Si  potrebbe  osservare  che  per  trasformare  un  oggetto  in  una  sequenza  di  byte,  la 
lunghezza  della  sequenza  è  pari  alla  sizeof  del  tipo  meno  la  dimensione  di  un 
puntatore (vptr), con la conseguente inutilità dei metodi size descritti.  
Questo è vero finché non si utilizzano puntatori; infatti in quel caso il sizeof del tipo 
non  comprende  la  dimensione  del  tipo  riferito  dal  puntatore, ma  viene  considerata 
soltanto la dimensione del puntatore. 
Dovrà quindi esser ritornata dal metodo size di PointerField, non la dimensione di 
un puntatore, ma la dimensione dell’oggetto riferito: 
 
size_t PointerField::size(void* obj) 
{ 
 size_t ret = 0; 
 Object* pObj = * (Object**) get(obj); 
 
 if (pObj) { 
  MetaClass* mc = pObj->getMetaClass(); 
  ret += (strlen(mc->name()) + 1 + sizeof(size_t)); 
  ret += mc->size(pObj, objReg); 
    
 } 
 
 return ret; 
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} 
 
Ripensando all’implementazione del relativo metodo store, deve essere riservato oltre 
allo spazio necessario per memorizzare l’oggetto riferito dal puntatore, anche lo spazio 
necessario  per  memorizzare  il  nome  del  tipo.  Questo  verrà  salvato  sottoforma  di 
stringa, inserendo nell’archivio la sua dimensione e poi il suo contenuto. 
Per  i  campi  di  tipo  vettore  la  cosa  sarà  come  si  può  immaginare,  ovvero  si  dovrà 
riservare lo spazio per salvare la sua dimensione e tutti i suoi elementi. 
Deserializzazione 
Il  processo  simmetrico  alla  serializzazione,  come  detto  precedentemente  si  chiama 
deserializzazione. 
Per la sua implementazione basta ripercorrere in maniera inversa quanto scritto per la 
serializzazione. 
 
void MetaClass::fetch(void* obj, InArchive* src) 
{ 
 for ( vector<Field*>::iterator it = _fields.begin();  
  it != _fields.end(); ++it) 
 
  (*it)->fetch(obj, src); 
 
 if (_superClass) _superClass->fetch(obj, src); 
} 
 
Come si nota, tale metodo è identico al metodo MetaClass::store; l’unica differenza 
è  fondamentalmente  l’utilizzo della  classe  InArchive,  che  come  si  può  immaginare 
gestisce un buffer in scrittura. 
 
class InArchive : public Archive 
{ 
public: 
 InArchive(void* buf); 
 void* read(size_t size); 
}; 
 
Esisteranno chiaramente anche  i relativi metodi fecth all’interno delle classi derivate 
da Field. 
 
class Field : public Object 
{ 
 //... 
 virtual void fetch(void* obj, InArchive* dst) = 0; 
}; 
 
Ad esempio, la classe template FixedField ridefinirà tale metodo come segue: 
 
template <typename T> 
class FixedField : public Field 
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{  
public: 
 virtual void fetch(void* obj, InArchive* src) 
 { 
  T* toSet = (T*) src->read(sizeof(T)); 
  memcpy(get(obj), toSet, sizeof(T)); 
 } 
}; 
 
Vengono letti n byte, dove n è la dimensione del tipo T, e verranno copiati nella zona 
opportuna dell’oggetto obj. 
Per i membri di tipo composto è invece sufficiente chiamare ricorsivamente il metodo 
fetch del tipo del membro. 
Per  quando  riguarda  i  membri  di  tipo  puntatore  va  ottenuto  il  descrittore  di  tipo 
concreto  che  il  puntatore  riferisce;  questo  è  fatto  utilizzando  la  stringa  che  ne 
rappresenta  il nome nell’archivio. Grazie al descrittore si crea un’istanza del  tipo che 
rappresenta, su cui verranno chiamati i metodi di fetch. Quando questo oggetto sarà 
creato e opportunamente  inizializzato se ne assegnerà  l’indirizzo all’area di memoria 
riferita dal descrittore del membro. 
 
class PointerField : public Field 
{ 
public: 
 //... 
 void fetch(void* obj, InArchive* src) 
 { 
  char* name = fetchString(src); 
  MetaClass* ty = TypeRegistry::get()->find(name); 
  Object* pObj = ty->newInstance(); 
  ty->fetch(pObj, src, objReg); 
  Object** toSet = (Object**) get(obj); 
  *toSet = pObj; 
 } 
} 
 
La  funzione fetchString, come si può  immaginare, compie  il processo  inverso della 
funzione  storeString.  Ovvero,  dato  un  archivio,  restituisce  la  stringa  contenuta 
all’indirizzo corrente. 
Infine,  per  quanto  riguarda  i  vettori,  data  la  dimensione  contenuta  nell’archivio,  si 
itererà da  zero  a  tale dimensione,  inserendo  nel  vettore  gli  oggetti  opportunamente 
deserializzati: 
 
void VectorField::fetch(void* obj, InArchive* src) 
{ 
 size_t size = * ((size_t*) src->read(sizeof(size_t))); 
 vector<Object*>* vect = (vector<Object*>*) get(obj); 
 for (size_t i = 0; i < size; ++i) 
 { 
  char* name = fetchString(src); 
  MetaClass* ty = TypeRegistry::get()->find(name); 
  Object* pObj = ty->newInstance(); 
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  ty->fetch(pObj, src); 
  vect->push_back(pObj); 
 } 
} 
 
Con il meccanismo descritto si riescono a memorizzare oggetti la cui struttura interna a 
runtime è organizzata come un albero. 
Infatti, dato  l’istanza di AClass, serializzata nei precedenti paragrafi, ne potrà essere 
creata una versione isomorfa grazie ai metodi di fetch come segue. 
Dato il metodo get di OutArchive, che restituisce un puntatore al buffer, si ottiene: 
 
InArchive* src = new InArchive(arch->get()); 
AClass* obj = (AClass*) TypeOf<AClass>::get()->newInstance(); 
TypeOf<AClass>::get()->fetch(obj, src); 
 
A questo punto, stampando i valori dei membri d’istanza: 
 
cout << obj->a << " " << obj->b << " " << obj->c << endl; 
 
si otterranno i valori con cui l’oggetto era stato inizializzato, cioè 1, 2 e 3. 
Per semplificare l’utilizzo dei metodi di fetch e store si forniscono una funzione per 
serializzare e una per deserializzare. 
Per quanto riguarda  la serializzazione, dato un puntatore ad un oggetto se ne ritorna 
uno all’archivio che contiene lo stream di byte. 
 
OutArchive* serialize(Object* obj) 
{ 
 MetaClass* mc = obj->getMetaClass();  
 size_t size = (sizeof(size_t) + strlen(mc->name()) + 1); 
 size += mc->size(obj); 
 OutArchive* dst = new OutArchive(size); 
 storeString(mc->name(), dst); 
 mc->store(obj, dst); 
 return dst; 
} 
 
A differenza di quanto fatto prima, ora si memorizza nell’archivio anche il nome della 
classe che si sta serializzando,  in modo da poterla  ricreare senza bisogno di ulteriori 
informazioni. 
Il metodo  simmetrico, dato un archivio  restituisce un  riferimento all’oggetto  ricreato 
tramite lo stream: 
 
Object* deserialize(InArchive* src) 
{ 
 TypeRegistry::get()->find(fetchString(src)); 
 Object* res = mc->newInstance(); 
 mc->fetch(res, src); 
 return res; 
} 
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Dato  infatti  il  nome della  classe,  viene  cercato  il  suo descrittore,  con  cui  se  ne  crea 
un’istanza che sarà poi inizializzata tramite i metodi fetch. 
Risoluzione dei cicli 
Si immagini ora di dover serializzare la seguente classe: 
 
class MyClass : public Object 
{ 
public: 
 MyClass() {} 
 MyClass(MyClass* pMyClass_) : pMyClass(pMyClass_) {} 
 
private: 
 MyClass* pMyClass; 
 META(MyClass, Object, (FIELD(pMyClass)), NOATTRIBUTE); 
}; 
REGISTER(MyClass); 
 
Supponendo  ora  di  serializzare  e  deserializzare  la  seguente  istanza,  non  c’è  alcun 
problema: 
 
MyClass* myClass = new MyClass; 
myClass->myClass = new MyClass; 
myClass->myClass->myClass = new MyClass; 
myClass->myClass->myClass->myClass = 0; 
OutArchive* arch = serialize(myClass); 
MyClass* obj = (MyClass*) deserialize( 
    new InArchive(arch->get())); 
 
La struttura dell’istanza si può definire organizzata come un albero, infatti: 
 
 
 
Ogni  istanza  di  MyClass  ha  un  riferimento  ad  un’altra,  fino  all’ultima  che  riferisce 
NULL, e termina la sequenza. 
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Modificando ora  il metodo che permette di serializzare  i puntatori,  in modo da fargli 
gestire i puntatori nulli, questa situazione diventa facilmente gestibile: 
 
void PointerField::store(void* obj, OutArchive* dst) 
{ 
 Object* pObj = * (Object**) get(obj); 
 if (pObj) { 
  MetaClass* mc = pObj->getMetaClass(); 
  storeString(mc->name(), dst); 
  mc->store(pObj, dst, objReg); 
 } else { 
  // NULL 
  storeString("__NULL", dst); 
 } 
} 
 
void PointerField::fetch(void* obj, InArchive* src) 
{ 
 Object** toSet = (Object**) get(obj); 
 char* name = fetchString(src); 
 if (strcmp(name, "__NULL") == 0) { 
  Object** toSet = (Object**) get(obj); 
  *toSet = 0; 
 } else { 
  MetaClass* ty = TypeRegistry::get()->find(name); 
  Object* pObj = ty->newInstance(); 
  ty->fetch(pObj, src); 
  Object** toSet = (Object**) get(obj); 
  *toSet = pObj; 
 } 
} 
 
Si memorizza per ogni puntatore nullo, una stringa “__NULL” nello stream. 
I problemi sorgono quando quella struttura organizzata ad albero diventa organizzata 
a grafo.  
Infatti è sufficiente che uno degli oggetti dell’albero ne riferisca, invece che uno nuovo 
(come figlio), uno dei precedenti (un genitore nella gerarchia), per ottenere un ciclo: 
Modificando la seguente istanza come segue, si ottiene un ciclo infinito: 
 
MyClass* myClass = new MyClass; 
myClass->myClass = new MyClass; 
myClass->myClass->myClass = new MyClass; 
myClass->myClass->myClass->myClass = myClass->myClass; 
 
ovvero: 
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Rispetto al diagramma precedente si può notare chiaramente  la presenza di un ciclo, 
prima inesistente, grazie al puntatore nullo che terminava la sequenza. 
È interessante notare come si comporterà in questo caso il serializzatore che si ha ora a 
disposizione.  Come  si  può  immaginare  tenterà  di  serializzare  infinite  volte  i  due 
oggetti che realizzano il ciclo. 
Quindi il problema è questo: supponendo che un’istanza A riferisca un’istanza B, e che 
l’istanza  B  riferisca  anch’essa  l’istanza  A.  Serializzare  A significa  serializzare  B,  e 
serializzare B significa serializzare A, e così via. Visto che non si vuol finire in un ciclo 
infinito,  né  si  vuol  scrivere due  volte  una  cosa  che  è  già  stata  scritta,  si deve  tener 
traccia di tutto ciò che viene spedito nello stream. 
Per dar  stato al processo di  serializzazione  si  ricorre all’utilizzo di ObjectRegistry, 
una classe che permette di tener traccia di tutti i riferimenti agli oggetti che sono stati 
già serializzati. 
 
class ObjectRegistry 
{ 
public: 
 int add(Object* obj); 
private: 
 vector<Object*> _registry; 
}; 
 
   
In pratica, la prima volta che si incontra un puntatore, questo viene inserito nel registro 
tramite il metodo add. 
Se  l’oggetto  esiste  già  all’interno del  registro,  il metodo  ritorna  la  sua posizione nel 
vettore, altrimenti ritorna -1. 
Chiaramente si serializzeranno solo i puntatori non ancora inseriti nel registry, mentre 
per gli altri si inserirà l’indice relativo all’oggetto nel registro. 
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Tutti  i metodi di  fetch  e  store, dovranno ora modificare  la  loro  segnatura, visto  che 
dovranno passarsi tra loro i riferimenti al registro. 
I metodi che non avranno a che fare con puntatori, ovviamente, non utilizzeranno tale 
riferimento, che sarà utilizzato quasi esclusivamente da PointerField. 
 
void PointerField::store(void* obj, OutArchive* dst,  
    ObjectRegistry* objReg) 
{ 
 Object* pObj = * (Object**) get(obj); 
 if (pObj) { 
  int pos = objReg->add(pObj); 
  if (pos == -1) { 
   MetaClass* mc = pObj->getMetaClass(); 
   storeString(mc->name(), dst); 
   mc->store(pObj, dst, objReg); 
  } 
  else { 
   storeString("__CYCLE", dst); 
   dst->write(&pos, sizeof(int)); 
  } 
 } else { 
  // NULL 
  storeString("__NULL", dst); 
 } 
} 
 
Nel processo di deserializzazione, per ricreare gli oggetti riferiti più volte, si utilizzerà 
sempre il registro, prendendo, dato un indice, il puntatore all’oggetto relativo: 
 
void PointerField::fetch(void* obj, InArchive* src, 
   ObjectRegistry* objReg) 
{ 
 Object** toSet = (Object**) get(obj); 
 char* name = fetchString(src); 
 if (strcmp(name, "__NULL") == 0) { 
  Object** toSet = (Object**) get(obj); 
  *toSet = 0; 
 } else if (strcmp(name, "__CYCLE") == 0) { 
  int pos = * (int*) (src->read(sizeof(int))); 
  Object* pObj = (Object*) objReg->get(pos); 
  Object** toSet = (Object**) get(obj); 
  *toSet = pObj; 
 } 
 else { 
  MetaClass* ty = TypeRegistry::get()->find(name); 
  Object* pObj = ty->newInstance(); 
  objReg->add(pObj); 
  ty->fetch(pObj, src, objReg); 
  Object** toSet = (Object**) get(obj); 
  *toSet = pObj; 
 } 
} 
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Verranno modificati poi  le  funzioni di utilità serialize e deserialize, visto che saranno 
responsabili della creazione del registro. 
 
OutArchive* serialize(Object* obj) 
{ 
 MetaClass* mc = obj->getMetaClass(); 
 size_t size = (sizeof(size_t) + strlen(mc->name()) + 1); 
 ObjectRegistry objReg; 
 objReg.add(mc); 
 size += mc->size(obj, &objReg); 
 objReg.clear(); 
 objReg.add(mc); 
 OutArchive* dst = new OutArchive(size); 
 storeString(mc->name(), dst); 
 mc->store(obj, dst, &objReg); 
 return dst; 
} 
 
Object* deserialize(InArchive* src) 
{ 
 MetaClass* mc =  
  TypeRegistry::get()->find(fetchString(src)); 
 if (mc) 
 { 
  Object* res = mc->newInstance(); 
  ObjectRegistry objReg; 
  objReg.add(res); 
  mc->fetch(res, src, &objReg); 
  return res; 
 } 
 return 0; 
} 
 
Nella funzione serialize, il metodo ObjectRegistry::clear, svuota il vettore degli 
oggetti, in modo da poter utilizzare il registro come se fosse vuoto. 
Caricamento dinamico di classi 
Il  fatto  di  aver  reso  riflessiva  la  metaclasse,  permette  la  serializzazione  delle  sue 
istanze. 
Quindi, anche i descrittori di classe possono essere serializzati e deserializzati, creando 
così un meccanismo di caricamento dinamico di classi scritto in C++ standard. 
Si potrebbe  infatti  immaginare di  spedire uno  stream di byte  contenente  l’istanza di 
una  classe,  ma  la  macchina  che  lo  riceve  non  ha  la  definizione  delle  classi  che  il 
processo di deserializzazione necessita. 
La soluzione in questo caso consiste nello spedire anche le informazioni sul tipo degli 
oggetti da deserializzare. 
A questo punto si è ottenuta tutta l’informazione di cui si ha bisogno. 
Se si osserva però la definizione della metaclasse (capitolo 3), si nota che un campo di 
MetaClass non è stato inserito nella macro META. Tale membro è _factory, ovvero un 
puntatore ad una funzione che invoca il costruttore di default della classe descritta. 
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Ovviamente è insensato memorizzarsi quel indirizzo, visto che in C++, purtroppo, non 
esiste un meccanismo standard per memorizzare funzioni. 
 
class MetaClass 
{ 
private: 
 //.. 
 void* (*_factory)(); 
}; 
 
A questo problema si è pensato di ovviare in due maniere: 
? la prima possibilità  sfrutta  la dimensione dell’istanza per  creare un buffer  in 
memoria che la possa contenere. 
? la seconda  si base su una classe chiamata AnyObject. 
Con il primo metodo si creano dei pool di classi di dimensioni arbitrarie, in modo da 
poter riprodurre lo stesso layout degli oggetti originali. 
Per la dimensione verrà aggiunto un nuovo field di nome _size nella definizione della 
metaclasse, in modo da fargli contenere la dimensione statica del tipo descritto. 
Viene  inoltre  reimplementato  il  metodo  getMetaClass,  che  restituirà  la  classe 
deserializzata: 
 
template <int size> 
class DynamicObject : public Object 
{ 
public: 
 virtual MetaClass* getMetaClass() { 
  return _metaClass; 
 } 
 
 char buff[size]; 
private: 
 MetaClass* _metaClass; 
}; 
 
In questo modo, invece di chiamare il riferimento al costruttore, ormai non più valido, 
si  istanzia  un  oggetto  di  tipo  DynamicObject,  con  dimensioni  pari  al  valore  del 
membro _size del descrittore deserializzato. 
In questo modo si possono continuare ad utilizzare i vari metodi fetch e store della 
metaclasse  per  serializzare  e  deserializzare  l’oggetto,  cosa  non  possibile  con 
AnyObject. 
Si possono  infine settare ed ottenere  i valori dei membri  tramite  i metodi findField 
della metaclasse: 
 
MetaClass* mc = (MetaClass*) deserialize(book_class); 
DynamicObject* obj = createDynamicObject(mc); 
mc->fetch(obj, src); 
cout << mc->findField(“author”)->toString() << endl; 
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Dove book_class è l’archivio contenente il descrittore della classe Book, mentre src è 
l’archivio contenente un’istanza di Book. 
La seconda modalità si basa su una classe AnyObject, che invece di utilizzare un buffer 
grezzo  come  fatto  precedentemente,  utilizza  un  vettore  di  Item,  dove  Item  è  una 
struttura simile a quella degli ObjHolder: 
 
class Item 
{ 
 
}; 
 
template <typename T> 
class ItemOf 
{ 
private: 
 T _value; 
}; 
 
Si estende l’interfaccia di Field, con un metodo che ritorni un puntatore ad un’istanza 
di Item: 
 
class Field 
{  
 virtual Item* item() = 0; 
}; 
 
Dove, ad esempio in FixedField, è implementata come segue: 
 
template <typename T> 
class FixedField 
{ 
 virtual Item* item()  
 { 
  return new ItemOf<T>; 
 } 
}; 
 
Grazie  a  questi metodi,  AnyObject  riesce  a  costruire un  vettore di  Item, dove  ogni 
elemento rappresenta un campo di un’istanza della classe descritta. 
 
class AnyObject 
{ 
public: 
 AnyObject(MetaClass* mc) 
 { 
  for (vector<Field*>::iterator  
   it = mc->fieldsBegin(); 
   it != mc->fieldsEnd(); ++it) 
    
   _items.push_back((*it)->item()) 
 } 
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private: 
 vector<Item*> _items; 
}; 
 
A questo punto si possono utilizzare gli elementi di tale vettore per operare sui valori 
contenuti nell’istanza, ad esempio: 
 
MetaClass* mc = (MetaClass*) deserialize(book_class); 
AnyObject any(mc); 
mc.field<string>(0) = "Il pendolo di Foucault"; 
mc.field<string>(1) = "Umberto Eco"; 
mc.field<int>(2) = 1988; 
 
Le due soluzione offerte sono tutto sommato simili, la prima però offre la possibilità di 
continuare  ad  utilizzare  i  metodi  presenti  nella  classe  Field,  visto  che  si  riesce  a 
mantenere  lo  stesso  layout  che  si aveva negli oggetti definiti dalla  classe C++ vera e 
propria piuttosto che dalla metaclasse. 
PersistentHashtable 
In  questa  sezione  si  fornisce  un  esempio  delle  potenzialità  della  reflection  e  della 
serializzazione per rendere oggetti C++ persistenti appoggiandosi al Berkeley DB [35]. 
A differenza della maggior parte dei DBMS, il BDB fornisce soltanto semplici funzioni 
di accesso ai dati. Permette essenzialmente di memorizzare, cancellare e trovare coppie 
chiave ‐ valore, dove sia la chiave che il valore sono stringhe di byte. 
Ad esempio, sia my_db un puntatore a DB, ovvero un riferimento al data base, e sia DBT 
una  struttura  per  gestire  le  chiavi  e  i  valori,  per  memorizzare  dati  nel  BDB,  la 
procedura usuale è la seguente: 
 
DB* my_db; 
... 
DBT key, value; 
char* str = "Fabio"; 
float money = 122.45; 
memset(key, 0, sizeof(DBT)); 
memset(value, 0, sizeof(DBT)); 
key.data = &money; 
key.size = sizeof(float); 
value.data = str; 
data.size = strlen(str) + 1; 
my_db->pub(my_db, NULL, &key, &value, DB_NOOVERWRITE); 
 
Come  si può notare, quando  si devono memorizzare  strutture più  complicate di un 
semplice  float,  o di una  stringa,  la  cosa non  sarà molto  semplice, dovendo  fornire 
delle funzioni per trasformare oggetti in stringhe di byte.  
La soluzione, chiaramente, è quella di utilizzare la serializzazione binaria. 
Antonio  Cisternino  ha  rilasciato  una  libreria  per  utilizzare  il  Berkeley  DB  dalla 
piattaforma .NET [14], chiamata BDB# [9].  Utilizzando i meccanismi di interoperabilità 
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definiti nello standard, permette di utilizzare  il database da ogni  implementazione di 
CLI. 
Come  esempio  di  utilizzo  nella  distribuzione  è  stata  fornita  una  classe  chiamata 
PersistentHashtable  che  permette  di  memorizzare  oggetti  in  maniera  molto 
semplice. 
Chiaramente  la  soluzione  prevista  nella  PersistentHashtable  di  BDB#,  utilizza  i 
meccanismi offerti dalla piattaforma .NET per la serializzazione degli oggetti. 
Infatti  tramite  le  classi  BinaryReader  e  MemoryStream  si  riesce  senza  problemi  a 
serializzare oggetti .NET. 
Si mostrerà ora come,  sfruttando quando  fatto  in questa  tesi, sia possibile  realizzare, 
con uno sforzo equivalente, quanto realizzato nell’esempio di BDB#. 
 
class PersistentHashtable 
{ 
public: 
 PersistentHashtable(const char* file); 
 bool add(Object* key, Object* value); 
 Object* operator[](Object* key); 
 void remove(Object* key); 
private: 
 const char* _file; 
 DB* _db; 
 DBT _keyDBT; 
 DBT _valueDBT; 
}; 
 
Ora, ad esempio, volendo  implementare  il metodo add utilizzando  la serializzazione, 
basta operare come segue: 
 
bool PersistentHashtable::add(Object* key, Object* value) 
{ 
 OutArchive* out_key = serialize(key); 
 OutArchive* out_value = serialize(value); 
 
 _keyDBT.size = out_key->size(); 
 _keyDBT.data = out_key->get(); 
 _valueDBT.size = out_value->size(); 
 _valueDBT.data = out_value->get(); 
   
 int ret = _db->put(_db, 0, &_keyDBT, &_valueDBT,  
      DB_NOOVERWRITE); 
 
 delete out_key; 
 delete out_value; 
 
 return (ret == 0) ? true : false; 
} 
 
Si  serializzano  la  chiave  e  il  valore  in  due  archivi  (out_key,  out_value)  e  se  ne 
inserisce  il contenuto  in _ketDBT e _valueDBT, compresa  la dimensione dell’archivio. 
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Si  inserisce  poi  il  tutto  nel  database  e  se  l’elemento  chiave  non  era  già  presente  si 
ritorna true, altrimenti false. 
In maniera simile si implementa il metodo per ottenere il valore data una certa chiave. 
 
Object* PersistentHashtable::operator[](Object* key) 
{ 
 OutArchive* out_key = serialize(key); 
  
 _keyDBT.size = out_key->size(); 
 _keyDBT.data = out_key->get(); 
 
 int ret = _db->get(_db, 0, &_keyDBT, &_valueDBT, 0); 
 
 InArchive* in_value = 0; 
 Object* res = 0; 
 if (ret == 0) { 
  in_value = new InArchive(_valueDBT.data); 
  res = deserialize(in_value); 
 } 
 
 delete out_key; 
 delete in_value; 
 return res; 
} 
 
In questo caso, si utilizza ovviamente la deserializzazione, e in caso l’elemento cercato 
non esiste si ritorna NULL. 
Come prima cosa si serializza la chiave per effettuare la ricerca nel BDB, ed in seguito, 
se la ricerca da esito positivo, si ritorna un clone dell’oggetto cercato. 
Viene  implementato  infine un  iteratore per ottenere  tutti gli elementi del contenitore 
associativo  persistente,  utilizzando  i  cursori  presenti  nell’implementazione  del 
database. 
 
class PersistentHashtable 
{ 
 // ... 
 
 struct Pair 
 { 
  Pair(Object* key_, Object* value_); 
  Object* key; 
  Object* value; 
 }; 
 
 class Iterator 
 { 
 public: 
  Iterator(DB* db); 
  bool hasMore(); 
  Pair current(); 
 }; 
 
 Iterator getIterator(); 
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}; 
 
 
Dato un puntatore ad un database (DB*), il BDB permette di ottenere un cursore (DBC) 
su esso: 
 
class Iterator 
{ 
public: 
 Iterator(DB* db) 
 { 
  db->cursor(db, 0, &_cursor, 0); 
 } 
 
private: 
 DBC* _cursor; 
 DBT _key; 
 DBT _value; 
}; 
 
Tramite la funzione c_get, la quale permette di settare i campi _key e _value, si riesce 
ad implementare il metodo hasMore: 
 
bool PersistentHashtable::Iterator::hasMore()  
{ 
 return ((_cursor->c_get(_cursor, &_key, &_value,  
     DB_NEXT)) == 0); 
} 
 
Infine il metodo current permette di ritornare la coppia chiave valore ottenuta tramite 
il metodo hasMore: 
 
Pair PersistentHashtable::Iterator::current() 
{ 
 InArchive* in_key = new InArchive(_key.data); 
 Object* obj_key = deserialize(in_key); 
 InArchive* in_value = new InArchive(_value.data); 
 Object* obj_value = deserialize(in_value); 
 Pair res(obj_key, obj_value); 
 delete in_key; 
 delete in_value; 
 return res; 
} 
 
Volendo  implementare  la  PersistentHashtable  utilizzando  la  reflection  non 
intrusiva si riesce in maniera più agevole a realizzare un contenitore stile STL, che sia 
tipato staticamente. 
Infatti  sulla  tabella  definita  sopra  i  controlli  di  tipo  possono  avvenire  solo  a  tempo 
d’esecuzione, visto l’utilizzo della classe base Object. La reflection non intrusiva, non 
essendo  basata  su  nessuna  classe  radice,  permette  di  realizzare  una 
PersistentHashtable come la seguente: 
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template <typename Key, typename Value> 
class PersistentHashtable 
{ 
public: 
 PersistentHashtable(const char* file); 
 bool add(const Key& key, const Value& value); 
 Value& operator[](const Key& key); 
 void remove(const Key& key); 
}; 
 
L’implementazione viene tralasciata in quanto del tutto simile alla precedente. 
Serializzazione e reflection statica 
Quello che serve  in questo caso è essenzialmente un  tipo metafunzione, specializzato 
sui vari tipi di dato, siano essi tipi base, puntatori, o tipi composti. 
È inoltre utile utilizzare il concetto di tupla per il passaggio di parametri, in modo da 
non  dover  modificare  la  segnatura  della  metafunzione  ForEach  delle  TypeList. 
Utilizzando una tupla infatti si riesce ad emulare il passaggio di n parametri, quando 
invece si ha a disposizione un unico parametro. 
Finché si devono gestire non più di due parametri si può utilizzare la classe standard 
pair,  ma  quando  il  numero  di  parametri  diventa  arbitrario,  occorre  una  versione 
adattabile a n parametri. 
Per una possibile  implementazione delle  tuple  in C++,  si può  far  riferimento  a  [22], 
oppure si può sfruttare la classe template Generator presentata nel secondo capitolo. 
Si fornisce soltanto l’implementazione di size; l’implementazione di store è identica. 
 
template <typename MyTuple>  
void sizeFun(MyTuple& tuple) 
{  
 ForEach< 
  typename TypeInfo< 
   typename MyTuple::first_type::Type 
  >::Impl::FieldList, SizeOfField 
 >::apply(tuple); 
} 
 
La  tupla  passata  come  parametro,  verrà  utilizzata  sia  per  l’input  che  per  l’output. 
Contiene infatti un riferimento all’oggetto da serializzare e un riferimento alla variabile 
che conterrà il risultato, ovvero la dimensione: 
 
Book book("Il Pendolo di Foucault", "Umberto Eco", 1988); 
int size; 
 
typeof(make_pair(ref(book), ref(size)))  
 myPair = make_pair(ref(book), ref(size)); 
 
sizeFun(myPair); 
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La funzione sizeFun, applica a tutti i field di Book, il tipo metafunzione SizeOfField. 
 
struct SizeOfField 
{ 
 template <typename AField> 
 struct Apply 
 { 
  template <typename MyTuple> 
  static void apply(MyTuple& tuple) 
  { 
   typedef typename  
    AField::FieldTypeInfo::Impl::Type  
     FieldType; 
 
   RefWrapper<FieldType> first( 
    tuple.first.get().*AField::data());  
 
   RefWrapper<int> second(tuple.second); 
 
   std::pair< 
    RefWrapper<FieldType>,  
    RefWrapper<int>  
   > myPair(first, second); 
 
   SizeImpl<FieldType>::apply(myPair); 
  } 
 }; 
}; 
 
Dato  FieldType,  ovvero  il  tipo  del  field  annidato  all’interno  del  descrittore  di  tipo 
contenuto in AField, si costruisce un riferimento al valore del field relativo all’oggetto 
contenuto nella tupla. Si costruisce poi un riferimento al risultato, e con essi si da vita 
ad una coppia da passare all’implementazione della funzione size (SizeImpl). 
Tale  funzione  utilizzerà  il  pattern matching  sui  tipi,  in modo  da  scegliere  la  giusta 
specializzazione. Per esempio per le stringhe si opererà come segue: 
 
template <typename T> 
struct SizeImpl; 
 
template <> 
struct SizeImpl<string> 
{ 
 template <typename MyPair> 
 static void apply(MyPair& myPair) 
 { 
  myPair.second +=  
  (myPair.first.get().size() + 1 + sizeof(size_t)); 
 } 
}; 
 
Per i tipi composti si richiamerà invece la funzione sizeFun, ovvero: 
 
template <typename T> 
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struct SizeImpl 
{ 
 template <typename MyPair> 
 static void apply(MyPair& myPair) 
 { 
  sizeFun(myPair); 
 } 
}; 
 
In maniera simile per i puntatori: 
 
template <typename T> 
struct SizeImpl<T*> 
{ 
 template <typename MyPair> 
 static void apply(MyPair& myPair) 
 { 
  // ... 
 } 
}; 
 
Per i tipi base si sfrutta invece un template di implementazione, ovvero: 
 
template <typename T> 
struct FixedSizeImpl 
{ 
 template <typename MyPair> 
 static void apply(MyPair& myPair) 
 { 
  myPair.second += sizeof(T); 
 } 
}; 
 
Interessante notare in questo caso come si sfrutti l’operatore di coercion di RefWrapper 
per evitare di chiamare la funzione get su second. 
Si  utilizza  ora  quello  che  si  chiama  metafunction  forwarding,  per  implementare 
rapidamente le metafunzione per i tipi base: 
 
template <> 
struct SizeImpl<int> : FixedSizeImpl<int> {}; 
 
template <> 
struct SizeImpl<float> : FixedSizeImpl<float> {}; 
 
A  questo  punto  per  l’implementazione  delle  funzionalità  di  memorizzazione,  va 
utilizzata una terna, in modo da poter contenere l’oggetto, lo stream e il registro degli 
oggetti (per evitare i cicli), in maniera del tutto equivalente a quanto fatto ora. 
 
 
 
 
Capitolo 5 
 
Conclusioni 
 
 
In  questa  tesi  abbiamo  discusso  come  estendere  il  linguaggio  C++  con  capacità  di 
riflessione, sia per il sottoinsieme del linguaggio eseguito a tempo di compilazione, che 
per quello eseguito a tempo di esecuzione. Entrambe le tecniche si basano sul template 
metaprogramming. 
Nel caso della reflection dinamica, la metaprogrammazione con i template è stata usata 
per  dedurre  le  informazioni  di  tipo  direttamente  dal  compilatore,  senza  ricorrere  a 
tecniche basate su trasformazioni da sorgente a sorgente (preprocessori).  
Nella versione statica la metaprogrammazione è stata usata per ottenere informazioni 
sui tipi che per compiere tutte le computazioni riflessive a tempo di compilazione. 
Abbiamo mostrato poi come ridurre la reflection dinamica a quella statica, un risultato 
importante che mostra che l’espressività della reflection statica è rilevante. 
Come  applicazione della  reflection  abbiamo mostrato  come  serializzare  oggetti C++, 
incluse, nel  caso della  reflection dinamica,  le  istanze della metaclasse. La  capacità di 
serializzare  anche  le  classi  usate  per  reificare  i  tipi  consente  di  poter  invertire  il 
processo  anche  se  chi  deserializza  non  condivide  la  definizione  delle  classi  che 
descrivono gli oggetti serializzati. Ciò consentirebbe un meccanismo per il caricamento 
dei  tipi  dinamico  in  C++  standard,  al  prezzo  di  dover  interpretare  i  metadati  per 
accedere ai membri di un oggetto. 
Abbiamo realizzato poi un supporto alla persistenza di oggetti C++, nato dall’unione 
tra la serializzazione binaria e il Berkeley database. 
Parte della comunità C++ sente notevolmente la mancanza di meccanismi introspettivi 
nel  linguaggio, e non per niente  il processo di standardizzazione si sta muovendo  in 
questo senso. Si prevede che la libreria standard avrà, con il C++0x, unʹinterfaccia per la 
reflection a runtime e una per quella a compile  time. Esistono  infatti due approcci  in 
corso di  sviluppo, uno da parte di Bjarne  Stroustrup,  chiamato XTI  (eXtended Type 
Information) e uno da parte di Daveed Vandevoorde, detto Metacode. 
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Si  ritiene  che  la  standardizzazione  di  queste  caratteristiche  possa  sensibilmente 
migliorare lʹutilizzo del C++ nelle applicazioni distribuite. 
Quando  si  devono  far  comunicare  programmi  C++  remoti,  si  utilizzano  in  genere 
strumenti  come  CORBA  o  DCOM.  Si  potrebbe  invece  definire  un  meccanismo  di 
comunicazione  in C++ standard. Gran parte dello sforzo necessario per  implementare 
questi  meccanismi  consiste  nella  serializzazione  dei  parametri  dei  metodi  e  nella 
possibilità  di  effettuare  invocazioni  riflessive,  ma  queste  funzionalità  sono  già  state 
discusse in questa tesi. 
Un  altro  meccanismo  utilizzato  per  far  comunicare  oggetti  remoti,  che  favorisce 
notevolmente  lʹinteroperabilità, è rappresentato dai web services. Questo meccanismo 
si basa principalmente sui protocolli WSDL e SOAP. Per l’implementazione di SOAP è 
necessaria  essenzialmente  la  possibilità  di  serializzare  oggetti  in XML  e  questo  può 
essere  fatto apportando solo  lievi modifiche alla serializzazione presentata nel quarto 
capitolo. Inoltre, la generazione del WSDL è anch’essa gratuita, vista la presenza della 
metaclasse e la possibilità di serializzarla. 
Il  lavoro  presentato  in  questa  tesi  consente  di  usufruire  dei  servizi  di  reflection 
utilizzando  lo  standard  attuale del  linguaggio.  Il  software  sviluppato  nell’ambito di 
questa tesi è stato reso disponibile alla comunità utilizzando il sito SourceForge. 
 
 
 
Appendice A 
 
La parola chiave typename 
 
 
La  paraola  chiave  typename  può  essere  utilizzata  al  posto  di  class  per  dichiarare 
parametri template. 
   
template <typename T, int size> 
class Vector; 
 
è equivalente a:   
 
template <class T, int size> 
class Vector; 
 
Molti preferiscono utilizzare typename  invece di class,  ritenendolo concettualmente 
più accurato, visto  che class  sembra  indicare  che  l’argomento debba essere un  tipo 
classe, quando invece ogni tipo può essere passato come parametro (int, float, ecc.). 
Questa  parola  chiave  ha  però  un  altro  ruolo  nel  linguaggio;  typename  informa  il 
compilatore che un nome dipendente denota un tipo dipendente. 
Un  nome  si  definisce  come  dipendente  quando,  il  ruolo  sintattico  che  gioca  in 
un’espressione, è basato sul tipo da cui dipende: 
 
template <class Container> 
Container::element_type sum(Container& cont); 
 
In questo caso element_type è un nome dipendente dal tipo Container.  
Se si vuole  indicare che element_type è un tipo dipendente, occorre associare al suo 
nome la keyword typename, ottenendo così: 
 
template <class Container> 
typename Container::element_type sum(Container& cont); 
 
La parola chiave typename 
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In  generale  typename  va  usato  ogni  volta  che  un  nome  dipendente  da  un  altro 
parametro  template  è  un  tipo.  In  alcuni  casi  si  possono  infatti  presentare  soluzioni 
ambigue nel punto di definizione di una classe o di una funzione template, per evitare 
le quali risulta necessario l’utilizzo di typename. 
Questa ambiguità cessa di esistere nel punto di istanziazione del template, ma visto che 
lo standard prevede che l’analisi sintattica debba essere svolta nel punto di definizione, 
diventa necessario l’utilizzo di typename. 
Nell’esempio  che  segue,  la presenza del  simbolo *,  il quale può  essere  inteso  anche 
come puntatore, crea un’ambiguità che non può essere risolta finché non si stabilisce se 
T::Subtype si riferisce ad un tipo o ad un valore: 
 
template <typename T>  
class MyClass  
{  
 T::SubType * ptr;  
 // ... 
};  
 
In  questo  caso  il  compilatore  considererà  il  nome  dipendente  SubType  come  un 
membro statico della classe da cui dipende. 
Invece, modificando la classe template come segue: 
 
template <typename T>  
class MyClass  
{  
 typename T::SubType * ptr;  
 // ... 
};  
 
Ora SubType è un tipo definito all’interno della classe T; quindi T ptr è un puntatore al 
tipo T::SubType. 
 
 
 
Appendice B 
 
RTTI 
 
 
Fornire  caratteristiche  riflessive  come  l’introspezione  al C++,  è difficile  in quanto gli 
oggetti C++, per evitare overhead, non mantengono nessuna  informazione di  tipo nel 
codice  generato  dal  compilatore.  L’unica  eccezione  è  il  meccanismo  delle  funzioni 
virtuali per gli oggetti polimorfi e le relative caratteristiche fornite dallo RTTI, le quali 
sono però notevolmente limitate. 
Runtime cast 
Il meccanismo di RTTI  fornisce una  funzionalità per  effettuare downcast  in maniera 
sicura  disponibile  soltanto  per  i  tipi  polimorfici. Una  classe  si  definisce  polimorfica 
quando contiene sia funzioni virtuali ereditate che dichiarate.  
Questo tipo di downcast è detto dynamic_cast; questo operatore determina a runtime 
il tipo concreto (attuale) dell’oggetto. Se  il puntatore al tipo base  indirizza un oggetto 
della  classe  derivata,  l’operatore  ritorna  il  puntatore  propriamente  convertito 
(“castato”); in caso contrario il cast non è sicuro, e l’operatore ritorna 0 (NULL). 
Avere un supporto per un meccanismo di downcast che sia type‐safe, comporta costi 
sia in spazio che in tempo: 
? Richiede spazio addizionale per memorizzare informazioni sul tipo, ovvero un 
puntatore ad un descrittore di tipo 
? Richiede  tempo  addizionale  per  determinare  a  runtime  se  la  conversione  è 
possibile, confrontando i descrittori dei tipi in esame. 
 
Supponendo di avere le due seguenti classi: 
 
class AType {  
public: 
//... 
virtual ~AType (){} 
}; 
RTTI 
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class BType : public AType 
{ 
 //... 
}; 
 
Un’operazione di cast dinamico è effettuata come segue: 
   
AType* atype = new B; 
if (BType* btype = dynamic_cast<BType*>(atype)) { 
 // process btype. 
} 
else //... 
 
Ma quale  è  il  costo di una  operazione di  dynamic_cast? Un descrittore di  tipo per 
btype è generato dal compilatore.  Il descrittore per  il  tipo  indirizzato da atype deve 
essere trovato a runtime; questa procedura di ricerca del tipo sfrutta il vptr (puntatore 
alla virtual table). Quello che avviene è questo: 
 
((std::type_info*)(atype->vptr[0])) 
 
type_info è il nome della classe definita dallo Standard[19] per mantenere a runtime 
l’informazione di tipo.  
Dopodichè, il descrittore di tipo di atype sarà confrontato con quello di BType. 
L’operatore typeid 
L’altro modo per ottenere  informazioni a  runtime sul  tipo di un oggetto è attraverso 
l’operatore typeid. Questo operatore ritorna un oggetto di tipo type_info, che genera 
informazioni sul tipo dell’oggetto a cui è applicato.  
Se il tipo è polimorfico, si ottiene informazione sul tipo “most derived” (il tipo concreto 
o dinamico); altrimenti l’informazione sul tipo è generata staticamente. 
La parte indipendente dall’implementazione di type_info è simile alla seguente: 
 
class type_info { 
public: 
 virtual ~type_info(); 
 bool operator==(const type_info&) const; 
 bool operator!=(const type_info&) const; 
 bool before(const type_info&) const; 
 const char* name() const; 
private: 
 type_info(const type_info&);  
 type_info& operator=(const type_ info&); 
}; 
 
Non  è garantito  che  ci  sia  soltanto un oggetto type_info per ogni  tipo del  sistema. 
Infatti  se vengono utilizzate  librerie a  caricamento dinamico, può  essere difficile per 
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un’implementazione evitare oggetti type_info duplicati. Di conseguenza è opportuno 
utilizzare  ==  su  riferimenti  costanti  a  type_info,  invece  che  ==  sui puntatore  a  tale 
oggetto. 
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