For 2 < s < 12 we determine good parameters in a general construction of node sets for i-dimensional quasi-Monte Carlo integration recently introduced by the third author. Some of the parameters represent optimal choices in this construction and lead to improvements on node sets obtained by earlier techniques.
Introduction
We consider the problem of multidimensional numerical integration, with the closed 5-dimensional unit cube F = [0, If , s > 2, as a normalized integration domain. In the standard Monte Carlo method the integration rule (1) / /(t)¿t«-£/ (x") is used, where the nodes Xn, Xi, ... , x^., e Is are A^ independent random samples from the uniform distribution on F . In practical implementations of this method, one actually works with nodes derived from uniform pseudorandom numbers, such as Lehmer's linear congruential pseudorandom numbers [5] . Concretely, if Xq , xx, ... is a sequence of uniform pseudorandom numbers in [0, 1 ] , then one employs the nodes X" = (X" , Xn+l , ... , Xn+s-l) € F for 0 < « < TV -1.
The integration error incurred in (1) with these nodes was analyzed by Niederreiter [9] for the cases of Lehmer pseudorandom numbers and shift-register pseudorandom numbers. It is well known that under mild regularity conditions on the integrand / we may improve on Monte Carlo integration by using the approximation (1) with suitably chosen deterministic nodes. This yields the quasi-Monte Carlo method for numerical integration, which is surveyed, e.g., in Hua and Wang [3] and Niederreiter [8] , [14] . To guarantee small integration errors, the nodes where, for an arbitrary subinterval J of Is, EN(J) is N~x times the number of 0 < n < N -1 with x" e J and Vol (J) denotes the 5-dimensional volume of J, and where the supremum is extended over all J of the form J = ií=i[°> *i) with 0 < r, < 1 for 1 < i < s.
Currently, the most effective constructions of node sets for quasi-Monte Carlo integration are based on the theory of nets. We fix the dimension s > 2 and an integer b > 2. By an elementary interval in base b we mean a subinterval J of Is of the form
with integers d¡ > 0 and 0 < a, < bdi for 1 < i < 5 . 
EN(J) = Vol (/).
The general theory of nets was developed in Niederreiter [11] ; see also [14, Chapter 4] for an expository account. For the special case b = 2 on which we will concentrate, some results were obtained earlier by Sobol' [17] . The case 6 = 2 offers the advantage of easier implementation of the known constructions of nets, and recent tests suggest that nets in base 2 tend to perform better in numerical integration than nets in larger bases [2] . The following discrepancy bound for nets in base 2 is a special case of results in [11, §3] . [7] and Niederreiter [15] . For the case b = 2, a result in [7] yields the following: for m > t + 2 a (t, m, s)-net in base 2 can only exist if s < 2I+2 -1. This implies the lower bound (2) í>nog2(í+l)l-2 provided that m > t + 2, where log2 is the logarithm to the base 2 and [x] denotes the smallest integer > x . Except for some small dimensions 5 , there is a considerable gap between the lower bound in (2) and the values of Vs in Table 1 .
It is one of the aims of the present paper to reduce this gap. This is achieved by considering a construction of nets recently introduced in Niederreiter [13] and by searching for optimal, or nearly optimal, parameters in this construction. A detailed description of these nets and their properties is provided in §2. The search procedure for good parameters is described in §3 and the computational results are reported in §4.
Description of the node sets
We describe node sets for the quasi-Monte Carlo integration ( 1 ) which form (t,m, s)-nets in base 2 and were introduced by Niederreiter [13] . Further results on these nets can be found in [14, Chapter 4] . It is convenient to use an equivalent, but simpler, description of these nets given in [16] .
Let F2 = {0, 1} be the field with two elements and let F2((x~x)) be the field of formal Laurent series over F2 in the variable x~x. Thus, the elements of Then we define the node set consisting of the 2m points It should be noted that we need the Laurent series expansion of the rational functions n(x)g,(x)/f(x) in (4) in order to calculate their images under d>m according to (3) . A very convenient choice for this purpose is f(x) = xm , since for any c(x) = Yl9j=ocJxJ e ^2M the Laurent series expansion of c(x)/xm is immediately obtained as
In the remainder of this paper, we assume that the choice f(x) = xm has been made. For this case, there is even a more precise existence theorem due to Larcher [4] , namely, that for every 5 > 2 there exists a g such that the node set (4) has star discrepancy D*N = 0(N~x(\ogN)s~x log log(jV+ 1)). Again, the proof of this result is nonconstructive.
3. The search procedure Given the dimension s > 2 and the polynomial f(x) = xm e F2[x] with m > 2, we want to find an 5-tuple g = (g\ , ... , gs) of polynomials over F2 such that the figure of merit p(g, f) is large. As explained in §2, this yields then a (t, m, s)-net in base 2 with a small value of I. We impose the restriction s < 12 since it is in this range where quasi-Monte Carlo integration is most useful (compare with [2] ).
In the case 5 = 2 there is a general construction of a g = (gx, g2) which yields the optimal value of p(g, f). Put gx(x) = 1 and r (5) g2 ( For s > 3 no general construction of s-tuples g with a large value of />(g> xm) is known, and as a result we have to resort to a computer search. In order to arrive at a manageable problem, we must restrict the values of m . We take m < 20 for s = 3 and 5 = 4, and m < 10 for 5 < 5 < 12. The larger range of values of m is used for s = 3 and s = 4 since these dimensions occur frequently in applications. Because of computer limitations, only for low dimensions are larger values of m feasible in our search. In order to implement the search, Fortran code was written and run on a SUN SPARCstation 1+ . We note that in the context of shift-register pseudorandom numbers, Mullen and Niederreiter [6] and André, Mullen, and Niederreiter [1] have implemented search procedures for other types of figures of merit.
As indicated above, for a given s > 3 and m > 2 we let f(x) = xm and wish to locate an s-tuple g = (gx, ... , gs) e F2[x]s so that the figure of merit p{%, xm) defined in Definition 2 is large, i.e., as near as possible to m . Without a serious loss of generality we may assume that g\ = 1 . When 5 and m are both small, an exhaustive search was conducted over all j-tuples g so that the resulting figure of merit was optimal. When either 5 or m is large, it was not possible to do an exhaustive search, and so in these cases the resulting figure of merit is large but not necessarily optimal. In these nonexhaustive cases the resulting values of t = m -p(g, xm) in Table 2 of  §4 will be marked with an asterisk (*).
In the actual search process, given an s-tuple g = (g\, ... ) for a given g, we consider other s-tuples g' in order to try and locate a figure of merit p(g', xm) > p(g, xm). This process was then continued until either all g were tested, or in the nonexhaustive cases, until a point was reached at which after testing many s-tuples g, the resulting largest figure of merit obtained for the given values of s and m failed to increase in value.
In spite of using nonexhaustive searches for numerous values of s and m , it will be seen in the next section that when s > 5 our results yield (t,m, s)-nets in base 2 with smaller values of t than those obtained from the best previously known constructions.
Computational results
In this section we present the results of our searches. In Table 2 for s = 3 or s = 4 and m < 20, and for 5 < s < 12 and m < 10, we list the value of t = m -p(g, xm) for which we located an s-tuple g with p(g, xm) as large as possible. As a result, for a given s and m, the listed value of t is the smallest t (in the set that we searched) for which the corresponding points in (4) form a (t,m, s)-net in base 2. We recall from §3 that if our search was nonexhaustive, the corresponding t is marked with an asterisk. We also indicate with a prime (') those values of / for which we have equality in (2) and hence are best possible values of t for a (t, m, s)-net in base 2. Thus, a ' indicates that for the given values of s and m it is not possible by any method to construct a (tx, m, s)-net in base 2 with tx < t. We now compare the results of our efforts against previously known methods, in particular to the values of t given in Table 1 as well as considering them in relation to the lower bound from (2). For s = 3 the construction of Niederreiter [12] yields t = 0, which when compared to (2), yields a best possible (0, m , 3)-net in base 2 for any m > 0. Similarly, for s = 4 he obtains a value of / = 1 as well as a ( 1, m, 4)-net in base 2 for any m > 1 , which is best possible for m > 3. For s = 3 and s = 4 our construction gives a net with a very small but not best possible value of /, unless s = 4 and 3 < m < 7. However, it should be noted that the nets in (4) with f(x) -xm are, in general, easier to implement than the nets obtained from [12] .
From a comparison of Table 2 with Table 1 we see that for each 5 < s < 12, our construction yields a smaller value of t. In fact, in numerous cases denoted with a ', our search procedure gives a best possible value of f. As í increases. the level of improvement of our construction over that from [ 12] also increases, even in the cases where nonexhaustive searches were conducted. For fixed s, as m increases, our values of t will be less than those of [12] (which do not increase with m ) at least as long as m < Vs, where Vs is given in Table 1 . For fixed s our values of t increase slowly with m .
We note from [7] that for b -2 and / > 0 one can construct a (t, t + 2, 2t+1-l)-net in base 2, which according to (2) is best possible. Thus, for example, for the cases of a (0, 2, 3) or (1,3, 7)-net in base 2, the methods of [7] give a slight improvement. The methods of [7] , however, apply only to the construction of (t, t + 2, 2t+2 -l)-nets, while the methods presented here can be applied to the construction of (t, m, s)-nets in base 2 for any s > 2 and m > 2. For ease of implementation, we note that if C is the complete residue system of polynomials of degree less than m modulo xm with m = t + 2 and g=C\{0,xm-'},then p(g,xm) = 2. Hence, we obtain a (t,t + 2, 2>+2-2)-net in base 2 for any t > 0. See Table s = 6 with m = 3 for an illustration.
We close by providing tables of the s-tuples g of polynomials that give the values of t in Table 2 . As indicated in §3, for s = 2 and m > 2, using (5), one can construct a (0, m, 2)-net in base 2. For s > 3 in Table s we provide the following data. In the first column is the value of m, while the second column contains the value TABLE s= 11   9i   92  93  94  95  96  97  98  09  010 011  2  3   4 
