Abstract. For a given marked surface (S, M ) and a fixed tagged triangulation T of (S, M ), we show that each tagged triangulation T ′ of (S, M ) is uniquely determined by the intersection numbers of tagged arcs of T and tagged arcs of T ′ . As an application, each cluster in the cluster algebra A(T ) is uniquely determined by its F -matrix which is a new numerical invariant of the cluster introduced in [FuG].
• a plain arc if its both ends are tagged plain;
• a 1-notched arc if an end of δ is tagged plain and the other end is tagged notched;
• a 2-notched arc if its both ends are tagged notched. We denote by δ the plain arc corresponding to a tagged arc δ of (S, M ). For tagged arcs δ and ǫ such that δ = ǫ, if exactly one of them is a 1-notched arc, then the pair (δ, ǫ) is called a pair of conjugate arcs (see Figure 1 ). For tagged arcs δ and ǫ of (S, M ), the intersection number of δ and ǫ was defined in [QZ, Definition 3.3] as follows: We assume that δ and ǫ intersect transversally in a minimum number of points in S \ M . Then we define the intersection number Int(δ, ǫ) = A + B + C, where
• A is the number of intersection points of δ and ǫ in S \ M ;
• B is the number of pairs of an end of δ and an end of ǫ that are incident to a common puncture such that their tags are different; • C = 0 unless δ and ǫ form a pair of conjugate arcs, in which case C = −1. Note that this definition is slightly different from the "intersection number" (δ |ǫ) defined in [FoST, Definition 8.4 ]. Tagged arcs δ and ǫ are called compatible if Int(δ, ǫ) = 0. A tagged triangulation is a maximal set of pairwise compatible tagged arcs.
The number of tagged arcs in a tagged triangulation of (S, M ) is constant [FoST, Theorem 7.9 ]. We denote it by n = rank(S, M ). Fix a tagged triangulation T of (S, M ). For a tagged arc δ of (S, M ), we define Int(T, δ) := (Int(t, δ)) t∈T ∈ Z n ≥0 , called an intersection vector of δ with respect to T . For a tagged triangulation T ′ = {δ 1 , . . . , δ n } of (S, M ), we denote by Int(T, T ′ ) the non-negative integer matrix with columns Int(T, δ 1 ), . . . , Int(T, δ n ). We are ready to state the main result of this paper. Theorem 1.1. Let T be a tagged triangulation of (S, M ). If tagged triangulations T ′ and T ′′ of (S, M ) have Int(T, T ′ ) = Int(T, T ′′ ) up to permutations of columns, then T ′ = T ′′ .
Definition 1.2. For a tagged triangulation T of (S, M ), we say that T detects tagged arcs if it satisfies the following condition:
• If tagged arcs δ and ǫ of (S, M ) have a common non-zero intersection vector Int(T, δ) = Int(T, ǫ), then δ = ǫ. Proposition 1.3. Let T be a tagged triangulation of (S, M ). Then T detects tagged arcs if and only if there are no tagged arcs δ and ǫ of T connecting two (possibly same) common punctures such that δ = ǫ.
Next, we study which marked surfaces has a tagged triangulation which detects tagged arcs. The following result gives a partial answer of this problem. Theorem 1.4. (1) If S has non-empty boundary, then there is at least one tagged triangulation of (S, M ) detecting tagged arcs.
(2) All tagged triangulation of (S, M ) detect tagged arcs if and only if (S, M ) is one of the followings:
• a marked surface with no punctures;
• a marked surface of genus 0 with exactly 1 boundary component and at most 2 punctures;
• a marked surface of genus 0 with exactly 2 boundary components and a 1 puncture. (3) No tagged triangulations of (S, M ) detect tagged arcs if S has empty boundary and the inequality rank(S, M ) > p 2 = p(p − 1) 2 (1.1) holds, where p is the number of punctures of (S, M ).
• it does not intersect itself except at its endpoints;
• it is disjoint from M and from the boundary of S except at its endpoints;
• it does not cut out a monogon with at most one puncture or a digon without punctures;
• its endpoint lying on the boundary of S is tagged plain;
• both ends of a loop are tagged in the same way, where a loop is a tagged arc with two identical endpoints.
For a tagged arc δ and a puncture p of (S, M ), we define that δ (p) is the tagged arc obtained from δ by changing its tags at p. If δ is not incident to p, then δ (p) = δ. By definition, we have Int(δ (p) , ǫ (p) ) = Int(δ, ǫ) for any tagged arcs δ, ǫ and puncture p of (S, M ). Therefore, to consider intersection vectors with respect to a tagged triangulation T of (S, M ), by changing tags, we can assume that T satisfies the following condition:
(✸) The tagged triangulation T consists of plain arcs and 1-notched arcs, with at most one 1-notched arc incident to each puncture.
Puzzle pieces.
A key of many proofs in this paper is a puzzle piece decomposition of tagged triangulations studied in [FoST] . We denote by T 3 a tagged triangulation satisfying (✸) of a 4-punctured sphere consisting of three pairs of conjugate arcs (see the right diagram of Figure 2 ). Any tagged triangulation satisfying (✸) which is not T 3 is obtained by gluing together a number of puzzle pieces in Figure 2 (see [FoST, Remark 4.2] ). We say that a puzzle piece in the first (resp., second, third) diagram from the left on Figure 2 is a triangle piece (resp., a 1-puncture piece, a 2-puncture piece).
⊲ ⊳ ⊲⊳ ⊲⊳
T 3 = ⊲⊳ ⊲⊳ ⊲ ⊳ Figure 2 . The three puzzle pieces (triangle piece, 1-puncture piece, 2-puncture piece) and the tagged triangulation T 3 2.3. Modifications of tagged arcs. In this subsection, unless otherwise noted, let T be a tagged triangulation of (S, M ) satisfying (✸). To prove Theorem 1.1 and Proposition 1.3, we first define modifications of tagged arcs with respect to T . Let δ / ∈ T be a tagged arc of (S, M ). We define the tagged arcδ as follows:δ is obtained from δ by changing tags at a puncture p if δ and a tagged arc of T are tagged notched at p; otherwise,δ = δ (see Figure 3 ). Note that a notched arc of T is a 1-notched arc inside a pair of conjugate arcs of T by (✸). We modify δ, denoted by M T (δ), without changing its intersection vector with respect to T as follows: We construct a deformed curve M ′ T (δ). First, we assume that δ / ∈ T .
• Ifδ is a plain arc, Figure 4 . Second, we assume that δ ∈ T . Since δ / ∈ T , δ is a notched arc.
• Ifδ is a 1-notched arc, M ′ T (δ) is a 1-punctured loop corresponding toδ.
• Ifδ is a 2-notched arc, M ′ T (δ) is a pair of cycles which surround each endpoint ofδ and do not include any punctures in their curves (we call this circle a 1-punctured cycle).
by changing tags at a puncture p if δ and a tagged arc of T are tagged notched at p; otherwise, M T (δ) = M ′ T (δ) (see Figure 3 ). We call M T (δ) a modified tagged arc of δ with respect to T .
Example 2.2. We consider the following tagged triangulation T and tagged arcs δ 1 , δ 2 and δ 3 :
Then the corresponding modified tagged arcs M T (δ i ) with respect to T are given as follows:
We can define the intersection number of a modified tagged arc m and a tagged arc δ in the same way as of tagged arcs, denote by Int(m, δ). Although the map M T may seem strange, it is defined so as to satisfy the following properties.
(2) The map M T restricting to the set
Proof. The assertions follow from the definition of intersection numbers and the map M T .
Remark 2.4. For a tagged arc δ / ∈ T ∪ A of (S, M ), M(δ) does not always correspond to δ bijectively. Indeed, we consider the following tagged triangulation T and tagged arcs δ, ǫ:
Then the corresponding modified tagged arcs M T (δ) and M T (ǫ) with respect to T are given as follows:
The following theorem is a key of the proofs of Theorem 1.1 and Proposition 1.3. We will prove Theorem 2.5 in Section 6.
Corollary 2.6. If tagged arcs δ and ǫ in A have Int(T, δ) = Int(T, ǫ), then δ = ǫ.
Proof. Proposition 2.3(1) implies that Int(T, M T (δ)) = Int(T, M T (ǫ)). By Theorem 2.5 and Proposition 2.3(2), we have δ = ǫ.
These results provide the proofs of Theorem 1.1 and Proposition 1.3.
Proof of Theorem 1.1. By changing tags, we can assume that T satisfies (✸). Let T ′ = {δ 1 , . . . , δ n } and T ′′ = {ǫ 1 , . . . , ǫ n } be tagged triangulations of (S, M ) such that Int(T, δ i ) = Int(T, ǫ i ) for any i.
. Without loss of generality, we assume that δ i ∈ A for i ∈ {1, . . . , k} and δ j / ∈ A for j ∈ {k + 1, . . . , n}, that is, either δ j , ǫ j ∈ T or M T (δ j ) = M T (ǫ j ) is a pair of 1-punctured cycles by Theorem 2.5. Corollary 2.6 implies that δ i = ǫ i for i ∈ {1, . . . , k}.
If T ′ = T ′′ , then there exist f, g ∈ {k + 1, . . . , n} such that Int(δ f , ǫ g ) = 0. Otherwise, it conflicts with the maximality of T ′ . Since δ f and ǫ g are contained in T , δ f and ǫ g must have different tags at the common endpoint. Without loss of generality, we assume that δ f is contained in T and M T (δ g ) = M T (ǫ g ) is a pair of 1-punctured cycles. Since δ f and δ g have the common endpoint and Int(δ f , δ g ) = 0, δ f is a 1-notched arc of T by (✸). Thenδ g is not a 2-notched arc, thus it is contradictory to the fact that M T (ǫ g ) is a pair of 1-punctured cycles. This finishes the proof.
Proof of Proposition 1.3. By changing tags, we can assume that T satisfies (✸). First, we prove "if" part. Let δ and ǫ be tagged arcs with a common non-zero intersection vector Int(T, δ) = Int(T, ǫ) with respect to T . Then δ and ǫ are not contained in T by definition of intersection vectors. By Corollary 2.6, it suffice to show that if M T (δ) is a pair of 1-punctured cycles, then δ = ǫ. In this case, δ and ǫ are 2-notched arcs such that δ and ǫ are plain arcs of T such that both endpoints of δ correspond to ones of ǫ since M T (δ) = M T (ǫ) by Theorem 2.5. Therefore, we have δ = ǫ by the assumption.
Second, we prove "only if" part. Suppose that T has a pair of different plain arcs γ and γ ′ such that both endpoints of γ correspond to ones of γ ′ which are punctures. Let δ and ǫ be 2-notched arcs such that δ = γ and ǫ = γ ′ . Then we have δ = ǫ and Int(T, δ) = Int(T, ǫ) which is not zero, that is, T does not detect tagged arcs.
Proof of Theorem 1.4
First of all, we prove Theorem 1.4(2).
Proof of Theorem 1.4(2). It is easy to show that for (S, M ) as in Theorem 1.4(2), any tagged triangulation of (S, M ) detects tagged arcs by Proposition 1.3. Conversely, if (S, M ) is not one of the above cases, a part of (S, M ) must have one of the pairs of plain arcs δ and ǫ as in Table 1 . Then a tagged triangulation T of (S, M ) including δ and ǫ does not detect tagged arcs by Proposition 1.3. Table 1 . Tagged arcs δ and ǫ connecting two (possibly same) common punctures such that δ = ǫ, where g is the genus, b is the number of components of the boundary and p is the number of punctures in (S, M )
We consider the case that S has non-empty boundary. The following lemma is basic.
Lemma 3.1. If S has non-empty boundary, then there is a tagged triangulation of (S, M ) whose any tagged arc is a plain arc with at least one marked point on the boundary of S as its endpoints.
Proof. For a puncture p of (S, M ), we can construct triangles with p and two marked points l and r (possibly l = r) on the boundary of S as follows: p l r boundary Then, for another puncture q of (S, M ), it is easy to construct triangles with q, l and r in the same way. We have the set of triangles containing all punctures of (S, M ) by the inductive construction. There is a tagged triangulation of (S, M ) containing these triangles, thus it is what is desired.
Proof of Theorem 1.4(1). The assertion follows from Proposition 1.3 and Lemma 3.1.
Next, we consider the case that S has empty boundary. If S has empty boundary, by [FoST, Proposition 2 .10], we have
where g is the genus of S and p is the number of punctures of (S, M ). In the rest of this section, we use these notations. To prove Theorem 1.4(3), we prepare two lemmas.
Lemma 3.2. We assume that S has empty boundary and g > 0. If a tagged triangulation T of (S, M ) has loops, then T does not detect tagged arcs.
Proof. A puzzle piece with loops is one of the followings:
In these puzzle pieces, only the 2-punctured piece does not have a pairs of different plain arcs connecting two (possibly same) common punctures. Therefore, by Proposition 1.3, if a tagged triangulation T with loops of (S, M ) detect tagged arcs, then T is obtained by gluing two 2-punctured pieces and by changing tags if necessary. This is in conflict with g > 0.
Lemma 3.3. We assume that S has empty boundary and g > 0. If a tagged triangulation T of (S, M ) satisfies (✸) and has 1-notched arcs, then T does not detect tagged arcs.
Proof. A puzzle piece with 1-notched arcs is one of the followings:
In these puzzle pieces, only the 2-punctured piece does not have a pairs of different plain arcs connecting two (possibly same) common punctures. Therefore, the assertion follows in the same way as Lemma 3.2.
Proof of Theorem 1.4(3). When g = 0, we have p ≥ 4 and
Thus (1.1) does not hold. We assume that g > 0. By Lemmas 3.2 and 3.3, it suffice to prove the assertion when T satisfies (✸) and does not have loops and 1-notched arcs. Thus any tagged arc of T connects two different punctures of (S, M ). If (1.1) holds, then there are different tagged arcs δ and ǫ of T connecting two common punctures. Since δ and ǫ are not 1-notched arcs, we have δ = ǫ. Therefore, the assertion follows from Proposition 1.3.
Finally, we give the inverse assertion of Theorem 1.4(3) when g = 0 or 1.
Proposition 3.4. When g = 0 or 1, no tagged triangulations of (S, M ) detect tagged arcs if and only if S has empty boundary and (1.1) holds.
Proof. We only need to prove "only if" part. By Theorem 1.4(1), S has empty boundary. First, we assume that g = 0 and p = 4, in which case (1.1) does not hold. We consider the tagged triangulation T = on the 2-dimensional sphere S. The tagged triangulation T does not have different plain arcs of T connecting two common punctures. We add a puncture and arcs to a triangle of T as follows:
→
Then we have inductively a tagged triangulation without different plain arcs connecting two common punctures for any p. By Proposition 1.3, T detect tagged arcs. Next, we assume that g = 1. Then (1.1) holds for p ≤ 6 and does not hold for p ≥ 7. We consider the tagged triangulation In the same way as the case of g = 0, we have inductively a tagged triangulation without different plain arcs connecting two common punctures for any p ≥ 7. In this case, by Proposition 1.3, T detect tagged arcs.
f -vectors in cluster algebras
In this section, we apply our results to the theory of cluster algebras.
4.1. Cluster algebras and f -vectors. We begin with recalling cluster algebras with coefficients associated with ice quivers [K] . For that, we need to prepare some notations. A cluster quiver is a finite quiver without loops and 2-cycles. For positive integers n ≤ m, an ice quiver of type (n, m) is a cluster quiver Q with vertices Q 0 = {1, . . . , m} such that there are no arrows between vertices in {n+1, . . . , m} which are called frozen vertices. Let F := Q(t 1 , . . . , t m ) be the field of rational functions in m variables over Q.
Definition 4.1.
(1) A labeled seed (or simply, seed) is a pair (z, Q) consisting of the following data: (a) z = (z 1 , . . . , z n , y 1 , . . . , y m−n ) is a free generating set of F over Q.
(b) Q is an ice quiver of type (n, m).
Then we refer to the n-tuple (z 1 , . . . , z n ) as the cluster, to each z i as a cluster variable and y i as a coefficient.
′ is the ice quiver obtained from Q by the following steps: (i) For any path i → k → j, add an arrow i → j.
(ii) Reverse all arrows incident to k.
(iii) Remove a maximal set of disjoint 2-cycles.
(iv) Remove all arrow connecting two frozen vertices.
We remark that µ k is an involution, that is, we have
Now we define cluster algebras with coefficients associated with ice quivers. For an ice quiver Q of type (n, m), we fix a seed (x = (x 1 , . . . , x n , y 1 , . . . , y m−n ), Q) which we call the initial seed. We also call each x i the initial cluster variable.
Definition 4.2. The cluster algebra A(x, Q) with coefficients for the initial seed (x, Q) is a Zsubalgebra of F generated by the cluster variables and the coefficients obtained by all sequences of mutations from (x, Q).
Next, we recall the definition of cluster algebras with principal coefficients [FZ07] . Let Q be an ice quiver of type (n, n) with vertices Q 0 = {1, . . . , n}. The framed quiver associated with Q is the ice quiverQ of type (n, 2n) which is obtained from Q by adding frozen vertices {1 ′ , . . . , n ′ } and arrows
is called a cluster algebra with principal coefficients.
One of the remarkable properties of cluster algebras is the strongly Laurent phenomenon [FZ07, Proposition 3.6]: Every element of the cluster algebra A(Q) with principal coefficients is a Laurent polynomial over Z[y 1 , . . . , y n ] in the initial cluster variables, that is,
Then we denote the Laurent expression of a cluster variable z of A(Q) by z(x 1 , . . . , x n , y 1 , . . . , y n ). The F -polynomial of z is the rational function z(1, . . . , 1, y 1 , . . . , y n ), which is a polynomial by the strongly Laurent phenomenon. Let f z,1 , . . . , f z,n be the maximal degrees of y 1 , . . . , y n in z(1, . . . , 1, y 1 , . . . , y n ), respectively. The f -vector of z is the integer vector f z := (f z,1 , . . . , f z,n ) ∈ Z n ≥0 . For a cluster z = (z 1 , . . . , z n ) of A(Q), the F -matrix of z is defined by the non-negative integer n × n-matrix F z with columns f z1 , . . . , f zn [FuG, Definition 2.6 ].
Example 4.3. Let Q be a quiver 1 ← 2 ← 3 of type A 3 . We can compute the mutation of the initial seed ((x 1 , x 2 , x 3 , y 1 , y 2 , y 3 ),Q) of A(Q) in direction 1 as follows:
Repeating mutations, we get all the cluster variables as in Table 2 . Therefore, the cluster algebra is
The F -polynomial of a cluster variable
is y 1 y 2 + y 1 + y 1 y 2 y 3 + 1, thus we have f z = (1, 1, 1). All f -vectors appear in Table 2 .
In Table 2 , different cluster variables have different f -vectors. In general, it is not true (see Proposition 4.10). However, we conjecture that different clusters have different F -matrices.
(1, 1, 1) Table 2 . In A(Q) for a quiver Q of type A 3 , all the 9 cluster variables, the corresponding f -vectors and tagged arcs Conjecture 4.4. Let A be an arbitrary cluster algebra with principal coefficients. If clusters z and z
In the next subsection, we prove Conjecture 4.4 for the cluster algebra with principal coefficients defined from each tagged triangulation of (S, M ).
4.2.
Applications for cluster algebras defined from tagged triangulations. For a tagged triangulation T satisfying (✸), we construct a cluster quiver Q T whose vertices are arcs of T and whose arrows are obtained as in Figure 5 for puzzle pieces of T or T = T 3 . For any puncture p of (S, M ), we define Q T (p) = Q T . Thus we have the associated cluster quiver Q T for any tagged triangulation T . Then we have a cluster algebra A(T ) := A(Q T ) for any tagged triangulation T of (S, M ). This cluster
Figure 5. Quivers corresponding to puzzle pieces and T 3 algebra has the following properties.
Theorem 4.5. [FoST, Theorem 7.11] [FT, Theorem 6 .1] Let T be a tagged triangulation of (S, M ).
(1) If (S, M ) is not 1-punctured closed surface, the tagged arcs δ of (S, M ) correspond bijectively with the cluster variables z δ in A(T ). This induces that the tagged triangulations T ′ of (S, M ) correspond bijectively with the clusters z T ′ in A(T ).
(2) If (S, M ) is 1-punctured closed surface, the plain arcs δ of (S, M ) correspond bijectively with the cluster variables z δ in A(T ). This induces that the tagged triangulations T ′ which consist of plain arcs δ of (S, M ) correspond bijectively with the clusters z T ′ in A(T ).
Example 4.6. For a marked surface (S, M ) and a tagged triangulation T of (S, M ) as follows:
Q T is a quiver 1 ← 2 ← 3 of type A 3 . The bijection between the set of tagged arcs of (S, M ) and the set of cluster variables in A(T ) is given in Table 2 . Figure 6 gives the tagged arc complex of (S, M ). In this case, three tagged arcs whose each pair is combined by an edge form a tagged triangulation.
T Figure 6 . Triangulations of hexagon
Thanks to Theorem 4.7, we can apply the results in the previous sections to the theory of cluster algebras.
Corollary 4.8. Let T be a tagged triangulation of (S, M ). If tagged triangulations T ′ and
Proof. The assertion follows immediately from Theorems 1.1 and 4.7.
Definition 4.9. For a cluster algebra A, we say that A detects cluster variables by f -vectors if it satisfies the following condition:
• For non-initial cluster variables z and z
Proposition 4.10. Let T be a tagged triangulation of (S, M ). Then T detects cluster variables by f -vectors if and only if either of the following conditions holds:
• there are no tagged arcs δ and ǫ of T connecting two (possibly same) common punctures such that δ = ǫ.
Proof. If (S, M ) is not a 1-punctured closed surface, the assertion follows from Proposition 1.3, Theorems 4.5 and 4.7. If (S, M ) is a 1-punctured closed surface, there are no 2-notched arcs corresponding to cluster variables by Theorem 4.5(2). Therefore, the assertion follows from Corollary 2.6 and Theorem 4.7.
Corollary 4.11.
(1) If S has non-empty boundary, then there is at least one tagged triangulation of (S, M ) detecting cluster variables by f -vectors.
(2) All tagged triangulation of (S, M ) detect cluster variables by f -vectors if and only if (S, M ) is one of the followings:
• a 1-punctured closed surface;
• a marked surface of genus 0 with exactly 2 boundary components and a 1 puncture. (3) No tagged triangulations of (S, M ) detect cluster variables by f -vectors if S has empty boundary and the inequality (1.1) holds.
Proof. The assertion follows immediately from Theorem 1.4 and Proposition 4.10.
Corollary 4.12. We assume that S has empty boundary, the genus of (S, M ) is at most one, and (S, M ) has at least two punctures. Then no tagged triangulations of (S, M ) detect cluster variables by f -vectors if and only if (1.1) holds.
Proof. The assertion follows immediately from Theorem 3.4 and Proposition 4.10.
List of segments in each puzzle piece
In this section, we prepare some tables to show Theorem 2.5. We fix a tagged triangulation T of (S, M ) satisfying (✸) which is not T 3 . Let be a puzzle piece of T . If is a triangle piece or a 1-puncture piece, we say that is Case(−) (resp., Case(τ i )) if its edges are not loops (resp., its edge τ i is an only loop in ). Similarly, we can define Case(τ i ,τ i+1 ) if is a triangle piece (see Figures 7 and 8 ). Let δ be a tagged arc of (S, M ) which is not contained in
Cases of a triangle piece
Figure 8. Cases of a 1-puncture piece T . We have the set of curves δ ∩ and call its each curve a segment (of δ) in . It is easy to show that Table 3 (resp., Table 5 , Table 6 ) gives a complete list of segments of δ in a triangle piece (resp., a 1-puncture piece, a 2-puncture piece), where a i is the intersection number of each segment and τ i . Moreover, we have the set of 'curves' M T (δ) ∩ and call its each curve a modified segment (of δ) in . Let m be a modified segment in which is not a segment. If there are two distinct segments s and s ′ in such that M T (s) = M T (s ′ ) = m, then m is one as in Figure 9 . Otherwise, there is exactly one segment s in such that M T (s) = m. In this case, abusing notation, we denote M T (s) by s. In particular, Table 4 gives all segments s in such that s = M T (s).
On the other hand, it is also easy to show that Table 7 (resp., Table 8, Table 9 ) gives a complete list of δ ∩ and M T (δ) ∩ , where is a triangle piece (resp., a 1-puncture piece, a 2-puncture piece). Note that if an end which is not in is tagged notched at a vertex of , it does not appear in δ ∩ , but appear in M T (δ) ∩ . So we identify its end to the corresponding modified segment as in Figure  10 in Tables 7, 8 and 9 . For example, in the five line from the top of Table 7 Case (−), the segment e 1 is given by this identification. 
(1, 1, 1)
(1, 1, 1) (3, 2, 2) h 2 (2, 2, 1) (2, 3, 2)
h 3 (2, 1, 2) (2, 2, 3) 
1-puncture piece case Segments Modified segments Table 4 . Segments s and the corresponding modified segments M T (s) in such that s = M T (s), where h 3k+j = h j and e 3k+j = e j for any k, j ∈ Z a 2 , a 3 , a 4 ) (1,1,0,0) (1,1,1,1) (0,0,0,1) (2,0,1,1) (0,2,1,1)
(1,2,1,1) (2,1,1,1) (1,2,1,1) (1,0,1,1) (0,1,1,1) (3,2,2,2) (2,3,2,2) (3,2,1,1) (2,3,1,1)
(1,0,0,0) (0,1,0,0) (2,2,1,1) (2,2,1,1) (1,1,0,1) (1,1,0,2) × × (4,4,2,2) (4,4,2,2) (2,2,1,2) (2,2,0,2) 
(1, n, n, n − 1, n − 1) (n > 0)
(1, −n, −n, −n, −n + 1) (n ≤ 0) Table 6 . Segments of a tagged arc in 2-puncture pieces and the corresponding intersection sub-vectors (a 1 , a 2 , a 3 , a 4 , a 5 ), where s n (resp., c n , c n ) is obtained from s 0 (resp., c 0 , c 0 ) by moving its endpoints along the boundary clockwise in angle π and the other cases are in angle 2π {E k , e 1 , e 2 , e 3 } {2e 1 , 2e 2 , 2e 3 } appear in above Table 7 . Sets of segments and the corresponding sets of modified segments in a triangle piece for the case of a 1 ≥ a 2 , a 3 , where m i ∈ Z ≥0 and k i ∈ {0, 1} such that
Sets of segments Sets of modified segments (a 1 , a 2 , a 3 , a 4 ) 
Case(τ i ) and not appear in Case(−)
{P − , u} {r p , l p , u} appear in above {R, u, d}, {L, u, d} {2u, 2d} Table 8 . Sets of segments and the corresponding sets of modified segments in a 1-puncture piece for the case of a 1 ≤ a 2 , where m i ∈ Z ≥0 Table 9 . Sets of segments and the corresponding sets of modified segments in a 2-puncture piece for the case of a 3 − a 2 ≤ a 5 − a 4 , where m i ∈ Z ≥0 and the notation (↑) (resp., (←)) means that it is equal to the polynomial just above (resp., left)
Sets of segments = Sets of modified segments (a 1 , a 2 , a 3 , a 4 , a 5 )
{R n } (n = 0) (2, n + 1, n + 1, n, n + 1) (n > 0) (2, −n, −n, −n, −n + 1) (n < 0)
The other cases are modified to the above cases as follows:
Sets of segments {2c n , m 1 s n−1 , m 2 s n } {Q} {R 0 } Sets of modified segments {(m 1 + 1)s n−1 , (m 2 + 1)s n , h} {2h} {r 0 , r 1 }
Proof of Theorem 2.5
Let T be a tagged triangulation of (S, M ). To prove Theorem 2.5, we can assume that T satisfies (✸). Let v ∈ Z n ≥0 be an intersection vector with respect to T . We show that there is a unique modified tagged arc m such that Int(T, m) = v.
First of all, we assume that T is not T 3 . We only need to show that, for any puzzle piece , there is a unique set of modified segments S = S in such that s∈S Int(s, ) = v| . Indeed, gluing puzzle pieces of T , their segments are glued simultaneously. Then we can obtain m.
First, we consider the case that is a triangle piece. That is, v| = (a 1 , a 2 , a 3 ). By symmetry, we can assume that a 1 ≥ a 2 , a 3 . We consider the simultaneous equations
≥0 , then we have S = {m 1 e 1 , m 2 e 2 , m 3 e 3 }. Now, we assume that (m 1 , m 2 , m 3 ) / ∈ Z 3 ≥0 .
• If a 2 + a 3 = a 1 − 1, then we have S = {h 1 , a 3 e 2 , a 2 e 3 }.
• If a 2 + a 3 = a 1 − 2, then we have S = {2h 1 , a 3 e 2 , a 2 e 3 }.
• If a 2 + a 3 = a 1 + 1, then we have S = {y, (a 3 − 1)e 2 , (a 2 − 1)e 3 }.
• If a 2 + a 3 = a 1 + 2, then we have S = {y, e 1 , (a 3 − 2)e 2 , (a 2 − 2)e 3 }. By Table 7 , these cover all cases of (a 1 , a 2 , a 3 ). Therefore, v| gives the unique set of modified segments S .
Second, we consider the case that is a 1-puncture piece. That is, v| = (a 1 , a 2 , a 3 , a 4 ). By symmetry, we can assume that a 1 ≤ a 2 . a) Suppose that a 3 = a 4 . In this case, S is one as in Table 10 . Table 10 . All cases of S for a 1-puncture piece and a 3 = a 4 a1) If a 1 − a 2 + 2a 3 = −2, then S = {2r − , a 3 r, a 1 u}. a2) If a 1 − a 2 + 2a 3 = −1, then S = {r − , a 3 r, a 1 u}. a3) If a 1 − a 2 + 2a 3 = 0, then S = {a 3 r, a 1 u}. a4) If a 1 − a 2 + 2a 3 = 1, then S is either {r + , m 1 r} or {y r , m 1 r, m 2 u}. * If a 1 + a 2 − 2a 3 = −1, then S = {r + , (a 3 − 1)r}. * If a 1 + a 2 − 2a 3 = −1, then S = {y r , (a 3 − 1)r, (a 1 − 1)u}. a5) If a 1 − a 2 + 2a 3 = 2, then S is either {m 1 r, m 2 u, d} or {2r + , m 1 r}.
* If a 1 + a 2 − 2a 3 = −2, then S = {2r + , (a 3 − 2)r}. then S is one of {r + , m 1 r, m 3 d}, {y r , m 1 r, m 3 d} and {y r , u, m 1 r, m 3 d}.
* If a 1 + a 2 − 2a 3 = −1, then S = {r + , (a 3 − a 1 − 1)r, a 1 d}. * If a 1 + a 2 − 2a 3 = 1, then S = {y r , (a 3 − a 1 )r, (a 1 − 1)d}. * If a 1 + a 2 − 2a 3 = 3, then S = {y r , u, (a 3 − a 1 + 1)r, (a 1 − 2)d}.
b) Suppose that a 4 − a 3 = 1. In this case, S is one as in Table 11 .
{P + , d} 2 2 Table 11 . All cases of S for a 1-puncture piece and a 4 − a 3 = 1
* If a 3 = 0, then S = {P + }. * If a 3 = 0, then S = {r p , r + , (a 3 − 1)r}. b4) If a 1 − a 2 + 2a 3 = 0 and a 1 + a 2 − 2a 3 = 2, then S is either {r p , y r , m 1 r} or {P + }.
* If a 3 = 0, then S = {P + }. * If a 3 = 0, then S = {r p , y r , (a 3 − 1)r}. b5) If a 1 − a 2 + 2a 3 = 0 and a 1 + a 2 − 2a 3 ≥ 4, then S = {r p , y r , (a 3 − 1)r, (a 1 − 1)u}. b6) If a 1 − a 2 + 2a 3 = 2 and a 1 + a 2 − 2a 3 = 0, then S = {r p , r + , (a 3 − 2)r, d}. b7) If a 1 − a 2 + 2a 3 = 2 and a 1 + a 2 − 2a 3 = 2, then S is either {r p , y r , m 1 r, d} or {P + , d}.
* If a 3 = 1, then S = {P + , d}. * If a 3 = 1, then S = {r p , y r , (a 3 − 2)r, d}. b8) If a 1 − a 2 + 2a 3 = 2 and a 1 + a 2 − 2a 3 ≥ 4, then S = {r p , y r , d, (a 3 − 2)r, (a 1 − 2)u}. b9) If a 1 − a 2 + 2a 3 ∈ 2 Z ≥2 and a 1 + a 2 − 2a 3 = 0, then S = {r p , r + , (a 3 − a 1 − 1)r, a 1 d}. b10) If a 1 − a 2 + 2a 3 ∈ 2 Z ≥2 and a 1 + a 2 − 2a 3 = 2, then S = {r p , y r , (a 3 − a 1 )r, (a 1 − 1)d}. b11) If a 1 − a 2 + 2a 3 ∈ 2 Z ≥2 and a 1 + a 2 − 2a 3 = 4, then S = {r p , y r , u, (a 3 − a 1 + 1)r, (a 1 − 2)d}. c) Suppose that a 4 − a 3 = 2. In this case, S is either {2r p , m 1 r, m 2 u, m 3 d} or {r p , l p , m 2 u, m 3 d}. Table 8 , these cover all cases of (a 1 , a 2 , a 3 , a 4 ) . Therefore, v| gives the unique set of modified segments S .
Finally, we consider the case that is a 2-puncture piece. That is, v| = (a 1 , a 2 , a 3 , a 4 , a 5 ). By symmetry, we can assume that a 3 − a 2 ≤ a 5 − a 4 . We consider the division into cases as in Table 12 . Table 12 . Division into cases a) Suppose that a 1 = 0. If a 2 = 0, then S = {H}. If a 2 = 0, then S = {R a2 }.
b) Suppose that a 1 = 0 is odd and a 5 − a 4 = 0. In this case, S is one of the followings: {c n , m 1 s n−1 , m 2 s n }, {c n , m 1 s n−1 , m 2 s n }, {c n , m 1 s n−1 , m 2 s n , h}. Set
then n is uniquely given as a 2 m + 1 , where ⌊x⌋ := max{n ∈ Z | n ≤ x}. We have m 2 = a 2 − (m + 1)n and m 1 = m − m 2 , that is,
b1ii) If a 2 − a 4 < −m, then n < 0. In the same way as b1i), we obtain n = −a 2 − 1 m + 1 , m 1 = a 2 + (m + 1)n + m + 1 and m 2 = m − m 1 , that is,
2 )s 0 }. b2iii) If a 2 + a 4 = m + 2, then S is one of the followings:
2 )s 0 , h}. b2iv) If a 2 + a 4 > m + 2 and |a 2 − a 4 | = m, then S = {c n , m 1 s n−1 , m 2 s n }, n = 0 and it is not as in (b2iii). In the same way as b1i), if a 2 − a 4 = m, then we have
that is,
If a 2 − a 4 = −m, then we have
b2v) If a 2 + a 4 > m + 2 and |a 2 − a 4 | = m − 1, then S = {c n , m 1 s n−1 , m 2 s n , h}, n = 0 and it is not as in (b2iii). In the same way as b1i), if a 2 − a 4 = m − 1, then we have
If a 2 − a 4 = −m + 1, then we have
c) Suppose that a 1 = 0 is odd and a 5 − a 4 = 0. In this case, S is one of the followings:
If a 4 ≤ m, then
c2) If a 2 > m, then S = {r n , m 1 s i , m 2 s i+1 , m 3 h} for n = 0 and i = 2n − 2 or 2n − 1. c2i) If a 2 − a 4 > 0, then n > 0 and m 3 = m − (a 2 − a 4 − 1). In this case,
then n is uniquely given as a 2 + m − 2m 3 2m − 2m 3 + 1 .
c2ii) If a 2 − a 4 ≤ 0, then n < 0 and m 3 = m − (a 4 − a 2 ). In the same way as c2i), n is uniquely given as m − a 2 2m − 2m 3 + 1 .
d) Suppose that a 1 = 0 is even and a 5 − a 4 = 2. In this case, S is one of the followings: {2r n , m 1 s 2n−2 , m 2 s 2n−1 , m 3 h}, {2r n , m 1 s 2n−1 , m 2 s 2n , m 3 h}, {r n , r n+1 , m 1 s 2n , m 3 h}.
d3) Suppose that a 2 > m + 1. d3i) If a 2 −a 4 > 0, then n > 0 and m 3 = m−a 2 +a 4 +2. If S = {2r n , m 1 s 2n−2 , m 2 s 2n−1 , m 3 h} or {2r n , m 1 s 2n−1 , m 2 s 2n , m 3 h}, a 2 satisfy 2n + (m − m 3 )(2n − 1) + m 3 ≤ a 2 ≤ 2n + (m − m 3 )(2n + 1) + m 3 In particular, there is no n ′ ∈ Z such that a 2 = 2n
If not, in the same way as c2i), we have
d3ii) If a 2 − a 4 < 0, then n < 0 and m 3 = m + a 2 − a 4 . In the same way as d3i), if there is n ′ ∈ Z such that a 2 = −2n
If not, we have
and S is obtained as follows:
e) Suppose that a 1 = 0 is even, a 5 − a 4 = 1 and a 3 − a 2 = 0. In this case, S is one of the followings:
In the same way as b1i), then n is uniquely given as a 2 + m + 1 2m + 3 .
Suppose that a 2 − a 4 = m + 2. Then n is uniquely given as a 2 + m − 1 2m + 1 .
e2ii) If a 2 − a 4 ≤ 0, then n < 0. Suppose that a 2 − a 4 = −m − 1. In the same way as above, then n is uniquely given as −a 2 + m 2m + 3 .
Suppose that a 2 − a 4 = −m − 1. Then n is uniquely given as −a 2 + m 2m + 1 .
f) Suppose that a 1 = 0 is even, a 5 − a 4 = 1 and a 3 − a 2 = 1. In this case, S is one of the followings:
In the same way as d), we construct S. f1) If a 2 ≤ m, then n = 0. If a 4 > m, then
. Moreover, n is uniquely given as a 2 + m − 2m 3 + 1 2(m − m 3 + 1) . If a 2 − a 4 < −m, then S = {2c n , (a 2 + (m + 1)(n + 1))s n−1 , (−a 2 − (m + 1)n − 2)s n } = 2c n , n+1 2 a 1 + a 2 + n + 1 s n−1 , − n 2 a 1 − a 2 − n − 2 s n , where n = −a 2 − 2 m + 1 = −2(a 2 + 2) a 1 + 2 . 2 a 1 + a 2 + a 4 )h}. g2ii) If either a 2 > m or a 4 > m holds, then S = {m 1 s n−1 , m 2 s n , m 3 h} for n = 0. Since S is not {m 3 h} by our assumptions, a 2 = a 4 . In the same way as b1i), if a 2 − a 4 > 0, then S = {((a 2 − a 4 )(n + 1) + m 3 − a 2 )s n−1 , (a 2 − ((a 2 − a 4 )n + m 3 ))s n , (m − a 2 + a 4 )h} = {( If a 2 − a 4 < 0, then S = {(a 2 − ((−a 2 + a 4 )(−n − 1) + m 3 ))s n−1 , ((−a 2 + a 4 )(−n) + m 3 − a 2 )s n , (m + a 2 − a 4 )h} = {(− 1 2 a 1 − (n + 1)a 2 + (n + 2)a 4 )s n−1 , ( 2 + a 4 ) .
By Table 9 , these cover all cases of (a 1 , a 2 , a 3 , a 4 , a 5 ). Therefore, v| gives the unique set of modified segments S . This finishes the proof for T = T 3 .
To finish the proof of Theorem 2.5, we assume that T = T 3 (which consists of three pairs (τ i , τ ′ i ) of conjugate arcs for i ∈ {1, 2, 3} as in Figure 5 ). For a modified tagged arc m, we set Int(T 3 , m) = (a 1 , a We show that m is uniquely determined by Int(T 3 , m). By symmetry, we can assume that a ′ i − a i ≥ 0 for i ∈ {1, 2, 3}. Let ℓ i be a loop at o cutting out a monogon with exactly one puncture p i as in Figure  11 . Note that ℓ i is not a tagged arc, but we can define the intersection number Int(ℓ i , m) of ℓ i and m. Figure 11 , the set of segments of m in the monogon enclosed by ℓ i consists of a i segments in the left diagram of Figure 11 and a ′ i − a i segments in the right diagram of Figure 11 , in particular, is uniquely determined. Furthermore, by this observation, we have Int(ℓ i , m) = 2a i + (a ′ i − a i ). The set of segments of m in the triangle consisting of ℓ 1 , ℓ 2 and ℓ 3 is unique determined in the same way as a triangle piece which is Case(τ i ,τ i+1 ). Gluing their segments simultaneously, we can obtain m. This finishes the proof of Theorem 2.5.
Example
Let T be the tagged triangulation in Example 2.2. We consider the following intersection vectors: 
