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Optimal Control of Stirling Engines
Technische Universität Chemnitz, Fakultät für Naturwissenschaften
Dissertation (in englischer Sprache), 2020
116 Seiten, 36 Abbildungen, 3 Tabellen, 100 Literaturzitate
Referat
In dieser Arbeit wird eine Methode zur Leistungsoptimierung der Kolbenpfade von
Stirling-Motoren entwickelt, die auf der Theorie der optimalen Steuerung beruht. Für
die effiziente praktische Umsetzbarkeit ist dabei ein geringer numerischer Aufwand
des eingesetzten thermodynamischen Modells entscheidend. In detaillierten Modellen
von Stirling-Motoren resultiert ein Großteil des numerischen Aufwandes aus der Be-
schreibung des Regenerators, einem gasdurchströmten Kurzzeit-Wärmespeicher. Im
ersten Teil der Arbeit wird der Fokus deshalb auf die Entwicklung eines effizienten
Regeneratormodells gelegt. Hierbei wird ein neuartiger Ansatz gewählt, der sich aus der
Perspektive der Endoreversiblen Thermodynamik ergibt: Der Regenerator wird als en-
doreversibles Teilsystem betrachtet, welches an zwei Kontaktpunkten durch irreversible
Interaktionen mit den benachbarten Teilsystemen Gasteilchen, Entropie und Energie
austauscht. Innere Irreversibilitäten des Regenerators werden als Entropiequellterme
in die Modellierung einbezogen. Im zweiten Teil der Arbeit wird dann ein iterativer
Optimierungsalgorithmus erarbeitet, der die Leistung von Stirling-Motoren unter peri-
odischen Randbedingungen für eine vorgegebene Periodendauer maximieren kann. Der
Algorithmus startet mit vorgegeben initialen Kolbenpfaden, die im Laufe der Iteratio-
nen graduell verschoben und so den optimalen Pfaden angenähert werden. Um diese
graduelle Verschiebung zu bestimmen, muss in jedem Iterationsschritt neben dem Dif-
ferentialgleichungssystem, das die Thermodynamik des Stirling-Motors beschreibt, ein
konjugiertes Differentialgleichungssystem gelöst werden. Der erarbeitete Algorithmus
nutzt dabei die Existenz eines Grenzzyklus des konjugierten Differentialgleichungs-
systems unter Zeitumkehr zu dessen Lösung für periodische Randbedingungen aus.
Unter Verwendung des endoreversiblen Regeneratormodells wird mit diesem iterativen
Optimierungsalgorithmus die Theorie der optimalen Steuerung erstmals für die Kol-
benpfadoptimierung eines beispielhaften Stirling-Motors in α-Konfiguration eingesetzt.
Schlagworte
Nichtgleichgewichtsthermodynamik, Endoreversible Thermodynamik, Optimierung,
Optimale Steuerung, Regenerator, Stirling-Motor, Vuilleumier-Kältemaschine
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Abstract
In this thesis a method for power optimization of the piston paths of Stirling engines
is developed, which is based on Optimal Control Theory. For the efficient practical
feasibility of this task, low numerical effort of the utilized thermodynamic model is
crucial. In detailed models of Stirling engines, a large part of the numerical effort
results from the description of the regenerator, which is a short-time heat storage.
Therefore, in the first part of this thesis the focus is on the development of an efficient
regenerator model. Here, a novel ansatz is chosen which arises from the perspective of
Endoreversible Thermodynamics: The regenerator is described as an endoreversible
subsystem that has two contact points, at which it exchanges particles, entropy,
and energy with the adjacent subsystems through irreversible interactions. Internal
irreversibilities of the regenerator are included in the model as entropy source terms.
In the second part of the thesis an iterative optimization algorithm is worked out,
which can maximize the power output of Stirling engines under periodic boundary
conditions for given cycle time. The algorithm starts with predefined initial piston
paths, which are gradually shifted over the course of the iterations and thus approach
the optimal paths. To determine this gradual shift, in every iteration not only the
system of differential equations describing the thermodynamics of the Stirling engine
needs to be solved, but also a conjugate system of differential equations. The algorithm
here exploits the existence of a limit cycle of the conjugate system under time reversal
to solve it for periodic boundary conditions. By means of the endoreversible regenerator
model, with this iterative optimization algorithm Optimal Control Theory is applied
for the first time to optimize the piston paths of an exemplary Stirling engine in
α-configuration.
Keywords
Non-Equilibrium Thermodynamics, Endoreversible Thermodynamics, Optimization,
Optimal Control Theory, Regenerator, Stirling engine, Vuilleumier refrigerator
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1 Introduction
Over the course of the past centuries, scientific and technological progress has been
the foundation of economical growth, thereby triggering sociopolitical developments
and eventually increasing prosperity for a large share of the world population. During
the last several decades the common awareness has grown stronger that the world’s
resources are limited and that mankind has become a relevant factor in the dynamics
of large ecosystems and even the global climate. In fact, a reasoned paradigm shift is
required to preserve prosperity in the long term, among others by intelligent resource
utilization with sustainable technologies.
Interestingly, part of the solution might be technologies that were originally developed
centuries ago, like the Stirling engine and the Vuilleumier refrigerator, which are closely
related and will both be addressed in this thesis. These two machines operate based on
thermodynamic cycles which convert heat into work and cold, respectively. Different
approaches can be taken to improve their performance features (like thermal efficiency
and output power or cooling power) and thus enhance resource utilization as well
as economical competitiveness. For example, beneficial machine configurations can
be devised, and design as well as operational parameters can be tweaked. Another
interesting, more process-oriented approach is to optimize the paths along which the
machines’ pistons travel over the course of the cycle. To provide the means for such
piston path optimizations is the aim of this thesis.
In real Stirling engines, the shapes of the piston paths are determined via the design of
the piston drive mechanism and the choice of its design parameter values. Examples
of such mechanisms are the wobble-plate drive, the swashplate drive, the rhombic
drive, or the ordinary crankshaft drive [1]. An alternative concept is the free-piston
Stirling engine, where the pistons are oscillators in terms of pressure-driven, damped
mass-spring systems combined with a linear alternator or a hydraulic drive [1].
It is obvious that by varying the design parameters of a given design concept, the
shapes of the piston paths can practically only be changed within limits. As opposed
to that, in this work the piston path optimization is done in a more general sense,
without being restricted to a specific design concept. Knowing the optimal piston
paths thus obtained for a Stirling engine with given thermodynamic parameters, may
help design engineers to choose or devise an appropriate design concept.
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For this purpose Optimal Control Theory [2–4] is employed to work out an indirect
iterative optimization algorithm, which starts with predefined initial piston paths
and gradually shifts them to approach the power-optimal paths. To determine the
gradual shifts, in every iteration not only the system of differential equations describing
the thermodynamics of the machine needs to be solved, but also a conjugate system
of differential equations. In order to make this feasible, it is crucial that the used
thermodynamic model features low numerical effort while still capturing the relevant
loss phenomena that degrade the machine performance.
With detailed models of Stirling engines a large part of the numerical effort is usually
connected to the description of the regenerator. This component is a short-time heat
storage that serves to enhance the engine’s output power and efficiency. Often, it
consists of a porous metal matrix that is flushed by alternating hot and cold flows of
working gas. Existing detailed regenerator models typically involve a large number of
degrees of freedom and lead to large computation times, what makes the application
of Optimal Control Theory to such models impractical.
Therefore in the first part of the thesis the focus is on the description of regenerators
with the goal to develop a numerically efficient regenerator model that is suited for
the application with indirect optimal control methods. The well-established kinds
of regenerator models are typically built in a way such that the first and foremost
pivotal point is the first law of thermodynamics: conservation of energy. As opposed
to that, in this thesis the regenerator is viewed from the perspective of Endoreversible
Thermodynamics [5]. In doing so, the second law of thermodynamics: indestructibility
of entropy, or conservation of entropy in reversible processes, is attributed the same
significance as the first law. This results in an advantageous starting point for regen-
erator modeling when it comes to reducing numerical effort, while still capturing the
relevant loss phenomena.
Chapter 2 conveys the basic mindset of Endoreversible Thermodynamics, as a subfield
of Finite-Time Thermodynamics [6]. The tools required for endoreversible regenerator
modeling, and the used endoreversible notation are introduced. For this purpose several
illustrative examples of simple endoreversible systems are discussed. In chapter 3, based
on that, three variants of an endoreversible regenerator model, with varying degree
of detail are developed. It is explained, how loss phenomena can be incorporated.
Moreover, numerical model validations are done for example applications of a Stirling
engine and a Vuilleumier refrigerator.
In the second part of the thesis, the focus is then laid on Optimal Control. In chapter 4
the required basics of Optimal Control Theory are briefly introduced and a description
of the used iterative optimization algorithm is given. To illustrate the utilization of this
algorithm, in chapter 5 the piston paths of an exemplary Stirling engine are optimized.
The results are again validated numerically against a more detailed model. Finally,
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the contents of the thesis are summarized in chapter 6 and emerging future research
perspectives are outlined.
However, before starting with the introduction to Endoreversible Thermodynamics, in
the remainder of the current chapter the basics of thermodynamic cycles are briefly
recapitulated from the perspective of classical thermodynamics. In particular, the
Stirling cycle as well as the Vuilleumier cycle are addressed and the necessity of
regeneration is explained. Afterwards, the focus is laid on the regenerator and a short
review of regenerator modeling approaches is provided.
1.1 Thermodynamic cycles
A thermodynamic cycle is a closed sequence of thermodynamic processes that a system
(e.g. working gas in a cylinder) undergoes, involving the exchange of heat and work with
its surroundings. Here closed means that the initial and final state of the system coincide
so that the cycle can be repeated arbitrarily often during the system’s operation.
Thermodynamic cycles are typically viewed within the framework of classical thermo-
dynamics, where all the concatenated thermodynamic processes are quasi-static. That
means, the cycles are described as closed continuous sequences of equilibrium states.
Hence, they are (potentially) reversible and are also called ideal. Even though these
conditions do not apply to real machines, since they operate in finite time and with
finite rates, it facilitates access to analytical descriptions that provide upper bounds
for various process figures.
1.1.1 Ideal Stirling cycle
The (ideal) Stirling cycle is the ideal representation of the thermodynamic processes
performed in a Stirling engine. It is named after Robert Stirling who patented this
machine in the year 1816, originally using the term “hot air” engine [7,8]. The Stirling
cycle is composed of four processes that a homogeneous (equilibrated) working gas
with constant particle number sequentially performs:
1→ 2: Isothermal compression (heat rejection),
2→ 3: Isochoric heat addition,
3→ 4: Isothermal expansion (heat addition),
4→ 1: Isochoric heat rejection.
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Figure 1.1: Pressure-volume (left) and temperature-entropy (right) diagrams of the
Stirling cycle. Grey arrows indicate added work Wc and released work
We. Colored arrows depict heat addition QH during expansion at TH, heat
rejection QL during compression at TL, and regenerative heat transfer QR
during isochoric processes with varying temperature.
As illustrated in figure 1.1 via pressure-volume and temperature-entropy diagrams, it
is operated between the two temperature levels TH > TL and volumes Vmax > Vmin.
Isothermal compression (1 → 2) is performed at lower pressures than isothermal
expansion (3→ 4). Consequently, less work Wc is expended to compress the working
gas than work We is gained during the expansion: Net work W = We −Wc becomes
available.
During isothermal compression (1→ 2) and isothermal expansion (3→ 4) the working
gas exchanges the heats QL and QH with external heat reservoirs at the constant
temperatures TL and TH, respectively. These heat exchanges are reversible, since they
occur without temperature differences between the external reservoirs and the working
gas. As opposed to that, during the two isochoric processes (2 → 3 and 4 → 1)
equal amounts of heat QR are added and rejected at temperatures varying between
TL and TH. From the conservation of energy follows that the produced net work is
W = QH −QL.
In fact, it is possible to conduct isochoric heat addition (2 → 3) and isochoric heat
rejection (4→ 1) by coupling the working gas to the hot and cold external reservoirs,
respectively. Then, however, heat is exchanged across considerable temperature differ-
ences, which produces entropy. The amount of heat QR that was taken from the hot
reservoir during 2→ 3 is passed to the cold reservoir during 4→ 1 without gaining
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further benefit. The thermal efficiency of the overall cycle would then be:
η =
W
QH +QR
. (1.1)
It was Stirling’s idea to store the heat QR taken from the gas during isochoric heat
rejection (4 → 1), and reuse it during the next isochoric heat addition (2 → 3).
However, as a consequence of the second law of thermodynamics, heat cannot be
transferred spontaneously from a lower to a higher temperature. Therefore, this reuse
of QR is only possible, if differential segments of QR are stored during 4 → 1 in
reservoirs at the exact temperatures at which they are rejected by the gas. Then, they
can be transferred back to the gas, again at the same temperatures, during 2→ 3 and
entropy production is avoided.
This combined process is called regeneration, and it is realized with a multitemperature
heat storage, referred to as regenerator. Stirling conceived and realized this idea
with a remarkably proper thermodynamic intuition, before the underlying rigorous
theory was developed [8]. Due to regeneration, no irreversibility occurs in the cycle.
Correspondingly, the thermal efficiency becomes:
ηC =
W
QH
=
QH −QL
QH
= 1− TL
TH
. (1.2)
Obviously, regeneration enhances the thermal efficiency of the cycle. Moreover, if one
considers the amount of heat that can be taken from the hot reservoir in a unit of
time to be finite, then it can be concluded that regeneration also enhances the output
power.
Since the two isotherms (1 → 2 & 3 → 4) have the same “length” ∆S in the
temperature-entropy diagram and correspondingly QH = TH ∆S and QL = TL ∆S, the
efficiency W/QH from Eq. 1.2 can be simplified to 1− TL/TH. This is the maximum
thermal efficiency attainable in the reversible limit with thermodynamic cycles operating
between the temperature levels TH and TL. It is referred to as Carnot efficiency ηC,
named after Sadi Carnot for his seminal contribution to the development of the theory
of thermodynamics [9, 10].
In figure 1.1 it can be seen, that the cycle is run clockwise in the pressure-volume
and temperature-entropy diagrams. As described above, in doing so, it takes the heat
QH from the hot reservoir, rejects the heat QL to the cold reservoir, and produces
mechanical work W .
The cycle can be reversed by running it counterclockwise, so that it acts as a heat
pump or refrigerator. Then mechanical work W is consumed to extract QL from
the cold reservoir and reject QH = QL + W to the hot reservoir. If the cycle is run
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counterclockwise, regeneration may be considered even more important: In case the
cycle is utilized as a refrigerator, QR would otherwise (partially) consume QL. If the
counterclockwise refrigeration cycle is fully reversible, then, with the same arguments
as in Eq. 1.2, the coefficient of performance simplifies to:
COPC =
QL
W
=
QL
QH −QL
=
TL
TH − TL
. (1.3)
1.1.2 Ideal Vuilleumier cycle
The Vuilleumier cycle, patented by Rudolph Vuilleumier in 1918 [11], exchanges heat
with three external heat reservoirs at the temperatures TH > TM > TL. It can be
described as composed of two sub-cycles, one of which is operated clockwise between
TH and TM, and the other counterclockwise between TM and TL. This is schematically
shown in figure 1.2 for the two sub-cycles being of Stirling type.
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Figure 1.2: Pressure-volume (left) and temperature-entropy (right) diagrams of a
Vuilleumier cycle with Stirling-type sub-cycles. Colored arrows depict
heat addition QH at TH, heat rejection QMH and QML at TM, and heat
addition QL at TL, as well as regenerative heat transfers QRH and QRL
during isochoric processes with varying temperature. The net work of all
processes is zero. The pressures of the two sub-cycles coincide at all times.
In the clockwise sub-cycle, heat is taken from the hot reservoir, rejected to the medium
reservoir and work is produced. This work is internally provided to the counterclockwise
sub-cycle, in which it is utilized to extract heat from the cold reservoir and reject
heat to the medium reservoir. The two sub-cycles are coupled by operating them in a
14
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common gas volume with subsystems at different temperatures, but the same pressure.
For the Vuilleumier cycle with Stirling-type sub-cycles it can be shown that, in order
to have equal pressures and balancing works, the two sub-cycles’ particle numbers need
to have a certain ratio [12]:
nH
nL
=
TM − TL
TH − TM
log (TH/TM)
log (TM/TL)
, (1.4)
with nH and nL being the particle numbers of the clockwise and counterclockwise cycle,
respectively. As a result of that, in figure 1.2 isotherms and isochors are different for
the two sub-cycles. In addition to the particle numbers, the minimum and maximum
volumes of the two sub-cycles must have certain ratios [12]:
VH,max
VH,min
=
TM
TL
, (1.5)
VL,max
VL,min
=
TH
TM
, (1.6)
VH,min
VL,min
=
TH
TM
TM − TL
TH − TM
log (TH/TM)
log (TM/TL)
. (1.7)
It is obvious from figure 1.2 that regeneration is required in both sub-cycles. As
discussed in the previous section, regeneration is essential for the Stirling cycles’
efficiencies and output powers. This is especially true for the counterclockwise cycle,
to avoid degradation of QL when the Vuilleumier cycle is used for refrigeration. Hence,
regeneration is of major significance for the Vuilleumier refrigerator.
If both sub-cycles are fully reversible, then the coefficient of performance of a Vuilleumier
refrigerator is:
COP =
QL
QH
=
1− TM/TH
TM/TL − 1
. (1.8)
As it can be seen in figure 1.2, in the Vuilleumier cycle with Stirling-type sub-cycles,
isochoric processes in one sub-cycle are combined with simultaneous compression or
expansion in the other. Therefore, the overall gas volume varies over the course of the
cycle.
However, a Vuilleumier machine also works, when its overall gas volume is constant.
The overall gas volume is then divided into three subsystems of cyclically varying
size with the temperatures TH > TM > TL. When gas is exchanged between these
subsystems, regeneration is performed. This constitutes a variant of the Vuilleumier
cycle, and it can still be considered as composed of two sub-cycles, albeit, these are not
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of the Stirling-type and Eq. 1.4 to Eq. 1.7 become irrelevant. Work transfer between
the two sub-cycles is then realized by mutual displacement of their attributed shares
of the working gas, which is referred to as thermal compression and expansion. It can
be shown that Eq. 1.8 also holds for such a Vuilleumier cycle with constant overall
volume [12].
1.2 Regenerator modeling
The concept of thermal regeneration was invented by Stirling as part of his aforemen-
tioned 1816 patent [7, 8]. Thermal regenerators are energy storage devices utilized
not only in Stirling or Vuilleumier machines, but in a variety of technical applications.
They essentially serve to reduce entropy production by taking heat from a working gas
at certain temperatures during one phase of the cycle, and providing it back to the gas
(ideally) at the same temperatures during another phase of the cycle.
In Stirling or Vuilleumier machines for example, the regenerators usually consist of a
porous metal structure that is also called matrix. It is periodically passed by alternating
hot and cold flows of working gas, sometimes termed hot and cold blow. This type
of regenerator is referred to as fixed-matrix regenerator. Another type is the rotary-
matrix regenerator used in different applications such as gas-turbine engines [13]. In
the rotary-matrix regenerator, hot and cold gas flows flush different sections of the
regenerator at the same time in an antiparallel manner. The heat transfer between
the gas flows is realized by rotating the regenerator matrix so that all sections of the
regenerator are alternately flushed by the hot and the cold gas flow [14].
In models of Stirling or Vuilleumier machines which are more detailed than the ideal
representations from the previous section, the various working spaces of the machines are
resolved spatially and temporally. That is, inside the working spaces gas temperatures
and pressures vary (at least temporally) and the working spaces exchange working
gas through regenerators. Then, the essence of what a regenerator model must be
capable of is to properly approximate the outflow temperatures of the working gas
on both sides of the regenerator, depending on the inflow temperatures and other
operational conditions. Important historical contributions to the theoretical description
of regenerators were made by Nusselt [15, 16], Hausen [17], and Rummel [18] among
others, beginning in the late 1920’s.
At that time, the focus of research laid on providing engineers with a practical means for
quickly and efficiently calculating regenerator performance [19]. Since digital computers
were not yet available, this meant that those models had to rely on approximate analytic
solutions [17] and empirical correlations [20]. In doing so, integral descriptions of the
regenerator were obtained and its operation was characterized by a quantity that is
16
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today commonly referred to as regenerator effectiveness ε. This characteristic quantity,
in turn, was used to define the outflow temperatures of the working gas on both sides
of the regenerator. Since such models lead to very low computational effort, they have
been used continuously and developed further, especially in applications where low
computational effort is a key requirement [21–24].
A limitation that modeling via the regenerator effectiveness brings about, arises from
its definition involving the inflow and outflow temperatures of the regenerator: The
inflow temperatures at the regenerator’s two sides are usually required to be constant
over time. A technical realization of a Stirling engine in which this is approximately
valid, can be achieved by installing heat exchangers on both sides of the regenerator.
Without the daisy-chained heat exchangers, the inflow temperatures may fluctuate
significantly over the course of the cycle. Therefore, the applicability of the modeling
approach via the regenerator effectiveness is usually limited to technical configurations
with heat exchangers providing constant inflow temperatures for the regenerator.
With the advent of digital computers the partial differential equations describing
regenerators could be solved numerically [25–28]. In these modeling approaches, the
regenerator is treated as a continuum using respective numerical techniques, like finite
differences or finite volumes leading to nodal models. This provides an elaborate and
accurate description of regenerators. However, it causes considerable mathematical
complexity and relatively large numerical effort.
For enhancing power output, efficiency, and sustainability of Stirling or Vuilleumier
machines by simulation-based design and control optimization, proper regenerator
models are required. It has been described that on the one hand numerically very
inexpensive regenerator effectiveness models, and on the other hand very exact con-
tinuum models of regenerators exist. However, for efficiently solving corresponding
optimization problems, regenerator models are required which combine both these
properties to a sufficient degree.
In recent research work Craun and Bamieh [29–31] applied model order reduction
techniques aiming at the provision of regenerator models that constitute suitable
tradeoffs for optimal control problems. In doing so they succeeded to reduce the
computational effort significantly, still achieving accurate results over a range of engine
speeds. Craun [29] reported the use of such a model to solve an optimal control
problem of a Stirling engine with a direct optimization method, that is by optimizing
the static parameters of a parametrized control function. However, referring to the
resulting high complexity [29], for this kind of regenerator model he avoided the use of
an indirect optimization method, which would not require such a parametrization, but
rather the solution of conjugate equations as envisaged in this thesis.
In the following chapter 2 the basic mindset of Endoreversible Thermodynamics is
introduced to furnish an alternative perspective on regenerators. This constitutes the
17
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basis for the development of a new type of regenerator model in chapter 3, which shall
represent a suitable tradeoff between accuracy and numerical effort for optimal control
problems.
18
2 Endoreversible Thermodynamics
In section 1.1 both, the ideal Stirling cycle and the ideal Vuilleumier cycle were
introduced in the framework of classical thermodynamics. This provided an idealized
understanding of the involved thermodynamic processes, which jointly effectuate
energy transformations. In particular, it helped to illustrate the purpose and benefit
of regeneration. Moreover, classical thermodynamics furnishes performance bounds:
e.g. Carnot efficiency (Eq. 1.2) and ideal coefficient of performance (Eq. 1.3). However,
all knowledge thus obtained is built on the assumption that the considered system is
maintained in equilibrium, and correspondingly, that processes occur at infinitely slow
rates in infinite time.
Obviously, in real technical applications, finite output powers are required and the
involved processes are conducted with finite rates in finite time. This inevitably leads
to irreversibility. Consequently, the abovementioned theoretical performance bounds
are typically far from being achievable with real machines under relevant operational
conditions.
When it comes to engineering machines like Stirling engines, optimizing their per-
formance, and understanding relevant loss phenomena, theoretical tools are required
which overcome the ideal view of classical (equilibrium) thermodynamics. There have
been various approaches to do this in engineering and physics. Finite-Time Ther-
modynamics [6, 32] (FTT) is a non-equilibrium thermodynamics field that focuses
on how “constraints on time or rate affect the net process variables–and therefore
the performance–of” processes in heat engines or other systems [6]. FTT typically
approaches this and related questions with variational principles and global (rather
than local) descriptions of the irreversible systems considered [6].
Endoreversible Thermodynamics [5,33–36] is a subfield of FTT that intends to provide
a toolbox of model building blocks from which an FTT model can be constructed
in a comprehensible way. It places emphasis on capturing the main loss mechanisms
while retaining a clear and simple model structure in order to minimize mathematical
complexity and computational effort.
The basic idea is to decompose the considered thermodynamic system into a network of
reversible subsystems. For these reversible subsystems the known relations from classical
thermodynamics hold. All the irreversibilities that occur in the overall system’s opera-
tion, are considered to arise in the interactions between those reversible subsystems.
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This concept had been applied by Reitlinger [37], Novikov [38], Chambadal [39], and
Curzon and Ahlborn [40], before Rubin [33,34] introduced the term “endoreversible”,
which means internally reversible. He used this term referring to a class of heat engines
whose “working fluid undergoes reversible transformations”, including such “engines
which are coupled to the external world via irreversible” interactions [33].
Following and generalizing this idea, over the years numerous studies on endoreversible
heat engines have been done. For example, heat engines with different heat transfer
laws [41–46] and heat leaks [47–51] were investigated. In fact, not only heat engines
have been considered following the idea of endoreversibility, but various kinds of
devices: for example absorption refrigerators [52–56], thermoelectric generators [57–61],
chemical engines [62–64], solar cells [65–69], solar thermal heat engines [45, 70–76],
as well as energy recuperation and waste heat utilization systems [58,77–79] among
others.
In what follows, the basic building blocks of endoreversible systems are introduced
along with the endoreversible notation used in [5, 35, 36,80–82]. First, the focus is laid
on subsystems (the nodes of the endoreversible network) and afterwards interactions
(the edges of the endoreversible network) are addressed.
2.1 Subsystems
Every subsystem i has a number of contact points r at each of which one interaction is
attached to connect i with other subsystems. At those contact points, the subsystem
can reversibly discard or take up extensive physical quantities, also called extensities.
For each extensity Xα there is a pairwise related intensive quantity: an intensity Y α.
In this notation, the superscript α counts the extensities, e.g. α ∈ {S, n, V }. So in the
case of the extensities entropy S = XS, particle number n = Xn, and volume V = XV,
the intensities are temperature T = Y S, chemical potential µ = Y n, and (negative)
pressure 9p = Y V, respectively. According to the Gibbs relation, an extensity flux Jαi,r
that enters subsystem i at contact point r, carries a certain energy flux Iαi,r = J
α
i,r Y
α
i,r
into the subsystem. Correspondingly, the overall energy flux that enters i at r is
Ii,r =
∑
α J
α
i,r Y
α
i,r.
In this formalism, several different kinds of extensities α can enter or exit subsystem i
at the very same contact point r: For example, a gas flow leaving the subsystem i
at r is represented by a combination of a negative particle flux Jni,r < 0 and the
correlated entropy flux JSi,r = s(T, p) J
n
i,r, where s(T, p) is the gas’ molar entropy.
Correspondingly, in such a case Ji,r :=
(
Jni,r, J
S
i,r
)T
is sometimes referred to as a multi-
extensity flux. The combined fluxes of a multi-extensity flux are correlated via coupling
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coefficients fαi,r [82]:
Jαi,r = f
α
i,r J
0
i,r (2.1)
where J0i,r is a reference flux (as J
n
i,r in the above example of the gas flow). Correspond-
ingly, in vector notation the multi-extensity flux can be expressed as Ji,r = fi,r J
0
i,r and
the overall energy flux becomes Ii,r = J
0
i,r f
T
i,r Yi,r with the intensity vector Yi,r.
Note that by no means this endoreversible formalism’s application is limited to the
above-mentioned thermodynamic quantities. As a matter of fact, it is applicable to
other energy-carrying extensities such as angular momentum and electric charge, and
their associated intensities angular velocity and electric potential, respectively. In these
cases, rotational kinetic energy and electric potential energy would be included in the
description.
The two most important kinds of endoreversible subsystems are reservoirs and engines.
In certain applications it may be useful to introduce further kinds of subsystems, like
reactors [81,82] for describing chemical reactions. In this thesis, however, the emphasis
is laid on endoreversible systems, for whose description reservoirs and engines suffice.
2.1.1 Reservoirs
Reservoirs are subsystems that contain extensities and energy. As schematically shown
in figure 2.1, they are usually illustrated as rectangles. A distinction is made between
infinite and finite reservoirs. Both types are here shown with two contact points even
𝐸𝑖(𝑋𝑖
𝛼)𝑌𝑖
𝛼
𝑌𝑖
𝛼
b)a)
Finite reservoir 𝑖
with 2 contact points
𝑌𝑖
𝛼
𝑌𝑖
𝛼
Infinite reservoir 𝑖
with 2 contact points
𝑌𝑖
𝛼
Figure 2.1: Schematics of endoreversible reservoirs, here illustrated with two contact
points.
though, in general, they can have an arbitrary number of contact points larger or equal
to one. Due to the requirement of internal thermodynamic equilibrium, in a reservoir
the intensities have equal values at all its contact points r. Therefore, in the notation
of the contact points’ intensities, the identifier r is often omitted: Y αi = Y
α
i,r.
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Infinite reservoirs are characterized by prescribing the full set of intensities Y αi . Influxes
or effluxes of extensities do not change these intensity values. As shown in figure 2.1a,
infinite reservoirs are in this thesis depicted as rectangles with one edge removed to
schematize their infinite size.
Finite reservoirs are characterized by an energy function Ei = Ei(X
α
i ) and a state, e.g.
specified by the values of all Xαi . As reservoirs are by definition in thermodynamic
equilibrium, the pairwise relation of extensities and intensities in a finite reservoir i is:
Y αi = ∂Ei/∂X
α
i . Influxes and effluxes of extensities change the finite reservoir’s state.
Its dynamics is determined by a number of conservation equations corresponding to
the number of extensities considered:
Ẋαi =
∑
r
Jαi,r. (2.2)
Alternatively, instead of the conservation equation of a selected one of the involved
extensities, the energy conservation equation can be solved:
Ėi =
∑
r,α
Iαi,r =
∑
r,α
Jαi,r Y
α
i . (2.3)
Obviously, positive fluxes are considered to enter the subsystem, and negative fluxes to
leave it. This convention will be used throughout this document.
In the subsequent chapters, two different types of finite reservoirs will be considered.
The first one is a pure entropy reservoir with constant heat capacity Ci. The energy
function of such a reservoir is
Ei(Si) := Ci T0 e
Si−S0
Ci . (2.4)
with the reservoir’s reference entropy S0 at reference temperature T0. From this, for
the temperature one obtains Ti = ∂Ei/∂Si = Ei/Ci. This type of reservoir will later
also be referred to as solid reservoir, as it will be used to describe solid components of
the considered technical devices.
The second type of finite reservoirs considered is an ideal gas reservoir. It contains the
extensities entropy Si, volume Vi, and particles ni that the reservoir’s energy function
depends on [81]:
Ei(Si, Vi, ni) := cv n
(
Vg0 T
cv/R
g0
ng0
ni
Vi
e
(
Si
ni R
−
Sg0
ng0 R
))R/cv
(2.5)
where cv is the isochoric molar heat capacity and R is the ideal gas constant. Fur-
thermore, Sg0/ng0 is the gas’ molar reference entropy at reference conditions Tg0 and
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ng0/Vg0. For specific gases corresponding data can for example be found in [83]. Essex
and Andresen [84] dubbed this expression the ideal gas’ principal equation of state
as it contains all information that characterizes the thermodynamic behavior of the
equilibrium system. Following their wording, the more commonly used ideal gas equa-
tion pi Vi = niRTi and the respective caloric state equation Ui = cv nTi are secondary
equations of state that follow from the principal equation of state. They are called
secondary because taken individually, these equations do not contain the complete
information about the system behavior. Note that for constant volume and particle
number, Eq. 2.5 essentially simplifies to Eq. 2.4. From the principal equation of state
the intensities result according to Y αi = ∂Ei/∂X
α
i :
Ti(Si, Vi, ni) =
∂Ei
∂Si
=
(
Vg0 T
cv/R
g0
ng0
ni
Vi
e
(
Si
ni R
−
Sg0
ng0 R
))R/cv
, (2.6)
pi(Si, Vi, ni) = 9
∂Ei
∂Vi
=
niR
Vi
(
Vg0 T
cv/R
g0
ng0
ni
Vi
e
(
Si
ni R
−
Sg0
ng0 R
))R/cv
, (2.7)
µi(Si, Vi, ni) =
∂Ei
∂ni
=
(
cv +R−
Si
ni
) (
Vg0 T
cv/R
g0
ng0
ni
Vi
e
(
Si
ni R
−
Sg0
ng0 R
))R/cv
. (2.8)
2.1.2 Engines
As discussed above, according to the Gibbs relation all the extensity fluxes entering
and exiting a subsystem i at its contact points r carry energy. The notion of an engine
refers to an endoreversible subsystem that acts as an energy conversion device, which
operates either continuously or cyclically . It has at least three contact points and is in
the continuously operating case characterized by a set of algebraic balance equations
for the extensities and energy:
0 =
∑
r
Jαi,r, (2.9)
0 =
∑
r,α
Iαi,r =
∑
r,α
Jαi,r Y
α
i,r. (2.10)
Moreover, transport laws that determine energy or extensity fluxes can be associated
with engines. As opposed to the equality of intensity values at the contact points of a
reservoir, at the contact points of an engine the intensities’ values generally differ so
that all these balance equations are fulfilled. This is an essential feature which allows
engines to reversibly transfer energy between different intensity levels. As schematically
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shown in figure 2.2a, engines are usually illustrated as circles. Unlike depicted, engines
can also have more than three contact points, however, not less.
b)a)
Reversible engine 𝑖
with 3 contact points
𝑌𝑖,2
𝛼
𝑌𝑖,1
𝛼 𝑌𝑖,3
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Irreversible engine 𝑖
with 3 contact points
𝑌𝑖,2
𝛼
𝑌𝑖,1
𝛼 𝑌𝑖,3
𝛼+Σ𝑖
S
Figure 2.2: Schematics of engines, here illustrated with three contact points.
Corresponding to the general terminology of Endoreversible Thermodynamics, a cycli-
cally operating engine can store extensities for a time limited to the cycle duration τ :
0 =
∫ τ
0
∑
r
Jαi,r dt, (2.11)
0 =
∫ τ
0
∑
r,α
Iαi,r dt =
∫ τ
0
∑
r,α
Jαi,r Y
α
i,r dt. (2.12)
In this work, however, we will only consider continuously operating engines according
to Eq. 2.9 and Eq. 2.10, which cannot buffer or contain extensities, but can only pass
them on.
A deviation from the standard notion of an endoreversible engine which will be made
use of in this thesis concerns reversibility. In fact, to achieve a clear model structure
with low complexity, it can be advantageous to incorporate irreversibilities in an engine
by modification of Eq. 2.9 so that:
0 =
∑
r
JSi,r + Σ
S
i (2.13)
with the entropy production rate ΣSi . This term is included in figure 2.2b as an
indication of irreversibility. To be precise, Eq. 2.13 contradicts Rubin’s original idea of
endoreversibility, according to which an engine is per definition reversible. And this is
certainly a beneficial perception when the engine is considered as a theoretical device
in which a working gas undergoes a reversible thermodynamic cycle.
However, in a more general notion of endoreversibility, an engine does not (necessarily)
contain extensities like gas particles, volume and entropy: It is then a theoretical
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construct that dispenses extensity fluxes between different intensity levels. Engines
are therefore conceptually closely related to interactions with more than two contact
points. Indeed, as will be discussed in the next section, such multilateral interactions
can be reversible as well as irreversible. Hence, it seems reasonable not to disallow
irreversibilities to occur in engines.
Despite the above-mentioned close relation between engines and interactions, this
mindset does not make engines superfluous in endoreversible modeling: Engines allow
a simple and clear structuring of the model and help to avoid highly complicated
interaction definitions.
2.2 Interactions
In order to build an endoreversible model from the reservoirs and engines introduced
above, the interactions between those subsystems need to be specified. They describe
transport phenomena and are the modeling objects to which, most often, all irreversibil-
ities are confined in Endoreversible Thermodynamics. Therefore, a proper definition of
the interactions is key to the validity of the model.
Interactions connect subsystems at their contact points. At every contact point, only
one specific interaction is attached. An interaction is characterized by
• a set of contact points it attaches to,
• a set of balance equations, and
• a set of transfer laws.
Interactions can either be reversible, or irreversible. In a reversible interaction, balance
equations for energy and all extensities are required to hold. In contrast, in an
irreversible interaction, balance equations for energy and all extensities but entropy
must hold. Then by a proper definition of transfer laws it is guaranteed that entropy is
either conserved or produced, but never destroyed. Note that an irreversible interaction
requires at least one of its contact points to feature an entropy flux for the disposal of
the produced entropy.
The number of contact points that an interaction attaches to is equal or larger than
two. In many modeling situations, transport phenomena can be properly represented
by interactions with two contact points, in the following called bilateral interactions.
In other modeling situations it may be necessary to work with interactions that
connect three or more contact points. They will later be referred to as multilateral
interactions.
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2.2.1 Bilateral interactions
First, bilateral interactions, which link two contact points, are considered. The used
symbolism pertaining to bilateral interactions is presented in figure 2.3. Reversible
b)a)
Reversible bilateral
interaction
Irreversible bilateral
interaction
𝐽𝑗,𝑢
𝛼
𝐼𝑗,𝑢
𝐽𝑖,𝑟
𝛼
𝐼𝑖,𝑟
𝐽𝑗,𝑢
S
𝐼𝑗,𝑢
𝐽𝑖,𝑟
S
𝐼𝑖,𝑟
𝐽𝑗,𝑢
𝛽
𝐽𝑖,𝑟
𝛽
Figure 2.3: Schematics of bilateral interactions between the contact points r and u of
subsystems i and j. The gold dashed arrows represent energy fluxes carried
by gray fluxes of arbitrary extensities α, β and the green entropy flux. In
the case of the irreversible interaction in subfigure b, the multi-extensity
flux necessarily includes an entropy flux, depicted by the green wavy arrow.
interactions are illustrated by straight arrows, as shown in subfigure a. Their balance
equations for the arbitrary extensitiesα and energy are:
0 = Jαi,r + J
α
j,u, (2.14)
0 =
∑
α
(
Jαi,r Y
α
i,r + J
α
j,u Y
α
j,u
)
. (2.15)
If the interaction transfers a multi-extensity flux, the sum in Eq. 2.15 goes over all
transferred extensities α. Moreover, Eq. 2.14 then needs to be satisfied for all those
α individually. This also applies to entropy, if it is among the transferred extensities.
From this follows, that a bilateral interaction is reversible if the intensities coincide at
the two contact points. This is only the case if the transfer law is defined in a way such
that differences between the connected subsystems become balanced instantaneously,
that is infinitely fast. Such a transfer law is therefore referred to as infinitely fast
transfer of a respective extensity.
As opposed to that, in the case of finite transfer of the extensitiesα, the transfer
laws do not assure the instantaneous equilibration of the two contacts. Then the
bilateral interaction generally becomes irreversible. This is illustrated by wavy arrows,
as shown in subfigure b. Since in an irreversible interaction entropy is produced, the
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consideration of entropy fluxes is necessary. The balance equations then become:
0 = Jβi,r + J
β
j,u, (2.16)
0 =
∑
β
(
Jβi,r Y
β
i,r + J
β
j,u Y
β
j,u
)
+ JSi,r Ti,r + J
S
j,u Tj,u (2.17)
with arbitrary extensities β excluding entropy: β 6= S. With ΣS = JSi,r + JSj,u the
resulting entropy production ΣS is:
ΣS =
∑
β
Jβi,r
(
Y βj,u − Y
β
i,r
)
Tj,u
+ JSi,r
(
1− Ti,r
Tj,u
)
. (2.18)
Next, let us consider two essential examples of irreversible bilateral interactions which
will be needed in the remaining chapters of this thesis.
First example: Heat conduction between two finite reservoirs is represented by an
entropy flux carrying an energy flux. This certain energy flux is usually called heat
flux. The setup is schematically shown in figure 2.4. In this case Eq. 2.16 does not
𝑇1𝑆1 𝑇2𝑆2
𝐽1,1
S
𝐼1,1
S
1 1
𝐽2,1
S
𝐼2,1
S
Figure 2.4: Heat conduction between two reservoirs.
apply and the summations over β in Eq. 2.17 and Eq. 2.18 are omitted. The energy
flux may be modeled proportional to the temperature difference between the reservoirs,
which corresponds to Newton’s law of heat transfer
9IS1,1 = I
S
2,1 := K (T1 − T2) (2.19)
with the heat conductance K > 0. Here we have already stipulated energy conservation.
If K is finite, then this is a finite transfer law and the two temperatures may deviate
significantly. Since JSi,r = I
S
i,r/Ti,r it is obvious that the entropy fluxes at the two
connected contact points then have different magnitudes: The interaction is irreversible.
The associated entropy production can be quantified as
ΣS = JS1,1 + J
S
2,1 = K
(
T1
T2
+
T2
T1
− 2
)
. (2.20)
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Second example: We consider a pressure-driven flow of ideal gas, directed from reservoir
1 to 2 as shown in figure 2.5. The gas flow is represented by a multi-extensity flux
𝜇1
𝑇1
𝑝1
𝑛1
𝑆1
𝑉1
𝜇2
𝑇2
𝑝2
𝑛2
𝑆2
𝑉2
𝐽1,1
S
𝐼1,1
𝐽1,1
n
1 1
𝐽2,1
S
𝐼2,1
𝐽2,1
n
Direction of gas flow
Figure 2.5: Gas flow between two finite ideal gas reservoirs. Considered flow direction:
from reservoir 1 to reservoir 2.
that consists of a particle flux Jni,r and a correlated entropy flux J
S
i,r. The single
energy fluxes carried by these two extensity fluxes are Ini,r = µJ
n
i,r and I
S
i,r = Ti J
S
i,r,
respectively. Correspondingly, the overall energy flux carried by the multi-extensity
flux is Ii,r = I
n
i,r + I
S
i,r, also referred to as enthalpy flux. As depicted in figure 2.5 we
consider a certain flow direction: We require Jn2,1 > 0. Mass conservation and energy
conservation read
0 = Jn1,1 + J
n
2,1, (2.21)
0 = I1,1 + I2,1 = J
n
1,1 µ1 + J
S
1,1 T1 + I
n
2,1 µ2 + I
S
2,1 T2. (2.22)
For the transfer laws
Jn1,1 := γ (p2 − p1) , γ > 0, p1 > p2 (2.23)
JS1,1 := s(T1, p1) J
n
1,1, (2.24)
which are in accordance with I1,1 := cp T1 J
n
1,1, entropy production becomes
ΣS = Ṡ1 + Ṡ2 = J
n
2,1
[
cp
(
log
T2
T1
+
T1
T2
− 1
)
︸ ︷︷ ︸
σtherm≥ 0
+R log
p1
p2︸ ︷︷ ︸
σvisc≥ 0
]
. (2.25)
The first term σtherm concerns entropy production due to thermal mixing, whereas the
second term σvisc takes viscous dissipation into account. Here we refer to it as “viscous”
since we assume the pressure difference to be caused by fluid friction. In the above
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equations, the expression
s(T, p) = cp log
T
Tg0
−R log p
pg0
+ sg0 (2.26)
for the ideal gas’ molar entropy has been used with the molar entropy sg0 at the
reference conditions Tg0, pg0 and the working gas’ isobaric molar heat capacity cp. The
corresponding entropy flux to subsystem 2 is:
JS2,1 =
(
s(T1, p1) + σ
)
Jn2,1 (2.27)
with the molar entropy production σ := σtherm + σvisc according to Eq. 2.25. It is
revealing that the overall entropy production (Eq. 2.25) can for the ideal gas be
expressed as consisting of two separate terms, each of which depends either only on
temperatures or only on pressures and becomes zero if the respective temperatures or
pressures are equal.
If one were to replace this interaction with a proper modeling object representing a
thermal regenerator, one could expect it to diminish σtherm. Here, σtherm = 0 would
mean that the temperature of the gas leaving the regenerator was equal to T2 and
the regenerator compensated for the current surplus or deficit of (I1,1 + I2,1) and
(JS1,1 + J
S
2,1). Moreover, σvisc would be zero if an infinitely fast particle transfer law
leading to p1/p2 = 1 was considered. On the other hand if one considers a finite particle
transfer law resulting in p1/p2 > 1, then the viscous molar entropy production σvisc
would be uneffected by thermal regeneration since a thermal regenerator is not capable
of avoiding or recovering losses connected to viscous dissipation of the ideal gas flow.
In more detail, this can be explained by the fact that the heat which a differential
segment of the regenerator matrix takes up, corresponds to the difference in the enthalpy
fluxes of the gas flows entering and leaving the segment. The ideal gas’ specific enthalpy
is pressure-independent (Joule-Thomson coefficient is zero) so that pressure differences
to the neighboring segments do not influence these enthalpy fluxes nor the regenerated
heat. Correspondingly, dissipation due to pressure drop is inevitable. Note, however,
that for real gases the situation is different, as they generally feature a non-zero
Joule-Thomson coefficient and thus heat up or cool down under adiabatic throttling.
Another important thing to note here is in contrast to a typical conception in which
gas flows from one container to another through a narrow duct. Even though the gas
temperature may vary over the course of the duct, in the second container a jet with
a thermal mixing zone would form: The gas temperature at the inlet of the second
container would deviate from the container’s bulk temperature. This is different in the
above example, and in Endoreversible Thermodynamics in general, since reservoirs (as
opposed to containers) are required to be in equilibrium at any time. It means that
thermal mixing is completed by the moment in which a gas particle enters reservoir 2,
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or in other words: The gas flow enters the second reservoir with the exact intensity
values of this very reservoir.
2.2.2 Multilateral interactions
For multilateral interactions, i.e. interactions with more than two contact points, some
possible configurations are shown in figure 2.6. First, let us again consider the reversible
case. In what follows the function sub(r) shall return the identifier of the subsystem
that r belongs to. The balance equations for the arbitrary extensitiesα and energy
are:
0 =
∑
r
Jαsub(r),r, (2.28)
0 =
∑
r,α
Jαsub(r),r Y
α
sub(r),r (2.29)
where the sums now go over all contact points as well as, in the latter case, over all
extensities, potentially including entropy. Now, since more than two contact points
are connected, the intensities do not necessarily have to be equal at all contact points.
This is in contrast to a reversible bilateral interaction. Moreover, note that these two
equations have the same structure as Eq. 2.9 and Eq. 2.10 which characterize reversible
engines.
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Figure 2.6: Schematics of multilateral interactions between the contact points r, u, v,
and w of subsystems i, j, k, and l. The gold dashed arrows represent energy
fluxes carried by gray fluxes of arbitrary extensities α, β and the green
entropy flux. In the case of the irreversible interactions in subfigures b and
c, the multi-extensity fluxes necessarily include entropy fluxes, depicted by
the green wavy arrows.
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To illustrate the close relationship between reversible engines and such interactions,
we consider the example of a reversibly operating heat engine which transfers energy
from an entropy flux to an angular momentum flux. This is schematically shown in
two possible endoreversible modeling configurations in figure 2.7. In subfigure a the
heat engine is modeled by a quadrilateral reversible interaction. There is an infinite
entropy reservoir with the ambient temperature T2 and a finite entropy reservoir with
the temperature T1 > T2 as well as an infinite angular momentum reservoir with the
rotational frequency ω3 = 0 and a finite angular momentum reservoir representing
the engine’s flywheel with ω4. Both, the entropy flux and the angular momentum
flux are conserved so that the produced mechanical power is I4,1 = I1,1 (1 − T2/T1).
Correspondingly, the system still features one degree of freedom, which can for example
be determined by a transfer law that prescribes I1,1 as a function of the heat engine’s
rotational speed. Unlike the transfer law of a reversible bilateral interaction, this
transfer law can be finite without hindering reversibility.
An entirely equivalent way to model this heat engine is shown in subfigure b. In this
case the quadrilateral interaction is replaced by four reversible bilateral interactions
that connect to a reversible engine in the middle. The preferential choice of which
model building blocks to use depends on the specific application. For example, one
could either aim at simplifying the model structure as much as possible, or setting it
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Figure 2.7: Two equivalent endoreversible representations of a reversibly operating
heat engine that transfers energy (gold) from an entropy (green) flux to
an angular momentum (blue) flux: a) quadrilateral reversible interaction,
b) endoreversible engine with four reversible bilateral interactions.
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up in such a way that it supports the intuition for the respective real system in the
best possible manner.
In subfigures b and c of figure 2.6 two possible configurations of irreversible multilateral
interactions are shown. The balance equations for such interactions are:
0 =
∑
r
Jβsub(r),r, (2.30)
0 =
∑
r,β
Jβsub(r),r Y
β
sub(r),r +
∑
r
JSsub(r),r Tsub(r),r (2.31)
with arbitrary extensities β excluding entropy: β 6= S. Again, the entropy production
rate is given by ΣS =
∑
r J
S
sub(r),r yielding the combined expression:
ΣS = 9
1
Tsub(1),1
∑
r,β
Jβsub(r),r Y
β
sub(r),r +
∑
r 6=1
JSsub(r),r
(
1−
Tsub(r),r
Tsub(1),1
)
. (2.32)
An example for an irreversible multilateral interaction is a piston that is moved by a
crank shaft mechanism in a cylinder under the influence of friction. This is schematized
in figure 2.8a. The cylinder’s working space is represented by the finite reservoir 1 in
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Figure 2.8: Endoreversible graph of a cylinder (reservoir 1) with a frictional piston drive
mechanism: a) detailed graph with reservoirs representing the machine’s
frame Fr, the crank shaft cs, and the crankcase Ca, b) simplified symbolism
of piston with friction, c) simplified symbolism of piston without friction.
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the upper corner of the figure. Due to the piston motion it exchanges volume with
the crankcase represented by the lower infinite reservoir. The respective volume flux
carries energy (pressure-volume work) that is balanced with the energy flux carried by
the angular momentum flux, which the crank shaft cs exchanges with the machine’s
frame. Since this frame is assumed to be spatially fixed, ωFr = 0.
Losses due to friction are included by the entropy flux JSCa,V to the crankcase which
carries the friction power ISCa,V = J
S
Ca,V TCa. The friction power I
S
Ca,V can be determined
by an appropriate transfer law, for example such that ISCa,V ∝ (JV1,V)2. From the
extensity and energy balances follows:
Ics,V = J
V
1,V (p1 − pCa)− ISCa,V. (2.33)
In the remainder of this thesis such a detailed endoreversible representation of piston
drive mechanisms will be avoided for the sake of clarity. Instead, the simplified
symbolisms shown in figure 2.8b and figure 2.8c will be used for piston drive mechanisms
with and without friction, respectively.
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3 Endoreversible regenerator
modeling
In this chapter a novel regenerator model based on Endoreversible Thermodynamics is
developed and numerically validated. The model rests upon the idea of an internally
reversible (perfect) regenerator, even though it is not limited to the reversible description.
The outflow temperatures of the working gas are defined as functions of the state of
the regenerator matrix, which features two degrees of freedom: its energy and entropy
content. The dynamics of the regenerator is correspondingly expressed in terms of
balance equations for energy and entropy. Internal irreversibilities of the regenerator
are accounted for by introducing source terms to the entropy balance equation.
The model does not require the inflow temperatures to be constant. As opposed
to the regenerator effectiveness models, it can therefore also be used to describe
regenerators that are not daisy-chained with heat exchangers, which is an advantage
over the conventional regenerator effectiveness approach. Nevertheless, compared to
a differential continuum model (nodal model), the mathematical complexity and the
numerical effort are reduced considerably.
As will be shown, instead of the obvious choice of variables energy and entropy, if
convenient, a different pair of variables can be used to specify the state of the regenerator
matrix and formulate the regenerator’s dynamics. In total we will discuss three variants
of this endoreversible regenerator model which we will refer to as ES -, EE -, and
EEn-regenerator model.
3.1 ES -regenerator model
As described in the previous chapter, the endoreversible subsystems that we will use to
construct the internal structure of the endoreversible regenerator model are reservoirs
on the one hand, and engines without extensity buffers on the other. A thermal
regenerator is neither a reservoir nor such an engine since it encompasses features
of both: It contains extensities and energy, and it has contact points with differing
intensities. It may hence be properly represented by some combination of both kinds
of subsystems.
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For the purposes of the description of the ES -regenerator model, however, the regener-
ator’s internal endoreversible structure will be neglected. It will be considered only
as a black box for which the first and second law are required to hold. The model is
motivated by the notion of an internally reversible regenerator, which conserves both
energy E and entropy S, and correspondingly has zero internal entropy production:
ΣSR = 0. Nevertheless, the model is technically not limited to the ideal description. In
fact, the entropy production term ΣSR will be included in the entropy balance equation
as a placeholder. The ES -regenerator model is based on the following assumptions:
(A) Only operational conditions are considered, in which the local temperature
difference between regenerator matrix and working gas is small so that it can
be neglected. Thus, the temperatures of the working gas flowing out of the
regenerator on its hot and cold side can be defined as equal to the matrix
temperature of the respective regenerator side.
(B) The temperature distribution in the regenerator matrix is linear at all times and
the sign of its gradient is uniquely determined by the operational conditions.
Hence, the state of the regenerator matrix features two degrees of freedom. In the
ES -regenerator model the state is specified by giving the energy E and entropy
S contained in the matrix.
(C) Only the regenerator matrix and its interactions with the working gas are
encompassed by the ES -regenerator model. That is, the regenerator model
itself does not feature a dead volume. The influence of the regenerator dead
volume may be taken into account approximatively by allocating it to the adjacent
gas reservoirs.
We will strictly distinguish between internal irreversibilities ΣSR that are associated
with loss phenomena occurring inside the regenerator, and external irreversibilities
that occur in the interactions of the regenerator with the adjacent subsystems. The
internal irreversibilities ΣSR can be set to zero or can alternatively be defined via other
submodels as introduced later, whereas the external irreversibilities are not arbitrarily
definable.
The external irreversibilities rather result from the exchanged particle fluxes and
temperatures at the contact points of the regenerator and the adjacent gas reservoirs.
The particle flux through the regenerator is modeled as driven by the pressure difference
between the regenerator’s hot and cold side. A particle flux, in turn, induces an entropy
flux – that means a gas flow is described as a multi-extensity flux of particles and entropy.
Inflows and outflows of gas on the regenerator’s hot and cold side are considered to take
place at the pressure of the gas reservoir that the respective regenerator contact point
is connected to. However as depicted in figure 3.1, temperature differences between
gas reservoir and regenerator can occur. As this constitutes a bilateral interaction
of subsystems that are not necessarily in thermal equilibrium, these temperature
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differences lead to entropy production according to Eq. 2.25. Therefore, the external
irreversibility generally occurs even if the regenerator is internally fully reversible.
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u
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Low temperature
gas reservoir
Regenerator
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Figure 3.1: Schematics of the regenerator with a linear spatial temperature distribution
connecting its contact point temperatures TR,H and TR,L. Between those
contact point temperatures and the temperatures of the adjacent gas
reservoirs TH and TL temperature differences occur.
3.1.1 Contact point temperatures as functions of state
variables
In what follows, expressions for the regenerator’s energy and entropy are derived
as functions of the linear temperature distribution between the two contact point
temperatures TR,H and TR,L of the regenerator. The energy and entropy expressions
will afterwards be inverted to obtain expressions for the contact point temperatures as
functions of the energy and entropy. These temperature expressions will later on be
needed to determine energy fluxes and entropy fluxes to and from the adjacent gas
reservoirs.
The expressions for energy and entropy are obtained by considering the regenerator as
a one-dimensional continuum, as schematically shown in figure 3.1. The specific energy
(energy per mass unit) at some point ξ in this continuum is defined as
eR(ξ) := cR TR(ξ) (3.1)
with the matrix material’s specific heat capacity cR and the temperatureTR(ξ). The
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specific entropy (entropy per mass unit) is
sR(ξ) := cR log
TR(ξ)
TR0
+ sR0 (3.2)
where sR0 is the specific entropy at the reference temperatureTR0. We assume that
the temperature profile in the regenerator is linear at all times. That is
TR(ξ) := TR,H + ξ (TR,L − TR,H) (3.3)
with the dimensionless coordinate ξ ∈ [0, 1] and the contact point temperatures
TR,H > TR,L, as depicted in figure 3.1. For homogeneous mass density ρR and homoge-
nous specific heat capacity cR, the energy of the regenerator becomes
ER(TR,H, TR,L) = mR
∫ 1
0
eR(ξ) dξ = CR
TR,L + TR,H
2
(3.4)
with the mass mR and the overall heat capacity CR = mR cR of the regenerator matrix.
Analogously, the entropy of the regenerator matrix becomes
SR(TR,H, TR,L) = mR
∫ 1
0
sR(ξ) dξ = CR
(
TR,L
TR,H − TR,L
log
TR,H
TR,L
+ log
TR,H
TR0
− 1
)
+ SR0
(3.5)
where SR0 = mR sR0 is the regenerator’s entropy at the reference temperatureTR0.
Under the strict condition TR,H > TR,L and the linear temperature profile requirement,
the sets {TR,H, TR,L} and {ER, SR} are bijective. That is, the temperatures TR,H and
TR,L can be expressed as unique functions of ER and SR.
However, inverting Eq. 3.4 and Eq. 3.5 is not practicable analytically. Therefore the
entropy expression is approximated. For this purpose, we define the mean temperature
TMR := (TR,H + TR,L)/2 and the temperature difference T
∆
R := TR,H − TR,L. Using the
fourth order Taylor expansion of SR as a function of the temperature difference T
∆
R
around T∆R = 0 yields:
SR(TR,H, TR,L) ≈ SR0 + CR log
TMR
TR0
− CR
24
(
T∆R
TMR
)2
− CR
320
(
T∆R
TMR
)4
. (3.6)
The corresponding approximative expressions for TR,H and TR,L are:
TR,H(ER, SR) :=
ER
CR
1 +
√√√√95
3
+
√
25
9
+ 20
(
SR0 − SR
CR
+ log
ER
CR TR0
) , (3.7)
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TR,L(ER, SR) :=
ER
CR
1−
√√√√95
3
+
√
25
9
+ 20
(
SR0 − SR
CR
+ log
ER
CR TR0
) . (3.8)
Note that this definition of TR,H and TR,L required additional knowledge about the sign
of the temperature gradient which we gave by stating TR,H > TR,L. This limitation of
the ES -regenerator model can be overcome by introducing an internal endoreversible
structure, as will be done in section 3.2.
The approximative expressions of Eq. 3.7 and Eq. 3.8 do not entail a deviation from the
exact solution in the mean temperature TMR since the mean temperature is in either
case ER/CR. However, in the temperature difference T
∆
R a deviation occurs, which can
be determined via
∆relT
∆
R (T1, T2) :=
TR,H(ER(T1, T2), SR(T1, T2))− TR,L(ER(T1, T2), SR(T1, T2))
T1 − T2
− 1
=
T1 + T2
T1 − T2
√√√√95
3
+
√
205
9
+ 20
(
T2
T1 − T2
log
T2
T1
+ log
T1 + T2
2T1
)
− 1.
(3.9)
Here, T1 > T2 represent predefined contact point temperatures and the entropy is
calculated according to Eq. 3.5. Note that Eq. 3.9 solely depends on the temperatures.
The relative deviation ∆relT
∆
R can also be expressed as a function of the relative
temperature difference δ := 2 (T1 − T2)/(T1 + T2):
∆relT
∆
R (δ) =
2
δ
√√√√95
3
+
√
205
9
+ 20
((
1
δ
− 1
2
)
log
(
2
δ + 2
− 1
2/δ + 1
)
− log
(
1 +
δ
2
))
− 1.
(3.10)
This function is plotted in Fig. 3.2. It can be seen that the relative deviation of the
temperature difference introduced by the approximation from Eq. 3.6 is smaller than
3 · 10−4 for a relative temperature difference δ ≤ 0.5. For a relative temperature
difference of δ ≤ 1.4 the relative deviation is still smaller than 2 · 10−2. Since this is
assumed to hold in a broad range of model situations the deviations entailed in Eq. 3.7
and Eq. 3.8 are regarded as negligible.
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Figure 3.2: Relative deviation of the difference between the regenerator contact point
temperatures from Eq. 3.7 and Eq. 3.8 (caused by the approximation of
the entropy expression) plotted against the exact relative temperature
difference δ. For typical model situations with δ < 1.5, the caused relative
deviation can be regarded as negligible.
3.1.2 Regenerator state dynamics
In figure 3.3 a schematics of the ES -regenerator model is shown. The straight arrows
depict reversible fluxes, the wavy arrows depict irreversible fluxes. The state of the
regenerator is determined by ER and SR, which obey the balance laws:
ĖR = IR,H + IR,L, (3.11)
ṠR = J
S
R,H + J
S
R,L + Σ
S
R. (3.12)
Here JSR,H and J
S
R,L are entropy fluxes entering the regenerator at the contact points H
and L. Together with the particle fluxes JnR,H and J
n
R,L they carry the energy fluxes IR,H
and IR,L, respectively. Furthermore, Σ
S
R is the sum of all internal entropy sources which
can for now taken to be zero (internally reversible regenerator). It is the placeholder
for internal irreversibilities that will be addressed in section 3.4.
Inflows and outflows of working gas are considered to occur without pressure difference
between a regenerator contact point and the respective gas reservoir i ∈ {H,L}.
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Figure 3.3: Schematics of the ES -regenerator model exchanging working gas with two
adjacent gas reservoirs. Inside the regenerator energy and entropy are
balanced and stored independently according to Eq. 3.11 and Eq. 3.12,
as depicted with the yellow and green boxes. The temperatures at the
regenerator’s contact points H and L are determined by the current energy
and entropy content via Eq. 3.7 and Eq. 3.8, respectively. These contact
point temperatures influence the fluxes of energy and entropy that the
regenerator exchanges with the adjacent gas reservoirs and thus feed back
to its dynamics (Eq. 3.11 and Eq. 3.12).
Correspondingly, for inflows of working gas the energy flux and entropy flux are
determined from the gas reservoir’s temperature Ti and pressure pi as well as the
respective regenerator contact point temperature TR,i:
IR,i = cp Ti J
n
R,i, (3.13)
JSR,i = (s(Ti, pi) + σ(Ti, TR,i)) J
n
R,i. (3.14)
Entropy production, which is due to the temperature difference between the gas
reservoir and the regenerator contact point, is taken into account with
σ(Ti, TR,i) := cp
(
log
TR,i
Ti
+
Ti
TR,i
− 1
)
. (3.15)
For outflows of working gas, the fluxes of energy and entropy at the regenerator’s
contact point are determined by
IR,i = cp TR,i J
n
R,i, (3.16)
JSR,i = s(TR,i, pi) J
n
R,i (3.17)
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according to the respective contact point temperature (Eq. 3.7 or Eq. 3.8). Since this
contact point temperature generally differs from the temperature Ti inside the gas
reservoir, the interaction is also irreversible in this flow direction.
In order to show the principle behavior of the ES -regenerator model we consider a
setup as illustrated in figure 3.3 where the temperatures of the adjacent gas reservoirs
are maintained at TH = 500 K and TL = 300 K and their pressures at pH = pL = 50 bar.
The particle transfer through the regenerator shall obey an infinitely fast transfer law
with the particle flux JnR,H prescribed as a sinusoidal function with a cycle time of
τ = 0.1 s and an amplitude of 10 mol/s. The working gas shall be helium [83]. The
regenerator is considered as internally reversible (ΣSR := 0) and its heat capacity and
dead volume are 300 J/K and 0.8 L, respectively. For these parameters the dynamics of
the ES -regenerator model was integrated until a cyclic operational state was achieved.
In figure 3.4, the calculated contact point temperatures TR,H and TR,L are plotted as
solid lines and the gas reservoir temperatures TH and TL as dotted lines.
Additionally, to provide a benchmark, in figure 3.4 the results of a finite volume
regenerator model using 200 regenerator layers are plotted with dashed lines. Each
of those layers consists of a gas reservoir, which represents a slice of the regenerator
dead space and is linked by an infinitely-fast-heat-transfer interaction to a dedicated
heat reservoir representing the respective slice of the matrix. Correspondingly, TFVMR,H
and TFVMR,L are the temperatures of the two outermost slices that are connected to the
adjacent gas reservoirs H and L.
In figure 3.4 it can be seen that the regenerator contact point temperatures of the
ES -regenerator model oscillate around the constant temperatures TH and TL of the
adjacent gas reservoirs with approximately harmonic shapes. This means that TR,H
overshoots TH and TR,L undershoots TL. As opposed to that, the shapes of the contact
point temperature curves predicted by the finite volume model deviate from harmonic
shapes so that TFVMR,H does not go above TH and T
FVM
R,L does not go below TL. It is
obvious that this is a more realistic description of the behavior of a real regenerator. It
is connected to slight deviations from a linear temperature profile in the finite volume
model, which are not described by the ES -regenerator model.
Nevertheless, the temperature deviations TR,i − TFVMR,i (i ∈ {H,L}) are relatively small
compared to the temperature difference TH−TL. This is particularly remarkable in the
light of the significantly lower numerical effort involved by the ES -regenerator model.
Moreover, it is important to note that a real regenerator cannot operate internally
reversible, which means ΣSR > 0. Due to these internal irreversibilities, the regenerator
contact point temperatures will approach each other, and the cutoffs by TH and TL
will become less dominant. Hence, as long as ΣSR is modeled properly as an input for
the ES -regenerator model, it can be expected that the latter model provides good
approximations for the regenerator contact point temperatures.
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Figure 3.4: Contact point temperatures TR,H and TR,L of the ES -regenerator model
(solid lines) compared to the contact point temperatures of a finite vol-
ume benchmark regenerator model TFVMR,H and T
FVM
R,L (dashed lines) for
the internally reversible case ΣSR := 0. The constant temperatures of
the adjacent gas reservoirs TH and TL are plotted with dotted lines. The
prescribed particle flux JnR,H is schematically indicated by arrows. The
contact point temperatures TR,H and TR,L overshoot TH and undershoot TL,
respectively, due to the assumption of the linear temperature profile made
in the ES -regenerator model. Apart from that, the regenerative behavior
is well approximated regarding amplitude and phase of the temperature
oscillations – despite the fact that the ES -regenerator model has only two
degrees of freedom and significantly lower numerical effort.
3.2 EE -regenerator model
In the ES -regenerator model introduced in the previous section, the regenerator’s
internal endoreversible structure was neglected and the regenerator’s overall energy
and entropy content served to identify its state. The requirements of conservation of
energy and entropy within the subsystem boundaries of the regenerator provided its
state dynamics via the state variables energy and entropy.
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The two degrees of freedom of the endoreversible regenerator can also be expressed
using different state variables. Those are in the following defined via an internal
endoreversible structure as shown in figure 3.5. It consists of an engine (where ΣSR is
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Figure 3.5: Schematics of the EE -regenerator composed of an engine and two internal
heat reservoirs. The two internal heat reservoir’s energies ER.h and ER.l can
change independently according to Eq. 3.22 to Eq. 3.24 so that the energy
and entropy balance of the regenerator are fulfilled. The temperatures at
the regenerator’s contact points H and L are determined by the current
values of ER.h and ER.l via Eq. 3.20 and Eq. 3.21. As opposed to the ES -
regenerator model, this internal endoreversible structure brings about the
possibility to consider temperature gradient evolutions with sign changes.
again the placeholder for internal irreversibilities, which can for now taken to be zero)
and two heat reservoirs that have the heat capacities CR.h := CR.l := CR/2 and the
independent energies ER.h and ER.l. Each of the two internal heat reservoirs features
one degree of freedom. Correspondingly, in the EE -regenerator model the two internal
heat reservoirs’ energies are taken as state variables of the regenerator. Given the
energies, the entropies of the internal heat reservoirs can be calculated as:
SR.h := CR.h log
ER.h
CR.h TR0
+
SR0
2
, (3.18)
SR.l := CR.l log
ER.l
CR.l TR0
+
SR0
2
. (3.19)
With ER = ER.h + ER.l and SR = SR.h + SR.l these expressions can be inserted into
Eq. 3.7 and Eq. 3.8. Furthermore, the sign of the temperature gradient can be identified
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with the sign of the difference of the energies ER.h and ER.l:
TR,H :=
ER.h+ER.l
CR
1 + sign(ER.h−ER.l)
√√√√95
3
+
√
25
9
+ 20 log
ER.h + ER.l
2
√
ER.h ER.l
 ,
(3.20)
TR,L :=
ER.h+ER.l
CR
1− sign(ER.h−ER.l)
√√√√95
3
+
√
25
9
+ 20 log
ER.h + ER.l
2
√
ER.h ER.l
 .
(3.21)
From the engine’s balance equations for energy and entropy follows the dynamics of
the two heat reservoirs:
ĖR.h = I
S
R.h = IR,H − IR.hl, (3.22)
ĖR.l = I
S
R.l = IR,L + IR.hl, (3.23)
with the auxiliary energy flux IR.hl which the two internal heat reservoirs exchange
through the engine as part of ISR.h and I
S
R.l:
IR.hl =
2
CR
(
JSR,H + J
S
R,L + Σ
S
R
)
− IR,H
ER.h
− IR,L
ER.l
1/ER.l − 1/ER.h
. (3.24)
This auxiliary energy flux is a measure of the rate of change of the temperature
difference Ṫ∆R that is necessary for the regenerator to take up or release entropy as
prescribed by the external interactions and the internal source term ΣSR. Note that
the denominator of Eq. 3.24 tends to zero if the energy difference (ER.h − ER.l)→ 0.
Then also the difference of the contact point temperatures T∆R → 0 and therefore
∂SR/∂T
∆
R → 0. Let us consider the case in which the energy of the regenerator stays
constant while the entropy changes: Ṫ∆R |ER = ∂T∆R /∂SR ṠR. Hence, |Ṫ∆R | → ∞ for
finite ṠR which is consistent with |IR.hl| → ∞. In order to obtain a numerically stable
algorithm it is necessary to limit IR.hl in a small region |ER.h−ER.l| < ε. Consequently,
the entropy conservation equation is not fulfilled in the region below ε. However, since
thermal regenerators are usually not operated in a way such that zero-crossings of the
temperature gradient occur during the cycle, with a proper choice of ε this is of no
significance for the steady-state operation of the regenerator.
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Since the definitions of the contact point temperatures TR,H and TR,L from Eq. 3.20
and Eq. 3.21 are made dependent on the sign of ER.h−ER.l, the EE -regenerator model
is capable of describing temporal evolutions of TR,H and TR,L that involve sign changes
of the regenerator’s temperature gradient. This was not possible in the ES -regenerator
model, where the sign of the temperature gradient was predefined. Apart from that,
the dynamical behavior of those two models is identical so that the results of the
EE -regenerator model are equal to those shown in figure 3.4.
In figure 3.4 it can be seen that the regenerator contact point temperatures oscillate
temporally over the course of a cycle in steady state operation. It is easy to imagine
that these temperature oscillations reduce, if the heat capacity of the regenerator is
increased. Vice versa, the oscillations increase if the amount of working gas alter-
nately flowing through the regenerator is increased. The assumption (B) of the linear
temperature distribution was used to provide a relation of the regenerator’s contact
point temperatures with the contained energy and entropy. Hence, this assumption
influences the shape of the contact point temperature oscillations from figure 3.4.
Correspondingly, if the regenerator heat capacity is very large compared to the heat
capacity of the working gas alternately flowing through the regenerator, then the
contact point temperature oscillations vanish. That is, in this case the contact point
temperatures are temporally (approximately) constant in steady state operation. Hence,
the assumption of the linear temperature profile becomes insignificant. Therefore,
for very large regenerator heat capacity, different definitions of TR,H and TR,L can
approximately lead to the same results. A convenient surrogate definition for Eq. 3.20
and Eq. 3.21, which may help to reduce the mathematical complexity in such situations
further is
TR,H :=
2ER.h
CR
, (3.25)
TR,L :=
2ER.l
CR
. (3.26)
3.3 EEn-regenerator model
Model assumption (C) leads to a more drastic simplification that separates the treatment
of regeneration itself from the description of the influence of the regenerator dead
volume. In doing so, the number of degrees of freedom of the regenerator is kept minimal.
However, the presented EE -regenerator model can be extended by adding a gas reservoir,
whose temperature TR.d is maintained at the logarithmic mean temperature of the two
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contact point temperatures:
T̃R,H,L =
TR,H − TR,L
log (TR,H)− log (TR,L)
. (3.27)
The correspondingly extended EEn-regenerator model [85] features three degrees of
freedom and is schematically shown in figure 3.6. The definition of contact point
𝑇H
𝑝H
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S
Figure 3.6: Schematics of the EEn-regenerator composed of an engine, two internal
heat reservoirs, and an internal gas reservoir [85]. The sum of the two
internal heat reservoir’s energies ER.h and ER.l represents the energy of the
regenerator matrix, whereas their single values determine the contact point
temperatures TR,H and TR,L via Eq. 3.20 and Eq. 3.21. The internal gas
reservoir represents the regenerator dead space with the contained number
of gas particles nR.d. This gas reservoir is maintained at the logarithmic
mean temperature T̃R,H,L of TR,H and TR,L. Thus the working gas inside
the regenerator dead space is attributed the proper effective temperature,
which was not the case in the ES -regenerator and the EE -regenerator.
temperatures can be taken from the EE -regenerator model. The regenerator dynamics,
however, needs to be adapted to account for extensity and energy transfers with the
internal gas reservoir:
ĖR.h = IR.h = IR,H − IR.hl − IR.d/2, (3.28)
ĖR.l = IR.l = IR,L + IR.hl − IR.d/2, (3.29)
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ṅR.d = J
n
R.d = J
n
R,H + J
n
R,L, (3.30)
with the auxiliary energy flux now being
IR.hl =
2
CR
(
JSR,H + J
S
R,L − JSR.d + ΣSR
)
− IR,H−IR.d/2
ER.h
− IR,L−IR.d/2
ER.l
1/ER.l − 1/ER.h
. (3.31)
Here, the particle fluxes JnR,i (i ∈ {H,L}) are considered to be functions of the pressure
differences (pi− pR.d). Moreover, IR.d and JSR.d are the energy flux and the entropy flux
at the engines lower contact point in figure 3.6, directed to the internal gas reservoir.
Applying an infinitely fast transfer law leads to TR.d = T̃R,H,L. Then, the change of the
internal gas reservoir’s internal energy is:
U̇R.d =
d
dt
(cv TR.d nR.d) = cv TR.d J
n
R.d + cv nR.d ṪR.d = IR.d, (3.32)
IR.d = µR.d J
n
R.d + TR.d J
S
R.d = (cv +R− s(TR.d, pR.d))TR.d JnR.d + TR.d JSR.d (3.33)
with µR.d = (cv + R − s(TR.d, pR.d))TR.d (see Eq. 2.8). For the infinitely fast transfer
law ṪR.d =
˙̃TR,H,L holds, which is a function of ER.h, ER.l, ĖR.h, and ĖR.l. Consequently,
the fluxes to the internal gas reservoir can be expressed as:
IR.d = cv T̃R,H,L J
n
R.d + cv nR.d
˙̃TR,H,L, (3.34)
JSR.d =
(
s(T̃R,H,L, pR.d)−R
)
JnR.d +
cv nR.d
T̃R,H,L
˙̃TR,H,L. (3.35)
Alternatively, instead of using the infinitely fast transfer leading to TR.d = T̃R,H,L, a
finite transfer law involving a very large auxiliary heat conductance KR.d can be used
so that TR.d ≈ T̃R,H,L. Then TR.d becomes an additional degree of freedom for which a
differential equation needs to be solved:
ṪR.d =
1
nR.d cv
(IR.d − TR.d cv JnR.d) . (3.36)
Nevertheless, this has the advantage that there is no need to calculate the time
derivative of T̃R,H,L, which is a cumbersome expression. As replacements of Eq. 3.34
and Eq. 3.35, the energy flux and the entropy flux (at the contact point of the internal
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engine) to the internal gas reservoir are then defined as:
IR.d = KR.d
(
T̃R,H,L − TR.d
)
+
{
cp T̃R,H,L J
n
R.d if J
n
R.d ≥ 0
cp TR.d J
n
R.d if J
n
R.d < 0
, (3.37)
JSR.d = KR.d
(
T̃R,H,L − TR.d
)
/T̃R,H,L
+
{
s(T̃R,H,L, pR.d) J
n
R.d if J
n
R.d ≥ 0(
s(TR.d, pR.d) + cp
(
log
T̃R,H,L
TR.d
+ TR.d
T̃R,H,L
− 1
))
JnR.d if J
n
R.d < 0
.
(3.38)
This represents an irreversible interaction. However, by choosing the auxiliary heat
conductance arbitrarily large: KR.d → ∞, the internal gas reservoir’s temperature
TR.d → T̃R,H,L so that this irreversibility becomes negligible.
Thus the working gas contained in the regenerator dead space is attributed the proper
effective temperature T̃R,H,L. This was not the case in both the ES -regenerator model
and the EE -regenerator model, where the regenerator dead space was not included
in the description. The proper attribution of the effective temperature in the EEn-
regenerator model is advantageous for the application in systems where pressure
changes are induced by changing the average temperature of the working gas. This is
for example the case in Stirling and Vuilleumier machines. Particularly, the amount of
gas in the regenerator’s dead space is calculated more accurately, and thus also the
pressure in the overall system in which the regenerator is embedded.
Hence, the ES -regenerator model and the EE -regenerator model are rather suited
for applications where the exact consideration of the regenerator dead space is of
subordinate importance. For example they could be used to describe the regenerators
used in gas turbine applications. For the rest of this thesis, where Vuilleumier and
Stirling machines will be considered as example applications, the EEn-regenerator
model will be used.
In figure 3.7 the contact point temperatures of the EEn-regenerator model are opposed
with those of the finite volume benchmark regenerator, as described in section 3.1
for the same parameter values as given there. However, here the system pressure
additionally oscillates harmonically with a relative amplitude of 10 %, phase-shifted by
π in relation to the particle flux JnR,H. This causes the contact point temperatures T
FVM
R,H
and TFVMR,L , calculated with the finite volume benchmark model, to exceed and go below
the adjacent gas reservoir’s temperatures TH and TL, respectively. However, similar
to the behavior of the ES -regenerator model from figure 3.4, by the EEn-regenerator
model the temperature curves are also better predicted where they go between TH
and TL, and worse outside this range. This is again due to the fact that in these
situations the spatial temperature profile, calculated with the finite volume model,
becomes nonlinear close to the regenerator’s boundaries.
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Figure 3.7: Contact point temperatures TR,H and TR,L of the EEn-regenerator model
(solid lines) compared to the contact point temperatures of a finite volume
benchmark regenerator model TFVMR,H and T
FVM
R,L (dashed lines) for the inter-
nally reversible case ΣSR := 0 with oscillating system pressure. The constant
temperatures of the adjacent gas reservoirs TH and TL are plotted with
dotted lines. The prescribed particle flux JnR,H is schematically indicated
by arrows. Due to the pressure oscillations the finite volume benchmark
temperatures TFVMR,H and T
FVM
R,L exceed TH and go below TL, respectively.
The amplitude of contact point temperature oscillations is slightly overes-
timated by the EEn-regenerator. Nevertheless, the regenerative behavior
under pressure oscillations is well approximated – despite the fact that the
EEn-regenerator model has only three degrees of freedom and significantly
lower numerical effort.
Nevertheless, the regenerative behavior under pressure oscillations is properly approx-
imated by the EEn-regenerator model. As mentioned in section 3.1, under realistic
operational conditions, significant internal irreversibilities will occur so that ΣSR > 0.
These will reduce the difference of the contact point temperatures (TR,H − TR,L). To
describe such internal irreversibilities, in the following, approximative expressions for
the integral internal entropy production ΣSR of the regenerator are provided.
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3.4 Internal irreversibilities
Internal irreversibilities in the regenerator lead to entropy production which is rep-
resented by the source term ΣSR in Eq. 3.12, Eq. 3.24, and Eq. 3.31. The internal
irreversibilities considered in the following relate to finite mass transfer through the
regenerator ΣS,∆pR , heat conduction in the regenerator matrix Σ
S,leak
R and finite heat
transfer between working gas and regenerator matrix ΣS,transR . Hence,
ΣSR = Σ
S,∆p
R + Σ
S,leak
R + Σ
S,trans
R . (3.39)
As already discussed in section 2.2.1, viscous dissipation, caused by the frictional gas
flow through the regenerator matrix, cannot be avoided in thermal regenerators. The
associated entropy production can be approximated as:
ΣS,∆pR = J
n
R,H R log
pR,H
pR,L
(3.40)
for the ES - and the EE -regenerator model, and
ΣS,∆pR = J
n
R,H R log
pR,H
pR.d
+ JnR,LR log
pR,L
pR.d
(3.41)
for the EEn-regenerator model. Note that these expressions constitute approximations
that are motivated by the structure of the endoreversible models. In order to obtain
a more accurate expression for the entropy production rate associated with viscous
dissipation, the regenerator is again considered as a continuum which is discretized
into N layers in terms of a finite volume approach. Then, the entropy production
associated with viscous dissipation becomes:
ΣS,∆pR = J
n
R,H R log
pR,H
p1
+ ...+ Jni R log
pi−1
pi
+ Jni+1R log
pi
pi+1
+ ...− JnR,LR log
pN
pR,L
(3.42)
where i identifies some finite volume inside the regenerator, having the pressure pi. The
particle flux Jni comes from (i− 1) and enters i, whereas Jni+1 leaves i and enters (i+ 1).
Consequently, Jn1 = J
n
R,H and J
n
N+1 = 9J
n
R,L must hold. Eq. 3.42 can be rearranged:
ΣS,∆pR = J
n
R,H R log pR,H + ...+ (J
n
i+1 − Jni )R log pi + ...+ JnR,LR log pR,L. (3.43)
By tanking the limit N →∞, with Jni and pi becoming continuous functions of the
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dimensionless regenerator coordinate ξ, we get:
ΣS,∆pR = J
n
R,H R log pR,H +
∫ 1
0
∂Jn(ξ)
∂ξ
R log (p(ξ)) dξ + JnR,LR log pR,L. (3.44)
Note that if Jn(ξ) was constant, we would obtain the same result as with Eq. 3.40
and Eq. 3.41. For the EEn-regenerator model, however, if JnR,H 6= 9JnR,L, Eq. 3.41
would correspond to a piecewise constant approximation of Jn(ξ), which is obviously a
rather crude description and may introduce deviations from more detailed regenerator
models.
Therefore, in the following we will concentrate on the EEn-regenerator model and
assume that Jn(ξ) varies linearly throughout the regenerator between JnR,H and 9J
n
R,L.
Moreover, we assume a constant particle transfer coefficient αR with the transfer laws
JnR,H = 2αR(pR,H − pR.d), JnR,L = 2αR(pR,L − pR.d), and Jn(ξ) = 9αR(∂p(ξ)/∂ξ). Then,
the divergence of the particle flux is
∂Jn(ξ)
∂ξ
= 9
(
JnR,H + J
n
R,L
)
= 92αR (pR,H + pR,L − 2 pR.d) . (3.45)
Furthermore, it follows that the spatial pressure distribution in the regenerator is
quadratic:
p(ξ) =
(
ξ2 − ξ
)
(pR,H + pR,L − 2 pR.d) + ξ (pR,L − pR,H) + pR,H. (3.46)
Inserting these expressions into Eq. 3.44 leads to the following alternative expression
for the entropy production associated with viscous dissipation in the EEn-regenerator
model with constant particle transfer coefficient αR:
ΣS,∆pR =
{
ΣS,∆pR+ if psqr ≥ 0
ΣS,∆pR− if psqr < 0
with psqr :=
(
pR,H pR,L − p2R.d
)
and (3.47)
ΣS,∆pR+ := J
n
R,H R log pR,H + J
n
R,LR log pR,L − 2RαR
[
9 2 (pR,H + pR,L − 2 pR.d)
− 2√psqr
(
atan
(
pR.d − pR,H√
psqr
)
+ atan
(
pR.d − pR,L√
psqr
))
+ pR,H log pR,H + pR,L log pR,L − pR.d log (pR,H pR,L)
]
, (3.48)
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ΣS,∆pR− := J
n
R,H R log pR,H + J
n
R,LR log pR,L − 2RαR
[
9 2 (pR,H + pR,L − 2 pR.d)
− 2√9psqr
(
atanh
(
pR.d − pR,H√
9psqr
)
+ atanh
(
pR.d − pR,L√
9psqr
))
+ pR,H log pR,H + pR,L log pR,L − pR.d log (pR,H pR,L)
]
. (3.49)
Note that ΣS,∆pR+ = Σ
S,∆p
R− . However, either the former or the latter expression involves
complex numbers if psqr is negative or positive, respectively. Therefore, in order to ease
the implementation, a distinction of cases is made in Eq. 3.47.
Heat conduction between the hot and cold side of the regenerator represents an internal
heat leak. It is modeled according to Newtonian heat transfer between the two contact
points of the regenerator, for which the entropy production is
ΣS,leakR := K
leak
R
(
TR,H
TR,L
+
TR,L
TR,H
− 2
)
. (3.50)
Here, K leakR is the effective heat conductance of the regenerator in the direction of the
gas flow.
The third term ΣS,transR of Eq. 3.39 addresses an irreversibility which occurs in real
regenerators due to a finite local temperature difference between the working gas and
the regenerator matrix. Even though this temperature difference is assumed small in
the present model, the associated entropy production may be significant because of the
large heat fluxes that are usually exchanged by the working gas and the regenerator
matrix. Assuming Newtonian heat transfer with a small, homogeneous temperature
difference (IR,H + IR,L)/K
trans
R and a large homogeneous conductance K
trans
R the line
density of the local entropy production rate becomes:
ρS,transΣ (ξ) := K
trans
R
TR(ξ) + IR,H+IR,LKtransR
TR(ξ)
+
TR(ξ)
TR(ξ) +
IR,H+IR,L
KtransR
− 2
 . (3.51)
Using Eq. 3.3, integration of ρS,transΣ (ξ) over the dimensionless regenerator coordinate ξ
yields
ΣS,transR :=
∫ 1
0
ρS,transΣ (ξ) dξ =
IR,H + IR,L
TR,H − TR,L
log
TR,L + IR,H+IR,LKtransR
TR,H +
IR,H+IR,L
KtransR
TR,H
TR,L
. (3.52)
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3.5 Numerical validation: Stirling engine
In this section, the endoreversible EEn-regenerator model is validated for the application
example of a Stirling engine. For this Stirling engine, a schematics is shown in figure 3.8.
It is an α-type configuration with a fixed regenerator and two working pistons. The
𝐼ExH 𝑇ExH 𝐼ExL 𝑇ExL
𝑉L
Regenerator
𝑥L(𝑡)
High-temperature
working space
𝑝L
𝑥H(𝑡)
Low-temperature
working space
𝑇L𝑉H 𝑝H 𝑇H
Figure 3.8: Schematics of the α-type Stirling engine with generalized piston drive
mechanisms.
working pistons can be moved in arbitrary ways with the restriction that the resulting
volumes VH and VL stay within lower and upper bounds. In this configuration, the
regenerator is directly connected to the hot and cold working space. Hence, the
temperatures of the gas alternately entering the regenerator’s two sides are not the
external temperatures TExH and TExL, but the temperatures of the gas in the working
spaces TH and TL.
In the following, for this Stirling engine two comparable models are introduced. One
of them uses the endoreversible EEn-regenerator model developed in section 3.3. The
other uses a finite volume regenerator model and serves as a reference for validation.
The design and process parameters applied for both models are summarized in table 3.1.
3.5.1 Stirling engine with endoreversible regenerator
(EEn-ST model)
The structure of the Stirling engine model with endoreversible regenerator (EEn-ST
model) is shown in figure 3.9. The infinite external heat reservoirs with the temperatures
TExH and TExL are displayed at the lower edge of the figure. Between them, an external
heat leak is modeled with the heat conductance KEx according to Newton’s law of
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Table 3.1: Design and process parameters of the Stirling engine.
Parameter Symbol Value
Cylinder swept volumes Vsw 1000 cm
3
Cylinder dead volumes Vdead 100 cm
3
Regenerator dead volume VR.d 800 cm
3
Regenerator heat capacity CR 300 J/K
Regenerator particle transfer coefficient αR 5 · 10−4 mol/(Pa s)
Leak particle transfer coefficient αCa 4 · 10−7 mol/(Pa s)
Control rate factor ν 500
Friction coefficient γ 2 · 105 W s2/m6
Heat conductance to hot reservoir KExH 1500 W/K
Heat conductance to cold reservoir KExL 1500 W/K
Heat conductance of external leak KEx 10 W/K
Ideal gas constant R 8.31446 J/(mol K)
Isobaric heat capacity cp 20.786 J/(mol K)
Molar mass M 4.003 · 10−3 kg/(mol K)
Reference entropy at pg0 and Tg0 sg0 117.853 J/(mol K)
Reference temperature Tg0 200 K
Reference pressure pg0 1 bar
High external temperature TExH 500 K
Low external temperature TExL 300 K
Case temperature TCa 300 K
Case pressure pCa 10 bar
heat transfer:
IEx := KEx (TExH − TExL) . (3.53)
Heat transfer between the external reservoirs and the working spaces is modeled using
Newtonian transfer laws with the heat conductances KExH and KExL:
IH,ExH = KExH (TExH − TH) , IL,ExL = KExL (TExL − TL) . (3.54)
At the right and left edge of the figure, additional infinite external gas reservoirs
are shown. These represent the engine case which is filled with working gas at the
temperature TCa and the constant pressure pCa. Between the case and the working
spaces, irreversible interactions are defined which describe the leakage of the piston
rings:
JnH,Ca = αCa (pCa − pH) , JnL,Ca = αCa (pCa − pL) (3.55)
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Figure 3.9: Structure of the EEn-ST Stirling engine model utilizing the endoreversible
EEn-regenerator from section 3.3. All contact points are named after the
subsystem that the attached bilateral interaction connects to. The model
has ten degrees of freedom, indicated by dots: the volumes, temperatures,
and particle numbers of the two working spaces H and L as well as the two
energies of the regenerator’s internal heat reservoirs R.h and R.l and the
particle number and temperature of the regenerator dead space R.d. The
blue bracketed alphabetic numbering refers to the types of irreversibilities
considered.
where αCa is a small particle transfer coefficient. The associated energy fluxes are:
IH,Ca =
{
cp TCa J
n
H,Ca if J
n
H,Ca ≥ 0
cp TH J
n
H,Ca if J
n
H,Ca < 0
, (3.56)
IL,Ca =
{
cp TCa J
n
L,Ca if J
n
L,Ca ≥ 0
cp TL J
n
L,Ca if J
n
L,Ca < 0
(3.57)
where cp is the ideal working gas’ isobaric heat capacity.
The Stirling engine model utilizes the EEn-regenerator model which was introduced in
section 3.3 with an internal gas reservoir that represents the regenerator dead space.
Particle fluxes between the working spaces H and L and the regenerator dead space
R.d are modeled as:
JnH,R = 9J
n
R,H = 2αR (pR.d − pH) , (3.58)
JnL,R = 9J
n
R,L = 2αR (pR.d − pL) , (3.59)
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JnR.d = 9
(
JnH,R + J
n
L,R
)
, (3.60)
with the finite particle transfer coefficient αR of the regenerator. The regenerator
contact point temperatures TR,H and TR,L are defined as functions of the regenerator
matrix energies ER.h and ER.l:
TR,H =
ER.h+ER.l
CR
1 + sign(ER.h−ER.l)
√√√√95
3
+
√
25
9
+ 20 log
ER.h + ER.l
2
√
ER.h ER.l
 ,
(3.61)
TR,L =
ER.h−ER.l
CR
1− sign(ER.h−ER.l)
√√√√95
3
+
√
25
9
+ 20 log
ER.h + ER.l
2
√
ER.h ER.l
 .
(3.62)
With this definition and the ideal working gas’ molar entropy s(T, p) according to
Eq. 2.26, the energy and entropy fluxes that the regenerator exchanges with the two
working spaces are:
IR,H =
{
cp TH J
n
R,H if J
n
R,H ≥ 0
cp TR,H J
n
R,H if J
n
R,H < 0
, (3.63)
IR,L =
{
cp TL J
n
R,L if J
n
R,L ≥ 0
cp TR,L J
n
R,L if J
n
R,L < 0
, (3.64)
JSR,H =
{ (
s(TH, pH) + cp
(
log
TR,H
TH
+ TH
TR,H
− 1
))
JnR,H if J
n
R,H ≥ 0
s(TR,H, pH) J
n
R,H if J
n
R,H < 0
, (3.65)
JSR,L =
{ (
s(TL, pL) + cp
(
log
TR,L
TL
+ TL
TR,L
− 1
))
JnR,L if J
n
R,L ≥ 0
s(TR,L, pL) J
n
R,L if J
n
R,L < 0
. (3.66)
As indicated in figure 3.9, the cylinder volumes are considered as degrees of freedom
in the EEn-ST model. The corresponding volume dynamics is defined in a way such
that it meets the requirements of the dynamic optimization algorithm, which will be
described in section 4.2. With the cyclic control functions uH(t) and uL(t), the cycle
time τ , and the dimensionless control rate factor ν, the state dynamics of the Stirling
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engine can be expressed via the following ten ordinary differential equations:
V̇H =
ν
τ
(uH(t)− VH) , V̇L =
ν
τ
(uL(t)− VL) , (3.67)
ṅH = J
n
H,R + J
n
H,Ca, ṅL = J
n
L,R + J
n
L,Ca, ṅR.d = J
n
R,H + J
n
R,L, (3.68)
ṪH =
1
nH cv
(
IH,ExH − pH V̇H + IH,Ca − IR,H − TH cv ṅH
)
, (3.69)
ṪL =
1
nL cv
(
IL,ExL − pL V̇L + IL,Ca − IR,L − TL cv ṅL
)
, (3.70)
ṪR.d =
1
nR.d cv
(IR.d − TR.d cv ṅR.d) , (3.71)
ĖR.h = IR,H −
IR.d
2
−
2
CR
(
JSR,H + J
S
R,L − JSR.d + ΣSR
)
− IR,H−IR.d/2
ER.h
− IR,L−IR.d/2
ER.l
1/ER.l − 1/ER.h
, (3.72)
ĖR.l = IR,L −
IR.d
2
+
2
CR
(
JSR,H + J
S
R,L − JSR.d + ΣSR
)
− IR,H−IR.d/2
ER.h
− IR,L−IR.d/2
ER.l
1/ER.l − 1/ER.h
. (3.73)
Again, cv and CR represent the working gas’ isochoric heat capacity and the heat
capacity of the regenerator matrix, respectively.
In section 3.3 it was described that the internal gas reservoir’s temperature TR.d can
either be maintained at the log mean temperature T̃R,H,L by using an infinitely fast
transfer law, or by using a finite transfer law so that TR.d ≈ T̃R,H,L. In the latter
case, TR.d becomes an additional degree of freedom, which simplifies the calculation of
time derivatives and fluxes. This is particularly advantageous for the later intended
application of control theory. Therefore, here TR.d is treated as an additional degree of
freedom (Eq. 3.71) and the fluxes to the internal gas reservoir are defined as:
IR.d = KR.d
(
T̃R,H,L − TR.d
)
+
{
cp T̃R,H,L J
n
R.d if J
n
R.d ≥ 0
cp TR.d J
n
R.d if J
n
R.d < 0
, (3.74)
JSR.d = KR.d
(
T̃R,H,L − TR.d
)
/T̃R,H,L
+
{
s(T̃R,H,L, pR.d) J
n
R.d if J
n
R.d ≥ 0(
s(TR.d, pR.d) + cp
(
log
T̃R,H,L
TR.d
+ TR.d
T̃R,H,L
− 1
))
JnR.d if J
n
R.d < 0
.
(3.75)
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Apart from the regenerator’s external irreversibilities that occur due to temperature
differences between the regenerator contact points and the working spaces, the pres-
sure drop across the regenerator is considered as an internal irreversibility with the
approximate expression according to Eq. 3.41:
ΣSR = J
n
R,H R log
pH
pR.d
+ JnR,LR log
pL
pR.d
. (3.76)
Note that additional internal irreversibilities, such as the ones presented in section 3.4,
could easily be included as further addends.
Finally, the net output power P and the efficiency η of the Stirling engine are defined
as:
P =
1
τ
∫ τ
0
(
pH V̇H + pL V̇L
)
− γ
(
V̇ 2H + V̇
2
L
)
dt, (3.77)
η =
P
1
τ
∫ τ
0
IH,ExH dt+ IEx
, (3.78)
where the last term in Eq. 3.77 includes mechanical friction of the pistons with the
friction coefficient γ. Moreover, IEx is the heat flux of the external heat leak defined in
Eq. 3.53.
3.5.2 Stirling engine with finite volume regenerator
(FVM-ST model)
The structure of the Stirling engine model with finite volume regenerator is shown
in figure 3.10. The regenerator is discretized with 50 layers. Each regenerator layer
consists of a solid reservoir that represents a slice of the regenerator matrix and a gas
reservoir representing the working gas in this slice. The gas reservoir and the solid
reservoir are connected by a reversible entropy interaction with infinitely fast transfer,
so that their temperatures coincide. The regenerator’s sole internal irreversibility
considered is that due to the pressure drop (C). Irreversibility (U) is not caused by a
physical phenomenon, but comprises numerical irreversibilities that result from the used
finite volume discretization scheme. The remaining definitions are identical to those of
the EEn-ST Stirling engine model with endoreversible EEn-regenerator described in
the previous subsection.
The FVM-ST model belongs to a well-established class of models: According to the
prevalent systematization of simulation models for Stirling and Vuilleumier machines
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Irreversible entropy flux
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Particle flux with pressure drop
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…
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(C) (C)
 𝑇1…  𝑇𝑁
 𝑛1…  𝑛𝑁
(C) (C) (C) (C)(C)(C)
Figure 3.10: Structure of the FVM-ST Stirling engine model utilizing a finite volume
regenerator model. Each regenerator layer consists of a solid reservoir
representing a slice of the regenerator matrix and a gas reservoir repre-
senting the working gas in this slice. All contact points are named after
the subsystem that the attached bilateral interaction connects to. The
overall model has (6 + 2N) degrees of freedom, indicated by dots. The
blue bracketed alphabetic numbering refers to the types of irreversibilities
considered.
[86–89] it is a third-order model, neglecting both the inertial term in the momentum
equation and the kinetic energy term in the energy equation.
3.5.3 Results
The Stirling engine models introduced in the previous subsections feature a volume
dynamics (Eq. 3.67) that involves the control functions uH(t) and uL(t). In this section,
for the purpose of regenerator model validation they are defined as harmonic functions:
uH(t) := Vdead + Vsw
1 + cos (2π t/τ)
2
, (3.79)
uL(t) := Vdead + Vsw
1 + sin (2π t/τ)
2
, (3.80)
where τ is the cycle time. Correspondingly, the engine speed is n = 1/τ . The control
rate factor ν from Eq. 3.67 is chosen large enough as to ensure that the working volumes
approach the control with negligible deviations. Therefore, the resulting volumes VH(t)
and VL(t) can be considered harmonic. The Stirling engine models were solved for the
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parameters presented in table 3.1 and varying machine speed n, until the stationary
operational state was found.
In figure 3.11 (left) the cycle-averaged entropy production rates associated with the
irreversibilities described in section 3.5.1 and section 3.5.2 are shown for the EEn-ST
model (solid) as well as the FVM-ST model (dashed). The alphabetic numbering
of the irreversibilities relates to figure 3.9 and figure 3.10. For the harmonic control
500 1000 1500 2000
0
2
4
6
8
(A)
(B)
(C)
(D)
(E)
(F)
(U)
Engine speed n [rpm]
E
n
tr
o
p
y
p
ro
d
u
c
ti
o
n
ra
te
Σ̄
S
[W
/
K
]
Harmonic piston paths
FVM-ST EEn-ST
500 1000 1500 2000
0
2
4
6
8
(A)
(B)
(C)
(D)
(E)
(F)
(U)
Engine speed n [rpm]
E
n
tr
o
p
y
p
ro
d
u
c
ti
o
n
ra
te
Σ̄
S
[W
/
K
]
Harmonic piston paths
FVM-ST EEn-Jn-ST
Figure 3.11: Average entropy production rates associated with different irreversibilities
for the EEn-ST model (left, solid) and the EEn-Jn-ST model (right, solid)
compared to the FVM-ST model (both subfigures, dashed). The two
endoreversible models differ in the submodel describing the regenerator’s
internal entropy production due to the pressure drop: EEn-ST model:
Eq. 3.41, EEn-Jn-ST model: Eq. 3.47. Nomenclature of irreversibilities
according to figure 3.9: (A) Heat conduction in cylinders, (B) Heat transfer
external reservoirs – gas, (C) Pressure drop regenerator, (D) Thermal
mixing regenerators – working spaces, (E) Gas leakage working spaces –
crankcase, (F) Piston drive friction. Moreover, (U) refers to the inherent
numerical irreversibility of the discretization scheme used in the FVM-ST
model. The results indicate good overall accordance. With the EEn-ST
model noticeable deviations occur for the pressure drop (C). This happens
due to a parabolic pressure distribution in the regenerator and is much
better described by the EEn-Jn-ST model.
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the entropy production rates related to irreversibilities (B), (C), (D) and (F) increase
monotonically, whereas (A) and (E) remain approximately constant. The discretization
scheme used in the FVM-ST model features an inherent numerical irreversibility which
leads to artificial entropy production. In figure 3.11 this is represented by curve (U).
Even though the number of regenerator layers N = 50 was chosen relatively large,
the irreversibility introduced by the scheme is on the order of some of the other
irreversibilities, especially for low engine speeds.
For most of the physical irreversibilities, deviations between the EEn-ST model and
the FVM-ST model are very small. The deviations are most noticeable for the entropy
production rate associated with the pressure drop. At the maximum power point, the
EEn-ST model overestimates the associated entropy production rate by ca. 14 %. Note
that these deviations are due to the use of the approximative expression from Eq. 3.41
and only concern the internal entropy production, not the description of the pressure
drop or the particle transfer itself. Nevertheless, the overall accordance of the entropy
production rates is good, especially regarding the qualitative behavior.
In section 3.4 we discovered that Eq. 3.41 describes the irreversibility associated with
the pressure drop as if the particle flux inside the regenerator was spatially piecewise
constant. This is obviously a rather crude description. Therefore, in the same section,
based on the assumption that the particle flux varies linearly inside the regenerator and
for constant particle transfer coefficient αR, the alternative expression from Eq. 3.47 to
Eq. 3.49 was derived. In an adapted variant of the EEn-ST model, which will in the
following be called EEn-Jn-ST model, Eq. 3.76 is replaced by Eq. 3.47 to Eq. 3.49.
The cycle-averaged entropy production rates of the EEn-Jn-ST model are compared
to those of the FVM-ST model in the right-hand subfigure of figure 3.11. It can be
seen that there is a very good accordance of the EEn-Jn-ST model and the FVM-ST
model regarding all irreversibilities, including irreversibility (C) associated with the
pressure drop across the regenerator. Now, the most noticeable deviations occur for
irreversibility (D) that is due to thermal mixing at the regenerator’s interfaces to the
working spaces. This is connected to the numerical irreversibility (U) occurring only in
the FVM-ST model, as well as the assumption of the linear temperature profile used
in the endoreversible EEn-regenerator model.
In figure 3.12 the net output power (left) as well as the efficiency (right) are plotted
against the engine speed for the EEn-ST model, the EEn-Jn-ST model, as well as
the FVM-ST model. Differences between the two endoreversible models are negligible.
Regarding the net output power shown on the left-hand side, for engine speeds below
700 rpm the accordance between the endoreversible models and the FVM-ST model
is very good. Above about 700 rpm the endoreversible models start to underestimate
the power predicted with the FVM-ST model. At the maximum power point the EEn-
regenerator leads to ca. 2.8 % underestimation of the net output power. Correspondingly,
the endoreversible models approximate the net output power well.
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Figure 3.12: Power (left) and efficiency (right) plotted against the engine speed for
the EEn-ST model and the EEn-Jn-ST model with endoreversible re-
generators as well as the FVM-ST model with finite volume regenerator.
Differences between the two endoreversible models are negligible. At low
engine speeds their accordance with the finite volume model is very good.
At the maximum power point the EEn-regenerator leads to ca. 3 % under-
estimation of the net output power. Regarding efficiency, the accordance
of the models is very good for engine speeds up to 1200 rpm.
As can be seen on the right-hand side of figure 3.12, the efficiency calculated with
the models is in very good accordance for engine speeds of up to ca. 1200 rpm. For
even higher engine speeds, the endoreversible models progressively underestimate the
efficiency predicted by the FVM-ST model. However, the deviation remains relatively
small and the qualitative behavior is well approximated.
3.6 Numerical validation: Vuilleumier refrigerator
As discussed in section 1.1.2, the Vuilleumier cycle operates based on mutual thermal
compression and expansion of two coupled regenerative cycles. Regeneration is a crucial
aspect in the operation of a corresponding Vuilleumier machine, that strongly influences
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its performance. Therefore, in addition to the Stirling cycle, the Vuilleumier cycle is
resorted to for the numerical validation of the developed endoreversible regenerator
model including internal irreversibilities. In thermodynamic models of Vuilleumier
machines a proper representation of the regenerator dead space is important. For
this reason we again use the EEn-regenerator model, which includes an internal gas
reservoir and thus offers an appropriate description of the regenerator dead space.
The exemplary technical application considered here is a Vuilleumier refrigerator for
waste heat recovery on refrigerator trucks. In previous works [12,90], a model of this
Vuilleumier refrigerator was developed, which uses finite volume regenerators. This
model will in the following be referred to as FVM-VM model. The validation of the
endoreversible EEn-regenerator will be done by embedding it into a variant of this
model (EEn-VM model), and comparing it to the original FVM-VM model.
In figure 3.13 the basic design concept of the considered Vuilleumier refrigerator is
shown. In order to obtain a compact design, both regenerators are integrated into
the cylinders so that they act as displacer pistons. The two regenerators separate the
𝑥L(𝑡)𝑥H(𝑡)
𝐼ExH
𝑇ExH
Medium temperature Low temperatureHigh temperature
Low temperature regenerator
𝐼ExL
𝑇ExL
𝐼ExM 𝑇ExM
𝑇H 𝑇MH 𝑇L𝑇ML
High temperature regenerator
Figure 3.13: Basic design concept of the Vuilleumier refrigerator with regenerators that
act as displacer pistons. The regenerators separate the high, medium,
and low temperature subsystems. The medium temperature subsystem
consists of two working spaces that are connected via transfer ports [90].
high, medium, and low temperature subsystems. The medium temperature subsystem
consists of two working spaces that are connected by transfer ports. Changes in the
volume of the subsystems are achieved by displacing the two regenerators via a crank
shaft mechanism with push rods and 90◦ phase difference. Apart from minor changes
due to push rod movement, the overall volume of the working gas helium is constant.
The most essential design and process parameters of the Vuilleumier refrigerator are
summarized in table 3.2. More details can be found in [12,90].
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Table 3.2: Essential design and process parameters of the Vuilleumier refrigerator.
Parameter Symbol Value
High-temperature dead volume VH,dead 68 cm
3
Medium-temperature dead volume VM,dead 202 cm
3
Low-temperature dead volume VL,dead 68 cm
3
Cylinder bore diameter dcyl 110 mm
Push rod diameter drod 10 mm
Regenerator stroke length lstroke 60 mm
High external temperature TExH 300
◦C
Medium external temperature TExM 40
◦C
Low external temperature TExL 910 ◦C
Crankcase pressure pCa 50 bar
Machine speed ncs 100 rpm...900 rpm
3.6.1 Vuilleumier refrigerator with finite volume regenerators
(FVM-VM model)
First, the Vuilleumier refrigerator model with finite volume regenerators (FVM-VM
model) is presented. Its structure is shown in figure 3.14. It was developed in previous
works [12,90] and belongs to the same well-established class of models as the previously
introduced FVM-ST Stirling engine model.
The structure of the Vuilleumier refrigerator model is based on the above-described
basic design concept. It consists of two symmetric halves which represent the two
cylinders of the refrigerator that are linked by transfer ports. The Vuilleumier machine
is decomposed into a network of reversible subsystems with reversible or irreversible
interactions. The solid parts of the machine are represented by solid reservoirs with
filling color gray and the working gas is represented by white gas reservoirs.
At the bottom edge of the figure, the three infinite external heat reservoirs with the
constant temperatures TExH, TExM, and TExL are depicted. The external reservoirs
are directly connected by two irreversible entropy interactions (A) that describe heat
conduction in the cylinder walls of the machine. Above the external reservoirs, each
cylinder head or base is represented by five finite heat reservoirs. These represent five
slices of each respective part, so that the model is able to account for sever temperature
drops in the cylinder heads & bases. Heat fluxes between the external reservoirs and the
cylinder heads & bases as well as heat conduction between the five slices of the cylinder
heads & bases (B) is irreversible due to the material’s finite heat conductance.
The four gas reservoirs H, MH, ML, and L stand for the four working spaces of the
machine. Above them, there are four more solid reservoirs which represent parts of
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Figure 3.14: Structure of the Vuilleumier refrigerator model with finite volume regener-
ators (FVM-VM model). The blue bracketed alphabetic numbering refers
to the different types of irreversibilities considered.
the regenerator assembly. The irreversibilities (C), (D), and (F) concern finite heat
transfer between solid parts and the working gas.
Irreversibility (E) takes into account heat conduction between the hot and cold sides
of the regenerators, which represents internal heat leaks. Irreversibility (G) is the
pressure drop across the regenerator and (H) accounts for mixing of working gas with
different temperatures at the interfaces of the regenerators and the working spaces.
Similarly, (I) represents thermal mixing, heat transfer, and pressure drop across the
transfer ports. Finally, (J) incorporates gas leakages between the medium-temperature
working spaces and the crankcase of the machine.
The quantitative modeling of the depicted extensity fluxes is based on semi-empirical
transfer laws. As the focus of this section is on the comparison of the regenerator
models, details on interaction modeling are omitted here, but can be found in [12,90].
3.6.2 Vuilleumier refrigerator with endoreversible
regenerators (EEn-VM model)
The structure of the Vuilleumier refrigerator model with endoreversible regenerators
(EEn-VM model) is schematically shown in figure 3.15. It is obvious, that apart from
the regenerators, the structures of the FVM-VM model and the EEn-VM model
are identical. For the description of the regenerators in the EEn-VM model, the
EEn-regenerator model presented in section 3.3 is employed.
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Figure 3.15: Structure of the Vuilleumier refrigerator model with endoreversible re-
generators (EEn-VM model). The boxes with rounded edges represent
endoreversible regenerators with an internal structure according to fig-
ure 3.6. The blue bracketed alphabetic numbering refers to the different
types of irreversibilities considered.
The endoreversible regenerators RH and RL are represented by light-grey boxes
with rounded edges. In contrast to figure 3.6, in figure 3.15 the regenerators have
two additional contact points in order to account for heat exchange with the other
regenerator assembly parts. However, as indicated by the labels H and L, the same
contact point temperatures are used for them.
To ensure comparability of the results, in the EEn-VM model, interaction modeling
is done with the same constitutional relations and parameter values as in the FVM-
VM model. Internal irreversibilities of the regenerators are modeled according to
Eq. 3.39, Eq. 3.41, Eq. 3.50, and Eq. 3.52. The heat transfer coefficient between working
gas and regenerator matrix is defined dependent on temperature, density, and flow
velocity. In the FVM-VM model, those quantities vary throughout the regenerators.
Therefore, in this model, the heat transfer coefficient between working gas and matrix is
inhomogeneously distributed in each regenerator. As opposed to that, in the EEn-VM
model the respective heat conductance is by definition homogeneous and is determined
with arithmetic averages of temperature, density, and flow velocity.
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3.6.3 Results
For the parameter values from table 3.2 and varying machine speeds, the two Vuilleumier
refrigerator models were solved numerically until the stationary operational states
(periodic solutions) were obtained. In figure 3.16 the average entropy production rates
for the considered irreversibilities are shown for varying machine speed. The results of
the EEn-VM model are plotted with solid lines, those of the FVM-VM model with
dashed lines. On the left-hand side the shown entropy production rates relate to heat
conduction and heat transfer. On the right-hand side the entropy production rates
associated with gas flows can be seen.
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Figure 3.16: Average entropy production rates associated with different irreversibilities
addressing heat conduction & transfer (left) and gas flow (right) according
to the definition from figure 3.15: (A) Heat conduction in cylinders, (B)
Heat conduction in heads & bases, (C) Heat transfer heads & bases – gas,
(D) Heat transfer regenerator assemblies – gas, (E) Heat conduction in
regenerators, (F) Heat transfer gas – regenerator matrix, (G) Pressure drop
regenerator, (H) Gas mixing regenerators – working spaces, (I) Gas mixing
and heat transfer through transfer ports, (J) Gas leakage working spaces
– crankcase. Dashed lines with stars: Nodal model with finite volume
regenerator (FVM-VM); Solid lines with circles: Reduced order model with
endoreversible EEn-regenerator (EEn-VM). The results indicate that the
internal irreversibility expressions from section 3.4, which were embedded
in the EEn-regenerator model, constitute suitable approximations to the
irreversibilities predicted by the much more detailed finite volume model.
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At low machine speeds, the irreversibilities connected to heat conduction in the cylinders
(A) and regenerators (E) are dominant. In contrast, for machine speeds above 400 rpm,
the pressure drop (G) across the regenerators is dominant regarding entropy production.
The entropy production due to pressure drop (G) exceeds 1 W/K for machine speeds
greater than ncs ≈ 620 rpm and takes values of about 2.83 W/K at ncs = 900 rpm for
both models. The overall agreement of the two models is very good, especially for the
latter irreversibility. Note that this is despite the fact that the simple approximation
according to Eq. 3.41 is used in the EEn-VM model, which led to a worse accordance
for the EEn-ST Stirling engine model, see figure 3.11 (left).
Deviations that are more noticeable occur with the irreversibilities (F) and (H). Those
irreversibilities are connected to the regenerator. Here, (F) considers the internal
irreversibility due to finite heat transfer between working gas and regenerator matrix,
which is, as opposed to the FVM-VM model, considered as homogeneous in the EEn-
VM model. The irreversibility (F) due to finite heat transfer between working gas
and matrix was approximated according to Eq. 3.52 assuming a small homogeneous
temperature difference. Despite these simplifications, the deviation of the EEn-VM
model from the FVM-VM model is less than 10 % regarding this single irreversibility.
Curve (H) shows the regenerators’ external irreversibility due to temperature differences
of the gas at the contacts of the regenerators and the working spaces. The other
irreversibilities feature smaller deviations so that the sums of all entropy production
rates of the two models differ by less than 3 %.
In the left-hand subfigure of figure 3.17 heating power 9ĪExH (red), cooling power 9ĪExC
(blue), and mechanical power consumption P̄ (black) are plotted against the machine
speed. Again, the results of the EEn-VM model are denoted by solid lines and those
of the FVM-VM model by dashed lines. All the three plotted energy fluxes feature a
good agreement for the two models. In the considered range, the cooling power is a
concave function of the machine speed that has its maximum at ncs ≈ 600 rpm for both
models. The EEn-VM model predicts a maximum cooling power that underestimates
the result of the FVM-VM model by ca. 2 %. The heating power and the mechanical
power consumption increase monotonically over the machine speed.
Both the heating power and the mechanical power consumption constitute costs
that have to be expended in order to achieve cooling. Therefore, the coefficient of
performance is defined as
COP =
9ĪExC
9ĪExH + P̄
. (3.81)
In the right-hand subfigure of figure 3.17 the cooling power is plotted against the COP
for varying machine speed. It can be seen that, starting at ncs = 100 rpm the COP rises
with increasing machine speed. At about 225 rpm the maximum of the COP occurs,
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Figure 3.17: Left: Heating power (red), cooling power (blue), and mechanical power
consumption (black) plotted against the machine speed. Right: Cooling
power plotted over the coefficient of performance. Dashed lines with
stars: Nodal model with finite volume regenerator (FVM-VM); Solid lines
with circles: Reduced order model with endoreversible EEn-regenerator
(EEn-VM). The results show that in combination with the approximative
internal irreversibility expressions from section 3.4, the EEn-regenerator
model provides accurate results over the complete considered range of
engine speeds.
measuring ca. 0.47 with both models. Afterwards the COP decreases while the cooling
power is still increasing until its maximum value is reached at ca. 600 rpm measuring
ca. 530 W (EEn-VM model). The corresponding COP is ca. 0.29. Above 600 rpm both
the cooling power and the COP diminish and the thermodynamic process collapses.
3.7 Summary
In this chapter three variants of an endoreversible model for thermal regenerators were
developed, referred to as ES -, EE -, and EEn-regenerator model. The model is based
on the notion of an internally reversible regenerator, which was defined as a subsystem
that conserves both energy and entropy. Nevertheless, the model is not limited to the
reversible description: External irreversibilities occur in the regenerator’s interactions
with the adjacent gas reservoirs due to thermal mixing, and internal irreversibilities
can be accounted for via entropy source terms by additional submodels. The three
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most important model assumptions of the first two model variants, the ES - and the
EE -regenerator model, are:
(A) The temperature difference between working gas and regenerator matrix is small.
(B) The spatial temperature distribution in the regenerator is linear.
(C) Only the regenerator matrix is encompassed by the ES - and the EE -regenerator
model variants. The regenerator dead space is excluded from the description.
In the EEn-regenerator model (A) and (B) are taken over, whereas the regenerator
dead space is taken into account by an additional gas reservoir.
From a consideration of a continuous one-dimensional solid body with linear spatial
temperature distribution, expressions for energy and entropy were derived as functions
of the temperatures at the boundaries (contact point temperatures). The expressions for
energy and entropy were solved for the two contact point temperatures via polynomial
approximation. In doing so, the contact point temperatures could be expressed as
functions of the energy and entropy contained in the regenerator matrix. The contact
point temperatures, in turn, were used in the definitions of energy and entropy fluxes
which enter or leave the regenerator at its contact points.
In the ES -regenerator model the dynamics of the regenerator was determined via
the requirement of instantaneous conservation of energy and instantaneous balance
of entropy. This led to two ordinary differential equations, one for energyE and
one for entropyS. In the entropy balance equation an entropy source term was
introduced to account for one or several types of internal irreversibilities. These
internal irreversibilities encompass loss phenomena, which occur inside the regenerator,
due to for example pressure drop, finite heat transfer between gas and matrix, and heat
conduction between the regenerator’s hot and cold side. As opposed to the internal
irreversibilities, external irreversibilities occur in the interactions of the regenerator
with the adjacent gas reservoirs. These external irreversibilities are due to thermal
mixing and cannot be avoided, even if the regenerator is considered as internally
reversible.
In the EE -regenerator model, the regenerator was described by an internal endore-
versible structure with an engine and two finite heat reservoirs. It was shown that
as an alternative to solving balance equations for energy and entropy, the dynamics
of the regenerator can be set up by using the two internal heat reservoir’s energiesE
as state variables. The use of the internal endoreversible structure brings about the
possibility to consider temperature gradient evolutions that involve sign changes in the
EE -regenerator model, which was not possible in the ES -regenerator model.
The EEn-regenerator model is an extension of the EE -regenerator model, in which
a gas reservoir was added to the regenerator’s internal endoreversible structure to
account for the influence of the regenerator dead volume filled with particle number n.
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Thus the working gas contained in the regenerator dead space is attributed the proper
effective temperature, which is the logarithmic mean of the contact point temperatures.
This is advantageous for the description of systems where changes of the average
gas temperature induce pressure changes, as it is the case, for example, in Stirling
and Vuilleumier machines. By proper attribution of the dead space temperature, the
amount of gas in the regenerator’s dead space is calculated more accurately, and thus
also the pressure in the overall system in which the regenerator is embedded.
Conversely, the ES -regenerator model and the EE -regenerator model are rather suited
for applications where the exact consideration of the regenerator dead space is of
subordinate importance. For example they could be used to describe the regenerators
used in gas turbine applications. For the example applications of this thesis, which are
Vuilleumier and Stirling machines, the EEn-regenerator model is used.
The EEn-regenerator model was validated numerically for an exemplary Stirling engine
in α-type configuration. The results of the corresponding EEn-ST Stirling engine
model were compared to a more detailed model variant which uses a finite volume
regenerator (FVM-ST model). The comparison showed a good accordance of the
models regarding entropy production rates related with single irreversibilities, as well
as power and efficiency.
As discussed in section 1.1.2 regeneration is of major importance for the Vuilleumier
process due to the combination of a clockwise and a counterclockwise sub-cycle. Hence,
in addition to the Stirling engine, the application example of a Vuilleumier refrigerator
was resorted to for a numerical validation of the EEn-regenerator model with internal
irreversibilities. The numerical validation was again done against a finite volume
regenerator model. The results were compared regarding entropy production rates
associated with single irreversibilities as well as different performance measures of the
refrigerator.
Even though the EEn-regenerator model incorporates significantly fewer degrees of
freedom and reduced numerical effort considerably, it provided very reliable and
accurate approximations to the results of the much more detailed finite volume models,
for both the Stirling and the Vuilleumier machine.
Due to its low number of degrees of freedom and reduced numerical effort, the developed
endoreversible regenerator model is predestined for applications such as design and
control optimizations. In the second part of this thesis, this will be demonstrated in
an exemplary manner for the piston path optimization of a Stirling engine by help of
the EEn-ST model.
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A mathematical model of a physical system generally provides a functional relation
from input quantities to output quantities. Input quantities may, for instance, be
material parameters, geometrical dimensions, or controllable quantities like the position
of a piston or valve. The output quantities typically include performance measures
that characterize the system’s operation, for example its average output power. If
the modeled system features a dynamical behavior, some of the input and output
quantities may be constant over time (static quantities) while others may vary with
time (dynamic quantities).
One way to perform an optimization of such a dynamical system is to only consider
static optimization variables. This is called a static optimization. Moreover, it is
possible to express dynamic input variables (controls) via parametrized functions.
The corresponding parameters are again static optimization variables. In doing so,
a straight forward way for the optimization of dynamic input variables (controls) is
found, for which the known methods for solving static optimization problems can be
used. Therefore, such approaches for solving optimal control problems are sometimes
referred to as direct methods [3, 91–93].
For example, let us consider the model of an α-type Stirling engine that incorporates
piston drive mechanisms with a crank shaft with large moment of inertia as schematically
shown in figure 4.1. The rotational speed of the crank shaft a1, its eccentricities a2
and a3, the connecting rod lengths a4 and a5 as well as the phase difference of the two
Figure 4.1: Left: Schematics of an α-type Stirling engine with static optimization
variables ai, i ∈ {1, ..., 6} related to the engine’s crank mechanism. Right:
Variations of the time-dependent cylinder volumes for varying values of ai.
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pistons a6 shall be considered as static input variables. Then, for example, the average
output powerP of the Stirling engine can be expressed as a function f of those six
variables. Now, a static optimization problem can be formulated as: Find
a∗ = argmax
a
f(a) (4.1)
with n = 6, where f is the objective function, a is the vector of the optimization
variables ai, i ∈ {1, ..., 6}, and a∗ is the optimal variable set. In this static optimization
problem, the optimization variables are parameters of functions that control the piston
movements, that is, they are numbers. It is easy to imagine that changing the values
of rotational speed, crank shaft eccentricity, and connecting rod length changes the
shapes of the functions VH(t) and VL(t) that represent the volumes of the hot and
cold space, respectively. The shapes of VH(t) and VL(t), in turn, influence the output
powerP .
The shapes of VH(t) and VL(t) which can be realized by a crank shaft mechanism like
in figure 4.1 are very limited and it is reasonable to assume that a further increase
of P was possible if VH(t) and VL(t) were arbitrary. This motivates to use a different
optimization approach, in which the functions VH(t) and VL(t) themselves are the
optimization variables. That is, the optimization variables are no longer numbers, but
functions. To solve this dynamic optimization problem, approaches are required which
are different from the ones known for static optimization problems. They are based on
calculus of variations and are often closely related to methods known from analytical
mechanics. This is partly reflected in nomenclature, as will be seen below. Since they
involve solving additional (costate) equations, such methods for solving optimal control
problems are sometimes referred to as indirect methods [3, 91–93].
4.1 Theoretical framework
Optimal Control Theory provides a framework for the dynamic (or indirect) optimiza-
tion of dynamical systems like the Stirling engine from the above example. The type
of optimal control problem considered in this thesis can be formulated as: Maximize
the objective functional
J =
∫ τ
0
ζ(x(t),u(t)) dt (4.2)
subject to the constraint
ẋ(t) = f(x(t),u(t)) (4.3)
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for a fixed period τ . Here, x(t) is the state vector of the system. The dynamics of
the system is determined by the ordinary differential Eq. 4.3 and is influenced by the
vector-valued control function u(t). For the formulation of necessary conditions of
optimality, a Hamilton function H is defined by [3,4]
H(x(t),u(t),λ(t)) = ζ(x(t),u(t)) + λ(t)Tf(x(t),u(t)) (4.4)
with the adjoint vector λ(t), which will in the following also be called costate vector.
The first order necessary conditions for the unconstrained control u(t) being the optimal
control are [3, 4]
ẋ(t) = ∇λH, (4.5)
λ̇(t) = 9∇xH, (4.6)
0 = ∇uH (4.7)
combined with respective transversality conditions that specify the boundary conditions
for the state and costate dynamics from Eq. 4.5 and Eq. 4.6, respectively. In the case
of the optimal cyclic regime, as valid for the stationary operational state of a cyclically
operating engine, these boundary conditions are [4]
x(τ) = x(0), (4.8)
λ(τ) = λ(0). (4.9)
Note that this does not render the problem overdetermined, since the initial and final
values are not quantified, but only required to be equal.
In this way, the global dynamic optimization problem from Eq. 4.2 with the constraint
Eq. 4.3 is turned into the continuous set of local (static) optimization problems from
Eq. 4.7 with the constraints Eq. 4.5 and Eq. 4.6. This means that H must be maximized
locally for all t ∈ [0, τ). For the optimal solution x∗(t),u∗(t),λ∗(t) of the considered
kind of cyclic optimization problem without explicit time dependence, the temporal
value of the Hamilton function H∗(t) is constant [3, 4].
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4.2 Dynamic optimization algorithm
The indirect optimal control problem of the structure described in the previous section
is in this work solved with an indirect iterative gradient method. The latter was
inspired by a contribution of Craun and Bamieh [29,94] who solved an optimal control
problem of a modified β-Stirling engine using an ideal thermodynamic model, namely
the Schmidt model. Similar methods have earlier been used for example by Horn and
Lin [95], Kowler and Kadlec [96], as well as Noorden et al. [97] for other applications.
The method used in this thesis differs from the aforementioned ones in the way the
periodic solutions of the state and costate equations are obtained.
A pseudocode representation of a simplified version of the optimization algorithm used
is shown in Alg. 1. In the first section between line 1 and 23, basic function definitions
are made. First, the right-hand side (RHS) of the state dynamics is defined as a vector
function f(x,u). Afterwards, the path cost function ζ(x,u) that is to be maximized in
terms of the objective functional from Eq. 4.2 is defined. Then, based on the definition
of the Hamilton function H(x,u,λ) from line 8 to 10, the right-hand side of the costate
dynamics is defined in terms of an approximation 9∇appx H(x,u,λ):
9
∂H(x,u,λ)
∂xm
≈ 9H(x+ ε êm,u,λ)−H(x,u,λ)
ε
(4.10)
where xm is the m
th state component, êm is the corresponding unit vector and ε is a
sufficiently small difference. For simple systems it is reasonable to derive this right-hand
side in terms of algebraic expressions. However, for involved systems it can be much
more practicable to do this by numerical partial differentiation, as for example according
to Eq. 4.10. Note that for systems with discontinuous dynamics additional care must be
taken here in order to make sure that the derivatives are properly approximated in the
vicinity of the discontinuity. Similarly to 9∇appx H(x,u,λ), the vector ∇appu H(x,u,λ)
of partial derivatives of the Hamilton function with respect to the control is defined
from line 16 to 20. Here, the following approximation is used:
∂H(x,u,λ)
∂um
≈ H(x,u+ ε êm,λ)−H(x,u− ε êm,λ)
2 ε
(4.11)
where um is the m
th control component, êm is the corresponding unit vector and ε
is again a sufficiently small difference. Finally, between line 21 and 23 a function is
defined that maps an arbitrary time t into the τ -periodic time domain [0, τ).
In the second section between line 24 and 31, the most relevant variables are declared
and initialized. These are the control vector function u(t), the state vector function
x(t), and the costate vector function λ(t). They are defined in the time domain [0, τ).
In a discrete implementation, these vector functions may be represented by vectors
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Algorithm 1 Cyclic optimal control algorithm.
1: //############ Basic functions of the control problem ############
2: define f(x,u) { // RHS of state dynamics
3: return temporal rate of state vector;
4: } ;
5: define ζ(x,u) { // Path cost function
6: return path cost value;
7: } ;
8: define H(x,u,λ) { // Hamilton function
9: return ζ(x,u) + λTf(x,u);
10: } ;
11: define 9∇appx H(x,u,λ) { // Approximation of RHS of costate dynamics
12: declare ε = small number;
13: declare êm = unit vector of m
th state component;
14: return
∑
m 9êm ( H(x+ ε êm,u,λ)−H(x,u,λ) ) / ε;
15: } ;
16: define ∇appu H(x,u,λ) { // Approximation of control gradient function
17: declare ε = small number;
18: declare êm = unit vector of m
th control component;
19: return
∑
m êm ( H(x,u+ ε êm,λ)−H(x,u− ε êm,λ) ) / (2 ε) ;
20: } ;
21: define C(t, τ) { // Map arbitrary time t to [0, τ)
22: return t− floor(t/τ) τ ;
23: } ;
24: //########## Declare control, state, and costate functions ###########
25: declare τ = cycle time; // Define cycle time
26: declare u(t) with t ∈ [0, τ) ; // Control vector function
27: declare x(t) with t ∈ [0, τ) ; // State vector function
28: declare λ(t) with t ∈ [0, τ) ; // Costate vector function
29: initialize u(t) with smooth guess of optimal control vector function;
30: initialize x(0) with arbitrary admissible values;
31: initialize λ(0) = 0;
32: //############ Iterative optimization of the control #############
33: for(n = 0;n < large number;n = n+ 1) {
34: declare r = large natural number; // Number of cycles to equilibrate system
35: declare Λ = small number; // Step-size factor for search direction
36: // Solve state and costate dynamics for r cycles and map last computed cycle to [0, τ):
37: solve x(t) = x(0) +
∫ (rτ)+t
0 f(x(C(θ, τ)),u(C(θ, τ))) dθ;
38: solve λ(t) = λ(0) +
∫ 9(rτ)+t
0 9∇
app
x H(x(C(θ, τ)),u(C(θ, τ)),λ(C(θ, τ))) dθ;
39: declare s(t) = ∇appu H(x(t),u(t),λ(t)) for t ∈ [0, τ) ; // Define search direction
40: smooth s(t) in the periodic domain t ∈ [0, τ) ; // Smooth search direction
41: update u(t) = u(t) + Λ s(t) for t ∈ [0, τ) ; // Shift control
42: smooth u(t) in the periodic domain t ∈ [0, τ) ; // Smooth control
43: } ;
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of arrays, where the array lengths correspond to the number of time steps per period.
That means, the values of u, x, and λ are saved at every time step in the periodic
domain. The control vector function u(t) is initialized with a smooth τ -periodic guess
of the optimal control. Moreover, x(0) is set to arbitrary but physically admissible
values whereas λ(0) is set to 0.
The iterative control optimization itself is described in the third section between line 32
and 43. It starts at iteration n = 0 with the initial guess of the smooth τ -periodic
control function u(0)(t), and the previously defined state and costate initial values
x(0)(0) and λ(0)(0), respectively. Here, the bracketed superscript shall identify the
iteration n of the for-loop from line 33 to 43. Since the control is predefined, the state
and costate problem can be solved separately. The steps to obtain the subsequent
iteration u(n+1)(t) according to Alg. 1 can be summarized in simplified terms:
1. For the given smooth, periodic control vector function u(n)(t): Solve the state
equation
ẋ(n)(t) = f(x(n)(t),u(n)(t))
by temporal forward integration from t = 0 until the cyclic equilibrium is reached.
Take only the last cycle to redefine x(n)(t) as a τ -periodic function for all t. (See
Alg. 1, line 37.)
2. For the given smooth, periodic control vector function u(n)(t) and the periodic
solution of the state vector x(n)(t): Solve the costate equation
λ̇(n)(t) = 9∇xH(x(n)(t),u(n)(t),λ(n)(t))
by temporal backward integration from t = 0 until the cyclic equilibrium is
reached. Take only the last cycle to redefine λ(n)(t) as a τ -periodic function for
all t. (See Alg. 1, line 38.)
3. Calculate the search direction (See Alg. 1, line 39.)
s(n)(t) := ∇uH(x(n)(t),u(n)(t),λ(n)(t)).
4. Calculate the next control vector function
u(n+1)(t) := u(n)(t) + Λ s(n)(t)
with a sufficiently small positive step-size factor Λ. (See Alg. 1, line 41.)
5. Set new initial values x(n+1)(0) := x(n)(0) as well as λ(n+1)(0) := λ(n)(0).
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The dynamic systems considered here are required to posses a limit cycle. That is,
given a proper periodic control function, the systems feature a closed state trajectory
x∞(t) in the state space, which is moreover attractive. Here, the subscript ∞ refers to
this limit cycle and attractive means that if the state dynamics is integrated forward
in time starting from t0 with a proper initial value x(t0) in the vicinity of x∞(t0),
then x(t)→ x∞(t) for t→∞. This is a property of many dissipative systems, and is
directly made use of in the 1. step (Alg. 1, line 37) for finding the periodic solution of
the state vector.
Numerical studies of optimal control problems carried out in the context of this work
imply that the costate dynamics then features a limit cycle, too, for the prescribed
periodic control u(t) with the corresponding state vector limit cycle x∞(t). However,
the respective closed trajectory λ∞(t) is repulsive when the costate dynamics is
considered forward in time, and becomes attractive in the reversed time direction:
λ(t) → λ∞(t) for t → 9∞. Therefore, in the 2. step (Alg. 1, line 38) the temporal
direction of integration is reversed to obtain the periodic solution of the costate
vector. The correspondingly enhanced stability of the costate problem under temporal
backward integration can also be exploited without directly making use of the limit-
cycle property for obtaining the periodic solution, but for solving boundary value
problems, for example see [3, 97].
Note that the way in which the control is embedded in the system, can influence the
existence of these limit cycles in the state and costate problems. To illustrate this, let
us return to the example of the α-Stirling engine from the beginning of this chapter.
Instead of performing a static optimization of parametrized volume functions, we now
consider a dynamic optimization problem by directly searching the (unparametrized)
optimal volume functions V (t). Here, V (t) is a vector with the elements VH(t) and
VL(t). In order to be able to include a V̇ -dependent friction term in the optimization,
V (t) is considered as a state variable. An obvious choice for the embedding of the
control u(t) in the state dynamics would be:
V̇ (t) = u(t). (4.12)
For a τ -periodic control u(t) with average value
∫ τ
0
u(t) dt = 0, the resulting volumes
V (t) will be periodic. However, this dynamics does not feature a limit cycle: Indeed,
the solution of V (t) will remain dependent on the choice of the initial value V (0) from
which integration was started. This will translate to the costate problem, so that the
solution algorithm from above will in general not converge without further manipulation
of the optimization problem. A proper choice for embedding the control in the system’s
state dynamics that leads to the existence of a limit cycle for a continuous periodic
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u(t) is:
V̇ (t) =
ν
τ
(u(t)− V (t)) (4.13)
with a sufficiently large number ν. This dynamics is similar to that of an overdamped
oscillator being attached to a spring with moving support. If ν →∞ then V (t)→ u(t)
for t→∞, independent of the initial value V (0). That is, for ν →∞, the control u(t)
represents the limit cycle V∞(t) of the volume.
In the 3. step (Alg. 1, line 39) a search direction s(n)(t) is defined according to the
partial derivatives of the Hamilton function with respect to the control. In the 4. step
(Alg. 1, line 41) this search direction is added to the current control u(n)(t) with a
small step-size factor Λ to obtain the new control u(n+1)(t). For practical purposes
Λ must be a finite number. Hence, the temporally discretized problem, may feature
numerical instabilities that require additional stabilization techniques. In this work,
an exponential smoothing algorithm that takes into account the smoothed temporal
derivative is applied to both s(n)(t) and u(n+1)(t) after the 3. step (Alg. 1, line 40) and
4. step (Alg. 1, line 42), respectively. This exponential smoothing algorithm applied
to a discretized function y(t) with the equidistant step size ∆t has the following
structure:
~v(t+ ∆t) := s1 ~v(t) + (1− s1)
y(t)− y(t−∆t)
∆t
, (4.14)
~v(t−∆t) := s1 ~v(t) + (1− s1)
y(t+ ∆t)− y(t)
∆t
, (4.15)
~y(t+ ∆t) := s2 (~y(t) + s3 ~v(t) ∆t) + (1− s2)y(t+ ∆t), (4.16)
~y(t−∆t) := s2 ( ~y(t)− s3 ~v(t) ∆t) + (1− s2)y(t−∆t), (4.17)
ỹ(t) := ~y(t)/2 + ~y(t)/2, (4.18)
where s1, s2, s3 ∈ [0, 1] are smoothing parameters. Eq. 4.14 and Eq. 4.16 are iterated
forward in the periodic domain, while Eq. 4.15 and Eq. 4.17 are iterated backward
until stationary distributions of ~v(t), ~v(t), ~y(t), and ~y(t) are obtained. The smoothed
function ỹ(t) is then calculated according to Eq. 4.18.
In order to accelerate the optimization algorithm, the step-size factor Λ from the
4. step (Alg. 1, line 41) can be made adaptive. Then Λ(n) would be updated after every
iteration following a specific rule. Beyond that, it has proved advantageous for the
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optimization problem considered in this thesis to replace Λ(n) with a vector function
Λ(n)(t) that accounts for the local history of s(t) during the previous iterations. The
next control is then obtained by adding the component-wise product of Λ(n)(t) and
s(n)(t) to u(n)(t).
The five steps of the optimization algorithm are repeated for increasing n until u(n)(t)
has converged to the optimal control. This can for example be checked with the
indicators
C
(n)
∇ :=
∫ τ
0
(
∇uH(x(n)(t),u(n)(t),λ(n)(t))
)2
dt, (4.19)
C
(n)
H := maxt
H(x(n)(t),u(n)(t),λ(n)(t))−min
t
H(x(n)(t),u(n)(t),λ(n)(t)). (4.20)
Both these indicators should approach zero.
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In this chapter the application of Optimal Control Theory to the model of a Stirling
engine with endoreversible regenerator is shown. The Stirling engine model used
for this purpose is the EEn-ST model introduced in section 3.5.1. In section 5.1 the
optimization problem is formulated according to the descriptions of chapter 4. It is
solved with the algorithm from section 4.2 with an exemplary set of parameters for
which the optimization results are presented in section 5.2. In section 5.3 the results are
numerically validated against the FVM-ST Stirling engine model with finite volume
regenerator, which was introduced in section 3.5.2. Finally, in section 5.4 conclusions
will be drawn regarding the downsides, benefits, and further applicability of this
approach.
5.1 Optimization problem formulation
The optimization of the Stirling engine with the dynamics presented in section 3.5.1 is
done for the objective functional
J =
∫ τ
0
(
pH V̇H + pL V̇L
)
− γ
(
V̇ 2H + V̇
2
L
)
− pen(VH, VL) dt (5.1)
being the net (or break) output work during the predefined cycle time τ minus a
penalty that accounts for the minimum and maximum volume requirements. Since the
cycle time is fixed, this is equivalent to maximizing the engines net output power. The
first addend in the integral is the indicated output power of the engine. The second
addend incorporates mechanical friction with the friction coefficient γ and the third
addend is an exponential penalty function for the working volumes VH and VL:
pen(VH, VL) = e
vpen
VH,min−VH
VH,sw + e
vpen
VH−VH,max
VH,sw + e
vpen
VL,min−VL
VL,sw + e
vpen
VL−VL,max
VL,sw (5.2)
with a proper choice of the dimensionless penalty factor vpen. Here, VH,min, VL,min
and VH,max, VL,max are the minimum and maximum volumes, respectively. Corre-
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spondingly, the maximum admissible swept volumes are VH,sw = VH,max − VH,min and
VL,sw = VL,max − VL,min.
Having defined the state dynamics (section 3.5.1) and the objective function, the
Hamilton function can be set up:
H =
(
pH V̇H + pL V̇L
)
− γ
(
V̇ 2H + V̇
2
L
)
− pen(VH, VL) + λTf(x,u) (5.3)
with the state vector x := (VH, VL, nH, nL, TH, TL, ER.h, ER.l, nR.d, TR.d)
T , the corre-
sponding state dynamics vector f(x,u) according to Eq. 3.67 to Eq. 3.73, the costate
vector λ := (λVH, λVL, λnH, λnL, λTH, λTL, λER.h, λER.l, λnR.d, λTR.d)
T , and the prescribed
τ -periodic control vector u := (uH(t), uL(t))
T . This cyclic optimal control problem
is solved numerically with the algorithm from section 4.2 for the exemplary set of
parameters presented in table 5.1 and varying cycle time τ = 0.03 s ... 0.3 s.
As described above, the costate dynamics is determined by numerical partial differ-
entiation of the Hamilton function with respect to the state variables. The search
direction for the iterative adaption of the control is calculated in an analogous manner
by numerical partial differentiation with respect to the control.
The regenerator dead volume was chosen so that it represents a nickel-based regenerator
with 300 J/K heat capacity and a porosity of ca. 0.9. For both cylinders, the swept
volumes are limited to 1000 cm3. The properties of the working gas correspond to
helium [83].
The optimization algorithm used requires the definition of a proper initial control. For
this purpose harmonic functions with 90◦ phase difference are used:
u
(0)
H (t) := VH,min + (VH,max − VH,min)/2 (1 + cos (2π t/τ)) , (5.4)
u
(0)
L (t) := VL,min + (VL,max − VL,min)/2 (1 + sin (2π t/τ)) . (5.5)
The control rate factor ν from Eq. 3.67 represents the ratio of the cycle time to the
relaxation time of the volume dynamics. It is chosen large enough as to ensure that
the working volumes approach the control with negligible deviations for smooth func-
tions such as u
(0)
H (t) and u
(0)
L (t). Therefore, V
(0)
H (t) and V
(0)
L (t) can be considered
harmonic. This harmonic volume dynamics can be technically realized by a rela-
tively simple mechanism, the Scotch yoke [98], and is in the following used as the
benchmark control.
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Table 5.1: Parameters of the Stirling engine optimization problem.
Parameter Symbol Value
Minimum high-temperature volume VH,min 100 cm
3
Minimum low-temperature volume VL,min 100 cm
3
Maximum high-temperature volume VH,max 1100 cm
3
Maximum low-temperature volume VL,max 1100 cm
3
Regenerator dead volume VR.d 800 cm
3
Regenerator heat capacity CR 300 J/K
Regenerator particle transfer coefficient αR 5 · 10−4 mol/(Pa s)
Leak particle transfer coefficient αCa 4 · 10−7 mol/(Pa s)
Control rate factor ν 500
Volume penalty factor vpen 500
Friction coefficient γ 2 · 105 W s2/m6
Heat conductance to hot reservoir KExH 1500 W/K
Heat conductance to cold reservoir KExL 1500 W/K
Heat conductance of external leak KEx 10 W/K
Ideal gas constant R 8.31446 J/(mol K)
Isobaric heat capacity cp 20.786 J/(mol K)
Molar mass M 4.003 · 10−3 kg/(mol K)
Reference entropy at pg0 and Tg0 sg0 117.853 J/(mol K)
Reference temperature Tg0 200 K
Reference pressure pg0 1 bar
High external temperature TExH 500 K
Low external temperature TExL 300 K
Case temperature TCa 300 K
Case pressure pCa 10 bar
5.2 Results
The cyclic optimal control problem was solved for varying cycle time τ , or corre-
spondingly: varying engine speed 1/τ . Figure 5.1 shows the optimal working volume
trajectories plotted against relative time t/τ for varying engine speed 1/τ , represented
by different line colors. The hot working volume VH is plotted with solid lines, whereas
the cold working volume VL is plotted with dotted lines. All working volume trajecto-
ries deviate significantly from harmonic curves. Especially at low engine speeds like
200 rpm (dark blue lines) it is obviously favorable to let the pistons rest in their extreme
positions, for about half the cycle time. At the fringes of these sections with constant
volumes occur relatively sharp bends. The transitions between the bottom and top
dead centers proceed with relatively high piston velocities. For increasing engine speed
the pistons’ dwell times at their extreme positions diminish and eventually the curves
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Figure 5.1: Power-optimal trajectories of the working volumes V optH (solid lines) and
V optL (dotted lines) of the α-type Stirling engine for varying engine speed
1/τ . The power-optimal engine speed is ca. 920 rpm (cyan lines). The
optimal trajectories deviate significantly from the harmonic benchmark
functions. At low engine speeds it is favorable to let the pistons rest in
their extreme positions for about half the cycle time. This feature is less
pronounced at higher engine speeds. Above ca. 1100 rpm and ca. 1300 rpm
the working volume trajectories detach from the maximum volume bounds.
detach from the maximum volume bounds. At the highest considered engine speed of
2000 rpm (dark red lines) the swept volume is reduced substantially. This is obviously
favorable in order to avoid increased friction and pressure drop losses that would result
from higher piston velocities and flow rates.
In figure 5.2 the gas temperatures T optH , T
opt
L , and T
opt
R.d resulting from the optimal
control (left) are compared to the gas temperatures T harmH , T
harm
L , and T
harm
R.d resulting
from the harmonic control (right) for varying engine speed 1/τ , again represented
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Figure 5.2: Gas temperatures T optH , T
opt
L , and T
opt
R.d resulting from the optimal control
(left) compared to the gas temperatures T harmH , T
harm
L , and T
harm
R.d resulting
from the harmonic control (right) for varying engine speed 1/τ . The external
temperatures are depicted by dashed lines. At low engine speeds temporal
temperature variations are amplified by the optimal control, whereas they
are reduced at high engine speeds.
by different line colors. The black dashed lines indicate the external heat reservoir
temperatures TExH and TExL.
With the harmonic control (figure 5.2, right), at the lowest considered engine speed
of 200 rpm the gas temperatures in the working spaces are subject to only small
temperature variations of about 5 K. The temperature variations in the working
spaces increase to a significant extent with increasing engine speed. At 2000 rpm
the temperature variations measure ca. 50 K and ca. 45 K for the hot and cold space
respectively. For the harmonic control, the temperature trajectories are smooth.
With the optimal control (figure 5.2, left) the temperature variations are increased at
low engine speeds and reduced at high engine speeds. Furthermore, the temperature
profiles obviously have sharper features. In this plot against relative time t/τ , the
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steepest temporal gradients occur for the lowest engine speeds which is due to time
scaling with variable τ .
During the compression phase that ranges from t/τ ≈ 1/8 to t/τ ≈ 5/8, the gas
temperatures are above the external temperatures and heat is transferred to the
external reservoirs. It can be seen that in this phase the corresponding temperature
difference is much larger for the cold space. Hence the heat flux to the cold external
reservoir dominates. As opposed to that, during the expansion phase ranging from
t/τ ≈ 5/8 to t/τ ≈ 1/8, the gas temperatures are below the external temperatures.
Now, the corresponding temperature difference is much larger for the hot space and
the heat flux from the hot external reservoir dominates.
The temporal variations of the regenerator dead space temperature TR.d are much
smaller than those of the working spaces for both, the harmonic and the optimal control.
The same holds true for the regenerator matrix temperatures TR,H and TR,L as can be
seen in figure 5.3. Note that the temperature axes are broken for better resolution.
Obviously, the temperature variations of the regenerator are smaller due to the large
heat capacity of the regenerator matrix. Again, for the harmonic control (figure 5.3,
right) the temperature curves are smooth. At low engine speeds the regenerator contact
point temperatures are close to the external temperatures. In fact, for small shares of
the cycle time they even exceed and fall below the high and low external temperatures,
respectively. As the engine speed rises, with the harmonic control the regenerator
contact point temperatures tend towards each other. Correspondingly, the differences
to the external temperatures grow. Here, the temperature difference at the cold side of
the regenerator is slightly larger. However, the temporal variations remain low at both
sides.
Growing differences to the external temperatures correspond to a reduction of the
regenerator’s spatial temperature gradient with rising engine speed. In the considered
EEn-VM Stirling engine model this happens due to different irreversible phenomena:
One of them is the regenerator’s internal irreversibility associated with the pressure
drop. Other reasons are the larger temperature variations in the working spaces as
well as the correlated external irreversibilities.
For the optimal control (figure 5.3, left) the regenerator contact point temperatures
vary with higher temporal gradients and, in the case of T optR,H, with a pronounced peak
at the transition from the compression to the expansion phase at t/τ ≈ 5/8. This peak
is due to the fast compression of the cold space and the subsequent fast expansion of
the hot space.
As the engine speed rises to moderate values, the peak diminishes and the regenerator
contact point temperatures tend towards each other, just like for the harmonic con-
trol. However, above about 1200 rpm, the latter trend reverses and the regenerator’s
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Figure 5.3: Regenerator contact point temperatures T optR,H and T
opt
R,L resulting from the
optimal control (left) compared to the regenerator contact point temper-
atures T harmR,H and T
harm
R,L resulting from the harmonic control (right) for
varying engine speed 1/τ . The external temperatures are depicted by
dashed lines. The regenerator’s temperature variations are much smaller
than those of the working spaces shown in figure 5.2, which is due to the
large heat capacity of the regenerator matrix. For the optimal control at
low engine speeds, the regenerator temperature trajectories feature steep
temporal gradients in the region of the cold blow around t/τ ≈ 5/8.
temperature gradient grows again. This is connected to the reduction in the swept
volumes at high engine speeds, as can be seen in figure 5.1.
In figure 5.4 the regenerator dead space pressure pR.d is shown for the optimal control
(left) in comparison to the harmonic control (right), again plotted against relative
time for varying engine speed 1/τ . The black dashed line represents the case pressure
pCa = 10 bar. For the harmonic control (right) the resulting pressure curves are almost
identical. However, the amplitudes are slightly higher for higher engine speeds and a
small phase shift to earlier times can be observed. The shape is almost harmonic, but
with a rounded low-pressure phase and a slightly pronounced high-pressure phase.
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Figure 5.4: Regenerator dead space pressure poptR.d resulting from the optimal control
(left) compared to the regenerator dead space pressure pharmR.d resulting from
the harmonic control (right) for varying engine speed 1/τ . The black dashed
line represents the case pressure pCa. For the harmonic control the pressure
trajectories do not vary substantially in the considered range of engine
speeds. As opposed to that, severe differences result with the optimal
control for varying engine speed. Here, at low engine speeds a significant
increase of the maximum pressure can be observed.
As opposed to that, for the optimized control, the pressure curves deviate significantly
from harmonic curves. For the lowest engine speed of 200 rpm, the temporal variations
of the absolute pressure are largest. For this engine speed, poptR.d is below the case
pressure for most of the cycle time. The pressure maximum is a slim peak that ranges
almost up to 21 bar. For larger engine speeds the pressure maximum decreases and
widens.
Due to finite mass transfer through the regenerator, the pressure differences shown in
figure 5.5 arises between the hot space and the cold space. With the harmonic control
these are smooth curves, whereas with the optimal control more complex shapes with
a negative peak result. The maximum and minimum occur at the transitions between
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Figure 5.5: Pressure difference poptH − p
opt
L resulting from the optimal control (left)
compared to the pressure difference pharmH −pharmL resulting from the harmonic
control (right) for varying engine speed 1/τ . Positive values induce the hot
blow, negative values the cold blow. Especially with the optimal control
at low engine speeds, the cold blow is much shorter and correspondingly
occurs at larger pressure differences and flow rates than the hot blow.
the expansion and compression phases at t/τ ≈ 1/8 and t/τ ≈ 5/8, respectively.
The magnitude of the minimum is much larger than the maximum. This is because
the transition from compression to expansion proceeds with higher piston velocities
(optimal control) and at higher density than that from expansion to compression. At
high engine speeds the magnitude of the pressure difference is lower for the optimal
control than for the harmonic control due to the reduction of the swept volumes.
In figure 5.6 the net output power P and the efficiency η are plotted against the engine
speed 1/τ for the harmonic (red, dotted) and the optimized (blue, solid) piston paths.
The markers in figure 5.6 indicate engine speeds for which simulations were done. In
the whole considered range of engine speeds the optimization leads to a significant gain
in power. At the maximum power point, which occurs at τ ≈ 0.065 s (ca. 920 rpm)
with both the harmonic and the optimized piston paths, the relative power gain is
ca. 28 %. This relative power gain may strongly depend on the design and process
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Figure 5.6: Net output power P and efficiency η for the harmonic (red, dotted) and
optimal (blue, solid) piston paths plotted against the engine speed. Both,
net output power and efficiency are enhanced by the power-optimal control
in the complete considered range of engine speeds.
parameters as well as on the irreversibilities considered. For example, in previous
research works [99,100] for low-temperature Stirling engines with different parameters,
relative power gains of ca. 50 % were predicted. There, a direct optimization method
with parametrized piston paths and more simplified regenerator models were used.
Note that optimal piston paths obtained with the optimization algorithm from sec-
tion 4.2 generally constitute local optima. This becomes obvious when, for example,
comparing the powers at τ = 0.06 s (1000 rpm) and τ = 0.12 s (500 rpm). At τ = 0.06 s
the power is close to the maximum value, whereas at τ = 0.12 s the power is about
22 % lower. However, it is clear that the optimal control obtained for τ = 0.06 s is
an admissible periodic control for τ = 0.12 s as well. Hence, the power obtained for
τ = 0.06 s (1000 rpm) constitutes a lower bound for the global optimum for τ = 0.12 s
(500 rpm). It can be concluded that the optimal control found for τ = 0.12 s (500 rpm)
is a local optimum and not the global one.
As can be seen in the right-hand subfigure of figure 5.6, the efficiency maximum occurs
at lower engine speeds than the power maximum. Even though the optimization was
performed for the net output power, the efficiency resulting from the optimized control
exceeds the efficiency of the harmonic control in the complete considered range of
engine speeds. For the power-optimized control the efficiency maximum lies at a lower
engine speed and is about 7 % higher than that of the harmonic control.
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5.3 Numerical validation
In what follows, the power-optimized piston paths obtained with the EEn-ST Stirling
engine model (section 3.5.1) are validated numerically. For this purpose, the more
detailed FVM-ST model (section 3.5.2) with finite volume regenerator is resorted to.
All interaction definitions of the FVM-ST model are done analogously to the EEn-ST
model and the same parameter values are used. The FVM-ST model is solved for both,
the harmonic paths as well as the power-optimal paths previously obtained with the
EEn-ST model.
In figure 5.7 the cycle-averaged entropy production rates associated with the irreversibil-
ities introduced in section 3.5.1 and section 3.5.2 are shown. The alphabetic numbering
of the irreversibilities again refers to figure 3.9 and figure 3.10. On the left-hand side,
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Figure 5.7: Average entropy production rates associated with different irreversibilities
for the previously optimized piston paths (left) and harmonic piston paths
(right) according to the definition from figure 3.9: (A) Heat conduction in
cylinders, (B) Heat transfer external reservoirs – gas, (C) Pressure drop
regenerator, (D) Thermal mixing regenerators – working spaces, (E) Gas
leakage working spaces – crankcase, (F) Piston drive friction. Moreover, (U)
refers to the inherent numerical irreversibility of the discretization scheme
used in the FVM-ST model. The results indicate that the accordance of
the models is very good for both, the harmonic and the optimal control.
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the results for the power-optimal piston paths are plotted against the engine speed,
whereas on the right-hand side the results obtained for the harmonic benchmark control
can be seen. As already stated in section 3.5.3, for the harmonic control the entropy
production rates related to irreversibilities (B), (C), (D) and (F) increase monotonically.
As opposed to that, for the optimal control the entropy production rates related to
irreversibilities (B) to (F) feature maximums. At low engine speeds those entropy
production rates are slightly increased, while they are considerably reduced for high
engine speeds in comparison to the harmonic control. This is related to the reduction
in the swept volumes of the optimal piston paths at high engine speeds. The overall
accordance of the two models’ entropy production rates is good for both, the harmonic
and the optimal control. This especially holds true regarding the qualitative behavior.
In figure 5.8 the net output power as well as the efficiency are plotted against the
engine speed for both models as well as the harmonic and the optimal control. The
overall accordance between the models is good for both, the harmonic and the optimal
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Figure 5.8: Power and efficiency of the EEn-ST Stirling engine model (circles) com-
pared to the FVM-ST model (stars) for both, harmonic paths (red) and
the previously calculated optimal paths (blue). At low engine speeds the
accordance is very good. At the maximum power point the EEn-regenerator
leads to ca. 3 % underestimation of the net output power with both, the op-
timal and the harmonic control. However, these deviations are considerably
smaller than the power gain due to piston path optimization.
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control. Above about 700 rpm the EEn-ST model starts to underestimate the power
predicted with the FVM-ST model in both cases. At the maximum power point the
EEn-regenerator leads to 2.8 % and 3.4 % underestimation of the net output power for
the harmonic and the optimal paths, respectively. Nevertheless, these deviations are
significantly smaller than the power gained due to piston path optimization. Hence,
the power gain of the optimized piston paths obtained with the EEn-ST model is
comparable to that calculated with the more detailed FVM-ST model.
5.4 Summary
In this chapter Cyclic Optimal Control Theory was applied to optimize the piston
paths of an α-type Stirling engine for predefined cycle times. The objective function
used was the net output power of the engine. The optimization was done for the
EEn-ST Stirling engine model, introduced and numerically validated in chapter 3. The
irreversible phenomena accounted for in this model are:
(A) an external heat leak (heat conduction in the cylinders),
(B) finite heat transfer between the external heat reservoirs and the working spaces,
(C) pressure drop across the regenerator,
(D) thermal mixing at the regenerator’s contacts to the working spaces,
(E) gas leaks of the piston rings, and
(F) friction of the piston drives.
The EEn-ST Stirling engine model has ten degrees of freedom and involves a very
low computational effort. In particular, its cyclic solution can be found within few
seconds.
The algorithm used for solving the cyclic optimal control problem is an indirect iterative
gradient method which was described in chapter 4. It starts with harmonic initial
controls of the piston paths. For the predefined control it then solves the model’s
state dynamics by temporal forward integration until the cyclic solution is obtained.
Afterwards, for the given control and calculated state trajectories, the cyclic costate
solution is found in a similar manner, but by temporal backward integration. Then,
based on the cyclic state and costate trajectories, the gradient of the Hamilton function
with respect to the control is calculated. The control is gradually adapted by adding
this gradient with a small prefactor and repeating the aforedescribed procedure.
A crucial aspect for numerical optimization in general, and for the application of control
theory in particular, is the numerical effort that the solution of the considered model
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involves. This is because of the large number of times that the model has to be solved
and its state dynamics evaluated during the iterative optimization procedure. This
limits the applicability of control theory to models with low computational effort. In
this thesis, only the low numerical effort of the endoreversible EEn-regenerator model
made it possible to solve the cyclic optimal control problem with moderate overall
numerical effort.
The results show that the optimal piston paths deviate significantly from harmonic
paths. In comparison to the latter, for the considered exemplary parameter set, the
optimal piston paths lead to a relative power gain of ca. 28 % at the maximum power
point. Even though the used objective function was power, efficiency was enhanced in
the complete considered range of cycle times (or equivalently: engine speeds), too.
The results were validated numerically against an analogous Stirling engine model,
where the EEn-regenerator was replaced by a finite volume regenerator (FVM-ST
model). The latter model was solved for both, the harmonic paths and the optimal
paths previously obtained. The comparison of the models regarding power and efficiency
for varying engine speeds shows a good accordance, especially at low engine speeds, for
both the harmonic and the optimal control. The gain in power due to the previously
optimized piston paths could be confirmed with the more detailed finite volume model.
At the maximum power point, the two model’s deviations in the power amount ca. 3%.
The deviations in the efficiency are even smaller. Thus it was shown that the developed
endoreversible model is suitable for the application in piston path optimizations.
The developed optimization method can easily be applied to models that involve
additional irreversibilities, like finite heat transfer between gas and regenerator matrix,
heat conduction between the regenerator’s hot and cold side, or a regenerator bypass
gas leak. Improved particle transfer, heat transfer, and friction laws adapted for a
specific engine design, can be used to achieve more accurate optimization results. The
working gas’ inertia and kinetic energy may be integrated into the model. Design
limitations like maximum pressure or maximum piston acceleration can be included
in the optimal control problem in terms of additional constraints. Moreover, other
types of machines such as β-type or free-piston Stirling engines, Stirling refrigerators,
or Vuilleumier refrigerators can be optimized analogously.
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In this thesis, based on Optimal Control Theory, a method for piston path optimizations
of Stirling engines was developed. Decisive for the efficient practical feasibility of this
task is a low numerical effort of the utilized thermodynamic model. In Stirling engine
models, considerable numerical effort is typically connected to the description of the
regenerator, which is a short-time heat storage that is alternately flushed by hot and cold
working gas. Therefore, in the first part of the thesis Endoreversible Thermodynamics
was utilized to develop three variants of a numerically efficient thermal regenerator
model that is suited for the application in optimal control problems.
In the first chapter of the thesis, the required background regarding thermodynamic
cycles was conveyed. In particular, the Stirling cycle and the closely related Vuilleumier
cycle were discussed. Based on these examples, the necessity of regeneration was
explained from the perspective of classical thermodynamics. Moreover, a brief overview
of previous regenerator modeling approaches was given. In the second chapter, the basic
mindset of Endoreversible Thermodynamics was introduced. By help of several simple
examples, the most important endoreversible building blocks were described. This
provided the theoretical foundation for the following endoreversible regenerator model-
ing. In the third chapter altogether three variants of a reduced-order endoreversible
regenerator model were developed.
In the first model variant, referred to as ES -regenerator model, only the regenerator
matrix was considered, whereas the regenerator dead space was treated in a simplified
manner by allocating it to the adjacent subsystems. The regenerator matrix was
assumed to have a linear temperature distribution, connecting the regenerator’s two
contact point temperatures. Thus, the model involves two degrees of freedom. These
two degrees of freedom were identified with the energy E and entropy S contained
in the regenerator matrix, hence the name ES -regenerator model. Based on the lin-
ear temperature distribution and a reversal of energy and entropy expressions, the
regenerator’s two contact point temperatures were then expressed as functions of its
energy and entropy content. The dynamics of the endoreversible regenerator results
from the balances of energy and entropy inside the regenerator. In the entropy balance
equation, entropy source terms can be added to account for internal irreversibilities.
These source terms can be defined in further submodels, or set to zero to describe the
regenerator as internally reversible. Possible formulations for internal irreversibilities
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were presented, which relate to pressure drop, finite heat transfer between gas and
matrix, and heat conduction between the regenerator’s hot and cold side. In addition
to these (possible) internal irreversibilities, external irreversibilities arise in the inter-
actions of the regenerator with the adjacent subsystems. As opposed to the internal
irreversibilities, external irreversibilities are therefore not arbitrarily definable. They
generally occur due to temperature differences between the regenerator’s contact points
and the connected subsystems.
The second model variant, the EE -regenerator model, is basically a reformulation of
the ES -regenerator model. Here, the regenerator was given an internal endoreversible
structure consisting of two heat reservoirs with independent energies and an engine
that balances energy and entropy fluxes. In doing so, the two degrees of freedom
were identified with the energies of the internal heat reservoirs. The contact point
temperatures were correspondingly expressed as functions of these energies. This
brought about the possibility to consider temperature gradient evolutions with sign
changes in the EE -regenerator model, which had not been possible in the ES -regenerator
model.
A further extension of the EE -regenerator model is referred to as EEn-regenerator
model. Here, a gas reservoir representing the regenerator dead space was added to
the internal endoreversible structure. The contained particle number n of working
gas constitutes an additional degree of freedom. The gas reservoir is by definition
maintained at the logarithmic mean temperature of the regenerator’s contact point
temperatures. Thus the working gas contained in the regenerator dead space is
attributed the proper effective temperature. This is advantageous for the description
of systems where changes of the average gas temperature induce pressure changes, as
in Stirling engines. By proper attribution of the dead space temperature, the amount
of gas in the regenerator’s dead space is calculated more accurately, and thus also the
pressure in the overall system in which the regenerator is embedded.
Regeneration is of significant importance for the proper description of Stirling engines
regarding both efficiency and power. This applies even more so for Vuilleumier machines
since the overall Vuilleumier cycle is composed of a clockwise and a counterclockwise sub-
cycle. Hence, a numerical validation of the developed endoreversible EEn-regenerator
model was not only done for an exemplary Stirling engine, but also for a Vuilleumier
refrigerator. For those validations, analogous Stirling and Vuilleumier models with finite
volume regenerators were utilized as reference models. The comparison of the results
was done regarding entropy production rates associated with single loss phenomena
as well as various performance measures. Despite its significantly fewer degrees of
freedom and reduced numerical effort, the EEn-regenerator model provided very reliable
and accurate approximations to the results of the much more detailed finite volume
models.
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In the fourth chapter a brief motivation and outline of Optimal Control Theory was
given and the theoretical framework was laid out. An indirect iterative gradient method
for solving cyclic optimal control problems was introduced. The algorithm starts with
a predefined periodic control for which the state dynamics is integrated forward in
time until the (approximate) cyclic solution is obtained. Here, the existence of a limit
cycle in the state dynamics is exploited. Subsequently, for the predefined control and
the cyclic state trajectory, the costate dynamics is integrated backward in time until
the (approximate) cyclic solution is obtained. Then, based on the cyclic state and
costate trajectories, the gradient of the Hamilton function with respect to the control
is calculated and used to enhance the control by a small gradient step. This procedure
is repeated and the control is gradually adapted until the optimal control is found.
In the fifth chapter this method was used to power-optimize the piston paths of an
α-type Stirling engine for varying predefined cycle time. The Stirling engine model
utilizes the EEn-regenerator model and takes several loss phenomena into account,
among which are finite heat transfer between the working spaces and the external heat
reservoirs as well as pressure drop across the regenerator and mechanical friction. The
optimal piston paths deviate considerably from harmonic paths, which served as initial
control and benchmark. For the considered set of design and process parameters, the
optimal control leads to a relative power gain of ca. 28 % at the maximum power point.
Even though the optimization was done for power, the efficiency was enhanced in the
whole considered range of cycle times as well. The results were validated numerically
against an analogous Stirling engine model with finite volume regenerator. The gain in
power due to the optimized piston paths could be confirmed with this more detailed
model. At the maximum power point, the powers calculated with the two models
deviate by ca. 3%. The deviations in the efficiency are even smaller. Thus it could be
shown that the EEn-regenerator model is suitable for the application in piston path
optimizations.
In future research work, the developed endoreversible regenerator models should be
validated for a wider range of design parameters and operational conditions. Further
irreversible loss phenomena can be considered by adapted or additional source terms.
Moreover, the inertia and the kinetic energy of the working gas may be taken into
account.
The application of the utilized indirect optimization method is by no means restricted
to Stirling engines. It may be applied to optimize other types of machines such as
different Stirling machine configurations or Vuilleumier machines. Furthermore, it is
possible to combine this method for path optimization with a parallel optimization of
design parameters, so that the system can be optimized as a whole. In combination
with the developed endoreversible regenerator model, the indirect optimization method
thus constitutes an interesting tool that might be helpful in the design process of
respective machines.
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A Nomenclature
Symbols
C J/K Heat capacity
COP - Coefficient of performance
c J/(kg K) Specific heat capacity
cp J/(mol K) Isobaric molar heat capacity
cv J/(mol K) Isochoric molar heat capacity
d m Diameter
E J Energy
êm * m
th state unit vector
f(x,u) [x]/s Time derivative of state vector
H * Hamilton function
H∗ * Optimal Hamilton function
Iαi,r W Energy flux carried by extensity flux J
α
i,r
Ii,r W Overall energy flux carried by multi-extensity flux
Jαi,r [X
α]/s Flux of extensity Xα into subsystem i at contact r
J * Objective functional
K W/K Heat conductance
L,XL J s Angular momentum
l m Length
m kg Mass
n,Xn mol Particle number
P W Mechanical power
p, 9Y V Pa Pressure
Q J Heat
R J/(mol K) Ideal gas constant
S,XS J/K Entropy
s J/(mol K) Molar entropy
s * Search direction
T, Y S K Temperature
t s Time coordinate
U J Internal energy
u * Control vector
um * m
th control component
u∗ * Optimal control vector
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A Nomenclature
V,XV m3 Volume
W J Work
Xα [Xα] Extensity
x * State vector
xm * m
th state component
x∗ * Optimal state vector
Y α J/[Xα] Intensity related to Xα
α mol/(Pa s) Particle transfer coefficient
γ W s2/m6 Friction coefficient
ε * Arbitrarily small difference
ζ(x,u) * Path cost function
η - Efficiency
ηC - Carnot efficiency
Λ,Λ * Step-size factor for search direction
λ * Costate vector
λ∗ * Optimal costate vector
µ, Y n J/mol Chemical potential
ν - Control rate factor
ξ - Dimensionless spatial coordinate
ρ kg/m3 Mass density
ΣS W/K Entropy production rate
σ J/(mol K) Molar entropy production
τ s Cycle time
ω, Y L 1/s Angular frequency
* unit dependent on system definition.
Subscripts & Superscripts
Ca Case, Crankcase
c Compression
cs Crank shaft
cyl Cylinder
.d Regenerator dead space, internal gas reservoir
dead Dead space
e Expansion
Ex External
Fr Frame
g0 Reference for gas
H High temperature
.h Matrix, high-temperature internal heat reservoir
harm Harmonic control
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i (j, k, l) Placeholder for subsystem identifier
L Low temperature
.l Matrix, low-temperature internal heat reservoir
max Maximum
min Minimum
M Medium temperature
(n) Iteration number n
opt Optimal control
R Regenerator
R0 Reference for regenerator matrix
rod Push rod
r (u, v, w) Placeholder for contact point identifier
sub(r) Subsystem that the contact point r belongs to
stroke Displacer piston stroke
sw Swept
therm Thermal
visc Viscous
α (β) Placeholder for extensity identifier α ∈ {S, n, V, ...}
∞ Limit cycle
Operators
˙ Partial differentiation of with respect to t
∇x Partial differentiation of with respect to x
∇u Partial differentiation of with respect to u
∇λ Partial differentiation of with respect to λ
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