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Abstract
In this paper, we study the regularity of the eigenvalues and eigenvectors and the existence of normal-
ized coordinates for quasilinear hyperbolic systems with characteristic fields of constant multiplicity. We
prove that the eigenvalues and eigenvectors of the system have the same regularity as the coefficients of
the system. On the other hand, we show that, for the quasilinear hyperbolic system of conservation laws
with characteristic fields of constant multiplicity, the normalized coordinates exist on the domain under
consideration.
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1. Introduction and main results
In this paper, we consider two problems concerned with the study of quasilinear hyperbolic
systems with characteristic fields of constant multiplicity [2,3,5,7–13,17]. One is the problem on
the regularity of eigenvalues and eigenvectors. Another is the problem on the existence of the
normalized coordinates.
Consider the following quasilinear hyperbolic system of first order:
∂u
∂t
+ A(u)∂u
∂x
= 0, (1.1)
✩ This work was supported partly by the National Science Foundation of China under Grant No. 10371073.
E-mail address: wrdai@126.com.0022-247X/$ – see front matter © 2006 Elsevier Inc. All rights reserved.
doi:10.1016/j.jmaa.2006.04.014
W.-R. Dai / J. Math. Anal. Appl. 327 (2007) 188–202 189where u = (u1, . . . , un)T is the unknown vector-valued function of (t, x), A(u) = (aij (u)) is an
n × n matrix.
By hyperbolicity, for any given u on the domain under consideration, A(u) has n real
eigenvalues λ1(u), . . . , λn(u) and a complete system of left (respectively, right) eigenvectors
l1(u), . . . , ln(u) (respectively, r1(u), . . . , rn(u)). Throughout this paper, we assume that
(H1) (1.1) is a hyperbolic system with characteristic fields of constant multiplicity.
Without loss of generality, we may suppose that
λ(u) λ1(u) ≡ · · · ≡ λp(u) < λp+1(u) < · · · < λn(u). (1.2)
When p = 1, the system (1.1) is strictly hyperbolic; while, when p > 1, (1.1) is a non-strictly
hyperbolic system.
For i = 1, . . . , n, let
li (u) =
(
li1(u), . . . , lin(u)
) (
respectively, ri(u) =
(
ri1(u), . . . , rin(u)
)T )
be a left (respectively, right) eigenvector corresponding to λi(u), i.e.,
li (u)A(u) = λi(u)li(u)
(
respectively, A(u)ri(u) = λi(u)ri(u)
)
. (1.3)
We have
det
∣∣lij (u)∣∣ = 0 (equivalently, det∣∣rij (u)∣∣ = 0). (1.4)
If p = 1, i.e., the system (1.1) is strictly hyperbolic, F. John [5] pointed out without proof
that if the matrix A(u) is C2 smooth with respect to u, then the eigenvalues and eigenvectors are
all C2 smooth. Furthermore, on the domain under consideration, the eigenvectors can be chosen
such that
li (u)rj (u) ≡ δij (i, j = 1, . . . , n) (1.5)
and
rTi (u)ri(u) ≡ 1 (i = 1, . . . , n), (1.6)
where δij stands for Kronecker symbol. It is natural to ask what happens for non-strictly hyper-
bolic systems. In this paper, we shall study this problem and prove the following theorem.
Theorem 1.1 (Regularity). Suppose that the assumption (H1) is satisfied, i.e., (1.2) holds on Ω ,
where Ω is a bounded domain in Rn. Furthermore suppose that the matrix A(u) is Ck (k  0 is
an integer) smooth with respect to u ∈ Ω . Then the eigenvalues λi(u) (i = 1, . . . , n) are all Ck
smooth. Moreover, on the domain Ω , the eigenvectors can be chosen such that they are all Ck
smooth,
ri(u)
T rj (u) = δij (i, j = 1, . . . , p) (1.7)
and the normalized conditions (1.5) and (1.6) hold.
Remark 1.1. As Rn is a metric space, for an open domain Ω which is not bounded, there is a
countable and locally finite open covering of Ω and the resolution of unit subjected to the cover-
ing. Therefore, similar to the proof given in Section 2, Theorem 1.1 is true also for a unbounded
domain Ω .
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rem 1.1 is not true in general. We can see it in the following example (see [6]).
Example 1.1. Consider the canonical family of quadratic normal form systems:
Ut +
(
f (U)
)
x
= 0, (1.8)
where a, b are real parameters and
U = (u, v)T , f (U) = 1
2
(
au2 + 2buv + v2, bu2 + 2uv)T . (1.9)
The system can be rewritten into
Ut + A(U)Ux = 0, (1.10)
where A(U) = ( au+bv bu+vbu+v u ) is C∞ smooth.
The eigenvalues of (1.8) are
λi(U) = 12
[
(a + 1)u + bv + (−1)i
√(
(a − 1)u + bv)2 + 4(bu + v)2 ], i = 1,2. (1.11)
When Δ ((a − 1)u+ bv)2 + 4(bu + v)2 > 0, the eigenvalues λ1(U) and λ2(U) are all simple
and the corresponding eigenvectors are
ri(U)//
(
(a − 1)u + bv + (−1)i√Δ,2(bu + v))T , (1.12)
respectively. They are all C∞ smooth where Δ > 0.
If Δ = 0, there are two cases to discuss. One is a = 1+b2, then λ1 = λ2 ⇔ (u, v) = (0,0), so
that (0,0) is the unique umbilic point for (1.8). It follows from (1.11) that the eigenvalues λ1(U)
and λ2(U) are not derivable at (0,0). A(0,0) =
( 0 0
0 0
)
, but it follows from (1.12) that we cannot
choose the eigenvectors ri(U) (i = 1,2) defined in a neighborhood of (0,0) such that they are
derivable at (0,0). The other case is a = 1 + b2. We denote L = {(u, v)T | bu + v = 0} a line in
the plane R2. Then on the line L,
A(U) =
(
u 0
0 u
)
, λ1(U) = λ2(U) = u (1.13)
and the eigenvectors can be chosen arbitrarily. But from (1.11)–(1.13) we can see that λ1(U),
λ2(U) are not derivable and r1(U), r2(U) cannot be chosen to be derivable on the line L.
We next consider the following general quasilinear hyperbolic system of conservation laws:(
f (u)
)
t
+ (g(u))
x
= 0, (1.14)
where f (u) = (f1(u), f2(u), . . . , fn(u))T and g(u) = (g1(u), g2(u), . . . , gn(u))T are Ck (k  2,
k is an integer) vector-valued functions with respect to u ∈ Ω , u = (u1, . . . , un)T is the unknown
vector-valued function of (t, x).
In this paper, we assume that
(H2) (1.14) is a hyperbolic system with characteristic fields of constant multiplicity.
Without loss of generality, we may suppose that the n eigenvalues λi(u) (i = 1,2, . . . , n) of the
matrix
A(u)
(∇f (u))−1(∇g(u)) (1.15)
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fore, it is natural to assume that ∇f (u) is invertible. When p = 1, system (1.14) is strictly
hyperbolic; while, when p > 1, (1.14) is a non-strictly hyperbolic system. As before, let li (u)
(respectively, ri(u)) (i = 1,2, . . . , n) be a left (respectively, right) eigenvector corresponding
to λi(u).
We now recall the following definition (see [7, Definition 4.3]).
Definition 1.1. If there exists an invertible smooth transformation u = u(u˜) (u(0) = 0) such that
in the u˜-space,
ri
(
u
(
p∑
h=1
u˜heh
))
≡ ei (i = 1, . . . , p), ∀|u˜h| small (h = 1, . . . , p) (1.16)
and
rj
(
u(u˜j ej )
)≡ ej , ∀|u˜j | small (j = p + 1, . . . , n), (1.17)
where ei denotes (0, . . . ,0,
(i)
1 ,0, . . . ,0)T , then the transformation u = u(u˜) is called the normal-
ized transformation and the corresponding unknown variables u˜ = (u˜1, . . . , u˜n)T are called the
normalized variables or normalized coordinates.
In the normalized coordinates, John’s wave formulas [5], which are basic and signifiable,
have a simple form. Therefore, in many papers [2,3,5,7–13,17], etc., the studies of the global
existence and the blowup phenomenon of C1 solutions to Cauchy problem for quasilinear hyper-
bolic system all largely depend on the assumption of the existence of the normalized coordinates.
If system (1.1) is strictly hyperbolic, then the normalized coordinates always exist (see [5,12]).
But for the non-strictly hyperbolic system, the normalized coordinates may not exist. Such as in
the Example 1.1, the normalized coordinates do not exist due to the eigenvectors are not derivable
at the umbilic point(s). However, we shall prove the following theorem.
Theorem 1.2 (Existence). Suppose that the assumption (H2) is satisfied, i.e., (1.2) holds. Further-
more, suppose that f (u) and g(u) are Ck (k  2, k is an integer) smooth. Then the normalized
transformation and the normalized coordinates exist for system (1.14).
Remark 1.2. For the special case f (u) = u,
ut +
(
g(u)
)
x
= 0, (1.18)
the eigenvalue λ(u) of constant multiplicity p > 1 must be linearly degenerate in the sense of
P.D. Lax and the normalized coordinates exist (see [1,4]).
Remark 1.3. Let v = f (u), system (1.14) reduces to
vt +
(
g
(
f −1(v)
))
x
= 0. (1.19)
We denote the eigenvalues and right (respectively, left) eigenvectors of the matrix ∇v(g(f −1(v)))
by λ˜i (v), r˜i (v) (respectively, l˜i (v)) (i = 1,2, . . . , n), respectively. We find
λ˜i (v) ≡ λi(u), ∀i ∈ {1,2, . . . , n}, (1.20)
where v = f (u). Then we can choose the eigenvectors such that
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(
respectively, l˜i (v) ≡ li (u) ·
(∇f (u))−1),
∀i ∈ {1,2, . . . , n}. (1.21)
It is immediate that
∇vλ˜i(v) · r˜i (v) ≡ ∇uλi(u) · ri(u), ∀i ∈ {1,2, . . . , n}. (1.22)
Therefore, by Remark 1.2, the eigenvalue λ(u) of constant multiplicity p (p > 1) of the sys-
tem (1.14) is linear degenerate in the sense of P.D. Lax.
The paper is organized as follows. In Section 2 we prove Theorem 1.1. In Section 3, based on
Theorem 1.1, we show Theorem 1.2. Some examples are given in Section 4.
2. Regularity of eigenvalues and eigenvectors—the proof of Theorem 1.1
In this section, we analyze the regularity of the roots of the characteristic equation of matrix.
Based on this, we show that the eigenvalues have the same regularity as the matrix. Moreover,
we furthermore show the regularity of the eigenvectors on the whole bounded domain by using
the resolution of unit.
We first show the following lemma.
Lemma 2.1. For any n × n matrix A = (aij ), the coefficients of its characteristic polynomial
|λI − A| are polynomials of aij (i, j ∈ {1,2, . . . , n}), thus they are C∞ smooth with respect
to aij , where I stands for the unit matrix of order n.
It is obvious that A(u) is Ck smooth and invertible implies A−1(u) is Ck smooth.
Next we quote the following theorem and Remark 2.1 (see Ostrowski [14,15], Sun [16]).
Theorem A (Ostrowski). Let
A = (aij ), B = (bij ) ∈Mn×n
be any complex matrixes and denote λ(A) = {λi}, λ(B) = {μi} being the sets of eigenvalues of A
and B , respectively. Given
m = max
i,j
(|aij |, |bij |), ‖B − A‖ = 1
n
n∑
i,j=1
|bij − aij |
and
δ = (n + 2)m1− 1n ‖B − A‖ 1n .
Then for any μ ∈ λ(B), there must exist λi(μ) ∈ λ(A) such that∣∣λi(μ) − μ∣∣< δ;
moreover, there exists a suitable permutation
( 1 2 ··· n
π(1) π(2) ··· π(n)
)
such that
|λi − μπ(i)| < (2n − 1)δ, ∀i ∈ {1,2, . . . , n}.
Remark 2.1. It follows from Theorem A that there exists a fixed permutation π such that
μπ(i) → λi (i = 1,2, . . . , n) as B → A.
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permutated well, we get the eigenvalues λi(u) (i = 1,2, . . . , n) of A(u). If A(u) is Ck (k  0)
continuous with respect to u, then it follows from Theorem A that λi(u) (i = 1,2, . . . , n) are
C0 continuous functions with respect to u. Namely, when k = 0, the proof of the regularity of
eigenvalues is completed.
In the following we suppose that k  1.
Lemma 2.2. Under the assumptions of Theorem 1.1, the eigenvalues λi(u) (i = 1,2, . . . , n) are
Ck smooth with respect to u, where k  1.
Proof. Suppose that the characteristic equation |λI −A(u)| = 0 of A(u) has the following form:
h(λ,u) λn + a1(u)λn−1 + · · · + an−1(u)λ + an(u) = 0. (2.1)
It follows from Lemma 2.1 that a1(u), a2(u), . . . , an(u) are Ck continuous with respect to u.
If λi(u) is the simple eigenvalue of A(u), i.e., i ∈ {p + 1, . . . , n}, then for any u ∈ Ω , λi(u) is
a simple root of Eq. (2.1). Therefore,
∂h(λi(u),u)
∂λ
= 0, ∀u ∈ Ω. (2.2)
For any fixed j ∈ {1,2, . . . , n}, let u = (u1, u2, . . . , un), u˜ = (u1, . . . , uj−1, uj + uj ,uj+1,
. . . , un) ∈ Ω , where 1 j  n. Then we have
h
(
λi(u),u
)= 0, h(λi(u˜), u˜)= 0. (2.3)
Subtracting one equality from the other in (2.3) we get
[
λi(u)
n − λi(u˜)n
]+ n−1∑
l=1
al(u)
(
λi(u)
n−l − λi(u˜)n−l
)
+
n−1∑
l=1
(
al(u) − al(u˜)
)
λi(u˜)
n−l + (an(u) − an(u˜))= 0. (2.4)
Dividing (2.4) with uj and letting uj → 0, it follows from Theorem A that
[
limuj→0
λi(u) − λi(u˜)
uj
]
×
[
nλi(u)
n−1 +
n−1∑
l=1
(n − l)al(u)λi(u)n−l−1
]
+
n−1∑
l=1
∂al(u)
∂uj
λi(u)
n−l + ∂an(u)
∂uj
= 0. (2.5)
That is,[
limuj→0
λi(u) − λi(u˜)
uj
]
∂h(λi(u),u)
∂λ
+ ∂h(λi(u),u)
∂uj
= 0. (2.6)
Noting (2.2) we have
∂λi(u)
∂uj
= limuj→0
λi(u) − λi(u˜)
uj = −
∂h(λi (u),u)
∂uj
∂h(λi (u),u)
. (2.7)∂λ
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that the simple eigenvalue λi(u) is Ck continuous.
If λi(u) is the eigenvalue of multiplicity p of A(u), where p > 1, i.e., the eigenvalue λ(u).
λ(u) is the root of multiplicity p of Eq. (2.1). Then it is a simple root of the equation
∂p−1h(λ,u)
∂λp−1
= 0. (2.8)
On the other hand, Eq. (2.8) is a polynomial equation of order n − p + 1. The coefficient of the
first term of Eq. (2.8) is a positive constant Pp−1n = n(n−1) · · · (n−p+2) and the coefficients of
the other terms are positive constant times of a1(u), a2(u), . . . , an−p+1(u), respectively. Then all
the coefficients of Eq. (2.8) is Ck continuous with respect to u. Similar to the above discussions
about the simple eigenvalues, we can easily prove that the eigenvalue λ(u) is Ck continuous. The
proof of Lemma 2.2 is completed. 
Finally we analyze the regularity of the eigenvectors.
Lemma 2.3. Under the assumptions of Theorem 1.1, the eigenvectors ri(u) and li (u) (i =
1, . . . , n) can be chosen so that they are all Ck continuous and the normalized conditions (1.5)–
(1.7) hold on the bounded domain Ω under consideration.
Proof. Given any u0 ∈ Ω . Let λi(u) be an eigenvalue of A(u).
If i ∈ {1,2, . . . , p}, i.e., λi(u) is the eigenvalue λ(u) of multiplicity p of A(u), then the right
eigenvectors corresponding to λ(u) are the nonzero solutions of the linear system(
λ(u)I − A(u))x = 0, (2.9)
where I stands for the unit matrix of order n. It follows from (H1) that the rank of the coefficient
matrix λ(u)I −A(u) of (2.9) is a constant n−p for any u ∈ Ω . For u0 ∈ Ω , λ(u0)I −A(u0) has
an invertible submatrix of order n − p. Without loss of generality, we assume that the invertible
submatrix is the principle submatrix B11(u0) (λ(u0)I −A(u0))
( 1 2 ··· n−p
1 2 ··· n−p
)
of λ(u0)I −A(u0).
By the continuity of A(u) and λ(u), there exists a small neighborhood O of u0, such that the
principle submatrix B11(u) (λ(u)I −A(u))
( 1 2 ··· n−p
1 2 ··· n−p
)
of λ(u)I −A(u) is invertible for every
u ∈ O . We denote λ(u)I − A(u) = (B11(u) B12(u)
B21(u) B22(u)
)
. Then (2.9) is equivalent to
x′ = −B11(u)−1B12(u)x′′, ∀u ∈ O, (2.10)
where x′ = (x1, . . . , xn−p)T and x′′ = (xn−p+1, . . . , xn)T . Taking x′′ be the basic vectors of or-
der p in proper order, we get p linearly independent solutions r˜1(u), r˜2(u), . . . , r˜p(u) (u ∈ O)
of (2.9). Noting Lemma 2.2 and the assumption that A(u) is Ck continuous, we find that
B11(u)−1 and B12(u) are Ck continuous also. Then the eigenvectors r˜1(u), r˜2(u), . . . , r˜p(u)
(u ∈ O) of A(u) corresponding to λ(u) are all Ck continuous with respect to u ∈ O . By
the Gram–Schmidt orthonormalization method, we can get p orthogonal unit eigenvectors
r¯1(u), r¯2(u), . . . , r¯p(u) (u ∈ O) of A(u) corresponding to λ(u). It is obvious that they are all Ck
continuous with respect to u ∈ O .
If i ∈ {p+1, . . . , n}, similarly we can get n−p unit eigenvectors r¯p+1(u), r¯p+2(u), . . . , r¯n(u)
(u ∈ O) of A(u) corresponding to the eigenvalues λp+1(u), λp+2(u), . . . , λn(u), respectively. If
it is necessary, we may suitably shrink the neighborhood O of u0. It follows from Lemma 2.2
and the assumptions of Theorem 1.1 that they are all Ck continuous with respect to u ∈ O .
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r¯1(u), r¯2(u), . . . , r¯n(u) in a neighborhood O of u0 which are Ck continuous with respect to
u ∈ O . Moreover, for any u ∈ O , r¯1(u), r¯2(u), . . . , r¯p(u) are orthogonal each other.
Because Ω is a bounded domain, there exists a finite open covering {Ol} (l = 1,2, . . . , s)
of Ω . Moreover, on every Ol , there are unit eigenvectors r¯ (l)1 (u), r¯
(l)
2 (u), . . . , r¯
(l)
n (u) which are
Ck continuous for all u ∈ Ol . For the finite covering {Ol}sl=1 of Ω , there exists a resolution of
unit φl(u) (l = 1,2, . . . , s) such that φl(u) (l = 1,2, . . . , s) are C∞ smooth; suppφl ⊆ Ol, ∀l =
1,2, . . . , s; φl(u) 0, ∀u ∈ Ω ; ∑sl=1 φl(u) ≡ 1, ∀u ∈ Ω .
We take
ri(u) =
s∑
l=1
dlφl(u)r¯
(l)
i (u), ∀u ∈ Ω, ∀i = 1,2, . . . , n, (2.11)
where d1, d2, . . . , ds are some constants determined below. It is obvious that if we can prove
that for every u ∈ Ω , r1(u), r2(u), . . . , rp(u) are linearly independent and rp+1(u), . . . , rn(u) are
not zero vectors, then we get n right eigenvectors r1(u), r2(u), . . . , rn(u) of A(u). They are lin-
early independent and Ck continuous for all u ∈ Ω . Normalizing them to be unit vectors and
denoting them r1(u), r2(u), . . . , rn(u) yet, then they satisfy all the conditions in Lemma 2.3.
On the other hand, for every u ∈ Ω , the matrix C(u)  (r1(u), r2(u), . . . , rn(u)) is invertible.
Let l1(u), l2(u), . . . , ln(u) be the row vectors of C(u)−1 in turn. Then they are n left eigen-
vectors of A(u) corresponding to the eigenvalues λ1(u), λ2(u), . . . , λn(u) respectively and they
are linearly independent and Ck continuous for all u ∈ Ω . Therefore, the normalized condi-
tions (1.5)–(1.7) hold.
In the following we prove that there exist constants d1, d2, . . . , ds such that for every u ∈ Ω ,
r1(u), r2(u), . . . , rp(u) are linearly independent and rp+1(u), . . . , rn(u) are not zero vectors.
We fix u0 ∈ Ω arbitrarily at first.
We first consider the eigenvector ri(u0) corresponding to the simple eigenvalue λi(u0), i.e.,
i ∈ {p + 1, . . . , n}.
ri(u0) = 0 is equivalent to ∑sl=1 dlφl(u0)r¯(l)i (u0) = 0. If u0 ∈ Ol ∩ Ol′ , then r¯ (l)i (u0) and
r¯
(l′)
i (u0) are all the unit eigenvectors corresponding to the simple eigenvalue λi(u0) of A(u0).
We have r¯ (l)i (u0) = ±r¯ (l
′)
i (u0). Therefore ri(u0) = 0 is equivalent to
s∑
l=1
dld
(i)
l,l′φl(u0) = 0, (2.12)
where u0 ∈ Ol′ and d(i)l,l′ satisfies that
d
(i)
l,l′ = 0, if u0 /∈ Ol ∩ Ol′ ; d(i)l,l′ = 1 or −1, if u0 ∈ Ol ∩ Ol′ .
We next consider the eigenvectors r1(u0), r2(u0), . . . , rp(u0) corresponding to eigenvalue λ(u)
of constant multiplicity p.
r1(u0), r2(u0), . . . , rp(u0) are linearly dependent if and only if there exist c1(u0), c2(u0), . . . ,
cp(u0) which are not zero all such that
∑p
i=1 ci(u0)ri(u0) = 0, i.e.,
∑s
l=1 dlφl(u0)[
∑p
i=1 ci(u0)×
r¯
(l)
i (u0)] = 0. If u0 ∈ Ol ∩ Ol′ , then r¯ (l)1 (u0), r¯(l)2 (u0), . . . , r¯(l)p (u0) and r¯ (l
′)
1 (u0), r¯
(l′)
2 (u0), . . . ,
r¯
(l′)
p (u0) are all unit eigenvectors of A(u0) corresponding to the p multiple eigenvalue λ(u0)
and they are orthogonal each other, respectively. We have r¯ (l)i (u0) =
∑p
j=1 d
l,l′
i,j (u0)r¯
(l′)
j (u0),
where the square matrix Dl,l′(u0) = (dl,l′(u0)) of order p is an orthogonal matrix. Hence r1(u0),i,j
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which are not zero all such that
p∑
i=1
ci(u0)
[
s∑
l=1
dlφl(u0)d
l,l′
i,j (u0)
]
= 0, ∀j = 1,2, . . . , p, (2.13)
where u0 ∈ Ol′ and the matrix Dl,l′(u0) = (dl,l′i,j (u0)) satisfies that
Dl,l
′
(u0) = 0p×p, if u0 /∈ Ol ∩ Ol′ ;
Dl,l
′
(u0) is an orthogonal matrix, if u0 ∈ Ol ∩ Ol′ .
In other words, r1(u0), r2(u0), . . . , rp(u0) are linearly independent if and only if
the square matrix
(
s∑
l=1
dlφl(u0)d
l,l′
i,j (u0)
)
of order p is an invertible matrix. (2.14)
It is obvious that the constants d1, d2, . . . , ds can be taken in the set of Rs getting rid of
n − p + 1 hypersurfaces of codimension 1 defined by for i ∈ {p + 1, . . . , n},
s∑
l=1
dld
(i)
l,l′φl(u0) = 0, (2.15)
and for i ∈ {1, . . . , p},
det
(
s∑
l=1
dlφl(u0)d
l,l′
i,j (u0)
)
= 0, (2.16)
respectively, such that (2.12) and (2.14) hold simultaneously. By continuity, there exists a
neighborhood W of u0 such that for the constants d1, d2, . . . , ds determined above, (2.12) and
(2.14) hold simultaneously for every u ∈ W . Since Ω is a bounded domain, there exist finite
points uh (h = 1,2, . . . , q) as u0 and their neighborhoods Wh (h = 1,2, . . . , q) as W such that
Ω ⊆⋃qh=1 Wh. Moreover, there exist constants d1, d2, . . . , ds such that (2.12) and (2.14) hold
simultaneously for every u ∈ Wh (h = 1,2, . . . , q), i.e., for every u ∈ Ω . It is to say, there exist
constants d1, d2, . . . , ds such that for every u ∈ Ω , r1(u), r2(u), . . . , rp(u) are linearly indepen-
dent and rp+1(u), . . . , rn(u) are not zero vectors. The proof of Lemma 2.3 is completed. 
Proof of Theorem 1.1. By Lemmas 2.2 and 2.3, we obtain Theorem 1.1 directly. 
3. Existence of normalized coordinates—the proof of Theorem 1.2
In this section, we consider the existence of the normalized coordinates and give the proof of
Theorem 1.2.
We first recommend the following method to determine the existence of normalized coordi-
nates for quasilinear hyperbolic system with characteristic fields of constant multiplicity (see in
[7, Section 4.6]).
Lemma A. Suppose that (1.1) is a quasilinear hyperbolic system with characteristic fields of
constant multiplicity, i.e., (1.2) holds. Moreover, suppose that A(u) is Ck (k  1) continuous
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thermore, suppose that p > 1 and the right eigenvectors ri(u) (i = 1,2, . . . , p) corresponding to
the p multiple eigenvalue λ(u) satisfy the following completely integrable condition:[
ri(u), rj (u)
] ∈ span{r1(u), r2(u), . . . , rp(u)}, ∀i, j = 1,2, . . . , p, (3.1)
where span{r1(u), r2(u), . . . , rp(u)} stands for the linear space spanned by r1(u), r2(u), . . . ,
rp(u) and [ , ] denotes Poisson’s bracket defined by[
ri(u), rj (u)
]= (ri(u)T • ∇)rj (u) − (rj (u) • ∇)ri(u). (3.2)
Then there exists an invertible Ck+1 transformation u = u(u˜) (u(0) = 0) such that in u˜-space,
(1.16) and (1.17) hold, i.e., (1.1) possesses the normalized coordinates.
Proof of Theorem 1.2. It follows from Theorem 1.1 that the eigenvalues and the eigenvectors
are Ck−1 (k  2) continuous as A(u) which is defined in (1.15) and the normalized conditions
(1.5)–(1.7) hold. By Lemma A, it is sufficient to prove that (3.1) holds for every u in Ω .
It is obvious that if p = n, (3.1) holds automatically. We next assume that 1 < p < n.
Let lp+1(u), lp+2(u), . . . , ln(u) be the left eigenvectors corresponding to the simple eigenval-
ues λp+1(u), λp+2(u), . . . , λn(u) of A(u), respectively. It follows from Theorem 1.1 that (3.1) is
equivalent to
lh(u)
[
ri(u), rj (u)
]= 0, ∀i, j = 1,2, . . . , p; h = p + 1,p + 2, . . . , n. (3.3)
By (1.3) and (1.5),
lhAri = 0, ∀i = 1,2, . . . , p; h = p + 1,p + 2, . . . , n. (3.4)
Differentiating (3.4) with respect to uk (k = 1,2, . . . , n) we get
λ(u)
∂lh
∂uk
ri + lh ∂A
∂uk
ri + λh(u)lh ∂ri
∂uk
= 0. (3.5)
On the other hand, by (1.5) we have
lh(u)ri(u) = 0, ∀i = 1,2, . . . , p; h = p + 1,p + 2, . . . , n. (3.6)
Differentiating (3.6) with respect to uk (k = 1,2, . . . , n) we get
∂lh
∂uk
ri + lh ∂ri
∂uk
= 0. (3.7)
It follows from (3.5) and (3.7) that
lh
∂ri
∂uk
= 1
λ(u) − λh(u) lh
∂A
∂uk
ri . (3.8)
By using (3.8), we have
lh(u)
[
ri(u), rj (u)
]= n∑
k=1
rik(u)lh
∂rj
∂uk
−
n∑
k=1
rjk(u)lh
∂ri
∂uk
= 1
λ(u) − λh(u)
[
n∑
k=1
rik(u)lh
∂A(u)
∂uk
rj −
n∑
k=1
rjk(u)lh
∂A(u)
∂uk
ri
]
.
(3.9)
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n∑
k=1
rik(u)lh
∂A(u)
∂uk
rj
=
n∑
k=1
rik(u)lh
∂((∇f (u))−1∇g(u))
∂uk
rj
=
n∑
k=1
rik(u)lh
[
−(∇f (u))−1 ∂(∇f )
∂uk
(∇f (u))−1](∇g(u))rj
+
n∑
k=1
rik(u)lh
(∇f (u))−1 ∂(∇g)
∂uk
rj
= −
n∑
k=1
rik(u)lh
(∇f (u))−1 ∂(∇f )
∂uk
A(u)rj +
n∑
k=1
rik(u)lh
(∇f (u))−1 ∂(∇g)
∂uk
rj
= −λ(u)
n∑
k=1
rik(u)lh
(∇f (u))−1 ∂(∇f )
∂uk
rj +
n∑
k=1
rik(u)lh
(∇f (u))−1 ∂(∇g)
∂uk
rj
= lh
(∇f (u))−1
{
−λ(u)
n∑
k,l=1
rik(u)
∂2f (u)
∂uk∂ul
rjl(u) +
n∑
k,l=1
rik(u)
∂2g(u)
∂uk∂ul
rjl(u)
}
= lh
(∇f (u))−1
{
−λ(u)
n∑
l,k=1
rjk(u)
∂2f (u)
∂uk∂ul
ril(u) +
n∑
l,k=1
rjk(u)
∂2g(u)
∂uk∂ul
ril(u)
}
=
n∑
k=1
rjk(u)lh
∂A(u)
∂uk
ri . (3.10)
It follows from (3.9) and (3.10) that (3.3), i.e., (3.1), holds. The proof of Theorem 1.2 is com-
pleted. 
4. Some examples
This section gives some examples.
Example 4.1. This example comes from Kong et al. [9]. Let (t, x, y) be points in the (1 + 2)-
dimensional Minkowski space. A time-like surface takes the form
y = φ(t, x).
This surface is called to be extremal surface if φ is the critical point of the area functional
I1 =
∫ ∫ √
1 + φ2x − φ2t dx dt.
The corresponding Euler–Lagrange equation is(
φt√
1 + φ2 − φ2t
)
t
−
(
φx√
1 + φ2 − φ2t
)
x
= 0. (4.1)
x x
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of the area functional
In =
∫ ∫ √
1 + |φx |2 − |φt |2 − |φt |2|φx |2 + 〈φt ,φx〉2 dx dt,
where 〈·,·〉 stands for the inner product. The Euler–Lagrange equation is(
φt + |φx |2φt − 〈φt ,φx〉φx√
1 + |φx |2 − |φt |2 − |φt |2|φx |2 + 〈φt ,φx〉2
)
t
−
(
φx + 〈φt ,φx〉φt − |φt |2φx√
1 + |φx |2 − |φt |2 − |φt |2|φx |2 + 〈φt ,φx〉2
)
x
= 0. (4.2)
Remark 4.1. When n = 1, Eq. (4.2) is nothing but Eq. (4.1).
(4.2) is the equation for time-like extremal surfaces in the Minkowski space R2+n. The ex-
tremal surfaces in the Minkowski space are C2 surfaces with vanishing mean curvature.
Let
u = φx, v = φt ,
where u = (u1, . . . , un)T and v = (v1, . . . , vn)T . Then (4.2) can be equivalently rewritten as{
ut − vx = 0,(
v+|u|2v−〈u,v〉u√
1+|u|2−|v|2−|v|2|u|2+〈u,v〉2
)
t
− ( u+〈u,v〉v−|v|2u√
1+|u|2−|v|2−|v|2|u|2+〈u,v〉2
)
x
= 0 (4.3)
for classical solutions.
We assume that
Δ(u,v) = 1 + |u|2 − |v|2 − |v|2|u|2 + 〈u,v〉2 > 0. (4.4)
Introducing U = ( vu )= (v1, v2, . . . , vn, u1, u2, . . . , un)T , then (4.3) is equivalent to
∂
∂t
U +
(
− 2uT v1+|u|2 I − 1−|v|
2
1+|u|2 I
−I 0
)
× ∂
∂x
U = 0, (4.5)
where I is the unit matrix of order n. Denote A =
(− 2uT v
1+|u|2 I −
1−|v|2
1+|u|2 I
−I 0
)
. We can easily get the
eigenvalues of A are
λ1 = λ2 = · · · = λn  11 + |u|2
(−uT v +√Δ(u,v) ),
λn+1 = · · · = λ2n  11 + |u|2
(−uT v −√Δ(u,v) ). (4.6)
Let ei be the ith basic vector of dimension 2n. The corresponding right eigenvectors are
ri(U) = −λ1ei + en+i , i = 1,2, . . . , n,
rn+i (U) = −λn+1ei + en+i , i = 1,2, . . . , n. (4.7)
Then we have
∇Uλi · ri(U) = 0, ∀i ∈ {1,2, . . . ,2n}, (4.8)
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ri(U) (i = 1,2, . . . ,2n) are all C∞ smooth and we can choose li (U) and normalize li (U), ri(U)
such that the normalization conditions (1.5)–(1.7) hold.
We also have[
ri(U), rj (U)
]≡ 0, [rn+i (U), rn+j (U)]≡ 0, ∀i, j ∈ {1,2, . . . , n}. (4.9)
It is to say that the linear spaces V1(U) = span{r1(U), r2(U), . . . , rn(U)} and V2(U) =
span{rn+1(U), rn+2(U), . . . , r2n(U)} are two infinite-dimensional Lie algebras for every U sat-
isfied the assumption (4.4). By Theorem 1.2, the normalized coordinates exist for systems (4.2)
or (4.3). In [9], Kong et al. analyzed the properties of time-like extremal surfaces no other than
on it.
Example 4.2. Consider the following system of the motion of an elastic string (see [7,13]):{
ut − vx = 0,
vt −
(
T (r)
r
u
)
x
= 0, (4.10)
where u = (u1, u2, . . . , un)T , v = (v1, v2, . . . , vn)T , r = |u| =
√
u21 + u22 + · · · + u2n, T (r) is a
suitably smooth function of r > 0 such that
T ′(r) > T (r)
r
> 0. (4.11)
Let U = ( uv ). By (4.11), (4.10) is a hyperbolic system with the following coefficients matrix
and real eigenvalues:
A(U) =
( 0 In
T (r)
r
In + 1r ( T (r)r )′(u · uT ) 0
)
, (4.12)
λ1 −
√
T ′(r) < λ2 ≡ · · · ≡ λn −
√
T (r)
r
< λn+1 ≡ · · · ≡ λ2n−1 
√
T (r)
r
< λ2n

√
T ′(r). (4.13)
When n = 2, system (4.10) is strictly hyperbolic; while, when n > 2, (4.10) is a quasilinear hy-
perbolic system of conservation laws with eigenvalues of constant multiplicity. Next we assume
that n > 2 and r > 0. Without loss of generality, we further assume that u1 = 0.
The corresponding right eigenvectors are
r1(U) =
(
u√
T ′(r)u
)
, ri(U) =
(
wi√
T (r)
r
wi
)
(i = 2,3, . . . , n),
rn+i−1(U) =
( −wi√
T (r)
r
wi
)
(i = 2,3, . . . , n), r2n(U) =
( −u√
T ′(r)u
)
, (4.14)
where
wi =
(−ui,0, . . . ,0, (i)u1,0, . . . ,0)T (i = 2,3, . . . , n).
It is obvious that
∇λi(U) · ri(U) = 1
r
(
−
√
T (r)
r
)′ (
uT ,0
)( wi√
T (r)
w
)
= 0, i = 2, . . . , n (4.15)r r i
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∇λn+i−1(U) · rn+i−1(U) = 1
r
(√
T (r)
r
)′
r
(
uT ,0
)( −wi√
T (r)
r
wi
)
= 0, i = 2, . . . , n.
(4.16)
It is to say that the eigenvalues λi (i = 2,3, . . . ,2n − 1) are linearly degenerate in the sense of
P.D. Lax. We see that A(U), λi(U), ri(U) (i = 1,2, . . . ,2n) are as smooth as T ′(r).
On the other hand, by computing
[
ri(U), rj (U)
]= 1
u1
(
uj ri(U) − uirj (U)
)
(i, j = 2, . . . , n) (4.17)
and [
rn+i−1(U), rn+j−1(U)
]= − 1
u1
(
uj rn+i−1(U) − uirn+j−1(U)
)
(i, j = 2, . . . , n).
(4.18)
It follows from (4.14) and (4.15) that the linear spaces V1(U) = span{r2(U), r3(U), . . . , rn(U)}
and V2(U) = span{rn+1(U), rn+2(U), . . . , r2n−1(U)} are two infinite-dimensional Lie algebras
for every U satisfied assumption (4.11). It follows from Theorem 1.2, the normalized coordinates
exist for system (4.10). Just depending on the normalized coordinates, Li et al. discussed the
motion of an elastic string (see [7,13]).
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