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The production effect and the generation effect improve memory in picture
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aPsychology of Language Department, Max Planck Institute for Psycholinguistics, Nijmegen, the Netherlands; bDonders Institute for Brain,
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ABSTRACT
The production effect (better memory for words read aloud than words read silently) and the
picture superiority effect (better memory for pictures than words) both improve item
memory in a picture naming task (Fawcett, J. M., Quinlan, C. K., & Taylor, T. L. (2012). Interplay
of the production and picture superiority effects: A signal detection analysis. Memory (Hove,
England), 20(7), 655–666. doi:10.1080/09658211.2012.693510). Because picture naming
requires coming up with an appropriate label, the generation effect (better memory for
generated than read words) may contribute to the latter effect. In two forced-choice memory
experiments, we tested the role of generation in a picture naming task on later recognition
memory. In Experiment 1, participants named pictures silently or aloud with the correct name
or an unreadable label superimposed. We observed a generation effect, a production effect,
and an interaction between the two. In Experiment 2, unreliable labels were included to
ensure full picture processing in all conditions. In this experiment, we observed a production
and a generation effect but no interaction, implying the effects are dissociable. This research
demonstrates the separable roles of generation and production in picture naming and their
impact on memory. As such, it informs the link between memory and language production
and has implications for memory asymmetries between language production and
comprehension.
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Over the decades, memory research has identified a set
of encoding strategies that can enhance retention even
after a single exposure to an item. One of these is
simply producing a name aloud: reading a word aloud,
as opposed to silently, improves recognition memory by
10 to 20%. This is known as the production effect (e.g.,
Conway & Gathercole, 1987; MacLeod & Bodner, 2017;
MacLeod, Gopie, Hourihan, Neary, & Ozubko, 2010).
Although usually tested with words, this effect has also
been reported in a picture naming task (Fawcett,
Quinlan, & Taylor, 2012). Additionally, the production
effect also arises across different manners of production,
such as singing, whispering, mouthing, and typing
(Forrin, Macleod, & Ozubko, 2012; Quinlan & Taylor,
2013). This effect has been most successfully explained
under the distinctiveness account: The idea is that produ-
cing a name aloud adds an extra feature, that of the pro-
duction record, to an item’s memory trace (Conway &
Gathercole, 1987; MacLeod et al., 2010; Ozubko &
Macleod, 2010), which can be used heuristically at test
to improve memory performance (Dodson & Schachter,
2001). Two further manipulations of encoding condition
that impact memory performance are, first, studying
items as pictures versus as words (the picture superiority
effect) and, second, generating labels for items versus
reading existing labels (the generation effect). In this
article, we examine how the production effect, the gener-
ation effect, and the picture superiority effect interrelate.
We extend the claim that producing a picture name
aloud enhances memory through speaking to propose
that it also enhances memory through the active gener-
ation of a label. We test this claim in two recognition
memory experiments where we dissociate the role of
overt word production from the role of label generation
in item memory.
In order to account for the effects of word production
on picture naming, we first consider how pictures them-
selves influence memory compared to words. Picture
stimuli tend to be remembered better than words, a
finding known as the picture superiority effect (Paivio,
Rogers, & Smythe, 1968). This effect is robust to a variety
of manipulations, including modality changes between
study and test. That is, memory for items studied as pic-
tures is better than memory for items studied as words,
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even when memory is tested with words (Borges, Step-
nowsky, & Holt, 1977). Distinctiveness has also been suc-
cessful in accounting for the picture superiority effect
(Curran & Doyle, 2011; Pyc & Rawson, 2009). Pictures are
thought to be remembered better than words because
the visual representations evoked by pictures are more dis-
tinctive than those evoked by printed words (Nelson, Reed,
& McEvoy, 1977). It has also been argued that pictures
undergo more extensive conceptual processing than
words (Weldon & Roediger, 1987). This suggests that the
picture superiority effect and the production effect may
have a common basis: Both effects rely on distinctiveness
of memory traces as a result of rich encoding at study.
The question of how the picture superiority effect and
the production effect jointly relate to item memory was
tested by Fawcett et al. (2012). They hypothesised that if
the picture superiority effect and the production effect
both rely on distinctiveness, they should interact to give
pictures named aloud an especially distinctive memory
trace. To test this hypothesis, Fawcett and colleagues pro-
vided participants with picture and word stimuli at study
and asked them to mouth the item names, producing
speech movements but no overt speech, or to generate
the item names using inner speech only. In a yes-no recog-
nition task for the pictures and words, participants showed
increased sensitivity for mouthed than for internally named
items, showing a production effect, and increased sensi-
tivity for pictures than for words, showing a picture super-
iority effect. The predicted interaction also occurred, such
that mouthing benefited items more in the picture con-
dition than in the word condition. Fawcett and colleagues
interpreted this interaction as evidence that distinctiveness
underlies both the production effect and the picture super-
iority effect.
In Fawcett and colleagues’ study, the distinctiveness of
pictures was attributed to their visual characteristics.
However, note that when words and pictures are named -
be it overtly or covertly - the processes mediating
between the visual input and the linguistic representations
of the names also differ. Picture naming is conceptually
driven: Speakers need to identify the concept represented
in the picture, select an appropriate lexical unit, and retrieve
the corresponding phonological and articulatory com-
mands (Dell & O’Seaghdha, 1992; Indefrey & Levelt, 2004;
Levelt, Roelofs, & Meyer, 1999). By contrast, reading primar-
ily involves themapping of orthographic onto phonological
and articulatory representations. This process typically
entails the activation of semantic and conceptual represen-
tations, but it does not hinge on these processes, as evi-
denced by the fact that skilled readers can readily read
non-words (Rosson, 1983; Theios & Muise, 1977). Thus,
picture naming andword reading rely on different cognitive
processes and these processes may affect item memory
differentially.
The hypothesis that the differences between reading
and picture naming in post-perceptual processes may con-
tribute to differences in recognition memory is further
motivated by another observation from the memory litera-
ture, the generation effect (e.g., Bertsch, Pesta, Wiscott, &
McDaniel, 2007; Slamecka & Graf, 1978). This is the
finding that participants are better at remembering
words that they generated themselves than words that
they read. In a common version of the paradigm used to
elicit this effect, participants either read antonym pairs
(e.g., “hot – cold”) or are presented with the first member
of the pair and generate the antonym themselves (e.g.,
“hot – c___”). Other ways to elicit the generation effect
include the generation of words from synonyms (Slamecka
& Graf, 1978), semantic associates (Begg, Snider, Foley, &
Goddart, 1989), translations (Slamecka & Katsaiti, 1987),
rhymes (Slamecka & Graf, 1978), and definitions (Forrin,
Jonker, & MacLeod, 2014; MacLeod et al., 2010). In all of
these cases, words that are self-generated are remembered
better than words that are just read. Importantly, most of
these generation rules require semantic processing. By
contrast, no generation effect is observed for non-words
generated using either rhyme or letter transposition rules
(Nairne & Widner, 1987; Nairne, Pusen, & Widner, 1985),
both of which are known to lead to a generation effect
for words. This pattern suggests that the generation
effect stems from the conceptual or semantic processing
of the stimuli at study. The exact mechanism behind the
generation effect has not been settled in the literature,
but similar to the production effect and the picture super-
iority effect, distinctiveness has been proposed as a likely
explanation (Gardiner & Hampton, 1985, 1988; Kinoshita,
1989).
Since picture naming relies more on conceptual pro-
cessing than word reading does, this raises the question
of whether part of the picture superiority effect observed
in previous work may be attributable to a generation
effect, arising during the conceptual and linguistic encod-
ing rather than the visual encoding of the stimuli (for
similar proposals see Smith & Magee, 1980; Weldon & Roe-
diger, 1987). Therefore, it is crucial to dissociate which
processes contribute to the memory benefit for named
pictures.
Beyond its impact on fundamental memory research,
discovering the role of the generation effect and the pro-
duction effect in picture naming also provides valuable
insights for psycholinguistics. Recent work has reported
memory asymmetries as a function of speaking versus lis-
tening. More specifically, language production1 seems to
elicit a memory benefit, such that speakers have superior
item memory compared to listeners for items referred to
in a conversational context (Hoedemaker, Ernst, Meyer, &
Belke, 2017; McKinley, Brown-Schmidt, & Benjamin, 2017;
Yoon, Benjamin, & Brown-Schmidt, 2016). Disassociating
the roles of the generation and production effects, both
of which relate to mechanisms of language production,
allows us to characterise the asymmetries between
language production and comprehension and, more
broadly, provides insight on how language and memory
intertwine.
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Current study
The main goal of the present study was to examine
whether the generation of picture names would improve
recognition memory for the pictures via a more distinctive
conceptual and linguistic representation of the stimuli. To
ensure that generation rather than visual distinctiveness
was the factor influencing performance, participants were
presented with pictures in all conditions of our study. In
one condition (picture + word condition), picture names
were provided as labels superimposed on the pictures,
whereas in the other condition (picture-only condition),
labels were replaced by random patterns of equal visual
complexity requiring participants to generate the names
themselves (see also Weldon & Roediger, 1987). This
allowed us to compare a picture-only to a picture + word
condition rather than comparing a picture to a word con-
dition, making the two stimulus types well matched with
respect to visual distinctiveness. The prediction was that
the presence of the correct labels should greatly facilitate
the generation of the object names in the picture + word
condition. One may think of the correct labels as identity
primes for the picture names. If the conceptually driven
generation of object names facilitates later recognition of
the objects, performance in a recognition test should be
better in the picture-only than in the picture + word
condition.
Following Fawcett et al. (2012), we also manipulated
whether the pictures were overtly named or not, aiming to
elicit a production effect. In the silent condition, participants
produced theobject names in inner speech, and in the aloud
condition, they produced the object names aloud. In the
latter condition, we elected to use overt rather than
mouthed speech, unlike Fawcett et al. (2012), because we
wanted to measure the participants’ response latencies.
Thismeant that the effects of the engagement of articulatory
gestures and auditory feedback were confounded, but sep-
arating themwas not of interest in the current study. For evi-
dence that audition improves memory see MacLeod (2011)
and Forrin and MacLeod (2017).
The study design followed Fawcett and colleagues’
Experiment 3. The four conditions created by crossing
stimulus and response type were intermixed throughout
the experiment, with visual cues (coloured frames around
the pictures) indicating whether the picture was to be
named aloud or silently. Deviating from the earlier study,
items were presented in a delayed naming paradigm (dis-
cussed in the Method section of Experiment 1) in order to
encourage participants to generate object names in both
the aloud and the silent conditions. After the naming
task, participants completed a 20-minute filler test – a com-
puterised version of Raven’s Advanced Progressive
Matrices (Raven, Raven, & Court, 1998). The final exper-
imental task was a self-paced Yes/No recognition
memory test.
In Yes/No recognition tests, participants’ tendency to
respond positively or negatively can influence hit rates.
This confound is avoided by computing each person’s sen-
sitivity and bias in line with signal detection theory (Mac-
millan & Creelman, 2005). Here we use an application of
signal detection theory to mixed-effect models using log-
odds ratios (DeCarlo, 1998; Wright, Horry, & Skagerberg,
2009). The benefit of this approach is that it accounts for
participant and item variability. As with any other signal
detection analysis, the primary dependent measure was
sensitivity. We predicted higher sensitivity for items in
the picture-only condition than in the picture + word con-
dition, reflecting the generation effect. We also predicted
higher sensitivity in the aloud condition than in the silent
condition, reflecting the production effect. Assuming that
the generation and production effects stem from
different aspects of the language production system, we
predicted no interaction between stimulus type and
response type. This is consistent with the findings of Exper-
iment 1 of Forrin et al. (2014), in which the contributions of
the generation and production effects on recognition
memory for words were found to be independent.
Experiment 1
This experiment was designed to test the role of the gen-
eration effect and the production effect in recognition
memory for items studied in a picture naming task. It con-
sisted of three tasks run in one session of approximately
one hour. Participants first completed a picture naming
task (the study phase) where items varied in their stimulus
type (whether the name was primed by the label or not)
and in the type of response they elicited (aloud or silent).
Participants then completed a filler task, and finally a
forced-choice recognition memory task (the test phase).
Method
Participants
Forty-three native Dutch speakers (nine male, age range:
18–30 years) participated in the experiment. They were
recruited from the Max Planck Institute for Psycholinguis-
tics participant database and received €10 each. All partici-
pants had normal colour vision. One participant was
excluded due to experimenter error and another due to
slow response times, leaving 41 participants in the analysis.
A power calculation in G*Power (Faul, Erdfelder, Lang, &
Buchner, 2007) indicated that with 32 items per condition
this sample was sufficient to detect effects of at least
Cohen’s f = 0.49 (a medium to large effect size) with 95%
power2. Ethical approval to conduct the study was given
by the Ethics Board of the Social Sciences Faculty of
Radboud University.
Materials and design
The stimuli were 256 pictures selected from the BOSS
photo database, presented in 400 × 400 pixel resolution
(Brodeur, Dionne-Dostie, Montreuil, & Lepage, 2010;
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Brodeur, Guerard, & Bouras, 2014). Because the norming
data from the BOSS database refer to the English names
of the objects, name agreement scores were obtained
from eight Dutch native speakers who did not participate
in the experiments. Frequency scores for Dutch were
obtained from the SUBTLEX-NL corpus (Keuleers, Brysbaert,
& New, 2010). The 256 items were divided into two
sets (A and B), which were matched on name agreement
(MA = .81, MB = .71; t(254) =−.18, p = .40), log10 word fre-
quency (MA = .2.16, MB = 2.20, t(254) =−.33, p = .75), famili-
arity (MA = 4.35, MB = 4.38, t(254) =−.58, p = .26), visual
complexity (MA = 2.36, MB = 2.34, t(254) = .33, p = .70),
manipulability (MA = 2.79, MB = 2.88, t(254) =−.84, p = 19),
and length (in letters) (MA = 6.70, MB = 7.03, t(254) =−.93,
p = .73).
Eight lists were constructed using the two picture sets.
In four lists, pictures from set A were used as targets:
They were named at study and presented again at test as
old items, and set B pictures were presented as foils at
test only. In the four remaining lists, set B pictures were
used as targets and set A pictures as foils.
At study, participants saw each of the 128 items in one
of the four naming conditions created by crossing stimu-
lus type and response type (picture-only aloud, picture-
only silent, picture + word aloud, and picture + word
silent). There were 32 items per condition; assignment
of items to conditions was counterbalanced across lists.
In the picture + word condition, the names of the
objects were presented as printed labels in 20 pt Arial
font superimposed upon the pictures. In the picture-
only condition, the printed labels were replaced by
random patterns of matched visual complexity. These
patterns were created from non-words which were
formed by combining the ending of a target word to
the beginning of a different target word. Each letter of
the non-words was divided into segments (3 × 3 grid),
which were then assigned random locations and orien-
tations. To indicate the silent versus aloud conditions,
coloured frames were presented around the items:
green (RGB: 0, 255, 0) for aloud production and red
(RGB: 255, 0, 0) for silent production (see Figure 1 for
stimuli examples).
At test, all 256 pictures were included, with probe type
(target versus foil) manipulated between items. The 128
studied pictures served as targets and the 128 non-
studied pictures as foils. Target pictures appeared as they
had at study, i.e., with or without superimposed printed
names and with a green or a red frame. Foil pictures also
appeared with a green or red frame around them and a
superimposed readable or unreadable label, as if they
had belonged to a naming condition. This enabled us to
calculate separate false alarm rates for each condition
(see also Fawcett et al., 2012; Forrin, Groot, & MacLeod,
2016).
Procedure
The experiment was controlled by Presentation (Neurobe-
havioral Systems) and displayed on a 24′′ monitor (1920 ×
1080 pixel resolution).
Picture naming. Trials started with a fixation cross pre-
sented in the middle of the screen for 500 ms, followed
by a blank screen for 500 ms. Next, a picture appeared
in the middle of the screen. After 800 ms a green or
red frame appeared around the picture, and both
picture and frame remained on screen for 1200 ms. A
blank screen appeared for 500 ms, serving as an inter-
trial interval (see Figure 2 for an example of the sequence
of events in this task). Participants were instructed to start
preparing the picture name as soon as they saw the
picture, but to produce it only after seeing the frame.
As described in the Introduction, a delayed naming para-
digm was used to make sure that the participants gener-
ated the picture names both in the silent and the aloud
condition.
The experiment was preceded by a practice phase of 12
trials, in which 12 pictures that did not appear in the main
experiment were used. Three pictures appeared in each of
the naming conditions. The practice trials had the same
structure as experimental trials with the exception that
the reaction time for each aloud trial was displayed on
the screen before the next trial began to encourage partici-
pants to respond as fast as possible.
Filler task. The filler task was a computerised version of
Raven’s Advanced Progressive Matrices (Raven et al.,
Figure 1. Examples of the stimuli used for each naming condition. Top left:
picture-only aloud, top right: picture + word aloud, bottom left: picture-only
silent, bottom right: picture + word silent. Green frames signalled partici-
pants to produce items aloud and red frames signalled them to produce
items silently. In the picture + word condition, participants were instructed
to use the provided labels to name the pictures. In the picture-only con-
dition, they were instructed to come up with an appropriate word on
their own.
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1998). It consisted of 36 multiple-choice problems that
become progressively more difficult. In each trial, partici-
pants saw a pattern which needed to be completed and
eight possible solutions. Participants had 20 min to solve
as many problems as possible.
Recognition memory. Recognition memory was tested in
a self-paced Yes/No memory task. Participants saw one
picture at a time and were instructed to press the left
arrow key if they had named the picture during study
and the right arrow key if they had not done so. As a remin-
der, “JA” (yes) was printed at the bottom left corner of the
screen and “NEE” (no) at the bottom right. Trial order was
randomised within Presentation.
Analysis
Memory performance was the primary dependent variable
in this study. Naming data were used only to exclude trials.
Naming. The naming task was designed to encourage
participants to prepare to name all the pictures they
saw, even those in the silent naming condition. To test
the effectiveness of this design we ran a norming exper-
iment to estimate the average naming times for our
stimuli and contrast them with the average naming
times in the main experiment. In the norming exper-
iment, eight Dutch native speakers who did not partici-
pate in the main experiment named aloud all the
pictures. Their responses were annotated in Praat
(Boersma & Weenink, 2016) by the first author and their
naming latencies were extracted. In the picture-only con-
dition, norming participants started speaking 1000 ms (SD
456 ms) after picture onset. In contrast, participants in the
main study started speaking 477 ms (SD 185) after the
frame (the response cue) was presented. In the picture
+ word condition, norming participants started speaking
705 ms (SD 367 ms) after picture onset and main study
participants started speaking 402 ms (SD 84 ms) after
the frame was presented. This demonstrates that in
both overt conditions, participants began planning as
soon as they saw the image, allowing them to respond
faster than the norming participants when given the
cue to produce a response. Therefore, we concluded
that our participants covertly named the pictures in the
silent conditions. One individual with unusually slow
naming times (M = 572 ms) was excluded, as mentioned
in the Participants section.
Also excluded from analysis were trials in which partici-
pants named pictures incorrectly or did not follow the
naming instruction (1.03% of all trials). In addition, aloud
trials were excluded in which participants repeated a
word from a previous trial. For example, when a participant
named a cigarette correctly, but then also named a piece of
chalk cigarette, both correct and incorrect trials were
excluded (0.2% of all trials) because repeated words (i.e.,
cigarette) would likely have a memory advantage over
words said once. For similar reasons, when an incorrect
word was used during naming and this incorrect word
was the name of a foil used in the memory test, the
memory trials for both the target and the foil were
excluded (0.1% of all trials). For example, if a participant
named a dolphin shark and then saw a shark during the
memory task, the naming trial and the memory trials for
shark and dolphin were excluded.
Memory. Responses were modelled as a function of
probe type (target/foil), stimulus type (picture-only/
picture + word), response type (aloud/silent), and their
interactions (Wright et al., 2009). This provides measures
of bias (how likely participants were to say Yes to any
item) and sensitivity (how likely participants were to say
Yes to an old item), and the way that these measures
Figure 2. Example of the sequence of events during a trial in a picture + word aloud condition.
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were modulated by the predictors; as such the analysis is
conceptually similar to the standard signal detection
analysis and is consistent with current best practices
(e.g., Fawcett & Ozubko, 2016; Fraundorf, Watson, & Ben-
jamin, 2010; Jacobs, Dell, Benjamin, & Bannard, 2016;
Yoon et al., 2016).
Memory performance was analysed using a logistic
mixed effects model that was run using the lme4 package
(Bates, Maechler, Bolker, & Walker, 2015) in R (R Develop-
ment Core Team, 2014) with the optimiser bobyqa (Powell,
2009). All coefficients represent changes in log-odds of Yes
versus No responses as a function of the predictor. No
responses were coded as 0 and Yes responses as 1. All
fixed effects were sum-to-zero coded with foils, picture +
word and silent conditions coded to −.5 and targets,
picture-only, and aloud conditions to + .5. The model with
the maximal random effects structure included random
intercepts for participants and items, random slopes for
the effects of stimulus type, response type and their inter-
action on items, and random slopes for the effects of
probe type, stimulus type, response type and their inter-
actions on participants. This model failed to converge, so
the interaction terms for the by-subject and by-item
random slopes were removed. In this model, the random
slopes for stimulus type and response type effects on
items were highly correlated with the random intercept
for items (1.00 in both cases), indicating overfitting, and so
both random slopes were excluded. Furthermore, the by-
item random slope for response type was removed
because it explained very little variation (0.05). The final
model included random intercepts for participants and
items, as well as random slopes by subject of probe type
and stimulus type. Reported p-values were obtained using
likelihood ratio tests comparing the full model to a model
with the same random effects structure but without the
fixed effect in question, which has been shown to be
more conservative than Wald z tests for small samples
(Agresti, 2007). Reported 95% confidence intervals were
obtained using the confint function.
Results
Accuracy in the memory task was high (90%). As Figure 3
shows, the hit rates were higher in the picture-only than
in the picture + word condition, and they were higher in
the aloud than in the silent naming condition. In contrast
to the hit rates, the false alarm rates were mini-
mally affected by the experimental conditions. This
meant that, in a signal detection analysis, parallel
results were obtained for sensitivity and bias. We focus
on the sensitivity results below as they are of primary
interest.
The full logistic regression model is shown in Table 13.
Sensitivity was evaluated using the interactions between
probe type (target versus foil) and the other predictors
(stimulus type and response type). Consistent with the
generation effect, probe type interacted with stimulus
type such that participants were more likely to correctly
recognise studied items in the picture-only than in the
picture + word condition (β = 2.01, z = 10.86, 95% CIs
[1.63, 2.40], p < .001). Consistent with the production
effect, probe type interacted with response type such
Figure 3. Proportions of false alarms and hits for each naming condition (picture-only aloud, picture-only silent, picture + word aloud, picture + word silent)
for Experiments 1 and 2 (panels). False alarms are calculated from the foils in the memory task and hits from the targets. Dots represent means by condition.
Rectangles represent normalised within-participant 95% confidence intervals by condition.
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that participants were more likely to correctly recognise
studied items in the aloud than in the silent condition
(β = 1.07, z = 6.36, 95% CIs [0.73, 1.42], p < .001). An
additional interaction between probe type, stimulus
type, and response type was also observed, such that
studied items in the picture-only condition benefited
from production more than those in the picture + word
condition (β = 0.74, z = 2.21, 95% CIs [0.06, 1.44], p < .05).
Discussion
This experiment yielded two main findings. First, response
type impacted memory performance: Saying the picture
names aloud during study facilitated picture recognition
compared to naming in inner speech. This suggests that
better recognition memory stemmed from overt articulation
during study. This pattern is consistent with numerous
findings in the literature demonstrating a production effect
in recognition memory performance (Bodner, Jamieson,
Cormack, McDonald, & Bernstein, 2016; Forrin et al., 2012;
MacLeod et al., 2010; MacLeod & Bodner, 2017; Mama &
Icht, 2016).
Second, participants’ recognition performance was
impacted by stimulus type, such that it was better when par-
ticipants had to generate the object names than when the
object names were provided as identity primes in the form
of written labels superimposed on the pictures. This result
may be seen as a generation effect for picture names,
similar to generation seen in other paradigms, e.g., whenpar-
ticipants read or generate antonyms (Slamecka &Graf, 1978).
Naming pictures may be well-practiced, but it is not instan-
taneous, as it requires conceptual and linguistic processing
(Indefrey& Levelt, 2004; Levelt et al., 1999). Although concep-
tual processing is not necessary to elicit a generation effect, it
has been repeatedly shown tobe sufficient todo so (Nairne&
Widner, 1987;Weldon&Roediger, 1987). Thisfinding is there-
fore consistent with the literature at large.
However, the interpretation of this finding is complicated
by a property of the experimental design. In Experiment 1,
all labels correctly indicated the object names. Thus,
instead of using the labels to facilitate naming of the pic-
tures, as we assumed, the participants may have entirely
relied on the labels and ignored the pictures. This would
mean that, despite pictures being present on all trials, the
experiment may not have assessed the effect of aided (by
identity prime) versus unaided picture naming, but instead
may have assessed the effect of word reading versus
picture naming. This would entail that the pictures may
have been processed less attentively in the picture + word
than in the picture-only condition. Therefore, it is possible
that this difference in picture processing and not the act
of generating the object names can account for the better
memory that was found in the picture-only than in the
picture + word condition. In other words, the picture super-
iority effect and not the generation effect may be respon-
sible for the pattern in our data. Experiment 2 was
conducted to assess this concern.
We also observed an unanticipated experimental
finding: Stimulus type and response type had an overad-
ditive effect such that overt production was more ben-
eficial in the picture-only than in the picture + word
condition. This effect is reminiscent of the pattern
reported by Fawcett et al. (2012), who found an overad-
ditive effect of stimulus type and response type that they
attributed to an interaction between the picture superior-
ity effect and the production effect. If the picture super-
iority effect did in fact affect our results, then this
overadditive effect might also be explained by an inter-
action between the picture superiority effect and the pro-
duction effect.
Experiment 2
The goal of Experiment 2 was to minimise the impact of the
picture superiority effect by making the picture labels
occasionally unreliable. To encourage full processing of
the images even in the picture + word conditions, we reas-
signed 10% of the trials in the naming task to be catch
trials. On these trials there was a mismatch between the
picture and the label, meaning that participants could no
longer be certain that the word they read was a suitable
name for the picture they saw. This manipulation was
designed to force participants to always look at the pic-
tures in order to evaluate the reliability of the labels with
which they were presented, thus making picture proces-
sing necessary in all conditions. As a result of this longer
visual processing, we expected sensitivity in the picture
+ word conditions to increase relative to Experiment
1. However, we still predicted effects on sensitivity based
upon stimulus type, with higher sensitivity in the picture-
Table 1. Experiment 1. Mixed-effects logistic regression of the log-odds of Yes responses for all 256 trials. Stimulus type was picture-only or picture + word,
Response type was aloud or silent, and Probe type was target or foil. See text for p values.
Estimate SE Wald z Variance SD
Fixed Random
Bias Intercept −0.52 0.11 −4.79 Participant Intercept 0.32 0.56
Stimulus type 0.84 0.11 7.57 Probe 1.39 1.18
Response type 0.31 0.08 3.62 Stimulus 0.13 0.36
Stimulus:Response 0.45 0.17 2.69 Item Intercept 0.40 0.63
Sensitivity Probe type 5.84 0.22 27.14
Probe:Stimulus 2.01 0.18 10.86
Probe:Response 1.07 0.17 6.36
Probe:Stimulus:Response 0.74 0.34 2.21
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only than in the picture + word condition, as well as effects
based upon response type, with higher sensitivity in the
aloud condition than in the silent condition. Furthermore,
if the interaction reported in Experiment 1 was driven by
the picture superiority effect, and if the picture superiority
effect was now eliminated, we should now see additive,
rather than overadditive effects of stimulus type and
response type.
Method
Participants
Forty-two participants (9 males, age range: 18–30) who had
not participated in Experiment 1 were recruited from the
Max Planck Institute participant database and received
€10 for their participation. One participant was excluded
because of low performance in the memory test (accuracy
< 25%), leaving 41 participants in the analysis.
Materials and design
The same materials and design were used as in Experiment
1 with the exception that 12 items in each picture set were
reassigned to be catch trials. This means that there were
116 critical trials and 12 catch trials in the naming task.
The labels presented on catch trials were semantically
and phonologically unrelated to the pictures. Target
picture names and distractor labels were of comparable
length (MT = 7.5, MD = 6.9), log10 word frequency (MT =
2.14, MD = 2.27), familiarity (MT = 4.27, MD = 4.35), and
manipulability (MT = 2.8, MD = 3.0). Three catch items
appeared per naming condition.
Catch trials were not included in the memory task. This
means that 12 items from each picture set were excluded
from the memory test, leaving 232 trials. To ensure that
this length difference would not affect our results, data
from the first 232 trials in Experiment 1 were reanalysed.
Results from the full and shortened datasets did not differ.
Procedure
The procedure was identical to Experiment 1, but for the
inclusion of catch trials in the practice and experimental
trials.
Analysis
The analysis was identical to Experiment 1.
Naming. Naming latencies were calculated to ensure that
participants prepared to name the pictures as soon as they
were shown. These were compared to the naming
latencies of the norming experiment presented in Exper-
iment 1, where participants were instructed to name the
pictures as soon as they saw them. In the picture-only con-
dition, norming participants started speaking approxi-
mately 1000 ms after picture onset and main study
participants started speaking 499 ms (SD 188 ms) after
the frame (the response cue) was presented. In the picture
+ word condition, norming participants started speaking
approximately 705 ms after picture onset and main study
participants started speaking 454 ms (SD 137 ms) after
the frame was presented. This implies that, as instructed,
participants began planning the object names before the
response cue was given.
Trials in which participants gave an incorrect response
or did not follow the naming instruction were excluded
(1.3% of all data). Trials in which participants used the
same word to name two objects were excluded (0.2% of
all trials), as were trials in which pictures were named incor-
rectly with the name of a foil (0.1% of all trials).
Memory. A logistic mixed effects model was run using the
lme4 package (Bates et al., 2015) in R (R Development
Core Team, 2014) with the optimiser bobyqa (Powell,
2009). The same contrasts were used as in Experiment
1. As in Experiment 1, the maximal model failed to con-
verge so the interaction terms for the by-subject and
by-item random slopes were removed. Although this
model converged, the random slopes for stimulus type
and response type effects on participants were highly cor-
related with the random intercept for participants (−0.96
and 0.99 respectively), indicating overfitting, and were
therefore both excluded from the final model. This
model included random intercepts for participants and
items and random slopes for the effects of stimulus and
response type on items, plus a random slope for the
effect of probe type on participants. As in Experiment 1,
p-values were obtained using likelihood ratio tests and
95% confidence intervals were obtained using the
confint function.
Results
Accuracy in the memory task was overall very high (91%).
Hit rates were higher in the picture-only and the aloud con-
ditions than in the picture + word and the silent conditions
(Figure 3). As before, the false alarm rates were unaffected
by condition, meaning that the bias and sensitivity
measures follow identical patterns. We again discuss sensi-
tivity only for brevity.
The full logistic regression model is shown in Table 2.
Sensitivity was measured using the interactions between
probe type and the other two predictors (stimulus type
and response type). As in Experiment 1 there was an inter-
action between probe type and stimulus type (β = 0.64, z =
3.10, 95% CIs [0.24, 1.05], = p < .001), meaning that partici-
pants were significantly more likely to correctly recognise
items in the picture-only than in the picture + word con-
dition. There was also an interaction between probe type
and response type (β = 1.49, z = 7.13, 95% CIs [1.09, 1.91],
p < .001), meaning that participants were more likely to
correctly recognise items in the aloud than in the silent
condition. The interaction between probe type, stimulus
type, and response type was not significant (β =−0.09,
z =−0.24, 95% CIs [−0.81, 0.64], p > 0.9).
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Discussion
Experiment 2 differed from Experiment 1 only in the
inclusion of catch trials with incongruent labels in the
study phase. The purpose of the catch trials was to make
it impossible for participants to exclusively rely on the
labels for naming and thus force them to process the pic-
tures in both the picture-only and the picture + word con-
dition. This should make the extent to which generation
takes place the main difference between stimulus types.
The results largely replicate those of Experiment 1. We
observed an effect of stimulus type on sensitivity, with
better recognition memory when the name of the
picture needed to be generated without rather than with
the support of a matching label. This supports the exist-
ence of a generation effect in picture naming. We also
observed an effect of response type on sensitivity, with
better recognition memory in the aloud than in the silent
condition, consistent with the existence of a production
effect in picture naming. These effects were additive: the
interaction reported in Experiment 1 was not replicated.
General discussion
The goal of the present studywas to test the hypothesis that
producing picture names aloud enhances memory not only
by the act of speaking but also by the process of actively
generating labels, such that the generation of picture
names improves memory above and beyond the benefit
coming from the distinctiveness of the visual features of pic-
tures. In two experiments, we manipulated stimulus type
and response type, such that participants generated or
read picture names aloud or silently. Our design had two
primary methodological differences from Fawcett et al.
(2012). First, we used a picture + word condition instead of
a word condition in an attempt to neutralise the visual dis-
tinctiveness of pictures and assess whether the generation
of labels still improved memory. Second, we used delayed
naming to ensure that participants were engaging fully in
the task of generating names even when they were not
expected to make an overt response. In both experiments,
we showed that both stimulus type (picture-only/picture
+ word) and response type (aloud/silent) affected memory
performance. This was evidenced by higher sensitivity
scores for the picture-only compared to the picture +
word conditions, consistent with the generation effect,
and higher sensitivity scores for the aloud than for silent
conditions, consistent with the production effect.
Experiment 1 also revealed an overadditive effect of
stimulus type and response type on sensitivity such that
responding aloud benefited items more in the picture-
only than in the picture + word condition. Our aim in Exper-
iment 1 was to test whether a generation effect could be
captured in picture naming, and therefore we included pic-
tures in all conditions. However, it is possible that the
reliability of the labels in the picture + word condition led
attention to be directed away from the pictures, making
the visual features of the picture more prominent in the
picture-only than in the picture + word condition and
serving to enhance memory. We addressed this concern
in Experiment 2 with the inclusion of unreliable labels,
i.e., labels other than the names of the pictures they
accompanied. The fact that participants could no longer
exclusively rely on the labels meant that they always had
to attend to the pictures. We expected this to reinforce
visual processing of the pictures and thus improve per-
formance in the picture + word condition. Hit rates in the
picture + word condition were higher in Experiment 2
than in Experiment 1, supporting this claim. The interaction
between stimulus type and response type disappeared in
Experiment 2, consistent with our characterisation of this
interaction as resulting from differential picture processing
in the picture + word condition across experiments.
To ensure the validity of the comparison of sensitivity
across Experiments 1 and 2, we ran a logistic regression
with experiment as a fixed effect on the pooled data
from both experiments (N = 82). Experiment 1 was coded
as −.5 and Experiment 2 as + .5; the other effects were
coded as previously. Results of this analysis are shown in
Table 3. Importantly, the interaction between probe type
and stimulus type, which captures sensitivity towards the
two different types of stimuli, changed significantly as a
function of experiment. We interpret this as a result of
the increase in hit rates in the picture + word condition in
Experiment 2, evident in Figure 3. Despite this change, sen-
sitivity remained greater for items in the picture-only con-
dition than in the picture + word condition both in
Experiment 2 and in the pooled data from Experiments 1
and 2. This provides strong evidence that generation in a
picture naming task enhances recognition memory. That
is, the process of generating a label for a picture at encod-
ing enhances memory at a later test.
Table 2. Experiment 2. Mixed-effects logistic regression of the log-odds of Yes responses for all 232 trials. Stimulus type was picture-only or picture + word,
Response type was aloud or silent, and Probe type was target or foil. See text for p values.
Estimate SE Wald z Variance SD
Fixed Random
Bias Intercept −0.47 0.12 −4.00 Participant Intercept 0.39 0.62
Stimulus type 0.34 0.09 3.77 Probe 1.03 1.01
Response type 0.49 0.09 5.45 Item Intercept 0.38 0.61
Stimulus:Response 0.59 0.17 3.37 Stimulus 0.14 0.38
Sensitivity Probe type 5.86 0.20 28.85 Response 0.09 0.30
Probe:Stimulus 0.64 0.21 3.10
Probe:Response 1.49 0.21 7.13
Probe:Stimulus:Response −0.88 0.40 −0.24
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In contrast to the effects of stimulus type, which varied
between experiments, response type disclosed consistent
patterns across both experiments, clearly demonstrating
that overt production of picture names greatly improves
recognition memory for the pictures compared to pro-
duction in inner speech. This production effect for picture
names was first reported by Fawcett et al. (2012) in three
experiments that compared mouthing to inner speech.
The two experiments reported here compared overt
speech to inner speech and again found a production
effect (see also Richler, Palmeri, & Gauthier, 2013). The
results of these studies suggest that the production
effect for pictures, like the production effect for words, is
robust across different means of production.
This study is the first to report a simultaneous role for the
production effect and the generation effect in picture
naming. This converges with evidence provided by Exper-
iment 1 of Forrin et al. (2014), in which the production and
the generation effect independently improved recognition
memory for words. It also converges with a larger body of
earlier work. For instance, Fawcett et al. (2012) had previously
reported a production effect in picture naming by showing
that pictures that were named overtly were remembered
better than pictures that were named in inner speech. They
further showed that pictures are remembered better than
words, although it is not possible to discriminate between
the picture superiority effect and the generation effect from
this comparison. Furthermore, Weldon and Roediger (1987)
in their Experiment 2 used a picture-only versus picture +
word contrast and found better memory in the picture-only
condition, indicative of a generation effect. However, in that
experiment, all words were produced in inner speech. The
present study combined the methodology of previous work
to find that the production effect and the generation effect
independently improve memory in picture naming.
The findings of this study have broader implications
regarding the generation effect and the way it relates to
the picture superiority effect. Regarding the generation
effect, we have extended its boundaries to include the
naming of intact pictures. Previously, Kinjo and Snodgrass
(2000) reportedagenerationeffect for pictures by comparing
the naming of fragmented pictures to the naming of intact
ones. Herewehave shown that the naming of intact pictures,
which also requires generation in the form of conceptual or
linguistic processing, is able to give similar memory
benefits. This corroborates the findings reported by Weldon
and Roediger (1987) in their Experiment 2 and underscores
the role of picture naming in the generation effect in addition
to its role in thepicture superiority effect.Wehavealso shown
that the generation affect and the picture superiority effect
are very closely linked in picture naming tasks, which has
implications for the methodology used to study the picture
superiority effect. That is, studies primarily interested in the
visual distinctiveness of pictures need to carefully control
for thedifferences in theconceptual and linguisticprocessing
required for pictures versus words.
In the Introduction, we noted that the production effect,
the picture superiority effect, and the generation effect are
often all ascribed to enhanced distinctiveness of the
memory representations of the target items. If a common
processing principle underlies all effects, one might expect
the effects to interact; and indeed this prediction is often
borne out (e.g., Fawcett et al., 2012). In Experiment 1 of the
present study, an interaction of stimulus type and response
type was seen, but this interaction was not replicated in
Experiment 2. We interpret this pattern as indicating that
the stimulus type effect of Experiment 1 was a compound
of the generation effect and the picture superiority effect.
When the picture superiority component was eliminated in
Experiment 2, the interaction disappeared. Consequently, it
appears that in our study, the production effect may have
interacted with the picture superiority effect, whereas the
production effect and generation effect did not interact.
This pattern may be seen to challenge the view that the
latter two effects originated from the involvement of a
sharedmechanism.Alternatively, similar processingmechan-
isms may be implicated but applied to distinct represen-
tations. Thus, the picture superiority effect (not directly
assessed in the present study) may be due to an enhance-
ment of the distinctiveness of the visual representation of
Table 3. Comparison of Experiments 1 and 2. Mixed-effects logistic regression of the log-odds of Yes responses for first 232 trials. Stimulus type was picture-
only or picture + word, Response type was aloud or silent, Probe type was target or foil. See text for p values.
Estimate SE Wald z Variance SD
Fixed Random
Bias Intercept −0.48 0.09 −5.43 Participant Intercept 0.37 0.61
Stimulus type 0.56 0.08 7.31 Probe 1.21 1.10
Response type 0.39 0.07 5.38 Stimulus 0.06 0.24
Stimulus:Response 0.49 0.12 3.99 Response 0.39 0.20
Experiment 0.01 0.16 0.06 Exper. 0.06 0.25
Experiment:Stimulus −0.39 0.17 −2.86 Item Intercept 0.38 0.63
Experiment:Response 0.21 0.13 1.57 Stimulus 0.15 0.38
Experiment:Stimulus:Response 0.17 0.25 0.48 Response 0.06 0.25
Sensitivity Probe type 5.90 0.15 39.38 Exper. 0.05 0.23
Probe:Stimulus 1.39 0.16 8.90
Probe:Response 1.45 0.15 9.41
Probe:Experiment −0.03 0.29 −0.12
Probe:Stimulus:Response 0.40 0.26 1.54
Probe:Experiment:Stimulus −1.55 0.27 −5.64
Probe:Experiment:Response 0.12 0.26 0.48
Probe:Exper:Stimulus:Response −0.76 0.49 −1.55
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the target (Nelson et al., 1977); the production effect may
arise due to increased distinctiveness of the phonetic rep-
resentation of the target name and the associated articula-
tory and motor commands (Forrin et al., 2012); and the
generation effect in picture namingmay arise from increased
distinctiveness of the conceptual representation associated
with the picture name. Note that the generation effect in
picture naming discussed here for the first time is different
from the “classic” generation effect for words. The partici-
pants did not generate the stimulus (the picture) as they
would in the classic case, where a probe (“hot”) elicits a
target (“cold”); instead they generated conceptual and
lexical representations that were associated with the
targets. Our results show that these processes enhance
memory for the target pictures. Exactly how this effect
arose needs to be elucidated in further work.
Our study also has implications for psycholinguistic
research on the interface of language and memory and,
more specifically, for the finding that speakers remember
their own utterances better than their listeners do (Hoede-
maker et al., 2017; Knutsen & Le Bigot, 2014; McKinley
et al., 2017; Yoon et al., 2016). Although in the present
study we only tested people individually, we report a
similar finding: When participants acted as speakers (i.e.,
when they generated words or when they spoke aloud,
their memory improved relative to when they did not
engage in these activities). Thus, the current work provides
a useful starting point for research into memory asymme-
tries between speakers and listeners in conversation.
Conclusion
Generatingaword fromacue improvesmemory for that item
relative to reading. In two experiments, we demonstrate that
a similar memory benefit arises from a picture naming task.
Producing the name of the picture aloud improves memory
(the production effect), as does generating a label for the
picture (the generation effect). This demonstrates the inter-
play between language and memory and has implications
for both memory and psycholinguistic research.
Notes
1. Note that the production effect refers to the comparison of
overt versus inner speech. Language production refers to the
entire process of producing language starting with the concep-
tual processing of what is being communicated and culminat-
ing in articulation.
2. InG*Power, the test family selectedwas “F tests”, the statistical test
was “ANOVA: Repeatedmeasures, between factors”, and the type
of power analysis was “Sensitivity: Compute required effect size –
given α, power, and sample size”. The number of groups (corre-
sponding here to naming conditions) was 4 and the number of
measurements (corresponding here to the number of items in
the naming task) was 128. This approximation takes into
account the limitations of G*Power, in which computing power
for linear mixed effects models or repeated measures ANOVA
with more than one within-subjects factor is not supported.
3. An additional analysis calculated d’ and C. Results were equival-
ent to the logistic regression and can be seen in the Appendix.
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Appendix
Figure A1. Sensitivity (d’) results for each naming condition in Experiments 1 and 2. Columns represent stimulus type; rows represent experiment. Dots
represent means by condition. Rectangles represent normalised within-subject 95% confidence intervals by condition.
Figure A2. Response bias (C ) results for each naming condition in Experiments 1 and 2. Columns represent stimulus type; rows represent experiment. Dots
represent means by condition. Rectangles represent normalised within-subject 95% confidence intervals by condition.
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