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Abstract
We present molecular dynamics (MD) simulations providing information about the mecha-
nisms of biomineralization. We focus on osteopontin-related peptides, which inhibit the growth
of calcium oxalate monohydrate (COM) the primary constituent of kidney stones.
First, we performed two ab initio MD simulations: aspartic acid (Asp) and the dipeptide
of aspartic acid and phosphoserine (Asp-pSer) interacting with a fully hydrated COM crystal
slab exposing the {100} face. For Asp we found that one of the carboxyl and the amine group
both interact with the crystal surface but neither forms a stable contact during the simulation.
Asp-pSer interacts preferably with its carboxyl groups with the calcium ions of COM. Once a
contact is formed, it remains stable for the remainder of the simulation. Comparing the results
of Asp and Asp-pSer shows that even though during our simulation the phosphate group did
not directly interact with the COM surface its presence results in a stronger interaction of the
carboxyl groups with the crystal slab. This fact and the agreement in the bond length between
the carboxyl oxygen of the amino acids and the calcium ions of COM in these ab initio and
previously performed classical MD simulations [44] validate the model used in the classical
MD simulations.
Second, we performed classical MD simulations of the growth-inhibiting, acidic peptides
pOPAR and poly-glu interacting with the {100} and {010} faces of COM containing {121}
growth steps. For both peptides similar results were found. In the system with the {100}
terraces and the {121} steps the peptides interact with the terrace ({100} face). In the system
with the {010} terraces and the {121} steps on the other hand the peptides interact with the step
({121} face). The negatively charged peptides make their choice of adsorption based on the
densities of calcium ions on the surface of the different COM faces, the order of adsorption
strength is the same as the density of calcium ions: {100} > {121} > {010}. These results are in
agreement with experiments measuring the inhibiting effect of the peptides on COM crystals
grown in the peptide’s presence [23, 24].
Keywords: Car-Parrinello molecular dynamics, ab initio, classical molecular dynam-
ics, osteopontin, calcium oxalate monohydrate, poly-electrolyte, aspartic acid, phosphoserine,
acidic peptides
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Chapter 1
Introduction
Biomineralization is the formation of minerals, i.e. naturally occurring solid substances, in liv-
ing organisms [1]. Biominerals, minerals formed in organisms, can be found across the biology
kingdoms, in bacteria, plants, fungi and animals. Biominerals perform important functions in
organisms. An example of biomineralization is the sea shell (see Fig. 1.1). Another example
are the bones in our skeleton which are a combination of soft organic material and hard mineral
(calcium phosphate in a form called hydroxyapatite (HA)) providing the necessary rigidity to
perform their functions. Body fluids such as blood, saliva and urine contain a high amount
of ions that would, under normal conditions, form solid salts. Urine, for instance, can have a
high amount of the substances calcium and oxalate, which together can form a solid salt called
calcium oxalate monohydrate (COM). This solid is very often found in kidney stones. The
prevalence of kidney stones in Europe and North America is around 10% [2], but the recur-
rence rates are estimated to be much higher (up to 75% over the next 20 years) [3]. Therefore,
prevention of kidney stones, especially for people who have had kidney stones before, is very
important. Understanding the mechanisms of inhibiton of biomineralization can lead to new
pharmaceutical treatments. In healthy individuals, the formation of kidney stones, i.e. large
enough crystals that are retained in the kidneys and cause symptoms, is prevented.
One of the mechanisms organisms use to control the deposit of minerals is to produce
molecules that can favour or inhibit the formation of certain minerals. Very often these pro-
moters or inhibitors are proteins, i.e. polymers formed of building blocks called amino acids.
Osteopontin is an example of a protein, which can inhibit growth of certain biominerals, e.g.
COM. The mechanisms for these proteins to control biomineralization are not well understood
at present [4]. Better understanding of these mechanisms can lead to treatment of diseases in-
volving biomineralization, e.g. kidney stones, or improvement of bone healing after a fracture.
These molecules controlling the formation of minerals are also of interest in material science,
since they provide new insights on the design of new materials, e.g. coating of orthopaedic
implants similar to the natural structure of bone, and on new ways of producing these materials
under conditions comparable to nature, i.e. at low temperature and pressure and in aqueous
solutions [5, 6].
Computer simulations, such as molecular dynamics (MD) simulations, are the third
paradigm of research besides theory and experiments. The basis and the most important part
of every computer simulation is the formulation of a suitable model of the phenomena. ”Ex-
periments” are then performed to collect data, which can be analyzed. These models involve a
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Figure 1.1: A collection of sea shells which are a product of biomineralization. The picture is
reproduced from http://en.wikipedia.org/wiki/File:Shell Island 1985.jpg and is licensed under
the Creative Commons Attribution-Share Alike 3.0 Unported.
large amount of calculations which are performed by the computer. It is possible to make pre-
dictions from computer simulations on phenomena that at present cannot or have not yet been
studied by experiments. Examples of predictions from MD simulations are the flow of water
through hydrophobic carbon nanotubes [7] and the collective diffusion behaviour of lipids in
bilayers [8] both of which have later been confirmed by experiments [9, 10].
If the chosen model is correct, computer simulations are accurate to numerical precision,
while theoretical approaches in most cases require approximations such as mean-field theory
to obtain results. When performing experiments on the other hand, the probed system has to
be disturbed. It is often hard to predict the effect of these perturbations on the results obtained.
For example, properties of lipid bilayers, an important constituent of cell membranes, can be
studied by fluorescence spectroscopy for which fluorescent lipid analogues have to be inserted
in the lipid bilayer [11, 12]. It is impossible to gain information from the experiment on how
the behaviour of the lipids is changed by the presence of these lipid analogues. Computer
simulations are an invaluable tool to answer such questions [13].
Computer experiments allow simulation of experimental set-ups that are hard or impossible
to achieve in real experiments. The resolution can be chosen appropriately and can be beyond
3present limitations of, for example, microscopes. Depending on the length and time scale of the
phenomena one wants to study, the model will include a larger (higher resolution) or smaller
(lower resolution) number of degrees of freedom. With the omission of certain degrees of
freedom the model becomes less accurate, i.e. the length scale increases; the reduction in the
number of degrees of freedom leads to a decrease of the computational load, therefore larger
time scales can be accessed with the same amount of computation time [14].
If a phenomena extends over multiple time and length scales, as is often the case with bio-
logical phenomena, applying just one method with a limited range on the time and length scale
is not sufficient. Multiple methods, each able to probe different time and length scales, need to
be linked in a hierarchic manner. This is called multiscale modeling [14, 15]. Moving from a
model with higher resolution to one with lower resolution is called coarse-graining, moving in
the opposite direction is called fine-graining. There exists no unique process of coarse-graining
a model and several systematic approaches exist each with its advantages and disadvantages
[14, 15]. Often coarse-grained potentials are generated by using the pair correlation function
obtained from a finer grained model [14].
In classical MD, the movement of atoms and molecules over time is simulated. In ab initio
MD, modeling is based on quantum mechanics and thus the atoms are described in a very
detailed fashion. The nuclei and the chemically relevant electrons are treated individually. Ab
initiomethods are therefore very accurate, but require extensive computation and to be feasible
at all, they require some approximations. Due to these approximations even these methods
might fail to model certain phenomena correctly. For example, methods based on the density
functional theory (see Sec. 3.4) with standard parameters fail to reproduce the van der Waals
interactions correctly [16, 17] and further improvements of the model are necessary. This lack
of van der Waals interactions can for example have an effect on the structure obtained when
simulating liquid water [18]. In ab initio MD the length and time scales are limited to a few
nanometres and few hundreds of picoseconds, respectively [19, 15].
To be able to reach larger length and time scales, for example to be able to simulate a
protein, the model has to be simplified by removing degrees of freedom in order to save com-
putation time. In classical MD atoms are treated as single spherical particles moving according
to classical mechanics. The way these atom-particles interact with each other is defined by
a force field. A force field is a collection of mathematical functions and parameters which
describe all the possible interactions of atoms with each other. The parameters of these force
fields are found from experiments and ab initio calculations [20]. The resolution and accuracy
of these models can, of course, be further decreased to access even larger length and time scales
leading to what are called coarse-grained models. The different models and their accuracy are
summarized in Fig. 1.2.
One of the scientific challenges of biomineralization originates from it being a process in-
volving several different time and length scales. The time scales extend from bond vibrations,
which are of the order of ten femtoseconds for a heavy-atom-hydrogen bond [20], through nu-
cleation processes taking from seconds to days, to the growth of minerals in the body, which
can require years. The length scales range from the ions forming the mineral of a few Ångstro¨m
[21] to proteins (∼ 1-10 nm [21]) acting as promoter or inhibitor and constituting the organic
matrix for biomineralization to the size of cells (∼ 10-30 µm [21]) and structures formed by
cells, e.g. the renal tubules (∼ 100-150 µm in diameter [21]). This range of time and length
scales also presents a challenge for simulation. Different methods need to be employed to gain
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Figure 1.2: The time and length scales of different molecular dynamics methods.
information at different scales. In the present study, classical MD has been combined with ab
initio MD [22, 23, 24]. At the level of classical MD, it is possible to observe the adsorption
behaviour of large molecules, e.g. peptides (short chains of less than approximately 50 amino
acids) to crystal surfaces in an aqueous environment [23, 24]. Information about the binding
mechanism and of preferential binding to different surfaces and structures can be obtained. Per-
forming ab initio MD simulations allows one to zoom in and gain more detailed and accurate
information about molecules directly involved in the interaction with the crystal surface and to
validate classical MD simulations [22]. Further general information on biomineralization can
be found in Refs. [1, 25, 26].
In the next chapter (Chap. 2), background on the biological and chemical principles in-
volved in biomineralization will be presented. Background on the methods used is found in
Chapters 3 (ab initioMD) and 4 (classical MD). Details of the simulations performed are given
in Chapter 5. The results of the ab initioMD simulations are presented in Chapter 6 and of the
classical MD simulations in Chapter 7. Finally, the conclusions are found in Chapter 8.
Chapter 2
Biological and Chemical Background
2.1 Biomineralization
Biomineralization is the process by which organisms create mineralized tissues. Minerals are
naturally occurring solids with a definite chemical composition. Crystalline minerals have
long-range organized atomic structure, unlike the atoms of amorphous minerals which lack
long-range order [27]. The types of minerals most commonly found in biomineralization
contain calcium ions. Shells, for example, are predominantly build from calcium carbonate
usually in the form of calcite and aragonite (CaCO3), the two most thermodynamically stable
polymorphs. Mammal bones and teeth are made of calcium phosphate in the form of hydrox-
yapatite (HA) ((Ca10(PO4)6(OH)2)). Calcium oxalate in the form of whewellite (CaC2O4·H2O)
or weddellite (CaC2O4·2H2O) is found in plants and fungi as a store for calcium and also as
unwanted deposits in mammals, e,g. in kidney stones. Some unicellar structures and plants
use amorphous silica (SiO2·nH2O) instead of ionic crystals. Some bacteria are able to sense
magnetic fields and direct their movements accordingly (magnetotaxis) by making use of iron
oxides in the form of magnetite (Fe3O4). Table 2.1 provides some examples of biological
functions of mineralized tissues. Refs. [1, 25] provide further reading on biomineralization.
Biomineralization can be biologically induced or controlled [1]. In biologically induced
biomineralization the precipitation of the mineral is facilitated by metabolic processes. In
biologically controlled biomineralization the mineralization process is closely monitored by
the organism by different mechanisms to create the minerals in a way that they can fulfil their
biological function. The organism can, for example, create a macromolecular structure on
which mineralization will take place and thus dictating the character and orientation of the
crystals. Solubility and supersaturation can be controlled by coordinating ion transport into
and out of cells as well as by molecules that can bind ions and thus lower the availability
of those ions. Nucleation and crystal growth can be influenced by molecules (of low and
high molecular weight) acting either as promoters or inhibitors. All these control mechanisms
assure the formation of minerals needed to fulfil their biological function in the organism,
for example the mineral phase in the skeleton. Conversely, mineral formation is prevented
in supersaturated fluids, where mineral formation would interfere with the physiology of the
organism. For example, urine is supersaturated with respect to calcium oxalate [28], but the
mineralization is held at bay by inhibitors present in urine. The work in this thesis is focused on
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inhibition of biomineralization. Some inhibitors of biomineralization are described in Section
2.5. In the next section (Sec. 2.2) the basic chemical principles of mineralization are reviewed.
Table 2.1: Examples of biomineralization
Function Organism Location Mineral
Protection Choanoflagellates Cellular Silica (SiO2·nH2O)
Protection Plants Leaves Silica (SiO2·nH2O)
Protection Fish Scales Hydroxyapatite
(Ca10(PO4)6(OH)2)
Protection Birds Eggshells Calcite (CaCO3)
Micro-skeleton Radiolarians Cellular Silica (SiO2·nH2O)
Exoskeleton Diatoms Cell wall Silica (SiO2·nH2O)
Endoskeleton Vertebrates Bone Hydroxyapatite
(Ca10(PO4)6(OH)2)
Cutting/grinding Mammals Teeth Hydroxyapatite
(Ca10(PO4)6(OH)2)
Precursor phase Vertebrae Bone and teeth Octacalcium phosphate
(Ca8H2(PO4)6)
Optical imaging Trilobites Eye lens Calcite (CaCO3)
Magnetotaxis Magnetic bacteria Intracellular Magnetite (Fe3O4)
Gravity receptor Fish Head Aragonite (CaCO3)
Gravity receptor Mammals Inner ear Calcite (CaCO3)
Buoyancy device Cephalopods (inkfish) Shell Aragonite (CaCO3)
Calcium storage Fungi Roots Whewellite
(CaC2O4·H2O) or Weddel-
lite (CaC2O4·2H2O)
Calcium storage Plants Leaves Whewellite
(CaC2O4·H2O) or Wed-
dellite (CaC2O4·2H2O)
or amorphous calcium
carbonate (CaCO3·nH2O)
Ion storage Mammals Mitochondria Amorphous calcium phos-
phate
2.2 Chemical principles of biomineralization
The formation of biominerals in an aqueous environment is chemically a precipitation, i.e.
the formation of a solid phase in a solution [1]. Precipitation is thermodynamically favoured
by a condition called supersaturation. The initial process in the formation of a solid phase
in a solution is called nucleation and, after nucleating, the size of the solids can increase by
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growth through attachment of new material to the crystal. Since the majority of biominerals
are crystalline, ionic salts, we will only discuss the chemical principles for this case.
2.2.1 Supersaturation
A saline solution is in equilibrium with its precipitates if the volumes of the precipitate and the
solution do not change. Supersaturation is a condition in which the system is out of equilibrium
in such a way that the solutes will start to precipitate [27]. It depends on the solubility of the
salt in the solvent and the amount of substance dissolved. The solubility s is defined as the
amount of a pure salt that can be dissolved in a litre of solvent and it is temperature-dependent.
The molar concentration ci on the other hand is defined as the actual amount of constituent i in
a mixture (Ni), e.g. sodium ions in a sodium-chloride solution, divided by the total volume V
ci = Ni/V. (2.1)
The activity or effective concentration ai is used to describe real mixtures, where a correction
to the concentration is needed to relate it to concentration-dependent physical quantities [29].
This is done by multiplying the concentration by activity coefficient γi
ai = γi · ci, (2.2)
which differs for different concentrations. This correction originates from interaction between
the constituents of a mixture, e.g. Coulomb interactions in a saline solution [29]. In an ideal
mixture there are no such interactions and therefore in this case the activity coefficient is equal
to 1.
The process of solvating a salt of univalent ions (M+ and X−) can be written as
MnXm(solid)
 n · M+(aq) + m · X−(aq), (2.3)
where n and m are the number of ions M+ and X− in solution, respectively. The activity
solubility product Ksp, the equilibrium constant related to solubility, is defined as
Ksp = anM+ · amX− , (2.4)
with aM+ and aX− being the activities when the ions in solution are in equilibrium with the solid
phase, i.e. the solubility product is the activity product (AP) at equilibrium. If the activity
product of a solution is exceeding the solubility product, solid particles will precipitate from
the solution until equation 2.4 is satisfied [1]. The solubility s is related to the solubility product
Ksp through the activities [1]
aM+ = n · s (2.5)
aX− = m · s. (2.6)
Supersaturation of a solution is then defined in terms of the activity product (AP) and the
solubility product Ksp as the relative supersaturation S R
S R = AP/Ksp (2.7)
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and the absolute supersaturation S A
S A = (AP − Ksp)/Ksp. (2.8)
The chemical potential µi of substance i at constant temperature and pressure is defined as
the partial derivative of the Gibbs free energy G with respect to number of particles Ni
µi =
(
∂G
∂Ni
)
T,P,Ni, j
. (2.9)
The Gibbs free energy G is defined as [30]
G = H − TS , (2.10)
where H is the enthalpy and S the entropy. The chemical potential is a measure of the ability of
a substance to undergo a change, e.g. chemically react, change its phase or diffuse. It can only
undergo this change if the chemical potential of its end state is lower than that of its original
state. The chemical potential for crystallisation is defined as
µ = µ0 + kT ln AP, (2.11)
where µ0 stands for the standard chemical potential, k for the Boltzmann constant and T for the
temperature. The difference in the chemical potential ∆µ between the supersaturated solution
and a solution in equilibrium determines the degree of precipitation and reads as
∆µ = kT ln AP/Ksp (2.12)
and is therefore connected with the supersaturation by
∆µ = kT ln S R. (2.13)
The concept of the solubility product is well defined for inorganic solutions, but might break
down or need extensions in the situation of biomineral formation [1]. For example, many ions
form complexes with organic molecules and the number of complexes formed changes often
with time. Therefore the concentration and the activities of these ions differs, which makes the
determination of the solubility product Ksp difficult.
2.2.2 Nucleation
Nucleation is the formation of small precipitates. It can be homogeneous, i.e. formed spon-
taneously in the bulk of a supersaturated solution governed by thermal fluctuations, or hetero-
geneous, i.e. formed on a surface of a substrate present in the solution acting as a seed for
nucleation [31]. These substrates lower the energy of nucleation compared to homogeneous
nucleation. In biomineralization, nuclei therefore form mostly by heterogeneous nucleation,
e.g. nucleation can be facilitated by organic templates. Nevertheless, some information about
the nucleation process can be gained by studying homogeneous nucleation. Therefore the prin-
ciples of homogeneous nucleation as described by the classical theory of nucleation [32] are
briefly reviewed.
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The thermodynamically determining quantity for the formation of a nuclei is the free energy
of this process ∆GN . When a nucleus is formed energy is released by the formation of new
bonds inside the aggregate (bulk energy ∆GB < 0); however, a new, energetically unfavourable
interface between the solid aggregate and the liquid solution is introduced (∆GI > 0). The free
energy of nucleation is therefore the sum of these two energies [27]
∆GN = ∆GI + ∆GB. (2.14)
If the formation of a spherical nucleus with radius r is assumed, the interfacial energy is [1]
∆GI = 4pir2σ . (2.15)
σ is the interfacial energy per unit surface area. The bulk energy in this case is [1]
∆GB =
4
3
pir3
∆Gv
Vm
. (2.16)
∆Gv is the difference between the free energy of the solution and the free energy of the crystal
per mole and Vm is the molar volume, i.e the volume occupied by one mole of a substance,
Vm = M/ρ, (2.17)
where M is the molar mass and ρ is the density. ∆GN reaches a maximum at r∗, the critical
nucleus radius,
r∗ = −2σVm
∆GV
, (2.18)
i.e. the nucleus is only stable for r > r∗. Since during nucleation crystallization is favoured,
∆Gv is negative and therefore r∗ is positive. The maximum free energy of nucleation ∆G∗N , i.e.
the activation energy for homogeneous nucleation, is
∆G∗N =
16
3
piσ3V2M
∆G2v
. (2.19)
The activation energy ∆G∗N can be rewritten in terms of the relative supersaturation S R as
∆G∗N =
16
3
piσ3
ν2
(kT ln S R)2
, (2.20)
by using equation 2.13 and ∆µ = ∆G/NA [33]. k stands for the Boltzmann constant, T for
the temperature and ν (Greek letter nu) for the molecular volume, i.e the volume occupied by
a single molecule (ν = Vm/NA). A plot of the free energy of nucleation as a function of the
cluster size is shown in Fig. 2.1.
The rate of nucleation JN is given by the Arrhenius equation [1]
JN = A exp(−∆G∗N/kT ), (2.21)
where A is a constant factor. Thus, an increase in the rate of nucleation JN can be achieved by
decreasing the activation energy of nucleation ∆G∗N through increasing the supersaturation S R.
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Figure 2.1: Free energy of nucleation (∆GN) as a function of cluster size (r).
But if the supersaturation is increased to a certain value S ∗R the rate of nucleation will suddenly
increase very fast, since ∆G∗N is a function of (ln S R)
2.
The growth of a nucleus right after its nucleation is often modeled by the Kolmogorov-
Avrami-Mehl-Johnson (KAMJ) theory [34, 35, 36, 37, 38]. In this model the following as-
sumptions are made. First, the long-range interactions between the nuclei need to be negligi-
ble. Furthermore, nucleation is assumed to be a non-correlated random process and the growth
of a nucleus is assumed to be isotropic with a constant velocity v. The critical radius r∗ is
assumed to be infinitely small and growth of the nuclei will stop when they converge. The
volume fraction of nuclei as a function of time X(t) for homogeneous nucleation reads as
X(t) = 1 − exp
(
− V
d + 1
JNvd(t − t0)d+1
)
(2.22)
and for heterogeneous nucleation as
X(t) = 1 − exp
(
−Vαvd(t − t0)d
)
, (2.23)
where α is the density of nuclei with r > r∗ and V is volume of the nuclei. The Avrami
exponent (d) allows a distinction of the two types of nucleation, it is d + 1 for homogeneous
and d for heterogeneous nucleation [39]. In homogeneous nucleation the nuclei are distributed
homogeneously, since they form randomly. However in heterogeneous nucleation the nuclei
are distributed inhomogeneously, since nucleation is favoured at certain places. This leads to
the decrease in the Avrami exponent in heterogeneous nucleation compared to homogeneous
nucleation [40]. Homogeneous and heterogeneous nucleation are depicted in Fig. 2.2.
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Figure 2.2: Homogeneous and heterogeneous nucleation. Homogeneous nucleation: panels
(1a), (2a) and (3a) show the formation of a cluster with a radius smaller than the critical radius
r∗, therefore the cluster is unstable and will consequently break apart; panels (1b), (2b) and
(3b) show the formation of a cluster with a radius larger than the critical radius r∗, therefore
the cluster is stable and will continue to grow. Heterogeneous nucleation: panels (1c), (2c) and
(3c) show the formation of a cluster in the presence of a seed (black), which favours nucleation
by lowering the free energy of nucleation (see Fig. 2.1).
2.2.3 Crystal growth
For epitaxial growth, i.e. thin layers of crystalline material growing on a crystal surface (sub-
strate) of a different material, three different growth modes are typically distinguished [41].
The first of these modes is called the Volmer-Weber mechanism or island growth, since the
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added material forms three-dimensional islands leading to a lumpy, rough surface. The second
growth mode, called the Frank-van der Merwe mechanism or layer-by-layer growth, leads to
a smooth surface. In the third growth mode, the Stranski-Krastanov mechanism, growth first
occurs layer-by-layer and as the thickness of the layer increases the mechanism switches to
island growth. A schematic representation of the three epitaxial growth modes can be found
in Fig. 2.3. The growth mode in which a specific layer will grow is thermodynamically de-
termined by the chemical potential µ of the growth process. The chemical potential depends
on the thickness of the growing layer and lattice misfit between the added layer and the sub-
strate, which will produce a strain. For small strains compared to the chemical potential, if the
derivative of the chemical potential with respect to the layer thickness is positive layer-by-layer
growth occurs, if it is negative island growth occurs. In the Stranski-Krastanov mechanism the
derivative of the chemical potential with respect to the layer thickness changes its sign once
a critical layer thickness is reached, therefore a change from layer-by-layer growth to island
growth occurs. There are several factors influencing the resulting growth mode. For example,
if stronger bonds are formed in the added layer itself, than between the layer and the substrate,
island growth occurs, if the opposite is the case, layer-by-layer growth results.
The situation we are studying, where a crystal is growing in a solvent, the growth behaviour
is more complex. For a large crystal growing in a pure solution with a stable bulk structure, the
rate of growth JG can be written as [1]
JG = k(S A)x, (2.24)
where k is the rate constant and S A is the absolute supersaturation. x depends on the growth
conditions, i.e. the level of supersaturation. At very high supersaturation growth is mass-
transport and diffusion-limited and x = 1. At high supersaturation polynucleation of surface
growth islands occurs and x > 2. At moderate supersaturation crystals grow layer-by-layer and
x = 1. At low supersaturation growth takes place at screw dislocations and x = 2 [1].
In the classic Burton-Cabrera-Frank (BCF) theory of crystal growth [42], the active sites of
growth are assumed to be at the end of lattice discontinuities, such as steps and kinks (see Fig.
2.4), which form so-called growth hillocks. These growth hillocks are the result of unfinished
layers during growth, which is favoured by the Volmer-Weber and Stranski-Krastonov growth
modes. For new material it is more favourable to adsorb at a kink or step than at the terrace,
since it can interact from more sites with the existing crystal. Figure 2.4 shows the process of
crystal growth for the adsorption of one solute molecule. First, new material needs to diffuse
in the solution to the crystal surface (1), where it adsorbs to the surface and loses part of its
hydration shell in order to be able to interact with the atoms of the crystal (2). Then it diffuses
along the terrace to a step (3) and along the step until it finds a kink (4), where it will be
incorporated into the crystal (5). By repetition of this process the crystal is growing in the
direction perpendicular to the plane of the terrace.
2.2.4 Crystal morphology
Crystal morphology, i.e. its shape and the crystal faces developed, depends on the growth rate
of the different faces. A face is defined by how a plane intersects geometrically with the axes of
the unit cell. The Miller indices are a method to label crystal faces [43]. They consist of three
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Figure 2.3: Schematic representation of the three epitaxial growth modes: (1a), (1b) and
(1c) show Volmer-Weber or island growth; (2a), (2b) and (2c) show Frank-Van der Merwe or
layer-by-layer growth; (3a), (3b) and (3c) show Stranski-Krastanov growth with layer-by-layer
growth first, followed by island growth.
integers h, k and l, and for general set of symmetry-related faces are written as {hkl}, while a
specific unique face is labelled as (hkl). The arrangement of atoms in a crystal is described by
a unit cell that is repeated in all directions. A unit cell is defined by three lattice vectors ~a1, ~a2
and ~a3. The lattice vectors and a few examples of lattice planes in a simple cubic lattice are
shown in Fig. 2.5. The reciprocal lattice vectors ~bi are defined as
~bi · ~a j = 2piδi j. (2.25)
δi j is the Kronecker delta function defined as
δi j =
{
1 i f i = j
0 i f i , j. (2.26)
The face (hkl) is normal to the reciprocal lattice vector h~b1 + k ~b2 + l~b3. Each face has a
corresponding unique crystallographic axis that is perpendicular to its surface, which is labelled
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Figure 2.4: Schematic representation of crystal growth in layers.
in similar fashion as the face as [uvw] for a specific or <uvw> for a general case. Addition of
new material to the corresponding face determines the relative growth rate along this direction.
The fastest growing faces will ”grow out”, while the slower growing faces will remain over
time and form the crystal morphology.
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Figure 2.5: Three lattice planes and their Miller indices in a simple cubic lattice defined by the
three lattice vectors ~a1, ~a2 and ~a3.
The growth rates in different directions can differ, since the way the faces are composed is
different. Therefore the rate by which new ions are added will vary as well. A growth inhibitor
slows down the growth rate of a face and thus will change the habit of a crystal, since non-
inhibited faces may now grow faster than the inhibited faces which leads to changed relative
growth rates compared to the uninhibited crystal growth. Fig. 2.6 shows an example of how
the habit of a crystal changes through the presence of a growth inhibitor.
Real crystals are rarely perfect in the arrangement of their atoms. They contain defects,
i.e. regions, where the microscopic arrangement is different from the arrangement of a perfect
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Figure 2.6: Scanning electron microscopy (SEM) images of the effect of peptides on growth
habit of calcium oxalate monohydrate (COM) crystals. COM crystals were grown in the pres-
ence of P0, P1, P3, or no peptide. All scale bars are 11 µm. Scale bar in panel (b) also applies
to panels (a) and (c). Panel (a): no peptide; panel (b): P0, 2 µg/ml; panel (c): P0, 20 µg/ml;
panel (d): P1, 2 µg/ml; panel (e): P1, 20 µg/ml; panel (f): P3, 2 µg/ml; panel (g): P3, 20
µg/ml. Reprinted with permission from [44]. Copyright (2007) American Chemical Society.
A description and the sequences of the peptides P0, P1 and P3 can be found below in Section
2.5.1.
crystal. These defects can be classified as point, line and surface defects, depending on the
dimension of the defect on the atomistic scale. Point defects have an effect on the arrangement
of ions only in one dimension, line defects in two dimensions and surface defects in three
dimensions. Point defects are either a vacancy or an interstitial of an ion, i.e. an ion is missing
at a site of the crystal lattice or an extra ion is present between the sites of the crystal lattice.
Line defects or dislocations (see Fig. 2.7 and 2.8) can be imagined as the insertion of an
additional half plane of ions in a perfect crystal or by a slip, where one part of the crystal slides
across another part. This insertion causes a distortion of the ions around the dislocation, but
further away the crystal regains its perfect arrangement. The line where this extra plane of ions
is inserted is called the dislocation line (see Fig. 2.7), while the vector characterizing the slip
is called Burgers vector ~b (see 2.9). This vector is not to be confused with the reciprocal lattice
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vectors ~bi defined in Eq. 2.25. The dislocation line and the Burgers vector define a dislocation.
If the dislocation line and the Burgers vector are perpendicular an edge dislocation results and
if the dislocation line and the Burgers vector are parallel a screw dislocation is formed. There
exist also more complex dislocations, where the dislocation line and Burgers vector are neither
perpendicular nor parallel. Edge and screw dislocation are illustrated in Fig. 2.7.
Figure 2.7: Illustration of edge dislocation (top right) and screw dislocation (bottom right).
The figure is reproduced from http://en.wikipedia.org/wiki/File:Vector de Burgers.PNG and is
licensed under the Creative Commons Attribution 3.0 Unported license.
To visualize an edge dislocation the crystal with its ion planes can be compared to a stack
of papers, where half a piece of paper has been inserted on one side of the stack. The edge
dislocation can move through the crystal through the breaking and forming of bonds until the
extra plane reaches the boundary of the crystal (see Fig. 2.8). A screw dislocation can be
imagined as being produced by partially cutting the crystal and then moving one part of the
crystal parallel to the cut. This causes the ion planes to distort like a helix, hence the name of
the dislocation.
The Burgers vector ~b of a dislocation can be determined in the following way. In a part of
the crystal with a perfect ion arrangement a closed curve passing through a succession of lattice
sites is considered large enough to encircle the dislocation (see Fig. 2.9 a). This curve can be
expressed as a series of displacements by lattice vectors. The same series of displacements is
then performed around the dislocation. The start and end point differ because of the dislocation
and the Burgers vector is the vector from the start to the end point of the curve (see Fig. 2.9 b).
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a b
Figure 2.8: Motion of an edge dislocation.
Dislocations can serve as nucleation centres for the growth of a new layer and thus increase
the growth rate of a crystal compared to the growth rate that would be expected in a perfect
crystal.
a b
 
r
b
Figure 2.9: Determination of Burgers vector: (a) in a part of the crystal with a perfect ion
arrangement consider a closed curve expressed as a series of displacements by lattice vectors
(thin arrows) large enough to encircle the dislocation; (b) the same series of displacements is
then performed around the dislocation and the difference between the start and end point of the
curve defines the Burgers vector ~b (bold arrow).
2.2.5 Mechanisms of growth inhibition
Crystal growth can be modified by ions or molecules. In organisms these modifiers often are
proteins, but also smaller molecules or ions may be involved. Growth can be influenced by
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altering the nature of growth hillocks, the speed by which growth steps propagate or the energy
of the edge of steps. Next, three mechanisms of growth inhibition are described: step pinning,
incorporation and kink blocking [45]. In step pinning inhibitors bind to the steps or terraces
and slow down step movement at these binding sites. Depending on the distance between
the individual molecules, growth may continue by growing around the inhibitors. The critical
radius or curvature of a step determines whether the step will continue to grow, as in the case
when the distance between the inhibitors is greater than the critical radius, or not, as in the case
when the distance between the inhibitors is smaller than the critical radius. The critical radius
can be different for different faces of a crystal and therefore the effect of an inhibitor on growth
of different faces may vary. In incorporation growth inhibition is caused by a change of the
crystal composition. Foreign molecules or ions become incorporated in the crystal, which can
lead to distortion of the crystal lattice. This leads to an increase of the internal energy of the
crystal, which increases the solubility of the crystal, which may lead to a lower growth rate. On
the other hand, incorporation leads to an increase of the entropy of the crystal, which makes
the crystal more stable and may lead to an increased growth rate. If the enthalpic effect of
incorporation is larger than the entropic, growth will be inhibited. In kink blocking inhibitors
block kink sites reversibly and lead to an overall decrease in the density of available kink sites.
Since fewer kink sites are available growth will be slowed down.
2.3 Kidney stones
The urinary system produces urine in the kidneys [21]. It is then drained through the ureters to
the urinary bladder, where it is collected and stored before being eliminated via the urethra [21].
Urine is an aqueous solution of many substances in varying concentrations including poorly
soluble salts, e.g. calcium oxalate. Kidney stones or renal calculi are formed by precipitates
of these salts in supersaturated urine by the general principles described in Section 2.2. The
primary constituent of kidney stones is calcium oxalate [46]. This mineral will be described
in more detail in Section 2.4. Small stones are eliminated through the urinary system without
problems, but if they become too large they can obstruct the flow of urine and cause problems.
The formation of a kidney stone involves different processes taking place simultaneously:
crystal nucleation, growth and aggregation. At the moment, there are two main theories on
how these stones are formed: the free particle and the fixed particle theory [47]. In the free
particle theory [47] it is assumed that the crystals nucleate, grow and aggregate freely in urine
and that the stones do not attach to the epithelial walls until they become so large that they
block the flow of urine. In the second theory, the fixed particle theory [47], it is assumed that
stones nucleate preferentially on the epithelium and that the crystals will grow and aggregate,
while attached to the wall. At present the fixed particle theory seems to be more likely, since
many studies have shown that renal tubular cells can bind calcium oxalate in vitro and in vivo
[47].
Attachment of stones to the epithelial wall irritates the tissue causing inflammation or even
damages the epithelium, the latter will lead to a release of blood and tissue components. If the
flow of urine is impeded due to the obstruction caused by the stone, it can lead to infections
of the urinary tract. Treatment of kidney stones is only necessary if there are symptoms, e.g.
pain. If the stones do not pass spontaneously, surgical treatment is indicated.
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The prevalence of kidney stones in Europe and North America is around 10% [2], but
the recurrence rates are estimated to be much higher (up to 75% over the next 20 years) [3].
Therefore, prevention of kidney stones, especially for people who have had kidney stones
before, is very important. At present this includes preventing urine supersaturation through
high intake of fluids, avoiding food containing a high amount of oxalate, increasing the amount
of inhibitors, e.g. citrate, and decreasing the amount of promoters of stone formation, e.g.
sodium. Understanding the mechanism of inhibitors of biomineralization can lead to new
pharmaceutical treatments to prevent the formation of kidney stones.
2.4 Calcium oxalate
Calcium oxalate, a mineral consisting of calcium and oxalate ions (see Fig. 2.10), naturally
occurs in hydrated forms: calcium oxalate monohydate (COM) or whewellite (Ca(C2O4)·H2O),
calcium oxalate dihydrate (COD) or weddellite (Ca(C2O4)·2H2O) and the very rare calcium
oxalate trihydrate (COT) or caoxite (Ca(C2O4)·3H2O). The molecular structure of the oxalate
ion is shown in Fig. 2.10. COM is the primary constituent of the majority of stones formed
in the urinary tract [46]. Due to its well-characterized growth process, COM is an appropriate
model system to study the mechanism of crystal growth inhibition by biological molecules.
COM is monoclinic and its most common faces developed are {100}, {010}, {021} and {121}
[48]. The description of COM in this work is based on the crystal structure reported by Tazzoli
and Domeneghetti [49].
• Calci m Oxal e 
Monohydrate (COM; 
CaC2O4xH2O):
• Calcium i n  (Ca2+) 
• Oxal te ions (C2O42-)
•
• Water
Kidney Stones
• Crystal aggregations of 
minerals in urine
• Occur in 10-15% of 
adults (in US)
• COM is the most 
common found mineral 
in kidney stones
Figure 2.10: Molecular structure of oxalate ion (C2O42-).
The calcium ion content of these faces differs. The most cationic face is {100} with a
calcium ion density of 0.054 Ca2+/Å2, next is the {121} face with 0.041 Ca2+/Å2 and the face
containing the fewest calcium ions is {010} with a density of 0.033 Ca2+/Å2 [50]. COM often
forms penetration twins under physiological conditions. Crystal twins are two separate crystals
that share some of the same crystal lattice points in a symmetrical manner. Penetration twins
are crystal twins that appear to pass through each other (see Fig. 2.11). COM crystal growth
occurs in three crystallographic directions: addition of new material to the {121} faces leads
to growth along the <001> direction; addition to the {100} faces to growth along <100>; and
addition to the {010} faces growth along <010> (see Fig. 2.11).
The growth hillocks on the {100} and {010} faces of COM have step risers with Miller
indices {121} and {021} [50, 51]. The face {121} is thought to have step risers with Miller
indices {100} and {010} and to a fewer extent indices {121} and {021} [50] (see Fig. 2.12).
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Effects of OPN peptides on calcium oxalate growth habit 
 Control COM crystals nucleated from an {010} face and a {100} face are shown in 
panels a and b, respectively, of Figure 3.  Panels c and d of Figure 3 show COM crystals grown 
in the presence of 1 µg/ml pOPAR.  Viewed from a {100} face (panel c), the crystals are oval, 
almost spherical, although their crystallographic orientation can be (tentatively) established by 
the characteristic 72o angle formed by the {121} faces.  The {100} faces of COM grown in the 
presence of pOPAR exhibit extensive scalloping, indicative of growth-step pinning (Fig. 3c); 
their <100> dimensions are reduced more than the other two dimensions (Fig. 3d).  In the 
presence of 5 µg/ml pOPAR, very few crystals formed.  These were even smaller and more 
irregular in shape than crystals grown at 1 µg/ml of the peptide (Fig. 3e). 
       The effects of pOPAR on COM growth habit were quantified by measurement of <001>, 
<010> and <100> crystal dimensions (Table 1).  pOPAR significantly decreased all COM 
dimensions at both concentrations studied.   
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the characteristic 72o angle formed by the {121} faces.  The {100} faces of COM grown in the 
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Figure 2.11: SEM images (panels (a) and (b)) and a schematic (panel (c)) of COM penetration
twins. The scale bar in panels (a) and (b) is 7 µm. The dotted lines in panel (c) indicate the
twin plane. Panels (a) and (b) are reproduced from [23] by permission of The Royal Society of
Chemistry (http://pubs.rsc.org/en/ ontent/ArticleLanding/2012/SM/c1sm06232h). Panels (c)
is reproduced from [24].
Figure 2.12: Representation of types of gro th steps (not to scale) present on COM crystals.
The Miller index of the upper surface and step terr s of growth hillocks is always identical
to the face on which the hillock is growing. Reproduced from [23] reproduced from [23] by
permission of The Royal Society of Chemistry (http://pubs.rsc.org/en/Content/ArticleLanding/
2012/SM/c1sm06232h).
2.5 Inhibitors of biomineralization
Biological inhibitors of biomineralization can be low- or high-molecular-weight molecules that
inhibit nucleation, growth and/or phase formation of biominerals helping to assure mineral for-
mation only in places and forms physiologically needed. Especially in fluids, e.g. urine, saliva
or milk, that are supersaturated ith respect t biominerals, these inhibitors play an important
role in preventing precipitation of these minerals. There are several ways to determine a pro-
tein’s involvement in biomineralization. Its inhibiting potential on nucleation or growth of a
certain mineral is often studied by in vitro experiments. The physiological role of a protein can
also be investigated by models of mice which are deficient in the gene encoding this protein,
i.e. a knock-out animal [21].
For example, saliva is supersaturated with respect to calcium phosphate [52, 53], but precip-
itation is inhibited by salivary phosphoproteins, such as histatins, statherin and other proline-
rich proteins, which inhibit nucleation and growth of HA [54, 55]. In milk of mammals, pro-
teins like β-casein inhibit calcium phosphate mineralization by forming amorphous calcium
phosphate nanoclusters [56].
Vascular system calcifications seem to be inhibited by matrix-gla protein, since mice with-
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out matrix-gla protein develop calcifications in their blood vessels and can not survive long
after birth [57]. Furthermore, fetuin A seems to be an inhibitor of systemic calcifications, as
fetuin A knock-out mice on a mineral-rich diet show calcification in several soft tissues, e.g.
lungs, heart and kidneys [58].
As mentioned above, urine is supersaturated with respect to calcium oxalate [28] and its
nucleation and growth into kidney stones is inhibited by various molecules. For example the
low-molecular-weight inhibitor citrate, which has been shown to inhibit COM nucleation, crys-
tal growth and aggregation, and HA crystal growth [59, 60, 61, 62]. But proteins present in
urine also inhibit biomineralization, e.g. prothrombin fragment 1, a fragment of the blood-
coagulation protein, or osteopontin (OPN), an acidic, phosphorylated protein found in many
tissues [63] and one of the best characterized protein-inhibitors. For both it has been shown
that they inhibit the crystal growth of COM in vitro [64, 65, 66, 67, 68]. Since the peptides and
amino acids studied in this thesis are sequences corresponding to OPN, this protein is described
in more detail in the next section (Sec. 2.5.1).
2.5.1 Osteopontin
OPN, sometimes also referred to as bone sialoprotein I or secreted phosphoprotein I, is a se-
creted protein found in humans and many other vertebrates, e.g. rats, mice or cows. It is rich
in amino acids with acidic side-chains (aspartic and glutamic acids) and has extensive post-
translational modifications, e.g. phosphorylation and glycosylation, making it a highly acidic
protein. The amino acid sequence of rat bone OPN is shown in Fig. 2.13. It is a flexible protein
with little or no secondary structure [69].
OPN is found in many healthy tissues, including mineralized tissues, and body fluids. It
is up-regulated under pathological conditions such as inflammation or tissue remodeling. It
contains different domains and sites with which it can interact with cells via integrins and
CD44 receptors or the matrix, e.g. calcium minerals, collagen, fibronectin, or osteocalcin, and
it has many different proposed functions mostly in the host defence, i.e. the defence of an
organism against potential pathogens such as viruses, bacteria or fungi, and tissue repair by
facilitating the recovery of an organism after an injury or an infection. In bone, for example, it
is thought to regulate bone cell adhesion, osteoclast function and matrix mineralization. OPN
is associated with diseases like cancer, atherosclerosis, myocardial infarction or stroke and
plays a role in wound healing as well. Its levels are also raised in ectopic mineralization, i.e.
the pathologic deposition of minerals in tissues, which suggests a role of OPN in inhibition of
mineral growth. In kidneys it is thought to regulate the urinary calcium oxalate deposits, i.e
prevent the formation of kidney stones [63, 70].
Mice without OPN develop normal [71], but show differences connected to the functions
of OPN compared to wild-type mice. For example, they have a higher risk of forming kidney
stones with an increased intake of ethylene glycol, which is metabolized to oxalate by the or-
ganism [72]. Bones of OPN knock-out mice also have a higher mineral content, because bone
resorption is suppressed since the parathyroid hormone-induced maturation of osteoclasts does
not occur [73, 74]. In wild-type mice producing OPN, a reduction of mechanical stress leads
to an increase of bone resorption by osteoclasts and a decrease of osteobast activity forming
new bone. In OPN-deficient mice this response to a reduced mechanical stress has not been ob-
served, also leading to a higher mineralization of bones [75]. Since OPN is also involved in the
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cell-mediated (type 1) immunity, OPN-knock-out mice are more susceptible to viral (e.g. her-
pes simplex virustype 1) and bacterial (e.g. Listeria monocytogenes) infections [76] and have a
decreased macrophage and T cell migration when suffering from a pulmonary granulomatous
disease such as sarcoidosis or tuberculosis leading to a decreased ability of these mice to fight
these diseases [77]. If mice lack OPN in combination with other mineralization-inhibiting pro-
teins they show more severe problems connected with mineralization, e.g. enhanced vascular
calcifications [78, 79].
The mechanism of growth inhibition of biominerals by OPN is not well understood at
present [63]. It seems to involve direct interaction of the protein with the mineral surface as
it has been found that OPN adsorbs directly to HA [80] and COM [81, 82]. In the case of
COM, it prefers to bind to the edge between {100} and {121} faces [82]. By using atomic force
microscopy it has been observed that OPN leads to a slower movement of the growth steps
on the {010} face [51]. Post-translational modifications that increase the acidity of a protein,
i.e. phosphorylation in the case of OPN, have been shown to be important for its growth-
inhibiting effect [83, 84, 85, 86, 81]. To gather more information about which parts of OPN
play an important role in the COM-growth-inhibiting mechanism OPN, peptides corresponding
to different sequences of rat OPN have been created and studied recently by different methods
including classical MD simulations. The different peptides are shown in Fig. 2.13.
The sequence OPN220-235 contains three serine residues that can be post-translationally
phosphorylated and is therefore a good model peptide to study the importance of phosphory-
lation in the adsorption of OPN to COM. The peptide containing no phosphate is termed P0
(SHESTEQSDAIDSAEK), with one phosphate P1 (SHESTEQSDAIDpSAEK) and with three
phosphates P3 (pSHEpSTEQSDAIDpSAEK). These studies showed that all three peptides ad-
sorb preferentially to the COM {100} face and inhibit growth most in the <100> direction. It
was also shown that the higher the degree of phosphorylation, the stronger was their ability to
adsorb and inhibit growth [44, 87]. To complement these results and to validate the model used
in the classical MD simulations of the adsorption of the three peptides (P0, P1 and P3) to the
COM {100} face, ab initio MD simulations [22] with aspartic acid (Asp) and the dipeptide of
aspartic acid and phosphorylated serine (Asp-pSer) (shown bold in the sequence of P3 in Fig.
2.13) adsorbed to a {100} COM face have been conducted and the results of these simulations
are presented in Chapter 6.
The sequence OPN65-80 contains a serine that can be phosphorylated and a se-
quence of nine consecutive aspartic acids; the non-phosphorylated version is termed OPAR
(SHDHMDDDDDDDDDGD), with a phosphate group it is termed pOPAR (pSHDHMD-
DDDDDDDDGD). Since acidic residues are thought to be crucial for the interaction with
COM, investigating this peptide might provide further insight to the mechanism of COM
growth inhibition. Details of its effect on COM crystals in vitro and the results of classical
MD simulations [23] of pOPAR and COM surfaces containing growth steps are discussed in
Chapter 7.
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                      10                        20                       30                       40                      50 
LPVKVAEFGS SEEKAHYSKH SDAVATWLKP DPSQKQNLLA PQNSVSSEET 
                      60                         70                          80                        90                     100
DDFKQETLPS NSNESHDHMD DDDDDDDDGD HAESEDSVNS DESDESHHSD
                     110                  120                      130                    140                     150
ESDESFTAST QADVLTPIAP TVDVPDGRGD SLAYGLRSKS RSFPVSDEQY
                    160                      170                   180                      190                     200
PDATDEDLTS RMKSQESDEA LKVIPVAQRL SVPSDQDSNG KTSHESSQLD
                    210                        220                   230                    240                     250
EPSVETHSLE QSKEYKQRAS HESTEQSDAI DSAEKPDAID SAERSDAIDS
                     260                     270                     280                   290                    300 
QASSKASLEH QSHEFHSHED KLVLDPKSKE DDRYLKFRIS HELESSSSEV N
Rat bone OPN sequence:
Peptides corresponding to specific sequences of rat OPN:
• OPAR: SHDHMDDDDDDDDDGD (OPN 65-80, no phosphorylation)
• pOPAR: pSHDHMDDDDDDDDDGD (OPN 65-80, 1 serine phosphorylated)
• P0: SHESTEQSDAIDSAEK (OPN 220-235, no phosphorylation)
• P1: SHESTEQSDAIDpSAEK (OPN 220-235, 1 serine phosphorylated)
• P3: pSHEpSTEQSDAIDpSAEK (OPN 220-235, 3 serines phosphorylated)
Figure 2.13: Sequences of rat bone OPN and peptides corresponding to specific sequences of
rat bone OPN. Phosphorylation sites in the rat bone OPN sequence according to Keykhosravani
et al. [88] are underlined. Boldface indicates the sequences of interest in this work.
Chapter 3
Background on Ab Initio Molecular
Dynamics
3.1 Introduction
In ab initio molecular dynamics (MD) the chemically relevant electrons are taken into account
explicitly. These methods are based on the Born-Oppenheimer approximation, which states
that electrons and nuclei can be considered separately due to their large difference in mass of
about four orders of magnitude [89]. The nuclei can then be treated as classical particles since
the quantum effects can be neglected. The electrons, however, have to be treated as quantum
particles. Since the Schro¨dinger equation for systems with more than one electron or nucleus
cannot be solved analytically, there exist different approximations to the electronic Schro¨dinger
equation, e.g. density functional theory (DFT) or methods based on the Hartree Fock theory
[90, 91]. To simulate the movement of electrons and nuclei within the DFT approach, i.e.
the MD simulation, there also exist different methods, e.g. Car-Parrinello MD (CPMD) and
Born-Oppenheimer MD.
In this chapter we first briefly review the basic principles of quantum mechanics (Sec. 3.2).
Then the Born-Oppenheimer approximation (Sec. 3.3) is described. Section 3.4 explains DFT.
Next, approaches to make computations feasible are discussed: the basis set approach in Sec.
3.5 and the pseudopotential approximation in Sec. 3.6. We briefly comment on the calculation
of interactions between nuclei in Sec. 3.7. Finally, background on CPMD can be found in Sec.
3.8.
3.2 Basic principles of quantum mechanics
The total wave function Φ({~ri}, {~RI}; t) describes the state of a system (i.e. an atom or a
molecule) and contains all the necessary information about this system in this particular state.
{~ri} denotes the electronic and {~RI} the nuclear coordinates, where the index i is running over
all electrons and the index I over all nuclei. If the wave function is known, physical properties,
e.g. the total energy of the system E, can be calculated from it. Each observable, i.e. physical
property, has a corresponding quantum-mechanical operator. The operator for the total sys-
tem energy is the Hamiltonian H . The standard Hamiltonian for a molecular system contains
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the kinetic energy operator for nuclei and electrons and the electrostatic Coulomb interactions
between the charged particles, i.e. electrons and nuclei, and reads as
H = −
∑
I
~2
2MI
∇2I −
∑
i
~2
2me
∇2i
+
1
4piε0
∑
i< j
e2
|~ri − ~r j| −
1
4piε0
∑
I,i
e2ZI
|~RI − ~ri|
+
1
4piε0
∑
I<J
e2ZIZJ
|~RI − ~RJ |
(3.1)
= −
∑
I
~2
2MI
∇2I +He({~ri}, {~RI}). (3.2)
MI denotes the mass and ZI the atomic number of the Ith nucleus, me is the mass and −e the
charge of an electron, ε0 stands for vacuum permittivity and ~ is the reduced Planck constant
or Dirac constant. ∇2 is the Laplacian operator and in Cartesian coordinates is defined as [92]
∇2i =
∂2
∂x2i
+
∂2
∂y2i
+
∂2
∂z2i
. (3.3)
He({~ri}, {~RI}) is the electronic Hamiltonian in a system, where the positions of the nuclei are
kept fixed, i.e. the clamped nucleus Hamiltonian. It depends on the electronic degrees of
freedom as well as on the fixed positions of the nuclei.
To find the total wave function, the following time-dependent Schro¨dinger equation, a par-
tial differential equation, has to be solved
HΦ = i~∂Φ
∂t
. (3.4)
For Hamiltonians that do not depend on time, e.g. the molecular Hamiltonian defined above
(Eq. 3.1), the Schro¨dinger equation becomes separable, where the solution Φ({~ri}, {~RI}; t) =
Φr({~ri}, {~RI}) ×Φt(t) is a product of a function of space and a function of time, resulting in two
equations that are solved separately
HΦr({~ri}, {~RI}) = EΦr({~ri}, {~RI}) (3.5)
i
∂Φt(t)
∂t
= EΦt(t). (3.6)
Equation 3.5 is called time-independent or stationary Schro¨dinger equation and the wave func-
tions Φr are eigenfunctions to the Hamiltonian operator and the corresponding eigenvalues E
are interpreted as the energy. The solution of Eq. 3.6 is
Φt(t) = A exp(−iEt), (3.7)
where A is the amplitude and therefore the solution of the time-dependent Schro¨dinger equation
in this case is
Φ({~ri}, {~RI}; t) = Φr({~ri}, {~RI}) × A exp(−iEt). (3.8)
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3.3 Born-Oppenheimer approximation
For a hydrogen atom, the Schro¨dinger equation can be solved exactly. But for atoms with more
than one electron and molecules (even containing just one electron) the Schro¨dinger equation
cannot be solved analytically and the solution has to be approximated.
To reduce the number of variables when attempting to solve the Schro¨dinger equation for a
molecule, Born and Oppenheimer [89] proposed to write the total wave function as a product
of the electronic Ψ and nuclear wave function χ
Φ({~ri}, {~RI}; t) ≈ Ψ({~ri}, {~RI}) × χ({~RI}; t). (3.9)
In case of a time-independent Hamiltonian, such as the electronic Hamiltonian He (see Eq.
3.2), which describes a system with nuclear positions kept fixed, the electronic wave functions
Ψk({~ri}, {~RI}) are found by solving the time-independent Schro¨dinger equation
HeΨk = EkΨk, (3.10)
where k denotes the energy state, k = 0 being the ground state, k = 1 the first excited state and
so on. Then the nuclear wave functions χk({~RI}; t) yielding the nuclear positions are found by
solving −∑
I
~2
2MI
∇2I + Ek({~RI})
 χk = i~ ∂∂tχk. (3.11)
The Born-Oppenheimer approximation is based on the fact that the electrons and nuclei
differ in mass by four orders of magnitude. Because of that the electrons can respond almost
instantaneously to the movements of the nuclei [93].
3.4 Density functional theory
3.4.1 Kohn-Sham energy
The basic idea behind DFT is to replace the wave function by a more intuitive quantity to
formulate the Hamiltonian. Hohenberg and Kohn established the fundamental principles of
DFT by two theorems [94]. Walter Kohn was awarded with the Nobel prize in chemistry for
his contributions to DFT. The first Hohenberg-Kohn theorem states that the external potential
in the Hamiltonian operator is only determined by the ground-state electron density, which then
determines the wave function. The second Hohenberg-Kohn theorem proves that the electron
density obeys a variational principle, i.e. the energy expressed as a functional of the electron
density, is higher or equal to the actual ground state energy. However, these theorems provide
no information on the actual form of the Hamiltonian and it is therefore still unknown.
The difficulty in solving the Schro¨dinger equation even with a Hamiltonian based on the
electron density arises from the electron-electron interaction term. Kohn and Sham [95] pro-
posed an approximation by introducing a reference system of non-interacting electrons with
the same ground-state electron density as a similar system with interacting electrons. These
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so-called Kohn-Sham orbitals, {φi(~r)}, a set of one-particle wave functions, are required to
satisfy the orthonormality relation [95]
〈φi | φ j〉 =
∫
φ∗i φ jd~r = δi j =
{ 1 i f i = j
0 i f i , j , (3.12)
where φ∗i denotes complex conjugate and δi j is the Kronecker delta function. The electronic
charge density is then expressed in terms of the Kohn-Sham orbitals as
n(~r) =
∑
i
fi|φi(~r)|2, (3.13)
with { fi} being integer occupation numbers obtained from a single Slater determinant, called
the ”Kohn-Sham determinant”, built from occupied orbitals. The ansatz for the Kohn-Sham
energy [95] reads as
EKS [{φi}] = Ts[{φi}] +
∫
Vext(~r)n(~r)d~r +
1
2
∫
VH(~r)n(~r)d~r + Exc[n(~r)]. (3.14)
Ts stands for the kinetic energy of the system of non-interacting electrons
Ts[{φi}] =
∑
i
fi〈φi | −12∇
2 | φi〉. (3.15)
Vext is the external potential the electrons feel, consisting of the electron-nucleus and nucleus-
nucleus Coulomb interactions,
Vext(~r) = −
∑
I
ZI
| ~RI − ~r |
+
∑
I<J
ZIZJ
| ~RI − ~RJ |
. (3.16)
The Hartree potential VH stands for the classical charge repulsion between the electrons
VH(~r) =
∫
n(~r′)
| ~r − ~r′ |d
~r′. (3.17)
The last term in Eq. 3.14 is called the exchange-correlation energy, a combination of the ex-
change and the correlation energy. This is a purely quantum mechanical term with no classical
analogue. The exchange energy is a reduction in the electronic energy caused by the exchange
interaction between electrons with the same spin. Since electrons are fermions, their wave
functions will be antisymmetric and therefore the electrons will be further away from each
other, which reduces the Coulomb energy. The exchange energy can easily be calculated by
the Hartree-Fock approximation. The correlation energy is the further reduction of energy
that is achieved if electrons with opposite spins are spatially separated as well. This results
in a decrease of Coulomb energy and in an increase of kinetic energy. The calculation of the
correlation energy is not straightforward at all.
From the second Hohenberg-Kohn theorem [94] it is known that the variational principle
applies here and therefore the ground state energy is found by minimizing the Kohn-Sham
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energy functional with respect to the orbitals subject to the orthonormality constraints, which
leads to the Kohn-Sham equations [92]{
−1
2
∇2 + Vext(~r) + VH(~r) + δExc[n(~r)]
δn(~r)
}
φi(~r) ={
−1
2
∇2 + VKS (~r)
}
φi(~r) =
HKSe φi(~r) =
∑
i
Λi jφ j(~r), (3.18)
where Λi j are Langrange multipliers to ensure the orbital orthonormality 〈φi | φ j〉 = δi j.
DFT solves the problem of the interacting many-electron system by the Kohn-Sham equa-
tions, which are one-electron equations describing a system of noninteracting electrons feel-
ing the potential caused by all the other electrons. Therefore, the Hamiltonian HKSe is a
one-electron Hamiltonian, which still contains the many-body effects in the local exchange-
correlation potential Vxc(~r) defined as the functional derivative
Vxc(~r) =
δExc[n]
δn(~r)
. (3.19)
The form of the exchange-correlation energy functional is not known, but in order to perform
calculations it is assumed to exist and is approximated. From the second Hohenberg-Kohn
theorem it follows that the exchange-correlation energy must be a functional of the electron
density. If the exchange-correlation energy functional would be known the DFT method would
be exact.
By a unitary transformation, i.e. a transformation that preserves the inner products of vec-
tors, within space of occupied orbitals the Kohn-Sham equations are transformed in the canon-
ical form
HKSe φi = εiφi, (3.20)
a set of eigenequations with εi being the Kohn-Sham eigenvalues. The Kohn-Sham equations
have to be solved self-consistently in order to find the ground state electron density, Kohn-Sham
orbitals and Kohn-Sham potential [96].
The sum of Kohn-Sham eigenvalues is not equal to the total electronic energy, because
the effects of the electron-electron interactions in the Hartree energy (see Eq. 3.17) and the
exchange-correlation energy (see Eq. 3.19) would be overcounted. Therefore the Kohn-Sham
energy expressed in terms of the Kohn-Sham eigenvalues is
EKS =
∑
i
εi − 12
∫
VH(~r)n(~r)d~r + Exc[n(~r)] −
∫
δExc[n(~r)]
δn(~r)
n(~r)d~r. (3.21)
3.4.2 Exchange-correlation functional approximations
As mentioned before, the form of the exchange-correlation functional in Eq. 3.19 is not know
and therefore needs to be approximated. The simplest method of approximation is called local
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density approximation (LDA) [97, 95]. In LDA the exchange-correlation energy per elec-
tron at a point ~r in the electron gas in the molecule, εxc(~r), is approximated by the exchange-
correlation energy in a homogeneous electron gas with same density as the electron gas at point
~r, εhomxc [n(~r)],
Exc[n(~r)] =
∫
εxc[n(~r)]n(~r)d~r, (3.22)
where
εxc(~r) = εhomxc [n(~r)]. (3.23)
A homogeneous electron gas is defined as a gas of infinitely many electrons in an infinite
volume with uniformly and continuously distributed positive charges. In the LDA the inho-
mogeneities in the electron density in the neighbourhood of point ~r are not taken into account.
To do so, the generalized gradient approximation (GGA) involves also local gradient of the
electron density in addition to local energy density
EGGAxc [n(~r)] =
∫
n(~r)εGGAxc [n(~r);∇n(~r)]d~r. (3.24)
Different exchange-correlation functionals have been proposed and their names indicate the
combination of the exchange functionals and correlation functionals. In the commonly used
BLYP functional, for example, B stands for the gradient-corrected exchange functional by A.
D. Becke [98, 99] and the LYP for the gradient-corrected correlation functional by C. Lee, W.
Yang and R. G. Parr [100]. In calculations in the ground-state of a molecules GGA is accurate
within 1.5 pm for bond distances and 20 kJ/mol for binding energies [93].
3.5 Basis sets
3.5.1 Gaussians and Slater functions
The wave functions or orbitals φi are often approximated as a linear combination of simple
functions fν
φi(~r) =
∑
ν
ciν fν(~r; {~RI}). (3.25)
The basis set is the set of functions { fν} used for this expansion and ciν are the coefficients. For
an exact expansion the basis set should be infinite, but for actual calculations it needs be finite,
this leads to the basis set truncation error [93].
Slater-type orbitals (STOs) are basis set functions that approximate the actual wave func-
tions in atoms (atomic orbitals) and have the following form [93]
f S~m (~r) = N
S
~mr
mx
x r
my
y rmzz e
−ζ~m |~r|. (3.26)
However, the form of these functions leads to problems in the calculations with molecules
containing three or more atoms, because of the evaluation of two-electron integrals, called
the ”two-electron integral problem”. For that reason basis functions with a more convenient
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Gaussian form were introduced, making ab initio calculations computationally feasible. The
Gaussian-type basis function (GTOs) [101] have the following form
fG~m (~r) = N
G
~mr
mx
x r
my
y rmzz e
−α~mr2 . (3.27)
The constants N~m, ζ~m and α~m defining a single basis function are kept fixed during molecular
electronic structure calculation, only the coefficients ciν are optimized.
3.5.2 Plane waves
The idea of using plane waves as a basis set originates from calculations on crystalline solid
systems, where the atoms are arranged on a periodic array. Since the electron density is periodic
as well it is reasonable to use periodic basis functions [92]. Crystalline solids being periodic, it
is convenient to use a infinite, periodic system. The unit cell in this periodic system is defined
by the Bravais lattice vectors ~a1, ~a2 and ~a3, forming the matrix H = [~a1, ~a2, ~a3]. The volume Ω
of unit cell is obtained by taking the determinant of H
Ω = detH. (3.28)
When using periodic boundary conditions the coordinates are kept inside the original simula-
tion box by applying
~rpbc = ~r −H[H−1~r]NINT , (3.29)
where [...]NINT denotes the nearest integer value. The reciprocal lattice vectors ~bi are defined
as
~bi · ~a j = 2piδi j (3.30)
and written in matrix form become
[~b1, ~b2, ~b3] = 2pi(HT )−1. (3.31)
The basis set of plane waves is complete and orthonormal and a plane wave function reads
f PW~G (~r) = N exp(i
~G~r), (3.32)
where the reciprocal space vectors ~G are defined by
~G = 2pi(HT )−1~g, (3.33)
with ~g = [i, j, k], i, j and k being integers and normalized by the volume of the unit cell N =
1/
√
Ω. Bloch’s theorem for periodic solids states that the electronic wave function of valence
electrons is the product of a plane wave function and a periodic function [102, 43]
Ψi(~r) = exp(i~k · ~r) fi(~r). (3.34)
~k is a linear combination of the reciprocal lattice vectors ~k = k1~b1 + k2~b2 + k3~b3. The periodic
function is expanded using a set of plane waves with reciprocal lattice vectors of the crystal as
their wave vectors
fi(~r) =
∑
~G
ci, ~G exp(i ~G · ~r) (3.35)
and the electronic wave function is then expressed as a sum of plane waves
Ψi(~r) =
∑
~G
ci, ~G exp(i(~k + ~G) · ~r). (3.36)
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3.6 Pseudopotentials
To expand the wave functions of tightly bound core electrons by plane wave basis sets requires
a large number of functions because of the oscillation of the wave functions close to the nu-
cleus. But only the valence electrons are chemically active and the core electrons are pseudo
inert. To save computation time the pseudopotential approximation [103, 104, 105] treats the
core electrons as frozen and inside a cutoff radius, called core radius rc, the ionic potential is
replaced by a pseudopotential combining the potential of ions and the frozen core electrons
and the valence electron wave functions are replaced by pseudo wave functions resulting from
the pseudopotential. It is desirable that the pseudopotential and the pseudo wave function are
as smooth as possible, in order to reduce the number of plane waves.
rrc
ψpseudo
ψV
Vpseudo
−Z/r
 → •
Figure 3.1: Pseudopotential approximation. The real potential −Z/r and wave function ΨV
are drawn as solid lines, the pseudo potential Vpseudo and the pseudo wave function Ψpseudo as
dashed lines. Outside the core radius rc the potentials and the wave functions match.
3.6.1 Hamann-Schlu¨ter-Chiang conditions
Wave functions in the DFT are found by solving the following Schro¨dinger equation
(T + VAE) | Ψl〉 = εl | Ψl〉, (3.37)
where T is the kinetic energy and VAE is the potential energy when all electrons are consid-
ered. The pseudopotentials are generated by using the resulting wave functions {Ψl}. To find
the pseudo wave functions {Φl} the potential energy for all electrons VAE is replaced by the
potential for a system with frozen core electrons Vvall , i.e. for a system where only valence
electrons are free to move
(T + Vvall ) | Φl〉 = ε˜l | Φl〉. (3.38)
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To generate correct pseudo wave functions {Φl}, Hamann, Schlu¨ter and Chiang [106] formu-
lated necessary conditions for this process know as HSC conditions:
1. The real and pseudo eigenvalues should be equal, i.e. εl = ε˜l.
2. The real and the pseudo wave fuctions need to be equal outside the core radius rc
Ψl(r) = Φl(r) f or r ≥ rc. (3.39)
3. The total charge density inside a chosen radius R ≥ rc should be equal for real and pseudo
wave functions, i.e.
〈Φl | Φl〉R = 〈Ψl | Ψl〉R f or R ≥ rc, (3.40)
where
〈Φl | Φl〉R =
∫ R
0
r2|Φl(r)|2dr (3.41)
for each l and similar for 〈Ψl | Ψl〉R. This condition is called norm conservation.
4. The logarithmic derivatives of real and pseudo wave functions and their first energy
derivatives should be equal for a radius r ≥ rc.
3.6.2 Kerker pseudopotentials
To create the Kerker potential [107] the original wave function inside the cutoff radius is re-
placed by a smooth analytical function that matches the wave function at the cutoff. The Kerker
wave functions have the following form
Φl(r) = rl+1 exp(p(r)) r < rc,l, (3.42)
where rc,l is the l-dependent cutoff radius and
p(r) = αr4 + βr3 + γr2 + δ. (3.43)
The HSC conditions yield a set of equations for four parameters α, β, γ and δ
ln(Pc,l/rc,l=1) = p(rc,l) (3.44)
rc,lDl = l + 1 + rc,lp′(Rc,l) (3.45)
r2c,lVc,l + (l + 1)
2 − r2c,l(El + D2l ) + r2c,lp′′(rc,l) (3.46)
2δ + ln Il − ln Al = 0, (3.47)
with
Il =
∫ rc,l
0
r2l+2 exp[2αr4 + 2βr3 + 2γr2]dr. (3.48)
The prime denotes the differentiation with respect to r. P(r) is the amplitude of the atomic
radial wave function times r and Pc,l = P(rc,l). Dl is defined as Dl = P′(rc,l)/P(rc,l). Vc,l is
the value of atomic potential at Rc,l. El stands for the atomic valence eigenvalue and Al is the
amount of real charge contained in the core region up to rc,l. After solving the equations for α,
β, γ and δ, the screened pseudopotential can be calculated using the following formula
VPPscr (r) = El + λ(2l + 2 + λr
2) + 12αr2 + 6βr + 2γ (3.49)
where λ = 4αr2 + 3βr + 2γ.
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3.6.3 Troullier-Martins pseudopotentials
Troullier-Martins pseudopotentials [108] are a generalization of Kerker pseudopotentials. By
using polynomials of higher order there are additional parameters that allow the construction
of smoother pseudopotentials. The form of wave function inside the core region is
Φl(r) = rl+1 exp(p(r)) r < rc,l (3.50)
with
p(r) = c0 + c2r2 + c4r4 + c6r6 + c8r8 + c10r10 + c12r12. (3.51)
The coefficients cn can be determined by using the following three facts.
1. The pseudopotentials should be norm conserving
2c0 + ln
[∫ rc,l
0
r2(l + 1) exp
[
2p(r) − 2c0] dr] = ln [∫ rc,l
0
|Ψl(r)|2r2dr
]
. (3.52)
2. The real and pseudo wave functions and the derivatives up to the fourth order are contin-
uous at rc,l
p(rc,l) = ln
P(rc,l)rl+1c,l
 , (3.53)
p′(rc,l) =
P′(rc,l)
P(rc,l)
− l + 1
rc,l
, (3.54)
p′′(rc,l) = 2VAE(rc,l) − 2εl − 2(l + 1)rc,l p
′(rc,l) − [p′(rc,l)]2, (3.55)
p′′′(rc,l) = 2(VAE)′(rc,l) +
2(l + 1)
r2c,l
p′(rc,l) − 2(l + 1)rc,l p
′′(rc,l) − 2p′(rc,l)p′′(rc,l) (3.56)
p′′′′(rc,l) = 2(VAE)′′(rc,l) − 4(l + 1)r3c,l
p′(rc,l) +
4(l + 1)
r2c,l
p′′(rc,l)
− 2(l + 1)
rc,l
p′′′(rc,l) − 2[p′′(rc,l)]2 − 2p′(rc,l)p′′′(rc,l). (3.57)
3. To generate smooth pseudopotentials it helps if it has zero curvature at the origin yielding
the condition
c22 + c4(2l + 5) = 0. (3.58)
The prime denotes the differentiation with respect to r, P(r) = rΨl(r) and VAE(r) is the all-
electron atomic screened potential.
3.7 Inter-nuclei interaction
The long ranged Coulomb interactions between the charged nuclei in a periodic system can be
calculated efficiently by the Ewald summation method. Details of this method can be found in
Chapter 4 about classical molecular dynamics.
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3.8 Car-Parrinello molecular dynamics
CPMD is a very popular and important ab initio method, since compared to other methods the
motion of electrons can be simulated in a efficient and stable way. The reason for its efficiency
is that the electrons are always kept in their ground state, whereas in Born-Oppenheimer MD,
for example, the electrons have to be minimized until they reach their ground state at each time
step [92].
3.8.1 Equations of motion
CPMD [109] takes advantage of the fact that the electrons and nuclei move on different time
scales and have different energy scales, which can be separated. The movement of the electrons
is described as a classical problem similar to the nuclei, however by doing so the physical time
information will be lost. Since we are not interested in excited sates, only the ground state wave
function Ψ0 is considered. The electronic energy 〈Ψ0 | He | Ψ0〉 is a function of the nuclear
positions {~RI} and of the wave function Ψ0, therefore of the set of orbitals {φi} that are used
to express the wave function. In accordance with classical mechanics a Lagrangian is needed
that yields the forces acting on the orbitals if it is differentiated with respect to them. Car and
Parrinello proposed the following class of Lagrangians [109]
LCP =
∑
I
1
2
MI ~˙R2I +
∑
i
µ〈φ˙i | φ˙i〉 − 〈Ψ0 | He | Ψ0〉 + constraints, (3.59)
where the functional derivative with respect to the orbitals, interpreted as classical fields, yields
the force acting on the orbitals according to the force acting on the classical nuclei. µ is the
fictitious mass or inertia parameter assigned to the orbital degrees of freedom. The constraints
are added to ensure the orthonormality of the orbitals. The first two terms in Eq. 3.59 are the
kinetic energy and the third term is the potential energy. Making use of the Euler-Lagrange
equations
d
dt
∂L
∂~˙RI
=
∂L
∂~RI
(3.60)
d
dt
δL
δφ˙∗i
=
δL
δφ∗i
(3.61)
leads to the Car-Parrinello equations of motion
MI ~¨RI(t) = − ∂
∂~RI
〈Ψ0 | He | Ψ0〉 + ∂
∂~RI
{constraints} (3.62)
µφ¨i(t) = − δ
δφ∗i
〈Ψ0 | He | Ψ0〉 + δ
δφ∗i
{constraints}. (3.63)
Using DFT with position-independent constraints leads to the following simplified La-
grangian
LCP =
∑
I
1
2
MI ~˙R2I +
∑
i
µ〈φ˙i | φ˙i〉 − EKS +
∑
i j
Λi j(〈φi | φ j〉 − δi j), (3.64)
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where the Langrange multipliers Λi j ensure the orbital orthonormality 〈φi | φ j〉 = δi j. The
expression of EKS can be found in Eq. 3.14. The corresponding Car-Parrinello equations of
motion the become
MI ~¨RI(t) = −∂E
KS
∂~RI
+
∑
i j
Λi j
∂
∂~Ri
〈φi | φ j〉 (3.65)
µφ¨i(t) = −δE
KS
δφi
+
∑
j
Λi jφ j. (3.66)
3.8.2 Forces in Car-Parrinello molecular dynamics
From Eq. 3.62 it can be seen that the forces acting on the nuclei can be separated into two terms:
forces resulting from the electronic Hamiltonian ~FI and forces resulting from constraints. The
former are given by the following expression
~FI = − ∂
∂~RI
〈Ψ0 | He | Ψ0〉
= −
〈
Ψ0
∣∣∣∣∣∣ ∂∂~RIHe
∣∣∣∣∣∣ Ψ0
〉
−
〈
∂
∂~RI
Ψ0
∣∣∣∣∣∣ He
∣∣∣∣∣∣ Ψ0
〉
−
〈
Ψ0
∣∣∣∣∣∣ He
∣∣∣∣∣∣ ∂∂~RIΨ0
〉
. (3.67)
This derivative could be calculated by a finite-difference approximation, but this would not be
accurate enough and too computationally expensive for a MD simulation [92]. Applying the
Hellmann-Feyman theorem [110, 111, 112] to Eq. 3.67, which holds if the wave function Ψ0
is an exact eigenfunction ofHe, leads to the Hellmann-Feyman force
~FHFTI = −
〈
Ψ0
∣∣∣∣∣∣ ∂∂~RIHe
∣∣∣∣∣∣ Ψ0
〉
, (3.68)
i.e. the terms containing the derivatives of the wave function are equal to zero. If the wave
function is expanded using a basis set, it is only an exact eigenfunction, if a complete basis
set is used, which is never the case in an actual numerical calculation, where the basis set has
to be finite. If the orbitals {φi} used to express the ground state wave function Ψ0, e.g. the
Kohn-Sham orbitals in DFT, are expanded using a basis set
φi =
∑
ν
ciν fν(~r; {~RI}) (3.69)
then after differentiation there are two terms resulting from the wave function related contribu-
tion
∂
∂~RI
φi =
∑
ν
(
∂
∂~RI
ciν
)
fν(~r; {~RI}) +
∑
ν
ciν
(
∂
∂~RI
fν(~r; {~RI})
)
. (3.70)
The force ~FNSCI resulting from the first term is called non-self-consistency correction (NSC)
[113, 114]. The force ~F IBSI associated with the second term of Eq. 3.70 resulting from differen-
tiating the basis functions with respect to the nuclear coordinates is called incomplete-basis-set
correction (IBS) in solid-state theory [113, 115, 114] and wave function force [116] or Pulay
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force in quantum chemistry [117]. Therefore the total force acting on the nuclei in general is
the sum three types of forces
~FI = ~FHFTI + ~F
IBS
I +
~FNSCI . (3.71)
If originless basis functions such as plane waves are used to expand the orbitals and the
number of basis functions is kept constant during the simulation, the IBS correction vanishes
[92]. In a constant pressure simulation, where the number of basis functions varies, or when
using basis function with an origin (e.g. GTOs) the IBS correction still needs to be evalu-
ated. In CPMD the force calculation does not require the the expectation value of electronic
Hamiltonian to be minimized completely for a particular nuclear configuration, i.e. there is no
requirement for full self-consistency and the correction for non-self-consistency is not needed
[92]. Therefore in a CPMD simulation using a constant number of originless basis functions
(e.g. plane waves) only the Hellmann-Feyman force is acting on the nuclei.
Therefore in a CPMD calculation using DFT and a (constant) plane wave basis set the force
acting on the nuclei including the constraint force is
~F(~RI) = −∂E
KS
∂~RI
+
∑
i j
Λi j
∂
∂~RI
〈φi | φ j〉. (3.72)
The orbital force is the negative functional derivative of the Kohn-Sham functional with respect
to the orbitals
~F(φi) = −δE
KS
δφ∗i
+
∑
j
Λi jφ j. (3.73)
Chapter 4
Background on Classical Molecular
Dynamics
4.1 Introduction
In classical molecular dynamics (MD), atoms are modeled as chemically inert spheres evolving
according to Newton’s equations of motion. This means a coarse-grained model of an atom
is used, where the nucleus and the electrons are combined into one particle. Electronic inter-
actions are not treated explicitly, but are taken into account implicitly in an averaged effective
way. Forces between atoms are calculated using an empirical force field that is a collection of
mathematical functions and parameters that describe the interaction between different types of
atoms in different chemical environments. By treating the atoms in a classical way, computa-
tion time is saved and larger systems can be simulated for a longer time span. MD simulations
can be used to obtain both equilibrium and transport properties of a system.
In this chapter we will discuss methods to integrate Newton’s equations of motion (Sec.
4.2), the description of the inter-atomic interactions (Sec. 4.3), thermostats and barostats used
in simulations at constant temperature and/or constant pressure (Sec. 4.4), the different choices
of boundary conditions (Sec. 4.5) and finally a few tricks to save computation time (Sec. 4.6
and 4.7).
4.2 Integration
Newton’s equations of motion for a system consisting of N particles interacting via a potential
U(~ri), i = 1, ...,N can be formulated as the following second-order differential equation
~Fi = mi~¨ri (4.1)
or equivalently, as two first-order differential equations ~˙ri = ~pimi~˙pi = ~Fi , (4.2)
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where the forces are given as
~Fi = −∂U(~ri)
∂~ri
, (4.3)
plus the initial conditions. Here mi stands for the mass of the particle and ~˙ri denotes the deriva-
tive of ~ri with respect to time t. Therefore, in three dimensions for each time step either a
set of 3N second-order differential equations or an equivalent set of 6N first-order differential
equations needs to be solved.
This set of ordinary differential equations (Eq. 4.2) is transformed into difference equa-
tions. An integrator is specified by the chosen form and solution method of the difference
equations. There are several requirements for such an integrator. First the algorithm should be
consistent, i.e. at the limit of the step size of numerical integration h → 0 it should reproduce
the original differential equations. It should also be accurate, meaning that the numerical solu-
tion should be close to the actual solution, which for longer time intervals also implies stability.
Another valuable property is efficiency; the calculation of the forces is very computationally
expensive therefore being able to use a large timestep saves computation time. Because New-
ton’s equations of motion are time-reversible, the algorithm should be time-reversible as well.
The algorithm should also be symplectic [118]. This means that in the transformation from the
previous time step to the next time step the volume in phase space is preserved and the total
energy of the system is conserved.
In Hamiltonian systems symplecticness is expressed by Liouville’s theorem. An ensemble
contains the different states of the system expressed by the phase space vector ~x(
{
~pi
}
,
{
~ri
}
), i =
1, ..,N containing all the positions and momenta corresponding to a particular microstate. The
probability to find a particular state in a small volume d~x around a point ~x in the phase space
at time t is denoted by f (~x, t)d~x, where f (~x, t) is the phase space probability density or phase
space distribution function. The total number of states in an ensemble is
∫
d~x f (~x, t). Liouville’s
theorem states that the total number of states in an ensemble is constant, i.e. over time the flow
conserves the phase space volume. From this theorem the Liouville equation
d f
dt
=
∂
∂t
f (~x, t) + ~˙x · ∇~x f (~x, t) = 0 (4.4)
is found, which implies that the phase space distribution function is constant along any trajec-
tory in phase space.
A symplectic algorithm is quite accurate [119], but an accurate algorithm is not necessar-
ily symplectic [120]. In the microcanonical ensemble, where the energy is constant, accurate
algorithms show a good short term energy conservation, but they may have a long term energy
drift. A symplectic algorithm does not necessarily have a good short term energy conservation
[118], but will have little long term energy drift. Although symplecticness is a desirable prop-
erty of an integrator for MD simulations, it does not guarantee a good algorithm. Finally the
algorithm should also be easy to implement.
Many methods usually used to solve ordinary differential equations, such as Runge-Kutta
methods are not suitable for MD simulations, because they are not symplectic and therefore
have a long term drift in the total energy [121, 122]. Second order algorithms such as the
Verlet algorithm [123] and algorithms derived from it, such as the Velocity Verlet algorithm
[124] and the leapfrog algorithm [125] perform well for complex systems (described below).
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They are reasonably accurate, satisfy the other criteria mentioned above and can also easily
be modified for different equations of motion. There exist higher order algorithms with higher
accuracy and therefore better short term energy conservation, of which, the most popular class
in MD simulations are predictor-corrector algorithms [126, 118]. These algorithms, however,
are not time-reversible nor are they symplectic and therefore they have a long-term energy drift
[118]. All of the algorithms described below are time-reversible and symplectic and therefore
a suitable integrators for MD simulations. The ab initioMD simulations presented in this work
were performed by the CPMD package [127], which uses the Verlet algorithm (see Sec. 4.2.1)
for integration, while in the GROMACS software [128], used for the classical MD simulations,
the equation of motion are integrated by the Leapfrog algorithm (see Sec. 4.2.2).
4.2.1 Verlet algorithm
The Verlet algorithm [123] is obtained by adding together the Taylor expansions of ~r(t + ∆t)
and ~r(t − ∆t) about time t. It reads as follows
~ri(t + ∆t) = 2~ri(t) − ~ri(t − ∆t) + 1mi
~Fi(t)(∆t)2. (4.5)
The Verlet algorithm uses the position and force at time t and the position at time (t − ∆t)
to calculate the new position at time (t + ∆t). Therefore at t = 0 the position at time (−∆t)
is needed. This problem can be solved by using a Taylor expansion about ~r(t) or a different
algorithm for the first time step. The velocity, which does not appear explicitly in the Verlet
algorithm, can be obtained from the finite difference formula
~vi(t) =
~ri(t + ∆t) − ~ri(t − ∆t)
2∆t
. (4.6)
In this algorithm the velocity term is always a step behind the position term.
4.2.2 Leapfrog algorithm
The leapfrog algorithm [125] is a modification of the Verlet algorithm, given by
~vi
(
t +
∆t
2
)
= ~vi
(
t − ∆t
2
)
+
1
mi
~Fi(t)∆t (4.7)
~ri(t + ∆t) = ~ri(t) + ~vi
(
t +
∆t
2
)
∆t. (4.8)
Eliminating the velocity from this algorithm shows that it is algebraically equivalent to the
Verlet algorithm. The leapfrog algorithm uses the position and the force at time t and the
velocity at half a time step
(
t − ∆t2
)
to update the positions and velocities. The name of this
algorithm refers to the fact that the velocity leaps over the coordinate to give the next half-step
value of the velocity, which is then used to calculate the new positions. The velocity at a full
time step is obtained as follows
~vi(t + ∆t) =
~vi
(
t + ∆t2
)
+ ~vi
(
t − ∆t2
)
2
. (4.9)
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The advantage of programming the equations of motion in the form of the leapfrog algorithm
is that the velocity appears explicitly. However, it might be desirable to obtain the velocity
at the same time step as the position directly from the algorithm without having to perform
further calculations, then the Velocity or Position Verlet algorithm (described below) might be
the integrator of choice.
4.2.3 Velocity Verlet algorithm
The Velocity Verlet algorithm [124] is defined as
~vi
(
t +
∆t
2
)
= ~vi(t) +
1
2mi
~Fi(t)∆t (4.10)
~ri (t + ∆t) = ~ri(t) + ~vi
(
t +
∆t
2
)
∆t (4.11)
~vi (t + ∆t) = ~vi
(
t +
∆t
2
)
+
1
2mi
~Fi (t + ∆t)∆t. (4.12)
First the velocity is computed at half a time step and then this is used to update the position
and the velocity at a full time step. This algorithm uses only the positions, velocities and
forces at the previous time step to update the positions and velocities. The velocity at the same
time step as the position can directly be obtained from the algorithm itself. This algorithm is
time-reversible and symplectic and therefore a suitable integrator or classical MD simulations.
4.2.4 Position Verlet algorithm
The Position Verlet algorithm [129, 130, 131] is defined as
~ri
(
t +
∆t
2
)
= ~ri(t) +
∆t
2
~vi(t) (4.13)
~vi (t + ∆t) = ~vi(t) +
1
m i
~Fi
(
t +
∆t
2
)
∆t (4.14)
~ri (t + ∆t) = ~ri
(
t +
∆t
2
)
+
∆t
2
~vi (t + ∆t) . (4.15)
First the position at half a time step is computed and then used to compute the position at
a full time step. The velocity is updated by using the velocity at he the previous time step
and the force at half a time step. The position and the velocity at the new time step can be
obtained directly from the algorithm, but the forces at half a time step need to be calculated.
This can be a disadvantage, since if one wants the forces as output at each time step, they have
to be calculated separately. Since force calculations are very time consuming, the leapfrog or
Velocity Verlet algorithm is often used instead in MD simulations.
4.3 Inter-atomic interactions
Interactions can be divided into bonded interactions, i.e. bond stretching, bond rotation, angle
bending, and non-bonded interactions, e.g. electrostatic and van der Waals interactions. These
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interactions are modeled by a force field, which consists of an appropriate mathematical func-
tion and the associated parameters. These parameters are determined as much as possible from
experimental data and supplemented with data obtained from ab initio calculations [132]. The
potential of a certain atom depends on its binding partners and its chemical environment, e.g.
aqueous or organic solvent, therefore the force fields usually have several atom types describ-
ing different situations [132]. The force fields for biomolecules are either what is referred to
as ”all-atom”, i.e. all atoms are explicitly represented, or ”united-atom”, i.e. only heavy (non-
hydrogen) atoms and polar hydrogen atoms are included explicitly and the non-polar hydrogen
atoms are included in the carbon atom to which they are bound by an increased van der Waals
radius. Some commonly used force fields for biological systems among others are CHARMM
[133, 134], GROMOS [135, 136], AMBER [137, 138] and OPLS [139, 140]. Some versions
of AMBER, CHARMM and OPLS are ”all-atom” force fields, facilitating the treatment of
hydrogen bonds, while other versions of AMBER, CHARMM and OPLS are ”united-atom”,
which saves computation time by not including all hydrogen atoms explicitly. GROMOS is a
”united-atom” force field. There are limitations of classical force fields, e.g. by assigning just
one point charge to each atom, multiple moments of an atom cannot be represented. Therefore
force fields for biomolecules using more computationally expensive polarizable models instead
of the fixed point charge models are being developed. An example is the AMOEBA force field
developed by Ponder et al. [141, 142].
To model bonded interactions two-body potentials are used to describe the bond stretching,
e.g. a harmonic potential, the Morse potential [143] or the FENE (finitely extendible nonlinear
elastic) potential [144]. To model angle bending and bond rotation three-body and four-body
potentials are needed, respectively. To model non-bonded interactions in liquids two-body
potentials are usually sufficient [20].
Non-bonded, or intermolecular, interactions can be divided in short-range and long-range
interactions. An interaction force is considered as short-ranged if it decreases in space faster
than r−d, where d stands for the dimensionality of space. Electrostatic and gravitational inter-
actions are examples of long-ranged ones whereas van der Waals interactions are short-ranged
interactions. Here, we review van der Waals and electrostatic interactions.
4.3.1 Bonded interactions
Bond stretching
A harmonic potential is the simplest model for bond stretching. It is commonly used in sim-
ulations of biomolecular and polymeric systems, although the so-called FENE potential [144]
(discussed below) has become increasingly common. The harmonic bond-stretching potential
(see Fig. 4.1) between two atoms i and j can be written as
U(ri j) =
1
2
ki j(ri j − ri j,0)2, (4.16)
where ri j is the bond length with its minimum at ri j,0. ki j is the force constant. This approx-
imation is simply a Taylor expansion about the equilibrium ri j,0 distance truncated after the
quadratic term. It works well near ri j,0 and is commonly used in biomolecular force fields.
42 C 4. B  C M D
The justification for the use of harmonic term has to be considered carefully: if deviations
from ri j,0 become large, the harmonic approximation breaks down. An obvious improvement
is to include higher order terms.
To get a more accurate model, cubic or quartic terms may be included in the Taylor expan-
sion (see Fig. 4.1),
U(ri j) =
1
2
[
ki j + k
(3)
i j (ri j − ri j,0) + k(4)i j (ri j − ri j,0)2
]
(ri j − ri j,0)2. (4.17)
The force constant for the cubic term is negative to correct for the harmonic potential which
is too strong for long bonds – the forces resulting from stretching the harmonic potential are
very large. Inclusion of cubic terms allows for dissociation but may easily lead to unwanted
dissociation. The MM2 [145] force field includes a cubic terms. Quartic term makes the
potential anharmonic and asymmetric, thus reflecting better the the behaviour of real bonds.
The MM3 [146, 147, 148, 149] force fields includes quartic terms.
The Morse potential [143] (see Fig. 4.1) is often used to model diatomic molecules and
occasionally atom-surface interactions. The differences to the harmonic potential are the fol-
lowing: 1) the Morse potential is asymmetric, it is harder to push the two atoms towards each
other than to pull them apart, 2) the Morse potential is anharmonic like real bonds are, 3) it
includes dissociation, i.e., bond breaking, since it levels instead of diverging as the distance
between the two atoms increases. The functional form is given as
UMorse(ri j) = Di j
[
1 − exp(−αi j(ri j − ri j,0))
]2
(4.18)
ri j is the distance between atoms i and j, ri j,0 is the corresponding equilibrium distance, Di j is
the dissociation energy of the bond (i.e., it gives the depth of the potential well), and αi j is an
experimental parameter controlling the width of the potential well (smaller value corresponds
to a wider potential well). By Taylor expanding UMorse and comparing the terms with Eq. 4.17
it can be seen that αi j can be related to the force and dissociation constants as αi j =
√
ki j/2Di j.
The FENE potential [144] (see Fig. 4.1) is defined as
U(ri j) = −12kR
2 ln
1 − r2i jR2 .
 (4.19)
At short distances it behaves like a harmonic potential (Eq. 4.16) with force constant k and
diverges to positive infinity at the distance R, preventing bonds from being stretched beyond a
maximum length R. It is anharmonic and asymmetric and it is used to describe elastic bonds in
the bead-spring model for polymers.
Angle bending
Like bond stretching, angle bending can be modelled by polynomial expansions. The most
commonly used is the harmonic potential
U(θi jk) =
1
2
ki jk(θi jk − θi jk,0)2. (4.20)
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Figure 4.1: Plot of the commonly used potentials to model bond stretching.
θi jk is the angle between the three atoms i, j and k, θi jk,0 is the value of the angle at equilibrium
and ki jk is the force constant.
Similar to bond stretching higher order terms can be included if the angles might deviate
much from their equilibrium values. There are certain limitations to the harmonic potential, for
example the description of a linear bond angle or systems with more than one equilibrium value
for the bond angle; in the latter case a periodical potential function similar to the potentials for
bond rotation described below can be used.
Bond rotation (torsion angle)
Torsion angle rotations are very important in biomolecular modeling. In the two above interac-
tions, we used the harmonic approximations. That was justified by assuming small deviations
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from the equilibrium positions. Here, however, that is not the case since the energy barriers for
rotation around a single bond are low and thus allow for large changes. We must also account
for multiplicity, i.e., the potential has 2pi periodicity. Instead of Taylor series, cosine expansion
is the most common approach. The reason for this choice of an expansion of periodic functions
such as cosine functions is the periodicity of the torsion potential itself. For four atoms linked
in the order i − j − k − l, the torsion angle φi jkl is the angle between k-l and the plane spanned
by i- j-k (see Fig. 4.2).
Figure 4.2: Definition of the torsion angle φ: the angle between k-l and the plane spanned by
i- j-k.
Using a cosine expansion, the functional form is
U(φi jkl) =
1
2
∑
{n}i jkl
Vn,i jkl
[
1 + (−1)n+1 cos(nφi jkl + Ψn,i jkl)
]
(4.21)
for −pi < φi jkl ≤ pi. Vn,i jkl is the amplitude, {n} is the set of periodicities and Ψn,i jkl the phase
angle and is useful in systems with large stereoelectronic effects, i.e. the structure of a molecule
being influenced due to an electronic effect. Most of the torsion potentials are at their minimum
in the trans conformation (i. e. torsion angles from ±5/6pi to pi), thus the factor (−1)n+1 ensures
that at φ = ±pi and φ = 0 the sum is zero. The definition of trans and gauche for the torsion
angle is shown in Fig. 4.3.
4.3. I-  45
Figure 4.3: The definition of trans and gauche for the torsion angle.
4.3.2 Van der Waals interactions
Although at the fundamental level the van der Waals interactions have a quantum mechani-
cal and electromagnetic origin and can be derived using the Lifschitz theory [150], they are
short-ranged (∼ −r−6). They are interatomic interactions involving dipoles and are always at-
tractive and they are always present. It is possible to provide a classical derivation to obtain
the functional form by considering the following three interactions: averaging over the random
orientations of two permanent dipoles (Keesom interaction), induced dipole–permanent dipole
(Debye interaction), and induced dipole–induced dipole. The last contribution is called the
London or dispersion force. After averaging each of the three terms produces a term ∼ −r−6,
see e.g. Dill [151].
The van der Waals interaction between atom i and j is most commonly modelled by the
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Lennard-Jones (LJ) potential
ULJ(ri j) = 4ε
( σri j
)12
−
(
σ
ri j
)6 , (4.22)
where ε is the value of the potential at its minimum and σ is the atomic diameter. A plot of the
LJ potential is shown in Fig. 4.4. The repulsive r−12 part in the LJ potential cannot be derived
from first principles and in principle any rapidly diverging term for r → 0 is possible. The
above form is the most commonly used. The r−12 term is a good approximation to the Pauli
exclusion principle, i.e., it has a quantum mechanical origin, and is computationally efficient
combined with the r−6 term.
Figure 4.4: Lennard-Jones potential
To be useful in simulations, we have to introduce a cutoff rcut for the LJ potential. This
cutoff leads to discontinuity in the potential and the forces and sometimes the potential is
shifted to be zero at rcut.
In polymer modeling, it is often necessary to modify the LJ potential in such a way that
both good and bad solvent conditions can be be modeled [152]. Good solvent conditions can
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be modeled by the purely repulsive so-called truncated and shifted LJ potential,
ULJ−ts(ri j) =
 4 ε
[(
σ
ri j
)12 − ( σri j )6] − ULJ(rcut) , ri j ≤ rcut
0 , ri j > rcut.
(4.23)
The Buckingham potential [153] is another potential that includes van der Waals ∼ −r−6
interactions. In contrast the LJ 6 − 12 form, the repulsive part is modelled by an exponential
term. The Buckingham potential is
U(ri j) = ε
 6α − 6 exp
(
−α
(
ri j
rm
− 1
))
− α
α − 6
(
rm
ri j
)6 . (4.24)
ε, α and rm are parameters, that need to be determined from experiments or ab initio calcula-
tions. The above functional form needs a short-range cutoff since as ri j → 0, U → −∞. This
potential is not often used in simple force fields, since the exponential is expensive to evaluate
and it has more parameters than the LJ potential.
4.3.3 Electrostatic interactions
The electrostatic interaction between two charged atoms i and j is represented by Coulomb’s
law
U(ri j) =
qiq j
4piεri j
, (4.25)
where qi are the charges and ε is the dielectric constant. In a finite system, it is possible to
get the total electrostatic interaction by summing over all the particles. However, in an infinite
system, e.g. a MD simulation with periodic boundary conditions (PBC’s), the infinite sum
converges only conditionally, i.e. the result depends on the way in which the terms are added
and on the dielectric constant of the surrounding medium of the simulation box.
Cutoff
Similar to the short-range interactions, a cut-off radius rcut can be chosen at which the potential
is truncated. To avoid discontinuities in potential and forces shifting functions with a switching
radius rswitch ≤ r ≤ rcut can be used. Between rswitch and rcut, a third-order polynomial is fitted
matching the derivatives.
To include the long-range contribution of the electrostatic interaction as well, methods such
as the Ewald sum or the reaction field method can be applied. It has been shown [154, 155,
156, 157, 158], that the correct treatment of the electrostatics by including the long-range
interactions is crucial to prevent artifacts.
Screened Coulomb potential
Screened Coulomb or Debye-Hu¨ckel potential is an exponentially screened potential. It has
the explicit form
UDH(r) =
q
4piεr
exp(−κr), (4.26)
where ε is the dielectric constant and 1/κ the screening length.
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Reaction field method
An improvement to a simple cutoff is to consider the far field using a mean-field approxima-
tion. The basic idea is to treat all electrostatic interactions explicitly within the cutoff distance
rcut. For larger distance, the system is described by a mean-field approximation.This approach
is based on the reaction-field idea proposed by Onsager in 1936 [159]. In the reaction-field ap-
proximation, the continuum part is described by a dielectric constant ε, and one has to treat the
boundary between the explicit and continuum descriptions with some care. This is particularly
so in inhomogeneous systems and systems having surfaces. For example considering a system
containing water and lipid-bilayer: the dielectric constant of water is about 78 whereas in the
lipid bilayer core it is about 2-5 [160]. This change occurs over a very short distance, and in
practice there is a dielectric discontinuity at the water-bilayer interface.
For r > rcut the system is treated on a mean-field level and is completely described by its
dielectric constant ε. The potential is
U(r) =
qiq j
4piε0r
1 + ε − 12ε + 1
(
r
rcut
)3 − qiq j4piε0rcut 3ε2ε + 1 for r ≤ rcut . (4.27)
The second term makes the potential vanish at r = rcut.
In practice, the reaction field approach works reasonably well. Studies by Anezo et al.
[161] have indicated that the reaction field works considerably better than abrupt truncation.
Similar conclusions have been drawn by Patra et al. [157]. As an example of practical model
systems where the reaction field technique has been used recently, let us mention simulations
of lipid raft membranes [162], in which case extensive testing prior to actual production simu-
lations confirmed that the approach did not compromise the results.
Ewald sum
The Ewald sum [163], which was originally designed for crystals, provides an efficient way
to sum up all the interactions between a charged particle and all its periodic images. Since
periodicity is assumed, the Ewald sum and Ewald-sum based methods are only efficient in
systems, where periodic boundary conditions are applied in all dimensions. For non-periodic
systems other methods have to be used. For example, Yeh et al. [164] proposed a method for
systems that are periodic in just two dimensions and have a finite size in the third dimension.
The total electrostatic energy of N particles and its periodic images can be represented as
the following sum
U =
1
2
∞∑′
|~L|=0
 N∑
i=1
N∑
i= j
qiq j|~ri j + ~L|−1
 , (4.28)
where qi, q j are the charges including the electric constants and factors. ~L = (nxL, nyL, nzL)
is the box vector, where L is the box length and nx, ny and nz are integers. In the sum above,
the prime indicates that if i = j, the terms with ~L = 0 (the actual simulation box) need to be
excluded. This sum is only conditionally convergent. The result depends on the way in which
the terms are added and on the dielectric constant of the surrounding medium of the simulation
box.
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The idea of the Ewald sum is to screen each charge of the neighbouring atoms by a radial
Gaussian charge distribution of equal magnitude as the original charge, but of opposite sign
ρi(~r) = qiκ3 exp
(
−κ
2r2
pi3/2
)
. (4.29)
The parameter κ determines the width of the distribution and ~r is the position relative to
the centre of the distribution. Due to the screening, these interactions can now be treated as
short-range interactions. In order to cancel the additional charges of the first distribution, a
second distribution of the same shape but of opposite sign (i.e. the sign of the original charge)
is added. The total screened potential is a sum over all the atoms in the actual simulation
cell plus all their images in the real space. For the second distribution, the sum is formed in
reciprocal space by summing up the Fourier transform of this canceling distribution for each
original charge and transforming the total sum back into real space. The Ewald sum scales as
O(N3/2) [165].
The Particle-Mesh Ewald (PME) method [166, 167] and the particle-particle/particle-mesh
(P3M) method [168, 169] are both based on the Ewald sum, but the reciprocal sum is calculated
by using a Fast Fourier transform algorithm (FFT) to improve the performance for computer
simulations. The Particle-Mesh (PM) method works with the basic form of Ewald sum. The
charge density field is transformed into a discrete grid. Polynomials are used to approximate
the complex exponentials, in the original method by Darden et al. [166] by Lagrange interpola-
tion and in smooth PME [167] by Euler spline interpolation, based on B-splines. The P3M is a
combination of the PM and the Particle-Particle (PP) method [170]. The PP method calculates
the interaction between each particle-pair individually, e.g. the treatment of the short-range
interactions in an MD code. In the P3M the Coulomb forces are split in a short-range and
a long-range part using switching functions. The short-range part is calculated with the PP
method and the long-range part with the PM method by using a weighting function to approxi-
mate the radial Gaussian charge distribution and interpolating the charges onto grid points and
employing FFT. This way the short-range interactions are treated more accurately. However, it
has been shown that if the parameters are tuned correctly, the error in both methods is compa-
rable [171]. These two methods both scale with O(N log(N)) and are much more efficient for
large systems than the Ewald sum, which makes them a good choice to treat the electrostatic
interactions in a biological system.
4.4 Simulations at constant temperature and pressure: ther-
mostats and barostats
Direct integration of Newton’s equations of motion produces the microcanonical (NVE) en-
semble, i.e., the number of particles N, the volume V and the total energy E are the control
parameters. Experiments on the other hand are often conducted at constant temperature and/or
constant pressure. It is therefore desirable to perform MD simulations in ensembles other than
the microcanonical, such as the canonical ensemble (NVT-ensemble), where the total energy
is allowed to change in order to keep the temperature constant, or the isothermal-isobaric en-
semble (NPT-ensemble), where in addition to the temperature the pressure is kept constant by
allowing the volume to change.
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Thermostats can be broadly divided into global and local [172]. The global ones act in-
stantaneously with the same strength on all particles. Examples of such thermostats are the
Nose´-Hoover [173, 174] and the Berendsen weak coupling method [175]. Local thermostats
include the Langevin [176], Andersen [177] and the dissipative particle dynamics (DPD) meth-
ods [178].
4.4.1 Nose´-Hoover thermostat
Nose´ [173] proposed an extended system approach introducing an additional coordinate s rep-
resenting a thermal reservoir. Associated with this coordinate s are the potential energy term
Us = gkBT ln s and the kinetic energy term Ks = Qs˙2/2 , where Q represents an effective
‘mass’. It can be shown that in order to obtain a canonical ensemble, the parameter g has to
be chosen equal to the number of the degrees of freedom plus 1 [179]. The Lagrangian of this
extended system is
Ls = K + KS − U({~ri}) − Us, (4.30)
where K = 1/2
∑
i
mi~˙ri
2
. The equations of motion can be obtained using the Euler-Lagrange
equation. Hoover developed a different set of equation based on Nose´’s idea, but independent
of time scaling [174].
Hoover [174] and later Nose´ [180] demonstrated that their equations of motion would sam-
ple the phase space of a canonical ensemble. However, Ciccotti and Kalibaeva [181] have
introduced a method to find the correct statistical ensemble of a system with extended vari-
ables dynamics by using the approach of Tuckerman et al. [182, 183] to formulate the statisti-
cal mechanics of non-Hamiltonian dynamical system, which yields a partition and distribution
function for the Nose´-Hoover dynamics completely different from those functions for a canon-
ical ensemble.
This problem is solved in the Nose´-Hoover chain algorithm [184, 185], which samples the
correct canonical ensemble. In this approach, several heat baths are coupled to each other, each
represented by an additional coordinate sk. Through this succession of thermostats coupled to
each other, the kinetic energy fluctuation of one thermostat is controlled through the coupling
to the next thermostat.
4.4.2 Berendsen weak coupling thermostat
In the method proposed by Berendsen et al. [175] the system is weakly coupled to a heat bath
with the desired temperature Td. When the current kinetic temperature T of the system deviates
from the desired temperature it is corrected by
dT
dt
=
Td − T
tT
, (4.31)
where the time constant tT determines the rate of this correction.
So the velocities are rescaled at each time step by the scaling factor
χ =
[
1 +
∆t
tT
(Td
T
− 1
)]1/2
, (4.32)
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where ∆t is the simulation time step. By rescaling the velocities, the fluctuations of kinetic
energy are suppressed.
It has been shown through a mathematical analysis of a simple diatomic system and dif-
ferent MD simulations [186] that this thermostat violates the equipartition theorem and hence
does not generate a canonical ensemble. Over the simulation time, there is a gradual loss of
the vibrational, internal kinetic energy and an increase in translational, external kinetic energy.
In general, the kinetic energy of zero and lower-frequency motions (e.g. global translation and
rotation) is increasing, while the kinetic energy associated with high-frequency motions (i.e.
internal degrees of freedom) is decreasing. This leads to what is referred to as a ‘flying ice
cube’ [186]. Since kinetic energy is transformed into translational and rotational motion, the
’flying ice cube” effect can be reduced by periodically removing the translational and rotational
motion of the centre of mass [186]. For very small systems the incorrect sampling has a sig-
nificant effect, but in larger systems most properties will still be sampled correctly, except of
course the kinetic energy [187].
The ensemble produced by the Berendsen thermostat depends on the value of the time
constant tT by which the thermostat is coupled to the system. At small values of tT the ensemble
produced is resembling the desired canonical ensemble, while at large values of tT it resembles
more the microcanonical ensemble [188]. The fact that the strength of the coupling can be
adjusted is advantageous. This algorithm is also easy to implement and does not require the
generation of random numbers [126] and with sensible parameters produces realistic dynamics
[188]. For these reasons this thermostat is still widely used in MD simulations and in most
cases does not affect the dynamics of the system.
However, an example where the Berendsen thermostat leads to wrong results has been
pointed out by Leyssale and Vignoles [189]. They simulated small nanodiamond clusters and
compared simulations thermostated with the Berendsen method with simulations using the
Gaussian isokinetic thermostat of Evans et al. [190] and the stochastic thermostat of Ander-
sen described below. With a thermostat producing the correct ensemble they observed the
transformation of the particle in an almost fully graphitized carbon. But when the Berendsen
thermostat is applied, they observed severe artifacts such as the freezing of the graphitization
process due to the fact that kinetic energy is transferred from internal to global motions of the
cluster.
4.4.3 Parrinello-Bussi thermostat
The Parrinello-Bussi thermostat [191] is an improved version of the Berendsen weak coupling
thermostat and it samples the correct canonical ensemble. In this thermostat, the system is
first evolved one time step as it would without any thermostat. Next, the kinetic energy is
evolved one time step as well by using stochastic dynamics. In stochastic dynamics some
degrees of freedom are modeled through random processes. Finally, the velocities are rescaled
according to the new kinetic energy. The only condition on the stochastic dynamics is that it
does not alter the canonical distribution P¯(Kd)dKd ∝ KN f /2−1d exp(βKd)dKd, where Kd is the
target value for the kinetic energy, N f is the number of degrees of freedom and β is the inverse
of the temperature. Bussi et al. proposed the following form for the stochastic dynamics of the
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kinetic energy K
dK = (Kd − K)dttT + 2
√
KKd
N f
dξ√
tT
, (4.33)
where dξ is Gaussian noise.
4.4.4 Andersen thermostat
To keep the temperature constant in real systems, it needs be coupled to a heat bath at the
desired temperature. In this method proposed by Andersen [177], stochastic collisions of ran-
domly selected particles with an imaginary heat bath take place at certain time intervals, i.e. a
new velocity from the Maxwell-Boltzmann distribution corresponding to the desired tempera-
ture is assigned to the chosen particle. Between these collisions, the system behaves according
to Newtonian dynamics at a constant energy. The collisions take the system from one constant-
energy surface to another, ensuring that all the important regions of the phase space are visited.
This combination leads to an irreducible Markov chain [192]. It can be shown that this ther-
mostat produces a canonical ensemble [177]. The Andersen thermostat is a good choice for
studying static quantities, since it is quite simple. However, since random velocities are used
the dynamics that is generated is unphysical. Therefore the Andersen thermostat should not be
used to determine dynamical quantities, e.g. diffusion coefficients.
4.4.5 Langevin thermostat
Langevin dynamics [176] describes the movements of particles in a viscous medium by adding
a friction and a noise term to Newton’s equations of motion
mi~¨ri = ~Fi − miΓi~˙ri + ~ξi(t), (4.34)
where i = 1, ..,N, Γi is the friction constant and ~ξi describes Gaussian noise with its first and
second moments given as 〈~ξi(t)〉 = 0 and 〈~ξi(t)~ξ j(t′)〉 = 6kBTΓδi jδ(t − t′).
The noise term models Brownian motion when the particle randomly collides with solvent
molecules at temperature T . The magnitude of the friction constant determines how fast the
temperature is relaxed. For large inverse friction constants compared to the time scales in the
simulated system, Langevin dynamics resembles a MD simulation with a stochastic heat bath.
The Langevin thermostat does not conserve momentum. In real systems, however, momen-
tum cannot vanish, but is transported away. This transport of momentum is responsible for
long-range hydrodynamic interactions. Since momentum is not conserved, the hydrodynamic
interactions are screened and not described correctly. This is not always a problem and its
importance should be considered on a case-by-case basis. The Langevin thermostat has been
very successfully and extensively used in particular in polymer simulations. The Langevin
thermostat is generally a good choice in systems where hydrodynamic is not important.
4.4.6 Dissipative particle dynamics (DPD thermostat)
In dissipative particle dynamics [178, 193, 194], a local friction and a noise term are added
to Newton’s equations of motion as in Langevin dynamics, but the friction force dampens the
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velocity differences of neighbouring particles, instead of the velocities of the particles directly
as is done in the Langevin thermostat and the random force acts on pairs of neighbouring
particles to fulfill Newton’s third law. In that way, locality and momentum conservation are
given, requirements to model hydrodynamics at large length and time scales. The friction or
dissipative force and the random force are split up in particle pair forces.
4.4.7 Andersen barostat
The barostat proposed by Andersen [177] introduces an external variable V , the volume of the
simulations box, to which the system is coupled. This creates the same effect as a piston has in
a real system. This new variable V has the kinetic energy
KV =
1
2
QV˙2, (4.35)
where Q stands for the ‘mass’ of the piston, and the potential energy UV = PdV , where Pd
is the desired pressure. By introducing the scaled molecular position ~s = ~r/V1/3 and velocity
~˙s = ~v/V1/3 the Lagrangian of the extended system can be expressed as
LV(~s, ~˙s,V, V˙) = K + KV − U − UV = 12V
2/3
N∑
i=1
mi~˙si
2
+
1
2
QV˙2 − U(V1/3~s) − PdV. (4.36)
The equations of motion are obtained from this Lagrangian for the extended system by using
the Euler-Lagrange equation. They generate an isobaric-isoenthalpic ensemble.
Another barostat is the Nose´-Hoover barostat, an extension of Andersen’s approach for
molecular systems [195], where the equations of motion are independent of time scaling [174].
4.4.8 Parrinello-Rahman barostat
In the Parrinello-Rahman [196, 197] barostat the simulation box cannot just change its size, but
also its shape, by using scaled coordinates~ri = H~si, whereH = (~h1,~h2,~h3) is the transformation
matrix and ~hi are column vectors representing the sides of the box. The volume of the box is
V = |H| = ~h1 · (~h2 × ~h3). The squared distance between two particles i and j is given by
r2i j = (~si − ~s j)TG(~si − ~s j) with the metric tensor G = HTH. The ‘potential energy’ associated
to the volume of the box is UV = PdV and the extra ‘kinetic energy’ term is KV = 12QTr(H˙
T H˙)
with Pd being the desired pressure and Q the ‘mass’ of the box. The equations of motion can
again be obtained from the Lagrangian of the extended system
LV = K + KV − U − UV = 12
N∑
i=1
mi~˙si
T
G~˙si +
1
2
QTr(H˙T H˙) −
N∑
i=1
N∑
j>i
u(ri j) − PdV (4.37)
by using the Euler-Lagrange equation. This barostat is useful for simulating solids; since the
simulation box can change its shape, phase changes resulting in systems with a different unit
cell are possible. When simulating liquids, problems might arise due to the changes in the box
shape [126].
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4.4.9 Berendsen barostat
In this approach proposed by Berendsen [175], pressure is controlled by adding an extra term
to the equation of motion
dP
dt
=
Pd − P
tp
, (4.38)
where Pd is desired pressure, tp is a time constant. At each time step the volume of the box is
scaled by the factor
χ = 1 − βT ∆ttp (Pd − P), (4.39)
where βT is the isothermal compressibility and ∆t is the simulation time step and the positions
are scaled by a factor χ1/3. The scaling at each time step can lead to oscillations of the pressure
in more ordered systems. It is easy to implement together with the Berendsen thermostat.
4.5 Boundary conditions
To set up a simulation, one must choose the appropriate boundary conditions. In an open
system particles are able to move without limits. Often, this is not a good choice as typically
the particle density is required to be constant. The other extreme are closed boundaries. In
the case of closed boundaries, a large portion of particles will reside close to the surfaces and
that may lead to a situation in which surface effects dominate physical behaviour. There are,
however, cases in which closed boundaries are the most natural choice such as simulations of
self-gravitating systems [198].
Figure 4.5: Periodic boundary conditions: Schematic illustration of (cubic) periodic boundary
conditions in a two dimensional system. A snapshot of the whole system and the movement of
the black particle during the next time step are shown. The central box is shaded grey.
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The most common choice are periodic boundary conditions (PBC’s). When PBC’s are
applied, the image of the simulation box is repeated infinitely, see Fig. 4.5. The shaded box
in Fig. 4.5 is called the central box. This is the actual simulation box that is being replicated to
form an infinite lattice filling the whole space; Fig. 4.5 shows this in two dimensions. In each of
the replicated boxes, the periodic images of the molecules will move exactly the same way as
the original ones in the central box. When a molecule leaves the central box, one of its images
will enter through the opposite face. Thus, it is enough to keep track of only the molecules
in the central box. PBC’s aim to make the space isotropic: PBC’s model bulk systems and
no molecules lay on the surface since there are no surfaces present. Because of their simple
geometries, cubic and rectangular boxes are the most common choices. Other space-filling
geometries that can reduce system sizes, such as the rhombic dodecahedron [199] and the
truncated octahedron [200, 201] are also possible. The nearest image convention, see Fig. 4.6,
is a technique to approximate the short-ranged forces in a system with PBC. To calculate the
forces acting on a particular particle only the particles inside the original simulation box are
considered.
Figure 4.6: Nearest image convention. Schematic illustration of the nearest image convention
in a two dimensional system. Force acting on the black particle is calculated. Therefore only
those images of the white particles that lay inside the grey box are considered. Spherical cutoff
is drawn by a grey line.
PBC’s will not, however, make the system genuinely infinite. Long-ranged potentials, such
as those caused by electric charges, may cause interactions between a particle and its own peri-
odic images. This may lead to artificial periodicity [202, 203]. Another artifact is the absence
of long-wavelength fluctuations [118]; they cannot be seen in these systems if the wavelength
exceeds the linear length of the central box. For these reasons the vicinity of continuous phase
transitions, where macroscopic fluctuations over large distances occur [204, 205], is practi-
cally inaccessible to simulation. Additionally, angular momentum is not preserved by periodic
boundary conditions [206]. In PBC’s we only keep track of the particles in the original sim-
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ulation box. If a particle crosses the boundaries and moves to a neighbouring replica of the
simulation box, it actually enters the original box from the other side. The distances from the
system’s centre of mass for the particle in the in the replica box and the particle in the original
box are different. Therefore its contribution to the angular momentum of the system is differ-
ent as well. That is the reason why the angular momentum is not conserved, when PBC’s are
applied. Despite these problems, it is generally thought, and in most cases verified by prac-
tise, that PBC’s have little or no effect on the equilibrium properties and structure of fluids if
interactions are short-ranged and we are far enough from phase transitions.
4.6 Saving CPU time with neighbour lists
The most time-consuming part in a MD simulation is the calculation of the forces acting be-
tween particles. In a system containing N particles, the computation of interactions consists of
N(N − 1)/2 terms. Since interactions are very small beyond a certain distance, cut-off methods
are often used for Lennard-Jones and electrostatics potentials. This means that forces are cal-
culated only for atoms within a certain threshold distance. To reduce the computational cost of
non-bonded interactions, neighbour lists or cell lists are often used.
4.6.1 Verlet neighbour list
The so-called Verlet lists [123, 126] provide a method to reduce the time needed for force
calculation. Let us assume that rcut is the usual short-range cutoff, then the particles for which
r > rcut do not contribute to the force acting on the particle under consideration. If we now
introduce a second cutoff, the so-called Verlet skin rv such that rv > rcut, we can reduce the force
calculation to involve only particles for which r < rv. For each of the particles we construct a
list of neighbours that are inside rv. This is the aforementioned Verlet list. We update the Verlet
neighbour lists only when the maximum displacement of any particle in the system is larger
than |rv− rcut|. Other criteria can also be used. rv is a free parameter and the optimal value for a
particular system depends, for example, on the density. See Fig. 4.7 for an illustration. Details
and implementation are provided in Refs. [126, 118].
4.6.2 Cell list or cell-linked lists
In this method, the simulation box is divided in equilateral cells of linear size larger than rcut.
Then, for the calculation of the interactions of each particle with the others, only the cells con-
taining the particle and the neighbouring cells need to be considered, see Fig. 4.8. Expensive
distance calculations can be avoided and time is saved. The cell list scales as O(N) thus pro-
viding a significant speed-up over O(N(N − 1)/2). A number of variations and improvements
have been introduced by various authors [207, 208, 209].
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Figure 4.7: Verlet neighbour list: At this time step particle 1 interacts with particles 2, 3, 7 and
9, but particle 4 and 8 are also on the neighbour list of particle 1, although they do not interact
with particle 1
i
rc
Figure 4.8: Cell list: for a particle in cell i only the particles in the neighbouring cells (grey)
need to be considered for the force calculation
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4.7 Constraints
Another very common way to speed up all-atom MD simulations is to treat molecules as rigid
or semi-rigid units with fixed bond lengths (and sometimes also fixed bond angles). The reason
for this is that bond vibrations have a very high frequency (approximately 10-15 s-1) taking place
in the order of a few femtoseconds [14] which would require the simulation time step to be
very short. Those bond vibrations are typically not of interest, hence, constraint algorithms are
applied to eliminate those fast degrees of freedom.
Constraint techniques can be classified into three categories: those based (1) on Lagrange
multipliers, (2) on the application of separate internal coordinate systems and (3) on explicit
constraint forces. In the following we discuss the most common ones used in biomolecular
simulations.
4.7.1 Iterative constraint algorithms: SHAKE and RATTLE
These two methods [210, 211] are based on the use of Lagrange multipliers. Constraints can
be defined in the form of a set of algebraic equations, such as
σα(~ri,~r j) = r2i j − d2i j = 0, (4.40)
where α = 1, ...,K for K constraints and ~ri is the position of atom i. A new Lagrangian is
defined by adding the constraints
L′ = L −
∑
α
λασα({~ri}), (4.41)
where λα stands for the Lagrange multipliers, which need to be determined. Using the Euler-
Lagrange equations
∂
∂t
∂L′
∂~˙ri
=
∂L′
∂~ri
(4.42)
we can derive the new equations of motion for the constrained system
mi~¨ri = −∂U
∂~ri
−
∑
α
λα
∂σα
∂~ri
≡ ~Fi +
∑
α
~Gi(α). (4.43)
The last term is a sum over the constraint forces.
Since σα = 0, it follows that ∂tσα = 0 and ∂ttσα = 0. The latter condition is needed to de-
termine the Lagrange multipliers. The set of positions and momenta at a certain time step later
determined by an integration algorithm is a function of the undetermined Lagrange multipliers
λα. Hence the constraint algorithm needs to find the values for λα which satisfy all the con-
straints simultaneously. SHAKE [210] is an iterative algorithm which cyclically adjusts the co-
ordinates to satisfy each constraint one-by-one until a specified tolerance is reached. RATTLE
[211] is a modification of the SHAKE algorithm making it suitable for the popular Velocity
Verlet integrator. SETTLE [212] solves the constraints for rigid water molecules analytically
and is very commonly used in biomolecular simulations. It has been demonstrated [212] that
for systems with few constraints, i.e. water, SETTLE is of higher accuracy and three to nine
times faster than RATTLE.
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4.7.2 Linear Constraint Solver (LINCS)
LINCS [213] is another Lagrange multiplier based method. It is a linear constraint solver and
is based on earlier work of Edberg, Evans, Morriss and Baranyai [214, 215]. LINCS resets the
constraints themselves as opposed to the derivatives of the constraints with the aim of providing
a more accurate and faster method.
The matrix formulation of Newton’s equations of motion for a system with N particles
reads
d2~r
dt2
=M−1 ~F, (4.44)
where ~r(t) is a 3N vector containing the positions, ~F is a force vector of length 3N and M
is a 3N × 3N diagonal matrix containing the masses of the particles. Constraints of the form
σα(~r) = 0, α = 1, ...,K are applied to the system. It has been shown [130] that a system
with constrained bond lengths can be described by the following 3N second-order differential
equations,
d2~r
dt2
= (I − TB)M−1 ~F − TdB
dt
d~r
dt
withT =M−1BT (BM−1BT )−1. (4.45)
T is the transformation matrix of dimension 3N×K to transform from constrained to Cartesian
coordinates. B is a K × 3N matrix containing the directions of the constraints with Bαi = ∂σα∂~ri .
I − TB is the projection matrix, that sets the constraints equal to zero. BM−1 ~F is a vector of
dimension K containing the second derivatives of the bond lengths in direction of the bonds.
Since the projection of the new bond onto the old directions of the bond is set to the desired
length the resulting bond is too long. Therefore the positions need to be corrected. The part
that uses most of the CPU time is the inversion of the constraint coupling matrix BM−1BT . This
has to be done every time step, since B depends on the positions. To simplify this inversion a
K × K, matrix S is introduced,
S = Diag

√
1
ml1
+
1
ml2
, ...,
1
mK1
+
1
mK2
 , (4.46)
i.e. S is the inverse square root of the diagonal of BM−1BT and
(BM−1BT )−1 = SS−1(BM−1BT )−1S−1S = S(I − A)−1S. (4.47)
A is a symmetric sparse matrix with zeros on the diagonal. Therefore to find the inverse we
can use (I − A)−1 = I + A + A2 + ... if all eigenvalues of A are smaller than one. This is true
for molecules with only bond constraints. However, if the angles are constrained as well, there
might be eigenvalues larger than one. In this case, a different method to invert the constraint
coupling matrix has to be used. The question arises when to truncate the series expansion.
For molecules with bond angles near 90◦, such as proteins, the error is negligible if the terms
up to the 4th order are included. The fact that the inverse of the constraint coupling matrix
is approximated by series expansion makes this algorithm easy to parallelize and hence it has
become very popular. It has been shown, that LINCS performs three to four times faster than
SHAKE [213]. Hence in a typical simulation, water molecules are constrained by the SETTLE
algorithm and molecules such as proteins using the LINCS algorithm. LINCS can only be used
for bond constraints and isolated angle constraints (e.g. proton angle in OH), for other angle
constraints different constraint methods, e.g. SHAKE or RATTLE, need to be used.
Chapter 5
Simulation Details
5.1 Car-Parrinello molecular dynamics simulations
We performed CPMD simulations [22] of systems consisting of the single amino acid aspartic
acid (Asp), and the dipeptide of aspartic acid and phosphorylated serine (Asp-pSer) on a slab
of calcium oxalate monohydrate (COM) crystal exposing the {100} face to the amino acids.
The starting positions for the simulation were taken from the final positions of the previously
performed classical MD simulations [44]. The systems were hydrated with 82 water molecules
in the Asp-system and 99 molecules in the Asp-pSer-system and the atoms of the crystal were
fixed. The cell size was 1.400 nm x 2.200 nm x 1.630 nm for Asp and 1.500 nm x 2.243
nm x 1.878 nm for Asp-pSer. The normal of the crystal surface is pointing in the y-direction.
Periodic boundary conditions were applied in all directions.
The simulations were performed using the CPMD [127] package version 3.13.2 in the NVT
ensemble at 300K using the Nose´-Hoover thermostat [195, 173, 216, 217, 174]. The time step
for the integration was set to 5 a.u. (=0.12 fs). The Ewald method [126] was used to compute
electrostatic interactions. The fictitious mass was 800 a.u. and the plane waves were cut off
at 70 Ry. This cut-off was chosen similarly with other studies done in this field [218, 219].
Troullier-Martins pseudopotentials and BLYP DFT exchange correlation functional [99, 100]
were used.
The simulation time was 8.64 ps for the system with Asp and 3.4 ps for Asp-pSer. The
simulations were run in parallel over 32 or 64 processors. In total, the simulations took about
120 000 CPU hours.
5.2 Classical molecular dynamics simulations
Simulations [23] of a COM {100} face with two {121} steps and a COM {010} face with two
{121} steps were performed using the GROMACS version 4.0.5 [128]. In all cases the peptide,
i.e. pOPAR (pSHDHMDDDDDDDDDGD) or poly-glu (16mer of glutamic acid), was initially
placed 15 nm above the crystal equidistant from the steps. The system was fully hydrated
with about 900,000 SPC water molecules in each case. Charge neutrality, a condition for the
particle-mesh-Ewald method [166, 167] used to treat the electrostatic interactions, was ensured
by adding chloride counterions.
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The COM slabs were created using the Mercury crystal structure analysis software [220,
221, 222, 223]. The coordinates for the COM face/step systems were taken from experimental
results [49]. The {100} and {010} faces and the contact lines between the terraces and the steps
were aligned with the rectangular simulation cell faces. The simulation cell sizes were 24.9
nm x 33.7 nm x 36.0 nm and 22.0 nm x 36.0 nm x 36.0 nm in the {100} and {010} cases,
respectively, and the normal of the crystal surface was pointing in z-direction of the simulation
box. The {121} steps were created by manually removing extra atoms from flat crystal blocks.
The steps were always exclusively on the upper face of the slab, in other respects the upper
and lower faces were similar. The step height was chosen to be four lattice vectors because
experimentally the steps have been seen to form bunches of low height [50]. In the {100} case
all the surfaces were cationic, while in the {010} case only the {121} steps were cationic, unlike
the terraces. The surface structure was based on previous studies [50, 49, 48]. To keep the
number of parameters in the calculation tractable, only ideal crystals were considered (i.e. no
defects). In previous studies this approximation has frequently been employed [48, 224, 225,
226]. The COM crystal atoms were constrained to their positions.
There are several molecular interaction models that are applicable to protein-mineral sys-
tems [227, 26]. In this work the GROMOS96 force-field, version 45A3 [136], was chosen, be-
cause it has a record of providing a good description of lipids, peptides and other biomolecules
[44, 228, 229, 230, 231]. PRODRG [232] was used for generating the oxalate topology. Simple
point charge (SPC) water [233] was used to solvate the system, because it has shown consistent
and reliable performance with the chosen force-field [234].
The simulations were performed in the constant particle number, volume and temperature
(NVT) ensemble at T=300 K. The time constant of the Berendsen weak coupling thermostat
[175] was set to 0.1 ps. For the Lennard-Jones interactions, 1.0 nm cutoff was used. The
particle-mesh Ewald method [167, 235] with real space cutoff of 1.0 nm, beta-spline inter-
polation of order 4 and direct sum tolerance of 10-5 was employed for electrostatics. Since
electrostatic interactions are the strongest interactions in these systems, they must be treated
explicitly to avoid unphysical artifacts [154, 236]. Contrary to common misconception, proper
treatment of electrostatics is also computationally efficient [157].
Charge groups, a concept used in GROMACS to save computation time [187], were used to
speed up the simulations. When calculating the force of non-bonded interactions with a cutoff
prior to the actual force calculation a neighbour search is performed to determine if the distance
between charge pairs is less than the cutoff radius. If so they contribute to the force. These
charge groups contain several charges and the geometrical centre of all charges in a charge
group is used for the neighbour search. In our simulations these charge groups were kept small
in order to avoid unphysical artifacts that may arise from them [155]. The water bond lengths
were constrained using the SETTLE algorithm [212] and other constraints were handled with
the LINCS method [213, 128]. Periodic boundary conditions were applied in all directions.
To remove steric clashes, unconstrained steepest descent energy minimization was per-
formed before the MD runs. The MD time step was set to 2 fs. For each system the total
simulation time was 20 ns. The simulations were run in parallel over 64 processors. In total,
the four simulations took about 150,000 CPU hours.
Chapter 6
Ab Initio MD Simulations of Acidic Amino
Acids Interacting with COM
6.1 Introduction
One of the challenges in fully understanding the concepts of biomineralization originates from
it being a process involving several different time and length scales. The time scales extend
from bond vibrations, which are of the order of ten femtoseconds for a heavy-atom-hydrogen
bond [20], through nucleation processes taking from seconds to days, to the growth of minerals
in the body, which can require years. This range of time and length scales also presents a chal-
lenge for simulation and, to appropriately capture the important phenomena involved, methods
ranging from ab initio calculations through classical molecular dynamics (MD) simulations to
further coarse-grained models need to be applied [227, 26].
Ab initio simulations provide the most detailed and accurate information at atomistic level
obtainable by simulation at present. Since the valence electrons are simulated explicitly the
charge distribution can change and the forming or breaking of bonds can be simulated. In
classical MD partial charges are assigned to each particle, but these charges cannot change
during the simulation. Especially for an interaction taking place between an inorganic crystal
phase and organic molecules it is important to validate classical MD models by ab initio MD
simulations, since the organic molecules experience different chemical environments and a
charge redistribution is likely to take place. Experiments at present are unable to show the
adsorption of molecules to crystal faces at atomistic level. But this information is important to
fully understand the mechanisms of biomineralization.
At present it is believed that proteins and peptides adsorbing to crystal faces do not need a
secondary structure and that flexibility in structure is of advantage to optimize interaction with
the crystal face [81]. Furthermore, the interaction seems mainly to be governed by electrostatic
interactions rather than by stereochemically specific interactions. Therefore, ab initio MD
simulations are a valuable approach, since in these situations it is important that the chemically
relevant electrons can move to allow changes in the charge distribution during the adsorption
of side-chains.
In the literature, different approaches have been applied to study biomineralization. As
an example of the interaction of crystal growth-inhibiting molecules with minerals, the in-
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teractions of osteopontin (OPN) and citrate with calcium oxalate monohydrate (COM) and
hydroxyapatite (HA) have been studied by structure optimization [51, 86] and classical MD
simulation [44, 87, 228, 229, 237, 238]. Long carboxylic acid chains or self-assembled mono-
layers as templates for calcite nucleation [239, 240] and the uptake of carbonate groups in
the HA lattice [241] have also been investigated by classical MD. A combination of density
functional theory (DFT) calculations with MD has been used to study the uptake of fluoride
ions at HA and the hydration of α-quartz surfaces [242, 243]. Ab initio methods were used to
investigate the onset of calcium carbonate nucleation, and the binding of amino acids on HA
has also been examined [244, 245].
Classical simulations of the inorganic/organic interface present a further challenge due to
the fact that force-fields for inorganic and organic materials have been developed indepen-
dently. To obtain a reliable force-field the organic and inorganic part must be made consistent
with each other. This can be very time consuming since such a force-field needs to be validated
carefully using, preferably both experimental data and ab initio calculations. A potential model
for an organic material interacting with inorganic material has been derived by Ghiringhelli et
al. for Pt(111) [246] in the OPLS-AA force-field [247]. Another potential model for HA and
fluorapatite at the water interface has been derived by de Leeuw [242, 248] using the Born
model for solids [249].
To investigate the importance of post-translational modifications such as phosphate groups
in the COM crystal growth inhibition by OPN, classical MD simulations of an OPN-related
peptide with different degrees of phosphorylation (P0, P1 and P3, corresponding to OPN220-
235) have been performed [44]. It was found that amino acids containing carboxyl groups
like aspartic acid (Asp) and glutamic acid (Glu) form the closest contact with the COM sur-
face. Furthermore, peptides with a higher degree of phosphorylation bind more strongly to the
surface, although the phosphates do not seem to interact directly with the crystal surface [44].
To further investigate the role of phosphate groups in the interaction of OPN with COM, we
performed CPMD ab initio simulations with Asp and the dipeptide of Asp and phosphorylated
serine (pSer). The previously performed classical MD simulation of the P0, P1 and P3 adsorp-
tion to the {100} COM face [44] show that these peptides interact primarily with the side-chains
of aspartic acids and that the more phosphate residues were present the stronger the adsorp-
tion. Therefore we chose aspartic acid and the dipeptide of aspartic acid and phospho-serine
to investigate the mode of adsorption of aspartic acid to the COM surface and to determine the
influence of a phosphate group on this interaction. We could only perform CPMD ab initio
simulations with single amino acids or dipeptides, since the simulations are computationally
very intensive. While at present most of the ab inito simulations are performed in vacuum,
we also included explicit water because the presence of water is essential when simulating
biological systems. These led to systems with ∼500 atoms which is at the limit of what is
feasible at present for a simulation length of several picoseconds. We chose this approach to
test and validate the force-field used in the previous classical simulations [44, 87], to determine
its ability to accurately model the interactions taking place at this organic/inorganic interface,
as well as to gain a deeper understanding of the interactions at the surface. The details of these
simulations are reported in Section 5.1 and the results published in [22] are presented in the
next section (Sec. 6.2).
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6.2 Results
6.2.1 Aspartic acid on the {100} face of calcium oxalate monohydrate
The functional groups of Asp are the α- and β-carboxyl groups and the amine group as shown
in Figure 6.1. Figure 6.2 shows the distances of the different functional groups of Asp from
the crystal surface obtained in our CPMD ab initio simulation. From this graph it can be
seen that the β-carboxyl group, which was close to the surface at the starting position, stays
relatively close to the surface during the whole simulation time. The α-carboxyl group is
moving towards the surface at the beginning of the simulation and then moving away again.
The α-amine group forms a closer contact with the crystal surface during the simulation, but
at the end of the simulation, the distance increases again. These fluctuations suggest a weak
interaction of aspartic acid with the COM {100} face without the presence of phosphate. In
experiments investigating the differences in COM growth inhibition of the OPN-peptides P0,
P1 and P3 depending on the degree of phosphorylation, the effect on growth inhibition was
smaller with the non-phosphorylated peptide (P0) compared to phosphorylated peptides (P1
and P3) (see Fig. 2.6 in Sec. 2.2.4) [44].
Figure 6.1: Chemical structure of Asp showing its functional groups. Reproduced from [22]
with permission of Elsevier Ltd., Oxford, UK.
Figure 6.3 (a) and (b) show snapshots of the starting position of the system perpendicular
to and along the crystallographic c axis, respectively. Figure 6.3 (c) shows a snapshot at 2.7
ps, where all the functional groups are pointing towards the surface. Figure 6.3 (d) shows a
snapshot at 4.9 ps, where just the β-carboxyl group and the α-amine group are pointing towards
the surface. Figure 6.3 (e) shows a snapshot towards the end of simulation, where just the β-
carboxyl group is interacting with the surface, just as at the beginning of the simulation.
Figure 6.4 (a) shows the closest interaction of the oxygen of Asp with the calcium ions of
COM. The oxygen of the β-carboxyl group forms a close contact (bond length between 2.5 and
3 Å) with the calcium ions of COM between 0.66 ps and 2.7 ps. The α-carboxyl group forms a
short contact with one oxygen atom, but never as close as the β-carboxyl group. Figure 6.4 (b)
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We are interested in the inhibition of COM crystal growth by OPN. Understanding this interaction can lead to the 
development of new treatments for kidney stones and new approaches in material science. In earlier work we 
performed classical MD simulations of an OPN-related peptide [23]. We used this peptide with different degrees of 
phosphorylation to investigate the importance of phosphate groups in the interaction of OPN with the {100} face of 
COM. It was found that amino acids containing carboxyl groups (aspartic acid (Asp) and glutamic acid (Glu)) form 
the closest contact with the COM surface. It was also found that peptides with a higher degree of phosphorylation 
bind more strongly, although the phosphates do not seem to interact directly with the crystal surface. 
 
To further investigate the role of phosphate groups in the interaction of OPN with COM, we performed ab initio 
simulations with Asp and the dipeptide of Asp and phosphorylated Serine (pSer). We chose this approach to test and 
validate the force-field used in the previous classical simulations [23], to determine its ability to accurately model 
the interactions taking place at this organic/inorganic interface, as well as to gain a deeper understanding of the 
interactions at the surface. We found that for Asp different functional groups form a temporary close contact to the 
surface, except for the carboxyl group attached to the !-carbon (!-carboxyl), which stays close during the whole 
simulation. For the dipeptide, the distance of the functional groups does not vary during the simulation, except that 
the carboxyl group attached to the "-carbon ("-carboxyl) forms a closer attachment to the surface. This shows that 
the carboxyl groups are critical for the interaction of OPN with COM, but the role of the other functional groups, 
especially the phosphate groups, remains to be fully resolved. 
 
2. Computational details 
 
We have performed ab initio simulations of systems consisting of the single amino acid Asp, and the dipeptide Asp 
and pSer (Asp-pSer) on a slab of COM crystal exposing the {100} face to the amino acids.  The starting positions 
for the simulation were taken from the final positions of the previously performed classical MD simulations [23]. 
The systems were hydrated with 82 water molecules in the Asp-system and 99 molecules in the Asp-pSer-system 
and the atoms of the crystal were fixed. The cell size was 1.4 nm x 2.2 nm x 1.63 nm for Asp and 1.5 nm x 2.243 nm 
x 1.878 nm for Asp-pSer. The normal of the crystal surface is pointing in the y-direction. Periodic boundary 
conditions were applied in all directions. The simulations were performed using the CPMD [42] package version 
         Fig. 2. Distance of the functional groups of Asp from the COM-surface. 
 
Figure 6.2: Distance of the centre of mass of the functional groups of Asp from the COM-
surface. Reproduced from [22] with permission of Elsevier Ltd., Oxford, UK.
shows the closest int raction of the amine of Asp with an oxalate of COM. For 3.9 ps (from 2.4
ps to 6.3 ps) the bond dista ces between the nitrogen and the oxygen atoms ar in the range of
3.5-4.5 Å.
We did not observe long lived contact between any of Asp’s functional groups and the
COM surface in the simulations using Asp, suggesting a weak interaction without the presence
of phosphates. This observation is consistent with the earlier classical MD simulations and
experiments on growth inhibition [44]. Next we analyze the system with Ser phosphorylated.
6.2.2 Dipeptide of aspartic acid and phopshorylated serine on the {100}
face of calcium oxalate monohydrate
In our previous classical MD simulations of the OPN-peptides P0, P1 and P3 (see Section
2.5.1) on a COM {100} face we found that amino acids containing carboxyl groups (Asp and
Glu) form the closest contact with the COM-surface and that peptides with a higher degree
of phosphorylation bind more strongly [44]. For this reason we have chosen to simulate the
dipeptide Asp-pSer in comparison with Asp to study the effect of a phosphate group. The
func ional groups of the Asp-pSer (Fig. 6.5) are the β-carboxyl group, the carbonyl group and
the amine group of Asp and the α-carboxyl group, the phosphate group and the amide group
of pSer.
Figure 6.6 shows a plot of the distances of these functional groups from the COM surface.
It can be seen that there is no drastic change in the distance for any functional group during the
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Figure 6.3: Panels (a) and (b) show snapshots of start configuration from different angles.
Panel (c) shows a snapshot at 2.7 ps: all the functional groups are pointing towards surface.
Panel (d) shows a snapshot at 4.9 ps: just one β-carboxyl group and the α-amine group are
pointing towards the surface. Panel (e) shows a snapshot at 8.5 ps (end of simulation): only the
β-carboxyl group is pointing towards the surface. O - red, H - white, N - blue, C - turquoise,
Ca - green. Reproduced from [22] with permission of Elsevier Ltd., Oxford, UK.
simulation time, except the α-carboxyl group which forms a closer contact with the surface.
This is different from the case of Asp without a phosphate group present, where the distances
of the functional groups fluctuated more (see Fig. 6.2).
Figure 6.7 (a) and (b) show snapshots of the starting position of the system along the crys-
tallographic b and c axes, respectively, where the β-carboxyl group, the carbonyl group and the
amine of Asp and the α-carboxyl group of pSer are interacting with the surface. Figure 6.7
(c) shows a snapshot at the end of the simulation, where the direction of the functional groups
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Figure 2 shows the distances of the different functional groups of Asp from the crystal surface. From this graph it 
can be seen that the !-carboxyl group, which was close to the surface at the starting position, stays relatively close 
to the surface during the whole simulation time. The "-carboxyl group is moving towards the surface at the 
beginning of the simulation and then moving away again. The "-amine group forms a closer contact with the crystal 
surface during the simulation, but at the end of the simulation, the distance increases again. 
 
Figure 3 (a) and (b) show snapshots of the starting position of the system perpendicular to and along the 
crystallographic c axis, respectively. Figure 3 (c) shows a snapshot at 2.7 ps, where all the functional groups are 
pointing towards the surface. Figure 3 (d) shows a snapshot at 4.9 ps, where just the !-carboxyl group and the "-
amine group are pointing towards the surface. Figure 3 (e) shows a snapshot towards the end of simulation, where 
just the !-carboxyl group is interacting with the surface, just as at the beginning of the simulation. 
 
Figure 4 (a) shows the closest interaction of the oxygen of Asp with the calcium ions of COM. The oxygen of the !-
carboxyl group forms a close contact (bond length between 2.5 and 3 Å) with the calcium ions of COM between 
0.66 ps and 2.7 ps. The "-carboxyl group forms a short contact with one oxygen atom, but never as close as the !-
carboxyl group. Figure 4 (b) shows the closest interaction of the amine of Asp with an oxalate of COM. For 3.9 ps 
(from 2.4 ps to 6.3 ps) the bond distances between the nitrogen and the oxygen atoms are in the range of 3.5-4.5 Å. 
 
We did not observe permanent contact between any of Asp’s functional groups and the COM surface in the 
simulations using Asp. This observation is consistent with the earlier classical MD simulations [23]. Next we 
analyze the system with Ser phosphorylated. 
 
3.2 Asp-pSer on {100} COM 
 
In our previous classical MD simulations [23] we found that amino acids containing carboxyl groups (Asp and Glu) 
form the closest contact with the COM-surface and that peptides with a higher degree of phosphorylation bind more 
strongly. For this reason we have chosen to simulate the dipeptide Asp-pSer in comparison with Asp to study the 
effect of a phosphate group. 
Fig. 4. Interaction of the oxygen of the carboxyl groups of Asp and the calcium ions of COM (snapshot at 4.14 
ps): three oxygen form a relatively close contact to the calcium. (b) Interaction of the amine groups of Asp with 
the oxalate of COM (snapshot at 4.14 ps). O – red, H – white, N – blue, C – turquoise, Ca – green.  All distances 
in Å. 
 
Figure 6.4: Panel (a): interaction of the oxygen of the carboxyl groups of Asp and the calcium
ions of COM (snapshot at 4.14 ps): three oxygen form a relatively close contact to the calcium.
Panel (b): interaction of the amine groups of Asp with the oxalate of COM (snapshot at 4.14
ps). O - red, H - white, N - blue, C - turquoise, Ca - green. All distances in Å. Reproduced
from [22] wit permissi n of Elsevier Ltd., Oxford, UK.
Figur 6.5: Chemical structure of Asp-pSer showing its functional groups. Reproduced from
[22] with permission of Elsevier Ltd., Oxford, UK.
is basically the same as at the beginning of the simulation. Only the amine group seems to
interact less with the surface than at the beginning of the simulation. In the system of Asp
without phosphate the functional groups interacting with the COM surface varied more over
the simulation time (see Fig. 6.4).
68 C 6. Ab InitioMD S  A A A I  COM / Physics Procedia 00 (April 29, 2010) 000–000  
their lifetimes. We found that for Asp, the !-carboxyl and the amine groups interact with the surface but neither 
forms a stable contact during the simulations. The most prominent interaction for the dipeptide is between the 
carboxyl groups of Asp-pSer and the calcium ions of COM. During the simulation, the amino acids can be observed 
forming a gradual attachment with their carboxyl oxygens. Once an interaction is formed it remains stable during 
the whole simulation. 
 
These results confirm the findings of in vitro experiments and classical MD simulations performed earlier [23, 24, 
52] in showing the strong effect of the presence of a phosphate group on the attachment of the carboxyl groups with 
Fig. 6. Distance of the functional groups of Asp-pSer from the COM-surface. 
Fig. 7. (a) and (b) snapshots of start configuration from different angles. (c) snapshot at 3.4 ps (end of simulation): 
All the functional groups containing oxygen, except the phosphate group, are pointing towards the surface. 
Figure 6.6: Distance of the center of mass of the functional groups of Asp-pSer from the
COM-surface. Reproduced from [22] with permission of Elsevier Ltd., Oxford, UK.
Figure 6.7: Panels (a) and (b) show snapshots of start configuration from different angles.
Panel (c) shows a snapshot at 3.4 ps (end of simulation): All the functional groups containing
oxygen, except the phosphate group, are pointing towards the surface. Reproduced from [22]
with permission of Elsevier Ltd., Oxford, UK.
The interaction between the carboxyl group of Asp-pSer and COM is formed through a
bond between the two oxygen of the carboxyl group and two neighboring calcium ions of
COM. The bond length is approximately 2.45 Å, the same as between the oxygen in the oxalate
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and the calcium ions in the COM crystal. First, at 0.54 ps the oxygen of the β-carboxyl of Asp-
pSer forms a close and stable contact with the calcium. The α-carboxyl group of Asp-pSer first
interacts with one oxygen atom and later the second oxygen follows. After 1.62 ps the first
oxygen atom of the carboxyl group remains at a distance shorter than 2.5 Å and the second
smaller than 3.5 Å. Figure 6.8 shows the distance between the carboxyl groups of Asp-pSer
and the calcium ion of COM-surface at the end of the simulation, where the distances reach
their minimum.
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the crystal surface. In the system without phosphate, the carboxyl groups do not form a permanent attachment to the 
COM surface, as they do in the system with the phosphate, although the simulation time for the latter is even 
shorter. The distance of a carboxyl group of an amino acid interacting with the COM surface has been found to be 
around 2 Å in our ab initio calculations. This is in agreement with the closest distance of acidic residues in the 
classical MD simulations we have performed earlier [23]. Although the CPMD simulations were performed with 
amino acids instead of the longer peptides and the simulation time was much shorter than the classical MD 
simulations, we see a correlation between the two methods of simulations supporting the results of the classical MD 
simulations. 
 
Compared to other CPMD simulations which consist of 100-200 atoms, our systems are very large, containing 432 
and 527 atoms for Asp and Asp-pSer, respectively. For this reason, the simulation time used in our studies is 
somewhat lower than in some other reported simulations (up to 24 ps for smaller systems). We used, however, 
configurations from our previous 50-ns MD simulations as a starting point in order to have an equilibrated starting 
configuration. In our simulations it has also been possible to analyze the behavior of the system at equilibrium and 
calculate quantitative properties. Thus we have been able to elucidate part of the mechanism of the interaction of 
carboxyl groups with the COM crystal and confirm the importance of the presence of phosphate groups in mediating 
the close interactions with crystal surfaces found in experiments and simulations [23, 24, 52].  
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Fig. 8. Interaction of the carboxyl groups of Asp-pSer with the calcium ions of COM (snapshot at 3.36 ps): both 
carboxyl group form a close contact to the calcium ions. O – red, H – white, P – brown, N – blue, C – turquoise, Ca 
– green. All distances in Ångströms. 
 
Figure 6.8: Interaction of the carboxyl groups of Asp-pSer with the calcium ions f COM
(snapshot at 3.36 ps): both carboxyl group form a close contact to the calcium ions. O - red, H
- white, P - brown, N - blue, C - turquoise, Ca - green. All distances in Ångstro¨ms. Reproduced
from [22] with permission of Elsevier Ltd., Oxford, UK.
6.3 Conclusions
O previous cl ssic l MD simulations of th OPN-peptides P0, P1 and P3 (see Se tion 2.5.1)
on a COM {100} face demonstrated that amino acids containing carboxyl groups (Asp and
Glu) form the clos st contact with t e COM surface and th t peptides wi h a igher degree of
phosphorylation bi d mor strongly [44]. T ese results show that in the interaction of a pr tein
with a COM crystal the crucial components are acidic and phosphorylated amino acids. Here,
we report results from ab initio simulations of Asp and Asp-pSer on the {100} face of COM to
inv stigate the i portance of the phosphate group on the interactions [22]. W measured the
distance of the centre of mass of the functional groups to the crystal surface as a function of time
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and analyzed the various contacts and their lifetimes. We found that for Asp, the β-carboxyl
and the amine groups interact with the surface but neither forms a stable contact during the
simulation. The most prominent interaction for the dipeptide is between the carboxyl groups
of Asp-pSer and the calcium ions of COM. During the simulation, the amino acids can be
observed forming a gradual attachment with their carboxyl oxygens. Once an interaction is
formed it remains stable during the whole simulation.
These results support the findings of in vitro experiments and classical MD simulations
performed earlier [44, 87, 230] in showing the strong effect of the presence of a phosphate
group on the attachment of the carboxyl groups with the crystal surface. In the system without
phosphate, the carboxyl groups do not form a permanent attachment to the COM surface, as
they do in the system with the phosphate, although the simulation time for the latter is even
shorter. The distance of a carboxyl group of an amino acid interacting with the COM surface
has been found to be around 2 Å in our ab initio calculations. This is in agreement with the
closest distance of acidic side-chains in the classical MD simulations that we have performed
earlier [44]. Although the CPMD simulations were performed with amino acids instead of the
longer peptides and the simulation time was much shorter than the classical MD simulations,
we see a correlation between the two methods of simulations supporting the results of the
classical MD simulations.
Compared to other CPMD simulations reported in the literature which usually consist of
100-200 atoms, our systems are very large, containing 432 and 527 atoms for Asp and Asp-
pSer, respectively. Our systems contained explicit water, while most of the ab inito simulations
at present are performed in vacuum. But in our case where we simulated the biological system
of amino acids interacting with the inorganic face of a mineral, the inclusion of explicit water
is essential. If water were omitted from our simulations the results would not have been mean-
ingful, since water plays an important role in biological processes and we wanted to be able
to compare the CPMD simulation to classical MD simulations. For this reason, the simulation
time used in our studies is somewhat shorter than in some other reported simulations (up to
24 ps for smaller systems). We used, however, configurations from our previous 50-ns MD
simulations as a starting point in order to have an equilibrated starting configuration. In our
simulations it has also been possible to analyze the behaviour of the system at equilibrium and
calculate quantitative properties. Thus we have been able to elucidate part of the mechanism
of the interaction of carboxyl groups with the COM crystal and confirm the importance of the
presence of phosphate groups in mediating the close interactions with crystal surfaces found in
experiments and simulations [44, 87, 230].
Another interesting dipeptide to compare these results to would be aspartic acid and serine.
Such a system was created, but since these calculations are very computationally intensive
we could only obtain a short simulation (around 1 ps) and this simulation was therefore not
included in the results presented here.
Chapter 7
Classical MD Simulations of
Growth-Inhibiting Peptides and COM
Steps
Ab initio simulations provide very detailed and accurate information, but the number of parti-
cles and the simulation length is limited due to the large computational load. Having validated
our model for classical MD by CPMD simulations we are now able to use classical MD to
simulate larger systems. This is necessary since we are not only interested in single amino
acids, but in longer peptides, able to inhibit COM growth and actually used in experiments.
For this reason we use not just smooth surfaces, but more realistic surfaces containing steps as
are formed when the crystal grows. To our knowledge the work presented here was the first
time simulations of peptide adsorption to COM growth steps were reported in literature [23].
7.1 Osteopontin peptide
7.1.1 Introduction
pOPAR is a highly acidic peptide corresponding to the amino acid sequence 65-80 of rat os-
teopontin (OPN). The peptide sequence and the amino acids it contains are shown in Fig. 7.1.
pOPAR contains OPN’s sequence of nine contiguous aspartic acids (OPN70-78) and a post-
translationally phosphorylated serine, amino acids shown previously to be associated with the
ability of a peptide to bind to COM [44] and pOPAR is a potent inhibitor of COM growth [23].
The purpose of this study is to gain insight on the mechanism of COM growth inhibition by
pOPAR, for example, whether pOPAR adsorbs to the terrace or to the steps, which side-chains
are interacting with the surface and to compare the strength of adsorption on different faces.
The adsorption of pOPAR to different COM faces has been studied in vitro by letting
fluorescence-labelled pOPAR peptides adsorb to pre-grown COM crystals and taking images
by confocal microscopy (see Fig. 7.2). These images show that pOPAR adsorbs equally to all
three faces ({100}, {121} and {010}) [23]. To investigate the effect of pOPAR on the growth of
COM crystals in vitro, COM crystals have been grown in the presence of two different con-
centrations of pOPAR (1 µg/ml and 5 µg/ml) and visualized by scanning electron microscopy
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phosphoserine (pS)
histidine (H) methionine (M)
aspartic acid (D) glycine (G) colour code for side chains:
blue: negative charged 
rose: positive charged 
green: hydrophobic
glutamic acid (E)
poly-glu
16mer of glutamic acid 
amino acid sequence: 
EEEEEEEEEEEEEEEE
pOPAR
amino acids 65-80 of rat bone OPN:
amino acid sequence:
pSHDHMDDDDDDDDDGD
                      10                        20                       30                       40                      50 
LPVKVAEFGS SEEKAHYSKH SDAVATWLKP DPSQKQNLLA PQNSVSSEET 
                      60                         70                          80                        90                     100
DDFKQETLPS NSNESHDHMD DDDDDDDDGD HAESEDSVNS DESDESHHSD
                     110                  120                      130                    140                     150
ESDESFTAST QADVLTPIAP TVDVPDGRGD SLAYGLRSKS RSFPVSDEQY
                    160                      170                   180                      190                     200
PDATDEDLTS RMKSQESDEA LKVIPVAQRL SVPSDQDSNG KTSHESSQLD
                    210                        220                   230                    240                    250
EPSVETHSLE QSKEYKQRAS HESTEQSDAI DSAEKPDAID SAERSDAIDS
                     260                     270                     280                   290                    300 
QASSKASLEH QSHEFHSHED KLVLDPKSKE DDRYLKFRIS HELESSSSEV N
amino acids:
Figure 7.1: Sequences and amino acids of the peptides pOPAR and poly-glu. The chemical
structure of histidine, methionine, glutamic acid, aspartic acid and glycine are respectively re-
produced from
http://en.wikipedia.org/wiki/File:Histidin - Histidine.svg,
http://en.wikipedia.org/wiki/File:Methionin - Methionine.svg,
http://en.wikipedia.org/wiki/File:Glutaminsa¨ure - Glutamic acid.svg,
http://en.wikipedia.org/wiki/File:Asparaginsa¨ure - Aspartic acid.svg and
http://en.wikipedia.org/wiki/File:Glycin - Glycine.svg.
For all the graphics mentioned above the copyright was released into the public domain world-
wide by the copyright holder. The chemical structure of phosphoserine is reproduced from
http://en.wikipedia.org/wiki/File:L-Phosphoserine.png and is licensed under the Creative
Commons Attribution 3.0 Unported license.
(SEM) (see Fig. 7.3) [23]. In the presence of 1 µg/ml pOPAR the size of the COM crystals
is reduced and, viewed from the {100} face, they have an oval shape with extensive scalloping
which indicates growth-step pinning. Their dimension is most reduced in the <100> direc-
tion. With 5 µg/ml pOPAR there are even fewer crystals which are further reduced in size and
showing a more irregular shape than at the lower concentration [23].
Measurements of crystal dimensions show a decrease in all three directions [23]. The
relative effect on the growth rates on different faces can be obtained from the ratios of the
crystal dimensions. The <010>/<001> ratio increased at both concentrations, i.e. the growth
of the {010} face divided by the growth of the {121} face is increased, and therefore the growth
of the {121} face is more strongly inhibited by pOPAR than the growth of the {010} face. With
5 µg/ml pOPAR the ratio <100>/<001> is decreased, i.e. the growth of the {100} face divided
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Adsorption of OPN peptides to COM crystals 
Figure 2 shows Alexa-labelled pOPAR adsorption to pregrown COM crystals visualized 
by confocal microscopy using a He/Ne laser to image the crystals (red false colour) and a Kr/Ar 
laser to image the peptide (green false colour).  Crystals shown in panels a and b nucleated from 
a {010} face, and therefore the perimeter of the section is defined by two {100} faces and four 
{121} faces.  Crystals shown in panels c and d nucleated from a {100} face, and the section 
perimeter consists of two {010} faces and four {121} faces.  Panels a and c were created by 
combining the red and green false-colour images.  To show peptide adsorption more clearly, 
panels b and d are grey-scale versions of green false-colour images.  Approximately equal 
amounts of adsorption occur on {100}, {010} and {121} faces.   
 
Figure 7.2: Adsorption of Alexa-labeled pOPAR to COM crystals nucleated from {010} faces
(panels (a) and (b)) and from {100} faces (panels (c) and (d)). Images were taken by confocal
microscopy. Peptide concentration: 0.1 µg/ml. Scale bars: in panels (a) and (b) 10 µm, in pan-
els (c) and (d) 6 µm. Reproduced from [23] by permission of The Royal Society of Chemistry
(http://pubs.rsc.org/en/Content/ArticleLanding/2012/SM/c1sm06232h).
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Effects of OPN peptides on calcium oxalate growth habit 
 Control COM crystals nucleated from an {010} face and a {100} face are shown in 
panels a and b, respectively, of Figure 3.  Panels c and d of Figure 3 show COM crystals grown 
in the presence of 1 µg/ml pOPAR.  Viewed from a {100} face (panel c), the crystals are oval, 
almost spherical, although their crystallographic orientation can be (tentatively) established by 
the characteristic 72o angle formed by the {121} faces.  The {100} faces of COM grown in the 
presence of pOPAR exhibit extensive scalloping, indicative of growth-step pinning (Fig. 3c); 
their <100> dimensions are reduced more than the other two dimensions (Fig. 3d).  In the 
presence of 5 µg/ml pOPAR, very few crystals formed.  These were even smaller and more 
irregular in shape than crystals grown at 1 µg/ml of the peptide (Fig. 3e). 
       The effects of pOPAR on COM growth habit were quantified by measurement of <001>, 
<010> and <100> crystal dimensions (Table 1).  pOPAR significantly decreased all COM 
dimensions at both concentrations studied.   
Figure 7.3: SEM images of the effect of pOPAR on the habit of COM crystals. In anels (a)
and (b) crystals have grown without the presence of pOPAR. In panels (c) and (d) crystals
have grown in a 1 µg/ml solution of pOPAR. In panel (e) crystals have grown in a 5 µg/ml
solution of pOPAR. The scale bar in panels (a) and (b) is 7 µm, the scale bars in panels (c),
(d) and (e) is 3 µm. Reproduced from [23] by permission of The Royal Society of Chemistry
(http://pubs.rsc.org/en/Content/ArticleLanding/2012/SM/c1sm06232h).
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by the growth of the {121} face is decreased, which means the {100} face is more affected than
the {121} face by the growth inhibition through pOPAR. From the measurement of these ratios
it can be concluded that pOPAR inhibits the growth of the three faces in the order {100} >
{121} > {010}. If it is assumed that the stronger the interaction of an inhibitory peptide with
a crystal face the stronger the growth inhibition on that face, the order of growth inhibition of
these three faces can be explained by the density of positive charges of these surfaces. pOPAR
carries many negative charges and will be more likely to interact with a positive charged surface
according to the flexible polyelectrolyte hypothesis [229]. The density of calcium ions is the
highest on the {100} face and the lowest ion the {010} face (see Sec. 2.4). This might provide
an explanation for the order in which growth of these faces is inhibited. The general effect
of pOPAR on the crystal growth becomes apparent by comparing the total precipitate volume,
which is deceased at both concentrations of pOPAR; with 5 µg/ml it is decreased by 99.98%,
which shows that pOPAR is a potent inhibitor of COM nucleation and growth [23].
To gain more detailed information about the mechanism of growth inhibition by pOPAR
and the mode of interaction of pOPAR adsorbed to COM faces containing growth steps clas-
sical molecular dynamics (MD) simulations of pOPAR with growth steps of COM have been
carried out. Two crystal slabs were created: the {100} face containing {121} growth steps (COM
{100}/{121}); and the {010} face containing {121} growth steps (COM {010}/{121}). The details
of the simulation can be found in Section 5.2 and the results of these simulations are presented
in the next section (Sec. 7.1.2). These results have been published in [23].
7.1.2 Results
Information about the process of adsorption of pOPAR to the COM crystal surfaces can be
gained from Fig. 7.4, which shows a plot of the centre of mass of pOPAR as a function of
the simulation time (a total of 20 ns) for both cases. For COM {100}/{121}, pOPAR reaches
proximity with the surface comparatively fast (after around 1.5 ns) and then takes some time to
form an even closer contact to the surface (another 5.5 ns), where it stays for the remainder of
the simulation. In contrast, in the case of COM {010}/{121} the peptide takes about 6 ns to reach
the surface, where it stays for the remainder of the simulation, but with more fluctuations than
for COM {100}/{121}, which suggests a weaker interaction in the case of COM {010}/{121}.
Note that the absolute values of peptide-crystal distance cannot be compared, due to the fact
that the peptide binds to the terrace in one case and to the riser in the other (see below). In
experiments characterizing the growth inhibition of COM by pOPAR, growth of the {100} face
is inhibited stronger than of the {010} face [23]. The difference in adsorption time in the COM
{100}/{121} and COM {010}/{121} systems suggesting a different strength of interaction shown
in Fig. 7.4 is in accordance with these experimental findings.
Figures 7.5 and 7.6 show snapshots of the final configuration after 20 ns of simulation for
COM {100}/{121} and COM {010}/{121}, respectively. In the COM {100}/{121} step system
pOPAR binds to the Ca2+-rich terrace ({100} plane) with a kinked backbone to allow its side-
chains to interact with the crystal plane in an optimal way. In the COM {010}/{121} step system
pOPAR adsorbs to the step riser ({121} plane), which has a higher density of Ca2+-ions than
the carboxylate-rich terraces ({010} plane), in an extended conformation along the step plane
for ideal interaction. Due to the peptide’s extended configuration its entropy is lower than it
would be in a randomly coiled configuration (entropic elasticity of a polymer), but this loss is
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Figure 7.4: Trajectory of pOPAR adsorption to systems of {010} face/{121} steps (solid line)
and {100} face/{121} steps (dotted line) of COM. The y-axis represents the distance between
the centre of mass of the pOPAR molecule and the crystal topmost layer.
compensated by the favourable interactions the peptide is forming with the {121} step by being
extended along the step.
The distances between individual side-chains and the closest layer of calcium ions are
shown in Fig. 7.7 and 7.9 for COM {100}/{121} and COM {010}/{121}, respectively. For
COM {100}/{121} the side-chains that are forming close and stable (i.e. with a standard de-
viation of the distance between the side-chain and the crystal slab < 0.055 nm) contacts with
the {100} plane are the phosphorylated serine (side-chain 1), two aspartic acids in the middle
of the peptide (side-chains 6 and 13) and the side chains of the last two amino acids at the
C-terminal end of pOPAR (side-chains 15 and 16). Other acidic side-chains (side-chains 7 and
10) also form contacts although more unstable over time (i.e. with a standard deviation of the
distance between the side-chain and the crystal slab > 0.055 nm). This shows that the inter-
action of pOPAR with the Ca2+-rich {100} face of COM is primarily formed through acidic
side-chains (phosphorylated serine and aspartic acids). For COM {010}/{121}, where pOPAR
binds to the less Ca2+-rich {121} step, only one very stable contact is formed by an aspartic
acid (side-chain 10), although the phosphorylated serine (side-chain 1) and the aspartic acid at
the end (side-chain 16) form slightly less stable contacts as well. By comparing the standard
deviations of the distances between the side-chains and the crystal slab in the two simulations
it becomes clear that the adsorption of pOPAR to the {100} plane is stronger than to the {121}
plane. Snapshots of the adsorption of pOPAR to the {100} terrace or the {121} step at the end
of the simulations are shown in Fig. 7.8 and 7.10, respectively. It can be seen that pOPAR
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Figure 7.5: Snapshot of the final configuration of pOPAR on the COM {100}/{121} system.
Top panel: Viewed down the z axis of the simulation box. Lower panel: Viewed down y axis
of the simulation box. Colour scheme: phosphorous – brown, hydrogen – white, oxygen – red,
carbon – turquoise, nitrogen – blue, sulphur – yellow, calcium – green.
interacts via six of its acidic side-chains (pSer and Asp) with the Ca2+-rich {100} phase and via
fewer side-chains to the less basic {121} step at the end of the simulation.
7.1.3 Discussion
The purpose of this study was to gain insight on the mechanism of COM growth inhibition by
pOPAR to answer questions like: Is pOPAR adsorbing to the terrace or the steps? Which side-
chains are interacting with the surface? How does the strength of adsorption differ on different
faces?
The interaction of the mostly acidic mineral-growth-modulating proteins and peptides with
biominerals has been found to be primarily electrostatic [250, 229]. Due to their acidity these
proteins prefer positively charged faces, e.g. the Ca2+-rich {100} face of COM. However, elec-
trostatic interactions are not the only criterion to be considered in protein-mineral interactions.
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Figure 7.6: Snapshot of the final configuration of pOPAR on the COM {010}/{121} system.
Top panel: Viewed down the z axis of the simulation box. Lower panel: Viewed down y axis
of the simulation box. Colour scheme: phosphorous – brown, hydrogen – white, oxygen – red,
carbon – turquoise, nitrogen – blue, sulphur – yellow, calcium – green.
The structure of the face may also play an important role as has been seen for citrate’s inter-
action with the {010} face of COM [251]. It seems that the strength of growth inhibition of a
protein or peptide does also depend on post-translational modifications, such as phosphoryla-
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Figure 7.7: Distance between the centre of mass of pOPAR side-chains and the crystal surface
({100} face) in COM {100}/{121} system.
tion or γ-carboxylation. This has been found, for example, for the OPN-peptides P0, P1 and
P3, where all three peptides bind specifically to the {100} face of COM. P3 containing the most
phosphate groups is the strongest growth inhibitor [44]. For OPN, the recombinant (non-post-
translationally modified) and the native (post-translationally modified) versions of milk OPN
both adsorb strongly to COM, native OPN is a stronger inhibitor [81]. Similarly, pOPAR has
been shown to adsorb equally to all COM faces, but growth in the three directions is inhibited
to a different degree [23] and the adsorption strength is predicted to be {100} > {121} > {010}.
Furthermore, the mechanism of inhibition may contribute to the face specificity of an inhibitor,
e.g. for step pinning, where the critical radius of curvature, which can differ for each face, and
the concentration of the inhibitor, which influences the spacing between the bound inhibitors,
are the determining factors of the extent of the growth inhibition.
The growth of COM crystals occurs at growth hillocks [250, 252]: steps on {100} and {010}
faces have risers with Miller indices {121} and {021} [51, 50]. The not-so-well characterized
{121} faces are thought to have risers with Miller indices {100} and {010}, and may be {021}
and {121} [50]. COM-growth inhibitors act by step pinning [253]. The structures observed
as scalloping in COM crystals grown in the presence of pOPAR could be the result of the
peptide binding to the terrace or the step (see Fig. 7.11). Its nature cannot be determined
from experiments. Therefore the simulations performed in this work provides vital information
about the growth inhibition mechanism of pOPAR.
By including the growth step bunches in the classical MD simulations, the first such simu-
lation ever performed, a more realistic model was created which is more than just simulating
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Figure 7.8: Snapshot of the final configuration of pOPAR on the COM {100}/{121} system.
Viewed down the x axis of the simulation box. Colour scheme: phosphorous – brown, hydro-
gen – white, oxygen – red, carbon – turquoise, nitrogen – blue, sulphur – yellow, calcium –
green.
the faces. The results provide detailed information about the mechanism of growth inhibition
of pOPAR. In the case of the {100} face with {121} risers, pOPAR adsorbs quickly to the {100}
terrace with a kinked backbone to allow effective interactions with the crystal face. In the case
of the {010} face with {121} risers, pOPAR adsorbs slower to the {121} riser with an extended
backbone to maximize its interaction with the step. These results show that pOPAR can ei-
ther bind to the terrace or the step riser. Since these simulations took several month to run in
parallel over 64 processors, we just performed a single simulation for both systems. It would
however be interesting to perform multiple simulations for each system, e.g. with slightly dif-
ferent starting configurations, to confirm the preferential adsorption of pOAPR to either step of
terrace.
The interaction between pOPAR and the COM faces is primarily electrostatic and therefore
the acidic peptide makes its choice where to adsorb based on how much positive charges the
face contains. The densities of calcium ions in the faces of COM is in the order {100} > {121} >
{010}. The choices of the adsorption site that the pOPAR makes in the two step systems shows
an adsorption strength of the same order ({100} > {121} > {010}). These findings are also in
agreement with the experiments on growth inhibition of COM crystals by pOPAR, which show
growth inhibition in the different directions in the following order <100> > <001> > <010>.
Since the growth inhibition in a direction can be correlated with the inhibition of attachment of
new ions to the faces corresponding to that direction [252], it can be said that pOPAR inhibits
80 C 7. C MD S  G-I P  COM S
Figure 7.9: Distance between the centre of mass of pOPAR side-chains and the crystal surface
({121} face) in COM {010}/{121} system.
the adsorption of new ions to the existing faces in the order {100} > {121} > {010}. Therefore
the strength of adsorption of pOPAR to a face can be correlated to its inhibiting effect on the
growth of this face.
Figure 7.10: Snapshot of the final configuration of pOPAR on the COM {010}/{121} system.
Viewed down the x axis of the simulation box. Colour scheme: phosphorous – brown, hydro-
gen – white, oxygen – red, carbon – turquoise, nitrogen – blue, sulphur – yellow, calcium –
green.
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The MD simulations show that pOPAR can bind either to the terrace or the riser of a growth
hillock. In both cases growth of the steps will be inhibited: if pOPAR binds to the riser,
attachment of new ions to the step is directly prevented and if pOPAR binds to the terrace the
step might still continue to grow, depending on the pOPAR concentration, until it is inhibited
by pOPAR adsorbed to the terrace. In conclusion, the mechanism of growth inhibition by
pOPAR of the three faces of COM can be summarized as follows.
The {100} face growth hillocks consist of {100} terraces, {121} and {021} risers. pOPAR
adsorbs more strongly to the terraces ({100} planes) than to the risers ({121} and {021} planes).
This results in a strong growth inhibition of the bulk crystal in the <100> directions.
The {010} face growth hillocks consist of {010} terraces, {121} and {021} risers. pOPAR
adsorbs stronger to the risers ({121} and {021} planes) than to the terrace ({010} planes). There-
fore growth of the bulk crystal in <010> directions will be inhibited mostly through direct
binding to the growth steps leading to a weaker growth inhibition than in the <100> directions
at the {100} face.
The {121} face growth hillocks are not well characterized, but beside {121} terraces prob-
ably contain {100} and {010} risers, and may be {121} and {021} risers [50]. pOPAR adsorbs
strongest to {100} risers, less strong to {121} terraces, {121} and {021} risers, and least strong
to {010} risers. Strong adsorption to the {100} steps and the less strong adsorption to the {121}
face will result in a growth inhibition of the bulk crystal in the <001> directions, probably less
strong than the inhibition of growth on the {100} face, but stronger than at the {010} face.
Overall the growth of COM crystals will be affected most in the <100> directions, then in
the <001> directions and least in the <010> directions as confirmed by experiments [23].
82 C 7. C MD S  G-I P  COM S
16 
 
 
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
!
"#$%&'!()!!*++',-.!/+!0&/-'#120'0-#3'!43./&0-#/1!/1!$&/5-676#88/,9!3':'8/0;'1-!
 <1!.,6';'!=>!0'0-#3'!43./&?.!&413/;8@!-/!.-'0!-'&&4,'.>!56#,6!5'!0&/0/.'!#.!4148/$/%.!
-/!0AB=C!43./&0-#/1!-/!-6'!$&/5-6!6#88/,9.!/1!DEFFG!+4,'.!/+!HAI)!!J-'0.!4&'!0#11'3!8/,488@!
56'1!-6'!$&/5#1$!.-'0!'1,/%1-'&.!41!43./&?'3!0'0-#3'!;/8',%8'K!$&/5-6!,/1-#1%'.!?'-5''1!
-6'!0#11'3!.#-'.!%1-#8!,%&:4-%&'!/+!-6'!.-'0!0&':'1-.!+%&-6'&!84--#,'7#/1!433#-#/1)!!<1!.,6';'!L>!
0'0-#3'!43./&?.!&413/;8@!-/!.-'0!&#.'&.>!4148/$/%.!-/!-6'!0AB=C!43./&0-#/1!-/!$&/5-6!6#88/,9.!
/1!DFEFG!+4,'.!/+!HAI)!!M&/5-6!?'-5''1!-6'!0#11'3!.#-'.!&'.%8-.!#1!.-'0!,%&:#1$>!4.!3'.,&#?'3!
4?/:')!!N/-'!-64-!-6'!&'.%8-.!/+!-6'!-5/!04--'&1.!/+!0'0-#3'!43./&0-#/1!4&'!'..'1-#488@!#3'1-#,48)!!!
 
By combining our SEM and MD data, it should be possible to explain the effects of 
pOPAR on COM growth in terms of interactions between the peptide and specific crystal planes.  
The key insights are that an acidic peptide or protein can adsorb to either the terraces or risers of 
a growth hillock, and this choice will be governed by which plane is more cationic.  By SEM, we 
showed that pOPAR affects COM growth most profoundly in <100> directions, corresponding to 
lattice-ion addition to the {100} faces; to an intermediate extent in <001> directions, 
corresponding to lattice-ion addition to the {121} faces; and least of all in <010> directions, 
corresponding to lattice-ion addition to {010} faces.   
Figure 7.11: Effects of protein or peptide adsorption on growth-hillock development. In
scheme A, peptides adsorb randomly to step terraces, which we propose is analogous to
pOPAR adsorption to the growth hillocks on {100} faces on COM. Steps are pinned lo-
cally when the growing step encounters an absorbed peptide; growth continues between the
pinned sites until the curvature of the steps prevents further lattice-ion adsorption. In scheme
B, peptides adsorb randomly to step risers, analogous to the pOPAR adsorption to growth
hillocks on {010} faces of COM. Growth between the pinned sites results in step curving,
as described above. Note that the results of the two pattern of peptide adsorption are es-
sentially identical. Reproduced from [23] by permission of The Royal Society of Chemistry
(http://pubs.rsc.org/en/Content/ArticleLanding/2012/SM/c1sm06232h).
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7.2 Poly-glutamic acid peptide
7.2.1 Introduction
Proteins acting as modulators of calcium-containing mineral nucleation or growth, e.g. OPN
affecting COM and hydroxyapatite (HA) mineralization, are very often highly acidic and the
most acidic parts of the protein are thought to interact with the crystal surface. These acidic
side-chains often form sequences, for example OPN has a sequence of nine contiguous aspartic
acids (OPN70-78). Therefore, synthetic poly-electrolytes, such as poly-L-glutamic acid (poly-
glu) or poly-L-aspartic acid (poly-asp) peptides, are of interest by having a similar effect as
these highly acidic proteins.
Atomic force microscopy (AFM) studies investigating the inhibiting effect of poly-asp on
COM step growth on the {100} face containing pits delimited by {021} and {010} faces, show
that poly-asp inhibits growth in <001> direction more than in <010> direction and thus seems
to adsorb preferentially to the {021} face [254]. A different study using scanning confocal
interference microscopy (SCIM) for visualization reports similar results: a decrease of growth
in <001>, while growth in <010> direction is even increased [255]. At higher concentrations
growth in <100> direction is deceased as well [255]. COM crystals grown in presence of the
inhibitor poly-asp have a dumbbell shape when nucleated from the {010} face and doughnut-
like shape when nucleated from the {100} face, similar to OPN, which is rich in aspartic acid
[82]. Adsorption of fluorescence-labelled poly-asp shows a preference for the {121} face [82].
Therefore poly-asp seems to inhibit growth in <001> directions most strongly, and this is
demonstrated by its preferential adsorption to {121} and {021} faces.
The data on poly-glu’s effect on COM growth are more sparse. Guo et al. report that
on the {100} face poly-glu seems to adsorb preferentially to {010} steps compared to {001} or
{021} steps [254]. The shape of COM crystals grown in the presence of poly-glu appears less
rounded and more block-like than in the presence of poly-asp or OPN, and poly-glu seems to
adsorb equally to all faces [82]. Comparing the effect of poly-glu and poly-asp on the {010}
face, poly-glu is more efficient in inhibiting step movements than poly-asp and the opposite is
true for the {100} face [50]. Overall less peptide was needed for inhibition on the {100} face
compared to the {010} face [50].
Recently a more extensive study on the effect of poly-glu on COM growth was conducted.
The growth inhibition of poly-glu at two different concentrations (1 µg/ml and 6 µg/ml) was
investigated by SCIM. At the lower concentration, round-edged crystals with rough surfaces
were formed, while in the presence of a higher concentration of poly-glu smaller crystals with
oval or dumbell shapes where formed, depending on their face of nucleation [24]. By compar-
ing the dimensions in the different growth directions, relative growth rates were determined. In
COM crystals grown without the presence of inhibiting polypeptide, the relative growth rates
show that the growth of the three faces occurs in the order {121} > {100} ≥ {010} [24]. The
inhibition of growth along the three directions differs for the lower (1 µg/ml) and the higher (6
µg/ml) concentration of poly-glu. At the lower concentration the growth of the three faces is
inhibited in the following order {121} > {010} > {100}, while at the higher concentration {100}
> {121} > {010} [24].
Classical MD simulations of the 16mer poly-glu interacting with COM faces containing
growth steps, i.e. {100} faces with {121} steps (COM {100}/{121}) and {010} faces with {121}
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(COM {010}/{121}) were performed to observe the adsorption of poly-glu to COM growth
hillocks at atomistic level currently impossible in experiments and to gain additional informa-
tion about the interaction of poly-glu with growing COM crystals that may help to explain the
concentration-dependent differences in COM growth inhibition. The results of these simulation
are presented in the next section (Sec. 7.2.2) and have been published in [24].
7.2.2 Results
Figure 7.12 shows a plot of the centre of mass of poly-glu as a function of the simulation time
(a total of 20 ns) which provides information about the process of adsorption of poly-glu to the
COM crystal surface. For COM {100}/{121} poly-glu adsorbs to the surface comparatively fast
(after around 1.5 ns) and then takes some time to form a closer contact to the surface (another
4.5 ns), where it stays for the rest of the simulation time. However, for COM {010}/{121} the
poly-glu needs about 7.2 ns to adsorb to the crystal surface. It stays there for the remainder of
the simulation as well, but with more fluctuations than for COM {100}/{121}, forming a weaker
interaction in the case of COM {010}/{121}. Note that the absolute values of peptide-crystal
distance cannot be compared, due to the fact that the peptide binds to the terrace in one case
and to the riser in the other (see below). Compared to pOPAR (see Sec. 7.1.2) the adsorption
of poly-glu to the {100} face takes about the same amount of time, but it is faster in forming a
close contact to the surface. The reason for this difference could be the extra negative charge
poly-glu carries compared to pOPAR. The adsorption of poly-glu to the {121} step in COM
{010}/{121} takes about a nanosecond longer than with pOPAR, but once poly-glu is adsorbed
it fluctuates less than pOPAR.
Figures 7.13 and 7.14 display snapshots of the final configuration after 20 ns of simulation
for COM {100}/{121} and COM {010}/{121}, respectively. In the COM {100}/{121} step system
poly-glu binds to the terrace ({100} plane) with a kinked backbone which allows it to interact
ideally with the crystal plane. In the case of COM {010}/{121} poly-glu adsorbs to the step
riser ({121} plane), in an extended conformation along the step plane. In both cases the peptide
adsorbs to the most Ca2+-rich plane.
The distances between individual side-chains and the closest layer of crystal atoms are
shown in Fig. 7.15 and 7.16 for COM {100}/{121} and COM {010}/{121}, respectively. For
COM {100}/{121}, the side-chains forming close and stable (i.e. with a standard deviation
of the distance between the side-chain and the crystal slab < 0.055 nm) contacts with the
{100} plane are the glutamic acid side-chains number 1, 4, 6, 9, 10, 12, 13 and 15. For COM
{010}/{121}, where poly-glu binds to the {121} step, which has a lower Ca2+-density than the
{100} face, only one close and stable (i.e. with a standard deviation < 0.055 nm) contact is
formed by side-chains 6, while another side-chain (side-chain 12) forms a close, but less stable
contact (i.e. with a standard deviation of the distance between the side-chain and the crystal
slab > 0.055 nm). Comparing the standard deviations of the distances between the side-chains
and the crystal slab in the two situations shows that the adsorption of poly-glu to the {100}
plane is much stronger than to the {121} plane. Snapshots of the adsorption of poly-glu to the
{100} terrace or the {121} step at the end of the simulations are shown in Fig. 7.17 and 7.18,
respectively. It can be seen that poly-glu interacts with eight of its glutamic acid side-chains
with the Ca2+-rich {100} phase and with five side-chains to the less basic {121} step at the end
of the simulation.
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Figure 7.12: Trajectory of poly-glu adsorption to systems of {010} face/{121} steps (solid line)
and {100} face/{121} steps (dotted line) of COM. The y-axis represents the distance between
the centre of mass of the poly-glu molecule and the crystal topmost layer.
7.2.3 Discussion
From the classical MD simulation it seems that the adsorption of the highly negatively-charged
poly-glu is mainly governed by electrostatic interactions as seems to be the case with most
acidic peptides in biomineralization [229]. In COM {100}/{121} it chooses to interact with the
{100} terrace which contains more Ca2+ than the {121} steps. In COM {010}/{121} it chooses
the more cationic {121} step over the {010} terraces. It can therefore be concluded that poly-
glu interacts with the different faces of COM with the following strength: {100} > {121} >
{010} and, given the choice of different faces as in real growing crystals, it would interact
most strongly with the most cationic face. The situation on the different faces under growing
conditions are therefore similar to pOPAR.
The concentration-dependent effect of poly-glu on the growth inhibition of COM, where at
the lower concentrations the growth of the three faces is inhibited in the order {121} > {010} >
{100}, while at the higher concentration it is inhibited in the order {100} > {121} > {010} [24],
could be explained as follows.
At a low concentration of poly-glu there is a low density of peptide to adsorb to the crystal
leading to a low coverage of the crystal surface. The {121} face contains {100} and {010} steps,
therefore poly-glu adsorbs strongly to {100} steps and to a lesser extent to the {121} terrace.
Hence, the growth will be most strongly inhibited by adsorption to the {100} steps. At the {100}
face on the other hand poly-glu adsorbs preferentially to the terrace ({100}) and only very few
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Figure 7.13: Snapshot of the final configuration of poly-glu on the COM {100}/{121} system.
Top panel: Viewed down the z axis of the simulation box. Lower panel: Viewed down y axis
of the simulation box. Colour scheme: phosphorous – brown, hydrogen – white, oxygen – red,
carbon – turquoise, nitrogen – blue, sulphur – yellow, calcium – green.
molecules adsorb to the steps ({121} and {021}) allowing some growth around the inhibitor
molecules, since the critical distance between molecules to stop growth completely proposed
by the step pinning mechanism has probably not been reached yet (see Section 2.2.5). Poly-glu
might even become incorporated in the crystal as has been shown for OPN and OPN-related
peptides [81, 87].
Comparing the situations on the {121} and {100} face at a low concentration of poly-glu:
fewer molecules are needed to cover the {100} steps of the {121} face than to cover the whole
terrace of the {100} face. Thus, at lower concentrations the growth on the {121} face is inhibited
stronger than on the {100} face. The growth on the {121} face will also be inhibited stronger
than on the {010} face, since poly-glu binds stronger to the {100} steps on the {121} face than
the {121} steps on the {010} face.
The reason for stronger growth inhibition on the {010} face than on the {100} face at a low
concentration of poly-glu can be found by looking at the classical MD simulation which is an
extreme situation of a low peptide concentration: with only one peptide on COM {100}/{121}
poly-glu adsorbs to the terrace and on COM {010}/{121} it adsorbs to the step. By adsorbing
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Figure 7.14: Snapshot of the final configuration of poly-glu on the COM {010}/{121} system.
Top panel: Viewed down the z axis of the simulation box. Lower panel: Viewed down y axis
of the simulation box. Colour scheme: phosphorous – brown, hydrogen – white, oxygen – red,
carbon – turquoise, nitrogen – blue, sulphur – yellow, calcium – green.
directly to the steps, growth is inhibited more effectively at a low inhibitor concentration than
at the terrace. Overall growth inhibition in the order {121} > {010} > {100} would be expected
as observed in experiments [24].
At a high concentration of poly-glu there is a high density of peptide to adsorb to the crystal
leading to a high coverage of the crystal surface. Therefore, the whole terrace of the {100} face
will be covered with strongly interacting poly-glu, preventing growth completely. At the other
two faces ({121} and {010}) the interaction with the terraces is weaker. On the {010} face it is
mainly with the steps, therefore allowing attachment of crystal ions in solution competing with
the inhibitor for the interaction with the crystal face. Overall the growth of the three faces will
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Figure 7.15: Distance between the centre of mass of poly-glu side-chains and the crystal sur-
face ({100} face) in COM {100}/{121} system.
Figure 7.16: Distance between the centre of mass of poly-glu side-chains and the crystal sur-
face ({121} face) in COM {010}/{121} system.
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Figure 7.17: Snapshot of the final configuration of poly-glu on the COM {100}/{121} system.
Viewed down the y axis of the simulation box. Colour scheme: phosphorous – brown, hydro-
gen – white, oxygen – red, carbon – turquoise, nitrogen – blue, sulphur – yellow, calcium –
green.
Figure 7.18: Snapshot of the final configuration of poly-glu on the COM {010}/{121} system.
Viewed down the x axis of the simulation box. Colour scheme: phosphorous – brown, hydro-
gen – white, oxygen – red, carbon – turquoise, nitrogen – blue, sulphur – yellow, calcium –
green.
be inhibited in the order {100} > {121} > {010} as found in experiments [24].
Secondary structure does not play a role in the adsorption of poly-glu as well as pOPAR
to COM. These peptides are disordered and flexibility is believed to be of advantage for the
interaction with the COM faces [229].
Chapter 8
Conclusions
The work presented in this thesis provides information about the mechanisms of biomineraliza-
tion, an important process in which organism produce mineralized tissues, such as bone. The
focus is on osteopontin (OPN)-related peptides, which can inhibit growth of the biomineral cal-
cium oxalate monohydrate (COM), the primary constituent of kidney stones. Understanding
the mechanisms of biomineralization can lead to treatments for mineralization-related diseases,
e.g. kidney stones. The results in Chapt. 6 are based on results published in [22], the results in
Chapt. 7 are based on the results published in [23, 24]. A review of classical MD is provided
in [256].
First, results from ab initio molecular dynamics (MD) simulations of amino acids with
acidic side chains (aspartic acid (Asp) and phosphoserine (pSer)) shown to be involved in the
interaction of OPN-related peptides with COMwere presented in Chapt. 6. The purpose of this
study was to gain more detailed information about the way these acidic amino acids interact
with COM, the importance of phosphate groups in this process and to validate the model used
for previous classical MD simulations [44]. We performed ab initio MD simulations of two
systems: one with the amino acid Asp and one with the dimer of the amino acids Asp-pSer
both interacting with a fully hydrated COM crystal slab exposing the {100} face. For Asp
we found that the β-carboxyl and the amine groups both interact with the crystal surface but
neither forms a stable contact during the simulation. Asp-pSer interacts preferably with its
carboxyl groups with the calcium ions of COM. Once a contact is formed, it remains stable
for the remainder of the simulation. Comparing the results of Asp and Asp-pSer shows that
even though during our simulation the phosphate group did not directly interact with the COM
surface its presence results in a stronger interaction of the carboxyl groups with the crystal
slab. This fact and the agreement in the bond length between the carboxyl oxygen of the amino
acids and the calcium ions of COM in these ab initio and previously performed classical MD
simulations [44] validate the model used in the classical MD simulations.
In experiments with three peptides with different degree of phosphorylation (P0, P1 and
P3) it has been observed that growth is inhibited stronger by phosphorylated peptides (P1
and P3) than by non-phosphorylated peptides (P0) [44]. In agreement with these experiments
our CPMD simulations showed that the interaction of the carboxylic acid of Asp without a
phosphate with the COM surface is unstable, while in the case of Asp-pSer with a phosphate
present the carboxylic acid forms a stable contact with the COM surface. The fact that Asp-
pSer forms a stable interaction with one of its carboxylic acids, even though the phosphate
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group does not directly interact with the surface helps to explain the mechanism of the strong
interaction of phosphorylated acidic peptides and proteins with COM found in experiments
[44]. Such detailed information about the exact mode of interaction can at present only be
obtained by such ab initioMD simulations, where the chemically relevant electrons are free to
move and the dynamics of the whole molecule in explicit water is studied.
Second, results of classical MD simulations of the growth-inhibiting, acidic peptides
pOPAR and poly-glu interacting with the {100} and {010} faces of COM containing {121}
growth steps were presented in Chapt. 7. For both peptides we found similar results. In the
system with the {100} terraces and the {121} steps the peptides interact with the terrace ({100}
face). In the system with the {010} terraces and the {121} steps on the other hand the pep-
tides interact with the step ({121} face). The negatively charged peptides make their choice of
adsorption based on the densities of calcium ions on the surface of the different COM faces,
the order of adsorption strength is the same as the density of calcium ions: {100} > {121} >
{010}. These results are in agreement with in vitro experiments measuring the inhibiting effect
of the peptides on COM crystals grown in the peptide’s presence [23, 24]. But our simulations
provide more details on the molecular level than the experiments, providing information on
the preferential places of the peptides to adsorb (terraces or steps), the amino acid side-chains
involved in the interaction and the stability of their interaction. This information allows us
to draw conclusions about the strength of adsorption of these peptides to the different COM
faces and growth steps and provide insight on how these peptides inhibit the growth of COM
crystals.
Overall the following conclusions can be drawn from the presented MD simulations. The
ab initio MD simulations showed that phosphate groups in a peptide or protein favour the in-
teraction of aspartic acid (and probably also glutamic acid) side-chains with COM crystals sur-
faces by their presence and that our classical MD model is reliable for studying the adsorption
of peptides or proteins to COM crystal surfaces. This enables us to simulate systems contain-
ing larger molecules, actually used in experiments, and more realistic surfaces by classical MD,
which allows better comparison to experiments. Inclusion of growth steps in simulations study-
ing the adsorption of growth-inhibiting peptides shows that these peptides can either adsorb to
the terrace or to the step. The choice of adsorption depends on the combination of faces and
the peptide’s preference to adsorb to them. In our case of acidic peptides the choice depends
the density of calcium ions on the surface of the faces. The adsorption to steps or terraces both
will eventually lead to a growth inhibition, but lower or higher concentrations of peptides can
have varied effects on different faces, leading to different morphologies of the crystals.
Theses conclusions from our MD simulations in combination with experiments provide
the following insights to the mechanism of crystal growth inhibition by acidic peptides and
proteins. The presence of phosphate groups enhances the ability of side-chains containing car-
boxylic acids (aspartic and glutamic acid) to interact with the COM faces and thus to inhibit
growth of these faces. To do so the phosphate groups do not have to interact directly with the
surface, the presence of additional negative charge seems to be sufficient. The interaction of
acidic peptides is mainly governed by electrostatic interaction as the negatively charged pep-
tide favours faces containing the most calcium ions. Stereochemistry and secondary structure
do not seem to matter. On the contrary, a flexible structure seems to be advantageous for an op-
timal interaction with faces and steps. Growing COM crystals form growth hillocks consisting
of steps and kink. Our simulations showed that the peptide favours a specific terrace or step
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depending on the amount of calcium they contain on the surface. Growth is inhibited in both
cases. The fact that peptides favour either the terrace or the step depending on the combina-
tion of faces can help to explain the concentration-dependent differences in growth inhibition
observed for poly-glu [24]. These facts help to design therapeutic principles for the prevention
of kidney stones.
These simulations [23, 24] were the first study reported where the adsorption of peptides to
growth steps of COM was investigated. The only MD simulations reported to our knowledge
including steps in the surfaces was on polysaccharides adsorbing on calcite surfaces [257]. All
the other MD simulations on peptide-mineral interactions were performed with a smooth min-
eral surface in some cases combined with experiments. The combination of ab initioMD sim-
ulations and classical MD simulations presented here is to our knowledge unique. There exists
a paper on the adsorption and desorption of the leucine-rich amelogenin protein to silicate-
substituted hydroxyapatite, a material used for bioactive hard tissue implants, that combines
classical MD simulations with DFT calculations, but not with ab initioMD simulations [258].
The direct comparison of MD simulation of growth steps with growth inhibiting experiments
in our studies [23, 24] is also unique.
In the classical MD simulations the COM growth steps in this work only included {121}
steps, but it has been found that the growth hillocks on the {100} and {010} faces also consist of
{021} steps [50, 51]. We also included only obtuse steps. For the future it might be interesting
to include {021} steps besides {121} steps and acute steps as well. All these steps could be
included in a growth hillock with four different steps on each side.
Bibliography
[1] Mann, S. (2001) Biomineralization: Principles and Concepts in Bioinorganic Materials
Chemistry. Oxford University Press, Oxford.
[2] Tiselius, H. G. (2003) Epidemiology and medical management of stone disease. BJU
Int., 91, 758–767.
[3] Moe, O. W. (2006) Kidney stones: pathophysiology and medical management. The
Lancet, 367, 333–44.
[4] Bonucci, E. (2009) Calcification and silicification: a comparative survey of the early
stages of biomineralization. J. Bone Miner. Metab., 27, 255–264.
[5] Li, C. and Kaplan, D. L. (2003) Biomimetic composites via molecular scale self-
assembly and biomineralization. Curr. Opin. Solid St. M., 7, 265–271.
[6] Luz, G. M. and Mano, J. F. (2010) Mineralized structures in nature: Examples and
inspirations for the design of new composite materials and biomaterials. Compos. Sci.
Technol., 70, 1777–1788.
[7] Hummer, G., Rasaiah, J. C., and Noworyta, J. P. (2001) Water conduction through the
hydrophobic channel of a carbon nanotube. Nature, 414, 188–190.
[8] Falck, E., Ro´g, T., Karttunen, M., and Vattulainen, I. (2008) Lateral Diffusion in Lipid
Membranes through Collective Flows. J. Am. Chem. Soc., 130, 44–45.
[9] Majumder, M., Chopra, N., Andrews, R., and Hinds, B. J. (2005) Nanoscale hydrody-
namics: Enhanced flow in carbon nanotubes. Nature, 438.
[10] Busch, S., Smuda, C., Pardo, L. C., and Unruh, T. (2010) Molecular Mechanism of
Long-Range Diffusion in Phospholipid Membranes Studied by Quasielastic Neutron
Scattering. J. Am. Chem. Soc., 132, 3232–3233.
[11] Pownall, H. J. and Smith, L. C. (1989) Pyrene-labeled lipids: versatile probes of mem-
brane dynamics in vitro and in living cells. Chem. Phys. Lipids, 50, 191–211.
[12] Somerharju, P. (2002) Pyrene-labeled lipids as tools in membrane biophysics and cell
biology. Chem. Phys. Lipids, 116, 57–74.
[13] Repa´kova´, J., Holopainen, J. M., Karttunen, M., and Vattulainen, I. (2006) Influence of
Pyrene-Labeling on Fluid Lipid Membranes. J. Phys. Chem. B, 110, 15403–15410.
93
94 BIBLIOGRAPHY
[14] Murtola, T., Bunker, A., Vattulainen, I., Deserno, M., and M., K. (2009) Multiscale
modeling of emergent materials: biological and soft matter . Phys. Chem. Chem. Phys.,
11, 1869–1892.
[15] Praprotnik, M., Delle Site, L., and Kremer, K. (2008) Multiscale Simulation of Soft
Matter: From Scale Bridging to Adaptive Resolution. Annu. Rev. Phys. Chem., 59.
[16] Kristya´n, S. and Pulay, P. (1994) Can (semi) local density functional theory account for
the London dispersion forces? Chem. Phys. Lett., 229, 175–180.
[17] Meijer, E. J. and Sprik, M. (1996) A density functional study of the intermolecular
interactions of benzene. J. Chem. Phys., 105, 8684–8689.
[18] Lin, I.-C., Seitsonen, A. P., Coutinho-Neto, M. D., Tavernelli, I., and Rothlisberger, U.
(2009) Importance of van der Waals Interactions in Liquid Water. J. Phys. Chem. B,
113, 1127–1131.
[19] Shen, S. and Atluri, S. N. (2004) Computational Nano-mechanics and Multi-scale Sim-
ulation. Computers, Materials and Continua, 1, 59–90.
[20] Cramer, C. J. (2004) Essentials of Computational Chemistry: Theories and Models.
John Wiley & Sons Ltd., Chichester, England.
[21] Clancy, J. and McVivar, A. J. (2009) Physiology and anatomy for nurses and healthcare
practitioners. Hodder Arnold, London, UK.
[22] Hug, S., Hunter, G. K., Goldberg, H., and Karttunen, M. (2010) Ab initio simulations of
peptide-mineral interactions. Physics Procedia, 4, 51–60.
[23] Hug, S., Grohe, B., Jalkanen, J., Chan, B., Galarreta, B., Vincent, K., Lagugne´-
Labarthet, F., Lajoie, G., Goldberg, H. A., Karttunen, M., and Hunter, G. K. (2012)
Mechanism of Inhibition of Calcium Oxalate Crystal Growth by an Osteopontin Phos-
phopeptide. Soft Matter, 8, 1226–1233.
[24] Grohe, B., Hug, S., Langdon, A., Jalkanen, J., Rogers, K. A., Goldberg, H. A., Kart-
tunen, M., and Hunter, G. K. (2012) Comparative study of the biomolecular control
on calcium oxalate monohydrate crystal growth: The role of macromolecular glutamic
acid. To be submitted in March 2012.
[25] Kawasaki, K., Buchanan, A. V., and Weiss, K. M. (2009) Biomineralization in Humans:
Making the Hard Choices in Life. Annu. Rev. Genet., 43, 119–142.
[26] Harding, J. H., Duffy, D., Sushko, M., Rodger, P., Quigley, D., and Elliott, J. (2008)
Computational Techniques at the Organic-Inorganic Interface in Biomineralization.
Chem. Rev., 108, 4823–4854.
[27] Mullin, J. W. (1993) Crystallization. Butterworth-Heinemann, Oxford, UK.
[28] Nancollas, G. H. (1983) Crystallization Theory Relating to Urinary Stone Formation.
World J. Urol., 1, 131–137.
BIBLIOGRAPHY 95
[29] Atkins, P. and De Paula, J. (2006) Atkins’ Physical Chemistry. Oxford University Press,
Oxford.
[30] Kondepudi, D. (2008) Introduction to Modern Thermodynamics. John Wiley & Sons
Ltd., Chichester, England.
[31] Markov, I. V. (1995) Crystal Growth for Beginners: Fundamentals of Nucleation, Crys-
tal Growth and Epitaxy. World Scientific Publishing, Singapore.
[32] Becker, R. and Do¨ring, W. (1935) Kinetische Behandlung der Keimbildung in
u¨bersa¨ttigten Da¨mpfen. Ann. Phys. (Leipzig), 24, 719–752.
[33] Kashchiev, D. (2000) Nucleation: basic theory with applications. Butterworth-
Heinemann, Burlington, MA.
[34] Kolmogorov, A. N. (1937) Statistical theory of metals crystallization. Bull. Acad. Sci.
USSR. Ser. Math., 3, 355–359.
[35] Avrami, M. (1939) Kinetics of Phase Change. I General Theory. J. Chem. Phys., 7,
1103–1112.
[36] Avrami, M. (1940) Kinetics of Phase Change. II Transformation-Time Relations for
Random Distribution of Nuclei. J. Chem. Phys., 8, 212–224.
[37] Avrami, M. (1941) Kinetics of Phase Change. III Granulation, Phase Change, and Mi-
crostructure. J. Chem. Phys., 9, 177–184.
[38] Johnson, W. A. and Mehl, R. F. (1939) Reaction kinetics in processes of nucleation and
growth. T. Am. I. Min. Met. Eng., 135, 416–442.
[39] Karttunen, M., Provatas, N., Ala-Nissila, T., and Grant, M. (1998) Nucleation, Growth,
and Scaling in Slow Combustion. J. Stat. Phys., 90, 1401–1411.
[40] Sun, N. X., Liu, X. D., and Lu, K. (1996) An explanation to the anomalous Avrami
exponent. Scripta Materialia, 34, 1201–1207.
[41] Zangwill, A. (1988) Physics at Surfaces. Cambridge University Press, Cambridge, UK.
[42] Burton, W. K., Cabrera, N., and Frank, F. C. (1951) The growth of crystals and the
equilibrium structures of their surfaces. Phil. Trans. R. Soc., 243, 299–358.
[43] Ashcroft, N. W. and Mermin, N. D. (1976) Solid State Physics. Harcourt, Orlando, FL.
[44] Grohe, B., O’Young, J., Ionescu, D. A., Lajoie, G., Rogers, K. A., Karttunen, M., Gold-
berg, H. A., and Hunter, G. K. (2007) Control of calcium oxalate crystal growth by
face-specific adsorption of an osteopontin phosphopeptide. J. Am. Chem. Soc., 129,
14946–14951.
[45] De Yoreo, J. J. and Vekilov, P. G. (2003) Principles of crystal nucleation and growth. In
Dove, P. M., DeYoreo, J. J., and Weiner, S. (eds.), Reviews in Mineralogy and Geochem-
istry, vol. 54, 57–93.
96 BIBLIOGRAPHY
[46] Coe, F. L., Parks, J. H., and Asplin, J. R. (1992) The pathogenesis and treatment of
kidney stones. N. Eng. J. Med., 327, 1141–1152.
[47] Ryall, R. L. (2011) The Posible Roles of Inhibitors, Promoters, and Macromolecules
in the Formation of Calcium Kidney Stones. In Rao, P. N., Preminger, G. M., and
Kavanagh, J. P. (eds.), Urinary Tract Stone Disease, chap. 4. Springer-Verlag, London,
UK.
[48] Millan, A. (2001) Crystal Growth Shape of Whewellite Polymorphs: Influence of Struc-
ture Distortions on Crystal Shape. Cryst. Growth Des., 1, 245–254.
[49] Tazzoli, V. and Domenghetti, C. (1980) The crystal-structures of Whewellite and Wed-
dellite - Reexamination and comparison. Am. Mineral., 65, 327–334.
[50] Jung, T., Sheng, X., Choi, C. K., Kim, W. S., Wesson, J. A., and Ward, M. D. (2004)
Probing crystallization of calcium oxalate monohydrate and the role of macromolecule
additives with in situ atomic force microscopy. Langmuir, 20, 8587–8596.
[51] Qiu, S. R., Wierzbicki, A., Orme, C. A., Cody, A. M., Hoyer, J. R., Nancollas, G. H.,
Zepeda, S., and De Yoreo, J. J. (2004) Molecular modulation of calcium oxalate crystal-
lization by osteopontin and citrate. Proc. Nat. Acad. Sci. U.S.A., 101, 1811–1815.
[52] Hay, D. I., Schluckebier, S. K., and Moreno, E. C. (1982) Equilibrium dialysis and ultra-
filtration studies of calcium and phosphate binding by human salivary proteins. Impli-
cations for sali- vary supersaturation with respect to calcium phosphate salts. Calcif.
Tissue Int., 34, 531–538.
[53] Lagerlo¨f, F. (1983) Effect of flow rate and pH on calcium phosphate saturation in human
parotid saliva. Caries Res., 17, 403–411.
[54] Hay, D. I., Carlson, E. R., Schluckebier, S. K., Moreno, E. C., and Schlesinger,
D. H. (1987) Inhibition of Calcium Phosphate Precipitation by Human Salivary Acidic
Proline-Rich Proteins: Structure-Activity Relationships. Calcif. Tissue Int., 40, 126–
132.
[55] Tamaki, N., Tada, T., Morita, M., and Watanabe, T. (2002) Comparison of Inhibitory
Activity on Calcium Phosphate Precipitation by Acidic Proline-Rich Proteins, Statherin,
and Histatin-1. Calcif. Tissue Int., 71, 59–62.
[56] Holt, C., Wahlgren, N., and Drakenberg, T. (1996) Ability of a β-casein phosphopeptide
to modulate the precipitation of calcium phosphate by forming amorphous dicalcium
phosphate nanoclusters. Biochem. J., 314, 1035–1039.
[57] Luo, G., Ducy, P., McKee, M., Pinero, G., Loyer, E., Behringer, R., and G., K. (1997)
Spontaneous calcification of arteries and cartilage in mice lacking matrix GLA protein.
Nature, 386, 78–81.
BIBLIOGRAPHY 97
[58] Scha¨fer, C., Heiss, A., Schwarz, A., Westenfeld, R., Ketteler, M., Floege, J., Mu¨ller-
Esterl, W., Schinke, T., and Jahnen-Dechent, W. (2003) The serum protein α2–
Heremans-Schmid glycoprotein/fetuin-A is a systemically acting inhibitor of ectopic
calcification. J. Clin. Invest., 112, 357–366.
[59] Richardson, C. F., Johnsson, M., Bangash, F. K., Sharma, V. K., Sallis, J. D., and Nan-
collas, G. H. (1990) The effects of citrate and phosphocitrate on the kinetics of mineral-
ization of calcium-oxalate monohydrate. Mater. Res. Soc. Symp. P., 174, 87–92.
[60] Sikes, C. S. and Wheeler, A. P. (eds.) (1991) Phosphorylated and Nonphosphorylated
Carboxylic Acids: Influence of Group Substitutions and Comparison of Compounds to
Phosphocitrate with Respect to Inhibition of Calcium Salt Crystallization, vol. 444 of
ACS Symposium Series. American Chemical Society Publishers, Washington.
[61] Wierzbicki, A. and Cheung, H. S. (2000) Molecular modeling of inhibition of hydrox-
yapatite by phosphocitrate. J. Mol. Struct.-Thermochem., 529, 73–82.
[62] Sharma, V. K., Johnsson, M., Sallis, J. D., and Nancollas, G. H. (1992) Influence of
citrate and phosphocitrate on the crystallization of octacalcium phosphate. Langmuir, 8,
676–679.
[63] Sodek, J., Ganss, B., and McKee, M. D. (2000) Osteopontin. Crit. Rev. Oral Biol. Med.,
11, 279–303.
[64] Grover, P. K. and Ryall, R. L. (1999) Inhibition of calcium oxalate crystal growth and ag-
gregation by prothrombin and its fragment in vitro. Relationship between protein struc-
ture and inhibitory activity. Eur. J. Biochem., 263, 50–56.
[65] Ryall, R. L., Grover, P. K., Stapleton, A. M., Barrell, D. K., Tang, Y., Moritz, R. L.,
and Simpson, R. J. (1995) The urinary F1 activa- tion peptide of human prothrombin is
a potent inhibitor of calcium oxalate crystallization in undiluted human urine in vitro.
Clin Sci., 89.
[66] Nishio, S., Iseda, T., Takeda, H., Iwata, H., and Yokoyama, M. (2000) Inhibitory effect
of calcium phosphate-associated proteins on calcium oxalate crystallization: alpha2-HS-
glycoprotein, prothrombin-F1 and osteopontin. BJU Int., 86, 543–548.
[67] Shiraga, H., Min, W., VanDusen, W. J., Clayman, M., Miner, D., Terrell, C. H., Sher-
botie, J. R., Foreman, J. W., Przysiecki, C., Nielson, E. G., and Hoyer, J. R. (1992)
Inhibition of calcium oxalate crystal growth in vitro by uropontin: another member of
the aspartic acid-rich protein superfamily. P. Natl. Acad. Sci. U.S.A., 89, 426–430.
[68] Worcester, E. M., Blumenthal, S. S., Beshensky, A. M., and Lewand, D. L. (1992) The
calcium oxalate crystal growth inhibitor protein produced by mouse kidney cortical cells
in culture is osteopontin. J. Bone Miner. Res., 7, 1029–1036.
[69] Fisher, L. W., Torchia, D. A., Fohr, B., Young, M. F., and Fedarko, N. S. (2001) Flexible
Structures of SIBLING Proteins, Bone Sialoprotein, and Osteopontin. Biochem. Bioph.
Res. Co., 280, 460–465.
98 BIBLIOGRAPHY
[70] Giachelli, C. M. and Steitz, S. (2000) Osteopontin: a versatile regulator of inflammation
and biomineralization. Matrix biol., 19, 615–622.
[71] Liaw, L., Birk, D. E., Ballas, C. B., Whitsitt, J. S., Davidson, J. M., and Hogan, B. L. M.
(1998) Altered wound healing in mice lacking a functional osteopontin gene (spp1). J.
Clin. Invest., 101, 1468–1478.
[72] Wesson, J. A., Johnson, R. J., Mazzali, M., Beshensky, A. M., Stietz, S., Giachelli,
C., Liaw, L., Alpers, C. E., Couser, W. G., Kleinman, J. G., and Hughes, J. (2003)
Osteopontin is a critical inhibitor of calcium oxalate crystal formation and retention in
renal tubules. J. Am. Soc. Nephrol., 14, 139–147.
[73] Boskey, A. L., Spevak, L., Paschalis, E., Doty, S. B., and McKee, M. D. (2002) Os-
teopontin deficiency increases mineral content and mineral crystallinity in mouse bone.
Calcif. Tissue Int., 71, 145–154.
[74] Ihara, H., Denhardt, D. T., Furuya, K., Yamashita, T., Muguruma, Y., Tsuji, K., Hruska,
K. A., Higashio, K., Enomoto, S., Nifuji, A., Rittling, S. R., and Noda, M. (2001)
Parathyroid hormone-induced bone resorption does not occur in the absence of osteo-
pontin. J. Biol. Chem., 276, 13065–13071.
[75] Ishijima, M., Rittling, S. R., Yamashita, T., Tsuji, K., Kurosawa, H., Nifuji, A., Den-
hardt, D. T., and Noda, M. (2001) Enhancement of osteoclastic bone resorption and
suppression of osteoblastic bone formation in response to reduced mechanical stress do
not occur in the absence of osteopontin. J. Exp. Med., 193, 399–404.
[76] Ashkar, S., Weber, G. F., Panoutsakopoulou, V., Sanchirico, M. E., Jansson, M., Za-
waideh, S., Rittling, S. R., Denhardt, D. T., Glimcher, M. J., and Cantor, H. (2000)
Eta-1 (osteopontin) : an early component of type-1 (cell-mediated) immunity. Science,
287, 860–864.
[77] O’Regan, A. W., Hayden, J. M., Body, S., Liaw, L., Mulligan, N., Goetschkes, M.,
and Berman, J. S. (2001) Abnormal pulmonary granuloma formation in osteopontin-
deficient mice. Am. J. Respir. Crit. Care Med., 164, 2243–2247.
[78] Speer, M. Y., McKee, M. D., Guldberg, R. E., Liaw, L., Yang, H. Y., Tung, E., Karsenty,
G., and Giachelli, C. M. (2002) Inactivation of the osteopontin gene enhances vascu-
lar calcification of matrix Gla protein-deficient mice: Evidence for osteopontin as an
inducible inhibitor of vascular calcification in vivo. J. Exp. Med., 196, 1047–1055.
[79] Mo, L., Liaw, L., Evan, A. P., Sommer, A. J., Lieske, J. C., and Wu, X. R. (2007) Renal
calcinosis and stone formation in mice lacking osteopontin, Tamm-Horsfall protein, or
both. Am. J. Physiol. - Renal., 293, F1935–1943.
[80] Goldberg, H. A., Warner, K. J., Li, M. C., and Hunter, G. K. (2001) Binding of bone
sialoprotein, osteopontin and synthetic polypeptides to hydroxyapatite. Connect. Tissue
Res., 42, 25–37.
BIBLIOGRAPHY 99
[81] Hunter, G. K., Grohe, B., Jeffrey, S., O’Young, J., Sørensen, E. S., and Goldberg, H. A.
(2009) Role of Phosphate Groups in Inhibition of Calcium Oxalate Crystal Growth by
Osteopontin. Cells Tissues Organs, 189, 44–50.
[82] Taller, A., Grohe, B., Rogers, K. A., Goldberg, H. A., and Hunter, G. K. (2007) Specific
Adsorption of Osteopontin and Synthetic Polypeptides to CalciumOxalateMonohydrate
Crystals. Biophys. J., 93, 1768–1777.
[83] Boskey, A., Maresca, M., Ullrich, W., Doty, S., Butler, W., and Prince, C. (1993)
Osteopontin-hydroxyapatite interactions in vitro: inhibition of hydroxyapatite forma-
tion and growth in a gelatin-gel. Bone and Mineral, 22, 147–159.
[84] Hunter, G. K., Kyle, C. L., and Goldberg, H. A. (1994) Modulation of crystal formation
by bone phosphoproteins: structural specificity of the osteopontin-mediated inhibition
of hydroxyapatite formation. Biochem J., 300, 723–728.
[85] Hoyer, J. R., Asplin, J. R., and Jr, L. O. (2001) Phosphorylated osteopontin peptides
suppress crystallization by inhibiting the growth of calcium oxalate crystals. Kidney
International, 60, 77–82.
[86] Wang, L., Guan, X., Tang, R., Hoyer, J. R., Wierzbicki, A., Yoreo, J. J. D., and Nancol-
las, G. H. (2008) Phosphorylation of Osteopontin Is Required for Inhibition of Calcium
Oxalate Crystallization. J. Phys. Chem. B, 112, 9151–9157.
[87] O’Young, J., Chirico, S., Al Tarhuni, N., Grohe, B., Karttunen, M., Goldberg, H. A., and
Hunter, G. K. (2009) Phosphorylation of Osteopontin Peptides Mediates Adsorption to
and Incorporation into Calcium Oxalate Crystals. Cells, Tissues, Organs, 189, 51–55.
[88] Keykhosravani, M., Doherty-Kirby, A., Zhang, C., Brewer, D., Goldberg, H. A., Hunter,
G. K., and Lajoie, G. (2005) Comprehensive Identification of Post-translational Modifi-
cations of Rat Bone Osteopontin by Mass Spectrometry. Biochemistry, 44, 6990–7003.
[89] Born, M. and Oppenheimer, R. (1927) Zur Quantentheorie der Molekeln. Annalen der
Physik (IV. Folge), 84, 457–484.
[90] Hartree, D. R. (1928) The Wave Mechanics of an Atom with a Non-Coulomb Central
Field. Part I. Theory and Methods. Proc. Cambridge Phil. Soc., 24, 89–110.
[91] Fock, V. (1930) Na¨herungsmethode zur Lo¨sung des quantenmechanischen
Mehrko¨rperproblems. Z. Physik, 61, 126–148.
[92] Marx, D. and Hutter, J. (2009) Ab initio Molecular Dynamics: Basic Theory and Ad-
vanced Methods. Cambridge University Press, Cambridge, UK.
[93] Atkins, P. and Friedman, R. (2005) Molecular Quatum Mechanics. Oxford University
Press, Oxford.
[94] Hohenberg, P. and Kohn, W. (1964) Inhomogeneous electron gas. Phys. Rev. B, 136,
B864–B871.
100 BIBLIOGRAPHY
[95] Kohn, W. and Sham, L. J. (1965) Self-consistent equations including exchange and cor-
relation effects. Phys. Rev., 140, A1133–A1138.
[96] Pickett, W. E. (1989) Pseudopotential methods in condensed matter applications. Com-
put. Phys. Rep., 9, 115–197.
[97] Slater, J. C. (1951) A Simplification of the Hartree-Fock Method. Phys. Rev., 81, 385–
390.
[98] Becke, A. D. (1986) Density functional calculations of molecular bond energies. J.
Chem. Phys., 84, 4524–4529.
[99] Becke, A. D. (1988) Density-functional exchange-energy approximation with correct
asymptotic behavior. Phys. Rev. A, 38, 3098–3100.
[100] Lee, C. T., Yang, W. T., and Parr, R. G. (1988) Development of the Colle-Salvetti
correlation-energy formula into a functional of the electron density. Phys. Rev. B, 37,
785–789.
[101] Boys, S. F. (1950) Electronic wave functions I. A general method of calculation for the
stationary states of any molecular system. Proc. R. Soc. (London), A200, 542–554.
[102] Bloch, F. (1928) U¨ber die Quantenmechanik der Elektronen in Kristallgittern. Z. Phys.,
52, 555–600.
[103] Phillips, J. C. (1958) Energy-Band Interpolation Scheme Based on a Pseudopotential.
Phys. Rev., 112, 685–695.
[104] Cohen, M. L. and Heine, V. (1970) The fitting of pseudopotentials to experimental data
and their subsequent application. In H. Ehrenreich, F. S. and Turnbull, D. (eds.), Solid
State Physics, vol. 24, 37. Academic Press, New York.
[105] Yin, M. T. and Cohen, M. L. (1982) Theory of ab initio pseudopotential calculations.
Phys. Rev. B, 25, 7403–7412.
[106] Hamann, D. R., Schu¨ter, M., and Chiang, C. (1979) Norm-conserving pseudopotentials.
Phys. Rev. Lett., 43, 1494–1497.
[107] Kerker, G. P. (1980) Non-singular atomic pseudopotentials for solid-state applications.
J. Phys. C, 13, L189–L194.
[108] Troullier, N. and Martins, J. L. (1991) Efficient pseudopotentials for plane-wave calcu-
lations. Phys. Rev. B, 43, 1993–2006.
[109] Car, R. and Parrinello, M. (1985) Unified Approach For Molecular Dynamics and Den-
sity Functional Theory. Phys. Rev. Lett., 55, 2471–2474.
[110] Feyman, R. P. (1939) Forces in molecules. Phys. Rev., 56, 340–343.
BIBLIOGRAPHY 101
[111] Hellmann, H. (1933) Zur Rolle der kinetischen Elektronenenergie fu¨r die zwischen-
atomaren Kra¨fte. Z. Phys., 85, 180–190.
[112] Levine, I. N. (1983) Quantum Chemistry. Allyn and Bacon, Boston.
[113] Bendt, P. and Zunger, A. (1983) Simultaneous relaxation of nuclear geometries and
electric charge densities in electronic structure theories. Phys. Rev. Lett., 50, 1684–1688.
[114] Srivastava, G. P. and Weaire, D. (1987) The theory of the cohesive energies of solids.
Adv. Phys., 36, 463–517.
[115] Fa¨hnle, M., Elsa¨sser, C., and Kimmel, H. (1995) The basic strategy behind the deviation
of the various ab-initio force formulas. Phys. Status Solidi B, 191, 9–19.
[116] Pulay, P. (1969) Ab initio calculation of force constants and euilibrium geometries in
polyatomic molecules. I. Theory. Mol. Phys., 17, 197–204.
[117] Pulay, P. (1987) Derivative methods in quantum chemistry. Adv. Chem. Phys., 69, 241–
286.
[118] Frenkel, D. and Smit, B. (2002)Understanding Molecular Simulation: From Algorithms
to Applications. Academic Press; San Diego, CA.
[119] Zhong, G. and Marsden, J. E. (1988) Lie-Poisson Hamilton-Jacobi theory and Lie-
Poisson integrators. Phys. Lett. A, 133, 134–139.
[120] Miller, R. H. (1991) A horror story about integration methods. J. Comput. Phys., 93,
469–476.
[121] Lasagni, F. M. (1988) Canonical Runge-Kutta methods. Z. Angew. Math. Phys., 39,
952–953.
[122] Candy, J. and Rozmus, W. (1991) A symplectic integration algorithm for separable
hamiltonian functions. J. Comput. Phys., 92, 230–256.
[123] Verlet, L. (1967) Computer experiments on classical fluids. I. Thermodynamical prop-
erties of Lennard-Jones molecules. Phys. Rev., 159, 98–&.
[124] Swope, W. C., Andersen, H. C., Berens, P. H., and Wilson, K. R. (1982) A computer-
simulation method for the calculation of equilibrium-constants for the formation of
physical clusters of molecules - application to small water clusters. J. Chem. Phys.,
76, 637–649.
[125] Hockney, R. W., Goel, S. P., and Eastwood, J. W. (1974) Quiet high-resolution computer
models of a plasma. J. Comput. Phys., 14, 148–158.
[126] Allen, M. P. and Tildesley, D. J. (1987) Computer Simulation of Liquids. Oxford Uni-
versity Press, Oxford.
102 BIBLIOGRAPHY
[127] CPMD, http://www.cpmd.org/, Copyright IBM Corp 1990–2008, Copyright MPI fu¨r
Festko¨rperforschung Stuttgart 1997–2001.
[128] Hess, B., Kutzner, C., van der Spoel, D., and Lindahl, E. (2008) GROMACS 4: Algo-
rithms for highly efficient, load-balanced, and scalable molecular simulation. J. Chem.
Theory Comput., 4, 435–447.
[129] Barth, E. and Schlick, T. (1998) Overcoming stability limitations in biomolecular dy-
namics. I. Combining force splitting via extrapolation with Langevin dynamics in LN.
J. Chem. Phys., 109, 1617–1632.
[130] Batcho, P. F. and Schlick, T. (2001) Special stability advantages of position-Verlet over
velocity-Verlet in multiple-time step integration. J. Chem. Phys., 115, 4019–4029.
[131] Tuckerman, M., Berne, B. J., and Martyna, G. J. (1992) Reversible multiple time scale
Molecular-Dynamics. J. Chem. Phys., 97, 1990–2001.
[132] Leach, A. R. (2001) Molecular Modelling: Principles and Applications. Pearson Edu-
cation Limited, Essex, England.
[133] Brooks, B. R., Bruccoleri, R. E., Olafson, B. D., States, D. J., Swaminathan, S., and
Karplus, M. (1983) CHARMM - a program for macromolecular energy, minimization,
and dynamics calculations. J. Comput. Chem., 4, 187–217.
[134] Nilsson, L. and Karplus, M. (1986) Empirical energy functions for energy minimization
and dynamics of nucleic-acids. J. Comput. Chem., 7, 591–616.
[135] Daura, X., Mark, A., and van Gunsteren, W. (1998) Parametrization of aliphatic CHn
united atoms of GROMOS96 force field. J. Comput. Chem., 19, 535–547.
[136] Schuler, L. D., Daura, X., and Van Gunsteren, W. F. (2001) An improved GROMOS96
force field for aliphatic hydrocarbons in the condensed phase. J. Comput. Chem., 22,
1205–1218.
[137] Weiner, S. J., Kollman, P. A., Case, D. A., Singh, U. C., Ghio, C., Alagona, G., Profeta,
S., and Weiner, P. (1984) A new force-field for molecular mechanical simulation of
nucleic-acids and proteins. J. Am. Chem. Soc., 106, 765–784.
[138] Cornell, W. D., Cieplak, P., Bayly, C. I., Gould, I. R., Merz, K. M., Ferguson, D. M.,
Spellmeyer, D. C., Fox, T., Caldwell, J. W., and Kollman, P. A. (1995) A 2nd generation
force-field for the simulation of proteins, nucleic-acids, and organic-molecules. J. Am.
Chem. Soc., 117, 5179–5197.
[139] Jorgensen, W. L. and Tiradorives, J. (1988) The OPLS potential functions for proteins
- energy minimations for crystals of cyclic-peptides and crambin. J. Am. Chem. Soc.,
110, 1657–1666.
BIBLIOGRAPHY 103
[140] Kaminski, G. A., Friesner, R. A., Tirado-Rives, J., and Jorgensen, W. L. (2001) Eval-
uation and reparametrization of the OPLS-AA force field for proteins via comparison
with accurate quantum chemical calculations on peptides. J. Phys. Chem. B, 105, 6474–
6487. Symposium on Molecular Dynamics - The Next Millennium, New York, JUN
02-03, 2000.
[141] Ren, P. Y. and Ponder, J. W. (2002) Consistent treatment of inter- and intramolecular
polarization in molecular mechanics calculations. J. Comput. Chem., 23, 1497–1506.
[142] Ren, P. Y. and Ponder, J. W. (2003) Polarizable atomic multipole water model for molec-
ular mechanics simulation. J. Phys. Chem. B, 107, 5933–5947.
[143] Morse, P. M. (1929) Diatomic Molecules According to the Wave Mechanics. II. Vibra-
tional Levels. Phys. Rev., 34, 57–64.
[144] Kremer, K. and Grest, G. S. (1990) Dynamics of entangled linear polymer melts - a
Molecular-Dynamics simulation. J. Chem. Phys., 92, 5057–5086.
[145] Allinger, N. L. (1977) Conformational-analysis. 130. MM2 - hydrocarbon force-field
utilizing V1 and V2 torsional terms. J. Am. Chem. Soc., 99, 8127–8134.
[146] Allinger, N. L., Yuh, Y. H., and Lii, J. H. (1989) Molecular mechanics - The MM3
force-field for hydrocarbons. 1. J. Am. Chem. Soc., 111, 8551–8566.
[147] Lii, J. H. and Allinger, N. L. (1989) Molecular mechanics - The MM3 force-field for
hydrocarbons. 2. Vibrational frequencies and thermodynamics. J. Am. Chem. Soc., 111,
8566–8575.
[148] Allinger, N. L., Li, F. B., and Yan, L. Q. (1990) Molecular mechanics - The MM3 force-
field for alkenes. J. Comput. Chem., 11, 848–867.
[149] Allinger, N. L., Li, F. B., Yan, L. Q., and Tai, J. C. (1990) Molecular mechanics (MM3)
calculations on conjugated hydrocarbons. J. Comput. Chem., 11, 868–895.
[150] Dzyaloshinskii, I. E., Lifshitz, E. M., and Pitaevskii, L. P. (1961) The general theory of
van der Waals forces. Adv. Phys., 10, 165–209.
[151] Dill, K. A. and Brohmberg, S. (2002)Molecular Driving Forces: Statistical Thermody-
namics in Chemistry and Biology. Garland Science, New York, USA.
[152] Polson, J. M. and Zuckermann, M. J. (2002) Simulation of short-chain polymer collapse
with an explicit solvent. J. Chem. Phys., 116, 7244–7254.
[153] Buckingham, R. A. (1938) The Classical Equation of State of Gaseous Helium, Neon
and Argon. Proc. R. Soc. Lond. A, 168, 264–283.
[154] Patra, M., Karttunen, M., Hyvonen, M., Falck, E., Lindqvist, P., and Vattulainen, I.
(2003) Molecular dynamics simulations of lipid bilayers: Major artifacts due to truncat-
ing electrostatic interactions. Biophys. J., 84, 3636–3645.
104 BIBLIOGRAPHY
[155] Wong-ekkabut, J., Miettinen, M. S., Dias, C., and Karttunen, M. (2010) Static charges
cannot drive a continuous flow of water molecules through a carbon nanotube. Nat.
Nanotechnol., 5, 555–557.
[156] Hu¨nenberger, P. H. and McCammon, J. A. (1999) Ewald artifacts in computer simula-
tions of ionic solvation and ion-ion interaction: A continuum electrostatics study. J.
Chem. Phys., 110, 1856–1872.
[157] Patra, M., Hyvonen, M. T., Falck, E., Sabouri-Ghomi, M., Vattulainen, I., and Kart-
tunen, M. (2007) Long-range interactions and parallel scalability in molecular simula-
tions. Comput. Phys. Commun., 176, 14–22.
[158] Sagui, C., Pedersen, L., and Darden, T. (2004) Towards an accurate representation of
electrostatics in classical force fields: Efficient implementation of multipolar interac-
tions in biomolecular simulations. J. Chem. Phys., 120, 73–87.
[159] Onsager, L. (1936) Electric Moments of Molecules in Liquids. J. Am. Chem. Soc., 58,
1486–1493.
[160] Koehorst, R. B. M., Spruijt, R. B., Vergeldt, F. J., and Hemminga, M. A. (2004) Lipid bi-
layer topology of the transmembrane alpha-helix of M13 major coat protein and bilayer
polarity profile by site-directed fluorescence spectroscopy. Biophys. J., 87, 1445–1455.
[161] Anezo, C., de Vries, A. H., Holtje, H. D., Tieleman, D. P., and Marrink, S. J. (2003)
Methodological issues in lipid bilayer simulations. J. Phys. Chem. B, 107, 9424–9433.
[162] Niemela, P. S., Ollila, S., Hyvonen, M. T., Karttunen, M., and Vattulainen, I. (2007)
Assessing the nature of lipid raft membranes. PLOS Comput. Biol., 3, 304–312.
[163] Ewald, P. P. (1921) Die Berechnung optischer und elektrostatischer Gitterpotentiale.
Ann. Phys., 64, 253–287.
[164] Yeh, I. and Berkowitz, M. (1999) Ewald summation for systems with slab geometry. J.
Chem. Phys., 111, 3155–3162.
[165] Perram, J. W., Petersen, H. G., and de Leeuw, S. W. (1988) An algorithm for the simula-
tion of condensed matter which grows as the 3/2 power of the number of particles. Mol.
Phys., 65, 875–893.
[166] Darden, T., York, D., and Pedersen, L. (1993) Particle mesh Ewald - An N.log(N)
method for Ewald sums in large systems. J. Chem. Phys., 98, 10089–10092.
[167] Essmann, U., Perera, L., Berkowitz, M. L., Darden, T., Lee, H., and Pedersen, L. G.
(1995) A smooth particle mesh Ewald method. J. Chem. Phys., 103, 8577–8593.
[168] Eastwood, J. W., Hockney, R. W., and Lawrence, D. N. (1980) P3M3DP - The 3-
dimensional periodic particle-particle-particle-mesh program. Comput. Phys. Commun.,
19, 215–261.
BIBLIOGRAPHY 105
[169] Luty, B. A., Tironi, I. G., and van Gunsteren, W. F. (1995) Lattice-sum methods for
calculating electrostatic interactions in molecular simulations. J. Chem. Phys., 103,
3014–3021.
[170] Hockney, R. W. and Eastwood, J. W. (1981) Computer Simulation Using Particles.
McGraw-Hill Inc., USA.
[171] Deserno, M. and Holm, C. (1998) How to mesh up Ewald sums. I. A theoretical and
numerical comparison of various particle mesh routines. J. Chem. Phys., 109, 7678–
7693.
[172] Lowe, C. P. (1999) An alternative approach to dissipative particle dynamics. Europhys.
Lett., 47, 145–151.
[173] Nose´, S. (1984) A molecular-dynamics method for simulations in the canonical ensem-
ble. Mol. Phys., 52, 255–268.
[174] Hoover, W. G. (1985) Canonical dynamics: Equilibrium phase-space distributions.
Phys. Rev. A, 31, 1695–1697.
[175] Berendsen, H. J. C., Postma, J. P. M., van Gunsteren, W. F., Dinola, A., and Haak,
J. R. (1984) Molecular-Dynamics with coupling to an external bath. J. Chem. Phys., 81,
3684–3690.
[176] Schneider, T. and Stoll, E. (1978) Molecular-Dynamics study of a 3-dimensional one-
component model for distortive phase-transitions. Phys. Rev. B, 17, 1302–1322.
[177] Andersen, H. C. (1980) Molecular-Dynamics simulations at constant pressure and/or
temperature. J. Chem. Phys., 72, 2384–2393.
[178] Soddemann, T., Du¨nweg, B., and Kremer, K. (2003) Dissipative particle dynamics: A
useful thermostat for equilibrium and nonequilibrium molecular dynamics simulations.
Phys. Rev. E, 68.
[179] Frenkel, D. and Smit, B. (1996)Understanding Molecular Simulation: From Algorithms
to Applications. Academic Press; London, UK.
[180] Nose´, S. (1986) An extension of the canonical ensemble Molecular-Dynamics method.
Mol. Phys., 57, 187–191.
[181] Ciccotti, G. and Kalibaeva, G. (2004) Molecular dynamics of complex systems: Non-
Hamiltonian, constrained, quantum-classical. In Karttunen, M., Vattulainen, I., and
Lukkarinen, A. (ed.), Lect. Notes Phys., vol. 640 of Lecture Notes in Physics, 150–189.
International Summer School on Novel Methods in Soft Matter Simulations (SOFT-
SIMU 20020), Helsinki, Finland, MAY 31-JUN 06, 2002.
[182] Tuckerman, M. E., Mundy, C. J., and Martyna, G. J. (1999) On the classical statistical
mechanics of non-Hamiltonian systems. Europhys. Lett., 45, 149–155.
106 BIBLIOGRAPHY
[183] Tuckerman, M. E., Liu, Y., Ciccotti, G., and Martyna, G. J. (2001) Non-Hamiltonian
molecular dynamics: Generalizing Hamiltonian phase space principles to non-
Hamiltonian systems. J. Chem. Phys., 115, 1678–1702.
[184] Martyna, G. J., Klein, M. L., and Tuckerman, M. (1992) Nose´-Hoover chains - the
canonical ensemble via continuous dynamics. J. Chem. Phys., 97, 2635–2643.
[185] Tuckerman, M. E., Berne, B. J., Martyna, G. J., and Klein, M. L. (1993) Efficient
Molecular-Dynamics and hybrid Monte-Carlo algorithms for path-integrals. J. Chem.
Phys., 99, 2796–2808.
[186] Harvey, S. C., Tan, R. K. Z., and Cheatham, T. (1998) The flying ice cube: Velocity
rescaling in molecular dynamics leads to violation of energy equipartition. J. Comput.
Chem., 19, 726–740.
[187] van der Spoel, D., Lindahl, E., Hess, B., van Buuren, A. R., Apol, E., Meulenhoff, P. J.,
Tieleman, D. P., Sijbers, A. L. T. M., Feenstra, K. A., van Drunen, R., and Berendsen,
H. J. C. (2010) Gromacs User Manual version 4.5.4. www.gromacs.org.
[188] Hu¨nenberger, P. H. (2005) Thermostat Algorithms for Molecular Dynamics Simulations.
Adv. Polym. Sci., 173, 105–149.
[189] Leyssale, J. M. and Vignoles, G. L. (2008) Molecular dynamics evidences of the full
graphitization of a nanodiamond annealed at 1500 K. Chem. Phys. Lett., 454, 299–304.
[190] Evans, D. J. and Morriss, G. P. (1990) Statistical Mechanics of Nonequilibrium Liquids.
Academic Press; London, UK.
[191] Bussi, G., Donadio, D., and Parrinello, M. (2007) Canonical sampling through velocity
rescaling. J. Chem. Phys., 126.
[192] Kampen, N. G. V. (1981) Stochastic Processes in Physics and Chemistry. North-
Holland; Amsterdam.
[193] Nikunen, P., Karttunen, M., and Vattulainen, I. (2003) How would you integrate the
equations of motion in dissipative particle dynamics simulations? Comput. Phys. Com-
mun., 153, 407–423.
[194] Mu¨ller, M., Katsov, K., and Schick, M. (2006) Biological and synthetic membranes:
What can be learned from a coarse-grained description? Phys. Rep., 434, 113–176.
[195] Nose´, S. and Klein, M. L. (1983) Constant pressure molecular-dynamics for molecular-
systems. Mol. Phys., 50, 1055–1076.
[196] Parrinello, M. and Rahman, A. (1981) Polymorphic transitions in single-crystals - a new
Molecular-Dynamics method. J. Appl. Phys., 52, 7182–7190.
[197] Parrinello, M., Rahman, A., and Vashishta, P. (1983) Structural transitions in superionic
conductors. Phys. Rev. Lett., 50, 1073–1076.
BIBLIOGRAPHY 107
[198] Ispolatov, I. and Karttunen, M. (2003) Collapses and explosions in self-gravitating sys-
tems. Phys. Rev. E, 68.
[199] Wang, S. S. and Krumhans, J. A. (1972) Superposition assumption. II. High-density
fluid argon. J. Chem. Phys., 56, 4287–&.
[200] Adams, D. J. (1979) Computer-simulation of ionic systems - distorting effects of the
boundary-conditions. Chem. Phys. Lett., 62, 329–332.
[201] Adams, D. J. (1980) The problem of the long-range forces in the computer simulation
of condensed media. In Ceperley, D. (ed.), NRCC Workshop Proc., vol. 9.
[202] Mandell, M. J. (1976) Properties of a periodic fluid. J. Stat. Phys., 15, 299–305.
[203] Impey, R. W., Madden, P. A., and Tildesley, D. J. (1981) On the calculation of the
orientational correlation parameter G2. Mol. Phys., 44, 1319–1334.
[204] Luckhurst, G. R. and Simpson, P. (1982) Computer-simulation studies of anisotropic
systems. VIII. The Lebwohl-Lasher model of nematogens revisited. Mol. Phys., 47,
251–265.
[205] Mouritsen, O. G. and Berlinsky, A. J. (1982) Fluctuation-induced 1st-order phase-
transition in an anisotropic planar model of N2 on graphite. Phys. Rev. Lett., 48, 181–
184.
[206] Lenstra, D. and Mandel, L. (1982) Angular-momentum of the quantized
electromagnetic-field with periodic boundary-conditions. Phys. Rev. A, 26, 3428–3437.
[207] Mattson, W. and Rice, B. M. (1999) Near-neighbor calculations using a modified cell-
linked list method. Comput. Phys. Commun., 119, 135–148.
[208] Heinz, T. N. and Hu¨nenberger, P. H. (2004) A fast pairlist-construction algorithm for
molecular simulations under periodic boundary conditions. J. Comput. Chem., 25,
1474–1486.
[209] Gonnet, P. (2007) A simple algorithm to accelerate the computation of non-bonded inter-
actions in cell-based molecular dynamics simulations. J. Comput. Chem., 28, 570–573.
[210] Ryckaert, J. P., Ciccotti, G., and Berendsen, H. J. C. (1977) Numerical-integration of
cartesian equations of motion of a system with constraints - Molecular-Dynamics of
N-alkanes. J. Comput. Phys., 23, 327–341.
[211] Andersen, H. C. (1983) RATTLE - a velocity version of the SHAKE algorithm for
Molecular-Dynamics calculations. J. Comput. Phys., 52, 24–34.
[212] Miyamoto, S. and Kollman, P. A. (1992) SETTLE - an analytical version of the SHAKE
and RATTLE algorithm for rigid water models. J. Comput. Chem., 13, 952–962.
[213] Hess, B., Bekker, H., Berendsen, H. J. C., and Fraaije, J. G. E. M. (1997) LINCS: A
linear constraint solver for molecular simulations. J. Comput. Chem., 18, 1463–1472.
108 BIBLIOGRAPHY
[214] Edberg, R., Evans, D. J., and Morriss, G. P. (1986) Constrained Molecular-Dynamics -
simulations of liquid alkanes with a new algorithm. J. Chem. Phys., 84, 6933–6939.
[215] Baranyai, A. and Evans, D. J. (1990) New algorithm for constrained Molecular-
Dynamics simulation of liquid benzene and naphthalene. Mol. Phys., 70, 53–63.
[216] Nose´, S. (1984) A unified formulation of the constant temperature molecular dynamics
methods. J. Chem. Phys., 81, 511–519.
[217] Nose´, S. (1991) Constant Temperature Molecular Dynamics Methods. Prog. Theor.
Phys. Suppl., 103, 1–46.
[218] Vidossich, P. and Carloni, P. (2006) Binding of phosphinate and phosphonate inhibitors
to aspartic proteases: A first-principles study. J. Phys. Chem. B, 110, 1437–1442.
[219] Faralli, C., Pagliai, M., Cardini, G., and Schettino, V. (2008) Ab initio molecular dy-
namics study of Mg2+ and Ca2+ ions in liquid methanol. J. Chem. Theory. Comput., 4,
156–163.
[220] Taylor, R. and Macrae, C. F. (2001) Rules governing the crystal packing of mono- and
dialcohols. Acta Crystallogr. B, 57, 815– 827.
[221] Bruno, I. J., Cole, J. C., Edgington, P. R., Kessler, M., Macrae, C. F., McCabe, P.,
Pearson, J., and Taylor, R. (2002) New software for searching the Cambridge Structural
Database and visualizing crystal structures. Acta Crystallogr. B, 58, 389–397.
[222] Macrae, C. F., Bruno, I. J., Chisholm, J. A., Edgington, P. R., McCabe, P., Pidcock, E.,
Rodriguez-Monge, L., Taylor, R., van de Streek, J., and Wood, P. A. (2008) Mercury
CSD 2.0 - new features for the visualization and investigation of crystal structures. J.
Appl. Crystallogr., 41, 466–470.
[223] Macrae, C. F., Edgington, P. R., McCabe, P., Pidcock, E., Shields, G. P., Taylor, R.,
Towler, M., and van De Streek, J. (2006) Mercury: visualization and analysis of crystal
structures. J. Appl. Crystallogr., 39, 453–457.
[224] Huq, N. L., Cross, K. J., and Reynolds, E. C. (2000) Molecular modelling of a mul-
tiphosphorylated sequence motif bound to hydroxyapatite surfaces. J. Mol. Model., 6,
35–47.
[225] Piana, S., Jones, F., and Gale, J. D. (2008) Aspartic acid as a crystal growth catalyst.
CrystEngComm, 9, 1187–1191.
[226] Duchstein, P. and Zahn, D. (2011) Atomistic modeling of apatite-collagen composites
from molecular dynamics simulations extended to hyperspace. J. Mol. Model., 17, 73–
79.
[227] Harding, J. H. and Duffy, D. M. (2006) The challenge of biominerals to simulations. J.
Mat. Chem., 16, 1105–1112.
BIBLIOGRAPHY 109
[228] Azzopardi, P. V., O’Young, J., Lajoie, G., Karttunen, M., Goldberg, H. A., and Hunter,
G. K. (2010) Roles of Electrostatics and Conformation in Protein-Crystal Interactions.
PLoS One, 5, e9330.
[229] Hunter, G. K., O’Young, J., Grohe, B., Karttunen, M., and Goldberg, H. A. (2010) The
Flexible Polyelectrolyte Hypothesis of Protein-Biomineral Interaction. Langmuir, 26,
18639–18646.
[230] Langdon, A., Wignall, G. R., Rogers, K., Sørensen, E. S., Denstedt, J., Grohe, B., Gold-
berg, H. A., and Hunter, G. K. (2009) Kinetics of Calcium Oxalate Crystal Growth in
the Presence of Osteopontin Isoforms: An Analysis by Scanning Confocal Interference
Microcopy. Calcified Tissue Int., 84, 240–248.
[231] Baht, G. S., O’Young, J., Borovina, A., Chen, H., Tye, C. E., Karttunen, M., Lajoie,
G. A., Hunter, G. K., and Goldberg, H. A. (2010) Phosphorylation of Ser(136) is critical
for potent bone sialoprotein-mediated nucleation of hydroxyapatite crystals. Biochem.
J., 428, 385–395.
[232] Schu¨ttelkopf, A. W. and van Aalten, D. M. F. (2004) PRODRG - a tool for high-
throughput crystallography of protein-ligand complexes. Acta Crystallogr. D, 60, 1355–
1363.
[233] Berendsen, H. J. C., Postma, J. P. M., van Gunsteren, W. F., and J., H. (1981) Interaction
models for water in relation to protein hydration. In Pullman, B. (ed.), Intermolecular
Forces, 331–342. Reidel, Dordrecht, Netherlands.
[234] Patra, M. and Karttunen, M. (2004) Systematic comparison of force fields for micro-
scopic simulations of NaCl in aqueous solutions: Diffusion, free energy of hydration,
and structural properties. J. Comput. Chem., 25, 678–689.
[235] Karttunen, M., Rottler, J., Vattulainen, I., and Sagui, C. (2008) Chapter 2 Electrostatics
in Biomolecular Simulations: Where Are We Now and Where Are We Heading? In
Feller, S. E. (ed.), Computational Modeling of Membrane Bilayers, vol. 60 of Current
Topics in Membranes, 49–89. Academic Press.
[236] van der Spoel, D. and van Maaren, P. J. (2006) The origin of layer structure artifacts in
simulations of liquid water. J. Chem. Theory Comput., 2, 1–11.
[237] Jiang, W., Pan, H., Cai, Y., Tao, J., Liu, P., Xu, X., and Tang, R. (2008) Atomic Force
Microscopy Reveals Hydroxyapatite-Citrate Interfacial Structure at the Atomic Level.
Langmuir, 24, 12446–12451.
[238] De Leeuw, N. H. and Rabone, J. A. L. (2007) Molecular dynamics simulations of the in-
teraction of citric acid with the hydroxyapatite (0001) and (0110) surfaces in an aqueous
environment. Cryst. Eng. Comm., 9, 1178–1186.
[239] Duffy, D. M. and Harding, J. H. (2004) Simulation of organic monolayers as templates
for the nucleation of calcite crystals. Langmuir, 20, 7630–7636.
110 BIBLIOGRAPHY
[240] Freeman, C. L., Harding, J. H., and Duffy, D. M. (2008) Simulations of calcite crystal-
lization on self-assembled monolayers. Langmuir, 24, 9607–9615.
[241] Peroos, Z., S.; Du and de Leeuw, N. H. (2006) A computer modelling study of the
uptake, structure and distribution of carbonate defects in hydroxy-apatite. Biomaterials,
27, 2150–2161.
[242] De Leeuw, N. H. (2004) A computer modelling study of the uptake and segrega-
tion of fluoride ions at the hydrated hydroxyapatite (0001) surface: introducing a
Ca10(PO4)6(OH)2 potential mode. Phys. Chem. Chem. Phys., 6, 1860–1866.
[243] Du, Z. and de Leeuw, N. H. (2006) Molecular dynamics simulations of hydration, dis-
solution and nucleation processes at the α-quartz (0001) surface in liquid water. Dalton
Trans., 22, 2623–2634.
[244] Di Tommaso, D. and de Leeuw, N. L. (2008) The onset of calcium carbonate nucleation:
A density functional theory molecular dynamics and hybrid microsolvation/continumn
study. J. Phys. Chem. B, 112, 6965–6975.
[245] Almora-Barrios, N., Austen, H. F., and de Leeuw, N. H. (2009) Density Functional The-
ory Study of the Binding of Glycine, Proline, and Hydroxyproline to the Hydroxyapatite
(0001) and (0110) Surfaces. Langmuir, 25, 5018–5025.
[246] Ghiringhelli, L. M., Hess, B., van der Vegt, N. F. A., and Delle Site, L. (2008) Competing
adsorption between hydrated peptides and water onto metal surfaces: From electronic
to conformational properties. J. Am. Chem. Soc., 130, 13460– 13464.
[247] Jorgensen, W. L., Maxwell, D. S., and Tirado-Rives, J. (1996) Development and testing
of the OPLS all-atom force field on conformational energetics and properties of organic
liquids. J. Am. Chem. Soc., 118, 11225–11236.
[248] Mkhonto, D. and de Leeuw, N. H. (2002) A computer modelling study of the ef-
fect of water on the surface structure and morphology of fluorapatite: introducing a
Ca10(PO4)6F2 potential model. J. Mater. Chem., 12, 2633–2642.
[249] Born, M. and Huang, K. (1954)Dynamical Theory of Crystal Latices. Oxford University
Press, Oxford.
[250] Grohe, B., Taller, A., Vincent, P. L., Tieu, L. D., Rogers, K. A., Heiss, A., Sørensen,
E. S., Mittler, S., Goldberg, H. A., and Hunter, G. K. (2009) Crystallization of Calcium
Oxalates Is Controlled by Molecular Hydrophilicity and Specific Polyanion-Crystal In-
teractions. Langmuir, 25, 11635–11646.
[251] Grohe, B., O’Young, J., Langdon, A., Karttunen, M., Goldberg, H. A., and Hunter,
G. K. (2011) Citrate Modulates Calcium Oxalate Crystal Growth by Face-Specific In-
teractions. Cells Tissues Organs, 194, 176–181.
BIBLIOGRAPHY 111
[252] Addadi, L. and Weiner, S. (1985) Interactions between acidic proteins and crystals:
stereochemical requirements in biomineralization. Proc. Nat. Acad. Sci. U.S.A., 82,
4110–4114.
[253] Yoreo, J. J. D., Qiu, S. R., and Hoyer, J. R. (2006) Molecular modulation of calcium
oxalate crystallization. Am. J. Physiol. - Renal., 291, F1123–1131.
[254] Guo, S., Ward, M. D., and Wesson, J. A. (2002) Direct Visualization of Calcium Oxalate
Monohydrate Crystallization and Dissolution with Atomic Force Microscopy and the
Role of Polymeric Additives. Langmuir, 18, 4284–4291.
[255] Grohe, B., Rogers, K. A., Goldberg, H. A., and Hunter, G. K. (2006) Crystalliza-
tion kinetics of calcium oxalate hydrates studied by scanning confocal interference mi-
croscopy. J. Cryst. Growth, 295, 148–157.
[256] Hug, S. (2012) Classical Molecular Dynamics in a Nutshell. In Monticelli, L. and Sa-
lonen, E. (eds.), Biomolecular Simulations: Methods and Protocols, chap. 6. Springer
Verlag, New York.
[257] Yang, M., Stipp, S. L. S., and Harding, J. (2008) Biological Control on Calcite Crystal-
lization by Polysaccharides. Cryst. Growth Des., 8, 4066–4074.
[258] Chen, X., Wu, T., Wang, Q., and Shen, J.-W. (2008) Shield effect of silicate on ad-
sorption of proteins onto silicon-doped hydroxyapatite (100) surface. Biomaterials, 29,
2423–2432.
[259] Tuckerman, M. E. and Martyna, G. J. (2000) Understanding modern molecular dynam-
ics: Techniques and applications. J. Phys. Chem. B, 104, 159–178.
[260] Tuckerman, M. E., Alejandre, J., Lopez-Rendon, R., Jochim, A. L., and Martyna, G. J.
(2006) A Liouville-operator derived measure-preserving integrator for molecular dy-
namics simulations in the isothermal-isobaric ensemble. J. Phys. A: Math. Gen., 39,
5629–5651.
[261] Han, G., Deng, Y., Glimm, J., and Martyna, G. (2007) Error and timing analysis of mul-
tiple time-step integration methods for molecular dynamics. Comput. Phys. Commun.,
176, 271–291.
[262] Trotter, H. F. (1959) On the product of semi-groups of operators. Proc. Amer. Math.
Soc., 10, 545–551.
[263] Creutz, M. and Gocksch, A. (1989) Higher-order hybrid Monte-Carlo algorithms. Phys.
Rev. Lett., 63, 9–12.
[264] Strang, G. (1968) On construction and comparison of difference schemes. SIAM J.
Numer. Anal., 5, 506–517.
Appendix A
Derivation of algorithms from the
Liouville formulation using the Trotter
expansion
Trotter expansion [259, 260] is a tool used to develop algorithms from equations of motion.
Especially for complex systems, it is hard to find a scheme which is symplectic, i.e. the volume
in phase space is preserved and the growth in the error of energy conservation is bounded.
Examples of algorithms found by this method are the reversible reference system propagator (r-
RESPA) technique [131, 261], a multiple time-step (MTS) integration method, or a symplectic
algorithm to implement the Nose´-Hoover Chain equations (see below) to simulate the NVT
ensemble [260]. As an illustrative example the method for a Hamiltonian system is described
below.
By introducing the phase space vector ~x(
{
~pi
}
,
{
~ri
}
), i = 1, ..,N for a system consisting of
N particles, where all the momenta ~p ≡ ~p1, ..., ~pN and coordinates ~r ≡ ~r1, ...,~rN are collected,
Newton’s equation of motion in the formulation of first order differential equations (eq 4.2) can
be written in the form of an operator equation
~˙x = iL~x, (A.1)
where the iL is a generalization of the Liouville operator, which has the formal solution
~x(t) = exp(iLt)~x(0). (A.2)
In a system with Hamiltonian given by
H({~pi} , {~ri}) = N∑
i=1
~p2i
2mi
+ U(
{
~ri
}
) (A.3)
the Liouville operator becomes
iL =
N∑
i=1
[
∂H
∂~pi
· ∂
∂~ri
− ∂H
∂~ri
· ∂
∂~pi
]
=
N∑
i=1
~pi
mi
· ∂
∂~ri
+
N∑
i=1
~Fi · ∂
∂~pi
(A.4)
=
N∑
i=1
~˙ri · ∂
∂~ri
+
N∑
i=1
~˙pi · ∂
∂~pi
≡ iL1 + iL2. (A.5)
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The formal solution can be determined only for a few simple cases explicitly, for example for
the assumption iL = iL1 or iL = iL2. If
iL = iL1 =
N∑
i=1
~˙ri(0) · ∂
∂~ri
(A.6)
is inserted into the formal solution and a Taylor expansion is used, the following result is found
~x(t) = exp (iL1t) ~x(0) = exp
 N∑
i=1
~˙rit
∂
∂~ri
 ~x(0) (A.7)
= ~x(0) + iL1t~x(0) +
(iL1)2
2!
~x(0) + ... (A.8)
=
∞∑
n=0
 N∑
i=1

(
~˙ri(0)t
)n
n!
∂n
∂~ri
n
 ~x(0)
 (A.9)
∴ x
[{
~pi(0)
}
,
{(
~ri + ~˙ri(0)t
)}]
, (A.10)
where the momenta are at t=0 and to the position the velocity multiplied by time t is added.
Hence the effect of the application of exp(iL1t) is a simple shift of the coordinates. It can be
shown in a similar manner that the application of exp(iL2), where
iL2 =
N∑
i=1
~˙p(0) · ∂
∂~pi
(A.11)
leads to a simple shift in the momenta. Now to find the effect of the total Liouville operator the
Trotter theorem [262, 263] can be used, which states
exp(iLt) = exp [(iL1 + iL2)t] (A.12)
= lim
P→∞
[
exp
( iL2t
2P
)
exp
( iL1t
P
)
exp
( iL2t
2P
)]P
. (A.13)
Defining tp = ∆t for finite and large P leads to the following approximation [264]
exp(iL∆t) ≈
[
exp
(
iL2
∆t
2
)
exp (iL1∆t) exp
(
iL2
∆t
2
)]
+ O(∆t3) (A.14)
exp(iLP∆t) ≈
P∏
k=1
exp
(
iL2
∆t
2
)
exp(iL1∆t) exp
(
iL2
∆t
2
)
+ O(t∆t2) (A.15)
and the formal solution of the Liouville equation can be replaced by a discretized scheme, by
using the above approximation. Hence by applying the operator
exp
(
iL2 ∆t2
)
exp(iL1∆t) exp
(
iL2 ∆t2
)
the system advances one time step.
The total effect of applying this operator to the coordinates and the momenta is found to be
~pi(0) → ~pi(0) + ∆t2
(
~Fi(0) + ~Fi(∆t)
)
(A.16)
~ri(0) → ~ri(0) + ∆t~˙ri
(
∆t
2
)
(A.17)
= ~ri(0) + ∆t~˙ri(0) +
∆2t
2mi
~Fi(0), (A.18)
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which is equivalent to the Velocity Verlet algorithm [124] defined as
~vi
(
t +
∆t
2
)
= ~vi(t) +
1
2mi
~Fi(t)∆t (A.19)
~ri (t + ∆t) = ~ri(t) + ~vi
(
t +
∆t
2
)
∆t (A.20)
~vi (t + ∆t) = ~vi
(
t +
∆t
2
)
+
1
2mi
~Fi (t + ∆t)∆t. (A.21)
Switching the terms in the sum of the Liouville operator and using the Trotter theorem [262,
263] again leads to
exp(iLt) = exp [(iL2 + iL1)t] (A.22)
= lim
P→∞
[
exp
( iL1t
2P
)
exp
( iL2t
P
)
exp
( iL1t
2P
)]P
. (A.23)
The total effect of applying this operator is
~pi(0) → ~pi(0) + ∆t ~Fi
(
∆t
2
)
(A.24)
~ri(0) → ~ri(0) + ∆t2
[
~˙ri(0) + ~˙ri(∆t)
]
(A.25)
= ~ri(0) + ∆t~vi(0) +
∆2t
2mi
~Fi
(
∆t
2
)
. (A.26)
These equations are equal the Position Verlet algorithm [129, 130, 131] defined as
~ri
(
t +
∆t
2
)
= ~ri(t) +
∆t
2
~vi(t) (A.27)
~vi (t + ∆t) = ~vi(t) +
1
m
~Fi
(
t +
∆t
2
)
∆t (A.28)
~ri (t + ∆t) = ~ri
(
t +
∆t
2
)
+
∆t
2
~vi (t + ∆t) . (A.29)
The application of each operator as one step can easily be turned into instructions in a computer
code. This direct translation technique is very useful in more complex systems, e.g. for non-
Hamiltonian or quantum systems.
A transformation from the original phase point ~x0 to the phase point a time step later ~x∆t is
a symplectic transformation if and only if it satisfies
JTT J = T, (A.30)
where J is the Jacobian
J =
∣∣∣∣∣∣∣∣
∂(r1
∆t ,...,r
n
∆t)
∂(r10 ,...,r
n
0)
∂(r1
∆t ,...,r
n
∆t)
∂(p10,...,p
n
0)
∂(p1
∆t ,...,p
n
∆t)
∂(r10 ,...,r
n
0)
∂(p1
∆t ,...,p
n
∆t)
∂(p10,...,p
n
0)
∣∣∣∣∣∣∣∣ . (A.31)
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and T is the 6N dimensional matrix
T =
(
0 I
−I 0
)
. (A.32)
where I is the 3N × 3N identity matrix. For the velocity and position Verlet integrator, the
Jacobian of the transformation for a time step is the 6N × 6N identity matrix, which satisfies
eq A.30. Therefore, these integrators are symplectic.
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