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An empirical assessment shows that Malaysia’s business cycle indicators can be improved. Turning point 
detection is not impressive, especially for troughs. Lead times are also variable. However, the relationship 
between the leading and coincident indicators over the entire cycle shows quite strong correlations from the 
late 1980s onwards, although lead times have shortened. Empirical evidence is very strong that the leading 
index Granger-causes the coincident index. Business and consumer confidence surveys also show much 
promise in improving prediction of the reference cycle. However, implications of the changing economic 
structure on the performance of the leading index needs to be fully taken into account, especially the 
emergence of new services sector activities. 
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Malaysia is one of relatively few developing countries to have constructed and regularly 
published monthly economic indicators. Leading indicators serve as early warning signals on the 
direction of the economy and, therefore, are useful for policymakers and analysts. Just how 
useful they are in that role is an empirical matter that can be assessed quantitatively. To date, 
there is no such assessment done on the Malaysian business cycle indicators. This paper aims to 
fill the gap. 
 
This paper has a second motivation. For a developing country, there are also some challenges 
to the authorities in the construction and use of the indicators. This paper analyses Malaysia’s 
experience in constructing and using business cycle indicators, as well as the manner in which 
the information is disseminated by the authorities. The issues analysed and discussed here will 
likely be similar to those faced by other developing countries. It is therefore hoped that lessons 
can be drawn for other developing countries. 
 
Given the motivations, the objectives of the paper are as follows: 
 
1. To construct a growth cycle chronology for Malaysia, given the lack of published information 
by the authorities, so that analysis can be done on the history of the economy’s business 
cycle. 
 
2. To evaluate the turning point detection capability of the leading indicator. 
 
3. To empirically assess the performance of the leading indicator in relation to the reference 
cycle over the entire business cycle (not just at turning points). 
 
4. To analyse the predictive value of business and consumer sentiments indices for the 
reference cycle. 
 
5. To empirically assess the forecasting ability of the leading indicator against time series 
models. 
 
6. To evaluate related issues on documentation, presentation, timeliness, monitoring and 
updating of the indicators, and others, with a view of making recommendations. 
 
This paper is divided into eleven sections. This introductory section provides a brief background 
on business cycle indicators and some useful definitions. The next section is a concise summary 
of Malaysia’s business cycle indicators and the component series. This is followed by two 
sections on the reference series or cycle, and the issue of trend computation in growth cycle 
research. Section five discusses the constructed Malaysian growth cycle chronology and 
compares it with the official one. The following section is a detailed analysis on turning point 
detection by the leading indicator. This is followed by section seven which is an analysis over 
the entire business cycle. The role of consumer and business confidence surveys is analysed in 
section eight while section nine evaluates the forecasting ability of the leading indicator. Other 
important related issues are discussed in the second last section. The concluding section has 
recommendations and suggestions for future research directions. 
 
The seed of business cycle research is often attributed to the seminal publication by Burns and 
Mitchell (1945). They describe a cycle as consisting of “expansions occurring at about the same 
time in many economic activities, followed by similarly general recessions, contractions and 
revivals which merge into the expansion phase of the next cycle; this sequence of changes is 











The OECD defines a ‘business cycle’ as “recurrent sequences of alternating phases of expansion 
and contraction in the level of a time series”. Such a definition of the cycle can also be termed a 
‘classical cycle’. On the other hand, a ‘growth cycle’ is defined as “recurrent fluctuations in the 
series of deviations from trend”.1 It further explains that a “contraction” in a growth cycle can 
mean a slowdown as well as absolute declines in activity, while in a business cycle it includes 
only absolute declines or recessions.2 Thus, a slowdown in a growth cycle can also be termed as 
a ‘growth recession’. In this article, the terms used will be ‘classical cycle’ and ‘growth cycle’, 
while ‘business cycle’ will be broadly taken to include both. An example of the construction of 
‘classical cycle’ indicators will be that done by the Conference Board in the United States, while 
the OECD constructs ‘growth cycle’ indicators. 
 
The OECD defines a ‘business cycle’ as “recurrent sequences of alternating phases of expansion 
and contraction in the level of a time series”. Such a definition of the cycle can also be termed a 
‘classical cycle’. On the other hand, a ‘growth cycle’ is defined as “recurrent fluctuations in the 
series of deviations from trend”.1 It further explains that a “contraction” in a growth cycle can 
mean a slowdown as well as absolute declines in activity, while in a business cycle it includes 
only absolute declines or recessions.2 Thus, a slowdown in a growth cycle can also be termed as 
a ‘growth recession’. In this article, the terms used will be ‘classical cycle’ and ‘growth cycle’, 
while ‘business cycle’ will be broadly taken to include both. An example of the construction of 
‘classical cycle’ indicators will be that done by the Conference Board in the United States, while 
the OECD constructs ‘growth cycle’ indicators. 
 
There are three composite indicators used in business cycle analysis: leading index (LI), 
coincident index (CI) and lagging index (LGI).3 The coincident indicator is the reference cycle, 
i.e. it “coincides”; the leading indicator “leads” the CI; and the lagging indicator “lags” the CI. 
Or, as the Conference Board (2000, p. 14) puts it: anticipating (leading), matching (coincident) 
and confirming (lagging). 
 
According to the Conference Board (2000, p. 16) leading indicators are designed to provide a 
“roadmap” of the economy over the next 6-12 months, in particular if a recession or a significant 
decline in growth is likely to happen. The LI can also be used to do short-term forecasts of the 
economy (OECD 2001). Leading indicators can prove to be most useful for policymakers as a 
bellwether. For example, Arnaud (2000, p. 15) mentions that the LI for Mexico gave “clear and 
reliable warnings” of a deep recession. 
 
The European Central Bank (ECB) uses a variety of methods to make economic projections and 
analyse economic developments, including leading indicators. Although the ECB uses structural 
macroeconometric models, reduced form models and time series models, it notes that “structural 
econometric models do not always track the most recent developments, reflect sector-specific 
behaviour or capture exceptional factors or structural changes” (ECB 2001a, p. 12). That is why 
the bank uses leading indicators (and judgemental methods) to complement the other methods. 
In particular, coincident and leading indicators are used for short-term analysis of real GDP and 
price developments. The use of coincident and leading indicator models is also adopted among 
the national central banks in Europe. The ECB (2001a) notes some examples of central banks in 
Spain, Portugal, France, Italy, Netherlands and Greece. 
 
Surveys of consumer and business confidence can also be incorporated into economic indicators. 
For example, Parigi and Schlitzer (1995) use monthly economic indicators, many of which are 
based on survey data, to estimate “bridge equations” or models to link to quarterly econometric 
models. 
 
There are several desirable properties of business cycle indicators (Conference Board 2000, p. 
14; OECD 2001, p. 3): 
1. Conformity to the business cycle. 
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2.  Consistent timing pattern, e.g. leading indicator leads, coincident indicator coincides, and 
lagging indicator lags consistently over time. 
3.  Economic significance (reason) and breadth of coverage. 
4.  Smoothness – monthly movements should not be too erratic or volatile. 
5.  Statistical adequacy – data should be available on monthly frequency; collection and 
processing of data should be reliable; series should not be revised frequently. 
6.  Currency – series should be published promptly. 
 
It is unusual for any series to exhibit all these desirable properties.  This is why it is 
advantageous to combine several series into a composite index.  A composite index can smooth 
out some of the volatility of the individual series.  It can also better reveal common turning point 
patterns in a set of economic data compared with any individual series.  The risk of false signals 
can be reduced through a composite indicator. 
 
The composite indicator can have better forecasting and tracking qualities compared to the 
individual constituent series.  Nilsson (2000) notes that each cycle has its unique as well as 
common features with other cycles.  However, a single cause does not explain the cyclical 
fluctuation over a period of time.  Over different cycles it is likely that some indicators will 
perform better than others.  Hence, the advantage of having “signals for the many possible 
causes of cyclical changes, and to use all potential indicators as a group” (Nilsson, p. 3). 
 
2. Malaysia’s cyclical indicators 
 
The task of computing and maintaining the composite economic indicators for Malaysia falls on 
the Department of Statistics, Malaysia (hereafter DOSM).
4  There are three composite series: 
coincident, leading and lagging indices.  The constituent series of each are shown in Table 1. 
 
>> Insert Table 1 here << 
 
In this article, we only analyse the relationship between the leading and coincident indicators.  
However, the lagging indicator has its use as well as it may contain useful information on 
“structural imbalances that may be developing” in the economy (Conference Board 2000, p. 14).  
Typical components of the lagging index include costs of doing business, inventory levels, unit 
labour costs, bank lending rates and loans.  The lagging indicators also assist in confirming 
turning points in the leading and coincident indices. 
 
It is noted that the composite coincident index for Malaysia is heavily concentrated on variables 
linked to the manufacturing sector.  Three of its six constituent series are from the 
manufacturing sector (real salaries and wages, employment, and real sales) while a fourth series 
(index of industrial production) has manufacturing as its dominant component (70.7% weighting 
in the index of industrial production, IIP, with base year 2000).  Manufacturing employment, 
wages, sales and output are likely to be closely correlated.  Hence, it is questionable if they 
contribute towards “diversifying the risks” associated with reliance on a narrow range of 
economic activities.  After all, the rationale of a composite index is to avoid over-reliance on any 
one (or a closely related subset) of the components.  It is important to cover as broad a 
spectrum in the economy as possible.  In particular, we note the absence of indicators on the 
services sector, which has become the biggest sector of the Malaysian economy (2007: 53.6% of 
GDP).  (The share of manufacturing output in GDP for 2007 is 30.1%.) 
 
In the Malaysian case, the ‘growth cycle’ concept is adopted in the construction of its cyclical 
indicators.  Ahmad (2003, p. 3) notes that “growth cycles rather than business cycles were 
studied and adopted” as Malaysia did not have “major fluctuations in the level of general 
economic activity” but “instead, fluctuations in the growth rates of activity were experienced”.  
Thus, for each data series, its trend is eliminated and deviations from trend are then obtained to 
get the growth cycle.  Peaks and troughs are then marked based on the growth cycle. 
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3. Reference series 
 
To analyse the business cycle of an economy, it is important to first establish the reference 
cycle.  The series that represents this cycle is called the reference series.  The leading indicator 
that is constructed will be based on this reference series, i.e. it is designed to lead the reference 
cycle.  The ECB (2001b, p. 39) states that there is “no general agreement … with respect to 
which series should be chosen as representative of the business cycle”.  In the official DOSM 
publication, the coincident indicator is the reference series.  The reference series can also be 
represented by other measures of economic activity, for example the index of industrial 
production (IIP) or real gross domestic product (GDP).  However, in many developing countries 
real GDP data are not available in higher frequencies other than yearly.  Even if quarterly data 
are available, this is not as useful as monthly data.  On the other hand, many countries have IIP 
data in monthly frequency.  Hence, the OECD uses it as the reference series.
5 
 
Mongardini and Saadi-Sedik (2003) note that it is ideal to use real GDP as the reference series.  
However, in their study of Jordan, the GDP data series are available only in quarterly frequency 
and after a significant time lag.  This is likely to be the case with many developing countries.  
Hence, the authors had to use the monthly IIP as the reference series.  The authors note that 
while industrial production is a good “single” coincident indicator, it is preferable to have a 
composite index to represent economic activity.  A good composite coincident indicator should 
reflect “a broader spectrum of the economy”, such as the “real” sector, monetary developments, 
fiscal indicators, and the external sector (Mongardini and Saadi-Sedik 2003, p. 12).
6 
 
Given the conceptual closeness of the three series (CI, IIP and GDP), they are often compared.  
For example, the OECD (2002) compares turning points of the reference series with quarterly 
GDP to ensure consistency.  The turning points for both GDP and IIP are also compared, with 
the conclusion being that industrial production is a good proxy for the total economy in terms of 
cyclical analysis.  The ECB (2001b) compares the cyclical pattern of industrial production and 
GDP using year-on-year growth rates.  It also notes that the business cycle is “a theoretical 
concept, with no commonly agreed upon empirical identification method” (ECB 2001b, p. 40). 
 
In Malaysia, GDP data are only available in quarterly frequency while the IIP is available in 
monthly frequency.  The coincident index is constructed at a monthly frequency and is used by 
DOSM as the reference series.  However, if quarterly data are used for analysis, real GDP can 
also be considered as the reference series.  Real GDP, being a ‘headline statistic’, has greater 
appeal than the CI. 
 
It is noted that, in the business cycle literature, cointegration is not of concern.  Those series 
used are assumed to be stationary and their cyclical properties are analysed.  Often, the cyclical 
series of the leading index (ratio-to-trend) is multiplied by the time trend of the coincident index 
(a process called ‘trend-restoration’) to enable direct comparison with the reference series in 
levels. 
 
We analyse if the said variables for Malaysia are cointegrated.  If they are, it means that there is 
a long-run relationship between the series.  It may be postulated that if two variables are 
cointegrated (and this is supported by theory), then the probability of similar cyclical 
determinants is likely to be higher.  If through time they cease to be cointegrated (that is, a 
long-run relationship no longer exists), the forces influencing cyclical developments may 
eventually become de-synchronised, even though they may be similar in the past.  In the 
author’s opinion, this is worth analysing although it is beyond the scope of the present paper.
7 
 
Given two variables and the possibility of a single cointegrating vector, we use the Engle-
Granger approach on real GDP and the CI, and on the IIP and the CI.  If the two variables which 
are I(1) (i.e. contains a unit root) are cointegrated, the residual series from the cointegrating 
regression (in levels) should be I(0).  This is tested using unit root tests like the augmented 
Dickey-Fuller and Phillips-Perron tests.
8  We find cointegration between the CI and IIP but not 
between the CI and real GDP.
9   5 
 
The similarity of the cyclical patterns of the series are compared using the correlations of their 
growth rates.  These are done using year-on-year and quarterly growth rates over the period 
1975:Q1-2007:Q4.  The cyclical patterns of the CI and GDP are most closely related (year-on-
year correlation of 0.82), while that of the CI and IIP show the lowest correlation (0.65).  The 
IIP and GDP show a slightly higher correlation (0.67).  We also compute cyclical components of 
the three series as deviations from trend (ala growth cycle approach) and their correlations are 
as follows: CI-GDP (0.79); CI-IIP (0.85); and IIP-GDP (0.76).  It is noted that the highest 
correlation is for CI-IIP. 
 
>> Insert Figure 1 here << 
 
We use the coincident indicator as the reference series in this paper when analysing monthly 
data.  However, when quarterly data are analysed, real GDP is also used as the reference series.  
Analysis using quarterly data is done when business and consumer confidence surveys are used.  
(Data sources are cited in the appendix.) 
 
4. Trend computation 
 
In the introduction, the difference between ‘classical cycles’ and ‘growth cycles’ is mentioned.  
Both types of cycles are adopted by various institutions and analysed in the literature.  The 
OECD indicators are based on the growth cycle approach (OECD 2001), which measures 
deviations of economic activity from the (estimated) long-term trend.  Hence, under growth 
cycles, a contractionary phase can mean a decline in the growth rate of the economy (a ‘growth 
recession’) rather than an absolute decline in output (as in classical cycles).  Mongardini and 
Saadi-Sedik (2003) note the difference between the definitions of business cycle used by the 
Conference Board and the OECD.  The former’s method is based on classical cycles and does not 
use trend adjustments while the latter’s approach estimates a long-term trend to separate the 
cyclical component.  Nilsson (2000, p. 25) mentions that the European Commission (EC) system 
does not estimate trend directly but deviation from trend is “implied by using month-to-month 
changes”. 
 
This paper analyses the growth cycle of the Malaysian economy.  The DOSM publication shows 
the data for the coincident and leading indicators in levels, with reference dates for peaks and 
troughs in the Malaysian growth cycle.  However, the cyclical components for the CI and LI are 
not available in the publication.  Hence, we need to construct the cycle.  The first step to do this 
is to estimate the trend of the CI.  The cyclical component (i.e. the growth cycle) is then derived 
as deviations from the trend. 
 
The trend computation method will affect the cyclical component that is derived from it.  We use 
the frequency or band-pass filter by Christiano-Fitzgerald (2003).
10  The band-pass filter is 
commonly employed to extract cycles, e.g. ECB (2001b) uses the Baxter-King filter.  The filter 
employs a two-sided moving average of the data in which cycles in a band are extracted.  In 
applying the filter, the range of durations to pass through are stipulated as 18 months for the 
lower bound and 96 months for the upper bound.
11  These are based on the literature on what is 
estimated to be the plausible minimum and maximum duration of a business cycle.  The ECB 
(2001b), referring to the band-pass approach, states the minimum duration as 18 months (6 
quarters) and the maximum as 96 months (32 quarters).  In OECD (2001), the minimum 
duration of a cycle is said to be 15 months, which is the same value mentioned in Nilsson 
(2000).  The parameters chosen in our filter are done after careful observation of the duration of 
the cycles using the DOSM reference dates.  To normalise the computed cyclical component, the 
values are expressed as amplitude, calculated as the percentage deviation of the original series 
from the trend.
12  The cyclical component for the leading index is also computed using the same 
band-pass filter with similar parameters.  The ECB (2001b) also determines the turning points of 
the LI in the same way as for the reference series. 
   6 
Not all studies agree on the significance of the trend estimation methodology on influencing the 
computation of the cyclical component.  The ECB (2001b, p. 40) states that “often, … the results 
of composite indicator analysis do not depend on the method chosen to determine the cycle in 
the reference series”.  To compare the effect, ECB (2002) computes deviations from trend (for 
GDP) using a band-pass approach (Baxter-King), unobserved components model and the 
Hodrick-Prescott (HP) filter.  The estimated cyclical components are very similar with correlations 
being in the range of 0.9-1.0.  The study finds that trend estimation method does not have a 
significant influence on conclusions regarding the characteristics of the Euro area business cycles 
in the 1990s. 
 
We perform a sensitivity analysis for the case of Malaysia when the trend is estimated using the 
Hodrick-Prescott filter.  The HP filter is a widely used smoothing method in economic research to 
obtain the long-term trend component of a time series.
13  The cyclical component of the two 
series are closely related, with a correlation coefficient of 0.93.
14 
 
>> Insert Figure 2 here << 
 
5. Chronology of Malaysia’s growth cycle 
 
Table 2 shows the chronology of the growth cycle as documented by DOSM (2008) and by the 
author, with peaks (P) and troughs (T) clearly marked.  The OECD (1997, p. 9) defines a peak as 
“when activity is furthest above its trend level”, and a trough as “when activity is furthest below 
its trend level”.  The durations of a phase (time span between a peak and a trough) and cycle 
(time span between two peaks or two troughs) are also indicated.  The DOSM monthly 
publication does not mention how the reference dates are determined.  However, Ahmad (2003, 
p. 3) states that chronologies of peaks and troughs are “determined by the computer 
programme”, adding that “the final chronology of the reference cycle is determined by the 
expertise group from [the] Department of Statistics, Malaysia”.
 15 
 
>> Insert Table 2 here << 
 
For the majority of the turning points, the dates from the two series match closely.  A difference 
of about one quarter in the date of a peak/trough with the DOSM dates is not of particular 
concern as it is difficult to say with any high degree of certainty that a turning point indeed 
occurs in an exact month.  We note that the larger differences with the official dates are the 
trough of 1982:01 (-10 months from DOSM date: 1982:11), peak of 1991:07 (-6 months from 
DOSM date: 1992:01), peak of 1997:07 (+6 months from DOSM date: 1997:01), and the trough 
of 2005:06 (+6 months from DOSM date: 2004:12).  For each of these turning points with 
different dates from those of DOSM, we look at quarterly real GDP growth around the turning 
point to see if there is any inconsistency.  For example, a peak (that occurs in a given quarter) is 
likely to be followed by successive declines in GDP growth over the next few quarters, while a 
trough is likely to be followed by successive increase in quarterly GDP growth.  There is no 
inconsistency for any of the four turning points concerned.  In particular, for the trough of 
1982:01 (largest difference of -10 months with the DOSM date), our turning point date appears 
more consistent as it is preceded by three consecutive sharp quarterly declines in GDP, and 
followed by three consecutive sharp accelerations in quarterly GDP.  The trough marked by 
DOSM (10 months later), on the other hand, is preceded by three consecutive quarters of 
increase in GDP and followed by two consecutive quarters of decline in GDP. 
 
>> Insert Figure 3 here << 
 
The period covered in DOSM (2008) is from 1981 to early 2008.  There are six troughs and five 
peaks marked over that period.  The average span for a phase (regardless of peak or trough) is 
27 months.  The average span for an expansion phase (uptrend) is 37 months while that for a 
recession phase (downtrend) is 17 months.  The average span for a cycle is 56 months.
16 
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Turning to the growth cycle computed by the author, for the same period as that covered by 
DOSM, the figures are very similar.  The average span for a phase is 29 months while that for a 
cycle is 58 months.
17  The average spans for expansion phase and recession phase are 40 
months and 17 months respectively.  For the entire period of 1972 to early 2008, a phase spans 
28 months on average while a cycle spans 59 months on average.
18  The average span of an 
expansion phase is 33 months while that for a recession phase is 24 months. 
 
It is observed that growth cycles (whether measured by P-to-P or T-to-T) are longer in the 
1980s and 1990s (mean of 77 months) while significantly shorter since the late 1990s (mean of 
41 months).  Within these two sub-periods mentioned, P-to-P cycles (85 months and 42 months 
in the two sub-periods respectively) are longer than T-to-T cycles (71 months and 40 months in 
the two reference periods respectively). 
 
Both DOSM reference dates and the author’s analysis show that expansion phases are 
significantly longer than recession phases.  From the expansion phase that culminated in the 
peak of 1984:09, all the expansion phases are followed by shorter recession phases.  In 
particular, we note the very long expansion phases from 1986:10-1991:07 (58 months), and 
from 1992:09-1997:07 (59 months).  These two expansion phases are followed by significantly 
shorter recession phases of 14 months and 16 months respectively.  The two periods of lengthy 
expansion phases correspond to noteworthy periods in Malaysian economic development.  The 
first period follows the recovery in the Malaysian economy after the mid-1980s recession, when a 
very deliberate economic restructuring programme is put in place to promote the private sector 
as the engine of growth (rather than depend on traditional public sector-led growth, which 
resulted in unsustainable deficits in the government budget as well as the current account of the 
balance of payments).  The shift to private sector-led growth is also boosted by the 
government’s policy of attracting foreign direct investment (FDI), especially in export-oriented 
manufacturing activities.  Real GDP growth averaged 9.4 percent per annum from 1988-91.  The 
second long expansion phase shows economic growth spurred by significant private sector 
investment.
19  This period is a sustained high growth period, with real GDP growth averaging 9.2 
percent per annum from 1992-97.  There are also concerns about overheating in the Malaysian 
economy.
20    
 
Hence, the growth cycle chronology from the author’s computations are largely consistent with 
the official dates of peaks and troughs marked by DOSM.  It appears that the growth cycle can 
be constructed at reasonable time-cost for further analysis.  This is important given the lack of 
details in the publication by DOSM. 
 
6. Turning point analysis 
 
The ECB (2001b) provides several pointers in detecting turning points.  Obviously, a turning 
point in the leading indicator needs to be detected in advance of the actual occurrence in the 
reference series.  It is also important to take note of any missing turning points (that is, not 
picked up by the LI).  Any extra turning points in the LI (false signals) should also be noted.  
 
Table 3 shows the timing record of the leading indicator in the Malaysian growth cycle.  The 
months of lead for each turning point is shown, together with other computed measures which 
will be discussed here. 
 
>> Insert Table 3 here << 
 
For peaks, the lead time varies from 1-10 months, with a mean of 4.9 months.  The median may 
be a better measure, especially with few turning points, as the mean is sensitive to extreme 
values and may not be a reliable indicator.
21  In this case, the median is five months, which is 
very close to the mean.  However, it is important to gauge the consistency of the lead from one 
turning point to another.  The mean deviation from the median is used to measure this.
22  It is 
2.9 months, which is high relative to the median. 
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For troughs, there are three turning points where the leading indicator fails to signal ahead of 
the reference series.  In fact, on one occasion (2005:06), the LI signals a trough only 13 months 
later.  Taking into account the misses by the LI, its average lead time is -0.3 months, while the 
median is 2 months.  The mean deviation from the median is 5.1 months, indicating the 
inconsistency of the lead.  It is also insightful to perform the analysis by omitting the three 
missed troughs.  On the occasions when the LI did signal a trough ahead of the reference series, 
the lead time varies from 2-6 months, with a mean of 3.8 months and a median of 3.5 months.  
The mean deviation from median is 1.3 months.  Though these figures may indicate the lead 
time to be rather consistent, it should be noted that there are only four observations. 
 
Taking into account all turning points (peaks and troughs), the average lead time is 2.3 months 
and the median is 3 months.  The high variability of the lead is shown in the mean deviation 
from median of 4.2 months.  When the three missed troughs are omitted, the mean becomes 
4.5 months and the median is 4 months.  The mean deviation from median is 2.3 months, 
indicating that the lead is still not very consistent. 
 
There are two false signals by the leading indicator occurring in 1977:07 for a trough, and in 
1980:05 for a peak.  False signals should not be dismissed altogether.  The Conference Board 
(2000, p. 20) says that false signals are sometimes insightful as they point to “imbalances in the 
economy that could result in a recession”.  Klein (in Conference Board 2000, p. 34) says that “all 
the signals that seemed false were not necessarily so”, instead some false signals anticipated 
“not only downturns in economic activity but slowdowns as well”.  He refers to “growth 
recessions” that are picked up by the leading indicator. 
 
In summary, the leading indicator performs better at detecting peaks (compared to troughs).  
There are no missed peaks but the lead time is very variable.  The performance in detecting 
troughs is unconvincing, with three missed turning points (out of a total of seven troughs).  
There are no discernible changes over time in the performance of the LI in detecting turning 
points. 
 
In another aspect of turning point analysis, the Conference Board (2000) evaluates how useful 
are ‘simple rules’ (or rules of thumb) in signalling turning points.  For example, three consecutive 
monthly declines (increases) in the leading index may be correlated with a decline (increase) in 
economic activity.  In a similar manner, the OECD (2001) uses the one-month percentage 
change in the LI and applies the 3-month rule of thumb - three consecutive months of decline 
(rise) signals a peak (trough) ahead in the reference series. 
 
Although simple rules of thumb may be appealing in terms of their simplicity, the Conference 
Board (2000, p. 20) cautions that “any one rule alone is not sufficient to interpret the data”.  
Instead, there is a need to analyse “all the business cycle indicators within the context of the 
domestic and global economic environment”.  By relying on rule-based, “naive reading” of the 
leading index, it will likely result in a prevalence of false signals. 
 
The 3-month rule above only looks at the duration of a change in the leading index.  It takes no 
account of the magnitude of the change as well as how widespread the change is among the 
constituent series of the LI.  To incorporate all these aspects, the Conference Board (2000) 
advocates the 3Ds principle: referring to the duration, depth, and diffusion of the LI.  The 
rationale behind the 3Ds guideline is that the longer the weakness, the deeper it gets, and the 
more widespread it becomes increases the likelihood of a recession (or downtrend of the growth 
cycle).  Hence, for example, it may be more reliable to detect for downward movements in the 
LI of 1-2 percent over six months (depth and duration), and declines in more than half of the 
constituent series (diffusion) as reasonable criteria for a (growth) recession warning.  According 
to the Conference Board, this is a more comprehensive rule that is based on historical analysis. 
 
We analyse the historical growth cycle of Malaysia with the objective of detecting common 
characteristics in the behaviour of the leading indicator when turning points in the coincident 
indicator are successfully detected.
23  This is done by examining the behaviour of the cyclical   9 
component of the LI in relation to the cyclical component of the CI.  (Both series are expressed 
as amplitude.)  We examine if the common characteristics of successful detection of turning 
points can suggest any rule of thumb that may be applied. 
 
We use the 3Ds principle as a guide.  However, the ‘diffusion’ criterion cannot be applied since 
DOSM does not publish the data.  In analysing ‘duration’ and ‘depth’, it is important to take heed 
of the caution by the Conference Board (2000, p. 17) - that the leading index does not rise or 
fall “in long continuous movements”.  During expansions, there may be “occasional months of 
decline” and recessions may “include months of increase”.  For this reason, we think that 
cumulative months of change (e.g. over six months) should be considered. 
 
The analysis is discussed separately for peaks and troughs.  Firstly, for peaks, it is noted that 
there is a continuous drop for at least six months in the leading indicator.  The LI drops by at 
least one percent in those six months.  The range of values are from (minus) 1-2.38%.  In 
1980:05, a peak is indicated by the LI but it turns out to be a false signal.  The LI declines by at 
least six consecutive months and drops by 1.47 percent in that period.  However, the CI did not 
show any peak.  In fact, the CI remains below trend for that period of time.
24 
 
For troughs, including the three missed ones (i.e. shows up on the LI after the CI), there is a 
continuous rise for at least six months in the leading indicator.  (This is similar to that for peaks.)  
In terms of magnitude, for all but one trough (change of 0.81%), the LI rises by at least around 
one percent in that six months.  (Again, this is similar to that for peaks.)  The range of values 
are from (positive) 0.81-3.85%.  There is one false signal in 1977:07, when the LI rises for at 
least six consecutive months (the cumulative change at that point is 0.73%, which is lower than 
the indicative 1% ‘benchmark’), which suggests a trough is reached.  However, the CI did not 
show a trough. 
 
Hence, we note that for both peaks and troughs, the characteristics of the leading indicator 
around turning points shown are similar - six consecutive months of change in one direction, 
with a cumulative change of about at least one percent.  This suggests that a rule of thumb can 
be formulated based on these characteristics.  Nevertheless, it should be remembered that there 
are three missed troughs.  It is also significant to note that the lead times in the LI for both 
peaks and troughs are seldom longer than six months, as shown earlier in the section.  Thus, the 
rule of thumb, even if consistent, may be redundant for these turning points.  For when the LI 
displays the sixth consecutive month of change, the turning point would have already occurred 
in the CI.  For this rule of thumb to be useful for predicting a turning point, the lead time of the 
LI has to be significantly longer.  Otherwise it serves mainly to confirm the turning point in the 
reference cycle. 
 
7. Analysis over entire business cycle  
 
In this section, we analyse how well the leading index tracks the reference series (this can be 
the coincident index or real GDP) over the entire business cycle and not just at the turning 
points.  This is done using cross correlation analysis and Granger causality tests. 
 
Layton (1986) notes the difference between just analysing turning points and the business cycle 
at all points.  He quotes Auerbach (1982) saying “it is desirable to examine the relationship 
between leading series and series representing the general business cycle at all points, not just 
turning points” (Layton 1986, p. 58).  Auerbach (1982) says that if the analysis is done only on 
turning points (instead of the “behaviour throughout the cycle”), this implicitly suggests “that the 
‘model’ which underlies the economy undergoes a discrete change when turning points occur”.  
Thus the author did an analysis of how the leading index tracks the growth cycle throughout the 
cycle and not just at turning points.  He uses causality analysis to determine if the LI Granger-
causes the growth cycle.  Layton (1986) concludes that analysing the predictive power of the LI 
in forecasting the growth cycle (reference series) at all points and not just the turning points is a 
more rigorous test. 
   10 
The ECB (2001b, p. 40) notes that, “in practice, in the context of composite indicators, actual 
year-on-year growth rates in the reference series rather than estimates of the business cycle 
derived from statistical or econometric methods are most often used for making inferences about 
recent cyclical developments”.  Using year-on-year or half-yearly growth rates also has the 
advantage of significantly lower computing time (as compared with using de-trending methods 
to isolate the cyclical component).  ECB (2001b) notes that although quarter-on-quarter growth 
rates may be more timely in signalling cyclical changes, they are volatile.  Hence, some measure 
of annualised growth rate that is less volatile is desirable.
25  The ECB (2001b) also notes that 
technical methods to estimate the cyclical component are less reliable at the end of the sample 
period.
26  Often, this necessitates data after that date to be forecasted (and dropped after the 
trend is computed).
27  This subjects the values at the end of the series to revision as new 
information is available.  For practical purposes, this is not ideal.  For this reason, the ECB 
(2001b) advocates de-trending methods to be used mainly for historical study. 
 
>> Insert Figure 4 here << 
 
The ECB (2001b) uses two methods to evaluate how well the leading indicator reflects the 
cyclical pattern of the reference series: (a) maximum correlations over the entire sample; (b) 
Granger-causality tests.
28  The magnitude of the correlation coefficient indicates the closeness of 
the cyclical pattern of the LI to the CI (or another reference series).  In computing maximum 
correlations, the LI is lagged by months or quarters to maximise the correlation coefficient.  
Rolling correlations (5-year rolling period) are used to analyse the stability of the relationship.  
Granger-causality tests are also used to analyse if past values of the LI add predictive ability or 
information content to past values of the reference series itself in explaining variations in the 
current value of the reference series. 
 
Various other studies perform similar analysis using monthly and quarterly data.  Hill (2001) uses 
5-year rolling correlations of growth rates between the LI and CI (or GDP).  Arnaud (2000) 
analyses cross correlation of the LI and reference series, using lag-6 in the model.  The OECD 




In this section, we conduct cross correlation analysis.  A high cross correlation means that the 
leading indicator closely leads the cyclical pattern of the reference series (and not just at the 
turning points).  The OECD (2006, p. 6) says it is useful to examine the “general fit” of the LI in 
relation to the reference series over the entire cycle.  We evaluate the cross correlations of the 
following pairs of variables:
29 
a)  Cyclical component of leading indicator (LIAM) and cyclical component of coincident indicator 
(CIAM).  (The amplitude of the fluctuations is used, calculated as the percentage deviation 
of the original series in levels from the trend.) 
b)  Six-month annualised change in the LI (D6LI) and CI (D6CI) 
c)  Twelve-month change in the LI (D12LI) and CI (D12CI) 
 
Adopting a rolling timeframe enables us to discern any change over time in the performance of 
the leading indicator.  The analysis is done using a 120-month rolling period starting from 
1973:01-1982:12, consecutively adding six months to the end of the sample and deleting six 
months from the start of the sample.  Thus the last sample period will be 1997:07-2007:06.
30  
The results are depicted in Figures 5, 6 and 7. 
 
>> Insert Figures 5, 6 and 7 here << 
 
For each period analysed, the lag with the highest correlation is noted (‘best lag’ and ‘maximum 
correlation’ in the figures).  We also note the ‘next best lag’, which is the lag with the next 
highest correlation coefficient, subject to it being not more than 0.02 lower compared with the 
‘best lag’ and is longer than the ‘best lag’ length.  Lastly, the coefficient for lag-6 is noted.  Since 
leading indicators are to provide early warning for changes in the state of the economy, a   11 
reasonable lead time for policy response may be six months.  Thus, it is useful to analyse how 
well the LI tracks the reference series six months ahead.
31 
 
For the LIAM-CIAM pair, the ‘best’ and ‘next best’ lags have shortened over time, with a clear 
shift occurring around start dates in the late 1980s.
32  Prior to that the ‘best’ and ‘next best’ lags 
are mostly lags five and six, with the exception of the early periods (start dates in first half of the 
1970s) when the lags are much shorter, from a range of one to four.  In the later periods, ‘best’ 
and ‘next best’ lags are in the majority lags three to four.  It is noted that the maximum 
correlations for start dates in the early 1980s and from the 1990s onwards are high, at about 
0.90.  In particular, the maximum correlations are consistently high for start dates from 1990 
onwards.  The two periods where there is a noticeable dip in the correlations are start dates in 
the mid-1970s and around the period 1987-89.  For this latter period, the end corresponds with 
the East Asian currency crisis of 1997-98.  It is observed that the lag-6 correlations are close to 
that of the ‘best lag’ (in some periods, it is the ‘best lag’) until start dates in the late 1980s.  
Thereafter, it is lower than the maximum correlations, although for many periods it is quite high 
at a range of about 0.77-0.85.  (On average, about 0.10 lower than ‘best lag’ correlations.)  
Hence, while the correlation between LIAM and CIAM improved over time, the ‘best lag’ lead 
time has shortened.  However, this is somewhat compensated by the strength of the lag-6 
correlation. 
 
Analysing the two other pairs, D6LI-D6CI and D12LI-D12CI, we observe two similar trends.  
Firstly, for start dates from the late 1980s onwards the ‘best’ and ‘next best’ lags are generally 
shorter (mostly lags 3-4) and more stable.  The size of the maximum coefficients is also 
relatively more stable and higher (about 0.75-0.85) compared with the period prior to that.  The 
same can be said for the correlations for lag-6 although these are lower than the maximum 
correlations (on average by about 0.10-0.13).  Secondly, for start dates prior to the late 1980s, 
the length of the ‘best’ and ‘next best’ lags are mostly positively related to the strength of the 
correlations.  That is, shorter (longer) lags are associated with lower (higher) correlations.  For 
periods exhibiting short lag lengths for ‘best’ and ‘next best’ lags, this is less desirable from the 
viewpoint of policymakers as the shorter ‘advance notice’ from the leading indicator is not 
compensated by a higher correlation.  In other words, the ‘short notice’ is compounded by lower 
predictability of the reference cycle.  In the later periods of the rolling timeframe analysis (with 
start dates from late 1980s onwards) the reverse is observed - although the ‘best’ and ‘next best’ 
lags are shorter, they have noticeably higher correlations.  However, it is doubtful how useful is 
a lead time of 3-4 months for policy response.  In this regard, we observe that correlations for 
lag-6 are lower than that for ‘best lags’ and their values are considered fair, at a range of 0.60-
0.70 for D6LI-D6CI and 0.60-0.77 for D12LI-D12CI. 
 
Overall, we note that in the later periods (start dates from late 1980s onwards), while lead times 
are shorter, correlations are stronger.  Lag-6 correlations, which will give longer lead times, are 




When we analyse how well the leading index tracks the reference series, we are also interested 
to know the predictive value of LI for the reference cycle (either the coincident indicator or real 
GDP).  Specifically, Granger-causality tests are done to see if past lags of the LI add predictive 
power to past lags of the reference series itself.  We also analyse if causality is unidirectional 
(i.e. from CI to LI only, or LI to CI only) or bidirectional. 
 
We first use monthly data for the Granger causality tests on the same three pairs of variables as 
before: 
a)  Cyclical component of the leading indicator (LIAM) and cyclical component of the coincident 
indicator (CIAM) 
b)  Six-month annualised change in the LI (D6LI) and CI (D6CI) 
c)  Twelve-month change in the LI (D12LI) and CI (D12CI) 
   12 
Prior to the Granger-causality tests, unit root tests confirm all the variables to be stationary.
33  
For all three pairs, Granger-causality tests are done starting with 18 lags and reducing by one 
lag at a time, down to a single lag.  The results are reported in Table 4, which reports the 
statistical significance of the F-statistics in rejecting the null hypothesis of non-causality.  The full 
period of analysis is 1973:01-2007:06.  Tests are also done over the sub-sample period of 
1989:01-2007:06.  This period is where the (rolling time period) correlation analyses show a 
much more stable and higher correlation for all the pairs of variables analysed. 
 
>> Insert Table 4 here << 
 
LIAM-CIAM 
-  Over the full sample period, for all but one of the models, causality runs in both directions.  
(The level of statistical significance is at one percent in all cases.)  The only exception is the 
model with two lags, where causality is unidirectional from the LI to CI.  Hence, the LI adds 
predictive value to lags of the CI itself.  However, past lags of the CI also have predictive 
value for the LI. 
-  Over the shorter sample period, all but four models show bidirectional causality.  The 




-  The empirical evidence varies depending on the lag length.  For models with 14 lags 
upwards, causality mainly runs from the LI to the CI.  The only exception is the model with 
16 lags which shows bidirectional causality.  The models with 13 lags and downwards show 
causality being bidirectional.  The only exception is the model with two lags which shows 
causality from LI to CI only.  Hence, the empirical evidence shows that the LI has predictive 
value for the CI.  However, the CI also has information content for the LI in the majority of 
the models. 
-  Results in the sub-sample are also varied.  Models using 4-7 lags, and 14-18 lags show 
causality in both directions.
34  The models using 1-3 lags, and 8-13 lags show unidirectional 




-  For the full sample period, the results largely indicate causality in both directions.  The 
exceptions are the models with 1-2 lags, and those with 10-11 lags, where causality is only 
from the LI to the CI. 
-  Over the sub-sample period, the models with 1-6 lags, and those with 16-18 lags show 
causality in both directions.
36  Models with 7-15 lags show unidirectional causality from LI to 
CI. 
 
Overall the results show that causality is mostly bidirectional.  Over the full sample period, 81.5 
percent of the models show bidirectional causality (57.4% for the sub-sample period).  
Unidirectional causation from the leading index to the coincident index is established in 18.5 
percent of the models over the full sample.  For the sub-sample period, the percentage of 
models showing this is even higher, at 40.7 percent.  It is noteworthy that, of the 108 models 
tested over both the full sample and the sub-sample periods, in all but one case, causality from 
the LI to the CI is established.  Hence, the Granger-causality tests provide very strong empirical 
evidence that the LI has predictive or information content for the CI. 
 
8. Role of consumer and business confidence surveys 
 
The use of consumer and business confidence surveys in leading or coincident economic 
indicators is also an important area of research.  The OECD (2002) advocates the inclusion of 
business and consumer survey results in the constituent series of the composite economic 
indicators to expand coverage.  Nilsson (2000) evaluates the use and construction of business   13 
and consumer confidence indicators (or ‘business tendency surveys’, as conducted by the 
European Commission), as early warning signals for growth cycles in four European Union (EU) 
countries (United Kingdom, France, Germany and Italy) as well as for the EU as a whole.  The 
analysis is done for both turning points and over the entire cycle, and the results are compared 
with the performance of the composite leading indicators constructed by the OECD.  Nilsson 
(2000) cautions that it is important for constituent series not to be revised significantly in later 
periods since they are used to analyse the present economic condition and for forecasting.  In 
this aspect, the use of business (or consumer) sentiments survey has the advantage of rarely 
being subjected to revisions. 
 
The Malaysian Institute of Economic Research (MIER), an independent think-tank, conducts 
quarterly surveys on consumer and business confidence, which are published as the Business 
Conditions Index (BCI) and Consumer Sentiments Index (CSI).
37  These two indices are used in 
Granger causality tests to analyse if business and consumer sentiments have any predictive or 
information content for the reference cycle.  The period of analysis is 1988:Q1-2007:Q4, as 
dictated by the availability of the BCI and CSI data.  The growth rates of the leading and 
coincident indices are converted from monthly to quarterly frequency by averaging them for a 
given quarter.  Since quarterly data are used, the reference series can also be represented by 
real GDP, in addition to the CI.  Growth in quarterly real GDP (DRGDP) is computed as year-on-
year growth after seasonal-adjustment.  Prior to the Granger-causality tests, the BCI, CSI and 
DRGDP variables are subjected to unit root tests and found to be stationary.
38  The results are 
presented in Table 5. 
 
>> Insert Table 5 here << 
 
We first analyse the information content of business conditions for the reference series. 
-  When D6CI is used as the reference series, the models with two, three and five lags show 
causality only running from D6CI to BCI.  Bidirectional causality is shown by the models 
using four lags and 6-8 lags.  Only the model using a single lag shows unidirectional 
causality from BCI to D6CI. 
-  Using D12CI as the reference series, models with two, three and five lags show causality 
only running from D12CI to BCI.  Causality in either direction failed to be established by the 
models with six and eight lags (in the case of the model with six lags, the null hypothesis of 
non-causality from BCI to D12CI is only marginally accepted at the 10-percent level).  
Bidirectional causality is established for the models with one lag and four lags, while 
unidirectional causality from BCI to D12CI is shown by the model with seven lags. 
-  When DRGDP is used, in models with one lag and 6-8 lags, unidirectional causality from BCI 
to DRGDP is established.  In models with 3-5 lags, bidirectional causality is shown. 
 
In conclusion, the empirical evidence on whether the BCI has information content for the 
reference series depends on the representation of the reference cycle.  When the coincident 
index is used, causality from the BCI to the CI (either as unidirectional or bidirectional case) is 
established in half of the 16 models.  However, using real GDP as the reference series, causality 
from the BCI to DRGDP can be established (either as unidirectional or bidirectional case) in all 
eight models. 
 
The information content of consumer sentiments for the reference series is also analysed using 
Granger causality tests. 
-  When D6CI is used as the reference series, for the models with 3-7 lags, unidirectional 
causality from CSI to D6CI is established, while bidirectional causality is shown using a two-
lag model.  For the model with a single lag, causality runs only from D6CI to CSI while the 
model with eight lags fails to establish causality in either direction. 
-  A very similar trend emerges when D12CI is the reference series.  For models with 3-7 lags, 
causality is unidirectional from CSI to D12CI.  When two lags are used, bidirectional causality 
is shown while models using one lag and eight lags fail to establish any causality.   14 
-  Finally, when DRGDP represents the reference series, the models with 3-8 lags establish 
causality running only from CSI to DRGDP.  Bidirectional causality is shown by the model 
with two lags while causality runs only from DRGDP to CSI in the model with a single lag. 
 
Hence, there is strong empirical evidence that the CSI has information content for the reference 
cycle in Malaysia.  The results are robust to the different measures of growth of the reference 
series. 
 
The Granger-causality analysis above is for a bivariate case involving the reference series with 
either the BCI or CSI.  It would be of interest to see if consumer sentiments or business 
conditions have information content or predictive value for the reference series in the presence 
of the leading indicator.  This is done by testing for zero restrictions imposed on the coefficients 
of the lags of the variable of interest (CSI or BCI) when lags of the LI are also used as 
explanatory variables.  The results are summarised in Table 6.  To test for robustness to 
different lag length used, eight models are tested in each case, from one lag up to eight lags.  
(The figures show the level of statistical significance based on the F-test where the null 
hypothesis of zero restrictions for all lags of the relevant variable can be rejected.) 
 
>> Insert Table 6 here << 
 
The ‘base case’ models used for comparison are when lags of LI are added to lags of CI (or 
RGDP) to determine if they have additional predictive value.
39  The results are summarised here: 
-  Using D6CI as the reference series, all eight models show LI having additional information 
content. 
-  When D12CI represents the reference series; only the model with eight lags fails to show the 
LI having additional predictive value. 
-  With DRGDP growth representing the reference series, regardless of which of the two 
measures of growth used for the LI (D6LI or D12LI), there is strong empirical evidence that 
the LI adds predictive value to lags of DRGDP itself.  In each case, only one of the eight 
models fails to reject the null hypothesis.
40 
 
Thus, a strong conclusion can be made that lags of the leading index add predictive value to lags 
of the reference series itself.  The empirical evidence appears generally robust to the growth 
measure of the reference series as well as lag length. 
 
Against the ‘base case’ models above, we first analyse the case where lags of the BCI are added 
as explanatory variables (in addition to lags of the leading indicator).
41  The results are 
summarised here: 
-  When D6CI represents the reference series, the BCI does not add predictive ability to any of 
the eight models.  In five of the eight models, the LI retains its significance in the presence 
of the BCI.
42 
-  Using D12CI as the dependent variable, the BCI has additional information content only in 
the model using one lag (with the LI retaining its significance).  In three of the other six 
models where the LI has additional predictive value in the bivariate case, it retains its 
significance in the presence of the BCI.
43 
-  When DRGDP is used to represent the reference series, regardless of which measure is used 
to represent the LI (D6LI or D12LI), the BCI has additional information content in all the 
models.  On the other hand, in the presence of the BCI, the LI retains its significance in only 
a few of the models (3 of 16). 
 
To summarise, the empirical evidence shows that the BCI has no additional predictive value for 
the coincident index in the presence of the leading index.  There is only one exception among 
the 16 models tested.  On the other hand, when real GDP is used as reference series, in all 16 
models analysed the BCI has additional predictive value in the presence of the LI.  Thus the   15 
evidence in support of the BCI is dependent on whether the CI or real GDP is used to represent 
the reference cycle. 
 
We next analyse if adding the CSI to the model provides additional predictive value. 
-  Using D6CI as the reference series, in only one of the eight models (3 lags) does the CSI 
have additional information content.  In six of the eight models, the LI becomes insignificant 
in the presence of the CSI. 
-  When D12CI is the reference series, the CSI adds predictive value in three of the eight 
models (2-4 lags).  The LI remains significant in only one of these models (2 lags).  In five of 
the seven models where LI is significant in the bivariate case, adding the CSI to the model 
results in it becoming insignificant. 
-  When DRGDP is the reference series, the empirical evidence strongly supports the inclusion 
of the CSI, regardless of which growth measure is used for LI (D6LI or D12LI).  The CSI 
adds predictive value in 14 of the 16 models analysed.  Among these 14 models, in only two 
cases (both using 2 lags) the LI retains its significance in the presence of the CSI. 
 
In summary, there is limited empirical evidence that the CSI adds predictive value to (lags of) 
the leading index and coincident index.  Only in four of the 16 models is evidence found in 
support of the CSI.  However, the evidence for including the CSI is very strong when real GDP is 
used to represent the reference series.  It is also robust to the number of lags used and different 
growth measures of the leading indicator. 
 
9. Forecasting ability 
 
One potential use of the leading indicator is for forecasting the reference series or coincident 
indicator.  The OECD (2001) points out that the LI can be used as a tool for short-term forecasts 
of changes in the direction of the economy (6-12 months ahead).  The ECB (2001b) uses the LI 
to forecast economic growth, represented by GDP and IIP, in the short term (1-2 months or 
quarters ahead).
44  To analyse how the forecasting model performs over time, recursive 
estimation can be done by either using a rolling sample period or by sequentially adding to the 
end of the sample.  A series of ‘out-of-sample’ forecasts can then be made.  This will mimic ‘real-
time’ forecasts. 
 
McGuckin et al. (in Conference Board 2000) suggest choosing models to mimic different rules of 
thumb that analysts use for the leading indicator to predict economic activity.  Parameters like 
lags of the LI (e.g. 1, 3, and 6 months) and unit period (e.g. 1, 3, 6, 12 month growth) can be 
changed to configure several models for comparison.  Hill (2001) uses the LI to predict turning 
points and growth in industrial production and real GDP (1-2 quarters ahead).  “Best-fit lead” 
models are picked out from the analysis. 
 
Using monthly data, we analyse if an ‘indicator’ model, using lags of the leading indicator in 
addition to own lags of the coincident indicator, produces better out-of-sample forecasts 
compared with a ‘naive’ model that uses only lags of the CI.  The ‘naive’ model is represented by 
an ARMA (autoregressive, moving average) model.
45  Comparison of forecasts by the two models 
is made using a criterion like the root-mean-square-error (RMSE). 
 
‘Indicator’ and ARMA models are constructed for various measures of growth in the reference 
series - CIAM, D6CI and D12CI (all as defined earlier).  The estimation of the indicator models 
over the period 1973:01-2007:06 follows a ‘general-to-specific’ approach.  A generous lag 
structure is first used, which is then reduced to a parsimonious model by omitting statistically 
insignificant lags.
46  The final model is then subjected to diagnostic tests for stability.
47  The 
evidence strongly indicates that the models are stable over time.
48 
 
The ARMA models are estimated in the usual ARIMA/ARMA fashion (all series being stationary), 
with autoregressive and moving-average terms fitted by analysing the correlogram of the series   16 
(autocorrelation and partial correlation), and ensuring that the error terms of the model are 
white-noise. 
 
Table 7 summarises the results for two forecast horizons - six months and 12 months over the 
period 2001:01-2007:06.  All forecasts are dynamic.  When additional data points are included 
(six months at a time) in the sample, the models are re-estimated and the dynamic forecasts are 
done using the updated model. 
 
>> Insert Table 7 here << 
 
When CIAM is the dependent variable, for the 6-month forecast, in only three of the 13 forecast 
periods does the indicator model outperform the ARMA model (i.e. the RMSE is reduced).  For 
the 12-month forecast, the indicator model performs marginally better.  In seven of the 12 
forecast periods, it shows a lower RMSE compared with the ARMA model. 
 
Using D6CI to represent the reference series, in the 6-month forecast, the indicator model shows 
a lower RMSE in six of the 13 forecast periods compared with the ARMA model.  For the 12-
month forecast, this is so in five of the 12 forecast periods. 
 
Lastly, when D12CI is the dependent variable, the indicator model shows superior 6-month 
forecast in six of the 13 forecast periods compared with the ARMA model.  For the 12-month 
forecast, it has lower RMSE values in seven of the 12 periods. 
 
Overall, there is no strong evidence in support of the indicator models showing better forecasting 
ability than the ARMA models.  For both forecast horizons of six months and 12 months, at best, 
the indicator models outperform the ARMA models only about half the time.  In view of the lower 
computational-cost advantage of the ARMA models, there is no strong basis for recommending 
indicator models to be preferred for the forecasting function. 
 
10. Related issues on Malaysia’s cyclical indicators 
 
Mongardini and Saadi-Sedik (2003, p. 5) note that coincident and leading indicators are usually 
constructed for advanced economies while limited work has been attempted for emerging 
markets.
49  An important reason cited is the constraint posed by the lack of availability of good 
quality and high frequency data.  Although leading and coincident indicators are useful for 
developing countries, there are some issues pertaining to their construction and use that merit 
attention and caution.  Among these are the following: 
1.  Presentation aspects or documentation (user perspective and transparency) 
2.  Timeliness of release 
3.  Frequency of data revision 
4.  Data quality and availability (dependability and coverage) 
5.  Implications of changing economic structure (updating of the indicators) 
6.  User feedback and involvement 
 
Here we highlight some issues in the construction of the economic indicators by the statistical 
authority, DOSM, and also in its information dissemination.  The benchmark for comparison is 
drawn from established institutions in the area of business cycle research like the Conference 
Board and the OECD. 
 
One important issue is the completeness in the documentation or reporting by DOSM from a 
user’s perspective.
50  In the DOSM monthly publication, it is not explicitly mentioned if the 
growth cycle or classical cycle is used although there are notes explaining the two concepts.
51  
However, some parts of the write-up indicate that the growth cycle concept is used.  This is 
affirmed by Ahmad (2003).  It is also not mentioned by DOSM how the trend and cyclical 
components of the indices are estimated.  Neither are the data on these components published. 
   17 
There are other related deficiencies in the DOSM publication.  The diffusion index is not 
published (assuming it is computed) so there is no way of knowing how widespread is the 
change in direction of any of the three cyclical indicators (lead, coincident and lag).  Analysing 
diffusion indices is important.  The OECD (2001, p. 9) advocates that it is “worth examining the 
percentage of components signalling a turning point” and also the “strength of the signals given 
by individual components series”.  The DOSM also does not provide comprehensive data on the 
constituent series of the three cyclical indicators.
52 
 
The above are some aspects of what we find to be inadequate documentation for the user in the 
DOSM monthly publication.  As a comparison, the OECD makes available the original form of the 
coincident indicator (i.e. in level), its computed trend component, and the ratio-to-trend series 
(obtained through dividing the original series by the trend; hence, this produces the cyclical 
component).  For the leading indicator, the OECD makes available the ratio-to-trend series, the 
amplitude-adjusted series (so that its cyclical amplitude on average is comparable to that of the 
de-trended reference series), and the trend-restored series (obtained through multiplying the 
amplitude-adjusted series of the LI with the trend of the reference series, thus making the LI 
directly comparable with the reference series in level). 
 
One can see from the amount of information made available to users by the OECD that it is the 
benchmark for the statistical authority of countries to emulate.  They also take a very proactive 
approach to improve the indicators and encourage its use.
53  Arnaud (2000, p. 12) discusses the 
efforts by the OECD to “improve the information available on component series”, “to expand the 
audience of users”, and “to ensure that [leading indicators] are used optimally”.  These 
measures include “better presentation of the information” in a “concise as well as pedagogical 
way” (Arnaud 2000, p. 15).  The aim is to expand the user base of the leading indicators, 
including non-specialists as well.  The author also discusses the need to “monitor users’ 
requirements” and continuing to “encourage feedback from users”. 
 
The issue of timeliness of release also needs to be considered.  Hill (2001, p. 2) surveys a 
number of leading indicators for the Euro area and notes the impressive timeliness of release, 
which ranges from “the end of the month in question” to “the beginning of the second month 
following” (the latter in the case of the OECD leading indicator).  As for DOSM, although it strives 
to be timely, there is no schedule of release that the department has to comply with.  A check at 
the DOSM website reveals a schedule of release dates for various monthly data but not the 
business cycle indicators.  Having advance release dates will no doubt benefit users. 
 
For a fast-growing developing country, it is also imperative to take into account the changing 
economic structure.  Arnaud (2000, p. 15) refers to the “transformation in national economies” 
and hence the need to revise indicators periodically, with a cycle of three years suggested.  The 
author also recommends analysing the old list of component series together with the new 
(revised) list as this will give analysts useful information on how the economy is transforming.  
The OECD (2002) notes the increasing share of the services sector in national economies and, 
hence, it is important to incorporate it in composite economic indicators.  In OECD (2001), it is 
cautioned that structural changes in an economy can compromise the ability of the leading 
indicator to correctly signal turning points. 
 
In the Malaysian case, it has been noted earlier in this paper that the composition of the 
constituent series of the coincident indicator is very skewed towards manufacturing activities.  
With the services sector already being the largest sector in the economy, this is potentially a 
pitfall in the performance of the indicator.
54  Even if at present, this does not pose serious 
problems for the cyclical indicators, it cannot be assumed that it will continue to be so in the 
future.  This is especially so given the changing comparative advantage of the Malaysian 
economy, with low wage manufacturing activities losing their competitiveness to labour 
abundant countries like China.  The services sector, which traditionally may have been driven by 
manufacturing activities to a significant extent, will continue to evolve.  There will be new 
emerging services sectors that are not so closely linked to manufacturing output.  This trend is 
likely given the push towards the “New Economy” with the emphasis on IT, financial services,   18 
and knowledge industries.  These developments will pose problems for DOSM in tracking the 
economy if reliable services sector data are not available.  The authorities should start collating 





In this paper, we have shown that a consistent growth cycle chronology of the Malaysian 
economy can be constructed at relatively low time-cost.  This is important for users who want to 
analyse the historical development of growth cycles in Malaysia, given that very limited 
information on the cyclical components of the leading and coincident indices is made available in 
the official publication. 
 
Our analysis shows that the turning point detection by the leading index is not impressive with 
very variable lead times.  Detection of troughs, in particular, is not reliable with three missed 
turning points.  This conclusion is based on the cyclical components of the LI and CI constructed 
by the author.  Unless the DOSM reveals more details in its publication, it is not possible to 
analyse the capability of its cyclical indicators in predicting turning points.  Given that as the 
raison d’être of leading indicators, it is a serious omission in the reporting by the authorities. 
 
Analysis over the entire business cycle using cross correlations reveals that ‘best lag’ lead times 
have shortened over time although the strength of the correlation has increased.  A shorter lead 
time diminishes the primary function of the leading indicator, that is, to sound early warning 
signals of change in the direction of the economy.  However, the lag-6 correlations may be used 
as a ‘second-best’ option, given their fair to sufficiently high coefficients.  Granger-causality tests 
show very strong evidence that the LI has information content for the CI (although reverse 
causation also exists in many models).  The analyses show that users can compute growth 
measures of the LI (like those used in this article) that can be used to indicate the cyclical 
behaviour or profile of the reference series. 
 
The empirical evidence also shows that business and consumer confidence indices have 
predictive value for the reference cycle, especially when it is represented by real GDP.  However, 
in the presence of the leading indicator, the business conditions index has no additional 
information content for the coincident indicator.  But information on business confidence has 
additional predictive value when GDP is used as the reference cycle.  The same conclusion is 
reached with the consumer sentiments index.  Hence, for forecasting GDP, it is better for 
analysts to consider using measures such as the BCI and CSI rather than the LI (in addition to 
past lags of GDP itself).  For dynamic forecasting, our analysis shows that there is limited 
support for the use of ‘indicator models’ to forecast the reference cycle compared with ARMA 
models, which are more time-cost efficient to estimate. 
 
In the last section, we have also highlighted several issues pertaining to the Malaysian cyclical 
indicators.  It is recommended that DOSM improves documentation with a view of providing 
comprehensive information for users.  In particular, the growth cycle components (deviations 
from trend) should be made available.  So too should diffusion indices.  Advance release dates 
are recommended.  All this will enhance transparency and facilitate better analysis by users, 
which will then promote wider use of the indicators. 
 
Possibly the most important recommendation is for DOSM to fully anticipate that a changing 
economic structure will have an impact on the composition of the constituent series of the 
cyclical indicators.  It is especially important to take into account the relative size of the 
manufacturing sector in the economy compared with the services sector.  In fact, the present 
composition of the constituent series of the coincident index is already very skewed towards 
manufacturing activities.  The composition of the services sector is also likely to continue to 
evolve with ‘knowledge industries’ anticipated to emerge.  This may result in a ‘decoupling’ of 
the manufacturing sector with the services sector.  Monitoring the relevance of the constituent 
series is therefore imperative.  A review of the indicators every few years is of paramount   19 
importance.  This should be done with invited feedback from users in order to continue 
improving the indicators. 
 
Finally, suggested future research directions include the relevance of cointegration analysis to 
business cycle research, especially the use of error-correction models in forecasting the 
reference cycle.  The potential role of survey data in improving the performance of the leading 
indicator is also another important research area.  Given the promising results using quarterly 
data, the authorities should consider the construction of monthly survey indices incorporating the 
services sector.  Information gleaned from surveys of services activities may also be an 




This article has dealt with issues in the construction, reporting and performance of business 
cycle indicators in Malaysia.  Many of these issues are likely to be also relevant to developing 
countries that either already have such indicators or are planning to develop them.  Learning 
from the Malaysian experience may help enhance the performance of these countries’ indicators 
and avoid potential pitfalls.   20 
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APPENDIX 
 
Data definitions and sources 
 
Abbreviation  Description  Source 
CI  Coincident indicator  Department of Statistics, Malaysia 
LI  Leading indicator  Department of Statistics, Malaysia 
RGDP  Real gross domestic product  Bank Negara Malaysia 
IIP  Index of industrial production  Department of Statistics, Malaysia 
BCI  Business Conditions Index  Malaysian Institute of Economic Research 
CSI  Consumer Sentiments Index  Malaysian Institute of Economic Research 
 
Author’s own calculation/estimation: 
 
CIAM: Cyclical component of coincident index (amplitude); expressed as percentage deviation 
from trend 
 
LIAM: Cyclical component of leading index (amplitude); expressed as percentage deviation from 
trend 
 
D6CI:  6-month annualised growth rate of the CI; computed by dividing the CI for a given month 
t by the 12-month moving average over the preceding 12 months.  As the interval between the 
mid-points of the present month t and the preceding months is 6.5 months, the ratio is raised to 
the (12/6.5) power to obtain the compound annual rate: 
∑
=
− × − × =
12
1
5 . 6 / 12 100 ] 1 ) / ) 12 [(( 6
i
i t t t CI CI CI D  
 
D6LI: 6-month annualised growth rate of the LI; computed as in the formula above (replacing CI 
with LI). 
 
D12CI: 12-month growth rate of the CI; computed by dividing the CI for a given month t by the 
12-month centered moving average in month t-12: 
100 ] 1 ) ' / [( 12 12 × − = − t t t CI CI CI D  
where  ' CI  is a 12-month centered moving average. 
 
D12LI: 12-month growth rate of the LI; computed as in the formula above (replacing CI with LI).   23 
 
                                                 
1 Refer to glossary at OECD website. The NBER also uses a similar definition (OECD 1997, p. 7). 
2 Refer also to OECD (1997), p. 9. 
3 Hereafter, the coincident indicator and leading indicator may be abbreviated to CI and LI 
respectively for concise presentation. 
4 Although they are often referred to as ‘composite economic indicators’, a more appropriate 
term would be ‘composite cyclical indicators’. 
5 The OECD (1997, p. 11) notes that the “cyclical profiles of industrial production and GDP” are 
“closely related”. 
6 Contrast this with Malaysia’s coincident index with its heavy emphasis on the manufacturing 
sector. 
7 For example, one may analyse in the context of cointegration, the forecasting capability of an 
error-correction model (ECM) specification of the leading index, in which the long-run equilibrium 
is taken into account together with short-run dynamics. 
8 See Engle and Granger (1987) for details on this approach to cointegration. 
9 Results are not presented here but available upon request. The series GDP, IIP and CI are 
tested to be I(1) prior to running the cointegrating regression. 
10 Done using the programme EViews 6. 
11 The lower bound is set to eliminate irregular and seasonal components while any variations 
that exceed the upper bound will be attributed to changes in the long-term trend. 
12 Arnaud (2000) uses this measure as well. 
13 See Hodrick and Prescott (1997) for details. 
14 To remove excessive volatility in the cyclical series, a 3-month centered moving average 
process is applied. The correlation coefficient for the non-smoothed series is 0.89. 
15 No details are given on the methodology used in the computer programme. 
16 This includes peak-to-peak (P-to-P) and trough-to-trough (T-to-T) cycles; the average span for 
each is 59 months and 54 months respectively. 
17 P-to-P cycles average 68 months and T-to-T cycles average 57 months. 
18 P-to-P cycles average 61 months and T-to-T cycles average 57 months. 
19 Private expenditure/GDP increased from 61.5% in 1987 to a peak of 84.4% in 1995; private 
investment/GDP rose from 13.2% in 1986 to 36.3% in 1997. 
20 Bank Negara Malaysia, the country’s central bank, says in its 1992 Annual Report (p. 31) that 
the monetary policy stance is “to unwind further inflationary pressures in the face of continued 
strong economic activity and the prevalence of excess demand”. 
21 See ECB (2001b), p. 46. 
22 For similar use of these measures, refer to Arnaud (2000), p. 13; Conference Board (2000), p. 
14; and OECD (2002), pp. 6-7. 
23 The Conference Board analyses the 3Ds principle using classical cycles. 
24 A peak can only occur at above the trend line. 
25 Such as the two measures used in this paper. 
26 This applies to the start of the sample period as well but analysts are most interested in the 
latest period. 
27 Orphanides and van Norden (1999) discuss the ‘end-point’ problem of using the HP filter. 
28 Year-on-year growth rates are used. 
29 The definitions of these measures are given in the appendix. The six-month annualised growth 
rate and 12-month growth rate are also used by DOSM and OECD. They are constructed to 
reduce volatility. 
30 Computed using EViews 6; for details, refer to EViews User’s Guide I (2007), Chapter 12, pp. 
411-2. Only the correlations that are within the two standard error bounds computed are taken 
into consideration. 
31 Of course, lag-6 itself can be the ‘best’ or ‘next best’ lag. 
32 Dates here refer to the starting date of the 10-year rolling timeframe; e.g. late 1980s means 
the starting date is around 1988/89, and ending around 1998/99. 
33 The augmented Dickey-Fuller test and the Phillips-Perron test are used in unit root tests. 
Results are not presented here but available upon request.   24 
                                                                                                                                                 
34 The exception being the model with 15 lags, where the null hypothesis of non-causality from 
CI to LI cannot be rejected very marginally at 10 percent level. 
35 The exception being the model with 11 lags where the null hypothesis of non-causality from LI 
to CI is marginally accepted at the 10 percent level. 
36 The exception being the two-lag model which marginally fails to reject non-causality from CI to 
LI at the 10 percent level. 
37 The BCI is constructed from a survey of over 350 local and foreign manufacturing firms in 
eleven industries. The CSI is constructed from a survey of over 1,200 households to gauge 
consumer spending trends and sentiments. Reports of the surveys are published two weeks after 
the end of each quarter. 
38 Results are not presented here but available upon request. 
39 Hence, it is a bivariate model involving the reference series with the LI over the period 
1988:Q1-2007:Q4. 
40 Marginally at 10 percent in one case. 
41 Thus it becomes a trivariate model. 
42 It is noted that in two of the three models where the null cannot be rejected, it is very 
marginal at the 10-percent level. 
43 In the last model - the 8-lag model - for both the bivariate and trivariate cases, only the past 
lags of D12CI have predictive value. 
44 One can also forecast the coincident indicator. 
45 An ARMA model uses the dependent variable’s own lags and lagged values of the forecast 
error as explanatory variables. These lags are modelled as autoregressive and moving average 
terms after analysing the autocorrelations and partial correlations of the time series. See Box 
and Jenkins (1976) for details on the ARIMA methodology. 
46 This is done on a step-by-step basis through the model reduction test in the programme 
PcGive 10.4. Various information criteria for each model in the sequence of reduction are given 
along with the F-tests of each elimination conditional on the previous stage. See Hendry and 
Doornik (2001), pp. 264-5. 
47 Specifically, we use the Chow breakpoint and Chow forecast tests. The Chow breakpoint test is 
used to test for a structural break occurring in 1990:01, which divides the full sample 
approximately into two equal halves. The Chow forecast test is used on two dates, 1990:01 and 
2001:01. The second date is the start of the period used for the forecasting exercise. 
48 Results are not reported here but available upon request. 
49 See references therein for some work done on emerging market economies. 
50 This issue involves the educational aspect for users as well. 
51 The DOSM uses the term ‘business cycle’ to refer to what we consider as ‘classical cycle’ in this 
article. There are two figures in the DOSM publication, one seems to be depicting growth cycles 
and the other classical cycles. 
52 There is only one table showing the growth rates of the constituent series for the latest three 
months. 
53 See OECD (2001), pp. 5-7, for details on dissemination of data on leading indicators to users. 
54 It could be surmised that with the availability of good quality services data incorporated in the 
composite cyclical indicators, their performance can be greatly enhanced. 
55 This can be used until better data collection infrastructure for the services sector is put in place 















Malaysia’s Composite Cyclical Indicators and their Constituent Series 
 
Coincident index components: 
1. Index of industrial production 
2. Real gross imports 
3. Real salaries and wages, manufacturing 
4. Total employment, manufacturing 
5. Real sales, manufacturing 
6. Real contributions, Employees Provident Fund (EPF) 
 
Leading index components: 
1. Real money supply, M1 
2. Bursa Malaysia Industrial Index (Malaysian stock exchange) 
3. Real total traded: eight major trading partners 
4. CPI for services, growth rate (inverted) 
5. Industrial material price index, growth rate 
6. Ratio of price to unit labour cost, manufacturing 
7. Number of housing permits approved 
8. Number of new companies registered 
 
Lagging index components: 
1. 7-day call money rate 
2. Real excess lending to private sector 
3. Number of investment projects approved 
4. Number of defaulters, EPF (inverted) 
5. Number of new vehicles registered 
 
 
 (units in months)
Peak/trough DOSM Author
Phase Cycle Phase Cycle
T - - - Oct-72 - -
P - - - Apr-74 18 -
T - - - Jun-75 14 32
P - - - Jul-76 13 27
T Nov-82 - - Jan-82 67 80
P Jan-85 26 - Sep-84 32 99
T Jan-87 24 51 Oct-86 25 58
P Jan-92 61 85 Jul-91 58 83
T Jan-93 12 73 Sep-92 14 72
P Jan-97 49 61 Jul-97 59 73
T Jan-99 24 73 Nov-98 16 75
P Sep-00 20 45 Oct-00 23 40
T Feb-02 17 38 Mar-02 17 41
P Apr-04 26 44 Jun-04 27 45
T Dec-04 8 34 Jun-05 12 40
Period: 1981- early 2008 DOSM Author
Average span for phase: 27 29
Average span for expansion phase: 37 40
Average span for recession phase: 17 17
Average span for cycle: 56 58
Average span for P-to-P cycle: 59 68
Average span for T-to-T cycle: 54 57
Period: 1972 - early 2008 DOSM Author
Average span for phase: - 28
Average span for expansion phase: - 33
Average span for recession phase: - 24
Average span for cycle: - 59
Average span for P-to-P cycle: - 61
Average span for T-to-T cycle: - 57
Duration: Duration:
TABLE 2
Growth Cycle Chronology of the Malaysian EconomyReference cycle Leading indicator
Peak/trough Date turning point Months of lead
T Oct-72
P Apr-74 Nov-73 5
T Jun-75 Jul-75 -1
P Jul-76 May-76 2
T Jan-82 Oct-81 3
P Sep-84 Feb-84 7
T Oct-86 Jun-86 4
P Jul-91 Sep-90 10
T Sep-92 Dec-92 -3
P Jul-97 Apr-97 3
T Nov-98 Sep-98 2
P Oct-00 Apr-00 6
T Mar-02 Sep-01 6
P Jun-04 May-04 1
T Jun-05 Jul-06 -13
(units in months)
Lead time: Mean Median
Mean deviation 
from median
Peaks: 4.9 5 2.9
Troughs: -0.3 2 5.1
All: 2.3 3 4.2
Omitting missed troughs
Lead time: Mean Median
Mean deviation 
from median
Troughs: 3.8 3.5 1.3
All: 4.5 4 2.3
TABLE 3







































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Lags BCI -> D6CI D6CI -> BCI BCI -> D12CI D12CI -> BCI BCI -> DRGDP DRGDP -> BCI
8 0.0818 0.0891 0.1173 0.1439 0.0018 0.3084
7 0.0487 0.0929 0.0968 0.1603 0.0057 0.2322
6 0.0400 0.0783 0.1060 0.1726 0.0043 0.1592
5 0.1170 0.0740 0.1378 0.0879 0.0016 0.0912
4 0.0612 0.0472 0.0458 0.0629 0.0040 0.0373
3 0.3586 0.0648 0.3588 0.0617 0.0041 0.0167
2 0.1870 0.0182 0.1376 0.0140 0.0013 0.0365
1 0.0775 0.1166 0.0004 0.4153 0.0022 0.4776
Lags CSI -> D6CI D6CI -> CSI CSI -> D12CI D12CI -> CSI CSI -> DRGDP DRGDP -> CSI
8 0.1282 0.4230 0.1302 0.4912 0.0018 0.3710
7 0.0833 0.3679 0.0846 0.5027 0.0009 0.2380
6 0.0432 0.4078 0.0421 0.5020 0.0002 0.4083
5 0.0268 0.4125 0.0224 0.4024 0.0001 0.3002
4 0.0250 0.5121 0.0106 0.5078 0.0045 0.7906
3 0.0117 0.1232 0.0038 0.1337 0.0039 0.2303
2 0.0481 0.0053 0.0219 0.0051 0.0121 0.0150
1 0.5595 0.0192 0.8854 0.1246 0.4514 0.0327
a. X->Y means X Granger-causes Y.
c. Where a null can be rejected at least at the 10% level, the F-statistic is marked bold; it means that X 
Granger causes Y.
Variables: D6CI and CSI Variables: D12CI and CSI Variables: DRGDP and BCI
b. Reported numbers show significance level of the F-statistic where the null of non-causality can be 
rejected.
TABLE 5
Granger causality tests: Business and Consumer Confidence, and Reference Series
Variables: D6CI and BCI Variables: D12CI and BCI Variables: DRGDP and BCISample period: 1988:Q1-2007:Q4
Dependent variable: D6CI D6CI D6CI D6CI D6CI D6CI D6CI D6CI
Lags 8 7 6 5 4 3 2 1
Independent variables: exclusion tests
F-stat (signif.) D6CI D6CI D6CI D6CI D6CI D6CI D6CI D6CI
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
D6LI D6LI D6LI D6LI D6LI D6LI D6LI D6LI
0.0704 0.0371 0.0132 0.0153 0.0585 0.0741 0.0346 0.0008
Independent variables: exclusion tests
F-stat (signif.) D6CI D6CI D6CI D6CI D6CI D6CI D6CI D6CI
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
D6LI D6LI D6LI D6LI D6LI D6LI D6LI D6LI
0.1005 0.1019 0.0490 0.0616 0.3291 0.0917 0.0572 0.0023
BCI BCI BCI BCI BCI BCI BCI BCI
0.1721 0.1269 0.1242 0.3379 0.3413 0.4076 0.2950 0.2541
Independent variables: exclusion tests
F-stat (signif.) D6CI D6CI D6CI D6CI D6CI D6CI D6CI D6CI
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
D6LI D6LI D6LI D6LI D6LI D6LI D6LI D6LI
0.2787 0.1973 0.0914 0.1035 0.2424 0.4078 0.1115 0.0006
CSI CSI CSI CSI CSI CSI CSI CSI
0.5616 0.3529 0.2325 0.1642 0.1168 0.0789 0.1535 0.2736
Dependent variable: D12CI D12CI D12CI D12CI D12CI D12CI D12CI D12CI
Lags 8 7 6 5 4 3 2 1
Independent variables: exclusion tests
F-stat (signif.) D12CI D12CI D12CI D12CI D12CI D12CI D12CI D12CI
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
D12LI D12LI D12LI D12LI D12LI D12LI D12LI D12LI
0.1802 0.0872 0.0397 0.0486 0.0275 0.0370 0.0073 0.0002
Independent variables: exclusion tests
F-stat (signif.) D12CI D12CI D12CI D12CI D12CI D12CI D12CI D12CI
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
D12LI D12LI D12LI D12LI D12LI D12LI D12LI D12LI
0.1807 0.1287 0.0797 0.1678 0.2158 0.0494 0.0130 0.0081
BCI BCI BCI BCI BCI BCI BCI BCI
0.1701 0.1407 0.1843 0.3901 0.3258 0.4233 0.2265 0.0144
Independent variables: exclusion tests
F-stat (signif.) D12CI D12CI D12CI D12CI D12CI D12CI D12CI D12CI
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
D12LI D12LI D12LI D12LI D12LI D12LI D12LI D12LI
0.4110 0.3067 0.1730 0.1938 0.1219 0.2697 0.0269 0.0002
CSI CSI CSI CSI CSI CSI CSI CSI
0.4190 0.3003 0.1813 0.1017 0.0525 0.0345 0.0782 0.4177
b. Where the null can be rejected at least at the 10% level, it is marked bold.
a. Reported numbers show significance level of the F-statistic where the null of zero restrictions on all lags of a 
variable can be rejected.
TABLE 6
Information Content of Business and Consumer Surveys, and Leading IndicatorSample period: 1988:Q1-2007:Q4
Dependent variable: DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP
Lags: 8 7 6 5 4 3 2 1
Independent variables: exclusion tests
F-stat (signif.) DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
D6LI D6LI D6LI D6LI D6LI D6LI D6LI D6LI
0.0326 0.1078 0.0620 0.0315 0.0579 0.0243 0.0035 0.0000
Independent variables: exclusion tests
F-stat (signif.) DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
D6LI D6LI D6LI D6LI D6LI D6LI D6LI D6LI
0.5765 0.6568 0.4687 0.4969 0.3651 0.1469 0.0638 0.0002
BCI BCI BCI BCI BCI BCI BCI BCI
0.0367 0.0934 0.0652 0.0515 0.0375 0.0284 0.0238 0.0228
Independent variables: exclusion tests
F-stat (signif.) DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP
0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
D6LI D6LI D6LI D6LI D6LI D6LI D6LI D6LI
0.4567 0.4593 0.2769 0.1761 0.4325 0.2112 0.0103 0.0000
CSI CSI CSI CSI CSI CSI CSI CSI
0.0254 0.0114 0.0027 0.0010 0.0512 0.0397 0.0345 0.2463
Dependent variable: DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP
Lags: 8 7 6 5 4 3 2 1
Independent variables: exclusion tests
F-stat (signif.) DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
D12LI D12LI D12LI D12LI D12LI D12LI D12LI D12LI
0.0209 0.0996 0.0705 0.0326 0.1401 0.0585 0.0065 0.0076
Independent variables: exclusion tests
F-stat (signif.) DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP
0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
D12LI D12LI D12LI D12LI D12LI D12LI D12LI D12LI
0.4400 0.5516 0.4481 0.4220 0.5033 0.2251 0.0711 0.0541
BCI BCI BCI BCI BCI BCI BCI BCI
0.0319 0.0751 0.0545 0.0399 0.0236 0.0192 0.0145 0.0149
Independent variables: exclusion tests
F-stat (signif.) DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP DRGDP
0.0001 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000
D12LI D12LI D12LI D12LI D12LI D12LI D12LI D12LI
0.3333 0.3510 0.3088 0.1537 0.7645 0.3726 0.0180 0.0068
CSI CSI CSI CSI CSI CSI CSI CSI
0.0218 0.0082 0.0028 0.0009 0.0489 0.0320 0.0332 0.3542
b. Where the null can be rejected at least at the 10% level, it is marked bold.
a. Reported numbers show significance level of the F-statistic where the null of zero restrictions on all lags of a 
variable can be rejected.
TABLE 6 (continued)
Information Content of Business and Consumer Surveys, and Leading Indicator6-months forecast
Period Mean of actual (absolute) Model RMSE Comparison with ARMA (%)
Dependent variable: D6CI
2001:01-2001:06 3.02 ARMA 5.0949
Indicator 3.6203 -28.9
2001:07-2001:12 3.22 ARMA 6.2515
Indicator 1.2385 -80.2
2002:01-2002:06 2.22 ARMA 2.4706
Indicator 1.0627 -57.0
2002:07-2002:12 3.13 ARMA 1.9403
Indicator 2.9528 52.2
2003:01-2003:06 3.03 ARMA 0.9729
Indicator 0.6417 -34.0
2003:07-2003:12 5.11 ARMA 1.9245
Indicator 1.3787 -28.4
2004:01-2004:06 5.76 ARMA 1.5689
Indicator 2.6257 67.4
2004:07-2004:12 3.26 ARMA 2.0204
Indicator 2.3243 15.0
2005:01-2005:06 3.33 ARMA 0.9460
Indicator 0.9174 -3.0
2005:07-2005:12 2.53 ARMA 0.6247
Indicator 1.0867 74.0
2006:01-2006:06 5.03 ARMA 2.1007
Indicator 2.4222 15.3
2006:07-2006:12 5.03 ARMA 1.9427
Indicator 2.0291 4.4
2007:01-2007:06 2.85 ARMA 1.5840
Indicator 2.7849 75.8
Dependent variable: D12CI
2001:01-2001:06 3.69 ARMA 2.4483
Indicator 1.9273 -21.3
2001:07-2001:12 1.65 ARMA 0.6433
Indicator 0.9987 55.2
2002:01-2002:06 1.37 ARMA 0.6673
Indicator 0.4521 -32.3
2002:07-2002:12 2.10 ARMA 2.0911
Indicator 1.5447 -26.1
2003:01-2003:06 3.00 ARMA 0.6896
Indicator 0.4138 -40.0
2003:07-2003:12 4.28 ARMA 0.6553
Indicator 0.8172 24.7
2004:01-2004:06 5.52 ARMA 0.8507
Indicator 1.2321 44.8
2004:07-2004:12 4.11 ARMA 1.2262
Indicator 1.4398 17.4
2005:01-2005:06 3.48 ARMA 0.8048
Indicator 0.3688 -54.2
2005:07-2005:12 2.71 ARMA 0.3014
Indicator 0.3289 9.1
2006:01-2006:06 4.17 ARMA 0.6895
Indicator 1.3865 101.1
2006:07-2006:12 4.98 ARMA 1.3122
Indicator 0.9957 -24.1
2007:01-2007:06 3.23 ARMA 1.3757
Indicator 1.8374 33.6
Dependent variable: CIAM
2001:01-2001:06 3.15 ARMA 0.0746
Indicator 0.0774 3.8
2001:07-2001:12 0.73 ARMA 0.0554
Indicator 0.1409 154.3
2002:01-2002:06 1.43 ARMA 0.0240
Indicator 0.1236 415.8
2002:07-2002:12 1.09 ARMA 0.0251
Indicator 0.0380 51.2
2003:01-2003:06 1.29 ARMA 0.0614
Indicator 0.0780 27.0
2003:07-2003:12 0.80 ARMA 0.0490
Indicator 0.0469 -4.3
2004:01-2004:06 0.36 ARMA 0.1673
Indicator 0.1342 -19.8
2004:07-2004:12 0.28 ARMA 0.0155
Indicator 0.0251 61.9
2005:01-2005:06 0.80 ARMA 0.0744
Indicator 0.0690 -7.3
2005:07-2005:12 0.69 ARMA 0.0329
Indicator 0.1282 289.4
2006:01-2006:06 0.21 ARMA 0.0535
Indicator 0.1564 192.3
2006:07-2006:12 0.62 ARMA 0.0437
Indicator 0.0670 53.3
2007:01-2007:06 0.80 ARMA 0.0165
Indicator 0.0782 373.8
TABLE 7
Forecast Performance: Indicator and ARMA Models12-months forecast
Period Mean of actual (absolute) Model RMSE Comparison with ARMA (%)
Dependent variable: D6CI
2001:01-2001:12 3.12 ARMA 7.2456
Indicator 5.2113 -28.1
2001:07-2002:06 2.72 ARMA 4.7730
Indicator 1.4883 -68.8
2002:01-2002:12 2.68 ARMA 2.6610
Indicator 1.6956 -36.3
2002:07-2003:06 3.08 ARMA 2.1064
Indicator 3.3781 60.4
2003:01-2003:12 4.07 ARMA 1.6374
Indicator 1.0126 -38.2
2003:07-2004:06 5.44 ARMA 1.7775
Indicator 1.5094 -15.1
2004:01-2004:12 4.51 ARMA 2.8415
Indicator 4.1902 47.5
2004:07-2005:06 3.30 ARMA 2.1400
Indicator 2.2228 3.9
2005:01-2005:12 2.93 ARMA 1.6378
Indicator 1.7361 6.0
2005:07-2006:06 3.78 ARMA 1.0647
Indicator 1.2208 14.7
2006:01-2006:12 5.03 ARMA 2.0042
Indicator 2.2692 13.2
2006:07-2007:06 3.94 ARMA 2.8322
Indicator 3.4133 20.5
Dependent variable: D12CI
2001:01-2001:12 2.67 ARMA 4.7840
Indicator 3.7457 -21.70
2001:07-2002:06 1.51 ARMA 0.5344
Indicator 1.7997 236.74
2002:01-2002:12 1.74 ARMA 1.1851
Indicator 1.0006 -15.57
2002:07-2003:06 2.55 ARMA 3.5037
Indicator 2.2281 -36.41
2003:01-2003:12 3.64 ARMA 0.8424
Indicator 0.7488 -11.11
2003:07-2004:06 4.90 ARMA 0.5817
Indicator 0.7687 32.14
2004:01-2004:12 4.81 ARMA 2.2911
Indicator 2.6049 13.70
2004:07-2005:06 3.79 ARMA 1.5637
Indicator 1.4188 -9.27
2005:01-2005:12 3.09 ARMA 1.7571
Indicator 0.6064 -65.49
2005:07-2006:06 3.44 ARMA 0.4313
Indicator 0.6836 58.50
2006:01-2006:12 4.57 ARMA 0.7982
Indicator 1.5506 94.26
2006:07-2007:06 4.10 ARMA 2.6671
Indicator 2.2247 -16.59
Dependent variable: CIAM
2001:01-2001:12 1.94 ARMA 0.5803
Indicator 0.0674 -88.39
2001:07-2002:06 1.08 ARMA 0.1227
Indicator 0.4187 241.29
2002:01-2002:12 1.26 ARMA 0.1637
Indicator 0.4409 169.35
2002:07-2003:06 1.19 ARMA 0.2599
Indicator 0.3025 16.39
2003:01-2003:12 1.05 ARMA 0.0935
Indicator 0.0827 -11.52
2003:07-2004:06 0.58 ARMA 0.3453
Indicator 0.2525 -26.88
2004:01-2004:12 0.32 ARMA 0.5167
Indicator 0.4098 -20.69
2004:07-2005:06 0.54 ARMA 0.1196
Indicator 0.1178 -1.49
2005:01-2005:12 0.74 ARMA 0.2508
Indicator 0.1386 -44.75
2005:07-2006:06 0.45 ARMA 0.1660
Indicator 0.5750 246.42
2006:01-2006:12 0.42 ARMA 0.2126
Indicator 0.5254 147.16
2006:07-2007:06 0.71 ARMA 0.1213
Indicator 0.1150 -5.25
TABLE 7 (continued)




























































































































































































































































































































































































































































































































































































Best lag Next best lag Max correlation Lag-6 correlationFIGURE 6


























































































































































































Best lag Next best lag Max correlation Lag-6 correlationFIGURE 7

























































































































































































Best lag Next best lag Max correlation Lag-6 correlation