Algebraic properties of grids of projective lines  by Guida, M. & Orecchia, F.
Journal of Pure and Applied Algebra 208 (2007) 603–615
www.elsevier.com/locate/jpaa
Algebraic properties of grids of projective lines
M. Guida, F. Orecchia∗
Dipartimento di Matematica e Applicazioni “R. Caccioppoli”, Complesso Universitario di Monte S. Angelo, Via Cintia, 80126 Napoli, Italy
Received 19 January 2005; received in revised form 15 December 2005
Available online 3 May 2006
Communicated by A.V. Geramita
Abstract
In this paper we compute the generators, the Hilbert function, and the Hilbert polynomial of the projective closure of affine
lines which are parallel to the coordinate axes and pass through a lattice of points. We also consider the Cohen–Macaulay and
seminormality property of their homogeneous coordinate ring. These lines are said to form a grid.
c© 2006 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we compute the generators, the Hilbert function, and the Hilbert polynomial of the projective closure
of lines in the affine space AnK, which are parallel to the coordinate axes, and pass through a lattice of points{(ai11, . . . , ainn) : i1 = 1, . . . , l1, . . . , in = 1, . . . , ln} ⊂ AnK. These lines are said to form a complete grid of type
(l1, . . . , ln). A complete grid is called a simple grid if n = 3 and l1 = l2 = l3 = 2, which corresponds geometrically
to the case of the lines containing the corners of a cube. This study had the following three motivations. First, in [7],
the Cohen–Macaulay property and the seminormality of a union of lines are studied under the assumption that they
are linearly independent at each intersection point in P3K; this means that there are at most three lines through each
intersection point. The grids of this paper do not have this property, since there are at least four lines through each
point at infinity. Second, in [1,2,9], the authors studied the generators and the Hilbert function of unions of lines which
are non-special, and the grids can be thought as a continuation of this study to the special case. The third motivation
is that grids of lines or lattices of points are used in chemistry, in the study of cubic crystals, or in numerical analysis,
so hopefully our results could be of some interest in these applied fields. The complete grids of type (l1, . . . , ln) are
the configurations of lines obtained from the intersection of l1 + · · · + ln planes, such that li planes are parallel to
the coordinate plane xi = 0 for i = 1, . . . , n. In Theorem 8 we prove that a complete grid of type (l1, . . . , ln) is
generated by
( n
2
)
polynomials of degree l1 + l2, l1 + l3, . . . , l1 + ln, l2 + l3, . . . , l2 + ln, . . . , ln−1 + ln , respectively.
In Theorem 10 we find that the homogeneous coordinate ring of these grids is Cohen–Macaulay. Moreover, in the
particular case of complete grids of P3K of type (l1, l2, l3), we compute the Hilbert polynomial (see Theorem 11) and
the Hilbert function (see Theorem 13). Afterwards, we consider incomplete grids. An incomplete grid is obtained
from a complete grid Y of P3K of type (m, n, p) by removing a subset of grid lines of Y . We call an incomplete grid
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Fig. 2.1.
of type (m − s, n − t, p − r) a grid obtained from a complete grid of type (m, n, p) by removing r, s, t lines in three
different directions, and we compute the generators of these grids (see Theorem 20). We then shown that, if r or s or
t is null, the homogeneous coordinate ring of these incomplete grids is Cohen–Macaulay (see Theorem 21).
In Section 4 we consider the incomplete non-Cohen–Macaulay grids obtained from a simple grid by removing i
lines with (1 ≤ i ≤ 10) (see Theorem 24). Finally, we characterize the seminormality of the coordinate homogeneous
ring of an incomplete grid (see Theorem 29), and we examine this property for the incomplete simple grids of
Theorem 24.
2. Complete grid
Let K be an algebraically closed field. In this section we define and we study complete grids of lines of PnK.
In particular, we compute the generators of these configurations, we verify the Cohen–Macaulay property, and we
describe, for the complete grids of P3K, the Hilbert polynomial and Hilbert function.
Definition 1. Let {a11, . . . , al11}, . . . , {a1n, . . . , alnn} be n finite subsets of elements of K . The finite set of points
X = {(1, ai11, . . . , ainn), i1 = 1, . . . , l1, i2 = 1, . . . , l2, . . . , in = 1, . . . , ln} of PnK is called a lattice of type
(l1, . . . , ln).
Example 2. The following set of 27 points of P3K is a lattice of type (3,3,3) (see Fig. 2.1):
Since a lattice X of PnK is a complete intersection, the proof of the following lemma is easy and left to the reader (see
also [6]).
Lemma 3. Let X be a lattice of type (l1, . . . , ln) of points of PnK, then its defining ideal IX is:
IX =
(
l1∏
i=1
(x1 − ai1x0), . . . ,
ln∏
i=1
(xn − ainx0)
)
.
Definition 4. Let X be a lattice of type (l1, . . . , ln) of points of PnK. A finite set Y of (l2 . . . ln+ l1l3 . . . ln+ l1l2l4 . . . ln+ · · · + l1 . . . ln−1) lines of PnK is called a complete grid of type (l1, . . . , ln), with basis X , if it satisfies the two
following conditions:
(a) each line of Y contains one of the points (0 : · · · : 1 : · · · : 0), where 1 is the i th-coordinate and i = 2, . . . , n + 1;
(b) any line of Y contains at least one point of X .
A grid line is a line of a complete grid.
Definition 5. A complete grid Y of P3K of type (2,2,2) is called a simple grid (see Fig. 2.2):
Example 6. Let Y be the following set of 27 lines of P3K (see Fig. 2.3):
Then, Y is a complete grid of type (3,3,3), with the points of Fig. 2.1 as the basis.
Lemma 7. Let S = {L1, . . . , L t } be a finite set of distinct linear forms with coefficients in K such that L i 6∈ (L j , Lk)
for any i 6= j , i 6= k, j 6= k. Let S = S1 ∪ S2 ∪ · · · ∪ Sn(n ≥ 3) be a partition of the set S. Let Fi a finite product of
distinct elements of Si , i = 1, 2, . . . , n. We have the following relations:
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(a) (F1, F2) ∩ · · · ∩ (F1, Fn) = (F1, F2 . . . Fn);
(b) Furthermore, if H is a linear form such that L i 6∈ (L j , Lk, H) for any i 6= j , i 6= k, j 6= k, then
(F1, F2, H) ∩ · · · ∩ (F1, Fn, H) = (F1, F2 . . . Fn, H).
Proof. (a) By induction, it is enough to prove the case n = 3, that is, (F1, F2) ∩ (F1, F3) = (F1, F2F3). By the
modular law, (F1, F2)∩ (F1, F3) = (F1)+ (F2)∩ (F1, F3). If we prove that (F2)∩ (F1, F3) ⊆ (F1F2, F2F3), then we
are done. Suppose that F1, F2, F3 are linear forms. Then, (F1, F3) is a prime ideal and, by assumption, F2 6∈ (F1, F3).
Hence, if F2G2 ∈ (F1, F3), we have G2 ∈ (F1, F3), that is, G2 = H1F1 + H3F3, and we are done. Moreover, since
we have proved that (F1, F2)∩(F1, F3) = (F1, F2F3) for linear forms, by induction it follows that, if F1 =∏si=1 L i j ,
F2 = ∏mq=1 Lqt , F3 = ∏tr=1 Lrh , we have (F1, F3) = ∩i,r (L i j , Lrh), where L i j ∈ S1, Lrh ∈ S3. Now, we prove
the general case. If F2G2 ∈ (F1, F3) = ∩i,r (L i j , Lrh), by assumption all the linear factors of F2 do not belong to
(L i j , Lrh) ∀i, r , and then G2 ∈ (F1, F3) and we are done.
(b) By induction, it is enough to prove the case n = 3, that is, (F1, F2, H) ∩ (F1, F3, H) = (F1, F2F3, H). By
the modular law, (F1, F2, H) ∩ (F1, F3, H) = (F1, H) + (F2) ∩ (F1, F3, H). If we prove that (F2) ∩ (F1, F3, H)
⊆ (F1F2, F2F3, F2H), then we are done. Let F1, F2, F3 be linear forms. Then, (F1, F3, H) is a prime ideal and,
by assumption, F2 6∈ (F1, F3, H). Hence, if F2G2 ∈ (F1, F3, H), we have G2 ∈ (F1, F3, H), that is, G2
= G1F1 + G3F3 + G4H , and we are done. Moreover, since we have proved that (F1, F2, H) ∩ (F1, F3, H)
= (F1, F2F3, H) for linear forms, by induction it follows that, if F1 = ∏si=1 L i j , F2 = ∏mq=1 Lqt , F3 = ∏tr=1 Lrh ,
we have (F1, F3, H) = ∩i,r (L i j , Lrh, H), where L i j ∈ S1, Lrh ∈ S3. Now, we prove the general case. If
F2G2 ∈ (F1, F3, H) = ∩i,r (L i j , Lrh, H), by assumption all the linear factors of F2 do not belong to (L i j , Lrh, H)
for any i, r , and then G2 ∈ (F1, F3, H) and we are done. 
Let Y be a complete grid of type (l1, . . . , ln) with the lattice X of Definition 1 as the basis. We set L i j
= (x j − ai j x0), where j ∈ {1, . . . , n}, i ∈ {1, . . . , lq} for any q ∈ {1, . . . , n}. We assume also that l1 ≥ l2 ≥ · · · ≥ ln .
Theorem 8. If IY is the defining ideal of Y , we have that:
IY = (L11 . . . Ll11L12 . . . Ll22, L11 . . . Ll11L13 . . . Ll33, . . . , L11 . . . Ll11L1n . . . Llnn,
L12 . . . Ll22L13 . . . Ll33, . . . , L12 . . . Ll22L1n . . . Llnn, . . . , L1n−1 . . . Lln−1n−1L1n . . . Llnn).
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Proof. By the definition of complete grids, the equality follows easily:
IY =
l2⋂
i=1
(L i2, L13, L14, . . . , L1n)
⋂
· · ·
l2⋂
i=1
(L i2, Ll33, . . . , Llnn)
l1⋂
i=1
(L i1, L13, . . . , L1n)
⋂
. . .
l1⋂
i=1
(L i1, Ll33, . . . , Llnn)
⋂
· · ·
ln−1⋂
i=1
(Ll11, . . . , Lln−2n−2, L in−1).
If we apply Lemma 7,we obtain that:
IY = (L12 . . . Ll22, L13, . . . , L1n) ∩ · · · ∩ (L12 . . . Ll22, Ll33, . . . , Llnn) ∩ (L11 . . . Ll11, L13, . . . , L1n)
∩ · · · ∩ (L11 . . . Ll11, Ll33, . . . , Llnn) ∩ . . . ∩ (Ll11, . . . , Lln−2n−2, L1n−1 . . . Lln−1n−1).
So, by the modular law:
IY = (L11 . . . Ll11L12 . . . Ll22, L11 . . . Ll11L13 . . . Ll33, . . . , L11 . . . Ll11L1n . . . Llnn,
L12 . . . Ll22L13 . . . Ll33, . . . , L12 . . . Ll22L1n . . . Llnn, . . . , L1n−1 . . . Lln−1n−1L1n . . . Llnn). 
Hence, the complete grids of type (l1, . . . , ln) of lines of PnK are generated by
( n
2
)
polynomials of degree
l1 + l2, l1 + l3, . . . , l1 + ln, l2 + l3, . . . , l2 + ln, . . . , ln−1 + ln , respectively. In particular, if Y is a simple grid,
then IY is generated by three polynomials of degree 4.
Now, we want to prove that the homogeneous coordinate ring of a complete grid of type (l1, . . . , ln) is
Cohen–Macaulay.
Let Z be a finite union of σ lines of PnK. We denote by IZ the ideal of Z . We note that IZ is the intersection of σ
ideals Ii of lines, that is, IZ = ∩σi=1 Ii . We call A(Z) = K [x0, . . . , xn]/IZ the homogeneous coordinate ring of Z .
We consider a linear form H of K [x0, . . . , xn] such that H 6∈ ∪σi=1 Ii , H 6∈ Ii + I j for any i, j ∈ {1, . . . , σ } such that
Ii + I j $M. Geometrically, this is equivalent to saying that the plane H = 0 does not contain any line of Z nor any
points of Sing(Z) (which are the points of intersection of the lines of Z ). Denoting by h = H the class of H in A(Z),
we have that h is a non-zero divisor of A(Z). In the following lemma, we set B = A(Z)/(h) and we denote by HB(t)
the Hilbert function of B.
Lemma 9. The following relations hold:
(a) A(Z) is Cohen–Macaulay if and only if B ' K [x0, . . . , xn]/∩σi=1(Ii , H);
(b) If HB(t) > HB(t + 1) for some integer t , then A(Z) is not Cohen–Macaulay.
Proof. We prove (a). If A(Z) is Cohen–Macaulay, then B is Cohen–Macaulay of dimension 1. If we prove that B is
reduced, then ∩σi=1 Ii+H =
√∩σi=1 Ii + H = √∩σi=1(Ii + H) = ∩σi=1√Ii + H = ∩σi=1(Ii+H), because V (∩σi=1 Ii+H) = V (∩σi=1 Ii )∩V (H) = [∪σi=1 V (Ii )]∩V (H) = ∪σi=1(V (Ii )∩V (H)) = ∪σi=1(V (Ii+H)) = V (∩σi=1(Ii+H)),
hence B ' K [x0, . . . , xn]/∩σi=1(Ii , H). Now, we prove that B is reduced. Since B is Cohen–Macaulay, B is
reduced if and only if BPi is reduced for any minimal prime Pi of B. However, the primes Pi correspond to the
points of intersection of Z with the plane H = 0, hence if V (Ii ) is the line containing the point V (Pi ), then
BPi ' (K [x0, . . . , xn]/(Ii +H))Pi and this last ring is reduced, since (Ii , H) is a radical ideal because it is generated
by linear forms. Now, if we suppose that B ' K [x0, . . . , xn]/∩σi=1(Ii , H) = K [x0, . . . , xn]/(IZ , H), then, for the
hypotheses, B is reduced and one-dimensional, and hence Cohen–Macaulay.
Finally, we prove (b). If we suppose that A(Z) is Cohen–Macaulay, then B is Cohen–Macaulay, reduced and one-
dimensional, that is, B is the homogeneous coordinate ring of a set of points, and it is well known that, for points,
HB(t) ≤ HB(t + 1) for any t . 
Theorem 10. The ring A(Y ) is Cohen–Macaulay.
Proof. We denote by IY the ideal of Y . We note that IY is the intersection of (l2 . . . ln + l1l3 . . . ln + l1l2l4 . . . ln + · · ·
+ l1 . . . ln−1) ideals of lines, which we denote by Ii , i.e., IY = ∩σi=1 Ii , where σ = l2 . . . ln + l1l3 . . . ln + l1l2l4 . . . ln+ · · · + l1 . . . ln−1.
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By Theorem 8, we have that:
IY = (L11 . . . Ll11L12 . . . Ll22, L11 . . . Ll11L13 . . . Ll33, . . . , L11 . . . Ll11L1n . . . Llnn,
L12 . . . Ll22L13 . . . Ll33, . . . , L12 . . . Ll22L1n . . . Llnn, . . . , L1n−1 . . . Lln−1n−1L1n . . . Llnn).
Now, if we consider a linear form H as in Lemma 9 and we prove that (IY , H) = ∩σi=1(Ii , H), by (a) of Lemma 9 we
have that A(Y ) is Cohen–Macaulay. We set J = ∩hi=1(Ii , H), then:
J =
l2⋂
i=1
(L i2, L13, L14, . . . , L1n, H)
⋂
. . .
l2⋂
i=1
(L i2, Ll33, . . . , Llnn, H)
l1⋂
i=1
(L i1, L13, . . . , L1n, H)
⋂
. . .
l1⋂
i=1
(L i1, Ll33, . . . , Llnn, H)
⋂
. . .
ln−1⋂
i=1
(Ll11, . . . , Lln−2n−2, L in−1, H).
But, by (b) of Lemma 7 we have that:
J = (L12 . . . Ll22, L13, . . . , L1n, H) ∩ · · · ∩ (L12 . . . Ll22, Ll33, . . . , Llnn, H) ∩ (L11 . . . Ll11,
L13, . . . , L1n, H) ∩ · · · ∩ (L11 . . . Ll11, Ll33, . . . , Llnn, H) ∩ · · · ∩ (Ll11, . . . , Lln−2n−2,
L1n−1 . . . Lln−1n−1, H).
By again using (b) of Lemma 7 and the modular law, we have that:
J = (L11 . . . Ll11L12 . . . Ll22, L11 . . . Ll11L13 . . . Ll33, . . . , L11 . . . Ll11L1n . . . Llnn,
L12 . . . Ll22L13 . . . Ll33, . . . , L12 . . . Ll22L1n . . . Llnn, . . . , L1n−1 . . . Lln−1n−1L1n . . . Llnn, H).
Hence, the following equalities hold: ∩σi=1(Ii , H) = (IY , H). 
Now, we want to compute the Hilbert polynomial PY (t) and the Hilbert function HY (t) of a complete grid Y of
type (m, n, p) of lines of P3K. We recall that HY (t) is the dimension as vector space of the part of degree t of the
homogeneous coordinate ring A(Y ) of Y . We also have HY (t) = PY (t) for t  0.
Theorem 11. The Hilbert polynomial of Y is:
PY (t) = dt + c (1)
where d = mn + mp + np, and c = 2mn + 2mp + 2np − 2mnp − 12 (m2n + m2 p + n2m + n2 p + p2m + p2n).
Proof. It is well known that if Y is a projective curve and Ai are its local rings, then pa − pg =∑i (dimK (Ai/Ai )),
where Ai is the integral closure of Ai , pa is the arithmetic, and pg is the geometric genus of Y . We also recall that
c = 1− pa .
Moreover, dimK (Ai/Ai ) = dimK (Ai/I ) − dimK (Ai/I ), where I is the conductor of Ai in Ai [11]. So, one can
compute the arithmetic genus of a complete configuration.
In fact, a complete grid Y of type (m, n, p) has mnp singular points of multiplicity 3, one singular point of
multiplicity nm, one singular point of multiplicity mp, and one singular point of multiplicity np.
It is easy to prove that, for each singular point of multiplicity 3, the dimK (Ai/Ai ) is 2.
Instead, if we want to compute dimK (Ai/Ai ) for the singular point of multiplicity mn, we observe that, in P2K,
these points correspond to a set X of mn points which are a complete intersection of type (m, n).
Then, by using Proposition 1.5.8 of [13] and Theorem 5 of [5], the Hilbert function of X is HX ( j):
j+1∑
i=0
( j + 1− i) j ≤ n − 1
n∑
i=0
(n − i)+ n( j + 1− n) n − 1 < j < m
j∑
i=m
(m + n − i − 1)+
n∑
i=0
(n − i)+ n(m − n) m ≤ j ≤ m + n − 2.
If we call ν = min{t | HX (t) = mn}, we have that ν = m + n − 2.
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Then, dimK (Anm/Anm) = (n + m − 2)nm −
( n+m
3
) +∑n+m−3i=0 ( i+22 ) − HX (i). We say that ∑n+m−3i=0 ( i+22 )
= (m+n3 ). Now, we compute∑n+m−3i=0 HX (i). We can observe that∑n+m−3i=0 HX (i) = ∑n−1i=0 HX (i) +∑m−1i=n HX (i)
+∑n+m−3i=m HX (i). However,∑n−1i=0 HX (i) =∑n−1i=0 (∑i+1j=0(i + 1− j)) =∑n−1i=0 ( i+22 ) = ( n+23 ).
Instead,
∑m−1
i=n HX (i) =
∑m−1
i=n (
∑n
j=0(n − j)+ n(i + 1− n)) = (m − n)
(
n+1
2
)
+ n
(
m−n+1
2
)
.
Finally,
∑m+n−3
i=m HX (i) =
∑m+n−3
i=m (
∑i
j=m(m + n − j − 1) +
∑n
j=0(n − j) + n(m − n)) = (n − 2)
(
n+1
2
)
+ n(m − n)(n − 2)+ (n − 2) ( n2 )− ( n3 ).
Then, dimK (Anm/Anm) = nm(n+m− 2)−
(
n+2
3
)
− (m− 2)
(
n+1
2
)
− n
(
m−n+1
2
)
− n(m− n)(n− 2)− (n− 2)( n
2
) + ( n3 ). In an analogous way, we can compute dimK (Anp/Anp) and dimK (Amp/Amp). However, pa = pg +∑
i (dimK (Ai/Ai )) and pg = 1−mn−mp−np, hence 1− pa = mn+mp+np−
∑
i (dimK (Ai/Ai )) = 2
(
p+2
3
)
+
(n+m−4)
(
p+1
2
)
+ p(p−2)(n+m−2p)+2(p−2) ( p2 )+ p ( n−p+12 )+ p (m−p+12 )+n (m−n+12 )+n(m−n)(n−2)
+ (m − 1)
(
n+1
2
)
+ (n − 1) ( n2 ) − 2mnp − nm(n + m − 3) − mp(m + p − 3) − np(n + p − 3) − 2 ( p3 ) = 2mn
+2mp+2np−2mnp− 12 (m2n+m2 p+n2m+n2 p+ p2m+ p2n). So, we have the required Hilbert polynomial. 
We recall the following definition.
Definition 12. Let I ⊂ K [x0, . . . , xn] be an ideal other than (0). We denote by M(I ) the set of the leading monomials
of elements of I . Thus, M(I ) = {cxα : ∃ f ∈ I with M( f ) = cxα}.
Theorem 13. The Hilbert function HY (t) of Y is:(
t + 3
3
)
t < n + p(
t + 3
3
)
−
(
3+ t − n − p
3
)
t = n + p, . . . ,m + p − 1(
t + 3
3
)
−
(
3+ t − n − p
3
)
−
(
3+ t − m − p
3
)
t = m + p, . . . , n + m − 1(
t + 3
3
)
−
(
3+ t − n − p
3
)
−
(
3+ t − m − p
3
)
−
(
3+ t − m − n
3
)
t = m + n, . . . , n + m + p − 3
PY (t) t ≥ n + m + p − 3.
Proof. By Theorem 8, we say that the defining ideal IY of a complete grid Y of type (m, n, p) is generated by
three polynomials f1, f2, f3 of degree m + n, n + p, m + p, respectively, where n + p ≤ m + p ≤ n + m. By
construction, these polynomials are different, and we have different polynomials to the degree m+ n+ p− 3. In fact,
the leading monomials of f1, f2, f3 are respectively of type xm1 x
p
3 , x
n
2 x
p
3 , x
m
1 x
n
2 and generate the leading monomials
xm1 x
p
3 x
α1
1 x
α2
2 x
α3
3 , x
n
2 x
p
3 x
β1
1 x
β2
2 x
β3
3 , x
m
1 x
n
2 x
γ1
1 x
γ2
2 x
γ3
3 , respectively.
However, xm1 x
p
3 x
α1
1 x
α2
2 x
α3
3 = xn2 x p3 xβ11 xβ22 xβ33 if and only if α1 = β1 − m, α2 = β2 + n, α3 = β3, hence
α1+α2+α3+m+ p ≥ n+m+ p and β1+β2+β3+n+ p ≥ n+m+ p. So, xm1 x p3 xα11 xα22 xα33 = xm1 xn2 xγ11 xγ22 xγ33 if and
only if α1 = γ1, α2 = γ2+n, α3 = γ3− p, hence α1+α2+α3+m+ p ≥ n+m+ p and γ1+γ2+γ3+n+ p ≥ n+m+ p.
Finally, xm1 x
n
2 x
γ1
1 x
γ2
2 x
γ3
3 = xn2 x p3 xβ11 xβ22 xβ33 , if and only if, β1 = γ1 + m, β2 = γ2, β3 = γ3 − p, hence
β1 + β2 + β3 +m + p ≥ n +m + p and γ1 + γ2 + γ3 + n + p ≥ n +m + p. Hence, the polynomials generated by
f1, f2, f3 are different to the degree m + n + p. Moreover, if we substitute m + n + p − 3 in formula (1), we easily
get that the Hilbert polynomial PY (m + n + p − 3) is equal to HY (m + n + p − 3), but A/IY is a Cohen–Macaulay
ring, and hence PY (t) = HY (t) for any t ≥ m + n + p − 3. 
Remark 14. It is possible to also compute the degrees of minimal free resolution of IY . In fact, let x0 a non-zero
divisor in AY , R = K [x0, . . . , x3], R = K [x1, x2, x3], and I Y = ϕ(IY + (x0)), where ϕ : R → R is the
homomorphism given by ϕ(x0) = 0, ϕ(xi ) = xi i = 1, 2, 3. By [12], the degrees of minimal free resolution of
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IY are equal to the degrees of minimal free resolution of I Y , and then to the degrees of M(I Y ) in R. We have M(I Y )
= (xm1 xn2 , xm1 x p3 , xn2 x p3 ) and, by Theorem 10, R/M(I Y ) is Cohen–Macaulay. Hence, by the Auslander–Buchsbaum
formula in the graded case, the minimal free resolution of I Y is of the following type: 0 → F1 → F0 → I Y → 0,
with Fi = ⊕Rbi, j (− j), where bi, j are the graded Betti numbers.
Note that syz(M(I Y )) = 〈(x p3 ,−xn2 , 0), (x p3 , 0,−xm1 ), (0, xn2 ,−xm1 )〉, where each generator has degree m+n+ p.
Since every minimal generator of syz(I Y ) has the same leading term as a minimal generator of syz(M(I Y )), a non-
null minimal generator of syz(I Y ) must have degree m + n + p too. Moreover, by Groebner bases arguments, it
also follows that syz(I Y ) 6= 0, and then F1 = Rh(−m − n − p), where 1 ≤ h ≤ 3. Then a minimal free
resolution of IY is 0 → Rh(−m − n − p) → R(−m − p) ⊕ R(−n − p) ⊕ R(−m − n) → IY → 0. As a
consequence, the Castelnuovo–Mumford regularity of IY is m + n + p − 1 and the regularity of the Hilbert function
is m + n + p − 3(dim(A(Y )) = 2), in accordance to Theorem 13.
Proposition 15. A complete grid Y is a special curve.
Proof. By Theorem 11, we have the Hilbert polynomial of a complete grid Y of type (m, n, p). Now, we prove that
if m ≥ n ≥ p ≥ 2, then PY (1) < HY (1) = 4, where HY is the Hilbert function of Y , so we have that Y is a special
curve. We distinguish three cases: n = m = p = 2; m ≥ 3, n = p = 2; and m ≥ n ≥ 3, p ≥ 2. If n = m = p = 2 by
Theorem 11 PY (1) = −4, then PY (1) < HY (1). If n = p = 2 and m ≥ 3, PY (1) = −2m2 + 4 and hence PY (1) < 4.
If m ≥ n ≥ 3 and p ≥ 2, we note that PY (1) = 2(mn + mp + np) −∑i dimK (Ai/Ai ). But, in Theorem 11
we have that the dimension dimK (Ai/Ai ) is 2 for the mnp points of multiplicity 3, and at least 1 for any singular
point, hence
∑
i (dimK (Ai/Ai )) is at least 2mnp + 3. So, PY (1) ≤ 2(mn + mp + np) − 2mnp − 3, then, if
we prove that 2(mn + mp + np) − 2mnp − 3 < 4, we have that PY (1) < HY (1). We need to prove that
mnp − (mn + mp + np) > − 72 . We proceed by induction on p. If p = 2, proceeding by induction on m, it is
easy to prove that 2mn − (2m + 2n + mn) > − 72 . Now, we assume that p > 2 and that the relation is true for
p − 1. Our inductive hypothesis implies that mnp − mn − mp − np + (m − nm + n) > − 72 , then, if we prove that
mn − m − n ≥ 0, we have the relation for any p. Then, we proceed by induction on m. If m = 3, the relation is
easily satisfied. We assume that m > 3 and that the relation is true for m − 1. Our inductive hypothesis implies that
(mn − n − m)+ (1− n) ≥ 0, but n ≥ 3, hence mn − m − n ≥ 0, and we have PY (1) < HY (1). 
Remark 16. In principle, with the same techniques of this section, it is possible to compute the Hilbert function and
the polynomial of a complete grid of lines of PnK, but all the computations are very heavy and we could not find a
formula like that of Theorems 11 and 13.
3. Incomplete grids
In this section we define incomplete grids and incomplete grids of type (m − s, n − t, p − r) of lines of P3K, and
we study the properties of the latter.
Definition 17. Let A be a subset of grid lines of Y . We say that the set YN = Y − A obtained from Y by removing
the grid lines of A is an incomplete grid.
To study the Cohen–Macaulay property, the Hilbert polynomial, the Hilbert function, and to compute the generators
of an incomplete grid is too difficult, hence in this section we examine only the incomplete grids of type (m− s, n− t,
p − r) defined below.
Let T be a set of t grid lines of the plane L11 parallel to axis x3,R a set of r grid lines of the plane L12 parallel to
axis x1, S a set of s grid lines of the plane Lm1 parallel to axis x2, and we assume that, for any r ∈ R, s ∈ S, t ∈ T ,
we have r ∩ s = r ∩ t = s ∩ t = ∅.
Definition 18. Under the previous assumptions, YN = Y − (S ∪ T ∪R) is said to be an “Incomplete Grid” of type
(m − s, n − t, p − r).
Example 19. If we consider an incomplete grid YN of type (m − 1, n − 1, p − 1), it is easy to observe that YN is
constructed from a complete grid of type (m, n, p) (with m > 1, n > 1, p > 1) by removing three skew lines.
Theorem 20. Let YN ⊂ P3K be an incomplete grid of lines of type (m − s, n − t, p − r), and we call I its defining
ideal. Then, there exist distinct elements ai , bi , ci ∈ K such that:
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I =
(
m∏
i=1
(x1 − ai1x0)
n∏
i=1
(x2 − ai2x0),
m∏
i=1
(x1 − ai1x0)
p∏
i=1
(x3 − ai3x0),
n∏
i=1
(x2 − ai2x0)
p∏
i=1
(x3 − ai3x0),
m∏
i=1
(x1 − ai1x0)
n∏
i=2
(x2 − ai2x0)
p−r∏
i=1
(x3 − ai3x0),
m∏
i=2
(x1 − ai1x0)
n−t∏
i=1
(x2 − ai2x0)
p∏
i=1
(x3 − ai3x0),
m−1∏
i=1
(x1 − ai1x0)
n∏
i=1
(x2 − ai2x0)
p∏
i=s+1
(x3 − ai3x0)
)
.
Proof. From Definition 18, it follows that:
I =
n−t⋂
i=1
(L11, L i2)
n⋂
i=1
(L21, L i2) . . .
n⋂
i=1
(Lm1, L i2)
p−r⋂
i=1
(L12, L i3)
p⋂
i=1
(L22, L i3)
. . .
p⋂
i=1
(Ln2, L i3)
p⋂
i=1
(L11, L i3)
p⋂
i=1
(L21, L i3) . . .
p⋂
i=1
(Lm−11, L i3)
p⋂
i=s+1
(Lm1, L i3).
By applying (a) of Lemma 7 and the modular law, one easily gets the following equality:
I = (L11, L12 . . . Ln−t 2) ∩ (L21 . . . Lm1, L12 . . . Ln2) ∩ (L12, L13 . . . L p−r 3) ∩ (L22 . . .
Ln2, L13 . . . L p3) ∩ (L11 . . . Lm−1 1, L13 . . . L p3) ∩ (Lm1, Ls+1 3 . . . L p3)
= (L11 . . . Lm1L12, L11 . . . Lm1L13 . . . L p−r3, L12 . . . Ln2L13 . . . L p3, L21 . . . Lm1L12 . . . Ln−t 2
L13 . . . L p3, L11 . . . Lm−1 1L12 . . . Ln2Ls+1 3 . . . L p3) ∩ (L22 . . . Ln−t 2, L13 . . . L p3) ∩
(Ln−t+1 2 . . . Ln2, L13 . . . L p3).
By using the modular law, we have that:
I = {(L11 . . . Lm1L12 . . . Ln−t 2, L12 . . . Ln2L13 . . . L p3, L21 . . . Lm1L13 . . . L p3L12 . . . Ln−t 2,
L11 . . . Lm1L12 . . . Ln2, L11 . . . Lm−1 1L12 . . . Ln2Ls+1 3 . . . L p3)+ [(L11 . . . Lm1L12,
L11 . . . Lm1L13 . . . L p−r 3) ∩ (L22 . . . Ln−t2, L13 . . . L p3)]} ∩ (Ln−t+1 2 . . . Ln2, L13 . . . L p3).
From the theory of Groebner bases, it follows easily that the intersection in the square brackets is equal to the product
of the two ideals, and hence:
I = (L11 . . . Lm1L12 . . . Ln−t 2, L12 . . . Ln2L13 . . . L p3, L21 . . . Lm1L13 . . . L p3L12 . . . Ln−t 2,
L11 . . . Lm1L13 . . . L p3, L11 . . . Lm−1 1Ls+1 3 . . . L p3L12 . . . Ln2, L22 . . . Ln−t 2
L11 . . . Lm1L13 . . . L p−r 3) ∩ (Ln−t+1 2 . . . Ln2, L13 . . . L p3).
By using the modular law and (a) of Lemma 7, we have that:
I = (L11 . . . Lm1L13 . . . L p3, L12 . . . Ln2L13 . . . L p3, L11 . . . Lm1L22 . . . Ln2L13 . . . L p−r 3,
L21 . . . Lm1L12 . . . Ln−t 2L13 . . . L p3, L11 . . . Lm1L12 . . . Ln2, L11 . . . Lm−1 1Ls+1 3 . . . L p3L12 . . . Ln2).

Now, we prove that the homogeneous coordinate ring of an incomplete grid of type (m − s, n − t, p − r), where
one of the setsR, S or T is empty, is Cohen–Macaulay.
Theorem 21. Let YN ⊂ P3K be an incomplete grid of type (m − s, n− t, p− r). If one of the setsR, S or T is empty,
then A(YN ) is Cohen–Macaulay.
Proof. Without loss of generality, we can assume thatR = ∅. We denote with I the ideal of YN . From Definition 18, it
follows that I is the intersection of (mn+mp+np−r−s−t) ideals of lines, which we can denote Ii , i.e., I =⋂σi=1 Ii ,
where σ = mn + mp + np − r − s − t .
If we prove that (I, H) = ∩σi=1(Ii , H), where H is a linear form such that L i 6∈ (L j , Lk, H) ∀i 6= j, j 6= k, i 6= k,
then we have that A(YN ) is Cohen–Macaulay.
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By Theorem 20, we have that:
I = (L11 . . . Lm1L13 . . . L p3, L12 . . . Ln2L13 . . . L p3, L11 . . . Lm1L22 . . . Ln2L13 . . . L p−r 3,
L21 . . . Lm1L12 . . . Ln−t 2L13 . . . L p3, L11 . . . Lm1L12 . . . Ln2, L11 . . . Lm−1 1Ls+1 3 . . . L p3L12 . . . Ln2).
We set J = ∩σi=1(Ii , H), then:
J =
n−t⋂
i=1
(L11, L i2, H)
n⋂
i=1
(L21, L i2, H) . . .
n⋂
i=1
(Lm1, L i2, H)
p−r⋂
i=1
(L12, L i3, H)
p⋂
i=1
(L22, L i3, H)
. . .
p⋂
i=1
(Ln2, L i3, H)
p⋂
i=1
(L11, L i3, H)
p⋂
i=1
(L21, L i3, H) . . .
p⋂
i=1
(Lm−1 1, L i3, H)
p⋂
i=s+1
(Lm1, L i3, H).
From (b) of Lemma 7, it follows that:
J = (L11, L12 . . . Ln−t 2, H) ∩ (L21 . . . Lm1, L12 . . . Ln2, H) ∩ (L12 . . . Ln2, L13 . . . L p3, H)
∩ (L11 . . . Lm−1 1, L13 . . . L p3, H) ∩ (Lm1, Ls+1 3 . . . L p3, H).
We note that (L21 . . . Lm1) 6∈ (L12 . . . Ln2, L13 . . . L p3, H), because (L21 . . . Lm1) 6∈ (L i2, L j3, H) ∀i
∈ {1, . . . n}, ∀ j ∈ {1, . . . p}, and moreover each (L i2, L j3, H) is a prime ideal, then, by using the modular law,
we have that:
J = (L11, L12 . . . Ln−t 2, H) ∩ (L21 . . . Lm1L13 . . . L p3, L12 . . . Ln2, H) ∩ (L11 . . . Lm−1 1, L13 . . . L p3, H)
∩ (Lm1, Ls+1 3 . . . L p3, H).
But (L12 . . . Ln2) 6∈ (L11 . . . Lm−11, L13 . . . L p3, H), because (L12 . . . Ln2) 6∈ (L i1, Lr3, H) ∀i ∈ {1, . . .m − 1},
∀r ∈ {1, . . . p}, and moreover each (L i1, Lr3, H) is a prime ideal, and hence, if we apply the modular law, J is :
J = (L11, L12 . . . Ln−t 2, H) ∩ (L21 . . . Lm1L13 . . . L p3, L12 . . . Ln2L11 . . . Lm−1 1,
L12 . . . Ln2L13 . . . L p3, H) ∩ (Lm1, Ls+1 3 . . . L p3, H).
By again using the modular law and the remark that the element (L21 . . . Lm1L13 . . . L p3) 6∈ (L11, L12 . . . Ln−t 2, H),
where (L11, L12 . . . Ln−t 2, H) is an intersection of prime ideals that do not contain (L21 . . . Lm1L13 . . . L p3), we
have the following equality:
J = (L12 . . . Ln2L13 . . . L p3, L12 . . . Ln2L11 . . . Lm1, L11 . . . Lm1L13 . . . L p3, L12 . . .
Ln2L11 . . . Lm−1 1Ls+1 3 . . . L p3, L12 . . . Ln−t 2L21 . . . Lm1L13 . . . L p3, H).
Hence, (I, H) = J and then the coordinate homogeneous ring A(YN ) is Cohen–Macaulay. 
Remark 22. This theorem requires the hypothesis that R or S or T is equal to the empty set. In fact, an incomplete
grid of type (m − 1, n − 1, p − 1) is not Cohen–Macaulay (see the following Theorem 24, Grid Y3b).
Remark 23. We can compute the Hilbert polynomial and the Hilbert function of the incomplete grids as we did for
the complete grids, but in this case the situation is more complicated, since the points of P2K that correspond to a
singular point at infinity of a fixed multiplicity are not a complete intersection. We have decided not to include the
tedious calculations.
4. Incomplete non-Cohen–Macaulay simple grids
In this section we consider incomplete simple grids, that is, configurations of lines of P3K obtained by removing
subsets of lines from a simple grid Y (see Definitions 5 and 17).
In all the possible cases, we can know the generators, the Hilbert polynomial, and the Hilbert function, and we can
decide if they are Cohen–Macaulay or not. Since the possible ways of removing lines from Y are too numerous to
write in this paper, we have focused our attention on the non-Cohen–Macaulay cases which we consider to be more
interesting. Note that all the other cases not described in this section are Cohen–Macaulay.
612 M. Guida, F. Orecchia / Journal of Pure and Applied Algebra 208 (2007) 603–615
First, we observe that: by Theorem 8, the ideal IY of a simple grid Y is generated by three polynomials of degree
4; by Theorem 10, A(Y ) is Cohen–Macaulay; by Theorem 11, the Hilbert polynomial is PY (t) = 12t − 16; and by
Theorem 13, the Hilbert function is HY = 1, 4, 10 and HY (t) = PY (t) ∀t ≥ 3.
Without loss of generality, we can assume that the basis of Y is X = {(1, 0, 0, 0), (1, 1, 0, 0), (1, 1, 1, 0), (1, 0, 1, 0),
(1, 1, 0, 1), (1, 0, 1, 1), (1, 0, 0, 1), (1, 1, 1, 1)}.
Then, the grid lines of Y are: m1 : x2 = x3 − x0 = 0, m2 : x2 − x0 = x3 − x0 = 0, m3 : x2 = x3 = 0,
m4 : x2− x0 = x3 = 0, n1 : x1 = x3− x0 = 0, n2 : x3− x0 = x1− x0 = 0, n3 : x1 = x3 = 0, n4 : x1− x0 = x3 = 0,
p1 : x1 = x2 = 0, p2 : x1 − x0 = x2 = 0, p3 : x2 − x0 = x1 = 0, p4 : x2 − x0 = x1 − x0 = 0.
Note that the lines m1,m2,m3,m4 are (the projective closure of affine lines) parallel to the coordinate axis x1, the
lines n1, n2, n3, n4 are parallel to the coordinate axis x2, and p1, p2, p3, p4 are parallel to the coordinate axis x3.
Note also that the grids analyzed in the following Theorem 24 are represented in Fig. 4.1 in the last page of this
section.
In particular, we call Yi the grid obtained from Y by removing i lines, and Yia, Yib, . . . the grids obtained from Y
by removing i lines in different ways.
Theorem 24. The configurations (Fig. 4.1) of the table are not Cohen–Macaulay (where in the last three columns is
written the number of generators of a certain degree).
Grid Grid-lines removed from Y Hilbert function Degree = 2 Degree = 3 Degree = 4
Y3 m4, n2, p2 1, 4, 10, 9t − 7 0 0 6
Y3a m2, n2, p2 1, 4, 10, 9t − 7 0 0 6
Y3b m3, n2, p3 1, 4, 10, 9t − 7 0 0 6
Y4 m4, n2, p2, p4 1, 4, 10, 8t − 5 0 1 4
Y4a m2,m4, n2, p2 1, 4, 10, 8t − 5 0 1 4
Y4b m4, n2, p1, p2 1, 4, 10, 8t − 5 0 1 4
Y4c m1, n4, p1, p4 1, 4, 10, 8t − 5 0 1 4
Y5 m3,m4, n2, p2, p4 1, 4, 10, 7t − 3 0 2 3
Y5a m4, n2, p1, p2, p4 1, 4, 10, 7t − 3 0 2 3
Y5b m4, n1, n2, p1, p2 1, 4, 10, 7t − 3 0 2 3
Y5c m4, n1, n2, n3, p2 1, 4, 10, 7t − 3 0 2 3
Y5d m1, n3, p1, p2, p3 1, 4, 10, 7t − 3 0 2 3
Y5e m4, n2, n3, p2, p4 1, 4, 10, 7t − 3 0 2 2
Y5 f m3,m4, n2, p1, p2 1, 4, 10, 7t − 3 0 2 2
Y5g m2, n2, n3, p1, p2 1, 4, 10, 7t − 3 0 2 2
Y5h m2,m4, n2, p1, p2 1, 4, 10, 7t − 3 0 2 2
Y5i m2,m4, n1, p1, p2 1, 4, 10, 7t − 3 0 2 2
Y6 m1, n1, n2, p2, p3, p4 1, 6t − 2 0 4 1
Y6a m3,m4, n2, n3, p2, p4 1, 4, 10, 6t − 1 0 3 1
Y6b m3,m4, n1, n2, p2, p4 1, 4, 10, 6t − 1 0 3 1
Y6c m2,m3,m4, n2, p2, p3 1, 4, 10, 6t − 1 0 3 1
Y6d m2,m3,m4, n2, p1, p2 1, 4, 10, 6t − 1 0 3 1
Y6e m1,m2, n3, n4, p2, p3 1, 4, 10, 6t − 1 0 3 1
Y6 f m2, n3, n4, p1, p2, p3 1, 4, 10, 6t − 1 0 3 2
Y7 m1,m2,m4, n1, n2, n4, p2 1, 4, 5t 0 5 0
Y7a m1,m4, n1, n2, p2, p3, p4 1, 4, 5t 0 5 0
Y7b m1,m3,m4, n1, n2, p2, p3 1, 4, 5t 0 5 0
Y7c m1,m4, n1, n2, n4, p2, p3 1, 4, 5t 0 5 0
Y7d m2,m3,m4, n1, n2, p2, p4 1, 4, 5t 0 5 0
Y7e m3,m4, n1, n2, n3, p2, p4 1, 4, 10, 5t + 1 0 4 0
Y7 f m3,m4, n1, n2, p1, p2, p4 1, 4, 10, 5t + 1 0 4 1
Y7g m3,m4, n2, p1, p2, p3, p4 1, 4, 9, 5t 1 1 2
Y8 m2,m3,m4, n2, n4, p1, p2, p3 1, 4, 4t + 2 0 6 0
Y8a m1,m3, n1, n2, n3, n4, p3, p4 1, 4, 9, 4t + 2 1 2 1
Y8b m2,m3,m4, n1, n2, n3, p1, p4 1, 4, 4t + 1 1 2 0
Y8c m1,m2,m3, n1, n2, n3, n4, p3 1, 4, 4t + 1 1 3 0
Y9 m1,m2,m4, n2, n3, n4, p1, p2, p3 1, 4, 3t + 3 1 4 0
Y9a m1,m2,m3, n1, n2, n4, p3, p4 1, 4, 3t + 2 2 2 0
Y9b m1,m2,m3, n1, n2, n4, p1, p3, p4 1, 4, 3t + 2 2 2 0
Y10 m1,m2,m3, n1, n2, n3, n4, p1, p3, p4 1, 2t + 2 4 0 0
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Fig. 4.1.
Proof. The theorem can be proved using the results of the previous sections. In particular, by using Lemma 7(a) and
following the same proof of Theorem 8, we can compute the generators of all the grids. By adapting the proof of
Theorem 11 to incomplete simple grids, we can compute the Hilbert polynomial in all the cases. The Hilbert function
can be computed by simple ad hoc arguments. 
We have checked all the results of Theorem 24 by using the Computer Algebra System CoCoA [3]. All
the computations have been done over the field K = Q by assuming that the base points have integer
coordinates.
Note also that a simple grid minus two skew lines is always Cohen–Macaulay (although two skew lines are not
Cohen–Macaulay). A simple grid minus three skew lines is not Cohen–Macaulay.
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5. Seminormality
It is often difficult to decide if a seminormal projective variety also has a seminormal homogeneous coordinate
ring, the converse is always true. In this section we want to solve this question for the configurations of lines described
in the previous sections. Complete grids are always non-seminormal (Theorem 26), then the problem is significant
only for incomplete grids.
We recall the notion and some basic facts about seminormality which, for example, can be found in [8].
Let A be a commutative noetherian reduced ring with identity and B an over-ring of A.
We call A+B = {b ∈ B | ∀x ∈ Spec(A), bx ∈ Ax + Rad(Bx )} (where Rad(Bx ) is the intersection of the maximal
ideals of the ring Bx ) the seminormalization of A in B.
Definition 25. The ring A is seminormal if A+B = A when B = A, where A is the integral closure of A in its total
ring of fractions.
We recall the following beautiful characterization of seminormality given by Swan ([14], Theorems 2.5, 3.4):
A ring A is seminormal in an over-ring B if and only if, for b ∈ B \ A, one of b2, b3 is not in A.
We say that a projective variety Z is seminormal if Oy,x is seminormal for any point x ∈ Z .
If we denote by A(Z) the homogeneous coordinate ring of Z andM its maximal homogeneous ideal, then: A(Z)
is seminormal if and only if Z is seminormal and A(Z)M, its localization, is seminormal.
First of all, we study the seminormality of a complete configuration Y of lines of P3K.
Theorem 26. Let Y be a complete grid of P3K of type (m, n, p). Then Y is not seminormal.
Proof. If x is one of the three points at infinity of the axes, then Oy,x is seminormal by assumption. But there are at
least four lines through x and so, by [10], Oy,x is not seminormal. Contradiction. 
In particular, a simple grid, that is, a union of lines of P3K, which contains the edges of a parallelepiped is not
seminormal.
Now, we focus our attention on the incomplete grids of lines of P3K constructed from a simple grid (see Section 4).
In order to study the seminormality property of these configurations, we recall the following results.
Proposition 27 ([7]). Let Z be a union of lines in PnK which are linearly independent at each vertex and let A(Z) be
the coordinate ring of this configuration. Then:
(1) if Z is connected, the seminormalization and Cohen–Macaulification of A(Z) coincide. In particular, A(Z) is
seminormal if and only if A(Z) is C.M.;
(2) if Z is not connected, then the seminormalization S of A(Z) is a Buchsbaum ring which is strictly contained in
the Cohen–Macaulification of A(Z). Neither A(Z) nor S is C.M.
We recall a theorem that reduces the analysis of the Buchsbaum property of a disconnected union of lines of PnK to
the analysis of its connected pieces.
Theorem 28 ([7]). Let A(Z) be the homogeneous coordinate ring of a disconnected union Z of lines in PnK. Let
A1(Z1), . . . , Ac(Zc) be the homogeneous coordinate rings of the connected components Z1, . . . , Zc of Z. Then A(Z)
is a Buchsbaum ring if and only if the following two conditions are satisfied:
(1) each Ai (Zi ) is a Buchsbaum ring;
(2) the embedding dimension of A(Z) is the sum of the embedding dimensions of the Ai (Zi ).
Now we analyze the property of seminormality of the incomplete simple grids of P3K.
Theorem 29. Let Y ′ be an incomplete simple grid of P3K. Then:
(1) if Y ′ is connected, A(Y ′) is seminormal if and only if A(Y ′) is Cohen–Macaulay, and there are at most three lines
through the points (0 : 0 : 0 : 1), (0 : 0 : 1 : 0), (0 : 1 : 0 : 0);
(2) if Y ′ is not connected, A(Y ′) is not seminormal except for two skew lines.
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Proof. The relation (1) follows from Proposition 27 and the well-known fact that if r > 3, the coordinate ring of r lines
through a point is not seminormal. To prove (2), we note that if A(Y ′) is seminormal then, by (2) of Proposition 27,
A(Y ′) is Buchsbaum. Hence, by (2) of Theorem 28, emdim(A(Y ′)) = ∑ri=1 emdim(A(Y ′i )), where Y ′i , i = 1, . . . , r
are the lines forming Y , but emdim(A(Y ′)) = 4 and emdim(A(Y ′i )) ≥ 2, then we have the equality only if r = 2 and
emdim(A(Y ′i )) = 2 ∀i ∈ {1, 2}, that is, Y ′1 and Y ′2 are two skew lines. Finally, by ([4], Example 3.5, c), we have that
the conductor of two skew lines of P3K is radical, and hence, by [4] (Theorem 2), the homogeneous coordinate ring of
these lines is seminormal. 
Corollary 30. The coordinate ring of grids of lines in the table for Theorem 24 are not seminormal except for Y10 (two
skew lines). In particular, all the configurations of the table that have at most three parallel lines provide examples of
seminormal projective varieties whose homogeneous coordinate ring is not seminormal.
Proof. This is an immediate consequence of Theorems 24 and 29.
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