We investigate the computational power of the new counting class ModP which generalizes the classes Mod,P, p prime. We show that ModP is truth-table equivalent in power to MP, and that ModP is contained in the class AmpMP. As a consequence, the lowness of AmpMP or of ModP for M P would imply the collapse of the counting hierarchy (CH) to MP. Further, every set in C=P is shown to be reducible to a ModP set via a random many-one reduction that uses only logarithmically many random bits. Therefore, ModP and AmpMP are not closed under such reductions unless CH collapses. Finally, ModP is generalized to the class Mod,P which turns out to be a superclass of G P .
Introduction
The study of counting classes has been a major research stream in structural complexity theory since Gill [Gi77] introduced the probabilistic class PP. Simon [Sim75] characterized PP as a counting (more precisely, threshold) class, and Wagner [Wag861 generalized PP to the classes of the counting hierarchy CH by introducing the counting operator C. As a variant of the operator C, Wagner defined the exact counting operator G , leading to the interesting class G P . Later on, Torin [Tor911 gave a characterization of the counting hierarchy in terms of an oracle hierarchy, and he observed that GP is a subclass of CP = PP.
Another important counting class is $P introduced by Papadimitriou and Zachos' [PZ83] as a "moderate version of the counting idea". $P plays a key role in the recent result that the polynomial hierarchy is 'Work done in part while visiting Fakultat fiir Informatik, 'The class $P was independently defined in [GoPa86] [GKRST] who showed that every set in the polynomial hierarchy and all sets in the classes ModkP, k 2 2, are low for MP.
The key to the lowness of all these sets with respect to the class MP is provided by an "amplified" middle bit representation, that is, it can be accomplished that the #P function value has a polynomial number of zero's to the left and to the right of the middle bit that decides membership to the set in question. This notion of amplification was formalized in [GKRST] by introducing AmpMP as the class that contains exactly the languages in MP which allow such an amplified representation (for formal definitions see the next section). Although the authors of [GKRST] did not succeed to prove the lowness of AmpMP for MP, the suspicion that AmpMP might be low for MP was the main motivation for formally introducing the class AmpMP.
In this paper, we introduce the counting classes ModP and Mod,P, and investigate their computational power. ModP is defined similarly as the classes Mod,P for p prime, but in the case of a set A in ModP the prime modulus p is allowed to depend on the input string I . It is only required that the unary representation of p can be computed in polynomial time from the input string 2 .
In Section 3, we show that ModP is as computationally powerful as #P. More precisely, we prove that any #P function can be computed in polynomial time by making one round of parallel queries to an oracle set from ModP. In the light of this result it is very surprising that ModP turns out to be contained in the class AmpMP. In fact, combining the two results, it follows that the polynomial-time truth-table closures of AmpMP and MP coincide. This coincidence reveals that AmpMP is much more powerful than previously thought. As a consequence, AmpMP and P P are Turing equivalent, and thus the lowness of AmpMP for MP would imply the collapse of the counting hierarchy to MP.
Further, we show that every set in G P is randomly many-one reducible to some set in ModP via a reduction that uses only logarithmically many random bits. The type of random many-one reducibility that we use requires a zero error probability for instances in the language, and therefore, in the case that the number of random bits is logarithmically bounded, it can be considered as a special type of polynomial-time conjunctive reducibility. As a consequence of our result, if either ModP or AmpMP is closed under this reducibility (which lies in strength between the many-one and the conjunctive reducibilities), then G P is contained in AmpMP, implying that the counting hierarchy collapses.
In Section 4, ModP is further generalized to the class Mod'P. We show that. M0d.P coincides with the polynomial-time conjunctive closure of ModP. As a consequence, M0d.P is closed under conjunctive reducibility, and GP is a subclass of Mod,P, which in turn is a subclass of MP.
Preliminaries and notation
The languages considered here are over the alphabet C = {0,1}. The length of a string x E C' is denoted by 1 . 1 . We will make use of a polynomial-time computable pairing function (., .) : C' x C' C' that has inverses also computable in polynomial time. For a set A, IlAll denotes its cardinality. The characteristic function of a set A is denoted by x A . The set of integers is denoted by 2, and the set { 0 , 1 , 2 , . . .} of non-negative integers is denoted by N.
We assume that the reader is familiar with (nondeterministic, polynomial-time bounded, oracle) Turing machines and complexity classes (see [BDG87, SchO861) . For completeness, we briefly give definitions for the language classes ModhP, k 2 2, MP, AmpMP, and for the function class GapP. The classes ModhP, k 2 2, [CHSS, HertSO, BG92] class 2) at most k queries on every computation path.
The reducibilities discussed in this paper are the standard polynomial-time reducibilities defined by Ladner, Lynch, and Selman [LLS75] , and the following randomized reducibility.
A set A is randomly many-one reducible to a set E if there exist a polynomial-time computable function f and a polynomial q such that for all strings t,
Here, the string w is chosen uniformly at random from the set Cq(lzl).
Let Sa be any reducibility. We denote by p', the reduction class {A I 38 E C : A la 8) of all sets that are <,-reducible to some set in C [BK88, AHOW921. Finally, unless otherwise specified, we denote the i-th smallest prime number by pi that is, p 1 , p z , . . . are the prime numbers in increasing order.
Pf'"MP. Thus, AmpMP does not serve its intended purpose to be a significantly weaker class than MP.
More specifically, we show that every #P function can be computed in polynomial time by asking one round of parallel queries to some oracle set in the class ModP, which turns out to be a subclass of AmpMP. As a consequence, we obtain the surprising result that the classes ModP, #PI and AmpMP are Turing equivalent, and thus the counting hierarchy would collapse to MP if AmpMP or ModP were low for MP.
We start by formally introducing the class ModP which will play a crucial role in proving our results.
Definition 3.1 A set L is in the class ModP if there exist functions f E #P and g E F P such that for all strings t , g(z) = Of' for some prime p , and I E L e f ( t ) $ 0 (modp).
The next proposition lists some basic properties of the class ModP. [BG92] ). Let A be in ModP, that is, A = {z I f(z) f 0 (mod lg(z)l)} for a #P function f and an F P function g that evaluates for every string x to a prime in unary. Define the #P function h as h ( z ) = f(z)lg(z)l-l. By Fermat's Theorem, since Ig(t)l is prime, it holds for all 3: E E ' , (41) h(+) 3 1 (mod Is(.)l>. By the proof of part ii) of the previous proposition, ModP can be characterized as the class of all languages A such that for -me #P function f and an FP function 9 that Produces on every input a prime Of' in unary, x A ( r ) can be represented as the remainder
AmpMP
Our main result in this section is that every #P function can be computed in polynomial time by asking one round of parallel queries to an oracle from AmpMP. Hence, the polynomial-time truth-table closures of AmpMP and M P coincide, that is, P f p = f(z) mod 1g(z)1. We will make use of this characterization for ModP later on.
In the following theorem we prove that every #P function can be computed in polynomial time by asking one round of parallel queries to a ModP oracle set. This result indicates that ModP seems to be substantially stronger than the classes Mod,P, p prime. Next we prove that ModP is a subclass of AmpMP. Combined with the preceding theorem this yields the surprising result that AmpMP and MP are truthtable equivalent (recall that AmpMP was introduced in [GKRST] with the intention to design a class that is low for MP). By Claim 1, we see that if we write h ( z , Om) in base 1g(z)1 then A has already an AmpMP-like representation. The transformation into binary is accomplished by the following claim whose proof is an adaption of a technique from [GKRST] where it was developed to derive the inclusion of the classes Mod,P, p prime, in AmpMP.
Claim 2 There exist a function h E # P and a poly- Because h ( r , 02"+*) < -2a(n)-2 and i(z,Om) < 2"+1, it follows that
and thus, by observing that In the next theorem we show that every set in GP is randomly many-one reducible to some ModP set via a reduction function that uses only logarithmically many random bits. Moreover, the error probability of the reduction can be made polynomially small, i.e. less than l/p(lzl) for an arbitrary polynomial p. Once more we make use of the Chinese remainder theorem and the prime number theorem (see also [Sa193, SchO921).
Theorem 3.7 For every set A in GP and every polynomial p there are a ModP set B and a polynomialtime computable function h such that for all strings
where the string w is chosen uniformly at random from
~O ( ' O i 3 I~l ) .
Proof.
Let A = {z I f(x) = g(x) ) for some #P function f and a polynomial-time computable function g : C' + n/. Define h to be the function h ( x , w ) = (z,OP*+I), where i is the integer in  { 0, 1, . . . , 21wl -1) whose value in binary is given by w , and define the set B = {(x, V) I p is prime, and f(x) E g(+) (mod p)}, which is easily seen to be in ModP. Let r be a polynomial such that f(z),g(z) < 2'(121) for all strings z, and let I(n) E O(1ogn) be a function such that r ( n ) . p(n) 5 2'("). By the Chinese remainder theorem, it holds that
Furthermore, by the prime number theorem, the value of the 2'(")-th prime is polynomially bounded in n. Now it follows that
the set C'(I21).
0
where the string w is chosen uniformly at random from It is interesting to note that the reduction function h in the above proof does not depend on the particular set A E GP and the polynomial p which indicates the bound for the desired error probability. In fact, since ModP has a many-one complete set, say B', the random many-one reduction from A to B and the many-one reduction from B to B' can be composed to a random many-one reduction from A to B'. Thus, instead of the reduction function h, also the ModP set B could be made independent of A and p.
A random many-one reduction that uses only logarithmically many random bits is obviously a special kind of conjunctive reduction, and therefore we have proved the following containment. 
Extensions of ModP
As seen in the last section (particularly in Corollaries 3.8 and 3.10), the polynomial-time conjunctive c l e sure of ModP may be further investigated in order to know more about the structure of the counting hierarchy. We extend in this section the class ModP in a natural way to the class M0d.P and show that Mod,P c+ incides with the polynomial-time conjunctive closure of ModP. As a consequence of this characterization, we obtain the inclusion of G P in Mod,P and that, unlike ModP, Mod,P is not contained in AmpMP unless the counting hierarchy collapses to MP. On the other hand, it turns out that Mod,P is still contained in MP. In order to obtain the characterization of M0d.P as the closure of ModP under conjunctive reducibility, we need Lemma 4.3 which states that we still get the class ModP if the modulus is allowed to be a prime power and if GapP functions are used instead of #P functions. In the proof of Lemma 4.3 we make use of the following fact which is a consequence of Kummer's theorem and which was used in [BG92] to show that ModpkP = ModpP, for every prime p and all k 2 2. e for all i = 1,. . . , I : g(z) G 0 (mod p,".).
Observe that each prime power p,"* is a factor of some integer mj generated by h ( z ) , and hence is bounded above by a polynomial in the length of z. Therefore, A is conjunctively reducible to the set B = {(z,OPa) I g(z) = 0 (mod p ' ) } , which, by Lemma 4.3, is in ModP. Thus it follows that A E PzpdP. ( n q ) (1 -n g(y)
PEP(") QEP(")-{PI By Proposition 2.1, g is in GapP. Furthermore, there is a polynomial-time computable function h that computes on input I a list of all primes in P ( I ) , and thus 0 it follows that A is in M0d.P via g and A.
As a direct consequence of the preceding theorem we get the closure of Mod,P under polynomial-time conjunctive reducibility. Further, since G P is contained in Pz,OdP (as stated in Corollary 3.8), we get the inclusion of G P in Mod.P, and thus M0d.P is not contained in AmpMP unless the counting hierarchy collapses.
Corollary 4.5 i ) Mod. P is closed under <Ft,-reducibility.
ii) GP C Mod,P.
iii) If Mod,P C AmpMP, then CH = M P .
As a last consequence we state the containment of Mod,P in MP which follows from Theorems 3.4 and 4.4 since, as it is easily seen, the conjunctive closure of AmpMP (even the closure V.AmpMP of AmpMP under polynomial-length bounded universal quantification) is contained in MP.
Corollary 4.6 Mod,P C M P
