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BLOCK CONJUGACY OF IRREDUCIBLE TORAL
AUTOMORPHISMS
LENNARD F. BAKKER AND PEDRO MARTINS RODRIGUES
Abstract. We introduce a relation of block conjugacy for irreducible toral
automorphism, and prove that block conjugacy is equivalent to weak equiv-
alence of the ideals associated to the automorphisms. We characterize when
block conjugate automorphisms are actually conjugate in terms of a group
action on invariant and invariantly complemented subtori, and detail the rela-
tion of block conjugacy with a Galois group. We also investigate the nature of
the relationship between ideals associated to non-block conjugate irreducible
automorphisms.
1. Introduction
Topological conjugacy of irreducible hyperbolic toral automorphisms is easily
reduced to an algebraic and number theoretic problem. This reduction, however,
does not answer the question of finding a complete set of dynamically significant
and computable conjugacy invariants. It seems that results in this direction should
result from the study of the connections between the dynamical and the algebraic
or number theoretic settings. The relation between algebraic number theory and
integer matrices is a classical theme, explored by, among others, Olga Taussky (see
[11, 12, 13, 14, 15, 16, 17, 18, 19]). The study of integer matrices in an algebraic
number theoretic setting implies the consideration of objects and problems that are
usually not thoroughly studied in the theory, namely, ideals in subrings of the rings
of algebraic integers in number fields. An important contribution in this direction
was the paper by Dade, Taussky, and Zassenhaus [6]. The present paper is, partly,
an attempt to present some of the consequences of the results therein, in a form
suitable for its use in the dynamical systems context.
In [4], a framework was introduced for the study of the actions of hyperbolic
automorphisms in the rational torus, i.e., in the set of periodic points. This consists,
briefly, in considering the action of the automorphisms on the profinite completion of
Zn, which is the dual group of the direct limit of the family of finite invariant groups
of periodic orbits in the torus T n. One of the results stated there is that a sufficient
condition for conjugacy of the actions of two hyperbolic toral automorphisms on
this profinite group, is that the associated ideal classes (see next section) are weakly
equivalent. This condition is also necessary, as is proved in a forthcoming paper.
The main result of this paper is the establishment of the equivalence between
the weak equivalence of ideals and an equivalence relation called 2-block conjugacy
between irreducible automorphisms. The first examples of 2-block conjugacy were
produced not many years ago in [7]. For these examples, one of the two irreducible
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automorphisms was a companion matrice, and sufficient conditions on the associ-
ated ideals were given. But the main result of this paper supersedes the earlier
sufficient conditions and does not require one of the two automorphisms to be a
companion matrix.
The paper is organized as follows. The second section of the paper gathers the
basic algebraic concepts and results needed for the sequel. The third section de-
fines and gives the basic theory of the relation of k-block conjugacy for an integer
k ≥ 2. The fourth section proves the main result that weak equivalence of ideals is
equivalent to 2-block conjugacy of automorphisms. The fifth section gives a charac-
terization of when 2-block conjugate automorphisms are actually conjugate in terms
of a group action on invariant and invariantly complemented subtori, and details a
connection of 2-block conjugacy with a Galois group. The sixth section investigates
the nature of the relationship between ideals associated to automorphisms that are
not 2-block conjugate.
2. Toral automorphisms and Ideal classes
For a fixed canonical basis in Rn, an automorphism of the torus Tn = Rn/Zn
is represented by an invertible integer matrix, i.e., an element A ∈ GLn(Z). The
automorphism is irreducible if and only if the characteristic polynomial f(t) of the
matrix is irreducible over Z; it is hyperbolic if and only if f(t) is hyperbolic, i.e., if it
has no roots of absolute value one. Two automorphisms are topologically conjugate
if and only if the corresponding matrices A and B are algebraically conjugated in
this group, i.e., if and only if there exists P ∈ GLn(Z) such that PA = BP (see
[1]). We denote this relation as A ≈ B. The characteristic polynomial is an obvious
conjugacy invariant that determines, and is determined by, the two fundamental
invariants of topological entropy and the Artin-Mazur zeta function (see [9]).
We fix an irreducible polynomial f(t) of degree n. This determines an algebraic
number field K = Q[t]/(f(t)). The class of t, which we denote from now on by
β, is a simple root of f in K and we identify K with the isomorphic field Q(β).
The notation OK denotes the ring of all algebraic integers of K. An automorphism
A ∈ GLn(Z) with characteristic polynomial f(t) acts on K
n and so there exists a
right eigenvector u ∈ Kn associated to β, namely, Au = βu, where the entries ui
of u determine a Z[β]-fractional ideal I = u1Z+ · · ·+unZ. The action of A, on the
right, on Zn, is thus identified with multiplication by β in I, namely, if x = m · u
for some m ∈ Zn, then mAu = βx. The fact that the entries of u are a basis of the
free Z-module I has the obvious but important consequence that if m · u = 0 then
m = 0, and so, if M ∈Mn(Z) (an n× n integer matrix) and Mu = 0 then M = 0.
Definition 1. Two fractional ideals I and J are arithmetically equivalent if J = αI
for some α ∈ K.
Each A ∈ GLn(Z) is in fact associated with a class of ideals. On the other
hand, if A and B are conjugate they are associated with the same ideal class, the
conjugating matrix P acting as a change of basis of the ideals, taken as Z-modules.
This is the the essence of the following result found in [11, 19].
Theorem 2 (Latimer-MacDuffee-Taussky). There is a bijection between the con-
jugacy classes of GLn(Z) matrices with irreducible characteristic polynomial f(t)
and arithmetic equivalence classes of ideals of Z[β].
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For two fractional ideals I and J of Z[β], we define another fractional ideal
(J : I) = {x ∈ K : xI ⊂ J}.
The coefficient ring of I is defined to be (I : I), which is always an order of the
field, i.e., a subring of OK that has rank n as a Z-module. Obviously (I : I) ⊃
Z[β]. Suppose that A ∈ GLn(Z) represents, as above, multiplication by β in I,
with respect to a certain basis over Z; then, if θ ∈ K is given by a polynomial
θ = p(β) with rational coefficients, then θ ∈ (I : I) iff p(A) is an integer matrix. An
obvious necessary condition for two ideals to be arithmetically equivalent is that
they have the same coefficient ring. An ideal X with coefficient ring R is invertible
if X(R : X) = R. An invertible ideal may always be generated, as an R-module,
by two (or one) elements.
Definition 3. Two ideals I and J of Z[β] are weakly equivalent if there exist ideals
X and Y and an order R such that
IX = J, JY = I, XY = R.
The definition of weak equivalence implies that I and J have the same coefficient
ring R. A detailed exposition on the weak equivalence relation may be found in
[6]. A few facts are immediate consequences of the definition: arithmetically equiv-
alent ideals are always weak equivalent, so the weak equivalence relation contains
arithmetic equivalence. On the other hand, two invertible but not arithmetically
equivalent ideals, in an order R, are always weakly equivalent. Furthermore, an in-
vertible ideal and a non-invertible ideal, both in the same order R, are not weakly
equivalent.
We recall an example found in [6] that gives by a general construction, the
existence of non-invertible ideals. Let θ be any algebraic integer of degree n > 2,
and set R0 to be the monogenic order Z[θ] = Z + Zθ + Zθ
2 + · · · + Zθn−1. The
subring
I = Z+ Zθ + 2Zθ2 + · · ·+ 2Zθn−1
is a fractional ideal for the suborder R = Z + 2Zθ + 2Zθ2 + · · · + 2Zθn−1 of R0.
Here we have R = (I : I) because 1 ∈ I implies (I : I) ⊂ I, and because θ /∈ (I : I).
On the other hand, for any 0 < k < n− 1, we have
Ik = Z+ Zθ + · · ·+ Zθk + 2Zθk+1 + · · ·+ 2Zθn−1
while In−1 = R0. Since IR0 = I
2R0 = · · · = I
n−2R0 = R0, we conclude that I (as
well as for each power Ik for 0 < k < n − 1) is not invertible, because if IJ = R
then we would have
IR0 = R0 =⇒ IJR0 = JR0 =⇒ RR0 = JR0 =⇒ R0 = JR0 =⇒
=⇒ R0 = I
n−1J = In−2R = In−2,
a contradiction.
3. Semiconjugacy and Block Conjugacy
Semiconjugacy by continuous surjection fails to distinguish two toral automor-
phisms A and B on Tn with the same irreducible characteristic polynomial f(t).
The components of right eigenvectors u of A and v of B corresponding to β both
form bases of K as a Q-vector space. So there is P ∈ GLn(Q) such that u = Pv.
Then (AP − PB)v = Au − βu = 0, so that AP = PB. Hence there are integer
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matrices X and Y given by appropriate integer multiples of P of P−1 respectively,
that give continuous surjections of Tn that satisfy AX = XB and BY = Y A.
These state that B is semiconjugate to A by the continuous surjection X , and that
A is semiconjugate to B by the continuous surjection Y .
For an integer k ≥ 2, semiconjugacy by continuous surjection also fails to distin-
guish
⊕k
i=1 B from A, and
⊕k
i=1A from B. Here
⊕k
i=1B is the diagonal action of
B on (Tn)k, i.e.,
k⊕
i=1
B =


B 0 0 . . . 0
0 B 0 . . . 0
0 0 B . . . 0
...
...
...
. . .
...
0 0 0 . . . B

 .
With Π1 as the projection of (T
n)k to the first factor, the continuous surjection
X ◦ Π1 from (T
n)k to Tn satisfies X ◦ Π1 ◦
⊕k
i=1B = A ◦X ◦ Π1. Thus
⊕k
i=1B
is semiconjugate to A by the continuous surjection X ◦Π1. Similarly we also have
Y ◦Π1 ◦
⊕k
i=1A = B ◦ Y ◦Π1.
However, semiconjugacy by continuous injection may distinguishA from
⊕k
i=1B,
and/or B from
⊕k
i=1A. The existence of a continuous injection ι : T
n → (Tn)k
which satisfies ι ◦ A =
⊕k
i=1 B ◦ ι implies that the continuously embedded copy
of Tn given by ι(Tn) is an invariant set for
⊕k
i=1 B, and that
⊕k
i=1 B induces A
on ι(Tn). Similar statements hold for a semiconjugacy from B to
⊕k
i=1 A by a
continuous injection.
More can be said when the continuous injection ι, in ι ◦ A =
⊕k
i=1 B ◦ ι, is a
linear embedding. In this case, ι is given by a nk × n integer matrix of the block
form (
M1
M3
)
where M1 is n× n and M3 is n(k − 1)× n, for which the greatest common divisor
of the nk integers in each column of the nk × n matrix is 1. The semiconjugacy
ι ◦A =
⊕k
i=1B ◦ ι becomes(
M1
M3
)
A =
k⊕
i=1
B ◦
(
M1
M3
)
.
By the Hermite Normal Form [5], the linear embedding can be extended to a
GLnk(Z) matrix
M =
(
M1 M2
M3 M4
)
.
Setting (
S
A′
)
=M−1 ◦
k⊕
i=1
B ◦
(
M2
M4
)
gives the equation
k⊕
i=1
B ◦M =M
(
A S
0 A′
)
.
BLOCK CONJUGACY 5
This implies that
Aˆ =
(
A S
0 A′
)
∈ GLnk(Z),
and hence there is a conjugacy between
⊕k
i=1 B and Aˆ. On the other hand, if there
is M ∈ GLnk(Z) and a GLnk(Z) matrix of the form Aˆ that satisfy
k⊕
i=1
B ◦M =MAˆ,
then A is semiconjugate to
⊕k
i=1B by the linear embedding ι = M ◦ ι1, where
ι1 : T
n → (Tn)k is defined by θ → (θ, 0, . . . , 0); that is
M ◦ i1 ◦A =
k⊕
i=1
B ◦M ◦ i1.
Thus we have proved
Proposition 4. The existence of a semiconjugacy from A to
⊕k
i=1B by a linear
embedding is equivalent to the existence of a conjugacy between a GLnk(Z) matrix
of the form
Aˆ =
(
A S
0 A′
)
and
⊕k
i=1 B.
A similar equivalence holds when A and B are interchanged.
The simplest structure of the GLnk(Z) matrix of the form Aˆ occurs when S = 0
and A′ is a block diagonal matrix. Specifically, A′ =
⊕k
i=2 Ai with each Ai belong-
ing to GLn(Z). The conjugacy of Proposition 4 then relates the diagonal action
of B with another diagonal action
⊕k
i=1 Ai where A1 = A. A similar statement
holds for a conjugacy between the diagonal action of A with another diagonal action⊕k
i=1Bi where B1 = B and B2, . . . , Bk belong to GLn(Z).
Definition 5. For an integer k ≥ 2, two GLn(Z) matrices A and B with the
same irreducible characteristic polynomial f(t) are k-block conjugate if there ex-
ist matrices A2, . . . , Ak, B2, . . . , Bk ∈ GLn(Z) such that
⊕k
i=1 A ≈
⊕k
i=1Bi, and⊕k
i=1B ≈
⊕k
i=1 Ai. We say A and B are block conjugate if they are k-block con-
jugate for some k ≥ 2.
The relation of k-block conjugacy of A and B has several properties. It is re-
flexive. It is also symmetric, but a GLnk(Z) matrix that conjugates
⊕k
i=1 A with⊕k
i=1Bi need not be the inverse of a GLnk(Z) matrix that conjugates
⊕k
i=1B
with
⊕k
i=1 Ai. (We will show in the next section that the existence of one of the
two conjugacies implies the other.) Furthermore, the irreducibility of characteristic
polynomial f(t) of A and B implies that the characteristic polynomial of every one
of A2, . . . , Ak and of B2, . . . , Bk is also f(t). We will shown that 2-block conjugacy
is transitive, and hence an equivalence relation.
The relation of k-block conjugacy is a generalization of conjugacy, which may be
seen as 1-block conjugacy, that presents an enlarged stage for distinguishing and
comparing the dynamics of A and B. It has a simple interpretation: if A and B are
k-block conjugate, for some k, then A is conjugated to the restriction of ⊕ki=1B to
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an embedded n-dimensional torus in Tkn and vice-versa. As a special case, it may
even happen that, for some k > 1,
⊕k
i=1 A ≈
⊕k
i=1B with A and B nonconjugate.
We will show in the next section that there exist nonconjugate A and B for which
A⊕A ≈ B ⊕B.
The relation of k-block conjugacy has the following property.
Proposition 6. If A and B are k-block conjugate for some k ≥ 1, then A and B
are (k + 1)-block conjugate.
Proof. Suppose there is M ∈ GLnk(Z) such that
⊕k
i=1B ◦M =M ◦
⊕k
i=1 Ai. Set
Ak+1 = B, and
M˜ =
(
M 0
0 In
)
∈ GLn(k+1)(Z),
where In is the n×n identity matrix. It follows that
⊕k+1
i=1 B ◦ M˜ = M˜ ◦
⊕k+1
i=1 Ai.
A similar extension of
⊕k
i=1 A ≈
⊕k
i=1 Bi to k + 1 holds as well. 
We could have two automorphisms which are k-block conjugate for some k ≥ 3,
but not l-block conjugate for all l = 1, . . . , k− 1. But this can not happen, because
we will prove in the next section the remarkable property that if A and B are k-block
conjugate for some k ≥ 3, then they are 2-block conjugate. This combined with
Proposition 6 implies there are then only three possibilities for two automorphism:
conjugate, 2-block conjugate but not conjugate, or not block conjugate.
The existence of a k-block conjugacy for k ≥ 2 imposes necessary conditions on
the conjugating matrices. Suppose a GLnk(Z) matrix M satisfies
⊕k
i=1 B ◦M =
M ◦
⊕k
i=1 Ai. If X is an n×n matrix in the partition of M into n×n submatrices,
then
⊕k
i=1B ◦M = M ◦
⊕k
i=1Ai implies that X satisfies BX = XAi for some i.
This says that Ai is semiconjugate to B by the endomorphism X . Thus M is built
with n× n matrices belonging to the sets
Λ(B,Ai) = {X ∈Mn(Z) : BX = XAi}, i = 1, . . . , k.
Similarly, a GLnk(Z) matrix N that satisfies
⊕k
i=1A ◦N = N ◦
⊕k
i=1 Bi, is built
from n× n matrices belonging to the sets Λ(A,Bi), i = 1, . . . , k.
Each of the sets Λ(B,Ai), Λ(A,Bi) is an additive abelian group that has a
module structure. We will describe the module structure for Λ(A,B), as the others
are similar. Associated to A and B are the Z[β]-fractional ideals I =
⊕
i uiZ and
J =
⊕
i viZ generated respectively by the entries of their right eigenvectors u and
v corresponding to β. The following then follows directly from the definition of
Λ(A,B).
Proposition 7. For the ring R = (I : I) ∩ (J : J), the abelian group Λ(A,B) is a
left and a right R-module with multiplications defined by
R× Λ(A,B)→ Λ(A,B), (p(β), X)→ p(A)X,
R× Λ(A,B)→ Λ(A,B), (p(β), X)→ Xp(B),
where p(x) ∈ Q[x] satisfies p(β) ∈ R. Moreover, there is an isomorphism of R-
modules
ϕ : Λ(A,B)→ (J : I) = {θ ∈ K : θI ⊂ J}
given by
ϕ(X) = θ where Xv = θu.
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We show that each endomorphism in Λ(A,B) is either the 0 matrix or surjective.
Recall that there is P ∈ GLn(Q) such that u = Pv. Combining this with Xv = θu
gives P−1Xu = θu. The determinant of P−1X is the absolute norm of θ ∈ K,
which determinant is equal to zero if and only if θ = 0. This implies
Corollary 8. If X ∈ Λ(A,B) then detX = 0 if and only if X = 0.
We will tacitly use Proposition 7 and Corollary 8 in upcoming proofs.
4. Weak Equivalence and Block Conjugacy
We establish some characterizations of weak equivalence of ideals in terms of k-
block conjugacy of the associated irreducible toral automorphisms. We start with
Proposition 9. Suppose I and J are ideals associated respectively to A,B ∈
GLn(Z) both having the same irreducible characteristic polynomial f(t). If I and
J are weakly equivalent, then A and B are 2-block conjugate.
Proof. Suppose I and J are weakly equivalent ideals. Then they have the same ring
of coefficients R, and there exist ideals X and Y such that IX = J , JY = I, and
XY = R. Since X and Y are invertible ideals, there exist generators a1, a2, b1, b2 ∈
R such that
X = b1R+ b2R, Y = a1R+ a2R.
Because XY = R, we can choose the generators so that a1b1 + a2b2 = 1.
Let Z-bases of I and J be given by the components of u and v respectively, where
Au = βu and Bv = βv. Since ai ∈ Y and JY = I, there exist Mi1 ∈ Mn(Z) such
that Mi1u = aiv. These Mi1 ∈ Λ(B,A) because
BMi1u = aiβv = βaiv =Mi1Au.
Since bi ∈ X and IX = J , there exist W1j ∈ MnZ such that W1jv = bju. These
W1j ∈ Λ(A,B) because
AW1j = bjβu = βbju =W1jBv.
The matrices Mi1 and W1j satisfy
(W11M11 +W12M21)v = (a1b1 + a2b2)v = v,
and so
W11M11 +W12M21 = In.
(In a similar manner it follows that M11W11 +M21W12 = In.)
Fix a Z-basis w = (w1, . . . , wn)
T for the ideal JX . Define A′ ∈ GLn(Z) by
A′w = βw. Since bi ∈ X and the components of w are in JX , then there are
Mi2 ∈Mn(Z) such that
M12w = −b2v, M22w = b1v.
The matrix M12 ∈ Λ(B,A
′) because
BM12w = −b2βv = β(−b2v) =M12A
′w,
and the matrix M22 ∈ Λ(B,A
′) because
BM22w = b1βv = βb1v =M22A
′w.
Since ai ∈ Y and the components of w are in JX , the components of aiw are in
JXY = JR = J . So there are W2j ∈Mn(Z) such that
W21v = −a2w, W22v = a1w.
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The matrix W21 ∈ Λ(A
′, B) because
A′W21v = −a2βw = β(−a2w) =W21Bv,
and the matrix W22 ∈ Λ(A
′, B) because
A′W22v = a1βw = βa1w =W22Bv.
The matrices Mi2 and W2j satisfy
(W21M12 +W22M22)w = (a2b2 + a1b1)w = w,
and so
W21M12 +W22M22 = In.
(In a similar manner it follows that M12W21 +M22W22 = In.)
By construction we have (B ⊕B)M =M(A⊕A′) for
M =
(
M11 M12
M21 M22
)
∈M2n(Z).
Also by construction the matrix
W =
(
W11 W12
W21 W22
)
satisfies
WM =
(
In ∗
∗ In
)
.
If the starred entries are both 0, then M ∈ GL2n(Z). To this end we have
(W11M12 +W12M22)w = −b1b2u+ b1b2u = 0,
so that W11M12 +W12M22 = 0, and we have
(W21M11 +W22M21)u = −a1a2w + a1a2w = 0,
and so W21M11 +W22M21 = 0. Thus B ⊕B ≈ A⊕A
′.
Reversing the roles of I and J and of A and B and introducing the ideal IY and
a corresponding matrix B′, we obtain A⊕A ≈ B ⊕B′. Thus A and B are 2-block
conjugate. 
We can interpret the GL2n(Z) matrix in the proof of Proposition 9 that con-
jugates B ⊕ B with A ⊕ A′ in terms of an R-module isomorphism between direct
sums of ideals. On Zn ⊕ Zn, the conjugating matrix is the isomorphism,
(m, l)→ (m, l)
(
M11 M12
M21 M22
)
.
The R-module structure on Z⊕Z is the right action p(B) · (m, l) = (mp(B), l p(B))
where p(β) ∈ R. In relating Z⊕Z to a direct sum of ideals, we have the R-module
isomorphism
Zn ⊕ Zn → J ⊕ J defined by (m, l)→ (m · v, l · v),
where the right action of R in Zn ⊕ Zn is defined by α · (m, l) = (mp(B), l p(B))
for α = p(β) ∈ R. We also have the R-module isomorphism
Zn ⊕ Zn → JY ⊕ JX defined by (m, l)→ (m · u, l · w),
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where the right action of R in Zn ⊕ Zn is defined by α · (m, l) = (mp(A), l p(A′)).
Through these R-module isomorphisms, the GL2n(Z) matrix conjugating B ⊕ B
with A⊕A′ induces the R-module isomorphism
φ : J ⊕ J → JY ⊕ JX defined by φ(x, y) = (a1x+ a2y,−b2x+ b1y),
where X = b1R+ b2R and Y = a1R+ a2R.
Example 10. We illustrate the construction of a 2-block conjugacy for the non-
conjugate GL2(Z) matrices
A =
(
8 5
3 2
)
, B =
(
9 8
1 1
)
,
each having the irreducible f(t) = t2− 10t+1 as its characteristic polynomial. For
β the largest real root of f(t), eigenvectors of A and B are respectively
u =
(
β − 2
3
)
, v =
(
β − 1
1
)
.
For the order R = Z[β], the ideals associated to A and B are
I = (β − 2)R+ 3R, J = (β − 1)R+R = R.
Here B is conjugate to the companion matrix for f(t). Also the ideal I is invertible
in R, so that II−1 = R. The ideals I and J are weakly equivalent because for
Y = I and X = I−1 = Y −1, we have
XY = R, JY = JI = RI = I, IX = II−1 = R = J.
For a1 = β − 2, a2 = 3, the matrices Mi1 ∈Mn(Z) defined by aiu =Mi1v are
M11 =
(
7 5
1 0
)
, M21 =
(
3 1
0 1
)
.
Each Mi1 belongs to Λ(B,A). To find b1 and b2 such that X = b1R + b2R and
a1b1 + a2b2 = 1, we find an element of X = I
−1. One such element is b1 =
−(1/3)(β + 1). Then solving a1b1 + a2b2 = 1 for b2 gives b2 = β. The integer
matrices defined by W1jv = bju are
W11 =
(
−3 −2
−1 −2
)
, W12 =
(
8 7
3 3
)
.
Each W1j belongs to Λ(A,B). The Mi1 and W1j satisfy W11M11 +W12M21 = I2.
To get (B ⊕ B) ≈ (A ⊕ A′) for some A′, we consider the ideal JX = RX = X
which has a Z-basis of −(1/3)(β + 1) and β. Set
w =
(
−(1/3)(β + 1)
β
)
.
The GL2(Z) matrix A
′ defined by A′w = βw is
A′ =
(
−1 −4
3 11
)
.
The characteristic polynomial of A′ is f(t). The integer matrices Mi2 defined by
M12w = −b2v and M22w = b1v are
M12 =
(
−3 −10
0 −1
)
, M22 =
(
−2 −4
1 0
)
.
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EachMi2 belongs to Λ(B,A
′). The integer matrices W2j defined by W21v = −a2w
and W22v = a1w are
W21 =
(
1 2
−3 −3
)
, W22 =
(
−3 −2
8 7
)
.
Each W2j belongs to Λ(A
′, B). The integer matrices Mij and Wij satisfy(
W11 W12
W21 W22
)(
M11 M12
M21 M22
)
= I4,
and so
M =
(
M11 M12
M21 M22
)
=


7 5 −3 −10
1 0 0 −1
3 1 −2 −4
0 1 1 0

 ∈ GL4(Z).
For this M we have (B ⊕B)M =M(A⊕A′), so that B ⊕B ≈ A⊕A′.
Similarly, we obtain (A ⊕ A) ≈ (B ⊕ B′) for some B′ by considering the ideal
IY = I2 = 3R which has a Z-basis of 3 and 3β. From this we get
B′ =
(
0 1
−1 10
)
∈ GL2(Z),
which is the companion matrix for f(t). The GL4(Z) matrix
N =


−3 −2 2 −1
−1 −2 −3 0
8 7 1 2
3 3 −2 1


satisfies (A⊕A)N = N(B ⊕B′). Thus A and B are 2-block conjugate.
Note that the conjugating matrices M and N are not inverses of each other. In
particular, they have different determinants, with det(M) = 1 and det(N) = −1.
Remark 11. In the above example, the automorphism A′ is conjugate to A, and
the same thing happens with B and B′. Thus A⊕A and B⊕B are conjugate while
A and B are not. The conjugacy of A and A′ and of B and B′ will always happen
when, as in this case, every element in the group of arithmetic equivalence classes
of invertible ideals has order two.
We investigate the consequences of assuming one of the two conjugacies in a
k-block conjugacy for some k ≥ 2. Suppose A = A1, A2, · · · , Ak and B are auto-
morphisms such that
k⊕
i=1
B ◦M =M ◦
k⊕
i=1
Ai
for some M ∈ GLnk(Z). If we partition M into n × n blocks Mij , i, j = 1, . . . , k,
then Mi1 ∈ Λ(B,A). If B is associated to a Z[β]-ideal J , generated by the entries
of a column eigenvector v and A is associated to a Z[β]-ideal I, generated by the
entries of a column eigenvector u, there exist ai ∈ (I : J), i = 1, . . . , k, such that
Mi1u = aiv. Similarly, if we partition W = M
−1 into n × n blocks Wij , i, j,=
1, . . . , k, we have W1j ∈ Λ(A,B) for every j = 1, . . . , k. So there exist bj ∈ (J : I),
j = 1, . . . , k, such that W1jv = bju. The matrix equation
∑k
i=1W1iMi1 = In,
implies that
∑k
i=1 aibiu = u and so
∑k
i=1 aibi = 1.
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We show that the coefficent rings (I : I) and (J : J) are the same. For x ∈ (J : J)
there exists G ∈Mn(Z) such that xv = Gv. Then
xu = x
k∑
i=1
aibiu = x
k∑
i=1
aiW1iv =
k∑
i=1
aiW1iGv =
k∑
i=1
W1iGMi1u.
This implies x ∈ (I : I). The other inclusion is proved in a similar way. Thus
(I : I) = (J : J), and we set R to be this common order.
We verify that
∑k
i=1 aiR = (I : J) and
∑k
i=1 biR = (J : I). For z ∈ (I : J) there
is Y ∈Mn(Z) such that zv = Y u. Then for every i = 1, . . . , k, we have
zbiu = zW1iv =W1iY u.
Hence zbi ∈ (I : I) = R for every i = 1, . . . , k. This implies that
z = z
k∑
i=1
aibi =
k∑
i=1
ai(zbi) ∈
k∑
i=1
aiR,
and hence that (I : J) ⊂
∑k
i=1 aiR. For the other inclusion, we have for ri ∈ R,
i = 1, . . . , k, that
(a1r1 + · · ·+ akrk)J ⊂ a1J + · · ·+ akJ ⊂ I
because ri ∈ (J : J) and ai ∈ (I : J). Thus
∑k
i=1 aiR = (I : J). The other equality∑k
i=1 biR = (J : I) is proved in a similar way.
We show that I and J are weakly equivalent. We have (J : I)I ⊂ J and
(I : J)J ⊂ I by the definitions of (J : I) and (I : J) respectively. Then
(I : J)(J : I)I ⊂ (I : J)J ⊂ I.
This implies that (I : J)(J : I) ⊂ (I : I) = R. But as
∑k
i=1 aibi = 1, we have the
equality (I : J)(J : I) = R. Set X = (J : I) and Y = (I : J). Then XY = R. Since
J = RJ = (J : I)(I : J)J ⊂ (J : I)I ⊂ J
implies (J : I)I = J , then IX = I(J : I) = J . Since
I = RI = (I : J)(J : I)I ⊂ (I : J)J ⊂ I
implies (I : J)J = I, then JY = J(I : J) = I. Therefore the ideals I and J are
weakly equivalent.
The same conclusion of I and J being weakly equivalent follows from a similar
argument if we assume instead a conjugacy of
⊕k
i=1A and
⊕k
i=1Bi with B1 = B,
for some k ≥ 2. Thus we have proved
Proposition 12. Suppose I and J are ideals associated with A,B ∈ GLn(Z) with
the same irreducible characteristic polynomial f(t). If, for some k ≥ 2, there exists
a conjugacy between
⊕k
i=1B and
⊕
Ai with A1 = A, or there exists a conjugacy
between
⊕k
i=1 A and
⊕k
i=1 Bi with B1 = B, then I and J are weakly equivalent.
Remark 13. The proof of Proposition 12 shows that either one of the two con-
jugacies involved in a k-block conjugacy between A and B implies weak equiv-
alence of the associated ideals. This, by Propositions 6 and 9, has the conse-
quence that the existence of a conjugacy between
⊕k
i=1 B and
⊕k
i=1Ai for some
A = A1, A2, . . . , Ak, implies the existence of a conjugacy between
⊕k
i=1 A and⊕k
i=1Bi for some B = B1, B2, . . . , Bk, and vice versa.
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Remark 14. The proof of Proposition 12 also shows, by replacing A with Ai
or B with Bi, that all the ideals associated with A = A1, A2, . . . , Ak and B =
B1, B2, . . . , Bk present in a k-block conjugacy are all weakly equivalent.
As a consequence of Propositions 6, 9, and 12, we have the following characteri-
zations of weak equivalence of ideals.
Theorem 15. Suppose I and J are ideals associated with A,B ∈ GLn(Z) having
the same irreducible characteristic polynomial f(t). Then the following are equiva-
lent.
(a) I and J are weakly equivalent.
(b) A and B are 2-block conjugate.
(c) A and B are k-block conjugate for all k ≥ 2.
(d) A and B are block conjugate.
Consequently, the relations of 2-block conjugacy and k-block conjugacy are
equivalent for all k ≥ 3. This means we need only be concerned with 2-block con-
jugacy when comparing two automorphisms. Because 2-block conjugacy and weak
equivalence of ideals are equivalent by Theorem 15, and because weak equivalence
of ideals is an equivalence relation, we have
Corollary 16. The relation of 2-block conjugacy on GLn(Z) matrices with irre-
ducible characteristic polynomial f(t) is an equivalence relation.
Another consequence of Theorem 15 is the following result, which is analogous
to the Latimer-MacDuffee-Taussky Theorem.
Corollary 17. There is a bijection between the 2-block conjugacy classes of GLn(Z)
matrices with irreducible characteristic polynomial f(t) and the weak equivalence
classes of ideals of Z[β].
Remark 18. For a weak equivalence class of ideals, with ring of coefficients R,
there is a bijection between the arithmetic equivalence classes contained in it and
the elements of the class group of R, i.e., the arithmetic equivalence classes of
invertible R-ideals. So, up to a point, the problem of conjugacy is reduced to the
conjugacy of automorphisms associated to invertible ideals plus 2-block conjugacy.
5. Invariant tori for B ⊕B and induced actions
A two-block conjugacy of two irreducible toral automorphisms presents a new
platform on which to compare the dynamics of the automorphisms. We will focus
on the dynamical consequences of a conjugacy (B⊕B)M =M(A⊕A′), with similar
results holding for the other conjugacy (A⊕A)N = N(B⊕B′) of 2-block conjugacy.
A pair of complementary (B⊕B)-invariant linearly embedded n-dimensional tori
of T2n are determined by the conjugating matrix M ∈ GL2n(Z) in (B ⊕ B)M =
M(A⊕A′). These two subtori are given by the images of Tn by the n× 2n block
columns (
M1
M3
)
,
(
M2
M4
)
,
of the conjugating M . The dynamics of B ⊕ B on these invariant n-dimensional
subtori are precisely the dynamics of A and A′ respectively.
A linearly embedded n-dimensional torus of T2n is the image of many different
linear embeddings. For a linear embedding
(
M1
M3
)
and any P ∈ GLn(Z), the
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linear embedding
(
M1
M3
)
P has the same image as that of
(
M1
M3
)
. In fact, all linear
embeddings of n-dimensional tori in T2n are of this form. To show this, suppose
that
(
U1
U3
)
has the same image as that of
(
M1
M3
)
. By the Hermite Normal Form,
there exist M2,M4 ∈Mn(Z) such that
M =
(
M1 M2
M3 M4
)
∈ GL2n(Z).
Set W = M−1. Since the two linear embeddings have the same image, for each
θ ∈ Tn there is Θ ∈ Tn such that
W
(
U1
U3
)
(θ) =
(
Θ
0
)
.
The mapping θ → Θ is an automorphism of Tn, so there is P ∈ GLn(Z) such that
W
(
U1
U3
)
=
(
P
0
)
.
Hence we have that (
U1
U3
)
=M
(
P
0
)
=
(
M1
M3
)
P.
We can identify the linearly embedded n-dimensional tori of T2n which are (B⊕
B)-invariant in terms of a semiconjugacy. A linearly embedded n-dimensional torus(
M1
M3
)
Tn is (B ⊕ B)-invariant when there exists an A ∈ GLn(Z) such that A is
semiconjugate to B ⊕B by the linear embedding
(
M1
M3
)
. That is, we have
(B ⊕B)
(
M1
M3
)
=
(
M1
M3
)
A.
In this case, we say that B ⊕B induces A on the (B ⊕B)-invariant n-dimensional
subtorus
(
M1
M3
)
Tn. For a different embedding
(
U1
U3
)
with the same image as that of(
M1
M3
)
, the action of B⊕B induces the conjugate P−1AP on the (B⊕B)-invariant
subtorus
(
U1
U3
)
Tn.
Each linearly embedded n-dimensional torus of T2n has a complementary linearly
embedded n-dimensional torus. For a linear embedding
(
M1
M3
)
, there is by the
Hermite Normal Form matrices M2,M4 ∈Mn(Z) such that(
M1 M2
M3 M4
)
∈ GL2n(Z).
The linearly embedded n-dimensional torus
(
M2
M4
)
Tn is a complement of the lin-
early embedded n-dimensional torus
(
M1
M3
)
Tn. Even if
(
M1
M3
)
Tn is (B ⊕ B)-
invariant, it might not be that a complementary
(
M2
M4
)
Tn is (B ⊕B)-invariant.
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Definition 19. A (B⊕B)-invariant linearly embedded n-dimensional torus in T2n
is invariantly complemented if there exist M2,M4 ∈ Mn(Z) and A,A
′ ∈ GLn(Z)
such that
M =
(
M1 M2
M3 M4
)
∈ GL2n(Z)
and
(B ⊕B)M =M(A⊕A′).
Certainly, having a conjugacy (B ⊕ B)M = M(A ⊕ A′) for M ∈ GL2n(Z) and
A′ ∈ GLn(Z) (which follows from A and B being 2-block conjugate) implies that the
complement
(
M2
M4
)
Tn of the (B⊕B)-invariant
(
M1
M3
)
Tn is also (B⊕B)-invariant.
However having a conjugacy
(B ⊕B)M =MAˆ =M
(
A S
0 A′
)
with S 6= 0, implies that the complement
(
M2
M4
)
Tn of the (B ⊕ B)-invariant(
M1
M3
)
Tn is not (B ⊕ B)-invariant. There are B for which a (B ⊕ B)-invariant
linearly embedded n-dimensional torus is not invariantly complemented, as illus-
trated next.
Example 20. Taken from [8], the GL3(Z) matrices
A =

−1 2 0−1 1 1
−8 −6 −23

 , B =

 0 1 0−1 0 2
−11 −3 23

 ,
both have the hyperbolic and irreducible f(t) = t3 − 23t2 + 7t − 1 as their char-
acteristic polynomial. Associated to A and B are the ideals I and J with Z-bases
(2, β + 1, β2 + 1) and (1, β, (β2 + 1)/2) respectively where f(β) = 0. The ideal J is
actually an order R, lying above Z[β], and hence J is invertible. The ideal I has
R as its ring of coefficients, but is not invertible. Thus I and J are not weakly
equivalent, and so A and B are not 2-block conjugate by Theorem 15. But there is
a semiconjugacy from A to B ⊕B by the linear embedding
(
M1
M3
)
=


1 0 0
−1 2 0
0 0 1
−1 1 0
0 −1 1
−4 −3 11


,
that is, we have
(B ⊕B)
(
M1
M3
)
=
(
M1
M3
)
A.
By Proposition 4, there exist M ∈ GL2n(Z), A
′ ∈ GLn(Z), and S ∈ Mn(Z) such
that
M =
(
M1 M2
M3 M4
)
and (B ⊕B)M =MAˆ =M
(
A S
0 A′
)
.
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The matrix S can never be 0 because if it were for some choice of M2 and M4,
then by Proposition 12, the ideals I and J would be weakly equivalent. Thus the
linearly embedded n-dimensional torus
(
M1
M3
)
Tn is not invariantly complemented.
5.1. Equivalence of embeddings and conjugacy. We present a characteriza-
tion of when two irreducible toral automorphisms A and B that are 2-block con-
jugate are actually conjugate. The setting for this characterization is the set of
(B⊕B)-invariant linearly embedded n-dimensional tori of T2n that are invariantly
complemented. We can identify this set with
I = {M ∈ GL2n(Z) :M
−1(B ⊕B)M is block diagonal}.
There is a right action of GLn(Z)×GLn(Z) on I given by (P,Q) ·M =M(P ⊕Q)
where P,Q ∈ GLn(Z). This action accounts for all of the different embeddings with
the same images.
We consider the automorphisms of T2n that preserve the set of (B⊕B)-invariant
linearly embedded n-dimensional tori that are invariantly complemented. Let E be
the subset of ξ ∈ GL2n(Z) such that ξM ∈ I and ξ
−1M ∈ I for all M ∈ I. Note
that E is a subset of I. Each M ∈ I has associated to it A,D ∈ GLn(Z) (that
depend onM) such that (B⊕B)M =M(A⊕D). An element ξ ∈ GL2n(Z) belongs
to E if for all M ∈ I there exist A1, D1, A2, D2 ∈ GLn(Z) (depending on M and ξ)
such that
(B ⊕B)ξM = ξM(A1 ⊕D1), (B ⊕ B)ξ
−1M = ξ−1M(A2 ⊕D2).
The set E is a group because it contains inverses by definition, and for ξ, η ∈ E we
have (ξη)M = ξ(ηM) ∈ I and (ξ−1η−1)M = ξ−1(η−1M) ∈ I for all M ∈ I.
The group E contains as a subgroup the centralizer
C = {U ∈ GL2n(Z) : (B ⊕B)U = U(B ⊕B)}.
Each U ∈ C maps every (B ⊕B)-invariant linearly embedding n-dimensional torus
and its invariant complement to another such pair with the same induced actions
because for M ∈ I we have
(B ⊕B)UM = U(B ⊕B)M = UM(A⊕D).
Combining the left action of C on I with the right action of GLn(Z)×GLn(Z) on
I gives the action of the group C × (GLn(Z) ×GLn(Z)) on I defined by
M 7→ UM(P ⊕Q).
Proposition 21. The set I of (B ⊕ B)-invariant and invariantly complemented
linearly embedded n-dimensional tori is partitioned by the conjugacy classes of the
induced actions. The group action of C × (GLn(Z) ×GLn(Z)) on I preserves this
partition and acts transitively in each element of the partition.
Proof. Suppose for M,V ∈ I with first block columns
(
M1
M3
)
and
(
V1
V3
)
that the
induced actions of B ⊕ B on
(
M1
M3
)
Tn and
(
V1
V3
)
Tn are A and C respectively. If
A and C are not conjugate, then there is no (U, P,Q) ∈ C × (GLn(Z) × GLn(Z))
such that UM(P ⊕Q) = V because U does not change the induced action, and P
conjugates A. If A and C are conjugate, then we can replace V with I2nV (P ⊕ In)
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for some P ∈ GLn(Z) so that B ⊕ B induces A on
(
V1
V3
)
Tn. Thus, we suppose
that
(B ⊕B)
(
M1
M3
)
=
(
M1
M3
)
A,
and
(B ⊕B)
(
V1
V3
)
=
(
V1
V3
)
A.
The existence of U ∈ C for which U
(
M1
M3
)
=
(
V1
V3
)
is implied by the existence
of (B⊕B)-invariant complements for the two subtori such that the induced actions
of B ⊕B on the complements are the same. Indeed, if there exist M2,M4, V2, V4 ∈
Mn(Z) and D ∈ GLn(Z) such that
M =
(
M1 M2
M3 M4
)
∈ GL2n(Z), V =
(
V1 V2
V3 V4
)
∈ GL2n(Z),
and
(B ⊕B)M =M(A⊕D), (B ⊕B)V = V (A⊕D)
(these last two equations meaning that M,V ∈ I), then U = VM−1 ∈ C and
satisfies U
(
M1
M3
)
=
(
V1
V3
)
.
Conversely, the existence of U ∈ C for which U
(
M1
M3
)
=
(
V1
V3
)
implies the
existence of (B⊕B)-invariant complements for the two subtori such that the induced
actions of B ⊕ B on the complements are the same. Take any M2,M4 ∈ Mn(Z)
such that
M =
(
M1 M2
M3 M4
)
∈ GL2n(Z) ∩ I.
Then M satisfies (B ⊕ B)M = M(A ⊕ D) for some D ∈ GLn(Z). The matrix
V = UM ∈ GL2n(Z), its first block column is
(
V1
V3
)
, and because
(B ⊕B)V = (B ⊕B)UM = U(B ⊕B)M = UM(A⊕D) = V (A⊕D)
we have V ∈ I.
It remains to show the existence of (B ⊕ B)-invariant complements for the two
subtori such that the induced actions of B ⊕ B on the complements are the same.
Since the two (B ⊕ B)-invariant subtori
(
M1
M3
)
Tn and
(
V1
V3
)
Tn are invariantly
complemented, there are M2,M4, V2, V4 ∈Mn(Z) and D,D
′ ∈ GLn(Z) such that
M =
(
M1 M2
M3 M4
)
∈ GLn(Z), V =
(
V1 V2
V3 V4
)
∈ GLn(Z),
and
(B ⊕B)M =M(A⊕D), (B ⊕B)V = V (A⊕D′).
These conjugacies imply by Remark 14 the weak equivalence of the ideals J and F
associated to B and D respectively, and the weak equivalence of the ideals J and
F ′ associated to B and D′ respectively. Mimicking the proof of Proposition 12, the
ideal G = (F : J) is invertible and satisfies JG = F , and the ideal G′ = (F ′ : J)
is invertible and satisfies JG′ = F ′. With v = (v1, . . . , vn)
t a Z-basis for J and
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w = (w1, . . . , wn)
t a Z-basis for G, there are c1, c2 ∈ (F : J) such that M2w = c1v
and M4w = c2v because BM2 = M2D and BM4 = M4D. The constants c1 and
c2 generate G, i.e., G = c1R + c2R, where R is the common ring of coefficients
of the weakly equivalent ideals. With u = (u1, . . . , un)
t a Z-basis for the ideal I
associated to A, the ideal X = (J : I) does not depend on M or
W =M−1 =
(
W1 W2
W3 W4
)
,
but the constants b1, b2 ∈ (J : I) in X = b1R+ b2R determined by W1v = b1u and
W2v = b2u do depend on W . Because WM = I2n, we have W1M2 +W2M4 = 0,
and so
0 = (W1M2 +W2M4)w = (b1c1 + b2c2)u,
implying that b1c1 + b2c2 = 0. Then
c1X = c1(b1R+ b2R)
= c1b1R+ c1b2R
= −c2b2R+ c1b2R
= b2(−c2R+ c1R) = b2G.
Thus X and G are arithmetically equivalent ideals. In a similar manner, the ideals
X and G′ are arithmetically equivalent. Then F = JG and F ′ = JG′ are arithmeti-
cally equivalent ideals. Hence D and D′ are conjugate, so there is Q ∈ GLn(Z) such
that D = QD′Q−1. Multiplying V on the right by In⊕Q gives a new V˜ ∈ GLn(Z)
such that (B ⊕B)V˜ = V˜ (A⊕D). 
Remark 22. An argument similar to the one above that shows the arithmetic
equivalence of the invertible ideals X = (J : I) and G = (F : J), also shows the
arithmetic equivalence of the invertible ideals Y = (I : J) and H = (J : F ), where
XY = R and GH = R.
One element of the partition of I is the equivalence class represented by the
conjugacy class of B. This is because the torus
(
In
0
)
Tn is (B ⊕B)-invariant with
induced action B, and it has a complement
(
0
In
)
Tn that is (B ⊕B)-invariant. If
(B ⊕B)M =M(A⊕D) for some A,D ∈ GLn(Z) and
M =
(
M1 M2
M3 M4
)
∈ GL2n(Z),
then the induced action of B ⊕ B on
(
M1
M3
)
Tn is A, and another element of the
partition of I is the equivalence class represented by the conjugacy class of A. The
two equivalence classes represented by the conjugacy classes of B and A are either
disjoint, or the same. If disjoint, then A and B are not conjugate. If the same, then
by the transitivity of C × (GLn(Z) × GLn(Z)) on each equivalence class of I, we
have that A and B are conjugate. Thus we have proved the following which gives
a characterization of when 2-block conjugate A and B are 1-block conjugate.
Corollary 23. For A,B ∈ GLn(Z), suppose there exist M ∈ GL2n(Z) and D ∈
GLn(Z) such that (B ⊕B)M =M(A⊕D) and let
(
M1
M3
)
be the first block column
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of M . Then A and B are conjugate if and only if there exists U ∈ C mapping(
M1
M3
)
Tn to
(
In
0
)
Tn.
Remark 24. Each of the n× n blocks in
U =
(
U1 U2
U3 U4
)
∈ C
commutes with B. For the eigenvector v of B corresponding to the eigenvalue β,
we have for each i = 1, 2, 3, 4 that Uiv = αiv for some αi ∈ R = (J : J). More
precisely, we have that αi = p(β) where Ui = p(B) because B is irreducible (see
[3]). Thus we have UiUj = UjUi for all i 6= j which implies that
det(U) = det(U1U4 − U2U3)
(see [10]). Furthermore we have
(U1U4 − U2U3)v = (α1α4 − α2α3)v,
so that α1α4−α2α3 is a unit in R if and only if det(U) = ±1. We may thus identify
C with GL2(R).
5.2. Relationship with a Galois Group. We detail additional properties of the
elements of E that lead to the relationship of E with the Galois group Gal(K/Q).
Recall that to each M ∈ I there is associated A,D ∈ GLn(Z), depending on
M , such that (B ⊕ B)M = M(A ⊕ D), and to each ξ ∈ I there is associated
A1, D1 ∈ GLn(Z), depending on M and ξ, such that (B ⊕B)ξM = ξM(A1 ⊕D1).
By taking M = I2n, there is for each ξ ∈ E the existence of Aξ, Dξ ∈ GLn(Z) such
that (B ⊕B)ξ = ξ(Aξ ⊕Dξ). For an arbitrary M ∈ I we have
ξ(Aξ ⊕Dξ)M = (B ⊕B)ξM = ξM(A1 ⊕D1).
This gives the dependence of A1 and D1 on Aξ and Dξ and arbitrary M ∈ I by
A1 ⊕D1 =M
−1(Aξ ⊕Dξ)M
because ξ and M are invertible. For the matrix
M =
(
I I
I 2I
)
which belongs to C, and hence to I, we have(
A1 D1
A1 2D1
)
=M(A1 ⊕D1) = (Aξ ⊕Dξ)M =
(
Aξ Aξ
Dξ 2Dξ
)
.
This implies that Aξ = Dξ, and hence the dependence of A1 and D1 on ξ for
arbitrary M ∈ I becomes
A1 ⊕D1 =M
−1(Aξ ⊕Aξ)M.
For the matrix
M =
(
B2 0
B B−1
)
,
which belongs to C, and hence to I, we have(
B2A1 0
BA1 B
−1D1
)
=M(A1 ⊕D1) = (Aξ ⊕Aξ)M =
(
AξB
2 0
AξB AξB
−1
)
.
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These implies that
AξB = BA1 = B
−1(B2A1) = B
−1(AξB
2),
hence that BAξ = AξB. By the irreducibility of B we have that Aξ = pξ(B) for a
polynomial pξ(t) with rational coefficients, and so Aξv = pξ(β)v. Since (B⊕B)ξ =
ξ(Aξ⊕Aξ), the matrix Aξ is similar (over Q) to B, and so the quantity pξ(β) is also
an eigenvalue of B. Hence the polynomial pξ(t) ∈ Q[t] represents the element pξ(β)
of K = Q(β), as well as a Q-automorphism of K = Q[t]/(f(t)), i.e., an element φξ
of Gal(K/Q) defined by
φξ(α) = α ◦ pξ,
where we identify the element α ∈ K with one of its polynomial representations.
We establish that the map ξ 7→ φξ from E to Gal(K/Q) is a group antihomomor-
phism and determine it kernel. An element ξ ∈ E satisfies (B ⊕B)ξ = ξ(Aξ ⊕Aξ)
where Aξ = pξ(B) is similar to B over Q. One of the n× n blocks ξi in
ξ =
(
ξ1 ξ2
ξ3 ξ4
)
is invertible and so we have the similarity Bξi = ξiAξ for some i. This implies that
w = ξiv is an eigenvector of B for an eigenvalue γ = pξ(β) of B because
Bw = B(ξiv) = ξi(Aξv) = ξi(pξ(B)v) = ξi(pξ(β)v) = pξ(β)w.
For ξ, η ∈ E , we have
ηξ(ξ−1(Aη ⊕Aη)ξ) = η(Aη ⊕Aη)ξ = (B ⊕B)ηξ,
and so
Aηξ ⊕Aηξ = ξ
−1(Aη ⊕Aη)ξ.
From this we get Aηξ = ξ
−1
i Aηξi for the same choice of i as above. Then we have
Aηξv = pηξ(B)v = pηξ(β)v
and
Aηξv = ξ
−1
1 Aηξiv = ξ
−1
i pη(B)w = ξ
−1
i pη(γ)w = pη(γ)v.
These imply that
pηξ(β) = pη(γ) = pη(pξ(β)).
Then [
pηξ(B)− pη(pξ(B))
]
v =
[
pηξ(β) − pη(pξ(β))]v = 0,
so that
pηξ(B) = pη(pξ(B)) = (pη ◦ pξ)(B).
A straightforward argument shows that the polynomials pηξ and pη ◦ pξ represent
the same element of Q[t]/(f(t)). Consequentially, modulo the ideal (f(t)), we have
φηξ(α) = α ◦ pηξ = α ◦ pη ◦ pξ = φξ(α ◦ pη) = (φξ ◦ φη)(α).
Finally, for ξ ∈ E , any one of the four conditions pξ(t) = t, φξ = id, Aξ = B, and
ξ ∈ C implies the other three. Thus we have proved
Proposition 25. The map pi : E → Gal(K/Q) given by pi(ξ) = φξ is a group
antihomomorphism with kernel C.
We do not know precisely what the image of pi is for a given B. But we do know
of one sufficient condition by which C is a proper subgroup of E , and hence the
image of pi is not trivial.
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Proposition 26. If there exists ξ ∈ GL2n(Z) such that (B⊕B)ξ = ξ(B
−1⊕B−1),
then ξ ∈ E \ C.
Proof. Suppose (B ⊕B)ξ = ξ(B−1 ⊕B−1). Applying inverses to both sides gives
ξ−1(B−1 ⊕B−1) = (B ⊕B)ξ−1.
Then for arbitrary M ∈ I we have
(B ⊕B)ξM = ξ(B−1 ⊕ B−1)M, (B ⊕ B)ξ−1M = ξ−1(B−1 ⊕B−1)M.
For eachM there is A,D ∈ GLn(Z) such that (B⊕B)M =M(A⊕D) from which
we have
(B−1 ⊕B−1)M =M(A−1 ⊕D−1).
This implies that
(B ⊕B)ξM = ξM(A−1 ⊕D−1), (B ⊕ B)ξ−1M = ξ−1M(A−1 ⊕D−1).
Hence ξ belongs to E . But ξ does not belong to C because B−1 6= B. 
The existence of ξ ∈ GL2n(Z) for some B for which (B ⊕ B)ξ = ξ(B
−1 ⊕ B−1)
is not vacuous, as illustrated next.
Example 27. Consider the matrix
B =
[
3 10
5 17
]
with the irreducible hyperbolic characteristic polynomial f(t) = t2 − 20t+ 1. The
inverse of B is
B−1 =
[
17 −10
−5 3
]
.
The GL4(Z) matrix
ξ =


5 0 0 2
7 −5 −1 0
0 24 5 14
−12 0 0 −5


satisfies (B⊕B)ξ = ξ(B−1⊕B−1). Note that ξ2 = I4. For K = Q(β) where f(β) =
0, the Galois group Gal(K/Q) is isomorphic to Z2, and so the antihomorphism pi
is surjective with pi(φξ) being the nontrivial element of Gal(K/Q).
Remark 28. The matrices B and B−1 in Example 27 are not conjugate (see [2]).
By setting A = B−1, we have another example of A ⊕ A ≈ B ⊕ B with A and B
nonconjugate.
6. Non-Block Conjugate Automorphisms
We explore what relationship there may be between ideals I and J associated
respectively to non-block conjugate irreducible toral automorphisms A and B. By
Theorem 15, the ideals I and J are not weakly equivalent. This does not preclude
the existence of a semiconjugacy from A to
⊕k
i=1B by a linear embedding for some
k ≥ 2, and hence by Proposition 4, of a conjugacy between
⊕k
i=1B and
Aˆ =
(
A S
0 D
)
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for some integer n× n(k− 1) matrix S and some D ∈ GLn(k−1)(Z). The existence
of such a conjugacy may provide the means of constructing an explicit isomorphism
between direct summands of ideals involving I and J .
6.1. Semiconjugacy by Linear Embedding. We prove the existence of a semi-
conjugacy from A to
⊕k
i=1B by a linear embedding in a special case. We assume
that B is an automorphism CR corresponding to an order J = R containing Z[β],
and that A is an automorphism corresponding to an ideal I whose ring of coef-
ficients is R. We set R = w1Z + · · · + wnZ for w = (w1, . . . , wn)
t that satisfies
CRw = βw and I = u1Z + · · · + unZ where u = (u1, . . . , un)
t satisfies Au = βu.
As an R-module, the ideal I is finitely generated, which means there are finitely
many a1, . . . , ak ∈ R such that I = a1R + · · · + akR. Then there exist matrices
Xi ∈ Λ(CR, A), for i = 1, . . . , k, satisfying
Xiu = aiw.
Since ui ∈ I for i = 1, . . . , n and I = a1R+ · · ·+ akR, there exist n-tuples zi ∈ R
n,
i = 1, . . . , k, such that u =
∑k
i=1 aizi. Since R = w1Z + · · · + wnZ, there exist
Yi ∈Mn(Z) such that zi = Yiw. As a consequence, we get
k∑
i=1
YiXiu = u,
which implies that
∑k
i=1 YiXi = In. By the Hermite Normal Form there exists
M ∈ GLkn(Z) such that partitioning M and W =M
−1 into n× n blocks,
M = (Mij), W = (Wij), i, j = 1, · · · , k,
we have
Mi1 = Xi and W1j = Yj .
Then
M−1
(
k⊕
i=1
CR
)
M


u
0
...
0

 =M−1


CRX1u
CRX2u
...
CRXku

 =M−1


X1Au
X2Au
...
XkAu

 = β


u
0
...
0

 .
This implies that
M−1
(
k⊕
i=1
Cr
)
M = Aˆ =
(
A S
0 D
)
∈ GLkn(Z),
for an n×n(k−1) integer matrix S, and an n(k−1)×n(k−1) matrix D belonging
to GLn(k−1)(Z). The conjugacy M may be chosen so that D is, for instance, upper
block triangular. However M is chosen, the automorphism A is the action induced
by
⊕k
i=1 CR on the linearly embedded n-dimensional torus

X1
X2
...
Xk

Tn ⊂ (Tn)k.
By Proposition 4, we have proved
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Proposition 29. If the ring of coefficients of an ideal I associated to A is R, and
the number of generators for I as an R-module is k, then there is a semiconjugacy
from A to
⊕k
i=1 CR by a linear embedding.
6.2. Induced Maps on Direct Sums of Ideals. When the ideal I is invertible,
it is generated by one or two elements of R, and it is weakly equivalent to R =
(I : I). By the implied 2-block conjugacy of CR and A, there exists an R-module
isomorphism
φ : R⊕R→ I ⊕ (R : I)
that was described in Section 4. This confirms the well known result that an ideal
of a commutative ring is invertible if and only if it is a projective module, i.e., a
direct summand of a free module.
In the general setting, when I is generated by k elements of R, there is an
isomorphism, not necessarily an R-module isomorphism, that relates I and R. The
k generators a1, . . . , ak of I determine a R-module epimorphism
ψ :
k⊕
i=1
R→ I defined by ψ(x1, . . . , xk) =
k∑
i=1
aixi.
The R-submodule ker(ψ) is part of the exact sequence
0→ ker(ψ)→
k⊕
i=1
R→ I → 0.
This exact sequence splits, as a sequence of R-modules, if and only if I is an
invertible ideal. But this exact sequence always splits as a sequence of abelian
groups, giving an isomorphism between
⊕k
i=1 R and I ⊕ ker(ψ).
We give an explicit construction of an isomorphism between
⊕k
i=1R and I ⊕
ker(ψ) that is induced by the GLnk(Z) matrix M which conjugates
⊕k
i=1 CR and
Aˆ. The conjugating matrix M gives the following commutative diagram.
Zkn
⊕
k
i=1
CR
−−−−−−→ Zkn
M
y yM
Zkn −−−−→
Aˆ
Zkn
Here, Znk =
⊕k
i=1 Z
n are k-tuples (m1,m2, . . . ,mk) of row vectors mi in Z
n, and
the automorphisms act on the right. We identify the two copies of Zkn in the top
row of the commutative diagram with
⊕k
i=1R by the isomorphism
(m1,m2, . . . ,mk)→ (m1w,m2w, . . . ,mkw) = (x1, x2, . . . , xk),
where each miw is the scalar product. The right action of the automorphism⊕k
i=1 CR on Z
kn represents multiplication by β on
⊕k
i=1 R because miCRw =
βmiw for each i = 1, . . . , k. The two copies of (Z
n)k in the bottom row of the
commutative diagram we think of as Zn ⊕ (Zn)k−1, where the first summand Zn
we identify with I by the isomorphism s1 → s1u for s1 ∈ Z
n. The right action
of A on Zn represents multiplication by β on I because s1Au = βs1u. Extending
the isomorphism s1 → s1u from Z
n to I to an isomorphism from Zn ⊕ (Zn)k−1 to
I ⊕ ker(ψ) requires obtaining an isomorphic copy of ker(ψ).
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We explicitly compute ker(ψ), showing its dependence on the conjugating matrix
M . Since xi = miw, Xiu = aiw, and Mi1 = Xi, we have
k∑
i=1
aixi =
(
k∑
i=1
miMi1
)
u.
For (x1, x2, . . . , xk) to belong to ker(ψ) requires that
∑k
i=1miMi1 = 0 since the
entries of u are a Z-basis for I. For arbitrary s1, s2, . . . , sk ∈ Z
n, we have
(
s1 s2 . . . sk
)
M−1


M11
M21
...
Mk1

 =


s1
0
...
0

 .
Thus the (m1,m2, . . . ,mk) for which
∑k
i=1miMi1 = 0 are given by
mi =
k∑
j=1
sjWji, i = 1, 2, . . . , k,
where s1 = 0 and s2, . . . , sk ∈ Z
n are arbitrary. By the identification of
⊕k
i=1 R
with Zkn, the kernel of ψ is then generated over Z by the last (k − 1)n rows of
M−1 =W = (Wij), i.e.,
ker(ψ) =

(x1, . . . , xk) ∈
k⊕
i=1
R : xi =
k∑
j=2
sjWjiw, (s2, . . . , sk) ∈ (Z
n)k−1

 .
Now we can extend the isomorphism s1 → s1u from Z
n to I to an isomorphism
from Zn ⊕ (Zn)k−1 to I ⊕ ker(ψ). For each (x1, x2, . . . , xk) ∈ ker(ψ), the values
of x2, . . . , xk are determined uniquely by s2, . . . , sk ∈ Z
n, and so the value of x1
is uniquely determined by the values of x2, . . . , xk. Thus there is an isomorphism
from ker(ψ) to the R-module of elements of the form
 k∑
j=2
sjWj2w, . . . ,
k∑
j=2
sjWjkw


given by the projection (x1, x2, . . . , xk) → (x2, . . . , xk). By abuse of notation we
denote by ker(ψ) this isomorphic copy of ker(ψ). We identify the two copies of
Zkn = Zn⊕(Zn)k−1 in the bottom row of the commutative diagram with I⊕ker(ψ)
by the isomorphism
(s1, s2, . . . , sk) ∈ Z
n ⊕ (Zn)k−1 →

s1u, k∑
j=2
sjWj2w, . . . ,
k∑
j=2
sjWjkw

 .
We show that the GLn(k−1)(Z) matrix D inside Aˆ represents multiplication by β
in ker(ψ). Partition D into n×n blocks Dij for i, j = 2, . . . , k. With (x2, . . . , xk) ∈
ker(ψ) corresponding to (s2, . . . , sk) ∈ (Z
n)k−1, and using the conjugacy between⊕k
i=1 CR and Aˆ, we have for each i = 2, . . . , k that
βxi =
k∑
j=2
sjWjiCRw =
k∑
j=2
sj
k∑
l=2
DjlWliw =
k∑
l=2

 k∑
j=2
sjDjl

Wliw.
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The entries of
(s′2, . . . , s
′
k) =

 k∑
j=2
sjDj2, . . . ,
k∑
j=2
sjDjk

 ∈ (Zn)k−1
are independent of i, and so
(βx2, . . . , βxk) =
(
k∑
l=2
s′lWl2w, . . . ,
k∑
l=2
s′lWlkw
)
∈ ker(ψ).
If we set
vi =


W2i
...
Wki

w, i = 2, . . . , k,
then (βx2, . . . , βxk) is s
′
2v2 + s
′
3v3 + · · · + s
′
kvk. The k − 1 vectors v2, . . . , vk are
eigenvectors of D corresponding to β because for each i = 2, . . . , k we have
Dvi =


∑k
j=2D2jWjiw∑k
j=2D3jWjiw
...∑k
j=2DkjWjiw

 =


∑k
j=2WjiCRw∑k
j=2WjiCRw
...∑k
j=2WjiCRw

 =


β
∑k
j=2Wjiw
β
∑k
j=2Wjiw
...
β
∑k
j=2Wjiw

 = βvi.
We show that there is only one linear dependence relation on the set v1, v2, . . . , vk,
where
v1 =


W21
...
Wk1

w,
and it is given by
k∑
i=1
aivi =
k∑
i=1
(W2 i, · · · ,Wk i)
tXiu = 0.
Suppose
∑k
i=1 bivi = 0. Multiplying this on the left by the matrix [Mj2 · · ·Mjk],
for any j = 1, . . . , k, gives
bj(I −XjYj)w −
∑
i6=j
biXjYiw = 0.
This simplifies to
bjw = Xj
(
k∑
i=1
biYi
)
w
for every j. Because Xju = ajw and Xj is nonsingular, we have
bj
aj
u =
(
k∑
i=1
biYi
)
w,
for every j. Hence bj/aj is a constant.
Remark 30. In the case k = 2, we may identify the kernel of ψ with a fractional
R-ideal, i.e., ker(ψ) = {y(a2,−a1) : y ∈ (R : I)}.
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The automorphism Aˆ induces, under the identifications defined above, an auto-
morphism Aˆ∗ of I ⊕ ker(ψ), again only as an automorphism of an abelian group,
but the relation of its action with the module structure goes far beyond that. For
every 
s1u, k∑
j=2
sjWj2w, . . . ,
k∑
j=2
sjWjkw

 = (t, x2, . . . , xk) ∈ I ⊕ ker(ψ),
we have
Aˆ∗(t, x2, . . . , xk) = (βt, βx2 + θβ(t), . . . , βxk + θβ(t)),
where θβ : I → ker(ψ) is explicitly given by
θβ(t) = −(s1(A− βIn)Y1w).
Each element y ∈ R is written as a polynomial p(β), with rational coefficients,
such that p(CR) ∈ Mkn(Z). Hence, each θβ determines a mapping L : R →
EndZ(I ⊕ ker(ψ)) defined by
L(y)(t, x2, . . . , xk) = (yt, yx2 + θy(t), . . . , yxk + θy(t)),
where θy is the image of y under θ : R → HomZ(I, ker(ψ)), a homomorphism of
abelian groups satisfying, for every y, z ∈ R,
θyz(t) = θy(zt) + yθz(t),
or, using the symmetry given by commutativity,
θy(zt)− zθy(t) = θz(yt)− yθz(t), ∀y, z ∈ R ∀t ∈ I.
6.3. Another Semiconjugacy by Linear Embedding. We construct a conju-
gacy between
⊕k
i=1A
t and
CˆtR =
(
CtR T
0 E
)
∈ GLnk(Z).
By Proposition 4, this implies the existence of a semiconjugacy from CtR to
⊕k
i=1 A
t
by linear embedding, but not necessarily the existence of a semiconjugacy from CR
to
⊕k
i=1 A by a linear embedding.
To get the conjugacy we make use of any monogenic order R0 contained in R.
One possibility for R0 is Z[β]. We refer to the paper [8] for a proof of the results
on ideals that follow. We have I(R0 : I) = (R0 : R), and so
I = ((R0 : R) : (R0 : I)).
Because I = a1R+ · · ·+ akR, there is an R-module epimorphism
ψ∗ :
k⊕
i=1
(R0 : I)→ (R0 : R) given by ψ
∗(y1, . . . , yk) =
k∑
i=1
aiyi,
and, as before, the exact sequence
0→ ker(ψ∗)→
k⊕
i=1
(R0 : I)→ (R0 : R)→ 0
splits as a sequence of abelian groups, giving an isomorphism
k⊕
i=1
(R0 : I)→ (R0 : R)⊕ ker(ψ
∗).
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Moreover, there are u∗ = (u∗1, . . . , u
∗
n)
t and w∗ = (w∗1 , . . . , w
∗
n)
t such that
(R0 : I) = u
∗
1Z+ · · ·+ u
∗
nZ, (R0 : R) = w
∗
1Z+ · · ·+ w
∗
nZ,
where Atu∗ = βu∗ and CtRw
∗ = βw∗. Repeating the earlier construction, we obtain
the conjugacy (
k⊕
i=1
At
)
◦N = N ◦ CˆtR
for some N ∈ GLnk(Z).
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