Advancements in trajectory generation for autonomous flight through urban environments have made autonomous remote sensing within these obstacle rich environments a possibility. This paper illustrates the use of a 3-dimensional trajectory planning algorithm utilizing a random dense tree and motion primitives from a 3-dimensional version of the Dubins Car. Additionally, a remote sensing quality function is formulated that is based on the range and orientation of the vehicle with respect to known targets in the environment. This quality function is used to influence the trajectories generated for remote sensing to be conducted. An example demonstrates the trajectory planner can avoid obstacles and view targets using feasible paths that are sub-optimal solutions to minimize the cost of flight time while maximizing metrics of sensor quality.
I. Introduction
Advancements in micro air vehicle technology have produced a class of aircraft of appropriate size and airspeed to enable flight within urban environments. Traversing these obstacle rich environments will require fully 3-dimensional flight and trajectory planning will be critical in taking advantage of the significant maneuvering capabilities of these aircraft. However, traversing these environments is only one aspect of operation. Close range remote sensing using a micro air vehicle could produce invaluable information for operators.
Close-proximity flight amongst obstacles presents challenges for traditional path planning techniques such as the implementation of waypoints. This method may not be suitable unless some guarantee of feasible maneuvering is provided between those waypoints.
In trajectory planning, the incorporation of dynamically-feasible motions is typically treated in either a direct or a decoupled fashion. 1 In direct planning methods, such as optimal control, a representation of the vehicle dynamics is considered in the formulation of the planning problem and the optimal system inputs are resolved. While optimal trajectories are produced, this method is often unmanageable for realistic problems. Alternatively, decoupled methods implement a simple vehicle motion model to plan a reference path and then smooth the path to satisfy vehicle dynamics using methods such as feedback control. This method often exhibits tractable complexity properties but with a lack of optimality.
A considerable amount of work has been completed by researchers directly including dynamics in the planning process. [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] Much of this work utilizes the the concept of basic maneuvers, or motion primitives, into feasible-path motion planning. The foundation for much of this work was established by Dubins for a 2-dimensional car. 13 The Dubins car provides a closed-form solution for optimal trajectories and has been used for many types of planning such as the traveling-salesman problem. 14 While this foundation is used for several studies into aircraft motion, the process limits that motion to a 2-D plane. [15] [16] [17] [18] One approach expands the original 2-D formulation into a 3-D framework but does not deal with constraints in the climb rate or specific values of these climb rates as is the case with motion primitives. 19 Complete analogues to the Dubins car in 3-D are being developed to account for the shortest path between two points with associated heading constraints 20 and with associated heading and flight-path angle constraints. 21 Another approach implements heading and flight-path angle constraints but utilizes the 2-D Dubins car in 3 different planes to achieve 3-D motion. 22 Remote sensing of targets can be improved utilizing a vehicle with the capabilities of three dimensional travel, over a vehicle with constant altitude travel. The ability of a vehicle to climb or dive to decrease range with respect to a target can provide the opportunity for additional information to be gathered by the operator. This paper presents the implementation of a 3-D trajectory planning algorithm for autonomous remote sensing amongst close-proximity obstacles. The algorithm builds upon a trajectory planning strategy that was developed by implementing a simplified version of a Dubins car in 3-D and random dense trees with motion primitives. 23 This procedure considered expanding from an initial configuration along feasible trajectories, which are the motion primitives, to an expanding set of nodes that are chosen based on random dense tree growth. Those feasible trajectories are optimal between the nodes although the resulting trajectory has no guarantees of optimality for the entire path from the initial configuration to the final configuration.
Implementation of this algorithm into this new research is completed using known target locations within the 3-D environment. These targets influence the trajectory of the vehicle such that the vehicle will travel by each target with an appropriate range and orientation for proper sensing to be completed with an on-board sensor. This algorithm is then demonstrated using a simulation of a micro air vehicle traveling through a simple virtual urban environment. Vehicle trajectories will be produced as the algorithm attempts to minimize the cost of flight time while maximizing the quality of the target sensing.
II. Randomized Planning with Trajectory Primitives
An approach for motion planning is formulated that combines 3-D random dense trees (RDT) with 3-D motion primitives; 23 specifically, the approach uses the tree to expand nodes into the environment while utilizing trajectory primitives as branches that connect the nodes. [24] [25] [26] [27] [28] [29] This approach accounts for obstacles using a pruning algorithm until the vehicle reaches a node from which an optimal 3-primitive sequence will connect to the final configuration. The initial configuration is given as C o ∈ C 4 and the final configuration is given as C f ∈ C 4 . The algorithm logic is as follows:
1. Select a Node: A point, C i+1 ∈ C 4 , is randomly selected from the subspace of the feasibility space which is spanned by the position variables. This node is considered an extension beyond the closest node, C i ∈ C 4 , of the current tree as determined by a distance metric.
Extend a Branch:
A branch is generated to connect the current configuration, C i , with the next node, C i+1 , in the tree. This branch is generated using a 2-primitive sequence of primitives composed of a turn maneuver followed by a straight motion. The actual primitives used in the sequence are chosen to have the minimum sum of durations subject to the constraint that they must connect the configurations after that time.
3. Obstacle Avoidance: A pruning method is used to ensure obstacle avoidance. This method does not directly consider the location of the obstacles to optimize tree growth; rather, it simply prunes nodes and branches that lie within an obstacle. The node selection thus remains random with some of the nodes being eliminated by a check on the node location and the obstacle locations. The growth of the tree occurs such that a node, C i+1 , is valid if neither that node nor a path to that node intersect any obstacles.
Check for Solutions:
The solution path from the new tree node to the final configuration is determined using the Dubins airplane that connects two configurations in C 4 and the solution upper bound is updated, if necessary. This 3-primitive solution represents the optimal trajectory with minimum time to travel between those configurations so it is assumed that additional nodes, and their associated sub-optimal 2-primitive solutions, will only increase the total cost of the motion planning. The expansion process evaluates if such an optimal 3-primitive sequence exists between every tree node and the final configuration that does not intersect any obstacles.
III. Sensing Effectiveness

A. Metric
Information can be difficult to characterize due to the complex relationships between its various uses. Many efforts to obtain information for mapping simplify the sensing as binary and thus fail to capture this complexity. 15, 17, [30] [31] [32] The energy measured by a sensor, which is one of the issues related to its quality, can vary drastically with changes in operating condition and environmental features for sensors including electro-optic cameras, infrared images, acoustic microphones, sonar transducers, LIDAR, radar, and chemical detectors.
A basic parameterization can be defined that relates three variables with strong influence on sensing. [33] [34] [35] Many sensors may have additional variables; however, these initial terms provide a baseline for the study of a large number of sensors. These variables include range as the distance from the sensor to the target, incidence angle as the angle between the centerline of the sensor and the plane of the target, and field-of-view angle as the angle between the centerline of the sensor and the vector to the target. The basic expressions for these variables with respect to the i th target are given as r i for range, σ i for incidence angle, and θ f,i as field-of-view angle as demonstrated in Figure 1 and defined in Equations 1, 2, and 3 where T ES is defined as the rotation matrix from an Earth fixed reference frame, E, to a sensor based reference frame, S. 
The concept of sensing effectiveness is implemented using a formulation of effectiveness for each of these three basic sensing parameters. The formulation of these effectiveness metrics are defined in Equations 4, 5, and 6 where r max , σ max , and θ f,max are determined by the qualities of the sensor being used.
The effectiveness metric functions f r i , f σ i , and f θ f ,i are plotted in Figure 2 . The effectiveness metric functions corresponding to range, f r i , and incidence angle, f σ i , decrease as the value of the parameter increases, leading to the effectiveness metric decaying to zero at the parameter's maximum. The effectiveness metric function corresponding to FOV angle, f θ f,i , exhibits minimal losses over all FOV angles less than θ f,max . Unlike the other efficiency metrics, the value drops to zero at the FOV edge signifying that the region beyond the camera's viewing boundary cannot be sensed at all and therefore has zero effectiveness. Ultimately, these effectiveness metrics are used to determine an overall sensing effectiveness, or sensing quality. While various methods have been investigated, the utilized calculation of the sensing quality of the i th target is found as the product of these three effectiveness metrics. This is demonstrated in Equation 7 . This sensing quality, q i , maps the values of range, incidence angle, and field-of-view angle to a scalar quantity as illustrated in Equation 8 . This quantity is, by necessity, mapped to zero when the target-sensor relationship falls outside the basic conditions needed for measuring. The other extreme, when q i = 1, notes a condition when the sensor is able to provide optimal information about target i. This concept is demonstrated in Figure 3 . These plots illustrate the sensor quality as a color map corresponding to the scalar quantity at various locations along the ground, and along the surface of the obstacles in the environment. Since the sensor's location and orientation are dependent upon the vehicle's location and orientation, different examples are produced to demonstrate the various sensor quality value possibilities. Up (ft) Figure 3 . Mapping of sensor quality at various vehicle orientations. The vehicle body coordinate system defined by axes (X,Y,Z) = (Red,Blue,Green) and the sensor cone is centered along body Zaxis. The sensor parameters used here are rmax = 600f t , σmax = 90
• , and θ f,max = 35
• . The sensor cone's range has been reduced to increase the visibility of the sensor quality mapping on the surfaces. Sensor quality ranges from 1 (dark red) to 0 (dark blue).
B. Sensor-Target Visibility Set
A set of conditions can be determined that enable sensing of a target. This set of conditions, denoted as the sensor-target visibility set, depends on the parameterization of the sensor along with some nature of the target. A set of necessary conditions must be formulated to determine this set and provide directions for trajectory planning to ensure accurate mapping.
The actual set is determined through the intersection of two larger sets. One set, known as the sensor visibility set, indicates the spatial locations that can be viewed by the sensor. The other set, known as the target visibility set, indicates the spatial locations that can sense the target. It can be noted that the target-visibility set is actually similar in nature to the inverted sensor-visibility set which is expected given that both sets simply relate a set of viewing conditions. The set, V i , is defined as this intersection which results in the sensor-target visibility set. Such an intersection is shown graphically in Figure 4 using an assumption of conical shapes as oversimplified, but easy to visualize, sets. The darkened region indicates the intersection and thus locations that are required for sensing. The actual shape of the set will rarely be a cone as simplified in Figure 4 ; instead, the shape will usually be highly modified by obstacles. Such obstacles will occlude many locations from having visibility of the target. Some representative polygons of the sets resulting from occlusions are given in Figure 5 .
IV. Motion Planning with Sensor Quality
A concept of motion planning using sensing quality is constructed using the foundations of trees and motion primitives along with sensing quality and visibility cones. Essentially, the technique for tree growth is modified with an iterative algorithm that biases that growth towards configurations that provide sensing.
A tree is initially grown that extends into the environment. The technique to generate this tree is not critical as long as a structure results that has numerous branches that can be traced to a single origin. The classic types of trees, such as random dense trees, are certainly suitable since knowledge of target location or sensor quality is not required to grow the initial tree. The classification for this tree is simplified such that only the nodes at the end of branches are explicitly stated with the connecting paths assumed to be associated with these nodes.
A paring of the nodes is performed to ensure that expansion of the tree is possible. In this case, any nodes are removed from the classification of the tree if they lie too close to obstacles or boundaries such that any motion primitive originating at those nodes would violate the constraints. The resulting tree is classified as a subset of nodes from the initial tree. A representative example illustrates the approach for sensor quality based motion planning. The vehicle starts at a location of C o and needs to sense 4 targets while avoiding 4 obstacles that are located throughout a flight region. An initial tree is grown with 6 nodes and is defined as ∆ = {C o , C 1 , C 2 , C 3 , C 4 , C 5 , C 6 }. This tree is then pared to eliminate a node close to an obstacle. The initial tree and the pared tree, given as ∆ = {C o , C 2 , C 3 , C 4 , C 5 , C 6 }, are shown in Figure 6 . 1. The nodes of the pared tree are evaluated to retain branches that provide sensing of the most targets. Essentially, the maximum sensor quality to each target is computed along the path from the origin to each node. The total number of targets that are sensed with quality above a desired threshold are then associated with each path. Finally, the tree is pared again to retain only the nodes associated with paths that sense the most targets.
The representative example demonstrates this step in Figure 7 . The 5 nodes associated with ∆ in Figure 6 are noted for how many targets are sensed along their respective paths. The paths to C 2 and C 3 are only able to sense the target of t 1 with sufficient quality and the path to C 6 is only able to sense the target of t 4 with sufficient quality. Alternatively, the paths to C 4 and C 5 are able to sense both targets of t 1 and t 3 with sufficient quality. As such, the remaining tree is characterized as ∆ 1 = {C o , C 4 , C 5 }. 2. A single node is selected from the set of nodes whose paths sense the most targets. In this case, the time duration of the path to each node is compared. The node that can be reached in the shortest time while sensing the most targets is thus retained.
This selection of a single node is illustrated in Figure 8 for the representative example. The path to C 4 requires 15 sec of travel time while the path to C 5 requires only 12 sec so the remaining tree is now ∆ 2 = {C o , C 5 }. 3. An iterative loop is used to extend the remaining tree by adding nodes and branches to ensure every target is adequately sensed.
(a) A series of nodes are randomly placed in the target-visibility cone associated with each target that has not yet been sensed. These nodes thus represent locations from which a target can be sensed if the vehicle has proper attitude and orientation. In this way, a nodal expansion is performed that retains a random component but is also highly biased by the sensing objective.
(b) A path is generated using the method detailed in Section II, connecting the node of the current tree with each of these randomly-placed nodes.
(c) The tree is expanded by adding the node from a target-visibility cone that can be reached from the current node in the shortest time.
The representative example illustrates these steps in the iteration. The tree of ∆ 2 = {C o , C 5 } is unable to sense targets of t 2 and t 4 so a set of 2 nodes and 3 nodes are randomly placed within their respective target-visibility cones. These nodes are shown in Figure 9 with the paths that are generated to connect them with C 5 . The shortest path from C 5 to a randomly-placed node within a target-visibility cone results in sensing of the t 4 target. This new node is considered C 7 and the tree is modified accordingly as ∆ 3 = {C o , C 7 }. The new branch and augmented tree are shown in Figure 10 . The iteration continues until every target has been sensed with the appropriate quality. In the case of the representative example, another node, C 8 , is chosen from a random set within the target-visibility cone of the t 2 target. The new tree from Figure 11 is described as ∆ 4 = {C o , C 8 }.
Figure 11. Representative Example showing Path that Senses Every Target
Repetitions of this process can be iterated to generate multiple paths. Such repetitions are likely to generate new paths since the selection of nodes from within the target-visibility cones is random. Also, a randomly-weighted selection can be used to vary the selection of the node from the original tree used to build the expansion. Such a weighting is given in Equation 9 and clearly biases towards configurations that sense the most targets in the least amount of time; however, the use of a randomizer provides some variation in the actual nodal selections. Also, a shift factor of δ is included to vary the biasing in the weighting.
path length to C i longest path length to any node
V. Example
A. System
An example to show the feasibility of this method is performed for flight through an urban environment. In this case, the vehicle is directed to provide information about a set of targets through remote sensing using an on-board sensor. This task requires that the vehicle take off from a prescribed initial configuration, C o ∈ C 4 , observe the targets with a minimum sensing quality metric while avoiding the obstacles, and travel to the final configuration, C f ∈ C 4 which for this example is identical to C o except for the heading change ψ f = 180 o + ψ i . The vehicle has the dynamic properties given in Table 1 that are based on measurements from a class of micro air vehicles at the University of Florida. In this case, a distinct set of values for turn rate are chosen while the climb rate is allowed to vary as any value within a given range.
The onboard sensor being simulated in this example is a camera located underneath the center of the vehicle, aiming straight down along the vehicle's body Z-axis. This camera is assumed to have The vehicle starts at a configuration C o = (0, 0, 0, 90 o ), corresponding to a location of (0,0,0) with an eastern heading. The trajectory must avoid three obstacles of identical size and sense three point targets. The details of the obstacles and targets are presented in Table 3 . The initial desired sensing quality for each target used in the trajectory planning is q i,desired = 0.42. This corresponds to a effectiveness metric of approximately 0.75 for all three effectiveness metrics f r i , f σ i , and f θ f ,i . Once all sensing objectives have been fulfilled, the vehicle will travel to the final configuration C f = (0, 0, 0, 270 o ), corresponding to a location of (0,0,0) with a western heading.
Obstacle Coordinates of Center dx dy dz South Tower (500,300,50) 550-450 350-250 100-0 West Tower (300,500,50) 350-250 550-450 100-0 Northeast Tower (650,800,50) 700-600 850-750 100-0 Target 1 (300,800,75) n/a n/a n/a Target 2 (500,500,100) n/a n/a n/a Target 3 (800,300,50) n/a n/a n/a The initial random dense tree (RDT) created for each simulation is based on the 3-D rapidlyexploring random tree (RRT) utilized in previous work 23 with some modifications made to the random node placement. The completely random node placement within the environment is now utilized 33.3% of the time. Additionally, a method of placing nodes in a random nature in the vicinity of the center of the environment is utilized for 33.3% of the node samples. Finally, 33.3% of the nodes are randomly placed in the vicinity of an arbitrary target in the environment.
B. Remote Sensing Based Motion Planning Simulations
A first tree is grown into the environment with branches comprised of a combination of 2-primitive sequences. After approximately 9 minutes of computation time, a solution is identified with the trajectory having a sum of maximum sensing quality for each of the targets equal to 2.8097. In this trajectory, as illustrated by Figure 12 , the vehicle climbs to the east, followed by a turn to the north around the south tower. The vehicle then completes a roll maneuver to achieve the maximum sensing position and orientation for target 3, arriving 29.6 s after take off. The vehicle then turns northwest, dives, then climbs, and then dives again between the south tower and the northeast tower to a maximum sensor quality view of target 2 at the overall time of 45.6 s. The vehicle loosely maintains its heading, and travels while slightly diving, climbing, and diving again to a position and orientation for the viewing of target 1 at the time of 59.9 s. The trajectory then turns to the south and dives down, and heads back towards the initial location. A final turn to the west brings the vehicle to the final configuration at a time of 105.7 s. Figure 12 also illustrates the initial RDT, the final trajectory with sensor cones at the prime sensing locations/orientations for all three targets, and the sensor quality map the vehicle produces over the entire trajectory. The position, orientation, and sensing quality data for each target is presented in Table 4 . Target Time Table 4 . Time, position, orientation, and sensing quality data for best viewing of all targets for remote sensing example run # 1. Position units in feet, orientation units in degrees. Sum of quality for all targets = 2.8097.
For the trajectory created in this simulation, the sensing quality with respect to each target is plotted in Figure 13 against both time and ground position. A second tree is grown to evaluate a new set of solutions. This tree generates a solution after taking approximately 10 minutes of computation time. The cost, or the sum of quality for all targets, is calculated to be 2.8317. Figure 14 demonstrates that this trajectory results from a path that heads east, turns to the northeast, then turns north and climbs around the south tower to a maximum signal quality view of target 2 at the mission time of 33.4 s. The vehicle then continues to the northwest, diving slightly, to sense target 1 at a mission time of 45.0 s. The vehicle then completes a variety of maneuvers, demonstrating the random nature of the algorithm, to eventually sense target 3 at an overall time of 114.0 s. The vehicle then completes a 270 • turn to the left followed by a diving trajectory down to the final configuration, arriving at a total mission time of 156.3 s. The initial RDT, final trajectory with sensor cones, and sensor quality map are also presented in Figure 14 . The corresponding data for sensing position, orientation, and quality for each target is presented in Table 5 . Table 5 . Time, position, orientation, and sensing quality data for best viewing of all targets for remote sensing example run # 2. Position units in feet, orientation units in degrees. Sum of quality for all targets = 2.8317.
For this second simulation, the sensing quality with respect to each target is plotted in Figure 15 as a function of both time and ground position. The path actually provides sensing of target 3 from 3 different locations although with very different levels of quality due to range and angles. In particular, extremely high sensing quality of q 3 = 0.9991 for target 3 is achieved as it passes through the target-visibility cone. A third tree is grown to generate a final set of trajectories. This simulation required almost 17 minutes of computation time. The longer computation time appears to be due to the nature of the RDT that is grown initially, requiring additional computation time to find viable branches to expand the tree. The summation of the maximum quality for sensing each target for this trajectory was calculated as 2.7096. This trajectory, as shown in Figure 16 , has the vehicle turning toward the northeast and climbing to view target 1 at a time of 28.6 s. The vehicle continues to climb then turns toward the east and travels over the northeast tower. The vehicle then turns to the south and dives toward target 3. A roll maneuver provides the maximum sensing of target 3 at a time of 74.9 s. The vehicle then turns to the west, followed by another right turn to provide a northwest heading. Climbing up, the vehicle views the final target, target 2, at a mission time of 102.6 s. To place the vehicle in the final configuration, a trajectory is created from the target 2 sensing location that maneuvers around the northern side of the west tower, then turning southwest, the vehicle dives back toward the initial location. A diving turn to the west brings the vehicle into the final configuration at an overall mission time of 150.1 s. In addition to the trajectory, Figure 16 also presents the initial RDT, the final trajectory with sensor cones at the best sensing locations/orientations for all three targets, and the sensor quality map the vehicle produces over the entire trajectory. The position, orientation, and sensing quality data for each target is presented in Table 6 . Table 6 . Time, position, orientation, and sensing quality data for best viewing of all targets for remote sensing example run # 3. Position units in feet, orientation units in degrees. Sum of quality for all targets = 2.7096. For this third and final simulation, the sensing quality with respect to each target is plotted in Figure 17 , again as a function of both time and ground position. In this instance, target 1 and target 2 are sensed on two different occasions. For target 1, the sensor gets another view of the target almost immediately after its intended viewing. For target 2, the sensor views the target again approximately 10 seconds after the intended viewing, but at a much lower sensor quality value. In addition, notice in Figure 16 that target 2 can be seen from the vehicle while at the position and orientation for sensing target 3. However, since the range is greater than the sensor's maximum range of r max = 200f t, the effectiveness metric for range, f r 2 , is zero and therefore the sensing quality for target 2 at this position and configuration is also zero.
C. Evaluation
The results of the three simulations demonstrate the random nature of the sensor based trajectory planning algorithm. All three trajectories created by the three simulations visited the targets in a different order. Simulation 1 provided the trajectory with the shortest overall mission time of 105.7 s since it visited the targets in a geographic order (3-2-1), but had the median cost of 2.8097. Simulation 2 provided the trajectory with the best cost at a value of 2.8317, but had the longest travel time at 156.3 s. This was due to the long trajectory that was created to travel from target 1 to target 3. This long trajectory also provided the best sensing quality of any target for all of the simulations, sensing target 3 at q 3 = 0.9991. The trajectory created in simulation 3 is the least favorable, producing the median path time of 150.1 s, but the worst cost at a value of 2.7096. While worst of all, the cost for this trajectory is only slightly worse than the best trajectory cost of all, having only a 4.3% decrease from the cost of the trajectory in Simulation 2. This demonstrates that a successful run of the simulation will provide a favorable target sensing trajectory without several simulations needing to be completed to attempt to significantly improve the sensing quality.
VI. Conclusion
Flight through urban environments presents challenges for trajectory planning due to the 3-D nature of the maneuvering required to traverse amongst close-proximity obstacles. Autonomous remote sensing amongst these close-proximity obstacles presents additional challenges beyond traveling through these obstacle rich environments. Trajectory planning methods such as the one presented here can be utilized by highly maneuverable micro air vehicles to conduct autonomous remote sensing of targets with known locations. While the random nature of the trajectory planner does not provide an optimal solution to finding the lowest cost path, it can provide relatively low cost trajectories at a fraction of the computational resources required for an optimal solution. The use of motion primitives and a random dense tree has proven to be a viable strategy for trajectory planning. In cooperation with sensor effectiveness theory and an augmented logic, a remote sensing based trajectory creation algorithm has been developed. This algorithm is then demonstrated using a scenario where trajectories are created for a micro air vehicle to view targets and avoid obstacles in a simulated urban environment.
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