Abstract. We establish a general perturbative method to prove entropic Ricci curvature bounds for interacting stochastic particle systems. We apply this method to obtain curvature bounds in several examples, namely: Glauber dynamics for a class of spin systems including the Ising and Curie-Weiss models, a class of hard-core models and random walks on groups induced by a conjugacy invariant set of generators.
Introduction
Bounds on the Ricci curvature are an essential ingredient to control the behavior of diffusion processes on Riemannian manifolds. For instance, the celebrated Bakry-Émery criterion asserts that a bound Ric + Hess V ≥ λ > 0 guarantees that the drift diffusion process with generator Lu = ∆u − ∇V · ∇u satisfies a logarithmic Sobolev inequality. The latter controls the trend to equilibrium of the associated semigroup through the exponential decay of the entropy. Furthermore, a large number of other geometric and functional inequalities can be derived from curvature bounds. In view of this wide range of implications, considerable effort has been devoted to developing a notion of (lower bounds for the) Ricci curvature for non-smooth spaces. Bakry andÉmery [1] introduced an approach based on algebraic properties of diffusion operators, the so-called Γ 2 -calculus. A different approach based on optimal transport has been taken by Sturm [19] and Lott and Villani [12] and applies to metric measure spaces. Such a space is said to have Ricci curvature bounded below by κ, provided the relative entropy is κ-convex along geodesics in the Wasserstein space of probability measures. As in the smooth case these notions of curvature bounds entail a large number of functional inequalities. Unfortunately, this theory does not apply to discrete spaces and Markov chains and many alternative notions of Ricci curvature bounds have been developed in this setting, see e.g. [3, 10, 18] . We will focus on the notion of entropic Ricci curvature bounds put forward in [7, 14] which applies to a finite Markov chain and seems particularly well suited to study functional inequalities in the discrete setting. Here the idea is to replace the role of the L 2 -Wasserstein distance with a new transportation distance in the Lott-Sturm-Villani definition. It has been shown in [7] that, in analogy with the Bakry-Émery criterion, a strictly positive entropic Ricci bound implies a modified logarithmic Sobolev inequality (MLSI). Moreover, it entails a Poincaré inequality and an analogue to Talagrand's transport cost entropy inequality. In view of these consequences, it is desirable to obtain entropic Ricci bounds in concrete examples of Markov chains. Relatively few results in this direction are available to date: Mielke derived entropic Ricci bounds for one-dimensional birth and death chains and applied these to discretizations of Fokker-Planck equations. Erbar-Maas [7] obtained a tensorization result giving an entropic Ricci curvature bound for the product of two Markov chains in terms of Ricci bounds of the individual chains. In particular, this allows to get sharp bounds for the random walk on the hyper-cube {−1, 1} n . First results in high dimensions beyond product chains were obtained by Erbar-Maas-Tetali [8] , considering the simple exclusion process on the complete graph and the random transposition shuffle models. Fathi-Maas [9] generalized the latter results by considering inhomogeneous jump rates in these models and obtained new results for the zero range process. In this work, we present a general perturbative criterion to derive entropic Ricci curvature bounds for weakly interacting Markov chains and apply this method in a number of examples. Perturbation methods are well-known in the study of functional inequalities, see for instance the Holley-Stroock criterion for the logarithmic Sobolev inequality (LSI). To formulate our main results, consider an irreducible and reversible Markov chain on a finite set X whose generator L can be written in the form
where G is a collection of bijective maps δ : X → X and c : X × G → R + are the transition rates. Let π denote the unique reversible probability measure on X , i.e. π satisfies the detailedbalance condition c(x, δ)π(x) = c(δx, δ −1 )π(δx) for all x ∈ X , δ ∈ G. Then one of our main results is the following (see Theorem 3.9 below). Theorem 1.1. Assume that δηx = ηδx for all x ∈ X , δ, η ∈ G and that λ := min where we set q(x, δ, η) = c(x, δ)c(x, η)π(x) as well as q * (x, δ, η) = min{q(x, δ, η), q(δx, δ −1 , η), q(ηx, δ, η −1 ), q(δηx, δ −1 , η −1 )}. Then, the entropic Ricci curvature of the chain is bounded below by 2λ.
That this is a perturbative criterion can be seen as follows. It is typical of product situations that the jump rates are homogeneous, in the sense that c(δx, η) = c(x, η), for all x, δ, η. In this case, we find λ ≥ 0 and recover the criterion established in [7] , used to prove the tensorization principle for entropic Ricci bounds. Theorem 1.1 is a generalization of this criterion when a quantitative bound on the deficit in the homogeneity of the rates is given. As a result, a key advantage of our results is that it gives an explicit condition on the transition rates that can be checked directly on examples.
We apply Theorem 1.1 to derive new entropic Ricci bounds for different statistical mechanics models. In particular, we consider Glauber dynamics for the Ising model on a general weighted graph and a general hard-core model. In the case of the hard-core model, we recover, in particular, the criterion derived in [5] for convex decay of the entropy and the MLSI. In the Ising case, the maps δ correspond to flipping individual spins. We show that (1.1) is satisfied for sufficiently high temperature. For the Ising model on square-lattice and the Curie-Weiss model we obtain a positive bound on the Ricci curvature that is uniform in the size of the system. We note that Ollivier [17, Ex. 17] has obtained a positive bound on his notion of coarse Ricci curvature for this chain under weaker assumptions on the temperature (in fact, down to the single-site Dobrushin condition). However, this notion of curvature is not known to imply the MLSI (2.3), for instance, among other aspects. Finally, we develop an analogue of Theorem 1.1 for a class of Markov chains based on noncommutative maps. Namely, we consider random walks on Cayley graphs of non-abelian groups generated by a set invariant under conjugation. Prototypical examples are random walks on the symmetric group S n generated by k-cycles. Our result also allows to treat inhomogeneous jump rates for the random walk. For a precise formulation we refer to Theorem 3.11.
Organization: In Section 2, we recall the basic facts about entropic Ricci curvature bounds for finite Markov chains. In Section 3, we introduce the new perturbative approach to proving Ricci bounds and give the proof of the main results. Finally, we apply this method to different examples in Section 4. 
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Entropic Ricci curvature bounds for Markov chains
Here we briefly recall the definitions of the discrete transport distance W, the entropic Ricci curvature bounds and some of their consequences that we will use in this paper. The discrete transport distance (or its associated Riemannian structure) has been introduced independently in [14, 16] . The notion of entropic Ricci curvature bounds for Markov chains has been introduced and studied in [7] .
2.1. Discrete transport distance and Ricci bounds. Let X be a finite set and let Q : X × X → R + be a collection of transition rates. Then the operator L acting on functions ψ : X → R via
is the generator of a continuous time Markov chain on X . We make the convention that Q(x, x) = 0 for all x ∈ X . We shall assume that Q is irreducible, i.e. for all x, y ∈ X there exist points (x 1 = x, x 2 , . . . , x n = y) such that Q(x i , x i+1 ) > 0 for i = 1, . . . , n − 1. This implies that there exists a unique stationary probability measure π on X , i.e. satisfying x∈X Q(x, y)π(x) = π(y) .
We shall further assume that Q is reversible w.r.t. π i.e. the detailed-balance condition holds:
Since π is strictly positive, we can identify the set of probability measures on X with the set of probability densities w.r.t. π denoted by
We consider a distance W on P(X ) defined for ρ 0 , ρ 1 ∈ P(X ) by
where the infimum runs over all sufficiently regular curves ρ : [0, 1] → P(X ) and ψ : [0, 1] → R X satisfying the continuity equation
Here θ denotes the logarithmic mean given by
It has been shown in [14] that W defines a distance on P(X ). It turns out that it is induced by a Riemannian structure on the interior P * (X ) consisting of all strictly positive probability densities. The distance W can be seen as a discrete analogue of the Benamou-Brenier formulation [2] of the continuous L 2 -transportation cost. The appearance of the logarithmic mean is due to the fact that it allows one to obtain a discrete chain rule for the logarithm, namelyρ∇ log ρ = ∇ρ, where we write ∇ψ(x, y) = ψ(y) − ψ(x) andρ(x, y) = θ ρ(x), ρ(y) .
This replaces the usual identity ρ∇ log ρ = ∇ρ. The distance W is tailor-made in this way such that the discrete heat equation ∂ t ρ = Lρ is the gradient flow of the relative entropy
w.r.t. the Riemannian structure induced by W [14, 16] . This makes W a natural replacement of the Wasserstein distance in the discrete setting. Moreover, it has been proven in [7] that every pair of densities ρ 0 , ρ 1 ∈ P(X ) can be joined by a constant speed W-geodesic (ρ s ) s∈ [0, 1] .
Here constant speed geodesic means that W(ρ s , ρ t ) = |s − t|W(ρ 0 , ρ 1 ) for all s, t ∈ [0, 1].
In analogy with the approach of Lott-Sturm-Villani, the following definition of Ricci curvature lower bounds has been given in [7] .
Definition 2.1. (X , Q, π) has Ricci curvature bounded from below by κ ∈ R if for any constant speed geodesic {ρ t } t∈ [0, 1] in (P(X ), W) we have
In this case, we write Ric(X , Q, π) ≥ κ.
2.2.
Equivalent formulation via Bochner-type inequality. Entropic curvature bounds can be expressed more explicitly in terms of an inequality resembling Bochner's inequality in Riemannian geometry. To this end, let us briefly describe the Riemannian structure induced by W.
At each ρ ∈ P * (X ) the tangent space to P * (X ) is given by T = {s ∈ R X : x s(x)π(x) = 0}. Given ψ ∈ R X we denote by ∇ψ ∈ R X ×X the quantity ψ(x, y) = ψ(y) − ψ(x), which is the discrete gradient of ψ. Fix x 0 ∈ X and let G = {∇ψ : ψ ∈ R X , ψ(x 0 ) = 0} denote the set of all discrete gradient fields modulo constants. It has been shown in [14, Sec. 3] that for each ρ ∈ P * (X ), the map
defines a linear bijection between G and the tangent space T . One can then define a Riemannian metric tensor on P * (X ) by using this identification and introducing the scalar product ·, · ρ on G depending on ρ and given by
Then W is the Riemannian distance associated to this Riemannian structure. We will use the notation A(ρ, ψ) := ∇ψ 2 ρ . Entropic Ricci bounds, i.e. convexity of the entropy along W-geodesics, are determined by bounds on the Hessian of the entropy H in the Riemannian structure defined above. An explicit expression of the Hessian at ρ ∈ P * (X ) is given by
where we have used the notation
Setting B(ρ, ψ) := Hess H(ρ)[∇ψ] for brevity, we then have the following equivalent characterization of entropic Ricci bounds.
Proposition 2.2 ([7, Thm. 4.4]).
A Markov triple (X , Q, π) satisfies Ric(X , Q, π) ≥ κ if and only if for every ρ ∈ P * (X ) and every ψ ∈ R X we have
Note that this statement is non-trivial since the Riemannian metric degenerates at the boundary of P(X ). In view of the explicit expressions of A and B, the criterion above closely resembles (an integrated version of) the classical Bochner inequality or Bakry-Émery Γ 2 -criterion. Namely, a Riemannian manifold M satisfies Ric ≥ κ if and only if for every pair of smooth functions ρ, ψ : M → R we have:
where ∇ now denotes the usual gradient and L denotes the Laplace-Beltrami operator. In fact, the left hand side equals the Hessian of the entropy in Otto's formal Riemannian structure on P(M ) associated with the L 2 -Wasserstein distance W 2 .
2.3.
Functional inequalities and trend to equilibrium. Entropic Ricci curvature lower bounds have many consequences in terms of functional inequalities as was shown in [7, Sec. 7] .
More precisely, if a Markov triple (X , Q, π) satisfies Ric(X , Q, π) ≥ κ with κ > 0 then the following hold:
• a modified logarithmic Sobolev inequality MLSI(κ):
• a modified Talagrand inequality T W (κ):
• a Poincaré inequality P(κ):
where
2 and E is a discrete Dirichlet form given as
It is well known that the modified logarithmic Sobolev inequality and the Poincaré inequality govern the trend to equilibrium of the Markov semigroup P t = e tL . Indeed, noting that
the Gronwall lemma together with the inequalities (2.3) and (2.5) yield the exponential convergence estimates
Let us make the connection to the notion of convex entropy decay and the Bakry-Émery approach to the MLSI developed in the discrete setting in [4, 5] . This approach is based on the following observation (see [4] ):
Lemma 2.3. Let κ > 0 and assume that the convex entropy decay inequality
holds for all ρ ∈ P * (X ). Then MLSI(κ) holds.
The idea is that to note that
Thus, (2.6) asserts that
After integration, this inequality yields
, and thus MLSI(κ). Now, a direct calculation reveals that
Thus, we obtain that Ric(X , Q, π) ≥ κ implies, in particular, the convex entropy decay inequality (2.6). Finally, we recall that entropic Ricci bounds also imply exponential contraction in the discrete
A perturbative approach to Ricci bounds
In this section we present a general method to obtain entropic Ricci bounds for systems of weakly interacting Markov chains. The method starts from Proposition 2.2 and proceeds in two steps to establish the inequality cB ≥ κA. The first one consist in reorganizing the B-term, identifying non-negative contributions and giving a first lower bound by neglecting these. A general method for this, the so called Bochner-Bakry-Émery approach, was developed in [5] in the study of spectral gap, MLSI and convex entropy decay and was generalized in [9] to the level of Ricci curvature. We will recall this approach in Section 3.1 and give a short simplified proof. The second step, detailed in Section 3.2, constitutes our main result and gives a final bound on B using the fact that the interactions are weak. Before we proceed, we introduce a different representation of the Markov chain that will be convenient in the sequel. Let G be a set of maps from X to itself (called allowed moves) and consider a function c : X × G → R + (called jump rates).
Definition 3.1. We call the pair (G, c) a mapping representation of Q if the following properties hold:
(1) The generator L can be written in the form
(2) For every δ ∈ G there exists a unique δ −1 ∈ G satisfying δ −1 (δ(x)) = x for all x with c(x, δ) > 0.
Note that the detailed-balance condition (2.1) turns into
Every irreducible, reversible Markov chain has a mapping representation. In fact, an explicit mapping representation can be obtained as follows. For x, y ∈ X consider the bijection t {x,y} : X → X that interchanges x and y and keeps all other points fixed. Then let G be the set of all these "transpositions" and set c(x, t {x,y} ) = Q(x, y) and c(x, t {y,z} ) = 0 for x / ∈ {y, z}. Then (G, c) defines a mapping representation. However, in examples it is often more natural to work with a different mapping representation involving a smaller set G. Using a mapping representation (G, c) of Q, we can write out the quantities A and B explicitly. We obtain
Moreover, setting for convenienceρ i (x, y) := ∂ i θ(ρ(x), ρ(y)) for i = 1, 2, we get
Here we have used reversibility and the fact thatρ 1 (x, y) =ρ 2 (y, x) in the last equality.
Remark 3.2. It will be convenient sometimes to allow more flexibility in the mapping representation by considering a larger space X ′ ⊃ X and a collection G ′ of maps from X ′ to itself. We trivially extend π by 0 to a probability measure on X ′ and similarly the rates Q to X ′ × X ′ . G ′ together with a function c ′ : X ′ × G ′ → R + will still be called a mapping representation if all the properties of Definition 3.1 hold. In particular, we have c(x, δ) = 0 if x or δx belongs to X ′ \ X . Obviously, for any ρ ∈ P(X ′ ), ψ ∈ R X ′ , the expressions in the right hand side of (3.3)and (3.4) calculated with the extended mapping representation (G ′ , c ′ ) coincide with the original quantities A(ρ| X , ψ| X ) and B(ρ| X , ψ| X ).
3.1. The Bochner-Bakry-Émery approach to Ricci bounds. Here we briefly recall the main result of [9] , a general method to identify non-negative contributions to the B-term. For convenience, we give a short and simplified proof.
Definition 3.3. We call a function R : X × G × G → R + admissible for Q if (and only if )
for all x, δ, η with c(x, δ)c(x, η) > 0, and (iii) R(x, δ, η) = R(δx, δ −1 , η) for all x, δ, η with c(x, δ)c(x, η) > 0.
Proposition 3.4 ([9, Thm. 3.5]). Let R be admissible for Q and define Γ :
Proof. The proof works verbatim as [7, Prop. 5.4 ], using the properties (i)-(iii) of Definition 3.3, instead of the conditions on c given there. Recalling (3.4) it suffices to show that
We first use (iii) to symmetrize in x and δx and obtain
In the first term we use the (in-)equalities (3.8) and (3.9), while in the second term we use (i) and the fact that ∇ η ψ(x) − ∇ η ψ(δx) = ∇ δ ψ(x) − ∇ δ ψ(ηx) provided δηx = ηδx. This yields
Finally, we use (iii) again to symmetrize in x and ηx, and complete the square to get
which finishes the proof.
3.2.
The perturbative criterion. Here we present our main result: a general entropic Ricci bound for weakly interacting Markov chains (see Theorems 3.9 and 3.11 below). We start by introducing the following notation. For any ψ ∈ R X and ρ ∈ P(X ) we write
We will often suppress the dependence on ρ, ψ, writing simply B(x, δ, η), if no confusion can arise. Note that with this notation
In this sum, we distinguish between two types of contributions, namely diagonal contributions of the form B(ρ, ψ)(x, δ, δ) and off-diagonal contributions of the form B(ρ, ψ)(x, δ, η) with η = δ. In the proof of our main result we obtain a lower bound on B using three ingredients. We will first show in Lemma 3.6 that the diagonal part of B always gives a positive contribution to curvature. Secondly, provided the interactions are sufficiently weak, expressed through a quantitative assumption on deviation of the jump rates from being homogeneous, we can use the method from the previous section and techniques developed in [8] to discard a large fraction of the off-diagonal contributions. Finally, Lemma 3.7 will allow us to estimate the remaining off-diagonal contributions against the corresponding diagonal contributions.
In the sequel we will use the following properties of the logarithmic mean, see e.g. [7, Lem.
2.2]:
Lemma 3.5. For any s, t, u, v > 0 we have:
We have the following bounds on the on-diagonal part of B.
Lemma 3.6. For all ρ ∈ R X + and ψ ∈ R X we have that B(ρ, ψ)(x, δ, δ) ≥ 0 for all x ∈ X and δ ∈ G and it holds:
(3.10)
Let H be a subset of G such that G = H −1 ∪ H. Then, we have that
Proof. First, we calculate that
For the second term in the last line we use reversibility, the fact that ∂ 1 θ(s, t) = ∂ 2 θ(t, s) and (3.9) and obtain
To obtain (3.11), we first use (3.8) and (3.9) to see that 12) which is non-negative. Then, notice that by symmetrization and reversibility, we have that
which together with (3.12) immediately yields (3.11).
We will use the following to estimate the off-diagonal contributions to B. Similar estimates for terms appearing in the study of convex entropy decay can be found in [5, (2.33)].
Lemma 3.7. For any ψ ∈ R X and ρ ∈ P(X ) and x ∈ X , δ, η ∈ G we have
Proof. Setting a = ∇ δ ψ(x), b = ∇ η ψ(x) as well as s = ρ(x), t = ρ(δx) and r = ρ(ηx), it suffices to show that
We rewrite this last inequality as a 2 M 11 + 2abM 12 + b 2 M 22 ≥ 0 with a symmetric 2 × 2 matrix M . Now, it is readily checked, using the fact that ∂ 1 θ(u, v) = ∂ 2 θ(v, u) as well as (3.8), (3.9) , that M is diagonally dominant and thus non-negative definite.
3.2.1. Commutative mapping representations. Let (X , Q, π) be a Markov triple and assume that it has a mapping representation (G, c) that is commutative in the sense that
A first criterion for entropic Ricci bounds in this setting was given in [7] . Then, we have Ric(X , Q, π) ≥ 0. If moreover δ = δ −1 holds for all δ ∈ G, the we have Ric(X , Q, π) ≥ 2c * , where c * := min{c(x, δ) : x, δ with c(x, δ) > 0} (3.15)
denotes the minimal transition rate.
Condition (3.14) is a requirement on the transition rates to be homogeneous. Our main result, Theorem 3.9, of this section is a perturbative generalization of this criterion, when an explicit bound on the non-homogeneity of the transition rates is given.
To state the result, we use the following notation. Put q(x, δ, η) = c(x, δ)c(x, η)π(x). For δ, η ∈ G with η = δ, δ −1 we define
Theorem 3.9. Assume that
17)
Then, we have Ric(X , Q, π) ≥ 2λ. Moreover, assume that there are disjoint subsets H 1 , H 2 of G such that H 1 ∩ H 2 = ∅ and
Then, we also have Ric(X , Q, π) ≥ 1 2 (λ 1 + λ 2 ). Note that we recover Proposition 3.8 as an immediate consequence: In this situation we have q − q * ≡ 0 and hence λ = 0 or 2c * , depending on whether there is δ with δ = δ −1 or not.
Proof. To prove the first statement, we have to show that for any ρ and ψ ,
Define a function R : X × G × G → R + as follows. For δ, η ∈ G with η = δ, δ −1 set R(x, δ, η) = q * (x, δ, η) , and for δ ∈ G with δ = δ −1 set
It is readily checked that R is admissible in the sense of Definition 3.3. Note that the assumption on λ guarantees, in particular, that c(δx, δ) ≤ c(x, δ) when δ = δ −1 . Thus, we have that Γ(x, δ, η) = q(x, δ, η) − R(x, δ, η) ≥ 0 for all x, δ, η. Note further that in the case δ = δ −1 , we have Γ(x, δ, δ −1 ) = 0. Let us write for brevity B(x, δ, η) := B(ρ, ψ)(x, δ, η). Using Proposition 3.4 and Lemma 3.7 we now obtain
Here we have also used in the second inequality the fact that B(x, δ, δ) ≥ 0, by Lemma 3.6. We can further reorganize this expression to obtain
Now, invoking (3.17) and (3.10) from Lemma 3.6 finishes the proof of statement i).
To obtain the second statement, we proceed in the same way. In the last step, we note that by (3.17) each summand is non-negative. Thus we obtain the estimate
and we conclude by invoking (3.18) and (3.11).
In Section 4, we will apply the first part of Theorem 3.9 to derive lower Ricci bounds for the Glauber dynamics of the Ising model. The second part of Theorem 3.9 is applied to derive lower Ricci bounds for the hard-core model. The following corollary will illustrate that our method allows to obtain rough entropic Ricci curvature bounds under very explicit and easy-to-check conditions on the transition rates. In practice, however, a direct application of Theorem 3.9 will give sharper results. Assume for simplicity that δ = δ −1 for all δ ∈ G and set, using the convention that 0/0 = 0, Then, we have Ric(X , Q, π) ≥ (1 − ε)2c * .
Proof. The result will follow from Theorem 3.9 by estimating the left hand side of (3.17). First, note that
Now, if δ, η are such that c(δx, η) = c(x, η) and c(ηx, δ) = c(x, δ) for all x, then, using the detailed-balance condition, we infer that q(x, δ, η) = q * (x, δ, η). Otherwise, we have the bound q(x, δ, η) ≤ e 2α q * (x, δ, η). Note also that by construction we have that q * (x, δ, η) = q * (δx, δ −1 , η). This implies that
From this we obtain that
Conjugacy-invariant Cayley graphs.
Here we establish entropic Ricci bounds for a class of Markov chains with not necessarily commutative mapping representation. Namely, we consider random walks on weighted conjugacy-invariant Cayley graphs. Let G be a finite group and let G be a set of generators for G, i.e. every g ∈ G can be written as a word g = δ 1 δ 2 · · · δ n for suitable δ i ∈ G. We assume that G is (i) closed under taking inverse:
The Cayley graph associated to the generating set G is the (directed) graph with vertex set G and edge set E = {(x, y) : x, y ∈ G, x −1 y ∈ G}. We consider a natural irreducible Markov dynamics on the group G by choosing a function c : G × G → (0, ∞) and considering the mapping representation (G, c). The associated Markov triple (G, Q, π) is the natural random walk on the weighted directed graph (G, E), where c(x, δ) is considered as the weight of the edge (x, δx).
We have the following perturbative Ricci bound in the present situation:
Theorem 3.11. Let us set
and assume that ε := e α 1 + β(|G| − 2) e 2α 2 − 1 ≤ 1. Then we have
where c * is the minimal transition rate defined in (3.15).
Moreover, if we assume that δ = δ −1 for all δ ∈ G and that ε ′ := β(|G| − 1) e 2α 2 − 1 ≤ 1,
we then have the improved bound Ric(G, Q, π) ≥ (1 − ε ′ )2c * .
In particular, we obtain a Ricci bound for the simple random walk on a conjugacy-invariant Cayley graph. In this case, we have for some constant c > 0 that
Corollary 3.12. The simple random walk on a conjugacy-invariant Cayley graph satisfies Ric(G, Q, π) ≥ 0. If δ = δ −1 holds for all δ ∈ G, then we even have that Ric(G, Q, π) ≥ 2c.
In Section 4.3, we will apply Corollary 3.12 to analyze the curvature of some random walks on the symmetric group.
Since the mapping representation in the present situation is not commutative, the BochnerBakry-Émery method developed in [9] (see Prop. 3.4) does not apply immediately. Instead, we will combine it with a technique developed in [8] which consists in partitioning the B-term into contributions coming from square subgraphs of (G, E). We need some notation before we come to the proof of Theorem 3.11.
A square in the Cayley graph is a set
∈ G for all i = 1, . . . , 4 with the convention that x 5 = x 1 . We write for short δ i := x i+1 x −1 i . Given two maps δ and η = δ, δ −1 in G, we obtain for each x ∈ G a square
Indeed, by invariance of G under conjugation, we have that
∈ G for i = 1, 2, 3 hold trivially. The squares obtained in this way fall into two classes depending on whether δ and η commute or not. Let S 1 be the collection of all squares obtained from commuting maps δ, η and let S 2 denote the collection of all squares obtained form non-commuting maps. Given such a square and two functions ρ ∈ P * (G), ψ ∈ R G we set
is the quantity B calculated in the square graph with the restrictions of ρ, ψ to . We will proceed by rearranging the B-term of the full Cayley graph into contributions from squares and apply the techniques of the previous section separately in each square.
Proof of Thm. 3.11. We have to show that
holds for any ρ ∈ P * (G), ψ ∈ R G . We drop ρ, ψ from the notation for the rest of the proof. We distinguish on-and off-diagonal contributions to B by writing B = B diag + B off,1 + B off,2 with
B(x, δ, δ)q(x, δ, δ) ,
We first estimate B off,1 . Symmetrizing in δ, δ −1 and using Lemma 3.7, we obtain
Now, we claim that
Indeed, each term B(x, δ, η)q(x, δ, η) appears in exactly one square from S 1 , namely the square (x, δ, η) defined in (3.20) , if δ and η commute. If they do not commute, then the term B(x, δ, η)q(x, δ, η) appears in exactly two squares from S 2 , namely (x, δ, η) and (x, η, δ). Moreover, each term B(x, δ, δ)q(x, δ, δ) appears in exactly N 1 squares in S 1 and in exactly 2N 2 squares in S 2 with N 1 = #{η ∈ G : η = δ, δ −1 , δη = ηδ} and N 2 = #{η ∈ G : δη = ηδ}. Obviously, N 1 + N 2 ≤ |G| − 1. To calculate the B-terms in each square , we apply the techniques of the previous section by choose a new mapping representation consisting of two maps δ, δ that is involutive and commutative. For instance set δx i = x 2 , x 1 , x 4 , x 3 , δx i = x 4 , x 3 , x 2 , x 1 for i = 1, 2, 3, 4. Thus, following the proofs of Theorem 3.9 and Corollary 3.10, we find
Combing this with (3.21), (3.22), (3.23) and using Lemma 3.6 yields
which finishes the proof of the first statement. To obtain the second statement, we simply note that B off,1 = 0 if δ = δ −1 for all δ ∈ G.
Examples
In this section we apply our perturbation method to derive Ricci bounds in concrete models. First, we consider a general Ising model in the high temperature regime. Then, we specialize this result to obtain bounds for the Ising model on a finite sub-lattice of Z d and the CurieWeiss model. Moreover, we consider a general hard-core model put forward in [5] and extend the results on convex entropy decay obtained there to the level of Ricci curvature.
4.1.
Bounds for a general Ising model. Let n ∈ N and introduce the state space X = {−1, 1} n . Let k ∈ R n×n be a matrix modeling the interaction strength between the sites. We set k ii = 0 for all i. Then we introduce the Hamiltonian H : X → R via
Note that we make no assumption on the sign of k. We consider the probability measure
where Z β is a normalizing constant and β ∈ (0, ∞) denotes the inverse temperature. We consider the associated Glauber dynamics, the continuous time Markov chain given by the q-matrix
A natural mapping representation is given as follows. Let G = {δ i , i = 1, . . . , n}, where δ i : X → X is the map flipping the i-th coordinate, i.e. δ i (x) i = −x i and δ i (x) j = x j for all j = i. Then we put
where we write for short
Note that this mapping representation is commutative and involutive, i.e. δ 
Then the Glauber dynamics satisfies
where c * = min{c(x, δ) : x, δ} denotes the minimal transition rate.
Proof. The claim is a consequence of the first part of Theorem 3.9 once we have established the following estimate. Let q * be defined as in (3.16) . Then, for all x ∈ X and all i, j = 1, . . . , n we have:
Indeed, we first note that
Note further that for i = j we have
which yields
Since the first term does not depend on the coordinates i, j, we get for y ∈ {x, δ i x, δ j x, δ i δ j x}:
and we conclude that
Similarly, noting that q(x, δ i , δ i ) = exp − βH(δ i x) , we obtain the estimate
which yields the claim (4.2). Thus, by (4.1) we find that λ = min
Hence, the assumption (3.17) of Theorem 3.9 is satisfied and the thesis follows.
Remark 4.2. In (4.2) we have given a worst-case estimate in terms of the absolute value of the interaction. This estimate seems rather sharp if the interaction is ferromagnetic, i.e. k ij ≥ 0 for all i, j. However, in models where the interaction matrix changes sign, a finer estimate making use of frustration effects should be possible. This concerns the second line of (4.3).
Let us now specialize our result to the d-dimensional Ising model and the Curie-Weiss model. 
where i ∼ j means that i and j are adjacent. Note that this is of the form that we considered in the previous section, namely it corresponds to choosing the matrix k ∈ R n×n as
Noting that each site has at most 2d neighbors we have the following bound
Moreover, the minimal transition rate for the Glauber dynamics becomes c * = e −βd .
Corollary 4.3. Assume that ε(β) ≤ 1. Then the Glauber dynamics for the d-dimensional Ising model satisfies
where ε(β) is given by (4.4).
In particular, for d = 2 we see using the bound (4.4) that the condition ε(β) ≤ 1 is satisfied if 3e 6β e 2β − 1 ≤ 1 , resulting in approximately β ≤ 0.089 .
4.1.2.
The Curie-Weiss model. We consider the Hamiltonian H : {−1, 1} n → R given by
Note that this is of the form we considered in the previous section -corresponds to choosing the matrix k ∈ R n×n as
Thus we see that (4.1) turns into
Moreover, the minimal transition rate for the Glauber dynamics becomes c * = e −β n−1 2n .
Corollary 4.4. Assume that ε(β) ≤ 1. Then the Glauber dynamics for the Curie-Weiss model satisfies
where ε(β) is given by (4.5).
Note that if we disregard corrections of the order O(
Recall from Section 2 that an entropic Ricci bound Ric ≥ κ > 0 implies the modified logarithmic Sobolev inequality (2.3). Thus, we obtain in particular that the Glauber dynamics for the Curie-Weiss model satisfies MLSI up to the inverse temperature β ≈ 0.284. In a recent preprint, Marton [15] showed that the MLSI holds up to the critical inverse temperature β = 1, which is beyond the scope of our perturbative approach. It remains an open question to determine the optimal Ricci bound for the Curie-Weiss model.
4.2.
Bounds for a general hard-core model. In this section we derive Ricci bounds for a general hard-core model put forward in [5] . Let T be a finite set and consider the configuration space S := {x : T → N ∪ {0}}. A set A ⊂ S is called decreasing if for all x, y ∈ S, it holds
We fix a finite decreasing set A and call it the set of allowed configurations. We fix a function ν : T → (0, ∞), called the intensity, and define a probability measure π on X := A by
where Z is a normalization constant. A Markov dynamics on X is given by the rate matrix
Note that this dynamics is reversible w.r.t. π. A natural mapping representation for this model is given on the extended state space X ′ = S (c.f. Remark 3.2) as follows. Let
S → S are the creation and annihilation maps defined by
We then may define the transition rates c :
We have the following entropic Ricci curvature bound for the general hard-core model.
Theorem 4.5. Assume that ǫ 0 ≤ 1. Then, we have that
Proof. The result will be a consequence of the second part of Theorem 3.9. We let H 1 = {γ
One readily checks that for all x ∈ S and all i = j:
In the notation of Theorem 3.9 we thus obtain Applying the second part of Theorem 3.9 yields the claim.
Remark 4.6. Under the same assumptions as in Theorem 4.5, Dai Pra and Posta established in [5] the convex entropy decay inequality (2.6) with κ = 1 − ε 0 + ε 1 . Recall from Section 2 that Ric ≥ κ implies (2.6). Thus, by the previous theorem we recover, in particular, the result in [5] up to a factor 1/2 in the constant. Note also that the choice of the admissible function R implicit in the use of Theorem 3.9 coincides with the choice made in [5] .
Let us specialize our result to the standard hard-core model and a model for long hard rods.
4.2.1.
The hard-core model. Let G = (V, E) be a finite, connected graph without self-loops. Using our notation above, we let T := V , ν(i) ≡ ρ for some constant 1 > ρ > 0, and A := {x ∈ S : x(i) ∈ {0, 1} for all i ∈ T, x(i)y(j) = 0 for all {i, j} ∈ E}.
We define ∆ to be the maximum degree of any vertex in the graph. It is easy to see that in this case (4.6) and (4.7) become ǫ 0 = ρ∆ and ε 1 = ρ. Thus, we obtain the following corollary. . This model has been widely studied in the literature. We refer the interested reader to the book of Levin, Peres and Wilmer [11] and the works of Luby and Vigoda [13] and Vigoda [20] concerning fast mixing results for the hard-core model. 1, u 2 ) , . . . , (u 1 + k, u 2 )}.
Similarly, define the space T + of vertical rods of length k to be the collection of all sequence of adjacent vertices in {0, 1, . . . , L} 2 of the form {(u 1 , u 2 ), (u 1 , u 2 + 1), . . . , (u 1 , u 2 + k)}.
We then define T , the set of all rods, as the union of T − and T + . The admissible set is defined to be A = {x ∈ S : x(i) ∈ {0, 1} for all i ∈ T, x(i)y(j) = 0 if i = j and i ∩ j = ∅}.
In other words, we wish to only allow rods which do not touch. Further, we let ν(i) ≡ ρ for some constant ρ > 0. It is easy to check that in this case ǫ 0 = ρ(k 2 + 4k + 1) and ǫ 1 = ρ. Thus we obtain the following corollary. As pointed out by Disertori and Giuliani [6] , for k sufficiently large, there is a phase transition as L tends to infinity at some critical value ρ c , which is expected to be of the order k −2 . Just as for the convex entropy decay considered in [5] , our work above yields a uniform (in L) curvature bound in the asymptotically correct regime.
4.3.
Random walks on the symmetric group. Let us briefly highlight a class of examples where Corollary 3.12 applies. Consider the symmetric group S n of all permutations on n letters. A conjugacy-invariant set of generators is given for instance by the set G n,k of all k-cycles in S n for 1 < k < n. Here a k-cycle is a cyclic permutation of length k. The simple random walk Q n,k on the associated Cayley graph is given by c n,k (x, δ) ≡ |G n,k | −1 = n k −1 . It is reversible w.r.t. the uniform probability measure π n on S n . Corollary 4.9. The simple random walk on S n generated by k-cycles satisfies Ric(S n , Q n,k , π n ) ≥ 2 n k −1 .
In the case of 2-cycles or transpositions, we recover the result obtained in [8, Thm. 1.2] . In this case, the optimal constant κ in the MLSI (2.3) is known to satisfy the bounds 1/2(n−1) ≤ κ ≤ 2/(n − 1). Thus the Ricci bound that we obtain differs roughly by a factor n.
It is an open question to determine the correct order for the Ricci bound.
