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Abstract
We present a simple and ecient algorithm for matching regular expression with texts, using
full inverted text. It is based on the max-ow=min-cut algorithm, traditionaly employed to resolve
linear problems. Our procedure constructs an optimal set of nodes for any automaton. They
constitute the set of starting points for the pattern matching procedure. The algorithm is presented
in two forms. The rst one, named Index{Text, selects areas on which are applied classical
algorithms (that have an O(nf(m)) complexity where n is the size of the text, and m the size of
the automaton) for regular expression matching. The second one, named Index{Index, selects a
set of entries of the full inverted text. This set contains the points of departure for algorithms
applied to full inverted text. In each case, the set is chosen to optimize the ensuing matching
procedure. As a result, classical algorithms are at least accelerated by a constant factor. The
algorithm presented can be viewed as a lter either on the text or on the full inverted text.
We show that for very large databases of natural language texts, our (pre-)algorithm combined
with the simplest linear regular expression matching algorithm is faster than those that sort texts
in a preprocessing step and that have a log(n + jW j) complexity. In the special case of string
matching, we give an average-case analysis of the algorithm. c© 2000 Published by Elsevier
Science B.V. All rights reserved.
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1. Introduction
Finding all instances of a pattern in a large text has become a crucial problem.
Examples of very large full text databases are: the OED (Oxford English Dictionary),
corpora used for lexical analysis (LADL), Web engines (Altavista,: : :). The sizes of
these databases are all in the gigabyte range, but they dier in nature and the patterns
that are searched are not all of the same type. In OED [6], requests are dened on
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characters. For example, in order to locate \all citations of an author whose name begin
with the prex Scot followed by at most 80 arbitrary characters, and then by names
of works beginning with the prexes Kenilw or Discov", we submit the request: <A>
Scot 680 <W>(Kenilw+Discov). In web engines, the patterns are typically made
of a few keywords with possible slight variations of spelling (approximate matching
[5, 11, 13, 17]) that takes grammatical endings into account and possible typing errors.
In a linguistically based information retrieval system (e.g. INTEX [10] developed at
LADL), patterns are described by automata on words. Combined with dictionaries,
such an approach allows very precise 1 representations of noun phrases or other parts
of sentences. We give in the appendix one example of such a request. To this end,
approximate matching is not interesting, since plural forms, for example, must also be
precisely described to be made equivalent to singular ones.
Hence, we are interested in nding in natural language texts all occurrences de-
scribed by a regular expression. This problem has been studied by many authors
without taking into account the statistical nature of texts. Our algorithm is new 2
in the sense that it uses statistical information, and we will demonstrate the gains
we obtain in this way. Natural language presents a crude but very general law of
distribution: the Zipf’s law 3 [21] which says that if we sort the dierent letters
of a text by order of decreasing frequency a1; a2; : : : ; an, then, p(ai) the frequency
of ai, namely the number of occurrences of ai in the text divided by n, is equal to
p(ai)  Ai−, where   1 and A is a constant. We will use this specic infor-
mation to build a search algorithm that we will prove to be faster than the existing
ones. To use this statistical information, we consider that the alphabet of the text is
the set of words (natural language words). We are interested in searching very large
texts, texts for which any data structure will have a size equivalent to the size of
the text. Such a structure cannot be fully stored in the central memory. Thus, the
complexity of any search in the text, is proportional to the number of direct ac-
cesses to the magnetic mean of storage of the text. In the context of information
retrieval, we can assume that the size of the request is far smaller than the size
of the text, hence cyclic automata can be constrained so that they do not generate
\too long" requests. 4 Sux arrays [9] are used for on-line string searches of the
type Find all occurrences of the single string W in the text T. These searches
are answered in O(logN + NW + jW j) time, where jW j is the length of W , and
1 That is, in a way syntactically correct.
2 In Igrep [5], the algorithm used the Zipf’s law, but not as deeply as we do: it only uses the fact that in
a sequence of several words, it is higly probable to nd one which is not a grammatical word.
3 In fact, the Zipf’s law is not at all specic of natural languages, it has been observed in DNA sequences,
it is also the law observed on a text which is typed by a monkey on a typewriting machine, which has n
keys, and one for the space. It denotes a type of random distribution ([8, 14]) which is such that short items
are more likely to appear than long ones.
4 In Natural Language Processing, this hypothesis is reasonable. In all patterns with star, for example,
hAihN i, where hAi stands for an adjective and hN i for a noun, the observed number of cycle can easily
be bounded. Since it is practically excluded that we will encounter a phrase with more that 5 consecutive
adjectives, we can write here: hAi65hN i.
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NW is the number of occurrences of W in T. If we consider only direct accesses
to the storage mean, the complexity is O(logN + NW ). Algorithms based on suf-
x trees are faster but the space used by the structure is dependent on a power of
the size of the alphabet, and in the case of an alphabet of size 200:000, it is def-
initely not usable in practice. The augmented sux array [20] leads to a search
in O(log(log n) + NW ) and requires about the same memory space as the sux ar-
ray (i.e. 5N where N is the size of the text). For both algorithms, using the set of
words of the text as the formal vocabulary is a good choice, since time{space e-
ciency is proportional to the size of the text and is not dependent of the size of the
alphabet.
The more general problem, i.e regular expressions matching, has been studied in
[6], and is implemented in the OED project, the observed complexity is O(
p
N ). In
the case of an acyclic automaton, the problem is often considered as a multi-pattern
matching [1, 13, 16, 20], but we show in the appendix, that with our complex automata,
the number of dierent patterns generated is far too high to consider the problem as
a multi-pattern question. In many cases, the automaton of the request must be made
deterministic and minimal, which may take exponential amounts of space-time. Limits
for all these fast algorithms lie in the preprocessing time of the text (and possibly of the
request), and in the theoretical bound O(logN +NW ), i.e. an O(logN ) additional cost
to the minimal cost O(NW ). That is exactly the situation found in the string matching
and sux array algorithm. This O(logN ) additional cost is the time needed to nd an
item (string or regular expression) in any sorted data structure of size N . Concerning
full inverted text representation, two strategies are found in the literature. Either the
search is applied to a full inverted text [5] that reduces the size of the text by a factor
about 5 [19]. Or the search is applied both to the full inverted text and to the text. We
have analysed both situations and present two slightly dierent lter algorithms: Index{
Index and Index{text. Since the dierences are small, from now on, we only consider
the second case, and in Section 5, we will present an adaptation to the Index{Index
algorithm. Our general algorithm is based on the max-ow=min-cut algorithm, it uses a
very simple data structure (full inverted text) whose size is O(N ). The data structure is
composed of
(1) the text itself,
(2) the list of all dierent words of the text. The size of this list is small when
compared to the size of the text,
(3) and for each word, its frequency and the list of its positions (i.e. its adresses).
Such a list can be compressed to about one-fth the size of the text [19], [12].
For a natural language text 5 and with a natural language request, we show that
complexity of our algorithm is inferior to that of all existing algorithms, for simple
patterns as well as regular expression patterns. In both cases, the additional cost of
the search tends to 0 when the size of the request increases, hence the cost of the
5 Or any text with a Zipf distribution.
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search tends exactly to the number of occurrences of the pattern, which is the optimal
complexity.
The main idea of the algorithm can be easily understood on the single string problem.
Given a text T= a1; : : : ; aN , the frequency of a letter a is p(a). We consider a pattern
of size k substring of the text, the mean frequency of the rarest letter of the pattern is
given by
pmin(k)=
1
N
P
a01 ; :::; a
0
k substring of T
min
i=1; :::; k
p(a0i)
Using the Zipf’s law approximation, we can see that: pmin(k)6A0kb−k . This proves
that for k large enough (in practice with N =2 108, we nd k>5) pmin(k) logN .
When we attempt to match the pattern starting with the rarest occurrences, the mean
complexity if far lower than those of existing algorithms. In other words, if we search
a string whose size is superior to 5 in a 200 million words text ( 1 Go), it is faster
to search the rarest letter of the string and then to look around each of its occurrences,
than to use a sux array structure whose reading needs logN  30 direct accesses to
the data structure.
Based on this simple observation, we propose an algorithm for nding the \opti-
mal" point of departure on the text, for any given search automaton. In Section 2,
we formally dene the notion of point of departure. In Section 3, we describe the
parsing algorithm Index{Text. In Section 4, we expose the background of the max-
imal ow { minimal cut problem and point out the link with the search for the set
of points of departure. In Section 5, we present the Index{Index algorithm. In Sec-
tion 6, we present some tests of the algorithm and a comparison with the theoretical
bound.
2. Points of departures in the text
2.1. Example: Locating a word in a text.
We want to nd all occurrences of the sequence abac in the following text:
abaabcabbdcabacabaababbdabadacbaabaca
its index is:
a: 1,3,4,7,12,14,16,18,19,21,25,27,29,32,33,35,37,
b: 2,5,8,9,13,17,20,22,23,26,31,34,
c: 6,11,15,30,36,
d: 10,24,28.
We note p(c) the frequency of a letter c in the text, p(c)= 5.
The intuitive \algorithm" is the following: since c is the letter of the pattern having
the lowest frequency in the text, we begin the search by locating each occurrence of c,
and we then check, for each of these 5 occurrences, if the sequence to the left in the
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text is aba. We designate this algorithm as the Index{Text algorithm, since we look
rst in the index, and then check contexts of the occurrence in the text.
abaa

b
#
cabb

d
#
c
:
a
 −
b
 −
a
#
cabaababbdaba

d
 −
a
#
cba
:
a
 −
b
 −
a
#
ca
8>><
>>:
‘#’ Points of departure.
‘ −’ Correct test on the current character.
‘’ Bad test on the current character.
‘ :’ Pattern has been found.
The number of direct accesses to the text is p(c)= 5.
2.2. Locating a star-free6 regular expression in a text
The application of the above method to an acyclic automaton is not satisfactory.
Consider the following automaton:
The less frequent letter in our text of 2.1 is d. If we start the search around the
letter d, we will need 3 tests to check the adac path, and 5 to check the abac path
with the Index{Text algorithm. The global cost is thus 8.
Had we started the search around the letter c, the global cost would have been the
same that in the preceding section: 5 for the Index{Text algorithm.
Thus, the method of the rarest letter does not work here. We must dene more
precisely the parsing algorithms, by means of a given set of points of departure and
characterize the set that minimises the parsing cost.
3. The Index{Text algorithm
Let G=(A;N;T; s; t) be an acyclic automaton, where A is the alphabet, N is the
set of states, TN N  A is the set of transitions, s is the initial state and t is
the nal state. Let CT be a set of transitions of G.
C is said to be a cut of G, if for each path of the automaton, there exists one transition
of the path which is an element of C.
For each letter a in A, p(a)2N is its frequency in the text.
For each (x; y) 2NN, we note SG(x; y) the sub-automaton G=(A;N;T; x; y).
The Index{Text algorithm is dened as follows:
6The algorithm lters the text, locating areas of the text with potential occurrences of the pattern. In
this ltering step, in order to nd the optimal set, we need to consider that there is no cycle (we may have
to cut some transitions). Since the lter only consider single words of the pattern, the selected areas will be
potential areas for the original automaton. Thus, from now on, we can limit ourself to the star-free case.
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1. Function Index{Text(G,C,T):list of occurrences;
2. position:=fg;
3. for each (a; b; l)2C do
4. for each p=occurrence of l in T do
5. if SG(s; a) \matches" T at (p− k; p− 1)
6. and SG(a; t) \matches" T at (p+ 1; p+ n)
7. then add (p− k; p+ n) to position;
8. end for
9. end for
10. return position;
Remark
 The text T is thus associated with both its index structure and its linear structure.
 The \matching" algorithm can be any of the linear matching algorithms. (see [3, 2]).
For this algorithm, the number of direct accesses to the text is
P
(a; b; l)2C p(l); we
want to minimize it:
min
C:cut
P
(a; b; l)2C
p(l): (min1)
We keep the hypothesis that only direct accesses to texts are costly: we can see in the
next algorithm, that it is possible to \factorize" the matching tests around identically
labelled transitions.
Let CA be the projection of C on A. The algorithm becomes:
1. Function Index{Text-2(G,C,T):list of occurrences;
2. position:=fg;
3. for each l in CA do
4. for each p=occurrence of l in T do
5. for each (a; b; l) in C do
6. if SG(s; a) \matches" T at (p− k; p− 1)
7. and SG(a; t) \matches" T at (p+ 1; p+ n)
8. then add (p− k; p+ n) to position;
9. end for
10. end for
11. end for
12. return position;
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Because of this simple factorisation, each letter of C in the index is used only once.
The minimum is now
min
C: cut
P
l2CA
p(l) (min2)
We call each solution C of (min2), a set of pivot transitions of G, and the correspond-
ing projection CA: a set of pivot letters of A.
We will prove in the next section, that (min1) is a problem of minimal cut in the
Max Flow=Min Cut context, which can be solved with any of the augmenting path
algorithms (see [4]). We will also show how to adapt the augmenting path and the
ow notions in order to obtain (min2).
4. Maximal ow{minimal cut
4.1. Denitions
Let G=(A;N;T; s; t) be an automaton; in the context of ow, G is also called a
network and transitions are called edges. Traditionally, each edge u of the network has
a capacity, that we note c(u). For each transition u, we asssociate f(u) :f : T 7! N
(f is called an s-t ow on G.)
f is an admissible ow if 8n2N such as n 6= s and n 6= t:
P
m;a : (n;m; a)2T
f(n; m; a)− P
m;a : (m;n; a)2T
f(n; m; a)= 0 (a)
and
8u=(n; m; a)2C :f((n; m; a))6c(u) (b)
(a) is the basic conservation law, which requires that whatever ows in ows out,
for every node n dierent from s and t; (b) is the network constraint: the ow in a
transition cannot be greater than the transition capacity.
The maximal ow problem is: nd f, an admissible ow, which maximizes the
input ow of the network:
P
m;a : (s;m; a)2T f(s; m; a).
This problem is generally presented with the minimal cut problem: Let G=(A;N;
T; s; t) be an automaton with TNN A and c :T 7! N.
An s-t cut is a subset C of T such as each path from s to t has at least one
transition in C. Let c(C)=
P
(n1 ; n2 ; a)2C c(a). The minimal cut problem is: nd C an
s-t cut, which minimizes c(C).
These are well-known problems, they have been studied rst by Ford and Fulkerson
[7]. We have the following results (see [4] for demonstrations):
Theorem 1 (Existence Theorem). Maximum ows exist.
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Theorem 2 (Max-Flow Min-Cut Theorem; Ford and Fulkerson). The maximal value
of an s-t ow is equal to the minimal capacity of an s-t cut.
Theorem 3 (Augmenting Path Theorem, Ford and Fulkerson). f is a maximum ow
if and only if there is no augmenting path for f.
Theorem 4 (Integrality Theorem). If all capacities are integers, there is a maximum
ow which is integral.
The following proposition provides the link between the minimal cut problem and
our concern:
Proposition 1. When the capacity c is a function of frequency p;
(1) the search for (min1) is equivalent to the minimal cut problem,
(2) if all labels of the transitions on G are dierent, the set of pivot letters, i.e. the
solution of (min2) is the solution of (min1).
Proof. The previous denition of an s-t cut is compatible with the denition of cut
that we gave in the previous section. This proves (1). We easily see that the dierence
between (min1) and (min2) comes from the dierent ways of processing identically
labelled transitions. Thus, if there are no two transitions with the same label, (min1)
and (min2) are equivalent. This proves (2).
In the following section, we present in a dierent way the Max-Flow=Min-Cut
theorem, using the notion of \path-transition matrix". This demonstration of the theorem
introduces the notion of proper ow, that can be easily adapted to our problem.
4.2. Path-transition matrix and duality.
Let G be an automaton, and L be the set of all paths of G. We associate to G a bi-
nary matrix B called path-transition matrix. The size of B is (#T#L) and B(c; u) = 1
if the path corresponding to the row c goes through the transition corresponding to the
column u. To simplify, we will talk about the transition u and the path c, rather than
about the path corresponding to the row c and the transition corresponding to the
column u.
So the automaton of Fig. 1 is associated to the following path-transition matrix: 7
A=
2
4
a
#
1
b
#
1
c
#
0
d
#
0
e
#
0
f
#
1
g
#
0  − abf
0 0 1 1 0 1 0  − cdf
0 0 1 0 1 0 1  − ceg
3
5
7 In fact, the matrix is one among the many possible matrices associated to the automaton.
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Fig. 1. Simple automaton.
Every subset C of T can be represented by a vector
x=
2
66666664
...
0
...
1
...
3
77777775
where xi=1 if the transition associated to i is in C, and else xi=0.
Proposition 2. The minimal cut of G is the solution of
(1)
8>><
>>:
min
P
u2Tp(u)xu with the constraints:
8c a path : (Ax)c>bc=1
and 8u2T : xu>0
Proof. x represents a cut C if in each s-t path c of the automaton, there is at least
one transition in x (by denition of a cut).
, there exists u such as xu=1 and Ac; u=1,
P
u2T
Ac; uxu>1, (Ax)c>1:
Moreover, by denition of the subset representation by a vector x :8u; xu>0: Finally,
we want to minimize
P
u2C p(u)=
P
u2T p(u)xu.
Let us remark that if y is a solution, then 8u; yu>0 by constraint, and yu61 by
minimalization.
Program (1) is a linear program which dual linear program (see [4]) is
(2)
(
max
P
c:pathbc(c)= (c) with the constraints:
8u2T :Pc:pathAc; u(c)6p(u) and (c)>0
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Proposition 3. The solutions of the linear program (2) are solutions of the maximal
ow problem on G.
Proof. We must here understand what the variable  stands for. Let us call (c), the
proper ow of the path c. Let f be the ow constructed in the following way: the ow
f(u) owing through the transition u is equal to the sum of the proper ows of the s-t
paths going through this transition. Then f(u)=
P
c : s-tpath Ac; u(c). Eq. (2) provides
8c; (c)>0, hence we have 8u; f(u)>0. And 8u2T : Pc:path Ac; u(c)6p(u), thus
8u; f(t)6p(u). So, the ow f respects the network constraint.
Moreover, as all paths going into a node are going out of it (!), the ow owing
in a node ows out of the same node. This is the ow conservation law. Hence, f is
admissible.
Finally, f(s)=
P
c :path (c) is maximal by denition of , hence f is the maximal
ow.
Reciprocally, if we have a maximal ow, we can construct the proper ow in each
path, and verify that the sum of the proper ows is maximal. The method used for the
construction of these proper ows is not at all trivial, it is based on the augmenting
paths.
We will come back to this construction in the next section.
The strong duality theorem (see [18]) expresses that if (1) has a solution, then (2)
has also a solution, and solutions are associated. That proves the Max Flow{Min Cut
theorem.
The path-transition matrix is an intermediate representation used for the demonstra-
tion, it is not usable in practice: the number of paths in a graph can be an exponential
function of the number of nodes. Nevertheless, making clear the duality relation be-
tween the maximal ow and the minimal cut, we have obtained the notion of proper
ow in a path. This notion is strongly linked with the notion of augmenting path,
it will allow us to modify and use the augmenting paths algorithms in the general
case.
4.3. New constraints
Let G be a automaton with n dierent labels. We sort T in the following way:
T= fu11; u12; : : : ; u1k1 ; u21; u22; : : : ; u2k2 ; : : : ; um1 ; um2 ; : : : ; umkm ; um+1; : : : ; ung with transitions
grouped by labels: two transitions have the same label if and only if their super-
scripts are equal. From now on, we call a transition with unique label, a transition
with a label which is not used by another transition. The (ui)i>m+1 are thus all the
transitions with unique label.
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Let us now consider the following matrix A0:
A0=
2
6664 L1 ... Lm A
3
7775 ;
where the columns Li are the boolean sums of the columns associated to the transitions
labelled i : (Li)j =
L
16k6ki Aj; ki .
Let x be a vector representing a subset C of T, and
x0=
2
666666664
y1
...
ym
x
3
777777775
we redene the weight function associated to this vector:
 8i6m; p0(yi)=p(ui) and p0(xi)= +1
8i > m+ 1; p0(xi)=p(ui)
In fact, to simplify, we note p0(yi) the weight associated to the composant of x
whose value is yi. This notation is more natural, as yi represents a ctitious transition,
the union of all transitions ui with the same label.
Proposition 4. Problem (min2) is equivalent to the following linear program:
min
x0
P
u
p0(u)x0u with 8c (A0x0)c>1 and 8u x0u>0 (3)
Proof. We have constructed x0 and A0 in order to add to x and A ctitious transitions
associated to y1; : : : ; ym whose respective weights are the weights of the indentically
labelled transitions u1; : : : ; um. The weight of the real transition ui has been set to +1.
If we take x0 such that y1 =    =ym=1, x1 =    = xm=0, and xm+1 =    = xn=1,
we have 8c (A0x0)c>1 and 8u x0u>0. Moreover, in this case, minx0
P
u p
0(u)x0u<+1.
Thus, solutions of (3) have non innite weights. This means that the same labelled
transitions are not represented in a solution by their real component, but by their cti-
tious component, which ensures that the same labelled transitions are at most counted
once in the weight of the cut. That is exactly the (min2) problem.
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Proposition 5. The dual linear program of (3) is the following:
(4)
8><
>:
max
P
c:path(c) with the constraints:
8u2T :Pc:pathAc; u(c)6p(u) and (c)>0
For each label a:
P
c : c goes through a transition labelled a(c)6p(a)
Proof. The proof is direct: we write the linear program of (3), and then we simplify,
by substituting all occurrences of p0 or A0.
Program (4) is the maximal ow problem (where we consider that (c) are still the
proper ows) with an additional constraint: the sum of the proper ows going through
the same labelled transitions is inferior to the common weights of these transitions.
We will now clarify the relation between augmenting path and proper ow, we will
then be able to introduce this additional constraint in the maximal ow processing, in
a natural way.
4.4. Augmenting paths and proper ows
Let G=(A;N;T; s; t) be an automaton where all transitions u have a capacity p(u),
and f be an admissible ow on G.
An augmenting path on G is a non oriented s-t path verifying the following con-
straints: for each edge (n1; n2) of the path we have:
 Either 9 u = (a; n1; n2)2T and then f(u)<p(u)
 Or 9 u = (a; n2; n1)2T and then f(u)>0.
The augmenting path algorithms (see [4]) construct a ow on an automaton by suc-
cessive increases along augmenting paths, until no more augmenting paths can be
found.
Notice that to increase the ow along an augmenting path containing an inversed
transition of T consists in suppressing a previous augmentation, and substituting it by
another one.
In this automaton, the pairs f :p, associated to the transitions represent the pairs
ow=capacity of the transition. In the following two gures, we show in bold, two
consecutive increments of the ow along augmenting paths.
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The sum of those two increments can be decomposed as in:
In this gure, there are now two augmenting paths: (s; n2; n4; t) and (s; n1; n3; t). The
augmenting path of the previous gure has been redecomposed: the ow coming from
(s; n1) and going in (n1; n4; t) is diverted to go in (n1; n3; t), whereas the ow which
was moving from n4 to t now comes from (s; n2).
Formally, the augmenting paths: c1
−!a c2 and c01 −a c02 add themselves resulting in c1c02
and c01c2:
c1
−!a c2 + c01 −a c02 c1c02 + c01c2
This mere transformation proves that each ow can be decomposed into a sum of
proper ows, because by applying many times this transformation, we can change any
sum of augmenting paths into a sum of augmenting paths with only positive transitions,
i.e. into a sum of proper ows.
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Fig. 2. Depending on the choosen augmenting paths, the ux is or is not admissible.
4.5. New denition of admissible ow
We have seen that the dual linear program associated with the (min2) linear program
could be expressed in a similar way to the max ow linear program with an additional
constraint. We will call such a ow respecting the new constraint: a ux. We prove in
that section, that contrary to the ow, the criterium of admissibility of a ux, cannot
be expressed with the ow value in each edge.
For the automaton of Fig. 2 and its ux f, the constraints (4) are:
(i) (bd) + (ba2)6p(b),
(ii) (a1d) + (bd)6p(d),
(iii) (a1d) + (a1a2)6p(a),
(iv) (ba2) + (a1a2)6p(a),
(v) (a1d) + (ba2) + (a1a2)6p(a):
(i){(iv) are the usual constraints on ow, for example: (i) , the ow through the
transition b is less than the weight of b :f(b)6p(b) On the other hand, (v) cannot be
expressed only with ows, but with proper ows. Indeed, in the network of the Fig. 2,
the ow can be decomposed in augmenting paths, at least in two dierents ways:
 f=1 a1a2+1 ad+1 bd, then we have (a1a2)+(a1d)+(ba2)= 26p(a)= 2
so (v) is respected.
 f=1 ba2 + 2 a1d, then we have (a1a2) + (a1d) + (ba2)= 3>p(a)= 2 so
(v) is not respected.
This proves that we cannot decide on the admissibility of a ux dened by (4) only
with the ow value on each transition. We must have memorized the proper ows
associated to each path, that means we must memorize the dierent steps of the con-
struction of the ux, and not only the last ux values. We present in the next section,
a new algorithm that constructs a ux (i.e., an admissible ow with the denition (4)),
by consecutive augmentations along a new kind of augmenting paths.
4.6. Pivot letter algorithm
The idea is to decompose each augmenting path in proper ows, that is in augment-
ing paths with only positive edges. In fact, we only need to memorize proper ows
associated to the transitions which have duplicated labels.
At the same time, we construct the augmenting path, we check whether its decom-
position in proper ows is compatible with the new constraint:
We rst dene a function that veries whether the beginning of an augmenting path
c01
 −
t can be changed to a sum of proper ows 1 c01c2 and 1 c1c?. It is possible, if,
among the proper ows passing through the transition t, there is one: c1
−!
t c2 such as
c01c2 is admissible.
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At each step of the algorithm, we maintain the decomposition of the global ux
in proper ows. This decomposition is stored in an array t[1]    :t[npath]. t[i] is the
value of the proper ow associated to the path numbered i. A hashtable establishes the
correspondence between the name of the path and its number in the array. We also
maintain, for each transition, a list L(t) of proper ows passing through the transition.
In this way, we can compute directly the value of the ux through each real and
ctitious transition, and thus, we can easily check that the ux is an admissible one.
1. Function PassThroughInversedTransition(c01:path,t:transition):boolean
2. for each proper ow c1
−!
t c2 in L(t) do
3. begin
4. Suppress(c1
−!
t c2);
5. if IsAdmissible(c01c2) then
6. begin
7. Add(c01c2);
8. if AugmentingPath(c1,c02) then
9. begin
10. result = c2;
11. return true;
12. end;
13. else Suppress(c01c2);
14. end;
15. Add(c1
−!
t c2);
16. end;
17. return false;
This function uses the trivial basic functions:
 Add(c : path), adds the proper ow 1 c to the array t[ ].
 Suppress(c : path), suppresses a proper ow 1 c to the array t[ ].
 IsAdmissible(c : path), veries that we can add the proper ow 1 c to the array
t[ ], in regard to the constraint of admissibility.
 AugmentingPath(c : path; var c0 : path) : boolean, is a traditional (cf. [3]) aug-
menting path function, which, given a beginning of path c, constructs an augment-
ing path: cc0. Of course, this function makes a call to PassThroughInversed
Transition when trying to pass by a inversed transition.
An augmenting path of the network at each step of the algorithm is given by:
AugmentingPath (; x).
4.7. Maximal ux and balancing
The previous algorithm constructs augmenting paths that will increase the global ux
on the network. Our goal is to nd the maximal ux, since we have shown that for
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Fig. 3. Network with a local maximal input ux.
Fig. 4. Same network, with a greater input ux.
this maximal ux, we will have the minimum of (min2). We prove in this section that
the algorithm stops on a local maximum, and that a new process: balancing, can be
used to increase the ux passing beyond the local maximum.
Proposition 6. The ux through a cut is inferior to the weight of the cut.
Proof. The ux fC through the cut C is equal to
P
a2Ca
P
u transition labelled a f(u).
The admissiblity constraint provides
P
u transition labelled a f(u)6p(a). So fC6P
a2Ca p(a)=p(C).
We say that the ux is locally maximal, if there is no augmenting path.
Contrary to the traditional maximal ow computing, the local maximality is not
equivalent to global maximality, as we can see in the graphs of Figs. 3 and 4. We see
clearly that for the same network, the input ux in the rst case is locally maximal,
because we cannot nd another augmenting path (respecting the (4) constraint), but
it is not globally maximal because the input ux in the second case is superior: The
following proposition establishes that the local maxima are caused by the transitions
with same labels:
Proposition 7. If a cut associated with a locally maximal ux contains only transi-
tions whose labels are not used by other transitions; then the ux is a maximal ux;
and the cut is a minimal cut.
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Proof. As all the transitions of the cut have labels that are not used by other transitions,
the weight of the cut is exactly the sum of the capacity of each transition. Thus, the
weight of the cut equals the ux value, implying that the ux must be maximum. (Max
Flow=Min Cut Theorem).
In order to go beyond this local maxima, we propose the next function
(BalancingAugmentingPath) to be called by the augmenting path function, when stop-
ping on a transition, for which we cannot increase the ux (so it is a transition of the
cut), and whose label is used by another transition. The function attemps to re-balance
the ux in the two transitions in order to increase the global ux.
1. Function BalancingAugmentingPath(c1:path, u:transition labelled a):boolean
2. if p(u)=p(a) then return false;
3. for each transition u0 labelled a do
4. if p(u0)>0 then
5. let c01u
0c02 a proper ow in t[ ];
6. Suppress(c01u
0c02);
7. if IsAugmentingPath(c1u,c2) then
8. Add(c1uc2);
9. if IsAugmentingPath(c01,c
00
2 ) then
10. Add(c01c
00
2 );
11. return true;
12. else Suppress(c1uc2);
13. Add(c01u
0c02);
If we consider the case of Fig. 3; the augmenting path algorithm stops at transition a1.
So we call the function BalancingAugmentingPath(c1 = ; u= a1).
Line 2. p(u= a1)= 0<5.
Line 3. u0= a2.
Line 4. p(u0)= 5>0.
Line 5. The only proper ow passing through a2 is 1 ba2. Thus c01 = b, c2 = .
Line 6. We suppress 1 ba2 of t[ ], the network is in the following state:
Line 7. We look for an augmenting path passing by t= a1, we nd 1 a1.
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Line 8. We add 1 a1 to t[ ], the network is in the following state:
Line 9. We nd the augmenting path 1 bd
Line 10. We add 1 bd to t[ ], the network is in the following state:
The input ux has been increased by 1. We see that we can apply this function 5
times, increasing each time the global ux by 1. The resulting ux on the network is
then the ux of the gure 3.
It is clear, that the BalancingAugmentingPath function does not apply any more to
this network. Indeed, it is the global maximal ux. We now prove that this algorithm
is correct in the general case.
Proposition 8. A balancing on a cut associated with a locally maximal ux increases
the ux.
Proof. If the balancing function returns true, it must have incremented t[ ] twice, and
only one suppression, thus the global ux has increased.
Proposition 9. When the ux is locally maximal and if there is no possibility of
balancing; then the ux is maximal.
Proof. Suppose this is not true: we then have a locally maximal ux f on an automaton
and the associated cut C. Let f1 be a globally maximal ux. C is also a cut in this
case. The ux through this cut in the rst case is strictly inferior to the ux through
the cut in the second case, because if the input ux increases, the ux through each
cut increases. Since the ux through the transitions with unique label 8 in the cut of
the rst case is maximal, there must be a transition a1 with a shared label through
8 That is, a label which is not used by another transition.
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which the ux has increased between the rst case and the second case. If there is no
balancing on this transition:
{ Either, when we suppress a proper ow passing through one same labelled transition
a2, we cannot nd later a augmenting path passing through a1(failure at line 7). By
suppressing a proper ow through a2, we suppress the constraint characteristic of the
ux on this label, so we are in a classic situation, and thus if there is no augmenting
path through a1, that means that the ux through a1 is maximal, which is contrary
to the hypothesis.
{ Or else, when we increase the ux through a1, we cannot nd another augmenting
path (failure at line 9), means that in a classic case (we can consider that a1 and a2
are independant and both transitions are saturated) the ux through the cut cannot
be increased, that is contrary to the fact that there exists a ux with a superior value
through the cut.
So no balancing on that transition a1 is possible.
We have then proven that when the ux is locally maximal, we can apply the
balancing function and then the ux increases. Thus, when the balancing function
cannot apply any more, the ux is globally maximal.
5. The Index{Index algorithm
Full index algorithms exist already for exact and approximate matching of single
string in the text (the exact case is trivial) [5], and use only the full index to process
the matching. The main advantage of this procedure, is that the size of the data structure
can be compressed to one-third of the text size. We give here the lter Index{Index
that such algorithms could use to improve their speed, and we compare the relative
eciency of Index{Index and Index{Text.
In the Index{Index case, we have a list of occurrences associated with each node
of the automaton: (n1; L1)    (nK ; LK). Finding an occurrence of the pattern consists in
calculating the \intersection" of the lists associated to each node of a given path. The
\intersection" of two lists of occurrences is dened by L12 =L1 \L2 = fk j k 2L1; k +
12L2g. Thus, the cost of the \intersection" of two sorted lists L1 and L2 is c(1; 2)=
min(jL1j: log jL2j; jL2j: log jL1j). If the path is described by i! (N1; L1)! (N2; L2)!   
! (Nk; LK)! t, the cost is c(1; 2) + c(1:2; 3) + c(1:2:3; 4) + c(1:2:3:4 : : : k − 1; k). Of
course, this is done, recursively by a depth-rst exploration of the automaton.
The sizes of the lists L1, L12; : : : L123::: k will quickly decreased, and keeping this
same algorithm, we will have a considerable gain, if we start around the nodes of the
automaton minimizing the local rst order cost:
cleft(k)= min
 P
k0!k
jLk0 j log jLk j;
P
k0!k
jLk j log jLk0 j

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We calculate cright(k) in the same way. Thus the optimal set of nodes of departure,
i.e. the Index{Index result is given by the algorithm (min1) with the cost function
c(k)= min(cleft(k); cright(k)).
We have compared the Index{Index algorithm, with the Index{Text algorithm, and
we have found that results for very large texts were not as good in the rst case
for the following reason: intersecting of two lists of size k and l with k6l needs
2 direct accesses for small lists (say with a buer of size 1k, l61000), but more
than k if l 1000. Let us remark that even with a huge text, most of the words
have a low frequency (Zipf’s law), but since pattern matching must apply to each
words, high frequency words (very rare ones, Zipf’s law!) ruin the performance.
Whereas the Index{Text, needs always exactly k direct accesses to perform \the
intersection".
6. Performance and complexity
6.1. Complexity of the pivot letter algorithm
We must separate in our algorithm two dierents components of complexity: the
complexity of the step which nds the points of departure for the second step, and the
complexity of the second step, which is the real parsing of the text.
6.2. Complexity of the preprocessing step on the automaton
In the case of the (min1) problem, the time needed to nd the minimal cut is the
traditional maximal ow complexity (see [4]): for example, for the Dinic algorithm, it
is O(m2). For the case of the (min2) problem, complexity depends on the number r
of labels which are used by several transitions. A worst complexity is O(m2+r), which
can be very bad, for example when an automaton has m labels which are used each
twice.
6.3. Performance: simple string matching
Let us note A= 1; : : : ; n the alphabet and T= a1 : : : aN the text. p(i) is the fre-
quency (number of occurrences) of the letter i in T: The Zipf’s law provides the rela-
tion p(i)=A=r(i) where r(i) is the rank of i in A sorted by decreasing frequency.
To simplify, we choose r(i)= i, and we note p(i)=p(i). As
P
16i6n p(i)=N , we
have P(i)=p(i)=N the probability of occurrence of the letter i.
Given a string of length k = a1; : : : ; ak , the minimal frequency of the letters of the
string is: mini=1; :::; k p(ai). We want the mean of this frequency on each k-substring of
T, that is
pmin(k)=
1
N
P
a1 ; :::; ak2T
min
i=1; :::; k
p(ai):
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For N large enough, the mean value of the frequency of the rarest letter of a string of
size k is also:
pmin(k) =
A
nk
P
c1 ::: ck2Ak
P(c1 : : : ck) min
i=1;:::; k
p(ci)
=
Ak
nk
P
16r16n;:::;16rk6n
P(r1 : : : rk )p

max
i
ri

=
Ak
nk
P
16rk6n
P
16r16rk ;:::;16rk−16rk
P(r1 : : : rk−1 )P(rk )p(rk)
=
A0k
nkNk−1
P
16r6n
P(r)p(r)
 P
16i6r
1
i
r
=
A00k
(nN )k
P
16r6n
1
r2
 P
16i6r
1
i
k−1
6
A00k
(nN )k
P
16r6n
1
r2
(log r))k−1
6
A00k
(nN )k
P
16r6n
rk−36
Bknk−2
(nN )k
=
Bk
n2Nk
Thus, the mean time needed for the search of a string of length k in a xed text of
length N is O(k=Nk) . Practically, we have evaluated on a 200 millions words text,
that for k>5 :pmin(k) logN , that is the cost of the search obtained by a sux array
algorithm.
6.4. Performance: regular expressions matching
The theoretical performance here is dicult to calculate, and it is not sure that
generating random automata respecting Zipf’s law will give a good idea of the observed
performance. So, we have evaluated our algorithm with a set of more than 50:000
automata developed and used at LADL [15] and describing natural language structures.
For each automaton, we consider k: the longest path of the automaton. In Fig. 5, we
have represented the two functions logN+NSk and the observed cost of the Index{Text
search of a pattern of minimal length k on a text of length N logN + NSk represents
the theoretical bound of complexity that an algorithm which \sort" the text in the
preprocessing step can meet.
Exactly as for the simple string matching, we notice that the asymptotic performance
for k large enough, is better with the Index{Text algorithm than with any algorithm
whose speed does not depend on k, for small values of k except 1, where the additional
cost is 0, the performance is rather bad comparatively to the theoretical bound of a
sort algorithm. But we must note that this logN case is not reached by any algorithm
on automata.
This bad performance for k =2 can be easily understood: just take two consecutive
words in a sentence, the probability that both are grammatical words (i.e a word very
frequent without autonomous meaning) is important. And since they obey Zipf’s law,
the frequency of the frequent words is comparable to the size of the text, hence the
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Fig. 5. This graph gives the mean time of the search of a given automaton whose longest path has a
size k (x-axis) and that has Sk occurrences in the text (200 millions words). This time is given for both
algorithms: theoretical sort algorithm (note log N+Sk) and Index{Text algorithm. We remark that for k>9,
the Index{Text becomes faster. k =1 and k =2 are not represented. For k =1 the cost of the Index{text
algorithm is exactly the mean value of S1 : 3400 by construction, and the cost of the theoretical sort algorithm
is 3400+log N . Concerning k =2 the mean value of S2 cost is 445, whereas the mean cost of our algorithm
is 1435.
search will be very slow. But in semantic retrieval information in a text, it is clear
that a user will never ask for occurrences of for a or and he. This user will add a
meaningful word (i.e a rare word), then the cost will be smaller.
7. Conclusion
Our new algorithm Index{Text combined with a simple linear regular expression
algorithm in the retrieving of not too small patterns (for example sentences in a natu-
ral language text) is better than existing ones, both for simple strings and for complex
patterns described by automata. It is interesting to note that a bad performance with
k =2 is equally observed in Igrep for the same reason. In information retrieval proce-
dures, the size of the pattern is no longer important because, the pattern will necessarily
contains rare words.
The preprocessing phase of the text is rather simple, since it is limited to the com-
pilation of the inverted text. This inverted text can be compressed to more than one
fth of the the text size. The total size of the database is thus nearly the size of the
text itself.
This algorithm can be improved in the case of automaton matching in the same way
that determinizing automata improves linear matching, if we were able to determinize
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locally an automaton around a \starting point", then much time would be spared, since
we would not check twice the same items. But this possibility implies that searching
the \starting points" must take into account further determinization, and thus the cost
of construction of a cut will be modied. The problem seems rather complex, as for
each possible set, we will have to attempt to determinize it, and then calculate its cost.
Combination of either the Index{Index, or the Index{Text algorithm with any
matching algorithm should improve its speed (in a considerable way, for natural lan-
guage texts) without too much complicating the data structure.
Appendix. Finite-state automaton request
This acyclic automaton describe verb auxiliaries in English sentences, it matches for
example the complex sequence \was not at all able, on this beautiful day, to carry on
speaking".
The automaton have 22 160 dierents paths, but some transitions have a category
label: <ADV> 9 stands for an adverb, <V:W> stands for an innitive verb, etc. Taking
account of these special labels the number of dierent paths is about 100 millions. It
is clear, that such an automaton cannot be treated as a list of patterns.
9 <E> is the null string.
262 J. Senellart / Theoretical Computer Science 237 (2000) 239{262
Given a 100.000 words sample corpus, the cut of this automaton according to the
classical denition (min1), is the set of transitions represented in a light gray box. The
weight of this cut is 1223. The cut, calculated by the Index{Text algorithm (min2),
contains the transitions labelled not, cannot and t. Its \weight" is 621.
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