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Output Controllability of a Linear Dynamical
System with Sparse Controls
Geethu Joseph
Abstract—In this paper, we study the conditions to be
satisfied by a discrete-time linear system to ensure output
controllability using sparse control inputs. A set of neces-
sary and sufficient conditions can be directly obtained by
extending the Kalman rank test for output controllability.
However, the verification of these conditions is computa-
tionally heavy due to their combinatorial nature. Therefore,
we derive non-combinatorial conditions for output sparse
controllability which can be verified with polynomial time
complexity. Our results also provide bounds on the mini-
mum sparsity level required to ensure output controllability
of the system. This additional insight is useful for designing
sparse control input that drives the system to any desired
output.
Index Terms—Controllability, linear dynamical systems,
time-varying support, discrete-time system, sparsity, out-
put controllability, Kalman rank test, optimal sparse control,
general linear systems, minimal input
I. INTRODUCTION
With the widespread acceptance and use of networked con-
trol systems, various new challenging theoretical issues have
emerged in control theory. One such problem is the analysis of
a network system with sparse control inputs. Constraining the
inputs to be sparse helps to efficiently optimize the bandwidth
and energy usage, and to reduce the computational cost of
a network system. For example, the sparse vectors admit
compressed representations, and as a result, using sparse
inputs helps to reduce the bandwidth requirements [1]–[3].
The sparse control inputs also arise in several areas like
multiagent systems [4], optimal actuator placement [5], [6],
nodes selection [7], [8], opinion dynamics [9], environmental
monitoring systems [10], [11], and robotics [12], to name
a few. Although the classical notions of state and output
controllability are well-understood in the literature [13], [14],
the controllability of systems under the sparsity constraints
on the input is a relatively new concept. In this paper, we
characterize output controllability of a linear system with
sparse control, i.e., the input applied at every time instant has
a few nonzero entries compared to its dimension.
A. Related Literature
Before we present our model and results, we first provide
a brief review of the existing literature on sparse control.
There are two important models for sparse control inputs in
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the literature, which we refer to as the time-invariant support
and time-varying support models [15]–[18]. Here, the support
refers to the indices of the nonzero entries of the sparse control
inputs. The time-varying support model is more flexible and
offers better control over the system while incurring a similar
cost (in terms of the computational burden, energy, and band-
width) as that of the time-varying support model [10]. Previous
studies on the time-varying support model mainly focused on
the design of sparse control inputs and the optimal actuator
scheduling (choosing the support of the control inputs at every
time instant) problems [7], [8], [19]–[25]. Such problems are
formulated as optimization problems with ℓ0-norm constraint
on the input. The ℓ0-norm-based problems are NP-hard, and
thus, they are solved using ℓp-norm-based relaxation (0 <
p ≤ 1) or greedy algorithms. While these studies attempted to
devise approximation algorithms to design the control inputs,
our focus in this paper is to gain new fundamental insights
into the conditions for output controllability of a system using
sparse inputs that follow the time-varying support model.
The conditions for (output) sparse controllability can be
easily obtained by extending the Kalman rank test for (output)
controllability [26]. However, since the support of the inputs
can be different at each time, it leads to a combinatorial
verification procedure. To handle this problem, in [10], the
authors derived the necessary and sufficient conditions for
sparse controllability which are non-combinatorial. In partic-
ular, they established that any controllable system is sparse
controllable if and only if the sparsity level exceeds the nullity
of the state transition matrix.1 This work was also extended
to the non-combinatorial conditions for controllability using
nonnegative sparse control inputs [27]. However, in [10], the
authors only deal with state controllability, and a similar
algebraic characterization of output sparse controllability is
not straightforward for two reasons:
• Sparse controllability does not ensure output sparse con-
trollability, and vice versa. Sparse controllability is a
spacial case of output sparse controllability with the
output matrix being the identity matrix.
• The results on sparse controllability in [10] are based
on the PopovBelevitchHautus (PBH) test [14] for con-
trollability. This test helped to establish the connection
between the minimum sparsity level and the nullity of
the state transition matrix. However, an analogous PBH
test for output sparse controllability is not available in the
literature. Therefore, the proof technique used in [10] is
1The precise statements of the results are presented in Subsection III-C.
2not applicable for output sparse controllability.
Consequently, in this paper, we derive the conditions for output
sparse controllability of a linear system using the fundamental
tools from linear algebra and matrix theory.
B. Our Contributions
We, in Section II, present a discrete-time linear time-
invariant linear dynamical system with the time-varying sup-
port model. We then show that the direct extension of the
Kalman type rank test for output sparse controllability leads
to a verification procedure with exponential time complexity.
In Section III, we show that any linear system that is output
controllable is also output sparse controllable if and only if
the sparsity level exceeds a certain bound which we present
in Theorem 1. Hence, our result not only yields a simple
verification test for output sparse controllability, but it also
provides the minimum sparsity level that ensures output con-
trollability. Finally, we also present several implications and
insights from our result and compare it with the existing results
on controllability and sparsity in Subsections III-A to III-D.
Notation: In the sequel, boldface lowercase letters denote
vectors, boldface uppercase letters denote matrices, and cal-
ligraphic letters denote sets. The other notation of the paper
is listed in Table I.
TABLE I
NOTATION
R Set of real numbers
C Set of complex numbers
I Identity matrix
0 All zero matrix (or vector)
AA Submatrix of A formed by the columns
indexed by the set A
(·)T Transpose of a matrix
(·)−1 Inverse of a square matrix
(·)† Moore-Penrose pseudoinverse of a matrix
Rank {·} Rank of a matrix
⌈·⌉ Ceil function
CS {·} Column space of a matrix
II. OUTPUT SPARSE CONTROLLABILITY
We consider the discrete-time linear dynamical system de-
scribed by the triple
(
A ∈ RN×N ,B ∈ RN×m,C ∈ Rn×N
)
in which the state and output evolve as follows:
xk = Axk−1 +Buk (1)
yk = Cxk. (2)
Here, xk ∈ R
N denotes the state vector, uk ∈ R
m denotes the
control input vector, and yk ∈ R
n denotes the output vector
at time k. Also, A, B, and C are the state-transition matrix,
input matrix and output matrix of the system, respectively. We
assume that the control vectors are constrained be s-sparse, i.e.,
at most s entries of uk are nonzero, for all values of k. Under
this sparsity constraint on the input, we revisit the classical
output controllability problem.
To be specific, our goal is to check if it is possible to drive
the output of the system to any arbitrary vector yf ∈ R
n,
starting from any arbitrary initial state x0 ∈ R
N , using
s−sparse control inputs within a finite time. Using (1) and
(2), the output at any time K > 0 is given by
yK −CA
Kx0 = C
K∑
k=1
AK−kBuk. (3)
Therefore, the system is output s−sparse controllable if and
only if there exists an integer 0 < K <∞ such that⋃
{Sk⊆{1,2,...,m}:
|Sk|≤s,1≤k≤K}
CS
{
C
[
AK−1BS1 A
K−2BS2 . . .BSK
]}
=Rn,
(4)
where |·| denotes the cardinality of a set.
The direct evaluation of the condition (4) requires compu-
tation of the column spaces of
(
N
s
)K
matrices of size n×Ks.
Also, the exact value of K is unknown, and only an upper
and lower bound on K is known [10, Corollary 2]. So, we
need to search over all the possible values of K , and thus,
the verification of the condition is computationally expensive.
Motivated by this, in the next section, we present some non-
combinatorial conditions which help to test output sparse
controllability.
III. NECESSARY AND SUFFICIENT CONDITIONS
The results of this section are based the controllability
matrix W ∈ RN×Nm and a new metric Ri as defined below:
W ,
[
AN−1B AN−2B . . . B
]
(5)
Ri , Rank
{
CAiWW †
}
− Rank
{
CAi+1WW †
}
, (6)
where i ≥ 0 is an integer and (·)† denotes the Moore-Penrose
pseudoinverse. The main result of this section is as follows:
Theorem 1. Consider the discrete-time linear dynamical
system
(
A ∈ RN×N ,B ∈ RN×m,C ∈ Rn×N
)
defined in (1)
and (2) whose controllability matrix W ∈ RN×Nm is given
by (5). Then, for any 0 < s ≤ m, a set of necessary conditions
for output s−sparse controllability are
Rank {CW } = n (7)
max
0≤i≤N−1
∑i
j=0 Rj
i+ 1
≤ s. (8)
Also, for any 0 < s ≤ m, a set of sufficient conditions for
output s−sparse controllability are (7) and
min
{
m, max
0≤i≤N−1
Ri
}
≤ s. (9)
Here, Ri is as defined in (6).
Proof. See Appendix I.
The immediate observations from Theorem 1 are as follows:
• The result does not make any assumption on the system
matrices and applies to any general linear system.
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• Theorem 1 implies that for any output controllable sys-
tem, the minimum sparsity level that ensures output
sparse controllability s∗ is bounded as
max
0≤i≤N−1
∑i
j=0 Rj
i+ 1
≤ s∗ ≤ min
{
m, max
0≤i≤N−1
Ri
}
.
(10)
The upper bound is useful to design algorithms (in
particular, greedy algorithms) to compute sparse inputs
that drive the system to a given desired state. The bound
can also be used to evaluate the quality of the sparse
inputs designed by the existing algorithms.
• Since the sufficient conditions are more stringent than the
necessary conditions, from (8) and (9), we arrive at
m ≥ max
0≤i≤N−1
∑i
j=0 Rj
i+ 1
. (11)
Thus, we bound the number of columns of B required
to ensure output-sparse controllability. In other words,
this condition gives the minimum sparsity level that is
necessary for a time-invariant support model to ensure
output controllability.
The additional insights from Theorem 1 are presented in the
following subsections.
A. Simultaneous Necessity and Sufficiency
Theorem 1 presents a non-combinatorial method to test
output s−sparse controllability of a linear system. This test
is inconclusive only when the system satisfies the necessary
conditions, but it does not satisfy the sufficient conditions.
However, both the conditions become identical under some
mild assumptions on the system, which we present in the
following corollary.
Corollary 1. Consider the discrete-time linear dynamical
system
(
A ∈ RN×N ,B ∈ RN×m,C ∈ Rn×N
)
defined in (1)
and (2) whose controllability matrix W ∈ RN×Nm is given
by (5). The conditions (8) and (9) become identical if and
only if
max
0≤i≤N−1
Ri = R0, (12)
where Ri is as defined in (6). Also, any system satisfying (12)
is output s−sparse controllable if and only if (7) holds and
s ≥ n− Rank
{
CAWW †
}
. (13)
Proof. See Appendix IV.
We note that the assumption (12) is not hard to achieve. For
example, suppose that
Rank {A} = Rank
{
A2
}
. (14)
In this case, the row space and the column space of Ai are
same as those of A, for i ≥ 1. As a result, we obtain
Rank
{
CAWW †
}
= Rank
{
CAiWW †
}
. (15)
Consequently, from (6), we get
Ri = 0 ≤ R0, i ≥ 1. (16)
Hence, (12) holds in this case, and the necessary and suffi-
cient conditions of Theorem 1 reduce to (7) and (13). Here,
the condition (14) implies that the algebraic and geometric
multiplicities of the eigenvalue 0 of A are the same, and this
condition is satisfied by a large family of matrices like the
diagonalizable matrices, the matrices with rank greater than
or equal to N − 1, etc. A more relaxed condition as given
below also leads to (12):
Rank
{
AWW †
}
= Rank
{
A2WW †
}
. (17)
However, there are some special cases where the necessary
and sufficient conditions do not match, as we illustrate below:
Example 1. Consider the system (A,B,C) in (1) and (2)
with
A =


0 1 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 1
0 0 0 0 0

B =


1 1
0 0
1 0
0 0
0 1

C =


1 0 0
0 1 0
0 0 0
0 0 1
0 0 0


T
.
(18)
For this system, we have Rank {CW } = 3 = n and
max
0≤i≤N−1
Ri = 2 (19)
max
0≤i≤N−1
∑i
j=0 Rj
i+ 1
= 1. (20)
Therefore, when s = 1, the system satisfies the necessary
condition, but it does not satisfy the sufficient condition. Using
the brute force verification of output sparse controllability as
given by (4), we see that the system is not output 1−sparse
controllable. Thus, this example shows that the necessary
conditions of Theorem 1 are not always sufficient for output
sparse controllability.
Example 2. Consider the system (A,B,C) in (1) and (2)
with
A =


0 1 0 0
0 0 0 0
0 0 0 1
0 0 0 0

B =


1 1
1 0
0 0
0 1

C =


1 0
0 0
0 1
0 0


T
. (21)
For this system, we have Rank {CW } = 2 = n and
max
0≤i≤N−1
Ri = 2 (22)
max
0≤i≤N−1
∑i
j=0 Rj
i+ 1
= 1. (23)
Therefore, when s = 1, the system satisfies the necessary
condition, but it does not satisfy the sufficient condition.
However, the system defined by (A,B2,C) is output sparse
controllable. Thus, this example shows that the sufficient
conditions of Theorem 1 are not always necessary for output
sparse controllability.
4B. Computational Complexity
To evaluate the computational complexity, we observe that
the left-hand side of (7) of Theorem 1 can be rewritten as
Rank {CW } = Rank
{
CA0WW †
}
. (24)
As a result, the computational complexity to verify the all
conditions of Theorem 1 depends on the complexity to com-
pute the rank of matrices CAiWW †, for i = 0, 1, . . . , N .
So, unlike the verification of the combinatorial condition (4),
the verification of the conditions in Theorem 1 possesses poly-
nomial time complexity (in N and n), and the complexity is
independent of s. Moreover, the complexity of the verification
test can be further reduced by using a simpler condition which
does not involve WW † as presented below:
Corollary 2. Consider the discrete-time linear dynamical
system
(
A ∈ RN×N ,B ∈ RN×m,C ∈ Rn×N
)
in (1) and (2)
whose controllability matrix W ∈ RN×Nm is given by (5).
The system is output s−sparse controllable for any s > 0 if
(7) holds and
s ≥ N − Rank {A} . (25)
Proof. See Appendix V.
Clearly, the relaxed bound on s given in (25) is easy to
calculate. So, if the system satisfies the bound in Corollary 2,
we can avoid the more computationally heavy conditions of
Theorem 1. Also, from the proof of the result, we notice that
(25) in Corollary 2 can also be replaced with a more stringent
condition
s ≥ Rank {W } − Rank
{
AWW †
}
, (26)
which follows from the proof of Corollary 2 (see (120) in
Appendix V).
C. Comparison with Existing Results
In this section, we compare Theorem 1 with the existing
results on controllability and sparsity:
1) Output controllability without constraints: The classical
result for output controllability is as follows:
Theorem A ( [26]). Consider the linear dynamical system(
A ∈ RN×N ,B ∈ RN×m,C ∈ Rn×N
)
defined in (1) and (2)
whose controllability matrix W ∈ RN×Nm is given by (5).
The system is output controllable if and only if
Rank {CW } = n. (27)
If we remove the sparsity constraint, i.e., when s = m,
Theorem 1 coincides with Theorem A, as expected.
2) Controllability with sparse inputs: The next result gives
the necessary and sufficient conditions for controllability with
sparse control inputs.
Theorem B ( [10, Theorem 1]). Consider the linear dynamical
system
(
A ∈ RN×N ,B ∈ RN×m,C ∈ Rn×N
)
defined in (1)
and (2) whose controllability matrix W ∈ RN×Nm is given
by (5). The system is controllable using s−sparse inputs if and
only if the following conditions hold:
Rank
{[
λI −A B
]}
= N, ∀λ ∈ C (28)
Rank {A} ≥ N − s. (29)
We make three important connections between Theorem 1
and Theorem A as given below:
• When C = I , the notation of output sparse controllability
and sparse controllability are the same. If we substitute
C = I in Theorem 1, (7) simplifies to
Rank {W } = N. (30)
The condition (30) is equivalent to (28) by the equiv-
alence of the PBH test [14] and Kalman rank test for
controllability [13]. Also, using the arguments presented
in the proof of Corollary 2 (see (121) in Appendix V),
we have
Ri ≤ N − Rank {A} (31)
= Rank {W } − Rank
{
AWW †
}
= R0, (32)
where we use the relation WW † = I which follows
from (30). Hence, the condition (12) is satisfied, and from
Corollary 1, the system is output s−sparse controllable
if and only if (7) (which is equivalent to (28)) and (13)
(which is equivalent to (29)) hold. In other words, when
C = I , Theorem 1 reduces to Theorem B.
• The proof of Theorem B given in [10] is based on
the PBH test for controllability whereas our proof of
Theorem 1 is based on the fundamental results in linear
algebra. Therefore, the proof of Theorem 1 provides an
alternate method to establish Theorem B.
• The condition (25) of Corollary 2 is same as the minimum
sparsity s that ensures sparse controllability (as given by
(29)). If the sparsity s ≥ N−Rank {A}, then the system
is output s−sparse controllable if CW is full row rank;
and it is s−sparse controllable if W is full row rank.
3) Necessary conditions for output sparse controllability: We
next present a known set of necessary conditions for output
s−sparse controllability:
Theorem C ( [10, Corollary 1]). Consider the linear dynami-
cal system
(
A ∈ RN×N ,B ∈ RN×m,C ∈ Rn×N
)
defined in
(1) and (2) whose controllability matrix W ∈ RN×Nm is
given by (5). The system is output controllable using s−sparse
vectors only if the following conditions hold:
Rank
{
C
[
λI −A B
]}
= n, ∀λ ∈ C (33)
Rank {CA} ≥ n− s. (34)
Our necessary conditions in Theorem 1 are stronger than
those in Theorem C. To verify that, suppose that there exists
λ ∈ C, z ∈ Rn such that zTCA = λzTC and zTCB = 0.
In this case, we obtain zTCW = 0. Thus, (33) is necessary
for (7) to hold. Also, the necessary condition (8) of Theorem 1
implies that if the system in (1) and (2) is output s−sparse
controllable,
R0 = n− Rank
{
CAWW †
}
≥ n− Rank {CA} . (35)
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As a consequence, (34) is necessary for (8) to hold. Hence,
we conclude that Theorem 1 is stronger than Theorem C.
D. Comparison with Sparse Controllability
Output sparse controllability and sparse controllability share
several common properties as listed below:
• Reversible systems: If a linear system is reversible, i.e.,
A is nonsingular, then (output) controllability implies and
is implied by (output) s−sparse controllability, for any
1 ≤ s ≤ m. This is due to Corollary 2.
• Minimal control: We note that the time-invariant sup-
port model discussed in Subsection I-A is a special
case of our time-varying support model. Therefore, (out-
put) s−sparse controllability under time-invariant support
model implies (output) s−sparse controllability under
time-varying support model.
• Change of sparsifying basis: If a system is (output)
controllable using control inputs which are s−sparse in
the canonical basis, it is (output) controllable using inputs
that admit s−sparse representations under any other basis
Φ ∈ Rm×m. This is because the change of basis is
equivalent to replacing B with BΦ which does not
change the condition in (4).
IV. CONCLUSION
We derived a set of necessary and sufficient conditions
under which a discrete-time linear system is output sparse
controllable. Our results apply to any general linear system and
do not impose any restrictions on the system matrices. Both
necessary and sufficient conditions included a rank condition
on output controllability matrix and a lower bound on the
sparsity bound. We also derived the conditions under which
both sets of conditions become identical, and we showed that
the results on output controllability (without any constraints)
and controllability (with and without sparsity constraints on
the inputs) can be derived as a special case of our result.
The next important direction for future work is to derive the
conditions which are jointly necessary and sufficient for output
sparse controllability. Studying output sparse controllability
under other constraints on the system like bounded energy,
nonnegativity, etc., can also be avenues for future work.
Further, we presented a few necessary conditions for output
sparse controllability of the systems with the time-invariant
support model. A deeper analysis of such systems is another
promising path of research.
APPENDIX I
PROOF OF THEOREM 1
The necessity of (7) of Theorem 1 is straightforward from
Theorem A. So, we need to verify the necessity of the lower
bound on the sparsity given by (8) and the sufficiency of (7)
and (9) for output s−sparse controllability. The proof relies
on the following results.
Lemma 1 ( [28]). For any arbitrary matrix A and any
orthogonal matrix Q of compatible dimension, we have
(QA)
†
= A†QT. (36)
Lemma 2. For an arbitrary matrix C , a square matrix A,
and an integer i ≥ 0, let
C(i) = CA
i
(
CAi
)†
−CAi+1
(
CAi+1
)†
. (37)
Then, the following holds for any integer i ≥ 0:
CS
{
C(i)CA
k
}
= CS
{
C(i)
}
, if k ≤ i (38)
Rank
{
C(i)
}
= Rank
{
CAi
}
− Rank
{
CAi+1
}
. (39)
Proof. See Appendix II.
Lemma 3. For an arbitrary square matrix A ∈ RN×N , let
R = Rank
{
AN
}
. Then, for any given integers R ≤ p ≤ q,
there exists real numbers {αi}
R
i=1 such that
Ap = Aq
R∑
i=1
αiA
i. (40)
Proof. See Appendix III.
At a high level, the proof has the following steps:
A We first construct two matrices C˜ ∈ Rn×r and A˜ ∈ Rr×r
with r , Rank {W } such that
Ri = Rank
{
C˜A˜
i
}
− Rank
{
C˜A˜
i+1
}
, i ≥ 0. (41)
B Using (41), we show that when the system is output
s−sparse controllable, the bound on s given by (8) of
Theorem 1 holds. Therefore, satisfying the bound on s is
necessary for output s−sparse controllability.
C Sufficiency of (7) and the bound s ≥ m is straightforward
from Theorem A. Thus, we assume that (7) and the follow-
ing hold:
s ≥ max
0≤i≤N−1
Ri. (42)
We then construct N matrices
{
C˜(i) ∈ R
n×n
}N−1
i=0
such
that for any vector y ∈ Rn, there exists an s−sparse vector
u ∈ Rm satisfying
C˜(i)y =
[
I − C˜A˜
i+1
(
C˜A˜
i+1
)†]
CAiBu. (43)
D Following Step C, we show that for any vector y ∈ Rn,
there exists s−sparse vectors {uk ∈ R
m}
r
k=1 such that
y =
r∑
k=1
CAk−1Buk
+ C˜A˜
r
(
C˜A˜
r
)† [
y −
r∑
k=1
CAk−1Buk
]
. (44)
E Finally, we show that for any vector z ∈ Rr, there
exists an integer 0 < K < ∞ and s−sparse vectors
{uk ∈ R
m}Kk=r+1 such that
C˜A˜
r
z =
K∑
k=r+1
CAk−1Buk. (45)
Combining (44) and (45) with
z =
(
C˜A˜
r
)† [
y −
r∑
k=1
CAk−1Buk
]
, (46)
6we conclude that for any vector y ∈ Rn, there exists an
integer 0 < K <∞ and s−sparse vectors {uk ∈ R
m}
K
k=1
such that
y =
K∑
k=1
CAk−1Buk. (47)
Hence, we establish that under the conditions of Theorem 1,
the system is output s−sparse controllable, and the proof
is complete.
In the reminder of this section, we provide the details of each
step.
A. An Equivalent Definition of Ri in (6)
By the Kalman decomposition [29, Section 6.4], there exists
an orthogonal matrix Q such that
Q =
[
Q˜ ∈ RN×r R ∈ RN×N−r
]
∈ RN×N (48)
W =
[
Q˜ R
] [ W˜ ∈ Rr×Nm
0 ∈ RN−r×Nm
]
(49)
A =
[
Q˜ R
] [ A˜ ∈ Rr×r A(1)
0 ∈ RN−r×r A(2)
][
Q˜ R
]−1
(50)
B =
[
Q˜ R
] [ B˜ ∈ Rr×m
0 ∈ RN−r×m
]
. (51)
Then, for any integer i ≥ 0,
CAiWW † = CAiQ
[
W˜
0
] [
W˜
†
0
]
QT (52)
= C
[
Q˜ R
] [A˜ A(1)
0 A(2)
]i [
I 0
0 0
]
QT (53)
= C
[
Q˜A˜
i
0
]
QT, (54)
where to get (52), we use (49) and Lemma 1. Also, (53)
follows from (50) and the fact that W˜ is a full row rank
matrix. Consequently, we conclude that
Rank
{
CAiWW †
}
= Rank
{
CQ˜A˜
i
}
. (55)
Thus, we establish (41) by defining
C˜ , CQ˜ ∈ Rn×r, (56)
and Step A is completed.
B. Necessity of (8)
From (4), output s−sparse controllability holds only if there
exists an integer N < K < ∞ and index sets {Si}
K
i=1 such
that
CS
{[
CAK−1BS1 CA
K−2BS2 . . . CBSK
]}
= Rn.
(57)
This is because a vector space over an infinite field cannot be
a finite union of proper subspaces [30]. Using (50), (51) and
(56), we rewrite (58) as
CS
{
C˜
[
A˜
K−1
B˜S1 A˜
K−2
B˜S2 . . . B˜SK
]}
= Rn.
(58)
Here, for every integer 0 ≤ i ≤ N − 1, the first (K − i− 1)s
columns of the matrix in (58) belong to CS
{
C˜A˜
i+1
}
. As a
consequence, the last (i+1)s columns of the matrix span the
null space of C˜A˜
i+1
. Since the dimension of the null space
of C˜A˜
i+1
is n− Rank
{
C˜A˜
i+1
}
, we deduce that
(i+ 1)s ≥ n− Rank
{
C˜A˜
i+1
}
=
i∑
j=0
Rj , (59)
where we use (41). Therefore, we obtain that the bound on s
given by (8) holds, and Step B is completed.
C. Characterizing CS
{
C˜(i)
}
The Kalman decomposition given by (49)-(51) ensures that
the system defined by
(
A˜ ∈ Rr×r, B˜ ∈ Rr×m
)
is control-
lable [29, Section 6.4]. So, for any z ∈ Rr, there exists (non-
sparse) vectors {vk ∈ R
m}
r
k=1 such that
z =
r∑
k=1
A˜
k−1
B˜vk. (60)
We next define C˜(i) ∈ R
n×n similar to (37) as follows:
C˜(i) , C˜A˜
i
(
C˜A˜
i
)†
− C˜A˜
i+1
(
C˜A˜
i+1
)†
. (61)
Premultiplying (60) with C˜(i)C˜A˜
i
, we arrive at
C˜(i)C˜A˜
i
z = C˜(i)C˜A˜
i
B˜v1, (62)
where we use the fact that C˜(i)C˜A˜
k
= 0, for k > i. This
relation leads to the following:
CS
{
C˜(i)C˜A˜
i
}
⊆ CS
{
C˜(i)C˜A˜
i
B˜
}
. (63)
However, from (38) of Lemma 2,
CS
{
C˜(i)
}
⊆ CS
{
C˜(i)C˜A˜
i
B˜
}
. (64)
Also, from (39) of Lemma 2, (41) of Step A, and the
assumption (42),
Rank
{
C˜(i)
}
= Rank
{
C˜A˜
i
}
− Rank
{
C˜A˜
i+1
}
= Ri ≤ s,
(65)
for 0 ≤ i ≤ N − 1. Hence, there exists s columns in
C˜(i)C˜A˜
i
B˜ such that they span CS
{
C˜(i)
}
. As a result, for
any vector y ∈ Rn, there exists an s−sparse vector u ∈ Rm
such that
C˜(i)y = C˜(i)C˜A˜
i
B˜u. (66)
However, from (61),
C˜(i)C˜A˜
i
=
[
I − C˜A˜
i+1
(
C˜A˜
i+1
)†]
C˜A˜
i
. (67)
Accordingly, (66) is equivalent to
C˜(i)y =
[
I − C˜A˜
i+1
(
C˜A˜
i+1
)†]
CAiBu, (68)
using (50), (51), and (56). Thus, Step C is completed.
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D. Sparse Representation of the Null Space of C˜A˜
N
We prove a more general result: for any vector y ∈ Rn
and integer 1 ≤ i ≤ N , there exists s−sparse vectors
{u˜k ∈ R
m}
i
k=1 such that
y =
i∑
k=1
CAk−1Bu˜k
+ C˜A˜
i
(
C˜A˜
i
)† [
y −
i∑
k=1
CAk−1Bu˜k
]
. (69)
We prove this using mathematical induction, and for this,
we first verify this result for i = 1. Using (43) of Step C, for
any given y ∈ Rn, there exists an s−sparse vector u˜1 ∈ R
m
such that
C˜(0)y =
[
I − C˜A˜
(
C˜A˜
)†]
CBu˜1. (70)
However, we observe from (49) that CS {W } = CS
{
Q˜
}
, and
this observation combined with the sufficient condition (7) of
Theorem 1 leads to the following:
Rank
{
C˜
}
= Rank
{
CQ˜
}
= Rank {CW } = n. (71)
As a result, we get
C˜(0) = C˜C˜
†
− C˜A˜
(
C˜A˜
)†
= I − C˜A˜
(
C˜A˜
)†
. (72)
Therefore, (70) yields that for any y ∈ Rn, there exists an
s−sparse vector u˜1 ∈ R
m such that
y = CBu˜1 + C˜A˜
(
C˜A˜
)†
(y −CBu˜1) . (73)
Consequently, (69) holds for i = 1.
By inductive hypothesis, we assume that (69) holds for some
integer 0 < i < N . However, in (69), we have
C˜A˜
i
(
C˜A˜
i
)† [
y −
i∑
k=1
CAk−1Bu˜k
]
∈ Rn. (74)
So, we again apply (43) to deduce that there exists an s−sparse
vector u˜i+1 ∈ R
m such that
C(i)C˜A˜
i
(
C˜A˜
i
)† [
y −
i∑
k=1
CAk−1Bu˜k
]
=
[
I − C˜A˜
i+1
(
C˜A˜
i+1
)†]
CAiBui+1. (75)
However, using (67), we also have
C(i)C˜A˜
i
(
C˜A˜
i
)†
= C˜A˜
i
(
C˜A˜
i
)†
− C˜A˜
i+1
(
C˜A˜
i+1
)†
C˜A˜
i
(
C˜A˜
i
)†
. (76)
The second term in (76) can be further simplified as follows:
C˜A˜
i+1
(
C˜A˜
i+1
)†
C˜A˜
i
(
C˜A˜
i
)†
=
([
C˜A˜
i
(
C˜A˜
i
)†]T [
C˜A˜
i+1
(
C˜A˜
i+1
)†]T)T
(77)
=
[
C˜A˜
i
(
C˜A˜
i
)†
C˜A˜
i+1
(
C˜A˜
i+1
)†]T
(78)
=
[
C˜A˜
i+1
(
C˜A˜
i+1
)†]T
(79)
= C˜A˜
i+1
(
C˜A˜
i+1
)†
. (80)
Combining (75), (76), and (80), we deduce that
C˜A˜
i
(
C˜A˜
i
)† [
y −
i∑
k=1
CAk−1Bu˜k
]
= CAiBui+1
+ C˜A˜
i+1
(
C˜A˜
i+1
)† [
y −
i+1∑
k=1
CAk−1Bu˜k
]
. (81)
Adding (81) and the inductive hypothesis (69), we get
y =
i+1∑
k=1
CAk−1Bu˜k
+ C˜A˜
i+1
(
C˜A˜
i+1
)† [
y −
i+1∑
k=1
CAk−1Bu˜k
]
. (82)
In conclusion, we obtain that the desired result (69) holds for
i+1, and thus, the relation (69) is proved. Finally, substituting
i = r ≤ N into (69), we complete Step D.
E. Sparse Representation of the Column Space of C˜A˜
N
Using (60), for any z ∈ Rr, there exists (non-sparse) vectors
{vk ∈ R
m}
r
k=1 such that
C˜A˜
r
z = C˜
r∑
k=1
A˜
r+k−1
B˜vk. (83)
Here, vk ∈ R
m can be represented as
vk =
⌈m/s⌉∑
j=1
u
(k)
j , (84)
where
{
u
(k)
j ∈ R
m
}
j,k
are all s−sparse vectors. Therefore,
C˜A˜
r
z = C˜
r∑
k=1
⌈m/s⌉∑
j=1
A˜
r+k−1
B˜u
(k)
j . (85)
However, from Lemma 3, there exists {αi ∈ R}
Rank{A˜r}
i=1 such
that
A˜
r+k−1
B˜u
(k)
j = A˜
r+qk,j
Rank{A˜r}∑
i=1
αiA˜
i
B˜u
(k)
j , (86)
where we define the quantity qk,j ≥ k − 1 as
qk,j ,
[
(k − 1)
⌈m
s
⌉
+ (j − 1)
]
Rank
{
A˜
r
}
. (87)
8Substituting (86) into (85), we deduce that
C˜A˜
r
z = C˜A˜
r
r∑
k=1
⌈m/s⌉∑
j=1
Rank{A˜r}∑
i=1
A˜
qk,j+i
B˜
(
αiu
(k)
j
)
(88)
= CAr
r∑
k=1
⌈m/s⌉∑
j=1
Rank{A˜r}∑
i=1
Aqk,j+iB
(
αiu
(k)
j
)
,
(89)
which follows from (50), (51), and (56). Here, the powers
of A in each term of the summation is distinct and αiu
(k)
j
is s−sparse, for all values of i, j and k. Consequently, there
exists an integer 0 < K = r + r⌈m/s⌉Rank
{
A˜
r
}
< ∞
and s−sparse vectors {uk ∈ R
m}
K
k=r+1 such that (45) holds.
Thus, Step E is complete and Theorem 1 is proved.
APPENDIX II
PROOF OF LEMMA 2
We start by noticing that when k ≤ i,
Rank
{
C(i)
}
≥ Rank
{
C(i)CA
k
}
≥ Rank
{
C(i)CA
k
(
CAk
)†}
(90)
= Rank
{[
C(i)CA
k
(
CAk
)†]T}
(91)
= Rank
{
CAk
(
CAk
)†
C(i)
}
= Rank
{
C(i)
}
, (92)
where to obtain (92) we use the fact that C(i) is a symmetric
matrix, and the relation CAk
(
CAk
)†
C(i) = C(i). As a
result, we conclude that
Rank
{
C(i)CA
k
}
= Rank
{
C(i)
}
. (93)
Also, we know that CS
{
C(i)CA
k
}
⊆ CS
{
C(i)
}
. Thus, (38)
holds.
We next establish (39) to complete the proof. We have
CT(i)CA
i+1 = C(i)CA
i+1 = 0. (94)
Therefore, the null space of CT(i) contains CS
{
CAi+1
}
, and
we obtain
Rank
{[
C(i) CA
i+1
]}
= Rank
{
C(i)
}
+ Rank
{
CAi+1
}
.
(95)
Also, from (37), for any z, we get
CAiz =
[
C(i) CA
i+1
] [ CAiz(
CAi+1
)†
CAiz
]
. (96)
As a consequence, we arrive at
CS
{
CAi
}
⊆ CS
{[
C(i) CA
i+1
]}
(97)
= CS
{
CAi
[(
CAi
)†
−A
(
CAi+1
)†
A
]}
(98)
⊆ CS
{
CAi
}
. (99)
So, we derive
CS
{
CAi
}
= CS
{[
C(i) CA
i+1
]}
. (100)
Combining (95) and (100), we deduce that
Rank
{
CAi
}
= Rank
{
C(i)
}
+ Rank
{
CAi+1
}
. (101)
Hence, the proof is complete.
APPENDIX III
PROOF OF LEMMA 3
We consider the real Jordan canonical form [31] of A:
A = P−1
[
J 0
0 N
]
P , (102)
where P ∈ RN×N is an invertible matrix. Also, J ∈ RP×P
and N ∈ RN−P×N−P are formed by the Jordan blocks of
A corresponding to the nonzero and zero eigenvalues of A,
respectively. In other words, J is an invertible matrix and N
is a nilpotent matrix.
Since every Jordan block of A has size at most P < N , we
have NP = 0. Consequently, for any p ≥ P ,
Ap = P−1
[
Jp 0
0 0
]
P . (103)
Further, since N > P , we derive
R = Rank
{
AN
}
= Rank
{
JN
}
= Rank {J} = P. (104)
Using this observation, we prove the desired result via
mathematical induction (on q). By Cayley-Hamilton theorem
and (104), we know that there exists real numbers {ai}
R
i=0
such that
∑R
i=0 aiJ
i = 0. Since J is invertible,
a0 = (−1)
R det {J} 6= 0. (105)
As a result, for any integer p ≥ 1, we derive
Jp = JpI = Jp
R∑
i=1
(
−
ai
a0
)
J i. (106)
Substituting (106) into (103) leads to the following relation
for any p ≥ R,
Ap = P−1
[
Jp
∑R
i=1
(
− aia0
)
J i 0
0 0
]
P (107)
= P−1
[
Jp 0
0 0
]
P
R∑
i=1
(
−
ai
a0
)
P−1
[
J i 0
0 N i
]
P
(108)
= Ap
R∑
i=1
(
−
ai
a0
)
Ai. (109)
Therefore, the desired result (40) holds for all R ≤ p and
q = p. Next, we assume that the desired result (40) is true for
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all R ≤ p and an arbitrary integer q ≥ p (inductive hypothesis).
Then, there exists {αi ∈ R}
R
i=1 such that
Ap = Aq
R∑
i=1
αiA
i =
[
−α1A
q+1
R∑
i=1
ai
a0
Ai +
R∑
i=2
αiA
q+i
]
(110)
= Aq+1
[
R−1∑
i=1
(
αi+1 −
ai
a0
α1
)
Ai +
aR
a0
α1A
R
]
,
(111)
where (110) follows from (109) with p = q + 1. Thus, the
desired result is true for q+1, and hence, the proof is complete.
APPENDIX IV
PROOF OF COROLLARY 1
When (12) holds, (9) reduces to
s ≥ R0 = n− Rank
{
CAWW †
}
, (112)
which follows because Rank {CW } = n. Since (8) also
implies that s ≥ R0, and the necessary conditions are less
stringent than the sufficiency conditions, we conclude that both
(8) and (9) reduce to (112). This relation proves the sufficiency
of (12).
Further, to prove the necessity of (12), suppose that there
exists an integer 1 ≤ i∗ ≤ N such that
R0 < Ri∗ = max
0≤i≤N−1
Ri. (113)
Then, we get
max
0≤i≤N−1
Ri =
∑i
j=0 Ri∗
i+ 1
> max
0≤i≤N−1
R0 +
∑i
j=1 Ri
i+ 1
.
(114)
Thus, the necessary conditions and the sufficient conditions are
different when (12) does not hold, and our proof is complete.
APPENDIX V
PROOF OF COROLLARY 2
Using the arguments used in the proof of Theorem 1 as
given in Appendix I, we have
Ri = Rank
{
C˜A˜
i
}
− Rank
{
C˜A˜
i+1
}
, (115)
where A˜ ∈ Rr×r and C˜ ∈ RN×r are as defined in (50)
and (56), respectively, and r = Rank {W }. Then, from the
Sylvester rank inequality [31, Section 0.4.5], we deduce that
Ri ≤ r − Rank
{
A˜
}
= Rank {W } − Rank
{
A˜
}
. (116)
Here, we simplify the second term as follows:
Rank
{
A˜
}
= Rank
{
Q
[
A˜ 0
0 0
]
Q−1
}
(117)
= Rank
{
Q
[
A˜ A(1)
0 A(2)
]
Q−1Q
[
I 0
0 0
]
Q−1
}
(118)
= Rank
{
AWW †
}
, (119)
where Q ∈ RN×N in (117) is as defined in (48), and A(1)
and A(2) in (118) are as defined in (50). Also, (119) follows
from the arguments similar to those in (52)-(54). Substituting
(119) into (116), we obtain
Ri ≤ Rank
{
WW †
}
− Rank
{
AWW †
}
(120)
≤ N − Rank {A} , (121)
where (121) uses the Sylvester rank inequality [31, Section
0.4.5]. Combining the bound (121) and the sufficient condition
(9) of Theorem 1, the desired result follows, and the proof is
complete.
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