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Abstract
We construct a new idempotent Fourier multiplier on the Hardy space
on the bidisc, which could not be obtained by applying known one di-
mentional results. The main tool is a new L1 equivalent of the Stein
martingale inequality which holds for a special filtration of periodic sub-
sets of T with some restrictions on the functions involved. We also identify
the isomorphic type of the range of the associated operator as the inde-
pendent sum of dyadic H1
n
, which is known to be a complemented and
invariant subspace of dyadic H1.
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1
Introduction
The basic notion of this paper is one of the possible ways to define a norm on
a direct sum of a sequence of certain Banach spaces.
Definition 0.1. Let Xn be a sequence of subspaces of L
1 (Ω,F , µ, B), where µ
is a probability measure. By the independent sum of X1, . . . , Xn, . . . we mean
the space (
⊕∞
n=1Xn)ind of sequences (f1, . . . , fn, . . .) such that fn ∈ Xn and the
norm
‖(f1, . . . , fn, . . .)‖ind =
∫
Ω∞
(
∞∑
n=1
‖fn (ωn)‖
2
B
) 1
2
d (µ (ω1)⊗ . . .⊗ µ (ωn)⊗ . . .)
is finite, equipped with this norm.
Thus, the independent sum of subspaces of L1 (Ω, B) can be identified with
a subspace of L1
(
Ω∞, ℓ2(B)
)
. In particular, it is a Banach space. Care has to
be taken, since contrary to ℓp- and c0-direct sums, uniformly bounded operators
acting on Xn do not necessarily induce a bounded operator on (
⊕
Xn)ind and
thus there is no apparent reason for the isomorphism class of the independent
sum to depend only on isomorphism classes of the summands. Remedying this
issue will be one of the main concerns of Section 5.
The paper is organised as follows. In Section 1 we develop tools needed in
the following sections to handle certain special cases of the Stein martingale
inequality for p = 1, in particular an improved version of the so-called non-
linear telescoping lemma, originally due to Bourgain [1] and later put to use by
Mu¨ller [14]. In Section 2 we provide an example of a not yet known comple-
mented and invariant subspace of the Hardy space on the bidisc and prove that
it is isomorphic to the independent sum
(⊕
H1n(T)
)
ind
. In Section 3 we intro-
duce the space
(∑
H1n(δ)
)
ind
⊂ H1(δ) (which is isometric to the independent
sum
(⊕
ι
(
H1n(δ)
))
ind
, where ι : H1(δ) → L1
(
ℓ2
)
is the canonical isometric
embedding) and give a new proof to the known result of Mu¨ller and Schecht-
man [16], stating that this space is complemented in H1(δ). In Section 4 we
prove that the orthogonal projection P : L2
(
ℓ2
)
→ ι
(
H2(δ)
)
and the operator
ι−1P : L2
(
ℓ2
)
→ H2(δ) are Caldero´n-Zygmund operators and extend via prin-
cipal value to weak type operators on respctive L1 spaces, thus by a theorem of
Bourgain [2] yielding the K-closedness of the couple
(
ι
(
H1(δ)
)
, ι
(
H2(δ)
))
in(
L1
(
ℓ2
)
, L2
(
ℓ2
))
. In Section 5, using a theorem of Johnson and Schechtman
[7], we prove a general theorem about isomorphisms of independent sums and
provide two ways to deduce the isomorphism announced in title from it: one
based on Wojtaszczyk’s [25] construction of an isomorphism between H1(T) and
H1(δ) and the K-closedness, and the other based on later Meyer’s construction
[12], without the use of K-closedness. In Section 6 we conclude and point out
some open questions raised by the proved results.
We would like to thank P. F. X. Mu¨ller for many helpful comments and
suggestions.
2
1 Non-linear telescoping and related results
In the whole paper, we will denote increasing filtrations by (Fn) and decreas-
ing filtrations by (F∗n). To shorten the notiation we will write Enf instead of
E (f | Fn) and E∗nf instead of E (f | F
∗
n).
By the signs & ,., ∼ we mean respectively ≥,≤,= up to a constant. Let
us recall the classical Stein martingale inequality [22].
Theorem 1.1. Let (F∗k )
n
k=1 be a decreasing filtration on a probability space
(Ω,F , µ) and f1, . . . , fn be integrable F-measurable functions. Then for 1 <
p <∞,
E
(
n∑
k=1
|fk|
2
) p
2
& E
(
n∑
k=1
|E∗kfk|
2
) p
2
with a constant depending only on p.
Obviously, the order of the filtration has no influence on the inequality, but
for reasons of consistency with subsequent considerations we choose to use the
decreasing order. This inequality is false for p = 1 in general, but under certain
additional assumptions it remains true for p = 1. One of results of this type is
the following inequality of Lepingle [10].
Theorem 1.2. Let (F∗k )
n
k=1 be a decreasing filtration on a probability space
(Ω,F , µ) and f1, . . . , fn be integrable functions such that fk is F∗k−1-measurable.
Then
E
(
n∑
k=1
|fk|
2
) 1
2
≥
1
2
E
(
n∑
k=1
|E∗kfk|
2
) 1
2
.
The following lemma will be used to estimate the left-hand side in Stein-type
inequalities from below.
Lemma 1.3. Let (F∗k )
n
k=1 be a decreasing filtration and (ϕk)
n
k=1 be an adapted
sequence of integrable functions. Define λ0 = 0, λk = E
∗
k+1
(
|ϕk|
2
+ λ2k−1
) 1
2
for
k = 1, . . . , n. Then
inf
E∗
k
fk=ϕk,k=1,...,n
E
(
n∑
k=1
|fk|
2
) 1
2
= Eλn.
Proof. We will prove the ’≥’ inequality first. Note that for k ≥ 1,
E
λ2k−1 + n∑
j=k
|E∗kfj |
2

1
2
= E
λ2k−1 + |E∗kfk|2 + n∑
j=k+1
|E∗kfj|
2

1
2
≥
3
≥ E
(E∗k+1 (λ2k−1 + |E∗kfk|2) 12)2 + n∑
j=k+1
∣∣E∗k+1E∗kfj∣∣2
 12 =
= E
λ2k + n∑
j=k+1
∣∣E∗k+1fj∣∣2

1
2
and thus by induction, E
(∑n
j=1 |fj|
2
) 1
2
≥ E
(
λ2k +
∑n
j=k+1
∣∣E∗k+1fj∣∣2) 12 . In
particular, E
(∑n
j=1 |fj |
2
) 1
2
≥ Eλn.
Now we will prove the ’≤’ inequality. Assume first that ϕk satisfy
1
M
<
|ϕk| < M for some constantM and denote Λk =
(
|ϕk|
2 + (E∗kΛk−1)
2
) 1
2
, Λ0 = 0.
Obviously λk = E
∗
k+1Λk. Take
fk = ϕk
k−1∏
j=1
Λj
λj
.
This choice is legal, since the conditions imposed on ϕk ensure that fk is inte-
grable and for any j = 2, . . . , k we have
E∗k
ϕk k−1∏
i=j−1
Λi
λi
 = E∗kE∗j
Λj−1
λj−1
ϕk
k−1∏
i=j
Λi
λi
 =
= E∗k
(E∗j Λi−1λi−1
)
ϕk
k−1∏
i=j
Λi
λi
 = E∗k
ϕk k−1∏
i=j
Λi
λi

(by the fact that E (uv | F) = vE (u | F) for v bounded and F -measurable) and
thus by induction E∗kfk = E
∗
k
(
ϕk
∏k−1
i=j−1
Λi
λi
)
, in particular E∗kfk = ϕk. For
k ≥ 2,
E
Λ2k−1 + n∑
j=k
∣∣∣∣∣ϕj
j−1∏
i=k−1
Λi
λi
∣∣∣∣∣
2

1
2
= E
Λk−1
λk−1
λ2k−1 + n∑
j=k
∣∣∣∣∣ϕj
j−1∏
i=k
Λi
λi
∣∣∣∣∣
2

1
2
 =
E
λ2k−1 + n∑
j=k
∣∣∣∣∣ϕj
j−1∏
i=k
Λi
λi
∣∣∣∣∣
2

1
2
= E
λ2k−1 + |ϕk|2 + n∑
j=k+1
∣∣∣∣∣ϕj
j−1∏
i=k
Λi
λi
∣∣∣∣∣
2

1
2
=
E
Λ2k + n∑
j=k+1
∣∣∣∣∣ϕj
j−1∏
i=k
Λi
λi
∣∣∣∣∣
2

1
2
.
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Since Λ1 = |ϕ1|, we have by induction
E
 n∑
j=1
|fj |
2

1
2
= E
Λ2k−1 + n∑
j=k
∣∣∣∣∣ϕj
j−1∏
i=k−1
Λi
λi
∣∣∣∣∣
2

1
2
. In particular, E
(∑n
j=1 |fj |
2
) 1
2
= EΛn = Eλn. Now let ϕk be arbitrary and
define
ϕ
(M)
k (ω) =

Msgn (ϕk(ω)) if |ϕk(ω)| > M
1
M
sgn (ϕk(ω)) if |ϕk(ω)| <
1
M
ϕk(ω) otherwise.
Obviously ϕ
(M)
k are still F
∗
k -measurable. We can construct λ
(M)
k , Λ
(M)
k and f
(M)
k
out of ϕ
(M)
k just as we did with ϕk. Now take fk = f
(M)
k +ϕk −ϕ
(M)
k . We have
E∗kfk = ϕ
(M)
k + ϕk − ϕ
(M)
k = ϕk and by the previous calculation
E
(
n∑
k=1
|fk|
2
) 1
2
≤ E
(
n∑
k=1
∣∣∣f (M)k ∣∣∣2
) 1
2
+ E
(
n∑
k=1
∣∣∣fk − f (M)k ∣∣∣2
) 1
2
≤
Eλ(M)n +
n∑
k=1
E
∣∣∣fk − f (M)k ∣∣∣
which tends to Eλn when M → ∞ by the conditional dominated convergence
theorem, thus proving the desired inequality.
We will be mainly concerned with the ’≥’ inequality in Lemma 1.3. The
following theorem, which up to rephrasing appears as an unproved remark in
[4], shows an application of the ’≤’ inequality. It has been communicated by P.
F. X. Mu¨ller that it can be proved by an explicit construction, although we find
the subsequent proof more fun.
Theorem 1.4. Let f0, . . . , fn ∈ L1 ({0, 1}n) and F∗k be the product of the triv-
ial sigma-algebra of subsets of {0, 1}k and the full sigma-algebra of subsets of
{0, 1}n−k for k = 0, . . . , n. Then there is no universal constant for the inequality
E
(
n∑
k=0
|fk|
2
) 1
2
& E
(
n∑
k=0
|E∗kfk|
2
) 1
2
under the assumption E∗k+1fk = 0 to hold (the choice of F
∗
n+1 is irrelevant - we
may take for instance F∗n+1 = F
∗
n).
Proof. Measurability with respect to F∗k is equivalent to being dependent
only on last n− k variables. More precisely,
(E∗kf) (x1, . . . , xn) =
1
2k
∑
y1,...,yk∈{0,1}
f (y1, . . . , yk, xk+1, . . . , xn) .
5
Let ϕk = E
∗
kfk and λk be defined by λ−1 = 0, λk = E
∗
k+1
(
|ϕk|
2
+ λ2k−1
) 1
2
for
k = 0, . . . , n. The condition E∗k+1fk = 0 is equivalent to E
∗
k+1ϕk = 0. We may
now apply Lemma 1.3 and reduce our problem to proving the the non-inequality
Eλn 6& E
(∑
|ϕk|
2
) 1
2
, in which only ϕk appear.
Let Tn (respectively T
∗
n) be the set of scalar-valued functions on the full
binary tree of height n (respectively the full binary tree of height n with an
additional vertex attached to the root) and denote T =
⋃
Tn, T
∗ =
⋃
T ∗n . For
U1, U2 ∈ Tn, a ∈ R we can naturally define the concatenations a ⌢ U1 ∈ T ∗n ,
U1 ⌢ a ⌢ U2 ∈ Tn+1. Let us define the norm ||| · ||| on T recursively. For
U ∈ T0, |||U ||| = |u|, where u is the value of U in the single element of the
domain and for U ∈ T , U = U1 ⌢ a ⌢ U2 we put
|||U ||| =
1
2
((
a2 + |||U1|||
2
) 1
2 +
(
a2 + |||U2|||
2
) 1
2
)
.
We can extend this definition to U ∈ T ∗ by |||U ||| =
(
a2 + |||U1|||
2
) 1
2 for U =
a ⌢ U1. An alternate definition is as follows. Let Tn ∪ T ∗n ∋ U 7→ U
′ ∈
Tn−1 ∪ T ∗n−1 be an operation that removes the two downmost rows and puts
1
2
((
a2 + b2
) 1
2 +
(
a2 + c2
) 1
2
)
in the place of any subtree b ⌢ a ⌢ c consisting
of two leaves b, c and their father a. Then |||U ||| = U ′′···′. Moreover, we define
the norm || · || on T ∪ T ∗ by
‖U‖ =
1
2n
∑
x
(
U (x)
2
+ U (x˜)
2
+ U
(
˜˜x
)2
+ . . .
) 1
2
,
where n is the height of U , summation is taken over the leaves and x˜ denotes
the father of x.
Let us return to the previous picture. Since all conditions imposed on
ϕk are F
∗
k -measurability (equivalent to dependence only on xk+1, . . . , xn) and
E∗k+1ϕk = 0, the dependence on xk+1 is contained in the factor (−1)
xk+1
and thus |ϕk (x1, . . . , xn)| = gk (xk+2, . . . , xn) for some nonnegative gk. We
can think of the sequence (g0, . . . , gn) as an element G of T
∗
n−1. Obviously
‖G‖ = E
(∑
|ϕk|
2
) 1
2
. By λk = E
∗
k+1
(
g2k + λ
2
k−1
) 1
2 and induction it follows
that the rows of G′(k) are λk, gk+1, . . . , gn and thus |||G||| = λn = Eλn (since λn
is constant). The only thing left to prove is that there is no constant independent
on n for the inequality |||G||| & ||G|| to hold for G ∈ T ∗.
Let
f(t) = inf
G∈T
‖1⌢G‖=t
|||G|||
for t ≥ 1. Limiting the range of infimum to G = U ⌢ 0 ⌢ V , for any x, y ≥ 1
6
such that x+y2 = t we have
f(t) ≤ inf
U,V ∈T
‖1⌢U‖=x
‖1⌢V ‖=y
|||U ⌢ 0⌢ V |||
=
1
2
(f(x) + f(y)) .
It is routine to check that f is measurable, so by a theorem of Sierpin´ski [21]
f is convex and thus it is a.e. differentiable and equal to the integral of its
derivative. Now let 1 ≤ a ≤ t. Then
f(t) ≤ inf
G∈T∥∥∥∥1⌢
(
G⌢(a2−1)
1
2⌢G
)∥∥∥∥=t
|||G ⌢
(
a2 − 1
) 1
2 ⌢ G|||
= inf
‖a⌢G‖=t
(
a2 − 1 + |||G|||2
) 1
2
= inf
‖1⌢G‖= t
a
(
a2 − 1 + a2|||G|||2
) 1
2
=
(
a2 − 1 + a2f
(
t
a
)2) 12
.
Thus the function t 7→ 1+f(t)
2
t2
is nonincreasing. For computational convenience
let us change the variable from t to t − 1. Then f(0) = 0 and 1+f(t)
2
(1+t)2 is
nonincreasing. The latter gives
(t+ 1)f(t)f ′(t) ≤ 1 + f(t)2.
By convexity, f(t) =
∫ t
0 f
′(τ)dτ ≤ tf ′(t) a.e. Combining these two inequalites
we get f(t)2 ≤ t, which together with convexity gives f(t) = 0 for almost all
t. Taking arbitrarily large t and G such that ‖1 ⌢ G‖ = t, |||G||| < ε, we can
make |||1⌢G|||‖1⌢G‖ ≤
1+ε
t
arbitrarily small, which ends the proof.
We may now proceed to the announced non-linear telescoping lemma. We
will prove a variation of a lemma extracted by Mu¨ller in [14] from the work of
Bourgain [1]. Although we get a (much) worse estimate in the general case, we
get the estimates for the ‖ · ‖ind norm.
Lemma 1.5. Let λk and ϕk for k = 1, . . . , n be nonnnegative integrable random
variables. Put λ0 = 0. Then
(i) if λk = E
(
ϕ2k + λ
2
k−1
) 1
2 , then
max
(
‖(ϕk)
n
k=1‖L1(ℓ2) , ‖(ϕk)
n
k=1‖ind
)
≤ 2λn
(ii) if Eλk ≥ E
(
ϕ2k + λ
2
k−1
) 1
2 and λk are bounded, then
max
(
‖(ϕk)
n
k=1‖L1(ℓ2) , ‖(ϕk)
n
k=1‖ind
)
≤
(
1 + 2
1
2
)
(Eλn)
1
2
(
max
k=1,...,n
supλk
) 1
2
.
7
Proof. Denote gk =
(
ϕ2k + λ
2
k−1
) 1
2 −λk−1. Then ϕ2k = (gk + λk−1)
2−λ2k−1 =
g2k + 2gkλk−1 and thus ϕk ≤ gk + (2gkλk−1)
1
2 . Note that both of the norms
‖·‖L1(ℓ2) and ‖·‖ind are not greater than any of the norms ‖·‖L1(ℓ1) and ‖·‖L2(ℓ2).
Thus
max
(
‖(ϕk)
n
k=1‖L1(ℓ2) , ‖(ϕk)
n
k=1‖ind
)
≤ ‖(gk)
n
k=1‖L1(ℓ1)+
∥∥∥((2gkλk−1) 12)n
k=1
∥∥∥
L2(ℓ2)
≤
n∑
k=1
Egk +
(
n∑
k=1
E (2gkλk−1)
) 1
2
.
In order to prove (i), we notice that Egk = λk−λk−1 and exploit the telescoping
nature of sums of Egk to get
n∑
k=1
Egk +
(
n∑
k=1
E (2gkλk−1)
) 1
2
=
n∑
k=1
(λk − λk−1) +
(
2
n∑
k=1
λk−1Egk
) 1
2
=
λn +
2 n∑
k=1
Egk
k−1∑
j=1
Egj
 12 ≤ λn +
 n∑
j,k=1
EgjEgk
 12 = 2λn.
Now we will prove (ii). In this case Egk ≤ Eλk − Eλk−1.
n∑
k=1
Egk +
(
n∑
k=1
E (2gkλk−1)
) 1
2
≤ Eλn +
(
2 max
k≤n−1
supλk
n∑
k=1
Egk
) 1
2
≤
Eλn + 2
1
2
(
max
k≤n−1
supλk
) 1
2
(
n∑
k=1
Egk
) 1
2
≤
(
1 + 2
1
2
)
(Eλn)
1
2
(
max
k≤n
supλk
) 1
2
.
The following observation shows that the estimates for the ‖ · ‖L1(ℓ2) norms in
Lemma 1.5 are, up to a constant, redundant.
Corollary 1.6. Let ϕ1, . . . , ϕn be integrable random variables and ψ1, . . . , ψn
be independent random variables such that for any k, the distributions of ψk
and ϕk are the same. Then
E
(∑
|ϕk|
2
) 1
2
≤ 2E
(∑
|ψk|
2
) 1
2
.
In other words, ‖(ϕk)‖L1(ℓ2) ≤ 2 ‖(ϕk)‖ind.
Proof. Let λk = E
(
|ϕk|
2
+ λ2k−1
) 1
2
. Since λk depends only on λk−1 and the
distribution of ϕk, we have λk = E
(
|ψk|
2
+ λ2k−1
) 1
2
. Let F∗k = σ (ψk, . . . , ψn).
8
Then also λk = E
∗
k+1
(
|ψk|
2
+ λk−1
) 1
2
, since ψk and F∗k+1 are independent.
Thus
E
(∑
|ϕk|
2
) 1
2
≤ 2λn = 2Eλn ≤ 2E
(∑
|ψk|
2
) 1
2
,
where the first inequality is an application of part (i) of Lemma 1.5 to |ϕk| and
the second is an application of Lemma 1.3 to ψk and F∗k .
The function t 7→ t
1
2 in Corollary 1.6 can be replaced by an arbitrary con-
cave and nonincreasing function with value 0 in 0 and the constant 2 can be
improved to ee−1 , but this fact is of no interest for this paper. We note one more
consequence of the non-linear telescoping lemma.
Corollary 1.7. Let be a decreasing filtration. Let f1, . . . , fn be integrable func-
tions such that σ (fk) ∩ F
∗
k+1 is trivial. Then
E
(
n∑
k=1
|fk|
2
) 1
2
≥
1
2
E
(
n∑
k=1
|E∗kfk|
2
) 1
2
.
Proof. As usual, we take λ0 = 0, λk = E
∗
k+1
(
|E∗kfk|
2 + λ2k−1
) 1
2
and note
that it follows by induction that λk is constant, since if λk−1 is constant, then(
|E∗kfk|
2
+ λ2k−1
) 1
2
is σ (fk)-measurable and thus λk is σ (fk)∩F∗k+1-measurable,
since conditional expectations commute. Therefore
E
(
n∑
k=1
|fk|
2
) 1
2
≥ Eλn = λn ≥
1
2
E
(
n∑
k=1
|E∗kfk|
2
) 1
2
,
where the first inequality is an application of Lemma 1.3 to fk and F∗k and the
second is an application of part (i) of Lemma 1.5 to E∗kfk.
2 Independent sum of H1n(T)
We first recall basic facts concerning invariant operators. Let G be a compact
abelian metric group and Γ be its dual group. For g ∈ G we define the shift
τg : L
1(G)→ L1(G) by τg(f) (g0) = f (g0 − g). The functions G ∋ g 7→ τg(f) ∈
L1(G) are known to be continuous for any f . LetX be a shift-invariant subspace
of L1(G), which in our case is equivalent to being spanned by a set of characters,
say Γ0 ⊂ Γ. Any bounded invariant operator T : X → X corresponds to
its Fourier multiplier, i.e the function (tγ)γ∈Γ0 such that T̂ f(γ) = tγ f̂(γ) for
γ ∈ Γ0. Since for any regular measure µ of bounded variation, the multiplier of
the operator L1(G) ∋ f 7→ µ ∗ f ∈ L1(G) is the sequence (µ̂γ)γ∈Γ, by an abuse
of notation, we will write T̂ (γ) = tγ in general case.
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An invariant operator T : X → X is called idempotent if T 2 = T or,
equivalently, T̂ (γ) ∈ {0, 1}. Bounded invariant operators are in a one-to-one
correspondence with invariant and complemented subsapces of X . Indeed, if T
is invariant and idempotent, then the range of T is span
(
suppT̂
)
. On the other
hand, if Y is an invariant and complemented subspace of X , then Y = span (Γ1)
for some Γ1 ⊂ Γ0. In order to see that Y is an image of an idempotent invariant
operator on X (which has to satisfy T̂ = 1Γ1), we apply the following known
lemma due to Rudin.
Lemma 2.1. Suppose X ⊂ L1(G) is invariant. Then any invariant and com-
plemented subspace Y ⊂ X is the image of an invariant projection acting on
X.
Proof. Let P be a projection from X onto Y and Q be defined by Qf =∫
G
(τ−x ◦ P ◦ τx) fdµ(x) in the sense of an L
1-valued Riemann integral of a
continuous function with respect to the Haar measure µ. By change of variables,
Q ◦ τy = τy ◦Q. For f ∈ X , we have τxf ∈ X , P (τxf) ∈ Y and thus Qf ∈ Y .
For f ∈ Y , τxf ∈ Y gives (τ−x ◦ P ◦ τx) f = τ−x (τxf) = f , so Q is a projection,
while the continuity is obvious.
It is easy to see that the family of all supports of idempotent multipliers is
a Boolean ring (containing all finite sets in the case of compact G). We will
call it the idempotent ring of X . The Cohen-Helson-Rudin theorem states that
for X = L1(G) (in the full locally compact abelian, possibly non-metrizable
generality) it is generated by cosets of open subgroups of Γ. For f ∈ H1(T) =
span{eint : n = 0, 1, 2, . . .} ⊂ L1(T) the idempotent ring is bigger. Indeed, for
and any lacunary sequence (nk)
∞
k=1 the Paley inequality(∑
k
∣∣∣f̂ (nk)∣∣∣2)
1
2
. ‖f‖1
holds, with a constant dependent only on inf nk+1
nk
. Thus for any sequence of
signs ε1, ε2, . . . the map
∑
n ane
int 7→
∑
k εkanke
inkt, which we will denote by
P(nk),(εk) is bounded as an H
1(T)→ H2(T) operator (where H2(T) = H1(T) ∩
L2(T) equipped with L2 norm) and consequently as an H1(T) → H1(T) one.
This implies that the idempotent ring ofH1(T) besides arithmetic sequences and
finite sets (as restrictions of L1(T) multipliers) contains also lacunary sequences.
It has been conjectured by Pe lczyn´ski and proved by Klemes [9] that they are
in fact its generators.
In this section we will be concerned with the space
H1(T× T) = span{ei(n1t1+n2t2) : n1, n2 ≥ 0} ⊂ L
1
(
T2
)
(not to be confused with H1
(
T2
)
, consisting of functions f ∈ L1
(
T2
)
with
coordinatewise Riesz transforms in L1
(
T2
)
). Clearly, for any invariant opera-
tors T1, T2 acting on H
1(T), there is an invariant operator T1 ⊗ T2 acting on
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H1(T × T) and satisfying T̂ (n1, n2) = T̂1 (n1) T̂2 (n2). Thus the idempotent
ring of H1(T × T) contains sets of the form A1 × A2, where A1, A2 are in the
idempotent ring of H1(T). Sligthly more general, for any M ∈ GL(2,Z) the
map SM : L
1
(
T2
)
→ L1
(
T2
)
defined by SM
(∑
n ane
i〈n,t〉
)
=
∑
n ane
i〈Mn,t〉 is
a (non necessarily surjective) isometry, because (SMf) (t) = f (M
∗t). Under the
additional assumption ofM(N×N) ⊂ N×N, the multiplier of the idempotent op-
erator S−1M ◦(TA1 ⊗ TA2)◦SM is supported on the set (N× N)∩M
−1 (A1 ×A2).
Another way to produce an idempotent multiplier on H1 (T× T) out of one
dimensional case is to take as A1 and A2 in the above construction the sequences
(2k)∞k=1 and move any element of the resulting set A1 × A2 within its dyadic
rectangle. One can prove (cf. [23]) using the Littlewood - Paley theory, that
the sequence obtained in this way is a bounded Fourier multiplier. Hence the
idempotent ring of H1 (T× T) contains all subsets of N×N whose intersections
with dyadic rectangles are of bounded cardinality. The main purpose of this
section is to give an example of a Fourier multiplier onH1 (T× T) that could not
be derived by the manipulations described above from one-dimensional results.
Namely we prove the following.
Theorem 2.2. Let (dk)
∞
k=1, (Nk)
∞
k=1 be sequences of natural numbers such that
(dk)
∞
k=1 is lacunary, Nk | Nk+1, Nk < Nk+1. Denote
Ak = {(n1, n2) ∈ N× N : n1 + n2 = dk}
and Bk = {(n1, n2) ∈ Ak : Nk | n1}. Then the following conditions are equiva-
lent.
(i) There exist constants a, C such that dk ≤ CNk+a.
(ii) The set B =
⋃∞
k=1 Bk is in the idempotent ring of H
1 (T× T).
In order to guarantee that intersections of our B with dyadic rectangles can
be arbitrarily large it is enough to assume dk
Nk
→ ∞. A canonical example of
such sequences is dk = Nk+1 = k!.
Proof. The operator T such that T̂ f = 1B f̂ is well defined on polynomials
and it suffices to examine its boundedness on them. Let L =
(
1 1
1 −1
)
. Then
the isometry
SL : H
1 (T× T)→ span
{
ei(n1t1+n2t2) : n1 ≥ 0, |n2| ≤ n1, 2 | n1 + n2
}
identifies H1 (T× T) with an invariant subspace of
H1(T)⊗ L1(T) = span
{
ei(n1t1+n2t2) : n1 ≥ 0
}
.
The operator P(dk),(εk)⊗ idL1 is a bounded idempotent on this space and there-
fore
Q(εk) = S
−1
L ◦
(
P(dk),(εk) ⊗ idL1(T)
)
◦ SL
11
is a bounded idempotent on H1 (T× T). Since L (
⋃
Ak) = ({d1, d2, . . .} × Z) ∩
L (N× N), the map Q(1,1,...) acts on H
1 (T× T) as given by ̂Q(1,1,...)f = 1
⋃
Ak f̂ .
Since T = T ◦Q(1,1,... ), it is enough to prove that T is bounded on polynomials
whose Fourier transforms are supported in
⋃
Ak.
Let f be such polynomial and let f̂k = 1Ak f̂ . Then f =
∑n
k=1 fk for
some n. For any choice of ε1, ε2, . . . ∈ {−1, 1} we have Q(εk)f =
∑n
k=1 εkfk.
Thus ‖
∑n
k=1 εkfk‖1 . ‖f‖1 (since the norm of P(dk),(εk) depends only on
(dk)). Since f = Q(εk)Q(εk)f we get the reverse estimate and consequently
‖
∑n
k=1 εkfk‖1 ∼ ‖f‖1. Applying pointwise the Khintchine inequality we get
‖f‖1 ∼
∥∥∥∥(∑nk=1 |fk|2) 12∥∥∥∥
1
. Moreover,
|fk| =
∣∣∣∣∣ ∑
n1+n2=dk
f̂k (n1, n2) e
i(n1t1+n2t2)
∣∣∣∣∣
=
∣∣∣∣∣
dk∑
n1=0
f̂k (n1, dk − n1) e
i(n1t1+(dk−n1)t2)
∣∣∣∣∣
=
∣∣∣∣∣
dk∑
n1=0
f̂k (n1, dk − n1) e
in1(t1−t2)
∣∣∣∣∣ .
This allows us to write ‖f‖1 ∼
∥∥∥∥∥
(∑n
k=1
∣∣∣f˜k∣∣∣2) 12
∥∥∥∥∥
1
, where f˜k ∈ H1 (T) is
a polynomial of degree at most dk satisfying
̂˜
fk (j) = f̂k (j, dk − j). Since
T̂ fk (j, dk − j) = f̂k (j, dk − j) for Nk | j and 0 otherwise, the action of T on f˜k
is given by
T˜ fk =
∑
Nk|j
̂˜
fk (j) e
ijt = f˜k ∗ ωNk ,
where ωN is a measure given by ω̂N (j) = 1 for N | j and 0 otherwise. Thus
‖Tf‖1 . ‖f‖1 transforms into∥∥∥∥∥∥
(
n∑
k=1
∣∣∣f˜k ∗ ωNk∣∣∣2
) 1
2
∥∥∥∥∥∥
1
.
∥∥∥∥∥∥
(
n∑
k=1
∣∣∣f˜k∣∣∣2)
1
2
∥∥∥∥∥∥
1
.
It is easy to see that that the convolution with ωN is the orthogonal projection
onto the space of F∗Nk -measurable functions, where F
∗
N is the sigma-algebra of
subsets of T whose characteristic functions are 2π
N
-periodic. Then the action of
ωN is given by the formula
(f ∗ ωN ) (t) =
1
N
∑
0≤k<N
f
(
t+
2π
N
k
)
.
Therefore Theorem 2.2 is implied by the following.
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Theorem 2.3. Let d1, d2, . . . and N1, N2, . . . be sequences of natural numbers
such that (dk) is lacunary, Nk | Nk+1 and Nk < Nk+1. Then the following
conditions are equivalent.
(i) There exist constants a, C such that dk ≤ CNk+a.
(ii) For any trigonometric polynomials f1, . . . , fn ∈ H
1 (T) such that deg fk ≤
dk the inequality
E
(
n∑
k=1
|fk|
2
) 1
2
& E
(
n∑
k=1
∣∣E∗Nkfk∣∣2
) 1
2
is satisfied.
(iii) For any trigonometric polynomials f1, . . . , fn ∈ H1 (T) such that deg fk ≤
dk the inequality
‖(fk)
n
k=1‖L1(ℓ2) &
∥∥(E∗Nkfk)nk=1∥∥ind .
The condition Nk < Nk+1 is here only to reduce the technical difficulties
in the proof of implication (ii) =⇒ (i) by guaranteeing the lacunarity of (Nk).
It is easy to see by a standard Khintchine-based linearisation argument that if
we allow repetitions in the sequence (Nk), then the condition (ii) for sequences
(dk), (Nk) is equivalent to condition (ii) for sequences (d
′
k), (N
′
k) such that (N
′
k)
is (Nk) with repetitions removed and d
′
k = maxNj=N ′k dj .
Proof. We will prove first (i) =⇒ (ii). We do not need Nk | Nk+1. Sup-
pose that (i) is violated and (ii) holds. Take d′k =
⌊
dk
2
⌋
−
⌊
dk
2
⌋
(mod Nk).
The condition (i) is violated for sequences (d′k) and (Nk) as well, since dk ≤
2 (d′k +Nk + 1). The condition (ii) is satisfied for the sequences (d
′
k) and (Nk)
and two sided polynomials fk ∈ L1(T) (not necessarily in H1(T)), because for
any polynomial fk ∈ L1(T) of degree ≤ d′k we have fk = e
−id′ktFk, where Fk is
a polynomial in H1(T) of degree ≤ dk and E∗Nk commutes with multiplying by
e−id
′
kt.
Let us take an arbitrary a. Then there exists k such that d′k > Nk+a. We
may apply the inequality from condition (ii) to fk = . . . = fk+a = Kd′
k
and
fj = 0 for j /∈ {k, . . . , k+a}, where Kd′
k
is the Feje´r kernel. Let Ik =
[
− π
d′
k
, π
d′
k
]
.
It is easy to check that Kd′
k
& d′k1Ik and that the condition d
′
k > Nk+a implies
that for k ≤ j ≤ k+a the function E∗Nj1Ik is supported on a sum of Nj disjoint
intervals of length 2π
d′
k
and attains only vlaues 0 and 1
Nj
. We have
(a+1)
1
2 = E
k+a∑
j=k
∣∣∣Kd′
k
∣∣∣2
 12 & E
k+a∑
j=k
∣∣∣E∗NjKd′k∣∣∣2
 12 & d′kE
k+a∑
j=k
∣∣∣E∗Nj1Ik ∣∣∣2
 12
≥ d′k
k+a∑
j=k+1
1
Nj
µ
(
supp E∗Nj1Ik \ supp E
∗
Nj−1
1Ik
)
≥
13
d′k
k+a∑
j=k+1
1
Nj
(
2πNj
d′k
−
2πNj−1
d′k
)
& a,
where the last inequality follows from lacunarity of (Nk). Since a was arbitrary,
this is a contradiction completing the proof of implication (ii) =⇒ (i).
Since Corollary 1.6 gives (iii) =⇒ (ii) immediately, the only thing left is
the proof of implication (i) =⇒ (iii). We can assume without loss of generality
that dk ≤ CNk+1, because in general case we consider sequences (dak+b)
∞
k=1,
(Nak+b)
∞
k=1 for b = 0, . . . , a− 1 and add the resulting inequalities.
We will need two lemmas. We will assume that all functions involved are
absolutely continuous.
Lemma 2.4. Let ψN (x) = x −
2π
N
k whenever 2π
N
k ≤ x < 2π
N
(k + 1). Then
(E− E∗N ) f = f
′ ∗ ψN .
Proof. Let xk = x+
2π
N
k. Then
(Ef − E∗Nf) (x) =
1
2π
∑
0≤k<N
∫ xk+1
xk
(f(x)− f (xk)) dx
=
1
2π
∑
0≤k<N
∫ xk+1
xk
∫ x
xk
f ′(y)dydx
=
1
2π
∑
0≤k<N
∫ xk+1
xk
(xk+1 − y) f
′(y)dy
=
1
2π
∫
ψN (x− y)f
′(y)dy = (ψN ∗ f
′) (x).
Definition 2.5. For any function f : T→ C we put
Berf =
E |f ′|
E|f |
.
Lemma 2.6. Let ‖·‖ be a differentiable norm on Cn such that ‖(x1, . . . , xn)‖ ≤
‖(x1, . . . , xn)‖ℓ1n and ‖(x1, . . . , xn)‖ = ‖(|x1| , . . . , |xn|)‖ for any x1, . . . , xn ∈ C.
Then
Ber ‖(f1, . . . , fn)‖ ≤ ‖(Berf1, . . . ,Berfn)‖∗ ,
where ‖v‖∗ = sup‖w‖=1 |〈v, w〉| is the dual norm.
Proof. Denote f = (f1, . . . , fn). Then by the pointwise inequality |‖f‖′| ≤
‖f ′‖,
Ber‖f‖ =
E |‖f‖′|
E‖f‖
≤
E ‖f ′‖
E‖f‖
≤
E ‖f ′‖1
E‖f‖
=
∑
k E |fk|Berfk
E‖f‖
≤
‖(E |f1| , . . . ,E |fn|)‖ · ‖(Berf1, . . . ,Berfn)‖∗
E‖f‖
≤ ‖(Berf1, . . . ,Berfn)‖∗ .
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In order to prove (i) =⇒ (ii), we follow the usual routine of Section 1. The
divisibility condition Nk | Nk+1 implies that
(
F∗Nk
)n
k=1
is a decreasing filtration.
Denote ϕk = E
∗
Nk
fk and λ0 = 0, λk = E
∗
Nk+1
(
|ϕk|
2
+ λ2k−1
) 1
2
for k ≥ 1.
Obviously BerE∗k+1f ≤ Berf for nonnegative f . Note that ϕk is a polynomial
of degree at most dk. By Lemma 2.6 for ‖ · ‖ℓ22 and Bernstein inequality,
Berλk ≤
(
(Berϕk)
2
+ (Berλk−1)
2
) 1
2
≤
(
d2k + (Berλk−1)
2
) 1
2
and thus, by lacunarity, Berλk ≤
(
d2k + . . .+ d
2
1
) 1
2 . dk. Therefore, by Lemma
2.4,
λk = E
∗
Nk+1
λk
≤ Eλk +
∣∣∣Eλk − E∗Nk+1λk∣∣∣
= Eλk +
∣∣ψNk+1 ∗ λ′k∣∣
≤ Eλk +
2π
Nk+1
E |λ′k|
=
(
1 +
2π
Nk+1
Berλk
)
Eλk
.
(
1 +
2πdk
Nk+1
)
Eλk
. Eλk.
Ultimately, applying Lemma 1.5 to ϕk and Lemma 1.3 to fk and E
∗
Nk
we get
‖(ϕk)
n
k=1‖ind . (Eλn)
1
2
(
max
k≤n
supλk
) 1
2
. (Eλn)
1
2
(
max
k≤n
Eλk
) 1
2
= Eλn ≤ E
(
n∑
k=1
|fk|
2
) 1
2
completing the proof of the theorem.
It has to be noted that all the information about f1, . . . , fn we used in the
proof of the crucial implication (i) =⇒ (iii) was contained in Berϕ1, . . . ,Berϕn.
Thus in the (i) =⇒ (ii) implications in the Theorem 2.3 and Corollary 2.7 we
only need Berϕk . Nk+a, without the assumption that ϕk are polynomials or
belong to H1(T).
The main part of the following corollary is somewhat trivial. We state it
separately for its similarity with Theorem 2.9 and Theorem 5.8 (compare results
[13], [8]) and because we find the fact that the assumption dk . Nk+a can be
weakened in neither Theorem 2.3 nor Corollary 2.7 worth a proof.
Corollary 2.7. Let d1, d2, . . . and N1, N2, . . . be sequences of natural numbers
such that (dk) is lacunary and Nk | Nk+1. Then the following conditions are
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equivalent.
(i) There exist constants a, C such that dk ≤ CNk+a.
(ii) For any polynomials ϕ1, . . . , ϕn ∈ H1(T) such that ϕk is F∗Nk-measurable
and degϕk ≤ dk, the norms ‖(ϕk)
n
k=1‖L1(ℓ2) and ‖(ϕk)
n
k=1‖ind are comparable.
Proof. The implication (i) =⇒ (ii) is almost trivial and does not need ϕk ∈
H1(T): the inequality ‖(ϕk)
n
k=1‖L1(ℓ2) . ‖(ϕk)
n
k=1‖ind is just Corollary 1.6 and
the inequality ‖(ϕk)
n
k=1‖L1(ℓ2) & ‖(ϕk)
n
k=1‖ind is just Theorem 2.3 applied to
fk = ϕk.
In order to prove the implication (ii) =⇒ (i) we proceed just as in the proof
of Theorem 2.3. We assume for the sake of contradiction that (i) is violated
and (ii) is true and then modify sequence (dk) in such a way that (ii) is satisfied
without the restriction ϕk ∈ H1(T). Then we choose arbitrary a, C ∈ N and
find k such that dk > CNk+a. Let us put ϕk = . . . = ϕk+a = E
∗
Nk+a
KCNk+a
and ϕj = 0 for j /∈ {k, . . . , k + a}. It is easy to see that E∗Nk+aKCNk+a has the
same distrubution as KC . Applying (ii) gives
1 = (a+1)−
1
2 ‖(ϕk)
n
k=1‖L1(ℓ2) & (a+1)
− 12 ‖(ϕk)
n
k=1‖ind = E
(a+ 1)− 12 k+a∑
j=k
ϕ2j

1
2
.
We replace the function t 7→ t
1
2 by t 7→ min
(
t
1
2 ,M
)
, take the limit with
a→∞ by the law of large numbers and pass with M to infinity by dominated
convergence to get 1 &
(
EK2C
) 1
2 , which is false when C is large enough, giving
the desired contradiction.
We may now combine the results of this section.
Corollary 2.8. The independent sum
(⊕∞
k=1H
1
k(T)
)
ind
is isomorphic to a com-
plemented and invariant subspace of H1(T× T).
Proof. Take for instance dk = k! = Nk+1. Using the notation of Theorem
2.2, the space X = span
{
ei〈n,t〉 : n ∈ B
}
is invariant and complemented in
H1(T × T). The desired isomorphism T :
(⊕
H1k(T)
)
ind
→ X is given by the
formula
T ((fk)
∞
k=1) =
∑
k
∑
0≤j≤dk
Nk|j
f̂k
(
j
Nk
)
ei〈(j,dk−j),t〉
where only finitely many fk are nonzero. Clearly T is one-to-one and has a
dense image. Moreover, by the proof of Theorem 2.2 and Corollary 2.7,
‖T ((fk)
∞
k=1)‖H1(T×T) ∼
∥∥∥∥∥∥∥∥
 ∑
0≤j≤dk
Nk|j
f̂k
(
j
Nk
)
eijt

∞
k=1
∥∥∥∥∥∥∥∥
L1(ℓ2)
=
16
‖(fk (Nkt))
∞
k=1‖L1(ℓ2) ∼ ‖(fk (Nkt))
∞
k=1‖ind = ‖(fk)
∞
k=1‖ind
since fk(t) and fk (Nkt) have the same distribution, which completes the proof.
Although the assumption Nk | Nk+1 is crucial for our proof of Theorem
2.3, it turns out that at the price of a stronger qualitative assumption on the
sequences (dk) and (Nk) we can retain the comparability of norms proved in
Corollary 2.7.
Theorem 2.9. Let d1, d2, . . . and N1, N2, . . . be sequences of natural numbers
such that (dk) is lacunary and
∑
k
dk
Nk+a
< ∞ for some a. Then for any poly-
nomials ϕ1, . . . , ϕn ∈ H1(T) such that ϕk is F∗Nk-measurable (we do not imply
that
(
F∗Nk
)
k
is a filtration) and degϕk ≤ dk, the norms ‖(ϕk)
n
k=1‖L1(ℓ2) and
‖(ϕk)
n
k=1‖ind are comparable.
Proof. Without loss of generality we may assume a = 1 and 2π
∑
dk
Nk+1
< 12 .
Let us fix k and tk+1, . . . , tn and denote uk(t) =
(∑k−1
j=1 |ϕj(t)|
2
+
∑n
j=k+1 |ϕj(tj)|
2
) 1
2
.
By Feje´r-Riesz lemma, uk is the modulus of a trigonometric polynomial of degree
≤ dk−1. It follows from Lemma 2.4 that∣∣∣∣∫
T
(
u2k(t) + |ϕk(t)|
2
) 1
2 dt
2π
−
∫
T×T
(
u2k(s) + |ϕk(t)|
2
) 1
2 ds
2π
dt
2π
∣∣∣∣ =∣∣∣∣∣∣
∫
T
1
Nk
n−1∑
j=0
(
u2k
(
t+
2π
Nk
j
)
+ |ϕk(t)|
2
) 1
2 dt
2π
−
∫
T×T
(
u2k(s) + |ϕk(t)|
2
) 1
2 ds
2π
dt
2π
∣∣∣∣∣∣
=
∣∣∣∣∫
T
(
E∗Nk
(
u2k + |ϕk(t)|
2
) 1
2
)
(t)
dt
2π
−
∫
T
E
(
u2k + |ϕk(t)|
2
) 1
2 dt
2π
∣∣∣∣
≤
∫
T
∣∣∣∣(E− E∗Nk) (u2k + |ϕk(t)|2) 12 ∣∣∣∣ (t) dt2π ≤∫
T
2π
Nk
E
∣∣∣∣∣
((
u2k + |ϕk(t)|
2
) 1
2
)′∣∣∣∣∣ dt2π ≤
∫
T
2π
Nk
E |u′k|
dt
2π
=
2πBeruk
Nk
Euk ≤
2πdk−1
Nk
Euk.
By the above inequality and Corollary 1.6,∣∣∣‖(ϕk)nk=1‖L1(ℓ2) − ‖(ϕk)nk=1‖ind∣∣∣ =∣∣∣∣∣
n∑
k=1
∫
Tn−k
(∫
T
(
|ϕk(t)|
2
+ u2k(t)
) 1
2 dt
2π
+
−
∫
T×T
(
|ϕk(tk)|
2
+ u2k(t)
) 1
2 dt
2π
dtk
2π
)
dtk+1
2π
. . .
dtk+1
2π
∣∣∣∣
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≤
n∑
k=1
2πdk−1
Nk
Euk ≤ 2π
∑ dk
Nk+1
‖(ϕk)
∞
k=1‖ind <
1
2
‖(ϕk)
∞
k=1‖ind
which gives the desired comparability.
3 Independent sum of H1n(δ)
Let us fix the notation concering the Cantor group and briefly recall the basic
information about the dyadic Hardy space. A standard reference in this matter
is [15].
Let Fn be the sigma-algebra generated by dyadic subintervals of [0, 1] of
length 2−n and F∗n be the sigma-algebra of subsets of [0, 1] whose characteristic
functions are 2−n-periodic. It is easy to see that Fn and F∗n are independent.
We will work with the Cantor group ZN
+
2 , where our model for Z2 is {0, 1}.
Its elements can be identified with subsets of N+. Elements of the dual (Walsh)
group ẐN
+
2 are finitely supported Z2-valued sequences indexed by N
+ and can be
identified with finite subsets of N+. Thus maxA and minA are well defined for
A in the Walsh group and minx is well defined for x in the Cantor group (with
the natural convention max ∅ = 0,min ∅ = ∞). The duality is given by the
formula wA(x) = (−1)
∑
∞
k=1 akxk . Addition on any of these groups corresponds
to the symmetric difference of sets. The metric on the Cantor group will be
d (x, y) = d (x− y, ∅) = 2−min(x−y) = 2−min{k:xk 6=yk}.
We will frequently use the canonical measure-preserving identification of
[0, 1] and the Cantor group given by the formula
ZN
+
2 ∋ x 7→
∞∑
k=1
2−kxk ∈ [0, 1].
In this setting, wA =
∏
k∈A rk, where rk(t) = sign sin
(
2kπt
)
are the Rademacher
functions. The Walsh functions form a complete orthonormal system in L2[0, 1]
just as they did in L2
(
ZN
+
2
)
. Also, Fn corresponds to the product of full
sigma-algebra of subsets of Z
{1,...,n}
2 and the trivial sigma-algebra of subsets of
Z
{n+1,...}
2 , while F
∗
n is the same with the words ”trivial” and ”full” interchanged.
The metric on the Cantor group corresponds, up to scaling, to the dyadic metric
on [0, 1].
We denote the standard martinagle differences by ∆0 = E0, ∆k = Ek−Ek−1
for k ≥ 1 and define the square function by
S(f) =
(
∞∑
n=0
|∆nf |
2
) 1
2
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An equivalent definition is
S(f) =
 ∞∑
n=0
∣∣∣∣∣ ∑
maxA=n
〈f, wA〉wA
∣∣∣∣∣
2

1
2
,
since the space of Fn-measurable functions is span {wA : A ⊂ {1, . . . , n}} and
thus the space of n-th martingale diffrences is exactly span {wA : maxA = n}.
The dyadic Hardy space H1 (δ) is the space of integrable functions defined on
[0, 1] such that the norm ‖f‖H1(δ) = ES(f) is finite, equipped with this norm.
It is known to be a Banach space, as a consequence of the Davis inequality
and Doob martingale convergence theorem. By H1n(δ) we mean the subspace
of H1 (δ) consisting of Fn-measurable functions. The first definition of the
square function gives a canonical isometry ι : H1 (δ)→ L1
(
[0, 1], ℓ2
)
by ι(f) =
(∆nf)
∞
n=0. The range of ι is exactly the space
{
(fn) ∈ L
1
(
ℓ2
)
: fn = ∆nfn
}
(since the latter is a Banach space as well). It is convenient to consider an
orthonormal basis in L2
(
ℓ2
)
consisting of functions of the form wA⊗ en, where
en are unit vectors in ℓ
2. Then ι
(
H1(δ)
)
is the closure of the span of wA⊗emaxA,
where A runs through finite subsets of N+. We will denote byH2(δ) the function
space on [0, 1] with the norm ‖f‖H2(δ) =
(
E (Sf)2
) 1
2
= ‖ι(f)‖L2(ℓ2). An easy
calculation shows that ι is an ‖ · ‖L2 → ‖ · ‖L2(ℓ2) isometry, so H
2(δ) = ∩L2.
However, we will sometimes use the H2(δ) notation to emphasize that we are
dealing with the norm expressed in terms of the square function.
The following theorem of Mu¨ller and Schechtman [15], [16] introduces the
space and
(∑∞
n=1H
1
n(δ)
)
ind
. We present a new proof which gives a better con-
stant.
Theorem 3.1. Let (In)
∞
n=1 be a family of intervals in N
+ such that max In <
min In+1 and let G (In) be span {wA : A ⊂ In}. Then the orthogonal projec-
tion P onto the subspace span
⋃
G (In) extends to an bounded H
1(δ) → H1(δ)
operator.
Proof. It is enough to prove boundedness of P on functions f which are
finite linear combinations of Walsh functions. Denote In = [an, bn].
Claim. ∆kPf = E
∗
an−1∆kf if k ∈ In and ∆kPf = 0 if k /∈
⋃
n In.
Indeed, suppose first that k /∈
⋃
n In and take A such that A ⊂ In for some
n. Since ∆k is the projection onto span{wA : maxA = k} and maxA ∈ In, we
have ∆kwA = 0, so ∆k restricted to the image of Pf is identically 0. On the
other hand, if k ∈ In0 for some n0. By the identification of [0, 1] with Z
N
+
2 , the
operator E∗an−1 is the projection onto span {wA : minA ≥ an}. Thus, operators
∆kP and E
∗
an−1∆k both correspond to idempotent Fourier multipliers on the
Walsh group. We have ∆̂kP (A) = 1 iff maxA = k and A ⊂ In for some n, and
̂E∗an0−1
∆k(A) = 1 iff maxA = k and minA ≥ an0 and since n0 is the only n
such that k ∈ In, these conditions on A are equivalent, which proves the claim.
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Let gn =
(∑
k∈In
|∆kfk|
2
) 1
2
. Then gn is Fbn ⊂ Fan+1−1-measurable. Thus,
it is independent on F∗an+1−1 and by Corollary 1.7 applied for gn and F
∗
an−1,
we obtain
‖f‖H1(δ) ≥ E
(∑
n
∑
k∈In
|∆kfk|
2
) 1
2
= E
(∑
n
g2n
) 1
2
≥
1
2
E
(∑
n
∣∣E∗an−1gn∣∣2
) 1
2
≥
≥
1
2
E
(∑
n
∑
k∈In
∣∣E∗an−1∆kf ∣∣2
) 1
2
=
1
2
E
(∑
n
∑
k∈In
|∆kPf |
2
) 1
2
=
1
2
‖Pf‖H1(δ) .
In order to exibit the connection between the range of the projection in Theorem
3.1 we need the following observation.
Lemma 3.2. Consider the dilation operator Tf(x) = f (2x (mod 1)). Then
TwA = wA+1 and T (fg) = (Tf)(Tg). Moreover, T preserves distribution and
STf = TSf . In particular, T is an isometry in the ‖ · ‖H1(δ) norm.
Proof. The property T (fg) = (Tf)(Tg) and preserving distribution are
obvious. In the Cantor group seting, T corresponds to the superposition with
the map (x1, x2, . . .) 7→ (x2, x3, . . .) and thus Trk = rk+1 and consequently
TwA = wA+1. Therefore
(STf)
2
=
∑
n
∣∣∣∣∣ ∑
maxA=n
〈Tf, wA〉wA
∣∣∣∣∣
2
=
∑
n
∣∣∣∣∣ ∑
maxA=n
〈Tf, wA+1〉wA+1
∣∣∣∣∣
2
=
∑
n
∣∣∣∣∣ ∑
maxA=n
〈f, wA〉wA+1
∣∣∣∣∣
2
= T (Sf)
2
.
Suppose that |In| = n in the setting of Theorem 3.1. Let Tn = T an−1 be
the power of T sending H1n(δ) to G (In). For n 6= m the elements of G (Cn) and
G (Cm) are independent as random variables, since they are built of disjoint sets
of Rademacher functions. For these reasons, the space
(
span
⋃
G (Cn) , ‖ · ‖H1(δ)
)
is usually denoted by
(∑∞
n=1H
1(δ)n
)
ind
. The notational difference highlights
the fact that it is not precisely an independent sum in our sense. However, we
have the following
Corollary 3.3. The space
(⊕∞
n=1 ι
(
H1n(δ)
))
ind
is isometric to
(∑∞
n=1H
1
n(δ)
)
ind
.
Proof. Note that for n 6= m, the square functions S (Tnfn), S (Tmfm) are
independent and S (
∑
Tnfn)
2
=
∑
S (Tnfn)
2
, both due to the fact that Tnfn
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and Tmfm use disjoint sets of Rademacher functions. By Lemma 3.2∥∥∥∑Tnfn∥∥∥
H1(δ)
= ES
(∑
Tnfn
)
= E
(∑
S (Tnfn)
2
) 1
2
=
∫
[0,1]∞
(∑
S (Tnfn) (xn)
2
) 1
2
dx1dx2 . . .
=
∫
[0,1]∞
(∑
S (fn) (xn)
2
) 1
2
dx1dx2 . . .
=
∫
[0,1]∞
(∑
‖ι (fn) (xn)‖
2
ℓ2
) 1
2
dx1dx2 . . .
= ‖(ι (fn))
∞
n=1‖ind
which gives an isometry between
(
span
⋃
G (Cn) , ‖ · ‖H1(δ)
)
and
(⊕
ι
(
H1n(δ)
))
ind
.
4 The K-closedness result
We recall certain notions from interpolation theory due to Peetre and Pisier
[17], [18].
Definition 4.1. Suppose that Banach spaces X0, X1 are embedded in a linear
topological space X (we will call them then a compatibile couple). For t > 0 and
f in the algebraic sum X0 +X1 we define the K-functional as
Kt (f,X0, X1) = inf
f=g+h
g∈X0,h∈X1
‖g‖X0 + ‖h‖X1 .
Definition 4.2. Let (X0, X1) be a compatible couple and Yi be a subspace of
Xi for i = 0, 1 (we will call ((Y0, Y1) a subcouple of (X0, X1)). We will say that
the couple (Y0, Y1) is K-closed in the couple (X0, X1) if
Kt (f, Y0, Y1) ≤ CKt (f,X0, X1) ,
where C does not depend on t and f .
Lemma 4.3. Let (Y0, Y1) be a subcouple of (X0, X1) and denote the norms on
Xi by ‖ · ‖i. The following are equivalent.
(i) (Y0, Y1) is K-closed in (X0, X1).
(ii) For any f ∈ Y0+Y1 and a decomposition f = x0+x1, where xi ∈ Xi, there
exists a decomposition f = y0 + y1 such that yi ∈ Yi and ‖yi‖i ≤ C‖xi‖i.
Proof. The implication (ii) =⇒ (i) is obvious. We will prove (i) =⇒ (ii). Let
f = x0 + x1. If ‖x0‖0 = 0 or ‖x1‖1 = 0, there is nothing to prove. Otherwise
let t = ‖x0‖0‖x1‖1 . By K-closedness, there exist y0, y1 such that f = y0 + y1 and
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‖y0‖0 + t‖y1‖1 ≤ 2Kt (f, Y0, Y1) ≤ 2C2Kt (f,X0, X1) ≤ 2C (‖x0‖0 + t‖x1‖1)
and the result follows.
Let us recall the most elementary version of vector-valued Caldero´n-Zygmund
theorem, in which we assume L2-boundedness and existence of the principal
value.
Theorem 4.4. Let B1, B2 be a reflexive and separable Banach spaces and
(X, d, µ) be a space of homogeneous type. Let K be a function on X ×X with
values in the space L(B1, B2) of bounded operators from B1 to B2, bounded out-
side any neighbourhood of the diagonal. Suppose that K satifies the Ho¨rmander
condition
sup
r>0
sup
d(y,y0)<r
∫
X\B(y0,2r)
‖K(x, y)−K (x, y0)‖L(B1,B2) dµ(x) < C1 <∞.
If the operator T acting on L1 (X,B1) is given by the formula
Tf(x) = P.V.
∫
X
K(x, y)f(y)dµ(y)
for any x ∈ X and ‖T ‖L2(B1)→L2(B2) < C2, then T is of weak type 1 − 1 and
consequently is bounded from Lp (B1) to L
p (B2) for 1 < p < ∞. Moreover,
‖Tf‖L1,∞(B2) ≤ C‖f‖L1(B1), where C depends only on C1, C2 and the space
(X, d, µ).
Our main tool will be the following result of Bourgain [2].
Lemma 4.5. (Bourgain) Let (X, d, µ) be a space of homogeneous type and S
be some linear space of ℓ2-valued bounded measurable functions on X. Denote
Sp = S
‖·‖
Lp(ℓ2) . Suppose that the orthogonal projection P : L2 → S2 is given
off-diagonal by a L
(
ℓ2
)
-valued Caldero´n-Zygmund kernel K, i.e.
Pf(x) =
∫
X
K(x, y)f(y)dµ(y),
for x /∈ supp f , where K satisfies the Ho¨rmander condition. Then the couple
(S1, Sp) is K-closed in
(
L1
(
ℓ2
)
, Lp
(
ℓ2
))
, with a constant depending only on
the constant in Ho¨rmander condition, the L2
(
ℓ2
)
→ L2
(
ℓ2
)
norm of P and the
space (X, d, µ).
It has been originally stated in a scalar-valued version, but the proof trans-
lates verbatim into the ℓ2-valued version. We will use it only in the case of p = 2
and P given by the principal value.
Corollary 4.6. The couple
(
H1(T), H2(T)
)
is K-closed in
(
L1(T), L2(T)
)
.
Proof. We apply Lemma 4.5 to the case of X = T with Lebesgue measure
and metric d(x, y) =
∣∣eix − eiy∣∣, S = span{eint : n ∈ N}. The projection P is
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just the Riesz projection corresponding to the kernel K (x, y) = 1
1−ei(x−y)
which
is known to satisfy the required conditions.
From now on, our space of homogeneous type will be the Cantor group (with
dyadic metric and Haar measure). The following trivial observation has to be
made.
Lemma 4.7. If the convolution kernel K is radial (i.e. K(x) depends only on
d (x, ∅), or, equivalently, on minx), then the integral in the Ho¨rmander condition
vanishes.
Proof. Suppose d(x, ∅) ≥ 2r and d(y, ∅) < r. Let m be an integer such that
2−m−1 ≤ r < 2−m. Then d(x, ∅) ≥ 2−m, d(y, ∅) < 2−m. Thus minx ≤ m <
min y, so min(x+ y) = min(x) as desired.
Since (En − En−1) f =
∑
maxA=n 〈f, wA〉wA, convolution with the bounded
kernel
κn =
∑
maxA=n
wA
is exactly the operator ∆n. An easy calculation shows that
κn(x) =

1 if n = 0
2n−1 if 1 ≤ n < min x
−2n−1 if n = minx
0 if n > minx.
Sums over n involving κn are defined at each point x 6= ∅, since they automati-
cally truncate at n = minx. For n ∈ N, we will denote by e∗n the n-th coordinate
functional on ℓ2.
A simple example of utilising Theorem 4.4 is an immediate proof of Theorem
1.1 in the dyadic case.
Corollary 4.8. The Stein martinagle inequality is true for the reversed dyadic
filtration (Fn−k)
n
k=0 on [0, 1] (or, equivalently, for the filtration (F
∗
k )
n
k=0).
Proof. The equivalence of considering the inequality for the mentioned fil-
trations is achieved by changing the order of coordinates in the Cantor group,
so we will prove it for the reversed dyadic filtration. The orthogonal projection
(fk)
∞
k=0 7→ (E0f0, . . . ,Enfn, 0 . . .) is the convolution with the kernel
∑
k≤n
∑
j≤k
κj
⊗ (ek ⊗ e∗k) ,
since
∑
j≤k κj =
∑
A⊂{1,...,k} wA and ek ⊗ e
∗
k is the projection onto k-th coor-
dinate. This kernel is expressed (finitely) in terms of kernels κj , so it is radial
(and bounded), so Theorem 4.4 ends the proof.
The following lemma will be used to transform limits arising in principal
values into pointwise limits of martingales.
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Lemma 4.9. Let v1, . . . , vn, . . . be vectors in the unit ball of a Banach space B.
Denote by Km the L
(
ℓ2, B
)
-valued kernel
Km =
∑
n≤m
κn ⊗ (vn ⊗ e
∗
n) .
Then for any f ∈ L1
(
ℓ2
)
,
lim
m→∞
∫
B(∅,2−m)
Km(y)f(x− y)dµ(y) = 0
for almost every x.
Proof. Denote ℓ2 ∋ um =
(
2−m, 2−m+1, . . . , 1, 0, . . .
)
and L1
(
ℓ2
)
∋ |f | =
(|fn|)
∞
n=0. We have∥∥∥∥∥
∫
B(∅,2−m)
Km(y)f(x− y)dµ(y)
∥∥∥∥∥
B
=
∥∥∥∥∥∥
∑
n≤m
vn
∫
B(∅,2−m)
κn(y)fn(x− y)dµ(y)
∥∥∥∥∥∥
B
≤
∑
n≤m
2n−1
∫
B(∅,2−m)
|fn(x− y)| dµ(y)
=
∑
n≤m
2n−m−1
µ (B(∅, 2−m))
∫
B(∅,2−m)
|fn(x− y)| dµ(y)
=
∑
n≤m
2n−m−1Em |f | (x)
=
1
2
〈um,Em|f |(x)〉
which tends to 0 for almost every x since Em|f | → |f | almost everywhere and
um → 0 weakly in ℓ
2.
We are now ready to prove two main theorems of this section.
Theorem 4.10. Let
K =
∑
n
κn ⊗ (en ⊗ e
∗
n) .
The operator f 7→ P.V. (K ∗ f) coincides with the orthogonal projection P :
L2
(
ℓ2
)
→ ι
(
H2(δ)
)
for f ∈ L2
(
ℓ2
)
and is well defined and continuous as
an L1
(
ℓ2
)
→ L1,∞
(
ℓ2
)
operator (and thus as an Lp
(
ℓ2
)
→ Lp
(
ℓ2
)
one for
1 < p <∞).
Proof. Just as in the proof of Lemma 4.9, denote
L∞
(
L
(
ℓ2
))
∋ Km =
∑
n≤m
κn ⊗ (en ⊗ e
∗
n) .
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By the explicit form of κn, we have K(y) = Km(y) if d(y, ∅) ≥ 2−m. Let
f ∈ L1
(
ℓ2
)
. Then by Lemma 4.9
P.V. (K ∗ f) (x) = lim
r→0
∫
ZN
+
2 \B(∅,r)
K(y)f(x− y)dµ(y)
= lim
m→∞
∫
ZN
+
2 \B(∅,2
−m)
K(y)f(x− y)dµ(y)
= lim
m→∞
∫
ZN
+
2 \B(∅,2
−m)
Km(y)f(x− y)dµ(y)
= lim
m→∞
∫
ZN
+
2
Km(y)f(x− y)dµ(y)
= lim
m→∞
(Km ∗ f) (x).
Let f ∈ L2
(
ℓ2
)
. Since en ⊗ e∗n is the projection onto n-th coordinate and
κn ∗ fn = ∆nfn, we have Km ∗ f =
∑
n≤m (∆nfn)⊗ en = Em (Pf), which tends
to Pf , as desired. Now let f ∈ L1
(
ℓ2
)
. The bounded kernel Km induces a
norm 1 orthogonal projection and is radial, so by Lemma 4.7 and by Theorem
4.4,
λµ

∑
n≤m
|∆nfn(x)|
2
 12 > λ
 ≤ C ‖f‖L1(ℓ2)
where C is a numerical constant. Passing to the limit with m → ∞ we in-
fer that
∑
n |∆nfn(x)|
2
is finite a.e., so the pointwise limit P.V. (K ∗ f) (x) =
limm→∞ (Km ∗ f) (x) = limm→∞ (∆0f0(x), . . . ,∆mfm(x), 0, . . .) exists almost
everywhere and the result follows.
Corollary 4.11. The couple
((
ι
(
H1(δ)
)
, ‖ · ‖L1(ℓ2)
)
,
(
ι
(
H2(δ)
)
, ‖ · ‖L2(ℓ2)
))
is
K-closed in
(
L1
(
ℓ2
)
, L2
(
ℓ2
))
.
Proof. It is simply a combination of Lemma 4.5 and Theorem 4.10.
It has to be noted that P is not L1
(
ℓ2
)
→ L1
(
ℓ2
)
bounded. In fact, it is not
even bounded when restriced to the subspace of f such that Ek−1fk = 0, which
follows from Theorem 1.4 by restricting the domain to Fn-measurable functions
and reversing the order of the filtration. Consequently, the map ι−1P can not
be L1
(
ℓ2
)
→ L1 bounded, since that would imply∥∥∥∥∥∑
n
±∆nfn
∥∥∥∥∥
L1
. ‖f‖L1(ℓ2) ,
which after averaging over choces of signs would give boundedness of P . How-
ever, we can prove a result analogous to Theorem 4.10 for ι−1P .
Theorem 4.12. Let
k =
∑
n
κn ⊗ e
∗
n.
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The operator f 7→ P.V. (k ∗ f) coincides with the map ι−1P : L2
(
ℓ2
)
→ H2(δ)
for f ∈ L2
(
ℓ2
)
and is well defined and continuous as an L1
(
ℓ2
)
→ L1,∞ oper-
ator (and thus as an Lp
(
ℓ2
)
→ Lp one for 1 < p <∞).
Proof. Analogously to the proof of Theorem 4.10, we put
L∞
((
ℓ2
)∗)
∋ km =
∑
n≤m
κn ⊗ e
∗
n,
note that P.V. (k ∗ f) (x) = limm→∞ km ∗ f(x) for f ∈ L1
(
ℓ2
)
and that for
f ∈ L2
(
ℓ2
)
we have km ∗ f = Em
(
ι−1Pf
)
→ ι−1Pf . The only difference is the
proof of existence of a pointwise limit of km ∗ f for f ∈ L1
(
ℓ2
)
.
By Theorem 4.4 applied to km, we get∥∥∥∥∥∥
∑
a≤n≤b
∆nfn
∥∥∥∥∥∥
L1,∞
= sup
λ>0
λµ

∣∣∣∣∣∣
∑
a≤n≤b
∆nfn
∣∣∣∣∣∣ > λ
 ≤ C
∥∥∥∥∥∥∥
 ∑
a≤n≤b
|fn|
2

1
2
∥∥∥∥∥∥∥
L1(ℓ2)
which implies that Mn = kn ∗ f =
∑
j≤n∆jfj is a Cauchy sequence in L
1,∞.
LetM be its limit in L1,∞ quasinorm. We are going to prove thatMn converges
to M almost everywhere. By the weak type convergence, Mn converges to M
in measure, so Man →M almost everywhere for some increasing sequence (an).
Denote In = {an, . . . , an+1 − 1} and for any j let n(j) be the unique integer
such that j ∈ In(j). Consider the kernel
L∞
(
L
(
ℓ2,
(⊕
n
ℓ∞In
)
ℓ2
))
∋ K(a1,...,am) =
∑
j<am+1
κj ⊗
(
vj ⊗ e
∗
j
)
,
where (vj)n = 0 for n 6= n(j) and
(vj)n(j) (i) =
{
1 if i ≥ j and j 6= an(j)
0 otherwise
for i ∈ In(j). It is easy to see that
(
K(a1,...,am) ∗ f
)
n
(j) =
∑
an<i≤j
∆ifi for
j ∈ In. If f ∈ L2
(
ℓ2
)
, then by the maximal inequality of Doob applied to the
martingale
(∑
an<i≤j
∆ifi
)
j∈In
with respect to the filtration (Fj)j∈In we get
E
max
j∈In
∣∣∣∣∣∣
∑
an<i≤j
∆ifi
∣∣∣∣∣∣
2 . E
∣∣∣∣∣∣
∑
an<i<an+1
∆ifi
∣∣∣∣∣∣
2
≤ E
∑
an<i<an+1
|fi|
2
which after summing over n gives the L2-boundedness of convolution with
K(a1,...,am). Together with the radiality of K(a1,...,am), this gives the weak type
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estimate
sup
λ
λµ

∑
n≤m
max
j∈In
∣∣∣∣∣∣
∑
an<i≤j
∆ifi
∣∣∣∣∣∣
2

1
2
> λ
 . ‖f‖L1(ℓ2) .
Thus
∑∞
n=1
(
maxj∈In
∣∣∣∑an<i≤j ∆ifi∣∣∣)2 is finite a.e., so maxj∈In ∣∣∣∑an<i≤j ∆ifi∣∣∣
converges to 0 a.e. But
∑
an<i≤j
∆ifi = Mj −Man for j ∈ In, so Mj −Man(j)
converges to 0, which together with Man(j) →M completes the proof.
5 Isomorphisms between independent sums
We will use the identification of independent sums with certain subspaces of
Orlicz spaces [6], [7].
Definition 5.1. Let Φ : [0,∞) → [0,∞) be convex, increasing and Φ(0) = 0.
For f ∈ L0 (X,B), where X is a measure space and B is a Banach space, the
Orlicz norm associated with the function Φ is
‖f‖Φ = inf
{
k > 0 :
∫
X
Φ
(
‖f(t)‖B
k
)
dµ ≤ 1
}
.
Theorem 5.2. Let (fn)
∞
n=1 ∈
(⊕∞
n=1 L
1(Ω, B)
)
ind
. Then
‖(fn)
∞
n=1‖ind ∼
∥∥∥∥∥
∞∐
n=1
fn
∥∥∥∥∥
Φ1
,
where
∐∞
n=1 fn a function defined on the disjoint sum
∐∞
n=1Ωn such that (
∐∞
n=1 fn) (ω) =
fk (ω) whenever ω ∈ Ωk and
Φ1(x) =
{
x2 for 0 ≤ x ≤ 1
2x− 1 for x > 1.
Note the following routine but useful observations.
Lemma 5.3. For f ∈ L0 (X,B),
‖f‖Φ1 ∼ inf
g+h=f
g∈L1(B)
h∈L2(B)
‖g‖L1(B) + ‖h‖L2(B).
Proof. To prove the inequality ., take any g, h such that g+h = f . Then, by
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Φ1(x) ≤ min(2x, x2) and convexity of Φ1,∫
Φ1
(
‖g + h‖B
‖g‖L1(B) + ‖h‖L2(B)
)
dµ ≤
∫
Φ1
(
‖g‖L1(B)
‖g‖L1(B) + ‖h‖L2(B)
·
‖g‖B
‖g‖L1(B)
+
‖h‖L2(B)
‖g‖L1(B) + ‖h‖L2(B)
·
‖h‖B
‖h‖L2(B)
)
dµ
≤
‖g‖L1(B)
‖g‖L1(B) + ‖h‖L2(B)
∫
Φ1
(
‖g‖B
‖g‖L1(B)
)
dµ
+
‖h‖L2(B)
‖g‖L1(B) + ‖h‖L2(B)
∫
Φ1
(
‖h‖B
‖h‖L2(B)
)
dµ
≤ 2.
Since Φ1
(
x
2
)
≤ Φ1(x)2 , taking k = 2
(
‖g‖L1(B) + ‖h‖L2(B)
)
gives the desired
inequality.
Now take k such that
∫
Φ1
(
‖f‖B
k
)
dµ ≤ 1. We have to prove that infg+h=f ‖g‖L1(B)+
‖h‖L2(B) . k. By homogenity we can assume that k = 1. Let g = f · 1‖f‖B>1
and h = f · 1‖f‖B≤1. Then, by the inequality x
1
2 ≤ 1 + x,
‖g‖L1(B) + ‖h‖L2(B) =
∫
‖f‖B>1
‖f‖Bdµ+
(∫
‖f‖B≤1
‖f‖2Bdµ
) 1
2
≤ 1 +
∫
‖f‖B>1
(2‖f‖B − 1) dµ+
∫
‖f‖B≤1
‖f‖2Bdµ
= 1 +
∫
Φ1 (‖f‖B) dµ
. 1.
Corollary 5.4. For f ∈
(⊕∞
n=1 L
1(Ω, B)
)
we have
‖f‖ind ∼ inf
gn+hn=fn
gn∈L
1(Ω,B)
hn∈L
2(Ω,B)
∑
‖gn‖L1(Ω,B) +
(∑
‖hn‖
2
L2(Ω,B)
) 1
2
.
Proof. It is an immediate consequence of Theorem 5.2 and Lemma 5.3.
Below we will be dealing with subspacesX ⊂ L1 (where L1 is possibly vector
valued; we will sometimes omit indicating the space of values) such that X ∩L2
is dense in X . Let X,Y be two such subspaces, possibly with values in differ-
ent Banach spaces. For an operator T : X → Y , we denote ‖T ‖L(L1)∩L(L2) =
‖T ‖L((X,‖·‖L1),(Y,‖·‖L1))
+ ‖T ‖L((X∩L2,‖·‖L2),(Y ∩L2,‖·‖L2))
(the sum of the op-
erator norms induced by L1 → L1 and L2 → L2 norms).
Definition 5.5. Let Xn ⊂ L
1, Yn ⊂ L
1 and consider a sequence of opera-
tors (Tn), where Tn : Xn → Yn. We will call it Rind-bounded if the operator
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(
⊕
Tn)ind : (
⊕
Xn)ind → (
⊕
Yn)ind defined by(⊕
Tn
)
ind
(fn) = (Tnfn)
is continuous (or, in other words, ‖(Tnfn)‖ind . ‖(fn)‖ind).
The classical notion of R-boundedness arises when we consider operators
defined on the whole L1 space and replace ‖·‖ind with ‖·‖L1(ℓ2).
Lemma 5.6. Let Tn : Xn → Yn be operators between subspaces of L
1 spaces.
Suppose that one of the following is satisfied.
(i) For any n the couple
(
(Xn, ‖ · ‖L1) ,
(
Xn ∩ L2, ‖ · ‖L2
))
isK-closed in
(
L1, L2
)
with a constant not dependent on n and the operators are uniformly bounded in
L1 → L1 and L2 → L2 norms.
(ii) The operators Tn are uniformly bounded in the L
1 → L2 norm.
Then the operators Tn are Rind-bounded.
Proof. Suppose (i) is satisfied. By Corollary 5.4
‖(Tnfn)‖ind ∼ inf
un+vn=Tnfn
∑
‖un‖L1 +
(∑
‖vn‖
2
L2
) 1
2
≤ inf
gn+hn=fn
gn∈Xn,hn∈Xn∩L
2
∑
‖Tngn‖L1 +
(∑
‖Tnhn‖
2
L2
) 1
2
. inf
gn+hn=fn
gn∈Xn,hn∈Xn∩L
2
∑
‖gn‖L1 +
(∑
‖hn‖
2
L2
) 1
2
. inf
gn+hn=fn
gn∈L
1,hn∈L
2
∑
‖gn‖L1 +
(∑
‖hn‖
2
L2
) 1
2
∼ ‖(fn)‖ind ,
where the first ’.’ inequality follows from the uniform bound on norms of Tn
and the second from the uniform bound for the K-closedness constants and
Lemma 4.3.
Suppose now that (ii) is satisfied. Take any decomposition fn = gn + hn.
Then
‖(Tnfn)‖ind .
(∑
‖Tnfn‖
2
L2
) 1
2
.
(∑
‖fn‖
2
L1
) 1
2
≤
(∑
‖un‖
2
L1
) 1
2
+
(∑
‖vn‖
2
L1
) 1
2
≤
∑
‖un‖L1 +
(∑
‖vn‖
2
L2
) 1
2
and taking the infimum over all choices of gn, hn completes the proof.
It has to be noted that the K-closedness assumption in (i) can not be
omitted, since one can find, which we will not do, sequences of functions such
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that ‖Fn‖p = ‖fn‖p for p ∈ {1, 2} and ‖(Fn)‖ind ‖(fn)‖
−1
ind is arbitrarily large.
Nonetheless, the K-closedness assumption is trivially satified if Xn = L
1.
We will return for a moment to the issues of Section 2. Namely, we prove a
quantitative version of Corollary 2.7.
Lemma 5.7. Let 1 ≤ p ≤ ∞, N ∈ N+ and for f ∈ W 1,p[0, 1] denote (ENf)(x) :=
N
∫
IN (x)
f(y)dy, where IN (x) is an interval of the form
[
j
N
, j+1
N
)
such that
x ∈ IN (x). Then
‖(id− EN ) f‖Lp ≤
1
N
‖f ′‖Lp .
Proof. For any x we have
|(id− EN ) f(x)| =
∣∣∣∣∣N
∫
IN (x)
(f(x)− f(y)) dy
∣∣∣∣∣ =
∣∣∣∣∣N
∫
IN (x)
∫ x
y
f ′(z)dzdy
∣∣∣∣∣ ≤
≤ N
∫
(IN (x))
2
|f ′(z)|1conv{x,y}(z)dzdy ≤
∫
IN (x)
|f ′(z)| dz.
Thus ∫ 1
0
|(id− EN ) f(x)|
p
dx =
∑
j
∫ j+1
N
j
N
|(id− EN ) f(x)|
p
dx ≤
≤
∑
j
1
N
(∫ j+1
N
j
N
|f ′(z)| dz
)p
≤
1
N
∑
j
1
Np−1
∫ j+1
N
j
N
|f ′(z)|
p
dz =
1
Np
∫ 1
0
|f ′(z)|
p
as desired.
Theorem 5.8. Let N1, N2, . . . be positive integers such that Nk | Nk+1 for
any k. Denote by Fk the sigma-algebra generated by intervals of the form[
2πj
Nk
, 2π(j+1)
Nk
)
for 0 ≤ j < Nk and by F∗k the sigma-algebra of subsets of T whose
chracteristic functions are 2π
Nk
-periodic. Suppose that f1, f2, . . . are trigonomet-
ric polynomials such that degfk ≤ dk and fk is F∗k -measurable. Then
(1− Cθ) ‖(fk)‖ind ≤ ‖(fk)‖L1(ℓ2) ≤ (1 + Cθ) ‖(fk)‖ind ,
where θ = supk
dk
Nk+1
and C is a numerical constant.
Proof. Note that Fk and F∗k are independent and for general reasons,
E∗kEk+1 = Ek+1E
∗
k. For any k, the function Ek+1fk is independent of the sigma-
algebra generated by the functions Ej+1fj , where j < k. Indeed, they are Fj+1-
measurable and thus Fk-measurable, while Ek+1fk = Ek+1E∗kfk = E
∗
kEk+1fk is
F∗k -measurable. Thus, the functions Ek+1fk are independent random variables.
By Corrolary 1.6,∣∣∣‖(fk)‖L1(ℓ2) − ‖(fk)‖ind∣∣∣ ≤ ∣∣∣‖(Ek+1fk)‖L1(ℓ2) − ‖(Ek+1fk)‖ind∣∣∣+
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+
∣∣∣‖(fk)‖L1(ℓ2) − ‖(Ek+1fk)‖L1(ℓ2)∣∣∣+ |‖(fk)‖ind − ‖(Ek+1fk)‖ind| .
. ‖((id− Ek+1) fk)‖ind = ‖((id− Ek+1)Vdkfk)‖ind ,
where Vdk is the de la Valle´e-Poussin kernel of order dk. By Lemma 5.7, for p ∈
{1, 2} we have ‖(id− Ek+1)Vdkf‖Lp ≤
2π
Nk+1
∥∥(Vdkf)′∥∥Lp ≤ 2πdkNk+1 ‖Vdkf‖Lq .
dk
Nk+1
‖f‖Lq due to Bernstein inequality. Application of Lemma 5.6 to operators
(id− Ek+1)Vdk acting on the whole L
1(T) ends the proof.
Corollary 5.9. Let (f1, . . . , fn, . . .) ∈ L1
(
T, ℓ2(B)
)
and let T be dilation Tf(x) =
f (2x(mod 2π)). Then
lim
a→∞
∥∥(T akfk)∥∥L1(ℓ2(B)) = ‖(fk)‖ind .
Trivially, the same holds if we replace T with [0, 1] and 2π with 1.
Proof. It is enough to handle the scalar-valued case since we can con-
sider ‖fk‖B instead of fk. Let ε > 0. Take polynomials g1, . . . , gk such that
‖(fk − gk)‖ind < ε. Then T
akgk is of degree 2
ak deg gk and is
2π
2ak -periodic. For
some global constant C, by Corollary 1.6 and Theorem 5.8∣∣∣∥∥(T akfk)∥∥L1(ℓ2) − ‖(fk)‖ind∣∣∣ ≤ ∣∣∣∥∥(T akgk)∥∥L1(ℓ2) − ‖(gk)‖ind∣∣∣+
|‖(fk)‖ind − ‖(gk)‖ind|+
∣∣∣∥∥(T akfk)∥∥L1(ℓ2) − ∥∥(T akgk)∥∥L1(ℓ2)∣∣∣ .
Cmax
k
2ak
2a(k+1)
+ Cε = C
(
2−a + ε
)
.
Thus, by a suitable choice of a and ε we can make
∣∣∣∥∥(T akfk)∥∥L1(ℓ2) − ‖(fk)‖ind∣∣∣
as small as desired.
Theorem 5.10. Let X,Y be subspaces of L1 spaces, possibly on different do-
mains and possibly taking values in different Banach spaces, such that there is an
isomorphismM : X → Y such that the sequences (M,M, . . .) and
(
M−1,M−1, . . .
)
are Rind-bounded. We will say that a sequence (Xn)
∞
n=1 of subspaces of X is a
good net if it satisfies the following conditions:
(i) Xn ⊂ L2 are finite dimensional
(ii) there exist operators Pn : X → Xn and in : Xn → X such that Pnin = idXn
and sequences (Pn) and (in) are indenpendently R-bounded
(iii)
⋃
Xn is dense in X in the L
2 norm
(iv) for any n1, n2 there is n3 such that Xn1 ∪Xn2 ⊂ Xn3 .
Suppose that (Xn)
∞
n=1 is a good net in X and (Yn)
∞
n=1 is a good net in Y . Then(
∞⊕
n=1
Xn
)
ind
∼
(
∞⊕
n=1
Yn
)
ind
.
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Proof. The core of the proof is the fact that (
⊕
Xn)ind is isomorphic to
a complemented subspace of (
⊕
Yn)ind. Consider the finite dimensional sub-
space MinXn ⊂ Y . The projection from Y onto this subsapce is given by the
formula Qn = MinPnM
−1. By the conditions (iii) and (iv) for (Yn), we can
find n˜ such that (id + Tn)MinXn ⊂ Yn˜ and ‖Tn‖L1→L2 is as small as desired.
Obviously (id + Tn)MinXn = (id + TnQn)MinXn. By the (ii) part of Lemma
5.6, the sequences (id + TnQn) and
(
(id + TnQn)
−1
)
are Rind-bounded. Then
(
⊕
Xn)ind is isomorphic to (
⊕
(id + TnQn)MinXn)ind ⊂ (
⊕
Yn˜)ind via the
map (
⊕
(id + TnQn)Min)ind (since the inverses of restrictions of in to inXn
coincide with Pn, which are Rind-bounded). The projection from (
⊕
Yn˜)ind,
which is complemented in (
⊕
Yn)ind onto (
⊕
(id + TnQn)MinXn)ind is(⊕
(id + TnQn)Qn (id + TnQn)
−1
)
ind
.
We finish the proof in the spirit of Pe lczyn´ski decomposition principle. Let
σ : N→ N be any function satisfying #σ−1(n) = ℵ0 for any n and denote V =
(
⊕
Xn)ind, W = (
⊕
Yn)ind, V˜ =
(⊕
Xσ(n)
)
ind
, W˜ =
(⊕
Yσ(n)
)
ind
. Obviously(
Xσ(n)
)
is a good net in X and
(
Yσ(n)
)
is a good net in Y . By the already
proved part of the theorem, V˜ is complemented in V and by obvious properties
of the independent sum, V ∼ V˜ ⊕ A ∼ V˜ ⊕ V˜ ⊕ A ∼ V˜ ⊕ V ∼ V˜ for some A.
By symmetry, W ∼ W˜ . But again, by the already proved part, V˜ = W˜ ⊕B for
some B. Thus V˜ ∼ W˜ ⊕B ∼ W˜ ⊕W˜ ⊕B ∼ W˜ ⊕ V˜ . By symmetry, W˜ ∼ V˜ ⊕W˜
and ultimately V ∼ V˜ ∼ V˜ ⊕ W˜ ∼ W˜ ∼W .
We recall a claasical Marcinkiewicz-Zygmund inequality.
Lemma 5.11. Let B1, B2 be Hilbert spaces and T : X → L1 (B2), where X ⊂
L1 (B1) be bounded. Then for any f1, f2, . . . ∈ L1 (B1),∫ (∑
‖Tfn(x)‖
2
B2
) 1
2
dx ≤ ‖T ‖
∫ (∑
‖fn(x)‖
2
B1
) 1
2
dx.
Theorem 5.12. Let lim sup an = lim sup bn =∞. Then the spaces
(⊕
H1an(T)
)
ind
and
(⊕
ι
(
H1bn(δ)
))
ind
are isomorphic.
Proof. We want to apply Theorem 5.10 to the case X = ι
(
H1(δ)
)
, Xn =
ι
(
H1bn(δ)
)
, Y = H1(T), Yn = H
1
an
(T). There are two nontrivial facts we need to
verify. First is the existence of isomorphism M and the second is the condition
(ii) in the trigonometric case (since in the dyadic case in are just identities
and Pn = En act on the whole L
1
(
ℓ2
)
with uniformly bounded L1 → L1 and
L2 → L2 norms).
Approach 1. We will make use of the K-closedness. The existence of the
desired isomorphism M is guaranteed by the following theorem of Wojtaszczyk
[25].
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Theorem 5.13. The L2-normalised Haar system in H1(δ) is equivalent to the
orthonormal Franklin system in H1(T).
Since ι is an isometry in L2 norms, the isomorphism M transforming the
Franklin system into image of the Haar system in ι is an isometry in L2 norms.
Thus, by Lemma 5.6 and Corollaries 4.6, 4.11, sequences (M)
∞
n=1 and
(
M−1
)∞
n=1
are Rind-bounded. In order to prove condition (ii) for H
1
n(T), we will use an
observation of Bourgain and Pe lczyn´ski [24].
Lemma 5.14. There exist uniformly isomorphic and uniformly complemented
copies of H1n(T) in H
1(T), in the sense of L
(
L1
)
∩ L
(
L2
)
norm.
Proof. Denote byKn the Feje´r kernel and f⊕g =
∑
f̂(n)ei2nt+
∑
ĝ(n)ei(2n+1)t.
Let Rn : H
1
n(T) → H
1
n(T), in : H
1
n(T) → H
1(T), Pn : H
1(T) → H1n(T) be de-
fined by Rn
(∑n
k=0 ake
ikt
)
=
∑n
k=0 an−ke
ikt, in(f) = f ⊕ Rnf , Pn (f ⊕ g) =
Kn ∗ f + Rn (Kn ∗ g). One easily checks that Pnin = idH1n(T) and Pn, in are
uniformly bounded in any Lp norm.
Since by Lemma 4.3 and Corollary 4.6 the uniform complementation of
in
(
H1n(T)
)
in H1(T) gives K-closedness of((
in
(
H1n(T)
)
, ‖ · ‖L1
)
,
(
in
(
H1n(T)
)
, ‖ · ‖L2
))
in
(
L1, L2
)
, the sequences (in) and (Pn) are Rind-bounded by Lemma 5.6.
Approach 2. We will not make use of the K-closedness results. The fact
that sequences (Pn) and (in) from Lemma 5.14 are Rind-bounded can be verified
directly, by Lemma 5.6 for operators acting on the whole L1. Indeed, it is easy
to see that |Rnf | and |f | have the same dirstribution and ‖(fn ⊕ gn)‖ind ∼
‖(fn)‖ind + ‖(gn)‖ind, so the result follows from uniform boundedness of the
Feje´r kernels. In order to prove the Rind-boundedness of the isomorphism, we
need a stronger version of Theorem 5.13, proved by Meyer in [12].
Theorem 5.15. The L2 normalised Haar system in H1(δ) is equivalent to the
Meyer wavelet system.
Denote by M the isomorphism of H1(T) → ι
(
H1(δ)
)
given by Theorem
5.15 and by TT and T[0,1] the dilations on T and [0, 1] respectively. We have
MTT = T[0,1]M , since it is enough to check this identity for the Haar basis,
and it reduces to the fact that the wavelet system satisfies the same dilation
equation as the Haar system does: T[0,1]h2n+j = 2
− 12
(
h2n+1+j + h2n+1+2n+j
)
.
Therefore, by Lemma 5.11,
‖(T anfn)‖L1(ℓ2) ∼ ‖(MT
anfn)‖L1(ℓ2(ℓ2)) = ‖(T
anMfn)‖L1(ℓ2(ℓ2))
for any a, which by Corollary 5.9 gives ‖(fn)‖ind ∼ ‖(Mfn)‖ind as desired.
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6 Remarks and open questions
We note that if our only interest in Section 4 was the K-closedness result, any
potential problems with existence of the principal value could have been reme-
died by considering bounded kernels corresponding to projections onto H1n(δ).
However, our goal was to develop a principal value result parallel to the Riesz
projection L1(T)→ H1(T).
One can define BerT f =
E|Tf |
E|f | for a (non necessarily bounded) operator
T : X → L1 (T) and ask when Lemma 2.6 is true for ‖ · ‖ℓ22 . In R, it is enough
for T to commute with integration and satisfy suppTf ⊂ suppf . In C these
conditions are not sufficient, as for example Tf = f ′ − if fails the lemma.
The most known version of the Pe lczyn´ski decomposition principle men-
tioned in the proof of Theorem 5.10 is as follows [24].
Theorem 6.1. Let X,Y be two Banach spaces such that X is complemented
in Y and Y is complemented in X. Assume additionally that X is infinitely
divisible, i.e. X ∼ (
⊕∞
n=1X)p for some p. Then X ∼ Y .
An obvious modification of the proof allows to replace the assumption X ∼
(
⊕∞
n=1X)p with X ∼ (
⊕∞
n=1X)ind. This, together with the appearance of the
space
(⊕
Xσ(n)
)
ind
in the proof of Theorem 5.10, would suggest that this space
is infinitely divisible in the sense of independent sum. However, unlike in the
case of direct ℓp-sums, there is no apparent reason for independent sum to be
associative in the sense⊕
n
(⊕
i∈In
Xi
)
ind

ind
∼
 ⊕
i∈
⋃
In
Xi

ind
for a disjoint family {In : n ∈ N}.
It has been proved by Maurey [11] that H1(δ) and H1(T) are isomorphic,
but the proof did not give an explicit way to construct an unconditional basis
in H1(T). Carleson [5] gave an example of a system in H1(T) equivalent to
the Haar basis in H1(δ). Shortly after, Wojtaszczyk modified his proof to
achieve orthonormality [25]. Not much is known about the isomorphism class
of
(⊕
H1n(T)
)
ind
. The Rosenthal space R is the sequence space normed by
‖(an)‖R = ‖ (an) ‖∞ + ‖
(
an (wn)
1
2
)
‖2
where
∑
wn =∞ and wn → 0 (different choices of (wn) give isomorphic spaces).
Its predual is the sequence space with a norm equivalent to
‖(an)‖R∗ =
(∑
min
(
|an| , a
2
nw
−1
n
)) 12
.
It is known that R∗ is complemented in H
1(δ) and R is complemented in
BMO(δ). The difficulty in handling the space
(⊕
H1n(T)
)
ind
can be seen in
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the fact that is not known whether it is isomorphic to R∗. A more detailed
discussion can be found in [16] and [15]. A curious thing is that despite the
Maurey isomorphism,
(⊕
H1n(T)
)
ind
is isomorphic to a complemented and in-
variant subspace of in H1(δ), while the natural (based on a minor modification
of the proof of Theorem 2.2) invariant embedding of this space into H1(T) is
not complemented by the Klemes theorem. This shows a substantial difference
between the structure of invariant and complemented subspaces of H1(T) and
H1(T× T). The non-isomorphism of these spaces is a nontrivial fact [3].
By an argument identical to the proof of Lemma 2.1, one can prove that any
projection L1
(
ℓ2
)
→ ι
(
H1(δ)
)
has to be of the form
f =
∑
A
f̂(A)wA 7→
∑
A
〈
f̂(A), uA
〉
emaxAwA
with 〈uA, emaxA〉 = 1. However, it is not clear to us how to deduce that uA =
emaxA, giving an orthogonal projection unbounded by the remark preceding the
proof of Theorem 4.12.
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