Flat gold nanostructures on inert substrates like glass or graphite were illuminated by single intensive laser pulses with fluences above the gold melting threshold. The liquid structures produced in this way are far from their equilibrium shape, and a dewetting process sets in. On a time scale of a few nanoseconds, the liquid contracted toward a sphere. During this contraction, the center of mass moved upward, which could lead to detachment of droplets from the surface due to inertia. The resulting velocities were on the order of 10 meters per second for droplets with radii in the range of 100 nanometers.
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Flat gold nanostructures on inert substrates like glass or graphite were illuminated by single intensive laser pulses with fluences above the gold melting threshold. The liquid structures produced in this way are far from their equilibrium shape, and a dewetting process sets in. On a time scale of a few nanoseconds, the liquid contracted toward a sphere. During this contraction, the center of mass moved upward, which could lead to detachment of droplets from the surface due to inertia. The resulting velocities were on the order of 10 meters per second for droplets with radii in the range of 100 nanometers.
When small droplets impinge on a surface, varying degrees of deposition can be observed, ranging from sticking to rebounding. Sticking is essential for ink-jet printing and in agricultural agents that function by sticking to leaves; rebounding is desirable in cases such as selfcleaning surfaces (1, 2) .
The physics of impacting droplets has been well studied (3) (4) (5) , and various types of (macroscopic) droplet sources have been developed (6) . The impact-rebound process can be described energetically as the transformation of the impinging drop_s kinetic energy (KE) into surface deformation energy, followed by the inverse process, which detaches the drop (7) .
We examined whether it is possible to begin with deformed droplets on a surface and observe only the transformation from surface deformation energy to KE, as indicated by droplets jumping off the surface. For this purpose, we used droplets in the submicrometer range, which are much smaller than those typically used in impact studies. Such droplets can readily be obtained in an energetically unfavorable pancakelike shape with a large surface-to-volume ratio by preparing nanostructures in the solid state (e.g., by evaporation) on a substrate that in equilibrium is not wetted by the deposited material. Upon melting the nanostructures with a short laser pulse, dewetting sets in, and under appropriate conditions, detachment of the resulting droplets can be observed.
The gold nanostructures we used here were fabricated by colloidal lithography, in which a monolayer of monodisperse spherical particles (with diameters of 1.5 to 3 mm) serves as a deposition mask (8, 9) to produce flat gold triangles with side lengths between 400 and 800 nm (Fig. 1A) . The thickness of the evaporated films ranged between 50 and 160 nm. After removal of the colloid mask, these triangular gold structures were irradiated with a frequencydoubled Neodymium Doped Yttrium Aluminum Garnet (Nd:YAG)-laser (wavelength l 0 532 nm, full-width at half maximum of 10 ns). Because the absorption length of the laser radiation is smaller than the thickness of the nanostructure, we have to consider the temperature distribution inside of the nanostructure. An estimate for the thermal diffusion lengths on the time scale of the laser pulse yields 1600 nm for solid gold and 900 nm for molten gold, which is well above the thickness of the structures used here (10) . Thus, we can assume that the temperature stays almost homogeneous over the whole volume of each nanostructure.
First, the dewetting of the initially solid triangular gold structures (thickness 50 nm, side length 800 nm; Fig. 1A ) on highly orientated pyrolytic graphite (atomically smooth with rare steps) upon melting was studied in ambient conditions. This system exhibits nearly complete nonwetting in equilibrium; the contact angle is 131- (11) .
After heating with a laser pulse, the metal triangles in Fig. 1A become molten for a certain amount of time (in the nanosecond range) and then solidify again as a result of the heat loss into the substrate. The resulting solids provide insight into the nanostructures at the moment of solidification (Fig. 1B) . The laser fluence (energy density) was not constant but increased from the top left toward the bottom right of Fig. 1B . The duration of the molten state is longer along the indicated path, thus providing a sequence of images of the development of the dewetting process from flat triangles toward spherical structures (Fig. 1C) .
The dewetting process starts at the corners of the triangles, where the radius of curvature is small and the force due to surface tension is high. The bumps that form there move toward the center, where they converge. In this manner, surface energy is transformed into KE, and the initially horizontal flow is directed upward.
The dewetting dynamics of the nanostructures are comparable to the growth of holes in thin liquid metal films (12, 13) , where the low viscosity of these systems allows inertia to play a dominant role, as described by the formula for the retraction velocity given by Brochard-Wyart (14) , v 0 (2kSkr l -1 d -1 ) 0.5 , in which S is the spreading coefficient (1.904 N/m), r l is the density of liquid gold, and d is the thickness of the metal layer. With these values, we obtained retraction velocities in the range of 65 m/s, implying a time scale on the order of 10 ns for the transition toward a sphere; preliminary time-resolved reflectivity experiments that we used to monitor this transition confirm this estimate.
In the dynamics of our liquid nanostructures, inertia dominates over viscous dissipation. Given this, can the droplets detach from the surface, as they do in the second half of the impact-rebound process observed in macroscopic drops? Such a detachment could happen if the KE of the droplet_s center of gravity perpendicular to the surface surmounts the adhesion energy, taking into account dissipative losses. The upper right part of Fig. 2 shows that all of the particles are indeed missing. Apparently, detachment readily takes place if the laser fluence is slightly above the value To study the detachment in more detail, we placed our samples in a vacuum chamber and used glass as the substrate (with a root-meansquare roughness of 3 nm) instead of graphite for the gold triangles Econtact angle of 140-for SiO 2 (15)^. The structures were irradiated with the laser beam from the substrate side. In spite of these changes, the effects described above remained the same. For the determination of the detachment velocity, we used a thin plane of light (provided by an argon laser, wavelength l 0 488 nm, power P 0 500 mW) parallel to the substrate at a distance of several millimeters. As particles crossed the light sheet, we monitored scattering with a photomultiplier. From the known distance of the light sheet to the surface, the scattering data can be converted into a velocity distribution.
In Fig. 3A , triangles with a side length of 405 nm and a height of 95 nm were used, which created spheres with a radius R of 120 nm. The particles left the surface with an average velocity (TSD) of 19 T 2 m/s. When the incident laser fluence was varied (Fig. 3B) , a sharp critical value F C was found, below which the particles did not detach. For fluences greater than F C , the velocity of the particles remained essentially constant at v 0 20 m/s up to about 2F C , and then gradually started to increase.
This behavior is in support of the dewettinginduced detachment mechanism outlined above: The velocity is gained from conversion of surface energy to KE, which should be independent of laser fluence. Only at the highest energy densities did the particles pick up considerably more speed, an effect which we attribute to partial evaporation of the particles and thus an additional acceleration created by recoil in front of the substrate. In this higher fluence range, the estimated temperature of the particles reached values above the boiling point of gold (3129 K).
Also in agreement with the interpretation of dewetting-induced detachment is the dependence of the velocity on the initial structure height (at a fixed lateral size of 405 nm, Fig. 4 ): Structures with a larger height have a smaller surface-tovolume ratio and thus reach lower velocities.
For an estimate of the conversion from potential to KE, we consider first the change in surface energy DE S of the flat structure in the initial state toward the detached droplet. It is given by
where g lv is the liquid-vapor surface tension of gold E1.15 N/m (16)^; q is the contact angle of liquid gold on glass; k and d are the side length and the thickness, respectively, of the initial triangular structure; and R is the radius of the detached droplet. Here, we have made use of Young_s equation, g sl -g sv 0 j g lv cosq, where g sl is the surface energy density of the solidliquid interface (17). Assuming that evaporation can be neglected (i.e., ffiffi
, the KE of a droplet with velocity v, E kin 0 ffiffi
where r is the density of gold, can be directly compared with DE S . The result as a function of structure height is plotted in Fig. 4 , showing that for these particles the conversion ratio from surface energy to translational KE is on the order of 20%. Other channels for energy conversion not considered here are the excitation of droplet oscillations and dissipative friction effects. Because the shape of the nanostructures at the beginning of the dewetting process can be chosen at will (e.g., by preparing the structures by electron beam lithography), one can tailor the flow in these structures for many different geometries. Furthermore, laser annealing allows the freezing of the liquid in different stages of the development and thus the application of scanning microscopy techniques. Therefore, this approach opens a wealth of possibilities for studying the dynamics of liquids on the nanoscale, including droplet impact on surfaces. Numerical model simulations, combined with tide-gauge and satellite altimetry data, reveal that wave amplitudes, directionality, and global propagation patterns of the 26 December 2004 Sumatra tsunami were primarily determined by the orientation and intensity of the offshore seismic line source and subsequently by the trapping effect of mid-ocean ridge topographic waveguides.
At 07:59 local time (00:59 UTC) on 26 December 2004, a moment magnitude (M w ) 9.3 megathrust earthquake occurred along 1300 km of the oceanic subduction zone located 100 km west of Sumatra and the Nicobar and Andaman Islands in the eastern Indian Ocean (1). Highly destructive waves were generated by up to 10-m vertical displacements associated with massive (more than 20 m horizontally), sudden movements of adjacent plates during this event (2, 3). Hundreds of thousands of dead and billions of dollars in damage show the catastrophic regional impact of this tsunami. At the same time, the waves recorded around the world revealed unprecedented, truly global reach of the waves generated on 26 December (Fig. 1 ). This tsunami is the first for which there are high-quality worldwide tide-gauge measurements and for which there are multiple-satellite altimetry passes of tsunami wave height in the open ocean. In this study, we couple global observations with numerical simulations to determine the principal factors affecting that portion of seismic energy that was transported thousands of kilometers throughout the world ocean in the form of tsunami waves. We focus on measurements in intermediate and far-field regions (Fig. 2) to characterize the worldwide distribution of magnitudes and general propagation characteristics of the Sumatra tsunami. Although coastal tide-gauge records are available for much of the world ocean, interpretation of this data is complicated because of their varied quality. For example, the sampling rate for Pacific Ocean gauges is generally 15 s to 2 min, but it is only 2 to 30 min for the more sparse observations in the Indian Ocean and 6 to 15 min for the Atlantic Ocean, including the wellinstrumented U.S. East Coast.
The first instrumental tsunami measurements were available about 3 hours after the earthquake from the real-time reporting tide gauge at the Cocos Islands (Fig. 1) , located approximately 1700 km from the epicenter (4). Data from this gauge ( Fig. 2A) reveal a 30-cmhigh first wave followed by a long train of water-level oscillations with maximum peakto-trough ranges of 53 cm. Gauge data and run-up measurements from sites in India and Sri Lanka (5) at similar distances from the epicenter yielded amplitudes almost 10 times as high as the Cocos Islands values. These substantial wave-height differences are consistent with numerical modeling results that clearly demonstrate the highly directional nature of the Sumatra tsunami (Fig. 1) . Data from other tide gauges around the Indian Ocean show amplitudes ranging from about 3 m to less than 0.5 m, with no well-defined attenuation with distance from the source. Similarly, gauge wave heights are not necessarily correlated with the heights of tsunami inland inundation (run-up) in the vicinity of the gauge. The few tide-gauge records available for areas with substantial inundation show recorded water elevations smaller by a factor of 2 to 5 than measured tsunami run-up in the same area. For example, at Chenai, 1.5 m at the gauge translated into a 3-to 4-m run-up, whereas 1.5 m at Phuket gauge was a 3-to 6-m run-up. This well-known discrepancy (6) complicates determination of the true tsunami heights from coastal data. Many of the gauges in the Indian Ocean region were either destroyed (e.g., Thailand) or malfunctioned (e.g., Colombo, Sri Lanka), so that the largest amplitudes may not have been recorded.
Data from regions outside the Indian Ocean (Fig. 2) present an even more complex picture of tsunami behavior. The measurements indicate that, contrary to near-field regions, maximum tsunami wave heights were not associated with the leading waves. In the North Atlantic and North Pacific, maximum waves arrived several hours to 1 day after the initial tsunami (7). Furthermore, larger tsunami amplitudes were recorded at Callao, Peru, 19,000 km east of the epicenter than at the Cocos Islands 1700 km to the south of the epicenter. Similarly, wave amplitudes at Halifax, Nova Scotia, were also greater than at the Cocos Islands, even though these waves had propagated more than 24,000 km west across the Indian Ocean and then north along the entire length of the South and North Atlantic Ocean.
Satellite altimetry measurements of tsunami amplitude-corrected for quasi-permanent ocean circulation features such as eddies-were obtained from the Jason-1 and Topex/Poseidon satellites as they transited the Indian Ocean È150 km apart about 2 hours after the quake (8, 9) . The tracks crossed the spreading front of the tsunami waves in the Bay of Bengal down to about 1200 km southward from Sri Lanka. The measurements revealed amplitudes of about 50 to 70 cm of the leading tsunami wave at this location of the Indian Ocean.
To interpret and study such a complex data set, we have employed the rigorously tested MOST (method of splitting tsunami) model (10) to simulate worldwide tsunami propagation. Figure 1 summarizes simulation results for a model tsunami source constrained by the open-ocean satellite measurements and available seismic analysis. The slip distribution between the subfaults of our source provides the best fit with the open-ocean satellite data and qualitatively agrees with the magnitude of the earthquake source data (Fig. 1, inset) . The details of the coseismic deformation that generated these powerful waves still have substantial uncertainties. The ambiguities and difficulties of interpreting the distinctive seismic data for this event are reflected in substantially different source models derived from the seismic data (4, 11) . Geodetic field measurements and Global Positioning System data provide another source interpretation (3). The tsunami data provide considerable insight into the largescale source structure, because they reflect extremely low-frequency source characteristics. Inversion studies of the satellite tsunami data offer yet another version of the source (12) . For our study, however, the small-scale features of the tsunami source may not be criti-
