In this paper we propose the use of the least-squares based methods for obtaining digital rational approximations (IIR filters) to fractional-order integrators and differentiators of type s a , a 2 R. Adoption of the Pade´, Prony and Shanks techniques is suggested. These techniques are usually applied in the signal modeling of deterministic signals. These methods yield suboptimal solutions to the problem which only requires finding the solution of a set of linear equations. The results reveal that the least-squares approach gives similar or superior approximations in comparison with other widely used methods. Their effectiveness is illustrated, both in the time and frequency domains, as well in the fractional differintegration of some standard time domain functions. r
Introduction
The area of fractional calculus (FC) emerged, three centuries ago, at the same time as the classical differential calculus and deals with derivatives and integrals to an arbitrary order: real, rational, irrational or even complex order [1] [2] [3] . However, its inherent complexity postponed the application of the associated concepts. Nowadays, the FC theory is applied in almost all the areas of science and engineering, being recognized its ability to yield a superior modeling and control in many dynamical systems [1, [3] [4] [5] [6] .
In what concerns the area of control systems the application of the FC concepts is still scarce and only in the second-half of the last century appeared the first applications. Oustaloup [4] introduced the fractional-order algorithms and demonstrated the superior performance of the CRONE controller (French abbreviation of ''Commande Robuste d'Ordre Non Entier'') over the standard PID controller. More recently, Podlubny [3, 7] Clearly, taking ðl; mÞ ¼ fð1; 1Þ; ð1; 0Þ; ð0; 1Þ; ð0; 0Þg we obtain the classical fPID; PI; PD; Pg controllers, respectively. All these classical types of PID algorithms are particular cases of the fractional PI l D m controller. However, the PI l D m controller is more flexible and gives the possibility of adjusting more carefully the dynamical properties of a fractional-order control (FOC) system.
The fundamental element of the FOC strategies is the fractional-order differentiator and/or integrator (hereafter referred to as differintegrator), s a ða 2 RÞ. Hence, the crucial step in digital implementation of an FOC is the discretization of the fractional differintegrator s a . In this study, the approach for obtaining discrete transfer functions approximations to fractional differintegrators adopts the techniques of Pade´, Prony and Shanks. These techniques are usually applied in the signal modeling of deterministic signals. The whole process can be summarized in the following three steps:
(1) Discretize the fractional-order operator s a using a suitable generating function s a ¼ H a ðz À1 Þ; (2) Obtain the impulse response sequence h a ðkÞ, of the fractional discrete equivalent, by performing a power series expansion (PSE) (or Taylor series) over H a ðz À1 Þ; (3) Apply the signal modeling techniques (Pade´, Prony or Shanks) to the impulse response sequence h a ðkÞ in order to get the desired IIRtype approximation.
The least-squares strategy just described provides rational transfer functions of the z variable that give good approximations, both in the time and frequency domains, to continuous fractional-order operators. Therefore, they represent an alternative choice to other proposed methods, namely the widely used continued fraction expansion (CFE) method.
Bearing these ideas in mind, the paper is organized as follows. Section 2 reviews the fundamentals of FC. Section 3 presents an unified discretization scheme for fractional-order integrators and differentiators, while Section 4 derives its impulse response. Section 5 develops the signal modeling techniques of Pade´, Prony and Shanks for the design of IIR approximations to continuous fractional-order operators. Section 6 presents some illustrative examples showing the effectiveness of the proposed techniques. Finally, Section 7 draws the main conclusions.
Essentials of fractional calculus
In the literature we find several different definitions for differentiation and integration to an arbitrary order [1] [2] [3] . One usually defines the generalized operator by the notation a D a t , where a and t are the limits and a ða 2 RÞ the order of the operation. The two most well-known definitions are the Riemann-Liouville and the Gru¨nwald-Letnikov definitions which for a wide class of functions are equivalent. The Riemann-Liouville definition is given by (a40Þ:
where GðxÞ represents the Gamma function of x. From a control and signal processing perspective, the definition of fractional differintegration given by the Gru¨nwald-Letnikov approach seems to be the most useful and intuitive, particularly for a discretetime implementation [3, 8, 9] . It is defined by the following expression ða 2 RÞ:
where f ðtÞ is the applied function, h is the time increment and [x] means the integer part of x. Oldham and Spanier [1] called operator (2) a differintegral since it unifies in a single operator the notions of derivative and integral. Furthermore, the Gru¨nwald-Letnikov definition poses the fewest restrictions on the functions upon which it is applied and can be converted easily into numerical schemes. An important property revealed by Eqs. (1) and (2) is that while integer-order operators imply a finite series, the fractional-order counterparts are defined by an infinite series. This means that integer operators are local operators in opposition with the fractional operators that have, implicitly, a ''memory'' of all past events.
For the analysis and synthesis of automatic control systems we often adopt the Laplace transform ðLÞ based methods. In the Laplace domain, the fractional differintegration of order a 2 R, a D a t f ðtÞ, of f ðtÞ (being f ðtÞ a causal function of t, f ðtÞ ¼ 0 for toa40), under null initial conditions, is given by the simple expression:
where F ðsÞ ¼ Lff ðtÞg. Note that expression (3) is a direct generalization of the classical integer-order scheme with the multiplication of the signal transform F ðsÞ by the Laplace s-variable raised to a fractional value a. The Bode diagrams of amplitude and phase of the fundamental fractional-order operator s a (3) are represented by straight lines of 20a dB=dec and ap=2 rad ða 2 RÞ in all frequency domain, respectively. These facts reveal that frequency-based analysis methods may be easily adapted to the fractional-order case.
Unified discretization scheme for fractional-order differentiators and integrators
The usual approach for obtaining discrete equivalents of continuous fractional-order operators of type s a (a 2 R) adopts a generating function s ¼ oðz À1 Þ [10, 11] . By other words, given a continuous transfer function (filter), GðsÞ, a discrete equivalent, GðzÞ, can be found through the substitution:
where H a ðzÞ denotes the fractional discrete equivalent of order a of fractional-order operator s a , expressed as a function of the complex variable z or of the shift operator z À1 . In these s ! z conversion schemes (also called analog to digital open-loop design methods) the most often used are the Euler (first backward difference rule), the Tustin (trapezoid rule) and the more recently introduced AlAlaoui operator, which is a weighted interpolation of the Euler integration rule ð It can be shown that the mentioned numerical integration formulas are special cases of the socalled T-integrator introduced by Smith and described in his book [14] . In fact, Smith defined a new type of integration formula, which has a close relation to the mean value theorem, given by the two-parameter tunable transfer function:
where l and g are denoted the gain and phase tuning parameters, respectively. An important aspect of the T-integrator is that for l ¼ 1 and varying g from 0 to 2 in ratios of integers results in most of the useful classical first order integrators. For example, when l ¼ 1 and g ¼ f ; 1g, the T-integrator (5) becomes the Tustin, the Al-Alaoui and the Euler (backward difference) integration rules, respectively. More specifically, the T-integrator can take on a double infinity of values (l and g) in-between the classical integrators. In this sense the integrator can be tuned precisely to any problem being solved, system being controlled or system being simulated [14] . Thus, the designation of Tunable-type integrators (T-integrators).
We can obtain a family of new fractional-order differentiators from the digital T-integrator (5). The direct inversion of (5), raised to the power a, will give the following generating function for discretization: Table 1 lists some of the fractional discretization schemes that results from the unified generating function (6) for different values of parameter g (with a fixed value of l ¼ 1). Clearly, many of the widely varied classical numerical integration formulas, each of which is considered in some way to be different from the others, are actually the same integrator, differing only in the amount of phase shift g. For a more detailed description about the features of this integrator see [14] . Table 1 s ! z conversion schemes (l ¼ 1)
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As can be seen in Table 1 , the fractional-order conversion schemes lead to nonrational z-formulae. In order to get rational expressions we have two alternatives. One way is to perform a PSE (Taylor series) over them and the final approximation corresponds to a truncated z-polynomial function (FIR filter) [8] [9] [10] 15] . For example, using the backward Euler rule, Hðz À1 Þ ¼ ð1 À z À1 Þ=T, and performing a PSE of ðð1 À z À1 Þ=TÞ a gives the discretization formula corresponding to the Gru¨n-wald-Letnikov definition (2), yielding:
where P is a polynomial of degree N and c
. . .Þ are binomial coefficients which may be calculated recursively as:
Another possible way is to obtain a discrete transfer function in the form of rational function (i.e., as the ratio of two polynomials) (IIR filter). This can be accomplished by application of the well-known CFE method [10, 11, [16] [17] [18] . By doing so, over the tunable generating function (6), it results in the discrete transfer function, approximating continuous fractional-order operators, expressed as:
where P and Q are polynomials of degree m and n, respectively. It is well known that rational approximations frequently converge faster than polynomial approximations and have a wider domain of convergence in the complex domain. Therefore, in this study we only develop z-variable rational transfer functions approximations of the continuous fractional-order operators. Moreover, the proposed algorithms adopt the time domain, which make them suited for z-transform analysis and discretetime implementation. The CFE method leads to an approximation that produces a Taylor series coefficients identical to those obtained through the fractional-order discrete equivalent up to the order of approximation, that is, D a ðzÞ À HðzÞ ¼ Oðz mþnþ1 Þ, where HðzÞ is the approximation of order m þ n+1 [11, 19] . The new techniques relax this constraint by considering the least-squares determination of the model parameters over a wider range of the Taylor series coefficients (or of the impulse response length).
Impulse response of digital fractional-order differentiators and integrators
This section derives the impulse response sequence h a ðkÞ corresponding to the tunable generating function H a ðz À1 Þ (6). It is assumed that h a ðkÞ ¼ 0 for ko0, that is, a causal system. One puts the discretization formula H a ðz À1 Þ in the form:
By taking the PSE of the functions ð1 À z À1 Þ a and ðg þ ð1 À gÞz À1 Þ Àa , it yields (a40):
Let us introduce the product of the two generating series as:
Using Taylor series (11) and (12) in conjunction with the product property (13), we obtain the final expansion of H a ðz À1 Þ into a power series in z À1 :
where the impulse response sequence h a ðkÞ is calculated by the expression (kX0): Table 2 shows the impulse response sequences for the most commonly used discretization schemes, i.e., the Euler, the Tustin and the Al-Alaoui operators. These were obtained after simplification of expression (15) and considering the tuning parameter (with l ¼ 1) g ¼ 1, Note that the power series method leads to impulse response sequences of infinite length. In a practically realizable form these sequences are truncated yielding approximations in the form of finite impulse responses (FIR filters).
Design of IIR approximations to fractional differintegrators using least-squares
Consider that the desired impulse response h a ðkÞ is specified for kX0. The transfer function of the approximation Hðz À1 Þ, to be designed, has the form
where mpn. The impulse response hðkÞ is related to HðzÞ by the z-transform
The approximation (16) has m þ n þ 1 parameters, namely, the coefficients a k (k ¼ 1; 2; . . . ; n) and b k (k ¼ 0; 1; . . . ; m), which can be selected to minimize the sum of the squared errors
where N denotes the number of impulse values used in the summation. In general, this approach leads to a nonlinear problem for the model parameters (a k , b k ) and hence the minimization of E involves the solution of a set of nonlinear equations. However, if we rewrite HðzÞ ¼ BðzÞ=AðzÞ as follows:
HðzÞAðzÞ ¼ BðzÞ (19) and assuming that h a ðkÞ is given approximately by the impulse response of HðzÞ, one can write the corresponding time-domain equation as (note that the left-hand sided corresponds to a convolution)
This gives a set of linear equations, which can be used in different ways to solve for the coefficients a k and b k [19] [20] [21] [22] [23] [24] . Our objective is to use simple (indirect) methods that can handle more easily the determination of the model parameters. In this perspective, this study considers the application of three linear suboptimal solutions: the Pade´approx-imation, the Prony's method and the Shanks' method. 
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The Pade´fraction yields an approximation that fits exactly h a ðkÞ during the first m þ n þ 1 values of k. Then, Eq. (20) becomes
where h a ðkÞ ¼ 0 for ko0. A two-step approach is used to solve the system of m þ n þ 1 linear equations in m þ n þ 1 unknowns (21). In the first step, the coefficients a k are found using the last n equations in (21) , which after simple manipulations, may be written in matrix form as: , ð22Þ
where a and h 21 are n Â 1 vectors and H 2 is an n Â n nonsymmetric Toeplitz matrix [25] . If H 2 is nonsingular (i.e., is invertible) then H À1 2 exists and the coefficients a k (k ¼ 1; 2; . . . ; n) may be uniquely determined by:
In the second step, the coefficients b k are found using the first m þ 1 equations in (21) , which may be written in matrix form as: , ð25Þ
where b is an ðm þ 1Þ Â 1 vector,ā ¼ ½1; a is an ðn þ 1Þ Â 1 vector and H 1 is an ðm þ 1Þ Â ðn þ 1Þ matrix. Therefore, b may be found simply by multiplyingā by H 1 . Alternatively, the coefficients b k may be evaluated using Eq. (21) as follows:
In this way, we obtain an approximation that has a perfect match to the desired impulse sequence h a ðkÞ for the first m þ n þ 1 values of k. However, since there is no bound on the error for k4m þ n, in general the Pade´method does not produces a good approximation to h a ðkÞ for k4m þ n. In fact, the success of this method depends strongly on the number of selected model coefficients. Since the design method matches h a ðkÞ only up to the number of model parameters, the more complex the model, the better is the approximation to h a ðkÞ for 0pkpm þ n. However, in practical applications, this introduces a major limitation of the Pade´method because the resulting approximation must contain a large number of poles and zeros [26] .
It can be shown that rational approximations obtained by the CFE method are identical to those resulting by application of the Pade´approximation to PSE ðm ¼ nÞ [27] . Nevertheless, the CFE approach is computationally less expensive than the Pade´technique.
Prony's method
Prony's method differs from the Pade´approx-imation in the form of finding the coefficients a k (k ¼ 1; 2; . . . ; n). These are determined by a least-squares minimization over the interval ½m þ 1; N À 1 1 :
where
The coefficients a k , that minimize E P , may be found by setting the error e P ðkÞ ¼ 0 ðk ¼ m þ 1; m þ 2; . . . ; N À 1Þ and solving for the unknowns a k . This produces the following set of linear equations 
where a is an n Â 1 vector, h 21 is an ðN À m À 1Þ Â 1 vector and H 2 is an ðN À m À 1Þ Â n matrix. It is obvious that in this case (31) cannot be solved exactly. Therefore, the least-squares solution is obtained by solving the set of n linear equations:
If the matrix H T 2 H 2 is nonsingular, a unique solution of (32) exists and the coefficients a k are given by:
Once the coefficients a k can be determined, the coefficients b k are found using the Pade´method of forcing hðkÞ ¼ h a ðkÞ for k ¼ 0; 1; . . . ; m (see the previous subsection):
a l h a ðk À lÞ; 0pkpm.
(34)
Shanks' method
Shanks' method provides an alternative to Prony's method of finding the coefficients b k (k ¼ 0; 1; . . . ; m). Instead of forcing an exact fit for the first m þ 1 values of the impulse response, it establishes a least squares minimization over the entire interval under consideration, ½0; N À 1 2 :
In this approach, we convert the rational function HðzÞ as the cascade of two functions:
Firstly, the coefficients a k are determined in the same way as in Prony's method, i.e., by a least squares fit over the interval ½m þ 1; N À 1 (see the previous subsection). Once AðzÞ has been determined, the impulse response gðkÞ, which corresponds to the filter 1=AðzÞ, may be computed using, for example, the recursion
with gðkÞ ¼ 0 for ko0. Finally, the coefficients b k , that minimize E S , may be found by setting the error e S ðkÞ ¼ 0 (k ¼ 0; 1; . . . ; N À 1), leading to the following set À0.0091873966 Table 4 Coefficients of Prony's approximations, HðzÞ ¼ BðzÞ=AðzÞ, to Al-Alaoui operator for a ¼ À 
T is the pseudoinverse of G. The techniques just described may be complemented with the following observations:
The Prony and the Shanks methods are superior to Pade´approximation, since hðkÞ approximates h a ðkÞ, in a least-squares sense, for values of k4m þ n. Therefore, it will be expected a good match even outside the interval ½0; m þ n;
In the Shanks' method, both a k and b k are determined through an optimization viewpoint (using least-squares minimization), leading to a further improvement of the approximation accuracy. However, note that these optimization algorithms are distinct from the one obtained by the direct application of the least-squares method;
The use of inverses or pseudoinverses is acceptable in theory, but practical calculations should better avoid them and solve linear algebraic systems, possibly in a least-squares sense. It is well known that there are efficient methods for the solution of such systems, either by using the linear equations (23), (32) and (41) [28] , or using the inverses or pseudoinverses (24), (33) and (42) [29] , but the best choice is probably the use of one of the least-squares solvers available. In this perspective, we verify that the use of the MATLAB backlash operator ''n'' can easily and efficiently solve the algorithms proposed in this study.
Illustrative examples
Here we use the signal modeling techniques described in previous section to develop digital rational approximations Hðz À1 Þ of the continuous fractional-order operator s a , a ¼ AE1=2, sampled at T ¼ 0:01 s. It is adopted an impulse sequence length of N ¼ 1000. In practice, we consider m ¼ n because the case of mon leads to inferior results [11, 19, 24] . For comparison purposes, we also plot the rational approximation obtained by the Pade´( or the CFE) method for the case of m ¼ n ¼ 5. Tables 3 and 4 ¼ 1; 3; . . . ; 9, respectively. Clearly, the higher the order m ¼ n of the rational function better the fitting, in a least-squares sense, of its impulse response in the discretized fractionalorder integrator s À1=2 . Also, the Bode plots show that the approximations are well fitted into the ideal responses (dashed-dotted lines), roughly approximating the ideal continuous magnitude responses for nearly three decades (for m ¼ nX5). Note that the Al-Alaoui scheme improves the high frequency magnitude response comparatively to the Tustin scheme while this one has a better phase response approximation. We also verify that the least-squares approach increases the performance of the approximations in the low frequency range (corresponding to the steady-state time response) by increasing the order (or the number of impulse values used), resulting in better approximations than those given by the Pade´(or the CFE) method. This is due to the fact that the proposed techniques (Prony and Shanks) perform a least-squares fitting over a wide range of impulse samples, while the Pade´method produces an exact fit for the first m þ n þ 1 samples of the impulse response, with any guarantee about the accuracy of the approximation for k4m þ n. Obviously, the upper limit frequency is dependent on the sampling period T through the Nyquist criterion. Fig. 3 shows the pole-zero maps of Prony's approximations to the Tustin and Al-Alaoui operators for a ¼ À 1 2 and m ¼ n ¼{1, 5, 7, 9}. We observe that the approximations satisfy two desired properties: (i) all the poles and zeros lie inside the unit circle, and (ii) the poles and zeros are interlaced along the segment of the real axis corresponding to z 2 ðÀ1; 1Þ. Thus, the resulting approximations are causal, stable and minimum phase, as desired for a digital realization.
ARTICLE IN PRESS

Fractional differintegration of some standard time-domain functions
To further illustrate the effectiveness of the proposed techniques, the approximations are used to calculate the differintegral of the unit step function that occurs at t ¼ t 0 (t 0 40), uðt À t 0 Þ, and of the causal cosine function cðtÞ defined as:
cðtÞ ¼ cosðtÞuðtÞ.
The differintegral of the unit step function uðt À t 0 Þ is given by [1, 3] 
Conclusions
We have described the application of the Pade´, Prony and Shanks techniques used for the signal modeling of deterministic signals to the design of digital rational approximations (IIR filters) of continuous fractional-order integrators and differentiators of type s a , a 2 R. It is shown that these techniques only require finding the solution to a set of linear equations. Note, however, that the illustrated techniques yield suboptimal solutions to the signal modeling problem, which differ from the optimal solution given by the direct application of the least squares method between the desired and the approximated impulse responses. This method has the disadvantage of requiring the solution of a set of nonlinear equations and, for that reason, it is often avoided.
The effectiveness of the approximations are illustrated both in the time and frequency domains. Moreover, it is demonstrated that the Prony and Shanks methods can produce better approximations than the widely used CFE approximation method. This is due to the fact that the poles (for the case of the Prony's method) and the zeros and poles (for the case of the Shanks' method) of the approximation are determined in a least squares sense over the (almost) entire impulse sequence length under consideration. By other hand, the Pade´approxima-tion fits only on the desired impulse response, up to the number of poles and zeros, without any error control for larger values. In this case, can be easily proved that the Pade´and the CFE methods yield the same approximation (m ¼ n). Also, the obtained approximations are causal, stable and minimum phase, suitable for a real-time implementation.
The results presented here indicate that the leastsquares based methods are adequate techniques for obtaining digital approximations of continuous fractional-order operators. They also suggest the adoption of other similar procedures like the use of iterative methods (i.e., steep descent, Newton's method or iterative prefiltering). Although, these techniques are more involved than the methods presented here, they may produce interesting results (note that this is a batch process determination and the computation time is not a crucial issue). In this line of thought, this paper represents a step towards the implementation of practical digital fractionalorder differentiators and integrators. 
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