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Abstract
We introduce a conjecturedway of expressing theHilbert series of diagonal harmonics as aweighted
sum over parking functions. Our conjecture is based on a pair of statistics for the q, t-Catalan sequence
discoveredbyHaiman andprovenbyHaglund andGarsia (Proc.Nat.Acad. Sci. 98 (2001) 4313–4316).
We showhowour q, t-parking function formula for theHilbert series can be expressedmore compactly
as a sum over permutations. We also derive two equivalent forms of our conjecture, one of which is
based on the original pair of statistics for the q, t-Catalan introduced by Haglund and the other of
which is expressed in terms of rooted, labelled trees.
© 2005 Elsevier B.V. All rights reserved.
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1. Background
In the early 1990s Garsia and Haiman introduced the following conjecture [5].
Conjecture 1. For each positive integer n deﬁne a rational function Cn(q, t) by
Cn(q, t)=
∑
n
t2lq2a(1− t)(1− q)(∑ qa′ t l′)∏0,0(1− qa′ t l′)∏
(qa − t l+1)(t l − qa+1) , (1)
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Fig. 1. The arm a, leg l, coarm a′ and, coleg l′.
where the outer sum is over all partitions of n, the products and sums in the inner summand
are over the squares of the Ferrers diagram of , and the arm a, coarm a′, leg l, and coleg l′
of a square are as in Fig. 1. The 0, 0 above the product indicates we leave out the upper-left
corner square of the diagramof.ThenCn(q, t) is a polynomial in q and t with non-negative
integer coefﬁcients.
Conjecture 1 grew out of the study of the spaceHn of “Diagonal Harmonics”. This space
is deﬁned as [7]
Hn =
{
f :
n∑
i=1
xhi y
k
i f = 0, ∀h+ k > 0
}
.
Let Hi,jn denote the portion of Hn of bi-homogeneous (x, y) degree (i, j). Deﬁne the
bigraded Hilbert seriesHn(q, t) as follows:
Hn(q, t)=
∑
i,j0
qitj dim(Hi,jn )qi tj ,
where dim() indicates the dimension when viewed as a C-vector space.
The symmetric group Sn acts onHn via f = f (x1 , . . . , xn , y1 , . . . , yn). Further-
more, this action ﬁxesHi,jn . We deﬁne the Frobenius SeriesFn(q, t) via
Fn(q, t)=
∑
n
∑
i,j0
qitj mult(,Hi,jn )s,
where n means  is a partition of n, s is the Schur function and mult(,H
i,j
n ) is
the multiplicity of the irreducible Sn-character  in the character ofHi,jn induced by the
Sn-action.
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Conjecture 1 is a special case of the following more general conjecture in [5] for the
value ofFn(q, t)
Fn(q, t)=
∑
n
H˜[X; q, t]tlqa(1− t)(1− q)(∑ qa′ t l′)∏0,0(1− qa′ t l′)∏
(qa − t l+1)(t l − qa+1) . (2)
Here, H˜[X; q, t]=∑ K˜,(q, t)s is the “modiﬁed” Macdonald polynomial, with s[X]
the Schur function, K˜,(q, t)= tlK,(q, 1/t) andK,(q, t) is Macdonald’s q, t-Kostka
number, deﬁned in [15]. Garsia and Haiman also showed that the right-hand side of (2)
equals ∇en[X], where ∇ is a linear operator deﬁned on the modiﬁed Macdonald basis
H˜[X; q, t] by
∇H˜[X; q, t] = tlqaH˜[X; q, t],
and en[X] is the nth elementary symmetric function.A special case of (2) is that the rational
function expression for Cn(q, t), which can be obtained by taking the coefﬁcient of s1n [X]
in (2), equals the component ofFn(q, t) corresponding to the sign character 1n , and hence
has non-negative coefﬁcients. Equivalently, it says that the bigraded Hilbert series of the
subspaceHn of Sn anti-symmetric elements is given by Cn(q, t). This subspace is deﬁned
as those polynomials f (x1, . . . , xn, y1, . . . , yn) ∈ Hn for which f = sign()f for all
 ∈ Sn.
A Dyck path is a lattice path from (0, 0) to (n, n) that never goes below the main diagonal
(i, i), 0 in. It is well-known that the number of such paths is the nth Catalan number
Cn = 1/(n + 1)
(
2n
n
)
. We call the number of squares below the path but above the main
diagonal the area of the Dyck path. Garsia and Haiman proved that
q(
n
2 )Cn(q, 1/q)= 1[n+ 1]
[
2n
n
]
,
where [k]=(1−qk)/(1−q) and [n
k
] is theq-binomial coefﬁcient (q; q)n/((q; q)k(q; q)n−k).
They also showed that
Cn(q, 1)=
∑
D∈Dn
qarea(D),
where the sum is over all Dyck paths from (0, 0) to (n, n). Based in part on these results,
they called Cn(q, t) the q, t-Catalan sequence [5].
In conjunction with Conjecture 1, they posed the question of ﬁnding a pair of statistics
(qstat, tstat) so that Cn(q, t) could be written in the form∑
D∈Dn
qqstat(D)t tstat(D).
This problem was solved by Haglund [6], who introduced a new statistic we here call dmaj.
To deﬁne it, start by placing a ball at the upper right-hand corner (n, n) of a Dyck path
D, then push the ball straight left. Once the ball intersects a vertical step of the path, it
“ricochets” straight down until it intersects the diagonal, after which the process is iterated;
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Fig. 2. The statistic dmaj for a path. The Dyck path is the dashed line, the solid line is the bouncing ball. Here,
dmaj= 2+ 4+ 7= 13 and area = 22.
the ball goes left until it hits another vertical step of the path, then down to the diagonal, etc.
On the way from (n, n) to (0, 0), the ball will strike the diagonal at various points (ij , ij ).
We deﬁne dmaj(D) to be the sum of these ij , and set
Fn(q, t)=
∑
D∈Dn
qarea(D)tdmaj(D).
See Fig. 2.
In [6], Haglund conjectured that Fn(q, t) = Cn(q, t), and also introduced a stratiﬁed
functionFn,s(q, t), deﬁned as the sum, over all Dyck paths which end in exactly s horizontal
steps, of qarea(D)tdmaj(D). He showed this function satisﬁes the recurrence relation
Fn,s(q, t)=
n−s∑
r=0
[
r + s − 1
r
]
q(
s
2 )tn−sFn−s,r (q, t),
and by iterating this recurrence obtained the explicit formula
Fn(q, t)=
n∑
k=1
∑
1+···+k=n//i>0
t (k−1)1+(k−2)2+···+k−1
× q( 12 )+···+( k2 )
[
1 + 2 − 1
1
]
. . .
[
k−1 + k − 1
k−1
]
. (3)
Garsia and Haglund found a conjectured expression for Fn,s(q, t) in terms of the nabla
operator, namely
Fn,s(q, t)= tn−sq( s2 )∇en−s
[
X
1− qs
1− q
]
. (4)
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Fig. 3. A Dyck path, with row lengths on the right.
They were then able to prove (4) by using extended versions of summation formulas for
generalized Pieri coefﬁcients and other plethystic identities that Garsia and a number of
coauthors have developed over the last 10 years [3,4].As a corollary, they proved Haglund’s
conjecture that Fn(q, t)= Cn(q, t).
There is another pair of statistics for Cn(q, t), discovered by Haiman while Garsia and
the Haglund were still trying to prove (4). Given a Dyck pathD, let ai(D) be the number of
squares in the ith row, from the top, that are below D and strictly above the main diagonal.
We call ai(D) the length of the ith row ofD. Note that the sum of the ai(D) equals area (D),
that D ends in a1(D)+ 1 horizontal steps, and that an(D)= 0 for all D. Call the sequence
a1(D), a2(D), . . . , an(D), the area sequence of D. We then deﬁne a statistic dinv(D) to be
the sum of the cardinalities of the two sets
{(i, j) : i < j and ai(D)= aj (D)}
and
{(i, j) : i < j and ai(D)+ 1= aj (D)}.
For example, for the path of Fig. 3, dinv= 14.
Haiman conjectured that
Cn(q, t)=
∑
D∈Dn
qarea(D)tdinv(D). (5)
At ﬁrst it seemed that (5) was quite different than Haglund’s conjecture, but before long
Garsia, Haiman, and Haglund realized they are closely related. To see why, note that a
sequence B of n non-negative integers b1 . . . bn is the area sequence of a Dyck path if
and only if bn = 0 and B contains no “2-descents”, i.e., values of i, 1 in − 1, with
bi − bi+12. Given a multisetA={0k1k−1 · · · (k− 1)1} of k copies of 0, etc., consider
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the sum of qarea(D)tdinv(D) over all Dyck paths D whose area sequence is some multiset
permutation of A. Note that for any such D, area(D)= 1(k − 1)+ · · · + k−1. Note also
that the contribution to dinv coming from |{(i, j) : i < j and ai(D) = aj (D)}| will equal(1
2
)+ · · · + ( k2 ) for all these D.
We can construct these area sequences by ﬁrst permuting the k 0’s and k−1 1’s in any
fashion, with a 0 at the end, which can be done in(
k−1 + k − 1
k−1
)
ways.When we take into account the contribution to dinv from these various permutations,
we generate the term[
k−1 + k − 1
k−1
]
t
.
Next we insert the k−2 2’s into the sequence, which cannot be placed in front of any of the
0’s since we must avoid 2-descents. This generates the factor[
k−2 + k−1 − 1
k−2
]
t
.
It is now clear from (3) that
Fn(t, q)=
∑
D∈Dn
qarea(D)tdinv(D).
It follows easily from (1) that Cn(q, t) = Cn(t, q), since the terms for conjugate parti-
tions interchange q and t. Thus, Garsia and Haglund’s result that Fn(q, t) = Cn(q, t) also
implies (5).
2. Statistics for the Hilbert series
Building on his celebrated proof of the “n!” conjecture [9], which implies [8] a previous
conjecture of Macdonald that theK,(q, t) ∈ N[q, t], Haiman has proven (2), the explicit
formula for the Frobenius series ofHn [10]. This implies an earlier conjecture of his, that
the spaceHn has dimension (n+1)n−1. It also implies that an explicit expression, as a sum
of rational functions, for the Hilbert series ofHn can be obtained by substituting, for each
partition , f , the number of standard tableaux of shape , in for s[X] in the right-hand
side of (2).
The number (n+1)n−1 also counts the number of parking functions on n cars.A parking
function P is obtained by starting with a Dyck pathD(P ) and placing n “cars”, denoted by
the integers 1 through n, in the squares immediately to the right of the vertical segments
of D, with the restriction that if car i is placed immediately on top of car j, then i < j . An
example of a parking function is given in Fig. 4.We should mention that a parking function
is typically deﬁned as a function f : {1, 2, . . . , n} → {1, 2, . . . , n} with the property that
the number of values of j with f (j) i is at least i for all 1 in. Such a function can be
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Fig. 4. A parking function, with row lengths on the right.
obtained from the above geometric representation by letting f (i) be the column containing
the car i, where we number the columns 1 to n from left to right.
In this section we introduce a conjectured combinatorial formula for the Hilbert series,
which involves pairing the area statistic with a natural extension of the statistic dinv to
parking functions. Given a parking function P, we deﬁne ri(P ) to be the number (car) in
the ith row (from the top) of P. We then let dinv(P ) be the sum of the cardinalities of the
two sets
{(i, j) : i < j, ri(P )> rj (P ) and ai(D)= aj (D)}
and
{(i, j) : i < j, ri(P )< rj (P ) and ai(D)+ 1= aj (D)}.
For the parking function of Fig. 4, dinv=6, since “inversions” occur for pairs (i, j ) of rows
(1, 3), (1, 5), (4, 5), (7, 8), (7, 9), and (8, 9).
Conjecture 2. Deﬁne
Rn(q, t)=
∑
P
qarea(D(P ))tdinv(P ), (6)
where the sum is over all parking functions on n cars. ThenRn(q, t)=Hn(q, t), the Hilbert
series ofHn. Using Maple Conjecture 2 has been veriﬁed, with the help of Garsia and
Ulyanov, for n11.
We have a more compact way of writing Rn(q, t) as a sum over permutations, which is
based on the following lemma.
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Lemma 1. Given sets A = {a1, a2, . . . , as}, B = {b1, . . . , bn−s} with a1<a2< · · ·<as ,
b1<b2< · · ·<bn−s , A ∩ B = ∅ and A ∪ B = {1, 2, . . . , n}, deﬁne
F(A,B)=
∑
P
tdinv(P ),
where the sum is over all parking functions P whose set of cars on the main diagonal (rows
of length 0) consist of the elements of A, in any order, and whose cars on the diagonal
just above the main diagonal (rows of length 1) consist of the elements of B, in any order.
Then
F(A,B)= [s]!t [bn−s − (n− s)]t [bn−s−1 − (n− s)+ 2]t . . . [b1 + n− s − 2]t .
Proof. By reading the cars in a parking function starting with the car in the top row and
moving down, a parking function considered in the sum above can be identiﬁed with a
permutation (linear list) of elements of {a1, . . . , as, b1, . . . , bn−s}, where bj immediately
precedes ak implies bj > ak . We will construct such a sequence recursively by ﬁrst placing
the a’s in any order, say a1a2 . . . as . Now bn−s can be placed into this sequence in any of
bn−s−1− (n− s−1) places, since there are bn−s−1 numbers less than bn−s , but n− s−1
are in {b1, . . . , bn−s−1} and thus cannot be in a1 . . . as . If we insert bn−s in front of the
leftmost aj satisfying aj < bn−s , then any ai’s to the left of bn−s will be greater than bn−s ,
and will not generate any inversions. If we insert bn−s in front of the next-to-leftmost aj
satisfying aj < bn−s , then there is one ai to the left of bn−s less than bn−s and we get a
contribution of t, and so on. Hence the various possible placements of bn−s generate a factor
of [bn−s − (n − s)]t , independent of the permutation 1 . . . s . Next, we insert bn−s−1 in
front of bn−s or any aj satisfying aj < bn−s−1. If we place bn−s−1 in front of the leftmost
of these possibilities, we do not generate any inversions. If we place bn−s−1 in front of the
next-to-leftmost choice we will either have bn−s or aj (with aj < bn−s−1) to the left of
bn−s−1, and in either case this pair contributes t, and so on. Thus, we see the insertion of
bn−s−1 will generate a factor of [bn−s−1 − (n − s − 1) + 1]t and by induction all the b’s
together will generate [bn−s − (n− s)]t [bn−s−1− (n− s)+ 2]t . . . [b1+n− s− 2]t . Since
this was independent of 1, . . . , s , when we sum over all permutations of the a’s, counting
inversions amongst the a’s only, we get the remaining [s]!t factor. 
Using Lemma 1 we can derive a product formula for the sum of tdinv over all parking
functions whose cars on the ith diagonal are from the set Ai , i = 0, . . . , k for general k.
Say, for example, k = 2 so we are considering parking functions with rows of length 0, 1,
and 2 with cars from disjoint subsets A, B, and C, respectively, of cardinalities u, v,w, with
A ∪ B ∪ C = {1, . . . , n}. We start with a permutation of the elements of A, then insert the
largest of the elements of B. Since the number of inversions depends only on the relative
order of the elements of A and B, we will get a factor of [b˜v − v]t , where b˜v is what bv
would become if we reduced the elements of A and B to the set {1, 2, . . . u + v}, keeping
the relative order of each element to the others intact. Then when inserting cw into the
sequence after inserting all the elements of B, we would get the factor [c˜w −w]t , where c˜w
is what cw would become if we reduced the elements of B and C to the set {1, 2, . . . v+w},
keeping the relative order of each element to the others intact. Thus, we end up with the
J. Haglund, N. Loehr / Discrete Mathematics 298 (2005) 189–204 197
ﬁnal term of
[u]!t [b˜v − v] . . . [b˜1 + v − 2]t [c˜w − w]t . . . [c˜1 + w − 2]t . (7)
For which set partitionsA,B,C, . . . of {1, 2, . . . , n} is there at least one parking function
with cars on the main diagonal from A, the next diagonal from B, and so on? A necessary
condition is that the largest element of B be larger than the smallest element ofA, the largest
element of C be larger than the smallest element of B, and so on, since some bi must be on
top of some ai , some ci must be on top of some bi , etc. This condition is also sufﬁcient,
since we could put the ai in columns 1 through |A|, with the smallest of these (a1) in
column |A|, then put the bi in columns |A| through |A ∪ B| − 1, with the largest bi on
top of a1 in column |A|, and b1 in column |A ∪ B| − 1, etc. Call such a sequence of sets
“valid”. Assume for the moment k= 2, so we have sets A, B, and C of cardinalities u, v,w,
respectively. In the permutation =c1c2 . . . cwb1 . . . bva1 . . . au, there are descents at spots
w (since cw >b1) and w + v. This argument shows that there is a bijection between valid
sequences of k+1 sets and permutations of {1, . . . , n}with k descents. Note that the area of
all the corresponding parking functions in our example is 2w + v, which is also the major
index of the permutation . It is easy to see this holds in general. Furthermore, Haiman
has pointed out that the numbers c˜i somewhat awkwardly described above can be easily
deﬁned in terms of the elements of . To do so, deﬁne a sequence ′ by ′i = i , 1 in,
and ′n+1 = 0. Then for each i, 1 in, let ui() be the length of the longest consecutive
sequence′i′i+1 . . .′j that starts at′i and has either no descents, or exactly one descent and
′i >′j . For example, if =47 358 126 ∈ S8, then (u1, u2, . . . , u8)=(3, 3, 5, 4, 4, 4, 3, 2).
It is easy to check that c˜1 = u1 − 1, c˜2 = u2 − 1, etc. We ﬁnally arrive at the following.
Theorem 1.
Rn(q, t)=
∑
∈Sn
qmaj()
n∏
i=1
[ui()− 1]t .
3. Parking functions and the dmaj statistic
The relation∑
D∈Dn
qarea(D)tdinv(D) =
∑
D∈Dn
qdmaj(D)tarea(D)
suggests there should also be a way of extending the (area, dmaj) pair of statistics to get an
alternate form of Rn(q, t). We discuss one such extension in this section.
LetPn denote the set of parking functions on n cars, as deﬁned previously.We now view
Pn as a collection of labelled Dyck paths. Fig. 5 shows a typical element ofP14.
It is convenient to introduce another set of labelled Dyck paths, which we call Qn. To
construct a typical object Q ∈ Qn, we attach labels to a path D ∈ Dn according to the
following rules. Let q1q2 . . . qn be a permutation of the labels {1, 2, . . . , n}. Place each label
qi in the ith row of the diagram forD, in themain diagonal cell. There is one restriction: for
each “left-turn” in the Dyck path (i.e., an EAST step followed immediately by a NORTH
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Fig. 5. A labelled Dyck path (version 1).
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Fig. 6. A labelled Dyck path (version 2).
step, reading from southwest to northeast), the label qi appearing due east of the NORTH
step must be less than the label qj appearing due south of the EAST step. See Fig. 6 for
an example. In the ﬁgure, capital letters mark the left-turns in the Dyck path. Since 4< 5,
6< 12, 7< 10, 2< 3, 8< 14, 11< 13, and 1< 2, the labelled path shown does belong to
Q14.
Given a labelled path Q constructed from the ordinary Dyck path D = D(Q), deﬁne
dmaj(Q) to be dmaj(D(Q)), which was deﬁned earlier. Also deﬁne area′(Q) to be the
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number of cells c in the diagram for Q such that: (1) Cell c is strictly between the Dyck
path D and the main diagonal; AND
(2) The label on the main diagonal due east of c is less than the label on the main diagonal
due south of c.
In Fig. 6, only the shaded cells satisfy both conditions and hence contribute to area′(Q).
Evidently, area′(Q)area(D(Q)) for all Q, and strict inequality can occur.
We conjecture that
Sn(q, t)=
∑
Q∈Qn
qdmaj(Q)tarea
′(Q) (8)
also gives theHilbert series forHn.Wewill show this conjecture is equivalent to the previous
one by giving a bijective proof that Rn(q, t)= Sn(q, t).
Bijections. We begin with the case of unlabelled Dyck paths. Fix a path D ∈ Dn. We will
construct a new path E ∈ Dn such that area(D)= dmaj(E) and dinv(D)= area(E), which
proves that
∑
D∈Dn
qarea(D)tdinv(D) =
∑
E∈Dn
qdmaj(E)tarea(E).
The bijection is essentially a combinatorial version of the proof of this formula given in
Section 1.
Consider the area sequence a(D)= (a1(D), . . . , an(D)). It is easy to see that such a list
of numbers corresponds to a valid Dyck path iff ai0 for all i, an = 0, and aiai+1 + 1
for all i < n. Set s = max1 inai . For 0js, let bj be the number of occurrences of
j in a(D). It follows from the above conditions on a(D) that bj > 0 for all j; moreover,
b0 + · · · + bs = n.
To constructE, we ﬁrst draw a bounce pathBwhose successive horizontal moves (starting
from (n, n)) have lengths b0, . . . , bs . This bounce path, together with the main diagonal line
y = x, creates a sequence of s + 1 triangles which we shall call T0, . . . , Ts . For 1 is,
there is an empty rectangular region Ri located north of triangle Ti and west of triangle
Ti−1. Note that rectangle Ri has width bi and height bi−1.
We now describe how to construct the portion of the path E located in rectangle Ri . Fix
i, and let wi be the word obtained from a(D) by deleting all symbols other than i − 1
and i. Then wi consists of bi−1 occurrences of i − 1 and bi occurrences of i; also, by the
conditions on a(D), the last symbol in wi must be i − 1. Read the symbols in wi from left
to right. Starting at the northwest tip of triangle Ti , draw an EAST step when the symbol
i is read; draw a NORTH step when the symbol i − 1 is read. Note that this partial path
must terminate in a NORTH step. For later use, we remark that the “left-turns” of E in the
region Ri correspond precisely to the descents in the word wi . Because of the condition
aiai+1 + 1, the set of descents in all the words wi corresponds bijectively with the set of
descents in the full word a(D).
After ﬁlling all the rectangular regions in this way, we obtain the Dyck path E. Observe
that, because the paths within each Ri ended in NORTH steps, B is the bounce path derived
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from E. Therefore,
dmaj(E)= (n− b0)+ (n− b0 − b1)+ · · · + (n− b0 − b1 − · · · − bs)
= n(s + 1)− (s + 1)b0 − sb1 − · · · − (s + 1− j)bj − · · · − 1bs
= (s + 1)(n− b0 − · · · − bs)+
s∑
j=0
jbj
=
s∑
j=0
jbj =
n∑
i=1
ai
= area(D).
Furthermore, from the deﬁnitions of bj and wi , it is easy to see that the formula for dinv
can be rewritten as
dinv(D)=
s∑
j=0
(
bj
2
)
+
s∑
i=1
coinv(wi),
where coinv(wi) is the number of coinversions in the word wi . Now
(
bj
2
)
is the number of
area cells in the triangle Tj , and coinv(wi) is the number of cells beneath the path E in the
rectangle Ri . Hence, dinv(D)= area(E).
The process used to construct E from D is reversible. First, we obtain b0, . . . , bs by
examining the bounce path of E. Next, we recover a(D) from E by starting with b0 zeroes
and successively inserting b1 ones, then b2 twos, etc., according to the partial paths in R1,
R2, etc. The condition that aiai+1+ 1 ensures that there will be a unique way to perform
this insertion procedure. Hence, we obtain the desired bijection.
As an example, if we take D to be the path as shown in Fig. 5 (ignoring labels), then E
will be the path shown in Fig. 6 (ignoring labels).
Next, we consider the case of labelled Dyck paths. We will give a bijection from Pn to
Qn that sends area to dmaj and sends dinv to area′. This bijection proves that
Rn(q, t)=
∑
P∈Pn
qarea(P )tdinv(P ) =
∑
Q∈Qn
qdmaj(Q)tarea
′(Q) = Sn(q, t).
Fix P ∈ Pn. We shall constructQ ∈ Qn with dmaj(Q)= area(P ) and area′(Q)=dinv(P ).
As an example, the labelled path P in Fig. 5 will map to the labelled path Q in Fig. 6.
LetD=D(P ) denote the underlying unlabelled Dyck path of P. Let E be the unlabelled
Dyck path produced by the above bijection,with dmaj(E)=area(D) and area(E)=dinv(D).
E will be the underlying unlabelled path for Q (i.e., D(Q)= E).
We obtain Q by attaching labels to E, as follows. Scan each of the diagonals of P, from
southwest to northeast, starting with the main diagonal and proceeding upward. Enter the
labels of P, in the order in which they are encountered, on the main diagonal of Q going
from northeast to southwest. For instance, in Fig. 5, P has the labels 1, 9, 11, 8 on the main
diagonal, followed by the labels 2, 13, 7, 6, 14 on the ﬁrst superdiagonal, etc. Hence (see
Fig. 6), the labels on the main diagonal of Q are 1, 9, 11, 8, 2, 13, 7, 6, 14, . . . starting from
(n, n). Clearly, we can recover the labelling of P from the labelling of Q.
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Here is an equivalent way of describing the relation between the labels in P andQ. Recall
that E = D(Q) can be dissected into triangles T0, . . . , Ts and rectangles R1, . . . , Rs . For
0js, the bj labels on the main diagonal of Q inside triangle Tj (read from top to
bottom) are the labels appearing in the leftmost cells of the bj rows ofD=D(P ) for which
ai(D)= j (read from bottom to top).
Recall that the labels of P in a given column must increase from bottom to top. To check
the validity of a given labelling, it clearly sufﬁces to check that adjacent labels in the same
column are always properly ordered. Suppose that the labels ri and ri+1 in rows i and i+ 1
both occur in column j. This occurs iff ai=ai+1+1 iff there is a descent of a(D) at position
i (recall that aiai+1 + 1). We observed earlier that the descents of a(D) correspond
bijectively to the left-turns of E = D(Q). From here, it is easy to verify that label ri+1
appears in Q due east of the left-turn corresponding to the descent ai+1>ai , and the label
ri appears in Q due south of this left-turn. Hence, the labelling restrictions on P imply the
corresponding labelling restrictions on Q, and conversely.
Clearly, dmaj(Q)=dmaj(E)=area(D)=area(P ).We now show that area′(Q)=dinv(P ).
Consider a typical area cell c of the pathE=D(Q). Suppose ﬁrst that c is inside triangle Tk .
Let x1, x2, . . . , xak be the labels on the diagonal ofQ inside Tk , from top to bottom.As noted
above, the labels x1, x2, . . . , xak are just the numbers ri in all positions i for which ai = k,
written in reverse order. Thus, the cells inTk that contribute to area′(Q) correspond precisely
to inversions in the word xak , . . . , x2, x1. We obtain a bijection between the contributing
cells in Tk and the set
{(i, j) : i < j, ri(P )> rj (P ) and ai(D)= aj (D)= k} (0ks).
A similar argument applies to a cell c in rectangle Rk . The horizontal position of the cell
determines a unique rj such that aj = k, and the vertical position of the cell determines a
unique ri such that ai=k−1.All pairs (i, j) for which ai+1=aj are accounted for exactly
once in this fashion (as k ranges from 1 to s). Now, we get a contribution to dinv(P ) iff i < j
and ri < rj ; this occurs precisely when the associated cell c satisﬁes the two conditions
for contributing to area′(Q). We conclude that the number of contributing cells in all the
rectangular regions Rk is exactly the cardinality of the set
{(i, j) : i < j, ri(P )< rj (P ) and ai(D)+ 1= aj (D)}.
Combining this result with the one in the preceding paragraph, we conclude that area′(Q)=
dinv(P ). This completes the proof. 
4. Labelled trees
There are a number of known bijections between parking functions on n cars and forests
of labelled trees on n vertices [1,2,11]; see also [16, p. 140]. It is not easy to translate
Conjecture 2 into a statement about trees using these bijections since it is hard to keep track
of what happens to the area and dinv statistics. In this section we describe a simple bijection
between forests of rooted labelled trees, and parking functions in the geometric form of
Section 2, which makes it easy to describe versions of these statistics for trees.
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Fig. 7. The tree for the parking function of Fig. 4.
Given a parking function P as in Section 2 and a given car i, travel northeast, staying in
the same diagonal, until we either leave the n× n square or run into another car. If we run
into a car at the bottom of a column, then we say all the cars in that column are “children”
of car i. If we leave the square or run into a car which is not at the bottom of a column, car i
has no children.We deﬁne a rooted, labelled tree T (P )with root labelled 0 by the condition
that the node with label i (call this node i) is a child of the root node if and only if car i is
in the ﬁrst column of P, and for a non-root node i, i has j as a child if and only if car j is a
child of car i in P. Also, when we draw a tree T we put the children of node i below node i,
increasing from left to right. For example, if P is the parking function from Fig. 4, T (P ) is
represented in Fig. 7.
We recursively deﬁne the preference order of such a tree as the sequence of n num-
bers, beginning with the children of the root node, listed left to right (smallest to largest)
followed by the preference order of the descendants of the largest child of the root node,
followed by the preference order of the descendants of the next-to-largest child of the
root node, etc. We also deﬁne a function di(T ) recursively by d0(T ) = 0, and if j is the
kth-smallest child of i, then dj (T ) = di(T ) + k − 1. For example, the tree of Fig. 7 has
preference order 6, 9, 10, 1, 3, 5, 2, 4, 7, 8, and the d values of these (non-root) nodes are
0, 1, 1, 0, 1, 2, 1, 2, 3, 2, respectively. Given a tree T, we construct a Dyck path D(T ) by
the condition that the length of the kth row, from the bottom, of D(T ) is the d value
of the kth element of the preference order of T. We then construct a parking function
P(T ) by placing the kth number from the preference sequence of T in the kth row, from
the bottom, immediately to the right of D(T ). Next deﬁne area(T ) to be the sum of the
d-values of the nodes of T, and dinv(T ) to be the sum of the cardinalities of the two
sets
{(i, j) : i < j, d(i)= d(j) and i occurs before j in preference order}
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and
{(i, j) : i < j, d(i)+ 1= d(j), and i occurs after j in preference order}.
It is not hard to see that P(T (P ))= P , T (P (T ))= T and furthermore that area(T (P ))=
area(P ) and dinv(T (P ))= dinv(P ). Thus Conjecture 2 is equivalent to the following.
Conjecture 3.
Hn(q, t)=
∑
T
qarea(T )tdinv(T )
where the sum is over all labelled, rooted trees T with n + 1 vertices and root node
labelled 0.
5. Open problems
The main obstacle to proving Conjecture 2 by the methods of [3,4] is the lack of a
recurrence relation forRn(q, t).We have also been unable to resolve a number of interesting
bijective questions related to Conjecture 2, most notably to prove Rn(q, t) is symmetric in
q and t by ﬁnding an involution on parking functions which interchanges area and dinv. As
a partial result in this direction, there is a proof that Rn(q, 1)= Rn(1, q) in Loehr’s thesis
[14]. More recetly, Loehr has also shown q( n2 )Rn(q, 1/q)= (1+ q + · · · + qn)n−1, which
is the value for q(
n
2 )Hn(q, 1/q) conjectured by Stanley [7]. A central question still open
at this writing is how to incorporate the Sn-action into Conjecture 2 by ﬁnding a pair of
statistics on parking functions that generate the Schur expansion ofFn(q, t).
The statistics and bijections discussed in Section 3 are specializations of more general
constructs that apply to variations of the q, t-Catalan numbers and parking functions. In
particular, the second author has discovered combinatorial results concerning the “extended
family” of q, t-Catalan sequences Cmn (q, t) introduced by Garsia and Haiman [5]. These
generalizations are discussed in [12–14].
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