ABSTRACT S-ALOHA channels are intrinsically unstable and must be equipped with proper controls. The function of the controls is to dynamically adjust the ALOHA channel transmission gates in accordance with the dynamic load fluctuations. The purpose of the controls is to protect the channel from unstable behavior while optimizing channel efficiency and performance during normal operating conditions. Two control algorithms are proposed: the Closed Loop Control-Collision Detect (CLC-CD) algorithm, which assumes the capability of distinguishing collision slots from empty slots at the receiving station; and the Closed Loop Control-Collision Non-Detect (CLC-CND) algorithm, which does not require such capability. The control implementation is distributed among all stations. Channel stability and efficiency is achieved by driving the total transmission and retransmission rate to unity, using a feedback, closed loop control approach.
I. INTRODUCTION
The S-ALOHA (slotted ALOHA) channel is a time division, multiple access channel for packet communications. Time is divided into fixed length slots each large enough to contain a maximum sizepacket.
Stations with packets to send will transmit at the beginning of a randomly chosen slot, with no attempt to reserve slots or to preschedule retransmissions. 9 Due to lack of prescheduling, packets from different stations may destructively collide (i.e. may be transmitted in the same slot) thus requiring subsequent retransmissions and causing an increase in the effective channel load. Because of this behavior, throughput and delay performance of the S-ALOHA channel depend critically on the traffic pattern and the transmission rates.
Given the traffic pattern, there is an optimal transmission rate which minimizes delay. If the system is properly adjusted, then the optimal transmission rate yields both maximum throughput and minimum delay. If the transmission rate exceeds the optimum value, channel performance degrades and the channel is not operated cost-effectively. Moreover, the channel may be unstable under particular traffic load conditions.
More precisely, a channel with transmission parameters optimized for the nominal load may be driven to a degraded mode by a peak load due to statistical fluctuations, and may remain in such a mode even when traffic conditions return to normal.
For the above reasons it is necessary to introduce transmission control mechanisms in the ALOHA channel.
The objectives of the controls are:
TO adjust the channel parameters so that the channel operates at optimal performance for the offered (time varying) traffic pattern.
To recover from instability generated by peak loads.
The functions of the control procedures are: monitoring of channel status (i.e., empty slots, collision slots, success slots, own retransmissions, etc.); and adjustment of the transmission parameters based on channel observations.
Control procedures may be centralized or distributed.
Here we limit, our study to distributed control procedures, since centralized procedures are affected by reliability and vulnerability problems. A variety of distributed ALOHA controls may be found in the literature2,3,4, 9. Unfortunately, most of the proposed schemes are based on some restrictive assumptions (e.g., only one buffer per station, time invariant traffic load and traffic pattern, large station population, capability of detecting collisions, etc.).
Therefore, a direct application of such schemes to the most general S-ALOHA network isnot always possible nor cost-effective.
In the following we introduce an S-ALOHA satellite network model. With this model we review the proposed techniques and discuss their limitations. We then present a novel approach to the control of ALOHA channels and propose two algorithms for its implementation.
THE MODEL
The satellite network :model considered here consists of an arbitrary number of ground stations dynamically competing for access to a broadcast satellite channel in a slotted ALOHA mode. 1 The stations are equipped with large buffer pools to allow for efficient utilization of the channel, and may provide traffic concentration for both batch and interactive users.
Each station maintains two transmission queues: the queue of new packets and the queue of retransmit packets (i.e., packets that must be retransmitted because of error or collision).
Service is FIFO in each queue, with the retransmit queue having strictly higher priority than the new queue.
Using the protocol of the S-ALOHA channel, transmissions occur at random times, and the intervals between subsequent transmissions are geometrically distributed.
The randomization is obtained by applying probability gates PN and PR to new transmissions and retransmissions respectively (i.e., each station will retransmit a packet with probability PR or, if the retransmit queue is empty, then a new packet will be transmitted with probability PN at the beginning of each slot).
In general PN ~ PROf critical importance for the design of control procedures is the capability of distinguishing colli-2-10 sion slots from empty slots.
In our study we consider two models: (I) Collision Detect (CD) Model, and (2) Collision Non-Detect (CND) model. The CD model assumes the capability of distinguishing collision slots from empty slots; the CND model assumes no such capability.
External arrivals are assumed to be Poisson, with time varying rates to reflect changes in the traffic pattern with time.
S. PREVIOUS WORK
The control of unstable random access channels has been the object of considerable research effort in recent years, leading to several contributions that are documented in the published literature. In this section, we summarize the techniques that are most representative of the state of the art in order to provide a framework for the introduction of our proposed closed loop control scheme.
S.I Control Limit Pblicz9
This policy consists of monitoring channel load and dynamically changing gate values PN and PR from their steady state values to more conservative values when the channel load exceeds a given threshold. Letting L C be a critical (optimal) channel load (L C may be expressed in terms of the fraction of empty slots) and PO and PC be the gate probabilities under steady state and heavy load conditions respectively, the control policy selects the gate values as follows:
~ile PO optimizes channel performance under normal operating conditions, Pc is sufficiently small so as to reduce channel congestion and drive the channel back to normal conditions. The control limit policy was proven to be very effective for systems with:
A large number of stations with interactive traffic
Single buffer stations

Stationary traffic patterns
In order to implement the above procedure, one must first choose (experimentally) the values of Pn and Pc that are appropr'late for the given systel, con~igura-~ tion. Then, one analytically finds the optimal value L C for the chosen values of PO, PC and the other system parameters.
In our satellite network model we have an arbitrary number of stations (small or large) with a mix of interactive and batch traffic and with multiple buffers. Furthermore, we permit changes in traffic pattern. These new requirements imply some ~odifications in the original definition of the Control Limit policy before application to our model, as discussed below.
First, a time-varying traffic pattern requires the dynamic adjustment of PO to ensure optimal channel performance with different channel load conditions. Second, an appropriate value PC must be chosen for stability.
Here the presence of ~ultiple buffers creates serious complications. Consider what happens when a burst of tlaffic exceeds the channel capacity: queues will grow large; the channel load will exceed LC; and the gate value will be reduced from PO to PC. Since PC << PO, the channel load will rapidly fall below L C. At this point, we restore P = PO; but PO will most likely generate L > L C because of the existing backlog, and so on. The oscillation between PO and PC may persist for a long time and may reduce the channel performance. Such oscillating behavior was verified in the simulation experiments (see Figure 10 ).
3.2
Retransmission Control Procedure 3'4 '9 This procedure consists of using m + 1 different gate values: PN for new transmissions; and p(~), -th i = i,..., m for the 1 retransmission Of the same , packet. For retransmissions beyond m, the value P! m) is used. Note that, for m = i, the gates reduce t~ PN and PR'The value of PN is chosen so as to optimize while the P~i)'s are chosen steady state performance,
in decreasing sequenc [ .e., on the concept that a high number of retransmissions is a symptom of channel congestion and that a reduction of PR facilitates the recovery from congestion. A given gate selection, however, is optimal only for a given traffic pattern. If the pattern changes with time (as it does in our model) the gate values must be dynamically readjusted to maintain efficiency and to avoid instability.
A CLOSED LOOP CONTROL (CLC) APPROACH
The brief survey presented in the previous section shows that the major limitation of the existing schemes is the inability to adjust to significant traftic pattern changes.
The need for efficient controls that can adjust to time-varying traffic patterns therefore stimulated research in new directions.
In particular, the property that the maximum throughput in an S-ALOHA channel is obtained when the sum of transmission and retransmission rates is equal to unity I suggested some interesting possiblilites for optimal channel control.
More precisely, Abramson showed that in an S-ALOHA channel with random transmissions, with any number of stations and with any traffic pattern, the maximum throughput is obtained with G = i, where G is the average sum of transmission and retransmission attempts per slot (including conflicts).
A simple control approach based on the G = 1 optimality condition then suggested itself. This approach consists of measuring G over a proper history (window into the past) and adjusting the ALOHA gates upwards or downwards so as to nullify the error e ~ G -i, using a closed loop mechanism.* Because of the distributed implementation of the closed loop control procedures, it is required that each station broadcast its current gate value, PN" This is done by stamping the value PN in the packet header at the time of transmission (or retransmission). Gate value broadcasting is necessary in order to maintain all PN'S identical in all stations and to avoid capture by stations whose PN is higher than average.
In heavy traffic the controls maintain the equilibrium condition G = i, thus achieving optimal channel utilization for any traffic pattern. In light traffic conditions, the value G = 1 obviously cannot be reached; in this case the effect of the closed loop controls will be to open the gates completely (PN = i) so as to minimize delay. The system is protected from congestion since a sudden channel overload causes prompt reduction of gate values and therefore a reduction of the load.
Fairness is guaranteed by the fact that all PN'S are equal.
Three closed loop algorithms based on different assumptions on channel load information may be conssidered:
a. Complete Knowledge (CK): Each station can distinguish empty slots from collision slots. Futhermore, the station can determine the number of collided packets in a collision slot. Since the latter assumption is not very realistic, the CK algorithm mainly has theoretical value and serves as a term of * A closed loop control approach similar to the one described here was proposed independently by Banh-TriAn 2. The Banh-Tri-An model, however, assumes collision detection and infinite population in order to estimate the channel load G.
2-11
comparison for the other algorithms.
b. Collision Detection (CD): Each station can distinguish empty slots from collision slots.
c. Collision Non-Detection (CND): Stations cannot distinguish empties from collision (except for their own collisions).
These algorithms are defined in detail below. Notice that we impose p(i) < p~i)-in order to exercise the closed loop controlKals~ on retransmissions.
Furthermore, we impose p~i)" < i/m to insure a reasonable probability of success among the m stations engaged in retransmissions after a conflict.
Closed Loop Control (Collision Detect> Algorithm
Assumptions: Each station monitors S, S i ~ i and C; and calculates P. In our experiment the slot is 0.03 sec, and the uplink and downlink propagation delay R is .250 sec or approximately 8 slots.
It is desirable to have W > UC > R for a smooth channel load estimation and feedback control.
EXPERIMENTAL RESULTS
General
The typical variables monitored during a simulation run and displayed in the plots are: the throughput S (successful packet transmissions~slot); the channel load estimate G at the first station (total transmissions/slot); and the gate value p(1) of the first station (or the average gate value ~ PN over all the stations).
Convergenc 9
A series of runs were made to verify that the steady state solution given by the controls is close to the optimal solution predicted by theory, and to measure the time required to converge to such steady state solution, starting from different initial gate values.
Figures 1 and 2 display the convergence of the CLC-CD algorithm in a 5-station configuration under heavy load (new packet generation rate = 1 pkt/slot/ station), starting from two different choices of initial gate values, namely P^. = O and P^.= 1
respectzvely. For the control parameters DP, UC and W, the following values were experimentally chosen: DP = .i, UC = 16) W = 64.
Letting P = P = P,the equilibrium throughput S predicted by ~heor~ is: S = 5 P (l-P) 4. The maximum throughput is S = .41 and is obtained by setting P = .2. The simulation results in Fig 1 and 2 show That at equilibrium the CLC-CD algorithm achieves optimal throughput and optimal transmission gate values regardless of the initial conditions used. Now consider the start-up period. We notice that the channel throughput S reaches the equilibrium value S = .41 in an interval ranging from 150 4o 300 slots for both experiments. For the parameters G and PN kl),~ on the other hand, the convergence to the steady state values of 1 and .2 respectively is slower and is characterized by a damped oscillatory pattern. The It is interesting to observe that the oscillations of S are much less pronounced than those of G and PA 1): • This is explained by the fact that G and p~l)r are estimates evaluated at one individual station while S, the total throughput, is the sum of several contributions whose fluctuations are only loosely correlated with each other. Figures 3 and 4 show the behavior of a S-station system with an unbalanced traffic condition (RI = 0.4; R 2 = R 3 = R 4 = R 5 = 0.01) using the CLC-CD algorithm and starting from different initial gate values. The initial gate value is P0 = 1 in Figure 3 , and P0 = 0.2 in Figure 4 . The optimal equilibrium gate value predicted by theory is PN = 1 due to the fact that there is only one major traffic source with little conflicting traffic. Both runs converge to the optimal gate value in the same number of slots, i.e., 300 slots. Considering that in the above experiments the channel is not saturated, these results confirm the assertion that the CLC scheme is optimal also for non-saturated channel conditions.
Experiments identical to those shown in Figures  1 through 4 were repeated for the CLC-CK and CLC-CND algorithms. The results of the latter schemes were surprisingly close to the results obtained with the CLC-CD algorithm. This fact indicates that the accuracy of collision estimates does not have a critical impact on control algorithm performance.
Cyclic Pattern Experiments
In order to test the ability of the controls to adjust to rapid traffic pattern changes we developed a feature known as the "cyclic generator" in our simulator. This cyclic generator is a message generator whose rate can be changed at prescheduled times during the simulation run, thus producing cyclic patterns ~f desired amplitude and frequency.
The cyclic generator was used in a 20-station configuration to generate the traffic shown in Table i . In this pattern, two stations generate packets constantly at the maximum rate (i.e., 1 pkt/slot/station), while the remaining 18 stations periodically generate a pulse of maximum rate and duration = 20 slots every 2,000 slots, and are silent for the remainder of the time. Two different schemes were tested: the uncontrolled scheme and the CLC-CND scheme. The throughput results reported in Table 1 show that throughput is improved by 30% (from S = .303 to S = .413) by introducing controls. The optimal control for the above cyclic pattern consists of using PN = PR = .05 while 20 stations are backlogged, and PN = p-= .5 when only 2 stations are active. The theoretica~ optimum is S = .435. Thus, the performance of the CLC control is only 5% below optimum.
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Figures 5 and 6 show the total throughput S, the gate value PN of the first station, and the channel load G for the uncontrolled and controlled case respectively. Note in Figure 6 that the gate value PN moves between the value 0.5 (optimum for 2 stations) and the value 0.05 (optimum for 20 stations).
It is not surprising that value PN = 0.05 is maintained for approximately i000 slots, i.e., the time required to deliver the 20 x 20 = 400 packets introduced in the network during the 20-slot burst.
6.4
Pulse Generator
An important performance measure for a stability control algorithm is the time to recover from a pulse burst. A pulse in the input rates may drive a system to instability even though the normal operating conditions are stable. In this section we study the recovery phenomenon. Table 2 shows a traffic pattern which contains a pulse of duration = 20 slots, between slot 1000 and slot 1020. The pulse is applied to all stations in a 20 station network configuration.
A variety of control algorithms were tested. For each algorithm we measured the throughput performance during the first i000 slots (before the pulse), the performance during the 4000 slots following the pulse and the time to recover from the pulse (i.e., the time required to deliver all packets generated during the pulse). Simulation results as well as theoretical upper bounds on performance are reported in Table 2 . .i THROUGHPUT TIME TO AFTER PULSE RECOVER S (slOts) (1000-5000 slots)
.158 1,400 The conservative uncontrolled scheme with PN = PR = 0.05 is stable, but gives poor performance (see Figure 7) . The uncontrolled scheme with P = P = 0.5 gives optimal performance before the pu~se wren only two stations are active, as expected; but it virtually collapses into an unstable mode after the pulse, with zero throughput (see Figure 8) . The uncontrolled scheme with PN optimized for the normal operating condition with two active stations (i.e., PN = 0.5) and P R optimized for the heavy load condition with 20 active stations (i.e., PD = 0.05) shows better performance than the previous schemes, but is still well below optimum (see Figure 9 ). For the control limit scheme, the critical load was set to L c = 1.5, and the gate values were chosen as Po = .5 and Pc = .05; i.e., the optimum at steady state (2 active stations) and the opimum during congestion (20 active stations) respectively.
The control limit scheme shows poor performance after the pulse because of the oscillatory behavior of P~ predicted in Section 3.1.
The oscillations are triggered by the large backlog (up to 20 packets) at each station. As a consequence, the time to recover is larger than for the other schemes, and the performance after the pulse is substantially less than optimal (see Figure 10) .
The CLC-CND scheme shows the best performance among all the other schemes after the pulse, with a throughput only 5% below the theoretical optimum (the optimal control assumes PN = PR = .05 with 20 active stations, and P~ = PR = .5 with 2 active stations). The fact that the performance before the pulse is not as good as that of other schemes is due to the 500 slot start-up interval required to adjust the gates from the initial value PK~ = 1 to the optimal value P~ = 0.5 (notice that i~'the initial value P~ = .5 Tnstead of PN = 1 were used, optimality would Have been achieved aTso in the pre-pulse period).
From Figure ii we notice that the gate PN is rapidly reduced from 0.5 to 0.05 after the occurrence of the burst (by decrements of DP = 0.i every UC = 32 slots), and is restored to the optimal steady state value, P. = 0.5, after the congestion .N has been cleared. The tlme to recover (1,400 slots) is slightly higher than the theoretical upper bound (i,I00 slots). This is attributed to the fact that the upper bound assumes that the queues of the 18 "bursty" stations clear all at the same time, while in reality there is a gradual phasing out,lasting on the order of a few hundred additional slots.
The above results show that the Closed Loop Control scheme is superior to all the other schemes in handling pul~e traffic situations. The result is especially remarkable when we consider that the parameters of both uncontrolled schemes and Control Limit scheme were specifically optimized for the traffic pattern under consideration, while no prior tuning was required for the Closed Loop Control scheme.
CONCLUSION
We briefly reviewed the existing ALOHA stability control algorithms and showed that they are not adequate (in their present form) for a general satellite network model because of the following restrictive assumptions:
Single buffer stations Time invariant traffic pattern and traffic rate.
We then proposed a closed loop control approach which attempts to drive the total channel load G to 1 (where G is the sum of transmission and retransmission rates over all stations), based on the well-known result that the performance of a heavily loaded S-ALOHA channel is optimized for G = i. Finally, we showed that the Closed Loop Control yields optimal performance also in nonsaturated channel situations.
Two closed loop, full distributed control algorithms were introduced, namely:
Collision Detect (CD) algorithm, which requires distinction of collision slots from empty slots, and Collision Non-Detect (CND) algorithm, which does not distinguish collisions 2-14 from empties.
Comparing the two algorithms we notice that memory and CPU resources required for the implementation, are approximately equivalent.
Storage must be provided for the history window in both algorithms. At each update the station must count S, S., ~ and C (for the CK algorithm), or S and C. (for t~e CND algorithm). The average P is then e~aluated, and a few steps lead to the estimate of G and to the updated gate values, P#) and p i).
Channel overhead is slightly increased (with respect to uncontrolled S-ALOHA) by the requirement of carrying the current value of the gate P. in each packet. Since an 8-bit character is sufficient to encode P , the additional overhead is less than 1% with i000 b~t packets.
A family of simulation runs was made to evaluate and compare the performance of different control schemes in a variety of traffic conditions. Simulation results show that the control algorithms converge to near optimality at steady state. Furthermore, the performance of the CND algorithm is about equivalent to that of the CD algorithm, thus indicating that the capability of distinguishing collisions from empties is not critical for the closed loop control of S-ALOHA channels.
Sensitivity studies were carried out to determine the impact of control parameter values (i.e., DP, W, etc.) on performanceS. ~ The results show that while the behavior of each individual station is rather sensitive to the choice of parameters (e.g. gate value P. fluctuations became very pronounced if DP = .5 or W ~= 8), the behavior of global system variables (e.g. total throughput or average gate value P ) is rather insensitive to parameter changes. This fact suggests the possibility, for example, to increase DP in order to reduce the time to converge to steady state without compromising global performance; or to adjust DP dynamically, depending on the nature of the input traffic fluctuations• The stability properties of the control algorithms and their superiority over uncontrolled schemes for time varying load patterns were demonstrated in cyclic pattern and pulse pattern experiments. Among the controlled schemes, the CLC algorithm displayed a better performance than other algorithms previously proposed (namely, the Retransmission Control and the Control Limit schemes).
The experiments discussed in this paper are based on stations with a large buffer pool and a predominantly batch traffic environment (heavy load). Experimentation is currently under way on system configurations with smaller buffer sizes and various mixes of traffic classes (e.g., interactive, batch, etc.). Partially controlled systems, where only a subset of the stations is controlled while the remaining stations have fixed gate values, are also being considered• Also, we are exploring the possibility of applying the closed loop control approach to other random access schemes. One Rromising area is the Unslotted ALOHA channel control I. Another important application is the control of the contention subframe in reservation schemes in which reservations are placed in an S-ALOHA mode 6,10. It appears that a simplified version of the CLC scheme may be suitable for the latter type of applications.
APPENDIX A i.
Evaluation of m = average number of collided packets per conflict.
C Let: P., i I,...,N be the transmission probability of statio~ i.
We have G = ~P.
• 1 l SlW = zp n Of interest is the evaluation of ~ for G = I, since G = 1 is the optimal operating point. For an infinite population and G = i, recall that S/W = E/W = i/e.
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Thus from Eq. 
