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Abstract
Peripheral Nerve Blocking (PNB) is a technique commonly used to perform regional
anesthesia and for pain management. The success of PNB procedures depends on the accurate
location of the target nerve. Recently, ultrasound imaging has been widely used to locate
nerve structures to carry out PNB, due to it enables a non-invasive visualization of the
target nerve and the anatomical structures around it. However, the ultrasound images are
affected by several artifacts making difficult the accurate delimitation of nerves. In the
literature, several approaches have been proposed to carry out automatic or semi-automatic
segmentation. Nevertheless, these methods are designed assuming that the gold standard
is available, and for this segmentation problem this gold standard can not be obtained
considering that it corresponds to subjective interpretation. In this sense, for building those
segmentation models, we do not have access to the actual label but an amount of subjective
annotations provided by multiple experts. To deal with this drawback we use the concepts
of a relatively new area of machine learning known as “Learning from crowds”, this area
deals with supervised learning problems considering the case when the gold standard is not
available.
In this project, we develop a nerve segmentation system that includes: a preprocessing
stage, feature extraction methodology based on adaptive methods, and a Centered Kernel
Alignment (CKA) based representation to measure the annotators performance for building
a classifier with multiple annotators in order to support peripheral nerve segmentation.
Our approach to classification with multiple annotators based on CKA is tested on both
simulated data and real data; similarly, the methodology of automatic segmentation proposed
in this work was tested over ultrasound images labeled by a set of specialists who give their
opinion about the location of nerve structures. According to the results, we conclude that
our methodology can be used to locate nerve structures in ultrasound images even if the
gold standard (the actual location of nerve structures) is not available in the training stage.
Moreover, we determine that the approach proposed in this work could be implemented as
a guiding tool for the anesthesiologist to carry out PNB procedures assisted by ultrasound
imaging.
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1.1 Introduction
Peripheral Nerve Blocking (PNB) is a widely used technique to perform regional anesthesia
and for pain management [1]. PNB comprises the administration of anesthesia into the
area surrounding the target nerve [2]. The diffusion of the anesthetic through the nerve
inhibits its electrical conduction by blocking the sodium channels and thus, the transmission
of nociceptive information to the central nervous system. In this sense, the success of the
PNB procedure depends strongly on the fact that the anesthetic is supplied in the right place.
Hence, the accurate location of the nerve structures is a major step in PNB procedures [3,4].
In order to find the right position of the target nerve, four methods have been proposed in the
literature and the clinical practice to perform PNB: Anatomical surface landmarks, elicitation
of paresthesia, nerve stimulation, and ultrasound imaging [3]. The knowledge of surface
anatomical landmarks allows finding the point where the needle has to be inserted. However,
this approach is not common in the clinical practice since there are anatomical differences
among each patient (e.g., weight, height and body habits) [3]. Eliciting paresthesia during
the exploration with a needle indicates that the needle is near to a nerve structure. Currently,
this method is less frequent in clinical practice due to it is uncomfortable and even painful
for the patient [5]. Electrical nerve stimulation comprises the use of a needle for providing
a low-intensity electrical stimulus in the area surrounding the nerve. An appropriate motor
response indicates that the needle is close enough to the nerve [6]. This approach determines
the point and how deep the needle has to be inserted. Although electrical nerve stimulation
has been considered as the gold standard for PNB procedures [3], it is not a safe technique
since it is invasive and there are several complications associated with it (e.g. neurological
injury and vascular puncture) [7]. The ultrasound imaging is a more sophisticated approach
where the anesthesiologists have to interpret the ultrasound characteristics of the structures
in the image to locate the nerve [2].
Unlike the above methods, ultrasound imaging enables a non-invasive visualization of the
nerve, the structures around the nerve, the needle used, and the injected anesthetic to ensure
adequate distribution [3]. However, the segmentation of ultrasound images is a challenging
task due to these images are affected by several artifacts such as attenuation, acoustic
shadows, and speckle noise [8]. Moreover, nerves are not static structures. Hence their
location and shape depend on factors such body position, gravity and external forces (e.g. the
pressure on the ultrasound probe) [9]. In this sense, the success of PNB procedures guided by
ultrasound imaging depends on the operator (anesthesiologist) experience. It is important the
ultrasound device configuration (i.e. gain, spatial resolution, axial resolution, and contrast)
and the knowledge about the variations of the ultrasound characteristics associated to the
nerve structures. The above is one of the reasons for which the anesthesiologists have to take
long training sessions to acquire experience in recognizing nerve structures in ultrasound
images. The drawbacks associated with the nerves identification can be minimized by
developing systems to segment nerve structures automatically. These systems are intended
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to help the anesthesiologist to locate the nerve structures accurately in order to carry out
PNB procedures.
From the point of view of engineering, automatic segmentation of nerve structures has several
challenging aspects taking into account the ultrasound images features. One of the most
common issues associated with this type of images is the presence of “Speckle” generated by
the non-homogeneous structures in the analyzed tissue [10]. This noise affects the fine details
and the anatomical structures edges present in the images [11]. Also, such images are affected
by certain artifacts that generate some anatomical structures with similar ultrasound features
to a nerve, which further hinders proper identification of nerve structures [9]. For the above
reasons, it is necessary to perform several steps in order to identify all the structures in the
ultrasound images.
The speckle noise and the artifacts should be attenuated without eliminating nor removing
relevant anatomical details from the clinical point view. The presence of Speckle noise
in ultrasound images is a problem that it has been widely studied but that it has not
been solved. Between the developed methods for speckle reduction, we can found different
approaches. Filters based on average [12], median filtering [13], and Wiener filtering [14].
An adaptive median filter was introduced in [15], which can eliminate the speckle noise, but
it fails conserving important details. The Wiener filter uses second order statistics from a
Fourier decomposition. However, this approach it is not adequate for speckle reduction due
to it was designed for reducing additive noise. To deal with the multiplicative nature of
the speckle noise, in [14] a homomorphic approximation was developed. In this approach,
the logarithm of the image is computed to convert the multiplicative noise into additive
noise with the aim of using Wiener filtering. Also, the Wavelet transform has been used for
speckle noise reduction [16, 17]. In [18], a methodology for speckle reduction is developed;
first, the logarithm of the image is computed; then this new image is decomposed in
different multi-resolution scales by using the 2D Wavelet transform. After the multi-scale
decomposition, the signal and noise components are modeled as Gaussian Processes to build
a Bayesian estimator for each scale, and hence perform the steps of noise reduction and
feature extraction. However, to the best of our knowledge, those methodologies have not
been applied to deal with the specific problems of nerve identification.
On the other hand, there are some anatomical structures such as tendons, muscles, lymph
nodes, blood vessels and pathological conditions like the presence of tissue edema that have
similar ultrasound features to the nerves [3, 9]. In this sense, it is necessary to extract
relevant features from the ultrasound images to differentiate the nerves from the others
anatomical structures in the image. Statistical methods of texture analysis have been used
with some success in this field. These methods have been employed in the classification and
discrimination studies of tissues in the thyroid [19], breast tumors [20], heart tissue [21],
prostate [22]. Nevertheless, we did not find a methodology fixed for capturing the specific
anatomical features associated with nerves structures depicted in ultrasound images.
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Master Thesis: Introduction
The problem of nerve segmentation in ultrasound images has not been widely studied.
Between the proposed works, two approaches can be identified: Semi-automatic segmentation
and Automatic segmentation. Regarding semi-automatic segmentation, in [2] the authors
propose an approach based on K-means clustering to split the region of interest (ROI) into
five areas. Then, they use a scoring algorithm for finding the nerve region based on four
features: Area, Eccentricity, Height-to-Width ratio, and intensity. Finally, the center of the
object with the highest score is considered the center of the nerve structure. Even tough the
results show that this approach can locate nerve structures (specifically the location of the
nerve center) accurately. It does not establish the exact delimitation of a nerve. Furthermore,
the region of interest is defined manually. On the other hand, [23] proposes a methodology
based on Bayesian shape models, where the shape prior is computed as the mean shape
(mean nerve structure) derived from the training set. However, an expert should locate
the probable nerve region where the shape prior has to be placed. Now, about automatic
segmentation, in [1] the segmentation task is seen as an unsupervised learning problem. Here,
a nonparametric Bayesian Hierarchical clustering is proposed to segment the structures in
the ultrasound image. However, a post-processing stage is necessary to define which of these
structures is a nerve.
The segmentation methodologies previously shown, exhibit some issues: for building those
segmentation systems, it is necessary to access to labeled images indicating which regions
in the ultrasound images are nerves and which of them are not nerves (usually, the labeled
processes are performed by an anesthesiologist). In practice, this is considered as a problem
due to it is not possible for the specialists to identify accurately the region corresponding to
a nerve structure in an ultrasound image, considering that the speckle noise and the artifacts
distort the structures in the image and difficult their delimitation [4, 24]. In this sense,
the obtained labels do not correspond to the Ground Truth but a subjective interpretation
(possibly noisy) given by the specialist based on his experience and his training. To build a
system for the automatic segmentation of nerve structures instead of the Ground Truth, we
have access to an amount of noisy annotations provided by various specialists with different
level of expertise, where usually there is significant disagreement between those annotations.
Hence, it is necessary to use the manual segmentation provided by multiple experts with
the aim of building a segmentation model that allows to measure the performance of the
annotators based on the parametrization of the ultrasound images aiming to deal with the
subjectivity present in the labeled regions.
In the presence of multiple annotators, the labels obtained have been used in different ways
with the aim of building automatic systems. For example, in [1, 23], the authors consider as
the gold standard the annotations from one specialist; whereas another common approach
is to use the Majority voting from the annotations as the ground truth. However, these
approaches have some problems, because, for instance, in the Majority Voting approach, it
is considered that all the annotators are equally reliable [25], which is not common in real
scenarios [26]. Another way to deal with the problem of not having the gold standard is to use
a recent trend in machine learning named “Learning from multiple annotators”. The area of
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learning with multiple annotators is relatively new; its aim is to perform supervised learning
task when the gold standard is not available, and we just have access to multiple annotations
provided by several experts or annotators. This area has been applied to problems such as,
regression [27], classification [28,29], sequence labeling [30] and ranking [31].
In this project, we present a methodology for the automatic segmentation of nerve structures
depicted in ultrasound images considering the scenario of multiple annotators. To deal
with supervised learning problems when the gold standard is not available, we proposed
a novel approach for classification with multiple annotators where we use a multi-kernel
representation to assess the annotators performance.
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1.2 Objectives
1.2.1 General objective
To develop an ultrasound image segmentation framework based on adaptive feature extraction
and a multi-annotator approach that allows revealing discriminative patterns between nerve
and anatomical structures in PNB tasks. The introduced framework should be robust against
image noise and artifacts and should support PNB procedures in terms of segmentation
accuracy.
1.2.2 Specific objectives
1. To develop a methodology for the preprocessing of ultrasound images in order to
minimize the effect of speckle noise and the artifacts associated with this type of images.
2. To develop a feature extraction methodology in order to extract from the image some
relevant patterns that allow a differentiation between nerve and anatomical structure
regions by using adaptive parameterization techniques.
3. To design a multi-kernel representation approach to code the performance of multiple
annotators in PNB segmentation tasks.
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1.3 Background
In this section, we provide a brief description of the concepts and models used for the
automatic segmentation of nerve structures depicted in ultrasound images.
First, we expose the concepts related to Peripheral Nerve Blocking. Moreover, we introduce
the concepts used in the preprocessing step. Then, we expose the models used in the feature
extraction step. Finally, we expose the concepts related with the step of supervised learning
with multiple annotators.
1.3.1 Peripheral Nerve Blocking (PNB) assisted by ultrasound
images
Ultrasound imaging is one of the most common techniques to perform PNB in order to
locate nerve structures since it enables a direct visualization of nerves, adjacent structures,
the needle and the administered anesthetic [32]. A safe PNB guided by ultrasound requires an
accurate detection of the nerve structures, tracking the needle advance, and the assessment
of local anesthetic spread in the area surrounding the target nerve [32]. However, the most
difficult step is detecting the target nerve due to the speckle noise inherent to the ultrasound
images, and because the nerve structures are not static structures since their position and
shape depend on factors such as body position, gravity, and external forces (e.g. the pressure
on the ultrasound probe) [9].
Principles of sound
The sound is created when a vibration source comes in contact with some medium, making
that it vibrates. For example, we can take into account the voice; the vocal folds correspond
to the vibration source, and the air is the medium. The mechanic energy generated by
the vibrations travels in a longitudinal wave through the medium producing cyclical areas of
high and low-pressure [33]. The distance between the beginning and the end of two successive
areas of high and low pressure is known as wavelength, and it is defined as follows
λ =
C
f
,
where C is the sound velocity and f is the frequency defined in Hertz. We consider ultrasound
waves as those sound waves with a frequency that exceeds the limits of human hearing (i.e.,
20KHz approximately). The modern ultrasound devices operate with frequencies in the
range from 2MHz to 10MHz. The frequency is a major factor for the ultrasound images since
frequencies greater than 7MHz offer images with better resolution [33].
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Tissues properties in ultrasound images
The sound travels at different speeds depending on the medium in which it propagates. This
phenomenon is known as propagation velocity. In the context of medical diagnosis, the sound
is spread on the human tissue. On average, the propagation speed in the human tissues is
around 1540 m/s (see Table 1.1).
The method used for generation of diagnosis images is known as pulse-echo. This technique
comprises the generation of ultrasound waves, which are transmitted in the target tissues.
Knowing the speed with which the sound is transmitted in the tissues, it is possible to
calculate the depth at which echoes occur. The depth can be computed as 2s = v ∗ t, where
2s is the distance between the transducer and the echo source, v is the sound propagation
velocity and t is the elapsed time [33].
Medium Propagation velocity (m/s)
Air 331
Brain 1541
Kidney 1641
Liver 1549
Muscle 1585
Fat 1450
Soft tissue (Average) 1540
Bone (Different densities) 3000-5000
Table 1.1: Propagation velocity in different media
1.3.2 Preprocessing
Graph Cuts Segmentation
Image segmentation using Graph Cuts consists in grouping the pixels into two clusters
“Object” and “Background” [34].
Graph Cut segmentation uses a non oriented graph G =< V,  >, which is defined by a set
of nodes V (each pixel in the image corresponds to a node in V ), and a set of non-oriented
edges  that connect the neighboring nodes. Two terminal nodes called source (S) and sink
(T ) are added to V in order to represent the “Object” and “Background” respectively [35–39].
Each pixel is connected to each terminal node by a link named t−link. Moreover, each pixel
is connected to neighboring pixels by edges named n−link (see Figure 1.3.2) [34]. A s − t
cut is a subset of edges C ∈ E such that the nodes connected to S and the nodes connected
Gil González, Julián 16
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(a) Original image (b) Segmented image
T
S
Object
Background
(c) Graph
T
S
Object
Background
Cut
(d) Cut
Figure 1.1: Segmentation example for an image with size 3 × 3. The cost of each edge is
represented by the thickness of the edge.
to T , form two disjoint graphs. Thus, any cut s − t divides the image in two clusters:
“Background” and “Object”. In this sense, the aim of Graph Cut Segmentation is to find a
cut C such that the total cost of the connections belonging to the cut be the minimum. The
cost of a particular cut is defined as the sum of the costs of edges we
min{|C|} =
∑
e∈C
we
We consider an arbitrary set of P pixels and we define a binary vector A =
(A1, . . . , Ap, . . . , AP ), where the component Ap is 0 if the pixel p belongs to the cluster
“Background” and is 1 is the pixel belongs to the group “Object”. The vector A is defined,
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so that minimizes the following cost function
E(A) = λR(A) +B(A), (1.1)
where the term R(A) is associated with the penalty for assigning a pixel p to any class
(“Object” or “Background”). Meanwhile, the term B(A) can be seen as the penalty for a
discontinuity among pixels p and q. Finally, the term λ ≥ 0 specifies a relative importance
of the region properties R(A) in comparison of boundary properties B(A).
It is possible to introduce topological constraints into the cost function given in the
equation (1.1) to improve the segmentations results and for reducing the search space of
possible solutions [36]. For adding topological constraints, we define two subsets of pixels
O and B, these subsets belong to the clusters “Object” and “Background” respectively. The
objective is to perform the segmentation, to minimize the expression (1.1) such that it satisfies
the constraints. ∀p ∈ O : Ap = 1, ∀p ∈ B : Ap = 0.
Filtering
Median filtering Median filtering is a nonlinear filter, which comprises the computation
of the median from a window with size L × L centered on a point of interest with
coordinates (x, y). Given a arrangement of pixels (see Figure 1.2(a)), the pixels are
arranged into a vector format (see Figure 1.2(b)). Then, the median form the vector
is computed by sorting the vector into ascending order based on the intensity values of
each pixel. Finally, the intensity value for the pixel in the location (x, y) correspond to
the computed median.
2 15 10
3 1 13
26 8 28
(a) 3 × 3 window centered
in a pixel of interest with
coordinates (x, y)
2 3 26151 8 13 28
Median
2 3 26 15 1 8 10 13 28
(b) In the top, we show the unsorted vector
obtained from the 3 × 3 window. In the
bottom, se show the sorted vector and the
corresponding median
Figure 1.2: Median filtering using a 3× 3 window
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Nonlocal mean filtering For the filtering model based on nonlocal mean we use an
extension for the Nonlocal means filter proposed in [53] aiming to adapt this model
for the speckle noise reduction.
Let z = z(x)x∈Ω be a gray-scale image defined over a bounded domain Ω ∈ R2 (usually
a rectangle) and z(x) ∈ R+ is the observed intensity (corrupted by speckle noise) in
the pixel x. The speckle noise model is given by
u(x) = v(x) + vγ(x)η(x),
where v(x) is the original image, u(x) is the observed image and η(x) N (0, σ2) is a
Gaussian noise with zero mean.
We use a Bayesian framework in order to derive a nonlocal mean filter adapted to the
speckle noise. In this sense, the estimator vˆ(Bik) of a block (i.e. the filtered image for
the block Bik) can be defined as
vˆ(Bik) =
∑|∆ik|
j=1 u(Bj)p (u(Bik)|u(Bj))∑|∆ik|
j=1 p (u(Bik)|u(Bj))
,
where p (u(Bik)|u(Bj)) is the probability density function of u(Bik) given the noisy
free patches u(Bj), and Bj is a square block with size |Bj|= (2α + 1)2 centered at xi.
Similarly, ∆i is a square search volume centered at pixel xi with size |∆i|= (2M + 1)2
(α is the patch size and M is the search area size). In the case of additive white
Gaussian noise, the likelihood is defined as exp (−||u(Bik)− u(Bj)||2/h2), where h is
the smoothing parameter.
1.3.3 Feature Extraction
Simple Linear Iterative Clustering (SLIC SuperPixels)
In this work, we divide the a region of interest into several regions denominated superpixels.
These superpixels are generated using the approach proposed in [40]. This method generates
superpixels by grouping pixels based on a five-dimensional space [l, a, b, x, y], where [l, a, b]
is the color vector for each pixel in the CIELAB color space and [x, y] is the pixel spatial
location.
Given a previously defined number of desired superpixels, each image with N pixels is divided
into K regions of size N/K pixels. To ensure that the superpixels have the same size, there
would be a superpixel center at every interval S =
√
N/K. The algorithm of superpixel is
initialized by choosing K superpixel centers [lk, ak, bk, xk, yk] whit k = 1, . . . , K. Due to the
superpixels have an approximate area of S2, it is possible to assume that the pixels associated
to the k − th cluster are situated in a 2S × 2S area around the super pixel center on the
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xy plane. The pixels belonging to each superpixel are chosen in such a way that minimize a
distance measure Ds defined as follows
dlab =
√
(lk − li)2 + (ak − ai)2 + (bk − bi)2
dxy =
√
(xk − xi)2 + (yk − yi)2
Ds = dlab +
m
S
dxy, (1.2)
where Ds is the sum of the dlab distance and the xy plane distance normalized by the grid
interval S. The variable m is introduced to control the compactness of the superpixel.
Algorithm 1 summarizes the SLIC superpixel technique.
Algorithm 1 SLIC Superpixel
1: Initialize the superpixel centers Ck = [lk, ak, bkxk, yk]
> by sampling pixels from a regular
grid with steps S.
2: Perturb superpixel centers in an n×n neighborhood, to the lowest gradient position. The
gradient position is computed as follows G(x, y) = ||I(x + 1, y)− I(x− 1, y)||+||I(x, y +
1)− I(x, y − 1)||.
3: repeat
4: for Each Cluster center Ck do
5: Assign the best pixels from a 2S × 2S square neighborhood around the center of
the cluster according to the distance given by (1.2).
6: end for
7: Compute new cluster center and the residual error E (E is computed as the L1
distance between previous centers and the current centers)
8: until E ≤ threshold
9: Enforce Connectivity
Nonlinear Discrete Wavelet Transform
The discrete Wavelet transform represents a signal in terms of shifts and dilations of a
low-pass scaling function φ and a band-pass Wavelet function ψ [41, 42]. Since the scale
function and the Wavelet function are related with filters, it is possible to implement the
discrete Wavelet transform by using a filter-bank based around a low-pass filter hˆ and a
high-pass filter gˆ. However, because the Wavelet transform uses a sub-sampling step (by a
factor of 2), a polyphase representation is taken into account (see Figure 1.3).
Similarly, the inverse Wavelet transform uses a low-pass filter h and a high-pass filter g [43]
and a over-sampling step with factor 2 (see Figure 1.4)
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Figure 1.3: Discrete Wavelet Transform using a polyphase representation
Figure 1.4: Inverse Discrete Wavelet Transform using a polyphase representation
The discrete Wavelet transform built from a polyphase representation divides the input signal
X into two bands Xe and Xo, which correspond to the even and odd component of X
respectively. Moreover, it uses a matrix Pa which contains the polyphase representation for
the low-pass filter hˆ and the high-pass filter gˆ. On the other hand, for the inverse discrete
Wavelet transform built from a polyphase representation, a matrix Pa is used which contains
the representation for the filters h and g.
Lifting Schemes: The lifting schemes are a modification over the filters hˆ and gˆ aiming
to improve the filters properties associated with the Wavelet transform [43]. It begins
with the signal decomposition into the even component Xe and the odd part Xo; then,
two operators are computed over the components Xo and Xe for building a variable
resolution analysis with particular properties. The operator related to Xe is known as
update operator U ; on the other hand, the operator related with Xo is called predicting
operator P . Both operators, U , and P have associated filters in the domain z. Hence,
any filter-bank hˆ and gˆ can be constructed from lifting schemes. The Figure 1.5 shows
a general lifting scheme for building the discrete Wavelet transform.
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Figure 1.5: Lifting schemes using the operators P y U .
In the Figure 1.5, the parameter K is shown, this parameter is used to normalize the
approximation coefficients XL and the detail coefficients XH . For this work, we assume
that K = 1.
Adaptive Lifting Schemes The lifting schemes allow the building of Adaptive Wavelet
transform by selecting the properties of the update operator U and prediction operator
P following a decision rule D based on the signal features. In this work, we recognize
three types of Adaptive lifting schemes: Adaptive primal lifting scheme, Adaptive dual
lifting scheme, and Adaptive primal-dual lifting scheme.
Adaptive primal lifting scheme In this scheme, the adaptive system is located on
the update operator U . In this project, the building of the Adaptive primal lifting
system is performed by three possible lifting operators
U0 =
1
2
(
1 + z−1
)
(1.3)
U1 =
1
16
(−z + 9 + 9z−1 − z2) (1.4)
U2 =
1
256
(
3z2 − 25z + 150 + 150z−1 − 25z−2 + 3z−3) (1.5)
To choose the lifting operator, a decision parameter d is used. This parameter is
the decision operator output which depends on the signals bands (odd and even
bands) D(Xe, Xo). In this sense, if dn is the output of the operator D in the
position n; then, the approximation coefficient in the position n is given as
XL[n] = Xe[n] + Udn(Xo[n])
Now, for this adaptive lifting scheme, the prediction operator P is fixed (i.e. it is
not adaptive) and is defined as follows
P =
1
4
(z + 1).
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Hence, the detail coefficient in the position n is computed as follows
XH [n] = Xo − P (XL[n])
Figure 1.6 shows the blocks diagram for Adaptive primal lifting scheme.
Figure 1.6: Adaptive primal lifting scheme.
Adaptive dual lifting scheme In this scheme, the adaptive system is located on the
prediction operator P . In this project, the building of the Adaptive dual lifting
system is performed by three possible lifting operators expressed regarding filters
with order 2, 4, and 6 (proposed in [44])
P0 =
A0
4
(z + 1), (1.6)
P1 = P0 +
A1
32
(
z + 1− z−1 − z2) , (1.7)
P2 = P1 +
3A2
512
(
z−2 − 3z−1 + 2 + 2z − 3z2 + z3) , (1.8)
where Ai are parameters depending on the filter order as it is shown in Table 1.2
Filter order
2 4 6
A0 1 1 1
A1
3
2
1 1
A2
5
3
3
2
1
Table 1.2: Parameters Ai regarding the filter order
To choose the lifting operator, a decision parameter d is used. This parameter is
the decision operator output which depends on the signals bands (odd and even
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bands) D(Xe, Xo). In this sense, if dn is the output of the operator D in the
position n; then, the detail coefficient in the position n is given as
XH [n] = Xo[n]− Pdn(XL[n])
In this adaptive lifting scheme, the update operator U is fixed and is given by the
next expression
U =
1
2
(
1 + z−1
)
Thus, the approximation coefficients XL are computed as follows
XL[n] = Xe[n]− U(Xo[n])
Figure 1.7 shows the block diagram for the Adaptive dual lifting scheme.
Figure 1.7: Adaptive dual lifting scheme
Adaptive primal-dual lifting scheme For this adaptive lifting scheme, the
adaptive step is located in both the prediction operator P and the update operator
U . These operators are determined by using the decision operators DP and DU ,
respectively, which depend on the signals Xe y Xo. The predicting operators are
given by the expressions 1.6, 1.7 y 1.8. On the other hand, the update operators are
computed using the equations 1.3, 1.4 y 1.5. Figure 1.8 shows the block diagram
for the Adaptive primal-dual lifting scheme.
Figure 1.8: Adaptive primal-dual lifting scheme
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1.3.4 Learning from Multiple Annotators
In a supervised learning scenario, a function f : X → Y is learned from a dataset D =
{xn, yn}Nn=1 with N instances, where xn ∈ X is aD−dimensional feature vector corresponding
to the n−th instance and yn ∈ Y is the output corresponding to xn. Depending on the nature
of Y , it is possible to recognize different supervised learning settings: For binary classification
Y = {0, 1}; For multiclass classification Y = {0, 1, . . . , K}, where K is the number of classes;
and for regression Y = R [25, 27].
In a typical supervised learning scenario, it is assumed that for each instance xn there
is an output yn corresponding to the ground truth (i.e. the actual values for the
outputs). Nevertheless, for many real-world scenarios the ground truth (also known as
the gold standard) are not available because the process for their acquisition is expensive,
tedious or simply the actual values are not available due they correspond to a subjective
evaluation. Instead, it is possible to have access to an amount of annotations (possibly
noisy) {y1n, . . . , yMn }Nn=1 from M annotators with different levels of expertise. In practice,
there is a considerable degree of disagreement among the annotators [25].
For supervised learning problems with multiple annotators, the training set D is composed
as follows: a matrix X =
[
x>1 , . . . , x
>
N
] ∈ RN×D and a matrix Y ∈ RN×M , where the element
n, k is the label given by the annotator k ∈ [1, . . . ,M ] to the instance n. Now, given the
training dataset D = {X,Y} the objectives are: to compute an estimate for the unknown
gold standard and a classification scheme for predicting the output y∗ for unseen instances
x∗. Figure 1.9 shows examples about regression and classification with multiple annotators.
Gaussian Process (GP) for classification
From a probabilistic approach for classification, the main idea is modeling the posterior
probability for the objective variable for a new instance given a training set D = {X,y}
with N samples, where X is the input matrix composed by vectors {x1, x2, . . . , xN} known
as feature vectors and y is the label vector, where yi ∈ {0, 1}. The posterior probability
just can take values in the interval [0, 1], while that the predictions from a GP model belong
to the real numbers [45]. However, it is possible to adapt the Gaussian Processes model in
order to perform classification tasks by transforming the GP output using a proper activation
function.
For binary classification, the GP is used as follows: We define a GP prior over the latent
function f(x), which maps the input space X to the outputs (labels) y. Nevertheless, as we
exposed previously, the GP output can take any value from the set of real numbers. Taking
the above into account, we “squash” the GP prior results trough a logistic function in order
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(a) Regression with Multiple Annotators. (b) Classification with Multiple Annotators.
Figure 1.9: Supervised learning problems with multiple annotators. Panel 1.9(a) shows an
example of regression with multiple annotators. On the other hand, Panel 1.9(b) shows a
comparison between a typical classification scenario and a classification problem with multiple
annotators
to find a prior pi(x) = p(y = 1|x) = σ(f(x)) [46], where σ(.) can be a Sigmoidal function
given as
σ(a) =
1
1 + e−a
(1.9)
This procedure is shown graphically in Figure 1.10 (considering an input space with one
dimension). The inference process for the GP classification can be divided into two steps:
first, it is necessary to compute the posterior distribution over the latent function given a
test case x∗
p(f∗|X,y, x∗) =
∫
p(f∗|X, x∗, f)p(f |X,y)df , (1.10)
where p(f |X,y) is the posterior distribution over the latent function. The second step
comprises uses the distribution over f∗ in order to compute probabilistic predictions
pi∗ = p(y∗ = 1|X,y, x∗) =
∫
σ(f∗)p(f∗|X,y, x∗)df∗, (1.11)
For regression problems (and considering a Gaussian likelihood), the computation of the
prediction is straightforward since the necessary integrals are Gaussian and can be computed
analytically. However, due to discrete nature of the output variables y for the classification
scenario, it is not adequate to use Gaussian likelihoods. The non-Gaussian likelihood makes
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Figure 1.10: Prior definition over the latent variable f(x) for a classification scheme based
on GP. Panel (a) shows a sample latent function f(x) drawn from a GP as a function of x.
Panel (b) shows the result of “squashing” the sampled function through the logistic function
given by the equation (1.9)
the integral in the equation 1.10 intractable analytically. Similarly, the expression (1.11) can
be intractable for some activation functions [46].
Taking the above into account, it is necessary to use numeric approximations for solving
the integrals or using solutions based on Monte-Carlo sampling. The common methods for
solving the integrals associated to the prediction are: Laplace approximation [47], which
a simple approach and Expectation Propagation (EP) [48] which is a more sophisticated
approach.
Centered Kernel Alignment (CKA)
Centered Alignment is a similarity measure between kernel functions or kernel matrices. This
concept can be used to measure the similarities between a base kernel (computed from the
features) and the target kernel KY derived from the output label [49].
Centered Kernel Matrices Given any kernel matrix K ∈ RN×N , where N is the number
of instances, let 1 ∈ RN×1 be a vector with all entries equal to one and I the identity
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matrix, the centered kernel matrix Kc are given as
Kc =
[
I− 11
>
N
]
K
[
I− 11
>
N
]
Kernel matrix alignment Let K ∈ RN×N and K′ ∈ RN×N be two kernel matrices such
that ||Kc||F 6= 0 and ||K′c||F 6= 0, where ||A||F is the Frobenius norm given by ||A||F=√
< A,A >F . The alignment between K and K′ is defined by
p(K,K′) =
< Kc,K
′
c >F
||Kc||F ||K′c||F
,
where < A,B >F is the Frobenius product given by < A,B >F= Trace
(
A>B
)
.
According to the Cauchy-Schwarz inequality, p(K,K′) ∈ [−1, 1]. Actually, p(K,K′) ≥ 0
since the Frobenius product of two positive semi-defined matrices is non-negative [49].
CKA to estimate the performance of multiple annotators One of the applications
of CKA is to learn kernels by maximizing the centered alignment between the target
kernel Ky, and a linear combination of p base kernels Kµ =
∑p
k=1 µkKk, with µ ≥ 0,
which guarantee that Kµ is positive definite symmetric and ||µ||2= 1. Thus, the aim is
to compute the parameters µ in such a way that the centered alignment between the
target kernel Ky, and Kµ is maximized. The parameter µk represent the contribution
of the kernel matrix Kk to Kµ and it is proportional to the similarity between the
kernel matrix Kk and the target kernel Ky.
It is possible to use the above concepts to measure the performance of different
annotators in a supervised learning task with multiple annotators. In this case, we
define the kernel matrix Kµ as the linear combination of M (i.e. the number of
annotators) kernel matrices Kyk . Thus,
Kµ =
M∑
k=1
µkKyk , (1.12)
where Kyk is the kernel matrix computed over the annotations given by the annotator
k. The idea is to estimate the parameters µ that maximize the similarity between Kµ
and the kernel over the features KX. Thus, taking into account that the parameter µk
is proportional to the similarity between the kernel over the features KX and the kernel
over the annotation given by the annotator k, we consider µk as an estimation for the
performance of the annotator k.
Now, to compute the parameters µ, we take into account the next definitions. Let
a =
[
< Ky1c,KXc >F , . . . , < KyM c,KXc >F
]>
.
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and let B be a matrix where the element k, l is defined by
Bk,l =< Kyk c,Kylc >F ,
for k, l ∈ [1,M ].
The parameters µ∗ can be computed as follows
µ∗ =
v∗
||v∗|| , (1.13)
where, v∗ is the solution of the following quadratic program
mínv≥0 v
>Bv − 2v>a (1.14)
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2.1 Materials and Methods
In this section, we expose the materials and methods used for the development of this project,
as well as the formulation of the proposed approach for classification with multiple annotators.
First, we describe the datasets (both synthetic and real) used in this project. Second, we
describe the approach proposed for dealing with supervised learning tasks in the context of
multiple annotators. Next, we expose the methodology used to evaluate the performance of
anesthesiologists who labeled the dataset UI-UTP2. Then, we describe the method proposed
for the automatic segmentation of nerve structures depicted in ultrasound images. Finally,
we give a brief description of the validation schemes.
2.1.1 Datasets
In this part, we describe the datasets used to valid the model proposed of classification
with multiple annotators, and for the validation of the methodology for the automatic
segmentation of nerve structures represented in ultrasound images.
UCI repository datasets
Aiming to validate the approach proposed for classification with multiple annotators, we use
some datasets from the UCI repository.1 However, for those datasets, the gold standard is
available; in this sense, it is necessary to simulate some annotators with different levels of
expertise. We simulate the annotations by using the two-coin model proposed in [25]
Voice quality dataset
For validating our approach for classification with multiple annotators with real datasets (i.e.
datasets where the annotations are given by real annotators), we use the Massachusetts Eye
and Ear Infirmary Disordered Voice Database from the Kay Elemetrics company. Specifically,
the subset of 218 voice records (where 51 are voices from healthy patients and the other 167
voices correspond to patients with different types of diseases) described by [50]. The voice
samples were labeled by four specialists and following the GRBAS scale (except for the
characteristic G, which was labeled by three experts). The GRBAS scale is a protocol for
assessing voice quality, which is accepted as standard by the Japanese Society of logopedics
and phoniatrics and the European group of larynx [51]. The GRBAS protocol comprises the
1http://archive.ics.uci.edu/ml/
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specification of five qualitative characteristics: Grade of Dysphony, Roughness, Breathiness,
Asthenicity and Strainess [52]. The specialist assigns a value in the range 0-3 to each one of
the named characteristics, where 0 corresponds to a healthy voice, 1 light disease, 2 moderate
disease, and 3 severe disease.
Ultrasound imaging dataset
Aiming to validate the methodology for the automatic segmentation of nerve structures
depicted in ultrasound images, we use two datasets acquired by the Universidad Tecnológica
de Pereira and the Santa Mónica Hospital in the project “Desarrollo de una metodología
para la segmentación automática de regiones objetivo en imágenes ultraónicas a partir de
modelos estadísticos. Aplicación a los procedimientos de anestesia regional” funded by the
Universidad Tecnológica de Pereira.
The first dataset named UI-UTP1 contains recordings of ultrasound images from patients
who underwent regional anesthesia using the Peripheral nerve blocking procedure. This
dataset is conformed by 31 ultrasound images from the ulnar nerve (18 images) and median
nerve (13 images). Each ultrasound image was collected using a Sonosite Nano-Maxx device
(the resolution of each image is 360×370 pixels). Each image in the dataset was labeled by
an expert in anesthesiology to indicate the location of the nerve structures. Figure 2.1 shows
the types of images in the dataset.
Figure 2.1: Images in the dataset UI-UTP1. In the left, the Ulnar nerve is shown, and
the Median nerve is shown on the right. Each image has been labeled by an expert in
anesthesiology to locate the nerve structures.
On the other hand, the second dataset named UI-UTP2 consists of recordings of ultrasound
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images from patients who underwent regional anesthesia using the Peripheral nerve blocking
procedure. This dataset is composed of 48 ultrasound images from the ulnar nerve (21
images) and median nerve (27 images). Each ultrasound image was collected using a Sonosite
Nano-Maxx device (the resolution of each image is 640×480 pixels). Each image in the
dataset was labeled by three specialists in anesthesiology to indicate the location of the
nerve structures. Figure 2.2 shows two images belonging the dataset and shows the labels
given for each annotator.
(a) Ulnar nerve (b) Label from expert 1 (c) Label from expert 2 (d) Label from expert 3
(e) Median nerve (f) Label from expert 1 (g) Label from expert 2 (h) Label from expert 3
Figure 2.2: Images in the dataset UI-UTP2. In the top, we show an image corresponding to
the ulnar nerve and the label provided by three experts in anesthesiology. On the bottom,
we show an image corresponding to the median nerve; similarly, we show the labels given by
the anesthesiologists.
2.1.2 A classification approach with multiple annotators based on
CKA
The idea of our approach is described below: Given a training dataset D = {X,Y}, where
X =
[
x>1 , . . . , x
>
N
] ∈ RN×D and Y ∈ RN×M is a matrix, where the element ykn is the label
given by the annotator k ∈ [1, . . . ,M ] to the instance n, we proposed the following stages.
First, we train M classification schemes (in this work we use classifiers based on GPs). In
each classification scheme Hk, a function fk is learned from a training set Dk =
{
X,yk
}
,
where yk are the labels given by the annotator k. Second, we estimate the performance of
the annotator k (µk) based on CKA; hence, it is necessary to compute the kernel over the
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features KX (for simplicity, we choose a linear kernel KX = XX>) and the kernel for the
annotations given by the annotator k, Kyk , which is computed as follows
kyk(i, j) = δ
(
yki , y
k
j
)
, where δ
(
yki , y
k
j
)
=
{
0, yki 6= ykj
1, yki = y
k
j
.
The performance µ for theM annotators is calculated using the expressions (1.13) and (1.14).
Finally, for a new input x∗, we predict its label by using each classifier Hk. In this sense, we
obtain M predictions
{
yk∗ = fk(x∗)
}M
k=1
and the actual label y∗ is estimated as follows
y∗ =
1
Sµ
M∑
k=1
µky
k
∗ , Sµ =
M∑
k=1
µk. (2.1)
2.1.3 Ground truth estimation for the dataset UI-UTP2
The dataset UI-UTP2 contains 48 images from the ulnar nerve and the median nerve, where
each image was labeled by three anesthesiologists to indicate the location of the nerve
structure. For this dataset, we do not have access to the ground truth (i.e. the actual
location of the nerves); hence, it is necessary to estimate this gold standard based on the
annotations from the anesthesiologists aiming to define a baseline to carry out the validation
of the segmentation approach proposed in this work.
Taking the above into account, we consider two possible options to estimate this ground
truth: First, to assume the annotations from one of the anesthesiologists as the actual label.
Second, to consider the Majority Voting computed from the annotations as the gold standard.
Now, aiming to determine the most suitable option, we estimate the performance of each one
of them by measuring the CKA between the features extracted from each ultrasound image
KX and the kernel computed over the annotations provided by the experts or the kernel
computed over the majority voting.
2.1.4 Procedure for the automatic segmentation of nerve structures
The automatic segmentation of nerve structures is performed using the following steps:
Preprocessing, feature extraction and classification with multiple annotators. The block
diagram for the automatic segmentation of peripheral nerves is shown in the Figure 2.3.
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Pre-processing
Feature 
extraction
 Classification 
with multiple 
annotators
Figure 2.3: Block diagram for the automatic segmentation of peripheral nerves.
Preprocessing
As it can be noted in the Figures 2.1 and Figure 2.2, the number of pixels belonging to a
nerve structure is much lesser than the number of pixels in the background. In this sense, an
initial segmentation is necessary to define a region of interest (ROI) where the nerve is located.
This initial segmentation is performed using Graph Cuts Segmentation (see Subsection 1.3.2).
These results are improved by applying two morphological operations (dilation and erosion).
Finally, the ROI is generated by computing the “Bounding box” of the segmented region.
On the other hand, the noise and artifacts introduced by the ultrasound device transform
the segmentation into a challenging task. Among those factors are some artifacts introduced
by the ultrasound device (including the speckle noise). Those artifacts have to be minimized
carefully to preserve anatomical details of the structures in the image. Hence, a conditioning
stage is necessary for enhancing the anatomical characteristics of the structures in the image.
For this step, we compare two methodologies: The first approach is based on non-local means
(NLM) filtering [53]. For the second methodology, we use median filtering and morphological
operations of opening and closing.
Feature Extraction
We divide the ROI into several regions by using an over-segmentation technique known as
SLIC-Superpixels (see Section 1.3.3). We, use three different configurations in which we
modify the number of generated superpixels (400, 600 and 800 Superpixels are considered).
Then, from each super pixel, we extract some relevant features to differentiate superpixels
belonging to a nerve and the superpixels belonging to the background. In this work, the
parametrization is performed by using the non-linear Wavelet transform, where the non-linear
Wavelet transform is built using three adaptive lifting schemes: dual adaptive lifting scheme;
primal adaptive lifting scheme and primal-dual lifting scheme (see Subsection 1.3.3). Each
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superpixel is represented by the mean µB, the standard deviation σB and the entropy EB,
computed from each band obtained with the non-linear Wavelet transform (XLL, XLH , XHL,
XHH). Thus, each superpixel is represented by a feature vector with dimensionality 12.
Moreover, we characterize each superpixel using an approach based on a typical Wavelet
transform, which is proposed in [54].
Classification with multiple annotators
From the standpoint of supervised learning, the segmentation of nerve structures in
ultrasound images configures a two-class classification problem (class −1 for a non-nerve
region and class +1 for a nerve region).
In this project, we do not have access to the gold standard (i.e. which superpixels correspond
to a nerve structure and which superpixels belong to the background). in this sense, we use the
classification approach with multiple annotators proposed in this work (See Subsection 2.1.2).
We use, a classification scheme based on Gaussian processes, where the inference is performed
using the Laplace approximation, this scheme is trained using the features extracted from
each superpixel and the annotations from the three specialists. Usually, for the training
step, the ROI has more superpixels labeled as non-nerve than superpixels labeled as nerve.
Hence, it is necessary to ensure equality between the number of instances in each class with
the aim of training the classifier appropriately. To this end, we use all nerve instances
and the same amount of cases (randomly sampled and without repetitions) from no-nerve
superpixels. Since the gold standard is hidden, we perform this task based on the majority
voting computed over the annotations given by the three anesthesiologists.
For a new image, we compute the ROI by using Graph Cuts. This ROI is divided
into superpixels. The trained classifier predicts the label for each superpixel, based on
the features extracted from each of them. To improve the segmentation results obtained
after the classification step, we perform a post-processing methodology. Here, we use
three morphological operations (erode, opening and closing). Finally, the nerve structure
corresponds to the largest connected component.
2.1.5 Validation for the automatic segmentation of nerve structures
We test our methodology by using a leave-one-out cross-validation scheme due to the small
number of images in the dataset (see Subsection 2.1.1). We measure the method performance
in terms of the Dice coefficient (DC). The DC is used in medical imaging to measure the
overlap among two binary images. We use DC for comparing the segmented image with the
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image labeled by one of the specialists (considered as the ground-truth). The DC is computed
as follows [55]
DC =
2TP
2TP + FN + FP
,
where TP is the number of pixels belonging to nerve and that were classified as a nerve, FN
is the number of pixels belonging to nerve and that were classified as background. Finally,
FP is the number of pixels belonging to the background that were classified as nerve. If
there is a perfect overlap among two images, then DC=1, on the other hand, if there is not
overlapping DC=0.
A statistical analysis based on the equal mean test is performed to the segmentation results
for each method. This statistical analysis is used in order to determine which segmentation
method has the higher performance and if this performance is statistically different against
to the efficiency obtained with the other segmentations models considered in this work for
validation.
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2.2 Experimental Results and Discussion
In this section, we show and discuss the results of the proposed methodology. First, we
expose the results for the methodology developed for the preprocessing step. Second, we
show the results for the feature extraction step. Third, we present the results obtained
with the methodology proposed for the classification with multiple annotators. Finally, we
present the results of the proposed methodology applied to the automatic segmentation of
nerve structures in ultrasound images.
2.2.1 Preprocessing
Aiming to validate the methodology proposed to the preprocessing of ultrasound images, we
use each image in the dataset UI-UTP1. Below we show the results obtained in the ROI
generation step and the filtering step
ROI generation
First, we generate the ROI by using the approach based on the Graph Cut model. Figure 2.5,
shows the results of the model of Graph Cuts used for the generation of the ROI and using
different values for the parameter λ (See equation (1.1)).
(a) λ = 0.1 (b) λ = 1 (c) λ = 5 (d) λ = 10
Figure 2.4: Results of the segmentation using Graph Cuts with different values for the
parameter λ.
Analyzing the results shown in Figure 2.5, we can see that when the value of the parameter λ
increases, there are fewer regions labeled as nerve structures. Similarly, when we use a value
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of λ greater than 5, the segmentation failed for some images. In this sense, we choose λ = 1
for generating the ROI. Figure 2.5 shows the result of the ROI generated using the model of
Graph Cuts and the methodology proposed.
(a) Original Image (b) Graph Cut Segmentation
and morphological operations
(c) ROI generated
Figure 2.5: Results of the proposed methodology used for generating a ROI
Filtering
Now, to reduce the artifacts and the speckle noise present in the ultrasound images, we
compare two filtering schemes: The first approach is based on non-local means (NLM) [53].
For this filter, we use a search areaM = 7, a patch size α = 3 and we test three different values
for the smoothing parameter h = [0.1, 0.7, 1.3]. Similarly, we use a second filtering scheme
based on median filtering and morphological operations of opening and closing. Figure 2.6
shows the filtering results using the approaches proposed in this work
(a) Original Image (b) Non-local means
(h = 0.1)
(c) Non-local means
(h = 0.7)
(d) Non-local means
(h = 1.3)
(e) Median Filtering
Figure 2.6: Results obtained with the approaches of filtering proposed in this work
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Now, we perform a morphological validation aiming to measure the performance of the
filtering approaches used in this work. The morphological validation is done by segmenting
nerve structures depicted in the filtered images. This segmentation process is carried out
using an active shape model [56], which is initialized using a methodology based on Graph
Cuts. We test each filtered image and report the mean and the standard deviation of the
Dice Coefficient. Table 2.1 shows the results for morphological validation measured regarding
Dice Coefficient between the gold standard (manual segmentation by a specialist) and the
segmentation obtained with the filtered images. Moreover, this Table shows the average of
the execution time for each filtering method used in this work.
Dice Coefficient (DC)
Filtering approach µ± σ Average time (s)
NLM (h = 0.1) 0.5646± 0.1159 11.6662
NLM (h = 0.7) 0.5597± 0.1143 10.6049
NLM (h = 1.3) 0.5660± 0.1267 10.9420
Median Filtering 0.5538± 0.1191 0.0467
Table 2.1: Morphological validation in terms of the Dice coefficient. We compare the
performance of the filter based on non-local means (NLM) using three different values for the
parameter h and the performance for a methodology based on median filtering. Similarly,
we measure the average time of the execution time for each filtering method
According to the results exposed in Table 2.1 it is possible to note that the methodology with
the best performance (in terms of Dice Coefficient) is the one based on NLM with h = 1.3
since this filter can model the speckle noise present in this type of images. However, there are
not significant differences between the performance of the methodologies used in this stage.
Moreover, we can note that the approach based on Median filtering is the method with the
least execution time. In this sense, we consider that the method based on median filtering is
the most adequate to minimize the artifacts and the speckle noise present in the ultrasound
images.
2.2.2 Feature extraction
The feature extraction is one of the most important stages in a supervised learning problem;
thus, it is necessary to choose a parametrization method that allows to extract relevant
features from each superpixel in order to differentiate between nerves and background. In
this sense, we characterize each superpixel by using the feature extraction methodologies
proposed in this work. Those methodologies are morphologically validated by segmenting
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Number Parametrization Dice Coefficient
of Superpixles Method µ± σ
400
Wavelet Pri 0.6369± 0.0029
Wavelet Du 0.6435± 0.0101
Wavelet Pri-Du 0.6294± 0.0026
600
Wavelet Pri 0.6274± 0.0016
Wavelet Du 0.6524± 0.0085
Wavelet Pri-Du 0.6099± 0.0032
800
Wavelet Pri 0.6226± 0.0012
Wavelet Du 0.6477± 0.0052
Wavelet Pri-Du 0.6160± 0.0022
Table 2.2: Validation of the parametrization methods. We compare the performance of
different characterization with three number of superpixels (400, 600, 800) and three different
configurations for building the non-linear Wavelet transform: The first (Wavelet Pri) uses
the adaptive primal lifting scheme; the second (Wavelet Du) uses the adaptive dual lifting
scheme, and the third (Wavelet Pri-Du) uses the adaptive primal-dual lifting scheme. We
report the mean µ and the standard deviation σ for the Dice coefficient.
the nerves structures in the dataset UI-UTP1. The segmentation process is carried out
using the approach suggested in [57], we measure the performance in terms of the Dice
Coefficient. Table 2.2 shows the results for morphological validation measured in terms of
Dice Coefficient between the gold standard (manual segmentation by a specialist) and the
segmentations obtained with the parametrization schemes proposed in this work.
According to the results shown in Table 2.2 it is possible to note that there are not significant
differences between the parametrization methodologies proposed in this work. However, we
can note that the non-linear Wavelet transform built from the adaptive dual lifting scheme
extract the most relevant features to represent the presence of a nerve structure in an
ultrasound image.
2.2.3 Classification with multiple annotators
We implemented several experiments with synthetic datasets (i.e. datasets where the gold
standard is available, and the annotations are simulated) and real datasets, with the aim of
evaluating the performance of our approach of binary classification with multiple annotators
in different scenarios.
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Simulated Annotators
We use several datasets from the UCI repository.2 For these datasets, the gold standard
is available; hence, we simulate annotations from several experts with different levels of
expertise. We propose the next steps to simulate the annotations from annotators with
various levels of expertise:
1. We assign a sensitivity (αk) and specificity (βk) for each annotator.
2. Then, for each sample in the training set we simulate the annotations following the
two-coin model [25], hence: If the true label is 1, then we flip a coin with bias αr. If the
true label is 0, we flip a coin with bias βr. In both cases, if we get head, the original
label is kept. Otherwise, we flip the label
A first experiment is performed to verify that the Kernel Centered Alignment can be used
to capture the performance of each annotator. Hence, we simulate four annotators with
different level of expertise. The first annotator has a high level of confidence (expert); the
second annotator has a medium degree of expertise (medium-expert); the third annotator
simulates a novice (low rate of performance); finally, the fourth annotator is an evil annotator
(i.e. an annotator with a quite low performance). Taking into account the description for
each annotator, we assign the sensitivities and specificities shown in the Table 2.3
Sensitivity (αk) Specificity (βk)
Annotator 1 0.9 0.9
Annotator 2 0.8 0.8
Annotator 3 0.6 0.6
Annotator 4 0.4 0.4
Table 2.3: Sensitivities and specificities used for simulating annotations from four annotators
For this experiment, we use the Iris plant dataset, which contains 150 instances corresponding
to three classes (Iris Setosa, Iris Versicolour, and Iris Virginica). We take into account the
samples belonging to the classes Iris Setosa and Iris Versicolour (we choose those samples
because they are linearly separable); thus, the dataset is formed by 100 samples. We simulate
annotations for the all 100 samples from 4 annotators with sensitivities and specificities given
in the Table 2.3.
2http://archive.ics.uci.edu/ml/
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Now, aiming to measure the performance of the annotators, we compute the CKA between
the kernel over the annotations Kµ (see the expression (1.12)) and the kernel over the actual
label Kt, which is computed as follows
kt(i, j) = δ (ti, tj) , where δ (ti, tj) =
{
0, ti 6= tj
1, ti = tj
.
Table 2.4 shows the annotators performance using the concepts of CKA
Annotators performance (µ)
Annotator 1 0.8979
Annotator 2 0.4242
Annotator 3 0.1178
Annotator 4 0.0000
Table 2.4: Estimation of the annotators performance using Centered Kernel Alignment
Comparing the sensitivities and specificities used for this experiment (see Table 2.3) and
the results obtained with CKA (see Table 2.4), it is possible to note that the CKA can be
used to estimate the performance of the annotators. Nevertheless, in the context of multiple
annotators problems, we do not have access to the gold standard t, and it is not possible to
compute the kernel Kt; hence, it is necessary to find another way to estimate the annotator
performance.
In machine learning problems, the feature extraction is a significant step because it allows
to represent an instance by using a set of relevant parameters. Those parameters contain
information that indicates to which class corresponds the instance. In this respect, an
appropriate parameterization allows that the extracted features include information about
the actual label (gold standard). According to the above, we presume that it is possible to
estimate the performance of the annotators by measuring the CKA between the kernel over
the features KX = XX> and the kernel over the annotations Kµ. Table 2.5 shows the results
for the estimation of the annotators performance in the context of multiple annotators and
when the gold standard is not available.
Comparing the results shown in Table 2.4 and Table 2.5, we can note that those
results are quite similar; thus, we establish that the methodology based on CKA can be
used for estimating the performance of the annotators in learning problems with multiple
annotators (i.e. when the gold standard is not available).
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Annotators performance (µ)
Annotator 1 0.9074
Annotator 2 0.4061
Annotator 3 0.1085
Annotator 4 0.0023
Table 2.5: Estimation of the annotators performance using Centered Kernel Alignment when
the Gold standard is not available
Up to this point, we have verified that the methodology based on CKA can be used to estimate
the performance of annotators even if the goal standard is no available. Now, it is necessary
to test the approach proposed to perform classification in the context of multiple annotators
(see Subsection 2.1.2). In this sense, we perform some experiments using eight datasets from
the UCI repository; we simulate five annotators using the sensitivity and specificity exposed
in Table 2.6.
Sensitivity (αk) Specificity (βk)
Annotator 1 0.9 0.9
Annotator 2 0.8 0.8
Annotator 3 0.7 0.7
Annotator 4 0.6 0.6
Annotator 5 0.2 0.2
Table 2.6: Sensitivities and specificities used for simulating annotations from five annotators
We use classifications schemes based on Gaussian processes, where the kernel function is
computed using a squared exponential kernel, and the posterior is approximated using
Laplace approximation [46]. For each dataset, we use a hold out validation scheme with
80 repetitions, where we use the 70% of the instances for training and the 30% for the test
step. We compare our approach (MA-CKA) with two schemes utilized in the literature to deal
with classification problems in the context of multiple annotators. A first approach the model
proposed in [25] (MA-LFC), which measures the performance of the annotators in terms of
specificity and sensitivity; the second method uses a common classification scheme based on
Gaussian processes where the ground truth for the training stage is estimated as the majority
voting from the annotations (MA-MV). Similarly, we use a Gaussian processes classification
trained with the true labels to provide an upper bound (GOLD). Such comparison is carried
out in terms of the accuracy and the area under the curve ROC (AUC). In Table 2.7, we
report the mean and the standard deviation for the accuracy and the AUC. We highlight in
bold the method with the highest performance, excluding the upper bound (GOLD).
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Dataset Method AUC (µ± σ) Accuracy (µ± σ)
Breast
GOLD 0.9906± 0.0059 0.9622± 0.0136
MA-LFC 0.9904± 0.0065 0.9647± 0.115
MA-MV 0.9818± 0.0094 0.9424± 0.0170
MA-CKA 0.9902± 0.0049 0.9591± 0.0118
Bupa
GOLD 0.7248± 0.0367 0.6882± 0.0360
MA-LFC 0.6916± 0.0487 0.6180± 0.0445
MA-MV 0.6047± 0.0602 0.5926± 0.0524
MA-CKA 0.6312± 0.0980 0.6186± 0.0699
Ionosphere
GOLD 0.9495± 0.0285 0.9107± 0.0271
MA-LFC 0.7820± 0.0593 0.8323± 0.0341
MA-MV 0.8747± 0.0500 0.8361± 0.0475
MA-CKA 0.9395± 0.0274 0.8867± 0.0254
Parkinson
GOLD 0.8947± 0.0565 0.8782± 0.0402
MA-LFC 0.7646± 0.0764 0.6478± 0.0682
MA-MV 0.8143± 0.0745 0.8058± 0.0565
MA-CKA 0.9241± 0.0490 0.8797± 0.0433
Pima
GOLD 0.8369± 0.0207 0.7662± 0.0223
MA-LFC 0.8280± 0.0271 0.7354± 0.0267
MA-MV 0.8217± 0.0242 0.7626± 0.0242
MA-CKA 0.8208± 0.0250 0.7577± 0.0239
tic-tac-toe
GOLD 0.9997± 0.0004 0.9920± 0.0073
MA-LFC 0.5878± 0.0322 0.5615± 0.0242
MA-MV 0.8157± 0.0416 0.7774± 0.0337
MA-CKA 0.9221± 0.0296 0.8595± 0.0286
SPECT
GOLD 0.7683± 0.0957 0.7622± 0.0649
MA-LFC 0.7391± 0.0597 0.5848± 0.0528
MA-MV 0.7348± 0.1202 0.6116± 0.1481
MA-CKA 0.7345± 0.0802 0.7572± 0.0917
Vertebral
GOLD 0.9362± 0.0215 0.8626± 0.0288
MA-LFC 0.8653± 0.0403 0.7177± 0.0464
MA-MV 0.8736± 0.0510 0.8165± 0.0467
MA-CKA 0.8710± 0.0856 0.8195± 0.0690
Table 2.7: Validation of the proposed model for classification with multiple annotators. We
test our approach (MA-CKA) using 8 datasets from the UCI repository. We compare our
method with two approaches from the literature (MA-LFC and MA-MV). Similarly, we report
the results of a classifier trained with the actual labels (GOLD).
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According to the results in Table 2.7, we can make the following analysis. In terms of AUC our
approach (MA-CKA) has the best performance in three datasets; whereas that the approach
MA-LFC is the method that exhibits the best performance in four datasets and the approach
based on majority voting (MA-MV) is the best in one dataset. Furthermore, in terms of the
Accuracy, the approach proposed in this work has the best performance in six datasets; on
the other hand, the approach MA-LFC and the approach MA-MV have the best performance
in one dataset.
According to the above results, the model proposed in [25] (MA-LFC) and our approach
(MA-CKA) exhibit similar performance. However, the results for (MA-LFC) are biased
since this model assumes that the annotations are generated using the two-coin model (the
same model used to generate the annotations in this experiment). In this sense, we highlight
that our approach presents interesting results and can be used to deal with classification task
in the context of multiple annotators.
Real annotators
Now, we test our approach using a dataset where the annotations are provided by real
annotators. This dataset is formed by voice records, which are evaluated by several experts
to assess the quality of those voice signals according to the GRBAS protocol. The GRBAS
dataset comprises the evaluation of five characteristics G, R, B, A and S. However, we only
take into account the characteristics G, R, and B, since the annotators do not exhibit a good
performance in terms of sensitivity and specificity for the characteristics A and S, as it was
verified in [50].
Originally, this dataset configures a multi-class classification. However, we transform the
multiclass classification problem into a binary classification problem. Such transformation
is performed as follows. The voice samples belonging to class 0, are labeled as 0 (normal
voice). Similarly, voice records labeled as 1, 2 and 3, are labeled as 1 (pathological voice), this
experiment is performed with the purpose of validating our classification models with multiple
annotators since for the binary classification problem, we have access to the gold standard.
For this experiment, we use two approaches based on the Mel-frequency cepstral coefficients
(MFCC) for the feature extraction step (those methods were proposed in [50]): The first set of
features uses 12 MFCC and a coefficient of energy (named set1 with 13 features); the second
configuration, uses 12 MFCC, a coefficient of energy and the first derivate of the coefficients
(called set2 with 26 features). Due to the small number of samples in the database we use
the leave-one-out scheme to validate our classification approach. We compare our approach
(MA-CKA) with the model proposed in [25] (MA-LFC) and with a method uses a typical
classification scheme based on Gaussian processes where the ground truth for the training
stage is estimated as the majority voting from the annotations (MA-MV). Similarly, we use a
Gaussian processes classification trained with the labels to provide an upper bound (GOLD).
Such comparison is carried out in terms of the accuracy and the area under the curve ROC
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(AUC). In Table 2.8, we report the accuracy and the AUC. We highlight in bold the method
with the highest performance, excluding the upper bound (GOLD).
G R B
AUC Accuracy AUC Accuracy AUC Accuracy
set1
GOLD 0.9323 0.8991 0.9323 0.9037 0.9323 0.9037
MA-LFC 0.9143 0.8119 0.9218 0.8624 0.8789 0.8394
MA-MV 0.8833 0.8394 0.9009 0.8440 0.8748 0.6789
MA-CKA 0.8887 0.8486 0.9293 0.8899 0.9136 0.8303
set2
GOLD 0.9516 0.8899 0.9519 0.8899 0.9520 0.8899
MA-LFC 0.9009 0.8165 0.8771 0.8211 0.7834 0.7431
MA-MV 0.9013 0.8394 0.8806 0.8349 0.8603 0.7064
MA-CKA 0.9044 0.8853 0.9202 0.8853 0.8696 0.8440
Table 2.8: Validation of the proposed model for classification with multiple annotators using
real datasets. We test our approach (MA-CKA) using two different features extraction
schemes (set1 and set2) to parametrize the voice records belonging to the dataset. We
compare our method with two approaches from the literature (MA-LFC and MA-MV).
Similarly, we report the results of a classifier trained with the actual labels (GOLD).
According to the result reported in Table 2.8, we observe that our approach for classification
with multiple annotators (MA-CKA) outperforms all the approaches considered in this
work, except for the characteristic G using the set1 where the method MA-LFC has better
performance in terms of the AUC and for the characteristic B using the set1, where the
method MA-LFC has better performance in terms of the Accuracy. In this sense, we can
conclude that our approach can be used to deal with classification problems in the context
of multiple annotators.
2.2.4 Ground truth estimation for the dataset UI-UTP2
Since for the dataset UI-UTP2 we do not have access to the ground truth, it is necessary to
estimate it, aiming to validate our approach of automatic segmentation of nerve structures.
To perform this estimation, we follow the methodology established in 2.1.3.
In this sense, we determine the performance of the two options considered in 2.1.3 (the first
option is to assume the annotations from one of the anesthesiologists as the actual label; the
second option is to consider the Majority Voting computed from the annotations as the gold
standard) by measuring the CKA between the features extracted from each ultrasound image
KX (we consider the parametrization based on 600 superpixels and the non-linear Wavelet
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transform built from the adaptive dual lifting scheme) and the kernel computed over the
annotations provided by the experts or the kernel calculated over the majority voting.
However, in this case, the calculation of CKA is highly demanding (in terms of computational
complexity) due to the large number of instances obtained from the images in this dataset (In
total, we collected 28037 samples, where according to the majority voting, 23342 instances
correspond to background and 4695 instances are labeled as nerve); thus, we compute the
kernel matrices by using 6500 samples randomly sampled (without repetitions) and taking
into account that both classes (nerve and background) are equally represented (since the gold
standard is not available we use the majority voting from the annotations). This process is
repeated 80 times to guarantee that the results do not depend on specific instances. Table 2.9,
shows the mean and the standard deviation of the performance of the annotators and the
majority voting.
Performance using CKA
µ± σ
Expert 1 0.1343± 0.0325
Expert 2 0.3507± 0.0476
Expert 3 0.6458± 0.0276
Majority Voting 0.6601± 0.0459
Table 2.9: Anesthesiologists performance in terms of CKA.
From the Table 2.9 it is possible to note that according to CKA, the majority voting exhibits
the best performance. However, we can note too that there are not significant differences
between the performance of the anesthesiologist 3 and the majority voting. In this sense, we
define the annotations from the expert 3 and the majority voting as estimations of the gold
standard.
2.2.5 Automatic segmentation of peripheral nerves using
classification with multiple annotators
Finally, we test the methodology developed for the automatic segmentation of nerve
structures depicted in ultrasound images. For this sets of experiments, we use the dataset
UI-UTP2. This dataset is formed by 48 images corresponding to the ulnar nerve (21 images)
and the median nerve (27 images), which are labeled by three specialists (see Figure 2.2). This
methodology comprises three stages: Preprocessing, Feature extraction, and classification
(see the block diagram in Figure 2.3). For the Preprocessing step, we generate a ROI
using Graph Cuts segmentation (using λ = 1), which is filtered using median filtering and
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morphological operators of opening and closing (According to the results exposed in Table 2.1
this methodology of filtering offers the best relation between performance and execution
time). Now, for the feature extraction step, we divide each filtered ROI into several regions
by using SLIC-Superpixels (we choose 600 superpixels). Each Superpixel is parametrized
using a feature extraction approach based on a particular non-linear Wavelet transform,
which is built using the adaptive dual lifting scheme. Finally, for the step of classification
with multiple annotators, we use the approach proposed in this work to deal with multiple
annotators. Now, to improve the segmentation results obtained after the classification step,
we perform a post-processing methodology. Here, we use three morphological operations
(erode, opening and closing). The nerve structure corresponds to the largest connected
component. Figure 2.7 shows the results for the implemented methodology
(a) Original Image (Ulnar
nerve)
(b) Majority Voting from
the annotations
(c) Labels from expert 3 (d) Segmentation reults
(e) Original Image
(Median nerve)
(f) Majority Voting from
the annotations
(g) Labels from expert 3 (h) Segmentation reults
Figure 2.7: Peripheral nerve segmentation using the approach proposed in this work. In the
top, we show the segmentation for a ulnar nerve. In the bottom, the results for the median
segmentation are shown.
According to the results in the Figure 2.7, we note that the approach proposed in this work
can determine which regions in an ultrasound image corresponds to a nerve structure, even
if the gold standard (i.e. the actual labels) are not available for the training stage, and in
contrast we just have access to an amount of annotations provide by multiple experts (in this
case anesthesiologists) with different level of expertise. On the other hand, we can note that
our approach generates some false-positives (i.e. some regions outside the nerve structure
were segmented as nerve structures).
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Up to this point, we have checked that the segmentation approach used in this work, can
segment nerve structures depicted in ultrasound images. Now, it is necessary to compare,
the performance of our methodology (GP-CKA) with other approaches. In this sense,
we consider the preprocessing stage and the feature extraction step proposed in this work;
however, for the classification step, we use five different schemes: The first four approaches are
based on a Gaussian processes model for classification, where the scheme GP-Ex1 uses the
annotations from the specialist 1, GP-Ex2 uses the annotations from the expert 2, GP-Ex3
utilizes the annotations from the anesthesiologist 3, and GP-MV, trains the Gaussian
processes model for classification using the majority voting computed from the annotations
provided by the three anesthesiologists. Finally, the last approach (LFC) employed in this
experiment is the model for classification with multiple annotators proposed in [25], which
measures the annotators performance in terms of specificity and sensitivity. The segmentation
performances obtained with this experiments are measured in terms of the Dice coefficient
between the segmentation results obtained with the approaches considered for this analysis
and two baselines (the annotations from the expert 3 and the majority voting computed
from the annotations) proposed as an estimate for the unknown gold standard. Table 2.10
shows the performances of the segmentation schemes proposed to validate our segmentation
methodology.
Dice Coefficient
µ± σ
GP-Ex1 0.6498± 0.0026
GP-Ex2 0.6406± 0.0019
GP-Ex3 0.6548± 0.0015
GP-MV 0.6445± 0.0016
LFC 0.6506± 0.0015
GP-CKA 0.6611± 0.0028
Dice Coefficient
µ± σ
GP-Ex1 0.6276± 0.0027
GP-Ex2 0.6133± 0.0022
GP-Ex3 0.6341± 0.0016
GP-MV 0.6204± 0.0016
LFC 0.6284± 0.0016
GP-CKA 0.64147± 0.0030
Table 2.10: Validation of the model proposed in this paper. In the left, we expose the
performance in terms of the Dice coefficient, considering the majority voting as an estimate for
the gold standard. In the right, we exhibit the Dice coefficient assuming that the annotations
from the annotator 3 are the ground truth.
We perform a statistical significance analysis based on the equal mean test is applied for
segmentation method considered in this work. This test allows to determine which method
provides a higher performance in terms of the Dice coefficient.
According to the results in the Table 2.10, we can note that our approach to automatic
segmentation of nerve structures depicted in ultrasound images outperforms all the
methodologies taken into account to the validation step. Similarly, it is important to clarify
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that our approach can perform segmentation tasks even if the actual label (gold standard) is
not available.
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3.1 Conclusions
In this project, we developed an ultrasound image segmentation framework based on adaptive
feature extraction and a multi-annotator approach that allows revealing discriminative
patterns between nerve and anatomical structures in PNB tasks. The framework Introduced
is robust against image noise and artifacts. Moreover, we demonstrated that our approach
can segment nerves accurately and could be used as support for PNB procedures.
We develop a preprocessing methodology, where a region of interest (ROI) is generated
using Graph Cuts Segmentation. Similarly, we use an approach based on median filtering
to minimize the artifacts and the speckle noise associated with the ultrasound images.
The results show that this method exhibits a remarkable performance in terms of nerve
segmentation, and it is less demanding (in terms of computation time) than the others
approaches considered in this work.
We develop a feature extraction approach, where the ROI is divided using SLIC-superpixel
(specifically, using 600 superpixels) and each super pixel is parametrized using a particular
non-linear Wavelet transform, which is built based on the adaptive dual lifting scheme. The
results show that by using non-linear Wavelets over the superpixels regions, we can extract
relevant features that represent the presence of a given nerve in an image.
We designed and implemented a multi-kernel representation based on Centered Kernel
Alignment to estimate the performance of multiple annotators when the gold standard is
not available. We tested our approach in both synthetic and real datasets. The results
show that the proposed method can be used to deal with supervised learning problems with
multiple annotators (i.e. when the gold standard is not available)
3.2 Future Work
In this work, we implemented an approach to supervised learning with multiple annotators,
where the estimation of the gold standard and the classifier training is performed separately.
Future work can be oriented to develop a methodology that can jointly estimate the ground
truth and train the classification scheme.
Regarding the segmentation approach, in this work, we proposed an automatic method to
locate nerve structures depicted in ultrasound images. Future work can be oriented to develop
a spatial location system that allows guiding a needle used to supply the anesthetic used to
perform PNB procedures.
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1. González, J. G., Álvarez, M. A., & Orozco, Á. A. (2015, June). Peripheral Nerves
Segmentation in Ultrasound Images Using Non-linear Wavelets and Gaussian Processes.
In Iberian Conference on Pattern Recognition and Image Analysis (pp. 603-611).
Springer International Publishing.
2. González, J. G., Álvarez, M. A., & Orozco, Á. A. (2015, August). Automatic
segmentation of nerve structures in ultrasound images using Graph Cuts and Gaussian
processes. In 2015 37th Annual International Conference of the IEEE Engineering in
Medicine and Biology Society (EMBC) (pp. 3089-3092). IEEE.
3. González, J. G., Álvarez, M. A., & Orozco, Á. A. (2015, August). A probabilistic
framework based on slic-superpixel and Gaussian processes for segmenting nerves
in ultrasound images. In 2016 38th Annual International Conference of the IEEE
Engineering in Medicine and Biology Society (EMBC) (pp. 4133-4136). IEEE.
Moreover, we publish some articles related to the area of supervised learning with multiple
annotators.
5. González, J. G., Álvarez, M. A., & Orozco, Á. A. (2015, August). Automatic
Assessment of Voice Quality in the Context of Multiple Annotations. In 37th Annual
International Conference of the IEEE Engineering in Medicine and Biology Society
(EMBC) (pp. 6236-6239). IEEE.
6. González, J. G., Álvarez, M. A., & Orozco, Á. A. (2016, November). Spatial
resolution enhancement in ultrasound images from multiple annotators knowledge. (to
be published)
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