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On Null–Space Control of Kinematically Redundant Robot Manipulators
Kamil Cetin, Enver Tatlicioglu, and Erkan Zergeroglu
Abstract— In this study, we consider the null-space control
problem of redundant robot manipulators. Specifically for robot
manipulators with kinematically redundancy where at least
one extra degree of freedom is present, we introduce a sub–
task controller that will ensure the use of the extra degrees
of freedom for possible control purposes while still ensuring
the main objective. The stability of the main (end–effector
tracking) and sub–task objectives are obtained via Lyapunov
based arguments. Extension to adaptive controller formulation
for robotic devices with uncertain system dynamics is also
presented. Numerical studies for the adaptive controller are
presented to illustrate the liability of the proposed method.
I. INTRODUCTION
The research on kinematically redundant robot manipula-
tors where the dimension (i.e., n) of the joint space is greater
than the dimension (i.e., m) of its operational or task–space
[1], has been active for quite a long time. This is mostly
due to the fact that the design and implementation of some
of the relatively simple problems for conventional robotic
manipulator, as path planning or dynamic control, might
become quite hard when kinematic redundancy has to be
taken into account. To name a few; authors of [2] proposed a
control scheme based on the dynamic model of a manipulator
in Cartesian space and extended this result for redundant
manipulators by using a manipulator Jacobian pseudo-inverse
formulation. A configuration control approach in which the
end–effector motion in task-space is augmented was pro-
posed in [3]. A robust adaptive controller for kinematically
redundant robot manipulators was presented in [4]. Using
extended task–space formulation Peng et al. proposed a
compliant motion controller in [5]. In [6], authors have inves-
tigated actuator redundancy, where the additional actuation
is used to impose some freedom in performing desired tasks.
For redundant robots, there are an infinite number of joint
configurations for any given end–effector pose [7]. And while
performing a desired task, among all the possible configu-
rations some can be preferred [8]. One way of obtaining
a preferred configuration at joint level is through the use of
secondary functions. Examples to this are presented in [9] for
obstacle avoidance, and in [10] for grasping. The secondary
tasks, or sub–tasks can be utilized as an add–on to the main
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task–space control objective [11], [12]. Assuming that the
exact knowledge of the robot dynamics is known Hsu et al.
presented a dynamical feedback controller that guarantees
end–effector tracking and enables the self motion of the
manipulator flow along the projection of a given arbitrary
vector field, in [13]. Adaptive controller formulations for the
same problem with dynamical uncertainties were presented
in [14], [15], [16], [17], while robust controller formulations
that also compensates for the unstructured uncertainties were
presented in [9], [10], [18], [19]. Recently there has been
some work on the use of secondary task formulation for
kinematically redundant robot manipulators that obtained
practical end–effector tracking despite parametric uncertainty
in the robot dynamics as in [20], [21], [22], and [23].
In this paper, we aim to design a novel sub–task controller
that achieves asymptotic end–effector and sub–task tracking,
as opposed to the practical tracking results presented in the
literature. In [15] and [16], Zergeroglu et al. only considered
an adaptive controller that achieves exponential end–effector
tracking and sub–task tracking without integration of the
sub–task objective into the stability analysis. Later in [20]
and [21], Tatlicioglu et al. addressed this issue by designing
an adaptive controller that achieves asymptotic tracking in
the task–space with systematic integration of the sub–task
objective into the stability analysis. Different from the pre-
viously proposed controllers of [20] and [21], the proposed
methodology includes a new term that depends on the sub–
task function and its partial derivative with respect to the joint
positions. This new term allowed us to conduct a combined
stability analysis for both task–space tracking and sub–task
objective. A novel Lyapunov function including square of
the scalar sub–task function is then introduced. Exponential
stability of the exact model knowledge and asymptotic
stability of the adaptive controller that also compensates
for parametric uncertainties in the robot dynamics are then
ensured via Lyapunov type arguments.
II. DYNAMIC AND KINEMATIC MODEL
The dynamic model of an n dof (degree of freedom)
revolute joint robot manipulator is described as [13]
M(θ)θ¨ + C(θ, θ˙)θ˙ +G(θ) + Fdθ˙ = τ(t) (1)
where θ(t), θ˙(t), θ¨(t) ∈ Rn are the joint position, veloc-
ity and acceleration vectors, respectively, M(θ) ∈ Rn×n
represents the inertia matrix, C(θ, θ˙) ∈ Rn×n represents
centripetal–Coriolis effects, G(θ) ∈ Rn represents gravita-
tional effects, Fd ∈ Rn×n is the constant positive definite
diagonal dynamic frictional effects, and τ(t) ∈ Rn is the
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control input torque vector. The subsequent development is
based on the following properties [24].
Property 1: The inertia matrix M(θ) is symmetric and
positive–definite, and satisfies the following inequalities
m1 ‖ζ‖2 ≤ ζTM(θ)ζ ≤ m2 ‖ζ‖2 ∀ζ ∈ Rn (2)
where m1, m2 ∈ R are positive constants, and ‖·‖ denotes
the standard Euclidean norm.
Property 2: The inertia and centripetal–Coriolis matrices
satisfy the following skew symmetric relationship
ζT [M˙(θ)− 2C(θ, θ˙)]ζ = 0 ∀ζ ∈ Rn (3)
where M˙(θ) denotes the time derivative of the inertia matrix.
Property 3: The left–hand side of (1) can be linearly
parametrized as shown below
Y (θ, θ˙, θ¨)φ = M(θ)θ¨ + C(θ, θ˙)θ˙ +G(θ) + Fdθ˙ (4)
where Y (θ, θ˙, θ¨) ∈ Rn×p being the regression matrix, and
φ ∈ Rp is the constant parameter vector that depends on
robot parameters.
The end–effector position and orientation in the task–space
x(t) ∈ Rm (with n > m) can be written as a function of the
joint vector as shown below
x = f(θ) (5)
where f : Rn → Rm is the forward kinematics function.
Differentiating (5) with respect to time yields
x˙ = Jθ˙ (6)
where x˙(t) ∈ Rm is the task–space velocity vector, and
J(θ) , ∂f(θ)∂θ ∈ Rm×n is the Jacobian matrix. Since m 6= n
then we will need pseudo–inverse of the Jacobian matrix,
denoted by J+(θ) ∈ Rn×m, which is defined as follows
J+ , JT (JJT )−1 (7)
which satisfies
JJ+ = Im (8)
where Im denotes the standard m×m identity matrix. The
pseudo–inverse defined by (7) satisfies the Moore-Penrose
conditions as described in [25].
Following remarks are standard in the dynamic redundant
robot control literature.
Remark 1: During the control development, we need
J+(θ) to be available ∀θ(t) which is possible by avoiding
all kinematic singularities a priori.
Remark 2: The dynamic and kinematic terms depend on
θ(t) via trigonometric functions only, and as result of this
they remain bounded for all possible θ(t).
III. ERROR SYSTEM FORMULATION
The task–space tracking error, denoted by e(t) ∈ Rm, is
defined as follows
e , xd − x (9)
where xd(t) ∈ Rm denotes the desired task–space trajectory.
It is assumed that xd(t), x˙d(t) and x¨d(t) are all bounded
functions of time.
After taking the time derivative of (9) and substituting (6),
we can obtain
e˙ = x˙d − Jθ˙. (10)
To further facilitate the subsequent analysis, we define an
auxiliary error–like signal, denoted by r(t) ∈ Rn, as follows
r , J+(x˙d + αe) + (In − J+J)h− θ˙ (11)
where α ∈ Rm×m is a diagonal, positive–definite, constant,
control gain matrix, and h(t) ∈ Rn is a null–space controller
that is detailed in Section IV. Premultiplying (11) by J and
substituting (6) and (10), we obtain
e˙ = −αe+ Jr (12)
where (8), (10), and Moore-Penrose conditions were utilized.
For simplicity, we define another auxiliary signal, denoted by
ra(t) ∈ Rn, as follows
ra , J+(x˙d + αe) + (In − J+J)h (13)
which can be substituted into (11) to obtain
r = ra − θ˙. (14)
Taking the time derivative of (14), pre–multiplying by in-
ertia matrix M(θ), and then substituting (1), we obtain the
following open–loop error dynamics
Mr˙ = Y φ− Cr − τ (15)
where
Y φ = Mr˙a + Cra +G+ Fdθ˙ (16)
with Y (θ, θ˙, ra, r˙a) ∈ Rn×p and φ was determined by (4).
IV. CONTROLLER DESIGN AND STABILITY ANALYSIS
In this section, control design and the accompanying
stability analysis will be presented when exact knowledge
of the robot dynamics is available (i.e., φ in (4) or (16) is
known). From the error system development in Section III
and the subsequent stability analysis, we design the control
input torque τ(t) as follows
τ = Y φ+Krr + J
T e− ysJTs (17)
where ys(θ) ∈ R is the yet to be designed sub–task function,
Js(θ) ∈ R1×n is also yet to be designed, and Kr ∈ Rn×n is
a positive–definite, constant, diagonal, control gain matrix.
Remark 3: The exact model knowledge (EMK) version of
the adaptive controller in [20] and [21] expressed by using
the notation in this paper is of the following form
τ = Y φ+Krr + J
T e. (18)
As opposed to the controller (18), our proposed controller
(17) includes the new term (ysJTs ) which will subsequently
allow us to carry out a combined stability analysis for both
task–space tracking and sub–task objective.
After substituting (17) into (15), the closed–loop error
system for r(t) can be written as follows
Mr˙ = −Cr −Krr − JT e+ ysJTs . (19)
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The sub–task function ys will be designed to depend only
on θ. Special care must be taken when designing the sub–
task function ys. Specifically, in the subsequent stability
analysis convergence of ys to zero will be proven. As a
result when designing the sub–task function this should be
considered and functions that could be driven to zero must
be considered.
The time derivative of ys can then be obtained as
y˙s = Jsθ˙ (20)
where Js(θ) is the auxiliary Jacobian–like function defined
as
Js ,
∂ys
∂θ
. (21)
Substituting θ˙ in (20) by the expression on θ˙ derived from
(11), we obtain the following expression
y˙s = JsJ
+(x˙d + αe) + Js(In − J+J)h− Jsr. (22)
Based on the structure of (22) and the subsequent stability
analysis, we design the null–space controller as follows
h = − (In − J
+J)JTs
‖Js(In − J+J)‖2
[ksys + JsJ
+(x˙d + αe)] (23)
where ks ∈ R is a positive constant. Notice that, Jh = 0m×1.
Provided that the following sufficient condition holds∥∥Js(In − J+J)∥∥ > 0 (24)
there is no singularity issue in h(t).
Remark 4: The sub–task control input in [20] and [21]
expressed by using the notation in this paper is of the
following form
h = −ks[Js(In − J+J)]T ys. (25)
In contrast to the null–space controller (25), our proposed
null–space controller (23) is quite different from (25).
Mathematically speaking, the term ‖Js(In − J+J)‖ will
be equal to zero when JTs is in the null–space of (In −
J+J). And when this is the case, then, in (22), the null–space
controller is multiplied by zero. As a result, it is reasonable
to assume that (24) is satisfied. In addition, we would like
to note that the condition in (24) was previously introduced
in [20] and then utilized in [21], [22], [23].
Finally, substituting (23) into (22), we obtain the following
closed–loop dynamics for ys(t)
y˙s = −ksys − Jsr. (26)
Now we are ready to proceed to the combined stability
analysis. We begin our analysis by introducing the following
Theorem.
Theorem 1: For the robot manipulator dynamics given in
(1), the controller in (17) with the sub–task controller in
(23) ensures exponential task–space tracking and exponential
sub–task control.
Proof: We start our proof by defining a nonnega-
tive scalar function (i.e., a Lyapunov function), denoted by
V1(e, r, ys) ∈ R, as
V1 ,
1
2
eT e+
1
2
rTMr +
1
2
y2s . (27)
By using (2), it can easily be shown that the following bounds
hold for (27)
λ1 ‖z‖2 ≤ V1 ≤ λ2 ‖z‖2 (28)
where λ1 , 12 min{1,m1}, λ2 , 12 max{1,m2}, and z(t) ∈
R(m+n+1)×1 is the combined error vector defined as
z(t) ,
[
eT rT ys
]T
. (29)
After taking the time derivative of (27), we obtain
V˙1 = e
T e˙+ rTMr˙ +
1
2
rT M˙r + ysy˙s (30)
Substituting (12), (19) and (26) into (30) yields
V˙1 = e
T (−αe+ Jr) + 1
2
rT M˙r
+rT (−Cr −Krr − JT e+ ysJTs )
+ys(−ksys − Jsr) (31)
and after canceling common terms, we obtain the following
expression
V˙1 = −eTαe− rTKrr − ksy2s (32)
where (3) was also utilized. Notice that, we can upper bound
(32) as
V˙1 ≤ −λ3 ‖z‖2 (33)
where λ3 , min{λmin(α), λmin(Kr), ks} with λmin(·) de-
noting the minimum eigenvalue of a matrix.
From (27), (28) and (32), (33), it is easy to see that
V1(e, r, ys) is exponentially stable [26]. Therefore z(t)
and thus e(t), r(t), ys(t) are exponentially stable. So,
V1(e, r, ys) ∈ L∞, and thus z(t), e(t), r(t), ys(t) ∈ L∞.
Based on the boundedness of the desired task–space tra-
jectory, from (9), it is clear that x(t) ∈ L∞. In view of
Remark 2, boundedness of e(t) and r(t) can be utilized along
with (12) to conclude that x˙(t) ∈ L∞. Above boundedness
statements can be utilized with (11) to prove that θ˙(t) ∈ L∞.
The above boundedness statements can be utilized with (15)
to prove that r˙(t) ∈ L∞ where Remark 2 was utilized.
The robot manipulator dynamics in (1) can be utilized to
demonstrate τ(t) ∈ L∞. Standard signal chasing arguments
can then be used to prove that all signals remain bounded
under the closed–loop operation.
Remark 5: The Lyapunov functions for task–space track-
ing (i.e., Vt) and sub–task objective (i.e., Vs) and their time
derivatives in [20] and [21] expressed by using the notation
in this paper are of the following forms
Vt =
1
2
eT e+
1
2
rTMr with V˙t = −eTαe− rTKrr
Vs =
1
2
y2s with V˙s ≤ −γy2s + 
680
where , γ are positive scalar constants. While the exact
model knowledge version of the task–space controller of
[20] and [21] provides exponential stability, their null–space
controller achieves ultimately bounded sub–task tracking
provided in the following sense
|ys| ≤
√
|y2s(t0)| exp(−2γt) +

γ
.
On the other hand, our proposed combined controller
achieves asymptotic task–space tracking and asymptotic sub–
task tracking.
A. Adaptive Controller Extension
In this section, the exact model knowledge controller of
(17) is modified to compensate for parametric uncertainties
in the dynamic model. We design the adaptive controller as
τ = Y φˆ+Krr + J
T e− ysJTs (34)
where φˆ(t) ∈ Rp is the estimate of the uncertain parameter
vector φ, and is updated according to
˙ˆ
φ = ΓY T r (35)
where Γ ∈ Rp×p is a constant positive definite diagonal
adaptive gain matrix.
The only difference between the exact model knowledge
controller and the adaptive controller is the time–varying
update rule φˆ(t) introduced to compensate for the lack of
accurate knowledge of dynamic model parameters.
The parameter estimation vector φ˜(t) ∈ Rp is defined as
φ˜ , φ− φˆ. (36)
Substituting (34) and (36) into (15), the closed–loop error
system for r(t) can be written as follows
Mr˙ = −Cr −Krr − JT e+ ysJTs + Y φ˜. (37)
Since the dynamics of task–space tracking error and sub–task
function do not depend on the dynamic model parameters
they remain unchanged. Now we can state the stability
theorem for the adaptive controller.
Theorem 2: The adaptive controller in (34) along with the
sub–task controller in (23) and the parameter update law in
(35) ensures asymptotic task–space tracking and asymptotic
sub–task control in the sense that
‖e(t)‖ → 0 , |ys(t)| → 0 as t→∞. (38)
Proof: We start our proof by defining a positive valued
scalar function, denoted by V2(e, r, ys, φ˜) ∈ R, as
V2 , V1 +
1
2
φ˜TΓ−1φ˜ (39)
where V1(e, r, ys) was defined in (27). Similar to (28),
following bounds can be obtained for V2
λ4 ‖s‖2 ≤ V2 ≤ λ5 ‖s‖2 (40)
where λ4 , 12 min{1,m1, λmax(Γ)}, λ5 ,
1
2 max{1,m2, λmin(Γ)} with λmax(·) denoting the
maximum eigenvalue of a matrix, and s(t) ∈ R(m+n+p+1)×1
is the combined error vector defined as
s(t) ,
[
eT rT ys φ˜
T
]T
=
[
zT φ˜T
]T
. (41)
After taking the time derivative of (39), we obtain
V˙2 = e
T e˙+ rTMr˙ +
1
2
rT M˙r + ysy˙s + φ˜
TΓ−1 ˙˜φ. (42)
Substituting (12), (26), (37), time derivative of (36) along
with (35), and then canceling common terms, we obtain the
following expression
V˙2 = −eTαe− rTKrr − ksy2s ≤ −λ3 ‖z‖2 (43)
where λ3 was introduced in (33) and skew symmetry prop-
erty in (3) was utilized.
From (39), (40) and (43), V2(e, r, ys, φ˜) ∈ L∞, therefore,
s(t), and thus e(t), r(t), ys(t), φ˜(t) ∈ L∞. Similar to the
proof of Theorem 1, all the signals can be shown to remain
bounded under the closed–loop operation. After integrating
(43) in time from 0 to +∞, we obtain∫ +∞
0
V˙2(t)dt ≤ −λ3
∫ +∞
0
‖z(t)‖2 dt (44)
and after some mathematical manipulations∫ +∞
0
‖z(t)‖2 dt ≤ V2(0)
λ3
(45)
from which we can see that z(t) is square integrable. Bar-
balat’s Lemma [27] can then be utilized to obtain asymptotic
task–space tracking and asymptotic sub–task control results
in (38).
V. SIMULATION RESULTS
To illustrate the performance of the task–space tracking
with sub–task controller, numerical simulation results are
presented on a 3 dof planar robot manipulator with the
following dynamics [15]
M =
 M11 M12 M13M12 M22 M23
M13 M23 M33
 Fd =
 fd1 0 00 fd2 0
0 0 fd3

C =
 C11 C12 C13C21 C22 C23
C31 C32 C33
 G(θ) =
 G1G2
G3

where the entries of the gravitational effect Gi, the inertia
matrix Mij , and the centripetal–Coriolis matrix Cij , i, j ∈
{1, 2, 3} (which are formed to satisfy Property 2) are given
as follows
M11 = β1 + 2p1c2 + 2p2c23 + 2p3c3 M22 = β2 + 2p3c3
M12 = β2 + p1c2 + p2c23 + 2p3c3 M23 = β2 + p3c3
M13 = β2 + p2c23 + p3c3 M33 = β3
C11 = −(p1s2 + p2s23)θ˙2 − (p2s23 + p3s3)θ˙3
C12 = −(p1s2 + p2s23)(θ˙1 + θ˙2)− (p2s23 + 2p3s3)θ˙3
C13 = −(p2s23 + p3s3)(θ˙1 + θ˙3)− p2s23θ˙2
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C21 = (p1s2 + p2s23)θ˙1 C22 = −p3s3θ˙3
C23 = −p3s3(2θ˙1 + θ˙2 + θ˙3) C31 = (p2s23 + p3s3)θ˙1
C32 = p3s3(2θ˙1 + θ˙2) C33 = 0
G1 = 0.5ms1gl1c1 +ms2g(l1c1 + 0.5l2c12)
+ ms3g(l1c1 + l2c12 + 0.5l3c123)
G2 = 0.5ms2gl2c12 +ms3g(l2c12 + 0.5l3c123)
G3 = 0.5ms3gl3c123
where β1, β2, β3, p1, p2, p3, ms1, ms2, ms3 denote the
model parameters (i.e., mass of the links, center of mass each
link, link lengths), fd1, fd2, fd3 denote the dynamic friction
coefficients, si, ci, si,j , ci,j represents sin(θi), cos(θi),
sin(θi + θj), cos(θi + θj) (i, j ∈ {1, 2, 3}), respectively.
For simulation purposes, the masses of links 1, 2 and 3
were selected to be ms1 = 3.60Kg, ms2 = 2.60Kg and
ms3 = 2.00Kg, respectively. The corresponding link lengths
were selected as l1 = 0.4m, l2 = 0.36m, l3 = 0.30m,
respectively, and the center of mass of each link was selected
to be the midpoint of each link. The gravitational constant
was selected as g = 9.81 msec2 . Given the above numerical
values, the following values for the model parameters with
unit Kg.m2 and the friction parameters with unit Nm.sec
were used in the simulation
β1 = 1.1956 β2 = 0.3946 β3 = 0.0512
p1 = 0.4752 p2 = 0.1280 p3 = 0.1152
fd1 = 5.3 fd2 = 2.4 fd3 = 1.1.
The constant parameter vector defined in (4) was constructed
as follows
φ = [ β1 β2 β3 p1 p2 p3 fd1 fd2 fd3 ]
T .
(46)
The end–effector position of the manipulator in the task–
space can be obtained to have the following form
x(t) =
[
X(t)
Z(t)
]
=
[
l1c1 + l2c12 + l3c123
l1s1 + l2s12 + l3s123
]
. (47)
Based on the above forward kinematic calculations, the
manipulator Jacobian is obtained as
J =
 −l1s1 − l2s12 − l3s123 l1c1 + l2c12 + l3c123−l2s12 − l3s123 l2c12 + l3c123
−l3s123 l3c123
T
(48)
with c123 , cos(θ1 + θ2 + θ3), s123 , sin(θ1 + θ2 + θ3).
The manipulator was initialized to be at rest at the follow-
ing joint position θ(0) = [ 0.1 0.5 1.5 ]rad. The desired
task–space trajectory, for all simulations, was selected as
follows
xd =
[
Xd
Zd
]
=
[
0.5 + 0.1 cos(t)(1− exp(−0.3t3))
0.5 + 0.1 sin(t)(1− exp(−0.3t3))
]
.
Two sets of simulations were performed for the proposed
adaptive controller. The first set of simulation was performed
without sub–task control. In the second set of simulation,
following sub–task function was selected
ys = θ2 − 1 (49)
with which the position of the second link is forced to go to
1 rad.
The best results for the adaptive controller of
(34) were obtained with the following control and
adaptation gains; α = 10I2, Kr = 20I3, Γ =
diag{ 0.1 0.75 1.5 0.035 1.1 0.05 40 30 30 }
for the first set of simulation, and ks = 5 for the second set
of simulation. It is highlighted that in the adaptive controller
simulation the model parameters were utilized to simulate
the robot dynamics and were not utilized in the controller
formulation as can be seen in (34).
Figure 1 shows the task–space tracking errors for two sets
of simulations; Figure 2 shows the joint positions for two
sets of simulations; Figure 3 shows the desired and actual
task–space trajectories. From Figure 1, it is clear that task–
space tracking objective was met for both simulations. From
Figure 2, it is clear that when there is sub–task control the
position of the second link went to 1 rad thus satisfying the
sub–task function in (49).
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Fig. 1. Task–space end–effector position tracking errors e(t).
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VI. CONCLUSIONS
In this paper, we mainly focused on an asymptotically
stable sub–task control design and presented the design and
the corresponding analysis of two task–space controllers (one
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exact model knowledge and one adaptive) for redundant
robot manipulators that utilizes the extra degrees of freedom
of the redundant robot for a predefined sub–task. The sub–
task function introduced, has been designed as an error–like
function of joint positions. A combined stability analysis that
ensures the stability and convergence of both end–effector
and sub–task function have been presented. To our best
knowledge, the proposed combined analysis is novel when
compared to the existing literature on control of redundant
robot manipulators. Convergence of the task–space tracking
error and the sub–task function to the origin were ensured.
Numerical simulations were conducted for the adaptive con-
troller with and without sub–task controllers.
A possible application area of the proposed strategy is
when the robot manipulator (possibly a hyper redundant one)
is equipped with a camera or a sensor that needs to be kept
at a specific pose while performing end–effector motion. In
that case, that particular point can be written as a function
of the joint positions and the proposed sub–task controller
can be utilized to ensure the task.
As future work, experimental verification of the proposed
control strategy is aimed. We are currently in the process of
developing our own 3 dof planar redundant robot manipulator
where we will test the proposed controllers.
A shortcoming of the proposed controllers may be seen
as lack of compensation for unstructured uncertainties (i.e.,
disturbances). In this paper, design of a novel sub–task
controller was emphasized so the dynamic model (fully
or partially) was considered to be known and thus no
disturbance term was considered. It is obvious that, any
realistic model should include a disturbance term to represent
unmodeled dynamics. So, design of a robustifying term to
be fused with the proposed controllers will also be done.
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