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ABSTRACT 
We extend the concepts, introduced by C. R. Rao for Euclidean norms, of 
minimum g-inverses and least square g-inverses, using arbitrary norms. We give a 
characterization of such generalized inverses and an application to the case in which 
the norm is I,. As a result of this application we obtain that when A E @(” + ‘) x ” has 
rank n, there exists a generalized inverse of A, which serves the same purpose as the 
Moore-Penrose inverse, when the norm is I,. 
INTRODUCTION 
Let cmxn be the set of m by n matrices over the field of complex 
numbers @, and let A .Cmxn. According to C. R. Rao [7-j, a generalized 
inverse (gi.) of A is a matrix G E CnXm which satisfies. 
AGA = A. (1) 
Such a G always exists, and it is not unique unless A is nonsingular. 
One of the most common applications of the generalized inverse is to the 
solution of systems of linear equations. If 
Ax=y (2) 
is consistent, then y = Au for some vector u, and if G is a g.i. of A, then Gy 
is a solution of (2). Moreover, every solution of (2) is of the form Gy for some 
generalized inverse G of A [7, p. 271. But if we want to ensure that these 
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solutions have additional properties, we have to impose further conditions on 
G. By imposing on G conditions which concern minimality with respect to 
Euclidean norms, Rao introduced the concepts of minimum g-inverse and 
least square g-inverse. In this paper we extend these concepts, using arbi- 
trary norms. We give a characterization of such generalized inverses (Theo- 
rem 1), and we apply our results to the case in which the norm is 1,: 
One of the results of this application (Theorem 2) is that for each matrix 
A EQ=(“+I)~” of rank n, there exists a matrix G EC”“@‘+~~, which is a g.i, of 
A, such that for each y, Gy is a Chebyshev approximation of Ax= y. That is, 
for each y 
IlAGy - YII = i$llAx - yll. 
I. GENERAL RESULTS 
DEFINITION 1. Let )\.I\ be a norm in C”. A minimum 11. II-inverse 
(m-11 .11-i) of A is a generalized inverse G of A such that for each y which 
makes the system Ax = y consistent, we have that 
IIGYII ( 1141 
for all solutions x of Ax= y-in other words, 
IIGYII = infll4L 
where inf is taken over all solution of Ax= y. 
When the norm 1) .I) is an arbitrary Euclidean norm, Rao has proved that 
every matrix has a m-11 * )I- i ( minimum g-inverse). But we shall see that for 
general norms, the minimum I( * (I-inverse need not exist. 
DEFINITION 2. Let )I * 1) be a norm in C”. An approximate 1) *II-inverse 
(a-11 * 11-i) of A is a generalized inverse G of A such that for all y 
IlAGy - yll = mjn IJAr - yll. 
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When rankA = m, then for every g.i. G of A we have that 
AG=Z, 
where I is the identity matrix. Therefore every g.i. G of A is an a-](. (J-i of A. 
On the other hand, when )I * I( is an arbitrary Euclidean norm, Rao has 
proved that every matrix has an a-]]. 11-i. We shah see that in general not 
every matrix has an a-[( * 11-i. 
In order to get a characterization of the m-11 - [l-i and a-[(. (1-i we use the 
matrix norm induced by a given vector norm. 
Every norm (1. )I in C” induces a norm in @” Xm by the following 
definition [3, p. 2081: 
IPII = $# 
PFIOP~SITION 1 [3, p. 2081. The matrix norm defined by (3) satisfies 
(i) IIA II = IlAxll for some x, 
W IlAd < IIAII llxll fi all x3 
6) IP II < IJAIl IIB II. 
COROLLARY 1. Zf G is a gi. of A, then 
(i) IIGAII > 1; 
(ii) when A ,Cmxn has rank less than m, 
I(AG - ZJI > 1. 
Proof. It is clear by (iii) of Proposition 1 that if .Z is a nonzero 
idempotent matrix, then 
IIJII > 1. 
Now, since rankA <m, AGZZ. Therefore, by (l), I - AG and GA are 
nonzero idempotent matrices, which proves the corokuy. n 
THEOREM 1. Let AEPX”. %n 
(i) Givenanorm()~~~in@“,ag.i.GofAi.sam-(J~J~-iofAifanddyif 
))GA()=l. 
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(ii) ZftherankofAislessthunmand~~*~~isarwrminC”,thenGi.san 
a-11.(1-i ofA ifand only if 
JIAG - I)) = 1. 
Proof. (i) Suppose G is a m-11 . 11-i of.A. Then by definition 
IIGAxll G It41 for all x 
which implies, by (3), that 
IIGAII < 1. (4 
Next, by (i) of Corollary 1 we have that 
IIGAII z 1. 
From (4) and (5) we infer that 
IlGAll = 1. 
(5) 
(6) 
Conversely, suppose (6) holds. If the system 
Ax = y 
is consistent, its set of solutions is 
Gy + (I- GA)z, ZEC” 
[l, p. 401. On the other hand we deduce from (6) and from (ii) of Proposition 
1.4 that 
llGA(Gy +(I- GAb)lI ( IIGy + (I- GA)41 (7) 
for all .z E C” and y in the range of A. But using (1) and the fact that y is in 
the range of A, we find that 
GA(Gy+(Z-GA)z) = Gy. 
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IIGyll ( IIGy + (I-G+lL 
forallzE@andyintherangeofA.Thus, 
IIGyll = inflbll 
subject to Ax= y. This proves part (i). 
(ii) If G is an approximate 11. (J-inverse of A, then 
IlAGy - yll < IlAx - yll for all x, y. 
In particular, for x = 0 we have 
IIAGY - YII < II YII for all y. 
Hence, by (3), 
J(AG - 111 < 1. 
Next, by (ii) of Corollary 1, 
IlAG - 111 > 1. 
Hence, 
(JAG - I() = 1. 
Conversely, if (8) holds, we have, by (ii) of Proposition 1, that 
II@=I)&- y)II < IlAx - yll. 
But from (1) we obtain that 
(AC-1)~ = 0. 
Hence, 
(8) 
II@=I)(- Y)II ( IlAx - yll for a.lI x, y, 
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or 
IIAGY - YII ( IlAx - YII for all x, y, 
which completes the proof of (ii). 
In order to apply Theorem 1 when 1) * )I = Z,, we begin by obtaining some 
explicit formulae for the generalized inverse. 
DEFINITION 3. Let A E CmX” be of rank r. We shall say that A is in its 
standard form, if 
where rank B = rank A = T, B E C’ x ‘. Consequently E = IX - ‘C. 
Suppose that A is in its standard form (9), and let 
Then a simple calculation shows that 
(9) 
(11) 
where I is the TX T identity matrix and Oi (i = 1,2,3) represent the zero 
matrices of appropriate orders. 
The following result, used by Rhode [8] and Pearl [4], is readily verified. 
PROPOSITION 2. If A is given by (ll), then every g.i. G of A is of the 
f0l-m 
(12) 
where S,, S,, S, are a&tray matrices of orders r X (m - r), (n - r) X r, (n - r) 
X (m - r) respectively. 
A direct computation shows the following corollary: 
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COROLLARY 1. For euey generalized inverse G of A, the following 
relations hold: 
(13) GA = 
I-B-v&B B-‘C-B-m& 
S3B 1 s,c ’ 
AG-Z- 
S,DB - ’ 
-(DB-Q-z)DB-~ 
(14 
REMARK 1. If A EUYx” has rank n, then the matrices OS and 0, do not 
appear in (ll), and therefore the S, and S, matrices do not appear in (12). 
Then (13) takes the form 
GA = I, 
and a direct computation shows that G takes the form 
G = B -‘(.I- S,DB -’ S,). (15) 
II. APPROXIMATE I, INVERSE 
1. The matrix norm induced by 1, 
PROPOSITION 3 [3, p. 2121. 
rwm in 62”. 
Let A = (aii) E CmXn, and bt (1. IJm be the 1, 
Then the matrix rwrm induced by )I * Jjrn is 
llAllm = map X IaiiI ( 1 . i 
COROLLARY 2. Zf P is a permutation matrix, then 
IlPllcO = 1. 
From this corollary and Theorem 1 the first lemma follows. 
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LEMMA 1. Let AECmX”, and let P and Q be permutation matrices of 
orders n and m, respectively. 
(a) Zf G is a m-1,-i of A or an a-1,-i of A, then PTGQT is a m-1,-i of 
QAP or an a-1,-i of QAP, respectively. 
(b) Zf G is a m-1,-i of A, then PTG is a m-1,-i of AP. 
(c) Zf G i.s an a-1,-i of A, then GQT is an a-1,-i of QA. 
Here PT denotes the transpose of P. 
From part (a) of Lemma 1 we have that for the problem of existence and 
construction of m-1,-i and a-1,-i, the assumption that A is in its standard 
form is not restrictive, 
From now on we shall assume that the matrix A is in its standard form. 
2. The approximate I,-inverse 
We shall treat in detail the case of A E Cc”+ ‘) x n of rank n, which is 
especially important in approximation theory. In fact, every 1, best ap- 
proximation (or Chebyshev approximation or minimax solution) of a system 
of m linear equations and n unknowns is an 1, best approximation of an 
appropriate subsystem of n + 1 equations [2, p. 361. 
DEFINITION 4. A matrix A E Cmx”, m > n, satisfies the Haar condition if 
rank{A’l,A”z ,..., A”} = n, 
where A f is the jth row of A and i i i, s, . . . ,i, are any set of distinct elements 
of {1,2,..., m}. That is, the set of rows of A satisfies the Haar condition [2, 
p. 451. 
It is easy to prove the following lemma. 
THEOREM 2. Let A E Cc”+ ‘jxn be of rank n with standard form 
and let fi=DB-‘=(d,,...,d,,). Then: 
(i) A has an a-1,-i. 
(ii) The most general a-1,-i of A is 
G= B -‘(I- S,fi S,), (15) 
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and ~=(a,,~,..., %)T is a vector of minimum I,-norm in the hyperpkme 
(iii) There exists a unique a&-i of A if and only if A satisfies the Haar 
condition. 
Proof. (i) By Remark 1 and Corollary 1, we have that if G is a g.i. of A, 
then 
G = 3 -‘(I- S,fi S,) 
and 
AG-I= 
where 
Let 
Sz=(sl,sz )..., s”)T. 
t =: I%, - 1 = I] diSi - 1 
i 
s = ,,(& =wfl+1r’. 
’ Co 
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IlAG-%=ll( ;; “fz)ll_ 
Now choose S, as follows: 
(16) 
Then 
8. = 
I 
and 
- 
s-6 if d/#O, (17) 
6.3 for arbitrary 3 with Izij < 1 if dj = 0. 
IS/l = 6 for i such that di # 0, 
So, according to (16), with this choice of S, we have that 
IlAG - 111, = 1, 
which, by Theorem 1, proves part (i). 
(ii) Suppose G is an a-Z,-i of A. Then G is given by (15) for some 
and 
IIAG - 111, = 1. 
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Hence, by (16), 
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We claim that when d, # 0, lsil = S. By way of contradiction, suppose there 
exists j such that 
4~0 and (sj(<6. 
We have that 
From this relation, and (18), it follows 
ThUS, 
which, by (16), implies 
ItI > 6, 
IlAG - I[(, > 1. 
This contradicts the hypothesis. We have therefore proved that 
si = zi - 6, 
where 
131 = 1 if di#O 
and 
151 < 1 if 4 = 0. 
(20) 
(21) 
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s, = c?*(z,,z, )..., z,)‘, 
where zj satisfies (21). 
Now we shall prove that (q, . . . ,z,JT is in the hyperplane (H), or 
T diZi = Z(di(* (22) 
First we shall see that 
By (21) we have that 
But, if 
then 
Thus 
Hence, 
ItI =Il- T dis,l > 1 - (7 ldil)S = 6. 
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so 
and therefore 
I(AG - I([, > 1, 
in contradiction to our hypothesis, SO that we have (23). 
Next, (23) implies that 
z&z, = (zldJ)ei@, 0<@<277. 
We claim that @=O. Since 
it follows from (24) that 
Itl=6)pe’@-p-11, 
where 
We assert that 
Ipe’@- p-q>1 unless @=O. 
In fact, 
I pe’@- p-l(2=(pei”-p-1)(pe-i~-p-1) 
= p2-2p(p+1) + (p+1)2+2p(p+1)(1-coscp) 
= 1+2p(p+l)(l-cosq, 
which proves (25). Hence, if CPZO, 
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and therefore 
in contradiction to our hypothesis, so that we have proved our claim, and 
therefore, by (24), that (22) holds. 
Now, for all w = (wi, . . . , w,)‘, 
which is equivalent to saying that 
min{llwllm:Zwid,=Eldil} = 1. 
Since, by (21), 11z11,= 1, part (ii) of the theorem is now established. 
(iii) Let us suppose that A satisfies the Haar condition. Then, di #O for 
all i. In order to prove that A has a unique a-Z,-i, it suffices to show that 
there is a unique point of minimum I,-norm in the hyperplane (H). 
It is clear that z = (z,, zs,, . . . , .qf’, where 
3=j$ for all i, 
is a point, of minimum I,-norm, in the hyperplane (H). Suppose y= 
(Y i, . . . , yJr is another such point. Then 
(26) 
and 
II Yllcc = maxi yii( = 1. (27) 
Since 4 #O for all i, from (26) and (27) we deduce that 
IYil = 1 for all j. 
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Hence, 
Iql = 1 Yil for all j, 
which implies that 
ThUS, 
Yi = ,qe’@i, 0 < Qi < 277, for all i. 
Therefore 
From this relation and (26) we obtain that 
Hence, 
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(28) 
w-4 
But, because 4 #O for all j, the relation (29) tells us that 
ai = 0 for all i, 
which, by (28), implies 
Yj = 3 for all i. 
Thus, there is a unique point of minimum I, norm in the hyperplane (H). 
If A does not satisfy the ‘Haar condition, then there exists di = 0 for some 
i, and as in (17) we may choose ,T+ arbitrarily, subject only to the condition 
I?( < 1. Hence S, is not uniquely determined, and A has more than one 
a-&-i. W 
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REMARK. By definition, if G is an a-Z,-i of A, then Gy is a Chehyshev 
approximation of Ax = y. Hence, from Theorem 2 we derive a new method 
of obtaining the Chebyshev approximations of Ax = y when A E @(“+1)x n has 
rank n. 
COROLLARY 3. Every matrix A EC(‘+l)X” of rank r has an a-1,4. 
Proof. Let 
be in standard form. Then 
is in Cc’+ ‘jXr and has rank T. Hence, by Theorem 2, A has an a-Zoo-i, H. 
We claim that 
is an a-E,-i of A. In fact, 
A = (&A^S) 
for some matrix S. Therefore: 
(i) AG = (d:&)(t) 
= Ai) 
(ii) AGA = z&(A^ &) 
= (f&54 : AHAS) 
= (iuS) 
= A. 
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Hence, G is a g.i. of A and 
IIAG - ZII, = l[&Z- Zl[, = 1. 
Thus, G is an a&-i of A. 
PROPOSITION 4. Not every matrix has an a-1,-i. 
Proof. Let 
1 x Y 
A= 
I I 
1 x y. 
1 x Y 
Then 
B = (l), 
If S, = (sl sz), we obtain 
s,ZJ = St + s,, ss, = s,, 
OS,-Z= 
Hence, 
I 
s1+ s2 s2 
AG-Z= -(sl-1+s,) If-1 s, . 
-(s1+s2-1) s1 s2 - 1 I 
(i) It is clear that if s1 = 0 or s2 = 0, then 
IJAG - ZJI, > 1. 
(ii) Assume s1 #O and s, #O. Then 
IIAG - ZO, > 1% + ~21. 
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So, if IsI + s21 > 1, we have that 
IlAG - 111, > 1. 
(iii) Suppose s,#O, s,#O and (s,+s,j<l. From Js,+s,l<l we deduce 
that s1 + s,# 1. Therefore, looking at the second and third rows of AG - I, 
we get, respectively, 
IlAG - Zllm > ISI - II+ lszl 2 1+ (bzl- 1~11) 
and 
IW - III, > hl + Is2 - 11 > 1+ (hI+zt) 
These two relations imply 
IlAG - III, > 1. 
From (i), (ii) and ( iii we obtain that for aU choices of S,, IlAG- I (lo3 > 1. ) 
Thus, A does not have an a-1,-i. n 
III. THE MINIMUM-Z,-NORM INVERSE 
PROPOSITION 5. Every matrix A E@“‘~” of rank unity has an m- 1,-i. 
Proof. Let 
be in standard form, and let 
c = (CI,...,C”_J. 
If in (11) we choose 
s, = (S1,...,S”_JT 
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with 
and take S, and S, arbitrary, we get a g.i. G of A such that I( GA (loo = 1. So, 
by Theorem 1, part (i), G is a m-Z,-i of A. n 
PROPOSITION 6. Let A E Cmx n be of rank r, and suppose that 
is in standard fm. If 
(EC)=(i) ib..A-,, 
for some ith column of , then A has a m-1,-i. 
Proof. The proof follows by induction, using Proposition 5 and the 
expression for a g.i. of a partition matrix given by Rao [7, p. 641. n 
PROPOSITION 7. Let A EC” Xn be of rank n - 1, and suppose 
i.s in standard fCnm. Then A bus a m-1,-i if and only if there edits a 
nonzero scalar h such that 
for some i (1 <i<n-1). 
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Proof. By Proposition 6, we know that the condition (22) is sufficient. 
To prove that the condition is also necessary we point out that if 
is in standard form and has rank n - 1, then 
1 and E = DB-lC, cw 
where Z=(X,,...,X,_JT ’ 1s uniquely determined, since the columns of B are 
linearly independent. So the condition (22) implies that 
1 = (0 ,...) x,0 )...) 0) (24 
with X in the ith position. Conversely, if I is given by (24), the condition (23) 
implies that (22) holds. Hence, to prove that (22) is a necessary condition we 
have to prove that if in 
B-t = 1 = (&,..$I,,_,)~ 
there are integers i, i such that, i #j, 4 #O, 4 #O, then A has no m-Z,-i. To 
prove this we take 
and 
wh_ere e= B -‘C. It is clear from Theorem 1 that A has a m-Z,-i if and only 
if A has a m-Z,-i. So the problem is reduced to proving that if 
z= (A l,...,xnJ, 
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where there are at least two indices i, j such that 4 #O, #O, then A^ has no 
m-Z,-i. We do this by showing that there is no choice 
such that 
G/i = 
I- es, (I- &,)E 
$3 S,C 
satisfies 
I~GL& = 1. n 
As a corollary of the last proposition we deduce that not every matrix has 
an m-1,-i. 
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