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ABSTRACT
The redistribution of angular momentum is a long standing problem in our under-
standing of protoplanetary disk (PPD) evolution. The magnetorotational instability
(MRI) is considered a likely mechanism. We present the results of a study involving
multifluid global simulations including Ohmic dissipation, ambipolar diffusion and the
Hall effect in a dynamic, self-consistent way. We focus on the turbulence resulting from
the non-linear development of the MRI in radially stratified PPDs and compare with
ideal MHD simulations.
In the multifluid simulations the disk is initially set up to transition from a weak
Hall dominated regime, where the Hall effect is the dominant non-ideal effect but
approximately the same as or weaker than the inductive term, to a strong Hall domi-
nated regime, where the Hall effect dominates the inductive term. As the simulations
progress a substantial portion of the disk develops into a weak Hall dominated disk.
We find a transition from turbulent to laminar flow in the inner regions of the disk,
but without any corresponding overall density feature.
We introduce a dimensionless parameter, αRM, to characterise accretion with
αRM & 0.1 corresponding to turbulent transport. We calculate the eddy turnover
time, teddy, and compared this with an effective recombination timescale, trcb, to de-
termine whether the presence of turbulence necessitates non-equilibrium ionisation
calculations. We find that trcb is typically around three orders of magnitude smaller
than teddy. Also, the ionisation fraction does not vary appreciably. These two results
suggest that these multifluid simulations should be comparable to single fluid non-ideal
simulations.
Key words: accretion, accretion discs – turbulence – instabilities – meth-
ods:numerical – (magnetohydrodynamics) MHD – stars: low-mass – protoplanetary
discs
1 INTRODUCTION
Circumstellar disks are ubiquitous around young stellar ob-
jects (YSOs) and were first observed around YSOs nearly
30 years ago (Rydgren & Cohen 1985; Harvey 1985). Mate-
rial is known to accrete from the circumstellar disk onto the
protostar with a typical accretion rate of 10−7M⊙ yr
−1,
although rates are known to increase enormously during
the so-called FUOR phase (see, for example, Audard et al.
2014). One of the main puzzles since the first observations
of YSOs has been to explain how material accretes through
the disk and onto the young protostar while obeying con-
⋆ E-mail: donna@cp.dias.ie
servation of angular momentum. Solving this problem is of
great importance to advance our understanding of star, and
planet, formation in general. While some authors have sug-
gested winds/outflows launched from the disk may play a
role (e.g. Pudritz et al. 2009) in redistributing angular mo-
mentum vertically above the disk, others have proposed tur-
bulence (e.g. Salmeron et al. 2007) as a means of redistribut-
ing it radially.
The magnetorotational instability (MRI) enables turbu-
lence to develop and has attracted much attention since its
rediscovery in an astrophysical context (Balbus & Hawley
1991; Hawley & Balbus 1991). In the limit of ideal magne-
tohydrodynamics (MHD) the MRI can develop in a pro-
toplanetary disk (PPD) provided two criteria are satisfied:
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first, a weak vertical magnetic field is present initially and
second, angular velocity decreases as a function of radius.
The second condition is satisfied if the disk is rotating with
keplerian or near-keplerian velocities. It is also plausible to
assume that PPDs are threaded by magnetic fields since the
molecular clouds from which the disks form are observed to
have magnetic fields strengths of a few µG (Crutcher 2012).
Therefore the MRI can feasibly facilitate the development
of turbulence in PPDs which is an effective mechanism for
redistributing angular momentum.
A range of local shearing-box (Hawley & Balbus 1991;
Hawley et al. 1996; Brandenburg et al. 1996; Stone et al.
1996; Miller & Stone 2000) and global (Armitage 1998;
Hawley 2000, 2001; Steinacker & Papaloizou 2002;
Papaloizou & Nelson 2003; Fromang & Nelson 2006;
Flock et al. 2011) simulations have been performed of the
MRI in the limit of ideal MHD. There are still ongoing issues
concerning ideal MHD simulations of the MRI with zero net
flux such as numerical convergence (Fromang & Papaloizou
2007; Bodo et al. 2014) and the dependence of results on
the magnetic Prandtl number (Fromang 2010). With these
significant caveats, ideal MHD simulations have found
values for the viscous stress parameter (α, which is a
measure of angular momentum transport) in the range
of ∼ 0.001 - 0.1. These values for α can be compared to
those inferred from observations of disks of known mass
and accretion rate and are in broad agreement, though
the issues mentioned undoubtedly raise questions as to the
significance of the apparent agreement.
The reason for continued research in this area came
from the realisation that PPDs are only weakly ionised
(Hayashi 1981) and so the contribution from non-ideal MHD
effects are non-negligible (Gammie 1996; Stone et al. 2000;
Wardle & Salmeron 2012). The three relevant non-ideal ef-
fects are Ohmic dissipation, ambipolar diffusion and the Hall
effect.
Ambipolar diffusion dominates in areas of low density
and is due to the poor coupling, via collisions, of charged and
neutral particles leading to a drift in their relative positions
perpendicular to an electric or magnetic field. When the den-
sity becomes very large, as at the disk midplane, this effect
becomes isotropic and is referred to as Ohmic dissipation.
The Hall effect is important at intermediate densities and
arises due to a difference in velocities between electrons and
ions. This differential velocity occurs because the charged
species have different charge-to-mass ratios and collision co-
efficients meaning they are coupled by differing amounts to
magnetic field lines. These non-ideal effects must be taken
into account since their associated length scales are com-
parable to the characteristic length scales which describe
PPDs, such as the disk height (see review by Turner et al.
2014).
Simulations of Ohmic dissipation (Jin 1996;
Fleming et al. 2000; Sano & Inutsuka 2001) and am-
bipolar diffusion (Blaes & Balbus 1994; Mac Low et al.
1995; Hawley & Stone 1998) have shown that both of these
non-ideal effects diffuse the magnetic field leading to a
suppression of the MRI. Such severely damped MRI driven
turbulence cannot in most cases account for the observed
accretion rates.
The last non-ideal effect to be considered is the Hall ef-
fect which, unlike the other non-ideal effects, does not diffuse
magnetic fields. Linear stability analysis of the MRI in the
presence of the Hall effect showed that it should have either
a destabilising or stabilising effect on the MRI depending
on the orientation of the magnetic field (B) with respect
to the angular velocity vector (Ω) of the disk (Wardle 1999;
Balbus & Terquem 2001). Early results of simulations of the
MRI that included the Hall effect (Sano & Stone 2002a,b)
did not appear to reflect this but this was later explained
by Wardle & Salmeron (2012) as being due to strong Ohmic
dissipation.
Continued study of the Hall effect has evidenced a wide
variety of behaviour depending on its strength relative to
other non-ideal effects and the inductive term. WhenΩ·B >
0 a strong Hall effect has been shown to lead to zonal flows
(Kunz & Lesur 2013; Bai 2015; Be´thune et al. 2016) with
little accretion, or laminar flow with strong Maxwell stresses
but significant accretion (Lesur et al. 2014). A weaker Hall
effect leads to the expected canonical behaviour of fully
developed MRI driven turbulence with a high accretion
rate (O’Keeffe & Downes 2014). Bai (2014, 2015) also found
that the accretion can be largely attributed to angular mo-
mentum removal by magnetocentrifugal winds (MCWs).
Whereas, when Ω ·B < 0 accretion is generally suppressed
but recently Simon et al. (2015) found bursts of accretion
on long timescales attributed to the non-axisymmetric Hall-
shear instability. This range of behaviour reflects different
physical conditions present at different radii.
Most simulations including the Hall effect are per-
formed using the local shearing box formalism. In this pa-
per, we investigate regions of the disk where different non-
ideal effects dominate as a function of radius using global
multifluid simulations. This work follows from the work
of O’Keeffe & Downes (2014) by including physically mo-
tivated radial density stratification and a radially varying
ionisation fraction. We focus on the case where Ω ·B > 0.
In this work we only include radial, and not vertical
stratification, in order to simplify the process of disentan-
gling the mass accretion due to the MRI (which can be lam-
inar in the case of the Hall effect) and that due to MHD
winds. This means our results are of particular relevance for
areas close to the midplane of the disk and also more gener-
ally, for disks which have experienced dust settling meaning
that they are typically flatter.
The paper is laid out as follows: in Section 2 we intro-
duce the multifluid equations used for our simulations and
describe the initial setup for all the simulations. In Section 3
we present our results and we present our conclusions in Sec-
tion 4.
2 FORMULATION
2.1 Multifluid equations
The numerical simulations presented in this paper were con-
ducted using the multifluid code HYDRA which models
weakly ionised plasmas (O’Sullivan & Downes 2006, 2007).
The weakly ionised approximation makes a number of as-
sumptions about the plasma (Ciolek & Roberge 2002; Falle
2003). First, that the mass density is dominated by the neu-
tral species mass density. Second, it assumes that collisions
occur predominantly between charged species and neutrals.
c© xxxx RAS, MNRAS 000, 1–13
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This allows us to safely neglect the inertia and pressure of
the charged species and collisions between charged species.
These assumptions are reasonable for a PPD where the
ionisation fraction is thought to be as low as ∼ 10−12 at 1 au.
The ionisation fraction could be even lower if the dust grains
have not settled to the disk midplane. In these simulations
we include three fluids: a neutral species, positively charged
ions and electrons. The charged particles move in a force free
way such that the Lorentz force is balanced by collisions with
the neutrals. This allows the ionisation fraction to change
spatially and temporally purely due to dynamics without
the creation or destruction of the charged species.
The single fluid approximation can be used instead if
chemical recombination is faster than all of the relevant dy-
namic timescales of the system. This implies that a fixed ion-
isation fraction in time is appropriate. In the case of PPDs,
Bai (2011) justify the single fluid approximation by showing
that the orbital frequency is larger than the chemical recom-
bination rate. In Section 3.5 we investigate whether the eddy
turn-over time is a more appropriate dynamic timescale to
consider for the system and then ultimately whether the
single fluid or multifluid approximation is more suitable.
The multifluid equations implemented in HYDRA are
∂ρj
∂t
+∇ · (ρjvj) = 0; (1 6 j 6 N) (1)
∂ρ1v1
∂t
+∇ · (ρ1v1v1 + p1I) + ρ1∇Φ = J×B (2)
αjρj(E+ vj ×B) + ρjρ1Kj,1(v1 − vj) = 0; (2 6 j 6 N)
(3)
∂B
∂t
+∇ · (v1B−Bv1) = −∇×E′ (4)
∇ ·B = 0 (5)
∇×B = J (6)
N∑
j=2
αjρj = 0 (7)
N∑
j=2
αjρjvj = J (8)
In all of the above equations and throughout the paper the
subscript 1, or no subscript, refers to the neutral species.
Subsequent subscripts refer to the N − 1 charged species
considered, in our case ‘2’ refers to electrons and ‘3’ to pos-
itively charged ions. The number subscripts will sometimes
be replaced by letters for clarity, meaning that 1, 2, 3 =n, e,
i respectively. The gravitational potential is denoted by Φ.
The charge-to-mass ratios and collision rates for each of the
charged species are denoted by αj and Kj,1, respectively.
The simulations are isothermal, hence the neutral pres-
sure, p1, in Eq. 2 is calculated from the sound speed, cs, and
neutral density, p1 = c
2
sρ1. In Eqs. 1-8 the mass density and
velocity of each of the species are denoted by ρj , vj respec-
tively. I is the identity matrix and c is the speed of light. The
electric field, magnetic field and current density are denoted
by E,B and J respectively.
The solenoidal constraint (Eq. 5) is maintained by hy-
perbolic divergence cleaning (Dedner et al. 2002). The elec-
tric field in the instantaneous rest frame of the neutral fluid,
E′ from Eq. 4, has contributions from each of the non-ideal
effects implying
E
′
=
(
η‖
(J ·B)B
B2
+ ηH
J×B
B
− η⊥ (J×B)×B
B2
)
(9)
where
η‖ = ηO =
1
σ‖
(10)
ηH =
σH
σ2H + σ
2
⊥
(11)
η⊥ =
σ⊥
σ2H + σ
2
⊥
(12)
are the parallel (Ohmic), Hall and perpendicular resistivities
respectively. Ambipolar resistivity is given by ηA = η⊥ − η‖
and is always positive. The conductivities, σ‖, σH and σ⊥,
are
σ‖ =
1
B
N∑
j=2
αjρjβj (13)
σH =
1
B
N∑
j=2
αjρj
1 + β2j
(14)
σ⊥ =
1
B
N∑
j=2
αjρjβj
1 + β2j
(15)
where the Hall parameter, βj , describes how strongly the
charged species are tied to the magnetic field lines. For each
of the charged species it is given by,
βj =
αjB
Kj,1ρ
(16)
2.2 Fluid parameters
The importance of each non-ideal term relative to the
inductive term in the induction equation (Eq. 4) can
be characterised by a number of dimensionless numbers
(following Balbus & Terquem 2001; Sano & Stone 2002a;
Wardle & Salmeron 2012). An appropriate characteristic
speed (V ), length (L) and diffusion scale (D) for the sys-
tem must be selected. Studies of the linear growth of the
MRI (such as Wardle & Salmeron 2012) frequently use the
Alfve´n speed, vA, as the characteristic speed V , the orbital
period as the characteristic timescale which gives a length
scale of L = vA/Ω and D is the diffusivity associated with
the non-ideal effect in question.
Therefore, the strength of Ohmic dissipation in com-
parison to the inductive term in Eq. 4 can be estimated by
the following ratio
O
I
=
D
V L
=
ηOΩ
v2A
(17)
where vA is the Alfve´n speed given by,
vA =
B√
4piρn
(18)
Similarly, for the Hall effect and ambipolar diffusion
H
I
=
ηHΩ
v2A
and
A
I
=
ηAΩ
v2A
(19)
The relative strength of each of the non-ideal effects can
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Figure 1. Plot indicating the strength of each of the non-ideal
terms relative to each other and to the inductive term as a func-
tion of radius: ‘- -’ is H/O, ‘· ·’ is A/H, ‘–’ is H/I, ‘- -’ is A/I and ‘-
·’ is O/I. The yellow region is a strong Ohmic dominated region.
The blue region is a strong Hall dominated region and the green
region is a weak Hall dominated region.
be characterised by examining the following ratios (from
Wardle & Salmeron 2012)
H
O
=
ηH
ηO
and
A
H
=
ηA
ηH
(20)
For the Hall effect to be the dominant non-ideal term
H
O
≫ 1
and
A
H
≪ 1.
The initial dimensionless numbers for our simulations
are shown in Fig. 1. We have divided Fig. 1 into three regions:
in the yellow innermost region Ohmic dissipation dominates
over the Hall effect and the inductive term. We would expect
a suppression of the turbulence driven by the MRI in this
region if Ohmic dissipation continues to dominate in this
region throughout the simulation. The blue region represents
where the Hall effect is larger than the inductive term and
is also the dominant non-ideal effect. We call this the strong
Hall dominated region. Finally, the green region represents
where the Hall effect is weaker than the inductive term but
remains the dominant non-ideal effect. Even if the Hall effect
is weaker than the inductive term it can still affect the nature
of the turbulence (Downes 2012). We call this a weak Hall
dominated region. The radial extent and strength of these
dimensionless numbers evolves during the simulations which
is discussed in Section 3.
2.2.1 Plasma β
An effective plasma β (which differs from the Hall parame-
ter, βj , defined in Eq. 16) can be given by
β =
ρc2s
B2z/8pi
(21)
For these simulations, due to the radial density gradient, β
varies from ∼ 8.6× 103 − 2.33× 105 at the beginning of the
simulations.
2.3 Gravity
A Newtonian gravitational potential is used and given by
φ = −GM
R
(22)
whereG is the gravitational constant,M the mass of the star
taken to be 1M⊙ and R =
√
x2 + y2. Note that there is no
vertical component of gravity so we are simulating a radially
stratified but vertically unstratified disk. Self-gravity in the
disk is also neglected.
2.4 Initial conditions
2.4.1 Discussion of Cartesian grid suitability
We simulate a section of a PPD on a Cartesian grid, the
radial extent being either 1 - 3.1 au or 1 - 6.1 au depending
on the simulation. Details of the simulations are given in
Table 1. As discussed in O’Keeffe & Downes (2014), our use
of a Cartesian grid means that angular momentum is con-
served only to the truncation error of our numerical scheme.
O’Keeffe & Downes (2014) investigated this point by plot-
ting the mass accretion rate for the pure hydrodynamic run
and for an ideal MHD run. It can be seen that there is neg-
ligible accretion in the pure hydrodynamic case (see their
Fig. 4).
The suitability of different grids was also thoroughly
investigated by de Val-Borro et al. (2006) who compared
16 different grid-based (including Cartesian) and smoothed
particle hydrodynamics codes. They found that despite the
different methods all the codes gave generally the same re-
sults. More recently Lyra et al. (2008) performed ideal MHD
simulations on an Cartesian grid and also concluded that
Cartesian grids are suitable for accretion disk problems.
2.4.2 Boundary conditions
There are three types of boundary conditions needed for a
pi/2-global accretion disk model which uses Cartesian co-
ordinates. The same boundary conditions are used as in
O’Keeffe & Downes (2014).
Briefly to recapitulate, since we are only simulating a
quarter of the disk, for the vertical box-faces material flowing
off the grid must be fed back into the disk to mimic a full
2pi disk. The second type of boundary condition is for the
z-boundaries which are periodic.
Last are the interior boundaries which deal with the
cylindrical shape of the accretion disk enclosed in the square
prism which represents the computational grid. When R <
Rin and R > Rout the physical variables are not up-
dated during the simulations, these regions are called frozen
zones. An inner and outer buffer zone, called wavekilling
regions, are also implemented. These are used to smooth
the transition between the active computational domain and
the frozen zones, helping to damp unphysical waves that
would otherwise reflect from internal boundaries. In these
wavekilling regions variables are driven back to their ini-
tial values at a rate which is dependent on a driving func-
tion, S(R), (see O’Keeffe & Downes (2014) and Lyra et al.
(2008) for more details). These wavekilling regions are par-
ticularly well suited to damp waves whose wavelengths are
either equal to the width of the wavekilling region or less.
c© xxxx RAS, MNRAS 000, 1–13
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For the 3 au runs, the inner wavekilling region is located
between 1.0− 1.1 au and the outer wavekilling region is be-
tween 3.0 − 3.1 au. For the 6 au runs the outer wavekilling
region is between 6.0 − 6.1 au.
We also apply an inward radial flow in the wavekilling
regions, following Fromang & Nelson (2006), so that ma-
terial does not accumulate (dissipate) at the inner (outer)
boundary. We similarly take vR =
−3αc2s
2Ω
, with Ω =
√
GM
R3
and α = 7.5 × 10−2 . This value for α was chosen as it was
the value of α found by O’Keeffe & Downes (2014) whose
simulations are the most similar to those presented here. It
is also within the acceptable range of values obtained when
comparing with observations.
2.4.3 Physical parameters
The disk is set up initially in hydrostatic equilibrium.
The temperature is taken to be 280K for all the simula-
tions which is taken from Table 1 from Salmeron & Wardle
(2003). The initial magnetic field is set to be 100mG and is
introduced at the beginning of the simulations.
As in O’Keeffe & Downes (2014), the average mass of
the neutral particles is taken to be m = 2.33mp (where
mp is the mass of the proton). The ion fluid is meant to
represent the average of a number of metal atoms which
can be modelled as a single atom (Umebayashi & Nakano
1990). The average mass of the ions is therefore taken to be
mion = 24mp. The negatively charged fluid is taken to be
electrons.
The charge-to-mass ratios for the electrons and the
ion species are αe = −5.28 × 1017statC g−1 and αi =
1.20× 1013statC g−1. Similar to O’Keeffe & Downes (2014),
we use the rate coefficients for momentum transfer by elas-
tic scattering of the charged species with neutrals given in
Wardle & Ng (1999). The collision rates, Kj,1, for each of
the charged species are Ke,n = 2.43 × 1015cm3g−1s−1 and
Ki,n = 3.64× 1013cm3g−1s−1.
We have introduced an initial radial density profile for
the neutral species. The neutral mass density was cal-
culated to approximate the values given in Table 1 from
Salmeron & Wardle (2003) for 1, 5 and 10 au and is given
simply by ρ(R) = ρ0
(
Rin
R
)3
with ρ0 = 2.33 × 10−9g cm−3
and Rin = 1au. To set the simulations up in hydrostatic
equilibrium the initial azimuthal velocity field differs from
Keplerian rotation (due to the pressure gradient introduced
by varying the density radially) in the following way,
vφ(R) =
√
GM
R
− c2sRinR (23)
We have also introduced a more physical ionisa-
tion equilibrium which varies as a function of radius.
We fit values taken from Table 1 in Salmeron & Wardle
(2003) with a quadratic function. These values include
ionisation processes by cosmic rays, radioactive elements
(Umebayashi & Nakano 1981) and X-rays from the pro-
tostar (Igea & Glassgold 1999) balanced by recombination
processes on the surface of dust grains and also in the gas
phase (Nishi et al. 1991). The dust grains are assumed to
have settled out (Fromang et al. 2002). This means ρe(R) =
f(R)ρ where f(R) = 3.1716× 10−15R2+1.0782× 10−14R−
1.3783×10−14 . Due to quasi-neutrality, ρi(R) = −αeρe(R)
αi
.
The ionisation fraction is not fixed in time or space in the
simulations, meaning it can change as long as local charge
neutrality is maintained.
2.5 Grid setup considerations
Balbus & Hawley (1991) used linear analysis to show that,
in order to study the MRI, the critical vertical wavelength
that must be resolved is given by
λc =
2pi√
3
vAz
Ω
(24)
where vAz is the Alfve´n speed for a vertical magnetic field.
In the simulations presented here the critical wavelength is
initially resolved by ∼22 grid zones for the 3 au runs and by
∼5 grid zones for the 6 au runs.
Including vertical stratification may result in the criti-
cal wavelength being larger than the vertical extent of the
box at small radii which would be likely to result in differ-
ent behaviour in the inner regions of the disk than presented
here. The vertical extent of the disk increases sharply with
increasing radius so this possibility is of particular concern in
the very inner regions of the disk. It is still possible that tur-
bulence could arise in these regions due to interactions with
turbulent neighbouring material but may take longer to de-
velop. The inner regions of PPDs remain largely unresolved
by observations making it difficult to determine whether in-
deed the vertical extent of the disk is as small as obtained
by calculating the pressure scale height by assuming hydro-
static equilibrium.
2.6 Diagnostics
2.6.1 Angular momentum transport
One of the most common quantities used to determine the
amount of angular momentum transport occuring in PPDs
is the dimensionless viscous stress parameter, α, introduced
by Shakura & Sunyaev (1973). The viscous stress parameter
has contributions from the Reynolds stress and the Maxwell
stress weighted by the pressure which are denoted as αR and
αM respectively.
The Reynolds and Maxwell stresses are given by
TR = ρδvRδvφ ; TM = −BRBφ/4pi (25)
The fluctuating velocity components are δvi = vi − vi,kep,
where i = R,φ. In the following, angle brackets are used to
denote a volume-averaged quantity and time-averaging of
quantities is denoted by · . Following Flock et al. (2011), we
calculate 〈α〉 by integrating the mass-weighted stresses over
the total domain,
〈α〉 = 〈αR〉+ 〈αM〉
=
1
c2s
(∫
TRdV∫
ρdV
−
∫
TMdV∫
ρdV
)
(26)
and α is calculated by,
α = αR + αM (27)
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2.6.2 Mass accretion rate
Typically, for numerical simulations the viscous stress pa-
rameter is used to quantify the efficacy of angular momen-
tum transport, it being a local property of the disk. In
contrast, observations of UV excess emission (for instance,
Manara & Testi 2014) instead provides a way to infer the
mass accretion rate, M˙ , onto the central protostar. This
measure cannot directly determine accretion in the disk it-
self. To compare with observations we estimate M˙ as well
as α. We calculate M˙ per pressure scale height, h, in the
vertical direction. The pressure scale height is given by
h(R) =
cs
Ω
(28)
and for the given parameters we have chosen, h(1.1 au) ∼
0.035 au. The mass accretion rate, at a particular radius R
and between a height s above and below the disk midplane,
can be calculated as follows,
M˙ = −
2π∫
0
+s∫
−s
ρvRRdzdφ (29)
To calculate an accretion rate per scale height we integrate
over the entire height of the simulation box and divide by
the number of scale heights in the vertical direction.
2.7 Description of simulations
The results of this paper are based on 4 simulations: 2 mul-
tifluid and 2 ideal MHD simulations. The details of the sim-
ulations are given in Table 1. We aim to compare the mul-
tifluid and ideal simulations to ascertain the specific dif-
ferences that the inclusion of all 3 non-ideal effects gener-
ate. The radial extent for the multifluid simulations changes
from 3 au (mf-3au) to 6 au (mf-6au), the same applies for
the ideal MHD runs (ideal-3au and ideal-6au). The length
of the simulations are given in units of orbital periods de-
fined at 1 au and differ due to computational resources. In
general, the simulations were run for twice as long as those
in O’Keeffe & Downes (2014) and O’Keeffe et al. (2015) to
more thoroughly study the non-linear phase of the MRI.
The derived quantities given in Table 1 are described in the
following sections. In order to avoid the effect of initial tran-
sients time averaging is not performed from the beginning
of the simulations. Instead, all time averaging is performed
between 45-66 (35-123) orbits for the 3 (6) au runs. Simi-
larly, all volume averaging in the radial direction is per-
formed slightly interior to the wavekilling regions between
1.15-2.95 (1.15-5.95) au for the 3 (6) au runs.
3 RESULTS
3.1 Structure of the magnetic field
In both mf-6au and ideal-6au stable magnetic structures
form in the inner regions of the disk. These features can
be seen in Fig. 2(a) and Fig. 3(a) which plot |B| at t =
123 orbits for mf-6au and ideal-6au, respectively. This struc-
ture occurs in regions of the disk where |B| is largest for both
simulations. The magnetic field becomes strongest in the in-
ner regions because the angular velocity is largest in this
Figure 4. Initial neutral density profile (black dashed line), over-
plotted is the neutral density, vertically and time-averaged, for
mf-3au and ideal-3au.
region of the disk, creating toroidal field from the winding
of the vertical magnetic field.
The structure is noticeably different between mf-6au
and ideal-6au which can be seen by comparing Fig. 2(a) and
Fig. 3(a). This would suggest that the dominant non-ideal ef-
fect in this region, namely the Hall effect, is connected with
this difference in behaviour. For ideal-6au there are fewer,
but stronger, alterations between strong and weak |B| than
for mf-6au. Different behaviour is seen for mf-6au because
the Hall effect twists, and therefore disorders, the magnetic
field.
Similar structure is also visible in the density plots for
mf-6au and ideal-6au (see Figs. 2(b) and 3(b)) except that
areas of strong magnetic field correspond to areas of low
density and vice versa. In contrast, the time and vertically
averaged densities, shown in Fig. 4, do not display either a
marked under- or over-density coincident with the magnetic
field structure.
Similar, yet not so pronounced, magnetic and density
structures were observed in the higher resolution runs, mf-
3au and ideal-3au. The 6 au simulations were run for 123
orbits whereas the 3 au runs were only run for 66 orbits.
This may explain why the structure is not as pronounced
for the 3 au runs as it has not had time to fully develop. In
fact, at 66 orbits for the 6 au runs the structure is similar to
what was seen at the same time for the 3 au runs.
3.2 Angular momentum transport and
dimensionless numbers
Next, we investigate how this magnetic structure affects an-
gular momentum transport. Fig. 5 contains a plot of α as
a function of radius, both time and vertically averaged, for
mf-3au and ideal-3au. In the inner region of the disk (out
to ∼2 au) α is larger for mf-3au than ideal-3au. Similar be-
haviour was again seen in the 6 au simulations except α is
larger for mf-6au out to ∼3 au instead.
By examining the separate components of α for mf-3au
(shown in Fig. 6) we can identify the cause of this behaviour.
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(a) (b)
Figure 2. (a) plots the magnitude of the magnetic field and (b) plots the log of the neutral density for mf-6au. The units for |B| are
Gauss and the units for ρ are g cm−3.
(a) (b)
Figure 3. (a) plots the magnitude of the magnetic field and (b) plots the log of the neutral density for ideal-6au. Units are as in Fig. 2.
Note that the colour scales are not the same as for Fig. 2.
The contribution from the Maxwell stresses, given by αM,
to the overall value of α in the inner regions of the disk
is significant, with very little attributable to the Reynolds
stress component, given by αR. This indicates that while
accretion is occuring the flow is mainly laminar in the inner
parts of the disk which was seen in Lesur et al. (2014). In
contrast, for ideal-3au αM does not increase in the inner
parts of the disk.
Now by comparing Fig. 7, which plots the time-averaged
dimensionless numbers for mf-3au, with the initial dimen-
sionless numbers (Fig. 1) the most obvious difference is the
strength and radial influence of the Hall effect. For both of
the multifluid simulations the Hall effect has become weaker
at smaller radii, only dominating the inductive term out to
a radius of ∼1.25 au instead of between ∼ 1.7 − 2.4 au for
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Table 1. Summary of simulation parameters and results. The uncertainties quoted for 〈α〉 represent the standard deviation of the data
between the number of orbits given in column 6. In column 6 and 7, T.A. and V.A. stand for time averaging and volume averaging,
respectively.
Run ID Nx,y Nz x, y z T.A. V.A. 〈α〉 M˙ 〈|B|〉 〈αRM〉 〈αRM〉
[au] [au] [orbits] [au] [M⊙ yr−1 h−1] G inner outer
mf-6au 512 64 6.1 0.8 35-123 1.15-5.95 0.017 ± 0.005 2.2 ×10−7 1.6 0.09 0.64
mf-3au 512 128 3.1 0.8 45-66 1.15-2.95 0.010 ± 0.001 1.3 ×10−6 2.8 0.13 0.39
ideal-6au 512 64 6.1 0.8 35-123 1.15-5.95 0.012 ± 0.002 2.0 ×10−7 0.8 0.21 0.63
ideal-3au 512 128 3.1 0.8 45-66 1.15-2.95 0.006 ± 0.001 6.5 ×10−7 2.1 0.25 0.47
Figure 5. Comparison of time-averaged α for ideal-3au and mf-
3au.
Figure 6. Time-averaged plot of α,αR, αM plotted as a function
of radius for mf-3au.
mf-3au. For mf-6au the outer radius of the strong Hall dom-
inated region also decreases from ∼2.4 au to ∼1.7 au.
The dimensionless number
H
I
(representing the
strength of the Hall effect in comparison to the inductive
term described in Section 2.2) decreases by roughly an or-
Figure 7. The dimensionless numbers described in Section 2 are
shown as a function of radius time-averaged between 45-66 orbits
for mf-3au. The linestyles represent the same quantities shown in
Fig. 1 and described in Section 2.2. Similar behaviour is seen for
mf-6au.
der of magnitude for mf-3au. For mf-6au, the dimensionless
numbers evolve in a similar fashion except that
H
I
is larger
at small radii than for mf-3au, increasing to ∼ 10 at 1.2 au.
Examining changes in the strength of the other non-
ideal effects shows that
A
H
and
H
O
(representing the strength
of ambipolar diffusion and Ohmic dissipation in comparison
to the Hall effect respectively) both increase throughout the
disk. The dimensionless number
A
H
still remains less than
unity.
3.3 Density profile and ionisation fraction
All four simulations, irrespective of the difference in radial
extent, show an under-density at the outer boundary of the
disk (see Fig. 4). This would indicate that material is being
accreted from the outer parts of the disk faster than it is
replenished by the inward flow that we implement in the
wavekilling regions.
The ionisation fraction profile in the disk changes by
less than a factor of two in comparison to the initial profile
in most parts of the disk, shown in Fig. 8. Single fluid sim-
ulations assume the ionisation fraction of the disk can be
calculated from the neutral density and that kinematics in
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Figure 8. Initial ionisation fraction profile (black dashed line)
as a function of radius, overplotted is the ionisation fraction af-
ter 66 orbits (blue dash-dotted line) for mf-3au and the average
ionisation fraction (black solid line) between 45-66 orbits.
the system do not change the ionisation fraction. Our results
showing that the ionisation fraction does not change signif-
icantly suggests that these multifluid simulations should be
comparable to single fluid simulations. By comparing Fig. 8
with the neutral density plot (Fig. 4), the ionisation fraction
can be seen to have decreased in areas where the neutral
density is higher and vice versa. The ion and electron densi-
ties have also changed though and are similar to the neutral
density profile, they merely have not changed quite as much.
This implies that the charged species are not accreting as
easily as the neutral fluid and yet they mediate the accre-
tion process. Overall, the variations from the initial ionisa-
tion fraction are much less than an order of magnitude at
all radii.
3.4 Turbulent and laminar flow
Global simulations are required in order to study the interac-
tion between regions of PPDs governed by different physical
processes. Planet formation is unlikely to occur in areas with
high levels of turbulence making the characterisation of the
physical properties of PPDs at different radii an important
task. As mentioned in Section 3.2, the Maxwell stresses dom-
inate the contribution to α in the inner regions of the disk,
out to ∼2 au, for mf-3au in comparison to ideal-3au. This
region appears to separate laminar and turbulent flows, as
seen in Fig. 2(b).
It can be reasonable to replace the detailed description
of non-ideal MHD used here with hydrodynamics by includ-
ing a viscous term scaled by the value of α (this is much less
computationally demanding than MHD simulations) if the
outcome of global non-ideal MHD simulations resulted in
turbulent transport. On the other hand, if accretion occurs
via laminar rather than turbulent flow this approximation
no longer holds. The simulations presented here (and oth-
ers such as those of Lesur et al. 2014) display a mixture of
laminar and turbulent flows (see Fig. 2(b)) making it impor-
tant to characterise the flow by examining the ratio of the
two contributions to α, namely αR and αM. This ratio has
been investigated before by Fromang & Nelson (2006) for
ideal MHD simulations and was found to be approximately
1:3. We introduce a specific dimensionless number, αRM, to
describe this ratio,
αRM =
αR
αM
(30)
For our simulations, and only considering areas of sig-
nificant accretion (α > 7 × 10−4), we examine this ratio.
We define the boundary between structured magnetic field
and more turbulent flow by examining the point at which
the Maxwell stresses dominate the contribution to α for the
multifluid simulations in comparison to the ideal MHD sim-
ulations. For the multifluid 3 (6) au simulation this bound-
ary occurs at 2.1 (2.8) au. We average αRM between 1.15-
2.1 (1.15-2.8) au and 2.1-2.95 (2.8-5.95) au for the 3 (6)au
runs, centring these regions around the transition region.
For mf-3au in the inner region of the disk we found
αRM = 0.13 and for the outer turbulent region αRM = 0.39.
In contrast, for ideal-3au αRM = 0.25 for the inner region
and αRM = 0.47 for the outer region. Similar behaviour is
found for the 6 au simulations, the values of αRM obtained
are given in Table 1. We find that αRM . 0.1 corresponds
to accretion via strong Maxwell stresses. This dimensionless
number can be used together with α to ascertain the nature
of the accretion.
By examining accretion across this boundary it can be
seen from Fig. 5 that there is a continual decrease in an-
gular momentum transport with decreasing radius for ideal-
3au. However, while similar behaviour is observed in mf-3au,
in this system there is still significant angular momentum
transport at small radii. This is due to the increase in the
Maxwell stresses for mf-3au (shown in Fig. 6) which is not
present for ideal-3au. The overall density fluctuations for
any of the simulations from the initial values are less than a
factor of two at the boundary between more structured mag-
netic and density features and turbulent flow (see Fig. 4) so
no gaps exist. Despite this, small scale feautures do exist
(see Fig. 2(a) and Fig. 3(a)).
3.5 Dynamic timescale
We are interested in estimating whether the eddies created
by MRI driven turbulence can change the ionisation fraction
by mixing ionised material either vertically or radially in
the disk. This would potentially allow magnetically dead
regions of the disk to be revived. For this to be possible
the eddy turn-over time must be shorter than the chemical
recombination timescale.
Separately, this has implications for the physical as-
sumptions that should be implemented in the numerical
method used to model a PPD. The single fluid approxima-
tion is appropriate when chemical recombination is faster
than any of the dynamic timescales associated with the sys-
tem. Bai (2011) showed that the recombination time is much
shorter than the orbital timescale.
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3.5.1 Comparison of Keplerian orbital timescale with
eddy turn-over time
In incompressible fluid turbulence the “eddy turn-over time”
can be thought of as the time it takes for a fluid element to
circulate fully around a vortex of a particular size. Although
in compressible MHD turbulence this interpretation is no
longer correct, the eddy turn-over time is still a useful indi-
cator of the turbulent timescale at a particular lengthscale.
Thus, the presence of turbulence introduces a range of new
timescales into the dynamics of accretion disks.
To determine the appropriate timescale to use as the dy-
namic timescale for PPDs we compare the orbital timescale
at 1 au with the eddy turn-over times, teddy(k), (where k is
the wavenumber), as they are a measure of the timescales
for turbulent mixing. To calculate teddy(k), first, we sub-
tract the initial velocity profile from the velocities, leaving
the turbulent velocities
δvi = vi − vi,kep (31)
where i = R,φ. We take the power spectra of the differ-
ent components of δvi allowing us to examine the char-
acteristic velocities, veddy(k), as a function of lengthscale.
These velocities are averaged over time. We study the power
spectra of the radial and vertical components of δvi sepa-
rately to examine any directional dependence due to the
anisotropic nature of the turbulence produced by the MRI
(Murphy & Pessah 2015).
In terms of the power spectrum, P (k), veddy is given by
veddy(k) =
√
2P (k) (32)
and we can then express teddy(k) as
teddy(k) =
2pi
kveddy(k)
(33)
In mf-3au the Maxwell stresses vary strongly as a func-
tion of radius, especially in comparison to ideal-3au, which
led us to investigate if there were noticeable differences in
teddy as a function of radius. We calculated teddy as described
above for two different boxes: one located between 1.31-
2.1 au and the other between 2.1-2.87 au. Downes (2012)
determined for HYDRA that numerical dissipation occurs
on length scales less than 10-15 grid zones so we cannot
examine the power spectra on length scales less than this.
For mf-3au, Ωteddy ≫ 1 for all wavenumbers, as shown
in Fig. 10 indicating that the orbital timescale is much
shorter than the eddy turnover time. This implies that the
orbital timescale is the more appropriate timescale to con-
sider when comparing with the recombination timescale, in
order to determine whether single fluid or multifluid sim-
ulations are more appropriate. The results are similar for
mf-6au and also for both of the ideal MHD simulations.
There is also little difference for mf-3au between the
power spectra taken at different radii, only a vertical shift
which is most probably linked to the different Keplerian ve-
locities at the different radii. We also examine the difference
found by comparing power spectra for the radial and vertical
directions. For all the simulations there are slightly larger
eddy velocities, for all wavenumbers, in the radial rather
than the vertical direction. This is to be expected since the
MRI creates turbulence due to the Keplerian shear in the ra-
dial direction. Therefore, turbulence is preferentially driven
in the radial direction.
Figure 9. The Keplerian frequency at 1 au multiplied by the
eddy turnover time is plotted as a function of wavenumber, k, for
mf-3au. The solid black and blue dashed lines show Ω1auteddy for
an inner and an outer radial region using radial turbulent veloci-
ties. The red dash-dotted and green dashed lines show the same
quantity but the vertical turbulent velocities are used instead.
3.5.2 Comparison of an effective recombination timescale
with eddy turn-over time
We then use the effective recombination time, trcb, calcu-
lated in Bai (2011) to compare with teddy. This recombi-
nation time is sensitive to the fastest recombination pro-
cess occuring at ∼1 au near the midplane of the disk. From
Fig. 2 of Bai (2011) we consider the top left panel repre-
senting parameters for a PPD at 1 au not including grains
which is most similar to our simulations. At z/h < 1,
log10(Ωtrcb) = −1 corresponding to trcb = 5.0 × 105 s at
1 au.
The recombination timescale divided by the eddy
turnover time for mf-3au is shown in Fig. 10. Examining the
timescales shows that trcb ≪ teddy in both the radial and
the vertical direction and for all wavenumbers. This means
that simulations performed using the single fluid approach
should provide reliable results because chemical recombina-
tion takes place faster than the fluid moves material around
thus ensuring that the ionisation fraction depends on the
neutral density.
Despite the results presented here which suggest that
trcb ≪ 1/Ω ≪ teddy it is an important detail to consider
since the value of trcb is highly dependent on the chemical
network used. The results will also be different once vertical
stratification is considered.
4 CONCLUSIONS
We have performed two multifluid and two ideal global simu-
lations to investigate the influence of non-ideal MHD effects.
While local shearing box simulations provide vital clues as
to the behaviour to be expected, in order to examine the
interaction between adjacent regions governed by different
physical processes and the global evolution of the PPD it is
necessary to perform large-scale simulations.
For the multifluid simulations the weak Hall dominated
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Figure 10. teddy/trcb as a function of wavenumber, k, for mf-3au
showing that the recombination time is at least three orders of
magnitude smaller than the eddy turn-over times for all wavenum-
bers. The labels are the same as those used for Fig. 9.
region extends radially thus altering the dynamics of the
system. Strong Maxwell stresses in the inner region of the
disk give rise to angular momentum transport occuring via
a flow exhibiting very low turbulence. These strong Maxwell
stresses are accompanied by ordered magnetic structure for
the multifluid simulations. The ideal MHD simulations have
lower angular momentum transport but do display ordered
magnetic structures. The Hall effect twists the magnetic field
leading to the strong Maxwell stresses seen in the multifluid
simulations. The transition from areas of structured mag-
netic field to more turbulent regions does not result in any
global density structures, such as gaps, or in a sudden change
in angular momentum transport.
We have introduced a dimensionless number, αRM (rep-
resenting the ratio of the contributions to the α parameter
due to Reynolds stresses and Maxwell stresses), to charac-
terise accretion with αRM & 0.1 corresponding to turbulent
transport. Determining the level of turbulence expected in
PPDs is of importance for planet formation and the growth
of planetesimals. It will also help distinguish between regions
where MRI driven turbulence dominates and those regions
launching MCWs.
In order to quantify the importance of turbulent mix-
ing, we calculated the eddy turn-over time and compared
this with an effective recombination timescale. We found
that the recombination timescale is approximately three or-
ders or magnitude smaller than the eddy turn-over time for
all wavenumbers. This indicates that turbulent mixing is not
significant. Nonetheless, these quantities should continue to
be compared as chemical networks are updated and for ver-
tically stratified simulations. Along with this we also find
that the ionisation fraction of the disk is not seen to vary
appreciably making these simulations comparable to single
fluid non-ideal simulations.
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APPENDIX A: NUMERICAL TESTS
Extensive numerical tests have been, and continue to
be, performed on the HYDRA code. Tests of relevance
to the simulations given in this work are presented in
O’Sullivan & Downes (2006, 2007) and Downes & Drury
(2014). In particular, tests run on the ideal MHD setup
(Downes & Drury 2014) include the Orszag-Tang vortex
test (demonstrates the multi-dimensional performance of the
code) and the Brio-Wu shock tube test (demonstrates the
shock-capturing nature of the code). These tests give us
some confidence that HYDRA performs well and is reliable
within the general parameter ranges used in this work.
A1 MRI growth rates
To verify that the code HYDRA reproduces the expected
MRI growth rates we compare the growth rates from lin-
ear analysis (Balbus & Hawley 1991) with those calculated
from the ideal MHD simulation, presented as res4-ideal, in
O’Keeffe & Downes (2014). This simulation is used, due to
the data being outputted more frequently, instead of the
simulations presented in this paper. From Balbus & Hawley
(1991), the most rapidly growing wavenumber has a growth
rate of ∼ 0.75Ω, confirmed numerically by Hawley & Balbus
(1991), for instance. When considering the growth rates
measured here it is essential to keep in mind that they are
obtained from a global simulation. The growth rate is itself
a local quantity and hence we must measure it at a partic-
ular radius. At R = 2.2 au, where we determine the growth
rates presented here, the system is perturbed both by the
initial perturbation and by the growth of the instability at
greater radii. Hence, we do not expect local growth rates
measured from global simulations to be directly comparable
with linear theory.
We plot the natural log of |B| (averaged azimuthally)
as a function of time in Fig. A1 and measure the slope by a
least squares fit to obtain the linear growth rate. At 2.2 au
the fastest growing wavelength is resolved by 7 gridzones
and the growth rate is measured to be ∼ 0.62Ω. Bearing in
mind the above considerations, this is broadly in line with
the values found by Balbus & Hawley (1991) from linear
analysis and the numerical simulations of Hawley & Balbus
(1991), verifying that HYDRA reproduces the MRI growth
rate.
We also use the ideal MHD simulations (res1-ideal, res2-
ideal, res3-ideal and res4-ideal) from O’Keeffe & Downes
(2014) to plot the linear growth rate as a function of res-
olution, shown in Fig. A2. For each simulation the growth
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Figure A1. Log-linear plot of the magnitude of the magnetic
field as a function of time, given in orbits calculated at 2.2 au.
Figure A2. Plot of the growth rate of the MRI for ideal MHD
as a function of resolution.
rate plotted is the average of four different different fits in
time and the error bars given are the minimum and maxi-
mum value obtained for the linear growth rate. Considering
the error bars the growth rate is converging as a function
of resolution. In each case, the end time for measuring the
linear growth rate was defined as the point at which the rate
of growth began to decrease. The start time for measuring
the growth rate was defined as 0.5 orbits before the end
time. For res2-ideal, res3-ideal and res4-ideal the fits were
performed between 5.33-5.82, 4.9-5.42 and 3.68-4.17 orbits
(measured at 2.2 au), respectively. These time intervals are
not the same as the MRI begins to grow at later times for the
lower resolution runs. For res1-ideal, the MRI only begins to
grow at the very end of the simulation and the growth rate
was measured between 196-244 orbits, corresponding to the
leftmost data point in Fig. A2.
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