In the field of cognitive psychology, the p-value hypothesis test has established a stranglehold on statistical reporting. This is unfortunate, as the p-value provides at best a rough estimate of the evidence that the data provide for the presence of an experimental effect. An alternative and arguably more appropriate measure of evidence is conveyed by a Bayesian hypothesis test, which prefers the model with the highest average likelihood. One of the main problems with this Bayesian hypothesis test, however, is that it often requires relatively sophisticated numerical methods for its computation. Here we draw attention to the Savage-Dickey density ratio method, a method that can be used to compute the result of a Bayesian hypothesis test for nested models and under certain plausible restrictions on the parameter priors. Practical examples demonstrate the method's validity, generality, and flexibility.
Introduction
Inside every Non-Bayesian, there is a Bayesian struggling to get out -Dennis Lindley, as cited in Jaynes (2003) .
How do cognitive psychologists analyze their data? Gert Gigerenzer answered this question by invoking the Freudian concept of unconscious conflict between the Superego, the Ego, and the Id (Gigerenzer, 1993 (Gigerenzer, , 2004 Gigerenzer, Krauss, & Vitouch, 2004) . In Gigerenzer's analogy, the cognitive The unconscious Freudian conflict has arguably resulted in widespread confusion. Researchers often assume that a small p-value means that the null hypothesis is likely to be false, that a large p-value means that the null hypothesis is likely to be true, and that a 95% confidence interval for a parameter l means that there is a 95% chance that l lies in the specified interval. All of these conclusions are false (Haller & Krauss, 2002) -this is because the conclusions are Bayesian, but the methodology that is used is not.
To resolve the unconscious Freudian conflict and bring the statistical procedures in line with their interpretation, two courses of action present themselves. First, one can try to suppress the Id even more strongly, perhaps by rigorous statistical education and repeated warnings such as ''Never use the unfortunate expression 'accept the null-hypothesis'." (Wilkinson & the Task Force on Statistical Inference., 1999, p. 599) . Second, one can explore Bayesian statistical procedures that provide exactly what the Id wants-probabilities for hypotheses. Using Bayesian procedures, one can quantify support both in favor of and against the null hypothesis (Gallistel, 2009; Rouder, Speckman, Sun, Morey, & Iverson, 2009; Wetzels, Raaijmakers, Jakab, & Wagenmakers, 2009) , and one can state that the probability that a parameter l lies in a 95% ''credible interval" is, indeed, .95. In this article, we promote the second course of action.
In order to keep this article self-contained, we first provide a brief overview of the Bayesian paradigm, with special emphasis on the difference between parameter estimation and hypothesis testing. We then describe a method, known as the Savage-Dickey density ratio, to carry out a Bayesian hypothesis test with relative ease. Next we illustrate the practical value of the Savage-Dickey method by applying it to three data sets. The first data set is used to test the hypothesis that the sexual behavior of so-called virginity pledgers differs from that of non-pledgers (i.e., a hypothesis test for the equality of two rates, Brückner & Bearman, 2005) ; the second data set is used to test the hypothesis that prior study of both choice alternatives improves later performance in a two-choice perceptual identification task (i.e., a hypothesis test in a hierarchical within-subjects design, Zeelenberg, Wagenmakers, & Raaijmakers, 2002) ; and the third data set is used to test the hypothesis that typically developing children outperform children with ADHD on the Wisconsin card sorting test (i.e., a hypothesis test in a hierarchical between-subjects design, Geurts, Verté, Oosterlaan, Roeyers, & Sergeant, 2004) .
In these examples, we show how the Bayesian hypothesis test can be adjusted to deal with random effects and order-restrictions, both for within-subjects and between-subjects designs. WinBUGS code is presented in Appendix B and R code is available online. 
Bayesian background
Before outlining the Savage-Dickey method, it is important to introduce some key concepts of Bayesian inference. More detailed information can be found in Bayesian articles and books that discuss philosophical foundations (Lindley, 2000; O'Hagan & Forster, 2004) , computational innovations (Gamerman & Lopes, 2006) , and practical contributions (Congdon, 2003; Ntzoufras, 2009 ). An indepth discussion on the advantages of Bayesian inference, especially when compared to p-value 1 For more information about the difference between the three statistical paradigms, see for instance Christensen (2005) , Hubbard and Bayarri (2003) and Royall (1997) .
2 All computer code is available from the first author's website, http://users.fmg.uva.nl/ewagenmakers/papers.html.
hypothesis testing, is beyond the scope of this article, and we instead refer the interested reader to Berger and Berry (1988b) , Edwards, Lindman, and Savage (1963) , Sellke, Bayarri, and Berger (2001) , Wagenmakers (2007) and Wagenmakers et al. (2008) . Those familiar with Bayesian inference can safely skip to the section that introduces the Savage-Dickey method.
Bayesian parameter estimation
As is customary, we introduce Bayesian parameter estimation by means of the binomial example. Assume we prepare for you a series of 10 factual true/false questions of equal difficulty. Interest centers on your latent probability h of answering any one question correctly. In Bayesian inference, uncertainty with respect to parameters is-at any point in time-quantified by probability distributions. Thus, in order to get the Bayesian inference machine off the ground, we need to specify our uncertainty with respect to h before seeing the data. Suppose you do not know anything about the topic or about the difficulty level of the questions. Then, a reasonable ''prior distribution", denoted by pðhÞ, is one that assigns equal probability to every value of h. This uniform distribution is shown by the dotted horizontal line in Fig. 1 . Now we proceed with the test, and find that you answered 9 out of 10 questions correctly. After having seen these data, our updated knowledge about h is described by a ''posterior distribution", denoted pðhjs; nÞ, where s ¼ 9 and n ¼ 10 indicate the number of successes and the number of questions, respectively. Assume that the probability of the data is given by the binomial distribution:
pðsjh; nÞ ¼ n s
The transition from prior pðhÞ to posterior pðhjs; nÞ is then given by Bayes' rule, pðhjs; nÞ ¼ pðsjh; nÞpðhÞ pðsjnÞ : 
Note that the marginal likelihood (i.e., the probability of the observed data) does not involve the parameter h, and is given by a single number that ensures that the area under the posterior distribution equals 1. Therefore, Eq. (2) is often written as pðhjs; nÞ / pðsjh; nÞpðhÞ; ð4Þ which says that the posterior is proportional to the likelihood times the prior. The solid line in Fig. 1 shows the posterior distribution for h, which is obtained when the uniform prior is updated with data s ¼ 9 and n ¼ 10. The central tendency of a posterior distribution is often summarized by its mean, median, or mode. Note that with a uniform prior, the mode of a posterior distribution coincides with the classical maximum likelihood estimate or MLE,ĥ ¼ s=n ¼ 0:9 (Myung, 2003) . The spread of a posterior distribution is most easily captured by a Bayesian x% confidence interval that extends from the ðx=2Þth to the ð100 À x=2Þth percentile of the posterior distribution. For the posterior distribution in Fig. 1 , a 95% Bayesian confidence interval for h extends from 0.59 to 0.98. In contrast to the classical or orthodox confidence interval, the Bayesian confidence interval has a direct and intuitive interpretation: after observing the data, we can be 95% confident that the true value of h lies in between 0.59 and 0.98. Now suppose we design a new set of five questions, of equal difficulty as before. How can we formalize our expectations about your performance on this new set? In other words, how can we use the posterior distribution pðhjn ¼ 10; s ¼ 9Þ-which after all represents everything that we know about h from the old set-to predict the number of correct responses out of the new set of n new ¼ 5 questions? The mathematical solution is to integrate over the posterior,
where s new is the predicted number of correct responses out of the additional set of five questions. Computationally, one may think of this procedure as repeatedly drawing a random value h i from the posterior, and using that value to every time determine a single s new i by means of Eq. (1). The end result, pðs new jn new ¼ 5Þ, is the predictive density of the possible number of correct responses in the additional set of five questions. The important point is that by integrating over the posterior, all predictive uncertainty is taken into account. In contrast, much of classical inference relies on the ''plug-in principle" that in this case would lead us to predict pðs new jn new ¼ 5Þ solely based onĥ, the maximum likelihood estimate. Plug-in procedures ignore uncertainty in h, and hence lead to predictions that are overconfident, that is, predictions that are less variable than they should be (Aitchison & Dunsmore, 1975). 3 You are now presented with the new set of five questions. You answer 3 out of 5 correctly. How do we combine this new information with the old? Or, in other words, how do we update our knowledge of h? Consistent with intuition, Bayes' rule entails that the prior that should be updated based on your performance for the new set is the posterior that was obtained based on your performance for the old set. Or, as Lindley put it, ''today's posterior is tomorrow's prior" (Lindley, 1972, p. 2) . When all the data have been collected, however, the precise order in which this was done is irrelevant; the results from the 15 questions could have been analyzed as a single batch, they could have been analyzed sequentially, one-by-one, they could have been analyzed by first considering the set of 10 questions and next the set of 5, or vice versa. For all these cases, the end result, the final posterior distribution for h, is identical. This again contrasts with classical inference, in which inference for sequential designs is different from that for non-sequential designs (for a discussion, see e.g., Anscombe, 1963) . 3 It should be acknowledged that classical statisticians can account for uncertainty in the estimation of h by repeatedly drawing a bootstrap sample from the data, calculating the associated bootstrap MLE, and finding the corresponding prediction for s new (e.g., Wagenmakers, Ratcliff, Gomez, & Iverson, 2004 ).
Thus, a posterior distribution describes our uncertainty with respect to a parameter of interest, and the posterior is useful-or, as a Bayesian would have it, necessary-for probabilistic prediction and for sequential updating. Unfortunately, the posterior distribution or any of its summary measures can only be obtained in closed form for a restricted set of relatively simple models. To illustrate in the case of our binomial example, the uniform prior is a so-called beta distribution with parameters a ¼ 1 and b ¼ 1, and when combined with the binomial likelihood this yields a posterior that is also a beta distribution, be it with parameters a þ s and b þ n À s. In simple conjugate cases such as these, where the prior and the posterior belong to the same distributional family, it is possible to obtain closed form solutions for the posterior distribution, but in other more interesting cases it is not.
For a long time, researchers did not know how to proceed with Bayesian inference when the posterior could not be obtained in close form. As a result, practitioners interested in models of realistic complexity did not much use Bayesian inference. This situation changed with the advent of computer-driven sampling methodology generally known as Markov chain Monte Carlo (i.e., MCMC; e.g., Gamerman & Lopes, 2006; Gilks, Richardson, & Spiegelhalter, 1996) . Using MCMC techniques such as Gibbs sampling or the Metropolis-Hastings algorithm, researchers can now directly sample sequences of values from the posterior distribution of interest, foregoing the need for closed form analytic solutions. At the time of writing, the adage is that Bayesian models are limited only by the user's imagination.
To provide a concrete and simple illustration of Bayesian inference using MCMC, we revisit our binomial example of 9 correct responses out of 10 questions, and the associated inference problem for h, the probability of answering any one question correctly. Throughout this article, we use the general-purpose WinBUGS program (Lunn, Thomas, Best, & Spiegelhalter, 2000; Lunn, Spiegelhalter, Thomas, & Best, 2009 ; an introduction for psychologists is given by Sheu & O'Curry, 1998 ) that allows the user to specify and fit models without having to hand-code the MCMC algorithms. Although WinBUGS does not work for every application, it will work for most applications in the field of psychology. The WinBUGS program is easy to learn and is supported by a large community of active researchers. 4 The WinBUGS program requires the user to construct a file that contains the model specification, a file that contains initial values for the model parameters, and a file that contains the data. The model specification file is most important. For our binomial example, we set out to obtain samples from the prior and the posterior of h. The associated WinBUGS model specification code is three lines long: model { theta $ dbeta(1, 1) # the uniform prior for updating by the data k $ dbin(theta,n) # the data; in our example, k = 9 and n = 10 thetaprior $ dbeta(1, 1) # a uniform prior not for updating } In this code, the ''$" or twiddle symbol denotes ''is distributed as", dbeta(a,b) indicates the beta distribution with parameters a and b, and dbin(theta,n) indicates the binomial distribution with rate theta and n observations. These and many other distributions are build in to the WinBUGS system. The ''#" or hash sign is used for commenting out what should not be compiled. As WinBUGS is a declarative language, the order of the three lines is inconsequential.
When this code is executed, the user obtains a sequence of samples (i.e., an MCMC chain) from the posterior pðhjDÞ and a sequence of samples from the prior pðhÞ. In more complex models, it may take some time before the chain converges from its starting value to what is called its stationary distribution. To make sure that we only use those samples that come from the stationary distribution (and are hence unaffected by the starting values) it is good practice to discard the first samples as ''burn-in", and to diagnose convergence by running multiple chains.
For instance, Fig. 2 shows the first 100 iterations for three chains that were set up to draw values from the posterior for h. The three chains are almost indistinguishable, and they do not have slow upward or downward drift; these are two qualitative signs that the chains have converged and that samples are being drawn from the posterior distribution. Quantitative measures for diagnosing convergence are also available (e.g., the Gelman and Rubin (1992) b R statistic, that compares within-chain to between-chain variability; for more recommendations regarding convergence see e.g., Gamerman and Lopes (2006) , Gelman (1996) , and Gelman and Hill (2007) ).
After assuring ourselves that the chains have converged, we can use the sampled values to plot a histogram, construct a density estimate, and compute values of interest. To illustrate, the three chains from Fig. 2 were run for 3000 iterations each, for a total of 9000 samples for the prior and the posterior of h. Fig. 3 plots histograms 5 for the prior (i.e., dotted line) and the posterior (i.e., thick solid line). In addition, the thin solid lines represent logspline nonparametric density estimates (Stone, Hansen, Kooperberg, & Truong, 1997) . The mode of the logspline density estimate for the posterior of h is 0.89, whereas the 95% confidence interval is (0.59, 0.98), matching the analytical result shown in Fig. 1 . Of course, this example represents an ideal scenario; in more complicated models, convergence might be obtained only after many MCMC iterations-that is, chains may move very slowly from their starting point to the stationary distribution. This problem is often easy to diagnose by running multiple chains with overdispersed starting values. Another problem is that, even when the chains have arrived at the posterior distribution, consecutive samples might be highly correlated. This is less worrisome than the problem of nonconvergence (after all, the samples are draws from the correct posterior distribution), but it does mean that more samples need to be collected before the entire posterior is adequately covered. This problem is easy to diagnose by computing the autocorrelation of the chains. A relatively high autocorrelation suggests that we need to draw relatively many samples. Thus, for complex models it is important to use MCMC algorithms that are efficient, reliable, and quick. This is currently an active area of research. Nevertheless, the fundamental theoretical obstacles for Bayesian parameter estimation have been overcome. In fields such as statistics, artificial intelligence, and machine learning, MCMC algorithms are now used on a routine basis. 5 These histograms were constructed such that the total area under each histogram equals one.
MCMC Iteration

Bayesian hypothesis testing
Up to this point we have concerned ourselves with parameter estimation, implicitly taking the appropriateness of the underlying model for granted. In much of social science, however, researchers entertain more than just a single statistical model. In fact, the statistical models often represent competing theories or hypotheses, and the focus of interest is on which substantive theory or hypothesis is more correct, more plausible, and better supported by the data. For example, researchers might want to know whether the improvement of performance with practice follows a power function or an exponential function. As another example, we might want to know the extent to which your performance in our test (i.e., 9 correct answers out of 10 questions) is consistent with the hypothesis that you were just guessing. This may involve a test of M 1 : h ¼ 0:5 versus M 2 : h -0:5.
The fundamental and general Bayesian solution to the foregoing model selection of hypothesis testing problems is as follows. For simplicity, assume that you contemplate two alternative accounts of the data, M 1 and M 2 , and that you seek to quantify model uncertainty in terms of probability. Consider first M 1 . Bayes' rule dictates how your prior probability of M 1 ; pðM 1 Þ, is updated through the observed data D to give the posterior probability of M 1 ; pðM 1 jDÞ:
In the same way, one can calculate the posterior probability of M 2 ; pðM 2 jDÞ. The ratio of these posterior probabilities is given by
This equation shows that the change from prior odds pðM 1 Þ=pðM 2 Þ to posterior odds pðM 1 jDÞ=pðM 2 jDÞ is determined entirely by the ratio of the marginal likelihoods pðDjM 1 Þ=pðDjM 2 Þ. This ratio is generally known as the Bayes factor (Jeffreys, 1961) , and the Bayes factor, or the log of it, is often interpreted as the weight of evidence coming from the data (Good, 1985) . A hypothesis test based on the Bayes factor supports the model under which the observed data are most likely (for details see Berger & Pericchi, 1996; Bernardo & Smith, 1994, chap. 6; Klugkist, Laudy, & Hoijtink, 2002, cha 7; Klugkist et al., 2005a; Kass & Raftery, 1995; MacKay, 2003; Myung & Pitt, 1997; O'Hagan, 1995) . Therefore, the Bayes factor represents ''the standard Bayesian solution to the hypothesis testing and model selection problems" (Lewis & Raftery, 1997, p. 648) ; in the following, we will use ''Bayesian hypothesis test" as a shortcut for ''a hypothesis test based on the Bayes factor".
Thus, when the Bayes factor for M 1 versus M 2 equals 2 (i.e., BF 12 ¼ 2), this means that the data are twice as likely to have occurred under M 1 than under model M 2 . When the prior odds are equal, such that M 1 and M 2 are equally likely a priori, the Bayes factors can be converted to posterior probabilities: pðM 1 jDÞ ¼ BF 12 =ðBF 12 þ 1Þ. This means that BF 12 ¼ 2 translates to pðM 1 jDÞ ¼ 2=3.
To illustrate, consider again our binomial example of 9 correct responses out of 10 questions, and the test between two models for performance: guessing (i.e., M 1 : h ¼ 0:5) versus not guessing (i.e., À Á 10 . The marginal likelihood for model M 2 is more difficult to calculate, as h is a free parameter. In general, the marginal likelihood is obtained by integrating out the model parameters in accordance with the law of total probability:
This means that the marginal likelihood is computed by averaging the likelihood over the prior; conceptually, the likelihood is evaluated for every possible parameter value, weighted with its prior plausibility, and added to a summed total. When we again use the uniform distribution for h as a prior, such that pðhjM 2 Þ $ Betað1; 1Þ, then Eq. (8) famously simplifies to pðDjM 2 Þ ¼ 1=ðn þ 1Þ. Thus, in our binomial example, BF 12 ¼ 10 9
1 2 À Á 10 ðn þ 1Þ % 0:107. This means that the data are 1=0:107 % 9:3 times more likely under M 2 than they are under M 1 . With unit prior odds, the posterior probability for M 1 is 0:107=ð0:107 þ 1Þ % :10, which means that the complementary posterior probability for M 2 is approximately .90. These are probabilities assigned to hypotheses, and they are exactly what researchers (or, in Gigerenzer's Freudian analogy, their Ids) want to know about. Posterior model probabilities are not just necessary to quantify our degree of belief or preference for the candidate models under consideration. They are also necessary for Bayesian model averaging (e.g., Draper, 1995; Hoeting, Madigan, Raftery, & Volinsky, 1999; Madigan & Raftery, 1994) . For instance, in a regression context we might have one model, M 1 , that predicts a certain post-surgery survival rate by gender, age, weight, and history of smoking. A second model, M 2 , includes two additional predictors, namely body-mass index and fitness. We compute posterior model probabilities and find that pðM 1 jDÞ ¼ :6 and consequently pðM 2 jDÞ ¼ :4. For a given patient, M 1 predicts a survival rate of 90%, and M 2 predicts a survival rate of 80%. What is our best prediction for our patient's survival rate? It is tempting to base our prediction solely on M 1 , which is after all the preferred model. However, this would ignore the uncertainty inherent in the model selection procedure, and it would ignore the very real possibility that the best model is M 2 , according to which the survival rate is 10% lower than it is for M 1 . The Bayesian solution is to weight the two competing predictions with their associated posterior model probabilities, fully taking into account the uncertainty in the model selection procedure. In our example, the model-averaged prediction for survival rate would be :6 Â 90% þ :4 Â 80% ¼ 86%.
Additional advantages of Bayesian hypothesis testing
We have seen how Bayes factors and posterior model probabilities describe the relative support or preference for a set of candidate models, and how they can be used for model averaged predictions. Other advantages of Bayesian hypothesis testing include the following (Wagenmakers, Lee, Lodewyckx, & Iverson, 2008 ; see also Berger & Pericchi, 2001; Dennis, Lee, & Kinnell, 2008; Kass & Raftery, 1995) :
1. Coherence is guaranteed. Suppose we have a set of three candidate models, M 1 ; M 2 , and M 3 . As is to identify the model with the best predictive performance (e.g., Myung, Forster, & Browne, 2000; Wagenmakers & Waldorp, 2006) . However, it is not immediately obvious how this should be done; complex models will generally provide a better fit to the observed data than simple models, and therefore one cannot simply prefer the model with the best ''goodness-of-fit"-such a strategy would lead to overfitting. Intuition suggest that this tendency for overfitting should be counteracted by putting a premium on simplicity. This intuition is consistent with the law of parsimony or ''Ockham's razor" which states that, when everything else is equal, simple models are to be preferred over complex models (Jaynes, 2003, chap. 20; Myung & Pitt, 1997) . Formal model selection methods try to quantify the tradeoff between goodness-of-fit and parsimony. Many of these methods measure a model's overall performance by the sum of two components, one that measures descriptive accuracy and one that places a premium on parsimony. The latter component is also known as the Ockham factor (MacKay, 2003, chap. 28 ). For many model selection methods, the crucial issue is how to determine the Ockham factor. One of the attractive features of Bayesian hypothesis testing is that it automatically determines the model with the best predictive performance -Bayesian hypothesis testing therefore incorporates what is known as an automatic Ockham's razor (Myung & Pitt, 1997) . To see why this is the case, consider that every statistical model makes a priori predictions. Complex models have a relatively large parameter space, and are therefore able to make many more predictions and cover many more eventualities than simple models. However, the drawback for complex models is that they need to spread out their prior probability across their entire parameter space. In the limit, a model that predicts almost everything has to spread out its prior probability so thinly that the occurrence of any particular event will not greatly add to that model's credibility. As shown by Eq. (8), the marginal likelihood for a model M is calculated by averaging the likelihood pðDjh; MÞ over the prior pðhjMÞ. When the prior is very spread out, it will occupy a relatively large part of the parameter space in which the likelihood is almost zero, and this greatly decreases the average or marginal likelihood. Consider for instance the situation shown in Fig. 1 . The prior on the rate parameter h was assumed to be uniform from 0 to 1, h $ U½0; 1. A different, more parsimonious model could take into account the prior knowledge that h is unlikely to be lower than 0.5, as this would mean that your ability would be lower than chance (recall that the questions were true/false, such that the absence of any knowledge corresponds to h ¼ 0:5). This more informed model could be instantiated as h $ U½0:5; 1, and we could then use the Bayes factor to compute the relative plausibility of model M 1 : h $ U½0; 1 versus M 2 : h $ U½0:5; 1. The more complex model M 1 kept its options open by assigning half of its prior mass to values for h that are smaller than 0.5. This could have been advantageous when the data would have turned out differently (e.g., 1 correct answer instead of 9). As it is, the values of h that are smaller than 0.5 are very unlikely; hence, the average likelihood is almost twice as high for the parsimonious model M 2 than it is for the more complex model M 1 . 3. Evidence can be obtained in favor of the null hypothesis. Bayesian hypothesis testing allows one to obtain evidence in favor of the null hypothesis. Because theories and models often predict the absence of a difference, it is vital for scientific progress to be able to quantify evidence in favor of the null hypothesis (e.g., Gallistel, 2009; Rouder et al., 2009; Wetzels et al., 2009 ). In the field of visual word recognition, for instance, the entry-opening theory (Forster, Mohan, & Hector, 2003) predicts that masked priming is absent for items that do not have a lexical representation;
Another example from that literature concerns the work by Bowers, Vigliocco, and Haan (1998) , who have argued that priming effects are equally large for words that look the same in lower and upper case (e.g., kiss/KISS) or that look different (e.g., edge/EDGE), a finding supportive of the hypothesis that priming depends on abstract letter identities. A final example comes from the field of recognition memory, where Dennis and Humphreys' bind cue decide model of episodic memory (BCDMEM) predicts the absence of a list-length effect and the absence of a list-strength effect (Dennis & Humphreys, 2001 ). This radical prediction of a null effect allows researchers to distinguish between context-noise and item-noise theories of inference in memory (Dennis et al., 2008) . In Bayesian statistics, the null hypothesis has no special status, and evidence for it is quantified just as it is for any other hypothesis. In classical statistics, support for informative predictions from null hypothesis can only be indirect. 4. Evidence may be monitored as it accumulates. Bayesian hypothesis testing allows one to monitor the evidence as the data come in (Berger & Berry, 1988a) . In contrast to frequentist inference, Bayesian inference does not require special corrections for ''optional stopping" (Wagenmakers, 2007) . Consider, for instance, a hypothetical experiment on the neural substrate of dissociative identity disorder. In this experiment, the researcher Lisa has decided in advance to use functional magnetic resonance imaging (fMRI) to test 30 patients and 30 normal controls. Lisa inspects the data after 15 participants in each group have been tested, and finds that the results convincingly demonstrate the pattern she hoped to find. Unfortunately for Lisa, she cannot stop the experiment and claim a significant result, as she would be changing the sampling plan halfway through and be guilty of ''optional stopping". She has to continue the experiment, wasting not just her time and money, but also the time and efforts of the people who undergo needless testing. In contrast, for Bayesian hypothesis testing there is nothing wrong with gathering more data, examining these data, and then deciding whether or not to stop collecting new data -no special corrections are needed. As stated by Edwards et al. (1963) , ''(Á Á Á) the rules governing when data collection stops are irrelevant to data interpretation. It is entirely appropriate to collect data until a point has been proven or disproven, or until the data collector runs out of time, money, or patience." (Edwards et al., 1963, p. 193 ).
Challenges for Bayesian hypothesis testing
Bayesian hypothesis testing using Bayes factors (Eq. (7)) faces two main challenges, one conceptual and one computational. The conceptual challenge is that the Bayesian hypothesis test is acutely sensitive to the specification of the prior distributions for the model parameters (e.g., Bartlett, 1957; Liu & Aitkin, 2008) . This distinguishes hypothesis testing from parameter estimation, in which the data quickly overwhelm the prior; the accumulation of data forces prior opinions that are very different to converge to posterior opinions that are very similar. For parameter estimation then, the choice of a prior distribution is not really all that critical unless there are very few data points.
In contrast, for Bayesian hypothesis testing the prior distributions are crucial and have a lasting impact. This occurs because the marginal likelihood is an average taken with respect to the prior. Consider for instance the prior for the mean l of a Normal distribution with known variance. One might be tempted to use an ''uninformative" prior, one that does not express much preference for one value of l over the other. One such vague prior could be a Normal distribution with mean zero and variance 10,000. But, from a marginal likelihood perspective, this prior is consistent with almost any value of l. When one hedges one's bets to such an extreme degree, the Bayes factor is likely to show a preference for a simple model (e.g., one in which l ¼ 0), even when the data appear wildly inconsistent with it.
The main problem here is not that the Bayesian hypothesis test corrects for model complexity as manifested in the prior distribution. This is the automatic Ockam's razor that is an asset, not a liability, of the Bayesian hypothesis test. Instead, the problem seems to be that researchers have only a vague idea of the vagueness of their prior knowledge, or that researchers seek to use a prior that is ''objective", and uses as little prior knowledge as possible. When the vagueness of the prior is arbitrary, so are the results from the Bayesian hypothesis test. When the vagueness of the prior is purposefully large, the results from the Bayesian hypothesis test tend to indicate a preference for the simple model, regardless of the data.
In order to increase the robustness of Bayesian hypothesis testing to the vagueness of the prior, several procedures have been proposed, including the local Bayes factor (Smith & Spiegelhalter, 1980) , the intrinsic Bayes factor (Berger & Mortera, 1999; Berger & Pericchi, 1996) , the fractional Bayes factor (O'Hagan, 1995) , and the partial Bayes factor (O'Hagan, 1995; for a summary see Gill, 2002, chap. 7) . The idea of the partial Bayes factor is to sacrifice a small part of the data to obtain a posterior that is robust to the various priors one might entertain. The Bayes factor is then calculated by integrating the likelihood over this posterior instead of over the original prior. Procedures such as these are still undergoing further development and deserve more study.
The problem of vague priors is particularly evident for parameters that can take on values across the entire real line, such as the mean l of a Normal distribution. We believe that in such cases, whenever possible, the construction of a prior should be guided by the substantive knowledge in the domain of application. As Dennis Lindley has pointed out repeatedly, l is only a Greek letter, an abstraction that may obscure the fact that it refers to something about which we have detailed prior knowledge. When l stands for a person's weight, few rational people would assign l an ''uninformative" Normal prior distribution with mean zero and variance 10,000.
In this paper, we sidestep this conceptual challenge to some extent, as we focus completely on discrete data problems (i.e., those that involve a hit or a miss, a success of a failure, a yes or a no). In such cases, a perfectly plausible prior assigns equal mass to every value of the underlying rate parameter h. In some cases, we use order-restrictions and assign equal mass to every value of h greater than .5. We feel that in the absence of detailed prior knowledge, this assumption is reasonable. Note, however, that our approach in this paper is entirely general; when you are willing to defend and use a different prior, you are free to do so.
The second challenge for Bayesian hypothesis testing-the one that is the focus of this article-is that the marginal likelihood and the Bayes factor are often quite difficult to compute. Earlier, we saw that with a uniform prior on the binomial rate parameter h (i.e., pðhjMÞ $ Betað1; 1Þ), the marginal likelihood R pðDjh; MÞpðhjMÞdh simplifies to 1=ð1 þ nÞ. However, in all but a few simple models, such simplifications are impossible. In order to be able to compute the marginal likelihood or the Bayes factor for more complex models, a series of different computational methods has been developed. A recent summary lists as many as 15 different methods (Gamerman & Lopes, 2006, chap. 7) .
For instance, one method computes the marginal likelihood through what is called the candidates' formula (Besag, 1989) or the basic marginal likelihood identity (Chib, 1995; Chib & Jeliazkov, 2001) . One simply exchanges the roles of posterior and marginal likelihood to obtain pðDÞ ¼ pðDjhÞpðhÞ pðhjDÞ ;
which holds for any value of h. When the posterior is available analytically, one only needs to plug in a single value of h and obtain the marginal likelihood immediately. This method can however also be applied when the posterior is only available through MCMC output, either from the Gibbs sampler (Chib, 1995) or the Metropolis-Hastings algorithm (Chib & Jeliazkov, 2001) . Another method to compute the marginal likelihood is to repeatedly sample parameter values from the prior, calculate the associated likelihoods, and then take the likelihood average. When the posterior is highly peaked compared to the prior-as will happen with many data or with a medium-sized parameter space-it becomes necessary to employ more efficient sampling methods, with a concomitant increase in computational complexity.
Finally, it is also possible to compute the Bayes factor directly, without first calculating the constituent marginal likelihoods. The basic idea is to generalize the MCMC sampling routines for parameter estimation to incorporate a ''model indicator" variable. In the case of two competing models, the model indicator variable k, say, can take on two values-for instance, k ¼ 1 when the sampler is in model M 1 , and k ¼ 2 when the sampler is in model M 2 . The Bayes factor is then estimated by the relative frequency with which k ¼ 1 versus k ¼ 2. This MCMC approach to model selection is called transdimensional MCMC (e.g., Sisson, 2005) , an approach that encompasses both reversible jump MCMC Green, 1995 and the product space technique (Carlin & Chib, 1995; Lodewyckx et al., 2009) .
Almost all of these computational methods suffer from the fact that they become less efficient and more difficult to implement as the underlying models become more complex. We now turn to an alternative method, whose implementation is extremely straightforward. The methods' main limitation is that it applies only to nested models, a limitation that also holds for p-values.
The Savage-Dickey density ratio
In the simplest classical hypothesis testing framework, one contemplates two models: the null hypothesis, that fixes one of its parameters to a pre-specified value of substantive interest, say H 0 : / ¼ / 0 ; and the alternative hypothesis, in which that parameter is free to vary, say H 1 : / -/ 0 . Hence, the null hypothesis is nested under the alternative hypothesis, that is, H 0 can be obtained from H 1 by setting / equal to / 0 . Note that in the classical framework, H 0 is generally a sharp null hypothesis, or a ''point null". That is, the null hypothesis states that / is exactly equal to / 0 .
For example, in the binomial example from Fig. 1 you answered 9 out of 10 questions correctly. Were you guessing or not? The classical and the Bayesian framework define H 0 : h ¼ :5 as the null hypothesis for chance performance. The alternative hypothesis under which H 0 is nested could be defined as H 1 : h -:5, or, more specifically, as H 1 : h $ Betað1; 1Þ, which states that h is free to vary from 0 to 1, and that it has a uniform prior distribution as shown in Fig. 1 .
For the binomial example, the Bayes factor for H 0 versus H 1 could be obtained by analytically integrating out the model parameter h. However, the Bayes factor may likewise be obtained by only considering H 1 , and dividing the height of the posterior for h by the height of the prior for h, at the point of interest. This surprising result was first published by Dickey and Lientz (1970) , who attributed it to Leonard J. ''Jimmie" Savage. The result is now generally known as the Savage-Dickey density ratio (e.g., Dickey, 1971; Gamerman & Lopes, 2006, pp. 72-74, pp. 79-80; Kass & Raftery, 1995, p. 780-781; O'Hagan & Forster, 2004, pp. 174-177 ; for extensions and generalizations see Chen, 2005; Verdinelli & Wasserman, 1995) . Mathematically, the Savage-Dickey density ratio says that
A straightforward mathematical proof is presented in Appendix A (see also O'Hagan & Forster, 2004, pp. 174-177) . In Fig. 1 , the two thick dots located at h ¼ :5 provide the required information. It is evident from the figure that after observing 9 out of 10 correct responses, the height of the density at h ¼ :5 has decreased, so that one would expect these data to cast doubt on the null hypothesis and support the alternative hypothesis. Specifically, the height of the prior distribution at h ¼ :5 equals 1, and the height of the posterior distribution at h ¼ :5 equals 0.107. From Eq. (11) the corresponding Bayes factor is BF 01 ¼ 0:107=1 ¼ 0:107, and this corresponds exactly to the Bayes factor that was calculated by integrating out h.
It is clear that the same procedure can be followed when the height of the posterior is not available in closed form, but instead has to be approximated from the histogram of MCMC samples. Fig. 3 shows the logspline estimates (Stone et al., 1997) for the prior and the posterior densities as obtained from MCMC output. The estimated height of the prior and posterior distributions at h ¼ :5 equal 1.00 and 0.107, respectively.
In most nested model comparisons, H 0 and H 1 have several free parameters in common. These parameters are usually not of direct interest, and they are not the focus of the hypothesis test. Hence, the common parameters are known as nuisance parameters. For instance, one might want to test whether or not the mean of a Normal distribution is zero (i.e., H 0 : l ¼ l 0 versus H 1 : l -l 0 ), whereas the variance r In general then, the framework of nested models features a parameter vector h ¼ ð/; wÞ, where / denotes the parameter of substantive interest that is subject to test, and w denotes the set of nuisance parameters. The null hypothesis H 0 posits that / is constrained to some special value, i.e. / ¼ / 0 . The alternative hypothesis H 1 assumes that / is free to vary. Now consider H 1 , and let / ! / 0 ; this effectively means that H 1 reduces to H 0 -it is therefore reasonable to assume that pðwj/ ! / 0 ; H 1 Þ ¼ pðwjH 0 Þ (but see Consonni & Veronese, 2008) . In other words, when / ! / 0 the prior for the nuisance parameters under H 1 should equal the prior for the nuisance parameters under H 0 . When this condition holds, Appendix A shows that the nuisance parameters affect the Bayes factor only through the posterior for /, so that again
which equals the ratio of the heights for the posterior and the prior distribution for / at / 0 . Thus, the Savage-Dickey density ratio holds under relatively general conditions. Eq. (12) conveys several important messages:
1. Relevance of the prior for the parameter of interest. The denominator of Eq. (12) features the height of the prior for / at / ¼ / 0 . This means that the choice of prior can greatly influence the Bayes factor, a fact that is also illustrated by Figs. 1 and 3. The choice of prior will also influence the shape of the posterior, of course, but this influence quickly diminishes as the data accumulate. This point underscores the conceptual challenge for the Bayes factors that was noted earlier (e.g., Bartlett, 1957; Liu & Aitkin, 2008) . For example, consider again a test for a Normal mean l, with H 0 : l ¼ 0 and H 1 : l -0. Suppose the prior for l is a uniform distribution that ranges from Àa to a, and suppose that the number of observations is reasonably large. In this situation, the data will have overwhelmed the prior, so that the posterior for l is relatively robust against changes in a. In contrast, the height of the prior at l ¼ 0 varies directly with a: if a is doubled, the height of the prior at l ¼ 0 becomes twice as small, and according to Eq. (12) this would about double the Bayes factor in favor of H 0 . In the limit, as a grows very large, the height of the prior at l ¼ 0 goes to zero, which means that the Bayes factor will go to infinity, indicating decisive support for the null hypothesis. 2. Irrelevance of the prior for nuisance parameters. In contrast to the prior for the parameter of interest /, Eq. (12) indicates that the prior for the nuisance parameters w is not critical. Hence, priors on the nuisance parameters can be vague or even improper (e.g., Hsiao, 1997, p. 659; Kass & Raftery, 1995, p. 783; Kass & Vaidyanathan, 1992) . Intuitively, the prior vagueness of nuisance parameters is present in both models and cancels out in the computation of the Bayes factor (Rouder et al., 2009 ). 3. Relative ease of computing the Bayes factor in nested models. Eq. (12) shows that in nested models, under plausible assumptions on the prior structure for the nuisance parameters, computation of the Bayes factor is relatively straightforward. All that is needed is an estimate of posterior and prior ordinates under the alternative hypothesis H 1 . This computational shortcut is often much less involved than the more generic solution, which involves integrating out nuisance parameters w for H 0 , and parameters w and / for H 1 , as follows:
To the best of our knowledge, the Savage-Dickey method has only been used in psychology once before, by Wetzels et al. (2009) , who used it to develop a WinBUGS implementation of the t-test proposed by Rouder et al. (2009) .
Summary and prelude to the examples
So far, we have introduced Bayesian parameter estimation, MCMC sampling, and the advantages and challenges of Bayesian hypothesis testing. In order to address the computational challenge that comes with Bayesian hypothesis testing, we outlined the Savage-Dickey density ratio method. This straightforward and exact method applies to nested models, and for its computation the user only requires the height of the posterior and the height of the prior distribution-for the parameter that is tested, at the point of interest (see Eq. (12) and Figs. 1 and 3) .
Throughout the preceding sections, Bayesian concepts have been discussed by reference to a single, extremely simple binomial example. The next sections discuss three more complicated examples, using real data taken from the psychological literature. This reflects our belief that the advantages of Bayesian hypothesis testing and the practical feasibility of the Savage-Dickey method are best illustrated by concrete examples that are highly relevant to psychological practice.
Example 1: equality of proportions
In their article ''After the promise: the STD consequences of adolescent virginity pledges", Brückner and Bearman (2005) analyzed a series of interviews conducted as part of the National Longitudinal Study of Adolescent Health (Add Health). The focus of the article was on the sexual behavior of adolescents, aged 18-24, who have made a virginity pledge, that is, a public or written pledge to remain a virgin until marriage. Scientific studies suggest that the sexual behavior of pledgers is not very different from that of nonpledgers-except for the fact that pledgers are less likely to use condoms when they first have sex.
The Brückner and Bearman (2005) study presents a wealth of data, but here our focus is on a small subset of the data: 424 out of 777 pledgers (%54.6%) indicated that they had used a condom at first sex, versus 5416 out of 9072 nonpledgers (%59.7%). To what extent does a statistical analysis support the assertion that pledgers are less likely than nonpledgers to use a condom at first sex?
A frequentist test for equality of proportions indicates that p % :006, which tells us that when H 0 is true (i.e., the proportions of condom users are equal in the two groups), then the probability is about .006 that we would encounter a result at least as extreme as the one that was in fact observed. But this is not the kind of information that researchers really care about; researchers want to know the extent to which the data support the claim that pledgers are less likely than nonpledgers to use a condom at first sex.
Our Bayesian model for these data is simple and general. We assume that the number of condom users (s 1 ¼ 424 and s 2 ¼ 5416) among the pledgers and the nonpledgers (n 1 ¼ 777 and n 2 ¼ 9072) is governed by binomial rate parameters h 1 and h 2 , respectively. Denote the difference between the two rate parameters by d, that is, d ¼ h 1 À h 2 . Fig. 4 shows this model in graphical model notation (for introductions, see Gilks, Thomas, & Spiegelhalter, 1994; Lauritzen, 1996; Lee, 2008; Spiegelhalter, 1998) . In this notation, nodes represent variables of interest, and the graph structure is used to indicate dependencies between the variables, with children depending on their parents. Continuous variables are represented with circular nodes and discrete variables are represented with square nodes; observed variables are shaded and unobserved variables are not shaded. The double borders around the unobserved continuous variable d indicates that it is deterministic (i.e., calculated without noise from other variables) rather than stochastic. In Fig. 4 , for instance, the discrete observed variable s 1 indicates the number of condom users in the group of pledgers. This observed variable depends both on the (discrete, observed) number of pledgers n 1 , and on the continuous, unobserved binomial rate parameter h 1 .
In our Bayesian model, we assume that the rate parameters h 1 and h 2 each have a uniform prior distribution (i.e., pðh ðÁÞ Þ $ Betað1; 1Þ). These uniform prior distributions induce a triangular prior distribution for the difference parameter d:
The null hypothesis states that the rates h 1 and h 2 are equal, and hence H 0 : d ¼ 0. The unrestricted alternative hypothesis states that the rates are free to vary, H 1 : d -0, and the restricted alternative hypothesis states that the rate is lower for the pledgers than for the nonpledgers, H 2 : d < 0. Below we examine these alternative hypothesis in turn.
Unrestricted analysis
The problem of testing H 0 : d ¼ 0 versus H 1 : d -0 is still relatively simple. The Bayes factor in support for the null hypothesis (i.e., BF 01 ¼ pðDjH 0 Þ=pðDjH 1 Þ) is given for instance by de Braganca Pereira and Stern (1999):
For the pledger data, this yields BF 01 % 0:45, which means that the data are about 1=0:45 % 2:22 times more likely under the alternative hypothesis than under the null hypothesis. Note that although the Bayesian hypothesis test supports the alternative hypothesis, the result is much less convincing than a p-value of .006 suggests.
To apply the Savage-Dickey method, we first draw samples from the posterior and the prior distributions for d (the WinBUGS code can be found in Appendix B). We ran three chains for 100,000 iterations each, and we discarded the first 1000 iterations of each chain as burn-in. After confirming by means of visual inspection and the Gelman and Rubin (1992) b R statistic that the chains had converged, we collapsed the samples across the three chains.
The left panel of Fig. 5 shows the resulting histograms for the posterior and prior distributions for d plotted on their entire range. In this panel, the thin solid line for the prior indicates the analytical distribution given in Eq. (14). For the posterior distribution, the thin solid line indicates a logspline nonparametric density estimate (Stone et al., 1997) , the procedure that we will use throughout this article to estimate distributions.
The right panel of (12)) yields BF 01 % 0:47, which leads to the conclusion that the data are about 2.17 times more likely under the alternative hypothesis than under the null. Thus, the result from the MCMC-based Savage-Dickey method (i.e., BF 10 ¼ 2:17) and the analytical solution (i.e., BF 10 ¼ 2:22) are in reasonable agreement.
Finally, note that the conclusions from the Bayesian hypothesis test (i.e., roughly twice as much evidence for H 1 as for H 0 ) are more conservative than those that follow from Bayesian parameter estimation; the Bayesian 95% confidence interval for the posterior of d is ðÀ0:09; À0:01Þ and does not include 0. The reason for the discrepancy is that the Bayesian hypothesis test punishes H 1 for assigning prior mass to values of d that yield very low likelihoods (i.e., the automatic Ockham's razor discussed previously, see Berger & Delampady, 1987 for a discussion).
Order-restricted analysis
Many substantive psychological questions can be formulated as order-restrictions (e.g., Hoijtink, Klugkist, & Boelen, 2008; Klugkist et al., 2005a ). Here we focus on a test of H 0 : d ¼ 0 versus H 2 : d < 0, an order-restricted alternative hypothesis that states that the rate of condom use is lower for the pledgers than for the nonpledgers.
In the Bayesian framework, order-restrictions can be implemented in several ways (e.g., O'Hagan & Forster, 2004, pp. 70-71) . For instance, order-restrictions can be enforced before MCMC sampling, by appropriately constraining the prior distributions, or they can be implemented after the MCMC sampling, by retaining only those MCMC samples that obey the order-restriction (e.g., Gelfand, Smith, & Lee, 1992, p. 525) .
The left panel of Fig. 6 shows the histograms for the posterior and prior distributions for d under the restricted model H 2 : d < 0. These histograms were obtained by selecting from the previous unrestricted analysis only those MCMC samples that obey the order-restriction. For the prior, the thin solid line indicates the analytical distribution, and for the posterior it indicates the order-restricted logspline estimate.
Note that for the prior, the effect of the order-restriction is to double the mass on d ¼ 0, from a value of 1 to a value of 2. In contrast, the order-restriction does not much affect the posterior, as most of its mass was already smaller than 0. The right panel of A visual comparison of the height of the prior and posterior at d ¼ 0 confirms that the order-restriction has increased the evidence in favor of the alternative hypothesis. Specifically, the logspline estimate yields BF 02 % 0:26 (i.e., BF 20 % 3:78), and the estimate based on renormalizing the posterior yields BF 02 % 0:23 (i.e., BF 20 % 4:34). Thus, both methods lead to the conclusion that there is roughly four times as much evidence for H 2 as for H 0 .
The foregoing may lead one to conclude that the effect of order-restrictions are similar in the Bayesian and the frequentist framework; in the Bayesian framework, the order-restriction increased the evidence against H 0 roughly by a factor of two, and in the frequentist framework, a one-sided p-value provides twice as much evidence against H 0 as a two-sided p-value. However, this correspondence only holds because the posterior for d is largely consistent with the order-restriction. In general, one may distinguish between the following three situations, which form points on a continuum of possibilities:
1. Posterior largely consistent with the order-restriction. This situation occurred for the pledger data.
The order-restriction increases the height of the prior by two, but it hardly increases the height of the posterior. This means that when the order-restriction is almost fully supported by the data, this can only increase the support in favor of the alternative hypothesis by a factor of two. alternative model collapses to the null model). In this case, the order-restriction increases the height of both the prior and the posterior by 2, so that the end result is unaffected. 3. Posterior largely inconsistent with the order-restriction. This situation occurs when the data suggest that the effect is in the direction opposite to that suggested by the order-restriction. In this case, the order-restriction again increases the height of the prior by 2, but it increases the height of the posterior much more. Consider, for instance, the right panel of Fig. 5 , and an order-restricted test of
To determine the height of the order-restricted posterior at d ¼ 0 one may divide the height of the unrestricted posterior (i.e., 0.47 according to the logspline method) by its area to the right of zero, which is approximately .003. The Bayes factor in favor of H 0 : d ¼ 0 versus H 3 : d > 0 would then be ð0:47=:003Þ=2 % 78, which constitutes strong support for the null hypothesis.
Example 2: a hierarchical Bayesian one-sample t-test
In their article ''Priming in implicit memory tasks: Prior study causes enhanced discriminability, not only bias", Zeelenberg et al. (2002) reported three experiments in two-alternative forced-choice perceptual identification. In the test phase of each experiment, a stimulus (e.g., a picture of a clothes pin) is briefly presented and masked. Immediately after the mask the participant is confronted with two choice options-the target (i.e., the picture of the clothes pin) and a similar foil alternative (e.g., the picture of a stapler; see Fig. 7 for an example); the participant's goal is to identify the target.
Prior to the test phase, the Zeelenberg et al. experiments featured a study phase, in which participants studied a subset of the choice alternatives that would also be presented in the later test phase. Two conditions were critical: the ''study-neither" condition, in which neither choice alternative was studied, and the ''study-both" condition, in which both choice alternatives were studied.
In the first two experiments reported by Zeelenberg et al., participants choose the target stimulus more often in the study-both condition than in the study-neither condition. This both-primed benefit suggests that prior study leads to enhanced discriminability, not just a bias to prefer the studied alternative (e.g., Ratcliff & McKoon, 1997 ; for a discussion see also Bowers, 1999; Wagenmakers, Zeelenberg, & Raaijmakers, 2003) .
Here we focus on statistical inference for the Experiment 3 from Zeelenberg et al. (2002) . In the study phase of this experiment, all 74 participants were presented with 21 pairs of similar pictures (e.g., the clothes pin/stapler example shown in Fig. 7 ). In the test phase, all participants had to identify briefly presented target pictures among a set of two alternatives. The test phase was composed of 42 pairs of similar pictures, 21 of which had been presented in the study phase.
In order to assess the evidence in favor of the both-primed benefit, the authors carried out a standard analysis and computed a one-sample t-test:
''Mean percentage of correctly identified pictures was calculated for each participant. When neither the target nor the foil had been studied, 71.5% of the pictures were correctly identified. When both the target and the foil had been studied, 74.7% of the pictures were correctly identified. The difference between the study-both and study-neither conditions was significant, tð73Þ ¼ 2:19; p < :05."
This analysis has two main disadvantages. First, the t-test assumes that the data are Normally distributed. For the Zeelenberg experiment, this assumption is certainly incorrect, as the difference between two proportions is constrained to lie between À1 and 1 (see Example 1). Second, the analysis from Zeelenberg et al. ignores the fact that the experimental design is nested (i.e., trials are nested within participants), a situation that calls for a hierarchical or multi-level analysis (e.g., Gelman & Hill, 2007; Rouder, Lu, Morey, Sun, & Speckman, 2008) . In other words, it is unlikely that the bothprimed benefit is a fixed effect, in the sense that it is the same for each and every participant-it is more reasonable to assume that the both-primed benefit is a random effect (cf. Rouder et al., 2007) .
Our Bayesian test of the both-primed benefit proceeds as follows. We start by assuming that for participant i the number of correct choices is binomially distributed with parameter h i . Unfortunately, h i is defined on the rate scale, which ranges from 0 to 1. This is an awkward scale for modeling additive effects, as a change from .55 to .65 is not the same as a change from .85 to .95. Hence, we do not model h i , but instead choose to model / i , the deterministic probit transformation of h i .
The probit transform is the inverse cumulative distribution function of the standard Normal distribution, so that, for instance, a rate of h i ¼ 0:5 maps onto a probit rate of / i ¼ 0, and a rate of h i ¼ 0:975 maps onto a probit rate of / i ¼ 1:96. The probit transform is shown in Fig. 8 . In contrast to the rate scale, the probit scale covers the entire real line, and lends itself easily to hierarchical modeling (Rouder & Lu, 2005) .
For each participant i, the both-primed benefit a i is given by the difference between performance in the study-both and study-neither condition, a i ¼ / SB;i À / SN;i . Our model incorporates two random effects; first, each participant's baseline level of performance / SN;i is assumed to be drawn from a grouplevel Normal distribution with mean l / and standard deviation r / . Second, each participant's bothprimed benefit is assumed to be drawn from a group-level Normal distribution with mean l a and standard deviation r a . Note that such normal distributions are easily defined on the probit scale, but not on the rate scale. Fig. 9 shows the model in graphical form. In order to accommodate the hierarchical structure of the model, we use plate notation, enclosing with square boundaries subsets of the graph that have independent replications. Because each participant contributes to both the study-neither and the study-both conditions, the design is ''within-subjects" and the square boundaries therefore enclose both conditions.
For the parameters that are not subject to statistical test (i.e., l / ; r / , and r a ) we specified uninformative priors. The prior for the group mean of the study-neither condition, l / , is a truncated standard Normal (i.e., greater than zero only on the positive real line), which on the rate scale translates to a uniform distribution from 0.5 to 1 (cf. Rouder & Lu, 2005, p. 588) . For r / and r a , we chose priors that are uniform from 0 to 10. Finally, and critically, our model incorporates a parameter d that quantifies effect size, d ¼ l a =r a .
Effect size is a dimensionless quantity, and this makes it relatively easy to define a principled prior. Reasonable default choices for priors on effect size include the Cauchy distribution (i.e., a t distribution with one degree of freedom) and the standard Normal distribution (e.g., Gönen, Johnson, Lu, & Westfall, 2005; Rouder et al., 2009) . The latter prior is known as the ''unit information prior", as it carries as much information as a single observation (Kass & Wasserman, 1995) . The standard Normal distribution is the prior for effect size that we will use in this example and the next. With the statistical model in place, we can now turn to hypothesis testing. The null hypothesis states that there is no both-primed benefit, and hence the effect size is zero: H 0 : d ¼ 0. The alternative, order-restricted hypothesis states that there is a both-primed benefit, and hence H 1 : d > 0. This test is, in fact, a hierarchical extension of the Bayesian one-sample t-test proposed by Gönen et al. (2005) , Rouder et al. (2009) ; the difference is that our hierarchical t-test is defined on the level of individual parameters instead of raw data. Our model can therefore be thought of as a Bayesian hierarchical onesample t-test.
We implemented our Bayesian hierarchical t-test by means of the Savage-Dickey method. First we drew MCMC samples from the posterior distribution for d (the WinBUGS code can be found in Appendix B). As in Example 1, we ran three chains for 100,000 iterations each, and we discarded the first 1000 iterations of each chain as burn-in. After confirming by means of visual inspection and the Gelman and Rubin (1992) b R statistic that the chains had converged, we collapsed the samples across the three chains. Fig. 9 . Bayesian graphical model for the Zeelenberg data. In a within-subjects design, 74 participants performed a twoalternative forced-choice perceptual identification task, in both ''study-neither" (SN) and ''study-both" (SB) conditions. (12)) yields BF 01 % 0:22, which leads to the conclusion that the data are about 4.49 times more likely under the alternative hypothesis than under the null hypothesis.
Thus, the data support the assertion that there is a both-primed benefit, but the extent of this support is somewhat weaker than is suggested by the p-value.
Example 3: a hierarchical Bayesian two-sample t-test
In their article ''How specific are executive functioning deficits in Attention Deficit Hyperactivity Disorder and autism?", Geurts et al. (2004) studied the performance of children with ADHD and autism on a range of cognitive tasks. Here we focus on a small subset of the data and consider the question whether children that develop typically (i.e., ''normal controls") outperform children with ADHD on the Wisconsin Card Sorting Test (WCST; Grant & Berg, 1948; Heaton, Chelune, Talley, Kay, & Curtiss, 1993) . The WCST requires that participants learn, by trial and error, to sort cards according to an implicit rule. The complication is that, over the course of the experiment, the sorting rule sometimes changes. This means that in order to avoid too many mistakes, participants have to suppress the tendency to perseverate and quickly discover and adopt the new rule. Because of these task demands, performance on the WCST is thought to quantify cognitive flexibility or set shifting ability.
The experiment of interest contains data from 26 normal controls and 52 children with ADHD. Each child performed the WCST, and the measure of interest is the number of correctly sorted cards relative to the total number of sorting opportunities. The WCST provides a maximum of 128 cards to sort, but, depending on a child's performance, this number could also be lower. Overall, the group of normal controls sorted the cards correctly on 65.4% of the cases, and the group of ADHD children sorted the cards correctly on 66.9% of the cases. A between-subjects (i.e., two-sample) frequentist t-test on the proportion of correctly sorted cards does not allow one to reject the null hypothesis, tð40:2Þ ¼ 0:37; p ¼ :72. But this statistic does not quantify the evidence in favor of the null hypothesis. Another problem with this frequentist t-test is that it ignores the fact that trials are nested in participants-a design that, as in Example 2, calls for a hierarchical/multi-level/random effects analysis. Our hierarchical model is specified as follows. We assume that for child i in the group of normal controls, the number of correctly sorted cards K NC;i (out of N NC;i opportunities) is binomially distributed with rate parameter h NC;i . As in the previous example, this rate parameter is then transformed to the probit scale (cf. Fig. 8) , which yields the corresponding parameter / NC;i . The comparable assumptions are made for child j in the group of ADHD children, resulting in the associated parameter / AD;j . Next, our model incorporates random effects; for both the normal controls and the group of ADHD children, the probitized rates of correct responding (i.e., / NC;Á and / AD;Á ) are assumed to be drawn from group-level Normal distributions. Denoting the grand mean by l, and the group difference in means by a, the group-level Normal distribution for the normal controls is defined as Nðl þ a=2; r 2 Þ and that for the ADHD children as Nðl À a=2; r 2 Þ, where r denotes the standard deviation for the group-level distribution. Fig. 11 shows the model in graphical form. As in Fig. 9 , the hierarchical structure of the model is accommodated by plate notation, enclosing with square boundaries subsets of the graph that have independent replications. Because every child participants in only one of the two conditions, the design is ''between-subjects" and the square boundaries enclose each condition separately.
For the parameters that are not subject to statistical test (i.e., l and r) we specified uninformative priors. The prior for the grant mean l is a standard Normal, which on the rate scale translates to a uniform distribution from 0 to 1 (cf. Rouder & Lu, 2005, p. 588) . For r, we chose a prior that is uniform from 0 to 10. As in the previous example, the key aspect of our model is a parameter d that quantifies effect size, d ¼ a=r. We again use the ''unit information" standard normal prior on d, completing the specification of the model.
Hypothesis testing now proceeds as before. The null hypothesis states that normal controls and ADHD children perform the same on the WCST, and hence the effect size is zero: H 0 : d ¼ 0. The unrestricted alternative hypothesis states that there is a difference in performance, and hence H 1 : d -0. Lastly, the order-restricted hypothesis states that normal controls perform better than ADHD children, such that H 2 : d > 0. These tests are hierarchical extensions of the Bayesian one-sample t-test (Gönen et al., 2005; Rouder et al., 2009) ; as in Example 2, the difference is that our hierarchical t-tests are defined on the level of individual parameters instead of raw data. Below we examine the unrestricted analysis (i.e., H 0 versus H 1 ) and the restricted analysis (i.e., H 0 versus H 2 ) in turn.
Unrestricted analysis
We implemented our Bayesian hierarchical two-sample t-test by means of the Savage-Dickey method. As in the previous two examples, we drew MCMC samples from the posterior distribution for d (the WinBUGS code can be found in Appendix B), we ran three chains for 100,000 iterations each, and we discarded the first 1000 iterations of each chain as burn-in. We also confirmed by means of visual inspection and the Gelman and Rubin (1992) b R statistic that the chains had converged, and we then collapsed the samples across the three chains.
The left panel of Fig. 12 visualizes the result. The ADHD children performed slightly better than the normal controls, and this is reflected in a posterior distribution for d which is slightly asymmetrical around zero, assigning more mass to negative than to positive values of d. The Bayesian 95% confidence interval for d is (À0.54, 0.42).
The left panel of Fig. 12 also shows that the data have made the value d ¼ 0 more likely than it was before (i.e., at d ¼ 0, the posterior is higher than the prior). Specifically, the ratio of the heights yields BF 01 ¼ 3:96, which indicates that the data are about four times more likely under H 0 than they are under H 1 . Thus, the data support the claim that normal controls and ADHD children perform equally well on the WCST over the claim that these groups perform differently.
Order-restricted analysis
The order-restricted hypothesis states that normal controls outperform children with ADHD on the WCST (i.e., H 2 : d > 0). This hypothesis may be entertained because it is plausible a priori; However, the data show that, if anything, the reverse is true: the mean percentage of correct card selections was 1.5% higher for the group of ADHD children than for the normal controls. What can we expect when we test
First, note that the posterior for d is not far from being symmetrical around zero. If it were completely symmetrical, we would have ''case 2" discussed above: ''Posterior neither consistent nor inconsistent with the order-restriction". In this case the height of both the prior and the posterior is multiplied by 2, so that their ratio stays the same. Second, the the posterior for d is not quite symmetrical around zero, and assigns slightly more mass to values that are inconsistent with H 2 . This will slightly increase the support for H 0 over H 2 . These two considerations lead us to expect that the evidence in favor of H 0 over H 2 (i.e., BF 02 ) will be slightly larger than that of H 0 over H 1 (i.e., BF 01 ¼ 3:96).
The right panel of Fig. 12 shows the result of the order-restricted analysis. As before, the relatively flat line is the analytical distribution of the order-restricted prior, and the associated dot indicates its A quantitative comparison of the height of the prior and posterior at d ¼ 0 confirms our expectation that the order-restriction slightly increases the evidence in favor of H 0 . Specifically, the logspline estimate yields BF 02 ¼ 4:94. Thus, under H 0 the data are about five times more likely than they are under the order-restricted alternative, a result that is slightly more convincing than the one obtained when H 0 is pitted against the unrestricted alternative. In sum, the data support the assertion that normal controls and children with ADHD perform similarly on the WCST, even though the evidence is not overwhelming.
Limitations of the Savage-Dickey density ratio
So far we have focused on the advantages of the Savage-Dickey density ratio method. However, the method also has its limitations, and these include the following:
1. Markov chain Monte Carlo. The Savage-Dickey method depends directly on the posterior distribution for the parameter that is subject to test. For most interesting models, this posterior is not available in closed-form, but instead has to be approximated by MCMC techniques. Fortunately, these MCMC techniques are implemented in the popular WinBUGS program (Lunn et al., 2000; Lunn et al., 2009; Ntzoufras, 2009) ; when using WinBUGS, all researchers have to do is to describe their model using an intuitive scripting language, and the details of the sampling process are automatically taken care of by WinBUGS (see Appendix B for examples). 2. Convergence. As explained in the section on Bayesian parameter estimation, with MCMC comes an obligation to monitor convergence; if the MCMC chains have not converged, the samples do not come from the posterior distribution, and the Savage-Dickey test will produce the wrong results. For the simple statistical models that are popular in psychology, convergence is generally very fast. 3. Density estimation. For its computation, the Savage-Dickey method requires an estimate of the height of a uni-dimensional posterior distribution at a single point. In this article, we have used the logspline nonparametric density estimator proposed by Stone et al. (1997) . This estimator is implemented in in the R package polspline, and concrete examples of its use are provided in the online R code associated with this article. We chose the logspline density algorithm because it generally performs well when the posterior is restricted (e.g., only positive values are allowed), and we chose a nonparametric estimator because we wanted to avoid any assumptions about the form of the posterior distribution. Nevertheless, the nonparametric density estimators will not be reliable when the results are extreme, that is, when the point of interest lies in the extreme tail of the posterior distributionin the tail, the information about height is based on relatively few samples. This problem can be diagnosed by using the Savage-Dickey method multiple times to see whether the result is stable. Also, one might argue that when the point of interest is far out in the tails of the posterior distribution, the qualitative conclusion is evident and reliable (i.e., the data support H 1 over H 0 ), even if the quantitative result is not. 4. Nested models. The Savage-Dickey method can only be applied to nested models. This means that one model-the null hypothesis-needs to be a special case of a more general model. Although this is a clear limitation, scientific practice has shown that in the field of psychology, the overwhelming majority of model comparisons involve nested models (i.e., those models that also allow the computation of a p-value). 5. Borel-Kolmogorov paradox. A final limitation of the Savage-Dickey method originates from the way in which the priors need to be specified: pðwj/ ! / 0 ; H 1 Þ ¼ pðwjH 0 Þ, where w are the nuisance parameters and / is the parameter that is subject to test (i.e., H 0 holds that / takes on the specific value / 0 ). This prior specification is intuitively plausible, but it has two disadvantages. The first disadvantage is that it is implicitly assumed that the common nuisance parameters fulfill exactly the same roles, whether they are part of H 0 or H 1 ; some people believe this assumption is too strict (for a discussion see Consonni & Veronese, 2008) . The second disadvantage is that the priors are constructed by conditioning on an event that has probability zero, namely / ! / 0 . This way of conditioning invokes the Borel-Kolmogorov paradox, a paradox that makes the results of the Bayesian hypothesis test depend on the parametrization used (Consonni & Veronese, 2008 ; for a summary see Wetzels, Grasman, & Wagenmakers, submitted for publication). Concretely, this means that a test of l ¼ 0 can yield a result that differs from a conceptually equivalent test of l=r ¼ 0.
Several alternative procedures have been proposed to circumvent the Borel-Kolmogorov paradox. These alternatives define priors for nested models so that one does not condition on an event of probability zero. Unfortunately, all methods appear to come with drawbacks of their own (reviewed in Consonni & Veronese, 2008) , and presently their does not appear to be a single method that is universally accepted. For most models used in psychology (e.g., regression) the choice of parametrization is clear, but this only slightly alleviates the general concern. Despite these limitations, we hope that our examples have shown that the Savage-Dickey method can be a useful as a relatively straightforward implementation of the Bayesian hypothesis test.
Concluding comments
The goal of this article was to familiarize psychologists with Bayesian hypothesis testing as an alternative to calculating p-values. We have outlined a simple yet general Bayesian hypothesis test, implemented via the Savage-Dickey density ratio, that can be used to quantify the statistical evidence for and against members from a set of nested models. We have illustrated the use of this hypothesis test with concrete examples that are relevant to the analysis of routine psychological experiments. In particular, we have shown how the Bayesian hypothesis can be applied to hierarchical designs that involve order-restrictions, and how the results can quantify statistical support both for and against the null hypothesis.
Throughout this article we have illustrated the Savage-Dickey method with applications that required relatively simple statistical models; for instance, the applications had only two conditions, did not contain any covariates, and did not assume any variability across items. It is clearly desirable to extend the Bayes factor hypothesis test to more general scenarios such as those that involve generalized linear models (Dey, Ghosh, & Mallick, 2000) and variable selection in regression (Liang, Paulo, Molina, Clyde, & Berger, 2008) . The extension of the Bayesian hypothesis test to more general statistical models is ongoing, and it is likely that MCMC-based methods will be crucial for their flexible application (e.g., Ntzoufras, 2009, chap. 11) .
Outside of the context of basic statistical models, the Savage-Dickey method could also be used for Bayesian hypothesis testing in a range of relatively complex mathematical process models such as the Expectancy-Valence model for the Iowa Gambling Task (Busemeyer & Stout, 2002; Wetzels, Vandekerckhove, Tuerlinckx, & Wagenmakers, in press) , the Ratcliff diffusion model for response times and accuracy (Vandekerckhove, Tuerlinckx, & Lee, 2008; Wagenmakers, 2009) , models of categorization such as ALCOVE (Kruschke, 1992) , multinomial processing trees (Batchelder & Riefer, 1999) , and the ACT-R model (Weaver, 2008) .
For instance, a team of researchers might study the effect of alcohol on the parameters of the Ratcliff diffusion model; at some point, they might wish to test the hypothesis that alcohol has an effect on response caution. The Savage-Dickey method allows them to calculate easily the statistical support for and against this hypothesis without having to integrate out all other parameters in the model, a requirement that necessitates the use of relatively complicated numerical techniques.
For decades, cognitive psychologists carried out their statistical analysis within a single paradigm, the paradigm of p-values. This is unfortunate, not only because such a narrow focus restricts one's statistical horizon, but also because p-values only indirectly answer the kinds of questions that researchers would like to see answered. This article does not just provide a theoretical analysis of the problem (see also Nickerson, 2000; Wagenmakers, 2007) , but it also offers a practical and flexible alternative. Cast in Gigerenzer's Freudian analogy, it is our hope that the Bayesian hypothesis test will help to resolve the unconscious conflict that plagues cognitive psychologists, and resolve it so that the Id can finally see its wish granted: probabilities assigned to parameters and hypotheses! p 0 ðDÞ ¼
