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Abstract 
Research suggests it is difficult to learn mathematics in the fully asynchronous online (FAO) 
instructional modality, yet little is known about associated teaching and assessment practices.  In 
this study we investigate FAO mathematics assessment and feedback practices in particular 
consideration of both claims and findings that these practices have a powerful influence on 
learning.  
A survey questionnaire was constructed and completed by 70 FAO undergraduate mathematics 
instructors, mostly from the US, who were each asked to detail their assessment and feedback 
practices in a single FAO mathematics course.  Alongside these questions, participants also 
answered the 16-item version of the Approaches to Teaching Inventory.  A novel feedback 
framework was also created and used to examine how feedback practices may be related to 
participants’ approaches to teaching.  
Results show that assessment and feedback practices are varied and complex: In particular, we 
found there was not a simple emphasis on summative assessment instruments, nor a concomitant 
expectation these would always be invigilated.  Though richer assessment feedback appears to 
be emphasized, evidence suggests this feedback may not be primarily directed at advancing 
student learning.  Moreover, we found evidence of a reliance on computer-human interactions 
(e.g. via CAA systems) and further evidence of a decline in human interactions, suggesting a 
dynamic that is both consistent with current online learning theory and claims FAO mathematics 
courses are becoming commodified.  Several avenues for further research are suggested.    
Keywords: online learning, tertiary mathematics, feedback, assessment, approaches to teaching 
Classification code: 97B40 97U50       
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1. Background 
Faced with an increased demand for higher education, institutions and government policy 
makers are turning to online courses as an effective and efficient means of delivering 
instruction.[1,2]  Reflecting this interest, growth in these courses is considered to be “exploding” 
[3] with “online” enrollments at US degree-granting tertiary institutions reportedly growing at 
an average annual rate of about 14% for the five years from 2006 to 2010.[4]  Consistent with 
these trends, both the demand for [5] and development of online mathematics courses is 
increasing, [6,7] and substantial investments of both time and money are being directed at 
related course development efforts.[8]   
The most prevalent method of online instruction is fully asynchronous online (hereafter “FAO”) 
(see, for example, [9]) in which all interactivity is mediated by the Internet, with instructors and 
students separated in both space and time1.  In mathematics, the latest US Conference Board of 
Mathematical Sciences (CBMS) survey reports that 35% of four-year mathematics departments 
offered distance-learning courses of which 72% are “completely online” and 88% of two-year 
colleges offered distance-learning courses of which 73% are “completely online”.[10; see Table 
SP.10]  
However, mathematics has been singled out as a challenging discipline to teach in this 
modality.[7,8,11-15]  In particular, most meta-analytic research, typically involving some form 
of FAO vs. traditional face-to-face (hereafter “F2F”) course comparison of student achievement 
measures, presents general FAO instruction in a fairly positive light but, upon closer inspection, 
appears to question its viability for mathematics.(see, for example, [16-18])  
With the focus of this research almost entirely on output elements such as student grades, it is 
unclear how input elements such as instructors’ assessment and feedback practices factor in or 
compare.  In this study we consider these practices in FAO mathematics courses.  We do so in 
particular consideration of reflective claims that course assessment practices have a powerful 
influence in directing student learning [19-22], and both reflective claims [23,24] and empirical 
research findings [25] that feedback has a powerful influence in advancing that learning.  In 
short, we argue that FAO assessment and feedback practices act as vital instructional inputs and 
                                                
1	  There are some exceptions: Remote students may, for example, phone to ask for help.  On campus students may, 
for example, use “office hours” to ask for help.	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related investigations will help provide some needed insight into the nature of current FAO 
mathematics instruction. 
1.1 The practice of feedback  
The general literature considers feedback to be a distinguishing characteristic of assessment 
instruments [26] which is critical to advancing student learning.[25]  We use Ramprasad’s [27] 
definition of feedback as “information about the gap between the actual level and the reference 
level of a system parameter which is used to alter the gap in some way” (p. 4).  For the purposes 
of this study, this is information given by the instructor to the student in the context of 
assessment, and includes automated computer-assisted assessment (hereafter “CAA”) feedback.  
We define formative assessment as linked with feedback practices that are concerned with 
closing any gap in learning (i.e. a developmental process; [28]) and summative assessment as 
linked with the idea of feedout where the gap in student learning is simply measured with no 
specific intention to address any learning needs (i.e. a judgement of the product; [29]).   
Despite its stated potential, the possible effects of feedback on learning should not be 
oversimplified as wide variability has been reported, with some feedback found to produce no or 
debilitating effects.[25,30]  Furthermore, differences in effect have been found, for example, to 
be based on how frequently feedback is provided (e.g. number of times feedback is given over 
the course of attempting one question; [25]), how specific it is (e.g. addressing “correctness of 
the minutiae of tasks”; [25,p. 91;31]), the nature of the subject matter being studied [30] and the 
characteristics of the student receiving the feedback.[32]  However, overall, two characteristics 
of feedback are considered to have the most influence on learning: timing and kind.      
1.1.1 Feedback timing 
Despite claims that the provision of “rapid” feedback “promote[s] active, deep 
learning”,[33,p.11] the effect of feedback timing, as indicated in the general literature, is not so 
simple.  Typical studies focus upon the effects of immediate versus delayed feedback and 
findings suggest that timing effects depend upon how difficult an individual student finds a 
particular question; for example, the greater the need for students to process the material to gain 
understanding the more they may benefit from delayed feedback.[30]  Moreover, at least one 
meta-study concludes that the benefit of immediate feedback may be limited to lower-level 
“procedural skills” and providing motivation.[34,p.165]  Such findings suggest a greater degree 
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of complexity than simply stating that immediate (or delayed) feedback is beneficial to student 
learning.        
In mathematics, there has been limited related research.  In one study of whole class instruction 
(n=20 classes), Tobin,[35] for example, found “higher mathematics achievement and 
improvements in the quality of teacher and student discourse” to be associated with an average 
feedback timing of between 3 and 5 seconds (p.191).  In another study based on a comparison of 
problem solving using a computer software package versus paper (n=64 children), Simmons and 
Cope [36] suggest that immediate feedback acts to “inhibit moves to a higher level of response” 
(p.163) and as such “upsets the balance” (p.175) by better enabling procedural, to the detriment 
of conceptual, knowledge and understanding.    However, in relation to CAA feedback, others 
have claimed that immediate feedback is linked with “gaining a thorough understanding” (p.56) 
of mathematics [37] or found that immediate CAA feedback enables increased grade 
performance,[38] both of which are consistent with prior research if related performance effects 
refer to lower-level or procedural understanding.[34]  In sum, the balance of evidence would 
appear consistent with general findings which suggest immediate feedback would be beneficial 
to procedural learning whereas delayed feedback would be beneficial to conceptual learning.  
This will be further discussed in the coming section on CAA feedback. 
1.1.2 Feedback kind 
The quality of feedback provided by instructors has been directly linked to developing deep 
student understanding,[23,39] which might be considered consistent with conceptual 
understanding in mathematics.  Qualitatively different kinds of assessment feedback may be 
characterized in several ways.  As shown in Table 1, it could be said the first kind, considered 
the poorest quality assessment feedback, consists solely of a grade or mark.  Such feedback is 
widely considered [40] and found [41] to be the least beneficial to student learning.  For 
example, it does not provide any direction to help further learning [42] and is possibly 
detrimental.[43]  At the other end of the continuum, the kind of feedback widely considered [44] 
and found [25] to be most beneficial is hints and comments directed at the learning process.  
That is, feedback directed at the learning task and the development of student understanding.[44]  
The final intermediate kind of feedback consists of providing the correct answer or a full 
solution (whether computer- or instructor-generated).   This feedback has been found to be better 
than the first category [30] but is not considered to be better than the third category [45 as cited 
 6 
 
in 46].  Together, these claims and findings may be represented by a taxonomy of feedback 
quality relative to learning effect.  
[Table 1 near here] 
This taxonomy appears consistent with findings in mathematics education.   For example, in 
statistics, CAA feedback “providing the correct answer was found to be superior to feedback 
simply saying whether the student’s answer was correct or wrong; and this in turn was found to 
be superior to the total absence of feedback”.[50,p.43]  Additionally, in geometry, CAA 
feedback that provided hints was found to improve learning, as measured by pre- to post-test 
gains, significantly more than feedback that showed answer correctness or the full solution.[51]  
Finally, the only known meta-analysis on feedback practice in mathematics concluded that 
specific feedback on academic performance was found to consistently “enhance mathematics 
achievement”.[52,p.67]   
1.1.3 FAO mathematics feedback practices 
In the general FAO literature, the use of feedback is emphasized,[53-57] particularly as effective 
FAO assessment practice is often associated with the use of formative [55,57-59] and varied 
assessment instruments.[54,56,59-61]  However, reflecting the general state of undergraduate 
mathematics research and the nascent state of FAO instruction, little is known about 
undergraduate mathematics F2F feedback practices in general and FAO practices in 
particular[62]:  In F2F undergraduate mathematics instruction, there is an emphasis on 
summative assessment, [8,20,29,63-66] and assessment feedout (rather than feedback) processes 
are expected to dominate.  In FAO mathematics instruction, of what very little is known, 
feedback practices appear much more complex [67] and many claim an extended purpose for the 
use of feedback.  Chiefly, it is seen as a vital means of directing student learning and mediating 
for the nature of the FAO course context where students are separated from each other and the 
instructor in both space and time.[68,69]  FAO feedback might, for example, be the only or 
primary contact students have with their instructor [70]; linked with this assertion, good 
feedback is considered as a means to “stimulate” [60,p.2341] and “maintain” interactions [71 as 
cited in 72,p.81].  As Semião [73] argues: it serves to “keep students engaged with the 
process...of learning” (p.439).  On balance, such feedback appears to serve two distinct, yet 
complimentary purposes: that of helping to advance as well as direct student learning.   
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Finally, perhaps more importantly, the ability to time feedback to advance learning, such as was 
discussed earlier, is almost impossible in an asynchronous environment.[74]  Instead, 
generalized FAO findings link feedback that is, for example, “prompt”, “frequent” or 
“immediate” to “learning effectiveness”2.[75,p.24]  In short, immediate FAO feedback is 
generally not seen as a possible threat to higher quality learning.   
1.2 FAO undergraduate mathematics instructors’ assessment practices – instruments, 
weighting and delivery  
In order to gain a broader perspective, we turn to a review of the literature on assessment 
practices in FAO mathematics courses in which the research is both complicated and limited.  
There are problems with assessment terminology and delivery: The role and method of delivery 
of a particular assessment instrument may vary from instructor to instructor and instrument to 
instrument3.  For example, one instructor’s “quiz” may be another instructor’s “test”, one 
instructor’s “quiz” may be paper-based while another instructor’s “quiz” may be delivered via 
CAA and, if both use CAA, the nature of the questions and feedback may vary depending on, 
for example, the computer platform.  Furthermore, in FAO courses, instruments typically 
assumed to be delivered under controlled conditions (e.g. a final exam with human supervision 
allowing limited time) are often delivered under much less controlled conditions (e.g. a “take-
home” final exam with no human supervision allowing considerably more time).[67, 76]  With 
these limitations in mind, the following section provides a brief review of research in this area 
with a particular focus on the nature of assessment schemes, which we define as the combination 
of instruments used together with their associated weighting.  These schemes are where we 
assume the power of assessment (to drive and direct learning [19-22, 77]) is operationalized.[78] 
As previously discussed, FAO mathematics assessment practice is considered to be different 
from [61,70, 79, 80] and more complex than F2F practice.[70]  However, though there is a 
growing body of literature on the use of different formative assessment instruments in FAO 
mathematics courses (for example: peer assessment [81]; group work or projects [70]; 
discussion [82]; journal writing [83]), actual course assessment practices appear to mirror F2F 
practices where summative instruments prevail.  For example, Galante,[84] in her survey of 37 
                                                
2 Learning effectiveness in this study is considered as a measure of how institutions FO learning is equivalent to or 
better than F2F learning.  
3 Within a single course, one could argue that ‘final exams’ are the only exception.  The inclusion of other ‘exams’ 
or ‘tests’ is considered debatable given it is unclear to what degree these exams are intended to just measure or also 
close the learning gap.  For example, if retakes are available or if corrections can be submitted for extra credit.  
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(of 472 or 9% response rate) FAO mathematics instructors from around the US, found “tests and 
quizzes, represented the largest portion of a student’s final grade...and (in some cases), tests 
were the only form of assessment” (p.158).  Similarly, Smith, Heindel, and Torres-Ayala,[85] in 
their log file analysis of 406 online courses at one US public university, found that hard-pure 
FAO courses (e.g. mathematics) use tests and question pools more than other disciplines.  
However, reflecting some of the complexity, Trenholm,[67] in his survey of 47 (of 122 or 39% 
response rate) FAO mathematics instructors in one US award-winning virtual learning 
environment, found those using invigilation (i.e., proctored testing) generally placed an 
emphasis – in terms of usage and weighting – on summative instruments while those not using 
invigilation did not.  Whether instructors had freely chosen not to invigilate, or it was an 
administrative mandate (i.e. institutions looking to uphold the “‘anytime, anywhere’ creed of 
online instruction” [76, p.291]), he argued that instructors who did not use invigilation were 
replacing traditional summative assessment instruments with formative-style assessment 
instruments and questioned whether this shift was related to improving student learning 
outcomes.   
1.2.1 Use of CAA 
There are claims but little empirical evidence that the use of CAA is high among FAO 
mathematics instructors.[8,86]  CAA instruments, such as online quizzes, are often characterized 
by the provision of quick or immediate feedback, by frequent administration (e.g. weekly) and 
by the use of randomized questions that provide multiple attempts to answer (termed an 
“attempt-feedback-reattempt system” [38,p.132].[87-89]  To the extent that CAA instruments 
are associated with immediate feedback and considered to fulfill a primarily formative role,[89] 
they appear aligned with current general FAO assessment practices as previously discussed.   
However, there appear to be competing claims and findings concerning the potential of CAA 
instruments to affect learning.  Some, for example, consider the use of CAA as beneficial to 
mathematics instruction,[37, 90] leading to improved performance.[38,88]  Others, in seeming 
contrast, have found that it can only address lower level or procedural learning.[91,92]  On 
balance, these findings appear to suggest any benefit might be limited to lower level or 
procedural learning.  Indeed, given the association of immediate feedback to CAA systems, this 
is consistent with wider research linking the benefit of immediate feedback to procedural 
learning.[34] 
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There are, moreover, reasons to suggest that current CAA systems and feedback may also be 
detrimental to student learning.  With evidence of learning generally limited to only a single 
answer, and not a progression of steps needed to solve a problem, it is difficult for CAA systems 
to accurately judge student thinking.[93,94]  The provision of repetitive attempts has also been 
linked to the potential reinforcement of “incorrect interpretations” [95,p.28] and trial-and-error 
[36] or “automatic strateg[ies with] no underlying mathematical understanding”.[96,p.243]  In 
short, some students engaged with this interactivity could be arriving at the right answer but 
wrong understanding. 
1.2.2 Use of invigilation 
Finally, of the limited number of studies on the use of invigilation in FAO mathematics courses, 
the strongest evidence suggests it is fairly common not to use any invigilation, with use or non-
use found to be associated, as previously discussed, with a de-emphasis on summative-style 
assessment instruments.[67]  This may be expected given the anonymity afforded by the FAO 
context makes it relatively easy to cheat, particularly in math or fact-based 
courses.[67,73,76,79,97,98]  Still, among FAO mathematics instructors, some argue for [99] and 
others against [100] the need for test supervision.  The contentious nature of this issue was laid 
bare when Yates and Beaudries’ [100] study prompted a response article [101] outlining five 
problem areas which effectively nullified the initial study findings.  Nonetheless, there remains 
no conclusive evidence that the use of invigilation is unnecessary, while concerns remain 
regarding the validity of non-invigilated summative assessments.    
1.3 Summary 
The use of feedback – kind and timing – have been found to have a significant influence on 
advancing student learning and, as such, may be considered important defining characteristics of 
assessment instruments.  However FAO mathematics assessment and feedback practices appear 
more complex than F2F practices:  It is claimed FAO assessment feedback practices are used for 
directing and not simply advancing student learning, that the use of CAA and associated 
computer-generated feedback is strongly relied upon, and that more formative-style assessment 
instruments are used when courses do not use any invigilation.  Together, these issues may 
suggest ongoing efforts to mediate for the nature of the FAO context; but what is actually 
happening, to assessment and feedback practices in particular, remains unclear.  We thus pose 
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two broad questions: 
1. What assessment instruments are FAO mathematics instructors currently using to assess 
their students?  How are these weighted? Which are invigilated? 
2. How are FAO mathematics instructors using feedback with these instruments?  What 
kind of feedback?  How is it timed?   
2. Methodology  
Survey questions were developed to investigate FAO undergraduate mathematics instructors’ 
assessment and feedback practices.  These questions were part of a larger mixed methods 
(quantitative followed by qualitative) study [102] where findings from a survey completed by 70 
FAO undergraduate mathematics instructors were explored using semi-structured interviews 
with six purposefully selected survey participants.[103]   This paper represents the quantitative 
research component of the larger study while the latter represents the qualitative.  The full 
survey was structured in four parts – participant demographics, approaches to assessment, 
assessment specifics (which included assessment instrument weightings and associated feedback 
practices) followed by approaches to teaching.  The present study details the results related to 
participants’ course assessment specifics and how they are related to approaches to teaching.  
Following questions on participant demographics, participants were asked to select a single FAO 
mathematics course they taught, targeting courses at the introductory level (e.g. Introductory 
Statistics, Calculus), then for each identified assessment instrument, nine questions were asked 
with two targeting feedback practices (see Table 2). 
[Table 2 near here] 
 
As part of the larger survey and as an aid in this investigation, each participant also answered the 
16-item version of the Approaches to Teaching Inventory (ATI)[104] for the same specified 
course context.  The ATI has generally been found to be a reliable and valid psychometric 
instrument.[105,106]  It provides two scale measures which gauge how instructors approach 
their teaching.  The first scale measures to what degree an instructor’s approach is “aimed at 
conceptual change” and student-focused (CCSF).  The second scale measures to what degree an 
instructor’s approach is “geared towards information transmission” and teacher-focused 
(ITTF).[106,p.60]  Both scales provide a measure from a minimum of 8 to a maximum of 40 of 
how instructors are oriented to the respective scale description.  To fit the FAO instructional 
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context one minor change was made to the wording for one question: “I set aside some teaching 
time” was changed to “I plan my teaching”.  In the present study context, the ATI measures 
were used to analyse the relationship between approaches to teaching and characteristics of 
assessment and feedback practices “perceived by the same teacher in the same 
context”.[104,p.421]   
2.1 Data collection 
The full survey was launched using Bristol Online Surveys (https://www.survey.bris.ac.uk).  
This was done in stages beginning March 17th, 2011 with all surveys closed by May 31st, 2011.  
Participants were targeted using prior contacts in the undergraduate mathematics education 
community.  This included mathematics instructors from two recognized US leaders in FAO 
instruction – the State University of New York (SUNY) Learning Network (SLN) and the 
Tennessee Board of Regents system (RODP) – researchers involved in a recent related 
international research compilation,[107] and members of the Special Interest Group of the 
Mathematical Association of America on Research in Undergraduate Mathematics Education 
(SIGMAA on RUME).  Importantly, as shown in Table 3, most participants teach in the US 
public higher education context, the US context for the vast majority of US FAO 
instruction.[108]  Finally, while online surveys were viewed as a convenient and efficient means 
of collecting data [109] some caution concerning generalizability is noted given the nature of 
online surveying [110] and issues associated with non-probability convenience sampling 
employed in this study.    
[Table 3 near here] 
 
Although 70 participants completed the survey, inconsistent and/or missing information caused 
the full data set to consist of 66 participants. 
2.2 Analysis  
The analysis relied upon the use of the ATI and the feedback framework.  Prior to using the 
ATI, we simply used Cronbach’s alpha to test for the reliability of the two ATI measures.  
However, to undertake the analysis of feedback practice, the feedback framework presented in 
the background section first needed to be operationalized.   
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Findings and claims in the literature (see Table 1) were used to construct a novel scoring system 
to help analyse the quality of assessment instruments with respect to their potential influence on 
student learning.  Using this framework and the survey data on feedback, each assessment 
instrument was classified according to its associated feedback.  That is, any assessment 
instrument providing only a grade as feedback was considered to be giving type 0 feedback and 
given a feedback score of zero.  Those providing any or no type 0 feedback and the answer or 
full solution as feedback were considered type 1 and given a score of one.  Those providing any 
or no type 0 and/or type 1 feedback with hints or comments were considered type 2 and given a 
score of two (see Table 4).  In this respect, a single participant may acknowledge using, for 
example, three different assessment instruments and providing specific kinds of feedback with 
each of these three instruments.  In addition, a single instrument may have been associated with 
one or a combination of different kinds of feedback, where the richest form was considered the 
feedback type associated with an instrument.  Thus, by making use of this framework, we 
created a new way of viewing individual instruments and participant assessment practices.    
[Table 4 near here] 
 
This information was then used to calculate an average feedback score for each type of 
assessment instrument and three feedback measures for each participant.  The average feedback 
scores for each individual kind of assessment instrument were calculated using the associated 
feedback scores (with weighting not considered).   For example, if 28 participants used quizzes, 
there would be 28 feedback scores associated with the type of quiz feedback used by each 
participant and the average of these scores was what constituted the average feedback score for 
quizzes.  Ranging from 0 to 2, instruments closer to 0 are considered to provide “poorer 
feedback” potentially leading to poorer quality learning and those closer to 2 are considered to 
provide “richer feedback” potentially leading to better quality learning.  Finally, feedback 
measures were calculated for each participant as the sum total of assessment weightings 
associated with each feedback type.  This provided a measure of how an instructor emphasized 
different kinds of feedback relative to their overall assessment scheme.  For example, one 
participant used four assessment instruments and provided the following types of feedback:  
Final exam (60%) providing type 0, tests (20%) providing type 1, quizzes (10%) providing type 
1 and homework (10%) providing type 2.   This participant’s three feedback measures were: 60 
for type 0, 30 for type 1 and 10 for type 2.  Conceptually, we would expect participants with 
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high CCSF scale measures to make heavy use of type 2 feedback and those with low CCSF scale 
measures to make less use of type 2 feedback.[32]  
While the literature formed the basis for the construction of this framework, a few validity issues 
are recognized.  First, the framework relies primarily on claims and findings from generic de-
disciplined research (as discussed earlier, there is only limited mathematics-specific research).  
Second, the “computer-” or “lecturer-generated hints or comments” description were open to 
interpretation.  In particular, if participants were referring to “praise” or “encouragement” when 
referring to any “hints or comments” this would not be considered by the literature as “rich” 
feedback that enhances learning.[25]  Therefore, in terms of potential effects on learning, type 2 
feedback may have been operating like type 0 feedback.  Similarly, if more than one type of 
feedback was used with a single assessment instrument, it is unclear, compared to other types, 
the extent to which each form of feedback was actually used.  With the latter two issues, we 
would expect future research to specify whether the feedback is, for example, directed at 
students’ mathematical thinking, and that participants be further questioned with regards to how 
the identified feedback was used.   
3. Results and discussion 
The results and discussion are reported in three parts.  First, we analyse the distribution of ATI 
measures and briefly present these findings.  Second, excepting the use of feedback, descriptive 
statistics are detailed concerning course assessment instrumentation used (e.g. weighting, 
frequency, use of invigilation…).  Third, descriptive statistics are provided and analyses 
conducted, using the ATI measures and operationalized feedback framework, concerning the 
kind and timing of feedback used, overall, as well as the use of feedback with CAA and 
invigilation.  For the latter two parts, the analysis was conducted from two perspectives: 
assessment instrument and participant.   
3.1 ATI measures 
The ATI provides four subscale measures classified on two scales.  The first scale measures how 
teaching approaches emphasize conceptual change with a student focus.  The second scale 
measures how teaching approaches emphasize information transmission with a teacher focus.  
Out of a possible range of 8 to 40, participants’ CCSF and ITTF measures ranged, respectively, 
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from 10 to 39 and 16 to 36, with a mean of 26.0 (SD = 5.9) and 26.8 (SD = 4.5).  Both measures 
were found not to be significantly different from a normal distribution (CCSF: W(66) = 0.970, p 
= 0.109; ITTF: W(66) = 0.979, p = 0.314).   
Using Cronbach’s alpha, the coefficients for the two ATI scales were 0.784 (CCSF) and 0.506 
(ITTF).  This suggested the inventory had good statistical validity for the CCSF scale.  
However, the low alpha value for the ITTF scale casts a degree of doubt on the meaning of any 
findings related to the ITTF scale.  For the remaining analysis, we therefore only make use of 
CCSF measures. 
3.2 Use of assessment instruments  
From an instrument perspective, Table 5 provides information regarding the number of 
participants using each of 12 assessment instruments (including one “other” category) as well as 
statistics on instrument weighting.   
[Table 5 near here] 
 
In terms of weighting, most FAO mathematics instructors tend to emphasize summative 
instruments (final exam, tests and mid-term exam), mirroring the emphasis in F2F 
courses.[8,20,29,63-66,111]  Tests and final exams, for example, have an average weighting of 
42% and 33%, respectively.  Similarly, the number of participants using homework (55 of 66; 
83%) suggests the value these participants place on this kind of instrument, though weighting 
has notably high variability (SD = 26.4).  Despite expectations discussed in the literature 
review,[86,112] the use of quizzes does not appear to be a central characteristic of FAO 
instruction, with little more than half (35 of 66 or 53%) the participants using quizzes as a 
weighted component of assessment.  However, this may reflect an issue of terminology as one 
participant’s homework may be another’s quiz.  There is also some evidence of “non-
traditional” instruments in use, most notably the use of discussion and individual projects, 
though group-oriented instruments (group projects and group work activities) as well as 
individually-oriented instruments (journaling and portfolio work) do not appear to be used very 
often.  Given the low participant numbers found in these latter two instrument categories, the 
remainder of this report focuses on the top eight identified instruments. 
For the use of invigilation, our findings provide a fine-grained instrument-by-instrument view of 
invigilation practices in these courses, extending prior research which has simply identified 
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whether or not any invigilation has been used in a single course.  These findings (see Table 6) 
indicate that only a minority of participants use invigilation with invigilated tests (11/38 or 
29%), on average, weighted 20% more than those who do not use invigilation (57% compared to 
36%).  However, while the majority of participants (33/454 or 73%) administering final exams 
use invigilation, some (12/45 or 27%) do not invigilate these exams and, perhaps surprisingly, 
there is little difference in the average weighting (34% compared to 31% respectively).  
[Table 6 near here] 
 
From an individual participant perspective, Figure 1 displays participants’ assessment schemes 
(ordered left to right by homework and then final exam weighting from highest to lowest).  This 
illustrates the variety of different assessment schemes in use by participants.  The graph, for 
example, shows the prevalent use of homework and final exams with associated weightings; for 
homework, in particular, weightings can be seen to vary considerably across participants, with 
three participants’ assessment schemes composed entirely of homework.  Finally, the use of 
multiple instruments and variation across schemes is consist with previous findings,[67] with the 
number of different instruments used per participant ranging from one to seven, with a median 
of four.  From an individual participant perspective, results indicate that almost 40% (25/66 or 
37.9%) of participants do not use any form of invigilation, contrasting with previous findings 
where about two-thirds (64%) were found not to use any form of invigilation.[67]  The use of 
invigilation will be further explored in the next section.   
[Figure 1 near here] 
3.3 Use of feedback 
From an instrument-level perspective, Table 7 and Table 8 provide descriptive statistics 
regarding the nature of feedback used by participants in their assessment practice.  Referring to 
Table 7, the type of feedback associated with each assessment instrument is summarized in two 
ways.  The average feedback score associated with each instrument is given in column three and, 
for each instrument, the number of participants using each feedback type is detailed in the 
remaining three columns. 
                                                
4 Number discrepancy due to missing data. 
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[Table 7 near here] 
 
The average feedback measure calculation indicates that the richest feedback appears to be 
associated with individual projects (1.85) followed by homework (1.73) with the poorest 
feedback associated with final exams (0.52).  Such results are perhaps to be expected because 
work pursued during a course may be expected to be associated with richer feedback whereas 
work administered at the end of a course is likely not.  They also appear to support prior 
assumptions [67] that homework is primarily intended for formative purposes while final exams 
are primarily intended for summative [26].   
Contrasting with the coarse-grained average feedback score associated with each assessment 
instrument, the final three columns of the table provide a finer-grained breakdown of feedback 
types used with each instrument.  From this vantage point, we make several observations.  First, 
three instruments show definite tendencies displayed by the increasing numbers of participants 
from left to right or right to left.  Both homework and individual project use tend in the direction 
of richer feedback while final exam use shows a tendency in the opposite direction (i.e. towards 
poorer feedback).   Second, with the use of tests, an almost equal number of participants provide 
type 1 and type 2 feedback.  Third, the use of quizzes indicates a prevalent use of the 
intermediate type of feedback while discussion is polarized on both ends with little use of the 
intermediate feedback type.  Fourth and finally, mid-term exams display no particular tendency 
with all feedback types almost equally used.  Overall, based on the associated feedback 
identified by participants, results suggest differing assessment purposes (i.e. formative to 
summative) for same named assessment instruments.  However, some instruments did show 
tendencies to one primary purpose, evidence that appears consistent with claims of “blurring” 
regarding assessment purposes.[60,113,114]     
Table 8 considers the number of times each instrument was assigned (or administered) as well as 
the feedback timing.  The timing of feedback for the first seven instruments range from the 
shortest timing for quizzes (0.8 days) to the longest timing for individual projects (5.8 days), 
with wide variability noted for a number of instruments.  Both feedback frequency and timing 
appears to be in line with expectations.  For example, homework and quizzes are assigned more 
frequently with quicker feedback while exams are much less frequent with slower feedback. 
[Table 8 near here] 
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From a participant perspective, Figure 2 displays individual participants’ assessment instrument 
weighting associated with each type of feedback (with participants ordered from left to right by 
weightings associated with a feedback score of 0 and then by 1).  Overall, 26.6% of all 
assessment weightings are associated with use of type 0 feedback, 32.2% with type 1 and 41.3% 
with type 2.  Most (48/66 or 73% of all participants) use a combination of two or more feedback 
types though a number report using type 2 feedback (12/66 or 18%) for all of their assessment 
instruments (vs. 3/66 or 5% using only type 0 or only type 1 feedback).  On balance, participants 
emphasize the use of type 2 feedback with most using a combination of two or more types.  
Though consistent with an emphasis on formative assessment in FAO instruction,[58] findings 
appear to conflict with an emphasis on summative assessment instruments detailed in the 
previous section.  However, no statistically significant correlations were found between 
weightings associated with the poorest and richest feedback (i.e. type 0 and 2) and the CCSF 
scale measures, suggesting participants’ choice of feedback is not related to whether or not they 
are oriented to seek conceptual change with a student focus.   
To further explore this, we investigated the relationship between participants’ approaches to 
teaching and their homework feedback practices.  Homework was selected because, as shown in 
Table 7 and 8, the average feedback score and frequency appear to reflect an assessment 
instrument that is widely used in the aid of developing students’ mathematical understanding.  
We also narrowly focused on one feedback sub-category (“hints or comments [that] challenge 
student understanding”; see Table 2 question 9) considered most associated with developing 
student understanding.[25]  With participants grouped according to whether or not they 
identified providing this feedback with their homework (n=41 providing vs. n=14 not 
providing), no significant difference in CCSF measures was found.  That is, participants 
identified by the ATI as being more oriented to seek conceptual change and be student focused 
did not provide more of this kind of feedback than those that were not.  Though limited by the 
sample size, this may suggest at least a couple of things: First, this feedback is not directed, at 
least primarily, at advancing learning.  This is consistent with claims that some FAO feedback is 
being used to stimulate or maintain interactions, not for actual learning.  This may also suggest 
problems with “feedback literacy” among participants;[115,p.26]  that is, despite, for example, 
being more oriented to conceptual change and student focused, participants may not understand 
how to use feedback effectively.  Second, there may be problems with the analysis such as, for 
example, limitations with respect to the feedback framework or assumptions made with respect 
to assessment weighting (for the former test).  In support of the first suggestion, some evidence 
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that feedback is not directed at advancing learning was uncovered in the second phase 
interviews.[103]  For example, when asked to identify any differences in the kind of feedback 
they used in their F2F versus their FO courses, most interview participants repeatedly identified 
the question with the process (e.g. frequency or quantity) of feedback provision – suggesting 
participants connect the quality of their feedback practice primarily with how and not, as 
emphasized in the literature,[25] with what kind of feedback is provided.  This will be further 
discussed in the next two sections. 
[Figure 2 near here] 
3.3.1 Use of computer-generated feedback 
Table 9 provides an instrument perspective on the use of computer-generated feedback.  This 
was feedback identified as “computer-generated full solution” or “computer-generated hints and 
comments” but also included feedback identified as immediate5.    As shown, a majority of 
assigned homework and quizzes used computer-generated feedback and, with the notable 
exception of homework, CAA and non-CAA weightings generally appear very similar.     
[Table 9 near here] 
 
From a participant perspective, the overall mean weighting of instruments identified as 
providing computer-generated feedback was 29.1% (SD = 31.9) with 46/66 or 70% using 
computer-generated feedback and 5/66 or 8% providing computer-generated feedback with all 
their assessment instruments.  No relationship was found between participants’ assessment 
weighting associated with CAA and their CCSF scale measures.   
With the assumption that the use of computer-generated feedback implies the use of online 
homework or testing software, we can compare these results with available related US 
statistics.[116]  As shown in Table 10, and despite some limitations6, participants appear to be 
                                                
5	  Attesting to its association with CAA systems, 94% of all feedback in the former two categories was also 
identified as immediate.	  
6 There are two limitations to this comparison: First, it was gained by asking department heads, not actual 
instructors, to estimate the “percentage of sections” taught using “commercial or locally produced online-response 
homework and testing systems” (for two-year mathematics departments) or “online homework generating and 
grading packages” (for four-year mathematics and statistics departments).  Second, the use of CAA is expected to 
have increased since 2005.  
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using CAA substantially more in FAO courses than what is happening overall in F2F courses, a 
claim further supported by follow up interview responses7.[103] 
While an increased dependence on CAA systems (and concomitant use of immediate feedback 
[38]) makes sense given the importance of prompt feedback in FAO courses, such a reliance 
may also suggest these courses are addressing a lower level of learning [34,91] than F2F 
courses.  As a question for future research, this may also suggest an additional reason why 
earlier tests did not find a relationship between CCSF measures and the use of feedback: 
participants’ feedback practices may be constricted by CAA system parameters. 
[Table 10 near here] 
 
Moreover, a dependence on CAA systems is consistent with claims of commodification in FAO 
mathematics courses [85] as well as research that has shown problems with human interactions 
in FAO mathematics courses – both student-student interactions [117,118] and, across all human 
interactions, persistent problems with mathematical communication.[13,70]  Indeed, a 
significant decline in weighting as well as usage of discussion as a weighed assessment 
instrument was found when comparing SUNY participant data from this study with data from an 
earlier 2006 study of SUNY courses.[67]  With a similar mix of courses, 2010 discussion 
weighting (Mdn = 1.00) was found to be significantly less than 2006 discussion weighting (Mdn 
= 10.00; U=761, Z= -2.5, p=0.012), representing an 18.6% decrease in the number of courses 
using discussion as a weighted assessment instrument.  This is further consistent with recent 
school-level Australian research which found distance teaching of mathematics is primarily a 
“one-on-one” experience with little use of collaboration.[119]  We argue a possible reliance on 
CAA systems reflects efforts to present a viable alternative pathway for instruction when no 
synchronous (either live F2F or virtual) interaction exists. 
Finally, these changes reflect a dynamic that is consistent with current online and distance 
education theory.[120,121]  That is, current FAO mathematics instruction may be evolving such 
                                                
7For example:   
P4:  Of course...in the online course the quizzes and exams are all on the online software… and in the F2F, of 
course, it’s paper and pencil. 
P5: ... [In FAO courses] many people just want to use the packages [CAA] that are put forth by the publishers and 
they, you know, sacrifice some of these higher level skills for ease in terms of grading and implementing a course.  
So it’s a real problem. 
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that problems with human interactions (i.e. instructor-student, student-student) are leading to a 
greater dependence on student-technology interactions.  This evolution may also be encouraged 
by advances in the functionality and nature of CAA systems and feedback (for example, 
emerging adaptive forms tailored to individual students [122]), though there still exists serious 
questions about the level of learning these systems can help students attain.  Further research 
should be directed at understanding the nature of interactions in these courses, particularly in 
relation to the quality of learning.  
3.3.2 Use of feedback related to the use of invigilation 
Finally, we return to the use of invigilation and address claims [67] that those choosing not to 
use any invigilation are placing a greater emphasis on formative-style assessment instruments.  
Figure 3 displays participants’ assessment practices by type of feedback use with the left side 
displaying those participants using invigilation and the right side displaying those participants 
not using any invigilation.  As shown, the “no invigilation” group (right side) appears to make 
greater use of the richer type 2 feedback than those who do invigilate.  Indeed, tests comparing 
weightings associated with each of the three types of feedback used against the use of 
invigilation found statistically significant differences across two of the three types of feedback.  
First, on average, the assessment weighting associated with type 0 feedback for those not using 
any invigilation (Mdn=0.00) is found to be significantly less than those using invigilation 
(Mdn=30.00; U=341.50, Z= -2.334, p=0.020).  Second, on average, the assessment weighting 
associated with type 2 feedback for those not using any invigilation (Mdn=36.00) is found to be 
significantly more than those using invigilation (Mdn=20.00; U=353.00, Z= -2.127, p=0.033).  
For those not using invigilation, compared to those using invigilation, this indicates less 
emphasis on type 0 feedback and more emphasis on type 2 feedback.  With the assumption that 
a greater emphasis on richer feedback implies a greater emphasis on formative assessment 
practices,[114] these results appear to support earlier claims [67] that those choosing not to 
invigilate are placing greater emphasis on formative-style assessment instruments.   
 
[Figure 3 near here] 
 
We are careful to note this does not negate concerns about FAO courses that use no invigilation 
whatsoever.[76]  Indeed, when grouped based on the use of invigilation, no significant 
differences are found in participants’ CCSF scale measures.  Aligned with the extra purpose 
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feedback takes on in FAO courses, we hypothesize that this may be part of an effort at 
addressing concerns about assessment validity.  That is, this feedback is not primarily directed at 
advancing student learning [25] but at validating students’ work and identities through 
consistent one-on-one contact.[14]   
3.4 Further limitations 
Related to the use of the feedback framework, two final caveats need to be discussed.  First, 
participant feedback measures were premised on the assumption that assessment weighting (and 
not simply “assessment”) directed student learning.  This assumption has received little attention 
in the current research (see, for example: claims [123] and findings [78]) and therefore needs 
testing.  Second, and perhaps most importantly, the actual benefit to learning of instructor-
provided feedback is limited by how that feedback is actually used.  As Gill and Greenhow 
[124] conclude in their research: “real learning [takes place] provided that [students] have truly 
engaged...especially by spending time studying the feedback provided” (p.207; italics mine).  
With this in mind, we consider our findings limited to the potential rather than actual effect of 
feedback and, as a whole, we do not pretend the feedback framework to be a precise but blunt 
measure of feedback quality. 
4. Conclusion 
This study focused on the use of assessment and feedback in FAO mathematics courses and 
asked two broad questions: 
1. What assessment instruments are instructors currently using to assess their students?  
How are these weighted? Which are invigilated? 
2. How are instructors using feedback with these instruments?  What kind of feedback?  
How is it timed?   
 
Regarding the first question, it is evident that participants use a wide variety of assessment 
schemes in their FAO courses.  Within this variety, there is an overall emphasis on the use of 
homework and CAA systems as well as, mirroring F2F courses, summative assessment 
instruments (e.g. exams and tests). However, in seeming contrast with the emphasis in general 
FAO pedagogy, but consistent with prior FAO mathematics research, we found evidence for a 
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de-emphasis on student discussion.  Furthermore, in seeming contrast with F2F mathematics 
pedagogy, a large number of course assessment schemes include no invigilation whatsoever and, 
extending prior findings, we found about one quarter of all mid-term exams and three-quarters 
of all tests are not invigilated. 
Regarding the second question, we found, on balance, that participants emphasize the use of the 
richer (type 2) assessment feedback, with this feedback most associated with projects and 
homework, and least associated with final and mid-term exams.  However, we found no link 
between the quality of feedback used and participants’ approaches to teaching for conceptual 
understanding and with a student focus, suggesting this feedback may not be, at least primarily, 
advancing student learning.  Similarly, though results appear to confirm earlier claims that more 
formative assessment instruments are used by participants who choose not to use any 
invigilation in their course, this feedback again does not appear primarily directed at advancing 
student learning.  Moreover, further signalling possible areas for future research, we found 
evidence suggesting shifts in the nature of interactivity in these courses.  Specifically, in the 
context of a reduction in and problems with human interactions, a possible greater reliance on 
computer-human interactions (e.g. via CAA systems).  If this is indeed the case, this raises some 
concern about how deep and meaningful learning is being achieved in these courses: CAA 
systems may offer a proxy for needed feedback processes but only one that currently has limited 
potential for advancing student learning. 
The study also provides more generalized findings on assessment practice.  To our knowledge, 
this is the first study to present empirical findings that support claims of blurring with regards to 
the purposes of assessment instruments; in consideration of their potential impact on learning 
through the use of feedback, we found that same-named assessment instruments are not equal 
but use a range of different feedback timings, kinds as well as delivery methods.    
Clearly there is a need for more detailed investigations of FAO assessment and feedback 
practices, and teaching in general, particularly as use of these courses is expected to grow.  But 
there is also an opportunity as this new instructional environment appears to be encouraging 
experimentation.  For example, the use and combination of different assessment instruments 
suggest this may be an opportunity to research the effects of these changes upon student learning 
behaviours and the development of their understanding in mathematics.  These findings have the 
potential to inform the undergraduate teaching community as a whole, in both FAO and F2F 
practice.   
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Tables with captions: 
Table 1: A proposed taxonomy of kinds of feedback in relation to the effect on learning 
Description of 
Feedback Quality of Feedback 
Related Basis in the General Literature 
Claims Empirical Studies 
Correct/Incorrect Poor [40, 42, 43] [41]  
Full solution Intermediate [45 as cited in 46]  
[30, 47, 51] 
 
Hints or comments Rich [24, 30, 44, 48, 49] [25, 47] 
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Table 2:  Assessment and feedback specifics questions for each identified assessment instrument 
1. Type (select one only): 
Homework Quizzes Tests Mid-term exam Final exam Individual project Group project 
Portfolio 
Group work 
(e.g. problem 
solving) 
Journal 
Discussion 
participation-
QUANTITY 
Discussion 
participation-
QUALITY 
Discussion 
participation-
BOTH 
Other 
2. Weighting (“50” if worth 50% in total): 
3. Number (e.g. “4” if four tests):  
4. Author (select all that apply): 
Self Group (e.g. department) Commercial (e.g. textbook) Other 
5. Question types (select all that apply): 
Multiple-choice Short answer Long answer Other 
6. Supervision? (select one only) 
Invigilated Not invigilated Other 
7. Constrained by Department or Institution (select all that apply) 
Weighting Number Invigilation Other 
8. Typical timing to feedback (e.g. immediate, 1 wk, 24 hrs...):  
9. Kind of feedback visible to the student? (please select ALL that apply): 
Grade/Mark 
Correct answer provided 
Computer-generated full solution 
Lecturer-generated full solution 
Computer-generated hints or comments 
Lecturer-generated hints or comments 
Hints or comments challenge student understanding 
Peer 
Other (specify): 
 
Table 3: Online Survey Participants and Institutional Context 
Country/Group 
“2 yr” 
(e.g. US 
community 
college) 
“4 yr” 
(e.g. US 
state 
university) 
“Online” 
(e.g. Open 
University) 
Other 
Unclear 
from 
response 
Total 
Percent 
(1 d.p.) 
US (SLN) 25 7 0 3b 2 37 52.9% 
US (RODP/RUME)  6 10 0 0 - 16 22.9% 
IGI Globala 0 7 0 1 - 8 11.4% 
Other 0 2 7 0 - 9 12.9% 
TOTAL 31 26 7 4 2 70 100% 
a Publisher for the research compilation.  
b A combination of 2 and 4 yr institution, as specified by participants.  
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Table 4:  A framework, based on claims and findings discussed in the literature review, for distinguishing assessment 
instrumentation according to kind of feedback provided. 
Operationalization of the Framework for Feedback 
Quality of 
Feedback Poor 
 Rich 
Kind of 
Feedback as 
Described by 
the Survey 
Instrument 
Grade/Mark 
 
Correct 
answer 
provided 
 
Computer-
generated full 
solution/ 
Instructor-
generated full 
solution 
 
Computer-
generated 
hints or 
comments 
 
Instructor-
generated 
hints or 
comments 
 
Hints or 
comments 
challenge student 
understanding 
 
Feedback 
Type/Score 0 1 
 
2 
 
  
 
Table 5: Assessment instruments used with descriptive statistics 
Instrument Total Number Using (of n=66) 
Weighting (%) 
Mean Standard Deviation 
Homework 55 28 26.4 
Final Exam 48 33 20.3 
Tests 43 42 22.9 
Quizzes 35 20 9.4 
Discussion 26 10 5.3 
Mid-Term Exam 16 23 12.4 
Individual Project 13 14 4.7 
Other Assessmenta 8 13 9.9 
Group Project 3 13 5.8 
Group Work 2 5 7.1 
Journaling 1 10 - 
Portfolio 1 5 - 
a Includes one participants’ instance of extra quiz work and two participants’ instances of extra homework, all with different 
assessment and/or feedback specifics than the initial recorded quiz/homework instance. 
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Table 6: Use of invigilation with instruments 
Instrument 
Not Using Invigilation Using Invigilation 
Percent of 
total number 
using 
specified 
instrument  
Actual 
Number  
Avg. 
Weighting 
(%) 
Percent of 
total number 
using 
specified 
instrument 
Actual 
Number  
Avg. 
Weighting 
(%) 
Homework 100 50 27.7 0 0 - 
Quizzes 100 32 20.2 0 0 - 
Discussion 95 21 9.6 5 1 20 
Individual 
Project 92 11 13.0 8 1 10 
Other 
Assessment 75 6 14.8 25 2 5.5 
Tests 71 27 36.1 29 11 56.8 
Final Exam 27 12 31.4 73 33 34.0 
Mid-Term Exam 27 4 17.2 73 11 25.6 
 
 
 
Table 7: Quality of feedback as measured by the study framework 
Instrument Total Number Using (of n=66) 
Average Feedback 
Score  
(2 d.p.) 
Number of Participants Using each Type 
of Feedback 
Type 0 Type 1 Type 2 
Homework 55 1.73 1 13 41 
Final Exam 48 0.52 30 11 7 
Tests 43 1.23 8 17 18 
Quizzes 35 1.26 1 24 10 
Discussion 26 1.00 12 2 12 
Mid-Term Exam 16 0.94 5 7 4 
Individual Project 13 1.85 0 2 11 
Other Assessment 7 1.50 1 2 5 
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Table 8:  Timing of feedback 
 
a a number of participants failed to identify the timing of their feedback for the specified instrument. 
 
 
Table 9: Use of Computer-generated Feedback 
Instrument 
Participants Using Computer-generated 
Feedback Weighting (%) 
Of Total Number % 
Mean CAA 
Standard 
Deviationa CAA Non-CAA 
Homework 34/55 62 18 44 16 
Final Exam 5/48 10 27 33 5.2 
Tests 14/43 33 44 43 26.9 
Quizzes 27/35 77 20 21 9.7 
Discussion 3/26 12 10 10  
Mid-Term Exam 1/16 6 7 25  
Individual 
Project 0/13 0 - 14  
Other 
Assessment 2/8 25 19 10  
a Due to low numbers, standard deviations are not considered for the last four instruments. 
 
 
Instrument 
Total Number Using 
(of n=66) 
Frequency 
(Mean) 
Timing of Feedback 
Days Missing 
Dataa Mean S.D. 
Homework 55 14.9 1.8 3.8 3 
Final Exam 48 1.1 4.8 6.5 9 
Tests 43 6.3 2.2 2.6 2 
Quizzes 35 9.9 0.8 2 2 
Discussion 26 8.9 4.6 4.8 3 
Mid-Term Exam 16 1.4 4.5 2.9 1 
Individual Project 13 4 5.8 4.5 1 
Other Assessment 7 5.7 4.3 3.4 1 
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Table 10:  Comparison of US participants’ use of CAA with 2005 US statistics [116] 
US Institution 
Type 
Percent Using CAA 
2005 F2F Sections 
Using Online Homework and/or 
Testing/Grading [116] 
2010 FAO Courses Using 
CAA Homeworka [102] 
Difference 
2yrb 5.3% 65% (22/34) 
+59.7% 
4yrc 6.3% 61% (11/18) 
+54.7% 
a 2010 numbers reflect US-only data.  b Average across 28 categories of courses compared with 17 in present study   c Elementary 
statistics only (2.2% for Calculus I and II) compared with 13 of 18 in the present study which were either elementary statistics or 
pre/calculus level course.  
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Figure captions: 
Figure 1: Individual participants’ assessment practices (Note: For this and the following stacked 
column charts, where the stacked column is above 100% it is assumed to represent possible 
bonus points and where the column is below 100% it is assumed to be a participants’ 
mistake) 
Figure 2: Individual participants’ assessment practice by type of feedback used 
Figure 3: Use of invigilation related to individual participants’ assessment practices (type of 
feedback used) 
Figure 1 
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Figure 2 
 
 
Figure 3 
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