Abstract-Compressive sensing (CS) provides a new perspective for data reduction without compromising performance when the signal of interest is sparse or has intrinsically low-dimensional structure. The theoretical foundation for most of the existing studies on CS is based on the stable embedding (i.e., a distance-preserving property) of vectors that are sparse or in a union of subspaces via random measurement matrices. To the best of our knowledge, few existing literatures of CS have clearly discussed the stable embedding of linear subspaces via compressive measurement systems. In this paper, we explore a volume-based stable embedding of multidimensional signals based on Grassmann manifold, via Gaussian random measurement matrices. The Grassmann manifold is a topological space, in which each point is a linear vector subspace, and is widely regarded as an ideal model for multidimensional signals generated from linear subspaces. In this paper, we formulate the linear subspace spanned by multidimensional signal vectors as points on the Grassmann manifold, and use the volume and the product of sines of principal angles (also known as the product of principal sines) as the generalized norm and distance measure for the space of Grassmann manifold. We prove a volume-preserving embedding property for points on the Grassmann manifold via Gaussian random measurement matrices, i.e., the volumes of all parallelotopes from a finite set in Grassmann manifold are preserved upon compression. This volume-preserving embedding property is a multidimensional generalization of the conventional stable embedding properties, which only concern the approximate preservation of lengths of vectors in certain unions of subspaces. In addition, we use the volume-preserving embedding property to explore the stable embedding effect on a generalized distance measure of Grassmann manifold induced from volume. It is proved that the generalized distance measure, i.e., the product of principal sines between different points on the Grassmann manifold, is well preserved in the compressed domain via Gaussian random measurement matrices. Numerical simulations are also provided for validation.
- [5] provides a new perspective for data reduction without compromising performance when the signal of interest is sparse or has intrinsically low-dimensional structure. Typically the problem of CS is described as y = x, where x ∈ R N is a k-sparse original signal vector ( x 0 ≤ k, k N), y ∈ R M (M < N) is the compressed measurement vector, and ∈ R M×N is the measurement matrix (or the sensing matrix). In the CS literatures, to sufficiently ensure unique signal representation and robust signal recovery, the measurement matrix should approximately preserve the length of all sparse vectors. i.e., there exists a constant 0 < δ < 1, such that
holds for all k-sparse vectors x with x 0 ≤ k. This expression is the well-known Restricted Isometry Property (RIP) of the measurement matrix [6] [7] [8] . It can be derived that for two k-sparse vectors x 1 and x 2 with x 1 0 ≤ k and x 2 0 ≤ k, if the measurement matrix satisfies RIP of order 2k, i.e., (1) holds for all 2k-sparse vectors, then
This means that approximately preserves the Euclidean distance between any pair of k-sparse vectors. This distancepreserving property in (2) is a more general form of RIP and is commonly referred to as the property of stable embedding for sparse vectors [9] . In addition, there are theoretical results showing that the angles between any pair of sparse vectors are approximately preserved as well [10] , [11] .
Furthermore, in [12] [13] [14] [15] , the signals of interest in CS has been extended from the conventional sparse vectors to vectors that belong to a union of subspaces. The unions of subspaces model incorporates many signal models previously considered in original CS settings [14] , [15] , and plays an important role in many subfields of CS, e.g., Multiple Measurement Vector (MMV) in CS [15] , [16] , Block Sparse Recovery [15] , [17] , and Model-Based Compressive Sensing [18] . In [9] , [14] , and [15] , results analogous to RIP, known as the "A-RIP" [14] or "Block RIP" [15] , were proposed. It was proven in [9] and [14] that the randomly generated measurement matrix can approximately preserve the length of a vector as well as the distance between two vectors that lie in a union of subspaces with a notably 0018-9448 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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high probability, i.e., (1) and (2) hold for all vectors that lie in a union of subspaces. It is known that this distance-preserving property also ensures the unique signal representation and robust recovery performance of CS for signals from unions of subspaces [14] , [15] , and this property is typically referred to as the stable embedding property for unions of subspaces [9] . Recently, the stable embedding property was extended to signals modeled as low-dimensional Riemannian submanifolds in Euclidean space [19] [20] [21] . Similar results about the preservation of Euclidean distances of vectors that lie on a low-dimensional sub-manifold via random measurement matrices were proved, i.e., (1) and (2) also hold for all vectors that lie on a Riemannian sub-manifold. In these settings, the Riemannian sub-manifold model is a generalization of the sparse signal model relying on bases or dictionaries [22] [23] [24] [25] and incorporates sophisticated low-dimensional nonlinear geometrical structures.
The previous studies on CS mentioned above involve a common stable embedding property of individual vectors, i.e., the preservation of distances (or equivalently lengths) among vectors that are sparse, or lie on a sub-manifold, or belong to a certain union of subspaces, via random measurement matrices. Although the unions of subspaces model is the most popular signal model and is extensively used in various CS applications, there is few theoretical analysis describing the embedding effect on these linear subspaces via random measurement matrices. Whereas in this paper, we explore a volume-based stable embedding property to describe the embedding effect on linear subspaces via Gaussian random measurement matrices based on knowledge of Grassmann manifold [26] . The Grassmann manifold is a topological space with each point representing a linear subspace, if a linear subspace spanned by multi-dimensional signal vectors is formulated as a point on the Grassmann manifold, a multi-dimensional data matrix will be the basic element representing this point. The Grassmann manifold is widely regarded as an ideal model for multi-dimensional signals and has been extensively studied in various subfields of signal processing, e.g., wireless communication [26] [27] [28] [29] [30] , image processing [31] , [32] , and machine learning [33] , [34] . The reason why the Grassmann manifold is used to explore the stable embedding of linear subspaces via random measurement matrices is twofold. First, the Grassmann manifold has rich topological structure such as geodesics and metrics [26] , and various distance measures can be defined to describe the relationships between points on the Grassmann manifold [34] [35] [36] [37] ; and second, it allows us to formulate and analyze linear subspaces as points in a continuous space, as a matter of fact, the Grassmann manifold is a natural generalization of the unions of subspaces in the sense that a union of subspaces is actually a subset of several isolated points in the Grassmann manifold. Thus from this point of view, the Grassmann manifold is intrinsically preferable in our exploration for stable embedding of linear subspaces.
It should be mentioned that another important work by Xu and Hassibi [38] , [39] discussed a certain topic of CS using the Grassmann manifold. The principal difference between the work of Xu et al. in [38] and [39] and this paper is that, their analyzes in [38] and [39] only involved the conventional vector-form signals, i.e., the approximately sparse signal vectors, and the Grassmann manifold was used as an analytical framework to analyze the null-space property of random measurement matrices [38] ; whereas our work proves a new volume-based stable embedding property of points on the Grassmann manifold, and reveals a general stable embedding of linear subspaces via Gaussian random measurement matrices.
The main contributions of this paper are threefold. First, we formulate multi-dimensional signals as points on the Grassmann manifold, to study the stable embedding of Grassmann manifold via Gaussian random matrices. This formulation allows us to use volume as a generalized norm function, and the product of principal sines as a generalized distance measure, to describe this general stable embedding of linear subspaces based on Grassmann manifold.
Second, the property of Gaussian random matrices that approximately preserves the volume of all parallelotopes residing in a finite set in Grassmann manifold is proved, and a sufficient condition on the dimension of Gaussian random measurement matrices to guarantee this corresponding stable embedding is given. To the best of our knowledge, this volume-preserving embedding property has not been discussed previously, and this novelty is one of the main contributions of our work. The volume is chosen as a generalized metric or distance measure of points on the Grassmann manifold, in order to explore the stable embedding of linear subspaces via Gaussian random measurement matrices. The reason for the choice of volume is that, in conventional Euclidean space, each point is a vector and the metric measure is induced by the vector norm function, whereas for a linear subspace, a set of linearly independent vectors spanning this subspace, i.e., a basis, is commonly used to specify this subspace; therefore, we can treat the volume of the parallelotope spanned by a set of vectors as a multi-dimensional generalization of the norm (or length) of an individual vector. Volume is a key characteristic for the space of Grassmann manifold. Typically, the volume of parallelotopes spanned by the bases of subspaces has been used to provide a measure of separation between different subspaces [35] , [36] ; and as we know that principal angles provide a wide class of metrics and distance measures on the Grassmann manifold [37] , the volume is also closely related to the principal angles between subspaces [36] . Motivated by these factors, we use the volume as a generalized norm function of points on the Grassmann manifold, and prove the volume-preserving embedding property of Grassmann manifold. This volume-based stable embedding property, analogous to the RIP and stable embedding property based on length, is given in a probabilistic formulation, i.e., this volume-preserving property is satisfied with a notably high probability under a certain condition on the dimension of measurement matrices. We provide a rigorous proof of this volume-based stable embedding property, as well as discussions on its differences from and connections with the previous result of RIP [7] and stable embedding of unions of subspaces [9] , [14] . To derive our result, we use such techniques as the theory of random matrices to derive the concentration inequality for the determinant of random matrices, and knowledge of high-dimensional geometry to obtain an improved result of covering numbers, as well as the matrix perturbation theory and the union bound. It is shown that the result is a high-dimensional generalization of the results of stable embedding for unions of subspaces and RIP. Indeed, if we only consider 1-dimensional "parallelotopes" in our theorem, the volume-preserving embedding property reduces back to the conventional length-preserving embedding property for individual vectors lying in certain unions of subspaces.
Third, using the theorem of volume-based stable embedding, we also derive a theorem to describe the stable embedding effect on a generalized distance measure, i.e., the product of principal sines, between points on the Grassmann manifold, via Gaussian random measurement matrices. It is shown that our generalized distance measure, i.e., the product of principal sines, can be directly derived from volume. Then we prove that the product of principal sines is theoretically preserved via Gaussian random measurement matrices using knowledge of our volume-based stable embedding property.
Throughout this paper, we use small bold letters x to denote vectors, capital bold letters X to denote matrices; we use X p and x p to denote the p norm of the matrix X and vector x, and use I d to denote the identity matrix of dimension d. span(X) is used for representation of the linear subspace spanned by column vectors of the matrix X, and the notation [X, Y ] ∈ R N×(n 1 +n 2 ) means putting the columns of the two matrices X ∈ R N×n 1 and Y ∈ R N×n 2 together. P and E denotes the probability and expectation respectively.
The remainder of this paper is organized as follows. First, in Section II, necessary definitions, such as the Grassmann manifold, volume, principal angles, and stable embedding based on length of vectors are presented. Next, the main results of this paper, i.e., the theorem for the volume-based stable embedding property of Grassmann manifold, as well as the stable embedding effect on a generalized distance measure for points on the Grassmann manifold, is stated and discussed in Section III. The sketched proof of our main results is provided in section IV, and finally detailed proofs are included in appendices.
II. PRELIMINARY BACKGROUND

A. Grassmann Manifold and Unions of Subspaces
The unions of linear subspaces model is a general signal model commonly used in CS [15] [16] [17] [18] . The signal x in this model is assumed as a vector from a union of linear subspaces within R N , defined as [12] , [14] 
where the matrix X i 's column vectors form the basis of the corresponding subspace X i , with span(X i ) = X i , and dim( , N) , that is,
where
As far as we know, although the unions of subspaces model is quite general and offers extensive applications in various fields of CS, there is no theoretical analysis describing the relationships between these subspaces and the implication of their relationships in CS, whereas the Grassmann manifold enables us to describe these relationships by exploiting its topological structure. As in [34] [35] [36] [37] , different metrics and distance measures have been used to describe the topological structure of the Grassmann manifold. From this point of view, the Grassmann manifold is intrinsically preferable for describing relationships between subspaces, and enables the study on stable embedding of subspaces.
B. Stable Embedding Property for Unions of Subspaces
The stable embedding of unions of subspaces, also equivalently referred to as "A-RIP" [14] or "Block-RIP" [15] , describes the length-preserving embedding property of vectors in a certain union of subspaces via compressive measurement matrices [9] , [14] . A well-known sufficient condition for the stable embedding property via Gaussian random measurement matrices was given by Davies et al. in 2009 [14] and stated that, for i.i.d. Gaussian random matrices ∈ R M×N with each entry φ i, j satisfies
if for any t > 0, and any constant 0 < δ < 1,
then the property of length-preservation
holds for all vectors in a union of subspaces x ∈ X = L i X i with probability
As is known, this length-preserving embedding property of vectors in unions of subspaces via Gaussian random sensing matrices can be equivalently generalized to the distancepreserving embedding property in [14] :
For i.i.d. Gaussian random matrices ∈ R M×N with each entry satisfying (5), for any t > 0, and any constant 0 < δ < 1, let
holds for all vectors x 1 , x 2 in a union of subspaces with probability P ≥ 1 − e −t .
C. Volumes in the Grassmann Manifold
As is known, any element of Gr(k, N), i.e., any k-dimensional linear subspace X ⊂ R N is usually specified by a matrix of full column rank
with columns forming the basis of the corresponding subspace, i.e., span(X) = X ∈ Gr(k, N).
, is defined as [40] 
are singular values of matrix S. The volume of the matrix S is also referred to as the d-dimensional parallelotope spanned by the column vectors of S. Because S is of full column rank, the volume is equivalently [36] , [40] Volume is an important quantity in the Grassmann manifold space, it provides a measure of separation between two linear subspaces and is closely related to the principal angles between subspaces [36] , [41] . In fact, for any two k-dimensional linear subspaces X , Y with X Y = {0} and spanned by columns of matrices X and Y , the principal angles
where we refer to the expression k i=1 sin θ i as the product of principal sines [36] . Indeed, we can define a wide class of metric measures using the principal angles [34] , [37] , e.g., the
According to [37] , various measure functions that may not be as strict as metrics (which must satisfy the triangle inequality) also can be used as distance measures for different points on the Grassmann manifold, and following the terminology used in [37] , without verifying the triangle inequality, we choose the product of principal sines induced by the volume in (14) as a generalized distance measure on the Grassmann manifold in the following analyzes.
III. MAIN RESULTS
A. Formulating Multi-Dimensional Signals as Points on the Grassmann Manifold
The definition of Grassmann manifold indicates that it is preferable to study multi-dimensional signals generated from linear subspaces. In this section, we introduce the formulation of multi-dimensional signals as points on the Grassmann manifold. This formulation implies that, the basic element to be received and processed will be a multi-dimensional data matrix, with columns containing an array of different sampled vectors, and the definition in terms of signals on the Grassmann manifold will be:
Definition 1: The multi-dimensional data matrix received from the signal acquisition front-end
is called a signal on the Grassmann manifold, where x i 's are different sampled vectors composing this multi-dimensional signal. Generally, these x i are linearly independent, thus we have span(X) ∈ Gr(k, N), and each data matrix X will specify a point on the Grassmann manifold Gr(k, N); therefore a signal on the Grassmann manifold is represented by the data matrix X as in (15) .
A simple example of this formulation can be found in [30] . In the multiple-antenna communication systems, there exist M transmit and N receive antennas with M ≤ N, and the channel fading coefficients form a N × M matrix H, the received multi-dimensional signal over a period of D (D > M) samples from the N receive antennas can be written in a matrix form:
where X ∈ R M×D , with row vectors x i ∈ R D corresponding to the transmitted data at the i th transmit antenna and Y ∈ R N×D with rows y j ∈ R D corresponding to the received data for the j th received antenna. In addition, W ∈ R M×D denotes the additive noise. The data matrix X T can be formulated as a signal on the Grassmann manifold Gr(M, D) and Y T as the version of X T corrupted by noise W. This is a typical example of the formulation of signals on the Grassmann manifold.
For another famous example in [34] , in the subspace-based learning problems, where the data to be learned and classified are generated from linear subspaces, data matrices as in (15) are formulated as signals on the Grassmann manifold. Then various metric functions in Grassmann manifold can be used as kernel functions, to enhance the learning and classifying performance of Linear Discriminant Analysis [34] .
Similar to (15), we also formulate multi-dimensional signals in the compressed domain in terms of compressed measurement signals on the Grassmann manifold, and what is received as an element from the compressive measurement front-end is also a multi-dimensional data matrix, the definition is:
Definition 2: The data matrix from the compressive measurement front-end formed as
is called a compressed measurement signal on the Grassmann manifold, where ∈ R M×N , M < N is the measurement matrix, and x j 's are different orignal signal vectors before compression.
As is mentioned, in most general settings of CS, the original signal vectors are supposed to lie in a union of subspaces, i.e., a finite set in Grassmann manifold. Thus the original signal on Grassmann manifold specifies a point (4), and the compressed measurement signal on the Grassmann manifold, i.e., Y , specifies a point
where 1 represents the subspaces transformed by the measurement matrix . Our objective in this paper is to study the stable embedding with respect to these two finite sets on the Grassmann manifold, i.e., the set of signals on the Grassmann manifold G(k, N, L) and the set of compressed measurement signals on the Grassmann manifold
Next, we will use the volume in (12) as a generalized norm function, and the product of principal sines in (14) as a generalized distance measure, to explore the stable embedding of points in a finite set in Grassmann manifolds. Before we start, a definition of the general stable embedding property of Grassmann Manifold based on volumes is required:
Definition 3 (Volume-Based Stable Embedding Property): We say that the measurement matrix provides a volumebased stable embedding of a finite set in Grassmann manifold,
alternately,
We will show that this definition of volume-based stable embedding property will be supported by theoretical results from the following several theorems.
B. The Volume-Based Stable Grassmann Manifold Embedding
Theorem 1: Consider a finite set in Grassmann manifold G(k, N, L) and a random matrix ∈ R M×N with elements φ i, j being i.i.d Gaussian random variables with mean 0 and variance 1/M; for any constant 0 < C s < 1 and any integer 1 ≤ d ≤ k, for the matrix
And there exist constants δ s > 0, C > 0, and C , depending on C s , such that for any 0 < ε < d
holds for every matrix S with probability
where ψ(x) = ∂ ∂z log (z)| z=x is the Digamma function (for Digamma function, refer to [42] ).
Theorem 1 describes the approximately volume-preserving property of a finite set in Grassmann manifold via Gaussian random measurement matrices. A sufficient condition on M, i.e., the number of compressive measurements, in (21) to guarantee the volume preservation in (22) is given in Theorem 1. If M is bounded as (21) , the volumes of all matrices from the finite set in Grassmann manifold can be approximately preserved with an overwhelming probability, as in (22) . Here are some further discussion:
1) The matrices discussed in Theorem 1 are conditioned to have unit-norm column vectors, i.e.,
This constraint is for convenience of proof and implies no loss of generality; actually, if there is any column
, the only difference is a multiplication of a constant. Therefore, it is sufficient that we only consider the parallelotopes spanned by unit-norm vectors.
2) An axillary parameter C s is introduced in Theorem 1. Indeed, the relationship between C s and C implies the role that C s plays in Theorem 1. It has been proved in Section IV that the relationship between C and C s is where
2 is a constant and 0 < C < ∞ is another constant only depending on the random matrix , the values of δ s and C is not explicitly determined. It can be seen that 1/ √ 2 ≤ C d < 1 holds for integer d ≥ 1 and the parameter C d tends to 1 as d increases. Therefore C s is the most significant parameter that influences the value of C , then affects the result of Theorem 1. As a matter of fact, for fixed ε > 0, if C s becomes smaller, then C will become larger, causing the lower bound in (21) to increase, meaning that the stable embedding is more difficult to achieve for smaller volumes. On other hands, C s is the lower bound of the volume of matrix S ∈ R N×d to ensure the validity of conclusion. In fact, if the volume of S is too small, i.e., vol d (S) is tending to zero, then the dimension of the corresponding subspace span(S) will become less than d. The volume-preserving properties for dimension d are somewhat meaningless for these subspaces with dimension less than d. As for another case, when C s = 1, the matrices we are concerned are orthogonal matrices, i.e., vol d (S) is constrained to be 1, Theorem 1 will still hold, but the term vol d (S) in (20) and (22) will disappear because vol d (S) = 1. This unitvolume condition is just a special case of the volume condition
3) The main result of volume preservation is shown in (22) and (20) . The parameter A and ε from Definition 3 can be easily derived from (22) . Furthermore, if M satisfies the bound in (21) , then log ratio of vol d ( S) and vol d (S) will concentrate around its expectation
It should be noted that this expectation value depends only on M and d, so N > M is not relevant here. The curve of (25) is plotted in Figure 1 , where M ranges from 500 to 5000 and d ranges from 10 to 70. It can be observed that the value of (25) is slightly less than 0, which means the effects of the random measurement matrix on the volume of subspaces are slightly "biased", and by "biased", we mean the log ratio of vol d ( S) and vol d (S) does not concentrate approximately around 0 but around (25) . Additionally, as M increases, (25) grows closer to 0, which indicates that more measurements produces less "bias" of the volumes of subspace. However, when d becomes larger, (25) deviates away from 0, which means the volume preservation becomes worse when the dimension of subspace increase.
Indeed, if we use asymptotic expansion [42] of the Digamma function ψ(x), which is ψ(x) = log x −
and it can be observed that as 
and if
holds with probability of at least 1 − e −t . Compared with the length-preserving embedding of unions of subspaces proposed by Davies et al, the measurement bound in (28) shows a little difference with (6). The main reason for these differences is that we use a different approximation method to analyze the probabilistic concentration of volumes of multi-dimensional parallelotopes, and this method may be slightly rougher for the 1-dimensional "parallelotope". As a whole, the measurement bound (28) for d = 1 is of the same order with (6) by Davies et al.
In addition, it appears in (27) that ψ[M/2] + log 2 − log M is less than 0, which means
and the result by Davies and Baraniuk et al. states [7] , [14] E(
The reason is that what we focus on is the concentration of the log ratio of s 2 and s 2 , and the difference between (30) and (31) can be explained by Jensen's Inequality, i.e.,
In brief, the result of Theorem 1 for 1-dimensional "parallelotopes" reduces back to the length-preserving embedding of unions of subspaces proposed by Davies et al, whereas Theorem 1 can be further extended to multi-dimensional scenarios.
5) The bound in (21) is the sufficient condition for a Gaussian random matrix ∈ R M×N to provide the volumepreserving embedding property. Here M should be of the order of:
Particularly, when d = 1,
which coincides with the result of stable embedding for unions of subspaces by Davies et al. Additionally, if d = k, then M should be of the order of:
These results indicate that we require additional compressive measurements to ensure the volume-based stable embedding property.
To be more specific, if we consider the conventional sparse
and if d = 1, (36) becomes the conventional RIP result, i.e., M ∼ O(k · log(N/k)).
C. Effect of Stable Embedding on a Generalized Distance Measure for Grassmann Manifold
In this section, we discuss the effect of the volumepreserving embedding on a generalized distance measure of compressed measurement signals on the Grassmann manifold. Without loss of generality, we prefer to consider each point in the original set in Grassmann manifold to be disjoint, which means different points in 3 . Before we present the second theorem, a corollary, which is derived from Theorem 1, is presented first.
Corollary 1: Consider theL := L(L − 1)/2 pairs of subspaces X i ⊕ X j from the finite set in Grassmann manifold G(k, N, L), with X i X j = {0}, i = j , and a random matrix 2 If X i X j = {0}, different methods exists to address the relationships between principal angles and volumes. These relationships are slightly complicated and trivial, so we simply focus on the most typical X i X j = {0} scenario and leave the X i X j = {0} for future work. 3 The result in Theorem 1 as well as the result in Corollary 1 will ensure that X i X j = {0}.
∈ R M×N with elements φ i, j being i.i.d Gaussian random variables with mean 0 and variance 1/M; for any constant 0 < C s < 1, and for every matrix
and there exists δ s > 0, and C, C > 0, depending on C s , such that for any 0 < ε < δ s (1 + C ), if:
holds with probability
where ψ(x) is the Digamma function. This corollary states a similar probabilistic result of the volume-preserving embedding property for all dimensions 1 ≤ d ≤ 2k, instead of the result for any given dimension in Theorem 1. According to Corollary 1, we obtain the second main result of this paper:
Theorem 2: Consider theL := L(L − 1)/2 pairs of subspaces X i ⊕ X j from the finite set in Grassmann manifold G(k, N, L), with X i X j = {0}, i = j , and a measurement matrix ∈ R M×N which satisfies the volume-preserving embedding property for all dimensions 1 ≤ d ≤ 2k, i.e., satisfies corollary 1; then the principal angles denoted
where ψ(x) is the Digamma function. Theorem 2 describes the effect of the volume-preserving embedding in Theorem 1 on the generalized distance measure of Grassmann manifold. It is proved that, the product of principal sines between points on the Grassmann manifold is theoretically approximately preserved, as is shown in (41) . Similar to previous results, the log ratio 
It also appears that (42) is slightly less than 0, and if M → ∞ and k/M < ∞, (42) will tend to 0.
The Monte-Carlo simulation results verifying the result of Theorem 2 are demonstrated in Figure 2 to Figure 5 , inspired by the simulation strategy in [11] . In the simulation, we choose a randomly generated measurement matrix ∈ R M×N , with each entry φ i j independently drawn from N (0, 1/M); and typically, we choose N = 5000, and the number of measurements M as 500 and 1000. For each , we generate 800 sets of randomly chosen principal angles θ 1 , · · · θ k under the constraint log k m sin θ m (X i , X j ) ≥ −5. And for each set of angles, 100 arbitrary pairs of points X i and X j on Gr(k, N) are generated, with dimensions k equal to 10 and 20, respectively. For each test pair X i and X j , the values of It can be observed that from Theorem 2, we obtain a theoretical guarantee for the close relationship between
therefore, we can use (43) to measure the distance between different compressed measurement signals on the Grassmann manifold specified by the data matrices Y i = X i and Y j = X j . Using this distance measure as in (43) has intrinsic advantages. First, it is easy to calculate, we only need to calculate a determinant directly on the received G(k, N, L) is theoretically preserved by Theorem 2. Thus, we believe that the distance measure in (43) is both theoretically trustworthy and computationally efficient.
IV. PROOF OF THE MAIN THEOREM
A. Proof of Theorem 1
This section presents the proof of Theorem 1. Motivated by (7) and (6) proposed by Davies et al. in [14] , we know that the Gaussian random measurement matrix can approximately preserve the distances between all pairs of vectors in union of subspaces with tremendous high probability. This intuitively implies that the volume of subspace spanned by these mutually distance-preserved vectors also should be approximately preserved, as demonstrated in Figure 6 . This is just the statement of Theorem 1.
Our proof of Theorem 1 includes three steps, namely, the concentration inequality, the covering number, and the union bound. In each step, several lemmas will be given as intermediate conclusions.
1) Step 1 (The Concentration Inequality):
The main conclusion of this step is:
Lemma 1: For any full rank matrix S ∈ R N×d , N > d and random matrix ∈ R M×N with elements φ i, j being i.i.d Gaussian random variables with mean 0 and variance 1/M; the volumes vol d (S) and vol d ( S) will satisfy
holds for any ε > 0, where C > 0 is a constant parameter, This lemma demonstrates that for any matrix S ∈ R N×d , the log ratio of the volumes, i.e., log(vol d ( S)/ vol d (S)), concentrates around its expectation with a probabilistic concentration inequality (45) . We can verify the result of this lemma via Monte-Carlo simulations, as shown in Figure 7 . 2) Step 2 (Covering Numbers): As mentioned, without loss of generality, when we consider matrices within points on the Grassmann manifold Gr(k, N), we are interested only in the so-called "unit-column" matrices, that is, the matrices that lie within each point on Grassmann manifold is constrained to have unit-norm columns. In this step, several lemmas are given as follows.
Lemma 2: Given any point X on the Grassmann manifold Gr 
with q j = q l , j = l, and
The cardinality of Q satisfies #(Q) ≤ j ≤ d) . Indeed, the theory of covering numbers states that for any given δ 0 , all unit-norm Euclidean points in a k-dimensional subspace X can be covered by a finite set of balls with radius δ 0 , and the cardinality of this finite set is bounded by (3/δ 0 ) k [7] , [43] . This lemma simultaneously covers different points s 1 
The constant According to these two lemmas, we can obtain the following lemma.
Lemma 4: Given any point X on the Grassmann manifold Gr(k, N) and a random matrix ∈ R M×N with elements φ i, j being i.i.d Gaussian random variables with mean 0 and variance 1/M; fix a constant 0 < C s < 1 and an integer 1 ≤ d ≤ k, there exists a constant δ s > 0 depending on C s . For any 0 < δ 0 < δ s , we have a finite set of unit-column matrices
where the cardinality #Q := m only depends on δ 0 and d, and Q 1 , · · · , Q m ∈ R N×d are full-rank matrices with span( Q 1 ), · · · , span( Q m ) ⊂ X ; such that for any unit-column matrix S ∈ R N×d satisfying span(S) ⊂ X , vol d (S) > C s , we can find a Q r ∈ Q(r = 1, · · · , m), and
is a constant depending on C s , d and , note that
√ 2 is a constant and 0 < C < ∞ is another constant only depending on the random matrix , the cardinality of the set Q satisfies
Proof: According to Lemma 2 and Lemma 3, we obtain
If we take
Lemma 4 is now proved.
3)
Step 3 (Union Bound): An immediate result from Lemma 1 and Lemma 4 is stated as follows:
Lemma 5: Consider any point on the Grassmann manifold X ∈ Gr(k, N), and a random matrix ∈ R M×N with elements φ i, j being i.i.d Gaussian random variables with mean 0 and variance 1/M; for any 0 < C s < 1 and any integer 1 ≤ d ≤ k, for every unit-column matrix S ∈ R N×d , span(S) ⊂ X , with vol d (S) > C s , we state that there exists δ s > 0, and C, C > 0, depending on C s , such that for any 0 < ε < d 
which holds with probability
Proof: According to the results from Lemma 4, we know that for any given 0 < C s < 1 and any integer 1 ≤ d ≤ k, for any given 0 < δ 0 < δ s we can always find a finite set Q such that (49) holds for every matrix S, span(S) ⊂ X with unit-norm columns and vol d (S) > C s . Combining the result of Lemma 1, Lemma 4 and the union bound, we obtain:
holds for every matrix S and any ε > 0 with probability
If we take ε = d Next, we finish the proof of Theorem 1.
Proof of Theorem 1:
The result of Lemma 5 shows the concentration inequality for all matrices in one point X i on Grassmann manifold, and we can use the union bound to extend the result to every point from the set in Grassmann manifold G(k, N, L) . Thus, for every matrix S satisfying span(S) ⊂ X i in every point of the set G(k, N, L) ,
52) holds with probability
Next, according to the Stirling's Inequality:
(3d
we state that if
Therefore, for the sufficient condition that (58) holds, we obtain
Thus, Theorem 1 is proved.
B. Proof of Corollary 1
According to Theorem 1, if we simultaneously consider two points (37) is a direct conclusion. Next, we know that all of theL = L(L − 1)/2 linear subspaces X i ⊕ X j will form a new finite set in Grassmann manifold, i.e.,
Next, for any given 0 < C s < 1 and any dimension 0 < d ≤ 2k, the Gaussian random measurement matrix ∈ R M×N will provide the volume-based stable embedding for every matrix X ∈ R N×d , with vol d (X) > C s , span(X) ⊂ X i ⊕ X j , which means that there exists δ s > 0 and C, C > 0 such that for any
if
holds with probability P ≥ 1 − e −t . Therefore, according to the union bound in probability, if we require the volume-based stable embedding property of all matrices X for all dimensions 1 ≤ d ≤ 2k and vol d (X) > C s , the sufficient condition is that there exists δ s > 0 and C, C > 0 such that for any 0 < ε < δ s (1 + C ) (i.e., less than the lowest bound in (61) when d = 1), if M satisfies the largest measurement bound for all d's (i.e., the bound in (62) when d = 2k), then the concentration inequality (39) will hold with probability
By replacing t with t + log(2k), we obtain the result of Corollary 1.
C. Proof of Theorem 2
Theorem 2 is proven using the result of Corollary 1. Consider every pair of points X i and X j in the set G(k, N, L), if we take their unit norm basis X i ∈ R N×k and X j ∈ R N×k , satisfying span( 4 The relationship between volume and principal angles implies
Because of the unit-norm condition on the columns of X i and X j , we have vol k (X i ) ≤ 1 and vol k (X j ) ≤ 1, the relationship in (66) also indicates that vol k (X i ) > C s and vol k (X j ) > C s , and thus
Next, according to (39) in Corollary 1, if the measurement matrix provides volume-based stable embedding for every matrix X with every dimension 1
and combined with (67), we prove this theorem.
V. CONCLUSION
In this paper, by formulating subspaces as points on the Grassmann manifold, we studied the stable embedding of linear subspaces via Gaussian random matrices, and proposed a volume-preserving embedding property of measurement matrices based on the Grassmann manifold. The Grassmann manifold enables us to establish a new theoretical framework to study multi-dimensional signals. In this paper, we proved a volume-based stable embedding of a finite set in Grassmann manifold via Gaussian random matrices. We showed that volumes of parallelotopes in every points of Grassmann manifold is preserved via Gaussian random measurement matrices. The number of compressive measurements required to ensure the stable embedding of Grassmann manifold with high probability was also obtained. This property is a multidimensional generalization of the conventional RIP or stable embedding property, which only concerns the preservation of length of vectors. Additionally, we further explored the application of this volume-based stable embedding property to study the embedding effect on a generalized distance measure for compressed measurement signals on the Grassmann manifold. We found that the generalized distance measure between compressed measurement signals on the Grassmann manifold, i.e., the product of principal sines, is well preserved via Gaussian random measurement matrices. Rigorous proof and discussions as well as numerical simulations were provided for validation. 
whereˆ d ∈ R M×d is also an i.i.d. Gaussian random matrix with entries satisfying the same distribution N (0, 1/M), the "F" above the equality means that the right side has the same distribution function as the left. Proof: As is stated in this lemma, the matrix S ∈ R N×d has full column rank, then the singular value decomposition of S is:
where U ∈ R N×N , V ∈ R d×d are orthogonal matrices of the left and right singular vectors, and
is a diagonal matrix whose entries are singular values
According to the definition of volume in (13),
It is not difficult to prove thatˆ d ∈ R N×d is still an i.i.d. Gaussian random matrix with entries satisfying the same distribution N (0, 1/M).
Next, because X d andˆ T dˆ d are both square matrices, we obtain
the result of this lemma is proved. Lemma 7 (Bartelett Decomposition, [42] 
The "F" above the equality indicates equality in distribution, and X 2 M− p+1 denotes a chi-square random variable of order
Combining the result of Lemma 6 and Lemma 7, we can prove Lemma 1.
Proof of Lemma 1: According to Lemma 6 and Lemma 7, we must derive the concentration inequality of the sum of d independent log χ 2 random variables in (75). Firstly, because [42] 
where ψ(x) is the Digamma function mentioned previously. Given that the entries of the Gaussian random matrix satisfy
Thus, we need to derive the concentration inequality for this random variable
According to Markov's Inequality, we state
holds for any ε > 0, λ > 0, where E(e λZ ), λ ∈ R is the Moment Generation Function. Thus ( [42] , [44, A.7] )
where (z) is the Gamma function. Taking the log of both sides, we obtain
According to the asymptotic expansion of the Gamma function and Digamma function [42] , we obtain
Using the Taylor's expansion of the logarithm function, we obtain
Consider the remainder term
in (84), for sufficiently large M, there exists
and let
holds for all M ≥ p. Thus, the result in (80) will become:
holds for a constant C > 0, and (79) becomes
which holds for any λ > 0. Thus, we can choose λ such that
We can easily prove the same result for P{−Z > ε}; as a result, Lemma 1 is proved.
APPENDIX B PROOF OF LEMMA 2
Lemma 2 is a direct derivation of the theory of covering numbers. From the knowledge of covering numbers [7] , [45] , for any given δ 0 > 0 and any given k dimensional linear subspace X , there exists a set Q of finite elements with cardinality #(Q) ≤ (3/δ 0 ) k , such that for every s ∈ X , s 2 = 1, we can find at least one q ∈ Q with q 2 = 1 satisfying
Then for any matrix S = [s 1 , · · · , s d ], span(S) ⊂ X with unit-norm columns and vol d (S) > C s , we can also find q j for each s j , such that
What we need to prove is that for an arbitrarily small δ 0 , these q j in corresponding with s j will be different for different j . Before we continue the proof of the main result, we need to prove
where P ⊥ l s j := s j − s j , s l s l denotes the projection of the vector s j onto the orthogonal completion of s l . The inequality (94) is not difficult to prove, because we know that, given any j = 1, · · · , d, for any l = j , both the following:
hold, therefore we have
On the other hand,
thus according to (97) and (98),
as a result P { = j } s j 
which holds for any 1 ≤ j = l ≤ d. Because 
If we let s l := s j + δ j,l , with δ j,l 2 := δ j,l , then
where the inequality comes from the Cauchy-Schwarz inequality | s j , δ j,l | ≤ s j 2 δ j,l 2 and s j 2 = 1, thus
which means
holds for any 1 ≤ j = l ≤ d; therefore
Now we are ready to proof the final result of this lemma, from (105), we know that for given 0 < C s < 1, we only need to take a certain δ (1) s that satisfies δ (1) s ≤ (1 − 1 − C 2 s )/2, then we will have
holds for for any 0 < δ 0 ≤ δ (1) s . In other words, if δ 0 is sufficiently small, we can always find a group of different q j , such that the different s j will be simultaneously covered by balls centered at different q j with radius δ 0 . From this point of view, the set Q is a subset from all d combinations of elements in Q that satisfies (106). Because #(Q) ≤ (3/δ 0 ) k , we obtain #(Q) ≤ If we consider the matrix Q r as a perturbation of S by a matrix E, where According to the definition of matrix norm, we state
where λ max (E T E) is the maximum eigenvalue of 
Therefore, Lemma 3 is now proved.
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