Abstract: This article considers estimation of the integrated covariance (ICV) matrices of high-dimensional diffusion processes based on high-frequency data in the presence of microstructure noise. We adopt the pre-averaging approach to deal with microstructure noise, and establish the connection between the underlying ICV matrix and the pre-averaging estimator in terms of their limiting spectral distributions (LSDs). A key element of the argument is a result describing how the LSD of (true) sample covariance matrices depends on that of sample covariance matrices constructed from noisy observations. This result enables one to make inferences about the covariance structure of underlying signals based on noisy observations. We further propose an alternative estimator, the pre-averaging time-variation adjusted realized covariance matrix, which possesses two desirable properties: it eliminates the impact of noise, and its LSD depends only on that of the targeting ICV through the standard Marčenko-Pastur equation when the covolatility process satisfies certain structural conditions.
Introduction
Diffusion processes are commonly used to model stock price processes. For example, suppose that we have p stocks whose log price processes are denoted by (X j t ) for j = 1, . . . , p. Let X t = (X 1 t , . . . , X p t )
T . Then, a widely used model for (X t ) is dX t = µ µ µ t dt + Θ Θ Θ t dW t , t ∈ [0, 1], (1.1)
where µ µ µ t = (µ 1 t , . . . , µ p t ) T is a p-dimensional drift process, Θ Θ Θ t is a p × p matrix for any t, and is called the covolatility process, and (W t ) is a p-dimensional standard Brownian motion. The interval [0, 1] stands for the time period of interest, which for ease of exposition in the following we take to be one day.
The integrated covariance (ICV) matrix
plays an important role in financial applications such as portfolio allocation and risk management. In practice, a major challenge is estimating the ICV matrix based on intraday observations. A classical estimator of the ICV matrix is the so-called realized covariance (RCV) matrix, which is defined as follows. Suppose that (X t ) can be observed at time points t i = i/n for i = 0, 1, . . . , n. Then, the RCV matrix is defined as For a single stock or small number of stocks, the RCV matrix converges to the ICV matrix as observation frequency n goes to infinity. However, such convergence no longer holds in the high-dimensional setting. Consider the simplest situation when the drift process vanishes and the covolatility process is a constant matrix. Then, the RCV matrix can be rewritten as a usual sample covariance matrix. For any p × p Hermitian matrix A, define its empirical spectral distribution (ESD) F A (·) as
where I(·) is the indicator function, and λ A 1 ≤ . . . ≤ λ A p are the eigenvalues of A. It is well known from random matrix theory that when the dimension p and the number of observations n grow at the same rate, the ESD of the sample covariance matrix tends to a limit that is determined by the limiting spectral distribution (LSD) of the underlying population covariance matrix. In addition, the two limits can be very different, indicating that the sample covariance matrix has a poor performance when used to estimate the population covariance matrix. Hence, even in the simplest situation, in the high-dimensional setting, RCV is not a good estimator of the targeting ICV matrix. It is an even worse estimator when further complications arise.
In addition to the curse of dimensionality, another major issue is stochastic volatility, that is, the covolatility process (Θ Θ Θ t ) changes over time, as various empirical studies have documented. Zheng and Li (2011) show that the LSD of the RCV depends on the covolatility process not only through the targeting ICV, but also on how the covolatility process varies over time. An important implication of their finding is that the algorithms in El Karoui (2008) , Mestre (2008) and Bai, Chen and Yao (2010) etc. cannot be directly applied to estimate the ESD of the underlying ICV matrix, as they are tailored to the standard Marčenko-Pastur equation. Instead, the time variability of (Θ Θ Θ t ) needs to be taken into account and the generalized Marčenko-Pastur equation in Theorem 1 of Zheng and Li (2011) made use of.
There is yet another challenge in estimating the ICV matrix, that is, microstructure noise, the main focus of this article. In practice, the process X = (X t ) t≥0 is always observed with errors; that is, instead of X ti , we observe Y ti , which is a contaminated version of X ti . The following model is widely used
where (ε ε ε i ) 0≤i≤n are i.i.d., independent of X t , with E(ε ε ε i ) = 0 and Cov(ε ε ε i ) = Σ Σ Σ e = diag(d where for any numbers a 1 , a 2 , . . . , diag(a 1 , a 2 , . . .) stands for the diagonal matrix with diagonal entries a 1 , a 2 , . . . . Recent years have seen extensive effort devoted to the estimation of the ICV matrix based on high-frequency data. For the one-dimensional case, in which the ICV matrix is reduced to a scalar known as integrated volatility, and the low-dimensional case, in which dimension p is fixed, widely used estimation methods include the subsampling scheme ], two-scales realized volatility ], multi-scale realized volatility [Zhang (2006) ], realized kernels [Barndorff-Nielsen et al. (2008) ], pre-averaging method [Jacod et al. (2009) ; Podolskij and Vetter (2009)] , and quasi-maximum likelihood method [Xiu (2010) ]. For the highdimensional setting, in which both dimension p and number of observations n grow to infinity, Wang and Zou (2010) construct consistent estimators of the ICV matrix under certain sparsity assumptions; Tao et al. (2011) propose a method that combines high-frequency and low-frequency dynamics via a factor model; Zheng and Li (2011) investigate the LSD of the RCV matrix and that of an alternative estimator of the ICV matrix; Fan, Li and Yu (2012) estimate the ICV matrix for portfolio selection under gross-exposure constraint.
In this article, we focus on limiting properties, in particular, the LSDs of two estimators of high-dimensional ICV matrices based on high-frequency noisy observations {Y ti }. One such estimator is based on the pre-averaging approach. We call it the pre-averaging realized covariance (PA-RCV) matrix, and demonstrate how its LSD depends on the covolatility process and the LSD of the targeting ICV matrix (see Theorem 3.1 below). In principle, this enables one to recover the LSD of the ICV matrix by extending the algorithms in El Karoui (2008), Mestre (2008) and Bai, Chen and Yao (2010) .
A key ingredient in establishing the aforementioned result, which is of independent interest, is a result that describes how the LSD of (true) sample covariance matrices depends on that of sample covariance matrices constructed from noisy observations. The result, which we present in Theorem 3.2, paves the way for making inferences about the covariance structure of the underlying signals based on noisy observations. Furthermore, because the covolatility process is unobservable, we propose an alternative estimator, the pre-averaging time-variation adjusted realized covariance (PA-TVARCV) matrix. The PA-TVARCV possesses the desirable property that its LSD depends only on that of targeting ICV through the (standard) Marčenko-Pastur equation when the covolatility process satisfies certain structural conditions.
The rest of the paper is organized as follows. In Section 2, we introduce the PA-RCV matrix. Section 3 then demonstrates how the LSD of the PA-RCV matrix depends on the covolatility process and the targeting ICV and, more generally, how the LSD of (true) sample covariance matrices depends on that of sample covariance matrices constructed from noisy observations. The alternative estimator, the PA-TVARCV matrix, is introduced in Section 4, in which we also study its LSD. Section 5 presents the results of simulation studies. Proofs are given in Section 6.
Notation. For any real matrix A, A = λ max (AA T ) denotes its spectral norm, where A T is the transpose of A, and λ max denotes the largest eigenvalue. For any z ∈ C, write (z) and (z) as its real and imaginary part, respectively, andz as its complex conjugate. For any Hermitian matrix A, m A (·) denotes its Stieltjes transform which is defined as
For any vector x, |x| stands for its Euclidean norm. I p denotes the p × p identity matrix. We use the following notation:
→ denotes weak convergence. Throughout the paper, C, C 0 , C 1 , etc., denote generic constants whose values may change from line to line.
Pre-averaging approach
To deal with microstructure noise, we adopt the pre-averaging approach proposed in Jacod et al. (2009) and Podolskij and Vetter (2009) . More specifically, we choose a number θ ∈ (0, ∞) and let moving window length k = [θ √ n]. Then, the intervals [(i − 1)/n, i/n], i = 1, . . . , 2k · [n/(2k)], can be grouped into m := [n/(2k)] pairs of non-overlapping windows. Next, we introduce the following notation for any process V = (V t ) t≥0 ,
We further define the PA-RCV matrix as
(2.1)
The matrix Σ Σ Σ P ARCV p can be viewed as the sample covariance matrix based on observations ∆ 2i X + ∆ 2i ε ε ε, which model the situation of information vector ∆ 2i X being contaminated by additive noise ∆ 2i ε ε ε. Dozier and Silverstein (2007b) consider such information-plus-noise-type sample covariance matrices as
where ε ε ε n is independent of (A n ) p×n , and consists of i.i.d. complex entries with zero mean and unit variance. The authors show that if F AnA T n /n converges almost surely, then so does F Sn . They further show how the LSD of S n depends on that of A n A T n /n (see equation (1.1) therein). In this article, we investigate the problem from a different angle. We shall show how the LSD of A n A T n /n depends on that of S n . Our motivation for seeking such a relationship is that, in practice, we are usually interested in making inferences about signals A n based on noisy observations A n + σ n ε ε ε n . Therefore, a more practically relevant result is a relationship that describes how the LSD of A n A T n /n depends on that of S n . Let us mention that inverting the aforementioned relationships is in general notoriously difficult. For example, the Marčenko-Pastur equation, which is very similar to equation (1.1) in Dozier and Silverstein (2007b) and describes how the LSD of the sample covariance matrix depends on that of the population covariance matrix, is long-established, but it was only a few years ago that researchers [El Karoui (2008) ; Mestre (2008) ; Bai, Chen and Yao (2010) etc.] realized how the (unobservable) LSD of the population covariance matrix can be recovered based on the (observable) LSD of the sample covariance matrix. One of our results, Theorem 3.2, provides an approach that allows one to derive the LSD of A n A T n /n based on that of S n .
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We now write ∆ 2i V in a form that is more convenient for our future use:
In other words, the quantity ∆ 2i V can be expressed as a weighted sum of increments ∆ i V. Following Zheng and Li (2011), we focus on a special class of diffusion processes for which we (i) investigate the relationship between the LSD of Σ Σ Σ P ARCV p and that of Σ Σ Σ
ICV p
, and (ii) propose an alternative estimator of the ICV matrix that overcomes some practical challenges involved in using Σ Σ Σ P ARCV p to make inferences about Σ Σ Σ ICV p . Definition 2.1. Suppose that (X t ) is a p-dimensional process satisfying (1.1). We say that (X t ) belongs to Class C if, almost surely, there exist (γ t ) ∈ D([0, 1]; R) and Λ Λ Λ a p × p matrix satisfying tr(Λ Λ ΛΛ Λ Λ T ) = p such that Observe that if (X t ) belongs to Class C, then the ICV matrix
Furthermore, if the drift process µ µ µ t ≡ 0 and (γ t ) is independent of (W t ), then, conditional on (γ t ) and using (2.2), we have
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Similarly, we have
where e i consists of i.i.d. random variables with zero mean and unit variance. Therefore, the PA-RCV matrix
Motivated by this observation, we develop one of our main results, Theorem 3.2, which relates the LSD of the true sample covariance matrix to the sample covariance matrix constructed from noisy observations.
LSD of PA-RCV matrix
Theorem 3.1. Suppose that for all p, (X t ) is a p-dimensional process in Class C for some drift process µ µ µ t = (µ converge almost surely to probability distributions H and F , respectively, where
Moreover, if F admits a bounded density over a finite interval and possibly a point mass at 0, then we have the following relationships
where m A (z) denotes the Stieltjes transform of the LSD of
and is the unique solution to equation
in the set
and M (z), together with another function m(z), uniquely solve the following equations in 
asserts that the ESD of Remark 3.2. Although Theorem 3.1 is stated for the case of noise components that have the same standard deviations, it can also be applied to the general case. Suppose that the covariance matrix Σ Σ Σ e is a general diagonal ma-
. We can then artificially add additionalε ε ε i to the original observations, whereε ε ε i are independent of ε ε ε i , and are i.i.d. with zero mean and covariance matrix Σ Σ Σ e = diag(d Theorem 3.1 is a direct consequence of the following theorem and Theorem 1 in Zheng and Li (2011) .
(B.i) A n is p×n, independent of ε ε ε n , and if we let
where F
A is a nonrandom probability distribution with Stieltjes transform denoted by m A (·); (B.ii) σ n > 0 with lim n→∞ σ n = σ ∈ (0, ∞); (B.iii) ε ε ε n = ( ij ) is p × n with the entries ij being i.i.d. and centered with unit variance; and (B.iv) n = n(p) with y n = p/n → y > 0 as p → ∞. Then, almost surely, the ESD of S n converges in distribution to a nonrandom probability distribution F . Moreover, if F admits a bounded density f over a finite interval and possibly a point mass at 0, then for all z ∈ C + such that the integral on the right hand side of (3.4) below is well-defined, m A (z) is determined by F in that it uniquely solves the following equation
Remark 3.3. Since m A (z) → 0 and zm A (z) → −1 as (z) → ∞, the imaginary part of the denominator of the integrand on the right hand side of (3.4) is asymptotically equivalent to − (z) as (z) → ∞, and so the integral is welldefined for all z with (z) sufficiently large. We conjecture that (3.4) is satisfied for all z ∈ C + , but there seems to be no easy way to prove this conjecture. Note however that by the uniqueness theorem for analytic functions, knowing the values of m A (z) for z with (z) sufficiently large is sufficient to determine m A (z) for all z ∈ C + . Equation (3.4) shows explicitly how the LSD of the covariance matrix of the underlying signals depends on that of the sample covariance matrix constructed from noisy observations. In practice, as the ESD of S n is observable, we can solve equation (3.4) for m An (z), which fully characterizes the ESD of A n , thus allowing us to make inferences about the covariance structure of the underlying signals.
We first prove Theorem 3.2 in Section 6.1, and then prove Theorem 3.1 in Section 6.2.
Pre-averaging time-variation adjusted realized covariance (PA-TVARCV) matrix
In principle, Theorem 3.1 can be used to recover the ESD of the ICV matrix. However, in practice, the process (γ s ) is not observable. Moreover, developing an algorithm to recover F
based on the equations in Theorem 3.1 would be challenging. Accordingly, we draw ideas from Zheng and Li (2011) and further propose an alternative estimator that overcomes these difficulties.
First, based on the estimator (3.6) in Jacod et al. (2009), we define
where n = [ϑ √ n] for some ϑ ∈ (0, ∞),
Second, we define our alternative estimator, which is an extension of the TVARCV matrix introduced in Zheng and Li (2011) to our noisy setting. We call this estimator the PA-TVARCV matrix. To begin, we fix an α ∈ (1/2, 1) and θ ∈ (0, ∞), and let k = [θn α ] and m = [n/(2k)]. The PA-TVARCV matrix is then defined as
Note that here window length k has a higher order than in Theorem 3.1. For the simplest case when µ µ µ t ≡ 0, γ t ≡ C and Λ Λ Λ = I p , after pre-averaging, the underlying returns are O p ( k/n) and the noises are O p ( 1/k). In Theorem 3.1, we balance the orders of the two terms by choosing k = O( √ n) to achieve the optimal convergence rate. In Theorem 4.1 below, we take k = O(n α ) for some α > 1/2 to eliminate the impact of noise.
We now introduce a number of assumptions.
(C.i) The noises (ε ε ε i ) 1≤i≤n are independent of (X t ), are i. 
, and a sequence of index sets I p satisfying I p ⊂ {1, . . . , p} and #I p ≤ η p such that (γ p t ) may depend on (W t ) but only on (W j t : j ∈ I p ); (C.iii) there exists a C 2 < ∞ such that for all p, |γ p t | ∈ (1/C 2 , C 2 ) for all t ∈ [0, 1) almost surely; (C.iv) there exists a C 3 < ∞ such that for all p and all j, the individual volatilities
for some θ ∈ (0, ∞) and α ∈ (1/2, 1), and m = [ 
The two assumptions are, however, perfectly compatible in practice when we deal with finite samples. In fact, take the choices of (p, n, k) in the simulation studies (Section 5 below) for example. There we set n = 23, 400 and k = 250. Such a k can be thought of 1.63 √ n which fits the setting of Assumption (A.vii), but it can as well be thought of n 0.55 which fits the setting of Assumption (C.vii). Similarly, a finite p can be thought of O( √ n) as well as O(n 1−α ). The simulation results also show that both Theorems 3.1 and 4.1 apply for the same choices of (p, n, k).
We have the following convergence result regarding the ESD of our proposed estimator PA-TVARCV matrix Σ Σ Σ p .
Theorem 4.1. Suppose that for all p, (X t ) is a p-dimensional process in Class C for some drift process µ µ µ t = (µ
T and covolatility process (Θ Θ Θ t ) = (γ p t Λ Λ Λ p ). Suppose also that Assumptions (A.i), (A.ii) and (A.iii) in Theorem 3.1 hold. Under Assumptions (C.i)-(C.vii), we have as p → ∞, the ESDs of Σ Σ Σ ICV p and Σ Σ Σ p converge almost surely to probability distributions H and F , respectively, where H satisfies (3.1), and F is determined by H through Stieltjes transforms via the following Marčenko-Pastur equation
The proof of Theorem 4.1 is given in Section 6.3.
Simulation studies
In this section, we present the results of simulation studies carried out to illustrate the behavior of the ESDs of the PA-RCV and PA-TVARCV matrices.
In the following simulation, we takeΣ Σ Σ p to be a diagonal matrix whose diagonal entries are 1/6.1, 3/6.1, and 10/6.1 with multiplicities 0.2p, 0.3p and 0.5p, respectively. Here, we divide each diagonal entry by 6.1 so that tr(Σ Σ Σ p ) = p.
We introduce the following reference matrix for comparison purpose
where Z m = (Z ij ) p×m consists of independent standard normal random variables. We compare the ESDs of the PA-RCV and PA-TVARCV matrices with that of S p because the LSDs of S p and Σ Σ Σ ICV p are related to each other via the same Marčenko-Pastur equation (4.4). According to Theorem 4.1, the ESDs of the PA-TVARCV matrix and S p should be close to each other. In contrast, according to Theorem 3.1, the LSD of the PA-RCV matrix is affected by the time-variability of the (γ t ) process. Thus if (γ t ) is time-varying, the ESDs of the PA-RCV matrix and S p should be distinguishable.
In the two following figures, we use blue dashed lines to represent the ESDs of the PA-RCV matrices, black bold dashed lines to represent those of the PA-TVARCV matrices, and red dashed lines to represent those of S p .
Design I: (γ t ) is piecewise constant
We first consider the case of a piecewise constant volatility path. More specifically, we take (γ t ) to be
The individual daily volatilities then range from around 0.8% to 2.5%, similar to what one observes in practice.
In Figure 1 , we compare the ESDs of PA-RCV and PA-TVARCV matrices for different ps but a fixed n and k. We plot the ESDs of the PA-RCV and PA-TVARCV matrices and S p for the case of n = 23, 400 and k = 250(≈ 1.63 √ n ≈ imsart-generic ver. 2014/07/30 file: ICV_generic_07Sep2014.tex date: September 9, 2014 n 0.55 ). Note that n = 23, 400 corresponds to one observation per second on a regular trading day. We can see from Figure 1 that (i) the ESDs of the PA-RCV matrices are indeed quite different from those of S p , demonstrating that the former are sensitive to the time-variability of the (γ t ) process, and (ii) the ESDs of the PA-TVARCV matrices closely match those of S p , indicating that, in contrast to the PA-RCV matrix, the ESD of the PA-TVARCV matrix is robust to the time-variability of the (γ t ) process. Moreover, the difference between the ESDs of the PA-TVARCV matrix and S p actually becomes smaller as dimension p increases.
Design II: (γ t ) is continuous
We now consider the case of a continuous (but nonconstant) volatility process. We take γ t = 0.0009 + 0.0008 cos(2πt),
Still with n = 23, 400 and k = 250, in Figure 2 we can see similar phenomena concerning the ESDs of PA-RCV and PA-TVARCV matrices and S p to those in Figure 1 . 6. Proofs
Proof of Theorem 3.2
Theorem 3.2 is a consequence of the following proposition.
Proposition 6.1. Under the assumptions of Theorem 3.2, there exists a constant K * > 0 such that almost surely, for all z ∈ C * := {z ∈ C + : (z) > K * } , we have
where for all p large enough, t n is the unique solution to the equation (6.2) in the set
The proof of Proposition 6.1 is given in Section 6.1.3 after some preparation works have been done in Sections 6.1.1 and 6.1.2. In Section 6.1.4 we show how to establish Theorem 3.2 based on Proposition 6.1.
To prove Proposition 6.1, we shall use the following results from Dozier and Silverstein (2007b) . By Theorem 1.1 therein, the sequence {F Sn } converges weakly to a probability distribution F . Moreover, by using the same truncation and centralization technique as in Dozier and Silverstein (2007b) , we may assume that (D.i) | 11 | ≤ a log(n) for some a > 2, (D.ii) E 11 = 0, E| 11 | 2 = 1, and
In addition to equation (6.2), we shall also study its limiting equation
where m(·) is the Stieltjes transform of the probability distribution F . Throughout this subsection, we assume that F admits a bounded density f supported by a finite interval [a, b] and possibly a point mass at zero.
Properties of t n and t
Lemma 6.1. There exists a constant K 1 > 0 such that for all z ∈ C 1 := {z = u + iv : v > K 1 }, for all n large enough, equation (6.2) admits a unique solution in D.
Proof. Rewrite equation (6.2) as
Sn (x).
(6.6)
Firstly, under the assumptions of Theorem 3.2, by Theorem 1.1 in Bai and Silverstein (2012) , if we let [a n , b n ] be an interval containing the support of F Sn , then we may assume that for all large n, b n ≤ b := b+1. Let σ = σ +1, y = y +1 and K 1 = 2 σ y b. Since σ n → σ and y n → y, we have for all large n and for all t ∈ D, σ n < σ, y n < y, and
We will apply the Banach fixed point theorem to show that for all n large enough, there exists a unique point t * ∈ D such that G(t * ) = t * . The desired conclusion then follows.
Step (i): we prove that the mapping G is defined from D to D. From the definition of G(t) and that t ∈ D, we have
and hence for all n large enough,
where the last inequality follows from the fact that for any z ∈ C 1 ,
Step (ii): we shall show that G : D → D is a contraction mapping. In fact, for any two points t, t ∈ D,
Using Cauchy-Schwartz inequality we get that almost surely for all n large enough, for all t, t ∈ D,
, which is strictly smaller than 1 when z ∈ C 1 . Therefore the mapping G is contractive in D, and the Banach fixed point theorem guarantees the existence of a unique solution to equation (6.2).
Lemma 6.2. Suppose that t solves equation (6.5) for z ∈ C + . Write t = t 1 + it 2 and z = u + iv. Then 0 < t 2 < v/σ 2 ; moreover, as v → ∞, uniformly in u, one has t 2 → 0 and t 1 → −1.
Proof. Taking imaginary parts on both sides of equation (6.5) yields
It is then straightforward to verify that t 2 > 0 and v − t 2 σ 2 > 0. Furthermore, since
Denote w = u − t 1 σ 2 and θ = v − t 2 σ 2 . By (6.9), if F admits a bounded density f and possibly a point mass at 0, then
Since f (w + θl) is bounded and x = w + θl ∈ (a, b) when l ∈ ( a−w θ , b−w θ ), there exists a constant C such that
This, combined with (6.10), implies that
In particular, uniformly in u,
Moreover, from (6.5) we get
Thus as v → ∞,
also uniformly in u.
Lemma 6.3. There exists a constant K 2 ≥ K 1 such that for any z ∈ C 2 := {z = u + iv : v > K 2 }, equation (6.5) admits a unique solution.
Proof. Firstly, by the same proof as for Lemma 6.1, one can show that for all z = u + iv with v ≥ K 1 , equation (6.5) admits a unique solution in D defined in (6.3). Moreover, by Lemma 6.2, if t = t 1 + it 2 solves (6.5), then t 2 > 0; furthermore, we can find a constant K 2 such that if t solves (6.5) for z with v(= (z)) ≥ K 2 , then we must have t 2 ≤ v/(2 σ 2 ). The latter two properties imply that for all z with v ≥ K 2 , the solution to (6.5) must lie in D. Redefining K 2 = max(K 1 , K 2 ) if necessary, we see that for all z ∈ C 2 , (6.5) admits a unique solution.
Lemma 6.4. There exists a constant K 3 ≥ K 2 such that the solution t = t(z) to (6.5) is analytic on C 3 := {z = u + iv : v > K 3 }.
Proof. Define a function G as
That t(z) solves (6.5) is equivalent to G(z, t(z)) = 0. Write z = u + iv and t = t 1 + it 2 . By taking the partial derivative with respect to t we get
Note that x
which, by (6.12), goes to zero as v → ∞. Thus there exists a constant K 3 > 0 such that for all z ∈ C 3 , ∂G/∂t(z, t(z)) = 0. It follows from the implicit function theorem and Lemma 6.2 that t = t(z) is analytic on C 3 .
Lemma 6.5. Suppose that t n solves equation (6.2) for z ∈ C 2 , then (t n ) > 0 and (z − t n σ 2 n ) > 0; moreover if t n is the unique solution in the set D, then with probability one, as n → ∞, t n converges to a nonrandom complex number t which uniquely solves equation (6.5).
Proof. Write z = u + iv and t n = t n1 + it n2 . Similar to the proof of Lemma 6.2, taking imaginary parts on both sides of equation (6.2), one can easily show that t n2 > 0 and v − t n2 σ 2 n > 0. Next we show that {t n } is tight, in other words, for any ε > 0, there exists C > 0, such that for all n large enough, P (|t n | > C) < ε. Since 0 < t n2 < v/σ 2 n , it suffices to show that {|t n1 |} is tight.
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Thus equation (6.2) can also be expressed as
Taking real parts on both sides yields
Solving for (t n ) yields
(6.14)
Now suppose that {t n1 = (t n )} is not tight, then with positive probability, there exists a subsequence {n k } such that | (t n k )| → ∞. By (6.14), we have
However, as k goes to infinity, if | (t n k )| → ∞, since {F S n k } is tight and σ n k → σ > 0, one gets that the RHS goes to 1. This contradicts the supposition that | (t n k )| → ∞.
Next, for any convergent subsequence {t n k } in set D, by (6.7), for all n k large enough, we have v − (t n k )σ 2 n k ≥ v/2. We can then apply the dominated convergence theorem to conclude that the limit point of {t n k } must satisfy equation (6.5). By Lemma 6.3, the solution is unique, hence the whole sequence {t n } converges to the unique solution to equation (6.5).
Some further preliminary results
Let K * = max{K 1 , K 2 , K 3 } ( = K 3 ) for K 1 , K 2 and K 3 defined in Lemmas 6.1, 6.3 and 6.4, respectively. And define C * = {z ∈ C + : (z) > K * }. Below we work with z ∈ C * .
Let a j and j , j = 1, . . . , n, be the jth column of A n and ε ε ε n , and let
For any complex number t n such that (z − t n σ 2 n ) > 0, define
According to equation (2.2) in Silverstein and Bai (1995) , we have
Thus using the identity
, we obtain that
Next we introduce another definition of t n , as the solution to the following equation
We claim that the definition of t n in (6.18) is equivalent to the earlier definition of defining t n to be the solution to equation (6.2). In fact, write
Right-multiplying both sides by R −1 n and using (6.16) yield
Taking trace on both sides and dividing by n one gets that
This shows that if t n satisfies (6.18), then t n satisfies equation (6.2). On the other hand, if t n satisfies equation (6.2), from (6.19) we have
namely, t n satisfies (6.18).
We proceed to analyze the difference in (6.1). Since
we have
Recall the definitions of R n , R nj , B n and β j in (6.15). Using (6.17) we have
(6.20)
Certainly η j = γ j , but introducing γ j makes the computations below more clear.
Recall that ξ ξ ξ j = (1/ √ n)(a j + b j ), and so β
where
β jηj , and
where in the last equality we used the equivalent definition (6.18) of t n .
Lemma 6.6. Suppose that t n solves equation (6.2) for z = u + iv ∈ C * , then
where the last inequality is due to Lemma 6.5. Therefore,
imsart-generic ver. 2014/07/30 file: ICV_generic_07Sep2014.tex date: September 9, 2014 Lemma 6.7. Suppose that t n solves equation (6.2) for z = u + iv ∈ C * , then B −1 n is bounded by v −1 .
Proof. Any eigenvalue of B n = 1 n(1 + δ n )
A n A T n − zI p can be expressed as
where the last step follows from the fact that (δ n ) = y n σ 2 n (m n (z−t n σ 2 n )) > 0, thanks to Lemma 6.5.
Lemma 6.8. Suppose that t n solves equation (6.2) for z = u + iv ∈ C * , then the random variables j satisfy
, where j can be any of η j ,η j , γ j andγ j defined in (6.20), and C is a constant independent of n.
Proof. We shall only establish the inequality for η j (= γ j ); the other two variablesη j andγ j can be handled in a similar way by using Lemma 6.7.
Since for any Hermitian matrix A and z ∈ C + , (A − zI) −1 ≤ 1/ (z), we have by Lemma 6.5 that
, and max
Recall that b j = σ n j , and j satisfies E( j T j ) = I p . The strengthened assumption (D.iii) implies that |a j | ≤ C √ n log n. Note also that j is independent of R −1 nj and a j . Moreover, using Lemma A.1 in the Appendix, assumption (D.i) and (6.22), we get
Lemma 6.9. Suppose that t n solves equation (6.2) for z = u + iv ∈ C * , then the random variables w j andŵ j satisfy
Proof. Using (D.i), (6.22), Lemmas 6.7 and A.1, and Lemma 2.6 in Silverstein and Bai (1995) , we obtain
The result forŵ j can be proved similarly.
6.1.3. Proof of Proposition 6.1
Proof. Recall the ∆ j , j = 1, 2, 3 defined in (6.21). The proof will be completed if we show ∆ j → 0 almost surely for all j = 1, 2, 3. By (6.22), (D.iii) and Lemma 6.7, there exists a constant C such that max j=1,...,n
, and max j=1,...,n
Moreover, by Lemmas 6.2, 6.5 and the convergence of {F Sn }, we have as p → ∞, 24) and (δ) > 0. In particular, for all n large enough, we have Hölder's inequality, for any ε > 0, we have
where the last step follows from Lemmas 6.6 and 6.9. Thus ∆ 3 → 0 almost surely by Lemmas 6.5, 6.2 and the Borel-Cantelli Lemma.
Similarly we can prove that ∆ j → 0 almost surely for j = 1, 2 by using Lemmas 6. 6, 6.7, 6.8, 6 .9 and inequalities (6.23), (6.25).
Proof of Theorem 3.2
Proof. We first show that equation (1.1) in Dozier and Silverstein (2007b) can be derived from Proposition 6.1.
For any fixed z ∈ C * , by Proposition 6.1, Lemmas 6.5, 6.2, 6.7, and the dominated convergence theorem we obtain that (6.26) where t is the unique solution to equation (6.5) and δ = yσ 2 m(z−tσ 2 ). Moreover, if we let γ(z) = z − t(z)σ 2 , then by the definition (6.5) of t and the convergence (6.24) we have
Substituting the expressions of t, δ and z in terms of γ into equation (6.26) yields 27) where γ ∈ C γ := {γ = z − t(z)σ 2 : z ∈ C * }. Next we show that (6.27) holds for all γ ∈ C + . In fact, by Lemma 6.4, γ(z) is analytic on C * . In particular, for any convergent sequence {z
all in C γ ⊆ C + ; moreover, γ m and γ ∞ all satisfy equation (6.27). Noting that equation (6.27) is well-defined for all γ ∈ C + , by the analyticity of m(γ) on C + and the uniqueness theorem for analytic functions, we conclude that equation (6.27) holds for every γ ∈ C + , in other words, equation (1.1) in Dozier and Silverstein (2007b) holds.
In the following, we will show that equation (3.4) in Theorem 3.2 holds. For any z ∈ C * , denote α(z) = z(1+δ(z)), where, recall that, δ(z) = yσ 2 m(γ) and γ = z − tσ 2 . We further define
We will show the following facts:
. In fact, we can rewrite equation (6.26) as
Noting that δ = yσ 2 m(γ), we have
, and hence g(α) = 1
By substituting (6.28) and δ = yσ 2 m(γ) into equation (6.5), we obtain
That is,
Therefore,
namely, (F.ii) holds. Next, by (6.27) and the definitions of α and d(γ) and (F.ii), we have
Using the facts (F.i) and (F.ii) we obtain that
(6.29)
By plugging in the expression of g(α), we see that for all α = α(z) = z(1+δ(z)), m A (α) satisfies
.
It follows from the uniqueness theorem for analytic functions that the above equation holds for all α ∈ C + such that the integral on the right hand side is well-defined.
It remains to show that the solution to equation (3.4) is unique in the set D A defined in (3.5). In fact, suppose otherwise that m 1 = m 2 ∈ D A both satisfy equation (3.4). Define for j = 1, 2, Using (6.30) and (6.32) we can rewrite α as
Observing that the Stieltjes transforms m(γ 1 ) and m(γ 2 ) are uniquely determined by equation (6.27) at points γ 1 and γ 2 respectively, together with (6.33), we obtain
, which implies that m(γ 1 ) = m(γ 2 ). It then follows from (6.31) that m 1 = m 2 , a contradiction.
Proof of Theorem 3.1
Proof. For notational ease, we shall sometimes omit the superscripts p and n in the arguments below: thus, we write µ µ µ t instead of µ µ µ 
for all x ≥ 0.
Next, by Theorem 3.2 in Dozier and Silverstein (2007a) , the assumption that F has a bounded support implies that H has a bounded support as well. Thus Assumption (A.iii ) in Zheng and Li (2011) that H has a finite second moment is satisfied.
We proceed to show the convergence of Σ Σ Σ P ARCV p . As discussed in Section 2, if the diffusion process X belongs to Class C, the drift process µ µ µ t ≡ 0, and (γ t ) is independent of (W t ), then conditional on {γ t }, we have (6.34) where w i is as in (2.5) and is independent of Z i , and
T consists of independent standard normals. Hence, Σ Σ Σ P ARCV p has the same distribution as S P A m defined as (6.35) and e i 's are i.i.d. with mean 0 and covariance matrix I p . Claim 1. Without loss of generality, we can assume that the drift process µ µ µ t ≡ 0 and (γ t ) is independent of (W t ).
In fact, firstly whether the drift term (µ µ µ t ) vanishes or not does not affect the LSD of Σ Σ Σ P ARCV p . To see this, note that ∆ 2i X = V i + Z i , where In fact, using the boundedness of (γ t ) assumed in (A.vi) and that k = [θ √ n], one can easily show that max i,n m|w Suppose that (γ * t ) has J jumps for J ≥ 1. For each j = 1, . . . , J, there exists an j such that the jth jump falls in the interval [(2 j − 2)k/n, (2 j k)/n). Then where the last step follows from Lemma 3 in Cai et al. (2014) . Hence by the Borel-Cantelli Lemma, term I in (6.42) tends to zero almost surely. The desired convergence then follows from Assumption (A.ii).
Proof of Proposition 6.2
Proof. We now show the convergence of F Σp . The main reason that we choose k in such a way that k/ √ n → ∞ is to make the noise term negligible. To be more specific, by choosing k = [θn α ] for some α ∈ (1/2, 1), we shall show that where for any vector a, a j denotes its jth entry. We turn to (6.44). By Lemma A.2 in the Appendix, to prove (6.44), it suffices to show (6.45). We have ∆ 2i X = V i + Z i for V i and Z i defined in (6.36) and (6.37) respectively. Write Z i as √ w i Λ Λ ΛZ i , where w i is defined in (2.5) and Note that
Assumption (C.iii) implies that for all i, there exist C 1 such that
