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Abstract
Dirac structures are geometric objects that generalize both Poisson structures and
presymplectic structures on manifolds. They naturally appear in the formulation of
constrained mechanical systems. In this paper, we show that the evolution equa-
tions for nonequilibrium thermodynamics admit an intrinsic formulation in terms of
Dirac structures, both on the Lagrangian and the Hamiltonian settings. In absence
of irreversible processes these Dirac structures reduce to canonical Dirac structures
associated to canonical symplectic forms on phase spaces. Our geometric formulation
of nonequilibrium thermodynamic thus consistently extends the geometric formulation
of mechanics, to which it reduces in absence of irreversible processes. The Dirac struc-
tures are associated to the variational formulation of nonequilibrium thermodynamics
developed in Gay-Balmaz and Yoshimura [2016a,b] and are induced from a nonlin-
ear nonholonomic constraint given by the expression of the entropy production of the
system.
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1 Introduction 2
1 Introduction
Nonequilibrium thermodynamics is a phenomenological theory which aims to identify and
describe the relations among the observed macroscopic properties of a physical system and to
determine the macroscopic dynamics of this system with the help of fundamental laws (e.g.
Stueckelberg and Scheurer [1974]). The field of nonequilibrium thermodynamics naturally
includes macroscopic disciplines such as classical mechanics, fluid dynamics, elasticity, and
electromagnetism. The main feature of nonequilibrium thermodynamics is the occurrence
of the various irreversible processes, such as friction, mass transfer, and chemical reactions,
which are responsible of entropy production.
It is well known that in absence of irreversible processes, the equations of motion of
classical mechanics, i.e., the Euler-Lagrange equations, can be derived from Hamilton’s
variational principle applied to the action functional associated to the Lagrangian of the
mechanical system. This variational formulation is intimately related to the existence of
fundamental geometric structures in mechanics such as the canonical symplectic form on
phase space, relative to which the equations of motion can be written in Hamiltonian form.
It has been a challenging question to systematically extend both the variational and the
geometric structures from the setting of classical mechanics to that of nonequilibrium ther-
modynamics.
In Gay-Balmaz and Yoshimura [2016a,b], we proposed an answer to the question regard-
ing the variational structures by presenting a variational formulation for nonequilibrium
thermodynamics which extends Hamilton’s principle of classical mechanics to include irre-
versible processes. This approach was developed for discrete and continuum systems with
various irreversible processes such as heat transfer, matter transfer, viscosity, and chemical
reactions. The variational formulation involves two types of constraints: a phenomeno-
logical constraint that needs to be satisfied by the critical curve of the action functional;
and a variational constraint that imposes conditions on the variations of the curve to be
considered.
In this paper, we shall show that Dirac structures provide appropriate geometric objects
underlying nonequilibrium thermodynamics. These structures are associated to the varia-
tional formulation developed in Gay-Balmaz and Yoshimura [2016a,b].
Dirac structures are geometric objects that generalize both (almost) Poisson structures
and (pre)symplectic structures on manifolds. They were originally developed by Courant
and Weinstein [1988], Courant [1990], and Dorfman [1993], who also considered the associ-
ated constrained dynamical systems. Dirac structures were named after Dirac’s theory of
constraints, see, Dirac [1950]. It was shown that Dirac structures are appropriate geometric
objects for the formulation of electric circuits, van der Schaft and Maschke [1995a]; Bloch
and Crouch [1997], and nonholonomic mechanical systems, van der Schaft and Maschke
[1995b], in the context of implicit Hamiltonian systems, which yield implicit differential-
algebraic equations as the evolution equations. It was further shown in Yoshimura and
Marsden [2006a,b] that, in the Lagrangian setting, the Lagrange-d’Alembert equations of
nonholonomic mechanics and its associated variational structure, can be formulated in terms
of Dirac structures, as implicit Lagrangian systems.
The geometry of equilibrium thermodynamics has been mainly studied via contact geom-
etry, following the initial works of Gibbs [1873a,b] and Carathe´odory [1909], by Hermann
[1973] and further developments by Mrugala [1978, 1980], Mrugala, Nulton, Schon, and
Salamon [1991]. The contact manifold in this setting is called the thermodynamic phase
space with contact form given by the Gibbs form, typically, θ = dx0 − pidxi where x0 de-
notes the energy and (xi, pi) are pairs of conjugated extensive and intensive variables. In
this geometric setting, thermodynamic properties are encoded by Legendre submanifolds
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of the thermodynamic phase space. A step towards a geometric formulation of irreversible
processes was made in Eberard, Maschke, and van der Schaft [2007] by lifting port Hamil-
tonian systems to the thermodynamic phase space. The underlying geometric structure in
this construction is again a contact form.
As mentioned above, in this paper we shall show that the equations of motion for nonequi-
librium thermodynamics can be formulated in the context of Dirac structures that are as-
sociated with the Lagrangian variational setting developed in Gay-Balmaz and Yoshimura
[2016a,b]. More precisely, we shall prove that the equations of motion can be naturally for-
mulated as Dirac dynamical systems based either on the generalized energy, the Lagrangian,
or the Hamiltonian. To do this, we will extend the use of Dirac structures from the case
of linear nonholonomic constraints to a class of nonlinear nonholonomic constraints which
we will call of the thermodynamic type. In the case of nonequilibrium thermodynamics,
the nonlinear constraint is given by the expression of entropy production associated to the
irreversible processes involved in the system.
Variational formulation for nonequilibrium thermodynamics of simple systems.
A discrete thermodynamic system Σ is a collection Σ = ∪NA=1 of a finite number of inter-
acting simple systems ΣA. By definition, a simple thermodynamic system
1 is a macroscopic
system for which one (scalar) thermal variable and a finite set of mechanical variables are
sufficient to describe entirely the state of the system. From the second law of thermody-
namics, we can always choose the thermal variable as the entropy S, see Stueckelberg and
Scheurer [1974]. A system is said to be adiabatically closed if there is no exchange of matter
and heat with the exterior of the system. It is said to be isolated if, in addition, there is no
exchange of mechanical work with the exterior of the system.
We now quickly review from Gay-Balmaz and Yoshimura [2016a] the variational formula-
tion of nonequilibrium thermodynamics in the particular case of simple adiabatically closed
systems, which are the focus of the present paper. Let Q be the configuration manifold
associated to the mechanical variables of the system, assumed to be of finite dimensions.
The Lagrangian is a function L = L(q, q˙, S) : TQ× R→ R, where TQ denotes the tangent
bundle of Q. We assume that the system involves exterior and friction forces which are fiber
preserving maps F ext, F fr : TQ× R→ T ∗Q.
A curve (q(t), S(t)) ∈ Q× R, t ∈ [t1, t2] ⊂ R is a solution of the variational formulation
of nonequilibrium thermodynamics if it satisfies the variational condition
δ
∫ t2
t1
L(q, q˙, S)dt+
∫ t2
t1
〈
F ext(q, q˙, S), δq
〉
dt = 0, Variational Condition (1.1)
for all variations δq(t) and δS(t) subject to the constraint
∂L
∂S
(q, q˙, S)δS =
〈
F fr(q, q˙, S), δq
〉
, Variational Constraint (1.2)
with δq(t1) = δq(t2) = 0, and if it satisfies the nonlinear nonholonomic constraint
∂L
∂S
(q, q˙, S)S˙ =
〈
F fr(q, q˙, S), q˙
〉
. Phenomenological Constraint (1.3)
From this variational formulation, we deduce the equations of motion for the adiabatically
1In Stueckelberg and Scheurer [1974] they are called e´le´ment de syste`me (French). We choose to use the
English terminology simple system instead of system element.
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closed simple system as
d
dt
∂L
∂q˙
− ∂L
∂q
= F ext(q, q˙, S) + F fr(q, q˙, S)
∂L
∂S
S˙ =
〈
F fr(q, q˙, S), q˙
〉
.
(1.4)
The variational formulation (1.1)–(1.3) is an extension of the Hamilton principle of me-
chanics to the case of nonequilibrium thermodynamics. In absence of the entropy variable
S, this variational formulation recovers the Hamilton principle and (1.4) reduces to the
Euler-Lagrange equations with external force.
Note that the explicit expression of the constraint (1.3) involves phenomenological laws
for the friction force F fr, this is why we refer to it as a phenomenological constraint. The
associated constraint (1.2) is called a variational constraint since it is a condition on the
variations to be used in (1.1). The constraint (1.3) is nonlinear and one passes from the vari-
ational constraint to the phenomenological constraint by formally replacing the variations
δq, δS, by the time derivatives q˙, S˙. Such a simple correspondence between the phenomeno-
logical and variational constraints still holds for the more general thermodynamic systems
considered in Gay-Balmaz and Yoshimura [2016a,b].
If the simple system is not adiabatically closed, then the phenomenological constraint
(1.3) becomes
∂L
∂S
S˙ =
〈
F fr(q, q˙, S), q˙
〉− P extH (1.5)
where P extH denotes the external heat power supply, see Gay-Balmaz and Yoshimura [2016a].
In the present paper we shall focus on the case of simple isolated systems, i.e., adiabat-
ically closed simple systems in which F ext = 0. The case F ext 6= 0 can be easily included
in the Dirac formulation, see Remark 4.6. From now on, we shall refer to these systems as
simple systems.
Since the partial derivative of the Lagrangian is interpreted as minus the temperature
of the system, we shall always assume
∂L
∂S
(q, v, S) < 0. (1.6)
It should be noted that the system (1.4) (with the external power included as in (1.5))
is the general form of the evolution equation for all simple systems, i.e., systems in which
one scalar thermal variable is sufficient, in addition to configurational variables, to describe
entirely the system. The system (1.4) also covers the case of simple systems arising in
chemical reactions and electric circuits, see Gay-Balmaz and Yoshimura [2016a] and §5. The
variational formulation (1.1)–(1.3) has been extended to general discrete systems in Gay-
Balmaz and Yoshimura [2016a] which involve internal mass and heat transfer, as well as
to continuum systems such as multicomponent viscous heat conducting fluid with chemical
reactions in Gay-Balmaz and Yoshimura [2016b], and atmospheric thermodynamics in Gay-
Balmaz [2017]. We refer to Gay-Balmaz and Yoshimura [2017b] for a variational formulation
based on the free energy. For non simple systems, the variational approach is based on the
concept of thermodynamic displacement.
Remark 1.1 (Inclusion of linear nonholonomic mechanical constraints). Linear nonholo-
nomic mechanical constraints can be naturally included in this variational formulation.
Suppose that the mechanical motion is constrained by a regular distribution (i.e., a smooth
vector subbundle) ∆Q ⊂ TQ. The variational formalism (1.1)–(1.3) is modified by consid-
ering, in addition to the variational constraint (1.2), the variational constraint δq ∈ ∆Q
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and, in addition to the phenomenological constraint (1.3), the nonholonomic constraint
q˙ ∈ ∆Q. This is a thermodynamic extension of the Lagrange-d’Alembert principle used in
nonholonomic mechanics, see, e.g., Bloch [2003].
Example. A typical example of a simple thermodynamic system is the case of a perfect gas
confined by a piston in a cylinder as illustrated in Fig. 1.1. In this case the configuration
space of the mechanical variable is Q = R 3 x and the Lagrangian L : TR × R → R
is given by L(x, x˙, S) = 12mx˙
2 − U(x, S), where m is the mass of the piston, U(x, S) :=
U(S, V = Ax,N0)
2 is the internal energy of the gas, N0 is the number of moles, V =
Ax is the volume, and A is the area of the cylinder with constant value. The friction
force reads F fr(x, x˙, S) = −λ(x, S)x˙, where λ(x, S) ≥ 0 is the phenomenological coefficient,
determined experimentally. From (1.4), we immediately get the coupled mechanical and
thermal evolution equations for this system as
mx¨ = p(x, S)A− λ(x, S)x˙, T (x, S)S˙ = λ(x, S)x˙2, (1.7)
where p(x, S) = − ∂U∂V (x, S) is the pressure and T (x, S) = ∂U∂S (x, S) is the temperature. We
refer to Gruber [1999] for a derivation of the equations of motion for this system by following
the systematic approach of Stueckelberg and Scheurer [1974].
x
m
F fr
§
Figure 1.1: Gas confined by a piston
Plan of the paper. In §2, we consider a special class of implicit second order differential-
algebraic equations with nonlinear constraints arising from the Lagrange-d’Alembert prin-
ciple. We refer to the constraints in this class as ”constraints of the thermodynamic type”.
We show that these equations admit two types of Dirac formulations, one based on the
generalized energy, the other one on the Lagrangian. The Dirac structure for the first
case is defined on the Pontryagin bundle (the direct sum of the velocity and phase spaces)
while the Dirac structure for the second case is defined on the phase space (cotangent
bundle). In §3, we make use of these results to develop two Dirac formulations for the
thermodynamics of simple systems. Associated to the first Dirac formulation there exists
a variational formulation, the Lagrange-d’Alembert-Pontryagin principle, compatible with
the variational formulation for simple systems given in Gay-Balmaz and Yoshimura [2016a].
The Dirac structures constructed in this case are induced by the canonical symplectic form
2The state functions for a perfect gas are U = cNRT and pV = NRT , where c is a constant depending
exclusively on the gas (e.g. c = 3
2
for monoatomic gas, c = 5
2
for diatomic gas) and R is the universal gas
constant. From this, it is deduced that the internal energy reads
U(S,N, V ) = U0e
1
cR
(
S
N
− S0
N0
) (
N
N0
) 1
c
+1 (V0
V
) 1
c
.
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on the thermodynamic configuration space. In §4, we develop Dirac formulations, with
Dirac structures induced from the canonical symplectic form on the mechanical configura-
tion space. These Dirac formulations can be written in terms of the generalized energy, the
Lagrangian, or the Hamiltonian. We also explain the relation between the different Dirac
formulations obtained. Finally, in §5 we illustrate the Dirac formulations with examples of
simple thermodynamic systems involving irreversible processes associated to friction, mass
transfer, and chemical reactions.
We finish this introduction by recalling below the definition of Dirac structures on man-
ifolds and the associated Dirac dynamical systems. We also comment on the role of two
canonical symplectic forms: one is associated to the mechanical configuration space and the
other to the thermodynamic configuration space.
Dirac structures, Dirac dynamical systems, and nonholonomic mechanics. Let
M be a manifold and consider the Pontryagin vector bundle TM ⊕ T ∗M over M endowed
with the symmetric fiberwise bilinear form
〈〈(um, αm), (vm, βm)〉〉 = 〈βm, um〉+ 〈αm, vm〉 ,
for (um, αm), (vm, βm) ∈ TmM ⊕ T ∗mM . A Dirac structure on M (also called an almost
Dirac structure) is by definition a vector subbundle D ⊂ TM ⊕ T ∗M , such that D⊥ = D
relative to 〈〈·, ·〉〉, see Courant [1990].
For example, given a two-form ω ∈ Ω2(M) and a distribution ∆M on M (i.e., a vector
subbundle of TM), the subbundle D∆M ⊂ TM ⊕ T ∗M defined by, for each m ∈M ,
D∆M (m) : =
{
(vm, αm) ∈ TmM × T ∗mM | vm ∈ ∆M (m) and
〈αm, wm〉 = ω(m)(vm, wm) for all wm ∈ ∆M (m)
} (1.8)
is a Dirac structure on M . In this paper, we shall extensively use this construction of Dirac
structure.
Given a Dirac structure D on M and a function F : M → R, the associated Dirac
dynamical system for a curve m(t) ∈M is(
m˙(t),dF (m(t))
) ∈ D(m(t)). (1.9)
Note that in general (1.9) is a system of implicit differential-algebraic equations and the
questions of existence, uniqueness or extension of solutions for a given initial condition can
present several difficulties.
The formulation (1.9) offers a unified treatment for the equations of nonholonomic me-
chanics with (possibly degenerate) Lagrangian. Let us quickly recall how this proceeds.
Consider a mechanical system with configuration manifold Q, a Lagrangian L : TQ → R
and a constraint distribution ∆Q ⊂ TQ. Let P := TQ ⊕ T ∗Q be the Pontryagin bundle
of Q and define the induced distribution ∆P (q, v, p) :=
(
T(q,v,p)pi(P,Q)
)−1
(∆Q(q)), where
pi(P,Q) : P → Q is the projection defined by pi(P,Q)(q, v, p) = q. We consider the Dirac
structure D∆P induced, via (1.8), by the distribution ∆P and the presymplectic form
ωP := pi
∗
(P,T∗Q)ΩT∗Q on P , where ΩT∗Q is the canonical symplectic form on T
∗Q and
pi(P,T∗Q) : P → T ∗Q is the projection defined by pi(P,T∗Q)(q, v, p) = (q, p). Then, the
equations of motion for the nonholonomic system can be written in the form of the Dirac
dynamical system on the Pontryagin bundle as(
(q˙(t), v˙(t), p˙(t)),dE(q(t), v(t), p(t))
) ∈ D∆P (q(t), v(t), p(t)), (1.10)
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where E : P → R, defined by E(q, v, p) = 〈p, v〉−L(q, v) is the generalized energy associated
to L. System (1.10) is equivalent to the implicit differential-algebraic equation
q˙(t) ∈ ∆Q(q(t)), v(t) = q˙(t),
p(t) =
∂L
∂v
(q(t), v(t)), p˙(t)− ∂L
∂q
(q(t), v(t)) ∈ ∆Q(q(t))◦, (1.11)
where ∆Q(q)
◦ denotes the annihilator of ∆Q(q) in T ∗qQ. This system implies the Lagrange-
d’Alembert equations
d
dt
∂L
∂v
(q(t), v(t))− ∂L
∂q
(q(t), v(t)) ∈ ∆Q(q(t))◦, q˙(t) ∈ ∆Q(q(t))
for the nonholonomic system, see Yoshimura and Marsden [2006b].
There is an alternative Dirac formulation of the implicit system (1.11) that makes use
of the Dirac structure D∆T∗Q on T
∗Q (instead of P ) associated to the canonical symplectic
form ΩT∗Q on T
∗Q and to the distribution ∆T∗Q induced on T ∗Q by ∆Q. This formulation
is directly based on the Lagrangian function L : TQ→ R and reads(
(q˙(t), p˙(t)),dDL(q(t), v(t))
) ∈ D∆T∗Q(q(t), p(t)), (1.12)
where dDL is the Dirac differential whose definition will be reviewed later. The system
(1.12) is called the Lagrange-Dirac system.
In the hyperregular case, the equations can be also written in terms of the Hamiltonian
H : T ∗Q→ R in the Hamilton-Dirac form(
(q˙(t), p˙(t)),dH(q(t), p(t))
) ∈ D∆T∗Q(q(t), p(t)). (1.13)
In the present paper we shall show that the equations of evolution for the thermodynam-
ics of simple systems can be written in the Dirac dynamical system form (1.10) and in the
Lagrange-Dirac form (1.12) in two ways, as well as in the Hamilton-Dirac form (1.13), see
Fig. 4.1. In the case of thermodynamics, however, one starts with a nonlinear constraint.
We shall restrict our discussion to the case of simple thermodynamic systems and leave the
development of the corresponding Dirac approach to general thermodynamic systems for a
future work.
Mechanical and thermodynamic configuration spaces. As mentioned earlier, in
absence of the entropy variable, both constraints disappear and the variational formulation
(1.1)–(1.3) recovers Hamilton’s principle of classical mechanics. In this case the intrinsic
geometric structure is usually given by the canonical symplectic form ΩT∗Q on the cotangent
bundle of the configuration manifold Q of the mechanical system, locally given as
ΩT∗Q = dq
i ∧ dpi.
It is therefore expected that when thermodynamics is included, the relevant geometric struc-
ture should be naturally induced from this canonical structure. We shall show in this paper
that this is indeed the case, namely, the appropriate Dirac structures are induced by the
canonical symplectic form ΩT∗Q and by a distribution built from the phenomenological con-
straint. These Dirac structures are developed on M = (TQ⊕Q×R T ∗Q) and N = T ∗Q× R
for the generalized energy and the Lagrangian formulations, respectively.
In addition, we will see that the canonical symplectic structure on the thermodynamic
configuration space
Q := Q× R 3 (q, S),
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locally given by
ΩT∗Q = dqi ∧ dpi + dS ∧ dΛ,
can be also used as the fundamental intrinsic form from which Dirac structures are deduced.
2 A class of constraints of the thermodynamic type and
its Dirac formulations
In this section, we first recall a generalized Lagrange-d’Alembert principle for nonlinear non-
holonomic mechanics, which involves two types of constraints, the kinematic and variational
constraints. Then we focus on a specific situation, relevant with thermodynamics, for which
the kinematic constraint is deduced from the variational constraint. We show that in this
specific case, which we call “constraints of the thermodynamic type”, the equations of motion
derived from the Lagrange-d’Alembert principle admit two types of Dirac formulations; one
associated to a Dirac structure on the cotangent bundle and the other one associated to a
Dirac structure on the Pontryagin bundle.
2.1 Variational formulation for nonlinear nonholonomic systems
The Lagrange-d’Alembert principle. Consider a configuration manifold Q and a La-
grangian function L : TQ → R defined on the tangent bundle TQ of the configuration
manifold. The general formulation of the Lagrange-d’Alembert principle, considered in
Cendra, Ibort, de Leo´n, and Mart´ın de Diego [2004], involves the choice of two distinct
constraints, the kinematical and variational constraints, which, following Marle [1998] must
in general be considered as independent notions. The kinematical constraint is given by a
submanifold CK ⊂ TQ and describes a restriction on the motion of the mechanical system.
The variational constraint is a subset CV ⊂ TQ ×Q TQ such that for all (q, v) ∈ TqQ the
sets
CV (q, v) := CV ∩ ({(q, v)} × TqQ)
are vector spaces, the spaces of virtual displacements.
For simplicity, we assume that pi(TQ,Q)(CK) = Q, where pi(TQ,Q) : TQ→ Q is the tangent
bundle projection, we assume that CV is a submanifold and also that all the vector spaces
CV (q, v) have the same (strictly positive) dimension. These hypotheses are not needed to
apply the Lagrange-d’Alembert principle, however, since they are verified in the case of
interest for this paper, we shall assume them. We also refer to Cendra and Grillo [2007] for
a general treatment of the constraint sets CV and CK .
By definition, a curve q : [t1, t2]→ Q is a solution of the Lagrange-d’Alembert principle
for (L,CK , CV ) if (q(t), q˙(t)) ∈ CK and
d
dε
∣∣∣∣
ε=0
∫ t2
t1
L(qε(t), q˙ε(t))dt = 0,
for all variations qε(t) of the curve q(t) with fixed endpoints, such that
δq(t) :=
d
dε
∣∣∣∣
ε=0
qε(t) ∈ CV (q(t), q˙(t)).
By applying this principle, one obtains that a curve q : [t1, t2] → Q is a solution of the
Lagrange-d’Alembert principle for (L,CK , CV ) if and only if it satisfies the following implicit
second order differential-algebraic equations
(q(t), q˙(t)) ∈ CK and d
dt
∂L
∂q˙
− ∂L
∂q
∈ CV (q(t), q˙(t))◦. (2.1)
2.2 Dirac formulation on the Pontryagin bundle 9
We shall not discuss here the question of the existence and uniqueness of solutions of this
implicit differential equation since in our case of interest for thermodynamics, see §3, it
reduces to an explicit differential equation.
Nonlinear constraints of the thermodynamic type. We now present a setting that
is well adapted for the description of the nonequilibrium thermodynamics of simple systems.
From now on, we shall denote the configuration manifold by Q, while we use the notation
Q exclusively for the configuration manifold associated to the mechanical variables. As we
will see in §3 when applying this setting to thermodynamics, the configuration manifold Q
contains mechanical variables as well as thermodynamic variables, so it is referred to as the
thermodynamic configuration space.
In the setting that we now develop, the variational constraint CV ⊂ TQ×QTQ is chosen
first and the kinematic constraint is defined from it as follows:
CK := {(q, v) ∈ TQ | (q, v) ∈ CV (q, v)}. (2.2)
Thus, if CV is locally given by equations Φ(q, v)
a
i δq
i = 0, then CK is locally given by
Φ(q, v)ai v
i = 0.
Note that in this setting, it is the variational constraint which determines the kinematic
constraint, and not the converse as in the Chetaev case. Note also that in general CK ⊂ TQ
is a nonlinear nonholonomic constraint.
In the case of a kinematic constraint given by (2.2), the implicit second order differential-
algebraic equation (2.1) becomes
(q(t), q˙(t)) ∈ CV (q(t), q˙(t)) and d
dt
∂L
∂q˙
− ∂L
∂q
∈ CV (q(t), q˙(t))◦, (2.3)
where we note that (q(t), q˙(t)) ∈ CV (q(t), q˙(t)) is equivalent with (q(t), q˙(t)) ∈ CK . One
directly computes that the energy E : TQ → R, defined by
E(q, v) :=
〈
∂L
∂v
(q, v), v
〉
− L(q, v)
is constant along the solutions of the system (2.3), for any choice of variational constraint
CV .
We shall present two Dirac formulations for the implicit second order differential equa-
tions (2.1). These two formulations, on the Pontryagin bundle TQ ⊕ T ∗Q and on the
cotangent bundle T ∗Q, extend the corresponding Dirac formulations (1.10) and (1.12) of
nonholonomic mechanics, respectively. While the first formulation uses the generalized en-
ergy and its ordinary differential, the second formulation uses the Lagrangian and its Dirac
differential.
2.2 Dirac formulation on the Pontryagin bundle
In this section we develop the Dirac dynamical system formulation on the Pontryagin bundle
P = TQ⊕T ∗Q for systems with nonlinear nonholonomic constraints of the thermodynamic
type. The Dirac structure is defined from the presymplectic form on P induced by the
canonical symplectic form on T ∗Q and from a distribution on P induced by the given
variational constraint CV . This results in a Dirac dynamical system extending (1.10) to the
case of nonlinear constraints of the thermodynamic type.
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Induced Dirac structure. From a given variational constraint CV ⊂ TQ ×Q TQ, we
construct the induced distribution ∆P on the Pontryagin bundle pi(P,Q) : P = TQ⊕T ∗Q →
Q, defined by:
∆P(q, v, p) :=
(
T(q,v,p)pi(P,Q)
)−1
(CV (q, v)) ⊂ T(q,v,p)P, for all (q, v, p) ∈ P. (2.4)
Locally, the distribution reads
∆P(q, v, p) =
{
(q, v, p, δq, δv, δp) ∈ T(q,v,p)P | (q, δq) ∈ CV (q, v)
}
.
Consider the presymplectic form ωP := pi∗(P,T∗Q)ΩT∗Q on P induced from the canonical
symplectic form ΩT∗Q on T ∗Q by the projection pi(P,T∗Q) : P → T ∗Q. To the distribution
∆P and the presymplectic form ωP is naturally associated the induced Dirac structure D∆P
on P defined as
D∆P (x) : =
{
(vx, αx) ∈ TxP × T ∗xP | vx ∈ ∆P(x) and
〈αx, wx〉 = ωP(x)(vx, wx) for all wx ∈ ∆P(x)
}
,
(2.5)
where we used the notation x = (q, v, p) ∈ P. Note that this definition follows the construc-
tion of a Dirac structure recalled in (1.8), with M = P, ω = ωP and ∆ = ∆P . Locally, one
directly checks that
(
(q, v, p, q˙, v˙, p˙), (q, v, p, α, β, u)
) ∈ D∆P (q, v, p) is equivalent to
(q, q˙) ∈ CV (q, v), β = 0, u = q˙, p˙+ α ∈ CV (q, v)◦. (2.6)
Dirac dynamical system formulation on P = TQ⊕T ∗Q. Given a Lagrangian function
L : TQ → R, we define the generalized energy on the Pontryagin bundle as
E : P → R, E(q, v, p) := 〈p, v〉 − L(q, v). (2.7)
Using the local expression dE(q, v, p) = (q, v, p,−∂L∂q , p − ∂L∂v , v) for the differential of E
together with (2.6), it follows that
(
(q, v, p, q˙, v˙, p˙),dE(q, v, p)) ∈ DC˜V (q, v, p) is equivalent
to
(q, q˙) ∈ CV (q, v), p− ∂L
∂v
= 0, v = q˙, p˙− ∂L
∂q
∈ CV (q, v)◦. (2.8)
One observes that from the definition of CK given in (2.2) and from the third equation, the
first equation is equivalent to (q, q˙) ∈ CK . This is a key step that explicitly involves the
fact that the kinematic constraint CK is determined from the variational constraint CV via
the definition (2.2). Therefore, we get from (2.8) the implicit form of the equations (2.3)
associated to the constraints of the thermodynamic type. These results are summarized in
the following Theorem.
Theorem 2.1. Consider a variational constraint CV ⊂ TQ×QTQ, the associated kinematic
constraint CK of the thermodynamic type defined in (2.2), and the associated Dirac structure
D∆P on P defined in (2.5). Let L : TQ → R be a Lagrangian function and E : P → R be
the associated generalized energy. Then the following statements are equivalent:
• The curve (q(t), v(t), p(t)) ∈ P satisfies the implicit first order differential-algebraic
equations
(q(t), q˙(t)) ∈ CK , v(t) = q˙(t),
p(t) =
∂L
∂v
(q(t), v(t)), p˙(t)− ∂L
∂q
(q(t), v(t)) ∈ CV (q(t), v(t))◦. (2.9)
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• The curve (q(t), v(t), p(t)) ∈ P satisfies the Dirac dynamical system(
(q, v, p, q˙, v˙, p˙),dE(q, v, p)) ∈ D∆P (q, v, p).
Moreover, the system (2.9) is equivalent to the implicit second order differential-algebraic
equations on Q given by
(q(t), q˙(t)) ∈ CK and d
dt
∂L
∂q˙
− ∂L
∂q
∈ CV (q(t), q˙(t))◦,
associated to constraints of the thermodynamic type.
The Lagrange-d’Alembert-Pontryagin principle. We now show that the evolution
equations (2.9) associated to the Dirac dynamical system on the Pontryagin bundle P have
a natural variational structure, called the Lagrange-d’Alembert-Pontryagin principle. This
is similar to the situation of Dirac dynamical systems in linear nonholonomic mechanics,
see Yoshimura and Marsden [2006b], which also admit such variational structures.
For constraints of the thermodynamic type, the Lagrange-d’Alembert-Pontryagin prin-
ciple for a curve x(t) = (q(t), v(t), p(t)) ∈ P = TQ ⊕ T ∗Q in the Pontryagin bundle reads
as follows:
δ
∫ t2
t1
[
〈p, q˙ − v〉+ L(q, v)
]
dt = 0, (2.10)
for variations δq(t), δv(t), δp(t) such that δq(t) ∈ CV (q(t), v(t)) and δq(t1) = δq(t2) = 0,
and where the curve (q(t), v(t), p(t)) satisfies q˙(t) ∈ CV (q(t), v(t)). In terms of x(t) =
(q(t), v(t), p(t)) ∈ P, these conditions intrinsically read δx(t) ∈ ∆P(x(t)), Tpi(P,Q)(δx(t1)) =
Tpi(P,Q)(δx(t2)) = 0, and x˙(t) ∈ ∆P(x(t)). Notice that the variational formulation (2.10)
may be restated in terms of the generalized energy E : P → R, see (2.7), as
δ
∫ t2
t1
[
〈p, q˙〉 − E(q, v, p)
]
dt = 0, (2.11)
with respect to the same class of variations as before. One checks that a curve x(t) satisfies
the principle (2.10) if and only if it is a solution of the equations (2.9), thus called the
Lagrange-d’Alembert-Pontryagin equations associated to CV and L.
This variational formulation can be intrinsically given as follows. Consider the one-
form θP := pi∗(P,T∗Q)ΘT∗Q ∈ Ω1(P), where ΘT∗Q is the canonical one-form on T ∗Q. In
coordinates, we have θP(q, v, p) = pidqi. With the help of this one-form, the principle (2.11)
can be written as
δ
∫ t2
t1
[
〈θP(x), x˙〉 − E(x)
]
dt = 0,
with respect to the same class of variations as before. This yields the intrinsic Lagrange-
d’Alembert-Pontryagin equations:
ix˙ωP (x)− dE(x) ∈ ∆P(x)◦, x˙ ∈ ∆P(x),
where ωP = −dθP = pi∗(P,T∗Q)ΩT∗Q is the presymplectic form on P considered earlier.
2.3 Lagrange-Dirac formulation
In this section we develop the Lagrange-Dirac formulation for systems with nonlinear non-
holonomic constraints of the thermodynamic type. We define the Dirac structure on T ∗Q
from the canonical symplectic form on T ∗Q and from a distribution on T ∗Q induced by the
given variational constraint CV . This results in a Lagrange-Dirac system extending (1.12)
to the case of nonlinear constraints of the thermodynamic type.
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Induced Dirac structure. From a given variational constraint CV ⊂ TQ ×Q TQ and
a given Lagrangian L : TQ → R, we assume that it is possible to define the variational
constraint CV ⊂ T ∗Q×Q TQ by
CV (q, p) := CV (q, v), (2.12)
where v is such that ∂L∂v (q, v) = p. The assumption under this definition is that the right
hand side of (2.12) does not depend on the choice of v such that ∂L∂v (q, v) = p holds. This
assumption holds for instance when L is nondegenerate. However, in §3, we will show that
this construction can be used even for a special case in which L is degenerate.
Using the cotangent bundle projection pi(T∗Q,Q) : T ∗Q → Q we construct from CV the
induced distribution ∆T∗Q on T ∗Q as
∆T∗Q(q, p) :=
(
T(q,p)pi(T∗Q,Q)
)−1
(CV (q, p)) ⊂ T(q,p)T ∗Q, for all (q, p) ∈ T ∗Q. (2.13)
Locally, the distribution reads
∆T∗Q(q, p) =
{
(q, p, δq, δp) ∈ T(q,p)T ∗Q | (q, δq) ∈ CV (q, p)
}
.
To the distribution ∆T∗Q and the canonical symplectic form ΩT∗Q on T ∗Q is naturally
associated the induced Dirac structure D∆T∗Q on T
∗Q defined, for z = (q, p) ∈ T ∗Q, by
D∆T∗Q(z) : =
{
(vz, αz) ∈ TzT ∗Q× T ∗z T ∗Q | vz ∈ ∆T∗Q(z) and
〈αz, wz〉 = ΩT∗Q(z)(vz, wz) for all wz ∈ ∆T∗Q(z)
}
.
(2.14)
Locally, one directly checks that
(
(q, p, q˙, p˙), (q, p, α, u)
) ∈ D∆T∗Q(q, p) is equivalent to
(q, q˙) ∈ CV (q, p), u = q˙, p˙+ α ∈ CV (q, p)◦. (2.15)
Lagrange-Dirac formulation on T ∗Q. Given a Lagrangian function L : TQ → R, the
Dirac differential of the Lagrangian L is the map dDL : TQ → T ∗T ∗Q defined by
dDL(q, v) := (γQ ◦ dL)(q, v) =
(
q,
∂L
∂v
,−∂L
∂q
, v
)
,
where γQ : T ∗TQ → T ∗T ∗Q is the canonical diffeomorphism, locally given by γQ(q, v, α, p) =
(q, p,−α, v), see, Yoshimura and Marsden [2006a]. Using the local expression (2.15), one
checks that
(
(q, p, q˙, p˙),dDL(q, v)
) ∈ D∆T∗Q(q, p) is equivalent to
p =
∂L
∂v
, (q, q˙) ∈ CV (q, p), v = q˙, p˙− ∂L
∂q
∈ CV (q, p)◦.
We thus get again the implicit form of the equations (2.3) associated to the nonholonomic
constraints of the thermodynamic type. These results are summarized in the following
Theorem.
Theorem 2.2. Consider a variational constraint CV ⊂ TQ ×Q TQ and the associated
kinematic constraint CK of the thermodynamic type defined in (2.2). Let L : TQ → R be
a Lagrangian function, CV ⊂ T ∗Q ×Q TQ be the variational constraint as in (2.12), and
define the induced Dirac structure D∆T∗Q as in (2.14). Then the following statements are
equivalent:
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• The curve (q(t), v(t), p(t)) ∈ P satisfies the implicit first order differential-algebraic
equations
(q(t), q˙(t)) ∈ CV (q(t), p(t)), v(t) = q˙(t),
p(t) =
∂L
∂v
(q(t), v(t)), p˙(t)− ∂L
∂q
(q(t), v(t)) ∈ CV (q(t), p(t))◦. (2.16)
• The curve (q(t), v(t), p(t)) ∈ P satisfies the Lagrange-Dirac system(
(q, p, q˙, p˙),dDL(q, v)
) ∈ D∆T∗Q(q, p).
Moreover, the system (2.16) is equivalent to the implicit second order differential-algebraic
equations on Q given by
(q(t), q˙(t)) ∈ CK and d
dt
∂L
∂q˙
− ∂L
∂q
∈ CV (q(t), q˙(t))◦ (2.17)
associated to nonlinear nonholonomic constraints of the thermodynamic type.
Remark 2.3 (The special case of mechanical systems with linear nonholonomic constraints).
In the particular case of linear nonholonomic constraints in mechanics, the previous two
Dirac formulations recover those of nonholonomic mechanical systems developed in Yoshimura
and Marsden [2006a]. In this case Q = Q and we assume that a Lagrangian L : TQ→ R and
a distribution ∆Q ⊂ TQ are given. The kinematic and variational constraints are given by
CK = ∆Q and CV = TQ×Q ∆Q (so that CV (q, v) = ∆Q(q)) and the Lagrange-d’Alembert
equations (2.17) become
(q(t), q˙(t)) ∈ ∆Q(q(t)) and d
dt
∂L
∂q˙
(q(t), q˙(t))− ∂L
∂q
(q(t), q˙(t)) ∈ ∆Q(q(t))◦. (2.18)
For the case of the Dirac dynamical system formulation on P = TQ⊕T ∗Q studied in §2.2, the
induced distribution defined in (2.4) is ∆P (q, v, p) =
(
T(q,v,p)pi(P,Q)
)−1
(∆Q(q)) which recov-
ers the distribution used in (1.10). For the case of the Lagrange-Dirac formulation on T ∗Q
studied in the present section, the hypothesis underlying the definition (2.12) is clearly veri-
fied for any Lagrangian L (whether L is degenerate or not). We can thus define CV (q, p) :=
CV (q, v) = ∆Q(q) and from (2.13), we have ∆T∗Q(q, p) =
(
T(q,p)pi(T∗Q,Q)
)−1
(∆Q(q)), which
recovers the distribution used in (1.12).
In conclusion, in the special case Q = Q, CK = ∆Q, and CV = TQ ×Q ∆Q, the Dirac
formulations of Theorem 2.1 and Theorem 2.2 recover the corresponding Dirac formulations
for nonholonomic mechanics (1.10) and (1.12).
3 Dirac formulations induced from the thermodynami-
cal symplectic form
In this section, we first show that the equations of evolution for the thermodynamics of
simple systems fall into the class that is considered in §2. Then, by applying the results of
§2, we obtain the corresponding Dirac formulations for the thermodynamics of such systems,
namely, a Dirac dynamical system formulation on the Pontryagin bundle and a Lagrange-
Dirac formulation. We also present the associated Lagrange-d’Alembert-Pontryagin varia-
tional structures.
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3.1 Dirac formulation on the Pontryagin bundle
Constraints for the thermodynamics of simple systems. Let us consider a simple
thermodynamic system with a Lagrangian L = L(q, v, S) : TQ×R→ R and a friction force
F fr : TQ×R→ T ∗Q. For simplicity, we assume that F ext = 0, see Remark 4.6. Here Q is the
configuration manifold of the mechanical variables q of the system, and R denotes the space
of the thermodynamic variable. Let us further introduce the thermodynamic configuration
manifold Q := Q× R. Then, the variational constraint (1.2) defines the subset
CV =
{
(q, S, v,W, δq, δS) ∈ TQ×Q TQ
∣∣∣∣ ∂L∂S (q, v, S)δS = 〈F fr(q, v, S), δq〉
}
, (3.1)
where (q, S) ∈ Q, (v,W ) ∈ T(q,S)Q, and (δq, δS) ∈ T(q,S)Q. Since ∂L∂S (q, v, S) 6= 0 by
hypothesis, see (1.6), we obtain that CV is a submanifold of TQ×Q TQ of codimension one.
The kinematic constraint CK defined from the variational constraint CV in (2.2) is given
here by
CK =
{
(q, S, v,W ) ∈ TQ
∣∣∣∣ ∂L∂S (q, v, S)W = 〈F fr(q, v, S), v〉
}
, (3.2)
which hence coincides with the phenomenological constraint (1.3). This justifies the termi-
nology “constraint of the thermodynamic type” used for the general setting developed in §2
which naturally includes the types of constraints arising in thermodynamics.
For each fixed (q, S, v,W ) ∈ TQ, the annihilator of CV (q, S, v,W ) is given by
CV (q, S, v,W )
◦ =
{
(q, S, α, T ) ∈ T ∗(q,S)Q
∣∣∣∣ α∂L∂S (q, v, S) = −T F fr(q, v, S)
}
. (3.3)
By using the expression of (3.2) and (3.3), and the fact that the Lagrangian does not depend
on S˙, the system (2.1) yields
d
dt
∂L
∂q˙
(q, q˙, S)− ∂L
∂q
(q, q˙, S) = F fr(q, q˙, S),
∂L
∂S
(q, q˙, S)S˙ =
〈
F fr(q, q˙, S), q˙
〉
.
This recovers the equations of motion for the thermodynamics of a simple system, which is
recalled in (1.4) with F ext = 0 .
Let P = TQ ⊕ T ∗Q be the Pontryagin bundle over Q. Using the notation x =
(q, S, v,W, p,Λ) for an element of the Pontryagin bundle P, the distribution induced by CV
on P, defined in (2.4) with the help of the projection pi(P,Q) : P → Q, (q, S, v,W, p,Λ) 7→
(q, S) as ∆P(x) := (Txpi(P,Q))−1(CV (q, S, v,W )), reads locally
∆P(x) :=
{
(x, δx) ∈ TP
∣∣∣∣ ∂L∂S (q, v, S)δS = 〈F fr(q, v, S), δq〉
}
.
Dirac dynamical system formulation on P = T ∗Q ⊕ T ∗Q. As in (2.5), we define
the Dirac structure on P induced from the distribution ∆P and the presymlectic form
ωP = pi∗(P,T∗Q)ΩT∗Q on P as
D∆P (x) : =
{
(vx, αx) ∈ TxP × T ∗xP | vx ∈ ∆P(x) and
〈αx, wx〉 = ωP(x)(vx, wx) for all wx ∈ ∆P(x)
}
.
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Writing locally (x, x˙) ∈ TP and (x, ζ) ∈ T ∗P, where x˙ = (q˙, S˙, v˙, W˙ , p˙, Λ˙), and ζ =
(α, T , β,Υ, u,Ψ), the induced Dirac structure D∆P on P is locally described as follows:(
(x, x˙), (x, ζ)
) ∈ D∆P (x) is equivalent to
(p˙+ α)
∂L
∂S
(q, v, S) = −(Λ˙ + T )F fr(q, v, S),
∂L
∂S
(q, v, S)S˙ =
〈
F fr(q, v, S), q˙
〉
,
β = 0, Υ = 0, u = q˙, Ψ = S˙.
(3.4)
The generalized energy E : P → R defined in (2.7) is given here by
E(q, S, v,W, p,Λ) = 〈p, v〉+ ΛW − L(q, v, S). (3.5)
Using the expression dE(q, S, v,W, p,Λ) = (q, S, v,W, p,Λ,−∂L∂q ,−∂L∂S , p − ∂L∂v ,Λ, v,W ), the
Dirac dynamical system
(
(x, x˙),dE(x)) ∈ D∆P (x), for x = (q, S, v,W, p,Λ) ∈ P, yields
(
p˙− ∂L
∂q
(q, v, S)
)
∂L
∂S
(q, v, S) = −
(
Λ˙− ∂L
∂S
(q, v, S)
)
F fr(q, v, S),
∂L
∂S
(q, v, S)S˙ =
〈
F fr(q, v, S), q˙
〉
,
p =
∂L
∂v
, Λ = 0, v = q˙, W = S˙.
We thus obtain the following theorem concerning the Dirac formulation of the thermody-
namics of simple systems.
Theorem 3.1. Consider a simple system with a Lagrangian L = L(q, v, S) : TQ× R→ R
and a friction force F fr : TQ× R→ T ∗Q. Then the following statements are equivalent:
• The curve x(t) := (q(t), S(t), v(t),W (t), p(t),Λ(t)) ∈ P satisfies the equations
(
p˙(t)− ∂L
∂q
(q(t), v(t), S(t))
)
∂L
∂S
(q(t), v(t), S(t))
= −
(
Λ˙(t)− ∂L
∂S
(q(t), v(t), S(t))
)
F fr(q(t), v(t), S(t)),
∂L
∂S
(q(t), v(t), S(t))S˙(t) =
〈
F fr(q(t), v(t), S(t)), q˙(t)
〉
,
p(t) =
∂L
∂v
(q(t), v(t), S(t)), Λ(t) = 0, v(t) = q˙(t), W (t) = S˙(t).
(3.6)
• The curve x(t) := (q(t), S(t), v(t),W (t), p(t),Λ(t)) ∈ P satisfies the Dirac dynamical
system (
(x, x˙),dE(x)) ∈ D∆P (x). (3.7)
Moreover, the system (3.6) is the implicit version of the system of evolution equations
d
dt
∂L
∂q˙
(q(t), q˙(t), S(t))− ∂L
∂q
(q(t), q˙(t), S(t)) = F fr(q(t), q˙(t), S(t)),
∂L
∂S
(q(t), q˙(t), S(t))S˙(t) =
〈
F fr(q(t), q˙(t), S(t)), q˙(t)
〉 (3.8)
for the thermodynamics of simple systems.
Proof. The result follows from Theorem 2.1 and the expressions (3.1)–(3.4) computed
above. It also follows from the expression of the generalized energy E : P → R, given in
(3.5) and the expression of its differential dE . 
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The Lagrange-d’Alembert-Pontryagin principle on P = TQ⊕ T ∗Q. As explained
in §2.2, to any Dirac dynamical system on the Pontryagin bundle with constraints of ther-
modynamic type, is naturally associated a variational formulation on the Pontryagin bundle,
called the Lagrange-d’Alembert-Pontryagin principle. We now describe this variational for-
mulation for the case of the thermodynamics of adiabatically closed simple systems.
For a curve x(t) =
(
q(t), S(t), v(t),W (t), p(t),Λ(t)
) ∈ P, the Lagrange-d’Alembert-
Pontryagin principle on P = TQ⊕ T ∗Q given in (2.10) becomes here
δ
∫ t2
t1
[
〈p, q˙ − v〉+ Λ(S˙ −W ) + L(q, v, S)
]
dt = 0, (3.9)
for variations δx(t) =
(
δq(t), δS(t), δv(t), δW (t), δp(t), δΛ(t)
)
of the curve x(t) that satisfy
∂L
∂S
(q, v, S)δS =
〈
F fr(q, v, S), δq
〉
, (3.10)
and Tpi(P,Q)(δx(t1)) = Tpi(P,Q)(δx(t2)) = 0, and where the curve x(t) is subject to the
phenomenological constraint
∂L
∂S
(q, v, S)S˙ =
〈
F fr(q, v, S), q˙
〉
. (3.11)
From this principle, one derives the associated Lagrange-d’Alembert-Pontryagin equations
given by 
(
p˙− ∂L
∂q
(q, v, S)
)
∂L
∂S
(q, v, S) = −
(
Λ˙− ∂L
∂S
(q, v, S)
)
F fr(q, v, S),
∂L
∂S
(q, v, S)S˙ =
〈
F fr(q, v, S), q˙
〉
,
p =
∂L
∂v
, Λ = 0, v = q˙, W = S˙,
which are manifestly equivalent with the evolution equations for the Dirac dynamical system
obtained in (3.6).
Using the generalized energy E(q, S, v,W, p,Λ) = 〈p, v〉+ ΛW −L(q, v, S), it follows that
the variational formulation (3.9) can be rewritten as
δ
∫ t2
t1
[
〈p, q˙〉+ ΛS˙ − E(q, S, v,W, p,Λ)
]
dt = 0, (3.12)
for the admissible variations that satisfy (3.10), where the curve satisfies the nonholonomic
constraint (3.11). Note that this principle is a Hamilton-Pontryagin version of the variational
formulation developed in Gay-Balmaz and Yoshimura [2016a].
The intrinsic Lagrange-d’Alembert-Pontryagin equations for thermodynamics.
The variational formulation can be intrinsically written as follows. Consider the pro-
jection pi(P,T∗Q) : P → T ∗Q, (q, S, v,W, p,Λ) 7→ (q, S, p,Λ) and the one-form θP :=
pi∗(P,T∗Q)ΘT∗Q ∈ Ω1(P), where ΘT∗Q is the canonical one-form on T ∗Q. In coordinates,
we have θP(q, S, v,W, p,Λ) = pidqi + ΛdS. With the help of this one-form, the variational
formulation (3.12)–(3.11) reads, for a curve x(t) = (q(t), S(t), v(t),W (t), p(t),Λ(t)) ∈ P,
δ
∫ t2
t1
[
〈θP(x), x˙〉 − E(x)
]
dt = 0,
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with respect to variations δx such that δx ∈ ∆P(x) and Tpi(P,Q)(δx(t1)) = Tpi(P,Q)(δx(t2)) =
0, and with the constraint x˙ ∈ C˜V (x). From this principle it follows the intrinsic Lagrange-
d’Alembert-Pontryagin equations for thermodynamics as
ix˙ωP(x)− dE(x) ∈ ∆P(x)◦, x˙ ∈ ∆P(x), (3.13)
where ωP = −dΘP is the presymplectic form considered earlier. In coordinates it reads
ωP(q, S, v,W, p,Λ) = dqi ∧ dpi + dS ∧ dΛ. Equation (3.13) is the intrinsic formulation of the
system (3.6).
3.2 Lagrange-Dirac formulation
In the above, we have presented the Dirac dynamical system formulation for the thermo-
dynamics of simple systems, by using a Dirac structure on the Pontryagin bundle P =
TQ⊕ T ∗Q, following the developments of §2.2. In this section we show the Lagrange-Dirac
formulation for such systems by using a Dirac structure on the cotangent bundle T ∗Q,
following the developments of §2.3.
Constraints for the thermodynamics of simple systems. Consider a Lagrangian
L = L(q, v, S) : TQ × R → R and assume it is hyperregular with respect to the mechanical
variables, i.e., the map
FLS : TQ→ T ∗Q, (q, v) 7→
(
q,
∂L
∂v
(q, v, S)
)
(3.14)
is a diffeomorphism for each fixed S ∈ R, see Gay-Balmaz and Yoshimura [2017a] for more
details. Under this hypothesis, following (2.12), given the variational constraint CV in (3.1),
we can define the variational constraint CV ⊂ T ∗Q×Q TQ as
CV (q, S, p,Λ) := CV (q, S, v,W ), (3.15)
where v is uniquely determined by the condition ∂L∂v (q, v, S) = p. Note that by using the
projection pi(TQ,TQ×R) : TQ → TQ× R, (q, S, v,W ) 7→ (q, v, S), we can lift the Lagrangian
L onto TQ as L˜ = L ◦ pi(TQ,TQ×R). The lifted Lagrangian L˜ : TQ → R is not regular since
it does not depend on W . Nevertheless, for the case of thermodynamics, the variational
constraint (3.15) is well-defined, because the right hand side does not depend on W . This
is a case where the definition (2.12) can still be used even though the Lagrangian (here L˜)
is degenerate. Explicitly, we have
CV (q, S, p,Λ) = {(q, S, δq, δS) | −T (q, p, S)δS =
〈F fr(q, p, S), δq〉},
where T (q, p, S) := −∂L∂S (q, v, S) and F fr(q, p, S) := F fr(q, v, S), in which v is uniquely
determined from the condition ∂L∂v (q, v, S) = p.
Using the notation z = (q, S, p,Λ) ∈ T ∗Q, the induced distribution on T ∗Q, defined in
(2.13) with the help of the projection pi(T∗Q,Q) : T ∗Q → Q as
∆T∗Q(z) := (Tzpi(T∗Q,Q))−1(CV (z)),
reads locally
∆T∗Q(z) :=
{
(z, δz) ∈ TT ∗Q | −T (q, p, S)δS = 〈F fr(q, p, S), δq〉 }. (3.16)
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Lagrange-Dirac formulation on T ∗Q. Given the distribution ∆T∗Q and the canonical
symplectic form ΩT∗Q, one can define the induced Dirac structure on T ∗Q by
D∆T∗Q(z) : =
{
(vz, αz) ∈ TzT ∗Q× T ∗z T ∗Q | vz ∈ ∆T∗Q(z) and
〈αz, wz〉 = ΩT∗Q(z)(vz, wz) for all wz ∈ ∆T∗Q(z)
}
,
(3.17)
for each z = (q, S, p,Λ) ∈ T ∗Q. Writing locally (z, z˙) ∈ TT ∗Q and (z, ζ) ∈ T ∗T ∗Q, with
z˙ = (q˙, S˙, p˙, Λ˙), and ζ = (α, T , u,Ψ), the condition ((z, z˙), (z, ζ)) ∈ D∆T∗Q(z) is equivalent
to 
(p˙+ α)T (q, p, S) = (Λ˙ + T )F fr(q, p, S),
T (q, p, S)S˙ = − 〈F fr(q, p, S), q˙〉 ,
u = q˙, Ψ = S˙.
From this local expression, it follows that(
(q, S, p,Λ, q˙, S˙, p˙, Λ˙),dDL˜(q, S, v,W )
) ∈ D∆T∗Q(q, S, p,Λ)
if and only if
(
p˙− ∂L
∂q
(q, v, S)
)
T (q, p, S) =
(
Λ˙− ∂L
∂S
(q, v, S)
)
F fr(q, p, S),
T (q, S, p)S˙ = − 〈F fr(q, p, S), q˙〉 ,
v = q˙, W = S˙, p =
∂L
∂v
(q, v, S), Λ = 0,
where the last two equalities come from the fact that (q, S, p,Λ, q˙, S˙, p˙, Λ˙) and dDL˜(q, S, v,W )
both belong to fibers at the point (q, S, p,Λ) ∈ T ∗Q. Recall that
dDL˜(q, S, v,W ) =
(
γQ ◦ dL˜
)
(q, S, v,W ) =
(
q, S,
∂L
∂v
, 0,−∂L
∂q
,−∂L
∂S
, v,W
)
.
One thus obtains the following Lagrange-Dirac formulation for the thermodynamic of simple
systems.
Theorem 3.2. Consider a simple system with a Lagrangian L = L(q, v, S) : TQ× R→ R
and a friction force F fr : TQ × R → T ∗Q. Assume that L is hyperregular with respect to
the mechanical variables (q, v) and define T (q, p, S) and F fr(q, p, S) as before. Then the
following statements are equivalent:
• The curve (q(t), S(t), v(t),W (t), p(t),Λ(t)) ∈ P satisfies the equations
(
p˙(t)− ∂L
∂q
(q(t), v(t), S(t))
)
T (q(t), p(t), S(t))
=
(
Λ˙(t)− ∂L
∂S
(q(t), v(t), S(t))
)
F fr(q(t), p(t), S(t)),
T (q(t), p(t), S(t))S˙(t) = − 〈F fr(q(t), p(t), S(t)), q˙(t)〉 ,
p(t) =
∂L
∂v
(q(t), v(t), S(t)), Λ(t) = 0, v(t) = q˙(t), W (t) = S˙(t).
(3.18)
• The curve (q(t), S(t), v(t),W (t), p(t),Λ(t)) ∈ P satisfies the Lagrange-Dirac system(
(q, S, p,Λ, q˙, S˙, p˙, Λ˙),dDL˜(q, S, v,W )
) ∈ D∆T∗Q(q, S, p,Λ).
Moreover, the system (3.18) is an implicit version of the system of evolution equations (3.8)
for the thermodynamics of simple systems.
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4 Dirac formulations induced from the mechanical sym-
plectic form
In this section, we show that Dirac formulations of nonequilibrium thermodynamics of simple
systems can be constructed by using the canonical symplectic form ΩT∗Q on the cotangent
bundle of the mechanical configuration manifold Q. In this case, we can develop a Hamilton-
Dirac description.
4.1 Dirac formulation on M = TQ⊕Q T ∗Q
We consider the vector bundle on Q given by
pi(M,Q) : M = TQ⊕Q T ∗Q→ Q,
whose vector fiber at (q, S) ∈ Q is TqQ × T ∗qQ. An element in this fiber is denoted as
(q, S, v, p). Note that we can write M as the pull-back of the Pontryagin bundle of Q, i.e.,
M = pi∗(Q,Q)(TQ⊕ T ∗Q), where pi(Q,Q) : Q → Q is the projection pi(Q,Q)(q, S) = q.
Constraints for the thermodynamics of simple systems. In §3.1 we have considered
the distribution ∆P on P = TQ ⊕ T ∗Q induced by the variational constraint CV in (3.1)
associated to (1.2). We observe that the variational constraint CV (q, S, v,W ) ⊂ TQ does
not depend on W , so it can be used to yield a distribution on M as
∆M (q, S, v, p) :=
(
T(q,S,v,p)pi(M,Q)
)−1
(CV (q, S, v,W )) .
It is locally given as
∆M (q, S, v, p) :=
{
(q, S, v, p, δq, δS, δv, δp) ∈ TM
∣∣∣∣ ∂L∂S (q, v, S)δS = 〈F fr(q, v, S), δq〉
}
.
Dirac formulation on M = TQ⊕Q T ∗Q. Consider the projection
pi(M,T∗Q) : M → T ∗Q, pi(M,T∗Q)(q, S, v, p) := (q, p)
and the presymplectic form ωM = pi
∗
(M,T∗Q)ΩT∗Q on M induced from the canonical sym-
plectic form of T ∗Q. Denoting by m = (q, S, v, p) an arbitrary element in M , we define the
Dirac structure on M induced from the distribution ∆M and the presymlectic form ωM as
D∆M (m) : =
{
(vm, ζm) ∈ TmM × T ∗mM | vm ∈ ∆M (m) and
〈ζm, wm〉 = ωM (m)(vm, wm) for all wm ∈ ∆M (m)
}
.
Writing locally (m, m˙) ∈ TM and (m, ζ) ∈ T ∗M , where m˙ = (q˙, S˙, v˙, p˙), and ζ =
(α, T , β, u), the induced Dirac structure D∆M on M is locally described as follows: for each
m = (q, S, v, p), the condition
(
(m, m˙), (m, ζ)
) ∈ D∆M (m) is equivalent to
(p˙+ α)
∂L
∂S
(q, v, S) = −T F fr(q, v, S),
∂L
∂S
(q, v, S)S˙ =
〈
F fr(q, v, S), q˙
〉
,
β = 0, u = q˙.
The generalized energy E : M → R is defined here by
E(q, S, v, p) = 〈p, v〉 − L(q, v, S).
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Using the expression dE(q, S, v, p) =
(
q, S, v, p,−∂L∂q ,−∂L∂S , p− ∂L∂v , v
)
, the Dirac dynamical
system
(
(m, m˙),dE(m)
) ∈ D∆M (m), for m = (q, S, v, p) ∈M , yields
(
p˙− ∂L
∂q
(q, v, S)
)
∂L
∂S
(q, v, S) =
∂L
∂S
(q, v, S)F fr(q, v, S),
∂L
∂S
(q, v, S)S˙ =
〈
F fr(q, v, S), q˙
〉
,
p =
∂L
∂v
, v = q˙.
We thus obtain the following theorem concerning the Dirac formulation of the thermody-
namics of simple systems on M .
Theorem 4.1. Consider a simple system with a Lagrangian L = L(q, v, S) : TQ× R→ R
and a friction force F fr : TQ× R→ T ∗Q. Then the following statements are equivalent:
• The curve m(t) := (q(t), S(t), v(t), p(t)) ∈M satisfies the equations
p˙(t)− ∂L
∂q
(q(t), v(t), S(t)) = F fr(q(t), v(t), S(t)),
∂L
∂S
(q(t), v(t), S(t))S˙(t) =
〈
F fr(q(t), v(t), S(t)), q˙(t)
〉
,
p(t) =
∂L
∂v
(q(t), v(t), S(t)), v(t) = q˙(t).
(4.1)
• The curve m(t) := (q(t), S(t), v(t), p(t)) ∈M satisfies the Dirac dynamical system(
(m, m˙),dE(m)
) ∈ D∆M (m). (4.2)
Moreover, the system (4.1) is the implicit version of the system of evolution equations
d
dt
∂L
∂q˙
(q(t), q˙(t), S(t))− ∂L
∂q
(q(t), q˙(t), S(t)) = F fr(q(t), q˙(t), S(t)),
∂L
∂S
(q(t), q˙(t), S(t))S˙(t) =
〈
F fr(q(t), q˙(t), S(t)), q˙(t)
〉
for the thermodynamics of simple systems.
Lagrange-d’Alembert-Pontryagin principle on M . Let us now describe the varia-
tional formulation associated to the above Dirac dynamical system. Given a curve m(t) =
(q(t), S(t), v(t), p(t)) ∈M , we consider the Lagrange-d’Alembert-Pontryagin principle on M
given by
δ
∫ t2
t1
[
〈p, q˙ − v〉+ L(q, v, S)
]
dt = 0, (4.3)
for variations δm(t) = (δq(t), δS(t), δv(t), δp(t)(t)) of the curve m(t) that satisfy
∂L
∂S
(q, v, S)δS =
〈
F fr(q, v, S), δq
〉
, (4.4)
and Tpi(M,Q)(δm(t1)) = Tpi(M,Q)(δm(t2)) = 0, and where the curve m(t) is subject to the
phenomenological constraint
∂L
∂S
(q, v, S)S˙ =
〈
F fr(q, v, S), q˙
〉
. (4.5)
It is easily verified that this principle yields the implicit system (4.1) on M .
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Intrinsic Lagrange-d’Alembert-Pontryagin equations on M . The above variational
formulation can be intrinsically written as follows. Consider the projection pi(M,T∗Q) :
M → T ∗Q, (q, S, v, p) 7→ (q, p) and the one-form θM := pi∗(M,T∗Q)ΘT∗Q ∈ Ω1(M), where
ΘT∗Q is the canonical one-form on T
∗Q. In coordinates, we have θM (q, S, v, p) = pidqi.
With the help of this one-form, the variational formulation (4.3)–(4.5) reads, for a curve
m(t) = (q(t), S(t), v(t), p(t)) ∈M ,
δ
∫ t2
t1
[
〈θM (m), m˙〉 − E(m)
]
dt = 0,
with respect to variations δm of the curve such that δm ∈ ∆M (m) and Tpi(M,Q)(δm(t1)) =
Tpi(M,Q)(δm(t2)) = 0, and with the constraint m˙ ∈ ∆M (m). From this principle it follows
the intrinsic Lagrange-d’Alembert-Pontryagin equations for thermodynamics on M as
im˙ωM (m)− dE(m) ∈ ∆M (m)◦, m˙ ∈ ∆M (m), (4.6)
where ωM = −dθM is the presymplectic form considered above. Equation (4.6) is the
intrinsic formulation of the system (4.1).
4.2 Lagrange-Dirac formulation on N = T ∗Q× R
We describe here a Lagrange-Dirac formulation on N = T ∗Q × R associated to the Dirac
structure on N induced from the variational constraint CV ⊂ TQ×Q TQ and the canonical
symplectic form on T ∗Q.
Constraints. Consider a Lagrangian L = L(q, v, S) : TQ×R→ R of a simple thermody-
namic system and assume it is hyperregular with respect to the mechanical variables (q, v), see
(3.14). Recall that in this case we can define from CV the constraint CV (q, S, p,Λ) ∈ T(q,S)Q,
see (3.15). Since CV does not depend on W it induces the following distribution on N :
∆N (q, S, p) :=
(
T(q,S,p)pi(N,Q)
)−1 (
CV (q, S, p,Λ)
)
,
locally given as
∆N (q, S, p) =
{
(q, S, p, δq, δS, δp) ∈ TN ∣∣ −T (q, S, p)δS = 〈F fr(q, S, p), δq〉} .
We recall the definition T (q, S, p) = −∂L∂S (q, v, S), in which v is uniquely defined from the
condition ∂L∂v (q, v, S) = p. Associated to this distribution and to the presymplectic form
ωN = pi
∗
(N,T∗Q)ΩT∗Q, is the Dirac structure on N given by, for each n = (q, S, p) ∈ N ,
D∆N (n) : =
{
(vn, ζn) ∈ TnN × T ∗nN | vn ∈ ∆N (n) and
〈ζn, wn〉 = ωN (n)(vn, wn) for all wn ∈ ∆N (n)
}
.
Writing locally (n, n˙) ∈ TN and (n, ζ) ∈ T ∗N , where n˙ = (q˙, S˙, p˙), and ζ = (α, T , u), the
induced Dirac structure D∆N on N is locally described as follows: for each n = (q, S, p),
the condition
(
(n, n˙), (n, ζ)
) ∈ D∆N (n) is equivalent to
(p˙+ α)T (q, S, p) = T F fr(q, S, p),
T (q, S, p)S˙ = − 〈F fr(q, S, p), q˙〉 ,
u = q˙.
(4.7)
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Lagrange-Dirac formulation on N . Recall that the Dirac differential for a Lagrangian
L : TQ→ R is defined by using the canonical diffeomorphism γQ : T ∗TQ→ T ∗T ∗Q, locally
given by γQ(q, v, α, p) = (q, p,−α, v). In our case, we extend γQ to the diffeomorphism
γ̂Q : T
∗(TQ× R)→ T ∗(T ∗Q× R), γ̂Q(q, S, v, α,Λ, p) := (q, S, p,−α,−Λ, v),
which is operating on T ∗R as (S,Λ) 7→ (S,−Λ). Note that γ̂Q is a symplectic diffeomor-
phism with respect to the canonical symplectic structures ΩT∗(TQ×R) = −dΘT∗(TQ×R) and
ΩT∗(T∗Q×R) = +dΘT∗(T∗Q×R), where
ΘT∗(TQ×R)(q, S, v, α,Λ, p) = αdq + pdv + ΛdS,
ΘT∗(T∗Q×R)(q, S, p, α, T , u) = αdq + udp+ T dS.
The associated Dirac differential of L is
d̂DL(q, S, v) := (γ̂Q ◦ dL) (q, S, v) =
(
q, S,
∂L
∂v
,−∂L
∂q
,−∂L
∂S
, v
)
.
From this definition and the expression (4.7) of the Dirac structure, we have(
(q, S, p, q˙, S˙, p˙), d̂DL(q, S, v)
) ∈ D∆N (q, S, p)
if and only if 
(
p˙− ∂L
∂q
(q, v, S)
)
T (q, p, S) = −∂L
∂S
(q, v, S)F fr(q, p, S),
T (q, S, p)S˙ = − 〈F fr(q, p, S), q˙〉 ,
v = q˙, p =
∂L
∂v
(q, v, S),
where the last equality comes from the fact that (q, S, p, q˙, S˙, p˙) and d̂DL(q, S, v) both be-
long to the fibers at (q, S, p) ∈ T ∗Q × R. One thus obtains the following Lagrange-Dirac
formulation for the thermodynamic of simple systems, based on the canonical symplecic
form ΩT∗Q.
Theorem 4.2. Consider a simple system with a Lagrangian L = L(q, v, S) : TQ× R→ R
and a friction force F fr : TQ × R → T ∗Q. Assume that L is hyperregular with respect to
the mechanical variables (q, v) and define T (q, p, S) and F fr(q, p, S) as before. Then the
following statements are equivalent:
• The curve (q(t), S(t), v(t), p(t)) ∈M satisfies the equations
(
p˙(t)− ∂L
∂q
(q(t), v(t), S(t))
)
T (q(t), p(t), S(t))
= −∂L
∂S
(q(t), v(t), S(t))F fr(q(t), p(t), S(t)),
T (q(t), v(t), S(t))S˙(t) = − 〈F fr(q(t), p(t), S(t)), q˙(t)〉 ,
v(t) = q˙(t), p(t) =
∂L
∂v
(q(t), v(t), S(t)).
(4.8)
• The curve (q(t), S(t), v(t), p(t)) ∈M satisfies the Lagrange-Dirac system(
(q, S, p, q˙, S˙, p˙), d̂DL(q, S, v)
) ∈ D∆N (q, S, p).
Moreover, the system (4.8) is an implicit version of the system of evolution equations (3.8)
for the thermodynamics of simple systems.
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4.3 Hamilton-Dirac formulation on N = T ∗Q× R
We assume that L : TQ×R→ R is hyperregular with respect to the mechanical variables, see
(3.14). Under this assumption, we can define the Hamiltonian function H : N = T ∗Q×R→
R by
H(q, p, S) = 〈p, q˙〉 − L(q, q˙, S), (4.9)
where q˙ is uniquely determined from (q, p, S) by the condition ∂L∂q˙ (q, q˙, S) = p.
We shall use the same distribution and the same Dirac structure as in §4.2 before.
Note that in (4.7) we can directly write the constraint in terms of the Hamiltonian as
T (q, S, p) = ∂H∂S (q, S, p). From (4.7), it follows that the Hamilton-Dirac system(
(q, S, p, q˙, S˙, p˙),dH(q, S, p)
) ∈ D∆N (q, S, p)
is equivalent to
(
p˙+
∂H
∂q
(q, S, p)
)
∂H
∂S
(q, S, p) =
∂H
∂S
(q, S, p)F fr(q, S, p),
∂H
∂p
= q˙,
∂H
∂S
(q, S, p)S˙ = − 〈F fr(q, S, p), q˙〉 . (4.10)
We get the following theorem.
Theorem 4.3. Consider a simple system with a Lagrangian L = L(q, v, S) : TQ× R→ R
and a friction force F fr : TQ×R→ T ∗Q. Assume that the Lagrangian is hyperregular with
respect to the mechanical variables, consider the associated Hamiltonian H : T ∗Q× R→ R
and define F fr(q, p, S) as before. Then the following statements are equivalent:
• The curve (q(t), S(t), p(t)) ∈ N satisfies the equations
(
p˙(t) +
∂H
∂q
(q(t), p(t), S(t))
)
∂H
∂S
(q(t), p(t), S(t))
=
∂H
∂S
(q(t), p(t), S(t))F fr(q(t), p(t), S(t)),
−∂H
∂S
(q(t), p(t), S(t))S˙(t) =
〈F fr(q(t), p(t), S(t)), q˙(t)〉 ,
∂H
∂p
(q(t), p(t), S(t)) = q˙(t).
(4.11)
• The curve (q(t), S(t), p(t)) ∈ N satisfies the Hamilton-Dirac system(
(q, S, p, q˙, S˙, p˙),dH(q, S, p)
) ∈ D∆N (q, S, p). (4.12)
Moreover the system (4.11), equivalently written as
p˙(t) = −∂H
∂q
(q(t), p(t), S(t)) + F fr(q(t), p(t), S(t)),
q˙(t) =
∂H
∂p
(q(t), p(t), S(t)),
∂H
∂S
(q(t), p(t), S(t))S˙(t) = − 〈F fr(q(t), p(t), S(t)), q˙(t)〉
(4.13)
is the Hamiltonian description of the system of evolution equations (3.8) for the thermody-
namics of simple systems.
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Hamilton-d’Alembert principle on N . To the Hamilton-Dirac formulation is naturally
associated a variational structure. In our case, the variational formulation on N is
δ
∫ t2
t1
[
〈p, q˙〉 −H(q, S, p)
]
dt = 0 (4.14)
for all variations (δq(t), δS(t), δp(t)) for the curve (q(t), S(t), p(t)) ∈ N that satisfy
− ∂H
∂S
(q, p, S)δS =
〈F fr(q, p, S), δq〉 (4.15)
with δq(t1) = δq(t2) = 0, and the curve is subject to the phenomenological constraint
− ∂H
∂S
(q, p, S)S˙ =
〈F fr(q, p, S), q˙〉 . (4.16)
We refer to the principle (4.14)–(4.16) as the Hamilton-d’Alembert principle. From this
principle one immediately obtains the system (4.13).
Intrinsic form of the Hamilton-d’Alembert principle on N . The variational formu-
lation can be intrinsically written as follows. Let us define θN := pi(N,T∗Q)ΘT∗Q ∈ Ω1(N),
where we recall that pi(N,T∗Q) : N → T ∗Q, and ΘT∗Q is the canonical one-form on T ∗Q.
The variational formulation is intrinsically described in terms of a curve n(t) ∈ N as
δ
∫ t2
t1
[
〈θN (n), n˙〉 −H(n)
]
dt = 0,
for all variations δn such that δn ∈ ∆N (n(t)) and Tpi(N,Q)(δn(t1)) = Tpi(M,Q)(δn(t2)) =
0, and with the constraint n˙(t) ∈ ∆N (n(t)). It yields the following intrinsic Hamilton-
d’Alembert equation on N
in˙ωN (n)− dH(n) ∈ ∆N (n)◦, n˙ ∈ ∆N (n), (4.17)
where ωN = −dθN . Equation (4.17) is the intrinsic expression of the system (4.13).
Remark 4.4 (Recovering the canonical formulation of classical mechanics). When H does
not depend on S and the friction force is absent, it goes without saying that (4.17) reduces
to the canonical symplectic formulation of Hamiltonian mechanics, namely,
i(q˙,p˙)ΩT∗Q(q, p) = dH(q, p).
Relation between the Dirac formulations on N and M . The Hamilton-Dirac for-
mulation on N presented in this section, namely(
(q, S, p, q˙, S˙, p˙),dH(q, S, p)
) ∈ D∆N (q, S, p) (4.18)
is related, via the partial Legendre transform, to the Dirac formulation on M presented in
§4.1 given by (
(q, S, v, p, q˙, S˙, v˙, p˙),dE(q, S, v, p)
) ∈ D∆M (q, S, v, p). (4.19)
Indeed, the partial Legendre transform induces the fiber preserving immersion
jL : N ↪→M, jL(q, S, p) :=
(
q, S, v(q, p, S), p
)
,
over Q, where the function v = v(q, p, S) is defined by such that the condition FLS(q, v) =
(q, p) holds.
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One notices the following relations:
E ◦ jL = H, j∗LθM = θN , j∗LωM = ωN ,
T(q,S,p)jL
(
∆N (q, S, p)
)
= ∆M (jL(q, S, p)) ∩ Im
(
T(q,S,p)jL
)
.
By using the explicit forms (4.1), resp., (4.13) of the systems (4.19), resp., (4.18) we notice
that if the curve n(t) ∈ N is a solution of the Hamilton-Dirac system (4.18), then the
curve m(t) ∈ M defined by m(t) := jL(n(t)) is a solution of the Dirac dynamical system
(4.19). Conversely, if the curve m(t) ∈ M is a solution of the Dirac dynamical system
(4.19), then the curve is of the form m(t) = jL(n(t)) for a curve n(t) ∈ N , because the
relation (q, p) = FLS(q, v) is included in the system (4.19) (see the third equation in (3.6)).
In addition, by inspection of the explicit forms (4.1) and (4.13), the curve n(t) is solution
of the Hamilton-Dirac system (4.18).
Relation between the Dirac formulations on M and P. We note that if the curve
m(t) = (q(t), S(t), v(t), p(t)) ∈M = TQ⊕QT ∗Q is a solution of the Dirac dynamical system
(4.2) on M , then the lifted curve mˆ(t) ∈ P defined by
mˆ(t) :=
(
q(t), S(t), v(t),W (t) = S˙(t), p(t),Λ(t) = 0
)
is a solution of the Dirac dynamical system (3.7) on P. See Fig. 4.1 for an illustration of
this relation.
Remark 4.5 (On Hamilton-Dirac formulations). Note that we have two Lagrange-Dirac
formulations: one on N = T ∗Q × R which uses the Lagrangian L : TQ × R → R, see §4.2,
and one on T ∗Q which uses the lifted Lagrangian L˜ : TQ → R, see §3.2. On the Hamilton-
Dirac side, however, we only have shown one formulation, on N = T ∗Q × R, described in
the present section. There is no natural corresponding Hamilton-Dirac formulation on T ∗Q,
because, in thermodynamics, the lifted Lagrangian L˜ : TQ → R is always degenerate, since
it does not depend on S˙.
Despite this degeneracy, one can define a Hamiltonian on T ∗Q by lifting the Hamiltonian
H : T ∗Q× R→ R as follows
H˜ := H ◦ pi(T∗Q,N) : T ∗Q → R.
In this case, one recovers the equation of evolution for the thermodynamic of simple systems
as a Hamilton-Dirac system for H˜ on T ∗Q by using a Dirac structure induced from the
presymplectic form ωT∗Q := pi∗(T∗Q,T∗Q)ΩT∗Q (not the canonical symplectic form ΩT∗Q).
Namely, we define
D˜∆T∗Q(z) : =
{
(vz, αz) ∈ TzT ∗Q× T ∗z T ∗Q | vz ∈ ∆T∗Q(z) and
〈αz, wz〉 = ωT∗Q(z)(vz, wz) for all wz ∈ ∆T∗Q(z)
}
,
(4.20)
where ∆T∗Q is the distribution defined in (3.16). Note that the Dirac structure (4.20) is
distinct from the Dirac structure defined in (3.17). The condition
(
(z, z˙), (z, ζ)
) ∈ D˜∆T∗Q(z)
is equivalent to 
(p˙+ α)T (q, p, S) = T F fr(q, p, S),
T (q, p, S)S˙ = − 〈F fr(q, p, S), q˙〉 ,
u = q˙, Ψ = 0.
Thus, the Hamilton-Dirac system(
(q, S, p,Λ, q˙, S˙, p˙, Λ˙),dH˜(q, S, p,Λ)
) ∈ D˜T∗Q(q, S, p,Λ)
does yield the system (4.10).
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Remark 4.6 (Inclusion of the external force). An external force F ext : TQ × R → T ∗Q
can be easily included in all the Dirac formulations. To do this, we consider the lift of the
external force onto the manifold on which the Dirac structure is defined. For example, for
the Dirac formulation on P = TQ ⊕ T ∗Q developed in §3.1, we consider the projections
pi(P,TQ×R) : P → TQ×R and pi(P,Q) : P → Q, locally given by pi(P,TQ×R)(q, S, v,W, p,Λ) =
(q, v, S), pi(P,Q)(q, S, v,W, p,Λ) = q and define the lifted external force as the horizontal
one-form F extP ∈ Ω1(P) given by〈
F extP (x), vx
〉
:=
〈
F ext
(
pi(P,TQ×R)(x)
)
, Tpi(P,Q)(vx)
〉
,
with x = (q, S, v,W, p,Λ). This external force is included in the Dirac dynamical system
(3.7) as follows (
(x, x˙),dE(x)− F extP (x)
) ∈ D∆P (x).
One easily checks that it yields the evolution equations (1.4). The case of the other Dirac
formulations is treated similarly.
5 Examples
We illustrate the Dirac formulations with three examples of simple systems, involving three
different irreversible processes: friction, matter transfer, and chemical reactions.
The one-cylinder problem. This example has been already described in §1, see Fig.
1.1. The thermodynamic configuration space is Q = R × R 3 (x, S). We shall illustrate
the approach of §4.1. The bundle M reads M = TR ⊕R×R T ∗R 3 (x, S, v, p). The Dirac
structure is given as follows. For each (x, S, v, p) ∈M , we have
(
(x˙, S˙, v˙, p˙), (α, T , β, u)) ∈ D∆M ⇔

(p˙+ α)T (x, S) = −T λ(x, S)v,
T (x, S)S˙ = λ(x, S)vx˙,
β = 0, u = x˙.
The generalized energy is
E(x, S, v, p) = pv − 1
2
mv2 + U(x, S).
and one directly checks that the Dirac dynamical system (4.2) yields the evolution equations
(1.7) for the piston. The other formulations can be carried out similarly, by using the
expressions
E(x, S, v,W, p,Λ) = pv + ΛW − 1
2
mv2 + U(x, S) on P = T (R× R)⊕ T ∗(R× R),
H(x, S, p) =
1
2m
p2 + U(x, S) on N = T ∗R× R,
H˜(x, S, p,Λ) =
1
2m
p2 + U(x, S) on T ∗Q = T ∗(R× R).
Diffusion through a homogeneous membrane. We consider a system with diffusion
due to (internal) matter transfer through a homogeneous membrane separating two reser-
voirs, as considered in Oster, Perelson, Katchalsky [1973, §2.2]. The equations of evolution
where derived in Gay-Balmaz and Yoshimura [2016a, §3.4] from the variational formalism,
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Figure 4.1: Illustration of the relation between the Dirac formulations for the thermody-
namics of simple systems developed in this paper. From the top to the bottom: the Dirac
dynamical system formulation based on the generalized energy on P developed in §3.1; the
Lagrange-Dirac formulation on T ∗Q developed in §3.2; the Dirac dynamical system for-
mulation on M developed in §4.1; the Lagrange-Dirac and Hamilton-Dirac formulations
developed in §4.2 and §4.3.
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to which we refer for more details on this example. We suppose that the system is simple
(so it is described by a single entropy variable) and involves a single chemical component.
We denote by N (m) the number of mole of this chemical component in the membrane and
also by N (1) and N (2) the numbers of mole in the reservoirs 1 and 2, as shown in Fig. 5.1.
¹ ¹ ¹
J J
(2)(1)
(m)
m1 2Reservoir Reservoir
Membrane
One chemical
component
(1) (2)
Figure 5.1: Nonelectrolyte diffusion through a homogeneous membrane
(1) Variational formulation based on the chemical potential. The approach developed in
Gay-Balmaz and Yoshimura [2016a] is based on the internal energy U(S,N (1), N (2), N (m)),
expressed in terms of the entropy and number of moles. We shall here describe the system
by using the thermodynamic potential expressed in terms of the entropy and the chemical
potentials, namely, we define the thermodynamic potential
Φ(S, µ(1), µ(2), µ(m)) := U(S,N
(1), N (2), N (m))−
∑
k=1,2,m
µ(k)N
(k),
were N (k) on the right hand side are defined from the conditions ∂U
∂N(k)
= µ(k).
The Lagrangian in this representation is defined as
L(w, w˙, S) := −Φ(S, w˙(1), w˙(2), w˙(m)), (5.1)
where w := (w(1), w(2), w(m)). Let us denote by J
(1) the flux from the reservoir 1 into
the membrane and J (2) the flux from the membrane into the reservoir 2. The variational
formulation can be expressed as
δ
∫ t2
t1
L(w, w˙, S)dt = 0, Variational Condition
where the curves w(t) and S(t) satisfy the nonlinear nonholonomic constraint
∂L
∂S
(q, q˙, S)S˙ = J (1)(w˙(1) − w˙(m)) + J (2)(w˙(m) − w˙(2)) Phenomenological Constraint
and with respect to variations δw(t) and δS(t) subject to the constraint
∂L
∂S
(w, w˙, S)δS = J (1)(δw(1) − δw(m)) + J (2)(δw(m) − δw(2)), Variational Constraint
with δw(t1) = δw(t2) = 0. This variational principle, together with the observation
∂L
∂w˙(k)
=
− ∂Φ
∂µ(k)
= N (k) and the phenomenological constraint yield the evolution equations{
N˙ (1) = J (1), N˙ (m) = −J (1) + J (2), N˙ (2) = −J (2)
−T S˙ = J (1)(µ(1) − µ(m)) + J (2)(µ(m) − µ(2)).
(5.2)
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(2) Dirac formulation. The thermodynamic configuration space is Q = R3 × R 3 (w, S)
with w = (w(1), w(2), w(m)). The bundle M reads M = TR3 ⊕R3×R T ∗R3 3 (w, S, v,N),
with v = (w(1), w(2), w(m)), N = (N
(1), N (2), N (m)). The Dirac structure is given as follows.
For each (w, S, v,N) ∈M , we have(
(w˙, S˙, v˙, N˙), (α, T , β, u)) ∈ D∆M (w, S, v,N)
⇔

(N˙ + α)T (w, S) = T (J (1)(v(1) − v(m)) + J (2)(v(m) − v(2)))
T (w, S)S˙ = J (1)(w˙(1) − w˙(m)) + J (2)(w˙(m) − w˙(2))
β = 0, u = w˙.
The generalized energy is
E(w, S, v,N) =
∑
k=1,2,m
N (k)v(k) + Φ(S, v(1), v(2), v(m))
and one directly checks that the Dirac dynamical system (4.2) yields the evolution equation
(5.2) for membrane transport.
The generalized energy on P = T (R3×R)⊕T ∗(R3×R) to be used in the Dirac formulation
(3.7) is
E(w, S, v,W,N,Λ) =
∑
k=1,2,m
N (k)v(k) + ΛW + Φ(S, v(1), v(2), v(m)).
(3) The Hamiltonian. We note that the Lagrangian defined in (5.1) is nondegenerate in
the sense of (3.14). The associate Hamiltonian defined in (4.9) recovers the internal energy,
namely,
H(w,N, S) = U(S,N (1), N (2), N (m)).
The Hamilton-Dirac system (4.12) yields the evolution equations (5.2).
Chemical reactions dynamics. Consider a system of several chemical components un-
dergoing chemical reactions. Let I = 1, ..., R be the chemical components and a = 1, ..., r the
chemical reactions. We denote by NI the number of moles of the component I. Chemical
reactions may be represented by∑
I
ν′aI I
a(1)

a(2)
∑
I
ν′′aI I, a = 1, ..., r,
where a(1) and a(2) are forward and backward reactions associated to the reaction a, and
ν′′aI , ν
′a
I are forward and backward stoichiometric coefficients for the component I in the
reaction a. From this relation, the number of moles NI has to satisfy
d
dt
NI =
r∑
a=1
νaI
d
dt
ψa, I = 1, ..., R, (5.3)
where νaI := ν
′′a
I − ν′aI , ψa is the degree of advancement of reaction a, and ψ˙a is the rate of
the chemical reaction a. The mass conservation during each reaction is given by∑
I
mIν
a
I = 0 for a = 1, ..., r (Lavoisier law),
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wheremI is the molecular weight of component I. We shall denote by U = U(S,N1, ..., NR, V ),
the internal energy of the system. We assume that the volume stay constant V = V0.
The variational formulation for the nonequilibrium thermodynamics of this system was
presented in Gay-Balmaz and Yoshimura [2016a, §3.3] and is based on the Lagrangian
defined by
L(ψ, S) := −U(N1, ..., NR, V0, S), (5.4)
where ψ = (ψ1, ..., ψr) and NI on the right hand side is expressed in terms of ψ by
NI(t) = NI(t1) +
r∑
a=1
νaIψa(t), ψa(t1) = 0. (5.5)
which results from (5.3). The expression of the entropy production involves friction forces
of the general form F fr a(ψ, ψ˙, S) = −λab(ψa, S)ψ˙b, where the symmetric part of the matrix
λab is positive.
The thermodynamic configuration space is Q = Rr × R 3 (ψ, S). The bundle M reads
M = TRr ⊕Rr×R T ∗Rr 3 (ψ, S, v, p), with ψ = (ψ1, ..., ψr), v = (v1, ..., vr), p = (p1, ..., pr).
The Dirac structure is given as follows. For each (ψ, S, v, p) ∈M , we have
(
(ψ˙, S˙, v˙, p˙), (α, T , β, u)) ∈ D∆N (ψ, S, v, p) ⇔

(p˙b + αb)T (ψ, S) = −T λab(ψ, S)va
T (ψ, S)S˙ = λab(x, S)vaψ˙b
β = 0, u = ψ˙.
The generalized energy is
E(ψ, S, v, p) =
r∑
a=1
pava − L(ψ, S)
and one obtains from the Dirac dynamical system (4.2) the evolution equations for the
chemical reactions, which coincide with those derived in Gay-Balmaz and Yoshimura [2016a,
§3.3]. The generalized energy on P = T (Rr × R) ⊕ T ∗(Rr × R) to be used in the Dirac
formulation (3.7)
E(ψ, S, v,W, p,Λ) =
r∑
a=1
pava + ΛW − L(ψ, S).
The Lagrangian (5.4) is degenerate hence the Hamiltonian H : T ∗Rr × R → R cannot
be defined.
One can alternatively describe chemical reaction dynamics by using a thermodynamic
potential Φ analogous to the one introduced for matter transfer above. This alternative
formulation is based on the approach for chemical reactions described in Gay-Balmaz and
Yoshimura [2016a, Def. 3.7], in which case the Lagrangian is regular and a Hamiltonian can
be defined.
Conclusion. In this paper we have shown that the equations of motion for nonequilibrium
thermodynamics can be formulated in the context of Dirac structures that are associated
with the Lagrangian variational setting developed in Gay-Balmaz and Yoshimura [2016a,b].
We have considered the thermodynamics of simple systems, i.e., systems for which one en-
tropy variable is sufficient to describe the irreversibility. We have proved that the equations
of motion can be naturally formulated as Dirac dynamical systems based on either the gen-
eralized energy, the Lagrangian, or the Hamiltonian. These formulations are associated to
either the canonical symplectic form on the thermodynamic phase space T ∗Q (§3) or the
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canonical symplectic form on the mechanical phase space T ∗Q (§4). These formulations
are compatible with the geometric formulation of classical mechanics given in terms of the
canonical symplectic form, which is recovered in absence of the entropy variable and friction
forces. We have explained the link between the various Dirac formulations and summarised
it in Fig. 4.1. Finally we have illustrated these formulations with examples involving the
irreversible processes of friction, matter transfer, and chemical reactions.
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