The problem of robust fault detection and isolation in robotic and mechatronic systems described by nonlinear models with non-smooth nonlinearities is considered. So-called logic-dynamic approach to construct the diagnostic observer with non-smooth nonlinearities by linear methods is considered. The method which allows obtaining full set of solutions with minimal sensitivity to the disturbance is suggested. This set of solutions can be used to choose the optimal solution with maximal sensitivity to the faults.
INTRODUCTION
There are many papers and books devoted to the problem of robust fault detection and isolation (FDI) in different technical systems (Blanke et al., 2006) ; (Chen and Patton, 1999) ; (Chen, 2008) ; (Li and Zhou, 2009 ); (Schreier et al., 1997) . This problem is completely solved in the case when a residual generator is of the form of linear parity relations (Frank, 1990) ; (Low et al., 1984) ; (Patton et al., 2002) ; mane papers consider this problem for diagnostic observer (Blanke et al., 2006) ; (Chen and Patton, 1999) ; (Chen, 2008) ; (Li and Zhou, 2009 ); (Schreier et al., 1997) in the case when the system under diagnosis is linear or nonlinear with smooth nonlinearities.
At the same time, many robotic and mechatronic systems are described by nonlinear models with nonsmooth nonlinearities such as saturation, Coulomb friction, backlash and hysteresis. For such systems traditional methods of observer design (see Blanke et al., 2006; Frank, 1990) are not applicable, and special design methods must be used. One of these methods is the logic-dynamic approach suggested by (Zhirabok and Usoltsev, 2002) .
In this paper we consider the problem of robust observer design for FDI in robotic and mechatronic systems with non-smooth nonlinearities. As usual, observer-based methods allow obtaining the single solution only whose robust properties have to be checked. If the result of this checking is not good, another solution is found and the robust properties are checked again. To overcome this shortcoming, the new approach is suggested allowing obtaining a full set of solutions with given robust properties which can be used to choose the optimal solution.
SYSTEM TRANSFORMATIONS
Consider the system describe by the following equations
where
are vectors of state, control, and output; f  and h are nonlinear vector functions, the function f  may be non-smooth. It is supposed that the function h satisfies the condition
except on a set of measure zero.
To obtain a linear function of output, consider one-to-one transformation of the system (1). For this system, coordinate transformation
is given by the function  where 
To take into account faults and disturbances and to apply the logic-dynamic approach (Zhirabok and Usoltsev, 2002) , the model (2) has to be transformed into the following form: 
. Generally, the function j  has several terms of the form x A i .
PRELIMINARY RESULTS
Firstly, consider the linear case when 0  C and the system is described by the equations (Chen and Patton, 1999; Frank, 1990) :
To ensure the reliable fault detection, the residual ) (t r has to be sensitive to the faults and invariant with respect to the unknown inputs (Frank, 1990) . Notice that in the case when 0  L one says about full decoupling with respect to unknown inputs.
To design an observer in the linear case, there are a number of approaches, e.g., the eigenstructure assignment, the approach based on the Kronecker canonical form (Frank, 1990) . Another linear procedure suggested in (Zhirabok et al., 2010) also is based on the Kronecker canonical form. According to this approach, the matrices * F and * H describing the observer are represented in the canonical form
In this case (4) may be presented in the form of the set of k equations:
where i  and i J are the i-th rows of the matrices
, k is the dimension of the observer. It is shown in (Zhirabok et al., 2010 ) that (5) can be transformed into the single equation
. (6) The solution of this equation gives the minimal integer k and the matrices R and J; then the rows of the matrix  are obtained from (5). This matrix is used to find the matrix G G   * and to check the conditions 0  L and 0  D .
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Shortcoming of this approach is that it does not allow to take immediately into consideration the condition 0  L , therefore one has to check whether or not the solution of (6) satisfies this condition. If not, then another solution must be found and the condition 0  L must be checked again. To overcome this shortcoming, the new approach is suggested which allows to include the condition 0  L in (5) and to obtain a full set of solutions with specified robust properties.
PROBLEM SOLUTION

Main Relationships
Introduce the matrix
. This choice allows rewriting the condition
that gives the equations ,
where i M is the i-th row of the matrix M. Rewrite these equations as follows:
We begin to solve equations (7)-(9) from the last one finding at every step all linearly independent solutions. The result of each step is a conclusion about possibility to construct the observer satisfying the condition 0  L ; if it is possible, then the observer is constructed, otherwise the dimension k is increased and the next step is fulfilled. Consider these steps in detail.
The First Step
Equation (9) has a solution in the case when rows of the matrices F L * and H are linearly dependent, this can be checked by the criterion
If (10) is not valid, then full decoupling is impossible, and one has to use the robust methods (Frank, 1990); (Low et al., 1986) ; (Patton, 1994) . Suppose that condition (10) 
Criterion of existence of this equation solution is the condition
If it is valid, the observer of dimension 1 exists, it can be constructed as follows. Let the matrix
contains all linearly independent solutions of (11), then the equality 
This means that
, and the observer has been constructed.
The Second Step
If (12) is not valid, it is necessary to find the observer of higher dimension. Consider (8) 
Since (13) N are contained in the matrix 2 N , therefore one obtains additional possibility to satisfy the condition (12) and to solve (11) at the second step.
If (12) is valid, denote the solution of (11) by ) (
Calculating the matrix If (12) is not valid, consider (8) implies absence of that at next steps. In this case, one has to use the robust methods (Frank, 1990; Low et al, 1986) .
Nonlinear Case
According to the logic-dynamic approach suggested in (Zhirabok and Usoltsev, 2002) for nonlinear systems, the nonlinear observer is based on the linear one constructing above. The nonlinear term for the model (3) is obtained as follows. Calculate the product and combine the similar terms, for (14) with
according to (16) . As a result, the nonlinear observer takes the form (15) is not valid, one has to construct another linear observer of bigger dimension or to use the additional observer considered below.
Additional Observer Design
If (15) is not valid for all possible linear observers, the additional observer estimating some rows of the matrix A has to be used. Denote by 0 A the row of the matrix A for which the condition (15) is not valid. By analogy with (4), one can write the equations
where the index "0" corresponds to matrices describing the additional observer. By analogy with the matrix  , the matrix 
Denote the solution of these equations by 0 D and ) ( . Such a procedure has to be applied to every row of the matrix 1 D . Denote the result of this analysis as ) (
. Then the procedure similar to the one suggested above is applied to the matrices 0 D and 2 D with removing the appropriate rows of the matrix 0 D . If the resulting matrix 0 D is not equal to zero, the additional observer exists. To construct this observer, solve the algebraic equation
, and
, then the additional observer invariant with respect to the unknown inputs does not exist and the robust methods must be used.
PRACTICAL EXAMPLE
Consider the general electric servoactuator of manipulation robots studied in (Zhirabok et al., 2010) . The servoactuator dynamic, with the backlash and elasticity taken into account, may be described by the following nonlinear equations: 
Here 1 x and 2 x are the output rotation angle and velocity at the reducer output shaft, respectively; 3 x and 4
x are the output rotation angle and velocity at the motor output shaft, respectively; 5
x is the current through the servoactuator windings; W and w are the components of the inertia and velocity, respectively: d M and r M are the moments of the Coulomb friction at the motor and reducer shaft output, respectively: 
Nonlinear term is described as follows:
It can be shown that (10) and (12) . Numerical values of the electrical servoactuator parameters can be found in (Zhirabok et al., 2010) .
The residual ) (t r time behavior is shown in Figure 1 , the fault occurred at 30  t s; obviously, the disturbance does not influence on the residual. 
CONCLUSIONS
The problem of robust fault detection and isolation in mechatronic systems described by nonlinear models with non-smooth nonlinearities has been considered. The logic-dynamic approach suggested in the paper allows solving this problem by linear methods. The method which allows obtaining a full set of solutions with full decoupling with respect to unknown inputs has been suggested.
