The dipole nature of chromophore is important for both super-resolution microscopy and imaging molecular structure, which is nevertheless neglected in most microscopies, even including structured illumination microscopy (SIM) with polarized excitations. Here we interpret fluorescent dipoles in spatial-orientational hyperspace, in which polarized excitation is structured illumination on the dimension of dipole orientation. Furthermore, we developed polarized SIM (PSIM), which attains super-resolution imaging of fluorescent dipoles directly on commercial SIM systems.
Both the absorption and emission process of chromophores are polarization sensitive, physically termed as dipoles. The dipole model plays an important role in super-resolution microscopy. Considering polarized emission, the localization accuracy of single molecular imaging could be improved [1] . With polarization modulated excitation, super-resolution imaging could be obtained by demodulation algorithm with regular labeling strategies [2, 3, 4] . When targeted to biological structures, the fluorescent dipole connects its polarization with the molecular structure of the specimen. For example, G-protein activation on cell membrane could be measured by two-photon polarization microscopy [5] . Structural understanding of macromolecules such as nuclear pore complex [6] , ATPase [7] and myosin [8] are improved by various fluorescent polarization microscopy (FPM). Biological filaments, such as actin, septin, and DNA filament, usually behave with strong polarization, which is widely studied by FPM [9, 10, 11, 12] . Despite that most fluorescent tags exhibit dipole effect, it is seldom employed in many microscopic techniques. Interestingly, even the rotational polarized excitation is employed in SIM (Figure 1b) , the dipole feature of the specimen is still neglected. To provide a universal framework for considering polarization in microscopy, we interpret the sample in spatial-orientational hyperspace or x-y-α coordinate, by stretching the dipoles on an additional dimension of orientation. Figure 1a illustrates dipoles of the specimen on x-α section. When excited by polarized light, the dipoles are structurally illuminated on orientational dimension: the ones parallel to the polarization have largest absorption efficiency while the ones perpendicular are not excited at all. The quantitative relationship between absorption efficiency and dipole orientation is also a sinusoidal function, analogous to spatial structured illumination (Eq. 1). Fourier transform of the sinusoidal pattern contains three frequency components. With polarization modulation, or changing the phases of orientational structured illumination, these frequency components could be solved separately. In this way, higher frequency orientational information could be observed, enabling measurement of dipole orientation. At least three polarized excitations are required, which is consistent with fitting the dipole orientations from their polarization response as used in linear dichroism [12, 13] . Nonlinear polarized excitation could generate more frequency components on orientation axis, further improving orientational resolution. For example, Two-photon excitation (TPE) [5] and Excitation Polarization Angle Narrowing (ExPAN) [2] are two types of nonlinear polarized excitation studied in previous research ( Figure S1 ). When second or higher harmonic frequencies are acquired, multiple dipoles at the same position or the wobbling behavior of dipoles may be resolved. A system with polarized detection is able to measure dipole orientation by itself. When combined with polarized excitation, polarized detection allows to measure an additional harmonic of orientational frequency ( Figure S2 ). We also use a combination of linear polarized excitation and polarized detection to measure the illumination pattern of nonlinear SIM in the following context.
where F θ (α) denotes the polarized excitation in orientational dimension with the polarized of θ, I θ,α (r) denotes structured illumination in spatial dimensions with pattern θ and phase φ, D denotes the detected image, S p (r, α) denotes the sample information in the reciprocal space and P SF denotes the point spread function of the system. Spatial-orientational hyperspace shows more advantage over fitting polarization response when it comes to SIM. SIM generates both spatial structured illumination by interference and orientational structured illumination by polarized excitation (Eq. 1). Taken the direction of k vector as xaxis which is perpendicular to the illumination pattern, we could display the spatial-orientational structured illumination in x-α coordinate ( Figure 1c ). The spatial-orientational pattern of structured illumination contains higher frequency components on all dimensions after Fourier transform ( Figure 1e ). It actually doubles both spatial resolution and orientational resolution. To verify spatial-orientational structured illumination, uniformly distributed 20-nm fluorescent beads are excited under polarized structured illumination and imaged. The fluorescent beads are known as polarization isotropic or have uniform distribution on orientational axis. However, they behave polarized response under polarized excitation, which are measured by polarized detection. Then the images are rotated to have k vector as x-axis and displayed in x-α coordinate. Similar illumination pattern and Fourier transform could be obtained experimentally (Figure 1d , f). Furthermore, saturation would happen on both spatial and orientational dimension when saturated SIM [14] is performed. Higher-order spatial and orientational harmonics could further improve not only spatial resolution but also orientational resolution. Nonlinear orientational structured illumination also happens in the turning off process of nonlinear SIM with photoswitching proteins [15] , whose first harmonics and second harmonics are measured by combination of polarized excitation and polarized detection experimentally ( Figure S3 ). Among all the promising findings based on spatial-orientational hyperspace, we focused on developing polarized SIM in this work, because it could be directly performed on any commercial SIM systems as well as most home-built SIM setups. To enable SIM with dipole orientation imaging, several problems need to be addressed. Firstly, the intensity fluctuation among different polarized excitations should be properly compensated, otherwise it would disturb the measurement of dipole orientation. In SIM, both the polarization and interferometric pattern are rotated, which can bring large heterogeneous intensity fluctuation, different from linear dichroism in which only the polarization is rotated. To calibrate the intensity fluctuation of different illumination patterns in SIM system, we used the specimen of sparsely distributed 100-nm fluorescent beads. The polarization-isotropic fluorescent beads emit constant fluorescence under different polarizations, therefore fluctuation of their fluorescent signal reflects the intensity fluctuation of the system. We move the beads to cover the entire field of view for hundreds of measurements and generate the calibration map. According to our experimental results, the intensity fluctuation can be as large as 50% percent on a commercial GE OMX system, which would disrupt dipole orientation imaging if not compensated ( Figure S4 ). The next step is to solve the frequency components in Figure 1e . The spatial frequency components (marked in blue) could be solved as conventional SIM does (Eq. 3). Three interferometric directions would bring six detectable spatial pedals on the reciprocal space of PSIM. The orientational frequency components (marked in yellow) are solved using three polarizations (Eq. 4). Two orientational pedals could be obtained on the reciprocal space of PSIM. These pedals make up the detectable frequency region of PSIM in spatial-orientational k space (Figure 1g ). Those spatial-orientational cross harmonics (marked in gray) could not be solved with commercial SIM setup, because excitation polarization θ and illumination vector 112 k are dependent on each other. However, these missing frequencies have no influence on either spatial image or dipole orientation image according to our simulation ( Figure S5 ). Assembling all the frequency components of PSIM and applying inverse Fourier transform, super1 [15] [10, 11, 16] or single dipole tracking [12, 17, 18] . PSIM achieves higher spatial resolution than polarization demodulation methods or ExPAN. Single molecular methods either take tens of minutes of imaging time11 which are not suitable for live cells, or only apply to sparsely labeled specimen [12, 17, 18] . Benefitted from its inherent super-resolution and orientation imaging capacities, PSIM can be an optimal method for live cell FPM imaging. Furthermore, the rapid progress in the development of SIM would also advance the performance of PSIM. For example, high-NA TIRF-SIM achieves a spatial resolution of 84-nm [19] and Hessian SIM achieves fast imaging speed of 188 Hz [20] , both of which are well compatible with PSIM. With full compatibility to existing SIM systems, we believe PSIM to be a widely applied tool in studying molecular structure and dynamic in biology.
Methods
Reconstruction algorithm of PSIM. PSIM imaging process is described by Eq.1, whose Fourier transform would be:
Both the spatial structured illumination, I θ,φ (r) and orientational structured illumination F η (α) bring larger observable region on spatial dimensions and orientational dimension. The reconstruction of PSIM takes two steps: SIM step and LD step. For SIM step, three images belong to the same pattern are used to solve the three frequency components as conventional SIM does. However, every frequency component is convoluted with a polarization termF θ (k α ), as shown in Eq. 3 
could be further solved with LD equation (Eq. 4). SIM uses 3 directions of illumination patterns, which cover the doubled region in reciprocal space. The 3 directions of polarization are just sufficient to extract the dipole orientations, while LD systems usually use more excitation polarizations to obtain robust results. Before the LD step, the images are compensated with the calibration data of fluorescent beads. 
) solved in SIM step make up the observable region of reciprocal space of PSIM (Figure 1g ). The 6 high-order spatial components (
π ), i = 1, 2, 3 (cross first harmonics). Assembling the 9 shifted components in reciprocal space and applying inverse Fourier transform on spatial dimensions. The intensity image could be obtained from the zero frequency component on orientation axis. And the dipole orientation could be obtained from the phase of +1 harmonic on orientation axis. Our SIM reconstruction algorithm is based on previous work of fairSIM (https://www.fairsim.org/) [21] , which is an ImageJ plugin written in Java. However, our data is analyzed by reprogrammed Matlab code for easier debugging. A simple ImageJ plugin has also been developed for userfriendly operation. To facilitate the science community, we have released our source code on Github (https://github.com/chenxy2012/PSIM). Calibration of illumination fluctuation. The slide of 100 nm fluorescent beads is prepared at a proper density so that the beads can be localized separately. The beads are imaged by 2D-SIM sequence at largest field-of-view of the system. For each pattern, three images of different phase are acquired, from which the wide field image can be calculated. If the phase difference is designed to be 2π/3, wide field image could be easily obtained by averaging the three images. Thus, three wide field images are obtained for three patterns. In each image, the beads are localized by QuickPALM (http://code.google.com/p/quickpalm) [22] with their position and intensity exported. For those beads appears on all three images at the same position, they are used to compensate illumination fluctuations among different patterns. The beads are then moved at a step size of 500 nm and measured repeatedly until the whole field-253 of-view is calibrated. Compensation of intensity fluctuation is performed before the LD step during PSIM reconstruction based on Eq. 5. Detailed information is included in Supplementary Note 4.
Simulations to verify PSIM. The spatial-orientational cross harmonic frequency components are unresolvable by PSIM, so that PSIM uses the obtained 9 frequency pedals to generate dipole orientation image. If all the components are solved separately, 21 frequency pedals are obtained to fill up the full doubled region ( Figure S5 ). To study the influence of missing cross harmonic frequencies, we simulated radial lines and circles with parallel dipole orientation to their direction. The simulated specimen in x-y-α coordinate is discretized with spatial grid of 20 nm and orientational grid of 12.5 degree. Then we apply Fourier transform to the simulated data and obtain corresponding frequency pedals. Frequency components beyond the observable area of PSIM (Figure 1g ) or full double region ( Figure S5a ) are neglected. Afterward, inverse Fourier transform is applied and super-resolution dipole imaging is obtained. We find that the missing frequency components have no influence on either intensity image or dipole orientations. They only have influence on the orientation uniform factor (OUF) [3] , which describes the variation of dipole orientations or wobbling of dipoles on each pixel. Unexpected high-frequency fluctuations would appear on the OUF image. The edges of filaments show highest OUF while the filaments themselves have small OUF ( Figure  S5e ). Experimental measurement of structured illumination. A single-layer uniform 20 nm fluorescent beads sample is prepared to measure the spatial-orientational structured illumination, which is excited by an interferometric structured illumination. Polarization detection is implemented by placing a polarizer in front of the detector. The polarizer rotates from 0 to 180 degrees and images are captured every 20 degrees. So nine images with the same spatial pattern but different polarized detections are acquired under this configuration. After that, all images are rotated for the same angle to make the stripes vertical. Afterward, columns of the image are averaged to form a row as a spatial dimension. Then nine polarized detections are placed in a columns form the orientational dimension (Figure 1d) . Finally, the frequency domain of the structured illumination in spatial-orientational hyperspace is acquired by 2D Fourier Transform (Figure 1f) . Sample preparation and imaging. 
