Single-Unit Recordings in the Macaque Face Patch System Reveal Limitations of fMRI MVPA by Dubois, Julien et al.
Behavioral/Cognitive
Single-Unit Recordings in the Macaque Face Patch System
Reveal Limitations of fMRI MVPA
X Julien Dubois,1 Archy Otto de Berker,2 and Doris Ying Tsao1
1Division of Biology, California Institute of Technology, Pasadena, California 91125, and 2Pembroke College, University of Cambridge, Cambridge CB21RF,
United Kingdom
Multivariate pattern analysis (MVPA) of fMRI data has become an important technique for cognitive neuroscientists in recent years;
however, the relationship between fMRIMVPA and the underlying neural population activity remains unexamined. Here, we performed
MVPA of fMRI data and single-unit data in the same species, the macaque monkey. Facial recognition in the macaque is subserved by a
well characterized system of cortical patches, which provided the test bed for our comparison. We showed that neural population
information about face viewpoint was readily accessible with fMRI MVPA from all face patches, in agreement with single-unit data.
Information about face identity, although it was very strongly represented in the populations of units of the anterior face patches, could
not be retrieved from the same data. The discrepancy was especially striking in patch AL, where neurons encode both the identity and
viewpoint of human faces. From an analysis of the characteristics of the neural representations for viewpoint and identity, we conclude
that fMRIMVPA cannot decode information contained in the weakly clustered neuronal responses responsible for coding the identity of
human faces in the macaque brain. Although further studies are needed to elucidate the relationship between information decodable
from fMRI multivoxel patterns versus single-unit populations for other variables in other brain regions, our result has important
implications for the interpretation of negative findings in fMRI multivoxel pattern analyses.
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Introduction
The ability of fMRImultivariate pattern analysis (MVPA) to infer
the orientation of visual gratings from the pattern of BOLD ac-
tivity in the human primary visual cortex (V1) (Haynes and Rees,
2005; Kamitani and Tong, 2005) established the technique as an
important counterpart to classical univariate analyses. Although
the relationship between underlying neural population activity
and fMRI MVPA is still currently unclear, fMRI decoding has
been applied in many areas of cognitive neuroscience, encom-
passing perception, attention, object processing, memory, se-
mantics, language processing, and decision making (for review,
see Tong and Pratte, 2012). The interpretation of above-chance
classification in terms of brain function, however, critically rests
on a yet-to-be-established link between neural population activ-
ity and fMRI patterns.
A fundamental step toward understanding the neural basis of
MVPA is the comparison of information encoded by populations
of single units with that of information decoded from fMRI pat-
terns. The macaque face patch system (Tsao et al., 2003, 2008)
offers an unprecedented opportunity for such an investigation.
Highly reproducible across animals (although there remains de-
bate about the precise number of patches and their nomencla-
ture; Pinsk et al., 2009; Ku et al., 2011; Rajimehr et al., 2014;
Vanduffel et al., 2014) and exquisitely functionally compartmen-
talized (Freiwald andTsao, 2010), the face patch systempermits a
direct comparison of the two techniques in the same regions and
in the same species. Notably, the selectivity of single neurons for
face viewpoint and face identity in a subset of the face patches (the
middle face patches ML andMF, the anterior lateral face patches
AL and AF, and the anterior medial face patch AM) differs
greatly. For example, neurons become increasingly view invari-
ant as one moves anteriorly, with the emergence of mirror-
symmetric tuning in AL and fully view-invariant tuning in the
most anterior patch, AM. Here, we apply multivariate analysis to
single-unit recordings and to fMRI data in these patches and
compare information retrieved by linear classifiers fromdata col-
lected by the two recording methods.
Beyond shedding light on the neural underpinnings of fMRI
decoding, our results also inform the literature onMVPA studies
of face identity in the human brain (Kriegeskorte et al., 2007;
Natu et al., 2010; Nestor et al., 2011; Anzellotti et al., 2014). Some
have claimed that the fusiform face area contains identity infor-
mation (Nestor et al., 2011; Anzellotti et al., 2014), whereas oth-
ers failed to find such evidence (Kriegeskorte et al., 2007).
Therefore, fMRI decoding has not yet brought a definite answer
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to the question (fMRI adaptation studies
have similarly failed to reach a consensus
on the matter; Mur et al., 2010). We find
that brain regions containing identity-
specific neurons do not support decoding
of facial identity with fMRI MVPA; fur-
ther analysis of the population code dem-
onstrates that this failure may be due to
weak clustering of like-tuned units. Con-
versely, readout of spatially clustered rep-
resentations of facial viewpoint shows
striking agreement between fMRI MVPA
and single-unit recordings.
Materials andMethods
Procedures. All procedures conformed to local
and National Institutes of Health guidelines,
including the National Institutes of Health
Guide for Care and Use of Laboratory Animals.
All experiments were performed with the ap-
proval of the Institutional Animal Care and
Use Committee.
Stimuli. Freiwald and Tsao (2010) used a set
of 200 photographs of human faces comprising
25 different identities, each taken from eight
different viewpoints, which they refer to as the
face views (FV) image set.We randomly picked
five males of the 25 identities and selected five
of the eight viewpoints: left full profile (L90),
left half profile (L45), frontal (F), right half
profile (R45), and right full profile (R90); this
left us with a set of 25 images (Fig. 1a). This set
of images was used for the fMRI experiments.
Single-unit data acquisition and experimental
paradigm. Most of the single-unit data came
from an existing dataset and the reader is re-
ferred to Freiwald and Tsao (2010) for a full
description of these recordings. Data were re-
corded in three male rhesus macaques. Face
patches were localized in each animal using
fMRI. The animals were implanted with Ultem
headposts and the following face patches were
targeted for single-unit recordings with a fine
tungsten electrode:MF, AL andAM forM1; AL
and AM forM2; andML forM3. The monkeys
were rewarded with juice for constant fixation while viewing all pictures
from the FV image set (200 pictures total) in random order without
replacement; depending on the cell, the set of 200 images was shown
between 3 and 10 times. Each image was shown for 200ms with a 200ms
blank between images. Only well isolated single units that showed a
refractory period were studied. Data were collected over multiple ses-
sions (M1, MF: 7 sessions, AL: 12 sessions, AM: 23 sessions; M2, AL: 59
sessions, AM: 13 sessions; M3, ML: 26 sessions).
We also report new data from electrophysiological recordings in AM
for monkey M5. M5 was presented with the FV image set; depending on
the cell, each image was shown between 1 and 17 times. Each image was
shown for 150 ms with a 150 ms blank between images. Data were col-
lected over 20 sessions. In addition, we collected the responses of 6 AM
cells to 24-s-long presentations of the frontal views for the 5 identities
used in the fMRI experiments, jittering the images every 2 s to avoid
retinal adaptation (see fMRI paradigm).
Single-unit decoding. As argued in Freiwald and Tsao (2010), the sim-
ilarity of responses obtained from the same patch in different animals
warranted pooling data across animals. Furthermore, the similarity of
responses inML andMF warranted pooling data from these patches and
we refer to this merged patch as ML/MF. We selected all units that had
been presented with all 25 images in our set a minimum of three times.
This criterion yielded a total of 66 units in ML/MF, 102 units in AL, and
167 units in AM. The response of each unit to each image was defined as
the firing rate in the 50–200ms window, expressed as a percentage of the
baseline firing rate in the 0–50 ms window. We randomly selected three
trials (of the three to 10 available trials) for each of the 25 images (we
repeated this random selection procedure 20 times to have a better esti-
mator of the true decoding performance) and, for each patch, we built a
matrix with 75 rows representing examples (25 images  three presen-
tations) and asmany columns as there were neurons available.We used a
threefold cross validation scheme. At each fold, we set aside one of the
three trials for each image to serve as the testing set and trained the
classifier on the remaining two trials; we repeated the threefold cross-
validation procedure 10 times to achieve a more robust analysis. To test
for identity-invariant viewpoint information, we restricted the testing
examples to only one of the five identities (we did this for each identity in
turn) and the training examples to the remaining four identities. Simi-
larly, to identify viewpoint-invariant identity information, we trained the
classifier on four of the five viewpoints and tested on the remaining
viewpoint. We normalized the training and testing sets by removing the
column mean of the training set and dividing by the column SD of the
training set. Then, we trained a linear Support VectorMachine (LIBSVM
for MATLAB downloaded from http://www.csie.ntu.edu.tw/cjlin/
libsvm) to discriminate either the viewpoint or the identity in the train-
Figure 1. Face stimuli for the experiments and brain regions of interest (face patches).a, The 25 images used in the single-unit
recordings and fMRI experiments comprising fivemale identities each depicted from five viewpoints.b, Statistical parametricmap
for the contrast faces versus {bodies, fruits, hands, andobjects} formonkeyM6displayedon the inflated left and righthemispheres;
themain clusters, corresponding to a subset of the face patches (PL,ML/MF, AL/AF andAM), are labeled. The color scale represents
T-values.
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ing set (note that we did not optimize the C parameter, which regulates
the trade-off between misclassifications and margin, because it did not
make any difference within a reasonable range; we used the default C
1). Finally, we applied the learned classifier on the testing set.Weused the
“b1” option in LIBSVM, which computes probability estimates for
each class (through an internal fivefold cross validation; see Wu et al.,
2004) and can yield predictions that differ slightly from the “b0” non-
probabilistic option; however, it also provides a better picture of the
information available to the classifier by recording how difficult each
decision is (which a simple confusion matrix does not do). Confusion
matrices were populated by counting the predicted labels of each class
type for each input class; the overall accuracywas computed as the sumof
the diagonal elements of the confusion matrix divided by the sum of all
elements. Note that linear SVM does not support multiclass classifica-
tion; instead, multiclass problems need to be reformulated as a series of
binary classifications. LIBSVM internally uses an “all vs all” scheme
(sometimes referred to as “one vs one”), whereby as many binary classi-
fications are run as there are pairs of labels.
fMRI data acquisition and experimental paradigm. Five male rhesus
macaques (M4, M5, M6, M7, andM8) were trained to maintain fixation
on a small spot for a juice reward. Monkeys were scanned in a 3T TIM
(Siemens) scanner while passively viewing images on a screen. Eye posi-
tion wasmonitored using an infrared eye tracking system (ISCAN) and a
juice reward was delivered every 2–4 s if fixation was properly main-
tained. The fixation spot size was 0.13° in diameter. We used a gradient-
echo EPI sequence (TR 2 s, TE 17 ms, flip angle 80°, 96 96 resolution,
54 slices, 1 mm isotropic resolution, parallel imaging GRAPPA with ac-
celeration factor 2, phase partial Fourier 7/8) for M4, M5, M6, and M7
and a slightly different sequence (EPI, TR 2 s, TE 17 ms, 80 80 resolu-
tion, flip angle 80°, 45 slices, 1.2 mm isotropic resolution, no parallel
imaging, phase partial Fourier 6/8) for M8. In combination with a con-
comitantly acquired field map, this allowed high-fidelity reconstruction
by undistortingmost of the B0-field inhomogeneities (Zeng and Consta-
ble, 2002; Cusack et al., 2003).MION contrast agent was used to improve
signal-to-noise ratio (SNR). Images presented on the screen spanned 9.4°
of visual angle. Twenty-four-second blocks of a gray background alter-
nated with 24 s blocks of the images. The same image (1 of 25) was
presented throughout an image block, with its position jittered slightly
(0.9°) every 2 s to prevent visual adaptation. We collected 10 fMRI runs
for M4 (one session), 10 runs for M5 (one session), 14 runs for M6 (two
sessions), 38 runs for M7 (five sessions), and 14 runs for M8 (two ses-
sions). For M4 andM5, during each run, we presented 10 images; there-
fore, it took two runs to present all 20 images (we did not present ID4 to
M4 andM5). The order of images was fixed, and balanced (runA: ID2, F;
ID1, L90; ID5, F; ID3, F; ID2, L45; ID5, L45; ID3, R45; ID2, L90; ID1,
R90; ID5, R45; runB: ID3, R90; ID1, F; ID1, L45; ID1, R45; ID5, L90; ID3,
L90; ID2, R45; ID5, R90; ID2, R90; ID3, L45). For M6, M7, and M8, we
presented either 12 or 13 images in each run (again, it took two runs to
present all 25 images). The order of images was pseudorandomized in-
dependently for each pair of runs, with the constraint that all identities
and viewpoints were presented in each run.
fMRI preprocessing. EPI data were realigned to the first run and cor-
rected for distortions caused by magnetic field inhomogeneities using
Freesurfer (downloaded form http://surfer.nmr.mgh.harvard.edu/). The
short TR (2 s) did not warrant the application of slice timing correction.
All further analyses were performed in MATLAB.
Face patch localization. We acquired data to functionally localize face
patches in a separate fMRI session for each monkey. Five face-selective
regions (ML,MF, AL, AF, andAM)were identified in each hemisphere in
all monkeys using a univariate contrast between blocks of faces (monkey
faces and human faces, familiar and unfamiliar) versus other categories
(bodies, fruits, hands, and man-made objects). Additional details have
been described previously (Tsao et al., 2006; Freiwald and Tsao, 2010;
Ohayon and Tsao, 2012).We thresholded the statistical parametricmaps
at p  0.0001 uncorrected and selected clusters of contiguous voxels to
define the face patches (wemasked each face patch with a 1-cm-diameter
sphere centered on the peak voxel of each cluster).
fMRI decoding. We first detrended the time course of each voxel in
each run independently using a second-order polynomial, then z-scored
the signal across time (Kietzmann et al., 2012). We took the average of
time points 16, 18, 20, 22, 24, and 26 s (which encompass the peak of the
fMRI response to the block stimulation) as the signal for each block. We
extracted the signal for each block at each voxel (nvox 96 96 54 for
M4–M7, 80 80 45 forM8), thus populating a (nblocksnvox)matrix.
We then selected the columns of this matrix that corresponded to each
functionally defined region of interest (face patches) and submitted the
data from each ROI to a multivariate pattern analysis. A commonly used
machine learning algorithm for supervised pattern classification in the
fMRI decoding literature is the linear SupportVectorMachine (whichwe
also used for decoding from single-unit pseudopopulations).Other com-
mon choices include Linear Discriminant Analysis, Gaussian Naive
Bayes, or sparse logistic regression; we chose to use linear SVMbecause it
usually performs at least as well as any other classifier on fMRI data
(Pereira and Botvinick, 2011). The procedure was similar to that de-
scribed in the single-unit decoding section except that there was no ran-
dom selection of data; we used a leave-one-run-out cross-validation
scheme, thus avoiding any dependence between the testing examples and
training examples. Beyond the analyses reported in the main text, we
explored additional analyses to convince ourselves that we could not
perform better with these approaches. These included, for example,
smoothing the data with a Gaussian kernel before decoding and/or ex-
panding the regions of interest and then using feature selection ap-
proaches. None of these analyses yielded significant decoding in regions
where we did not find significant decoding with the classical approach.
Searchlight decoding. We used a cubic searchlight comprising 125 vox-
els (5  5  5) and ran it throughout the fMRI volume; within each
searchlight, we used a linear SVM classifier in the exact same way as we
did in the ROI analyses described in the previous section. Average accu-
racy was mapped to the voxel at the center of the searchlight.
Statistical analysis of decoding performance. Statistical assessment of
decoding performance is an area of ongoing debate (Schreiber and
Krekelberg, 2013; Noirhomme et al., 2014); current best practice is to
perform a permutation test whereby one assigns wrong labels to training
examples and conducts the whole analysis (including scaling, feature
selection, etc.) using these surrogate labels. Unless specified otherwise,
we report the 95% interval for 1000 surrogate datasets as a vertical line
(which should be centered on chance level) in themajority of figures.We
derived all p-values from these permutation tests by counting howmany
of the surrogate results are equal to or better than the real result and
dividing by the number of surrogates. Note that, for searchlight decoding
analyses, it was computationally too expensive to perform permutation
testing so we had to revert to binomial testing.
Representational similarity. Our invariant decoding procedure gener-
ated five probability matrices, one for each of the testing identities (resp.
viewpoints). We concatenated all elements of these five matrices into a
single vector, yielding a detailed description of the information available
to the classifiers. We then computed the Spearman rank correlation ()
between the vectors corresponding to the single unit decoding and the
vectors corresponding to the fMRI decoding. We assessed the signifi-
cance of these correlations with a permutation test, drawing 1000 com-
binations of surrogates from the single-unit and fMRI data. We also
computed these correlations considering only nondiagonal elements of
each probability matrix to focus on the pattern of errors.
Tuning analyses. To investigate the tuning of single neurons and of
single voxels to viewpoint and identity, we used the method described
previously (Serences et al., 2009; Gratton et al., 2013). Here, we describe
the procedure for the single voxels and with viewpoint (the procedure is
similar for single units) andwith identity. For each trial, we computed the
mean response across all voxels in a given patch and removed it from
each voxel’s response to correct for mean effects and then z-scored the
responses for each voxel across trials in each fMRI run.We next assigned
each voxel a preferred viewpoint based on its normalized response to
each viewpoint averaged over all but one run (training runs); the pre-
ferred viewpoint was the one evoking the largest mean normalized re-
sponse in the training runs. At the end of this process, voxels were sorted
into five classes according to their viewpoint preference in the training
runs.We finally computed themean normalized response of all voxels in
each class to each of the five viewpoints in the testing run, resulting in a
Dubois et al. • Comparison of Single-Unit Recordings and fMRI MVPA J. Neurosci., February 11, 2015 • 35(6):2791–2802 • 2793
tuning function for each class. This procedure was repeated leaving each
run out in turn (cross-validation), and tuning functions were averaged
across folds. To characterize the amount of tuning to the preferred view-
point and compare it between single voxels and single units, we z-scored
each final tuning curve and computed the difference between the nor-
malized response to the preferred viewpoint and the average normalized
response to all other viewpoints: we name the resulting quantity the
“tuning factor,” expressed in units of SDs from the average response.We
computed an average tuning factor for each face patch from its five
tuning curves.
We also computed a mutual information based measure to quantify
the tuning of each voxel to viewpoint. Normalized responses in the train-
ing runs were discretized into five bins based on the range of responses
across all voxels. We computed the entropy of the binned responses,
H(B), for each voxel as follows:
HB 
bB
pblog2pb, (1)
where p(b) is the proportion of trials in which the voxel’s response falls
into bin b. Then, we computed the conditional entropy H(BVP), the
entropy of the responses for each voxel given knowledge of the viewpoint,
as follows:
HB⎪VP  
vpVP
pvp
bB
pb⎪vplog2pb⎪vp, (2)
From these two quantities, the mutual informationMI(B;VP), the view-
point information carried by the responses of a voxel, is therefore as
follows:
MIB;VP  HB  HB⎪VP. (3)
The unit of measure is bits (base 2 logarithm). Informative voxels have a
high MI. Statistical assessment of the tuning analyses was conducted
through permutation testing.
Sparseness. We computed the Gini index (Hurley and Rickard, 2009)
on the basis of the normalized average responses to each identity (and to
each viewpoint) in the face views set for all neurons in a given patch. The
normalized responses represent how strongly each neuron responds to
each identity (or viewpoint) as a fraction of their maximal response (in
the image set); the response is sparse if a given stimulus evokes amaximal
response in only a few neurons.
G  1  2
k1
N
ck
c
N  k 
1
2
N
 for ordered data,
c1  c2 …  cN (4)
Clustering. For the clustering analysis, we pairwise correlated the aver-
age patterns of responses (averaged by identity or by viewpoint, respec-
tively) of units recorded in the same penetration, within 1 mm of each
other. The numbers of pairs satisfying this criterion was as follows: ML/
MF, 385; AL, 326; AM, 610. For each patch, we computed the average
correlation score (after a Fisher Z transform) across all these pairs. We
used a permutation test to assess the statistical significance of the result-
ing average correlations. We randomly shuffled the identity and view-
point labels of the data and computed the pairwise correlation between
all neurons satisfying our distance criterion. We repeated this 1000
times to compose a null distribution against which we tested our
observed correlations.
Results
Single-unit tuning to face viewpoint and identity in the
face patches
Most of the single-unit data came froman existing dataset and the
reader is referred to Freiwald and Tsao (2010) for a full descrip-
tion of these recordings performed inmonkeysM1,M2, andM3.
We randomly picked five human (male) identities from the im-
age set of 25 identities described in Freiwald and Tsao (2010) and
selected five of the eight viewpoints in that set (left full profile
L90, left half profile L45, frontal F, right half profile R45, and right
full profile R90; leaving out up, down and back), thus yielding a
total of 25 images to be used for the planned fMRI experiments
(Fig. 1a).
The representations of viewpoint and identity at the level of
single units in the face patches were investigated in detail in Frei-
wald and Tsao (2010). Here, we further characterized the tuning
of single units to face viewpoint and identity using the methods
described previously (Serences et al., 2009; Gratton et al., 2013):
we established tuning functions and mutual information mea-
sures for our single-unit data for viewpoint and identity using a
cross-validation procedure, as described in the Material and
Methods section. Results for these analyses are reported in Figure
2 (top) for viewpoint and Figure 3 (top) for identity. In Figure 2
(top), empty bars in the left panel represent the proportion of
neurons that have a higher response to each of the five viewpoints
(in the training data); for example, in ML/MF, there are more
neurons than expected by chance that have a higher response to
the frontal view in the training set (p  0.01) and fewer than
expected by chance that have a higher response to the right pro-
files (R45, p 0.001; R90, p 0.001). The right panel shows the
average response of the neurons in each class to each of the five
viewpoints (in the testing data). Keeping with the example of the
neurons tuned to the frontal view (in the training data), their
average response in the testing data is higher than expected by
chance for the frontal view (p  0.001) and also lower than
expected by chance for the R90 view (p 0.01). Finally, the filled
bars in the left panel represent the proportion of neurons that
have a significant tuning to viewpoint according to the mutual
information criterion in each class. There is a significant propor-
tion of neurons tuned to four of the viewpoints (L90, p 0.001;
L45, p  0.001; F, p  0.001; and R90, p  0.05). Summarizing
results for viewpoint tuning, we observe the following. In ML/
MF, there are single neurons significantly tuned to most view-
points, with a predominance of frontal-view tuned units. The
tuning curves present a single peak, with responses falling off on
either side of the peak (sometimes asymmetrically). In AL, there
is a significant proportion of neurons tuned to each of the view-
points (L90, p 0.001; L45, p 0.01; F, p 0.001; R45, p 0.01;
and R90, p 0.001). Note that the tuning curves for profile-view
tuned neurons are U-shaped: units that respond highly to the left
(respectively right) full profile also respond highly to the right
(respectively left) full profile. This is also apparent, although less
pronounced, for half profile views. Neurons tuned to the frontal
view respond little to profile views. In AM, there are only neurons
significantly tuned to the frontal view according to the mutual
information metric (p 0.001). Note that the units classified as
tuned to either left or right full profiles have a U-shaped tuning
curve and respond less than expected by chance to the frontal
view (p 0.05).
Turning to identity tuning, our analyses indicate that overall
there is very little tuning to identity in ML/MF neurons. Tuning
curves in the testing set do not depart significantly from chance
except for units tuned to ID3 that may respond slightly less than
chance to ID5 (p 0.05); note that there is a significant propor-
tion of neurons tuned to ID3 (p 0.05) according to the mutual
information criterion. In AL, we find a significant proportion of
units tuned to ID2 (p 0.05), ID3 (p 0.001), ID4 (p 0.01),
and ID5 (p 0.001). The tuning curves show trends but do not
significantly depart from chance. In AM, there are again signifi-
cant proportions of neurons tuned to four of the five identities
(ID2, p 0.001; ID3, p 0.001; ID4, p 0.05; ID5, p 0.001)
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Figure 3. Single-unit and single-voxel tuning to identity in the macaque face patches. Top, Single-unit tuning to identity (based on all neurons recorded from M1, M2, and M3). In the
left panel, the empty bars represent the proportions of neurons with the highest response for each of the five identities (all bars sum to 100%). The filled bars represent the proportions
of neurons in each class that are significantly tuned; that is, for which the mutual information (between neural activity and identity) is higher than the 97.5th percentile of the null
distribution. The right panel shows tuning curves for cells tuned to each of the five identities within each patch. Null distributions, 95% confidence intervals (top, dashed black lines
correspond to empty bars and solid black lines correspond to filled bars; bottom, shaded area) and p-values (*p 0.05, **p 0.01, ***p 0.001) are all derived from a permutation
test (1000 repetitions). Bottom, Single-voxel tuning to identity (based on all voxels recorded from M6, M7, and M8). Middle, right, Tuning factor for each patch is compared between
single units and single neurons; p-values are from a paired t test.
Figure 2. Single-unit and single-voxel tuning to viewpoint in the macaque face patches. Top, Single-unit tuning to viewpoint (based on all neurons recorded fromM1, M2, and M3). In the left
panel, the empty bars represent the proportions of neurons with the highest response for each of the five viewpoints (all bars sum to 100%). The filled bars represent the proportions of neurons in
each class that are significantly tuned; that is, for which themutual information (between neural activity and viewpoint) is higher than the 97.5th percentile of the null distribution. The right panel
shows tuning curves for cells tuned to each of the five viewpoints within each patch. Null distributions, 95% confidence intervals (top, dashed black lines correspond to empty bars and solid black
lines correspond to filled bars; bottom, shaded area) and p-values (*p 0.05, **p 0.01, ***p 0.001) are all derived from a permutation test (1000 repetitions). Bottom, Single-voxel tuning
to viewpoint (based on all voxels recorded fromM6, M7, andM8). Middle, right, The tuning factor for each patch is compared between single units and single neurons; p-values are from a paired t
test.
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and the tuning curves mostly reflect significant tuning as ex-
pected for each class (ID2, p 0.01; ID3, p 0.05; ID4, NS; ID5,
p 0.01).
Single-voxel tuning to viewpoint and identity in the
face patches
We ran a block-design fMRI experiment in five monkeys (M4
throughM8). In a separate fMRI session for eachmonkey, we ran
a standard faces-objects-bodies localizer to functionally define
the face patches (see Fig. 1b for the locations of these face patches
on the inflated brain ofM6; see Table 1 for the numbers of voxels
in each face patch for each monkey). Here, we only present the
results for M6, M7, and M8; although the data fromM4 and M5
is entirely consistent with what we find in M6, M7, and M8, the
experiments forM4 andM5only included 4 identities andwehad
fewer data (10 runs, 1 session) for these 2 monkeys.
Wewere interested in establishingwhether single voxels in the
face patches are tuned to face viewpoint (respectively identity)
using the same approach as in the single units to establish tuning
curves and mutual information between single-voxel responses
and viewpoint (respectively identity). All voxels from M6, M7,
and M8 were included in this analysis. The results are shown in
Figure 2 (bottom) for viewpoint and in Figure 3 (bottom) for
identity. Summarizing results for viewpoint tuning, we observe
the following. In ML/MF, there is a significant proportion of
voxels significantly tuned to each of the five viewpoints (all p 
0.001); as in the single units, the tuning curves all present a single
peak. The tuning of voxels is well balanced across viewpoints. In
AL/AF, we again find a significant proportion of voxels tuned to
each of the five viewpoints (all p  0.001, except for R45, p 
0.05). Note that the number of voxels in each class is less even,
with a predominance of frontal- and full-profile-tuned voxels.
The tuning curves are U-shaped, as in the single neurons. In AM,
there is a significant proportion of units significantly tuned to
L90 and F, with a predominance of units tuned to F; the tuning
curves do not significantly depart from chance, but show the
expected trends. Therefore, we find some tuning of single voxels
to viewpoint,mostly inML/MFbut also inmore anterior patches,
a pattern broadly consistent with the single-unit results. Turning
to single-voxel tuning to identity, we observed a striking dissoci-
ation with our electrophysiological data. In ML/MF, there is a
significant proportion of voxels significantly tuned to ID3 (p 
0.01), ID4 (p 0.05), and ID5 (p 0.01), with a predominance
of voxels tuned to ID5. The tuning curves reflect this weakly. In
AL/AF and AM, our analyses do not pick up on any significant
tuning to identity.
This picture is very different from that which emerged from
the analysis of single units—single voxels do not reflect the iden-
tity tuning of underlying single units in the anterior face patches
(AL/AF andAM),whereas they reflect the viewpoint tuning of the
underlying units well in those same face patches. This conclusion
is readily apparent from the tuning factors (which measure the
difference between the normalized response to the preferred
stimulus and the average normalized response to all other stim-
uli, in units of SDs), which are depicted in Figures 2 and 3, right.
Another interesting observation is that conversely, single voxels
in ML/MF are better tuned to identity and viewpoint than single
neurons in the same patch.
Decoding invariant representations of viewpoint and identity
from single-unit pseudopopulations in the face patches
To further characterize the information at the population level in
the single-unit recordings, we attempted to combine information
from several neurons linearly. We performed multivariate anal-
yses using a linear Support Vector Machine classifier (LIBSVM
implementation, Chang and Lin, 2011). We looked, in turn, for
viewpoint information and for identity information in each of
the three face patches that were recorded from ML/MF, AL, and
AM.
To find evidence for identity-invariant viewpoint informa-
tion, it was critical to use different identities as training and test-
ing examples (Anzellotti et al., 2014). Therefore, we restricted the
training set to four of the five identities and the testing set to the
remaining identity; we performed this procedure using each
identity as the testing identity in turn, therefore, five training/
testing rounds were run at each cross-validation fold and aver-
aged together (Fig. 4). To assess the significance of the final
results we used a permutation test (1000 permutations), which
consisted of replicating the entire procedure after randomly shuf-
fling class labels. With 1000 permutations, the highest signifi-
cance that can arise is p  0.001, corresponding to a situation
when no surrogate dataset led to better accuracy than the real
dataset. We found that the classifier performs well above chance
for viewpoint classification in all three faces patches:ML/MF, p
0.001; AL, p 0.001; AM, p 0.001 (Fig. 5a, left). Deeper insight
into the nature of the viewpoint information carried by the pseu-
dopopulations in each face patch can be gained by looking at the
pattern of errors made by the linear classifier. Classically, these
errors can be represented using confusion matrices; however,
confusion matrices only keep track of the final decision made on
each testing example without a record of how difficult the deci-
sion was. A more complete picture is offered by the average class
probability outputs for each class input, which in LIBSVM is
computed using an internal fivefold cross validation (Wu et al.,
2004) (Fig. 5a, right). Rows in each matrix represent the true
labels in the testing set; columns represent the labels that the
classifier chooses. ML/MF shows a clear view-specific represen-
tation, with some degree of confusion between views that are
visually similar, especially the half and full profiles. AL performs
slightly better thanML/MF in terms of overall accuracy; although
there is less confusion between half and full profile views, the
symmetric profile views are hard to tell apart, evincing the emer-
gence of mirror symmetry at this stage of face processing. Finally,
AM performs significantly less well than the more posterior
patches in disambiguating viewpoint; however, some mirror
symmetry remains and the frontal view stands apart from the
profile views. Finally, note that, in these analyses, we did not
equate the number of cells available from each patch for decod-
ing. Because this can be an issue when comparing performance
across loci, we performed the same analyses using only 40 ran-
domly selected neurons in each patch; the results are qualitatively
similar (ML/MF accuracy  51.7%, AL accuracy  55.7%, AM
accuracy 31.4%; all p 0.001).
We used a similar scheme to quantify viewpoint-invariant
identity information in the three face patches, restricting the
Table 1. Number of voxels in each of the regions of interest (early visual areas and
face patches)
V1 V2 V3 V4 ML-MF AL-AF AM
M4 259 178 52
M5 114 144 24
M6 2286 2141 1128 883 266 232 137
M7 1715 1736 1068 1135 481 308 152
M8* 1799 1572 1022 748 323 189 30
*Note that the resolution was 1.2 mm isotropic for M8 and 1 mm isotropic for all others.
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training set to four of the five viewpoints and using the fifth
viewpoint for testing. We performed this procedure using each
viewpoint for testing in turn; therefore, five training/testing
rounds were run at each cross-validation fold and averaged to-
gether. We found that all three face patches have enough infor-
mation to discriminate between the five identities significantly
above chance level: ML/MF, p 0.001; AL, p 0.001; AM, p
0.001 (Fig. 6a, left), although the accuracy increases greatly from
posterior to anterior regions. The output probability matrix (Fig.
6a, right) for ML/MF shows that the above-chance performance
is driven mainly by the fifth identity being easily distinguished
from the other four. This brought our attention to low-level dif-
ferences in the image set, which we further investigate in a later
section looking at fMRI decoding in the early visual cortices. In
AL, significant decoding is achieved for each identity. It is more
difficult for the classifier to generalize to the frontal view from
profile views (accuracy for testing viewpoint F 34.2%) than to
generalize to another profile view (accuracy for testing viewpoint
L90  57.1%, L45  53.3%, R45  49.2%, R90  60.4%), as
predicted by mirror symmetric tuning. Performance in AM is
very high; a simple linear classifier applied to the population of
AM neurons thus achieves viewpoint-invariant face recognition.
We found that these results hold when considering the com-
plete set of 25 identities from Freiwald and Tsao (2010)
(ML/MF accuracy  5.8%, AL accuracy  21.4%, AM accu-
racy  43.0%; all p  0.001 except for ML/MF p  0.03).
Finally, as noted previously, we selected 40 units at random in
each patch and found that the results are qualitatively similar,
Figure 4. Example of the invariant decoding procedure: decoding viewpoint in the single-unit data (monkeys M1, M2, and M3) from patch ML/MF. a, Each identity is used in turn for
testing while a linear SVM is trained on examples from the other four identities; accuracies are shown in the top bar plot and the corresponding probability estimates are shown below.
b, Average accuracy and probability matrix. Note that the frontal viewpoint is easier to label than profile views (row-wise accuracy, bottom right). On each bar plot, the thick vertical line
centered at chance level (20% correct) is the 95% confidence interval as estimated by a permutation test (1000 repetitions); p-values are derived from those null distributions (*p 0.05,
**p 0.01, ***p 0.001).
Figure 5. Comparison of identity-invariant viewpoint decoding with single-unit and fMRI data. a, Single-unit data. Left, Decoding accuracy in the three face patches. Chance is indicated with a
dashedblack line. The95% interval fromapermutation test is shownas a vertical line for eachpatch. Right: probability estimates for eachpatch. Rows represent the true labels (L90, L45, F, R45, R90)
and columns represent the labels that the classifier chooses from. b, fMRI data. The results are averaged across the three monkeys M6, M7, and M8 (left, shaded bars; right, probability matrices).
Individual results are also shown (left, empty bars). Null distributions are estimated by permutation tests (1000 repetitions) (*p 0.05, **p 0.01, ***p 0.001).
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with a slightly decreased performance in the anterior patches
(ML/MF accuracy  24.9%, AL accuracy  34.7%, AM accu-
racy  48.7%; all p  0.001).
fMRI decoding of viewpoint retrieves the information present
in the single-unit populations
In keeping with the analyses performed on the single-unit data,
we attempted to classify viewpoint with a linear SVM, training on
four of the five identities and testing on the remaining one and
repeating this procedure with each identity as the test identity.
We implemented a leave-one-run-out cross validation scheme to
ensure complete independence between the training and testing
examples. We present the results averaged across the three mon-
keysM6,M7, andM8 in Figure 5b.We found that the linear SVM
classifier performs above chance for viewpoint classification in all
three face patches, on average across M6, M7, and M8 (all p 
0.001). Critically, we found that the probability matrices (Fig. 5b,
right) from the fMRI data are in very good agreement with the
probabilitymatrices thatwe get from the single-unit data (Fig. 5a,
right).Of particular interest is the emergence ofmirror symmetry
in AL/AF, as described in the single-unit pseudopopulation data.
To quantify the match, we computed a Spearman correlation
between the probability matrices derived from the single-unit
data and from the fMRI data. We found that the patterns for
each face patch are significantly correlated (ML/MF   0.76,
AL/AF   0.77, AM   0.60; without diagonal elements,
ML/MF  0.57, AL/AF  0.59, AM  0.51, all p 0.001).
This strikingly demonstrates the ability of fMRI MVPA to
reveal the tuning functions of neurons contained within a
region of the cortex.
fMRI decoding of identity fails to retrieve information from
the anterior face patches AL/AF and AM
We conducted a similar analysis to the one described for view-
point decoding.We left out each viewpoint in turn for testing and
trained the classifier to decode identity from the four other view-
points. The results are presented as in the previous section, aver-
aged acrossM6,M7, andM8, in Figure 6b. In the single-unit data,
we see that performance improves dramatically from posterior
patches to anterior patches, a pattern that we do not find in the
fMRI data. In fact, we can only decode identity above chance in
ML/MF and, as in the single-unit data, performance is driven up
by ID5 (Fig. 6a; ML/MF p 0.001, AL/AF: p 0.382, AM, p
0.289). A Spearman correlation analysis between the probability
matrices likewise fails to find similar patterns between the single-
unit and fMRI decoding (ML/MF  0.17, AL/AF  0.14, AM
  0.13, all p 	 0.05; without diagonal elements, ML/MF  
0.16, AL/AF  0.05, AM  0.17, all p	 0.05).
Anterior face patches have lower functional SNRs
fMRI typically yields noisier measurements in the anterior tem-
poral lobes than in more posterior cortical areas; because invari-
ant identity information lies mostly in anterior areas whereas
invariant viewpoint information lies in posterior areas, this could
partly explain the discrepancy.We quantified the functional SNR
(fSNR, whichwe definedwithin aGLM framework as the average
magnitude of the fMRI signal change divided by the SD of the
residuals across time) for each patch in all five monkeys. We found
that fSNR significantly differs between face patches for eachmonkey
(one-way ANOVAs; all p 0.05). Multiple-comparison tests (us-
ing Tukey’s honestly significant difference criterion) showed that
fSNR is significantly lower in AM than in AL/AF (all monkeys)
and in AM than in ML/MF (all but M6). fSNR in AL/AF is either
significantly lower (three of five monkeys), not statistically dif-
ferent (M6) or significantly higher (M4) compared with fSNR in
ML/MF. It is thus possible that a relatively low fSNRhindered our
ability to read out identity information in the anterior face patch-
es; however, because we did find significant decoding of view-
point information in AL/AF (and in AM), the lack of identity
decoding in AL/AF (and in AM) is not solely due to a low SNR in
that area. Understanding the failure of fMRI in retrieving
identity information in anterior face patches thus requires a
Figure 6. Comparison of viewpoint-invariant identity decoding with single-unit and fMRI data. a, Single-unit data. Left, Decoding accuracy in the three face patches. Chance is indicated with a
dashed black line. The 95% interval from a permutation test is shown as a vertical line for each patch. Right, Probability estimates for each patch. Rows represent the true labels (ID1, ID2, ID3, ID4,
ID5) and columns represent the labels that the classifier chooses from.b, fMRI data. The results are averaged across the threemonkeysM6,M7, andM8 (left, shadedbars; right, probabilitymatrices).
Individual results are also shown (left, empty bars). Null distributions are estimated by permutation tests (1000 repetitions) (*p 0.05, **p 0.01, ***p 0.001).
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more in depth investigation of the properties of the neural
population representations of identity and viewpoint.
Neural population representations of viewpoint and identity:
sparseness and clustering
The signal measured in fMRI is hemodynamic and a prerequisite
for a sizeable hemodynamic response is that enough neurons be
active in a given area in response to a stimulus. Sparseness reflects
the proportion of a neural population that is active in response to
a stimulus.We used theGini index (Hurley and Rickard, 2009) as
a measure of sparseness: if only one neuron in a population re-
sponds to a given stimulus, the Gini index is 1, whereas if all
neurons respond at the same level (compared with theirmaximal
response), the Gini index is 0. We found that the sparseness of
both identity and viewpoint representations (obtained by aver-
aging single image responses across viewpoints and identities,
respectively, before computing the Gini index) increases signifi-
cantly fromML-MF to AM (one-way ANOVA: viewpoint, F(2,21)
199.4,p21014; identity,F(2,72)3477.39,p2 10
72; Fig.
7a); therefore, neuronal responses in anterior face patches are
sparser than in posterior face patches. The critical comparison to
make is between the representations of viewpoint and identity in
AL, the face patch where identity and viewpoint information are
both very well represented in the single units but only viewpoint
can be retrieved with fMRI MVPA. There, we found that view-
point representations are in fact slightly sparser than identity
representations (two-sided t test, T(31) 3.36, p 0.002), ruling
out sparseness as the main factor preventing identity decoding
in AL.
If units with similar tuning are scattered rather than concen-
trated, it is also less likely that the hemodynamics will carry in-
formation about the underlying representations. Retrieving the
exact location of the recording electrode and comparing it across
different sessions is not possible in our setup (fine electropolished
Tungsten electrodes were inserted anew, through a grid hole, at
each recording session; for details, see Freiwald and Tsao, 2010).
However, we can be confident in comparing locations sampled
during the same session (one electrode penetration, at different
depths). Although this does not allow us to recover the full to-
pography of viewpoint and identity selectivities, we can compare
the response profiles of nearby units (within 1 mm) recorded on
the same day (Fig. 7b). Clustering for viewpoint is significantly
higher than chance in all face patches (all p  0.001); clustering
for identity is also higher than chance in AM (p  0.001) and
shows a strong trend for ML/MF (p 0.055) and AL p 0.059.
A two-way ANOVA, with stimulus dimension and face patch as
factors, showed a main effect of stimulus dimension (F(1,2636)
66.93, p  0), indicating that clustering for viewpoint is higher
than for identity. Therewas also a significant interaction (F(2,2636)
8.56, p 0.0002) corresponding to opposite trends of descending
and ascending clustering from posterior to anterior patches, de-
pending on whether viewpoint or identity was considered. Crit-
ically, clustering in AL for viewpoint is much higher than
clustering of identity tuning (planned t test, T(650) 4.8632, p
106). This is likely to play a major role in the discrepancy be-
tween viewpoint and identity decoding in AL with fMRI data.
Note also that, in AM, clustering is weak for both viewpoint and
identity, which may account for why fMRI data rather poorly
reflects the information available in the single-unit pseudopopu-
lations in AM.
Face viewpoint and identity information outside of the
face patches
Our stimuli were not perfectly equated in terms of low-level
properties (see Discussion). One way to assess the extent of the
low-level confounds is to look at how well we can decode
identity-invariant viewpoint and viewpoint-invariant identity in
early visual areas. We mapped the early visual areas for M6, M7,
andM8 using ameridianmapping paradigm (Sereno et al., 1995;
Fize et al., 2003). The borders of V1, V2, V3, and V4 were hand-
drawn on the computationally flattened occipital cortices along
the highest absolute values for the contrast “vertical horizon-
tal”; the numbers of voxels for each ROI are reported in Table 1.
We performed decoding of face identity and viewpoint in each of
these early visual areas using the same procedures described pre-
viously for decoding in the face patches. On average, across M6,
M7, and M8, we found that we can decode both viewpoint and
identity significantly above chance in all early visual areas (Fig. 8;
Figure 7. Properties of the single-unit population coding of viewpoint and identity. a, Sparseness of the neuronal representations of viewpoint (solid lines) and identity (dash-dotted lines)
increases fromML/MF to AM. The Gini index (bar plot) corresponds to twice the area below the diagonal when plotting the fraction of the total response against the fraction of units. b, Clustering
of single-unit selectivity to viewpoint and identity. The correlation of responses of neighboring units (1mm) was assessed as a proxy for clustering, across all viewpoints and across all identities
in the face views image set (Freiwald and Tsao, 2010) in the three regions of interest. Viewpoint selectivity in ML/MF and AL is highly clustered, whereas identity selectivity does not show above
chance clustering. InAM,both viewpoint and identity selectivity are clustered, but to amuch lesser extent than inML/MForAL.A95%confidence interval for thedistributionof chancewasestimated
with a permutation test (shaded areas). Error bars are SEM (across all pairs of units, i.e., 385 in ML/MF, 326 in AL/AF and 610 in AM).
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all p 0.001), attesting to the presence of
low-level cues. For viewpoint decoding,
this is not unexpected. It is, however,
more surprising for identity decoding; the
low-level confounds appear to be best
captured at the level of V3 and V4 (note
that the decoding of identity in ML/MF is
worse than in V4; Fig. 5b).
Finally, it is natural to wonder whether
fMRI MVPA can retrieve viewpoint and
identity information beyond early visual
areas and outside of the face patches in
our experiments. One of the strengths of
fMRI as a brain imaging technique is that
the whole brain is recorded from at each
timepoint.Wethus rana searchlightdecod-
ing (information mapping, Kriegeskorte et
al., 2006) procedure to probe other parts of
the brain for (identity-invariant) viewpoint
and (viewpoint-invariant) identity infor-
mation. Information maps were thresh-
olded at a binomial p-value of 0.0001
(uncorrected) for visualization.We found
that viewpoint information is present in
much of the posterior brain, including
early visual areas (the results for M7 are
shown in Fig. 9, top). Identity informa-
tion is retrieved above chance in posterior
areas in some monkeys, but not in ante-
rior areas where the invariant representa-
tion of identity is expected from the single
units (results for M7 are shown in Fig. 9,
bottom). The searchlight analysis also serves as a control for the
effect that the number of voxels available to the decoding
algorithm may have in accounting for differences across face
patches. Because there are more voxels in ML/MF than in
AL/AF or AM (Table 1), it could be argued that chance per-
formance in AM for decoding identity is due to the relatively
low number of voxels. Because the searchlight analysis uses the
same number of voxels throughout the brain (here, 125) and
because we find significant decoding of identity around M7’s
ML/MF, but not around AM, this shows that the number of
voxels is not the limiting factor.
Discussion
fMRI decoding has been applied to a wide array of research ques-
tions, from basic vision to decision making (Tong and Pratte,
2012). It is believed to provide a tool for fMRI researchers to gain
insight into the fine-scale informational content of brain regions
(Kriegeskorte andBandettini, 2007).Here, we tested the ability of
fMRI MVPA to reveal information encoded in the underlying
populations of neurons in the macaque monkey. This is the first
comparison of fMRI MVPA results to underlying population
representations in the same species using the same stimuli.
Single-unit recordings targeted with fMRI in the macaque
have shown that units in the different face patches are differen-
tially tuned to viewpoint and identity (Freiwald and Tsao, 2010).
Figure 9. Searchlight decoding of viewpoint and identity for monkey M7 projected on the lateral cortical surface (medial and
ventral surface not shown, so AM cannot be seen). a, Viewpoint decoding. A cubic searchlight of dimensions 5 5 5 voxels is
centered at each voxel in turn in the whole brain and a decoding procedure identical to the one described for the face patches is
applied. The decoding accuracy for each searchlight is mapped to the center voxel. The decodingmap is thresholded at a binomial
p-value of 0.0001 (uncorrected) for visualization. The face patches (froman independent functional localizer, see text) are outlined
in black to evidence the overlap with searchlight decoding accuracy. There are many areas of the brain from which viewpoint
information is retrievedwith a high accuracy. b, Identity decoding. Decoding accuracy is poor; only a few clusters are visible at this
threshold (including one in the left ML); no significant voxels on the ventral/medial surface. Projections were generated with
pycortex v.0.1.1 (https://github.com/gallantlab/pycortex).
Figure 8. fMRI decoding results in the early visual areas (V1, V2, V3, and V4). a, Viewpoint decoding. The results are averaged across the threemonkeysM6,M7, andM8 (left, shaded bars; right,
probabilitymatrices). Individual results are also shown (left, emptybars). Null distributions are estimatedbypermutation tests (1000 repetitions) (*p0.05, **p0.01, ***p0.001).b, Identity
decoding.
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We applied multivariate techniques to gain further insight into
the informational content of each patch. Then, using a high-
quality fMRI dataset, we demonstrated a discrepancy between the
successful retrieval of viewpoint information with MVPA as pre-
dicted from the single-unit data and the failed retrieval of identity
information. Weak clustering of like-tuned units may have con-
tributed to the failure of identity information retrieval.
Our analysis of clustering was limited by the precision with
which we could localize the recording sites. Critically, the fine
electrodes used to record from single units were removed after
each recording session, preventing a precise estimate of the dis-
tance between neurons recorded from in different sessions. We
thus only considered units recorded from in the same session,
with the same electrode positioned at different depths through-
out the session. Penetration angles were determined to avoid
overlying blood vessels while still hitting the target face patch;
they were not designed to be exactly orthogonal to the skull or to
the cortical surface. Although we obtained MRI of the electrode
for every penetration and could compute the angle with respect
to the cortical surface, our clustering argument is based on dis-
tance between recorded units with no specification of whether
these units belong to the same or to different cortical columns. It
would be a worthy next step to use methods such as those de-
scribed in Issa et al. (2013) to recover the full topography of cells
with different selectivities to identity and viewpoint in the face
patches.
In the single-unit experiment, a large number of faces (200)
were shown in rapid succession (200 ms each, 200 ms blank),
whereas only 25 faces were shown for 24 s each in the fMRI
experiments (with 24 s blanks). Boredom, attentional differences,
and neural adaptation can be raised as factors hindering our abil-
ity to decode identity information in the fMRI experiments. The
timings of the fMRI experiment cannot bematched to the single-
unit experiment due to the timescale of the hemodynamic re-
sponse. Instead, as a control, we recorded from single units while
matching the presentation times of the fMRI experiments. We
collected data from six AM cells while M5 viewed 24-s-long pre-
sentations of the five identities in our dataset (frontal views), with
spatial jittering as in the fMRI paradigm.We averaged the ranked
responses (based on the response elicited by each stimulus at
short latency, 0–1000 ms) of all six units to the five stimuli: al-
though the responses showed adaptation (the firing rate to the
preferred ID in the 23–24 s period was about 65% of the initial
rate), it was also evident that identity tuning remained through-
out the trial (paired t test between the firing rate to the best ID and
the firing rate to the second best ID in the 23–24 s window:
T(5)  6.30, p  0.001). Other trivial differences between the
single-unit and the fMRI paradigm (e.g., stimulus size, spatial
jitter) do not affect the conclusions we draw here, given the es-
tablished size and position invariance of facial coding in anterior
brain patches (e.g., supplemental Fig. 10 in Freiwald and Tsao,
2010).
The fMRI and the single-unit experiments discussed here
were conducted in different animals. We know that the locations
and properties of the face patch system are very reproducible
from one monkey to the next (Freiwald and Tsao, 2010), war-
ranting between-animal comparisons. As a further control, we
collected single-unit data from M5 ’s AM (53 units) using the
same image set. We confirmed, using the same linear classifica-
tion procedure, that AM units inM5 carried viewpoint-invariant
identity information (accuracy  27.6%, p  0.001) and
identity-invariant viewpoint information (accuracy  58.1%,
p 0.001).
The information derived from the single-unit pseudopopula-
tions with a linear classifier is an impoverished depiction of the
information truly present in the face patches. A faithful account
of the information encoded in these populations would require a
completely different setup, such as simultaneous recordings from
many units in the population to exploit trial-to-trial covariance.
In addition, the firing rate of each unit is not a sensitive measure
of what information the brain is processing—critical informa-
tion is represented in the precise timing of spikes as well as in the
subthreshold postsynaptic potentials. Accordingly, we do not
claim that the results reported here represent the best that can be
donewith single units, nor that we have definitively characterized
the information present in each face patch: our results are a
lower-bound estimate of the information that is present. The
crux of our approach is to then look at the fMRI data to determine
whether that (impoverished) information can be recovered.
Equating low-level differences is often an important step in
vision science experiments. The image set used here consisted of
grayscale pictures that had not been further processed. For exam-
ple, images of ID5 appearing brighter than those of the other
individuals.We argue here that these low-level differences (which
we picked up on in early visual areas) do not affect the main
conclusions. First, we find that the different face patches repre-
sent differential information about the faces; if low-level differ-
ences were the only source of information, one would expect to
find a similar pattern of decoding in all regions of interest. Sec-
ond, we find that no identity information can be read out from
AL/AF or AM in the fMRI data; the low-level differences should
have helped us to detect identity information, but even in these
conditions, we were unable to. Finally, we are comparing decod-
ing accuracies between fMRI and single-units and, if low-level
cues accounted entirely for both, then we should have found
decoding accuracies obtained using the two techniques to be the
same.
There have been several reports of significant fMRI decoding
of face identity in the human literature (Kriegeskorte et al., 2007;
Natu et al., 2010; Nestor et al., 2011; Anzellotti et al., 2014). Our
results in this study may appear at odds with these positive re-
ports. However, there are many factors that differentiate our
study from these. First, our experiments were conducted in a
different species. We show that there is enough information in
the single units in anterior faces patches to retrieve the identity of
the human faces that are presented to the monkeys; however, the
properties of the neural populations that encode face identity
may differ between macaques and humans, accounting for why
fMRI MVPA may fail in one case and succeed in the other. An-
other difference is that in our experiments the monkeys’ task was
passive fixation, whereas there is invariably a task enforcing at-
tention to face identity in the human experiments; whereas the
single-unit recordings demonstrate that neurons at the top of the
visual hierarchy (AM neurons) encode identity in an invariant
manner under passive viewing conditions, a task enforcing atten-
tion to the images may be critical for this representation to be
sustained and yield a significant fMRI signal over the course of a
long block. Another critical difference is that semantic informa-
tion is generally associated with the faces in human fMRI exper-
iments either imposed by the experimenter in the design (e.g.,
each face has a name, a job) or self-generated by the human
subject to facilitate their task (e.g., “this is the guy that looks like
my friend Joe”). The representation of identity thus becomes
much richer than that resulting from bottom-up face processing,
which may help to generate discriminable fMRI patterns. It is
unknown whether this happens for the macaques.
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In sum, our study validated the notion that fMRI MVPA is a
powerful tool for fMRI analysis. fMRI MVPA retrieved informa-
tion about facial viewpoint with high fidelity, for example,
extracting a mirror symmetric representation in AL/AF (Kietz-
mann et al., 2012; see alsoAxelrod andYovel, 2012).However, we
also unveiled a key limitation of fMRI MVPA in its failure to
retrieve information about face identity in regions where single-
unit recordings demonstrated that this information was repre-
sented in the underlying neuronal populations. Further studies
are needed to elucidate the relationship between information de-
codable from fMRI multivoxel patterns versus single-unit popu-
lations for other variables in other brain regions. Our results
underscore the point that the success of fMRI decoding depends
strongly on the particular spatial organization of the variable
being decoded. We suspect that there are many other variables
such as facial identity that do not show a strong spatial topogra-
phy and are unlikely ever to be successfully decoded by fMRI
multivoxel pattern analysis.
Notes
Supplemental material for this article is available at http://tsaolab.
caltech.edu/?qsupp_material. Results of control experiments and anal-
yses; individual fMRI results forM4-M8. This material has not been peer
reviewed.
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