We study the fraction of time that a Markov chain spends in a given subset of states. We give an exponential bound on the probability that it exceeds its expectation by a constant factor. Our bound depends on the mixing properties of the chain, and is asymptotically optimal for a certain class of Markov chains. It beats the best previously known results in this direction. We present an application to the leader election problem.
Introduction
Let (X m ); m 1, be an irreducible Markov chain on a nite state space V with transition matrix P and stationary distribution . We assume that P is reversible, that is (u)P(u; v) = (v)P(v; u); for all u; v 2 V: (1) Let A be a proper subset of V . Denote by (A) = P u2A (u) the stationary probability of the set A, and by S l = A (X 1 ) + A (X 2 ) + + A (X l ) the number of steps the Markov chain is inside A. It is known 2] that, for any initial distribution, the fraction S l =l converges almost surely to (A) as l goes to in nity. This lead Aldous 3] to propose the following sampling technique: (A) can be estimated by simulating the Markov chain for l steps and computing the fraction S l =l of steps it spends in A. Typically, the size of A is exponential in the input size (e.g. A is the set of matchings of a given size of a graph), and thus (A) cannot be computed directly in polynomial time. It is therefore important to establish a bound on the probability that S l =l exceeds (A) by a given amount. A bound on the variance of S l in terms of the mixing properties of the chain was established in 3, 14] . An exponential bound on the tail of S l =l was established in 5, 11] in a special case, and in a more general setting in 7] .
In this paper, we establish a bound on the tail of the distribution of S l =l that beats the previously known bounds. As the previous bounds, ours depends on the second largest eigenvalue of P. We also show that for given values of , (A) and of the second largest eigenvalue of P, the decay rate in our bound is optimal for a certain class of Markov chains. In particular, as the second largest eigenvalue of P approaches 0, the decay rate in our bound tends towards the decay rate in the standard Cherno bound for i.i.d. Bernoulli random variables. As discussed in Section 4, the decay rate in our bound is better than the one in 7] by at least a constant factor. When (A) is small, which is the case in several applications such as approximating the dense permanent 12], it beats it by a factor of ( (A) ?1 The rest of the paper is organized as follows. Section 2 contains basic results and de nitions. Section 3 contains the proof of our main result. We establish more explicit but weaker bounds in Section 4, and present an application to the leader election problem. We also give a bound on the probability that the Markov chain stays inside A for l steps, generalizing a result in 13]. In Section 5, we show the tightness of our main result.
Preliminaries
Let L 2 ( ) be the set of real valued functions on V , with the scalar product <; > :
For f 2 L 2 ( ), let jjfjj = p < f; f > . In matrix notation, < f; g > = f T g, where is the diagonal matrix ( (x)) x2V . We will identify the matrix P with the operator in L Eq. 1 shows that P is a self-adjoint operator in L 2 ( ), i.e. < Pf; g > =< f; Pg > , for all f; g 2 L 2 ( ). Hence P is diagonalizable in an orthonormal (with respect to the scalar product <; > ) basis (e 0 ; e 1 ; : : :; e n?1 ), where n = jV j. The rst element e 0 of the basis can be chosen to be the all ones column vector 1, since P1 = 1. The theory of non-negative matrices 16] shows that 1 is the largest eigenvalue of P is absolute value. Denote by i the eigenvalue corresponding to e i , for 1 i n ? 1, and assume that 1 2 n?1 . Since the chain is irreducible, 1 < 1.
We will assume throughout the paper that 1 0. Although this assumption does not seem to be indispensable, it simpli es the proof and statement of the results and it holds in most applications. A Markov chain that arises in many applications is the random walk on a graph. At each step, if X t = v, then X t+1 is a uniformly random neighbor of v. This chain is reversible and
Note that we do not impose any condition on n?1 for our results to be valid. In particular, the chain can be a random walk on a bipartite graph, in which case n?1 = ?1. We denote by 0 (M) the largest eigenvalue of any matrix M whose eigenvalues are real.
Proof of main result
In this section, we give an upper bound on the probability that S l exceeds (A)l, for any real number such that 1 < < 1= ( Proof For the proof, we need the following de nition. For two n n matrices A and B, we say that A B if < f; Af > < f; Bf > for any f 2 L 
? (A) .
In this case, the bound in 
Other bounds
We rst give bounds on the tail of S l which are more explicit but weaker than the bound in Theorem 3.1. These bounds come from choosing a in the statement of Theorem 3.1, which may not minimize ( ). We then establish a bound on the probability that the Markov chain stays inside A for l steps. Finally, we give an application to the leader election problem. 
where = max x;y (x)= (y). Gillman 6] has subsequently shown that can be replaced by 1 in Eq. 7. Theorem 4.2 shows that the exponent in our bound always beats the one in Eq. 7 by at least a constant factor. For xed , Theorem 4.1 shows that it beats it by a factor of ( (A) ?1 ) when (A) is small. Following 1, 8] , an improved bound on the probability that a random walk on a regular graph stays inside a given set was given in 13]. The following theorem generalizes this result to any reversible reversible Markov Chain on a nite state space. The proof we use is similar. Theorem 4.3 The probability that X i 2 A, for 1 i l, is at most q
Proof Let P A and P 0 A be the n n matrices de ned by P A = (P(x; y) A (x) A (y)) and P 0
. By Eq. 2 and noting that < f; P A f > =< f A ; Pf A > and < f; P 0 A f > =< f A ; P 0 f A > for any f 2 L 2 ( ), we see that P A P 0 A . Since P A and P 0 A are self-adjoint in L 2 ( ), it follows that 0 (P A ) 0 (P 0 A ).
The largest eigenvalue of a ?1 P 0 A is equal to the largest eigenvalue of its restriction to A, which is 1 since this matrix is stochastic. Therefore 0 (P A ) a. Proof We will assume that l is su ciently large whenever needed, and that all multiples of l that we consider are integral. We can also assume without loss of generality that the initial distribution is concentrated on f1g since the probablity that the Markov chain takes value 1 in the second step is at least min(a; 1 ? b) = 1 ? b. We will exhibit a set of disjoint events for which S l = pl and whose probabilities sum up to ( l(1?o(1)) ): Fix a positive real number x less than min( p; 1 ? p). For any sequence of nonnegative integers (m 1 ; m 2 ; : : :; m xl ) and (n 1 ; n 2 ; : : :; n xl ) such that m 1 + m 2 + + m xl = ( p ? x)l and n 1 + n 2 + + n xl = (1 ? p ? x)l, consider the following event that consists of xl subsequent phases, the rst phase starting at step 1. The case for integer n 2 can be reduced to the case n = 2 by taking A to be any proper subset of states, being uniform on A and on its complement with (A) = p, and the transition matrix being P 0 .
Conclusion
We gave an improved bound on the tail of the distribution of S l =l. Whether our result can be used to improve the running time of known algorithms based on sampling is a question worth investigating. Our bound is asymptotically optimal for a certain class of Markov chains, but we don't know if it is tight for the examples that arise in applications. A tighter analysis adapted to these examples could also lead to an improvement in their running times.
