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CHIRAL ALGEBRAS OF CLASS S AND MOORE-TACHIKAWA
SYMPLECTIC VARIETIES
TOMOYUKI ARAKAWA
Abstract. We give a functorial construction of the genus zero chiral algebras
of class S, that is, the vertex algebras corresponding to the theory of class S
associated with genus zero punctured Riemann surfaces via the 4d/2d duality
discovered by Beem, Lemos, Liendo, Peelaers, Rastelli and van Rees in physics.
We show that there is a unique family of vertex algebras satisfying the required
conditions and that they are all simple and conformal. In fact, our construction
works for any complex semisimple group G that is not necessarily simply laced.
Furthermore, we show that the associated varieties of these vertex algebras
are exactly the genus zero Moore-Tachikawa symplectic varieties that have
been recently constructed by Braverman, Finkelberg and Nakajima using the
geometry of the affine Grassmannian for the Langlands dual group.
1. Introduction
Let G be a simply connected semisimple linear algebraic group over C, g =
Lie(G). In [BFN2], Braverman, Finkelberg and Nakajima have constructed a new
family of the (possibly singular) symplectic varieties
W bG = SpecH
∗
Gˇ[[t]]
(GrGˇ, i
!
∆(⊠
b
k=1AR)), b ∈ Z≥1,
equipped with a Hamiltonian action of
∏b
k=1G. Here Gˇ is the Langlands dual
group of G, GrGˇ is the affine Grassmannian for Gˇ, i∆ : GrGˇ →
∏b
k=1GrGˇ is the
diagonal embedding, and AR is the perverse sheaf corresponding to the regular
representation O(G) of G under the geometric Satake correspondence [MV]. These
symplectic varieties satisfy the following properties:
W b=1G
∼= G× S, W b=2G
∼= T ∗G, (W bG ×W
b′
G )///∆(G)
∼=W b+b
′−2
G ,
where S is a Kostant-Slodowy slice in g∗ and the left-hand side in the last iso-
morphism is the symplectic reduction of W bG ×W
b′
G with respect to the diagonal
action of G. The existence of the symplectic varieties satisfying the above condi-
tions was conjectured by Moore and Tachikawa [MT] and W bG is called a (genus
zero) Moore-Tachikawa symplectic variety. We note that W bG is conical for b ≥ 3.
In this article we perform a chiral quantization of the above construction. More
precisely, we construct a family of vertex algebras VSG,b, b ∈ Z≥1, equipped with a
vertex algebra homomorphism (chiral quantum moment map)
⊗b
i=1 V
κc(g)→ VSG,b
This work is partially supported by JSPS KAKENHI Grant Number No. 20340007 and No.
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satisfying the following properties:
VSG,b=1
∼= H0DS(D
ch
G ), V
S
G,b=2
∼= DchG ,(1)
H
∞
2 +i(ĝ−κg , g,V
S
G,b⊗V
S
G,b′)
∼= δi,0V
S
G,b+b′−2 (associativity),(2)
where V κc(g) is the universal affine vertex algebra associated with g at the critical
level κc, H
0
DS(?) is the quantized Drinfeld-Sokolov reduction functor [FF1], D
ch
G
is the algebra of chiral differential operators [MSV, BD] on G at κc, ĝ−κg is the
affine Kac-Moody algebra associated with g and the minus of the Killing form
κg of g, and H
∞
2 +•(ĝ−κg , g,V
S
G,b⊗V
S
G,b′) is the relative semi-infinite cohomology
with coefficients in VSG,b⊗V
S
G,b′ , which can be regarded as an affine analogue of
the Hamiltonian reduction with respect to the diagonal G-action, see (101), (102),
(103) and Theorem 10.11 for the details. We show that VSG,b, b ∈ Z≥1, is the
unique family of vertex algebra objects in KL⊗b that satisfies the conditions (1)
and (2) (Remark 10.12) and that they are all simple and conformal (Theorem 10.4
and Proposition 10.7). The central charge of VSG,b is given by
b dim g− (b − 2) rk g− 24(b− 2)(ρ|ρ∨),
and the character of VSG,b is given by the following formula (Proposition 10.5):
trVS
G,b
(qL0z1z2 . . . zb) =
∑
λ∈P+

q〈λ,ρ
∨〉
∞∏
j=1
(1− qj)rk g∏
α∈∆+
(1− q〈λ+ρ,α∨〉)

b−2
b∏
k=1
trVλ(q
−Dzk),(3)
where (z1, . . . , zb) ∈ T b, T is a maximal torus of G, ∆+ is the set of positive roots
of g, ρ = 12
∑
α∈∆+
α, ρ∨ = 12
∑
α∈∆+
α∨, P+ is the set of integrable dominant
weights of g, Vλ is the Weyl module of the affine Kac-Moody algebra ĝκc at κc
with highest weight λ (see (17), (27)), and D is the standard degree operator of the
affine Kac-Moody algebra that acts as zero on the highest weight of Vλ.
We construct VSG,b as a cohomology of a certain BRST complex, see (102). Our
construction is an affine analogue of that of Ginzburg and Kazhdan [GK].
In the case that G is simply laced, the above stated results were conjectured
by Beem, Lemos, Liendo, Peelaers, Rastelli and van Rees [BLL+], and Beem, Pee-
laers, Rastelli and van Rees [BPRvR] in the theory of the 4d/2d duality in physics
discovered in [BLL+], as we explain below.
The 4d/2d duality [BLL+] associates a conformal vertex algebra VT to any four-
dimensional N = 2 superconformal field theory (4d N = 2 SCFT) T . There is a
distinguished class of 4d N = 2 SCFTs called the theory of class S [Gai, GMN],
which is labeled by a complex semisimple groupG and a punctured Riemann surface
Σ. The vertex algebras associated to the theory of class S by the 4d/2d duality are
called the chiral algebras of class S [BPRvR]. The vertex algebra VSG,b constructed
in this article is exactly the chiral algebra of class S corresponding to the group
G and a b-punctured Riemann surface of genus zero. Chiral algebras of class S
associated with higher genus Riemann surfaces are obtained by glueing VSG,b’s and
such a gluing procedure is described in terms of 2d TQFT whose targets are vertex
algebras ([BPRvR]), which is well-defined by the properties (1) and (2), see [Tac1,
Tac2] for mathematical expositions.
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It is known that 4d N = 2 SCFTs have several important invariants (or ob-
servables). One of them is the Schur index, which is a formal series. The 4d/2d
duality [BLL+] is constructed in such a way that the Schur index of a 4d N = 2
SCFT T is obtained as the character of the corresponding vertex algebra VT . A
recent remarkable conjecture of Beem and Rastelli [BR] states that one can also
recover the geometric invariant Higgs(T ) of T , called the Higgs branch, which is
a possibly singular symplectic variety, from the vertex algebra VT . More precisely,
they expect that we have an isomorphism
Higgs(T ) ∼= XVT(4)
of Poisson varieties for any 4d N = 2 SCFT T , where XV is the associated variety
[A3] of a vertex algebra V , see [A6] for a survey.
In this paper we prove the conjecture (4) for the genus zero class S theories as
well.
According to Moore and Tachikawa [MT], the Higgs branches of the theory
of class S are exactly1 the Moore-Tachikawa symplectic varieties that have been
constructed mathematically as explained above ([BFN2]). Therefore showing the
isomorphism between the Higgs branches and the associated varieties is equivalent
to the following statement (Theorem 10.14):
XVS
G,b
∼=W bG for all b ≥ 1.(5)
In other words,VSG,b is a chiral quantization (Definition 2.1) of the Moore-Tachikawa
symplectic variety W bG. Note that this in particular proves that the associated va-
riety of VSG,b is symplectic for all b ≥ 1 (Corollary 10.15).
We remark that there is a close relationship between the Higgs branches of 4d
N = 2 SCFTs and the Coulomb branches [BFN1] of 3dN = 4 SUSY gauge theories.
Indeed, it is known [BFN2, Theorem 5.1] that in type A the Moore-Tachikawa
variety W bG is isomorphic to the Coulomb branch of a star shaped quiver gauge
theory.
In view of [BR], we conjecture that VSG,b is quasi-lisse ([AK]), that is, W
b
G has
finitely many symplectic leaves for all b ≥ 1 (Conjecture 1).
Although it is very difficult to describe the vertex algebra VSG,b explicitly in gen-
eral, conjectural descriptions ofVSG,b have been given in several cases in [BLL
+], and
it is possible to confirm them using Remark 10.13 below. For instance, VSG=SL2,b=3
is isomorphic to the βγ-system SB((C2)⊗3) associated with the symplectic vector
space W b=3G=SL2 = (C
2)⊗3 (Theorem A.1); VSG=SL2,b=4 is the simple affine vertex
algebra L−2(D4) associated with D4 at level −2 (Theorem A.2). (Note that −2 is
the critical level for ŝl2.) The statement (5) for G = SL2, b = 4 reproves the fact
[AMor1] that XL−2(D4) is isomorphic to the minimal nilpotent orbit closure Omin
in D4, and (2) gives a non-trivial isomorphism
L−2(D4) ∼= H
∞
2 +0((ŝl2)−4, sl2, SB((C
2)⊗3)⊗SB((C2)⊗3))
that was conjectured in [BLL+]. Also, (3) provides a non-trivial identity of the
normalized character [KT] of L−2(D4), whose homogeneous specialization is known
to be E′4(τ)/240η(τ)
10 ([AK]). It would be interesting to compare (3) with [KW,
Conjecture 3.4]. We also show that VSG=SL3,b=3 is the simple affine vertex algebra
1There is a subtlety for higher genus cases due to the non-flatness of the moment map.
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L−3(E6) associated with E6 at level −3 (Theorem A.3). The statement (5) for
G = SL3, b = 3 reproves the fact [AMor1] that XL−3(E6) is isomorphic to the
minimal nilpotent orbit closure Omin in E6.
In general, VSG,b is a W -algebra in the sense that it is not generated by a Lie
algebra (see [BLL+, BPRvR, LP]), and the associativity isomorphism (2) provides
non-trivial isomorphisms involving such simple vertex algebras.
This paper is organized as follows. In Section 2 we fix some notation and collect
some facts on vertex algebras needed in the later sections. In Section 3 we discuss
the BRST formalism of the Hamiltonian reduction and its chiral analogue that is
used in later sections. Most of the results here are slight modifications of those in
[A4]. In Section 4 we fix notation for the Feigin-Frenkel center z(ĝ), which plays an
important role in our construction. In fact, we construct the vertex algebra VSG,b
from b copies of VSG,1 by “letting them talk to each other through Feigin-Frenkel
center”, see (102). Section 5 is devoted to the chiral differential operators DchG,κ
on G. By the property (44) that has been proved by Arkhipov and Gaitsgory
[AG], DchG,κ at the critical level κ = κc is identified with the cylinder chiral algebra
VSG,2 of class S (see [BPRvR, Conjecture 4]). The main purpose of Section 6 is to
introduce the equivariant affine W -algebra WκG,f , which is an affinization of Losev’s
equivariant finite affineW -algebra (see Theorem 6.3). The cap chiral algebraVSG,b=1
([BPRvR, Section 5]) of class S is the equivariant affine W -algebra WκcG,fprin for a
principal nilpotent element fprin at the critical level. We show that the usual affine
W -algebra Wκ(g, f) can be defined as the commutant of the affine vertex algebra
inside WκG,f (Proposition 6.5) and gives a yet another realization of the quantized
Drinfeld-Sokolov reduction in terms of WκG,f (Theorem 6.8). This in particular
proves the fundamental property
H
∞
2 +i(ĝ−κg , g,V
S
G,1⊗V
S
G,b)
∼= δi,0HDS(V
S
G,b)
∼= H
∞
2 +i(ĝ−κg , g,V
S
G,b⊗V
S
G,1).(6)
Section 7 is a short digression to the chiral universal centralizer IκG, which is a
strict chiral quantization of the universal centralizer (G × S) ×g∗ S. For G = SL2
and a generic κ, IκG is identified with the modified regular representation of the
Virasoro algebra introduced by Frenkel and Styrkas [FS]. At the critical level
κ = κc, the chiral universal centralizer I
κc
G is noting but the “vacuum chiral algebra”
VSG,b=0. However, the role of this interesting vertex algebra is not clear to us at
this point. In Section 8, we collect some results on the Drinfeld-Sokolov reduction
at the critical level. The Drinfeld-Sokolov reduction functor H0DS(?) is important
in our construction since the associativity (2) and (6) imply that
VSG,b = H
0
DS(V
S
G,b+1).(7)
It follows from (7) that it is enough to construct an inverse functor to H0DS(?) in
order to define VSG,b, since we already know V
S
G,2 and V
S
G,1. It is indeed possible
to construct such a functor at the critical level κ = κc, and this is done in Section
9. More precisely, let
H
∞
2 +•(Z,WκcG,fprin⊗M),
denote the semi-infinite z(ĝ)-cohomology with coefficients WκcG,fprin⊗M , where z(ĝ)
is viewed as a commutative Lie algebra and z(ĝ) acts on WκcG,fprin⊗M diagonally
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(see Section 9 for the precise definition). We show that
M ∼= H
∞
2 +0(Z,WκcG,fprin⊗H
0
DS(M))
for any M ∈ KL (Theorem 9.11). Finally in Section 10, we define the genus
zero chiral algebra VSG,b of class S, and show that they satisfy the above stated
properties. In Appendix A, we give some examples of VSG,b.
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2. Vertex algebras and associated varieties
A vertex algebra [Bor] consists of a vector space V with a distinguished vacuum
vector |0〉 ∈ V and a vertex operation, which is a linear map V ⊗ V → V ((z)),
written a⊗ b 7→ a(z)b = (
∑
n∈Z a(n)z
−n−1)b, such that the following are satisfied:
• (Unit axioms) (|0〉)(z) = idV and a(z)|0〉 ∈ a+ zV [[z]] for all a ∈ V ;
• (Locality) (z−w)n[a(z), b(w)] = 0 for a sufficiently large n for all a, b ∈ V .
The operator ∂ : a 7→ a(−2)|0〉 is called the translation operator and it satisfies
(∂a)(z) = [∂, a(z)] = ∂za(z). The operators a(n) are called modes.
For elements a, b of a vertex algebra V we have the following Borcherds identity
for any m,n ∈ Z:
[a(m), b(n)] =
∑
j≥0
(
m
j
)
(a(j)b)(m+n−j),(8)
(a(m)b)(n) =
∑
j≥0
(−1)j
(
m
j
)
(a(m−j)b(n+j) − (−1)
mb(m+n−j)a(j)).(9)
By regarding the Borcherds identity as fundamental relations, representations of a
vertex algebra are naturally defined (see [Kac2, FBZ] for the details).
6 TOMOYUKI ARAKAWA
We write (8) as
a(z)b(w) ∼
∑
j≥1
1
(z − w)j
(a(j)b)(w)
and call it the operator product expansion (OPE) of a and b.
For a vertex algebra V , let V op denote the opposite vertex algebra of V , that
is, the vertex algebra V equipped with the new vertex operation a(z)opb = a(−z)b
and the new translation operator ∂op = −∂.
A vertex algebra V is called commutative if the left side (or the right side) of
(8) are zero for all a, b ∈ V , m,n ∈ Z. If this is the case, V can be regarded as a
differential algebra (=a unital commutative algebra with a derivation) by the multi-
plication a.b = a(−1)b and the derivation ∂. Conversely, any differential algebra can
be naturally equipped with the structure of a commutative vertex algebra. Hence,
commutative vertex algebras are the same2 as differential algebras ([Bor]).
For an affine scheme X , let J∞X be the arc space of X that is defined by the
functor of points Hom(SpecR, J∞X) = Hom(SpecR[[t]], X) for all C-algebra R.
The ring C[J∞X ] is naturally a differential algebra, and hence is a commutative
vertex algebra. In the case that X is an affine Poisson scheme, C[J∞X ] has [A3]
the structure of a Poisson vertex algebra, see [FBZ, 16.2], [Kac3] for the definition
of Poisson vertex algebras.
It is known by Haisheng Li [Li2] that any vertex algebra V is canonically filtered,
and hence can be regarded as a quantization of the associated graded Poisson vertex
algebra grV =
⊕
p F
pV/F p+1V , where F •V is the canonical filtration of V . By
definition,
F pV = spanC{(a1)(−n1−1) . . . (ar)(−nr−1)|0〉 | ai ∈ V, ni ≥ 0,
∑
i
ni ≥ p}.
A vertex algebra is called separated if the filtration F •V is separated, that is,⋂
p F
pV = 0. For instance, any positively graded vertex algebra is separated.
The subspace
RV := V/F
1V = F 0V/F 1V ⊂ grV
is called Zhu’s C2-algebra of V . The Poisson vertex algebra structure of grV re-
stricts to a Poisson algebra structure of RV , which is given by
a¯.b¯ = a(−1)b, {a¯, b¯} = a(0)b,
where a¯ is the image of a ∈ V in RV . The associated variety of V is by definition
the Poisson variety
XV = Specm(RV )
and the associated scheme of V is the Poisson scheme X˜V = Spec(RV ) ([A3]). We
have a surjective homomorphism
O(J∞X˜V )։ grV(10)
of Poisson vertex algebras which is the identity map on RV ([Li2, A3]).
The scheme Spec(grV ) ⊂ J∞X˜V is called the singular support of V and is
denoted by SS(V ).
2However, their modules are different.
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Definition 2.1. Let X = SpecR be an affine Poisson scheme. A chiral quantization
of X is a separated vertex algebra V such that XV ∼= X as Poisson varieties. A
strict chiral quantization of X is a chiral quantization of X such that X˜V ∼= X as
schemes and (10) is an isomorphism, so that the singular support of V identifies
with J∞X .
Theorem 2.2 ([AMor2]). Let V be a separated vertex algebra such that X˜V is a
reduced, smooth symplectic variety. Then
• grV is simple as a vertex Poisson algebra;
• V is simple;
• V is a strict chiral quantization of X˜V .
Let φ : V → W be a vertex algebra homomorphism. Then φ(F pV ) ⊂ F pW ,
and φ induces a homomorphism of vertex Poisson algebras grV → grW , which we
denote by grφ. It restricts to a Poisson algebra homomorphism RV → RW , and
therefore induces a morphism XW → XV of Poisson varieties.
A vertex algebra is called conformal if there exists a vector ω, called the confor-
mal vector, such that the corresponding field ω(z) =
∑
n∈Z Lnz
−n−2 satisfies the
following conditions: (1) [Lm, Ln] = (m−n)Lm+n+
m3−m
12 δm+n,0c idV , where c is a
constant called the central charge of V; (2) L0 acts semisimply on V; (3) L−1 = ∂.
For a conformal vertex algebra V we set V∆ = {v ∈ V | L0v = ∆V }, so that
V =
⊕
∆ V∆. We write ∆a = ∆ if a ∈ V∆ and call ∆a the conformal weight of a.
A conformal vertex algebra is called conical if V∆ = 0 unless ∆ ∈
1
mZ≥0 for some
m ∈ Z≥1 and V0 = C ([AK]).
For a conformal vertex algebra V =
⊕
∆ V∆, one defines Zhu’s algebra [FZY]
Zhu(V ) of V by
Zhu(V ) = V/V ◦ V, V ◦ V = spanC{a ◦ b | a, b ∈ V },
where a ◦ b =
∑
i≥0
(
∆a
i
)
a(i−2)b for a ∈ V∆a . The algebra Zhu(V ) is a unital
associative algebra by the multiplication a ∗ b =
∑
i≥0
(
∆a
i
)
a(i−1)b. The grading
of V gives a filtration on Zhu(V ) which makes it almost-commutative, and there is
a surjective map
RV ։ gr Zhu(V )(11)
of Poisson algebras. The map (11) is an isomorphism if V admits a PBW basis
([A5]).
Let V -Mod be the category of positively graded V -modules. For M ∈ V -Mod,
the top component Mtop is naturally a Zhu(V )-modules. There is a left adjoint
IndVZhu(V ) : Zhu(V )-Mod→ V -Mod
to the functor M 7→Mtop ([ZhuY], see also [A1, 5.1],[Ros, 6.2.1]).
For a vertex subalgebra W of V , let
Com(W,V ) = {v ∈ V | [v(m), w(n)] = 0 ∀w ∈ W, n ∈ Z}
= {v ∈ V | w(n)v = 0 ∀w ∈ W, n ≥ 0}.
Then Com(W,V ) is a vertex subalgebra of V , called a coset vertex algebra, of a
commutant vertex algebra ([FZY]). The vertex subalgebras W1 and W2 are said to
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form a dual pair in V if W1 = Com(W2, V ) and W2 = Com(W1, V ). The coset
vertex algebra Com(V, V ) is called the center of V and is denoted by Z(V ).
Let a be a finite-dimensional Lie algebra. For an invariant symmetric bilinear
form κ on a, let âκ be the corresponding Kac-Moody affinization of a:
âκ = a((t))⊕C1,
where the commutation relation of âκ is given by
[xf, yg] = [x, y]fg +Rest=0(gdf)κ(x, y)1, [1, âκ] = 0.
Define
V κ(a) = U(âκ)⊗U(a[[t]]⊕C1)C,
where C is the one-dimensional representation of a[t]]⊕C1 on which a[[t]] acts
trivially and 1 acts as the identity. There is a unique vertex algebra structure on
V κ(a) such that |0〉 = 1⊗1 is the vacuum vector and
x(z) =
∑
n∈Z
(xtn)z−n−1,
for z ∈ a, where on the left-hand-side we have regarded g as a subspace of V κ(a)
by the embedding g →֒ V κ(a), x 7→ (xt−1)|0〉. The vertex algebra V κ(a) is a strict
chiral quantization of a∗ and is called the universal affine vertex algebra associated
with a at level κ.
Note that we have V κ(a)op ∼→ V κ(a), x 7→ −x, (x ∈ a).
A V κ(a)-module is the same as a smooth âκ-module, that is, a âκ-module M
such that xtnm = 0 for n≫ 0 for all x ∈ a, m ∈M .
3. Some variants of Chiral Hamiltonian reductions
For an algebraic group G and an G-scheme X , let QCohG(X) be the category
of quasi-coherent sheaves on X equivariant under the adjoint action of G. When
X is affine we do not distinguish between a coherent sheaf on an affine scheme and
the module of its global sections.
Let G be a simply connected semisimple algebraic group, g = Lie(G). An object
of QCohG(g∗) is the same as a Poisson O(g∗)-module on which the adjoint action
of g is locally finite.
A Poisson algebra object in QCohG(g∗) is a Poisson algebra R equipped with a
Poisson algebra homomorphism µR : O(g∗) → R such that the adjoint action of g
on R is locally finite. If R is a Poisson algebra object in QCohG(g∗), X = Spec(R)
is a G-scheme and the G-equivariant morphism µ∗R : X → g
∗ is the moment map
for the G-action. We denote by Rop the Poisson algebra object in QCohG(g∗) with
the opposite Poisson structure, Xop = SpecRop. We have µRop = −µR.
Let R be a Poisson algebra object in QCohG(g∗), X = SpecR. Suppose that
the moment map µX : X → g∗ is flat, and that there exists a closed subscheme
S of X such that the action map G × S → X , (g, s) → gs, is an isomorphism
of G-schemes. Then O(S) ∼= O(X)G is a Poisson subalgebra of O(X), and hence
S is a Poisson subvariety of X . Let R′ be an another Poisson algebra object in
QCohG(g∗), X ′ = SpecR′, µX′ : X
′ → g∗, the moment map. Then Rop⊗R is a
Poisson algebra object in QCohG(g∗) with the moment map µ : Xop × X ′ → g∗,
(x, x′) 7→ −µX(x) + µX′(x′) for the diagonal G-action. Since µX is flat, so is µ.
Moreover, µ−1(0) ∼= X ×g∗ X
′ ∼= G × (S ×g∗ X
′), where S → g∗ is the restriction
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of µX to S. Hence, the Hamiltonian reduction (X
op ×X ′)///∆(G) is well-defined,
and we have
(Xop ×X ′)///∆(G) = µ−1(0)/G ∼= S ×g∗ X
′.(12)
According to [KS, Kuw], this construction is realized by a BRST cohomology as
follows. Let Cl(g) be the classical Clifford algebra associated with g⊕ g∗, which is
a Poisson superalgebra generated by odd elements ψ¯i, ψ¯
∗
i , i = 1, . . . , dim g, with
the relations {ψ¯i, ψ¯∗j } = δij , {ψ¯i, ψ¯
∗
j } = {ψ¯
∗
i , ψ¯
∗
j } = 0. For a Poisson algebra object
A in QCohG(g∗), set
C(gcl, A) = A⊗Cl(g).
Then C(gcl, A) is naturally a Poisson superalgebra. Define the odd element
Q¯ =
dimg∑
i=1
µA(xi)⊗ψ¯
∗
i − 1⊗
1
2
ckij ψ¯
∗
i ψ¯
∗
j ψ¯k ∈ C(g
cl, A),
where {xi} is a basis of g and c
k
ij is the corresponding structure constant. Then
{Q¯, Q¯} = 0, and hence, (ad Q¯)2 = 0. It follows that (C(gcl, A), ad Q¯) is a dif-
ferential graded Poisson algebra, where its grading is defined by deg a = 0 for
a ∈ A, degψ∗i = 1, degψi = −1. The corresponding cohomology is denoted by
H
∞
2 +•(gcl, A), which is naturally a Poisson superalgebra. We have
H
∞
2 +•(gcl, Rop⊗R) ∼= O((Xop ×X ′)///∆(G))⊗H•(g,C)(13)
as Poisson superalgebras ([Kuw]). Here H•(g,C) is the Lie algebra g-cohomology
with coefficients in the trivial representationC, which is isomorphic to the De Rham
cohomology ring H•DR(G) of G, and to the ring of invariant forms
∧•(g∗)g. In par-
ticular, H
∞
2 +0(gcl, Rop⊗R) = 0 for i < 0 or i > dimG, and H
∞
2 +0(gcl, Rop⊗R) ∼=
O((Xop × X ′)///∆(G)) ∼= O(S)⊗O(g∗)R = R|S as Poisson algebras. More gen-
erally, for M ∈ CohG(g∗), C(gcl, Rop⊗M) = Rop⊗M⊗Cl(g) is naturally a dif-
ferential graded Poisson C(gcl, Rop⊗O(g∗))-module. The corresponding cohomol-
ogy space H
∞
2 +•(gcl, Rop⊗M) is a Poisson module over H
∞
2 +•(gcl, Rop⊗O(g∗)) ∼=
O(S)⊗H•(g,C), and we have
H•(gcl, Rop⊗M) ∼=
(
O(S)⊗O(g∗)M
)
⊗H•(g,C).
The arc space J∞G of G is the proalgebraic group G[[t]], and the Lie algebra
J∞g of J∞G equals to g[[t]]. An object M of Coh
J∞G(J∞g
∗) is the same as a
Poisson vertex O(J∞g∗)-module on which the action of J∞g∗ is locally finite.
A Poisson vertex algebra object in QCohJ∞G(J∞g
∗) is a Poisson vertex algebra
V equipped with a Poisson vertex algebra homomorphism µV : O(J∞g∗) → V on
which the action of J∞g is locally finite. If V is a Poisson vertex algebra object
in QCohJ∞G(J∞g
∗), Spec(V ) is a J∞G-scheme. The J∞G-equivariant morphism
µ∗V : SpecV → J∞g
∗ is called the chiral moment map. For a Poisson algebra
object R in QCohG(g∗), J∞R := O(J∞ SpecR) is a Poisson vertex algebra object
in QCohJ∞G(J∞g
∗) with the chiral moment map (J∞µR)
∗.
For a Poisson algebra object V in QCohJ∞G(J∞g
∗), set
Ccl(ĝcl, V ) = V⊗
∧∞2 +•
(g),
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where
∧∞
2 +•(g) is the Poisson vertex superalgebra generated by odd elements ψ¯i,
ψ¯∗i , i = 1, . . . , dim g, with λ-brackets (see [Kac3]) {(ψ¯i)λψ¯
∗
j } = δij , {(ψ¯i)λψ¯
∗
j } =
{(ψ¯∗i )λψ¯
∗
j } = 0. Set
Qcl =
dimg∑
i=1
µV (xi)⊗ψ¯
∗
i − 1⊗
1
2
ckij ψ¯
∗
i ψ¯
∗
j ψ¯k ∈ C(ĝ
cl, V ).
Then (Qcl(0))
2 = 0, and (C(ĝcl, V ), Qcl(0)) is a differential graded Poisson vertex alge-
bra, where its cohomological grading is defined by deg a = for a ∈ V , deg ∂nψ¯∗i = 1,
deg ∂nψ¯i = −1, n ≥ 0. The corresponding cohomology H
∞
2 +•(ĝcl, V ) is naturally
a Poisson vertex superalgebra.
Let X ∼= G × S be as above. Then J∞X ∼= J∞G × J∞S. Assume further
that the chiral moment map J∞µX : J∞X → J∞g∗ is flat. For a vertex Poisson
algebra object V in QCohJ∞G(J∞g
∗), O(J∞Xop)⊗V is a vertex Poisson algebra
object in QCohJ∞G(J∞g
∗) with chiral moment map µˆ : J∞X
op× SpecV → J∞g∗,
(x, y) 7→ −J∞µX(x) + µ∗V (y). We have µˆ
−1(0) ∼= J∞X ×J∞g∗ SpecV ∼= J∞G ×
(J∞S ×J∞g∗ SpecV ). It follows in the same way as (13) that
H
∞
2 +•(ĝcl,O(J∞X
op)⊗V ) ∼=
(
O(J∞S)⊗O(J∞∗g∗)V
)
⊗H•(g,C).(14)
In particular, if R is an Poisson algebra object in CohG(g∗), then
H
∞
2 +•(ĝcl,O(J∞X
op × J∞X
′)) ∼= O (J∞ ((X
op ×X)///∆(G)))⊗H•(g,C).(15)
More generally, the same argument gives that
H
∞
2 +•(ĝcl,O(J∞X
op)⊗M) ∼=
(
O(J∞S)⊗O(J∞g∗)M
)
⊗H•(g,C)(16)
for any M ∈ CohJ∞G(J∞g∗).
Let κ be an invariant symmetric bilinear form on g. Denote by KLκ the full
subcategory of the category of graded V κ(g)-modules consisting of objects M on
which g[[t]]t acts locally nilpotently and g acts locally finitely. For λ ∈ P+, let
Vκλ = U(ĝκ)⊗U(g[t]⊕C1)Vλ ∈ KLκ,(17)
where Vλ is the irreducible finite-dimensional representation of g with highest weight
λ that is regarded as a g[t]⊕C1-module on which g[t]t acts trivially and 1 acts as
the identity. Note that Vκ0
∼= V κ(g) as ĝκ-modules.
Let KLordκ be the full subcategory of KLκ consisting of objects that are positively
graded and each homogenous subspaces are finite-dimensional. ForM ∈ KLordκ , the
Li filtration F •M is separated. Note that any object of KLκ is an inductive limit
of objects of KLordκ .
A vertex algebra object in KLκ is a vertex algebra V equipped with a vertex
algebra homomorphism µV : V
κ(g)→ V such that V is a direct sum of objects in
KLordκ as a V
κ(g)-module. The map µV is called the chiral quantum moment map.
Let V be a vertex algebra object in KLκ. Then V is separated, and RV and grV
are a Poisson algebra object in QCohG(g∗) and a Poisson vertex algebra object in
QCohJ∞G(J∞g
∗), respectively. A conformal vetex algebra object in KLκ is a vertex
algebra object V in KLκ which is conformal with conformal vector ωV and µV (x)
is primary with respect to ωV for all x ∈ g ⊂ V κ(g), that is, (ωV )(n)µV (x) = 0 for
n ≥ 2.
If V is a vertex algebra object in KLκ, V
op is also an vertex algebra object in
KLκ with µV op(x) = −µV (x) for x ∈ g.
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Let κg be the Killing form of g. For a vertex algebra object in KL−κg , let
C(ĝ−κg , V ) = V⊗
∧∞
2 +•
(g),
where
∧∞
2 +•(g) is the vertex superalgebra generated by odd elements ψi, ψ
∗
i , i =
1, . . . , dim g, with OPEs ψi(z)ψ
∗
j (w) ∼
δij
z−w , ψi(z)ψj(w) ∼ ψ
∗
i (z)ψ
∗
j (w) ∼ 0. The
vertex algebra
∧∞
2 +•(g) is conformal of central charge −2 dim g. We have∧∞
2 +•
(g) =
⊕
∆∈Z≥0
∧∞
2 +•
(g)∆,
∧∞
2 +•
(g)0 ∼=
∧•
(g∗).
Set
Q =
dimg∑
i=1
µV (xi)⊗ψ
∗
i − 1⊗
1
2
ckijψ
∗
i ψ
∗
jψk ∈ C(ĝ−κg , V ).
Then (Q(0))
2 = 0, and (C(ĝ−κg , V ), Q(0)) is a differential graded vertex algebra,
where its cohomological grading is defined by deg a = 0 for a ∈ V , deg ∂nψ∗i = 1,
deg ∂nψi = −1, n ≥ 0. The corresponding cohomology H
∞
2 +•(ĝ−κg , V ) is the
semi-infinite ĝ−κg-cohomology with coefficients in V , and is naturally a vertex su-
peralgebra. If V is conformal with central charge cV , then H
∞
2 +•(ĝ−κg , V ) is
conformal with central charge cV − 2 dim g.
More generally, if M is an object in KL−κg , then C(ĝ−κg ,M) = M⊗
∧∞
2 +•(g)
is a C(ĝ−κg , V
−κg(g))-module. Hence, (C(ĝ−κg ,M), Q(0) is naturally a differential
graded vertex algebra module over C(ĝ−κg , V
−κg(g)). The corresponding cohomol-
ogy H
∞
2 +•(ĝ−κg ,M) is naturally a module over H
∞
2 +•(ĝ−κg , V
−κg(g)).
Set
κ∗ = −κ− κg.(18)
ForM ∈ KLκ, N ∈ KLκ∗ ,M⊗N is an object of KL−κg with respect to the diagonal
action of ĝ−2κ.
Theorem 3.1. Let V be a vertex algebra object in KLκ, which is a strict quan-
tization of X. Assume that (1) there exists a closed subscheme S of X such that
the action map G× S → X, (g, s)→ gs, is an isomorphism of G-schemes, (2) the
chiral moment map grµ∗V ; J∞X → J∞g
∗ is flat. Then,
grH
∞
2 +•(ĝ−κg , V
op⊗M) ∼=
(
O(J∞S)⊗O(J∞∗g∗) grM
)
⊗H•(g,C)
for any M ∈ KLordκ∗ . If W is a vertex algebra object W in KLκ∗, the vertex algebra
H
∞
2 +•(ĝ−κg , V
op⊗W ) is separated, and we have
SS(H
∞
2 +0(ĝ−κg , V
op⊗W )) ∼= J∞S ×J∞g∗ SS(W )
and X˜
H
∞
2
+0(ĝ−κg ,V
op⊗W ))
∼= S ×g∗ X˜W .
Proof. Note that (C(ĝ−κg , V
op⊗W ), Q(0)) is a direct sum of finite-dimensional sub-
complexes since V op⊗W is a direct sum of objects in KLord−κg . Note also that
grC(ĝ−κg , V
op⊗M) ∼= C(ĝcl, grV op⊗ grM) ∼= C(ĝcl,O(J∞X)⊗ grM). Hence there
is a spectral sequence Er ⇒ H
∞
2 +•(ĝ−κg , V
op⊗M) such that⊕
q
En−q,q1
∼= H
∞
2 +n(ĝcl,O(J∞X)⊗ grM) ∼=
(
O(J∞S)⊗O(J∞∗g∗) grM
)
⊗Hn(g,C).
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Because O(J∞S) is a trivial J∞G-module, elements of O(J∞S)⊗O(J∞∗g∗) grM are
g-invariant. It follows that dr : Er → Er+1 is identically zero for all r ≥ 1.
Therefore,
grH
∞
2 +•(ĝ−κg , V
op⊗M) ∼=
(
O(J∞S)⊗O(J∞∗g∗) grM
)
⊗H•(g,C).
This completes the proof. 
We have a vertex algebra homomorphism V 0(g) → C(ĝ−κg , V
−κg (g)), xi 7→
x̂i := Q(0)ψi, i = 1, . . . , dim g. Thus C(ĝ−κg ,M) is a V
0(g)-module for M ∈
KL−κg . Set
C(ĝ−κg , g,M) = {c ∈ C(ĝ−κg ,M) | (xˆi)(0)c = (ψi)(0)c = 0, ∀i = 1, . . . , dim g}.
Then C(ĝ−κg , g,M) is a subcomplex of C(ĝ−κg ,M), and the cohomology of the
complex (C(ĝ−κg , g,M), Q(0)) is the semi-infinite cohomology H
∞
2 +•(ĝ−κg , g,M)
relative to g with coefficients in M . If V is a vertex algebra object in KL−κg ,
H
∞
2 +•(ĝ−κg , g, V ) is naturally a vertex superalgebra.
Proposition 3.2. For M ∈ KL−κg ,
H
∞
2 +•(ĝ−κg ,M)
∼= H
∞
2 +•(ĝ−κg , g,M)⊗H
•(g,C).
Proof. We may assume thatM is finitely generated. Consider the Hochschild-Serre
spectral sequence Er ⇒ H
∞
2 +i(ĝ−κg ,M) for the subalgebra g ⊂ ĝ−κg . In the first
term we have
Ep,q1
∼= Cp(ĝ−κg , g,M)⊗H
q(g,C).
In the second term we have
Ep,q2
∼= Hp(ĝ−κg , g,M)⊗H
q(g,C).(19)
We can therefore represent classes in Ep,q2 as sums of tensor products ω1⊗ω2 of a
cocycle ω1 in C
p(ĝ−κg , g,M) representing a class in H
p(ĝ−κg , g,M) and a cocycle
ω2 representing a class in H
q(g,C). Applying the differential to this class, we find
that it is identically equal to zero because ω1 is g-invariant. Therefore all the classes
in E2 survive. Moreover, all of the vectors of the two factors in the decomposition
(19) lift canonically to the cohomology H
∞
2 +•(ĝ−κg ,M), and so we obtain the
desired isomorphism. 
The following assertion follows immediately from Theorem 3.1 and Proposi-
tion 3.2.
Theorem 3.3. Let V , S, M , be as in Theorem 3.1. Then we have
grH
∞
2 +i(ĝ−κg , g, V
op⊗M) ∼=
{
O(J∞S)⊗O(J∞∗g∗) grM for i = 0,
0 otherwise.
In particular,
SS(H
∞
2 +0(ĝ−κg , g, V
op⊗W )) ∼= J∞S ×J∞g∗ SS(W ),
and X˜
H
∞
2
+0(ĝ−κg ,g,V
op⊗W ))
∼= S ×g∗ X˜W ,
for a vertex algebra object W in KLκ∗ .
Proposition 3.4. Let M ∈ KL−κg . Suppose that M is free over U(t
−1g[t−1]) and
cofree over U(tg[t]). Then H
∞
2 +i(ĝ−κg , g,M) = 0 for i 6= 0.
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Proof. Since M is free over U(t−1g[t−1]), we obtain that H
∞
2 +i(ĝ−κg ,M) = 0
for i < 0 by considering the Hochschild-Serre spectral sequence for the subal-
gebra t−1g[t−1] ⊂ ĝ−κg , see [Vor, Theorem 2.3]. Therefore by Proposition 3.2,
H
∞
2 +i(ĝ−κg , g,M) = 0 for i < 0. Next, consider the Hochschild-Serre spectral se-
quence Er ⇒ H
∞
2 +•(ĝ−κg ,M) for the subalgebra g[t] ⊂ ĝ−κg as in [Vor, Theorem
2.2]. By definition, we have Ep,q1 = H
q(g[t],M⊗
∧−p
(ĝ/g[t])). Since M is cofree
over U(tg[t]), so is M⊗
∧−p
(ĝ/g[t]). Hence
Ep,q1
∼=
(
M⊗
∧−p
(ĝ/g[t])
)g[t]
⊗Hq(g,C).(20)
It follows that Ep,q1 = 0 for q > dimG, and therefore H
∞
2 +i(ĝ−κg ,M) = 0 for
i > dimG. By Proposition 3.2, this implies that H
∞
2 +i(ĝ−κg , g,M) = 0 for all
i > 0.

The form
κc = −
1
2
κg(21)
is called the critical level for g. For M,N ∈ KLκc , we have M⊗N ∈ KL−κg . We
set
M ◦N := H
∞
2 +•(ĝ−κg , g,M⊗N).(22)
4. Feigin-Frenkel center
Let
z(ĝ) = Z(V κc(g)) = V κc(g)g[t],
the Feigin-Frenkel center of the vertex algebra V κc(g) ([FF2]). We have isomor-
phisms ([EF, Fre1])
X˜z(ĝ) ∼= g
∗//G, SS(z(ĝ)) ∼= J∞(g
∗//G), Zhu(z(ĝ)) ∼= Z(g),
where Z(g) denotes the center of U(g). The grading of V κc(g) induces a grading
of z(ĝ): z(ĝ) =
⊕
∆∈Z≥0
z(ĝ)∆, z(ĝ)∆ = z(ĝ) ∩ V κ(g)∆. Let d1, . . . , drk g be the
exponents of g, where rk g is the rank of g. Choose homogeneous strong generators
P1, . . . , Prk g ∈ z(ĝ) with Pi ∈ z(g)di+1. Their images form homogeneous generators
of Rz(ĝ) = O(g
∗)G, gr z(ĝ) = O(J∞g∗)J∞G, Zhu(z(ĝ)) = Z(g), respectively. We use
the notation
Pi(z) =
∑
n∈Z
Pi,(n)z
−n−1 =
∑
n∈Z
Pi,nz
−n−di−1,
so that the operator Pi,n has degree −n on V
κc(g).
Let M ∈ KLκc . Then z(ĝ) naturally acts on M , and hence, M can be regarded
as a module of the polynomial ring
Z = C[Pi,n; i = 1, . . . , rk g, n ∈ Z].(23)
Set
Z(≥0) = C[Pi,(n); i = 1, . . . , rk g, n ≥ 0], Z(<0) = C[Pi,(n); i = 1, . . . , rk g, n < 0],
(24)
Z>0 = C[Pi,n; i = 1, . . . , rk g, n > 0], Z<0 = C[Pi,n; i = 1, . . . , rk g, n < 0],(25)
Z0 = C[Pi,0; i = 1, . . . , rk g].(26)
14 TOMOYUKI ARAKAWA
Then Z(<0) ⊂ Z<0, Z(≥0) ⊃ Z>0, and Z(<0) ∼= z(ĝ). We have the isomorphism
o : Z0
∼→ Zhu(z(ĝ)) ∼→ Z(g).
Let P+ be the set of dominant weights of g as in Introduction. For λ ∈ P+, set
Vλ = V
κc
λ(27)
(see (17)). We regard Vλ a Z≥0-graded ĝκc-module by giving zero degree to
the highest weight vector. Let Lλ be the unique simple graded quotient of Vλ,
and let χλ : Z → C be the evaluation at Lλ. Since Lλ is graded, χλ(Pi,n) ={
γλ(o(Pi,n)) for n = 0,
0 for n 6= 0,
where γλ : Z(g) → C is the evaluation at Vλ. Let KL
[λ]
be the full subcategory of KL consisting of objects M such that χλ(Pi,0)m =
γλ(o(Pi,0))m for all i. Then
KL =
⊕
λ∈P+
KL[λ] .(28)
For M ∈ KL, let M =
⊕
λ∈P+
M[λ], M[λ] ∈ KL[λ], be the corresponding decom-
position. Clearly, Vλ,Lλ ∈∈ KL
[λ] and any simple object in KL[λ] is isomorphic
to Lλ[d] for some d ∈ C, where Lλ[d] denotes the ĝκc-module Lλ whose grading is
shifted as (Lλ[d])d′ = (Lλ)d+d′ .
We denote by Z-Mod the category of positive energy representations of the
vertex algebra z(ĝ), that is, the category of Z-modules M that admits a grading
M =
⊕
d∈h+Z≥0
Md, h ∈ C, such that Pi,nMd ⊂ Md−n for all i and n. For
M ∈ Z-Mod, we set chM =
∑
d∈C q
d dimMd if dimMd < ∞ for all d. Let
Z-Mod[λ] be the full subcategory of Z-Mod consisting of objects M on which Pi,0
acts as χλ(Pi,0) for all i = 1, . . . , rk g, and set Z-Modreg =
⊕
λ∈P+
Z-Mod[λ].
5. Chiral differential operators on G
There are two commuting Hamiltonian actions on the cotangent bundle T ∗G =
G×g∗ of G given by g.(h, x) = (hg−1, gx) and g.(h, x) = (gh, x). The corresponding
moment maps are
µL : G× g
∗ → g∗, (g, x) 7→ x, and µR : G× g
∗ → g∗, (g, x) 7→ g.x,
respectively. The algebra O(T ∗G) can be considered as a Poisson algebra ob-
ject in CohG(g∗) with the moment map µL or µR. Note that the isomorphism
T ∗G ∼→ T ∗G, (g, x) 7→ (g−1, gx), exchanges µL and µR.
We have
O(T ∗G)op ∼= O(T ∗G), x 7→ −x (x ∈ g ⊂ O(g∗)), f 7→ f (f ∈ O(G)),(29)
and so we do not distinguish between T ∗G and (T ∗G)op.
Lemma 5.1. (i) For any Poisson algebra object R in CohG(g∗), we have
H
∞
2 +0(g,O(T ∗G)⊗R) ∼= R.
(ii) For any vertex Poisson algebra object V in CohJ∞G(J∞g
∗), we have
H
∞
2 +0(ĝcl,O(J∞T
∗G)⊗V ) ∼= V.
Proof. By (13), we have H
∞
2 +0(g,O(T ∗G)⊗R) ∼= O(g∗)⊗O(g∗)R ∼= R. Similarly,
by (14), H
∞
2 +0(ĝcl,O(J∞T
∗G)⊗V ) ∼= O(J∞g
∗)⊗O(J∞g∗)V
∼= V . 
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Let κ be an invariant symmetric bilinear form of g as before. Let
DchG,κ = U(ĝκ)⊗U(g[[t]]⊕C1) O(J∞G),(30)
where g[[t]] = J∞g acts on O(J∞G) via the Poisson vertex algebra homomorphism
(J∞µL)
∗ : O(J∞g∗) → O(J∞G) and 1 acts as the identity. There exists a unique
vertex algebra structure on DchG,κ such that
πL : V
κ(g) →֒ DchG,κ, u|0〉 7→ u⊗1J∞G (u ∈ U(ĝκ)),
O(J∞G) →֒ D
ch
G,κ, f 7→ 1⊗f,
are homomorphisms of vertex algebras, and
x(z)f(w) ∼
1
z − w
(xLf)(w) (x ∈ g ⊂ V
κ(g), f ∈ O(G) ⊂ O(J∞G))
([GMS2, AG]). The vertex algebra DchG,κ is called the algebra of chiral differential
operators (cdo) on G at level κ, which is the special case of the chiral differen-
tial operators on a smooth algebraic variety introduced independently by Malikov,
Schechtman and Vaintrob [MSV] and Beilinson and Drinfeld [BD]. The cdo DchG,κ is
a strict chiral quantization of the cotangent bundle T ∗G to G. In particular, DchG,κ
is simple for any κ by Theorem 2.2.
We have DchG,κ
∼→ (DchG,κ)
op, x 7→ −x, x ∈ g, f 7→ f , f ∈ O(G), and so we do not
distinguish between DchG,κ and (D
ch
G,κ)
op.
According to [GMS2, AG], there is a vertex algebra embedding
πR : V
κ∗(g) →֒ DchG,κ
(see (18)), and V κ(g) and V κ
∗
(g) form a dual pair in DchG,κ, i.e.,
V κ(g) = Com(V κ
∗
(g),DchG,κ) = (D
ch
G,κ)
πR(g[t]),(31)
V κ
∗
(g) = Com(V κ(g),DchG,κ) = (D
ch)πL(g[t]).(32)
Suppose that κ 6= κc, and let ωL and ωR be the Sugawara conformal vector of
V κ(g) and V κ
∗
(g), respectively. Then
ωDch
G,κ
= ωL + ωR
gives a conformal vector of DchG,κ of central charge 2 dimG. In fact, the left-hand
side makes sense even at the critical level κ = κc, and ωDch
G,κ
gives a conformal
vector of DchG,κc of central charge 2 dimG for all κ ([GMS1]). We have
DG,κ =
⊕
n∈Z≥0
(DG,κ)∆, (DG,κ)0 ∼= O(G) ∼=
⊕
λ∈P+
Vλ⊗Vλ∗ ,
where λ∗ = −w0(λ) and w0 is the longest element of the Weyl group W of g.
We have the canonical isomorphism ([ACM])
ZhuDchG,κ
∼= DG,(33)
whereDG denotes the algebra of global differential operators on G. Under this iden-
tification, the filtration of ZhuDchG,κ coincides with the natural filtration on DG and
the map (11) for V κ(g) recovers the well-known isomorphism O(T ∗G) ∼→ grDG.
The algebra homomorphism between Zhu’s algebras induced by πL and πR are
the embeddings U(g) →֒ DG defined by g ∋ x 7→ xL and g ∋ x 7→ xR, respectively.
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For a DG-module M , we have
Ind
DchG,κ
DG
M = U(ĝκ)⊗U(g[[t]]⊕C1)
(
O(J∞G)⊗O(G)M
)
as ĝκ-modules, where g[[t]]⊕C1 acts onO(J∞G)⊗O(G)M by (u(t))(g⊗m) = (u(t).g)⊗m+
g⊗(u(0)m) for u ∈ g[[t]], f ∈ O(J∞G), m ∈M .
Theorem 5.2 ([ACM, Theorem 5.2]). The functor Ind
DchG,κ
DG
: DG-Mod→ DchG,κ-Mod
gives an equivalence of categories.
Corollary 5.3. Any M ∈ DchG,κ-Mod is free over U(t
−1g[t−1]) and cofree over
U(tg[t]).
Sine κ∗c = κc, we have a vertex algebra homomorphism
πL⊗πR : V
κc(g)⊗ V κc(g)→ DchG,κc .(34)
Note that
Com((πL⊗πR)(V
κc(g)⊗V κc(g)),DchG,κc) = (D
ch
G,κc)
g[t]×g[t].
Lemma 5.4. We have
πL(V
κc(g)) ∩ πR(V
κc(g)) = πL(z(ĝ)) = πR(z(ĝ)) = (D
ch
G,κc)
g[t]×g[t].
In particular, both πL and πR give the isomorphism
z(ĝ) ∼→ (DchG,κc)
g[t]×g[t]
of vertex algebras.
Proof. By (31) and (32), πL(z(ĝ)) = πL(V
κc(g)) ∩ (DchG,κc)
πL(g[t]) = πL(V
κc(g)) ∩
πR(V
κc(g)). Similarly, πR(z(ĝ)) = πL(V
κc(g))∩πR(V κc(g)). Also, (DchG,κc)
g[t]×g[t] =
πL(V
κc(g)) ∩ πR(V κc(g)). This completes the proof. 
Let S : O(G) → O(G) be the antipode of the Hopf algebra O(G). The map
S induces the antipode J∞S : O(J∞G) → O(J∞G) of the Hopf algebra O(J∞G).
Since J∞S ◦ πL(x) = πR(x) ◦ J∞S, J∞S ◦ πR(x) = πL(x) ◦ J∞S for x ∈ J∞g, J∞S
extends to the vertex algebra isomorphism
τ˜ : DchG,κc
∼→ DchG,κc
such that τ˜ (f) = S(f), f ∈ O(G), τ˜ ◦πL = πR ◦ τ˜ , τ˜ ◦πR = πL ◦ τ˜ . Thus, τ˜ restricts
to the involutive automorphism τ of the vertex subalgebra z(ĝ) = (DchG,κc)
g[t]×g[t],
and we have
τ(πL(z)) = πR(z), τ(πR(z)) = πL(z)(35)
for z ∈ z(ĝ). It follows that (34) factors through the vertex algebra homomrophism
V κc(g)⊗z(ĝ) V
κc(g)→ DchG,κc ,(36)
where z(ĝ) acts on the first factor by the natural inclusion z(ĝ) →֒ V κc(g), and on
the second by twisting the action by τ .
The following assertion can be regarded as an affine analogue of [Ner, Theorem
2].
Proposition 5.5. The vertex algebra homomorphism (36) is injective.
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Proof. The homomorphism between the associated graded vertex Poisson algebras
induced by (36) is dual to the morphism
J∞G× J∞g
∗ → J∞g
∗ ×J∞(g∗//G) J∞g
∗, (g, x) 7→ (x, gx).(37)
On the other hand, the morphism
G× g∗reg → g
∗
reg ×g∗//G g
∗
reg, (g, x) 7→ (x, gx).
is smooth and surjective ([Ric]), where g∗reg is the open dense subset of g
∗ consisting
of regular elements. Therefore, the morphism
J∞G× J∞g
∗
reg → J∞g
∗
reg ×J∞(g∗reg//G) J∞g
∗
reg, (g, x) 7→ (x, gx),
is formally smooth and surjective ([EM, Remark 2.10]). Hence (37) is dominant. 
Proposition 5.6. The cdo DchG,κ is a direct sum of objects in KL
ord
κ (resp. KL
ord
κ∗ ).
Proof. First, suppose that κ = κc. Consider the decomposition
DchG,κc =
⊕
λ∈P+
(DchG,κc)[λ](38)
with respect to the action πR (see (28)). By (35) each direct summand (DchG,κc)[λ]
is closed under the action of both πL and πR of ĝκc . Thus, it is enough to show
that (DchG,κc)[λ],∆ = (D
ch
G,κc
)[λ] ∩ (D
ch
G,κc
)∆ is finite-dimensional for all λ, ∆. By the
definition (30), DchG,κc is cofree over U(tg[t]), and we have
(DchG,κc)
tg[t] ∼= U(ĝκc)⊗U(g[t]⊕C1)O(G)
∼=
⊕
λ∈P+
Vλ∗⊗Vλ.(39)
Hence the direct summand (DchG,κc)
[λ] is also cofree over U(tg[t]) and we have
(DchG,κc)
tg[t]
[λ]
∼= Vλ∗⊗Vλ. It follows as
(DchG,κc)[λ]
∼= Vλ∗⊗Vλ as graded vector spaces(40)
(not as ĝκc ⊕ ĝκc-modules), and we are done.
Next suppose κ 6= κc. Let LL(z) =
∑
n∈Z L
L
nz
−n−2 and LR(z) =
∑
n∈Z L
R
n z
−n−2
be the fields corresponding to the conformal vectors ωL and ωR, respectively.
Set DchG,κ[d1, d2] = {v ∈ D
ch
G,κ | L
L
0 v = d1v, L
R
0 v = d2v}, so that (DG,κ)∆ =⊕
d1+d2=∆
DchG,κ[d1, d2]. We have
DchG,κ =
⊕
d∈C
DchG,κ[•, d] =
⊕
d∈C
DchG,κ[d, •],
where DchG,κ[•, d] =
⊕
d′∈CD
ch
G,κ[d
′, d], DchG,κ[d, •] =
⊕
d′∈CD
ch
G,κ[d, d
′]. So it is suffi-
cient to show that DchG,κ[•, d] and D
ch
G,κ[d, •] are objects of KL
ord
κ and KL
ord
κ∗ , respec-
tively. This is equivalent to that DchG,κ[d1, d2] is finite-dimensional for all d1, d2 ∈ C.
Since the argument is symmetric, we may assume that (κ − κc)/κg 6∈ Q≤0. By
[ZhuM], there exists an increasing filtration
0 =M1 ⊂M1 ⊂ . . . . . . , D
ch
G,κ =
⋃
p
Mp,(41)
such that ⊕
p
Mp/Mp−1 ∼=
⊕
λ∈P+
Vκλ⊗D(V
κ∗
λ ),
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where D(Vκ
∗
λ ) is the contragredient dual of V
κ∗
λ . On the other hand, for a given
d1, there exists only finitely many λ ∈ P+ such that (Vκλ)d1 6= 0, where (V
κ
λ)d1
denotes the LL0 -eigenspace of V
κ
λ with eigenvalue d1. It follows that D
ch
G,κ[d1, d2] is
finite-dimensional for all d1, d2 ∈ C. 
By Proposition 5.6, DchG,κ is a conformal vertex algebra object in KLκ (resp.
KLκ∗) with the chiral quantum moment map πL (resp. πR).
Let M ∈ KLκ′ . According to [AG, Theorem 6.5], we have the canonical isomor-
phism
DchG,κ ⊗M
∼= DchG,κ−κ′ ⊗M(42)
of ĝκ × ĝκ′−κ−κg-modules. Here, on the left-hand side ĝκ acts on D
ch
G,κ via πL and
ĝκ′−κ−κ0 diagonally acts on via πR and the ĝκ′-action on M . On the right-hand
side ĝκ diagonally acts via πL and the ĝκ′-action on M , and ĝκ′−κ−κ0 acts on D
ch
G,κ
via πR. Moreover, it follows in the same manner as [ACL, Proposition 3.4] that if
M is a vertex algebra object in KLκ′ , (42) is a vertex algebra isomorphism. Since
H
∞
2 +i(ĝ−κg , g,D
ch
G,κ)
∼= δi,0C by Theorem 3.3, (42) induces the isomorphism
H
∞
2 +i(ĝ−κg , g,DG,κ⊗M) ∼= δi,0M(43)
as ĝκ-modules for any M ∈ KLκ ([AG]). This is an isomorphism of vertex algebras
if M is a vertex algebra object in KLκ. In particular, in terms of the notation (22)
we have
DchG,κc ◦M
∼=M ∼=M ◦ DchG,κc(44)
for M ∈ KLκc .
6. Quantum Drinfeld-Sokolov reduction and equivariant affine
W -algebras
Let f be a nilpotent element of g, {e, h, f} an sl2-triple in g associated with f ,
Sf = f + g
e ⊂ g ∼= g∗
the Slodowy slice at f , where ge is the centralizer of e in g. It is known by [GG] that
Sf is a Poisson veriety, where the Poisson structure of Sf is described as follows.
Set
gj = {x ∈ g | [h, x] = 2jx},
so that g =
⊕
j∈ 12Z
gj . Choose a Lagrangian subspace l of g1/2 with respect to the
symplectic form g1/2 × g1/2 → C, (x, y) 7→ (f |[x, y]). Then m := l⊕
⊕
j≥1 gj is a
nilpotent Lie subalgebra of g. LetM be the unipotent subgroup of G corresponding
to m. The projection µ : g∗ → m∗ is the moment map for the M -action. Let
χ : m → C be the character defined by χ(x) = (x|f). Then χ is a regular value of
µ. Moreover, we have the isomorphism of the affine varieties
M × Sf
∼→ µ−1(χ) = χ+m⊥, (g, s) 7→ g.s.
Hence,
Sf
∼= µ−1(χ)/M = g∗///χM
has the structure of a reduced Poisson variety.
According to [Gin1], this construction can be generalized as follows. Let R be
a Poisson algebra object in QCohG(g∗), X = SpecR. Then the moment map
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µ : X
µX
→ g∗ → m∗ for the M -action is flat, where the last map is the projection.
We get the reduced Poisson scheme
X///χM = µ
−1(χ)/M = Sf ×g∗ X.
By applying this construction to X = T ∗G = G× g∗ for the moment map µL, we
obtain the equivariant Slodowy slice [Los]
SG,f = G×M (f +m
⊥)
at f . The Poisson variety SG,f is an example of a twisted contangent bundle
over G/M ([CG, 1.5]). In particular, SG,f is a smooth symplectic variety. We
have SopG,f
∼= SG,f since (T ∗G)op ∼= T ∗G. We identify SG,f with G × Sf via the
G-equivariant isomorphism
ν : SG,f = G×M (χ+m
⊥) ∼→ G× Sf , (g, (n, s)) 7→ (gn, s),(45)
(g ∈ G, n ∈ M , s ∈ Sf ). The G-action on SG,f is Hamiltonian with the moment
map
µ : SG,f = G× Sf → g
∗, (g, s) 7→ g.s,(46)
which is flat ([Slo]). Hence, by (13), (45), we have
H
∞
2 +•(g,O(SG,f )⊗R) ∼= O(Sf ×g∗ SpecR)⊗H
•(g,C)(47)
for a Poisson algebra object R in QCohG(g∗).
The same argument as in [Slo] shows that
Jnµ : JnSG,f = JnG× JnSf → Jng
∗
is flat for all n ∈ Z≥0, and hence the same is true for n = ∞. Thus, by (14), we
have
H
∞
2 +•(ĝcl,O(J∞SG,f )⊗V ) ∼= O(J∞Sf ×g∗ SS(V ))⊗H
•(g,C)(48)
for any Poisson vertex algebra object V in CohJ∞G(J∞g
∗).
ForM ∈ KLκ, letH•DS,f(M) be the BRST cohomology of the quantized Drinfeld-
Sokolov reduction [FF1, KRW] associated with f (and the Dynkin grading) with
coefficients in M , which is defined as follows. Set g≥1 =
⊕
j≥1 gj ⊂ g>0 =⊕
j>0 gj. Then χ˜ : g≥1[t, t
−1] → C, xtn 7→ δn,−1(f |x), defines a character. Let
Fχ˜ = U(g>0[t, t
−1]) ⊗U(g>0[t]+g≥1[t,t−1]) Cχ˜, where Cχ˜ is the one-dimensional rep-
resentation of g>0[t] + g≥1[t, t
−1] on which g≥1[t, t
−1] acts by the character χ˜ and
g>0[t] acts trivially. The space Fχ is isomorphic to the βγ-system associated with
the symplectic vector space g1/2. In particular, Fχ has the structure of a vertex
algebra. By definition,
H•DS,f(M) = H
∞
2 +•(g>0[t, t
−1],M ⊗ Fχ),
where g>0[t, t
−1] acts diagonally on M ⊗Fχ and H
∞
2 +•(g>0[t, t
−1], N) is the semi-
infinite g>0[t, t
−1]-cohomology [Fe˘ı] with coefficients in a g>0[t, t
−1]-module N .
The (affine) W -algebra associated with (g, f) at level κ is the vertex algebra
W
κ(g, f) = H0DS,f(V
κ(g))
([FF1, KRW]). The W -algebra Wκ(g, f) is a strict chiral quantization of the
Slodowy slice Sf ([DSK, A4]).
20 TOMOYUKI ARAKAWA
More generally, if V is a vertex algebra object in KLκ, then H
0
DS,f (V ) is a
vertex algebra, and µV : V
κ(g) → V induces a vertex algebra homomorphism
W
κ(g, f) → H0DS,f(V ). If V is a conformal vertex algebra object in KLκ with
central charge cV , it follows from [KRW, §2.2] that H0DS,f(V ) is conformal with
central charge
cV − dimOf −
3
2
dim g1/2 + 12(ρ|h)− 3(k + h
∨)|h|2,(49)
where Of = G.f and k = 2h
∨κ/κg. Note that dimOf = dim g− dim g0− dim g1/2.
Theorem 6.1. (i) ([FG2, A4]) For M ∈ KLκ we have HiDS,f (M) = 0 for
i 6= 0. Therefore the functor KLκ → Wκ(g, f) -Mod, M 7→ H0DS,f(M), is
exact.
(ii) ([A4]) For M ∈ KLordκ , we have
grH0DS,f(M)
∼= O(J∞Sf )⊗O(J∞g∗) grM.
Hence, if V is a vertex algebra object in KLκ, then the vertex algebra
H0DS,f (V ) is separated, and grH
0
DS,f(V )
∼= O(J∞Sf )⊗O(J∞g∗) (grV ). In
particular,
X˜H0
DS,f
(V )
∼= X˜V ×g∗ Sf .
(iii) ([A5]) For any vertex algebra object V in KLκ, we have
Zhu(H0DS,f(V ))
∼= H0DS,f(Zhu(V )),
where in the right-hand side H0DS,f(?) is the finite-dimensional analogue
of the quantized Drinfeld-Sokolov reduction as described in [A5].
Corollary 6.2. For a vertex algebra object V in KLκ, the vertex algebra H
0
DS,f(V )
is a chiral quantization of XV ×g∗ Sf . If in addition V is a strict chiral quantization
of X = X˜V , then H
0
DS,f (V ) is a strict chiralization of X ×g∗ Sf .
Define the equivariant affine W -algebra WκG,f associated with (G, f) at level κ
by
WκG,f := H
0
DS,f (D
ch
G,κ).(50)
By Corollary 6.2, WκG,f is a strict chiralization of
X˜Wκ
G,f
= XDch
G,κ
×g∗ Sf ∼= SG,f .(51)
Since SG,f is a smooth symplectic variety, W
κ
G,f is simple by Theorem 2.2. Because
DchG,κ is conformal with central charge 2 dim g, W
κ
G,f is conformal with central
charge
dim g+ dim g0 −
1
2
dim g1/2 + 12(ρ|h)− 3(k + h
∨)|h|2(52)
(see (49)).
The equivariant affineW -algebra is 12Z-graded: W
κ
G,f =
⊕
∆∈ 12Z
(WκG,f)∆. Note
that the conformal weight ofWκG,f is not bounded from the below. (See the formula
(59) below.)
We have WκG,f
∼= (WκG,f )
op since DchG,κ
∼= (DchG,κ)
op, and so we do not distinguish
between them.
ForG = SL2 and a generic κ, the equivariant affineW -algebraW
κ
G,f was studied
earlier by Frenkel and Styrkas in [FS].
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Let UG,f denote the equivariant finite W -algebra introduced by Losev [Los].
The vertex algebra WκG,f should be regarded as an affine analogue of UG,f is the
following sense.
Theorem 6.3. We have Zhu(WκG,f))
∼= UG,f for any κ.
Proof. The statement follows from [Los, Remark 3.1.4], Theorem 6.1 (3) and the
description of the finite-dimensional analogue of the quantized Drinfeld-Sokolov
reduction given in [A5]. 
By Theorem 6.1, the vertex algebra homomorphism πL : V
κ(g) →֒ DchG,κ induces
the embedding
W
κ(g, f) →֒WκG,f ,(53)
which we denote also by πL. On the other hand, the vertex algebra homomorphism
πR : V
κ∗(g) →֒ DchG,κ induces the vertex algebra homomorphism
V κ
∗
(g)→WκG,f ,(54)
which is denoted also by πR. The induced actions of W
κ(g, f) and ĝκ∗ on W
κ
G,f
obviously commute, and hence we have a vertex algebra homomorphism
W
κ(g, f)⊗V κ
∗
(g)
πL⊗πR→ WκG,f .(55)
The map grπL : grW
κ(g, f) = O(J∞Sf ) → grW
κ
G,f = O(J∞SG,f ) is induced
by the projection J∞SG,f ∼= J∞(G× Sf ) ∼= J∞G× J∞Sf → J∞Sf , while the map
grπR : grV
κ∗(g) = O(J∞g∗) → grWκG,f = O(J∞SG,f ) is induced by the chiral
moment map
J∞µ : J∞SG,f = J∞G× J∞Sf → J∞g
∗, (g, f) 7→ gf.(56)
Proposition 6.4. The ĝκ∗-module W
κ
G,f is free over U(g[t
−1]t−1). Therefore,
there exists a filtration 0 = M0 ⊂ M1 ⊂ M2 ⊂ . . . , WκG,f =
⋃
pMp, as a ĝκ∗-
module such that each successive quotient is isomorphic to Vκ
∗
λ for some λ ∈ P+.
Proof. Since WκG,f is an object of KLκ∗ , it is sufficient to show that we have
Hi(g[t
−1]t−1,WκG,f) = 0 for i > 0. We consider the spectral sequence Er ⇒
H•(t−1g[t−1],WκG,f) such that the E1-term is isomorphic toH•(t
−1g[t−1], grWκG,f)
∼=
H•(t
−1g[t−1],O(J∞SG,f )), that is, the Koszul homology ofO(J∞SG,f) as aO(J∞g∗)-
module. Since J∞µ is a flat, we have that Hi(g[t
−1]t−1,O(J∞SG,f )) = 0 for
i > 0. Hence the spectral sequence collapses at E1 = E∞, and we get that
Hi(g[t
−1]t−1,WκG,f) = 0 for i > 0 as required. 
By Proposition 6.4, it follows that the vertex algebra homomorphism πR :
V κ
∗
(g)→WκG,f is injective.
Proposition 6.5. The ĝκ∗-module W
κ
G,f is cofree over U(tg[t]) and we have
(WκG,f)
tg[t] ∼=
⊕
λ∈P+
H0DS,f(V
κ
λ)⊗ Vλ∗
as Wκ(g, f)⊗ U(g)-module. In particular,
W
κ(g, f) ∼= Com(V κ
∗
(g),WκG,f) = (W
κ
G,f)
g[t]
as vertex algebras.
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Proof. Consider the spectral sequence Er ⇒ H•(tg[t],WκG,f) such that the E1-term
is H•(tg[t], grWκG,f). Since grW
κ
G,f
∼= O(SG,f ), we have Hi(tg[t], grWκG,f)
∼=
δi,0O(J∞Sf )⊗O(G). It follows that the spectral sequence collapses at E1 = E∞,
and we get that
grHi(tg[t],WκG,f)
∼= δi,0O(J∞Sf )⊗O(G).(57)
In particular, WκG,f is cofree over U(tg[t]).
On the other hand, by Theorem 6.1, the embedding
(DchG,κ)
πR(tg[t]) ∼=
⊕
λ∈P+
Vκλ⊗Vλ∗ →֒ D
ch
G,κ
(see (39)) induces the embedding
H0DS,f((D
ch
G,κ)
πR(tg[t])) ∼=
⊕
λ∈P+
H0DS,f(V
κ
λ)⊗Vλ∗ →֒W
κ
G,f ,
and the image is contained in (WκG,f )
tg[t]. Since grH0DS,f(V
κ
λ)
∼= O(J∞Sf )⊗Vλ (see
[A4]), we have gr
(⊕
λ∈P+
H0DS,f(V
κ
λ)⊗Vλ∗
)
∼= O(J∞Sf )⊗O(G). By comparing
with (57), we get that (WκG,f)
tg[t] ∼=
⊕
λ∈P+
H0DS,f (V
κ
λ)⊗Vλ∗ . 
Proposition 6.6. The ĝκ∗-module W
κ
G,f is a direct sum of objects in KL
ord
κ∗ .
Proof. First, suppose that κ = κc. Consider the decomposition
WκcG,f =
⊕
λ∈P+
(WκcG,f )[λ](58)
(see (28)). We have (WκcG,f )[λ] = H
0
DS,f((D
ch
G,κc
)[λ]. In the same way as in the proof
of Proposition 5.6, we find using Proposition 6.5 that (WG,c)[λ] ∼= H
0
DS,f(V
κ
λ∗)⊗V
κ∗
λ
as graded vector spaces and we are done.
So suppose that κ 6= κc. Let ω be the conformal vector of WκG,f . Then
ω = ωW + ωĝ, where ωW and ωĝ are conformal vectors of W
k(g, f) and V κ
∗
(g),
respectively. Let LW(z) =
∑
n∈Z L
W
n z
−n−2 and Lĝ(z) =
∑
n∈Z L
ĝ
nz
−n−2 be the
fields corresponding to ωW and ωĝ, respectively. Set W
κ
G,f [d1, d2] = {v ∈ W
κ
G,f |
LW0 v = d1v, L
ĝ
0v = d2v}, so that (W
κ
G,f )∆ =
⊕
d1+d2=∆
WκG,f [d1, d2]. We have
WκG,f =
⊕
d∈C
WG,f [d, •]
as a ĝκ∗ -module, where W
κ
G,f [d, •] =
⊕
d′∈CW
κ
G,f [d, d
′]. So it is sufficient to
show that WκG,f [d, •] is an object of KL
ord
κ∗ , or equivalently, W
κ
G,f [d1, d2] is finite-
dimensional for all d1, d2 ∈ C. If (κ − κc)/κg 6∈ Q≤0, set Np = H
0
DS(Mp), where
Mp is as in (41). By Theorem 6.1, N• defines a filtration of W
κ
G,f such that⊕
o
Np/Np−1 ∼=
⊕
λ∈P+
H0DS,f(V
κ
λ)⊗D(V
κ∗
λ ).
We have H0DS,f(V
κ
λ) =
⊕
d∈Z≥0
H0DS,f(V
κ
λ)d+hλ , and dimH
0
DS,f(V
κ
λ)d < ∞ for all
d, where H0DS,f(V
κ
λ)d denotes the L
W
0 -eigenspace of H
0
DS,f(V
κ
λ) with eigenvalue d
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and
hλ =
(λ+ 2ρ | λ)
2(k + h∨)
−
1
2
λ(h) =
|λ− k+h
∨
2 h+ ρ|
2 − |ρ|2
2(k + h∨)
+
1
2
(ρ|h)−
(k + h∨)
8
|h|2.
(59)
It follows that, for a given d1, there exists only finitely many λ ∈ P+ such that
H0DS,f(V
κ
λ)d1 6= 0, and thereforeW
κ
G,f [d1, d2] is finite-dimensional for all d1, d2 ∈ C.
If (κ− κc)/κg 6∈ Q≥0, there exists [ZhuM] a decreasing filtration
DchG,κ =M1 ⊃M1 ⊃ . . . . . . ,
⋂
p
Mp = 0,
such that ⊕
p
Mp/Mp+1 ∼=
⊕
λ∈P+
Vκλ⊗D(V
κ∗
λ ).
Setting Np = H
0
DS(Mp), we get a filtration of W
κ
G,f such that⊕
o
Np/Np+1 ∼=
⊕
λ∈P+
H0DS,f (V
κ
λ)⊗D(V
κ∗
λ ).
Since there exist only finitely many λ ∈ P+ such that D(V
κ
λ)d1 6= 0 for a given d1,
it follows that WκG,f [d1, d2] is finite-dimensional for all d1, d2 ∈ C. This completes
the proof. 
By Proposition 6.6, WκG,f is a conformal vertex algebra object in KL
ord
κ∗ with
the chiral quantum moment map πR.
By Theorem 3.3, we have the following assertion.
Theorem 6.7. Let M ∈ KLκ. Then H
∞
2 +i(ĝ−κg , g,W
κ
G,f⊗M) = 0 for i 6= 0,
where the BRST cohomology is taken with respect to the action of ĝ−κg onW
κ
G,f⊗M
given by x(w⊗m) = πR(x)w⊗m+ w⊗xm. If M ∈ KL
ord we have
grH
∞
2 +0(ĝ−κg , g,W
κ
G,f⊗M)
∼= O(J∞Sf )⊗O(J∞g∗) grM.
Theorem 6.8. For M ∈ KLκ, we have the isomorphism
H•DS,f(M)
∼= H
∞
2 +•(ĝ−κg , g,W
κ
G,f⊗M)
as Wκ(g, f)-modules, where Wκ(g, f) acts on the first factor WκG,f on the right-
hand side. If M is a vertex algebra object in KLκ, this is an isomorphism of vertex
algebras.
Proof. First, note that we already know that the cohomology of both sides vanishes
for nonzero cohomological degrees (Theorem 6.1 and Theorem 6.7).
We may assume that M ∈ KLordκ since the cohomology functor commutes with
injective limits. We may also assume that M is Z≥0-graded: M =
⊕
d∈Z≥0
Md:
(xtn)Md ⊂Md−n for x ∈ g, n ∈ Z. Note that
grH•DS,f(M)
∼= grH
∞
2 +•(ĝ−κg , g,W
κ
G,f⊗M)(60)
by Theorem 6.1 and Theorem 6.7.
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Let
C =
⊕
i∈Z
Ci, Ci =
⊕
p.q
p+q=i
Cp,q,
Cp,q =M⊗DchG,κ⊗
∧∞
2 +p
(g)⊗Fχ⊗
∧∞
2 +q
(g>0),
where Fχ is the vertex algebra generated by fields Ψα(z), α ∈ ∆1/2, with the OPEs
Ψα(z)Ψα(w) ∼ (f |[xα, xβ ])/(z − w), and
∧∞
2 +q(g>0) is the vertex superalgebra
generated by odd fields ψα(z), ψ
∗
α(z), α ∈ ∆>0, with the OPEs ψα(z)ψ
∗
β(w) ∼
δα,β/(z − w). Here, xα is the root vector of g corresponding to the root α, ∆j =
{α ∈ ∆ | xα ∈ gj}, ∆>0 =
⊔
j>0∆j , and we have taken the Cartan subalgebra h in
g0 and ∆ is the corresponding set of roots of g.
Set Q(0) = (Qĝ)(0) + (QDS)(0), where
Qĝ(z) =
dimg∑
i=1
(πM (xi(z)) + πR(xi(z)))ψ
∗
i (z)−
1
2
∑
i,j,k
cki,j : ψ
∗
i (z)ψ
∗
j (z)ψk(z) :,
QDS(z) =
∑
α∈∆>0
(πL(xα(z)) + Φα(z))ψ
∗
α(z)−
1
2
∑
α,β,γ∈∆>0
cγα,β : ψ
∗
α(z)ψ
∗
β(z)ψγ(z) :,
where πM is the action of ĝκ on M , {xi} is a basis of g, ckij is the corresponding
structure constant, cγα,β is the structure constant of g>0 with respect to the basis
{xα}, and we have set Φα(z) = (f |xα) for α ∈ ∆j , j ≥ 1, and omitted the tensor
product symbol. Then (Qĝ(0))
2 = (QDS(0) )
2 = 0, {Qĝ(0), Q
DS
(0) } = 0, and C has the
structure of a double complex.
Let (Er , dr) be the spectral sequence for the total cohomology H
•(C,Q(0)) as-
sociated with the decreasing filtration {
∑
i≥p C
i,•} of C. By definition the zeroth
differential d0 is (QDS)(0) and the first differential d1 is (Qĝ)(0). We claim that
this spectral sequence converges to H•(C,Q(0)). To see this, first suppose that
κ = κc. We have the direct sum decomposition (DchG,κc)[λ] =
⊕
λ∈P+
(DchG,κc)[λ] as
a ĝ⊕2κc -modules, see (38). By (40), each (D
ch
G,κc
)[λ] admits a bi-grading (D
ch
G,κc
)[λ] =⊕
d1,d2∈Z≥0
(DchG,κc)[λ][d1, d2] such that πL(xt
n)(DchG,κc)[λ][d1, d2] ⊂ (D
ch
G,κc
)[λ][d1−n, d2],
πR(xt
n)(DchG,κc)[λ][d1, d2] ⊂ (D
ch
G,κc
)[λ][d1, d2 − n], for x ∈ g, n ∈ Z. It follows that
C is a direct sum of subcomplexes
Cλ,D =
⊕
d∈Z≥0
D=d+∆
M⊗(DchG,κ)[λ][•, d]⊗
∧∞
2 +p
(g)∆⊗Fχ⊗
∧∞
2 +q
(n),
λ ∈ P+, D ∈ Z≥0, and we have Cλ,D ∩ Cp,• = 0 for a sufficiently large p. Hence
the restriction of the filtration on each subcomplex is regular, and this gives the
convergency of the spectral sequence. Next consider the case that κ 6= κc. The
increasing filtration M• of DchG,κ in (41) induces a filtration C• of the complex
C. As above, we find that the spectral sequence converges on each Cp. Since
the cohomology functor commutes with the injective limits, we get a vector space
isomorphism H•(C) ∼= lim
→
H•(Cp) ∼= lim
→
E
(p)
∞
∼= E∞, where E
(p)
r is the spectral
sequence for H•(Cp).
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By definition, we have
Ep,q1 =M⊗H
q
DS,f(D
ch
G,κ)⊗
∧∞
2 +p
(g) ∼= δq,0M⊗W
κ
G,f⊗
∧∞
2 +p
(g),
and
Ep,q2
∼= δq,0H
∞
2 +0(ĝ−κg , g,W
κ
G,f⊗M)⊗H
p(g,C).
Since elements of H
∞
2 +0(ĝ−κg , g,W
κ
G,f⊗M) are g-invariant, it follows that dr = 0
for all r ≥ 2. Therefore, the spectral sequence collapses at E2 = E∞, and we obtain
the isomorphism
Hi(C,Q(0)) ∼= H
∞
2 +0(ĝ−κg , g,W
κ
G,f⊗M)⊗H
i(g,C).(61)
On the other hand, by (42), we have the canonical isomorphism
H•(C,Q(0)) ∼= H
•(C′, Q′(0)),
where
C′ =
⊕
p.q
(C′)p,q, (C′)p,q =M⊗DchG,0⊗
∧∞
2 +p
(g)⊗Fχ⊗
∧∞
2 +q
(n),
Q′(z) = Q′
ĝ
(z) +Q′DS(z),
Q′
ĝ
(z) =
dimg∑
i=1
πR(xi)(z)ψ
∗
i (z)−
1
2
∑
i,j,k
cki,j : ψ
∗
i (z)ψ
∗
j (z)ψk(z) :,
Q′DS(z) =
∑
α∈∆>0
(πM (xα)(z) + πL(xα(z)) + Φα(z))ψ
∗
α(z)
−
1
2
∑
α,β,γ∈∆>0
cγα,β : ψ
∗
α(z)ψ
∗
β(z)ψγ(z) : .
Consider the map
H0DS,f(M)→ H
0(C′, Q′(0)), [c] 7→ [c⊗1DchG,κ⊗1
∧∞
2
+•(g)
],(62)
where 1Dch
G,κ
and 1∧∞
2
+•(g)
denotes the vacuum vectors of DchG,κ and
∧∞
2 +•(g),
respectively. We claim that this is an isomorphism. Indeed, this respects the
filtration on each side, and gives rise to a homomorphism
grH0DS,f (M)→ grH
0(C′, Q′(0))
∼= grH0(C,Q(0)) ∼= grH
∞
2 +0(ĝ−κg , g,W
κ
G,f⊗M),
which is an isomorphism by (60). Therefore (62) is an isomorphism as well. We
conclude that
H
∞
2 +0(ĝ−κg , g,W
κ
G,f⊗M)
∼= H0(C,Q(0)) ∼= H
0(C′, Q′(0))
∼= H0DS,f(M).
If M is a vertex algebra object in KLκ this is vertex algebra isomorphism since all
maps are vertex algebra isomorphisms. 
In terms of the notation (22), we have
WκcG,f ◦M
∼= H0DS,f(M) ∼=M ◦W
κc
G,f(63)
for M ∈ KLκc .
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7. Chiral universal centralizer
Let f, f ′ be nilpotent elements of g. Define
IκG,f,f ′ := H
0
DS,f ′(W
κ
G,f),
where the Drinfeld-Sokolov reduction of WκG,f is taken with respect to the action
πR. By Corollary 6.2, Z
κ
G,f,f ′ is a conformal vertex algebra that is a strict chiral-
ization of
SG,f ×g∗ Sf = (G× Sf )×g∗ Sf ′ ,
where SG,f → g∗ is given by the moment map (46). If f = f ′, the central charge
of IG,f,f is independent of κ and is given by
2 dim g0 − dim g1/2 + 24(ρ|h).
Set
IκG := I
κ
G,fprin,fprin ,
where fprin is a principal nilpotent element of g. Then I
κ
G is a strict chiral quanti-
zation of the universal centralizer
IclG = (G× Sfprin)×g∗ Sfprin .(64)
The central charge of IκG is given by
2 rk g+ 48(ρ|ρ∨).
By [BFM, BF], Theorem 6.1 (3), and the description of the finite-dimensional
analogue of the quantized Drinfeld-Sokolov reduction given in [A5], we have the
isomorphisms
RIκ
G
∼= H
Gˇ[[t]]
• (GrGˇ), Zhu(I
κ
G)
∼= H
Gˇ[[t]]⋉C∗
• (GrGˇ),(65)
where Gˇ is the Langlands dual group of G and GrGˇ is the affine Grassmannian for
Gˇ as in Introduction.
By [Gin2], Zhu(IκG) is also isomorphic to the spherical subalgebra of the nil-Hecke
algebra.
The vertex algebra IκG is called the chiral universal centralizer associated with
G at level κ.
For G = SL2 and a generic κ, the chiral universal centralizer I
κ
G was introduced
earlier by Frenkel and Styrkas [FS] as the modified regular representation of the
Virasoro algebra (see also [FZM]).
8. Drinfeld-Sokolov reduction at the Critical level
For the rest of this article we restrict to ourselves the case that κ = κc. Set
KL = KLκc , D
ch
G = D
ch
G,κc .
Let λ ∈ P+. We have
chVλ =
∑
w∈W ǫ(w)e
w◦λ∏
α∈∆ˆre+
(1− e−α)
∏∞
j=1(1 − q
j)rk g
,(66)
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where W is the Weyl group of g, ∆̂re+ is the set of positive real roots of ĝκc . Also,
we have
chLλ =
∑
w∈W ǫ(w)e
w◦λ∏
α∈∆+
(1− q〈λ+ρ.α∨〉)
∏
α∈∆ˆre+
(1− e−α)
(67)
([A2, AMal]).
Fix a principal nilpotent element f = fprin of g, and set H
•
DS(?) = H
•
DS,f (?).
By [FF2], we have the isomorphism
z(ĝ) ∼→Wκc(g, f)(68)
of vertex algebras. Thus, for M ∈ KL, H0DS(M) is naturally a module over Z (see
(23)).
By Theorem 6.1, we have the exact functor
KL[λ] → Z-Mod[λ], M 7→ H0DS(M).
For λ ∈ P+, define the Z-module
zλ := H
0
DS(Vλ).(69)
Note that Z>0 trivially acts on zλ. The grading of Vλ induces a grading on zλ such
that
zλ =
⊕
d∈Z≥0
(zλ)−λ(ρ∨)+d, (zλ)−λ(ρ∨) = C,
see [A1, 4.6] for the details. By (66) and the Euler-Poincare´ principle, we have
ch zλ =
q−λ(ρ
∨)
∏
α∈∆+
(1− q〈λ+ρ,α
∨〉)∏∞
j=1(1− q
j)rk g
,(70)
that is,
chVλ = ch zλ. chLλ.(71)
Consider Li’s canonical filtration F •zλ of zλ. Since z(ĝ) is commutative, Pi,(n)F
pzλ ⊂
F pzλ for all i, p and n ≥ 0. Hence, each graded subspace F pzλ/F p+1zλ of gr zλ is
naturally a module over Z. In particular,
zλ := zλ/F
1zλ = zλ/Z(<0)zλ
is a Z-module.
Since χ = (f |?) ∈ g∗ is regular, there is a surjective algebra homomorphism
Z ։ Aχ ⊂ U(g),(72)
constructed by Rybnikov [Ryb], where Aχ denotes the Mishchenko-Fomenko sub-
algebra of U(g) associated with χ.
The following assertion was essentially proved in [FF1, FFTL].
Proposition 8.1. Let λ ∈ P+.
(i) zλ is a free Z(<0)-module.
(ii) There is an isomorphism zλ ∼= Vλ of Z-modules, where Z acts on Vλ via
the map (72).
(iii) The Z-module zλ is cyclic, and is generated by the image of the highest
weight vector of Vλ.
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(iv) The Z-module zλ has a unique socle spanned by a homogeneous vector of
maximal degree λ(ρ∨).
Proof. We have grVλ = O(J∞g∗)⊗ Vλ, and by [A4],
gr zλ ∼= (O(J∞(χ+ n
⊥))⊗ Vλ)
J∞N ,
where N is the unipotent subgroup of G corresponding to the maximal nilpotent
subalgebra n =
⊕
j>0 gj of g. (Here we have taken the sl2-tripe in Section 6
as the one associated with fprin.) Since the action map gives the isomorphism
J∞N × J∞Sf
∼→ J∞(χ+ n⊥), we have
gr zλ ∼= (O(J∞(χ+ n
⊥))J∞N ⊗ Vλ ∼= O(J∞Sf )⊗ Vλ
as O(J∞Sf )-modules. Hence, gr zλ is free over O(J∞Sf ), and thus, zλ is free over
Z(<0). Also, we get that
zλ ∼= gr zλ/F
1 gr zλ ∼= Vλ(73)
as vector spaces. Therefore, Z acts on Vλ via the identification (73), and one finds
that this action is identical to the action defined by (72), see [FF1, §2.1]. Since Vλ
is a cyclic Aχ-module generated by the highest weight vector ([FFR2]), it follows
that zλ is a cyclic Z<0-module generated by the image of the highest weight vector
of Vλ. According to [FFTL], the Aχ-module Vλ has a unique socle, and hence, so
does zλ. As zλ is cyclic, the socle must be spanned by a homogeneous vector of
maximal degree, which is −(w0λ)(ρ∨) = λ(ρ∨). 
For a Z-module M , we set
M∗ := HomZ(<0)(M,Z(<0))
(see (24)), and consider M∗ as a Z-module by the action (zf)(m) = f(zm). Also,
let τ∗M denote the Z-module obtained by twisting the action of Z on M as z.m =
τ(z)m.
Proposition 8.2. For λ ∈ P+, we have the following:
(i) z∗λ
∼= zλ,
(ii) τ∗(zλ) ∼= zλ∗ .
Proof. (i) Clearly, Iλ annihilates z
∗
λ. Since zλ is free over Z(<0), z
∗
λ is free over Z(<0)
as well. We have
z∗λ
∼= HomC(zλ,C)
as Z-modules, where z∗λ = z
∗
λ/Z(<0)z
∗
λ. Since zλ has a unique socle by Proposition
8.1, z∗λ is cyclic. Therefore, z
∗
λ is cyclic, and we have a surjection zλ = Z<0/Iλ → z
∗
λ.
The assertion follows since z∗λ has the same rank as zλ as a Z(<0)-module. (ii) By
(75), Iλ = AnnZ<0 Vλ. Consider the subspace M = Vλ⊗Vλ∗ ⊂ O(G) ⊂ D
ch
G The
ĝκc-submodule of D
ch
G generated by M by the action πL (resp. πR) is isomorphic
to Vλ⊗Vλ∗ (resp. Vλ⊗Vλ∗). It follows that Iλ = {z ∈ Z<0 | πL(z)M = 0} and
Iλ∗ = {z ∈ Z<0 | πR(z)M = 0}. Hence τ(Iλ) = Iλ∗ by (35). 
Let vλ ∈ zλ be the image of the highest weight vector of Vλ. By Proposition 8.1,
the map Z<0 → zλ, z 7→ zvλ, is surjective, and thus,
zλ ∼= Z<0/Iλ,(74)
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where Iλ is the kernel of the above map. In particular, zλ has the structure of a
unital commutative algebra. In [FG1, FF1] it was shown that
zλ ∼= Endĝκc (Vλ), Lλ = Vλ/(zλ)+Vλ,(75)
where (zλ)+ is the argumentation ideal of zλ.
By (70) and Proposition 8.1, we have
ch zλ =
q−λ(ρ
∨)
∏
α∈∆+
(1 − q〈λ+ρ,α
∨〉)∏rk g
i=1
∏di
j=1(1− q
j)
= q−λ(ρ
∨)
∏
α∈∆+
(1− q〈λ+ρ,α
∨〉)
(1− q〈ρ,α∨〉)
.(76)
Let C[λ] be the unique simple graded quotient of zλ, that is, the one-dimensional
graded Z-module corresponding to χλ, which is concentrated in degree −λ(ρ∨).
Proposition 8.3. For λ ∈ P+, we have H0DS(Lλ)
∼= C[λ].
Proof. The surjection Vλ → Lλ induces a surjection zλ → H0DS(Lλ). Hence
H0DS(Lλ) is cyclic by Proposition 8.1. Since kerχλ annihilates it, H
0
DS(Lλ) must
be one-dimensional. 
Proposition 8.4. For λ ∈ P+, the functor KL
[λ] → Z-Mod[λ] is faithfull. For
M ∈ KL[λ], we have
chM = qλ(ρ
∨) chLλ. chH
0
DS(M).
Proof. The first statement follows from the exactness of the functor and Proposi-
tion 8.3. To see the second assertion, note that we have
chM =
∑
d∈C
[M : Lλ[−d]]q
d chLλ,
where [M : Lλ[−d]] is the multiplicity of Lλ[−d] as a graded representation. Since
H0DS(?) is exact, we have
chH0DS(M) =
∑
d∈C
[M : Lλ[−d]]q
d chH0DS(Lλ) = q
−λ(ρ∨)
∑
d∈C
[M : Lλ[−d]]q
d.
This completes the proof. 
Let Γp−Vλ = (Z
∗
<0)
pVλ, where Z∗<0 is the augmentation ideal of Z<0. Then
Γ•−Vλ defines a decreasing filtration of Vλ as ĝκc-modules. By (75), we have
grΓ− Vλ ∼= zλ⊗Lλ(77)
as Z⊗U(ĝκc)-modules. Dually, for p < 0 set Γ
p
+D(Vλ) = {v ∈ D(Vλ) | (Z
∗
>0)
−pv =
0}, where Z∗>0 is the augmentation ideal of Z>0. Then Γ
•
+D(Vλ) defines a decreas-
ing filtration of D(Vλ) as ĝκc-modules, and we have
grΓ+ D(Vλ) ∼= D(zλ)⊗Lλ,(78)
where D(zλ) is the contragredient dual of zλ.
Proposition 8.5. For λ ∈ P+ we have H0DS(D(Vλ))
∼= D(zλ).
Proof. Consider the spectral sequence Er ⇒ H0DS(D(Vλ)) associated with the fil-
tration Γp+D(Vλ). We have E
•,q
1 = D(zλ)⊗H
q
DS(Lλ)
∼= δq,0D(zλ) by Proposition
8.3. The spectral sequence collapses at E1 = E∞, and we get that H
0
DS(D(Vλ))
∼=
D(zλ). 
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For b ≥ 1, define the vertex algebra
V κc(g)⊗z(g)b :=
b times︷ ︸︸ ︷
V κc(g)⊗z(ĝ) V
κc(g)⊗z(ĝ) · · · ⊗z(ĝ) V
κc(g),(79)
where the tensor product ⊗z(ĝ) is taken with respect to the action z⊗1 − 1⊗τ(z)
for z ∈ z(ĝ). Let
ιi : V
κc(g) →֒ V κc(g)⊗z(g)b(80)
be the vertex algebra embedding that sends u ∈ V κc(g) to the i-th factor of
V κc(g)⊗z(g)b. This induces a Lie algebra homomorphism ĝκc → EndC(M) for any
V κc(g)⊗z(g)b-module M , which we denote also by ιi.
Let KLb be the category of V
κc(g)⊗z(g)b-modules consisting of objects M that
belongs to KL as a ιi(ĝκc)-module for all i = 1, . . . , b.
By Proposition 5.5, we have a vertex algebra embedding V κc(g)⊗z(g)b=2 →֒ DchG .
In particular, DchG is an object of KLb=2.
Set
Vλ,b :=
b times︷ ︸︸ ︷
Vλ ⊗Z Vλ∗ ⊗Z · · · ⊗Z Vλ′ =
b times︷ ︸︸ ︷
Vλ ⊗zλ Vλ∗ ⊗zλ∗ · · · ⊗zλ′ Vλ′ ∈ KLb,
where λ′ = λ if b is odd and λ′ = λ∗ of b is even.
Proposition 8.6. Let b ≥ 2.
(i) We have H0DS(Vλ,b)
∼= Vλ∗,b−1 (resp. ∼= Vλ,b−1), where the Drinfeld-
Sokolov reduction is taken with respect to the action ι1 (resp. ιr) of ĝκc .
(ii) We have H0DS(D(Vλ,b))
∼= D(Vλ∗,b−1) (resp. ∼= Vλ,b−1), where D(Vλ,b) is
the contragradient dual of Vλ,b and the Drinfeld-Sokolov reduction is taken
with respect to the action ι1 (resp. ιr) of ĝκc .
Proof. We only show the assertion for the action ι1. (i) By definition, we have
Vλ,b = Vλ⊗zλVλ∗,b−1. Since H
•
DS(Vλ)
∼= zλ is obviously free over zλ, H0DS(Vλ,b)
∼=
H0DS(Vλ)⊗zλVλ∗,b−1
∼= zλ⊗zλVλ∗,b−1
∼= Vλ∗,b−1 by Ku¨nneth’s theorem. (ii) We
have D(Vλ,b) = {v ∈ D(Vλ)⊗D(Vλ∗,b−1) | (z⊗1)v = (1⊗τ(z))v}. By Proposition
8.5, the embedding D(Vλ,b)→ D(Vλ)⊗D(Vλ∗,b−1) induces the embedding
H0DS(D(Vλ,b)) →֒ D(zλ)⊗D(Vλ∗,b−1),
and the image is contained in {v ∈ D(zλ)⊗D(Vλ∗,b−1) | (z⊗1)v = (1⊗τ(z))v},
which is contragredient dual of zλ⊗zλVλ∗,b−1
∼= Vλ∗,b−1. Since H0DS(D(Vλ,b))
has the same character as H0DS(Vλ,b) = Vλ∗,b−1, we get that H
0
DS(D(Vλ,b)) =
D(Vλ∗,b−1). 
Let KL∆b be the full subcategory of KLb consisting of objects M that admits an
increasing filtration 0 = M0 ⊂ M1 ⊂ . . . , M =
⋃
pMp, such that each successive
quotient Mp/Mp−1 is isomorphic to Vλ,b for some λ ∈ P+. Dually, let KL
∇
b be the
full subcategory of KLb consisting of objects M that admit a decreasing filtration
M = M0 ⊃ M1 ⊃ . . . ,
⋂
pMp = 0, such that each successive quotient Mp/Mp+1
is isomorphic to the contragredient dual D(Vλ,b) of Vλ,b for some λ ∈ P+. Let
KL∆r ∩KL
∇
r be the full subcategory of KLr consisting of objects M that belong to
both KL∆r and KL
∇
r .
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9. The BRST cohomology H
∞
2 +•(Z, ?)
Let
∧∞
2 +•(z(ĝ)) be the charged free Fermions generated by odd fields
ψ1(z), . . . , ψrk g(z), ψ
∗
1(z), . . . , ψ
∗
rk g(z)
with OPEs
ψi(z)ψ
∗
j (z) ∼
δij
z − w
, ψi(z)ψj(z) ∼ ψ
∗
i (z)ψ
∗
j (z) ∼ 0.
Define
T gh(z) =
∑
n∈Z
Lghn z
−n−2 :=
rk g∑
i=1
di : ψ
∗
i (z)∂zψi(z) : −
rk g∑
i=1
(di + 1) : ψi(z)∂ψ
∗
i (z) :
=
rk g∑
i=1
: (∂ψi(z))ψ
∗
i (z) : −
rk g∑
i=1
(di + 1) : ∂(ψi(z)ψ
∗
i (z)) : .
Then T gh(z) defines a conformal vector of
∧∞
2 +•(z(ĝ)) with central charge
−2(rkg+ 24(ρ|ρ∨)).
The conformal weight of ψi and ψ
∗
i are di + 1 and −di, respectively. The confor-
mal weight of
∧∞
2 +•(z(ĝ)) is bounded from below and each homogeneous space∧∞
2 +•(z(ĝ))∆ is finite-dimensional.
Define the odd field
QZ(z) =
∑
n∈Z
QZ(n)z
−n−1 :=
rk g∑
i=1
Pi(z)⊗ ψ
∗
i (z)(81)
on the vertex algebra z(ĝ)⊗
∧∞
2 +•(z(ĝ)). So
QZ(0) =
rk g∑
i=1
∑
n∈Z
(pi)(−n)⊗(ψ
∗
i )(n−1).(82)
Since z(ĝ) is commutative, we have QZ(z)QZ(w) ∼ 0, and thus, (QZ(0))
2 = 0.
Hence, for M ∈ Z-Mod, (M ⊗
∧∞
2 +•(z(ĝ)), QZ(0)) is a cochain complex, where the
cohomological degree is defined by deg(ψi)(n) = −1, deg(ψi)
∗
(n) = 1, degm⊗|0〉 = 0
for m ∈ M . Denote by H
∞
2 +•(Z,M) the corresponding cohomology. If V is a
vertex algebra object in KL and M is a V -module, then H
∞
2 +•(Z, V ) is naturally
a vertex algebra and H
∞
2 +•(Z,M) is a H
∞
2 +•(Z, V )-module.
Lemma 9.1. Let M ∈ Z-Mod and suppose that M is free as a Z(<0)-module.
Then H
∞
2 +i(Z,M) = 0 for i < 0.
Proof. Immediate from [Vor, Theorem 2.3] (cf. the proof of Lemma 9.2 below). 
In the followings, for M,N ∈ Z-Mod we consider M⊗N as a Z-module by the
action
Pi(z) 7→ Pi(z)⊗1− 1⊗τ(Pi)(z)(83)
unless otherwise stated.
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Lemma 9.2. Let M,N ∈ Z-Mod and suppose that M is free of finite rank as a
Z(<0)-module. Then H
∞
2 +i(Z,M⊗N) = 0 for i < 0 and
H
∞
2 +0(Z,M⊗N) ∼= HomZ(M
∗, τ∗N).
Proof. Consider the Hochschild-Serre spectral sequence Er ⇒ H
∞
2 +•(Z,M⊗N)
for the subalgebra Z(<0) ⊂ Z as in [Vor, Theorem 2.3]. By definition, the E1-term
is the opposite Koszul homology Hop• (Z(<0),M⊗N) of the Z(<0)-module M⊗N .
Since M is free over Z(<0), M is also free over Z(<0), and so is M⊗N . Hence
Hopi (Z(<0),M⊗N) = 0 for i 6= 0 and H
op
0 (Z(<0),M⊗N)
∼= M⊗Z(<0)N . It follows
that we have Ep,q2 = δq,0H
p(Z(≥0),M⊗Z(<0)N), the Lie algebra cohomology of M
as a module over the commutative Lie algebra
⊕rk g
i=1
⊕
n≥0CPi,(n) with respect to
the action (Pi)(n) 7→ (Pi)(n)⊗1−1⊗τ(Pi)(n). Hence the spectral sequence collapses
at E2 = E∞, and we have
H
∞
2 +i(Z,M⊗N) ∼=
{
Hi(Z(≥0),M⊗Z(<0)N) for i ≥ 0
0 for i < 0.
Since M is free Z(<0)-module of finite rank, we have
M⊗Z(<0)N
∼= HomZ(<0)(M
∗, τ∗N).
It follows from the definition that
H
∞
2 +0(Z,M⊗N) ∼= HomZ(M
∗, τ∗N) ⊂ HomZ(<0)(M
∗, τ∗N).

ForM,N ∈ Z-Mod, the complex C(Z,M⊗N) =M⊗N⊗
∧∞
2 +•(z(ĝ)) is a direct
sum of subcompelxes C(Z,M⊗N)d =
⊕
d1+d2+∆=d
Md1⊗Nd2⊗
∧∞
2 +•(z(ĝ))∆, d ∈ C,
and so H
∞
2 +•(Z,M⊗N) is graded:
H
∞
2 +•(Z,M⊗N) =
⊕
d∈C
H
∞
2 +•(Z,M⊗N)d.
Set chqH
∞
2 +•(Z,M⊗N) =
∑
d∈C q
d dimH
∞
2 +•(Z,M⊗N)d when it is well-defined.
Proposition 9.3. Let λ ∈ P+, M ∈ Z -Mod. We have
H
∞
2 +0(Z, zλ ⊗M) ∼= HomZ(zλ, τ
∗M).
If τ∗M is a quotient of zλ, we have
chH
∞
2 +0(Z, zλ ⊗M) ∼= q
λ(ρ∨) chM.
Proof. By Lemma 9.2 and Proposition 8.2, H
∞
2 +0(Z, zλ ⊗M) ∼= HomZ(zλ, τ∗M).
The latter is isomorphic to τ∗M if τ∗M is quotient of zλ as a Z-module. Since
under the isomorphism z∗λ
∼= zλ in Lemma 9.2, the generator vλ of zλ corresponds
to the dual element of zλ of conformal weight λ(ρ
∨), we get the assertion. 
Set
W = WG = W
κc
G,fprin
, S = SG = SG,fprin , S = Sfprin .
By (52), W is conformal with central charge
dim g+ rk g+ 24(ρ|ρ∨).(84)
Let ωW be the conformal vector of W, L
W(z) =
∑
n∈Z L
W
n z
−n−2 be the corre-
sponding field.
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Lemma 9.4. The subspace z(ĝ) ⊂W is preserved by the action of LWn with n ≥ −1.
Proof. Clearly, z(ĝ) is preserved by the action of the translation operator LW−1. Let
z ∈ z(ĝ) = Wg[t] (see Proposition 6.5 and (68)). Since [LWm , xn] = (m−n)xm+n for
x ∈ g, we have xmLWn z = −(n −m)xm+nz = 0 for m,n ≥ 0. Hence L
W
n z ∈ z(ĝ)
for n ≥ 0. 
For N ∈ Z -Modreg, H
∞
2 +0(Z,W⊗N) is a graded V κc(g)-module, where V κc(g)
acts on the first factor W. Hence we have a functor
Z -Mod→ KL, N 7→ H
∞
2 +0(Z,W ⊗N).(85)
Lemma 9.5. We have H
∞
2 +i(Z,W ⊗N) = 0 for i < 0, N ∈ Z-Mod. Therefore,
the functor (85) is left exact.
Proof. Since SS(W) ∼= J∞S ∼= J∞S × J∞G, grW is free over O(J∞S). Hence,
W is free as a Z(<0)-module, and so is W⊗N . The assertion follows from Lemma
9.1. 
Proposition 9.6. For N ∈ Z-Modreg, we have
H
∞
2 +0(Z,W ⊗N)tg[t] ∼= H
∞
2 +0(Z,Wtg[t] ⊗N) ∼=
⊕
λ∈P+
Vλ⊗HomZ(zλ, N)
as g-modules.
Proof. Set
C =
⊕
i∈Z
Ci, Ci =
⊕
p+q=i
Cp,q, Cp,q = W ⊗N⊗
∧∞
2 +p
(z(ĝ))⊗
∧q
(t−1g∗[t−1]).
Let Qtg[t] be the differential of the Chevalley complex W⊗
∧•(t−1g∗[t−1]) for the
computation of the Lie algebra cohomologyH•(tg[t],W). We extend Qtg[t] to a dif-
ferential of C by letting it act trivially on the factor N⊗
∧∞
2 +i(z(ĝ)). Let Qz be the
differential of the complex W⊗N⊗
∧∞
2 +i(z(ĝ)) which defines H
∞
2 +•(Z,W⊗N).
We extendQz to a differential of C by letting it act trivially on the factor
∧•((tg[t])∗).
Since {Qtg[t], Qz} = 0, C is equipped with the structure of a double complex.
Consider the spectral sequence Er ⇒ H•tot(C) such that d0 = Qtg[t] and d1 = Qz.
Since W is cofree over U(tg[t]), we have
Ep,q1
∼= Hq(tg[t],W)⊗N⊗
∧∞
2 +p
(z(ĝ)) ∼= δq,0W
tg[t]⊗N⊗
∧∞
2 +p
(z(ĝ))
∼= δq,0
⊕
λ∈P+
(zλ∗⊗Vλ)⊗N⊗
∧∞
2 +p
(z(ĝ))
by Proposition 6.5. It follows that
Ep,q2
∼= δq,0
⊕
λ∈P+
Vλ⊗H
∞
2 +p(Z, zλ∗⊗N).
Therefore, the spectral sequence collapses at E2 = E∞, and we obtain the isomor-
phism Hitot(C)
∼=
⊕
λ∈P+
Vλ⊗H
∞
2 +i(Z, zλ∗⊗N). In particular, by Proposition 9.3,
we have
H0tot(C)
∼=
⊕
λ∈P+
Vλ⊗HomZ(zλ, N).(86)
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Next, let E′r ⇒ H
•
tot(C) be the spectral sequence such that d0 = Qz and d1 =
Qtg[t]. We have
(E′1)
p,q ∼= H
∞
2 +q(Z,W⊗N)⊗
∧p
(t−1g∗[t−1]),(87)
(E′2)
p,q ∼= Hp(tg[t], H
∞
2 +q(Z,W⊗N)).(88)
By Lemma 9.5, (E′2)
p,q = for p < 0 or q < 0. It follows thatH0tot(C)
∼= H
∞
2 +0(Z,W⊗N)tg[t].
Comparing this with (86), we obtain that
H
∞
2 +0(Z,W⊗N)tg[t] ∼=
⊕
λ∈P+
Vλ⊗Hom(zλ, N).

Proposition 9.7. For λ ∈ P+, we have
H
∞
2 +0(Z,W ⊗ C[λ]) ∼= Lλ
as graded ĝκc-modules.
Proof. Note that z ∈ Z acts as the constant χλ(z) on H
∞
2 +0(Z,W⊗C[λ]). There-
fore,H
∞
2 +0(Z,W⊗C[λ]) is a direct sum of Lλ as ĝκc-modules ([FG1]). On the other
hand, by Proposition 9.6, H
∞
2 +0(Z,W ⊗ C[λ])
tg[t] ∼= Vλ, which is concentrated in
degree 0, and hence the assertion. 
Proposition 9.8. For N ∈ Z-Mod[λ],
chH
∞
2 +0(Z,W ⊗N) ≤ chN chLλ,
that is, the dimension of each weight space of chH
∞
2 +0(Z,W ⊗N) is equal to or
smaller than that of N⊗Lλ.
Proof. First, consider the case that N is a quotient of zλ. There exists a decreasing
filtration N = N0 ⊃ N1 ⊃ N2 ⊃ . . . ,
⋂
pNp = 0, of Z-modules such that each
successive quotient is a direct sum of C[λ]. By considering the induced filtration of
the complex we get a spectral sequence Er ⇒ H
∞
2 +•(Z,W ⊗N). As the E1-term
is
⊕
iH
∞
2 +•(Z,W ⊗Ni/Ni+1) ∼= N⊗H
∞
2 +•(Z,W ⊗ C[λ]), Lemma 9.5 gives that
Ep,q1 = 0 for p + q < 0. As a result, as graded vector spaces, H
∞
2 +0(Z,W ⊗ N)
is a quotient of N⊗H
∞
2 +0(Z,W ⊗ C[λ]) ∼= N⊗Lλ by Proposition 9.7. Hence the
assertion holds.
Next, let N be an arbitrary object in Z-Modreg. There exists a filtration 0 =
N0 ⊂ N1 ⊂ N2 ⊂ . . . , N =
⋃
iN , such that each successive quotient is a quotient
of zλ for some λ ∈ P+. By Lemma 9.5, we get that chH
∞
2 +•(Z,W ⊗ N) ≤∑
i chH
∞
2 +•(Z,W ⊗Ni/Ni+1) ≤ chN. chLλ. 
Define the vertex algebra VSG,2 by
VSG,2 := H
∞
2 +0(Z,W⊗W).(89)
Theorem 9.9. We have
VSG,2
∼= DchG
as vertex algebras.
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Proof. The vertex algebra embedding V κc(g) →֒ W to the first factor (resp. the
second factor) of W⊗W induces the vertex algebra homomorphism
πL : V
κc(g)→ VSG,2 (resp. πR : V
κc(g)→ VSG,2).(90)
Consider the decomposition VSG,2 =
⊕
λ∈P+
(VSG,2)[λ] with respect to the action
of ĝκc on the first factor of W⊗W. Clearly, (V
S
G,2)[λ] = H
∞
2 +0(Z,W[λ]⊗W[λ∗]).
By Proposition 9.8, we have
ch(VSG,2)[λ] ≤ chW[λ∗] chLλ ≤ ch(D
ch
C )[λ](91)
for λ ∈ P+. Therefore, it is sufficient to show that there is a non-trivial vertex
algebra homomorphism DchG → V
S
G,2 since D
ch
G is simple. Note that D
ch
G is Z≥0-
graded, and thus, so is VSG,2 by (91).
By using Proposition 9.6 twice, we obtain that
(VSG,2)
tg[t]⊕ tg[t] ∼= H
∞
2 +0(Z,Wtg[t]⊗Wtg[t]) ∼=
⊕
λ∈P+
EndZ(zλ)⊗ Vλ⊗Vλ∗
∼=
⊕
λ∈P+
zλ ⊗ Vλ⊗Vλ∗ .(92)
In particular,
(VSG,2)
tg[t]×tg[t]
0
∼=
⊕
λ
Vλ⊗Vλ∗ .(93)
It follows from (91) that
(VSG,2)0 = (V
S
G,2)
tg[t]×tg[t]
0
∼= O(G)(94)
as g× g-modules.
Since VSG,2 is Z≥0-graded, (V
S
G,2)0 generates a commutative vertex subalgebra
of VSG,2. In particular, (V
S
G,2)0 is a commutative associative algebra by the multi-
plication a.b = a(−1)b.
We may assume that P1,0 acts on (V
S
G,2)0 as the quadratic Casimir element of
U(g), so that it acts on Vλ⊗Vλ∗ ⊂ (VSG,2)0 by the multiplication by (λ + 2ρ|ρ).
This gives a Q≥0-grading
(VSG,2)0 =
⊕
d∈Q≥0
(VSG,2)0(d), (V
S
G,2)0(d) = {a ∈ (V
S
G,2)0 | P1,0a = da}
of the commutative algebra (VSG,2)0 such that (V
S
G,2)0(0) = V0⊗V0 = C. It follows
that the projection (VSG,2)0 → (V
S
G,2)0(0) = C is an algebra homomorphism.
Lemma 9.10. Let A be a unital commutative G×G-algebra, that is, unital commu-
tative C-algebra equipped with an action of G×G on A such that the multiplication
map A⊗A → A is a G × G-module homomorphism, where G × G diagonally acts
on A⊗A. Suppose that A ∼=
⊕
λ∈P+
Vλ⊗Vλ∗ as G×G-modules, and the projection
A → V0⊗V0 = C is an algebra homomorphism. Then A ∼= O(G) as commutative
G×G-algebras.
Proof. For a G-module M , let µM : M → O(G)⊗M be the comodule map. Thus,
µM (m) =
∑
i fi⊗mi if g.m =
∑
i fi(g)mi for all g ∈ G. Then µ˜M : O(G)⊗M →
O(G)⊗M , f⊗m 7→ fµ(m), gives a linear isomorphism such that µ˜M ◦ (g⊗g) =
(g⊗1) ◦ µ˜M for all g ∈ G. Set ν˜M = (µ˜M )
−1, so that ν˜M ◦ (g⊗1)◦ = (g⊗g) ◦ ν˜M .
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Define νM : M → O(G)⊗M by νM (m) = ν˜M (1⊗m). More concretely, we have
νM (m) =
∑
i f
′
i⊗mi if g
−1.m =
∑
i f
′
i(g)mi for all g ∈ G. We have the linear
isomorphism
M ∼→ (O(G)⊗M)∆(G), m 7→ νM (m).
We claim that if M is a commutative G-algebra R, this gives an isomorphism of al-
gebras. Indeed, consider the algebra homomorphism ǫ⊗1 : O(G)⊗R → C⊗R = R,
where ǫ is a counit. We have (ǫ⊗1)νR(r) = r. Thus, (ǫ⊗1)(νR(r)νR(r′)−νR(rr′)) =
(ǫ⊗1)(νR(r))(ǫ⊗1)(νR(r′))−(ǫ⊗1)(νR(rr′)) = rr′−rr′ = 0. Because νR(r)νR(r′)−
νR(rr
′) ∈ (O(G)⊗R)∆(G) and the restriction of (ǫ⊗1) to (O(G)⊗R)∆(G) is an in-
jection, it follows that that νR(r)νR(r
′) = νR(rr
′).
Let Φ : A ∼→ O(G) be an isomorphism as G × G-modules. For a G-module M ,
we have the linear isomorphism
M ∼→ (A⊗M)∆(G), m 7→ (Φ⊗1)(νAM (m)).
If M is a commutative G-algebra, this is an isomorphism of algebras by the same
argument as above.
We conclude that there are isomorphisms
A ∼= (O(G)⊗A)∆(G) ∼= (A⊗O(G))∆(G) ∼= O(G).
This completes the proof. 
By Lemma 9.10, we can identify (VSG,2)0 with O(G) as commutative G × G-
algebras. Since x(z)f(w) ∼ 1z−w (xf)(w) for x ∈ g and f ∈ (V
S
G,2)0, we have a
non-trivial vertex algebra homomorphism DchG → V
S
G,2 as required. 
Theorem 9.11. Let V be a vertex algebra object in KL.
(i) We have V ∼= H
∞
2 +0(Z,W ⊗H0DS(V )) as vertex algebras.
(ii) Let KL(V ) be the category of V -module objects in KL. Then
M 7→ H
∞
2 +0(Z,W ⊗H0DS(M))
gives an identity functor in KL(V ).
Proof. (i) Set
C =
⊕
i∈Z
Ci, Ci =
⊕
p+q=i
Cp,q, Cp,q = W ⊗W ⊗ V⊗
∧∞
2 +p
(z(ĝ))⊗
∧∞
2 +q
(ĝ).
Let dz denote the differential of the complex W⊗W⊗
∧∞
2 +•(z(ĝ)) which defines
H
∞
2 +•(Z,W⊗W). We regard dz as a differential of C which acts trivially on the
factors V and
∧∞
2 +•(ĝ). Let dĝ be the differential of the complexW⊗V⊗
∧∞
2 +•(ĝ)
which defines H
∞
2 +•(ĝ−κg ,W⊗V ). We consider dĝ as a differential of C which
trivially acts on the first factor W and
∧∞
2 +i(z(ĝ)). We have {dz, dĝ} = 0, and
thus C is equipped with the structure of a double complex.
Let H•tot(C) be the total cohomology of the double complex C. Note that
C is a direct sum of finite-dimensional subcomplexes. In fact, we have C =⊕
λ,µ,ν∈P+
Cλ,µ,ν as complexes, where Cλ,µ,ν = W[λ]⊗W[µ]⊗V[ν]⊗
∧∞
2 +•(z(ĝ)) ⊗∧∞
2 +•(ĝ), and each Cλ,µ,ν further decomposes into a direct sum of finite-dimensional
subcomplexes consisting of the eigenspaces of the total action of the Hamiltonian.
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Let Er ⇒ H•tot(C) be the spectral sequence such that d0 = dz and d1 = dĝ. By
definition,
Ep,q1
∼= H
∞
2 +q(Z,W⊗W)⊗V⊗
∧∞
2 +p
(ĝ),
Ep,q2
∼= H
∞
2 +p(ĝ−κg , H
∞
2 +q(Z,W⊗W)⊗V ).
By Theorem 9.9, H
∞
2 +q(Z,W⊗W) is a module over H
∞
2 +(Z,W⊗W) ∼= DchG .
Hence H
∞
2 +q(Z,W⊗W) is free over U(g[t−1]t−1) by Corollary 5.3, and hence
Ep,q2 = 0 if p < 0 or q < 0. It follows that
H0tot(C)
∼= E
0,0
2 = H
∞
2 +0(ĝ−κg , H
∞
2 +0(Z,W⊗W)⊗V ) ∼= H
∞
2 +0(ĝ−κg ,D
ch
G ⊗V )
∼= V
(95)
as vertex algebras.
Next, consider the spectral sequence E′r ⇒ H
•
tot(C) such that d0 = dĝ and
d0 = dz. By Proposition 3.2 and Theorem 6.8, we have
(E′1)
p,q ∼= W⊗H0DS(V )⊗
∧∞
2 +p
(z(ĝ))⊗Hq(g,C),
(E′2)
p,q ∼= H
∞
2 +p(Z,W⊗H0DS(V ))⊗H
q(g,C).
Since (E′2)
p,q = 0 for p < 0 or q < 0, we obtain the vertex algebra isomorphism
H0tot(C)
∼= H
∞
2 +0(Z,W⊗H0DS(V )).(96)
The assertion now immediately follows from (95) and (96). (ii) The same proof as
(1) applies.

Let KL0 be the full subcategory of Z-Modreg consisting of objects M that is
isomorphic to H0DS(M˜) for some M˜ ∈ KL.
Proposition 9.12. For M ∈ KL0, we have
M ∼= H0DS(H
∞
2 +0(Z,W⊗M)).
Proof. Let M˜ ∈ KL and set M ∼= H0DS(M˜) ∈ KL0. By Theorem 9.11, M˜
∼=
H
∞
2 +0(Z,W⊗M). Hence M ∼= H0DS(H
∞
2 +0(Z,W⊗M)). 
Proposition 9.13. Let
0→M1 →M2 →M3 → 0(97)
be an exact sequence in Z-Modreg.
(i) Suppose that M1,M2 ∈ KL0. Then M3 ∈ KL0 and (97) induces the exact
sequence
0→ H
∞
2 +0(Z,W⊗M1)→ H
∞
2 +0(Z,W⊗M2)→ H
∞
2 +0(Z,W⊗M3)→ 0.
(ii) Suppose that M2,M3 ∈ KL0. Then M1 ∈ KL0 and (97) induces the exact
sequence
0→ H
∞
2 +0(Z,W⊗M1)→ H
∞
2 +0(Z,W⊗M2)→ H
∞
2 +0(Z,W⊗M3)→ 0.
Proof. By Lemma 9.5, (97) induces the exact sequence 0→ H
∞
2 +0(Z,W⊗M1)→
H
∞
2 +0(Z,W⊗M2)
ψ
→ H
∞
2 +0(Z,W⊗M3).
(i) Let N = Imψ. Applying the exact functor H0DS(?) to the exact sequence 0→
H
∞
2 +0(Z,W⊗M1)→ H
∞
2 +0(Z,W⊗M1)→ N → 0, we obtain the exact sequence
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0→M1 →M2 → H0DS(N)→ 0 by Lemma 9.12. Thus, H
0
DS(N)
∼=M2/M1 ∼= M3,
and so M3 ∈ KL0. Moreover, N ∼= H
∞
2 +0(Z,W⊗M3) by Theorem 9.11, whence
the second assertion.
(ii) Let N denote the cokernel of ψ. Applying H0DS(?) to the exact sequence
H
∞
2 +0(Z,W⊗M2)→ H
∞
2 +0(Z,W⊗M3)→ N → 0, we obtain the exact sequence
M2 → M3 → H0DS(N) → 0. Since the first map is surjective, H
0
DS(N) = 0, and
thus N = 0 by Proposition 8.4. The exact sequence 0 → H
∞
2 +0(Z,W⊗M1) →
H
∞
2 +0(Z,W⊗M2)
ψ
→ H
∞
2 +0(Z,W⊗M3) → 0 induces an exact sequence 0 →
H0DS(H(Z,W⊗M1))→M2 →M3 → 0, and thus, N1
∼= H0DS(H(Z,W⊗M1)). 
Proposition 9.14. Let M ∈ KL. Suppose that N = H0DS(M) admits a filtra-
tion 0 = N0 ⊂ N1 ⊂ N2 ⊂ . . . , N =
⋃
pNp such that each successive quo-
tient is an object of KL0. Then Mi = H
∞
2 +0(Z,W⊗Ni) defines an increas-
ing filtration of M such that each successive quotient Mi/Mi−1 is isomorphic to
H
∞
2 +0(Z,W⊗Ni/Ni−1).
Proof. First, we show by induction on i ≥ 0 that Ni ∈ KL0. There is noth-
ing to show for i = 0. So let i > 0. By the induction hypothesis and Propo-
sition 9.13, N/Ni ∈ KL0. Hence N/Ni+1 ∼= (N/Ni)/(Ni+1/Ni) ∈ KL0. Thus
again by Proposition 9.13, Ni+1 ∈ KL0. Since Ni ∈ KL0 for all i ≥ 0, we have
Mi/Mi−1 ∼= H
∞
2 +0(Z,W⊗(Ni/Ni−1). This completes the proof. 
10. Genus zero chiral algebras of class S
For b ≥ 2, define the vertex algebra
Cb = C(
b−1⊕
i=1
Zi,i+1,W⊗b) := W⊗b ⊗
(∧∞
2 +•
(z(ĝ))
)⊗b−1
(98)
and the field
Q(b)(z) =
b−1∑
i=1
Q(i,i+1)(z)(99)
on Cb. Here,
Q(i,i+1)(z) =
rk g∑
j=1
(ρi(Pj(z))− ρi+1(τ(Pj)(z)))ρgh,i(ψ
∗
j (z)),
where ρi denotes the action on the i-th factor of W
⊗r and ρgh,i denotes the action
on the i-th factor of
(∧∞
2 +•(z(ĝ))
)⊗b−1
. Clearly Q(b)(z)Q(b)(w) ∼ 0, (Cb, Q
(b)
(0)) is
the differential graded vertex algebra. The corresponding cohomology is denoted
by H
∞
2 +•(
⊕b−1
i=1 Z
i,i+1,W⊗b). The space H
∞
2 +•(
⊕b−1
i=1 Z
i,i+1,W⊗b) is naturally
a vertex algebra, which is 12Z-graded by the Hamiltonian
H =
b∑
i=1
ρi(L
W
0 ) +
b−1∑
i=1
ρgh,i(L
gh
0 ).(100)
Let
VSG,1 = W.(101)
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and define
VSG,b := H
∞
2 +0(
b−1⊕
i=1
Zi,i+1,W⊗b)(102)
for b ≥ 2. For b = 2, this agree with the definition (89) and by Theorem 9.9, we
have
VSG,2
∼= DchG .(103)
The embedding V κc(g) →֒WG induces the vertex algebra homomorphism
V κc(g)⊗b → VSG,b(104)
By definition,
ρi(z) ≡ ρi+1(τ(z))
for z ∈ Z, 1 ≤ i < b on H
∞
2 +0(
⊕b−1
i=1 Z
i,i+1,W⊗b). Therefore, (104) factors
through the vertex algebra homomorphism
V κc(g)⊗z(g)b → VSG,b
(see (79)). In particular, VSG,b belongs to KLb.
Lemma 10.1. For each b ≥ 2, we have the following.
(i) H
∞
2 +n(
⊕b−1
i=1 Z
i,i+1,W⊗b) = 0 for n < 0.
(ii) VSG,b
∼= H
∞
2 +0(Z,W⊗VSG,b−1)
∼= H
∞
2 +0(Z,VSG,b−1⊗W).
Proof. We prove (i) and (ii) by induction on b ≥ 2. For b = 2, (i) has been proved
in Lemma 9.5 and there is nothing to show for (ii). Let b > 2. Consider the spectral
sequence Er ⇒ H
∞
2 +•(
⊕b−1
i=1 Z
i,i+1,W⊗b) such that
Ep,q1 = W⊗H
∞
2 +q(
b−2⊕
i=1
Zi,i+1,W⊗b−1)⊗
∧∞
2 +p
(z(ĝ)),
Ep,q2 = H
∞
2 +p(Z,W⊗H
∞
2 +q(
b−2⊕
i=1
Zi,i+1,W⊗b−1)).
By Lemma 9.5 and the induction hypothesis, Ep,q2 = 0 if q < 0 or p < 0. Therefore,
we get that H
∞
2 +n(
⊕b−1
i=1 Z
i,i+1,W⊗b) = 0 for n < 0 and
VSG,b
∼= E
0,0
2
∼= H
∞
2 +0(Z,W⊗VSG,b−1).

Proposition 10.2. For any b, b′ ≥ 1, we have H
∞
2 +i(Z,VSG,b⊗V
S
G,b′) = 0 for
i < 0 and H
∞
2 +0(Z,VSG,b⊗V
S
G,b′)
∼= VSG,b+b′ as vertex algebras.
Proof. The first statement follows from Lemma 9.1 and Proposition 10.10. We
prove the second statement by induction on b ≥ 1. For b = 1, the statement
has been proved in Lemma 10.1. So let b ≥ 2, and consider the cohomology
H
∞
2 +•(Z⊕ 2,VSG,b−1⊗W⊗V
S
G,b′) of the complex
(VSG,b−1⊗W⊗V
S
G,b′⊗
∧∞
2 +•
(z(ĝ))⊗
∧∞
2 +•
(z(ĝ)), Q(0)),
with Q(0) = Q
(1)
(0) + Q
(2)
(0), where Q
(1)
(0) is the differential of the complex for the
cohomology H
∞
2 +•(Z,VSG,b−1⊗W) that acts trivially on the factor V
S
G,b′ and the
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second factor of
∧∞
2 +•(z(ĝ))⊗2, and Q
(2)
(0) is the differential of the complex for the
cohomology H
∞
2 +•(Z,W⊗VSG,b′) that acts trivially on the factor V
S
G,b−1 and the
first factor of
∧∞
2 +•(z(ĝ))⊗2. There is a spectral sequence
Er ⇒ H
∞
2 +•(Z⊕ 2,VSG,b−1⊗W⊗V
S
G,b′)
such that
Ep,q2 = H
∞
2 +p(Z, H
∞
2 +q(Z,VSG,b−1⊗W)⊗V
S
G,b′).
By Lemma 10.1 and Proposition 10.10, Ep,q2 = 0 for p < 0 or q < 0. Therefore,
H
∞
2 +0(Z⊕ 2,VSG,b−1⊗W⊗V
S
G,b′)
∼= E
0,0
2
∼= H
∞
2 +0(Z,VSG,b⊗V
S
G,b′).
There is another spectral sequence
E′r ⇒ H
∞
2 +•(Z⊕ 2,VSG,b−1⊗W⊗V
S
G,b′)
such that
(E′2)
p,q = H
∞
2 +p(Z,VSG,b−1⊗H
∞
2 +q(Z,W⊗VSG,b′)).
Again by Lemma 10.1 and Proposition 10.10, (E′2)
p,q = 0 for p < 0 or q < 0. It
follows that
H
∞
2 +0(Z⊕ 2,VSG,b−1⊗W⊗V
S
G,b′)
∼= (E′2)
0,0 ∼= H
∞
2 +0(Z,VSG,b′−1⊗V
S
G,b+1)
∼= VSG,b+b′
by the induction hypothesis. This completes the proof. 
Proposition 10.3. We have H0DS(V
S
G,b+1)
∼= VSG,b for b ≥ 1.
Proof. We have nothing to prove for b = 1. Let b > 1. We have H0DS(V
S
G,b+1)
∼=
H
∞
2 +0(ĝ−κg ,W⊗V
S
G,b+1)
∼= H
∞
2 +0(ĝ−κg ,W⊗H
∞
2 +0(Z,VSG,b⊗W)). As in the
proof of Theorem 9.11, we find that
H
∞
2 +0(ĝ−κg ,W⊗H
∞
2 +0(Z,VSG,b⊗W))
∼= H
∞
2 +0(Z, H
∞
2 +0(ĝ−κg ,W⊗V
S
G,b)⊗W).
But the latter is isomorphic to H
∞
2 +0(Z,VSG,b−1⊗W)
∼= VSG,b by the induction
hypothesis. 
Theorem 10.4. The vertex algebra VSG,b is simple for all b ≥ 1.
Proof. For b = 1, 2, we already know that VSG,b is simple. So let b > 2 and let I be
a nonzero submodule of VSG,b. The embedding I →֒ V
S
G,b induces the embedding
H0DS(I) →֒ H
0
DS(V
S
G,b) = V
S
G,b−1. Therefore, H
0
DS(I) is a submodule of V
S
G,b−1,
which is is nonzero since I ∼= H
∞
2 +0(Z,W ⊗H0DS(I)) by Theorem 9.11. Because
VSG,b−1 is simple by induction hypothesis, we get that H
0
DS(I) = V
S
G,b−1. But then
I = H
∞
2 +0(Z,W ⊗H0DS(I))) = H
∞
2 +0(Z,W ⊗VSG,b−1) = V
S
G,b. This completes
the proof. 
Consider the decomposition VSG,b =
⊕
λ∈P+
(VSG,b)[λ] with respect to the action
of ι1 (see (80)). Let T be a maximal torus of G as in Introduction.
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Proposition 10.5. For b ≥ 3, the vertex algebra VSG,b is conical. We have for
λ ∈ P+, (z1, . . . , zb) ∈ T b that
tr(VS
G,b
)[λ]
(qL0z1z2 . . . zb) =

q〈λ,ρ
∨〉
∞∏
j=1
(1− qj)rk g∏
α∈∆+
(1− q〈λ+ρ,α∨〉)

b−2
b∏
k=i
trVλ(q
−Dzk),
where D is the standard degree operator of the affine Kac-Moody algebra, and so
trVλ(q
−Dz) =
∑
w∈W ǫ(w)e
w◦λ(z)∏∞
j=1(1− q
j)rk g
∏
α∈∆+
∏∞
j=1(1− q
j−1e−α(z))(1− qjeα(z)).
Proof. The first assertion follows from the second assertion since λ(ρ∨) ≥ 0 and
λ(ρ∨) = 0 if and only if λ = 0 for λ ∈ P+. By Proposition 8.4 and Proposition
10.3, we have for zw ∈ T b, z ∈ T,w ∈ T b−1,
trVS
G,b
(qL0zw) = qλ(ρ
∨) trLλ(q
−Dz) trVS
G,b−1
(q−Dw)
which equals to
q〈λ,ρ
∨〉
∞∏
j=1
(1 − qj)rk g∏
α∈∆+
(1− q〈λ+ρ,α∨〉)
 trVλ(q−Dz) trVSG,b−1(q−Dw)
by (71). On the other hand for b = 2, we know that
tr(Dch
G
)[λ]
(qL0zw) = trVλ(q
−Dz) trVλ(q
−Dw)
by (40). Hence the assertion follows inductively. 
Corollary 10.6. The vertex algebra VSG,b is separated for all b ≥ 1.
Proof. We already know the statement for b = 1, 2 and the statement for b ≥ 3
follows from Proposition 10.5. 
Proposition 10.7. The vertex algebra VSG,b is conformal with central charge
b dim g− (b − 2) rk g− 24(b− 2)(ρ|ρ∨).
Proof. Set
ωb =
b∑
i=1
ρi(ωW) +
b−1∑
i=1
ρgh,i(ωgh).
Then ωb defines a conformal vector of the complex Cb (see (98)) of central charge
b dim g − (b − 2) rk g − 24(b − 2)(ρ|ρ∨). Let T (z) =
∑
n∈Z Lnz
−n−2 be the field
corresponding to ωb.
By Lemma 9.4, we have
T (z)Pi(w) ∼
1
z − w
∂Pi(w) +
di + 1
(z − w)2
Pi(w) +
di+2∑
j=2
(−1)jj!
(z − w)j+1
q
(i)
j (w),
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where q
(i)
j is some homogeneous vector of z(ĝ) of conformal weight di−j+2. Hence,
Q(0)ωb =
b−1∑
s=1
rk g∑
i=1
di+1∑
j=2
∂j
(
(ρs(q
(i)
j )− ρs+1(τ(q
(i)
j )))ρgh,s(ψ
∗
i )
)
.
As easily seen, the element
∑b−1
s=1
(
(ρs(q
(i)
j )− ρs+1(τ(q
(i)
j ))
)
ρgh,s(ψ
∗
i ) is a cobound-
ary. Thus, there exists zij ∈ z(ĝ)⊗z(ĝ)⊗
∧∞
2 +0(z(ĝ)) such that
ω˜b = ωb +
b−1∑
s=1
rk g∑
i=1
di+2∑
j=2
∂j(ρs⊗ρs+1⊗ρgh,s)(zij)
defines a cocycle. Note that (ω˜b)(n) = (ωb)(n) for n = 0, 1. Since V
S
G,b is non-
negatively graded for b ≥ 2, ω˜b defines a conformal vector of VSG,b if and only if
(ω˜b)(3)ω˜b is a constant multiplication of the vacuum vector ([Fre2, Lemma 3.1.2]).
For b ≥ 3, this is obvious since VSG,b is conical by Proposition 10.5. For b = 2,
observe that ω˜b is annihilated by the action of g⊕ g, and so is (ω˜b)(3)ω˜b. Therefore,
(ω˜b)(3)ω˜b has to belong to C = V0⊗V0 ⊂ O(G) = (V
S
G,b)0. We have shown that the
image ωVS
G,b
of ω˜b defines a conformal vector of V
S
G,b, which gives the same grading
as Hamiltonian (100).
Finally, we will show by induction on b ≥ 2 that the central charge of ωVS
G,b
is the
same as that of ωb. Let b = 2. It is enough to show that ωDch
G
is the unique conformal
vector ω of DchG such that (ω)(1) = (ωDchG )(1) and ω ∈ (D
ch
G )
g⊕ g. Since (DchG )
g⊕ g
is stable under the action of the sl2-triple {L−1, L0, L1} associated with ωDch
G
and
(DchG )
g⊕ g
0 = C, it follows that ∂ = L−1 is injective on the subspace
⊕
∆≥1(D
ch
G )
g⊕ g
∆ ,
where (DchG )
g⊕ g
∆ = (D
ch
G )
g⊕ g ∩ (DchG )∆. Hence one can apply [Mor, Lemma 4.1]
twice to obtain that ω − ωDch
G
= ∂2a for some a ∈ (DchG )
g⊕ g
0 . Since a is a constant
multiplication of the vacuum vector, this gives that ω = ωDch
G
. Let b ≥ 3. SinceVSG,b
is conic, the same argument using [Mor, Lemma 4.1] implies that ωVS
G,b
is the unique
conformal vector ofVSG,b such that (ωVSG,b)(1) coincides with the Hamiltonian (100).
Let c be the central charge of ωVS
G,b
. By Proposition 10.3, ωVS
G,b
gives rise to a
conformal vector of of VSG,b−1 with central charge c−dim g+rkg+24(ρ|ρ
∨), which
is annihilated by g⊕ b−1. Hence the uniqueness of the conformal vector of VSG,b−1
and the induction hypothesis gives the required result.

Remark 10.8. We have dimW bG = b dim g − (b − 2) rk g. Hence the central charge
of VSG,b can be expressed as
dimW bG − 24(b− 2)(ρ|ρ
∨).
Remark 10.9. In the case that g is simply laced, using the strange formula dim g =
12|ρ|2/h∨ one finds that the central charge of VSG,b is expressed also as
(b− 2(b− 2)h∨) dim g− (b − 2) rkg.
Proposition 10.10. For any b ≥ 1, VSG,b ∈ KL
∆
b ∩KL
∇
b . In particular, V
S
G,b is
free over U(g[t−1]) and cofree over U(tg[t]) by the action ιi, i = 1, . . . , b.
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Proof. We prove the statement by induction on b ≥ 1.
For r = 1, VSG,1 = W is free over U(t
−1g[t−1]) and cofree over U(tg[t]) (Propo-
sitions 6.4 and 6.5). Hence, VSG,1 ∈ KL
∆
1 ∩KL
∇
1 .
Next let b ≥ 2. By the induction hypothesis and Proposition 10.3, H0DS(V
S
G,b) =
VSG,b−1 belongs to KL
∆
b−1 ∩KL
∇
b−1. Therefore Proposition 8.6 and Proposition 9.14
give that VSG,b ∈ KL
∆
b . 
Theorem 10.11. Let b, b′ ≥ 1 such that b+ b′ ≥ 3. We have
H
∞
2 +i(ĝ−κg , g,V
S
G,b⊗V
S
G,b′) = 0 for i 6= 0,
and
VSG,b ◦V
S
G,b′
∼= VSG,b+b′−2
as vertex algebras.
Proof. The first statement follows immediately from Proposition 3.4 and Proposi-
tion 10.10. For b = 1 or b′ = 1, the second statement has been proved in Proposition
10.3 since VSG,1 ◦V
S
G,b
∼= H0DS(V
S
G,b) by (63). So suppose that b ≥ 2. Set
C = VSG,b−1⊗W⊗V
S
G,b′⊗
∧∞
2 +•
(z(ĝ))⊗
∧∞
2 +•
(ĝ).
Let Qz be the differential of the complex V
S
G,b−1⊗W⊗
∧∞
2 +•(z(ĝ)) for the coho-
mology H
∞
2 +•(Z,VSG,b−1⊗W). We consider Qz as a differential on C that acts
trivially on the factors VSG,b′ and
∧∞
2 +•(ĝ). Let Qĝ be the differential of the
complex W⊗VSG,b′⊗
∧∞
2 +•(ĝ) for H
∞
2 +•(ĝ−κg ,W⊗V
S
G,b′). We consider Qĝ as a
differential on C that acts trivially on the factors VSG,b and
∧∞
2 +•(z(ĝ)). Then C
has the structure of a double complex. Let H•tot(C) be the total cohomology of C
with the differential Q = Qz +Qĝ. As in the proof of Theorem 9.11, we find that
the total complex C is a direct sum of finite-dimensional subcomplexes.
Let Er ⇒ H
•
tot(C) be the spectral sequence such that d0 = Qz and d1 = Qĝ. We
have
Ep,q2
∼= H
∞
2 +p(ĝ−κg , H
∞
2 +q(Z,VSG,b−1⊗W)⊗V
S
G,b′).
Then Ep,q2 = 0 if p < 0 or q < 0 by Lemma 9.5 and Proposition 10.10. Thus, we
obtain the vertex algebra isomorphism
H0tot(C)
∼= E
0,0
2
∼= H
∞
2 +0(ĝ−κg ,V
S
G,b⊗V
S
G,b′) = V
S
G,b ◦V
S
G,b′ .(105)
Next, consider the spectral sequence E′r ⇒ H
•
tot(C) such that d0 = Qĝ and
d0 = Qz. We have
(E′2)
p,q ∼= H
∞
2 +p(Z,VSG,b−1⊗H
q(ĝ−κg ,W⊗V
S
G,b′)).
Then (E′2)
p,q = 0 if p < 0 or q < 0 by Lemma 9.5 and Proposition 10.10, and we
obtain the the isomorphism
H0tot(C)
∼= (E′2)
0,0 ∼= H
∞
2 +0(Z,VSG,b−1⊗V
S
G,b′−1)
∼= VSG,b+b′−2(106)
by Proposition 10.2 and the induction hypothesis. Finally, (105) and (106) gives
the required isomorphism. 
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Remark 10.12. We note that VSG,b is the unique vertex algebra object in KL
⊗b
such that VSG,1 ◦V
S
G,b
∼= VSG,b−1. Indeed, let V be a vertex algebra object in KL
⊗b
such that VSG,1 ◦V
S
G,b
∼= H0DS(V
S
G,b)
∼= VSG,b−1. Then by Theorem 9.11, we have
V ∼= H
∞
2 +0(Z,W⊗VSG,b−1)
∼= VSG,b.
Remark 10.13. (i) Suppose that there exists a vertex algebra object V ∈
KL⊗b with vertex algebra embeddings
V →֒ VSG,b and V
S
G,b−1 →֒ H
0
DS(V ),
then VSG,b
∼= V . Indeed, the embedding V →֒ VSG,b induces the embed-
ding H0DS(V ) →֒ H
0
DS(V
S
G,b)
∼= VSG,b−1. The existence of the embedding
VSG,b−1 →֒ H
0
DS(V ) then forces that H
0
DS(V )
∼= VSG,b−1. It follows that
V ∼= VSG,b by Theorem 9.11.
(ii) In the above, the existence of the embedding V →֒ VSG,b can replaced by
another condition as follows: Suppose that there exists a vertex algebra
object V ∈ KL⊗b with vertex algebra embeddings
VSG,b−1 →֒ H
0
DS(V ).
If V is generated by the subspace
⊕
∆≤d
dimV∆ for some d and dimV∆ =
dim(VSG,b)∆ for all ∆ ≤ d, then V
∼= VSG,b. (Note that Proposition
10.5 provides dim(VSG,b)∆.) Indeed, by the left exactness of the func-
tor H
∞
2 +0(Z,WG⊗?) (see Lemma 9.5) and Theorem 9.11, the above map
induces an embedding VSG,b →֒ V . But the assumption implies that this
must be an isomorphism.
Theorem 10.14. The associated variety XVS
G,b
of the vertex algebra VSG,b is iso-
morphic to W bG for all b ≥ 1.
Proof. We assume that W bG is reduced. Otherwise, we replace W
b
G by its reduced
scheme.
Set Xb = XVS
G,b
, Rb = RVS
G,b
/
√
(0) = O(Xb), Ab = O(W
b
G). We wish to show
that Rb ∼= Ab. We regard both Rb and Ab as Poisson algebra objects of QCoh
G(g∗)
by the moment maps µ : Xb → g∗ and µ : W bG → g
∗ with respect to the action
of the first copy of G. Since preimages of g∗reg by the moment maps are open and
dense in Xb and W
b
G, the restriction maps Rb → Rb|g∗reg and Ab → Ab|g∗reg are
injective.
We prove by induction on b ≥ 2 that Rb|greg ∈ Coh
G(g∗reg) is a free Og∗reg -module
and coincides with Ab|g∗reg . Since the complement of g
∗
reg has codimension 3 in g
∗
([Vel]), this shows that
Rb ∼= Rb|g∗reg
∼= Ab|g∗reg
∼= Ab.(107)
We have
κ(Rb) ∼= Rb−1, κ(Ab) ∼= Ab−1,(108)
where κ is the Kostant-Whittaker reduction, that is, κ(M) =M |S =M⊗O(g∗)O(S).
On the other hand, it was shown in [Ric] using the equivariant descent theory that
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the Kostant-Whittaker reduction gives an equivalence
QCohG(g∗reg)
∼→ Rep(IclG), M 7→ κ(M),
where Rep(IclG) is the category of representations of the group scheme I
cl
G over S,
which are quasi-coherent over S. Moreover, from the proof it follows that the
above equivalence restricts to the equivalence between the category of the Poisson
algebra objects in QCohG(g∗reg) and that of the Poisson algebra objects Rep(I
cl
G).
Here, a Poisson algebra object in Rep(IclG) is a Poisson algebra R equipped with a
Poisson algebra homomorphism ν : O(S)→ R, and a Rep(IclG)-module structure is
compatible with the O(S)-module structure given by ν.
Hence, by (108) and the induction hypothesis, it follows that Rb|g∗reg
∼= Ab|g∗reg .
Moreover, since it is a free O(g∗reg)-module by the induction hypothesis, Rb−1 is
free as O(S)-module. Thus, the above equivalence show that Rb|g∗reg = Ab|g∗reg is a
free Og∗reg -module. This completes the proof. 
The following follows immediately from [BFN2] and Theorem 10.14.
Corollary 10.15. The associated variety XVS
G,b
of VSG,b is symplectic for all b ≥ 1,
that is, the Poisson structure of XVS
G,b
is symplectic on its smooth locus.
The Higgs branch of a 4d N = 2 SCFT is expected have a finitely many sym-
plectic leaves ([BR]). Hence, it is natural to expect the following.
Conjecture 1. The vertex algebra VSG,b is quasi-lisse [AK] for all b ≥ 1, that is,
XVS
G,b
=W bG has finitely many symplectic leaves.
Remark 10.16. The vertex algebra VSG=SLn,b=3 is called chiral algebras for trinion
theories and denote by χ(Tn) in the literature. A conjectural description of the list
of strong generators has been given in [BPRvR, LP].
Appendix A. Examples
In this appendix we compute some examples of VSG,b.
Below we identify the space of the symmetric invariant bilinear forms on a simple
Lie algebra g with C by the correspondence C ∋ k 7→ kκg/2h∨ = kκg/4.
First, let us consider the case G = SL2.
Let W˜kG be the vertex algebra generated by fields S(z), a(z), b(z), c(z), d(z), sub-
jected to the following OPEs:
a(z)a(w) ∼ 0, c(z)c(w) ∼ 0, a(z)c(w) ∼ 0,
a(z)b(w) ∼
1
2(z − w)
: a(w)2 :, a(z)d(w) ∼
1
2(z − w)
: a(w)c(w) :,
b(z)c(w) ∼ −
1
2(z − w)
: a(w)c(w) :, c(z)d(w) ∼
1
2(z − w)
: c(w)2 :,
b(z)b(w) ∼
2k + 3
4
(
1
z − w
: a′(w)a(w) : +
1
(z − w)2
: a(w)2 :
)
,
d(z)d(w) ∼
2k + 3
4
(
1
z − w
: c′(w)c(w) : +
1
(z − w)2
: c(w)2 :
)
,
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b(z)d(w) ∼
1
z − w
(
1
2
(: a(z)d(z) : − : b(z)c(z) :) +
2k + 1
4
: a′(z)c(z) :
)
+
2k + 3
4(z − w)2
: a(w)c(w) :,
S(z)S(w) ∼ −
k + 2
z − w
∂S(w)−
2(k + 2)
(z − w)2
S(w) +
(k + 2)2ck
2(z − w)4
, ck = 1−
6(k + 1)2
k + 2
,
S(z)a(w) ∼
1
z − w
b(w) +
2k + 1
4(z − w)2
a(w),
S(z)b(w) ∼ −
1
z − w
: S(w)a(w) : −
2k + 7
4(z − w)2
b(w) −
(k + 2)(2k + 1)
2(x− w)3
a(w),
S(z)c(w) ∼
1
z − w
d(w) +
2k + 1
4(z − w)2
c(w),
S(z)d(w) ∼ −
1
z − w
: S(w)c(w) : −
2k + 7
4(z − w)2
d(w) −
(k + 2)(2k + 1)
2(x− w)3
c(w).
The equivariant affine W -algebra WkG is the quotient of W˜
k
G by the submodule
generated by the singular vector
: a(z)d(z)− b(z)c(z) : − : a′(z)c(z) : −1.
The conformal vector (the stress tensor) of WkG is given by
T (z) =: S(z)(a(z)c′(z)− a′(z)c(z)) : + : (b(z)d′(z)− b′(z)d(z)) :
+
2k + 7
2
(: a′(z)d′(z) : − : b′(z)c′(z) :)
−
6k + 17
24
(3 : a′′(z)c′(z) : + : a′′′(z)c(z) :) .
We have
T (z)S(w) ∼
1
z − w
∂S(w) +
1
(z − w)2
2S(w) +
(2k + 1)(3k + 4)
2(z − w)4
,
T (z)a(w) ∼
1
z − w
∂a(w)−
1
2(z − w)2
a(w),
T (z)b(w) ∼
1
z − w
∂b(w) +
1
2(z − w)2
b(w) +
2k + 1
2(z − w)3
a(w),
T (z)c(w) ∼
1
z − w
∂c(w)−
1
2(z − w)2
c(w),
T (z)d(w) ∼
1
z − w
∂d(w) +
1
2(z − w)2
b(w) +
2k + 1
2(z − w)3
c(w),
and
T (z)T (w) ∼
1
z − w
∂T (w) +
1
(z − w)2
2T (w) +
2(2− 3k)
2(z − w)4
.
Thus, the central charge of WkG is 2(2− 3k), and
∆a = ∆c = −
1
2
, ∆b = ∆d =
1
2
, ∆S = 2.
We have an embedding Wk(sl2) →֒WkG, and the image of W
k(sl2) is generated
by S(z). Indeed, for k 6= −2, −S(z)/(k+2) is a conformal vector of central charge
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ck = 1 −
6(k+1)2
k+2 , and for k = 2, S(z) generates a commutative vertex subalgebra
z(ĝ) of W−2(sl2).
The embedding
V k
∗
(sl2) →֒W
k
G, k
∗ = −k − 4,
is given as follows:
e(z) 7→: S(z)c(z)2 : + : d(z)2 : −
2k + 7
2
(: c(z)d′(z) : − : c′(z)d(z) :)
+
2k + 7
4
: c′(z)2 : −
2k + 3
8
: c′′(z)c(z) :,
h(z) 7→ 2 : S(z)a(z)c(z) : +2 : b(z)d(z) :
−
2k + 7
2
(: a(z)d′(z)+ : b′(z)c(z) : − : a′(z)d(z) : − : b(z)c′(z) :)
+
2k + 7
2
: a′(z)c′(z) : −
2k + 3
4
: a′′(z)c(z) :,
f(z) 7→ −S(z)a(z)2 : − : b(z)2 : +
2k + 7
2
(: a(z)b′(z)− a′(z)b(z) :)
−
2k + 7
4
: a′(z)2 : +
2k + 3
8
: a′′(z)a(z) : .
The vertex algebras Wk(sl2) and V
k∗(sl2) from a dual pair inside W
k
G.
We have
e(z)a(w) ∼ −
1
z − w
c(w), e(z)b(w) ∼ −
1
z − w
d(w),
h(z)a(w) ∼ −
1
z − w
a(w), h(z)b(w) ∼ −
1
z − w
b(w),
h(z)c(w) ∼
1
z − w
c(w), h(z)c(w) ∼
1
z − w
d(w),
f(z)c(w) ∼ −
1
z − w
a(w), f(z)d(w) ∼ −
1
z − w
b(w),
e(z)c(w) ∼ e(z)d(w) ∼ 0, f(z)a(w) ∼ f(z)b(w) ∼ 0.
In R
Wk
G
= O(SG) = O(G) ⊗O(S), the images of a, b, c, d generate O(G) and the
image of S generates O(S).
As in Section 9, we setWG = W
−2
G . The complex C2 equals toWG⊗WG⊗
∧•
(z(ĝ)).
For u ∈ WG, we set u1 = u⊗1, u2 = 1⊗u2 ∈ WG⊗WG. The field Q(2)(z) in (99)
is given by
Q(2)(z) = S1(z)ψ
∗(z)− S2(z)ψ
∗(z).
The isomorphism
DchG
∼→ VSG,2 = H
∞
2 +0(Z,WG ⊗WG)
is given by
u(z) 7→ u1(z) (u ∈ g),
x11(z) 7→: c1(z)b2(z) : + : d1(z)a2(z) : + : c1(z)a2(z)ψ(z)ψ
∗(z) :,
x12(z) 7→ − : a1(z)b2(z) : − : b1(z)a2(z) : − : a1(z)a2(z)ψ(z)ψ
∗(z) :,
x21(z) 7→ − : c1(z)d2(z) : − : d1(z)c2(z) : − : c1(z)c2(z)ψ(z)ψ
∗(z) :,
x22(z) 7→ − : a1(z)d2(z)− : b1(z)c2(z) : − : a1(z)c2(z)ψ(z)ψ
∗(z) : .
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Here xij(z), 1 ≤ i, j ≤ 2, are generators of the commutative vertex algebra O(J∞G)
satisfying the relation x11(z)x22(z)− x12(z)x21(z) = 1.
By [BFN2], we have
W b=3G=SL2 = C
2⊗C2⊗C2,
where the symplectic structure of C2⊗C2⊗C2 is induced by the natural symplectic
structure of C2. The Hamiltonian G-action on C2 induces three commuting Hamil-
tonian G-action C2⊗C2⊗C2. Let SB((C2)⊗3) be the βγ system associated with
the symplectic vector space C2⊗C2⊗C2.
Theorem A.1. We have VSG=SL2,b=3
∼= SB((C2)⊗3).
Proof. By Remark 10.13 (i), it is enough to construct vertex algebra homomor-
phisms
SB((C2)⊗3)→ H
∞
2 +0(Z,WG⊗D
ch
G )
∼= VSG,3,
VSG,2
∼= DchG → H
0
DS(SB((C
2)⊗3)),
which can be done directly. 
We have XVS
G=SL2,b=3
∼= C2⊗C2⊗C2, which agree with Theorem 10.14.
Theorem A.2 ([BLL+, Conjecture 1]). We have VSG=SL2,b=4
∼= L−2(D4).
Proof. By Remark 10.13 (i), it is enough to show that there are nonzero vertex
algebra homomorphisms
L−2(D4)→ V
S
G,4 and V
S
G,3 → H
0
DS(L−2(D4)).
Both maps can be constructed directly. We explain the details only for the first
map.
We have
VSG,4
∼= VSG,3 ◦V
S
G,3 = H
∞
2 +0(ĝ−4, g,V
S
G,3⊗V
S
G,3)
∼= H
∞
2 +0(ĝ−4, g, SB((C
2)⊗3)⊗SB((C2)⊗3)).
Let U = SB((C2)⊗3)⊗SB((C2)⊗3))g[t], where the g[t] acts diagonally. As eas-
ily seen there is a non-trivial vertex algebra homomorphism ψ˜ : V −2(D4) → U .
Composing it with the vertex algebra homomorphism
U → H
∞
2 +0(ĝ−4, g, SB((C
2)⊗3)⊗SB((C2)⊗3)), u 7→ [u⊗1],
we get a vertex algebra homomorphism
ψ : V −2(D4)→ H
∞
2 +0(ĝ−4, g, SB((C
2)⊗3)⊗SB((C2)⊗3)).
This is nonzero, because ψ sends the vacuum vector to the vacuum vector. By
[AMor1], L−2(D4) is a quotient of V
−2(D4) by a submodule generated by three
singular vectors of weight 2. The map ψ˜ sends two of the three singular vectors
to zero, but it does not kill the remaining singular vector, say w. Nevertheless,
one finds that ψ(w) is a cobundary, that is, ψ(w) = 0. Hence ψ induces a vertex
algebra embedding
L−2(D4) →֒ H
∞
2 +0(ĝ−4, g, SB((C
2)⊗3)⊗SB((C2)⊗3)) ∼= VSG,4
as required. 
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It was shown [AMal] that XL−2(D4) is isomorphic to the minimal nilpotent orbit
closure Omin of D4. This agree with the fact ([BFN2]) that
W b=4G=SL2
∼= Omin in D4.
Next, let G = SL3.
Theorem A.3 ([BLL+, Conjecture 4]). We have VSG=SL3,b=3
∼= L−3(E6).
Proof. It is enough to construct a vertex algebra embedding
DchG=SL3 →֒ H
0
DS(L−3(E6)),(109)
since the character formula (Proposition 10.5) shows that dim(VSG=SL3,b=3)1 =
3.8 + 2.33 = 78 = dimE6 = dimL−3(E6)1.
So let us show the existence of the map (109). Since DchG=SL3 is simple, it
is sufficient to construct non-trivial vertex algebra homomorphism DchG=SL3 →
H0DS(L−3(E6)).
We adopt the standard Bourbaki numbering for the simple roots {α1, α2, . . . , α6}
for E6 and we denote by ̟1, . . . , ̟6 the corresponding fundamental weights. Fix
roots vectors xα, α ∈ ∆. The Drinfeld-Sokolov reduction in (109) is taken with
respect to the action of ŝl3 ⊂ E6 generated by x±α1(z), x±α3(z).
Since the fields x±α5(z), x±α6(z), x±α2(z), x±θ(z) commute with the subalgebra
ŝl3 generated by x±α1(z), x±α3(z), they define elements of H
0
DS(L−3(E6)), and we
have a vertex algebra homomorphism V −3(sl3)→ H0DS(L−3(E6)).
Set S = {α1 + α3 + α4, α1 + α3 + α4 + α5, α1 + α3 + α4 + α5 + α6, α1 + α2 +
α3 + α4, α1 + α2 + α3 + α4 + α5, α1 + α2 + α3 + α4 + α5 + α6,−(α2 + α3 + 2α4 +
2α5+α6),−(α2+α3+2α4+α5+α6),−(α2+α3+2α4+2α5)}. The 9-dimensional
subspace
⊕
α∈S Cxα form a commutative subalgebra of E6, which commutes with
the subalgebra ŝl3 generated by x±α1(z), x±α3(z), and is invariant under the adjoint
action of ŝl
⊕2
3 generated by x±α5 , x±α6 , x±α2 , x±θ. It is isomorphic to C
3⊗C3 as
a representation of the latter subalgebra ŝl
⊕2
3 .
Let U be the commutative vertex subalgebra of L−3(E6) generated by xα(z),
α ∈ S. Since U commutes with xα1(z) and xα2(z), there is an obvious vertex
algebra homomorphism U → H0DS(L−3(E6)). We claim that this map factors
through a vertex algebra homomorphism O(J∞SL3)→ H
0
DS(L−3(E6)).
By [AMor1], the maximal submodule of V −3(E6) is generated by a singular
vector v of weight ̟1 + ̟6 in degree 2. The E6-module V̟1+̟6 generated by
v has dimension 650. Using the relations obtained from vectors in V̟1+̟6 of
weight [2, 1, 0,−2, 1, 0], [2,−1, 0,−1, 1, 0], [2, 0, 0,−1, 1, 0], [1, 0, 1,−1, 0, 0], we find
that the commutative subalgebra generated by xα, α ∈ S, by the multiplication
xα.xβ = (xα)(−1)xβ , is isomorphic to O(SL3). It follows that the vertex algebra ho-
momorphism U → H0DS(L−3(E6)) factors through a vertex algebra homomorphism
O(J∞SL3)→ H0DS(L−3(E6)).
We conclude that the fields x±α5(z), x±α6(z), x±α2(z), x±θ(z), xα(z) (α ∈ S)
generate a vertex subalgebra of H0DS(L−3(E6)) that is isomorphic to D
ch
G=SL3
. 
It was shown [AMal] that XL−3(E6) is isomorphic to the minimal nilpotent orbit
closure Omin of E6. This agree with the fact ([BFN2]) that
W b=3G=SL3
∼= Omin in E6.
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