In this paper, reproducing kernel Hilbert space method is applied to approximate the solution of two-point boundary value problems for fourth-order Fredholm integro-differential equations. The analytical solution is represented in the form of series in the space W 5 2 [0, 1]. The n-term approximation is obtained and proved to converge to the analytical solution. Numerical experiments are displayed to illustrate the validity, accuracy, efficiency and applicability of the proposed method. Results indicates that our technique is simple, straightforward and effective.
Introduction
In recent years much attention has been given to solve fourth-order boundary value problem, which arise in several branches of physical phenomena and applied sciences including fluid dynamics, biological models, and chemical kinetics; for more details see [3, 28] and the references cited therein.
The purpose of this paper is to extend the application of the reproducing kernel Hilbert space method to provide approximate solution of a class of twopoint boundary value problems for fourth-order integro-differential equation [1] , thought no numerical methods are contained therein for solving such problems.
Since it is usually impossible to obtain the closed-form solutions to fourthorder Fredholm IDEs met in practice, these problems must be attacked by various approximate and numerical methods. In literature, there exist numerical and semi analytical-numerical techniques such as Adomian's decomposition method [29] , homotopy perturbation and analysis method [4, 21] , variational iteration method [24] , differential transform method [1] , and others [2, [18] [19] [20] [21] [22] [25] [26] [27] . However, none of them propose a methodical way to solve these equations. Moreover, previous studies require more effort to achieve the results, they are not accurate and usually they are developed for special types of IDEs.
The rest of the paper is organized as follows. In the next section, two reproducing kernel spaces and a linear operator are described. In section 3, a complete normal orthogonal basis and some essential results are introduced. Moreover, the algorithm for solving fourth-order boundary value problems of integro-differential equation of Fredholm type based on reproducing kernel space is proposed. In section 4, numerical examples are presented to demonstrate the computation efficiency of the presented method. The conclusions of this paper are introduced in the last section.
Definition 2.2. A Hilbert spaces H of functions on a set Ω is called a reproducing kernel Hilbert spaces if there exists a reproducing kernel F of H.
It is known that the reproducing kernel of a Hilbert space is unique, and that existence of a reproducing kernel is due to the Riesz representation theorem. The reproducing kernel F of a Hilbert space H completely determines the space H. Every sequence of functions f 1 , f 2 , ..., f n , ... which converges strongly to a function f in H, converges also in the pointwise sense. Indeed, this convergence is uniform on every subset on Ω on which x → F (x, x) is bounded. 
Remark. In [10] , it has been proved that the space W 
The method of obtaining coefficients of the reproducing kernel R x (y) and the proof of Theorem 2.1 are given in Theorem 5 in [19] . However, by using Mathematica 7.0 software package, the unique representation of the reproducing kernel R x (y) is obtained and given as: 
for each x and y.
where M is positive constant. From the representation of R x (y) , we get
, is uniformly bounded about x and y, we have
are equicontinuous functions. Again, from the property of R x (y) , it follows that
By the symmetry of R x (y) and the mean value theorem of differentials, it fol-
In order to solve Eq. (1) in the space W
After homogenization of the boundary conditions, the Eq. (1) can be converted into the following form
where
and
Proof. We need to prove Du(x)
, where M is positive constant. From the definition of the inner product and the norm of W
By Schwarz inequality, we get
where M 1 , M 2 > 0 are positive constants.
The reproducing kernel method
In order to prove the main theorem of this paper, we first give the following lemma.
and the continuity of u(x), we have u(x) = 0, thus
is the complete system of W 
where α ik , i, k = 0, 1, 2, ... are the coefficients of orthogonalization. In order to construct an orthonormal system ψ
where β ik (β ii > 0, i ∈ N) are orthogonalization coefficients and are given by
, and
Proof. We have
The subscript y by the operator D indicates that the operator D applies to the function of y. 
Proof. Applying Theorem 3.1, it is easy to see that
is the complete orthonormal basis of W 
The n−truncation approximate solution u n (x) of (4) can be obtained by
which is n−truncation Fourier series of the exact solution u(x) in (4) .
Remark. If Eq. (4) is linear, then the analytical solution to Eq. (4) can be obtained directly from Eq. (7). While if Eq. (4) is nonlinear, then the approximate solution of Eq. (4) can be obtained using the following method.
According to Eq. (7), we construct the iterative sequences u n (x) :
where the coefficients A i ofψ i (x), i = 1, 2, ..., n are given as
...
Remark. In the iteration process of Eq. (9), we can guarantee that the approximation solution u n (x) satisfies the boundary conditions of Eq. (1).
in Eq. (9) is monotone increasing i the sense of the norm of W
is the complete orthonormal system in the space W
Therefore, u n W 5 2 is monotone increasing.
The solution of Eq. (1) is considered as the fixed point of the following functional under the suitable choice of the initial term u 0 (x)
As a well known powerful tool, we have
Theorem 3.3. [5] (Banach's fixed point theorem). Assume that X is a Banach space and T : X → X is a nonlinear mapping, and suppose that
for some constants α < 1. Then T has a unique fixed point. Furthermore, the sequence u n = T u n , with an arbitrary choice of u 0 ∈ X, converges to the fixed point of T.
According to Theorem 3.3, for nonlinear mapping
a sufficient condition for convergence of the present iteration method is strictly contraction of T. Moreover, the sequence (9) converges to the fixed point of T which is also the solution of Eq. (1). Proof. From Eqs. (7) and (9), it follows that
and ||r n−1 (x)||
. Hence, the error r n (x) is monotone decreasing in the sense of · W 5 2 .
Numerical Examples
To 
The exact solution is u (x) = 1 + xe x . Put n = 26, we obtain approximate solution u 26 (x) by Eq. (8) 1.00 3.7182818 3.7182818 0.00 0.00
As we mention, it is possible to pick any point in [0, 1] and as well the approximate solutions and its all derivative up to order four will be applicable using the same previous partition of [0, 1]. Put n = 26, the absolute errors of u Tables 2. From the table, we can see that they converge to the exact solution. 
The exact solution is u (x) = e x . Put n = 51, we obtain approximate solution u 51 (x) by Eq. (9) in [0, 1]. The results and errors are reported in Table 3 . 
Conclusion
In this paper, the reproducing Kernel Hilbert Space method was employed to solve the general form of fourth-order IDE in the space W The algorithm produced results which are of reasonable accuracy. In the near future we intend to make more researches and more studies as a continuation to this work, we mention some of these researches: application of RKHS method to higher IDEs and system of higherorder IDEs.
