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Symbols and abbreviations
Symbols
A Vehicle frontal area (m2)
Btot Equivalent friction coefficient of shaft (Ns/m)
cx Coefficient
ex Back emf in dq coordinates (V)
f Friction coefficient of shaft (Nms)
Fx Force (N)
g Standard gravitational acceleration (m/s2)
ix Current (A)
j Complex unit
J Moment of inertia of rotational movement (kgm2)
k Power direction indicator
kx Reduction ratio
kd Braking force distribution parameter
K Space vector scaling constant
Kx Transfer function static gain
Lx Inductance (H)
m Modulation function vector controlling VSI switching
mx Mass (kg)
Msr Mutual inductance between stator and rotor of induction machine (H)
Mtot Total equivalent mass of the vehicle including rotational inertia (kg)
p Pole pair number
Px Power (W)
rwh Wheel radius (m)
Rx Resistance (Ω)
<{·} Real part operator
s Laplace variable
sx Switching order of semiconductor switch
t Time (s)
Tx Torque (Nm)
[Ti] Operator yielding machine phase currents from inverter line currents
[Tii] Operator yielding inverter line currents from machine phase currents
[Tuv] Operator yielding machine phase voltages from inverter line-to-line voltages
[Tvu] Operator yielding inverter line-to-line voltages from machine phase voltages
ux Voltage of inverter, battery or DC bus (V)
viii
vx Voltage of electrical machine (V)
vveh Vehicle velocity (m/s)
vwind Wind velocity against vehicle (m/s)
α Slope angle (deg)
ηx Efficiency
θx Transformation angle (deg)
ρ Air density (kg/m3)
σ Leakage factor of induction machine
τx Transfer function time constant (s)
Φx Flux (Wb)
ωx Electrical rotation angular frequency (rad/s)
Ωsh Mechanical rotation angular frequency of shaft (rad/s)
Subscripts
xave Average
xb Mechanical brake
xbat Battery
xbus DC bus
xd d component of variable expressed in the dq coordinate system
xdiff Mechanical differential
xdq dq coordinate variable
xdrag Drag
xdrive Electrical drive
xdt Drivetrain
xd/r From rotor coordinates to dq coordinates
xd/s From stator coordinates to dq coordinates
xenv Environment
xest Estimated quantity
xfull Full power level
xgear Gear
xim Induction machine
xin Input
xinv Inverter
xL Load
xmeas Measured value
xnom Nominal value
ix
xout Output
xpm Permanent magnet
xq q component of variable expressed in the dq coordinate system
xr Rotor
xref Reference value
xres Resistive
xroll Rolling
xs Stator
xsm Synchronous machine
xtract Traction
xT System under test
xαrβr Rotor coordinate variable
xαsβs Stator coordinate variable
Abbreviations
COG Causal Ordering Graph
EIS Emulation Interface System
EM Electrical Machine
EMR Energetic Macroscopic Representation
EV Electric Vehicle
HIL Hardware-In-the-Loop
IBC Inversion-Based Control
IM Induction Machine
MCS Maximum Control Structure
PMSM Permanent Magnet Synchronous Machine
PWM Pulse Width Modulation
SM Synchronous Machine
SUT Subsystem Under Test
VSI Voltage-Source-Inverter
11 Introduction
Electric vehicles (EV’s) are currently undergoing major development as the emissions
and oil dependency issues of combustion engine vehicles increase in significance [1,
2]. Indeed, EV’s have the potential to significantly reduce or to completely eliminate
these problems. In order to advance the development of EV’s, a research project
has been put into place that aims to find improvements to a commercially existing
electric vehicle - the Tazzari Zero. Computer simulations are an important initial
phase in investigating the different possibilities of improving the vehicle. However,
this requires a model that describes the behaviour of the vehicle in simulation. Given
that the research project aims at improved energy economy of the vehicle, a static
efficiency map model has been deemed sufficient.
Unfortunately, conventional methods cannot be used on the Tazzari Zero to obtain an
efficiency map for the drivetrain. This is because the electric traction drive’s operat-
ing point cannot be controlled accurately while driving the vehicle. To overcome this
problem, an experimental method of obtaining the efficiency map of an existing elec-
tric vehicle has been proposed [3]. This is done based on measurements performed
on the vehicle during a drive cycle. However, this method has not been validated
experimentally. This validation is defined as the goal of this Master’s Thesis.
The Master’s Thesis is organized as follows. Chapter 2 gives the context of the work
and defines the approach towards achieving this goal. The validation is done by form-
ing an experimental platform that is capable of emulating an EV following a drive
cycle. In this way, the experimental efficiency map method can be used on the plat-
form just as on a real vehicle. In addition - and in contrast to a real vehicle - the
platform also enables using the classic protocol of measuring an efficiency map for
an electrical drive. Consequently, the validation can be done by comparing the effi-
ciency map from the experimental method to the efficiency map obtained from the
classic protocol. Chapter 3 describes the implementation of the emulation platform.
A Hardware-In-the-Loop (HIL) simulation [4, 5] implementation is chosen because it
enables the platform to have a high correspondance to a real vehicle while still re-
taining the required flexibility. Consequently, implementing the emulation platform
requires not only modeling and control of the drivetrain but also taking into account
how the HIL implementation’s physical and real-time simulated parts interact. To
organize the complex mathematical model of the platform and to design its control,
Energetic Macroscopic Representation [6] is chosen as a well-adapted tool. Chapter
4 presents the experimental results of the validation, i.e. the two efficiency maps and
their comparison. Chapter 5 concludes the work and offers perspectives.
22 Research project and approach taken
The automotive industry is currently undergoing major change due to the problems
related to conventional thermal vehicles. The main issues of these vehicles are green-
house gas emissions and dependency on increasingly limited oil resources [7, 8]. Al-
ternative technologies such as electric, hybrid and fuel cell vehicles have been pro-
posed and are being widely developed at the moment [1]. Out of these alternatives,
electric vehicles have several key advantages. They completely eliminate local green-
house and other noxious gas emissions as well as the fossil fuel dependency1. Fur-
thermore, the peak and overall energy efficiencies are superior to alternatives and
the EV drivetrain has need for fewer mechanical parts than thermal vehicles. How-
ever, although the EV market has witnessed a dramatic increase in the availability
of mass production models [13], the widespread consumer adoption of EV’s has been
slow. This is due to battery-related issues such as vehicle autonomy, charging issues,
battery lifetime and initial cost [14]. Consequently, considerable research has been
devoted recently to these issues [15, 16, 17, 18] and the industry has been actively
promoting alternative selling policies to offset high initial prices.
This work is part of a research project that aims to contribute to the field. The en-
ergetic performance of electric and hybrid electric vehicles is investigated to find im-
provements to these technologies. In this type of studies, computer simulation is
an important tool to conveniently and safely examining the performance of different
configurations of the vehicle [2, 19]. However, this requires a model that adequately
describes the behaviour of the vehicle. The used model type and accuracy should be
chosen in view of the goal and constraints of the work. Here, for the goal of inves-
tigating energetic performance of the vehicle, a static model is chosen as sufficient.
In the research project related to this work, one of the key ideas is to investigate a
specific, existing electric vehicle. This is a commercially available electric vehicle -
the Tazzari Zero, shown below in figure 2.1. In this way, the research efforts gain a
higher level of interest since there is a direct reference point in a commercial appli-
cation. Due to the somewhat unusual requirement of modeling an already existing
EV, some kind of a test procedure is needed to obtain the required static model. An
experimental method for accomplishing this has been proposed in [3] but the method
has not been experimentally validated. Thus, the validation of this method is defined
1Extensive life cycle assessment studies have recently been made to compare the greenhouse gas
emissions of electric vehicles to those of conventional vehicles. In addition to actual vehicle usage,
they take into account factors such as electricity production, vehicle manufacturing and end-of-life
issues. Typically it is found that unless electricity production is heavily dominated by fossil fuels, EV’s
result in significantly lower levels of greenhouse gases during their lifetime than conventional vehicles
[9, 10, 11, 12].
3Figure 2.1: Tazzari Zero.
as the goal of this Master’s Thesis. Should the method be validated, the Tazzari Zero
static model would become available for use in further studies. For example, struc-
tural modifications such as adding supercapacitors [20] or fuel cells [21] to obtain a
hybrid energy storage system [22] could be investigated. The goal of this chapter is to
give the context of the research project, define more precisely the goal of the Master’s
Thesis and to give an outline of how this goal will be reached.
2.1 Vehicle of interest: Tazzari Zero
To ensure industrial applicability of the research efforts, this project focuses on the
study of a commercial four-wheeler EV - the Tazzari Zero [23] whose drivetrain is
illustrated below in figure 2.2. The vehicle’s 15kW induction machine (IM) is supplied
by a Lithium Iron Phosphate (LiFePO4) battery pack with 160Ah storage capacity at
a voltage level of 80V through a three-phase inverter. The machine shaft speed is
reduced by a single fixed ratio gearbox and the rotational torque is distributed to
the two driven wheels by the mechanical differential. The wheels are equipped with
mechanical brakes due to the limited regenerative braking capacity possible with the
IM
Battery Inverter Inductionmachine
Shaft
Diﬀerential,
    brake,
   wheels
Gear Chassis
Figure 2.2: Tazzari Zero drivetrain.
4electrical machine (EM) and for safety. Finally, the mass of the vehicle represented
by the chassis, stores kinetic energy of the vehicle and it is thus considered to be a
part of the drivetrain. The vehicle has been instrumented to provide measurements
of the battery voltage and current as well as GPS data from which the velocity and
altitude of the vehicle can be deduced. The empty mass of the vehicle including the
instrumentation system is 562kg. Further details about the Tazzari Zero and its
instrumentation are given in appendix A.
As explained, to be able to investigate improvement possibilities to the vehicle through
computer simulations, a model for it is required. One possibility and the one em-
ployed in this project is the use of efficiency maps that are often used to characterise
variable-speed electrical drives [24, 25]. Variable-speed applications such as elec-
trical traction need to operate efficiently at a range of different operating points as
opposed to typical industrial applications operated with nominal voltage supply. The
efficiency of variable-speed drives can be conveniently presented in the form of an ef-
ficiency map that is simply the collection of steady state operating efficiencies plotted
in the torque-speed plane.
The current IEEE standard [26] does not specify a measurement protocol for the
efficiency of variable-speed IM drives. Rather, an efficiency measurement protocol
is given only for the electrical machine supplied at the rated voltage and frequency
at varying loads. A logical extension to variable-speed drives, as proposed in [25],
would be the use of an efficiency map constructed by measuring efficiencies at differ-
ent torque-speed combinations. The test setup to accomplish this is shown in figure
2.3. In this work it is referred to as the classic efficiency map protocol. Two electrical
machines are connected to the same shaft. Each has dedicated power electronic con-
verters and control algorithms. The actual test drive is controlled for torque TT while
the load drive is controlled for shaft rotation speed Ωsh. Consequently, all operating
Test 
EM
Ωsh
Torque controlled test machine Speed controlled load machine
Load 
EM
TT TL
Ωsh
Torque control 
algorithm
Shaft speed 
control algorithm
TT,ref sh,refΩ
DC
AC
AC
DC
udc
+
_
idc
Figure 2.3: Efficiency map classic protocol measurement setup.
5points can be covered by systematically changing the reference values {TT,ref ,Ωsh,ref }.
For each of these operating points an efficiency is computed according to
ηdrive =
Pout
Pin
=
TTΩsh
udcidc
[(2)-1]
Thus, measurements of the test drive’s DC bus current and voltage as well as the
machine torque and shaft rotation speed are needed. The finite number of operating
points recorded can then be extended to a continuous efficiency map by means of
interpolation and extrapolation [27].
It should be stressed that an efficiency map constructed as above is a model not only
for the test machine but that it includes also the efficiency of the power electronic
converter and the effect of the torque control algorithm2. Moreover, it is a static
model that describes only steady state operation, thus neglecting transient states.
Despite this limitation, it is quite sufficient for energetic studies of drive systems
also in applications such as traction where operation is in transient states a major
part of the time.
Unfortunately, this protocol cannot be utilized to obtain an efficiency map for the
Tazzari Zero. This would require removing the electrical drive from the vehicle and
installing it in a test bench of the type described in figure 2.3. Such a procedure
would make the vehicle illegal to drive afterwards in France, not to mention the
impracticality of the procedure. Therefore, a less radical method of determining the
Tazzari Zero efficiency map is desired. This is the subject of the following subsection.
2.2 On-road efficiency map method
A non-invasive method has been proposed in [3] in order to obtain the efficiency map
for an existing EV without invasive and impractical operations. This on-road effi-
ciency map method uses measurement data recorded from completing a drive cycle
with the vehicle. This data is then used to deduce an efficiency map. It does not
require modifications to the vehicle other than instrumenting it with battery voltage
and current sensors as well as a GPS antenna that can provide velocity and altitude
data of the vehicle. Assuming that the driving cycle is varied enough, a sufficient
number of different operating points is recorded to construct an efficiency map. The
efficiencies for each of the recorded operating points can be calculated with a mod-
ified version of [(2)-1]. Here, the output mechanical power is written as the linear
movement power of the vehicle instead of the rotational movement of the shaft. The
2This is why the term electrical drive is preferable to only discussing the electrical machine.
6efficiency for a given operating point can thus be written as
ηdt =
Pout
Pin
=
Ftractvveh
ubatiinv
[(2)-2]
with Ftract the traction force generated by the drivetrain, vveh the vehicle speed, ubat
the battery voltage and iinv the inverter DC side current. In contrast to the efficiency
described by equation [(2)-1], this includes the efficiency of not only the electrical
drive and its control but also the fixed ratio gearbox, the differential and the wheels.
Because the instrumentation system does not include a dynamometer, the traction
force Ftract is not directly measured but estimated. This is accomplished with New-
ton’s second law
Mtot
d
dt
vveh = Ftract − Fenv [(2)-3]
where Fenv is the resistive force of the environment and Mtot the total equivalent
mass of the vehicle3. Here, the resistive force is estimated to be composed of a rolling
resistance, air resistance and a grade force according to
Fenv = crollMtotg +
1
2
ρcdragA(vveh + vwind)
2 +Mtotgα [(2)-4]
where croll is the rolling resistance coefficient, g is the standard gravitational accel-
eration, ρ the air density, cdrag the drag coefficient, A the frontal area of the vehicle,
vwind the wind velocity against the vehicle and α the slope angle. Thus, the esti-
mated traction force Ftract,est can be obtained using [(2)-3] and [(2)-4]. The parameter
values used for the Tazzari Zero are presented in appendix A. Combining the esti-
mation Ftract,est with measurement data consequently allows using equation [(2)-2]
to compute the efficiency for each recorded operating point. Then, interpolation and
extrapolation allow obtaining a continuous efficiency map.
However, there are multiple potential sources of error related to the method. First,
the operating point measurements are not recorded in steady state operation like in
the classic protocol. The vehicle speed and the drivetrain traction force are constantly
changing as required by the drive cycle. This dynamic error could potentially have a
significant distorting effect on the efficiency map. Second, the traction force estima-
tion requires the knowledge of many environmental and vehicle parameters. Errors
in these parameters could also have degrading effects on the resulting efficiency map.
The environmental force estimation is also affected by the GPS speed and slope mea-
3The total equivalent mass includes the actual mass of the vehicle and the equivalent mass of the
rotational inertia of the drivetrain.
7surement error. Finally, the numeric derivation required in the estimation can also
lower the accuracy of the traction force estimate. Due to these potential sources of er-
ror, the on-road method should be experimentally validated before using the resulting
efficiency map in other research efforts.
An example of an efficiency map deduced for the Tazzari Zero obtained with this
method is shown in figure 2.4. The black dots represent measured operating points
from the drive cycle while the rest of the values are results of interpolation and ex-
trapolation. The drive cycle that was used to obtain this map was an extra-urban
drive cycle and thus operating points have been recorded from most parts of the force-
speed plane. Two operating regions can be clearly distinguished from the efficiency
map. First, at speeds lower than the base speed, the maximum force (thick black
line) remains constant regardless of the speed. Here, the highest traction power is
obtained at the maximum speed and force before the force producing capability starts
to decrease at approximately 8.1m/s and 1867N . Second, at speeds higher than this,
the IM enters field weakening operation. Here, the maximum torque capability of the
machine decreases as the inverse of the speed increase. Thus, the maximum power is
constant in this region. Induction machine drives typically have optimal efficiencies
at moderate field weakening speeds with relatively low torques [24, 25]. The discrep-
ancies with the Tazzari Zero efficiency map may be due to the quite different type
of induction machine drive in the Tazzari Zero (see appendix A) when comparing to
typical industrial drives. Traction drives need to operate efficiently at various torque
and speed combinations while an industrial drive is typically run mostly close to the
Figure 2.4: Efficiency map of the Tazzari Zero drivetrain obtained by using the on-
road efficiency map method.
8nominal speed. Thus, it seems very probably that the Tazzari Zero electrical drive
has been optimized with this in mind. In addition, the inclusion of the efficiencies of
the mechanical parts could also have the effect of changing the efficiency distribution
in the efficiency map. Finally, it is noted that the quality of the on-road method’s
efficiency map depends on the drive cycle. For operating regions where few or no
operating points are measured, the method must rely more heavily on interpolation
and extrapolation. Since this leads to an increased risk of error, the on-road method
should be used on a drive cycle that is highly varied. For the efficiency map of figure
2.4, the low number of operating points recorded at speeds of 12-14 m/s and high
torque may explain why the zones of highest efficiencies (efficiency contour of 82%)
has been divided in two. Note that the efficiency map includes only positive trac-
tion forces. This is because the Tazzari Zero’s strategy of partitioning braking force
into regenerative braking and into mechanical braking is unknown. Thus, operating
points from braking phases (dvvehdt < 0) are not included in the efficiency map.
The on-road efficiency map method would provide a useful tool for future works that
require a model for the Tazzari Zero. However, due to the many underlying uncer-
tainties of the method, it needs experimental validation. This is defined as the goal
of this Master’s Thesis. In this work, focus is given in particular to investigating if
the dynamic measurement conditions of the on-road method have a significant dis-
torting effect on the efficiency map. The following approach is taken to accomplish
the validation. An experimental platform capable of emulating the behaviour of the
Tazzari Zero following a drive cycle is constructed. Consequently, the on-road effi-
ciency map method can be employed on this platform to deduce the efficiency map
of the emulated traction drive. However, in addition it will also allow modifications
to be conveniently made in order to construct a reference efficiency map. This can
be accomplished by using the equivalent of the classic protocol presented in figure
2.3. Thus, the on-road efficiency map method could be validated by a high similarity
between these two efficiency maps. It is the subject of the remainder of this chapter
to outline how this emulation platform can be formed.
2.3 Validation using Hardware-In-the-Loop simulation
As noted above, the on-road efficiency map method could be validated by using an
emulation platform. This platform has two main requirements. First, it must be able
to emulate the behaviour of an electric vehicle following a drive cycle. This emulation
capability then allows employing the on-road method on the emulation platform. In
this way, an efficiency map can be deduced much in the same way as for the real
Tazzari Zero. Second, the emulation platform must be easily modifiable so that an
9equivalent of the classic protocol can also be accommodated by the platform. In this
way, the classic protocol can be used to obtain a reference efficiency map. Should the
two efficiency maps be highly similar, the on-road method would be validated.
A well adapted approach to fulfilling these two requirements is Hardware-In-the-
Loop simulation. This entails using one or several physical devices in conjuction
with real-time simulated mathematical models [4, 5]. Thus, it represents an inter-
mediary stage between software simulation (only mathematical models) and a phys-
ical system (only physical equipment). It is well suited to the needs of this work for
the following reasons. First, it allows employing the on-road method on a real sys-
tem whose behaviour corresponds well to the actual Tazzari Zero. Second, an HIL
simulation implementation provides the required flexibility to also accommodate the
classic protocol.
In any HIL simulated system, the most fundamental choice is deciding which system
components are implemented by physical equipment and which components by real-
time simulated mathematical models. The appropriate choice depends on the goal
of the setup. Often, HIL simulation is used in the industry4 as a tool in the design
and testing of a system or product. The physical components of the system are then
typically the subsystem under test (SUT) while the simulated parts allow testing of
the SUT as a part of the whole system in realistic conditions. By increasing the num-
ber of physical components in the system, HIL simulation thus enables the gradual
progression from a computer simulation model to a fully physical prototype.
However, the goal of this work is not to design a new system but to validate the
on-road efficiency map method. The requirement of high correspondancy of the em-
ulation platform with a physical EV means using a maximum number of physical
components in the system. This is because any mathematical model is always an
approximation of the system that it describes. Furthermore, the simulation of such
models is performed with a finite simulation time step as opposed to the continu-
ous nature of most real processes. Decreasing the simulation step size decreases the
resulting error but this can only be done up to the limit set by the available compu-
tational capacity. On the other hand, the flexibility of the platform that is needed to
accommodate the classic protocol decreases as the number of used physical compo-
nents increases. Especially the mechanical parts of the drivetrain shown in figure 2.2
are impractical in terms of actual implementation. Therefore, the following choice is
taken in dividing the HIL implementation into physical and simulated parts. The
4Usage has been popular especially in the aerospace [4] and automotive [28] industries where there
are extreme constraints related to safety or development time. Indeed, HIL simulation testing allows
extensive testing of a system in a wide variety of operating conditions while reducing overall develop-
ment time and costs.
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electrical parts including the induction machine shall be implemented by physical
equipment while the remaining mechanical parts are simulated according to math-
ematical models. This is illustrated below in figure 2.5. Due to the simulation of
the mechanical parts, there will be some level of discrepancy between the simulated
behaviour and what would be the behaviour of actual physical parts. The magnitude
of this error depends on the model chosen to implement these parts.
Due to the different nature of the physical and simulated parts, an emulation inter-
face system (EIS) is required [5]. This interface exchanges power variables with the
physical part and signal variables with the simulated part. The physical and sim-
ulated parts of the drivetrain are controlled by a real-time controller based on the
control reference and measurements from the physical and simulated parts of the
drivetrain5.
IM
EIS
Physical part Simulated part
Control of drivetrain
measurementscontrolsignals control
reference
Fenv
ΩshΩsh
TimTim
power
variables
signal
variables
Figure 2.5: Emulation platform implementation by HIL simulation.
The EIS has the important responsibility of acting as the interface between the phys-
ical and numeric domains. It has the same variables as its inputs and ouputs but
needs to translate the nature of these variables between physical quantities and their
corresponding numeric values. First, the physical torque of the induction machine
Tim needs to be translated to a numeric value. One way to accomplish this is simply
to measure the torque with a dynamometer. Second, the EIS is required to accept
the numeric shaft rotation speed value Ωsh from the simulated part and actuate it
physically onto the induction machine shaft. This shaft speed is the response of the
5Note that for the control operation it is not relevant which parts are implemented by physical
components and which parts by mathematical models.
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simulated mechanical parts to the applied IM torque Tim and environmental forces
Fenv. Thus, its correct physical actuation is crucial to the EV emulation. This require-
ment is most naturally fulfilled by employing another electric drive that is connected
to the same shaft with the induction machine and controlled for the correct shaft
rotation speed.
As explained, the emulation platform outlined in figure 2.5 would allow emulating
the Tazzari Zero drivetrain. Consequently, the on-road efficiency map method could
be employed on it. The second requirement of the emulation platform is that it needs
to be modifiable in order to accommodate the classic efficiency map protocol. This can
be accomplished by modifying the control scheme of the system. In normal emulation,
the IM torque instruction and the EIS electrical drive speed instruction are generated
by the simulated part of the drivetrain and its control. In order to accommodate the
classic protocol on the platform, these instructions could instead be directly deter-
mined so that desired operating points of the drivetrain would be reached. There-
fore, the emulation platform of figure 2.5 fulfills all requirements of this work - it
is capable of accommodating both the on-road efficiency map method and the classic
protocol.
The tasks required for the implementation of the emulation platform will now be out-
lined. First, the Tazzari Zero drivetrain needs to be modeled mathematically. Second,
the control algorithm for the drivetrain needs to be developped. Third, the imple-
mentation of the emulation interface system needs to be considered. In other words,
an electrical variable-speed drive needs to be designed and implemented. Fourth,
the emulation capability of the platform’s practical implementation must be verified.
Only then is it possible to proceed to the validation stage of the on-road method. Due
to the complexity of the task, a structured approach would be beneficial. There are
many interacting components to model and given the added layer of complexity due
to the HIL simulation implementation, a clear view of the system is required. Fur-
thermore, developping the control for this system would benefit from a systematic
approach. Therefore, the next subsection introduces the methodology used in order
to organise the mathematical model according to a set of rules and to develop the
control of the system following a systematic procedure.
2.4 Control design using Energetic Macroscopic Representation
Given the complexity of the task, a structured approach would be beneficial to the
organization of the mathematical model and to the control design. Bond Graph [29]
is a well known approach to organize the model of a system according to a set of rules
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and representing it graphically. Such visualization can yield insight into the struc-
ture and interrelations between subsystems and thus facilitate analysis. However,
Bond Graph does not provide a systematic approach to developping the control of a
system. In contrast, Causal Ordering Graph (COG) [30] yields the required control
structure systematically from the COG representation of the model. However, COG
is not well adapted to representing complex systems with multiple energy flows. A
third methodology - Energetic Macroscopic Representation (EMR) [5, 31, 32] - has
been developed on the basis of COG and also shares the useful quality of providing
a systematic procedure for control design. In addition, EMR is particularly adapted
to providing a macroscopic view of systems with complex, coupled energy flows and
multiple energy sources. EMR has been used as a control design methdology and
model organisation tool in various complex energy conversion applications such as
hybrid electric vehicles [33, 34], fuel cell systems [35], wind energy systems [36] as
well as subway [20] and locomotive applications [37]. Moreover, it has also proven
to be useful in organizing HIL simulation systems [20, 36, 38]. EMR is employed
in this work due to its proven suitability as a tool in the control design and model
organisation of complex energy conversion systems.
The EMR procedure for model organization and control design is summarized in fig-
ure 2.6. The approach begins by organizing the model of the system according to EMR
rules and representing it with EMR pictograms (orange rectangle in the figure). This
then permits to systematically deduce the local control system (light blue trapezoid)
by using the so called Inversion-Based Control (IBC) principle. At this stage, re-
quired measurements are given as part of the procedure and all system quantities
Strategy
StrategyInversion-Based Control
Estimation
Measurements
Control inputs
Control outputs
Local references
Global objectives
EMR model
Control part
Global
energy
management
Local
subsystem
control
Modeling part
Figure 2.6: Control design using EMR.
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are assumed measurable. As this is often not the case, impossible or unpractical
measurements are subsequently replaced by estimations (purple rectangle). The lo-
cal control level is responsible for the control of each respective subsystem. However,
for the case of multiple energy flows, decisions also need to be made regarding the
partition of these flows. This is done in the final control design step by determin-
ing the strategy level of the control (dark blue trapezoid). This means deciding how
energy flows should be distributed and thus represents a higher-level energy man-
agement aspect of control. The remainder of this section is devoted to giving a more
detailed description of this systematic EMR procedure to control design.
Step 1 - Organizing the system model according to EMR rules
The first step involves organizing the system model according to a set of EMR rules.
Note thus that the actual modeling by mathematical equations or otherwise has to be
performed before starting the control design procedure. This model is then organized
to interconnected EMR elements according to the two following principles.
Interaction principle - The system is decomposed into basic subsystems in interac-
tion. Each connection between two elements is done by a pair of exchange variables
representing the action of one element and the other’s reaction to it. The product of
the action and reaction variables is the instantaneous power exchanged between the
two elements.
Causality principle - The only causality allowed by EMR is integral causality. This
means that the output of a subsystem can either be an integral function of the input
or have a rigid dependency on the input (no time dependency). However, the output
of a subsystem may never be a derivative function of the input. This is because the
time derivative of a function represents the instantaneous rate of change and thus
requires knowledge of future evolutions. Such derivative causality is non-physical
and not allowed by EMR.
Based on the interaction and causality principles, the model is organised into inter-
acting EMR elements (orange and green pictograms), shown in table 2.1. Four basic
types of EMR elements exist. Basic examples of these can be found in appendix B.
First, source elements are terminal elements that generate or receive energy to or
from the rest of the system.
Second, conversion elements convert energy from one form to another without energy
storage. Two types of conversion elements exist - monophysical and multiphysical.
This indicates whether energy in converted within one physical domain (e.g. electric-
electric) or between two different domains (e.g. electrical-mechanical). Conversion
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Table 2.1: Elements of EMR and control.
Source element
(energy source)
Conversion element
(energy conversion)
Coupling element
(energy distribution)
Accumulation element
(energy storage)
Direct inversion
(open-loop control)
Direct inversion
with distribution
(open-loop control)
Indirect inversion
(closed-loop control)
elements may have a tuning input6 if the conversion is adjustable.
Third, coupling elements distribute energy between parts of the system without en-
ergy storage. As with conversion elements, distribution can be done within a single
physical domain or between several domains.
Fourth, accumulation elements store energy while respecting the causality principle.
In other words, the outputs of an accumulation element are always integral functions
of the inputs.
After representing each part of the system with an EMR element, the elements are
connected according to the interaction principle. The result is the EMR of the system
(orange rectangle in figure 2.6). If direct connection of the elements is not possible
(the input-output pairs of the elements are not complementary), certain association
rules need to be used [5]. This situation is encountered in section 3.1 where its un-
derlying reason is explained and resolved.
Step 2 - Defining the tuning path
Next, it is defined which system quantity should be controlled. Furthermore, it is
decided which directly controllable variable (e.g. inverter switching functions) is cho-
sen as the mechanism to act on the system. These choices are formalized by defining
the so called tuning path. This is the path from the tuning input chosen to act on the
system to the output variable that should be controlled.
Step 3 - Inversion of EMR elements on the tuning path
Next, focus is given to systematically obtaining a control structure for the system.
This is done by following the principle of Inversion-Based Control. It states that the
6Power level variables are depicted by thick arrows while signal level variables such as tuning inputs
and control signals are represented by thin, empty-headed arrows.
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control of a given system is based on inverting the model of the system, as illustrated
in figure 2.7. Suppose that the system output y should be controlled by creating the
appropriate system input u. Given that the control input is the output reference yref
then logically the control output utun must be formed as the inverse of the system
model.
Control yref
System yu
utun
Figure 2.7: Inversion-Based Control principle.
Applied to the EMR of the system, the IBC principle requires inverting each of the
EMR elements on the tuning path defined in step 2. Conversion and coupling ele-
ments can be inverted directly by reformulating the model equations. However, ac-
cumulation elements cannot be inverted in this way. This is because the output of an
accumulation element is always an integral function of the input. Thus, direct inver-
sion would mean that the control law for these subsystems would employ derivative
functions on the control inputs. This is not allowed in EMR. Instead, an indirect
inversion is performed by using a closed-loop controller (e.g. a PI-controller) and as-
sociated measurements. Closed-loop controller design principles used in this work
are presented in appendix E. The appendix also shows the used controller parameter
values. The IBC control elements corresponding to the different EMR elements are
shown in table 2.1.
Step 4 - Estimations and simplifications
Inverting all the EMR elements on the tuning path yields the Maximum Control
Structure (MCS) that is obtained without any subjective design choices. Up to this
point, it has been assumed that all variables are measurable. As this is often not the
case, impossible and impractical measurements need to be replaced by estimations
(purple rectangle in figure 2.6). In order to obtain the required estimators, parts
of the EMR system model can be reused. Furthermore, simplifications on the con-
trol structure can be made. For example, in the MCS all closed-loop controllers are
designed with disturbance compensation. However, sometimes the compensation is
impractical and can be removed at this stage in order to simplify the control. In this
case, the corresponding closed-loop controller needs to reject the disturbance. Note
that many choices made in this step are subjective, depending on the requirements
and constraints of the actual implementation and on the system designer.
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Step 5 - Defining strategy-level inputs
The local control level obtained in the previous steps is responsible for controlling
each local subsystem in the optimal way. However, the inversions of coupling ele-
ments in step 3 lead to strategy-level inputs that determine how the different energy
flows of the system should be partitioned. These are the strategy-level inputs that
are defined in this final step of the control design procedure. They should in general
be chosen so that the overall energy management of the system is optimized.
2.5 Conclusion
In this chapter, the goal of this Master’s Thesis has been defined along with the ap-
proach taken to accomplish it. Section 2.1 introduced the context of the work, i.e.
the larger scope of the research project. It was explained how obtaining a validated
efficiency map static model for the Tazzari Zero would open various research pos-
sibilities. However, it was also established that this model cannot be obtained by
conventional methods.
Section 2.2 then presented the on-road efficiency map method that could overcome
these difficulties by obtaining an efficiency map based on measurements performed
during a drive cycle. However, the method has not been experimentally validated.
Consequently, this validation was defined as the goal of this Master’s Thesis. The
approach taken to the validation was then outlined. An emulation platform will be
formed that is able to accommodate both the on-road efficiency map method and,
with a slight modification, also the classic efficiency map protocol. Consequently, the
on-road method could be validated if its resulting efficiency map had a high corre-
spondance with the efficiency map obtained by the classic protocol.
In section 2.3, the implementation of the emulation platform was outlined. A HIL
simulation implementation of the platform was chosen as a well-adapted approach,
satisfying the main requirements of the platform. The HIL implementation was then
outlined, dividing the drivetrain into physical and simulated parts as shown in figure
2.5. Moreover, it was established that an emulation interface system will also be
needed to act between the physical and numeric domains. This interface system will
include another electrical drive controlled for shaft rotation speed.
Due to the complexity of the design task, it was established that a clear view of
the system is needed. Therefore, a structured approach to organizing the model of
the system as well as designing its control would be beneficial. In section 2.4, it
was shown how Energetic Macroscopic Representation provides these qualities. The
EMR procedure to model organization and control design was then introduced. The
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resulting general structure of the controlled system was shown in figure 2.6.
Chapter 3 will describe the detailed implementation of the emulation platform of
figure 2.5. This includes the modeling of the system components and using the
EMR procedure to organize the model and design its control. In addition, the cor-
rect performance of the emulation platform implementation will be verified before
using it to validate the on-road efficiency map method. Once this verification has
been completed, chapter 4 is then devoted to the validation of the on-road efficiency
map method.
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3 Emulation platform
As established in chapter 2, the on-road efficiency map method can be validated by
comparing its result to an efficiency map obtained by the classic efficiency map proto-
col. This requires the emulation platform of figure 2.5 to be implemented. In addition,
the platform’s correct performance should be verified before using it for the valida-
tion. These are the goals of this chapter. The task can be divided into three parts.
First, a control scheme is developped for the Tazzari Zero drivetrain shown in figure
2.2. Second, the emulation interface system shown in figure 2.5 is considered. These
two subtasks correspond to the two first subsections of this chapter, 3.1 and 3.2, re-
spectively. They lead to the theoretical implementation of the emulation platform.
The third subsection 3.3 is devoted to verifying that the practical implementation
of the platform has correct performance. This will then permit using the emulation
platform as a tool to experimentally validate the on-road efficiency map method in
chapter 4.
3.1 Inversion-Based Control of Tazzari Zero drivetrain
Forming the emulation platform is begun by considering the Tazzari Zero drivetrain
and developping its control, i.e. ignoring the EIS for the moment. In order to utilize
the IBC control design procedure, a model of the drivetrain is first required. Thus,
the following considers the modeling of each of the drivetrain components.
Battery - The battery of the vehicle can be modeled by a simple constant voltage
source. The corresponding EMR element is a source element as shown in the top left
corner of figure 3.4 that shows the final EMR diagram of the Tazzari Zero drivetrain
and its control. It has the battery voltage ubat as the action variable and the current
drawn by the inverter iinv as the reaction variable.
Inverter - The three-phase Voltage-Source-Inverter (VSI) performs the function of
converting the DC voltage of the battery into a set of three-phase voltages supplying
the induction machine. It consists of six semiconductor switches7 as shown in figure
3.1. However, the two switches of each commutation cell connected to one machine
terminal need to be controlled complementarily to avoid shorting or disconnecting
the respective machine terminal from the battery. For example, if the leftmost up-
per switch has its switching order s11 set to the conducting state, the leftmost lower
switch should have its switching order s12 set to the non-conducting state.
7Each semiconductor switch consists of a transistor-diode pair to allow current flow in both direc-
tions.
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i2
s11
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s21 s31
s12 s22 s32
Figure 3.1: Voltage-Source-Inverter.
Only two of the AC side line-to-line voltages are independent and thus the output of
the inverter can be given as a 2x1 vector uinv. Defining each semiconductor switch to
have value 1 in the conducting state and value −1 in the non-conducting state, the
AC side voltage output can be written as given in equation [(3)-1] with m defined as
the modulation function of the VSI8. The battery side current iinv is obtained from
the machine terminal currents 9 according to the lower equation of [(3)-1]. Here, ηinv
is the inverter efficiency and the direction of positive power flow P ≥ 0 is defined as
being from the battery to the rest of the system.

uinv =
[
u13
u23
]
=
1
2
[
s11 − s31
s21 − s31
]
ubat = mubat
iinv = m •
[
i1
i2
]
1
ηkinv
=
m • iim
ηkinv
, k =
1 if P ≥ 0−1 if P < 0
[(3)-1]
Equation [(3)-1] is represented by a monophysical EMR conversion element with the
modulation function m as the tuning input. It is shown in the EMR diagram of figure
3.4.
Transformations - The well-known AC machine vector control principle [39] will
be used in this work as the working principle of the electrical drive control. This
involves using a machine model with space vectors in the rotating dq coordinate sys-
tem. Two operations are needed to construct a space vector representation from the
8Modulation function m represents how the inverter switching is controlled. However, in practical
control of a physical inverter, the modulation function is not directly usable for various reasons. These
aspects are covered in appendix G.
9Current iim represents the currents going into the machine terminals, i.e. the currents of the
inverter lines on the AC side. Note that for a delta connection these currents are not equal to machine
phase currents. The machine connection type is considered in the Transformations subsection.
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inverter line-to-line voltages. First, the voltages over individual machine phases need
to be deduced from the VSI line-to-line voltages. This is accomplished with the ma-
trix operator [Tuv] in equation [(3)-2]. Its contents depend on whether the machine
is connected in star or in delta. The derivation of these matrices is shown in ap-
pendix D. Second, the voltage space vector needs to be constructed from the machine
phase voltages and transformed into the dq coordinate system. This is described by
the well-known Park transformation operator
[
T (θd/s)PARK
]
in equation [(3)-2]. Here
θd/s is the transformation angle characterizing the dq coordinate system. The Park
transformation derivation is shown in appendix D.
vs,dq =
[
T (θd/s)PARK
]
[Tuv]uinv [(3)-2]
Conversely, the machine terminal currents are obtained from the machine current dq
space vector by performing the inverse Park transformation with
[
T (θd/s)PARK
]−1 and
then using matrix operator [Tii] to obtain the inverter line currents from the machine
phase currents.
iim = [Tii]
[
T (θd/s)PARK
]−1
is,dq [(3)-3]
These two equations are represented by an EMR monophysical conversion element
with a supplementary input of the dq transformation angle θd/s. This is shown in
figure 3.4.
It is important for the machine modeling to well define the different space vector coor-
dinate systems used. Three such systems - shown in figure 3.2 - exist with relevance
to the modeling task.
αs
βs
αr
βr dq
θd/s
θd/r
θ
Figure 3.2: Coordinate systems and related transformation angles.
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First, there is the stator coordinate system denoted by the axes αs and βs, respectively.
A stator coordinate representation results from using only the space vector definition
without any further coordinate transformations, i.e. the Park transformation with
zero angle. This corresponds to a space vector representation in a coordinate sys-
tem fixed to the stator of the machine. Second, there is the rotor coordinate system
denoted by the axes αr and βr. This coordinate system expresses space vectors in
a coordinate system rotating at the rotor electrical angular frequency ω as given by
equation
ω = pΩsh [(3)-4]
where p is the pole pair number of the machine and Ωsh the shaft angular frequency.
Finally, the dq coordinate system is denoted by the d and q axes. It enables observing
the space vectors in a coordinate system that rotates with the flux of the machine.
The angle θd/s defining the dq coordinate system is given by
θd/s = θ + θd/r [(3)-5]
Induction machine - Next, the actual induction machine operation is considered.
The basic voltage and flux equations of a squirrel cage induction machine are10
vs,αsβs = Rsis,αsβs +
dΦs,αsβs
dt
[(3)-6]
Φs,αsβs = Lsis,αsβs +Msrir,αsβs [(3)-7]
vr,αrβr = 0 = Rrir,αrβr +
dΦr,αrβr
dt
[(3)-8]
Φr,αrβr = Lrir,αrβr +Msris,αrβr [(3)-9]
These are transformed into dq coordinates. The resulting equations can be simplified
by assuming so called rotor field orientation. This signifies that the d axis of the coor-
dinate system is in the direction of the rotor flux. Combining rotor field orientation
with separating the real and imaginary parts of the equations leads to the simplified
group of eight equations
10Equations [(3)-6]-[(3)-9] describe dynamic IM operation but without taking into account non-linear
phenomena in the machine. Such phenomena are saturation and magnetic hysteresis of the machine
iron as well as the skin effect in conductors and temperature dependance of parameters. These simpli-
fications allow considering the inductances and resistances of the machine to remain constant.
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
vsd = Rsisd +
dΦsd
dt
− ωd/sΦsq
vsq = Rsisq +
dΦsq
dt
+ ωd/sΦsd
vrd = 0 = Rrird +
dΦrd
dt
vrq = 0 = Rrirq + ωd/rΦrd
[(3)-10]

Φsd = Lsisd +Msrird
Φsq = Lsisq +Msrirq
Φrd = Lrird +Msrisd
Φrq = 0 = Lrirq +Msrisq
[(3)-11]
In these equations, the angular frequency ωd/r is the rate of change of the trans-
formation angle θd/r in figure 3.2 and it corresponds to the relative rotation of the
dq coordinate system with respect to the rotor coordinate system. The dependencies
between the angular frequencies of the different coordinate systems are described by
ωd/s = ω + ωd/r [(3)-12]
Equations [(3)-10] and [(3)-11] can be rewritten with the stator currents as state
variables. By utilizing the Laplace transform with Laplace variable s, the stator
currents can be written as transfer functions

isd =
Ks
1 + sστs
(vsd − esd),
isq =
Ks
1 + sστs
(vsq − esq)
[(3)-13]
with the back emf’s of the machine given by

esd = −Msr
τrLr
Φrd +
M2sr
τrLr
isd − ωd/sσLsisq
esq = ωd/sσLsisd + ωd/s
Msr
Lr
Φrd
[(3)-14]
Above the IM winding static gain Ks, stator time constant τs, rotor time constant τr
and leakage factor σ are defined as
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Ks =
1
Rs
, τs =
Ls
Rs
, τr =
Lr
Rr
, σ = 1− M
2
sr
LsLr
[(3)-15]
Finding the torque expression for the induction machine requires finding the active
electrical power that is converted into mechanical power. This occurs in the rotor
circuit as described by equations [(3)-8] and [(3)-9]. Expressing these equations in
stator coordinates yields the power converted from electrical to mechanical as the in-
teraction of the rotor current and voltage −jωΦr,αsβs . This voltage is developed by the
machine in the rotor circuit as a reaction to the mechanical rotation. Obtaining the
converted power according to [(D)-6] and comparing it to the mechanical rotational
power yields the torque of the induction machine as
Tim = p
Msr
Lr
Φrdisq [(3)-16]
The torque is seen to depend only on the stator current q component. The rotor flux
of the machine is obtained from equations [(3)-10] and [(3)-11] as transfer function
Φrd =
Msr
sτr + 1
isd [(3)-17]
Thus, the rotor flux and torque control can be separated by the respective control of
stator current d and q components. The machine model is finalized by considering
the dq coordinate system transformation angle θd/s that is obtained as the integral of
the stator angular frequency ωd/s. This is given by equations [(3)-4], [(3)-10], [(3)-11]
and [(3)-12] as
θd/s =
∫
ωd/s dt =
∫ (
pΩsh +
Msr
τr
isq
Φrd
)
dt [(3)-18]
The induction machine model is represented by three EMR elements as shown in
figure 3.4. First, the voltage-current conversion described by equation [(3)-13] is rep-
resented by an accumulation element due to the temporal nature of these equations.
Second, the electromechanical conversion given by the torque equation [(3)-16] and
the back emf equation [(3)-14] are represented by a multiphysical coupling element.
This element also supplies the Park transformation angle to the EMR transforma-
tion element according to equation [(3)-18]. Third, the rotor flux dynamics given by
equation [(3)-17] must be represented by another accumulation element due to the
relation’s temporal nature. These three elements can be seen in the EMR diagram of
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figure 3.4.
Shaft - The shaft of the machine is described by the rotational movement law
J
dΩsh
dt
= Tim − Tres − fΩsh [(3)-19]
where J and f are the moment of inertia and the friction coefficient of the shaft
and Tres the resistive torque corresponding to environmental forces. This temporal
relation is represented by an accumulation element. This element and other EMR
elements formed below for the remaining mechanical parts of the drivetrain are not
directly visible in the EMR diagram of figure 3.4. This is because connecting these
EMR elements requires the use of EMR association rules [5]. This is dealt with below
in step 1 of the IBC procedure and will result in the EMR diagram of figure 3.4.
Single ratio gearbox - Since electrical machines can be operated with high effi-
ciency over wide ranges of speed and torque values, a multi-ratio gearbox is not nec-
essary. However, since typically the electrical machine base speed is higher than
typical desired vehicle wheel rotation speeds, a single-ratio gearbox is used. The
speed-torque conversion is described by equations
{
Ωsh = kgearΩdiff
Tgear = kgearη
k
gearTres
[(3)-20]
with kgear the speed reduction ratio, Ωdiff the reduced rotation speed and Tgear the
torque on the differential side with ηgear the efficiency of the gearbox. These relations
are represented by an EMR monophysical conversion element.
Differential and wheels - The mechanical differential compensates the different
rotation speeds of the wheels during cornering. As the goal of this work relates to the
energetic performance of the drivetrain and the effect of the differential during cor-
nering is minor in terms of overall efficiency, the turning of the wheels is neglected.
This allows to consider the differential only in terms of its reduction of rotation speed,
yielding an equation equivalent to [(3)-20]. Furthermore, as no cornering is consid-
ered, the two wheels of the vehicle can be replaced with one equivalent wheel that
converts rotational movement to linear movement. Consequently, the differential and
wheels are modeled by equations

Ωdiff = kdiff
vveh
rwh
F ′dt =
kdiffη
k
diffTgear
rwh
[(3)-21]
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with kdiff the speed reduction ratio of the differential, F ′dt the traction force generated
by the drivetrain11, ηdiff the efficiency of the differential and rwh the wheel radius.
These relations are represented by an EMR monophysical conversion element.
Mechanical brake - The mechanical brake transforms kinetic energy into heat and
is represented by a controlled EMR source element with generated braking force
Fb and braking force reference Fb,ref . These are assumed equal, i.e. the desired
mechanical braking force can always be produced. The braking force is then added to
the traction force generated by the drivetrain to obtain total propulsion force F ′tract.
This is given by
F ′tract = F
′
dt + Fb [(3)-22]
This coupling of forces is represented by a monophysical EMR coupling element.
Chassis - The chassis of the vehicle has already been modeled by equation [(2)-3]
except that here strictly the vehicle mass m is considered as movement inertia. The
temporal relationship is represented by an EMR accumulation element.
Environment - The environment has already been modeled in equation [(2)-4] and
it is represented by an EMR source element with the vehicle speed vveh as input and
the resistive forces Fenv as output.
All components of the drivetrain have now been modeled while already initially con-
sidering the respective EMR elements. Thus, the actual Inversion-Based Control
design procedure can now be begun in order to obtain the control structure for the
system.
Step 1 - Organizing the system model according to EMR rules - When attempt-
ing to connect the EMR elements, it becomes apparent that the input-output pairs
are not complementary and consequently the elements cannot be directly connected.
This is depicted in figure 3.3. Here, this so called conflict of association is due to the
accumulation elements of the shaft and the chassis imposing separately the shaft ro-
tational speed and the vehicle speed. However, in reality these two speeds are related
by a rigid dependency. In other words, there is in reality only one state variable for
the speed, not two.
The issue is overcome by utilizing the so called association rules. First, the permuta-
tion rule allows swapping the places of two EMR elements on the condition that they
impose the same global outputs from the same global inputs [5]. This permits moving
11Primed notation is used at this stage for the drivetrain and traction forces F ′dt and F ′tract because
the unprimed notation is reserved for the corresponding final equations [(3)-23] and [(3)-24].
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Figure 3.3: Conflict of association when connecting the EMR elements.
the shaft accumulation element next to the chassis accumulation element. Then, the
merging rule is used to combine the two accumulation elements into one equivalent
accumulation element. This is done simply by combining the model equations of the
two elements. After this, all the EMR elements can be connected since the input-
output pairs are complementary. The merged shaft and chassis are then described
by
Mtot
d
dt
vveh = Ftract − Fenv −Btotvveh
where
Mtot =
(kdiffkgear)
2(ηdiffηgear)
kJ
r2wh
+m
Btot =
(kdiffkgear)
2(ηdiffηgear)
kf
r2wh
[(3)-23]
In addition, the conversion elements of the gearbox, the differential and the equiv-
alent wheel are merged to obtain a simplified EMR diagram. The merged gearbox,
differential and equivalent wheel are then described by
Fdt =
kdiffkgear(ηdiffηgear)
k
rwh
Tim
Ωsh =
kdiffkgear
rwh
vveh
[(3)-24]
This leads to the final EMR diagram of the Tazzari Zero drivetrain shown in figure
3.4 by the orange and green EMR elements.
Step 2 - Defining the tuning path - Next, the tuning path is defined from the tun-
ing input chosen to act on the system to the output variable to control. The suitable
tuning input is clearly the modulation function of the inverter while the output to
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Figure 3.4: Tazzari Zero drivetrain and its control structure.
control is the vehicle speed12. The tuning path is depicted below in figure 3.5.
uinv s,dq
m
Timis,dqv Fdt vvehFtract
Figure 3.5: Tuning path of the Tazzari Zero drivetrain.
Step 3 - Inversion of EMR elements on the tuning path - With the model rep-
resented by means of the EMR diagram, the development of the control structure is
straightforward. Each EMR element is inverted by a corresponding control element
according to the principles given in section 2.4. The control element that warrants
extra attention is the inversion of the braking and drivetrain force coupling element.
This corresponds to the partition of braking force into mechanical braking and re-
generative braking using the electrical machine. Using the distribution parameter
kd, the braking force reference Ftract,ref can be defined as
12Note that in the presence of a human driver the controlled output variable is torque with the driver
giving the control instruction by using the accelerator. The driver’s desired vehicle speed is then reached
by the driver himself acting as a closed-loop speed controller. However, as in the final emulation setup
there will be no driver and the speed cycle of the vehicle is defined in advance, a speed controller is
needed to replace the accelerator actions of the driver.
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Fdt,ref = kdFtract,refFb,ref = (1− kd)Ftract,ref [(3)-25]
For an actual EV, it would obviously be beneficial to maximize regenerative braking
and to minimize mechanical braking. However, the regenerative braking capacity is
limited by the maximum currents of the electrical machine and in particular the bat-
tery’s ability to accept high recharging currents. In addition, regenerative braking is
possible only with two wheels because the Tazzari Zero traction drive is connected to
only one axle. Indeed, based on actual Tazzari Zero battery measurements, regener-
ative braking is very limited and thus in this work it is assumed that all braking is
done with the mechanical brake13.
This step yields the light blue control elements shown in figure 3.4. The result of this
design step is the MCS that assumes all system variables are directly measurable.
Three closed-loop controllers are required for the respective control of the vehicle
speed, rotor flux and stator currents14. The design of these controllers along with
all the other closed-loop controllers that will later be introduced, is explained in ap-
pendix E.
Step 4 - Estimations and simplifications - Several measurements of the MCS of
the system are not directly realizable. Thus, the purple estimation blocks of figure 3.4
are introduced in this step by reusing the model equations. First, the flux controller’s
flux level control input can be estimated with equation [(3)-17]. Second, the stator
current controller needs the stator dq currents which can be obtained by measuring
two inverter line currents i1 and i2 and then forming the dq current estimate with
equations [(D)-3] and [(D)-9]. This estimation and the inversion of the EMR trans-
formation element needs the dq coordinate system angle that can be estimated with
[(3)-18]. Finally, the back emf’s used in the disturbance compensation of the stator
current controller can be estimated according to equation [(3)-14].
Step 5 - Defining strategy-level inputs - Three strategy-level inputs need to be
defined. First, the vehicle reference speed vveh,ref is defined by the drive cycle. Sec-
ond, the braking distribution parameter kd is set to zero for negative traction forces
(mechanical braking only) and to 1 for positive traction forces (acceleration using me-
chanical brake is not possible). Third, the rotor flux reference value is set either to
the nominal value at low speeds or decreased at high speeds. This is determined by
13This is of no practical significance in terms of the goal of this work since in the on-road efficiency
map method the braking phases are ignored in any case.
14Since the stator currents are given by the two-dimensional quantity is,dq, two scalar-valued closed-
loop controllers are needed for stator current control.
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the flux weakening strategy covered in appendix F.
3.2 Emulation interface system
The main difference of the controlled emulation platform with regards to the con-
trolled Tazzari drivetrain is the presence of the emulation interface system. As
explained in section 2.3, this system must convert the physical induction machine
torque Tim into numerical information and to physically actuate the machine shaft
speed Ωsh calculated by the simulation part.
The numerical value of the IM torque can be obtained simply by reusing the model
equation [(3)-16] to obtain an estimation. The shaft speed actuation is most naturally
done by employing a second electrical drive coupled to the same shaft as the induction
machine. Due to practical availability of machines in the laboratory of L2EP, this
second machine is a permanent magnet synchronous machine (PMSM) with salient
poles. Thus, the task at hand is the design of a PMSM shaft speed drive. This drive
consists of the PMSM supplied by a dedicated inverter and a DC bus. Section 3.1 can
be utilized for the modeling of the inverter, DC bus (modeled as a voltage source like
the battery) and transformations. Therefore, only the PMSM needs to be modeled
before starting the IBC control design procedure.
Permanent magnet synchronous machine - The main difference compared to an
induction machine is that the rotor electrical angular frequency ω is the same as the
stator angular frequency ωd/s, i.e.
ωd/s = ω = pΩsh [(3)-26]
The basic voltage and flux equations of a PMSM with salient poles are
vs,αsβs = Rsis,αsβs +
dΦs,αsβs
dt
[(3)-27]
Φsd = Ldisd + Φpm [(3)-28]
Φsq = Lqisq [(3)-29]
The synchronization allows writing the flux equations directly in the synchronous dq
coordinate system. First, rotor field orientation is done by defining the d axis to be in
the direction of the permanent magnet flux Φpm crossing the airgap. The components
of the stator flux - described by equations [(3)-28] and [(3)-29] - consist of the stator
current magnetization via inductances Ld and Lq as well as the permanent magnet
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flux in the d direction15. The stator voltage equation [(3)-27] can be transformed into
dq coordinates, yielding the d and q components as

vsd = Rsisd +
dΦsd
dt
− ωΦsq
vsq = Rsisq +
dΦsq
dt
+ ωΦsd
[(3)-30]
Solving the PMSM equations for stator currents and Laplace-transforming yields

isd =
Ksm
sτd + 1
(vsd − esd) where Ksm = 1
Rs
, τd =
Ld
Rs
isq =
Ksm
sτq + 1
(vsq − esq) where τq = Lq
Rs
[(3)-31]
with the back emf’s of the machine given as
{
esd = −ωLqisq
esq = ω(Ldisd + Φpm)
[(3)-32]
The electrical active power that is converted into mechanical power corresponds to
the interaction of the back emf’s and the stator currents. Obtaining this power ac-
cording to [(D)-6] and comparing it to the mechanical rotational power yields the
torque of the PMSM as
Tsm = ((Ld − Lq)isdisq + Φpmisq)p [(3)-33]
The PMSM model is represented by two EMR elements. First, the voltage-current
conversion described by expression [(3)-31] is represented by an accumulation ele-
ment due to the temporal nature of these equations. Second, the electromechanical
conversion given by the torque equation [(3)-33] and the back emf equations of [(3)-32]
are represented by a multiphysical conversion element. This element also supplies
the Park transformation angle to the transformation element. Having modeled the
PMSM, the IBC design procedure can now be used to form the PMSM drive’s speed
control.
Step 1 - Organizing the system model according to EMR rules - The structure
of the PMSM drive is almost identical to that of the Tazzari Zero drivetrain’s elec-
trical part except that the machine type has been changed and the battery has been
replaced by a DC bus. The corresponding EMR elements can be connected directly
15Saliency of the machine rotor indicates that the inductances in the d and q directions are not equal.
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without the use of permutation and merging rules. This leads to the orange and
green elements shown on the top right of the EMR diagram of figure 3.7 that shows
the final EMR representation of the emulation platform16.
Step 2 - Defining the tuning path - The tuning path of the PMSM drive is from the
modulation function tuning input of the inverter to the shaft rotation speed output of
the shaft. This is illustrated in figure 3.6.
usm,invsm,s,dq
m
ism,dq v
sm
TsmΩsh
Figure 3.6: Tuning path of the emulation interface system, i.e. the PMSM speed
drive.
Step 3 - Inversion of EMR elements on the tuning path - Each EMR element
on the tuning path is next inverted by a corresponding control element. Two closed-
loop controllers result, one for the inversion of stator current dynamics and one for
the inversion of the mechanical dynamics of the shaft. Furthermore, an inversion of
the coupling element is present, defining how the stator currents ism,sd and ism,sq are
determined so that the torque instruction Tsm,ref is realized. As shown by the torque
equation [(3)-33], unless the saliency of the rotor is very high, the torque is mostly
produced by the current q component while higher d current levels are used only
in field weakening operation. Thus, the stator current d component is considered
a strategy-level input with the q component then determined based on the torque
equation.
Step 4 - Estimations and simplifications - The estimations needed for the PMSM
are very similar to those of the induction machine. The machine connection type
matrix [(D)-3] and Park transformation [(D)-9] are used to estimate ism,dq from the
synchronous machine terminal currents. Note that for the synchronous machine,
the dq coordinate system angle corresponds directly to the physical rotor position.
Therefore, the transformation angle θsm can be directly measured instead of being
estimated from the shaft speed measurement17. Usually a direct measurement18 is
16When the two machines are considered together and there is a risk of confusion, ’sm’ is added to the
subindices of synchronous machine quantities.
17This is not possible for the induction machine because the rotor flux rotates with respect to the
rotor.
18Typically, a tachometer is used for position measurement which in fact is rather a measure of how
much the rotor has rotated since the beginning of control than the actual rotor position. For this reason,
before starting control it is useful to initialize the rotor to a known position by applying fixed inverter
switch positions that generate a stator flux in a known direction. The rotor then aligns itself so that
the rotor’s permanent magnet flux is in the same direction. In this way, the control can be started with
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preferrable to estimating the position from rotation speed as even small offsets in the
speed measurement lead to bad estimations of the rotor position and possible loss of
control. Other estimations used are the back emf equations of [(3)-32] for disturbance
compensation in the stator current controllers, as well as the use of the induction
machine torque estimate for disturbance compensation in the inversion block of the
shaft.
Step 5 - Defining strategy-level inputs - The only strategy-level input for the
PMSM drive is the stator current d component reference. As the saliency of the
laboratory’s PMSM (see appendix C) is rather small, the torque-producing capability
of ism,sd is negligable compared to ism,sq. Thus, the d component is simply set to zero
in order to reduce the RMS value of the stator currents19, thereby reducing also the
stator copper losses. Moreover, field-weakening that would require high d current
levels of the PMSM is avoided by utilizing a DC bus level that is sufficient to reach
desired rotation speeds.
EMR diagram of emulation platform - All the previous results may now be col-
lected to form the final EMR representation of the emulation platform, shown below
in figure 3.7. This is done by considering how figure 2.5 translates to an EMR repre-
sentation. First, the EMR diagram of the Tazzari Zero drivetrain as shown in figure
3.4 is modified for the purposes of the emulation platform. This means that the me-
chanical part of the drivetrain is implemented by the mathematical models and not
by physical components. Thus, these EMR elements have been colored purple. The
drivetrain control scheme remains unchanged. The EMR diagram of the emulation
platform is then completed by adding the emulation interface system, i.e. the PMSM
speed drive to the system. As explained, the EIS needs to physically actuate the shaft
speed response of the simulated part. The numeric IM torque value needed by the
simulated part can be estimated by the torque expression [(3)-16].
It is seen that both the torque instruction of the IM and the speed instruction of
the PMSM are generated by the simulated part and its control. The shaft speed
instruction of the PMSM corresponds to the vehicle’s linear speed. It is thus defined
by the drive cycle vveh,ref and the ability of the simulated part’s control to follow
this reference. The IM torque instruction is generated as the tractive torque that is
needed to overcome the imposed environmental conditions. Consequently, higher IM
torque instructions are generated if the imposed environmental conditions are more
a known rotor position.
19For a non-salient rotor, a zero d direction stator current results in maximum torque for a given RMS
value of the stator currents, as can be seen from equation [(3)-33]. For the PMSM of the laboratory with
low saliency, the simplicity of setting the d current to zero is deemed a greater advantage than the very
small improvement in torque production capability when the optimal current space vector ism,dq with a
small d component is computed.
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resistive, e.g. the entire drive cycle is uphill.
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Figure 3.7: Emulation platform and its control structure.
Reduced power emulation platform - One more consideration needs to be taken
into account before the performance of the implemented emulation platform can be
verified. This relates to the relation of power levels of the emulation platform and
of the Tazzari Zero. As described in appendix C, the power level that can be used
with the practical implementation of the emulation platform is limited. This is due
to the way the electrical power is supplied to the two electrical drives of the setup
and equipment limitations. Consequently, the power level of the emulation platform
needs to be adapted for the physical equipment of the setup.
The power level adaptation is done so that the simulated part operates at the full
power level while the physical equipment operates at reduced power [5]. Thus, two
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power level adaptation blocks are added to the EMR diagram. The first is inserted
between the simulated part of the drivetrain and the physical equipment of the setup
(EIS and physical part of drivetrain). The second is placed between the two power
levels used in the control of the drivetrain. The resulting EMR diagram is shown
below in figure 3.8.
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Figure 3.8: Reduced power implementation of the emulation platform.
The adaptation blocks modify the power level linearly according to

Tim,full = Tim,estaT
Tim,ref =
Tim,ref,full
aT
Ωsh,ref = Ωsh,fullaΩ
[(3)-34]
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In this work, the adaptation coefficient values are set to aT = 1 and aΩ = 13 . There-
fore, the power of the physical equipment is reduced by a factor of aTaΩ = 3
3.3 Experimental validation of emulation platform
The theoretical implementation of the emulation platform was described in figure
3.8. The next step is to implement the platform in practice and to verify that its
performance is acceptable. Employing the on-road efficiency map method on the em-
ulation platform has no meaning if the platform’s performance cannot be considered
to correspond well to an actual EV following a drive cycle. Therefore, the verification
of the platform’s emulation capability is integral. The physical setup implementing
the emulation platform is described in appendix C, here focus is given to the results.
The emulation capability can be considered to consist of two main requirements.
First, the EIS should actuate the shaft rotation speed without significant control
error. This signifies that the predetermined speed cycle of the vehicle is followed.
Second, the IM should also follow its torque instruction without too much control
error. The implication is that the IM generates the tractive torque that would be
needed to overcome the environmental conditions and follow the drive cycle.
Figure 3.9 shows these two controlled quantities for an emulated drive cycle. No
dynamometer was installed to measure the induction machine torque so an estima-
tion using the measured stator currents and equation [(3)-16] was used to obtain it.
This introduces a potential source of error that depends on the correctness of the IM
parameters.
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In figure 3.9, the entire drive cycle is shown in the upper part of the figure. In the
lower part, a zoom to a shorter time period is given to provide the reader a better
view of the control quality. It can be seen that both the shaft speed and the induction
machine torque follow their control references in a satisfactory manner. In order to
follow the drive cycle and thus the shaft speed instruction without delay, the closed-
loop controller controlling the vehicle speed vveh has been tuned to respond quickly
to the changes of the drive cycle. As can be seen from the figure, this has the effect of
generating a rather aggressive IM torque instruction that at times exhibits a small
ripple. Following these small variations exactly was not deemed contributing to the
emulation quality. Therefore, the IM current control was tuned so that the IM drive
provides a good torque response but without unnecessarily following ripple compo-
nents in the torque instruction. Based on these results, the emulation platform is
deemed to provide good quality of emulation. Consequently, the emulation platform
can now be used as a tool to validate the on-road efficiency map method.
3.4 Conclusion
Subsections 3.1 and 3.2 of this chapter have described the general implementation of
the emulation platform. Section 3.3 has verified that the practical implementation
of the emulation platform is indeed capable of performing emulation of an electric
vehicle with satisfactory quality. The required validation tool has therefore now been
formed and its performance verified. Chapter 4 focuses on the actual validation of
the on-road efficiency map method by utilizing the emulation platform.
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4 Validation of on-road efficiency map method
Chapter 3 has described the emulation platform and verified the correct performance
of its practical implementation. Therefore, the platform can now be used as a tool to
validate the on-road efficiency map method. This validation consists of three stages,
corresponding to the subsections of this chapter. First, subsection 4.1 is devoted
to employing the on-road method on the emulation platform in order to deduce an
efficiency map. Second, in section 4.2 the platform is modified for the classic efficiency
map protocol so that a reference efficiency map can be obtained. Consequently, the
validation of the on-road method can be done by a comparison of these two efficiency
maps, as is the focus of section 4.3.
4.1 Efficiency map by on-road efficiency map method
The validation process is begun by obtaining an efficiency map with the on-road
method. This is comparable to using the on-road efficiency map method on the real
Tazzari Zero [3]. However, there will be a certain difference between the nature of
the efficiency map of figure 2.4 obtained for the real Tazzari Zero, and the one that
is obtained with the emulation platform. As explained, for the real Tazzari Zero, the
efficiency map includes not only the effect of the electric drive but also the mechan-
ical components. Thus, the map is plotted in the Ftract − vveh plane rather than the
Tim−Ωsh plane. However, from figure 3.8 it can be seen that this is not applicable on
the emulation platform. The platform’s input electrical power is a physical, reduced-
power quantity while the output linear movement power is a numeric, full-power
quantity. Therefore, these two powers are not comparable on the platform. To over-
come this issue, the efficiency map that will be obtained with the emulation platform
will exclude the mechanical parts. In any case, adding the effect of the simulated
mechanical parts would not provide any more insight to the validation process. This
is because the mechanical parts are not physical but modeled with the simple equa-
tions given in subsection 3.1. The efficiencies of the mechanical parts are assumed to
be constant at all operating points. Thus, even if there was no power-level difference
prohibiting the inclusion of the mechanical parts in the efficiency map, the inclusion
of the simulated mechanical parts would simply result in the map being scaled with
a constant.
Furthermore, another technical consideration affects the resulting efficiency maps.
This is that the inverter’s DC side current iinv is not directly measured. Instead, it is
estimated from the measured AC side currents by utilizing equation [(3)-1]. This is
because in the measurement setup a measurement channel was not directly available
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for the DC side current measurement. Equation [(3)-1] is used for the estimation with
the assumption of no losses in the inverter. This results in the inverter’s effect being
eliminated from the efficiency map. Therefore, the efficiency map on the emulation
platform is obtained for the system inside the purple box of figure 4.1. It is suggested
that for future works the measurement scheme could be modified to incorporate a
direct measurement of the DC current to include the effect of the inverter.
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Figure 4.1: System for which the efficiency map is deduced.
The efficiency map is obtained from the drive cycle shown in figure 4.2. This is the
same cycle for which the emulation quality was verified in figure 3.9. It is an extra-
urban cycle that was measured using the actual instrumented Tazzari Zero. It can
be seen that all major operating regions are covered, including strong accelerations
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and a high-speed part where the vehicle sustains its near-maximum speed for some
time. Consequently, a priori it should be a well suited driving cycle for the on-road
efficiency map method.
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Figure 4.2: Vehicle speed cycle used in efficiency map deduction.
Figure 4.3 shows the main quantities of interest during the cycle. On the left, the
input electrical power quantities are shown in blue. In the emulation platform, the
drivetrain’s battery is implemented by a DC bus. Some voltage variations during the
cycle are visible. This is due to the IM drive taking electrical power stored in the DC
bus capacitor faster than it is recharged from the mains. The electrical input power is
formed as the product of the DC bus voltage ubat and the current iinv drawn from the
bus (estimated from the inverter’s AC side currents as explained above). It is seen
that the IM drive draws current even when zero torque is produced. This is because
the induction machine is magnetized by the stator currents even when no torque is
required. The right side shows the mechanical output power quantities - the shaft
rotation speed and the IM torque. The formed input electrical and output mechanical
powers are plotted together in the second plot from the bottom. It shows how the elec-
trical and mechanical powers mostly have the same shape with the difference of the
curves representing the power losses. Finally, the efficiency of the energy conversion
during the cycle is shown in the bottom plot.
An efficiency map can be deduced based on the results of figure 4.3. Measurements
are taken at various torque-speed operating points and an efficiency is computed
for each point according to [(2)-1]. A continuous efficiency map is then obtained by
means of interpolation and extrapolation. The result is shown in figure 4.4. The black
dots represent measured operating points while the rest of the values are results of
interpolation and extrapolation.
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Figure 4.3: Computing the efficiency from input and output powers.
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Figure 4.4: Efficiency map obtained with the on-road method from an emulated drive
cycle.
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The highest efficiencies are observed at flux weakening speeds with relatively high
torques. This is logical since the relative significance of the magnetization current de-
creases compared to the torque producing current. The low efficiencies at low torques
and speeds can be explained by recalling that the IM still needs to be magnetized even
when the mechanical power is low, i.e. at low torques and speeds. The flux weaken-
ing strategy described in appendix F controls the machine flux to the nominal value
when the machine is not operated in field weakening. Thus, the flux producing cur-
rent is relatively more significant at low mechanical power. In other words, electrical
power is still needed for the magnetization even when produced mechanical power is
low.
Finally, one important remark is made about this efficiency map. Notable differences
can be found when comparing the efficiency map of figure 4.4 to the efficiency map
of the actual Tazzari Zero in figure 2.4. First, it should be emphasized that the effi-
ciency map of the real Tazzari Zero includes the effect of the mechanical parts and
the inverter while the emulation platform excludes them. This could change the dis-
tribution of the efficiencies as in reality the mechanical parts and the inverter exhibit
operating point-dependant efficiency variation. Second, while the emulation platform
employes an electrical drive that is fundamentally of the same type as in the Tazzari
Zero; the actual machine and inverter specifications are quite different20. The emu-
lation platform IM drive consists of an industrial IM fed by a general-purpose VSI. In
contrast, the Tazzari Zero’s electrical drive has been specifically designed for the vehi-
cle. As the physical equipment used in the Tazzari Zero and the emulation platform
are not the same, the resulting efficiency maps cannot be expected to be identical.
Third, the flux weakening strategy of the real Tazzari Zero is unknown. Also this has
an effect on the efficiency map since magnetization of the machine requires electrical
power.
However, these differences do not prohibit the validation of the on-road method. The
validation is based on being able to employ the on-road method and the classic proto-
col on a system that can be considered equivalent to the actual Tazzari Zero. This is
the case, as the platform has the same fundamental structure as the Tazzari Zero. An
exact match between the efficiency maps of the emulation platform and the Tazzari
Zero is not necessary for the validation of the on-road method.
20The specifications of the Tazzari Zero are presented in appendix A while the emulation platform
specifications can be seen in appendix C.
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4.2 Efficiency map by classic protocol
The next step towards validation of the on-road method is to obtain a reference effi-
ciency map. This is done by utilizing the classic efficiency map protocol illustrated
in figure 2.3. This requires modifications to be made to the platform shown in figure
3.8. In emulation usage the PMSM drive’s shaft speed instruction Ωsh,ref and the IM
drive’s torque instruction Tim,ref are generated by the simulated part of the drive-
train and its control. They result from the predetermined drive cycle and imposed
environmental conditions as well as the tuning of the drivetrain control. However, to
employ the classic protocol on the platform, these control references instead need to
be directly determined. Therefore, for the classic protocol the emulation platform is
modified to the version shown in figure 4.5. The efficiency map is of course obtained
for the same system as with the on-road method, illustrated in figure 4.1.
In order to cover enough operating points, the IM torque and PMSM shaft speed
references were chosen as shown in figure 4.6. A speed range of 0-157 rad/s was
used, divided into 14 different speed operating points for a resolution of about 12
rad/s between consecutive speed values. A torque range of 0-100 Nm was used, also
with 14 different torque operating points used for a resolution of approximately 7.7
Nm between consecutive torque values. These ranges were selected to cover all the
operating regions that were present in the efficiency map obtained with the on-road
method in figure 4.4. The choice of using 14 operating points for both the speed and
torque was deemed to give enough operating points to construct an efficiency map of
high quality without relying too much on interpolation. The figure shows that the
control quality of both speed and torque is good. A small oscillation of shaft speed
can be seen with a few torque-speed combinations but this is considered minor.
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The cycle shown in figure 4.6 enables measuring a sufficient number of operating
points to construct an efficiency map. In contrast to the on-road efficiency map
method, measurements are only taken in steady state operation, i.e. when the speed
and torque of the machine are no longer changing significantly. This is illustrated
below in figure 4.7 where each taken measurement point is indicated with a red line
(all of the protocol cycle is not shown). Each of these measured operating points
can then be used in the construction of an efficiency map by the classic protocol. In
flux weakening operation, the maximum required torque references are decreased to
avoid overloading the drive.
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Figure 4.7: Illustration of how operating point measurements are taken for construct-
ing the classic protocol efficiency map. An operating point measurement is taken at
the points indicated by a vertical red line.
The efficiencies of the measured operating points are computed exactly as in the on-
road method in section 4.1. The continuous efficiency map shown in figure 4.8 is
obtained by interpolation between the measured operating points.
The efficiency map clearly shows how the operating points (black dots) are distributed
homogenously and systematically across the efficiency map. This is in contrast to the
operating point distribution of the on-road efficiency map method where the operat-
ing point locations are determined by the drive cycle and environmental conditions.
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Figure 4.8: Efficiency map obtained with the classic protocol.
4.3 Comparison of efficiency maps
Having obtained an efficiency map by the on-road method and with the classic proto-
col, it is now possible to evaluate the differences between the two efficiency maps.
Once again, it is recalled that the most fundamental difference between the two
methods is how operating point measurements are obtained. In the efficiency map
obtained from the classic protocol, operating points are taken only from steady state.
This reflects the nature of an efficiency map in general as it is a static model of a
system. Thus, its purpose is to describe a system operating in steady state with no
consideration for transient states. In contrast, the on-road efficiency map method
also produces an efficiency map but from measurements made during a dynamic
drive cycle where operation is mostly in transient states. In other words, the on-
road method produces a static description of a system based on measurements made
in dynamic operating conditions. The goal of this Master’s Thesis and this section is
to investigate whether the dynamic operating conditions used in the on-road method
significantly distort the resulting efficiency map.
Figure 4.9 shows the absolute error between the efficiency maps of figures 4.4 and
4.8. It can be seen that in general the error remains mostly under 8%, in many
places below 4%. The largest errors are found at flux weakening speeds with rela-
tively low torque. The maximum obtained error reaches approximately 14% although
this error magnitude region is small. A likely reason for the region with more error
is that in the emulated cycle only a limited number of operating points were recorded
in this part of the efficiency map. This is seen from figure 4.4 as a small number of
black dots. This highlights the importance of having an appropriate drive cycle for
using the on-road efficiency map method. For example, if the drive cycle does not
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contain high speeds or only soft accelerations are made, operating points will not be
obtained for some parts of the efficiency map. This is especially problematic if oper-
ating regions at the edges of the efficiency map are not covered by the drive cycle.
For such regions, the on-road method must rely on extrapolation which has always
more uncertainty than interpolation. Therefore, extrapolated areas of operation that
are far from actual measured operating points have more risk of error than interpo-
lated operating regions. Consequently, significant use of extrapolation is expected to
increase the error in the resulting efficiency map. The drive cycle shown in figure 4.2
has provided operating points in most, but not all parts of the efficiency map. Thus,
it is rather well suited for the on-road method although not completely ideal.
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Figure 4.9: Difference between the efficiency maps of figures 4.4 and 4.8.
To further examine whether the error shown in figure 4.9 is significant or not, the
performance of the two efficiency maps are compared on another drive cycle on the
emulation platform. It is recalled from chapter 2 that the larger research project is fo-
cused on energetic studies of the vehicle. The advantage of the on-road method would
be to provide a static model for the Tazzari Zero that could be used in such studies.
Therefore, the energetic performance of the two efficiency maps is next examined.
Another drive cycle is used for this, shown below in figure 4.10.
The energetic comparison is done as follows. The actual energy consumption serves
as the reference point for the energy consumption predictions of the two efficiency
maps. This actual consumption is shown in blue on the top plot of figure 4.11. It is
obtained as the time integral of the consumed electric power. This power is measured
on the platform as the product of the DC bus voltage and current feeding the induc-
tion machine. The energy consumption predicted by the on-road method efficiency
map and the classic protocol efficiency map are shown with the dashed red line and
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Figure 4.10: Drive cycle used for the comparison of the energetic performances of the
two efficiency maps.
the dotted green line, respectively. Knowing the mechanical operating point through-
out the cycle, the respective efficiency maps give the electrical power needed for the
electromechanical energy conversion at each point of the cycle. The respective en-
ergy consumptions are then obtained as the time integrals of the predicted electrical
power consumption profiles. The bottom plot of figure 4.11 shows the evolution of the
relative error of the two efficiency maps compared to the actual consumption.
The figure shows that at the end of the cycle, the total energy consumption predicted
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by both efficiency maps is very close to the actual consumption. The classic protocol
efficiency map finishes with a predicted energy consumption of 0.3% lower than the
actual consumption. The efficiency map obtained with the on-road method results in
a total energy consumption prediction that is 2% higher than the actual consumption.
In the beginning of the cycle, the relative error of the efficiency maps is significant but
as the cycle progresses, the overall error clearly has a tendancy to cancel out. Based
on these results, the static model of an efficiency map seems to be capable of describ-
ing the energetic behaviour of a traction electric drive with good accuracy on a global
level. Errors made by the efficiency maps tend to cancel out during long drive cycles.
This good global performance is indeed the idea in the research project. Additional
advantages of efficiency maps are that they are computationally very light21 but still
describe the main aspect of the energy conversion, i.e. the efficiency. Consequently,
an efficiency map can be used for example for simulations of the vehicle performance
in different drive cycles and environmental conditions or for testing different energy
management strategies. However, overly detailed conclusions should not be made
for very short time periods as instantaneous errors may be much more significant.
Moreover, fundamentally an efficiency map offers no insight to what occurs in tran-
sient states or where control problems may appear. Understanding the advantages
and limitations of efficiency maps is crucial for using them in appropriate situations.
From an energetic perspective, the energy consumption predicted by the two effi-
ciency maps behaves very similarly. Therefore, the dynamic operating conditions
used in obtaining the efficiency map in the on-road method are seen to have only a
minor effect on the global energy consumption prediction. In view of the goal of de-
scribing the global energetic performance of a traction electrical drive, it is therefore
confirmed that the on-road efficiency map method’s dynamic measurement conditions
do not result in a significant error.
4.4 Conclusion
The goal of this chapter has been to present the experimental results that partially
validate the on-road efficiency map method. This was enabled by the emulation plat-
form whose implementation was described in chapter 3. The actual validation con-
sisted of three stages. First, in section 4.1 the on-road efficiency map method was
employed on the emulation platform in order to obtain an efficiency map. This was
comparable to using the on-road method on the real Tazzari Zero. Second, in sec-
tion 4.2 a reference efficiency map was obtained by using the classic efficiency map
21Computationally, an efficiency map is basically a simple look-up table of efficiency values for differ-
ent operating points.
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protocol described in figures 2.3 and 4.5. Both of these methods construct the effi-
ciency map based on measured operating points for which efficiencies are computed.
The fundamental difference between the two methods is how measurements of the
operating points are made. In the classic efficiency map protocol, measurements are
taken only in steady state operation. In contrast, the on-road method makes use of
measurements taken during dynamic operation of the drive cycle. The goal of this
Master’s Thesis has been to investigate whether these dynamic measurement condi-
tions have a significant distorting effect on the resulting efficiency map.
Section 4.3 presented the comparison of the two efficiency maps. It was shown that
while some differences were found between the two efficiency maps, these differences
were mostly minor. In figure 4.11, the two efficiency maps were then used on an-
other drive cycle to predict the energy consumption of the system. It was shown that
while conclusions based on individual operating points and short time periods should
be avoided, the global energy consumption predictions of both the efficiency maps
were very close to the actual consumption. Therefore, the dynamic measurement
conditions of the on-road method do not result in a significant error in the resulting
efficiency map.
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5 Conclusion and perspectives
This Master’s Thesis aimed at the experimental validation of the on-road method.
To achieve this, an emulation platform was implemented as a validation tool. The
platform was based on Hardware-In-the-Loop simulation of an electric vehicle where
the electrical drive of the drivetrain was implemented with physical equipment and
the mechanical parts by real-time simulated mathematical models. An emulation
interface system, consisting of another electrical drive, needed to be implemented in
order to connect the physical and simulated parts of the setup. Energetic Macroscopic
Representation was used as a design tool in order to organize the complexity of the
mathematical model and to provide a systematic procedure for control design. The
implemented emulation platform allowed employing both the on-road method and
the classic efficiency map protocol to obtain two efficiency maps. The main difference
between these two methods was that in the on-road efficiency map method, operating
point measurements were obtained from the dynamic operating conditions of a drive
cycle while in the classic protocol measurements were only taken from steady state
operation.
Obtaining these two efficiency maps by using the emulation platform showed an error
of mostly under 8%. A larger error of 10-15% was obtained for high speed operation
with relatively low torque. However, this may have been due to the small number of
operating points recorded in this region when using the on-road method. This high-
lighted the importance of a varied drive cycle when using the on-road efficiency map
method. If the drive cycle does not result in operating points recorded in all parts
of the efficiency map, the on-road method must rely heavily on interpolation and ex-
trapolation. This increases the risk of significant errors in the resulting efficiency
map. Finally, an energetic comparison was performed on the platform in order to
evaluate the accuracies of the two efficiency maps. Here, the two maps were used
to predict the energy consumption of an electric vehicle during a drive cycle. Both
efficiency maps yielded an energy consumption prediction within 2% of the actual
consumption. Thus, the efficiency map of the on-road method seems to give practi-
cally the same global results as the efficiency map obtained from the classic protocol.
In addition, the results confirmed that for energetic purposes, an efficiency map gives
accurate results on a global level. On the other hand, overly detailed conclusions for
short periods of operation should be avoided as efficiency maps may result in more
significant instantaneous errors.
While the dynamic operating conditions of the on-road efficiency map method have
not been found to result in large errors in the efficiency map, other aspects of the
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method still remain to be investigated before it can be considered entirely validated.
Most importantly, the effect of the tractive force estimation should be examined. This
estimation depends on several parameters of the vehicle and of the environment.
There is most likely some error associated with the parameter values that are used
for the real Tazzari Zero. Thus, it should be determined how sensitive the on-road
efficiency map method is to errors in the environmental and vehicle parameters. In
addition, the tractive force estimation includes computing a numeric derivative of the
measured vehicle speed. This could also have a detrimental effect on the estimation
quality.
Some limitations exist related to the performed validation. First, in the emulation
platform, the mechanical parts of the vehicle drivetrain were implemented by real-
time simulated mathematical models rather than physical components. These mod-
els cannot be expected to describe the mechanical behaviour with perfect correspon-
dance to physical components. Second, the IM torque that was necessary for deducing
efficiency maps was estimated rather than measured. This estimation is sensitive to
the correct knowledge of the IM parameters. Although using this same means of es-
timation for both efficiency map methods made the results comparable, more reliable
efficiency map results would necessitate the use of a dynamometer to measure the IM
torque. Third, the IM inverter DC side current was estimated from the measured AC
side currents rather than being directly measured. This estimation assumed ideal
operation of the inverter and thus removed its effect from the efficiency maps. Mod-
ifying the measurement setup to enable direct measurement of the DC side current
would enable including the effect of the inverter in the efficiency maps.
The complete validation of the on-road method would enable obtaining a valid model
for the real Tazzari Zero. This would provide a valuable tool for investigating possible
improvements to the vehicle. For example, it could be investigated how adding hybrid
energy storage in the form of supercapacitors or fuel cells would affect the vehicle’s
energy economy or battery lifetime [40, 41]. As for the on-road method itself, it could
be extended to include the regenerative braking strategy of the Tazzari Zero.
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A Tazzari Zero characteristics
The Tazzari Zero [23] is a commercially available small battery electric vehicle. It
is powered by a 80 V - 160 Ah Lithium Iron Phosphate (LiFePO4) battery pack that
consists of 24 individual cells connected in series. This same battery pack also powers
the vehicle’s auxiliaries through a DC/DC converter. The traction electrical machine
of the Tazzari Zero is a 15 kW induction machine that the battery pack supplies
through a VSI. The machine shaft’s rotation speed is reduced by a single-ratio gear-
box. It is connected to the rear-axle of the vehicle via the mechanical differential.
The rear-axle’s two driven wheels then convert the rotational movement of the axle
to linear movement of the vehicle. Mechanical brakes are included for safety and
because the regenerative braking capacity of the vehicle is limited. The drivetrain of
the vehicle is shown in figure 2.2.
The vehicle has been instrumented with a data acquisition system. Electrical sensors
measure the current and voltage of the battery pack while a GPS antenna provides
data of the vehicle velocity and changes in altitude. The battery current and voltage
measurements include filtering. The central unit of the acquisition system (Compact
RIO, National Instrument) has been installed in the trunk of the vehicle and obtains
synchronized measurement data at intervals of 0.5 s. Table A.1 shows the values of
Tazzari Zero parameters used in the work. In addition, the values of environmental
parameters relevant to equation [(2)-4] are shown.
Table A.1: Tazzari Zero and environmental parameters used in the work.
Parameter name Symbol Value
Total speed reduction of transmission kdiffkgear 5.84
Total efficiency of transmission ηdiffηgear 96%
Wheel radius rwh 0.2865 m
Kerb mass mkerb 562 kg
Driver mass mdriver 60 kg
Total equivalent mass with driver Mtot 622 kg
Equivalent friction coefficient of shaft Btot 38.27 Ns/m
Rolling resistance coefficient croll 0.02
Standard gravitational acceleration g 9.81m/s2
Air density at 20 C° ρ 1.223 kg/m3
Aerodynamic coefficient cdragA 0.7 m2
Wind velocity against vehicle movement vwind 0 m/s
Slope angle α 0°
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B EMR basic examples
Section 2.4 has outlined how EMR can be used to organize the mathematical repre-
sentation of a complex system and to systematically obtain a control structure for the
system. The goal of this appendix is to supplement section 2.4 by providing simple
examples of each type of EMR element in table B.1. In addition, a corresponding
control element for each of these EMR elements is shown in the table.
Table B.1: Examples of EMR elements and their corresponding control elements.
Source element
Conversion element
Coupling element
Accumulation element
EMR element Example
Ideal battery
+
_
ubat
iload
iload
ubatBat.
Ideal mechanical gear
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Control element
u1,ref
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gear
gear
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First, an example of a source element is given as an ideal battery that provides a con-
stant voltage ubat to the connected system. This is the action variable of the element
since the battery is a voltage source. The reaction variable is the current iload that is
drawn by the connected load.
Second, an ideal mechanical gear is taken as an example of a conversion element.
The gear linearly modifies the torque and rotation speed between the two connected
shafts. The equations describing this component are shown in the table and are the
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contents of the shown EMR conversion element22. The control element of an EMR
conversion element can be obtained by a direct inversion, i.e. a reformulation of the
model equation. This is shown in the table by the light blue control element, in this
case assuming that the quantity to control is the EMR element’s output torque T2.
Third, a coupling element is exemplified in the table by the electromechanical con-
version of an externally excited DC machine23. The torque of the machine is the me-
chanical output. It is seen to depend not only on the armature current ia but also on
the field winding current if that is proportional to the flux of the machine. Moreover,
the machine develops a back emf ea in the armature circuit as a response to the shaft
rotation angular frequency ω. The back emf is the reaction variable of the element
on the electrical side. There is no back emf generated to the field winding circuit so
ef = 0 (but EMR conventions require elements to be connected by an action-reaction
variable pair so it is displayed). There is a degree of liberty in the control of the elec-
tromechanical conversion since the same torque can be produced with different value
pairs of {ia, if}. In EMR, this degree of liberty becomes apparent as one of the two
currents becomes a strategy-level input and the other is used to control the torque.
In a practical DC machine application, this is done so that ia controls the torque and
if is determined by the flux-weakening strategy.
Fourth, an ideal inductor is used as an example of an accumulation element. Since
the mathematical model of the inductor is a differential equation, it is represented
by an accumulation element. The form required by EMR is obtained by formulating
the equation so that the outputs of the element are integral functions of the inputs.
Note that both the outputs of the element are the same current i. Unlike other EMR
elements, the corresponding control element of an accumulation element cannot be
obtained by a reformulation of the model equation. That would require a control
element whose output is a derivative function of the input, and this is not allowed in
EMR. Therefore, an indirect inversion is used by employing a closed-loop controller.
One example of this is a PI controller with disturbance compensation24 of u2 as shown
in the table. The indirect inversion of an accumulation element always requires the
measurement of the accumulation element output.
22The equations could also be organized to have {T2,Ω1} as inputs and {T1,Ω2} as outputs. Indeed,
the inputs and outputs of conversion elements can be arranged in different ways without conflict with
the EMR causality principle. This is in contrast to accumulation elements that have fixed inputs and
outputs due to the temporal relations they represent. In fact, typically the accumulation elements of a
given system determine how the inputs and outputs of other elements should be defined.
23Note that this does not include a description of how currents ia and if have been generated. Other
EMR elements would be used to describe how these currents are induced by applying voltages to the
windings of the machine.
24This compensation is not obligatory since a closed-loop controller can simply be made to reject the
disturbance.
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C eV experimental platform
The emulation platform and all experimentation of this work was performed in the
L2EP laboratory on the so called eV experimental platform. The eV platform con-
sists of a variety of equipment available for experimentation, including electrical ma-
chines, VSI’s, supercapacitors and fuel cells. Their modular arrangement enables
them to be connected to create experimental setups as needed by different research
projects. The goal of this appendix is to describe how the eV platform was used in
order to implement the emulation platform of this work. In addition, the parameter
values of the emulation platform’s physical equipment are given.
As can be seen from figure 3.8, the physical equipment of the emulation platform con-
sists of the IM and the PMSM as well as their electrical supplies. Figure C.1 presents
the same EMR diagram but with the actual physical equipment of the implementa-
tion shown. The remaining elements of the figure represent the real-time simulation
of the mechanical parts of the drivetrain as well as the control of the drivetrain and
the PMSM drive. All these real-time functions are implemented by a dSpace 1005
controller board. In the experimental results of this work, a computation frequency
of 10 kHz was used.
As mentioned in chapter 4, the function of the IM drive’s battery is implemented by a
DC bus. Both of the DC buses of the platform are separate and created in the follow-
ing way. The three-phase mains voltage output is connected to an autotransformer
that allows regulating the amplitude of the three-phase voltages. The three-phase
voltage output of the autotransformer is then rectified by a full diode bridge and the
resulting DC voltage is smoothed by the DC bus capacitors. Creating a DC bus in
this way allows easy manual regulation of the DC voltage level by altering the trans-
former voltage ratio25. However, it is also the reason why the emulation platform is
implemented with reduced power compared to the Tazzari Zero. The power reduction
is not due to machine limitations but comes from the autotransformers. While the
nominal stator currents of the two machines are 41.8 A and 43 A respectively, the
maximum allowed current RMS values of the two respective autotransformers are
20 A and 22 A. Thus, reduced power is used to ensure safe operation26.
25This capability allows limiting the inrush currents of the DC bus capacitor when connecting the
mains to the rectifier feeding the DC bus capacitor.
26Another possibility would be to feed both the IM and the PMSM inverters from the same DC bus.
This would drastically reduce the electrical power taken via the autotransformer. In the typical situa-
tion where the IM generates positive torque and the PMSM negative torque to impose resistive forces,
the regenerative braking energy of the PMSM could be directly used by the IM instead of being con-
verted to heat with a large resistor. However, using one DC bus was discovered to result in strong
variations of the DC bus level which in turn was problematic for the control of the inverters. Conse-
quently, two separate DC buses were used in this work.
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Figure C.1: Emulation platform implementation on the eV platform in the L2EP
laboratory.
Physical measurements are implemented as follows. The DC bus voltages are mea-
sured by two voltage probes. Two AC line currents are measured from each inverter
using measurement sensors integrated directly into the inverters, providing iim,meas
and ism,meas. A tachometer is used to provide the speed measurement Ωsh,meas as well
as the shaft rotation angle that is also the measured PMSM rotor position θsm,meas.
All these measurements are then given to the dSpace controller board.
The platform’s induction machine has a squirrel cage rotor and parameter values as
shown below in table C.1.
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Table C.1: Induction machine parameters.
Parameter name Symbol Value
Number of pole pairs p 2
Stator resistance of one phase Rs 0.35 Ω
Rotor resistance Rr 0.45 Ω
Stator self inductance of one phase Ls 0.0503 H
Rotor self inductance Lr 0.0503 H
Mutual inductance between one stator phase and rotor Msr 0.0447 H
Nominal output power Pnom 22 kW
Nominal line-to-line RMS voltage Unom 400 V
Nominal stator winding current Inom 41.8 A
Nominal stator angular frequency ωd/s 2pi50 rad/s
Nominal rotation speed Nnom 1456 rpm
The permanent magnet synchronous machine parameters are shown in table C.2.
Table C.2: Permanent magnet synchronous machine parameters.
Parameter name Symbol Value
Number of pole pairs p 4
Stator resistance of one phase Rs 0.41 Ω
Stator d-axis inductance Ld 0.0081 H
Stator q-axis inductance Lq 0.0101 H
Permanent magnet flux crossing the airgap Φpm 1.1905 Wb
Nominal output power Pnom 22.8 kW
Nominal line-to-line RMS voltage Unom 360 V
Nominal stator winding current Inom 43 A
Nominal stator angular frequency ωd/s 2pi100 rad/s
Nominal rotation speed Nnom 1500 rpm
Finally, the shaft connecting these two machines has the following parameters shown
in table C.3.
Table C.3: Parameters of the shaft connecting the two machines.
Parameter name Symbol Value
Moment of inertia J 0.192 kgm2
Friction coefficient f 0.057 Nms
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D Transformations
This appendix details the calculus related to the EMR transformation element and
has two parts. First, the machine connection type is considered as a factor deter-
mining how given inverter voltages and currents are converted into machine phase
voltages and currents, and vice versa. Second, the Park transformation and the in-
verse transformation are derived. They describe conversions between machine phase
quantities and space vectors in a rotating coordinate system.
Machine connection type
The definitions of star and delta connections with related voltage and current direc-
tions as used in this work are shown in figure D.1 with subindex numbers indicating
inverter quantities and letters machine phase quantities.
u13
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u23
_
+
_
+ +
_
_
+
_
+
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vc vbi3
i2 ic ib
ia
u13
i1
u23 +
_
+
_
+
_
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vb vci3
i2
ib
ic
ia
Figure D.1: Used definition of star and delta connections of machine phases.
Considering the machine phase voltages and currents to form sets of three-phase
systems (sum of phase quantities equal to zero), the connection definitions of figure
D.1 yield the transformation matrices given below.
Inverter line-to-line voltages to machine phase voltages:
 vavb
vc
 = [Tuv][ u13
u23
]
, with

Star connection: [Tuv] = 13

2 −1
−1 2
−1 −1

Delta connection: [Tuv] =

0 1
−1 0
1 −1

[(D)-1]
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Machine phase voltages to inverter line-to-line voltages:
[
u13
u23
]
= [Tvu]
 vavb
vc
 , with

Star connection: [Tvu] =
 1 0 −1
0 1 −1

Delta connection: [Tvu] =
 0 −1 0
1 0 0
 [(D)-2]
Inverter line currents to machine phase currents:
 iaib
ic
 = [Ti][ i1
i2
]
, with

Star connection: [Ti] =

1 0
0 1
−1 −1

Delta connection: [Ti] = 13

1 2
−2 −1
1 −1

[(D)-3]
Machine phase currents to inverter line currents:
[
i1
i2
]
= [Tii]
 iaib
ic
 , with

Star connection: [Tii] =
 1 0 0
0 1 0

Delta connection: [Tii] =
 0 −1 1
1 0 −1
 [(D)-4]
Park transformation
The approach taken in this work takes use of the mathematical tool of a space vec-
tor. This involves describing a symmetric three-phase system with an equivalent
two-phase system, as the three-phase symmetry leads to the presence of only two in-
dependent quantities. The complex plane is used in order to represent this two-phase
system with a single complex quantity. These operations are accomplished with the
space vector definition [42]
sαsβs(t) =
2
3
K
[
sa(t) + sb(t)e
j2pi
3 + sc(t)e
j4pi
3
]
[(D)-5]
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where sa(t), sb(t) and sc(t) are the set of symmetrical three phase quantities and
sαsβs(t) the corresponding space vector. The scaling constant K is chosen throughout
this work as K =
√
3
2 . This results in the instantaneous power of a three-phase
system being given as [39]
p(t) = <{ui∗} [(D)-6]
Another choice of K would necessitate the addition of scaling constants to obtain the
same power value. The space vector definition of [(D)-5] produces a space vector in
the stationary stator coordinates as defined in figure 3.2. Transformations of type
sx = sαsβse
−jθx From stator coordinates to coordinate system x [(D)-7a]
sαsβs = sxe
jθx From coordinate system x to stator coordinates [(D)-7b]
can be used in order to move from one coordinate system to another. Here, the general
coordinate system x is characterized by the transformation angle θx (compare with
angles defined in figure 3.2). By combining the space vector definition of equation
[(D)-5], the coordinate transformation of [(D)-7a] and Euler’s formula
e−jγ = cos(γ)− jsin(γ) [(D)-8]
the Park transformation of equation [(D)-9] is obtained. The inverse Park transfor-
mation of equation [(D)-10] can be derived in a similar fashion. First, a transfor-
mation of type [(D)-7b] is used to move from rotating coordinate system x to stator
coordinates after which the space vector is divided into phase quantities.
sx =
[
sαx
sβx
]
=
√
2
3
[
cos (θx) cos (θx − 2pi3 ) cos (θx + 2pi3 )
− sin (θx) − sin (θx − 2pi3 ) − sin (θx + 2pi3 )
]
︸ ︷︷ ︸
[T (θd/s)PARK]
 sasb
sc
 [(D)-9]
 sasb
sc
 = √2
3
 cos (θx) − sin (θx)cos (θx − 2pi3 ) − sin (θx − 2pi3 )
cos (θx +
2pi
3 ) − sin (θx + 2pi3 )

︸ ︷︷ ︸
[T (θd/s)PARK]
−1
[
sαx
sβx
]
[(D)-10]
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E Closed-loop controller design
The emulation platform of figure 3.8 shows that five indirect inversions (light blue
elements with diagonal bars), i.e. closed-loop controllers are required. Furthermore,
the stator current controllers of both machines are vector-valued and thus necessitate
two scalar-valued controllers for the implementation of each space vector controller.
The use of EMR does not set any special requirements for the implementation of the
closed-loop controllers. In this work, PI controllers are used for all closed-loop con-
troller implementations. The block diagram of a PI controller controlling a general
first-order system is shown below in figure E.1. In the most simple case, the controller
output uref can be directly actuated to the process input value u, i.e. u = uref . How-
ever, this is not the case for any of the emulation platform’s closed-loop controllers27.
Nevertheless, in the design of the controller it is assumed that u = uref . This assump-
tion needs to be carefully examined especially when other closed-loop controllers are
involved in actuating uref into u. In this case, cascade control is formed and it is
important that the inner closed-loop controller has a significantly shorter response
time than the outer controller28.
_
+ yref
ymeas
kp
ki s-
+
+
K
sτ+ 1
uref
u y
Figure E.1: Control of a first-order system by a PI controller.
The design of a PI controller involves most importantly the choice of controller pa-
rameters kp and ki. This can be done in a systematic fashion by forming transfer func-
tion y/yref of the controlled system shown in figure E.1. The resulting second-order
transfer function’s denominator is then compared to the denominator of a general
second-order system, as shown in equation [(E)-1]. Consequently, conditions can be
formed for the controller parameters based on the desired response dynamics deter-
mined by the damping ratio ξ and natural frequency ωn. However, this way of design
27This can be seen from the EMR diagram of figure 3.8 where none of the indirect inversion blocks
yield variables that are directly actuated.
28An example of this can be taken from the emulation platform’s PMSM speed drive. The outer
speed PI controller outputs torque reference Tsm,ref whose actuation involves the PI controllers of the
stator currents. Thus, the stator current controllers need to be significantly faster than the shaft speed
controller. This separation of time scales enables the speed controller to consider Tsm,ref = Tsm without
significant error.
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neglects the effect of the PI controller transfer function’s zero. Therefore, the actual
closed-loop response will not correspond exactly to the dynamics chosen with ξ and
ωn.
y
yref
=
skpK+kiK
τ
s2 + s
1+kpK
τ +
kiK
τ
=
numerator
s2 + 2ξωns+ ω2n
, =⇒
kp =
2ξωnτ−1
K
ki =
ω2nτ
K
[(E)-1]
Another possibility exists for designing the response transfer function. The closed-
loop transfer function’s zero can also be used to compensate one of the poles, thus
resulting in a first-order closed-loop transfer function. This yields the conditions
shown in equation [(E)-2] with τcl defined as the time constant of the closed-loop
response.
y
yref
=
1
1
(kp+
ki
s
)( K
sτ+1
)
+ 1
=
1
sτcl + 1
, =⇒
kp = τkiki = 1Kτcl [(E)-2]
In addition, in digital implementations a numeric integration method must be chosen
to implement the controller integrator part. In this work, all numeric integrations
used in the platform are performed with the simple forward Euler method
Hn = Hn−1 + hn−1Tstepsize [(E)-3]
where h is the discrete function to be integrated, H is the function’s integral, Tstepsize
the length of the time step and n is the sample index. Despite the simplicity of the
method, the integral error remains minor if the time step size is small.
One more major consideration exists in the design of the closed-loop controllers - the
addition of output saturation and integrator anti-windup into the controllers. Satu-
rating the controller output can be necessary in order to prevent generating control
references that are unsafe or that simply cannot be actuated in reality. For example,
the closed-loop current control of the induction machine stator currents outputs a
stator voltage space vector reference. However, there is an upper limit to the magni-
tude of the voltage space vector that can be realized. This limit depends on the DC
voltage suppying the inverter and the PWM strategy that is used to convert the DC
voltage into a set of AC voltages. Saturating the control output of the current con-
troller prevents passing on a voltage instruction that cannot be realized29. However,
this presents a new problem in the control. As described above, the PI controllers
29If this saturation is not performed with the control signals, it will occur physically once the inverter
modulation function reaches its limit values.
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employ an integrator block whose gain parameter ki is selected based on the desired
response. However, if the controller output cannot be realized, the designed response
dynamics will not be achieved. In practice, saturation leads to a slower response.
This has unfortunate effects on the integrator of the controller because it keeps inte-
grating the control error according to its design without knowledge that the system
is at its limits and can no longer follow the designed dynamics. Typically, this results
in large overshoots and long settling times in the closed-loop response. The purpose
of the controller anti-windup is to protect against this by modifying the integration
process in one way or another when saturation occurs. The anti-wind up scheme used
in this work is the so called back calculation anti-windup30[39] , shown in figure E.2.
The scheme is based on modifying the integrator input when saturation occurs. In
case of saturation, the integrator is made to operate on a modified control error ei
that would have generated a control output on the saturation limit (instead of over
it). This is accomplished by a feedback from the difference between the unsaturated
and saturated control outputs through the back-calculation coefficient gain 1/kp.
+
+kis
kp
+
+
1
kp
-
+
e +
ymeas
yrefu unoSat
-
Back-calculation coeﬃcient
Saturation of controller output
ei
Figure E.2: Back-calculation anti-windup for a PI controller.
Table E.1 shows the closed-loop controller parameters used in the emulation plat-
form. The preferred tuning method for the controllers was equation [(E)-2] because
the first-order closed-loop response is typically less prone to overshooting than if
equation [(E)-1] is used to design a fast second order response31. Manual tuning
was used for the design of the PMSM shaft speed controller, i.e. the coefficients were
determined experimentally. Small variations of these parameters were found to have
significant effects on the emulation platform’s performance and thus improvements
in controller performance were seeked by experimentally varying the controller pa-
rameters.
Anti-windups as shown in figure E.2 were implemented for the current control of
30A comparison of this anti-windup scheme with other methods is presented in [43].
31The response type obviously depends crucially on the chosen response characteristics (τcl for first
order response, ξ and ωn for second order response). However, the transfer function zero that is ne-
glected when using [(E)-1] typically results in increased overshooting that is not anticipated with the
design equation.
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Table E.1: Closed-loop controller parameters used in the emulation platform.
Controller Tuning kp ki Saturation limit
IM eq. winding d current [(E)-2] 8.82 105 vs,dq,lim = 0.65ubat,meas
IM eq. winding q current [(E)-2] 8.82 105 vs,dq,lim = 0.65ubat,meas
Rotor flux [(E)-1] 82.6 2249 None
Equivalent chassis [(E)-2] 207.3 12.76 None
PMSM shaft speed Manual 9.60 0.285 None
PMSM stator d current [(E)-2] 4.86 246 vsm,s,dq,lim = 0.65usm,bus,meas
PMSM stator q current [(E)-2] 6.06 246 vsm,s,dq,lim = 0.65usm,bus,meas
both machines. These current controllers have an added layer of complexity relating
to the saturation of the control output. For example, the IM current controller out-
puts voltage space vector reference vs,dq,ref that consists of the space vector’s d and
q components. These two component references are given by separate scalar-valued
PI controllers but the two-dimensional space vector they form must be saturated in a
unified way32. In the current controllers of the emulation platform, priority is given to
the flux control of the machines. This signifies that if the voltage space vector magni-
tude is too great, the torque-producing q component is reduced until the entire space
vector length becomes realizable. In other words, the d component is not saturated33.
The remaining issue is then to determine the correct saturation limit for the voltage
space vector, i.e. to determine the maximum realizable space vector magnitude. It is
recalled that the voltage space vector magnitude is proportional to the amplitude of
the machine stator three-phase voltages. Consequently, it depends on the DC voltage
supplying the inverter and the PWM strategy that is used to convert the DC voltage
into a set of AC voltages. It was experimentally determined for the emulation plat-
form that the modulation function of the inverter reaches its limit values when the
voltage space vector magnitude is approximately 70% of the inverter DC voltage. In
order to saturate the space vector reference before this occurs, a limit of 65% of the
DC bus voltage was used to saturate the voltage space vector. The equivalent chas-
sis and PMSM shaft speed controllers do not include saturation blocks because the
speeds are determined by the drive cycle and thus the references need to be followed
without significant delay. The IM rotor flux controller does not require anti-windup
because the controller’s output isd,ref is given priority in the IM current control and
thus the reference can be reached without saturation occuring.
32If the two components are saturated separately, there is a high likelyhood of a resulting voltage
space vector whose magnitude is less than what is possible to realize with the inverter. In contrast,
saturating the voltage space vector as a unified quantity allows forming a space vector reference whose
magnitude is the maximum realizable value.
33Another conceivable method would be to saturate both the d and q components of the voltage space
vector. However, reducing the d component in this way would lead to undesired flux weakening every
time the current controller saturates.
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F Field weakening operation
The achievable speed range of an induction machine can be significantly extended
with field weakening operation of the machine. This signifies lowering the flux mag-
nitude in order to reach higher rotation speeds. This is seen in the efficiency map
of figure 2.4 at vehicle speeds higher than approximately 8.1m/s. It is the goal of
this appendix to describe the flux weakening of the emulation platform’s induction
machine.
The physical background of flux weakening can be understood from the model equa-
tions of the machine. From [(3)-14] it is observed that the back emf’s of the machine
increase with the stator angular frequency ωd/s and the rotor flux magnitude Φrd.
Equation [(3)-13] shows that the increasing of the back emf’s creates a larger resis-
tive voltage disturbance for the stator current control of isd and isq. Thus, the more
the rotation speed and thereby the stator angular frequency increase, the higher the
stator voltage requirement becomes to reach given stator current component values.
It is recalled from equations [(3)-16] and [(3)-17] that the control of these current
components is directly proportional to the flux and torque control of the machine.
However, in practice the stator voltages cannot be increased beyond a certain value.
On the other hand, equation [(3)-14] informs that by lowering the rotor flux mag-
nitude, the back emf’s decrease. This is the basis of flux weakening operation. At
high speeds, the increase of the back emf’s is avoided by lowering the rotor flux mag-
nitude. However, flux weakening comes with a major disadvantage. As can be seen
from equation [(3)-16], the torque of the machine is proportional to the rotor flux mag-
nitude. Therefore, weakening the flux decreases also the torque-producing capability
of the machine. This is why flux weakening should only be used when necessary.
It also explains the Tazzari Zero’s reduced tractive force capability at high speeds,
visible in figure 2.4 at elevated speeds of the vehicle.
Understanding the fundamental mechanisms by which the rotor flux magnitude af-
fects the speed and torque capability of the machine, focus is now given to controlling
it. Two main issues need to be resolved to establish the rotor flux control strategy
of the machine. First, the nominal rotor flux value needs to be calculated. This is
used as the flux reference value at low speeds when flux weakening is not necessary.
This value is usually not given by the machine manufacturer. Second, an appropriate
method for decreasing the flux at high speeds needs to be determined.
First, the nominal rotor flux value is computed. As described by equation [(3)-17],
the rotor flux magnitude Φrd is controlled by the stator current component isd. Thus,
if the nominal value of this current component can be calculated, the corresponding
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nominal rotor flux value is obtained from this equation in steady state, i.e.
Φrd,nom = Msrisd,nom [(F)-1]
The nominal current d component value isd,nom can be obtained as follows. First,
equations [(3)-10] and [(3)-11] are written in the nominal steady state operating
point. It is assumed that at the nominal point the voltage drop over the stator re-
sistance is small compared to other terms, yielding
 vsd,nom = ωd/s,nom(
M2sr
Lr
− Ls)isq,nom
vsd,nom = ωd/s,nomLsisd,nom
[(F)-2]
Combining this with conditions
{
|vs,nom|2 = v2sd,nom + v2sq,nom
|is,nom|2 = i2sd,nom + i2sq,nom
[(F)-3]
yields the nominal stator d current component as
isd,nom =
√√√√√|is,nom|2 − (
|vs,nom|
ωd/s,nom
)2 − (Ls|is,nom|)2
M4sr
L2r
− 2LsM2srLr
[(F)-4]
Equations [(F)-1] and [(F)-4] can then be used to compute the nominal rotor flux
value. This requires knowledge of the nominal values of the voltage and current
space vectors |vs,nom| and |is,nom| as well as the nominal stator angular frequency
ωd/s,nom. These can be easily obtained from the IM nameplate data (see appendix
C). With scaling constant K in the space vector definition of equation [(D)-5] chosen
as K =
√
3
2 (see appendix D), the nominal voltage and current RMS values given
in the nameplate data are equal to the respective nominal space vector magnitudes.
Consequently, for the IM of the emulation platform, the nominal rotor flux magnitude
is obtained as Φrd,nom = 1.15Wb.
Next, it is considered how the rotor flux magnitude should be modified in order to
reach higher rotation speeds. In this work, the following approach is taken. The
rotor flux is decreased as the inverse of the speed increase above the base rotation
speed34, i.e.
34The base rotation speed Ωsh,base is the rotation speed at which flux weakening is begun.
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Φrd,ref =
Φrd,nom, |Ωsh| ≤ Ωsh,baseΦrd,nomΩsh,baseΩsh , |Ωsh| > Ωbase [(F)-5]
With the parameters of the emulation platform’s IM, the resulting flux weakening
strategy used in this work is shown in figure F.1. The base speed has been chosen
as Ωsh,base = 89rad/s for a DC bus level of about 230V for the IM. This was found to
result in satisfactory field weakening so that desired speeds could be reached.
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Figure F.1: Flux weakening strategy used in this work for the IM.
Flux weakening usage in emulation is demonstrated below in figure F.2. The figure
shows how at speeds above the base speed, the flux is controlled to a lower value.
Ro
tor
 ﬂu
x (
Wb
)
Time (s)
0
200 400 6000
40
80
120
Sh
aft
 sp
ee
d (
rad
/s)
0.7
800
0.8
0.9
1.0
1.1
160
Figure F.2: Usage of flux weakening during emulation.
The advantage of this method is its simplicity and rather good performance. How-
ever, it does not result in maximal torque-producing capability in the field weakening
region [44]. A more advanced method that provides this capability and that is insen-
sitive to errors in machine parameters has been proposed in [45]. However, these
properties come at the cost of two additional PI controllers. Therefore, in this work
the simple flux weakening strategy shown in figure F.1 is used.
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G Symmetrical suboscillation PWM
The mechanism for controlling the emulation platform of figure 3.8 is the control of
the switching orders of the two inverters of the system. The induction machine drive’s
VSI and its control element35 are represented by EMR as shown below in figure G.1 .
ubat
iinv
uinv
iimm
uinv,refubat,meas
Figure G.1: VSI and related control element.
The first step to obtaining appropriate switching orders is reformulating the VSI’s
model equation [(3)-1] into
mave =
uinv,ref
ubat,meas
[(G)-1]
However, the result of this operation does not yield directly usable switching orders.
This is due to two reasons. First, the control law [(G)-1] results in continuous real
number values for mave that are not directly applicable to the VSI switches. This
is because the switches can only either be in the conducting state or in the non-
conducting state. Indeed, mave represents the desired average switching orders while
the actual instantaneous values need to be obtained by means of Pulse Width Modu-
lation (PWM). The PWM can be implemented by the traditional method of comparing
the desired average switching order values to triangular carrier waves of high fre-
quency [39]. This well-known triangular wave comparison is not further detailed
here. Second, the actual inverter switching orders are the three36 switching orders
{s11, s21, s31}, not the two elements of the modulation function m as defined by equa-
tion [(3)-1]. Thus, the first goal of this appendix is showing how to obtain these three
switching orders from a given modulation function. The second goal is to present the
symmetrical suboscillation method. This method allows taking maximal advantage
of the available DC voltage by modifying the switching orders in a specific way.
First, it is considered how the desired average modulation functionmave can be trans-
35Here notation for the IM drive’s inverter is used but the same concept is used for the PMSM drive’s
inverter.
36As explained in section 3, the three switching orders of the remaining three lower semiconductor
switches {s12, s22, s32} are obtained as the complements of the switching orders of the upper switches.
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formed into three switching orders {s11, s21, s31}. This is done for the inverter shown
below in figure G.2. The inverter of the figure is identical to that of figure 3.1 except
for the addition of a reference earth whose potential level is chosen to be the middle
point of the voltage between the battery terminals. Fictitous inverter phase voltages
can then be defined as voltages from each inverter line to this reference earth poten-
tial. It is emphasized that neither these inverter phase voltages nor the reference
earth are physically relevant but that they are only used as a tool for obtaining the
switching order values.
ubat
u13
u23
i1
i2
s11
iinv
+
_ +_
+
_
s21 s31
s12 s22 s32 +
_
u 1u2
+
_
u
3
+
_
2
ubat+
_ 2
Figure G.2: VSI with fictitous phase voltages shown.
As before, switching order value 1 signifies conducting state of the switch while -1
signifies non-conducting state. Combining this definition with the condition that the
fictitous phase voltages should form a set of three-phase voltages (u1 + u2 + u3 = 0),
the switching order values can be obtained as
 s11s21
s31
 = 2
3
 2 −1−1 2
−1 −1
mave [(G)-2]
Using equation [(G)-2] to compute the switching order values results in switching
orders that vary sinusoidally in steady state37. This is the basic approach to deter-
mining the switching orders. However, this approach does not take maximal advan-
tage of the DC bus because overmodulation [39] is never used. A more advanced
method is the symmetrical suboscillation method [46]. The key idea of the method
is to add a zero-sequence component into the switching orders, i.e. to add the same
term at all instants of time into each of the three individual switching orders. This
then results in zero-sequence components appearing also in the machine phase volt-
ages. Interestingly, this can be done without effect on the currents of the machine.
37Once again, it is noted that these continuous-valued signals are then implemented approximately
by means of the triangular wave comparison.
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The reason for this is that in the absence of a neutral connector in the machine,
the zero-sequence voltage component cannot induce currents as there is no return
path for the zero-sequence current component. This idea has typically been utilized
by adding 3rd harmonic content or other zero-sequence components to the switching
signals [39, 47]. In contrast to this concept of adding specific harmonic content to
the switching orders, the symmetrical suboscillation method is based on choosing the
zero-sequence component at each instant according to
∆ =
max{s11, s21, s31}+min{s11, s21, s31}
2
[(G)-3]
Adding ∆ to the original switching orders obtained from [(G)-2] results in the zero
level being exactly in the middle point between the largest and the smallest switching
order values. Balancing the switching order values symmetrically around the zero
level in this fashion has the effect of the switching orders reaching the limit values of
1 and −1 only when it can no longer be avoided by overmodulation. In this way, for a
given battery voltage level, the inverter’s capacity to create AC voltages of maximum
possible amplitude is obtained.
The results of this appendix are summarized by equation [(G)-4]. It describes how the
switching orders are obtained from the desired average modulation function mave by
using the symmetrical suboscillation method. In the equation, ∆ is chosen according
to [(G)-3].
 s
′
11
s′21
s′31
 = 2
3
 2 −1−1 2
−1 −1
mave +
 ∆∆
∆
 [(G)-4]
The entire contents of the light blue control block shown in figure G.1 are summarized
below in figure G.338.
uinv,refControl law
[(G)-1]
maveSymmetricalsuboscillation
method
[(G)-4]
Triangular
comparison
s21 s31s11 }{ , ,' ' 'm
Figure G.3: Control of a VSI.
38It is noted that the triangular comparison results in the three realizable switching order values that
indicate the respective switch to be either in the conducting or the non-conducting state. From these,
the other three switching orders {s12, s22, s32} can be obtained as the respective complement values. For
a real VSI, the six obtained realizable switching orders are the required control signals and are given
to the driver circuits of the switches. In other words, they are not collected back into the modulation
function m. This is done in the EMR diagrams for compactness.
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