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Abstract
The dynamics of open quantum systems (i.e., of quantum systems interacting with an
uncontrolled environment) forms the basis of numerous active areas of research from quan-
tum thermodynamics to quantum computing. One approach to modeling open quantum
systems is via a Collision Model. For instance, one could model the environment as being
composed of many small quantum systems (ancillas) which interact with the target system
sequentially, in a series of “collisions”.
In this thesis I will discuss a novel method for constructing a continuous-time master
equation from the discrete-time dynamics given by any such collision model. This new
approach works for any interaction duration, δt, by interpolating the dynamics between
the time-points t = nδt. I will contrast this with previous methods which only work in
the continuum limit (as δt → 0). Moreover, I will show that any continuum-limit-based
approach will always yield unitary dynamics unless it is fine-tuned in some way. Given
the central role of information flow between the system and environment plays in open
quantum systems, unitary models are wholly insufficient. Thus continuum limit master
equations must be fine-tuned to even function as valid models of open quantum systems.
For instance, it is common to find non-unitary dynamics in the continuum limit by taking
an (I will argue unphysical) divergence in the interaction strengths, g, such that g2δt is
constant as δt→ 0.
In addition to overcoming the above limitations, the new interpolation-based approach
allows for the straightforward treatment of essentially any representation of a quantum
system (e.g., Hilbert space vector, density matrix, Bloch vector, probability vector, in
addition to a Gaussian state’s mean vector and covariance matrix). Examples of each of
these representations will be given throughout this thesis.
Moreover, the new interpolation-based approach allows for an order-by-order analysis
of the dynamics as a series in δt. This allows us to identify which types of dynamics
are “fast” and which are “slow” as well as how this “speed” depends on the interaction
Hamiltonian between the system and ancilla. For instance, we can (and will) investigate
under what conditions we can see purification effects at first order in δt. As I will show the
“speed” of the purification effects are tied to the complexity of the interaction; Purification
at first order in δt requires the interaction Hamiltonian to be at least Schmidt rank-2. A
necessary condition for thermalization is also discussed.
In addition to this purification study, I will present a complete analysis of Gaussian
dynamics regarding which types of dynamics appear at which orders in δt under which
Hamiltonians. Given a Hamiltonian (either designed or fixed by fundamental considera-
tions e.g., the light-matter interaction) we can determine what dynamics are supported
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at what orders in δt. Conversely, given some dynamics (e.g., from experiments) we can
determine what class of interaction Hamiltonians could support it.
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Chapter 1
Introduction
Open quantum dynamics—the study of quantum systems interacting with an uncontrolled
environment—is relevant to a host of different disciplines ranging from applied physics and
engineering to the foundations of quantum theory. It is fundamental to the quantum mea-
surement problem and to quantum thermodynamics. Moreover, it is essential to building
error models for quantum information technologies, from quantum computing to quantum
sensing.
One common way to construct a model of open quantum dynamics is by using a Col-
lision Model (also know as a Repeated Interaction System) [8, 6, 5, 90, 42, 77, 100, 84]. In
such a model, the state of a quantum system, ρˆ, is repeatedly updated by the process,
ρˆ(nδt)→ ρˆ ((n + 1)δt) = φ(δt)[ρˆ(nδt)], (1.0.1)
where φ(δt) is some completely positive trace preserving (CPTP) map and where δt is the
duration of each interaction. Given an initial state ρˆ(0), such an update scheme defines
the system state ρˆ(t) at time t = nδt for n = 0,1,2, . . . .
Collision models have been used to study a wide scope of problems including decoher-
ence and related effects [80, 99, 101, 102], quantum thermodynamics [20, 18, 21, 57, 19, 22,
51, 79, 85, 60], quantum metrology [83], and even gravitational decoherence [56, 55, 3, 2]
An intuitive example of a collision model is what we will call in this thesis ancillary
bombardment. In this type of scenario the environment is modeled as an infinite collection
of quantum systems (ancillas, A) which the system interacts with sequentially. One may
imagine a quantum system, S, in a gas interacting with each of the constituents of the gas,
A, one at a time in sequence.
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In this thesis we will be making the following assumptions on for any ancillary bombard-
ment scenarios: 1) the system never interacts with the same ancilla twice, 2) the ancillas do
not interact with each other, 3) the ancillas are all initially uncorrelated with each other,
4) the ancillas are all in the same state, ρˆA, at the beginning of their interaction with the
system and 5) each system-ancilla interaction is identical (same Hamiltonian, same dura-
tion, etc.). Given these assumptions, the dynamics for the system is time-independent and
Markovian1 (there is no mechanism for memory effects). That is, given the above assump-
tions, this ancillary bombardment scenario is described by the update scheme (1.0.1); the
same φ(δt) is used at every time-point and ρˆ ((n + 1)δt) only depends on ρˆ (nδt). If the
system and ancilla evolve for a duration δt under a joint Hamiltonian, Hˆ, then the update
map is given by,
φ(δt)[ρˆS] = TrA( exp(−i δt Hˆ/h̵)(ρˆS ⊗ ρˆA) exp(i δt Hˆ/h̵)). (1.0.2)
This is not the only type of update map which is possible in a generic collision model,
many others possibilities will be considered in Chapter 3. Regardless, let us continue the
introduction with this form of update map in mind.
One may hope that the Markovian time-independent dynamics given by the update
scheme (1.0.1) can be modeled by a Markovian time-independent master equation. That
is,
d
dt
ρˆ(t) = L[ρˆ(t)], (1.0.3)
for some super-operator, L, which generates the dynamics. If this were the case then we
could leverage many of the tools developed for master equations to our benefit.
The obvious difficulty in trying to construct a differential equation from (1.0.1) is that
it only defines the system state at times t = nδt, whereas (1.0.3) presupposes a system state
is defined at all times. One obvious solution to this problem is to consider the continuum
limit where δt → 0. This approach is common in the literature [27, 67, 41, 31, 30, 88, 68,
29, 40, 4, 7, 23], however it is not without its limitations. Indeed, one of the central aims
of this thesis is to draw into sharp relief these limitations.
Firstly, the δt→ 0 limit cannot be achieved experimentally; in actuality, all interactions
take a finite amount of time. The δt → 0 limit does not describe a realistic scenario
1Some modified collision models introduce non-Markovianity by relaxing assumption 2. After S inter-
acts with the nth ancilla, An, there is an interaction between An and An+1 before S interacts with An+1. In
this way information about previous system states can influence the dynamics. See for instance, [28, 95].
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and is taken out of mathematical convenience (i.e., in order to get a master equation).
Contrast this with lattice models where we take the continuum limit (δx → 0) to recover
the continuum theory which we treat as being exact. It is important to stress that this is
not the case for collision models; reality has δt finite and taking δt→ 0 is an approximation
which must be justified. In order to justify this treatment one needs a way to analyze finite
duration effects, if only to verify that they are negligible.
Secondly, as we will discuss in Chapter 4, for a wide range of update maps (including
all those of the form (1.0.2)) the continuum limit dynamics is unitary; that is, the system
does not become entangled or even correlated with its environment. If we are hoping to
use a continuum limit collision model to describe non-trivial open dynamics, we are in
trouble. Indeed, this amounts to a complete failure2 as a model of open quantum systems.
As prevalent as this unitary-in-the-continuum-limit phenomenon is, it is not completely
unavoidable. For example, a common trick [42, 27, 3, 67, 41, 31, 30, 88, 68, 29, 40, 4, 7, 23]
to get non-unitary dynamics in the continuum limit is to take the interaction strength, g,
to diverge as g ∼ √κ/δt as δt → 0 for some constant κ such that g2δt = κ is constant as
δt→ 0.
In Chapter 4 I will cast serious doubt on the physicality of this g2δt = κ approach.
Indeed, I have never seen this approach justified on physical terms. Instead it is discussed
as a mathematical trick or simply what it takes to “make the math work” (i.e., to find
non-unitary dynamics in the continuum limit). In Chapter 4 I will provide a necessary
and sufficient condition for any update map, φ(δt), to give non-unitary dynamics in the
continuum limit. As we will see, satisfying this condition requires the dynamics to be in
some way fine-tuned (the g2δt trick being one such possibility).
Thus in order to use collision models to model non-unitary dynamics we must either:
1. work without a master equation,
2. work with the continuum limit master equation and somehow justify both the δt→ 0
approximation and the necessary fine-tuning (e.g., g2δt constant),
3. somehow construct a master equation outside of the continuum limit.
The primary goal of this thesis is to pursue and develop the third option as an alternative
to the second. Indeed, the formalism developed in this thesis will allow us to easily work
outside of the continuum limit, thus avoiding both of the above discussed issues.
2Not to say this phenomena is always detrimental. An application of this unitary-in-the-continuum-
limit phenomenon for the purpose of quantum control was given in [64]. Other early examples of this
phenomena can be seen in Refs. [96, 97, 64, 98].
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The new approach is to construct a uniquely well-behaved interpolations scheme which
1) satisfies a differential equation of the form (1.0.3), 2) exactly matches the discrete
dynamics at each time-point given by (1.0.1), and 3) is amenable to study in the continuum
limit. This allows us to model the system’s evolution with a master equation without taking
δt → 0. Keeping δt finite, we automatically include the finite duration effects which will
be present in any actual experiment. Moreover, these finite duration effects are typically
non-unitary such that we do not need any fine tuning.
In addition to solving the above issues the approach outlined in this thesis has two more
significant benefits. Firstly, the new interpolation-based approach allows for the straight-
forward treatment of essentially any representation of a quantum system (e.g., Hilbert
space vector, density matrix, Bloch vector, probability vector, in addition to a Gaussian
state’s mean vector and covariance matrix). Examples of each of these representations will
be given in this thesis.
Secondly, the master equation which we construct can often be expanded as a series in
the interaction duration, δt. This allows us to identify not only finite duration effects, but to
associate a perturbative-order to any given type of dynamics. That is, we can differentiate
“fast” dynamics/processes (present at low orders in δt) from “slow” dynamics/processes
(present only at higher orders in δt).
For instance, in Chapter 5 I will do an order-by-order analysis of the dynamics arising
from an ancillary bombardment scenario with a generic joint Hamiltonian,
Hˆ = HˆS ⊗ 1ˆA + 1ˆS ⊗ HˆA + HˆSA. As I will show the “speed” of the purification effects are
tied to to the complexity of the interaction; Purification at first order in δt happens if and
only if the interaction Hamiltonian, HˆSA, is at least Schmidt rank-2 and obeys a certain
commutation relationship.
In Chapter 5 I will also discuss under what Hamiltonians and at what orders in δt
the dynamics depends on the energy scales associated to HˆS and HˆA as well as why this
is a necessary condition for the dynamics to describe thermalization. As we will see this
dependence does not occur until second order in δt. This suggests that the dynamics
necessary for thermalization are unavoidably related to finite-duration effects. Thus a
microscopic understanding of thermalization through collision models cannot be found in
the continuum limit.
In general each of the terms in the interpolating master equation can be written directly
and simply in terms of the above system-ancilla interaction Hamiltonian. This allows us to
pick our favorite type of dynamics (e.g., purification, thermalization, squeezing, etc) and
see which types of interaction Hamiltonian can support it. Conversely if we know the form
of the system-ancilla interaction Hamiltonian from first principles (e.g., the light matter
4
interaction) then we can quickly see which types of dynamics it can facilitate through
ancillary bombardment. This dictionary between dynamics and interaction Hamiltonians
is worked out completely in Chapter 6 and 7 for Bosonic Gaussian systems. That is, I
will present a complete classification of Gaussian dynamics along with an analysis of which
types of dynamics appear at which orders in δt under which Hamiltonians.
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Chapter 2
Interpolated Collision Model
Formalism
2.1 Introduction to Collision Models
Consider a quantum system described by a density matrix, ρˆ, being repeatedly updated
by a completely positive trace preserving (CPTP) map, φ(δt), of duration δt as,
ρˆ(nδt)→ ρˆ ((n + 1)δt) = φ(δt)[ρˆ(nδt)], (2.1.1)
for integers n ≥ 0. Solving this recurrence relation gives,
ρˆ(nδt) = φ(δt)n[ρˆ(0)], (2.1.2)
for some initial state ρˆ(0).
One way to analyze this discrete-time dynamics would be to find the eigendecomposition
of the update map φ(δt). This sort of analysis would identify any fixed points (if they exist)
as well as the rates of convergence. Such an eigendecomposition can be done analytically
in simple cases but more often will end up needing to be done numerically. Instead, and in
the hopes of obtaining generic analytic results, I will seek to recast (2.1.2) as a differential
equation. A priori this seems difficult since the above update scheme only specifies the
system state ρˆ(t) at the times t = nδt.
If we wanted to know the system’s state exactly at time t ≠ nδt, we would need to
know something about how the update map, φ(δt), is performed in time. That is, we
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would need to somehow know the “interruption map” map φ(δt, r) which describes the
result of interrupting an update of duration δt at a time 0 ≤ r ≤ δt.1 For continuity we will
assume that φ(δt,0) = 1 and φ(δt, δt) = φ(δt).
Given such an interruption map the system state at intermediate times is given by,
ρˆexact(t) = φ(δt, r)[φ(δt)n[ρˆ(0)]], (2.1.3)
where n and r are the quotient and remainder of t/δt respectively. Can we build a differ-
ential equation for the system dynamics given this interruption map? As we will see this
poses some difficulties. If φ(δt, r) is differentiable with respect to r and invertible then for
t ≠ nδt the time derivative of ρˆexact(t) is linear and time-dependent as,
d
dt
ρˆexact(t) = Lδt(r)[ρˆexact(t)], t ≠ nδt (2.1.4)
where Lδt(r) = ( ddrφ(δt, r)) φ(δt, r)−1. However, at t = nδt it is not to guaranteed that
ρˆexact(t) is differentiable2. The cyclic time-dependence in Lδt(r) and its potential non-
smoothness at t = nδt make an analysis of the exact dynamics in terms of a differential
equation infeasible.
An alternate approach to obtaining a differential equation from (2.1.2) (indeed the
standard approach) is to restrict our attention to the continuum limit, in which δt→ 0. As
we will discuss throughout this thesis this approach is limited in scope, unphysical, and in
practice requires fine-tuning to provide a useful model of open quantum systems. For an
overview see the discussion in Chapter 1 following Eq. (1.0.3).
Instead the one approach taken in this thesis is to construct a continuous-time inter-
polation scheme for the dynamics, defining a system state ρˆint(t) for all t ≥ 0 (not just
t = nδt). As we will see, we can take this interpolation scheme to be generated by a time-
independent linear differential equation, ddt ρˆint(t) = Lδt[ρˆint(t)] by using the interpolated
collision model formalism described in this thesis.
1We cannot always be guaranteed that such an interruption map exist. Consider the case where the
interaction Hamiltonian is controlled by a switching function, χ(t), as Hˆint(t) = χ(t)Hˆ. For instance,
χ(t) may be a Gaussian. In such cases, interrupting may involve switching the interaction off suddenly,
effectively causing a discontinuity χ(t). In some quantum field theory settings this may cause uncontrolled
divergences.
2We will see in Fig 2.1 in Sec. 2.3 an example where ρˆexact(t) is not differentiable at t = nδt.
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2.2 A Note on Representations of Quantum Systems
Before going through the interpolated collision model formalism in detail, it is worth con-
sidering the various representations of quantum systems to which these techniques can be
applied.
In the previous section we took our quantum system to be represented by a density
matrix, ρˆ, and updated by a CPTP map, φ(δt). This update map (and evolution in general)
is linear for quantum systems (at least when the system is initially uncorrelated with its
environment). In addition to this standard representation there are often alternate or
simplified ways to describe the state of a quantum system that are available and preferable
in certain contexts. For instance:
1. If the system is known to be in a pure state throughout its evolution, we can describe
it by a vector in a Hilbert space, ∣ψ⟩.
2. The state of a two-level system can be represented exactly by its Bloch vector
a = Tr(σˆ ρˆ) where σˆ = (σˆx, σˆy, σˆz) is the vector of Pauli operators.
3. If the density matrix is known to be diagonal in some fixed basis, {∣k⟩}, then it can
be represented by a probability vector p with pk = Tr(∣k⟩⟨k∣ ρˆ).
4. More generally, if the state is known to be a convex combination of some fixed set
of linearly independent states {ρˆk} as ρˆ = ∑k pk ρˆk then the state can be uniquely
represented by the probability vector p = U−1q where Ujk = Tr(ρˆj ρˆk) is the matrix of
inner products and qk = Tr(ρˆk ρˆ)
5. The state of a collection of Bosonic modes (e.g., harmonic oscillators) can be equiv-
alently described by its Wigner function. If this Wigner function is Gaussian, then
it can be represented by the first and second moments of its quadrature operators
Xˆ = (qˆ1, pˆ1, qˆ2, pˆ2, . . . ) as X = ⟨Xˆ⟩ and σjk = ⟨{Xˆj, Xˆk}⟩ − 2⟨Xˆj⟩⟨Xˆk⟩.
In each of these cases, the alternate representation is a linear function of the density matrix
ρˆ and therefore by linearity must also evolve by the application of some linear map3.
3In actuality the density matrix ρˆ of a valid quantum state lives on an affine subspace (the hyperplane
of states with Tr(ρˆ) = 1). The linear maps by which quantum systems evolve preserve this subspace. If we
restrict our attention to this affine subspace, then our formerly linear transformations become linear-affine
(i.e., v → Av + b instead of just v → Av). Thus it is more appropriate to say that quantum systems evolve
by linear-affine transformations. Indeed as we will see several of the above discussed representations of
quantum systems evolve in a linear-affine way.
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Quantum systems represented in all of the above ways undergoing repeated updates
will be discussed in this thesis. Hilbert space vectors, ∣ψ⟩, are discussed in Section 3.1.
Density matrices, ρˆ, are discussed in Chapters 4 and 5 as well as Sections 3.2 and 3.5.
Bloch vectors, a, are discussed in Section 3.3. Probability vectors, p, are discussed in
Section 3.4. Bosonic Gaussian systems, X and σ, are discussed in Chapter 7.
2.3 Interpolated Collision Model Formalism
To lay the groundwork as generally as possible, covering all4 of the above discussed rep-
resentations, in this section we will adopt a context-neutral notation. We will consider
a quantum state described by a vector v (e.g., ∣ψ⟩ or a or p or X from Sec. 2.2) being
repeatedly updated by some linear map, M(δt), of duration δt as,
v(nδt)→ v((n + 1)δt) =M(δt)v(nδt), (2.3.1)
for integer n ≥ 0. As before solving this recurrence relation gives,
v(nδt) =M(δt)n v(0), (2.3.2)
for some initial state v(0). A generalization to allow for linear-affine update equations is
discussed in Sec. 3.3. A generalization to allow for matrix update equations is discussed
in Chapter 7.
In terms of v and M(δt) our goal is to construct from these discrete time-points a
continuous-time interpolation scheme for the dynamics, defining a system state vint(t) for
all t ≥ 0 (not just t = nδt). We will attempt to define this interpolation scheme by a
time-independent linear differential equation,
d
dt
vint(t) = Lδt[vint(t)], (2.3.3)
where Lδt is some linear operator on v. We will refer to this operator as the interpolation
generator or the Liouvillian depending on context. This differential equation will be called
the master equation regardless of context.
To develop our intuition let us consider a very simple example scenario in which v is 1-
dimensional (i.e., a real number), M(δt) = 1−b δt−a δt2 for some a, b ≥ 0, and v(0) = 1. We
4As mentioned in the previous footnote, some of the above representations of quantum systems require
linear-affine update maps. The relevant extensions for these cases will be discussed in Sec. 3.3 and Chapter
7.
9
●●
●
●
● ● ● ● ● ● ● ● ● ●
■
■
■
■
■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■ ■
◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆ ◆
▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲▲
▼
0.0 0.5 1.0 1.5 2.0 t = n δt
v(0)
● δt = 0.15 ■ δt = 0.1 ◆ δt = 0.05 ▲ δt = 0.025 ▼ δt → 0
Figure 2.1: The state, v(nδt), of a 1-dimensional system repeatedly updated by a linear
map M(δt) = 1 − b δt − a δt2 for various durations, δt, with a = 10 and b = 1. The exact
dynamics (assuming an interruption map of M(δt, r) =M(r)) is shown as black dashed
lines. The exact dynamics seems to “bounce” every δt as the interaction is reset. This is
an example of the non-smoothness discussed after Eq. (2.1.4). The interpolated dynamics
(solid) is plotted for each duration. The purple solid line (above the others) shows the
dynamics in the continuum limit, as δt→ 0.
will return to this example throughout the rest of this section. The discrete-time dynamics
of such a system is shown in Fig. 2.1 (points) for a variety of interaction durations δt. The
dashed lines in Fig 2.1 show the system dynamics at intermediate times, t ≠ nδt, assuming
the interruption map is M(δt, r) =M(r). The solid lines in Fig 2.1 show the interpolated
dynamics which will be constructed in this section. Note that in this example (and in
general) two updates of half the duration has a different result than one update. That is
M(δt/2)2 ≠ M(δt). Thus the interpolation scheme that we are seeking to construct (and
the master equation (2.3.3) which generates it) will generally depend on δt.
A straightforward approach to deriving continuous-time dynamics from the discrete
update scheme (2.3.2) is to consider the continuum limit, where δt→ 0 with t = nδt fixed.
In this limit, the separation between each of the discrete time-points goes to zero such that
they effectively form a continuous line, i.e., a continuum. Imagine the red triangles in Fig.
10
2.1 moving upwards and merging together into the purple (solid) line.
Within the continuum limit, we can define the state’s time derivative as,
v′(t) ∶= lim
δt→0
t=nδt
v((n + 1)δt) − v(nδt)
δt
= ( lim
δt→0 M(δt) − 1δt )v(t) =M ′(0)v(t), (2.3.4)
where in the last step we are forced to make two assumptions:
1. M(δt) → 1 as δt → 0, where 1 is the identity map. That is, nothing happens in no
time.
2. M(δt) is differentiable at δt = 0. That is, things happen at a finite rate.5
Note that we will be using the notation f ′(x) to denote the derivative of a function f at
x. If the above assumptions hold then we can define the interpolation generator in the
continuum limit as L0 ∶= limδt→0Lδt = M ′(0). The master equation (2.3.3) can be easily
solved in this limit yielding v(t) = exp(M ′(0) t)v(0). In the simple 1-dimensional example
discussed above M ′(0) = −b such that in the continuum limit we have v(t) = exp(−b t) v(0).
Note that the continuum limit dynamics is independent of the a parameter. This dynamics
is plotted (purple solid) in Fig. 2.1.
Can we define an interpolation scheme outside of this limit? To do so we will need to fill
in the gaps between the points t = nδt. In general, there are infinitely many interpolation
schemes which match a given set of points. However, as first discussed in [48], there is a
unique interpolation scheme satisfying the following three assumptions:
1. We assume the interpolated evolution is given by a linear, first-order, time-independent,
time-local differential equation,
d
dt
vint(t) = Lδt[vint(t)], (2.3.5)
for some linear map Lδt (called the interpolation generator or the Liouvillian depend-
ing on context). As noted above, we will call this differential equation the master
equation regardless of the context. The master equation can be formally solved
yielding,
vint(t) = exp(tLδt)vint(0). (2.3.6)
5Note that since, M(δt) is only defined for δt ≥ 0 the limit which defines the derivative is “one-sided”.
The only way that M(δt) could fail to be differentiable is if (M(δt)−1)/δt diverges or oscillates wildly as
δt→ 0+. In either case it is reasonable to say things are happening at an infinite rate.
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2. We assume the interpolated evolution exactly matches the discrete dynamics given
by (2.1.2) at the end of every time step, that is at t = nδt,
vint(nδt) = v(nδt), (2.3.7)
for every integer n ≥ 0. From (2.3.2) and (2.3.6) this means,
exp(nδtLδt) =M(δt)n, (2.3.8)
for all n ≥ 0 or equivalently just,
exp(δtLδt) =M(δt). (2.3.9)
Given the above assumptions about M(δt) around δt = 0, we have that for small
enough δt, M(δt) is “near” to 1. Specifically, for small enough δt we can assume
that M(δt) has a well defined logarithm6 since eventually it will be in the radius
of convergence of log(x) around x = 1. In this case (2.3.9) can be solved for the
interpolation generator as,
Lδt = 1
δt
log(M(δt)). (2.3.10)
Note that this does not yet uniquely specify an interpolation scheme – there is still
ambiguity as to which branch cut of the logarithm we select.
3. Finally we assume that the interpolation generator converges in the limit δt → 0.
This helps us resolve the ambiguity of the logarithm’s branch cut. Taking δt → 0 in
(2.3.10) and demanding that Lδt converges we are forced to take a branch cut with
log(1) = 0. We denote this choice by capitalizing the log function, writing,
Lδt ∶= 1
δt
Log(M(δt)). (2.3.11)
These assumptions uniquely specify the interpolation scheme that is given by the master
equation,
d
dt
vint(t) = Lδt[vint(t)] where Lδt ∶= 1
δt
Log(M(δt)). (2.3.12)
6Throughout this thesis “log” and “Log” will both stand for the natural logarithm.
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By construction this master equation is amenable to studying the continuum limit, i.e. as
δt→ 0. By L’Hoˆpital’s rule we have,
L0 ∶= lim
δt→0 Log(M(δt))δt = dd δt ∣
δt=0Log(M(δt)) =M(0)−1M ′(0) =M ′(0), (2.3.13)
where in the last line we have made use of both of our earlier assumptions about M(δt)
(that nothing can happen in no time and that things happen at a finite rate). Thus
interpolative approach produces the same continuum limit as the earlier straightforward
approach whilst generalizing to outside this limit.
We can now complete our analysis of the simple example discussed above by providing
an interpolation scheme for each duration δt. In this case, the solution to the interpolation
equation (2.3.12) is
vint(t) = exp(tLδt) vint(0) where Lδt = 1
δt
Log(1 − b δt − a δt2). (2.3.14)
That is, exponential decay at a rate of −Lδt. See the solid lines in Fig 2.1 that show the
interpolation scheme for several interaction durations δt. Note that (by construction) the
interpolated state exactly matches the discrete dynamics (and the exact dynamics as well)
at each time point t = nδt. This rate of the exponential decay, −Lδt, is plotted (solid) as a
function of δt in Fig. 2.2. Note that Lδt diverges at δt ≈ 0.27, this corresponds to a root of
M(δt) = 1 − b t − a t2 = 0 with a = 10 and b = 1.
Unfortunately, in many scenarios of interest we will not be able to write down a clean
analytic expression for Lδt as we were able to in this simple example. In most cases of
interest though we can expand the interpolation generator as a series around δt = 0 and
then explicitly characterize the first few low-order terms. The easiest way to do this is
to first expand the update map M(δt) as a series in δt and then use (2.3.12) to expand
Lδt. For this approach to work, we need to make some additional assumptions about the
update map. Recall that we have already assumed that M(δt) → 1 as δt → 0 and that
M(δt) is differentiable at δt = 0 in order for the interpolation generator to converge in the
continuum limit. We now additionally assume that M(δt) is analytic at δt = 0 and can
therefore be expanded as,
M(δt) = 1 + δtM1 + δt2M2 + δt3M3 + . . . , (2.3.15)
for some linear maps Mm. From this we can then expand the interpolation generator, Lδt,
as,
Lδt = L0 + δtL1 + δt2L2 + δt3L3 + . . . , (2.3.16)
13
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Figure 2.2: The interpolation generator Lδt for the update map M(δt) = 1−b δt−a δt2 with
a = 10 and b = 1 is plotted (solid) as a function of δt. The interpolation generator is also
plotted (dashed) at various levels of approximation, see Eq. (2.3.16).
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for some linear maps Lm.
As was shown in an Appendix A of [47], (and has been translated here in our new
context-neutral notation) these coefficient maps can be computed recursively as,
L0 ∶=M1 =M1, (2.3.17)
L1 ∶=M2 − 1
2
L0
2 =M2 − 1
2
M1
2, (2.3.18)
L2 ∶=M3 − 1
2
(L0L1 +L1L0) − 1
6
L0
3 =M3 − 1
2
(M1M2 +M2M1) + 1
3
M1
3. (2.3.19)
In general the mth-order term, Lm, is given by,
Lm =Mm+1 − m∑
n=1
1(n + 1)! ∑β∈Cw(m−n,n+1)
n+1∏
i=1 Lβi , (2.3.20)
where Cw(M,N) are the weak compositions of M of length N : ordered lists of length N
of non-negative integers that sum to M . For example,
Cw(3,2) = {(3,0), (0,3), (2,1), (1,2)}, (2.3.21)
Cw(2,3) = {(2,0,0), (0,2,0), (0,0,2), (1,1,0), (1,0,1), (0,1,1)}. (2.3.22)
One can check using this formula that the next term, L3, is given by,
L3 ∶=M4 − 1
2
(L0L2 +L12 +L2L0) − 1
6
(L02L1 +L0L1L0 +L1L02) − 1
24
L0
4. (2.3.23)
Note that in general Ln and Lm will not commute.
For the simple 1-dimensional example discussed above we can easily compute M1 = −b
and M2 = −a such that,
L0 = −b, (2.3.24)
L1 = −a − 1
2
b2, (2.3.25)
L2 = −a b − 1
3
b3, (2.3.26)
L3 = −a b2 − 1
2
a2 − 1
4
b4. (2.3.27)
A plot of Lδt from our running example truncated at various orders in δt can be found in
Fig. 2.2 (dashed). Note how going even just to first order (past the zeroth order continuum
limit approximation) improves the approximation significantly for small δt.
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Figure 2.3: The state, v(nδt), of a 1-dimensional system repeatedly updated by a linear
map M(δt) = 1 − b δt − a δt2 with a = 10 and b = 1 and δt = 0.15 (blue circles). The full
(untruncated) interpolation scheme is plotted (solid) going through these point. Truncating
the interpolation at various orders results in the other lines (dashed).
With the interpolation generator so expanded, the system’s master equation can also
be expanded as,
d
dt
vint(t) = L0 vint(t) + δtL1 vint(t) + δt2L2 vint(t) + . . . . (2.3.28)
If δt is small compared to the timescales set by the dynamics then we can study just
the first few terms in this master equation to get a good approximation of the system’s
behavior.
To get a sense of how this might work, let us once again consider our running example.
Solving the truncated master equations is trivial; The result is exponential decay at a
rate −L(m)δt ≥ 0 where L(m)δt = L0 + ⋅ ⋅ ⋅ + δtmLm, namely vint(t) = exp(L(m)δt t) v(0). We plot
the resulting truncated dynamics for δt = 0.15 in Fig. 2.3. Note that unlike the full
(untruncated) interpolated dynamics, the truncated dynamics is not guaranteed to match
the discrete dynamics at each time point. Note however that the truncated interpolation
scheme does match the untruncated dynamics fairly well keeping only a few orders in δt.
While the application of the interpolative approach to this 1D example may seem
relatively trivial in some respects, the application of this method to a variety of quantum
16
scenarios will prove incredibly fruitful. We will consider a wide range of examples in the
next chapter.
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Chapter 3
Several Example Scenarios
To build intuition and to develop some tools that will be useful later, we will now work
through several basic example scenarios. Along the way we will develop some significant
results.
3.1 Three Unitary Examples (Branch Cuts and Time-
dependent Hamiltonians)
As a warm-up we will first look at three examples of unitary updates.
Unitary Example 1: Branch Cuts
Take the system to be represented by a vector, ∣ψ⟩, in some Hilbert space that undergoes
repeated updates by a unitary map as,
∣ψ⟩→ Uˆ(δt) ∣ψ⟩ , (3.1.1)
where,
Uˆ(δt) = exp(−i Hˆ δt/h̵), (3.1.2)
for some Hamiltonian, Hˆ. To match the notation of the previous Chapter: v ≡ ∣ψ⟩ and
M(δt) ≡ Uˆ(δt).
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Note that so far we have not said anything about the system’s behavior between time
points t = nδt. That is, we have not proscribed an interruption map, Uˆ(δt, r). One option
(perhaps the most natural one) would be to take Uˆ(δt, r) = Uˆ(r). In this case, interrupting
an interaction of duration δt after r second is the same as a full interaction of duration r.
Let us call this the intuited exact dynamics.
However, this is not the only interrupted dynamics which is consistent with the update
map Uˆ(δt). Another option is to take,
Uˆalt(δt, r) = exp (−i Hˆalt r/h̵) where Hˆalt = Hˆ + 2pih̵ z
δt
1ˆ (3.1.3)
for some integers z ∈ Z. Note that this interruption map has Uˆalt(δt,0) = 1ˆ and Uˆalt(δt, δt) =
Uˆ(δt). Under this dynamics the system states undergoes an extra z complete rotations in
phase between t = 0 and t = δt.
As we have discussed in Sec 2.1, our interpolation scheme is constructed without knowl-
edge or reference to such interruption maps, Uˆ(δt, r). Let us now investigate what our
interpolation scheme gives between the timepoints t = nδt and how this compares with the
two possible interrupted dynamics discussed above.
To begin let us check that our update map has the minimum required regularity around
δt = 0 for Lδt to converge in the continuum limit as δt → 0 (see the discussion around
Equation (2.3.4)). We can trivially confirm that Uˆ(0) = 1ˆ is the identity map and that
Uˆ(δt) is differentiable at δt = 0. Indeed, Uˆ ′(0) = −iHˆ/h̵. These computations establish
that in the continuum limit the interpolation generator is L0 = Uˆ ′(0) = −iHˆ/h̵ such that
the system’s continuum limit master equation is,
d
dt
∣ψ(t)⟩ = L0 ∣ψ(t)⟩ = Uˆ ′(0) ∣ψ⟩ = −i
h̵
Hˆ ∣ψ(t)⟩ . (3.1.4)
That is, the system evolves unitarily via the Hamiltonian Hˆ. This is completely unsurpris-
ing, and matches the intuited exact dynamics between timepoints t = nδt.
In this example, we can also calculate the interpolation generator exactly outside of the
continuum limit. Indeed we have,
Lδt = 1
δt
Log(Uˆ(δt)) = −i
δt
mod[−pi,pi)(Hˆ δt
h̵
), (3.1.5)
where mod[−pi,pi)(x) computes x modulo 2pi returning a value in the range [−pi,pi). The ac-
tion of this function on a Hermitian operator is to be understood as acting on its spectrum.
This modulus arises from the branch cut that we have chosen for the logarithm.
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To clarify the interpretation of this let us take for example Hˆ = 0. In this case Lδt = 0,
the interpolated evolution is no evolution, i.e. the state is stationary. Let us compare this
with two possibilities for the interrupted dynamics. Firstly let us consider the intuited
exact dynamics, i.e., Uˆ(δt, r) = U(r). In this case since Hˆ = 0 we have Uˆ(r) = 1ˆ. That
is, the intuited exact dynamics is also stationary. Secondly let us consider the modified
interrupted dynamics, Uˆalt(δt, r) given by (3.1.3) with z = 3. In this case the interpolated
dynamics does not match the interrupted dynamics, it misses the rotations of the system’s
phases.
In general, if any of the system’s phases have undergone more than a half rotation within
the duration δt, then the interpolation scheme will take the more direct path to the final
phase, not winding all the way around. As we have seen, this may produce a substantial
departure from the underlying dynamics. However, if the duration of each update is short
enough (or equivalently if the energy scale of the Hamiltonian is low enough) then this will
not happen. Indeed if,
−pi ≤ Hmin δt
h̵
≤ Hmax δt
h̵
< pi, (3.1.6)
where Hmax and Hmin are the largest and smallest eigenvalues of Hˆ then Lδt = −iHˆ/h̵ such
that,
d
dt
∣ψ(t)⟩ = Lδt ∣ψ⟩ = −i
h̵
Hˆ ∣ψ⟩ . (3.1.7)
That is, if (3.1.6) holds then the interpolation scheme will match the intuited exact dy-
namics between the timepoints t = nδt. Throughout this thesis we will typically assume
that the duration of each update, δt, is small enough that this is the case.
Unitary Example 2: Time-dependent Hamiltonian
Take the system to again be represented by a vector, ∣ψ⟩, in some Hilbert space, only now
being updated by the map,
Uˆ(δt) = T exp(−i
h̵ ∫ δt0 Hˆ(τ)dτ) , (3.1.8)
in other words, by the time-ordered exponential of some time-dependent Hamiltonian,
Hˆ(t). Note that in (3.1.8) the Hamiltonian is assumed to be independent of δt. This
represents a case where H(t) runs by a clock which gets rest to zero every δt seconds. We
will consider a case where Hˆ(t) depends on δt in the next example.
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It is again trivial to check that our update map has the required regularity around
δt = 0. Specifically we have Uˆ(0) = 1ˆ and that Uˆ(δt) is differentiable at δt = 0. Indeed, we
have Uˆ ′(0) = −iHˆ(0)/h̵. From these simple computations we know that the interpolated
dynamics converges in the continuum limit and is generated by L0 = Uˆ ′(0). Thus the
system’s continuum limit master equation is,
d
dt
∣ψ(t)⟩ = L0 ∣ψ(t)⟩ = Uˆ ′(0) ∣ψ⟩ = −i
h̵
Hˆ(0) ∣ψ(t)⟩ . (3.1.9)
That is, the system evolves unitarily via the Hamiltonian Hˆ(0). This makes sense: if the
Hamiltonian’s clock is being reset constantly the Hamiltonian will never progress beyond
t = 0.
As in the previous example we can attempt to calculate the interpolation generator
exactly outside of the continuum limit. Doing this we find,
Lδt = 1
δt
Log(Uˆ(δt)) = −i
h̵
Hˆδt,eff ∣ψ⟩ , (3.1.10)
where we have defined the the effective Hamiltonian, Hˆδt,eff to satisfy,
exp(−i δt
h̵
Hˆδt,eff) = Uˆ(δt) = T exp(−i
h̵ ∫ δt0 Hˆ(τ)dτ) . (3.1.11)
One may guess that the effective Hamiltonian will be the time averaged Hamiltonian,
Hˆδt,avg = 1
δt ∫ δt0 Hˆ(t)dt, (3.1.12)
however this guess does not properly account for the Hamiltonian potentially not commut-
ing with itself at different times, [Hˆ(t1), Hˆ(t2)] ≠ 0.
To explore this we assume that we can expand the Hamiltonian around t = 0 as,
Hˆ(t) =H0 + tH1 + t2H2 + t3H3 + . . . . (3.1.13)
Note that up to third order the time-averaged Hamiltonian is given by,
Hˆδt,avg = 1
δt ∫ δt0 Hˆ(t)dt =H0 + δt 12H1 + δt2 13H2 +O(δt3). (3.1.14)
From the above series we can expand the unitary update map in a Dyson series as,
Uˆ(δt) = 1ˆ + δt Uˆ (1) + δt2 Uˆ (2) + δt3 Uˆ (3) + . . . . (3.1.15)
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A straightforward calculation gives,
Uˆ (1) = −i
h̵
Hˆ0, (3.1.16)
Uˆ (2) = 1
2
−i
h̵
Hˆ1 + 1
2
(−i
h̵
)2Hˆ02, (3.1.17)
Uˆ (3) = 1
3
−i
h̵
Hˆ2 + 1
3
(−i
h̵
)2(Hˆ1Hˆ0 + 1
2
Hˆ0Hˆ1) + 1
6
(−i
h̵
)3Hˆ03. (3.1.18)
Using this we can next expand the interpolation generator as,
Lδt = L0 + δtL1 + δt2L2 + δt3L3 + . . . . (3.1.19)
From this we can identify Hδt,eff = ih̵Lδt.
Using equation (2.3.17), (2.3.18) and (2.3.19) we then have
L0 = −i
h̵
Hˆ0, (3.1.20)
L1 = 1
2
−i
h̵
Hˆ1, (3.1.21)
L2 = 1
3
−i
h̵
Hˆ2 + 1
12
(−i
h̵
)2 [Hˆ1, Hˆ0]. (3.1.22)
From these we can read off the effective Hamiltonian, Hˆδt,eff = ih̵Lδt, to third order as,
Hˆδt,eff =H0 + δt 1
2
H1 + δt2 (1
3
H2 + 1
12
−i
h̵
[Hˆ1, Hˆ0]) +O(δt3) (3.1.23)
= Hˆδt,avg + δt2 1
12
−i
h̵
[Hˆ1, Hˆ0] +O(δt3). (3.1.24)
The effective Hamiltonian differs from the time-averaged Hamiltonian starting at second
order in δt. Note that this difference is written in terms of the non-commutation of the
Hamiltonian with itself at different time points. Thus in general we can expect the inter-
polation scheme to pick up on such non-commutation-in-time effects.
Unitary Example 3: Time-dependent Hamiltonian
For our final unitary example, we once again take the system to be represented by a vector,∣ψ⟩, in some Hilbert space, only now being updated by the map,
Uˆ(δt) = T exp(−i
h̵ ∫ δt0 Hˆδt(τ)dτ) where Hˆδt(t) = Hˆ(t/δt), (3.1.25)
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or in other words by the time-ordered exponential of some time-dependent Hamiltonian,
Hˆδt(t), which also depends on the duration of the interaction. The duration dependence
Hˆδt(t) = Hˆ(t/δt) represents a case where time dependence of the Hamiltonian is based on
its progress through the interaction. Imagine a spin qubit traveling through a region with
a periodic position-dependent magnetic field. If the qubit travels through these magnetic
domains twice as fast (δt→ δt/2) then it runs through the variation in magnetic field twice
as fast as well (Hˆ(t)→ Hˆ(2 t)).
In this example the time-averaged Hamiltonian is,
Hˆavg ∶= 1
δt ∫ δt0 Hˆ(τ/δt)dτ = ∫ 10 Hˆ(ξ)dξ, (3.1.26)
where we have made a convenient change of variables to ξ = τ/δt. Note that unlike in the
previous example this time average is independent of δt. Taking this change of variables
in the unitary map we have,
Uˆ(δt) = T exp(−i
h̵ ∫ δt0 Hˆ(τ/δt)dτ) = T exp(−i δth̵ ∫ 10 Hˆ(ξ)dξ) , (3.1.27)
As always we begin by checking that Uˆ(0) = 1ˆ (it does) and computing the derivative at
δt = 0 as,
Uˆ ′(0) = −i
h̵ ∫ 10 Hˆ(ξ)dξ = −ih̵ Hˆavg. (3.1.28)
As always, L0 = Uˆ ′(0) gives the system’s master equation in the continuum limit,
d
dt
∣ψ(t)⟩ = L0 ∣ψ(t)⟩ = −i
h̵
Hˆavg ∣ψ(t)⟩ . (3.1.29)
In this limit, the system evolves unitarily with respects to the time-averaged Hamiltonian.
To analyze the system’s dynamics outside of this limit we again expand the time-ordered
exponential Uˆ(δt) as a Dyson series in δt as,
Uˆ(δt) = 1 + δt Uˆ (1) + δt2 Uˆ (2) + . . . . (3.1.30)
By a straightforward computation we find two terms to be,
Uˆ (1) = −i
h̵
Hˆavg (3.1.31)
Uˆ (2) = 1
2
Uˆ (1)2 + −i
h̵
Hˆ(1), (3.1.32)
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where,
H(1) = 1
2
−i
h̵ ∫ 10 dξ1∫ ξ10 dξ2 [Hˆ(ξ1), Hˆ(ξ2)], (3.1.33)
captures how the Hamiltonian does not commute with itself at different times. Using these
we can expand Lδt as,
Lδt = L0 + δtL1 + δt2L2 + δt3L3 + . . . , (3.1.34)
where from (2.3.17) and (2.3.18) we have,
L0 = −i
h̵
Hˆavg, (3.1.35)
L1 = −i
h̵
Hˆ(1). (3.1.36)
In this case the non-commutation of the Hamiltonian at different times appears one order
lower than the previous example.
3.2 Mixed Unitary Example (Decoherence in Media)
We can explore non-unitary dynamics by taking the system to be represented by a density
matrix, ρˆ, and updated by the mixed unitary map,
φ(δt)[ρˆ] =∑
k
pk exp(−i δt Hˆk/h̵) ρˆ exp(i δt Hˆk/h̵), (3.2.1)
for some probabilities, pk and Hamiltonians Hˆk. This update represents our system evolving
for a time δt under a random Hamiltonian Hˆk selected with probability pk. One can imagine
that the quantum system described by ρˆ is in some classical stochastic environment which
determines the Hamiltonian, Hˆk. We expect the uncertainty of this Hamiltonian will cause
the state to become increasingly mixed over time. Thus we do not expect our interpolation
scheme to give unitary evolution as it did in the previous examples.
Connecting with the notation of Sec. 2.3 we have: v ≡ ρˆ and M(δt)v ≡ φ(δt)[ρˆ]. At
first glance, this identification may seem odd, after all, v is a vector and ρˆ is a matrix.
However, one must recall that matrices are themselves vectors (elements of a vector space)
with extra structure added on. In Chapter 7 we work through an example where this is
treated explicitly. For this example, it is sufficient to note that the update map (3.2.1) still
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acts linearly on the state, ρˆ, even though it does not act by “left-multiplication” as it did
on v. To capture this difference we change our notation for the interpolation generator as
Lδt ≡ Lδt.
It is easy to check that the minimum required regularity assumptions around δt = 0 are
satisfied in this scenario. Specifically, we have φ(0) = 1 and,
φ′(0)[ρˆ] =∑
k
pk
−i
h̵
[Hˆk, ρˆ] = −i
h̵
[⟨Hˆ⟩, ρˆ], (3.2.2)
where ⟨Hˆ⟩ = ∑k pk Hˆk is the average Hamiltonian. Thus in the continuum limit (when the
Hamiltonian is randomized very frequently) the system evolves as,
d
dt
ρˆ(t) = L0[ρˆ(t)] = φ′(0)[ρˆ(t)] = −i
h̵
[⟨Hˆ⟩, ρˆ(t)]. (3.2.3)
That is, perhaps surprisingly, the system evolves unitarily, with dynamics generated by the
average Hamiltonian. The short duration of the interactions somehow insulates the system
from the uncertainty of its environment. As we will see, however, this only happens in the
limit δt→ 0.
To study this situation outside of the continuum limit, we expand the update map as,
φ(δt) = 1 + δtφ1 + δt2 φ2 + δt3 φ3 + . . . . (3.2.4)
Since we have already computed φ1 = φ′(0), we next compute φ2. A straightforward
computation yields,
φ2[ρˆ] = 1
2
(−i
h̵
)2∑
k
pk [Hˆk, [Hˆk, ρˆ]]. (3.2.5)
Using (2.3.18), we can compute the first correction to the dynamics accounting for finite
interaction times L1 as,
L1[ρˆ] = (φ2 − 1
2
L02) [ρˆ] = 1
2
(−i
h̵
)2∑
k `
(pkδk` − pkp`) [Hˆk, [Hˆ`, ρˆ]]. (3.2.6)
To help interpret this expression we can rewrite it in a standardized form, specifically in
Lindblad form [66]. For any Markovian time-independent master equation ddt ρˆ(t) = L[ρˆ(t)]
we can find operators Hˆ, Fˆj and some scalars Γj such that,
L[ρˆ] = −i
h̵
[Hˆ, ρˆ] +∑
j
Γj D(Fˆj)[ρˆ], (3.2.7)
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where Hˆ is self-adjoint and,
D(X)[ρˆ] =XρˆX† − 1
2
{X†X, ρˆ}. (3.2.8)
The dynamics generated by this master equation is CPTP if and only if the coefficients
Γj are real and non-negative [66]. In this case Hˆ acts as the effective Hamiltonian of
the dynamics and Γj and Fˆj are the dynamics decoherence rates and decoherence modes
respectively.
Using 1) the symmetry of the coefficients pkδkl − pkp`, and 2) the identity,
1
2
[Aˆ, [Bˆ, ρˆ]] + 1
2
[Bˆ, [Aˆ, ρˆ]] = 1
2
{AˆBˆ, ρˆ} + 1
2
{BˆAˆ, ρˆ} − AˆρˆBˆ − BˆρˆAˆ, (3.2.9)
and 3) the fact that Hˆk = Hˆ†k we have,
L1[ρˆ] = 1
h̵2
∑
k`
(pkδk ` − pkp`)(Hˆ`ρˆHˆ†k − 12{Hˆ†` Hˆk, ρˆ}). (3.2.10)
From here we can find the dynamics’ decoherence modes and decoherence rates by diago-
nalizing the coefficient matrix Q = [pkδk` − pkp`].
To help us interpret this matrix we can think of a random variable which takes a value
xk with probability pk. The variance of this random variable is,
Var(x) =∑
k
pkxk
2 − (∑
k
pkxk)(∑`p`x`) (3.2.11)
=∑
k `
xk(pkδk` − pkp`)x`
= x⊺Qx,
where x is a vector with entries xk. Since the variance of a random variable is always
non-negative we have x⊺Qx ≥ 0 for every x. Thus, Q must be positive semidefinite, Q ≥ 0,
that is, its eigenvalues are real and non-negative. We can also bound the eigenvalues of Q
from above by noting that Tr(Q) = 1 − ∣∣p∣∣22 ≤ 1.
Let us assume thatQ has eigenvalues γj ≥ 0 and real eigenvectors1 v(j)k asQk` = ∑j γjv(j)k v(j)` .
From this we can “diagonalize” (3.2.10) as,
L1[ρˆ] =∑
j
γj
h̵2
(Aˆ†j ρˆAˆj − 12{Aˆ†jAˆj, ρˆ}), (3.2.12)
1We can assume the eigenvectors of Q are real valued because Q is Hermitian and real-valued.
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where Aˆj = ∑k v(j)k Hˆk. We can identify Aˆj as the decoherence modes and δt γj/h̵2 as the
decoherence rates. (Recall that L1 appears in the master equation multiplied by δt). Thus
in general, at first order the dynamics can be non-unitary.
In fact the only way that the first order dynamics does not introduce decoherence is if
all of the decoherence rate are zero. This would imply that each γj = 0 such that Q = 0.
For this to happen we must have Tr(Q) = 1 − ∣∣p∣∣22 = 0 such that ∣∣p∣∣22 = 1. For normalized
probability vectors, ∣∣p∣∣1 = 1, such as p this only happens in the “pure” case where p picks
out a single Hamiltonian with complete certainty.
As a concrete example, consider the spin degree of freedom of an electron traveling at
a speed v through a series of magnetic domains each of length L. The duration of the
electron’s interactions with each region is δt = L/v. Further assume that each domain
has (with probability p(B)) a random magnetic field strength B oriented vertically such
that the spin evolves under a random Hamiltonian HˆB = µB σˆz/2 where µ is the magnetic
moment of the electron.
In the continuum limit (when the electron is traveling very fast or when the magnetric
domains are very small) the spin evolves unitarily, by the average Hamiltonian given by
the environment, ⟨Hˆ⟩ = µ ⟨B⟩ σˆz/2 where ⟨B⟩ = ∫ p(B)B dB is the average magnetic field.
Computing the first order dynamics we find,
L1[ρˆ] = µ2 ∆2B
4h̵2
(σˆ†zρˆσˆz − 12{σˆ†zσˆz, ρˆ}) = −µ2 ∆2B8h̵2 [σˆz, [σˆz, ρˆ]], (3.2.13)
where ∆2B = ⟨B2⟩ − ⟨B⟩2 is the variance of the field strength. Note, we find a single
decoherence mode, σˆz. Recalling that L1 appears in the master equation with a factor of
δt we have a decoherence rate of Γ = (δtµ2 ∆2B)/(4h̵2). Note that the decoherence rate is
proportional to the uncertainty of the magnetic field. Solving this dynamics we see that
the spin undergoes phase damping at a rate of Γ. Ultimately the spin ends up losing all of
its coherence in essentially undergoing a non-selective measurement in σˆz.
3.3 Bloch Sphere Extension and Example (Partial Swap)
In this example we will take the system to be a qubit, i.e. a two-level quantum system.
The state of this two level system can be described by a 2 × 2 density matrix, ρˆ, with
ρˆ = ρˆ† and Tr(ρˆ) = 1 and ρˆ ≥ 0. Equivalently, we can describe this density matrix, ρˆ, by its
projection on the 2 × 2 basis,
1ˆ2 = (1 00 1) , Xˆ = (0 11 0) , Yˆ = ( 0 i−i 0) , Zˆ = (1 00 −1) (3.3.1)
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which span the set of valid ρˆ. That is, we can identify the state with the 4-Bloch vector,
u = (u0, u1, u2, u3)⊺ = (Tr(1ˆ2 ρˆ), Tr(Xˆ ρˆ), Tr(Yˆ ρˆ), Tr(Zˆ ρˆ))⊺. (3.3.2)
The above discussed conditions on ρˆ translate here to uk ∈ R and u0 = 1 and u21+u22+u23 ≤ 1.
The 4-Bloch vector, u, thus lives in a 3D-sphere embedded in an affine subspace of R4.
Typically this embedding in R4 is neglected and only the 3-Bloch vector a = (u1, u2, u3)⊺
is discussed. However, as we will see, thinking of the 4-Bloch vector is helpful in this case.
Any CPTP map, φ, (e.g., our update map) will act linearly on ρˆ as ρˆ → φ[ρˆ]. By
linearity the update will also act linearly on u as u → Λu for some 4 × 4 matrix Λ. (As
will will see this is not true of the 3-Bloch vector). Indeed by linearity we have,
Λ = 1
2
⎛⎜⎜⎜⎜⎝
Tr(1ˆ2 φ[1ˆ2]) Tr(1ˆ2 φ[Xˆ]) Tr(1ˆ2 φ[Yˆ ]) Tr(1ˆ2 φ[Zˆ])
Tr(Xˆ φ[1ˆ2]) Tr(Xˆ φ[Xˆ]) Tr(Xˆ φ[Yˆ ]) Tr(Xˆ φ[Zˆ])
Tr(Yˆ φ[1ˆ2]) Tr(Yˆ φ[Xˆ]) Tr(Yˆ φ[Yˆ ]) Tr(Yˆ φ[Zˆ])
Tr(Zˆ φ[1ˆ2]) Tr(Zˆ φ[Xˆ]) Tr(Zˆ φ[Yˆ ]) Tr(Zˆ φ[Zˆ])
⎞⎟⎟⎟⎟⎠ . (3.3.3)
The factor 1/2 arises because Tr(1ˆ22) = Tr(Xˆ2) = Tr(Yˆ 2) = Tr(Zˆ2) = 2. The condition that
Λ produces a valid state from any valid initial state implies that Λ is real-valued and that
its top row is (1,0,0,0). Thus we can decompose Λ as,
Λ = (1 0⊺
d T
) , (3.3.4)
for some d ∈ R3 and some 3×3 real-valued matrix T . From this we can read off the update
map for the 3-Bloch vector, a, as,
a→ Ta + d. (3.3.5)
Note that a undergoes a linear-affine update not a linear one. The valid-in-valid-out
condition now tells us that we must have,
∣∣Ta + d∣∣22 ≤ 1 for all a with ∣∣a∣∣22 ≤ 1. (3.3.6)
That is, the dynamic must map all vectors within the Bloch sphere back into the Bloch
sphere.
We next consider generic differential evolution by taking T = 13 + dtA and d = dtb for
some b ∈ R3 and some 3 × 3 real-valued matrix A. This gives the most general form of a
Bloch sphere master equation:
d
dt
a(t) = Aa(t) + b. (3.3.7)
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The differential version of (3.3.6) is,
a⊺Aa + a⊺b ≤ 0 for all a with ∣∣a∣∣22 = 1. (3.3.8)
Before applying the interpolated collision model formalism to this example, let us briefly
characterize the dynamics which (3.3.7) can produce. First note that the affine part of the
dynamics, b, can be thought of as the dynamics effect on the maximally mixed state a = 0.
Thus the dynamics is unital (mapping ρˆ = 12/2 to ρˆ = 12/2 or equivalently a = 0 to a = 0)
if and only if b = 0.
To understand the dynamics arising from the linear part of the dynamics, A, we
can decompose A into its symmetric and antisymmetric parts as As = (A +A⊺)/2 and
Aa = (A −A⊺)/2.
Since A is real, its symmetric part is Hermitian. Moreover (3.3.8) implies that As is
negative semi-definite, As ≤ 0. Consider the master equation (3.3.7) with Aa = 0 and b = 0
written in the basis in which As is diagonal. In this basis, the components of a evolve
independently each by exponential decay. Indeed we can think of As as mapping the Bloch
sphere onto progressively shrinking ellipsoids with axes depending on the eigensystem of
As.
The antisymmetric part of A can be be understood using the fact that for any real-
valued antisymmetric 3× 3 matrix, Ω, there is a vector ω ∈ R3 such that Ωv = ω ×v where× here is the standard cross product. Viewed this way (3.3.7) with As = 0 and b = 0
describes rotation around the axis given by the vector h = (h1, h2, h3) corresponding Aa.
This evolution is unitary with repsects to a Hamiltonian Hˆ ∝ h1Xˆ + h2Yˆ + h3Zˆ.
The question now arises: Can we apply the interpolated collision model formalism to
the 3-Bloch vector’s dynamics? Our update map will be of the form,
a→ T (δt)a + d(δt), (3.3.9)
that is, linear-affine and not linear as we assumed in Sec. 2.3. Moreover, the master
equation that we would hope to produce would be of the form,
d
dt
a = Aδta + bδt. (3.3.10)
This interpolating master equation is linear-affine, not linear as we assumed in Sec. 2.3.
The solution of course is to apply the interpolated collision model formalism to the
4-Bloch vector, u, which is update by the matrix,
Λ(δt) = ( 1 0⊺
d(δt) T (δt)) (3.3.11)
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and the interpret whatever results in terms of the 3-Bloch vector, a.
To work this out we will need the matrix identity,
Log(( 1 0⊺
m M
)) = ( 1 0⊺Log(M)
M−1 m Log(M)) , (3.3.12)
where Log(M)/(M − 1) is to be understood via the series,
Log(M)
M − 1 = ∞∑k=0 (−1)kk + 1 (M − 1)k. (3.3.13)
Using this we have the interpolation generator for the 4-Bloch vector,
Lδt = 1
δt
( 1 0⊺Log(T (δt))
T (δt)−1 d(δt) Log(T (δt))) , (3.3.14)
and so the master equation,
d
dt
u(t) = 1
δt
( 1 0⊺Log(T (δt))
T (δt)−1 d(δt) Log(T (δt)))u(t). (3.3.15)
Noting that u = (1,a)⊺ we can rewrite this as a master equation of the form (3.3.10) with
Aδt = 1
δt
Log(T (δt)), (3.3.16)
bδt = 1
δt
Log(T (δt))
T (δt) − 12N d(δt). (3.3.17)
We can use the above technique to extend the interpolated collision model formalism
presented in Sec. 2.3 to any system with a linear-affine update equation; Any linear-affine
equation can be “linearized” by embedding the vector in an affine subspace. We will see
another example of this in Chapter 7.
Let us now look at one of the most commonly used interactions in collision mod-
els, specifically the partial swap interaction [17, 9, 65, 89, 24] first discussed in [81].
This interaction consists of a system, S, interacting with an ancilla, A, via the Hamil-
tonian, Hˆsw = h̵ ω Usw, where Usw is the unitary matrix which swaps the states of S and
A as Usw(∣S⟩⊗ ∣A⟩) = ∣A⟩⊗ ∣S⟩. Let us take S and A to be qubits in which case, then
Hˆsw = h̵ ω(12 ⊗ 12 +X ⊗X + Y ⊗ Y +Z ⊗Z)/2. That is, the isotropic spin coupling. For
simplicity we will neglect the systems’ free dynamics.
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Evolution under Hˆsw for a time δt is described by the partial swap unitary,
U(δt) = exp(−i Hˆsw δt/h̵) = cos(ω δt) 1ˆsa − i sin(ω δt)Usw. (3.3.18)
The reduced state of the system after the partial swap is given by the update map,
ρˆS → φ(δt)[ρˆS] = TrA(U(δt)(ρˆS ⊗ ρˆA)U(δt)†), (3.3.19)
where ρˆA is the ancilla’s initial state.
Without loss of generality we can take the ancilla to initially be in the state ρˆA =(1 + r Zˆ)/2 for some r ∈ [0,1]. Note that r = 0 corresponds to the maximally mixed state
whereas r = 1 is a pure state. The system’s 3-Bloch vector is updated as (3.3.9) with,
T (δt) = ⎛⎜⎝
cos(ω δt)2 r cos(ω δt) sin(ω δt) 0−r cos(ω δt) sin(ω δt) cos(ω δt)2 0
0 0 cos(ω δt)2
⎞⎟⎠ (3.3.20)
d(δt) = ⎛⎜⎝
0
0
r sin(ω δt)2.
⎞⎟⎠
From these we can compute Aδt and bδt non-perturbatively using (3.3.16).
In the regime where ω δt≪ 1 we can make the expansion Aδt = A0 + δtA1 + δt2A2 + . . .
where,
A0 = ⎛⎜⎝
0 ω r 0−ω r 0 0
0 0 0
⎞⎟⎠ , (3.3.21)
A1 = ⎛⎜⎝
−ω2 (1 − r2/2) 0 0
0 −ω2 (1 − r2/2) 0
0 0 −ω2
⎞⎟⎠ , (3.3.22)
A2 = ⎛⎜⎝
0 ω3r(1 − r2)/3 0−ω3r(1 − r2)/3 0 0
0 0 0
⎞⎟⎠ . (3.3.23)
Similarly we can expand bδt = b0 + δtb1 + δt2 b2 + . . . where,
b0 = 0, b1 = (0,0, ω2 r)⊺, b2 = 0. (3.3.24)
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Thus in the continuum limit we have rotation about the z-axis at a rate ω r. Note that
this is unitary dynamics. At first order we have dephasing in the x and y directions at
a rate of δtω2 (1 − r2/2). At first order in the z direction we approach a fixed point of
a = (0,0, r) at a rate δtω2. Note that this fixed point is the ancilla’s 3-Bloch vector prior
to their interaction with the system. At second order we find another unitary contribution
to the dynamics. Specifically, the rate of rotation we found in the continuum limit, ω r is
at second order corrected by an amount δt2 ω3r(1 − r2)/3.
3.4 Repeated Measurement Example (Zeno Effect)
In this example we show that the update map can include (non-selective) projective mea-
surements. We take the quantum system to be represented by a D dimensional density
matrix, ρˆ. We take the system to be updated by a CPTP map,
φ(δt)[ρˆ] = D∑
k=1 Πˆk exp(−iHˆδt/h̵) ρˆ exp(iHˆδt/h̵)Πˆk (3.4.1)= D∑
k=1 (⟨k∣ exp(−iHˆδt/h̵) ρˆ exp(iHˆδt/h̵) ∣k⟩) ∣k⟩⟨k∣ (3.4.2)= D∑
k=1 qk ∣k⟩⟨k∣ (3.4.3)
, (3.4.4)
where {Πˆk} = {∣k⟩⟨k∣} are a complete set of rank-one orthogonal projectors, i.e.,
ΠˆnΠˆm = δnmΠn, D∑
k=1 Πk = 1ˆ, and Tr(Πk) = 1 (3.4.5)
and
qk = ⟨k∣ exp(−iHˆδt/h̵) ρˆ exp(iHˆδt/h̵) ∣k⟩ . (3.4.6)
This update represents the system evolving unitarily under a Hamiltonian Hˆ for a time δt
and then undergoing an instantaneous projective measurement without postselection.
Unfortunately we cannot directly apply the interpolated collision model formalism to
this scenario since,
φ(0)[ρˆ] = D∑
k=1 Πˆk ρˆ Πˆk, (3.4.7)
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is not the identity map; something happens in no time. This is due to the instantaneous
nature of our measurements.
We can circumvent this problem by noting that as shown above after each update the
system is always in a state of the form, ρˆ(nδt) = ∑k pkΠˆk = ∑k pk ∣k⟩⟨k∣ for some pk. If we
assume that the initial state ρˆ(0) can also be written in this form then we can represent
the state ρˆ(nδt) at each discrete time point by the probability vector p(nδt) with entries,
pk(nδt) = Tr(Πˆk ρˆ(nδt)). (3.4.8)
This does not mean that state can always be written in this form. Indeed if take the
interruption map (see Equation (2.1.3)) to be,
φ(δt, r)[ρˆ] = exp(−iHˆ r/h̵) ρˆ exp(iHˆ r/h̵), (3.4.9)
for 0 ≤ r < δt then the intermediate states will not generally be of this form. The dynamics
generated by Hˆ will generally create coherences in the {∣k⟩} basis. These coherences are
removed at the end of the update by the measurement. Despite this we can still restrict
our attention to the subspace of states which are incoherent in the basis ∣k⟩ and construct
our interpolation scheme there.
We can identify the update map for p(δt) through the following computation,
pk((n + 1) δt) = Tr (Πˆk φ(δt)[ρˆ(nδt)]) (3.4.10)= Tr(Πˆk φ(δt)[∑`p`(nδt)Πˆ`]) (3.4.11)
= ∑`Tr(Πˆk φ(δt)[Πˆ`]) p`(nδt) (3.4.12)
= ∑` Λ(δt)k` p`(nδt). (3.4.13)
From this we can identify the update map Λ(δt) as having entries,
Λ(δt)k` = Tr(Πˆk φ(δt)[Πˆ`]) = ⟨k∣φ(δt)[∣`⟩⟨`∣] ∣k⟩ . (3.4.14)
Connecting with the notion of Sec. 2.3 we now have v ≡ p and M(δt) ≡ Λ(δt).
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We can write the update map, Λ(δt), in terms of the Hamiltonian as,
Λ(δt)k` = Tr(Πˆk φ(δt)[Πˆ`]) (3.4.15)
= Tr(Πˆk D∑
n=1 Πˆn exp(−iHˆδt/h̵) Πˆ` exp(iHˆδt/h̵)Πˆn) (3.4.16)= Tr(Πˆk exp(−iHˆδt/h̵) Πˆ` exp(iHˆδt/h̵)) (3.4.17)= Tr(∣k⟩⟨k∣ exp(−iHˆδt/h̵) ∣`⟩⟨`∣ exp(iHˆδt/h̵)) (3.4.18)= ∣ ⟨k∣ exp(−iHˆδt/h̵) ∣`⟩ ∣2. (3.4.19)
We can identify the entries of this matrix as the probability that time evolution by Hˆ takes∣`⟩→ ∣k⟩.
We can now apply the interpolated collision model formalism since this new update map
now has the minimum required regularity around δt = 0. Indeed Λ(0) = 1, and computing
the derivative at zero we find,
Λ′(0)k` = −i
h̵
Tr(Πˆk [Hˆ, Πˆ`]) (3.4.20)
= −i
h̵
Tr(Hˆ[Πˆk, Πˆ`]) = 0, (3.4.21)
where we have used the commutator identity, Tr([Aˆ, Bˆ] Cˆ) = Tr(Aˆ [Bˆ, Cˆ]) and the fact
that [Πˆk, Πˆ`] = 0 for orthogonal projectors. This means that the continuum limit dynamics
vanishes,
d
dt
p(t) = L0 p(t) = Λ′(0) p(t) = 0. (3.4.22)
We can understand this as an example of the Zeno effect [33, 54]. By rapidly and repeatedly
measuring the system we can freeze out any dynamics happening in between our measure-
ments. The “watched” system is frozen. However, as we will now see, this only happens
in the continuum limit, i.e. when the measurements are happening infinitely often.
We can expand (3.4.10) as a series around δt = 0 as,
Λ(δt) = 1 + δtΛ1 + δt2 Λ2 + δt3 Λ3 + . . . , (3.4.23)
where Λ1 = 0 and,
Λ2k` = 1
2
(−i
h̵
)2Tr(Πˆk [Hˆ, [Hˆ, Πˆ`]]) = 1
2
( i
h̵
)2Tr([Hˆ, Πˆk]†[Hˆ, Πˆ`]). (3.4.24)
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We can interpret ih̵[Hˆ, Πˆ`] as the derivative of the projector Πˆ` in the Heisenberg picture
and the trace of a product as an inner product. In this light Λ2 captures the degree to
which the projectors rotate into each other.
From this we can compute the first order interpolation generator L1 = Λ2 −Λ21/2 = Λ2.
This gives us the first order master equation,
d
dt
pk(t) = δt
2
( i
h̵
)2 D∑
n=1 Tr([Hˆ, Πˆk]†[Hˆ, Πˆ`])p`(t). (3.4.25)
Thus outside of the continuum limit we see that the system’s dynamics is not fixed by the
repeated measurements.
For a concrete example consider the scenario where we rapidly measure a qubit with
free dynamics, Hˆ = h̵ωσˆz/2 in the Πˆ+ = ∣+⟩⟨+∣, Πˆ− = ∣−⟩⟨−∣ basis. If we assume that δtω ≪ 1
(such that we can neglect second order terms) we find,
d
dt
p+(t) = δt
2
( i
h̵
)2∑
n=±Tr([Hˆ, Πˆ+]†[Hˆ, Πˆn])pn(t) (3.4.26)= −δtω2
8
∑
n=±Tr([σˆz, Πˆ+]†[σˆz, Πˆn])pn(t)= −δtω2
4
(p+(t) − p−(t)),
and similarly,
d
dt
p−(t) = −δtω2
4
(p−(t) − p+(t)). (3.4.27)
Note that as expected the sum of the probabilities is fixed ddt(p+(t) + p−(t)) = 0. The
dynamics of the difference, ∆p(t) ∶= p+(t) − p−(t), is,
d
dt
∆p(t) = −δtω2
2
∆p(t). (3.4.28)
Thus the dynamics induced by the rapid repeated measurement ultimately drives the
system to the maximally mixed state (∆p = 0 and therefore p+ = 1/2 and p− = 1/2) at a
rate Γ = δtω2/2.
3.5 Main Example: Ancillary Bombardment
Let us next turn our attention to the main scenario considered in this thesis. Consider a
quantum system which is represented by its density matrix, ρˆS(t), and which is updated
35
by the CPTP map,
φ(δt)[ρˆS] = TrA( exp(−i δt Hˆ/h̵)(ρˆS ⊗ ρˆA) exp(i δt Hˆ/h̵)). (3.5.1)
This represents our system engaging with an ancillary system, A, (initially uncorrelated
with our system and with reduced state ρˆA) and interacting with it for a time δt under a
joint time-independent Hamiltonian,
Hˆ = HˆS ⊗ 1A + 1S ⊗ HˆA + HˆSA, (3.5.2)
before finally decoupling from ancilla, which is discarded. This scenario, which we term
ancillary bombardment, will be considered extensively throughout the remainder of this
thesis.
We first confirm that the update map satisfies the required regularity assumptions
around δt = 0. Specifically we have, φ(0) = 1 and,
φ′(0)[ρˆS] = TrA(−i
h̵
[Hˆ, ρˆS ⊗ ρˆA])
= −i
h̵
[TrA(HˆρˆA), ρˆS]
= −i
h̵
[Hˆ(0), ρˆS], (3.5.3)
where Hˆ(0) = TrA(HˆρˆA) is the “average” Hamiltonian with respects to ρˆA. Thus under
very rapid bombardment (in the continuum limit) the system evolves as,
d
dt
ρˆS(t) = L0[ρˆS(t)] (3.5.4)= φ′(0)[ρˆS(t)]= −i
h̵
[Hˆ(0), ρˆS(t)].
That is, in the continuum limit the system evolves unitarily with a Hamiltonian,
Hˆ(0) = HˆS +TrA(HˆSAρˆA) = HˆS + Hˆ(0)ind, (3.5.5)
where Hˆ
(0)
ind = TrA(HˆSAρˆA) is a new Hamiltonian induced by the rapid bombardment. This
phenomena of unitary evolution under rapid bombardment was first discussed by David
Layden in [64]. He gives the interpretation that the system is “pushed” be the rapid stream
of ancillas (accounting for the modification of the system’s dynamics) but that it does not
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have time to “talk” with them (there is quantum information flow between them, i.e. no
possibility for entanglement to be generated). Moreover, in [64], it was shown how this
phenomenon could yield rapid quantum control.
We can explore dynamics outside of the continuum limit by expanding the interaction
map as,
φ(δt) = 1 + δtφ1 + δt2 φ2 + δt3 φ3 + . . . , (3.5.6)
where,
φ1[ρˆS] = −i
h̵
TrA([Hˆ, ρˆS ⊗ ρˆA]) (3.5.7)
φ2[ρˆS] = 1
2!
(−i
h̵
)2TrA([Hˆ, [Hˆ, ρˆS ⊗ ρˆA]]) (3.5.8)
φ3[ρˆS] = 1
3!
(−i
h̵
)3TrA([Hˆ, [Hˆ, [Hˆ, ρˆS ⊗ ρˆA]]]) (3.5.9)
φ4[ρˆS] = 1
4!
(−i
h̵
)4TrA([Hˆ, [Hˆ, [Hˆ, [Hˆ, ρˆS ⊗ ρˆA]]]]), (3.5.10)
with higher order terms following the same pattern. From these we can compute the correc-
tions to the master equation (3.5.4) accounting for the finite duration of each interaction.
The first order term in the master equation is given by L1 = φ2 − 12φ12. In order to
compute this it is useful to write the full Hamiltonian in the general form,
Hˆ = ∑
k∈K Qˆk ⊗ Rˆk, (3.5.11)
where Qˆk and Rˆk are Hermitian operators on the system and ancilla respectively. Note that
the system and ancilla’s free Hamiltonians can be included in this representation by taking
k ∈K = {S,A,1,2,3, . . . ,N} with QˆS = HˆS, RˆS = 1ˆA, QˆA = 1ˆS, and RˆA = HˆA. Separating
the free Hamiltonians out of the sum we have the interaction Hamiltonian,
HˆSA = N∑
k=1 Qˆk ⊗ Rˆk. (3.5.12)
Plugging this expression into (3.5.7) and rearranging terms we find,
φ1[ρˆS] = −i
h̵
TrA([Hˆ, ρˆS ⊗ ρˆA]) (3.5.13)
= −i
h̵
∑
k∈K⟨Rˆk⟩ [Qˆk, ρˆS], (3.5.14)
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where ⟨Rˆn⟩ = TrA(Rˆk ρˆA). From this we find,
1
2
φ1
2[ρˆS] = 1
2
(−i
h̵
)2 ∑
n,m∈K⟨Rˆn⟩ ⟨Rˆm⟩ [Qˆn, [Qˆm, ρˆS]] (3.5.15)= 1
h̵2
∑
n,m∈K⟨Rˆ†n⟩ ⟨Rˆm⟩(QˆnρˆSQˆ†m − 12{Qˆ†mQˆn, ρˆS}), (3.5.16)
where we have used 1) the symmetry of the coefficients ⟨Rˆn⟩ ⟨Rˆm⟩, and 2) the identity
(3.2.9), and 3) the fact that Qˆk = Qˆ†k.
We can similarly compute φ2[ρˆ] as follows. Using (3.5.11) we have,
φ2[ρˆS] = 1
2!
(−i
h̵
)2TrA([Hˆ, [Hˆ, ρˆS ⊗ ρˆA]]) (3.5.17)
= 1
2
(−i
h̵
)2 ∑
n,m∈K TrA ([Qˆn ⊗ Rˆn, [Qˆm ⊗ Rˆm, ρˆS ⊗ ρˆA]]) , (3.5.18)
Expanding the sum we have,
∑
n,m∈K TrA ([Qˆn ⊗ Rˆn, [Qˆm ⊗ Rˆm, ρˆS ⊗ ρˆA]]) (3.5.19)= ∑
n,m∈K TrA(RˆnRˆmρˆA)QˆnQˆmρˆS +TrA(ρˆARˆmRˆn)ρˆSQˆmQˆn (3.5.20)− ∑
n,m∈K TrA(RˆmρˆARˆn)QˆmρˆSQˆn +TrA(RˆnρˆARˆm)QˆnρˆSQˆm (3.5.21)= ∑
n,m∈K⟨RˆnRˆm⟩QˆnQˆmρˆS + ⟨RˆmRˆn⟩ρˆSQˆmQˆn − ⟨RˆnRˆm⟩QˆmρˆSQˆn − ⟨RˆmRˆn⟩QˆnρˆSQˆm,
(3.5.22)
Exchanging the indices m and n in the second and fourth terms as,
∑
n,m∈K⟨RˆmRˆn⟩ρˆSQˆmQˆn = ∑n,m∈K⟨RˆnRˆm⟩ρˆSQˆnQˆm, (3.5.23)
and,
∑
n,m∈K⟨RˆmRˆn⟩QˆnρˆSQˆm = ∑n,m∈K⟨RˆnRˆm⟩QˆmρˆSQˆn, (3.5.24)
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we have, ∑
n,m∈K TrA ([Qˆn ⊗ Rˆn, [Qˆm ⊗ Rˆm, ρˆS ⊗ ρˆA]]) (3.5.25)= ∑
n,m∈K⟨RˆnRˆm⟩ (QˆnQˆmρˆS + ρˆSQˆnQˆm − 2QˆmρˆSQˆn) (3.5.26)= −2 ∑
n,m∈K⟨RˆnRˆm⟩ (QˆmρˆSQˆn − 12{QˆnQˆm, ρˆS}) . (3.5.27)
Thus in total we have,
φ2[ρˆS] = 1
h̵2
∑
n,m∈K⟨Rˆ†nRˆm⟩ (QˆnρˆSQˆ†m − 12{Qˆ†mQˆn, ρˆS}), (3.5.28)
where we have used that Rˆk and Qˆk are Hermitian to insert daggers. From this and (3.5.15)
we have,
L1[ρˆS] = 1
h̵2
∑
n,m∈K (⟨Rˆ†nRˆm⟩ − ⟨Rˆ†n⟩⟨Rˆm⟩) (QˆnρˆSQˆ†m − 12{Qˆ†mQˆn, ρˆS}). (3.5.29)
This is almost in Linblad form and is reminiscent of (3.2.6) from our earlier mixed unitary
example. In this case however, the coefficient matrix, Dnm ∶= ⟨Rˆ†nRˆm⟩ − ⟨Rˆ†n⟩⟨Rˆm⟩, is not
necessarily symmetric since Rˆ†n and Rˆm may not commute. Moreover the coefficients are
not necessarily real since Rˆ†nRˆm may not be Hermitian. Nonetheless we can see that this
coefficient matrix is positive semi-definite by the following argument. Contracting the
coefficient matrix with any complex vector vk we have
v†Dv = ∑
n,m∈K v∗n(⟨Rˆ†nRˆm⟩ − ⟨Rˆ†n⟩⟨Rˆm⟩)vm (3.5.30)= ⟨(∑
n∈K Rˆnvn)†(∑m∈K Rˆmvm)⟩ − ⟨∑n∈K Rˆnvn⟩∗⟨∑m∈K Rˆmvm⟩ (3.5.31)= ⟨Bˆ†Bˆ⟩ − ⟨Bˆ†⟩⟨Bˆ⟩ (3.5.32)≥ 0, (3.5.33)
where Bˆ = ∑k∈K Rˆkvk. Thus D ≥ 0. This shows that the dynamics generated by L1 is
CPTP.
As discussed above we can separate out the terms dealing with the free Hamiltonians
by isolating the parts of the sum at least one of n or m being in {S,A}. First consider the
terms with n = S and m free. Recall that RˆS = 1A and QˆS = HˆS such that,
1
h̵2
∑
m∈K (⟨Rˆm⟩ − ⟨Rˆm⟩) (HˆSρˆSQˆ†m − 12{Qˆ†mHˆS, ρˆS}) = 0. (3.5.34)
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These terms vanish. Similarly all the terms with m = S and n free also vanish. All the
other terms under consideration have either n = A and m ∈ [1,N] or vice versa. Taken
together they give (after significant manipulation),−i
h̵
[H(1), ρˆS] where H(1) = 1
2
TrA( i
h̵
[HˆSA, HˆA]ρˆA). (3.5.35)
We can interpret this term as the free Hamiltonian of the ancilla evolved forward in time
(as in the interaction picture) by the interaction Hamiltonian.
Thus in total we have the first order dynamics,
L1[ρˆS] = −i
h̵
[H(1), ρˆS] + 1
h̵2
N∑
n,m=1 (⟨Rˆ†nRˆm⟩ − ⟨Rˆ†n⟩⟨Rˆm⟩) (QˆnρˆSQˆ†m − 12{Qˆ†mQˆn, ρˆS}).
(3.5.36)
That is, the first order dynamics consists of a unitary term coming from the non-commutation
of HˆSA and HˆA as well as some new dissipative dynamics. The decoherence modes and
decoherence rates can be found by diagonalizing the coefficient matrix D as in Sec 3.2.
As the examples considered in this Chapter have shown, the interpolated collision model
formalism can be applied to a wide variety of scenarios and representations of quantum
systems. It is noteworthy that in every example so far discussed the continuum limit
dynamics has been unitary, even when the update map for δt ≠ 0 is clearly non-unitary.
In the following chapter we will investigate in detail this unitary-in-the-continuum-limit
phenomena.
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Chapter 4
Non-Unitary Dynamics in the
Continuum Limit
In all of the examples discussed in the previous chapter the continuum limit dynamics
was unitary. Is this a generic phenomena? To address this question we will first show a
simple (albeit fine-tuned) example in which the continuum limit dynamics is not unitary.
We will then work out under what conditions in general the continuum limit dynamics
is non-unitary. This discussion will show that fine-tuning along the lines of our simple
example is always necessary to see non-unitary dynamics in the continuum limit. Finally,
we will discuss in what ways this fine-tuning is often going to be unnatural.
In the final section of this Chapter we will discuss the implications of these results for
anyone wishing to use master equations derived from collision models to describe open
quantum systems. As was argued in the Chapter 1, the δt→ 0 limit is already a departure
from reality (realistic interactions have finite duration). Moreover, as this Chapter shows,
in addition to the δt → 0 approximation, the continuum limit master equation approach
will require some fine tuning in order to yield non-unitary dynamics. As we will discuss,
the required sort of fine tuning seems difficult to explain.
For these reasons I believe that the continuum limit master equation approach should
be largely abandoned in favor of the interpolative approach developed in this thesis. As we
have seen already in Chapter 2 and 3 the interpolative approach generalizes the continuum
limit approach (we can take δt → 0 anytime) and can be applied to a wide variety of
interesting scenarios. In later Chapters we will see further application of the interpolative
approach.
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4.1 A simple fine-tuned example of non-unitary dy-
namics in the continuum limit
Let us consider a continuous variable quantum system, S, with a position operator, qˆS, and
canonically conjugate momentum, pˆS. Let us assume that within each update the system
interacts for a duration δt with an ancilla with position and momentum operators, qˆA and
pˆA. Let us take each ancilla to be in the state ρˆA at the beginning of its interaction and
for the interaction to be generated by the Hamiltonian,
Hˆ = HˆS ⊗ 1ˆA + 1ˆS ⊗ HˆA + g qˆS ⊗ pˆA, (4.1.1)
for some interaction strength, g. This is an example of ancillary bombardment which is
discussed in general in Chapter 3.5.
This choice of Hamiltonian is inspired by the continuous-position measurement model
introduced by Caves and Milburn in 1987 [27]. This sort of interaction has in recent years
been applied to models gravitational decoherence [2, 3] and is often used in simple pointer
measurements scenarios.
From equations (3.5.4) and (3.5.5) we have the continuum limit dynamics,
d
dt
ρˆS(t) = L0[ρˆS(t)] (4.1.2)
= −i
h̵
[HˆS + Hˆ(0)ind , ρˆS(t)],
where Hˆ
(0)
ind = g ⟨pˆA⟩ qˆS is the induced dynamics at zeroth order. Note that at this point in
the continuum limit the dynamics is unitary. From equation (3.5.35) and (3.5.36), the first
order dynamics is given by,
L1[ρˆS] = −i
h̵
[Hˆ(1), ρˆS] + 1
h̵2
(⟨pˆ2A⟩ − ⟨pˆA⟩2) (qˆSρˆSqˆ†S − 12{qˆ†S qˆS, ρˆS}) (4.1.3)= −i
h̵
[Hˆ(1), ρˆS] − g2
2h̵2
(⟨pˆ2A⟩ − ⟨pˆA⟩2)[qˆS, [qˆS, ρˆS]], (4.1.4)
where,
Hˆ(1) = g
2
⟨ i
h̵
[pˆA, HˆA]⟩ qˆS. (4.1.5)
Thus to first order the dynamics is,
d
dt
ρˆS(t) = (L0 + δtL1)[ρˆS(t)] (4.1.6)
= −i
h̵
[HˆS + g ⟨pˆA⟩ qˆS + g δt
2
⟨ i
h̵
[pˆA, HˆA]⟩ qˆS, ρˆS] − g2δt
2h̵2
(⟨pˆ2A⟩ − ⟨pˆA⟩2)[qˆS, [qˆS, ρˆS]].
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Note that the first order dynamics will in general be non-unitary. The non-unitary term
is proportional to g2δt∆2p where ∆
2
p ∶= ⟨pˆ2A⟩ − ⟨pˆA⟩2 is variance of the ancilla momentum.
As such, this term will vanish in the continuum limit δt → 0. We can “promote” this
non-unitary term into the continuum limit by either the interaction strength, g, or the
variance of the ancilla momentum, ∆2p, depend on the interaction duration δt diverging as
δt→ 0.
For instance we could take the ancillas to have increasingly uncertain momentum as the
interactions shorten as ∆2p ∼ κ1/δt such that ∆2p δt → κ1 a constant. This is the approach
taken in [27]. In this modified continuum limit we have,
d
dt
ρˆS(t) = −i
h̵
[HˆS + g ⟨pˆA⟩ qˆS, ρˆS] − g2 κ1
2h̵2
[qˆS, [qˆS, ρˆS]]. (4.1.7)
It is worth noting that taking ∆2p → ∞ as δt → 0 does not imply that the ancillas are
becoming more mixed. This effect can be achieved by taking the ancillas to be pure and to
have increasingly well defined positions which by the uncertainty principle this guarantees
a divergence in momentum variance.
Alternatively we could take the interaction strength g ∼ √κ2/δt to diverge as δt → 0
such that g2δt → κ2 a constant. In this limit, the g δt ∼ √κ2 δt term in the effective
Hamiltonian goes to zero. However, there is an issue in the zeroth order dynamics, the
unitary term proportional to g ∼ √κ2/δt will diverge unless we also take ⟨pA⟩ → 0 fast
enough that ⟨pA⟩/√δt→ 0. In this finely balanced limit we will have non-unitary dynamics
in the continuum limit,
d
dt
ρˆS(t) = −i
h̵
[HˆS, ρˆS] − κ2 ∆2p
2h̵2
[qˆS, [qˆS, ρˆS]]. (4.1.8)
This g2δt→ κ2 trick is very common in collisional models [27, 67, 41, 31, 30, 88, 68, 29, 40,
4, 7, 23].
In any case, both of these methods to achieve non-unitary dynamics in the continuum
have required that we take some property of the interaction (either the Hamiltonian or
the ancilla state) to diverge in a specific way as δt → 0. As we will see in the next section
this is always the case, some degree of fine-tuning is always necessary to see non-unitary
dynamics in the continuum limit.
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4.2 Continuum Limit of a General Update Scheme
(Kraus Representation)
Consider a quantum system represented by its density matrix, ρˆ, which is repeatedly
updated by a generic CPTP map, φ(δt), which is analytic at δt = 0 and has φ(0) = 1.
Recall that any CPTP map can be written in Kraus form as,
φ(δt)[ρˆ] = N∑
k=1 Aˆk(δt) ρˆ Aˆk(δt)†, (4.2.1)
where Aˆk(δt) are operators (called Kraus operators) satisfying the trace preserving condi-
tion,
N∑
k=1 Aˆk(δt)†Aˆk(δt) = 1ˆ. (4.2.2)
Given such a general update map, can we find a necessary and sufficient condition on the
Kraus operators such that the continuum limit dynamics will be non-unitary? Indeed we
can. To do this we will first need to transfer our assumptions about the regularity of φ(δt)
at δt = 0 (i.e., being analytic at δt = 0 with φ(0) = 1) onto the Kraus operators.
Let us begin with the assumption that φ(δt) is analytic at δt = 0. Does this imply that
Aˆk(δt) is also analytic at δt = 0? First let us, consider a simplified problem. Consider a
function f(x) ≥ 0 defined for x ≥ 0. Does the fact that f(x)2 is analytic at x = 0 imply
that its square root f(x) is also analytic at x = 0?
It does not. Consider the function f(x)2 = x and note that f(x) = √x is not differen-
tiable at x = 0. However, as can be seen in Appendix A, this is the only sort of non-analytic
behavior that f(x) can have at x = 0. Specifically, if f(x)2 is analytic at x = 0 then either
f(x) or f(x)/√x is analytic at x = 0. Equivalently, if f(x)2 is analytic at x = 0 then f(x)
is either analytic at x = 0 or is √x times something analytic at x = 0.
Moreover in Appendix A it is shown that something similar is true for Kraus operators.
Specifically, φ(δt) being analytic at δt = 0 implies that each of its Kraus operators are one
of the following two types:
1. A Kraus operator of the first kind is analytic at δt = 0. These operators can be
expanded as,
A
(1)
m (δt) = Aˆm,0 + δt Aˆm,1 + δt2 Aˆm,2 + . . . . (4.2.3)
We mark Kraus operators of the first kind with a superscript (1) and index them
with m ∈ [1,N (1)]. Note the subscript following the m index is always an integer.
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2. A Kraus operator of the second kind is not analytic at δt = 0. These operators can
be expanded as,
A
(2)
n (δt) = √δt (Aˆn,1/2 + δt Aˆn,3/2 + δt2 Aˆn,5/2 + . . . ). (4.2.4)
We mark Kraus operators of the second kind with a superscript (2) and index them
with n ∈ [1,N (2)]. Note the subscript following the n index is always a half integer.
Dividing the Kraus operators into these two types we have,
φ(δt)[ρˆ] = N(1)∑
m=1 Aˆ
(1)
m (δt) ρˆ Aˆ(1)m (δt)† + N(2)∑
n=1 Aˆ
(2)
n (δt) ρˆ Aˆ(2)n (δt)†. (4.2.5)
Next we can transfer the assumption that “Nothing happens in no time”, i.e. φ(0) = 1
to the Kraus operators. Decomposing the Kraus operators as discussed above we have at
δt = 0,
ρˆ = φ(0)[ρˆ] = N(1)∑
m=1 Aˆ
(1)
m (0) ρˆ Aˆ(1)m (0)† (4.2.6)
since all Kraus operators of the second kind vanish at δt = 0. Thus, the Kraus operators
of the first kind evaluated at δt = 0 should form a Kraus representation of the identity
channel. The most general Kraus representation of the identity channel is,
Aˆ
(1)
m (0) = √pm eiθm 1ˆ, (4.2.7)
for some probabilities pm ≥ 0 and phases θm ∈ [−pi,pi). The trace preserving condition at
δt = 0 requires that ∑k pk = 1. Noting that the channel φ(δt) is unaffected by a phase
rotation of each of its Kraus operators, Aˆk(δt) → Aˆk(δt)eiφk , we can take θm = 0 without
loss of generality. Thus the condition that φ(0) = 1 implies that Aˆ(1)m (0) = Aˆm,0 = √pm1.
To summarize any CPTP map φ(δt) which is analytic at δt = 0 and has φ(0) = 1 has a
Kraus decomposition of the form (4.2.5) with Aˆ
(1)
m (0) = Aˆm,0 = √pm for some probabilities
pm.
Now that we have determined which Kraus representations correspond to our analytic
update maps, we can proceed to calculate the dynamics in the continuum limit for such a
general update map. Taking the derivative at δt = 0 of (4.2.5) and using Aˆm,0 = √pm 1ˆ we
have,
d
dt
ρˆ(t) = L0[ρˆ(t)] = φ′(0)[ρˆ] = N(1)∑
m=1
√
pm (Aˆm,1ρˆ + ρˆAˆ†m,1) + N(2)∑
n=1 Aˆn,1/2 ρˆ Aˆ
†
n,1/2. (4.2.8)
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In order to determine if this dynamics is unitary or non-unitary we will now write it in
Lindblad form [66]. To do this we first divide ∑N(1)m=1 √pm Aˆm,1 into its Hermitian and
anti-Hermitian parts as Gˆ + −ih̵ Hˆ with,
Gˆ ∶= 1
2
N(1)∑
m=1
√
pm (Aˆm,1 + Aˆ†m,1) (4.2.9)
Hˆ ∶= ih̵
2
N(1)∑
m=1
√
pm (Aˆm,1 − Aˆ†m,1), (4.2.10)
being Hermitian operators. Using this decomposition we have,
L0[ρˆ] = −i
h̵
[Hˆ, ρˆ] + {Gˆ, ρˆ} + N(2)∑
n=1 Aˆn,1/2 ρˆ Aˆ
†
n,1/2. (4.2.11)
This can be simplified using the trace preserving condition (4.2.2). To first order in δt this
is,
0 = N(1)∑
m=1
√
pm (Aˆm,1 + Aˆ†m,1) + N(2)∑
n=1 Aˆ
†
n,1/2Aˆn,1/2 (4.2.12)
= 2 Gˆ + N(2)∑
n=1 Aˆ
†
n,1/2Aˆn,1/2, (4.2.13)
such that,
Gˆ = −1
2
N(2)∑
n=1 Aˆ
†
n,1/2Aˆn,1/2. (4.2.14)
Thus we find the continuum limit dynamics in Lindblad form as,
d
dt
ρˆ(t) = L0[ρˆ(t)] = −i
h̵
[Hˆ, ρˆ] + N(2)∑
n=1 Aˆn,1/2 ρˆ Aˆ
†
n,1/2 − 12 {Aˆ†n,1/2 Aˆn,1/2, ρˆ}. (4.2.15)
Thus in general the continuum dynamics can be non-unitary as the example in the previous
subsection had suggested. The decoherence modes of the continuum limit dynamics are
given by the set of operators {Aˆn,1/2}.
That is, the decoherence modes are entirely determined by the Kraus operators of
the second kind. If there are no Kraus operators of the second kind then there are no
decoherence modes and the dynamics is unitary.
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Recall that the Kraus operators of the second kind are exactly those Kraus operators
which are non-analytic at δt = 0. Thus if φ(δt) has only analytic Kraus operators then the
continuum limit dynamics will be unitary.
Thus the continuum limit dynamics is non-unitary if and only if 1) the update map has
Kraus operators which are non-analytic at δt = 0 and therefore can be expanded as (4.2.4)
and 2) at least one of these non-analytic Kraus operators has Aˆn,1/2 ≠ 0.
4.3 Non-Unitary Continuum Limit for Ancillary Bom-
bardment
As we have seen in the previous section, an generic update map will yield non-unitary
dynamics in the continuum limit only if it has non-analytic Kraus operators. We will now
investigate how difficult it is to build an update map with this property. Specifically we
will investigate what modifications to the ancillary bombardment example in Sec. 3.5 are
necessary to produce non-analytic Kraus operators.
Suppose that evolution of the system and ancilla is generated by a time-independent1
Hamiltonian Hˆ such that we have the update map,
φ(δt)[ρˆS] = TrA( exp(−i δt Hˆ/h̵)(ρˆS ⊗ ρˆA) exp(i δt Hˆ/h̵)). (4.3.1)
Without loss of generality we may assume that ρˆA = ∑` q` ∣`⟩⟨`∣ for some probabilities q`
and orthonormal vectors {∣`⟩}. We can find Kraus operators for this update map (indexed
by k and `) as,
Aˆk`(δt) = √q` ⟨k∣ exp(−i δt Hˆ/h̵) ∣`⟩ . (4.3.2)
If none of Hˆ, q`, or ∣`⟩ depend on the interaction duration δt then all of these Kraus
operators would be analytic at δt = 0; The matrix exponential is an analytic function. In
particular we would have,
Aˆk`(δt) = √q` δk` + −i δt
h̵
⟨k∣ Hˆ ∣`⟩ + 1
2
(−i δt
h̵
)2 ⟨k∣ Hˆ2 ∣`⟩ + . . . . (4.3.3)
Thus, in order to have some of these Kraus operators be non-analytic at δt = 0 we must
take at least one of Hˆ, q`, or ∣`⟩ to depend on the interaction duration.
1Note that time-independence is assumed here for simplicity, the same conclusions hold for a time-
dependent Hamiltonian. Note that time-dependence and duration-dependence are strictly independent
concepts.
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Compare this with types of modifications that we were able to come up with in Sec. 4.1
to achieve non-unitary dynamics in the continuum limit. We found before that we could
either change the ancilla state, ρˆA, as we changed δt (by either keeping it pure or making it
more mixed) or we could change the Hamiltonian (particularly the coupling strength, g).
As we can now see, in general one of these two is necessary to see non-unitary dynamics
in the continuum limit.
It is worth delving into the δt-dependent Hamiltonian option in some detail. Let us
take Hˆ = Hˆ0 + g Hˆint for some coupling strength g which may depend on δt. For simplicity
we can take ρˆA = ∣0⟩ ⟨0∣ independent of δt. In this case we have an update map
φ(δt)[ρˆS] = TrA( exp(−i δt (Hˆ0 + g Hˆint)/h̵)(ρˆS ⊗ ∣0⟩ ⟨0∣) exp(i δt (Hˆ0 + g Hˆint)/h̵)). (4.3.4)
First note that to ensure that nothing happens in no time (φ(0) = 1) we can take limδt→0 g δt = 0.
From this update map we can construct the Kraus operators,
Aˆk(δt) = ⟨k∣ exp(−i δt (Hˆ0 + gHˆ)/h̵) ∣0⟩ . (4.3.5)
Since limδt→0 g δt = 0 we can expand the exponential in each Kraus operator as a series for
small δt,
Aˆk(δt) = ⟨k∣ (1ˆSA − i δt
h̵
(Hˆ0 + g Hˆint) + . . . ) ∣0⟩ (4.3.6)
= 1ˆS δk0 − i δt
h̵
⟨k∣ Hˆ0 ∣0⟩ − i g δt
h̵
⟨k∣ Hˆint ∣0⟩ (4.3.7)
+ 1
2
( i δt
h̵
)2 ⟨k∣ Hˆ20 ∣0⟩ + g2 ( i δth̵ )2 ⟨k∣ {Hˆint, Hˆ0} ∣0⟩ + g22 ( i δth̵ )2 ⟨k∣ Hˆ2int ∣0⟩ (4.3.8)+ . . . . (4.3.9)
At this point each of these Kraus operators could be of either the first or second kind
depending on how g depends on δt. However for k = 0 we can see that Aˆ0(δt) must be a
Kraus operator of the first kind since Aˆ0(0) = 1 ≠ 0. All Kraus operators of the second
kind vanish at δt = 0.
In order for the continuum dynamics to be non-unitary we need at least one of the
other Kraus operators (with k ≠ 0) to be of the second kind. Moreover we need it to scale
as
√
δt as δt → 0. The obvious way to do this is to take g = √κ/δt for small δt such
that, g δt = √κδt. Taking the interaction strength to diverge in this specific way as the
interaction shortens will cause the continuum limit dynamics to be non-unitary. Note the
similarity of this argument to that of the example presented in section 4.1.
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As in this previous example, taking this balanced limit causes collateral damage that
must be cancelled out. Recall that Aˆ0 must be a Kraus operator of the first kind, and so
it must be analytic at δt = 0. That is, Aˆ0(δt) must have a series expansion in δt with only
integer powers and no half-integers. Taking g = √κ/δt introduced a g δt = √κδt term into
Aˆ0 which must be hidden somehow. Indeed we must take ⟨0∣ Hˆint ∣0⟩ = 0 or equivalently,
Tr (Hˆint(ρˆS ⊗ ∣0⟩ ⟨0∣)) = 0, (4.3.10)
for every ρˆS. That is, the interaction Hamiltonian must vanish on average given the initial
ancilla state regardless of the system state. This is equivalent to the ⟨pˆA⟩ = 0 condition in
our earlier example.
Moreover, the Kraus operators with k ≠ 0 must also be either Kraus operators of the
first kind or of the second kind. We cannot have both the δt and g δt ∼ √δt terms present
within any given Kraus operator. This implies further restrictions: for each k ≠ 0 we must
have either, ⟨k∣ Hˆ0 ∣0⟩ = 0 or ⟨k∣ Hˆint ∣0⟩ = 0. (4.3.11)
In general the g2δt = κ approach to generating non-unitary dynamics in the continuum
limit requires a fine-tuning of the interaction Hamiltonian and the ancilla state on top of
the fine tuning of the interaction strength.
Finally, it is worth considering in general what scenarios we might find the δt-dependence
necessary for non-unitary dynamics in the continuum limit. Are there any cases in which
this duration dependence arises naturally? For the Hamiltonian or the ancilla’s initial state
to depend directly on the duration of interaction seems unlikely. The ancilla would need to
know the duration of the interaction from its start to adjust its state and/or how it couples
to the system. However, ostensibly the duration of the interaction is not established until
the end of the interaction. Explanations which involve the interaction duration directly
causing the ancilla to have some initial state or causing the Hamiltonian to be a certain
way are highly unlikely.
A more natural way to achieve this behavior is to take the interaction Hamiltonian or
the ancilla’s initial state to match the interaction duration via some indirect means, for
instance through a common cause. These sorts of common cause explanations are certainly
possible in principle. For instance, the experimenter may have many dials at their disposal
and may choose to turn some of them in unison. For instance they could manually increase
the interaction strength as they manually decrease the interaction duration.
For a less ad-hoc attempt at a common cause explanation consider the case where
the interaction strength and the duration of the interaction are both determined by the
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velocity, v, of the system as g(v) and δt(v) = L/v for some length scale L. One may hope
that a coupling strength proportional to the system’s velocity/momentum2, g ∼ v, will do
the trick. However, this is not so. The necessary relation between g(v) and δt(v) to see
non-unitary dynamics in the continuum limit is, g(v)2 δt(v)→ κ a constant as v →∞. This
implies that g(v) ∼ √v as v → ∞. Any other scaling behavior will either 1) not produce
unitary dynamics in the continuum limit, or 2) cause the continuum limit to fail to exist.
The results of this Chapter have shown that finding non-unitary in the continuum
limit requires a certain non-ananytic behavior in the update map’s Kraus operators. To
achieve this in the context of ancillary bombardment requires either the Hamiltonian or the
ancilla state to depend on the interaction duration. As I have argued this sort of duration
dependence is difficult to explain in a natural way without resorting to unmotivated fine-
tuning. Taken together with the results of Chapters 2 and 3 and the applications described
in the coming chapters this constitutes a strong argument for a shift away from continuum
limit based master equation.
2We are ignoring relativity here.
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Chapter 5
Thermalizing and Purifying
Dynamics in Ancillary Bombardment
One may have the intuition that collisional models can be used as a simple model for the
process of thermalization. Imagine a thermal atomic gas with one atom far from equilib-
rium. One might expect this atom to interact with those near to it sequentially moving
towards some sort of local equilibrium. If, by diffusion the local environment is continu-
ally “refreshed” with new atoms one might expect the atom to eventually equilibrate with
the whole gas. This picturesque description is reminiscent of the ancillary bombardment
scenario discussed in Sec 3.5 suggesting that ancillary bombardment may be able to model
thermalization. Indeed, use is often made of Collision Models to model thermalization
[67, 77, 10, 39, 59] in quantum thermodynamics.
In this chapter I investigate under what circumstances ancillary bombardment can be
used as a model for thermalization. I will do so by looking at two necessary conditions for
dynamics to yield thermalization: being able to cause purification (see Sec. 5.1 - Sec. 5.3)
and being sensitive to the systems’ free energy scales (see Sec. 5.4 - Sec 5.5).
As we will see, we can only have purification at leading possible order (in L1) if the
interaction between the system and ancilla is “complex enough”. If the way that the
system and ancilla pass information back and forth (i.e., the interaction Hamiltonian)
is too simple then they will not be able to significantly purify each other in the brief
time they are interacting. More generally this shows that more complicated interaction
Hamiltonians will yield a richer set of dynamics in the rapid bombardment regime. A full
analysis of which Hamiltonians yield which types of dynamics at which orders in δt is given
for Gaussian systems in Chapter 7.
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In Sec. 5.4 we will see that in order for the system and ancilla to exchange information
about their respective temperatures each of their reduced dynamics must depend on the
free energy scale of the other system. As we will see in Sec. 5.5 this dependence generically
does not show up until second order in δt, that is in L2. This shows that the exchange of
thermal information is a relatively slow process. Indeed, this dependence on free energy
scales cannot be found in the continuum limit, that is in L0. Moreover, these effects are
not present in L1 either such that our earlier trick of promoting dynamics in L1 into the
continuum limit (see Chapter 4) will not help us here. This all shows us that thermalization
via collision models is necessarily a finite duration effect. This provides another compelling
reason to study collisional models outside of the continuum limit.
5.1 Thermalizing requires Purification which requires
Non-unital dynamics
Consider dynamics which causes some system, S, to thermalize to some fixed temperature,
T . If the system is initially thermal and slightly colder than this temperature then its
temperature will increase under such dynamics. Likewise if the system is initially slightly
above this temperature the thermalizing dynamics will need to cool the system down. Since
purity is a monotone of temperature, this cooling implies that the purity of the system
increases. Thus in order for dynamics to thermalize a system to some temperature it
must be able to increase the purity of at least some state. Dynamics which decreases (or
maintains) the purity of every state cannot yield thermalization.
Throughout this chapter when we say that dynamics can purify/cause purification we
mean that there exists some system state, ρˆS, whose purity, P[ρˆS] ∶= Tr(ρˆS2), increases
under the dynamics. That is, a CPTP map φ can purify if there exists some state ρˆS such
that,
P[φ[ρˆS]] > P[ρˆS]. (5.1.1)
Note that this is a relatively weak notion of causing purification; the dynamics just need
to slightly increase the purity of one state for us to say it can cause purification. However,
as we will see achieving even this weak notion of purification is non-trivial.
More generally, we may be interested in dynamics which result in some isolated at-
tractive fixed point for the system, ρˆS(∞). For instance, in the case of thermalization
discussed above we would have ρˆS(∞) = ρˆβ for some fixed inverse temperature β. We can
extend the above argument as follows: Consider a small set of states around this fixed
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point, this set will almost always contain states with lower purity than ρˆS(∞). As these
lower purity states are attracted to the fixed point their purity will necessarily increase.
Thus it appears that dynamics being able to purify is a necessary condition for having an
isolated attractive fixed point. However, there is an exception to this argument.
Our assumption that the set of small states neighborhood around ρˆS(∞) contains a
lower purity state does not hold if ρˆS(∞) is a local minimum of purity. In fact this is
the only case where this assumption does not hold. Moreover, since purity, P[ρˆS], is
a convex function of the state, ρˆS, there can be at most one such local minimum. For
finite dimensional systems the maximally mixed state (i.e., ρˆS = 1ˆ/D where D is state’s
dimension) is the unique minimum purity state. For infinite dimensional quantum systems
the minimum purity state is ill-defined. Taking into account the above exception we can
amend our above conclusion to be: In order for some dynamics to have an isolated attractive
fixed point (other than the maximally mixed state) then this dynamics must be able to
increase the purity of at least some state.
In this section, we will discuss a necessary and sufficient condition for when a CPTP
map φ can cause purification of a finite dimensional system. We will consider an infinite
dimensional system in Chapter 6 and give its purification conditions there.
For finite dimensional quantum systems, a necessary and sufficient condition for a
CPTP map to be able to purify is that it is non-unital (see Theorem 4.27 of Ref. [92]).
That is, that φ[1ˆ/N] ≠ 1ˆ/N or equivalently φ[1ˆ] ≠ 1ˆ. Non-unital dynamics are those which
“displace” the maximally mixed state. The sufficiency of this condition is hopefully clear,
if the maximally mixed state is mapped to some other state then its purity has surely
increased. The necessity of this condition is non-trivial and implies that if the dynamics
purifies any state then it also purifies the maximally mixed state. Thus we only need to
know how the dynamics acts on this one state to tell whether it can purify in general.
5.2 Non-unital dynamics in Ancillary Bombardment
As we saw in the previous section, in order for dynamics to have a isolated attractive fixed
point (other than the maximally mixed state) it is necessary that the dynamics is non-
unital, φ[1ˆ] ≠ 1ˆ. We also discussed how this is a necessary condition for the dynamics to
thermalize the system to any inverse temperature β. In this section we apply this criteria to
the ancillary bombardment example from Chapter 3.5 to establish under what conditions
such a model can describe thermalizing dynamics.
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To begin, note that the composition of two CPTP maps φ1 and φ2 which each cannot pu-
rify yields a map φ2○φ1 which cannot purify. Thus for the dynamics, ρˆ(nδt) = φ(δt)n[ρˆ(0)]
to purify we need that φ(δt) itself can purify, that is, φ(δt)[1ˆ] ≠ 1ˆ. What does this con-
dition mean in terms of the interpolation generator Lδt? Note that if the interpolated
dynamics is unital (i.e., Lδt[1ˆ] = 0) then evolving under this dynamics for a duration δt
would yield a map,
φ(δt)[1ˆ] = exp(δtLδt)[1ˆ] (5.2.1)= (1ˆ + δtLδt + 1
2
δt2L2δt + . . .) [1ˆ] (5.2.2)
= 1 + δtLδt[1ˆ] + 1
2
δt2L2δt[1ˆ] + . . . (5.2.3)= 1. (5.2.4)
Thus if the interpolation generator, Lδt, is unital, then the corresponding update map,
φ(δt), is unital as well. Thus if the dynamics to be able to purify over long time scales (a re-
quirement for thermalization) we need the interpolation generator be non-unital, Lδt[1] ≠ 0.
It is interesting to consider at which order in δt this happens. Expanding the interpo-
lation generator as,
Lδt = L0 + δtL1 + δt2L2 + . . . , (5.2.5)
we can take m to be the smallest non-negative integer such that Lm[1] ≠ 0. If the dynamics
is only non-unital past some high order in δt how pure can the isolated fixed point be?
To establish our intuition and some basic facts about this question, let us consider a
qubit example along the lines of Sec. 3.3. Specifically, consider the following hypothetical
dynamics for the Bloch vector, a(t) = (ax(t), ay(t), az(t))⊺, of a two-level system:
d
dt
⎛⎜⎝
ax(t)
ay(t)
az(t)
⎞⎟⎠ =
⎛⎜⎝
−δt γ ωS 0−ωS −δt γ 0
0 0 −δt3 Γ
⎞⎟⎠
⎛⎜⎝
ax(t)
ay(t)
az(t)
⎞⎟⎠ +
⎛⎜⎝
0
0
δt5 b
⎞⎟⎠ . (5.2.6)
This dynamics describes a qubit with free Hamiltonian, HˆS = h̵ωS σˆz/2, undergoing ampli-
tude damping. Recall that the maximally mixed state is represented by the Bloch vector
a = 0 such that,
L[1ˆ] ≡ [ d
dt
a(t)]
a=0 = (0,0, b δt5)⊺ ≠ 0. (5.2.7)
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Thus, in this example, the dynamics is non-unital beginning at fifth order in δt.
At zeroth order (in the continuum limit) this dynamics is simply the free dynamics of
the system, i.e., rotation around the z-axis. At first order in δt we have phase damping in
the x and y Bloch coordinates at a rate δt γ. Note that at first order there is a 1-dimensional
set of attractive fixed points, those along the z-axis. Note that because these fixed points
form a continuum they are not isolated fixed points. At third order there is dynamics
induced within this fixed space, leading to an isolated fixed point at a(∞) = 0, that is,
at the maximally mixed state. Note that since the dynamics is still unital at third order
this is the only place that its isolated fixed point could be. At fifth order the dynamics
becomes non-unital. The isolated fixed point of the fifth order dynamics is,
a(∞) = δt2 (0,0, b/γz)⊺ ≠ 0. (5.2.8)
Note that the fifth order dynamics has only made a perturbative correction to the third
order fixed point a(∞) = 0. Any higher order corrections to the dynamics, say O(δt6),
would only make further perturbative corrections to this fixed point. The reason that δt2
appears in the above expression appears because the non-unital dynamics is two orders
behind the order at which the dynamics achieves an isolated fixed point (fifth versus third
order).
This example shows that in order to have an isolated fixed point which is not pertur-
batively near the maximally mixed state (as it is in the above Bloch example) we would
need the dynamics to be non-unital at the same order as the dynamics first has an isolated
fixed point. This is necessary to have thermalizing dynamics with a fixed point which is
not at an extremely high temperature.
As we saw in Chapter 4, ancillary bombardment had unitary dynamics at zeroth order
(in L0) unless some fine tuning is done. Unitary dynamics does not have isolated fixed
points. Thus, in general the dynamics will develop an isolated fixed point at or after first
order in δt. For instance, in the examples discussed in Sec. 3.3 and 3.4 an isolated fixed
point is found at first order in δt. To match this possibility we are therefore interested in
finding under what conditions we have non-unital dynamics at first order. That is under
what conditions do we have L1[1ˆ] ≠ 0.
Recall that L1 = φ2 − 12φ12. Taking the ancillary bombardment example (see Sec. 3.5)
with a system-ancilla Hamiltonian,
Hˆ =∑
k
Qˆk ⊗ Rˆk, (5.2.9)
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we have (see equation (3.5.13)),
φ1[ρˆS] = −i
h̵
∑
k
⟨Rˆk⟩ [Qˆk, ρˆS]. (5.2.10)
where ⟨Rˆn⟩ = TrA(Rˆk ρˆA). Since φ1[1ˆ] = 0 the φ21 term will not contribute to L1[1ˆ]. Next
we have (see equation (3.5.17)),
φ2[ρˆS] = 1
2
(−i
h̵
)2∑
n,m
TrA ([Qˆn ⊗ Rˆn, [Qˆm ⊗ Rˆm, ρˆS ⊗ ρˆA]]) . (5.2.11)
Using the identity1,
Tr2 ([Aˆ⊗ Bˆ, [Cˆ ⊗ Dˆ, ρˆ1 ⊗ ρˆ2]]) = 1
2
⟨{Bˆ, Dˆ}⟩ [Aˆ, [Cˆ, ρˆ1]] + 1
2
⟨[Bˆ, Dˆ]⟩ [Aˆ,{Cˆ, ρˆ1}] (5.2.12)
we have
φ2[ρˆS] = 1
4
(−i
h̵
)2∑
n,m
⟨{Rˆn, Rˆm}⟩ [Qˆn, [Qˆm, ρˆS]] (5.2.13)
+ 1
4
(−i
h̵
)2∑
n,m
⟨i[Rˆn, Rˆm]⟩ [Qˆn,{Qˆm, ρˆS}]. (5.2.14)
The first of these terms vanishes when we take ρˆS = 1ˆ such that,
L1[1ˆ] = 1
2
(−i
h̵
)2∑
n,m
⟨i[Rˆn, Rˆm]⟩ [Qˆn, Qˆm]. (5.2.15)
Thus a necessary and sufficient condition for a Hamiltonian of the form (5.2.9) to be able
to purify at first order is, ∑
n,m
⟨i[Rˆn, Rˆm]⟩ [Qˆn, Qˆm]. ≠ 0 (5.2.16)
In order for the above expression to be non-zero, the Hamiltonian (when written in the
form (5.2.9)) must have a pair of terms whose system parts do not commute and whose
ancilla parts do not commute on average.
1Note that this identity requires that the operator BˆDˆρˆ2 and all its permutations be trace class. If
system 2 is finite dimensional then this is automatic, otherwise it must be checked. Since each of these
permutations contains ρˆ2, this amounts to checking that certain expectation values (i.e., ⟨BˆDˆ⟩ and its
permutations) are finite.
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5.3 Example Hamiltonians
In this section, we investigate a range of common Hamiltonians in light of the necessary
and sufficient condition to purify at first order which we described in the previous section.
Tensor Product Interaction
We begin by analyzing perhaps the simplest class of Hamiltonians, namely one where the
interaction Hamiltonian is the tensor product of a scalar operator of the system with a
scalar operator of the ancilla. In this case the full Hamiltonian is,
Hˆ = HˆS ⊗ 1ˆA + 1ˆS ⊗ HˆA + QˆS ⊗ RˆA, (5.3.1)
where QˆS and RˆA are observables of the system and ancilla respectively. This type of
Hamiltonian is common in the literature of rapid repeated interaction [27, 3], as well as
being the Hamiltonian used in so-called pointer measurements.
Checking the condition (5.2.16) we see that this Hamiltonian cannot purify at first
order. Every pair of terms in (5.3.1) have that either their system operators commute or
their ancilla operators commute. In fact, the free Hamiltonian terms, HˆS⊗1A and 1S⊗HˆA,
can never contribute to (5.2.16) being non-zero since 1S and 1A commute with everything.
In order to have purification at first order the interaction Hamiltonian must contain these
pairs of non-commuting operators itself. This means that the interaction Hamiltonian
must be at least Schmidt rank-2.
In [48] it was shown that the dynamics coming from (5.3.1) also cannot purify at second
order (i.e., L2[1ˆ] = 0). It is shown however that it is possible for this dynamics to purify
at third order since,
L3[1ˆ] = 1
12h̵4
TrA([RˆA, [HˆA, RˆA]]ρˆA) [QˆS, [HˆS, QˆS]] (5.3.2)
is generally non-zero.
Qubit-Harmonic Oscillator coupling
As we have just seen, purification at first order requires that the system-ancilla interaction
Hamiltonian be the sum of multiple tensor products. We can find an example of an inter-
action Hamiltonian that can purify by considering a qubit, S, which repeatedly interacts
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with sequence of harmonic oscillators, A, via the interaction Hamiltonian,
HˆSA = h̵ω (σˆx ⊗ qˆ + σˆy ⊗ pˆ), (5.3.3)
where qˆ and pˆ are dimensionless quadrature operators satisfying [qˆ, pˆ] = i1. From (5.2.15)
we can compute the effect of L1 on the maximally mixed state as,
L1[1ˆ] = (−i
h̵
)2(h̵ω)2 ⟨[qˆ, pˆ]⟩ [σˆx, σˆy]= 2ω2 σˆz. (5.3.4)
Thus the qubit system’s maximally mixed state is moved in the z direction under this in-
teraction regardless of the state of the harmonic oscillator ancillas. This type of interaction
can, in principle, be implemented in superconducting circuits [38], achieving fast switching
times in the ultra strong switchable coupling regime [76].
Isotropic spin coupling (σˆS ⋅ σˆA)
Another natural coupling which is the sum of multiple tensor products is the isotropic spin
coupling,
HˆSA = h̵ J σˆS ⋅ σˆA = h̵ J ∑
j=x,y,z σˆSj ⊗ σˆAj. (5.3.5)
From (5.2.15) we can compute the effect of L1 on the maximally mixed state as,
L1[1ˆ] = 1
2
∑
i,j=x,y,z (−ih̵ )2(h̵J)2 ⟨[σˆAi, σˆAj]⟩ [σˆSi, σˆSj]= 2J2 ⟨σˆA⟩ ⋅ σˆS. (5.3.6)
In the above equation we can identify the ancilla’s Bloch vector as aA = ⟨σˆA⟩. Thus we see
that the system’s maximally mixed state is moved in the direction of the ancilla’s Bloch
vector. The only case in which the system’s maximally mixed state is fixed is if aA = 0,
that is if the ancillas are maximally mixed.
Vector-vector coupling
We can generalize this example by considering a interaction Hamiltonian which is a product
of two vector observables as
HˆSA = VˆS ⋅ WˆA ∶=∑
j
VˆSj ⊗ WˆAj. (5.3.7)
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for some operator valued vectors VˆS and WˆA. From (5.2.15), the effect of L1 on the
maximally mixed state is
L1[1ˆ] =∑
ij
1
2
(−i
h̵
)2 ⟨[WˆAi, WˆAj]⟩ [VˆSi, VˆSj]. (5.3.8)
Thus, for repeated interactions under (5.3.7) to purify efficiently, the components of Vˆ
must not commute amongst themselves, and the components of Wˆ must not either. Many
common vector observables such as xˆ, pˆ, Eˆ(x0), and Bˆ(x0), do not pass this test, while
others such as Lˆ and σˆ do. Thus vector-vector couplings involving any of xˆ, pˆ, Eˆ(x0),
or Bˆ(x0) can not purify efficiently whereas couplings involving Lˆ or σˆ potentially can
depending on what they are coupled to.
From this we can generalize further to the case of two vector fields coupled component-
wise throughout all of space as,
HSA = ∫ dx VˆS(x) ⋅ WˆA(x) = ∫ dx ∑
j
VˆSj(x)⊗ WˆAj(x). (5.3.9)
we compute the effect of L1 on the maximally mixed state from (5.2.15) as,
L1[1ˆ] = (−i
h̵
)2∫ dx∫ dx′ ∑
ij
⟨[Wˆi(x), Wˆj(x′)]⟩ [Vˆi(x), Vˆj(x′)]. (5.3.10)
For this to be non-zero it is necessary that the commutators between the vector field
components at different locations, [Wˆi(x), Wˆj(x′)] and [Vˆi(x), Vˆj(x′)], be non-zero.
Even if these commutators are not zero everywhere this integral may vanish. For
instance many common vector fields, Φˆj(x), are microcausal, meaning that the equal time
commutator, [Φˆi(x), Φˆj(x′)], has support only on x = x′. For instance the electric and
magnetic field operators, Eˆ(x) and Bˆ(x), are microcausal. If either Wˆ (x) or Vˆ (x) is
microcausal then we have,
L1[1ˆ] = (−i
h̵
)2∫ dx∑
ij
⟨[Wˆi(x), Wˆj(x)]⟩ [Vˆi(x), Vˆj(x)]. (5.3.11)
If either Wˆ (x) or Vˆ (x) has its components commute commute with each other then
this integral will vanish. This is the case for instance for the electric and magnetic field
operators, Eˆ(x) and Bˆ(x).
In [48] I have investigated the ability of the light-matter interaction to purify in the
context of rapid repeated interactions. I found there that the electric dipole coupling, the
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electric quadrupole coupling, the magnetic dipole coupling, and the sum of all these cannot
purify at first order in δt.
As we have seen in the last few sections, we can only see purification at leading possible
order (in L1) if the interaction between the system and ancilla is “complex enough”. In
particular the interaction Hamiltonian Hˆint = ∑k Qˆk ⊗ Rˆk must be at least Schmidt rank-2
and moreover it must have some non-trivial commutation structure.
For instance, it is necessary for the interaction Hamiltonian to have at least two Rˆ
ancilla operators which do not commute with each other. If this were not the case then all
of the Rˆ operators could be diagonalized in the same basis {∣`⟩} such that we have
Hˆint = ∑` Aˆ` ⊗ ∣`⟩ ⟨`∣ (5.3.12)
for some Hermitian system operators Aˆ`. This is a controlled Hamiltonian in that its
matrix exponential is a controlled unitary,
exp(i t Hˆint/h̵) = ∑` exp(i t Aˆ`/h̵)⊗ ∣`⟩ ⟨`∣ . (5.3.13)
How this unitary acts on the system state, ρˆS, only depends on the ancilla state, ρˆA,
projected onto the {∣`⟩} basis. Any coherences that the ancilla might have in this basis are
irrelevant. The ancilla is effectively treated as a classical control variable with probabilities
p` = ⟨`∣ρA ∣`⟩.
If on the other hand there were two or more ancilla Rˆ operators that did not commute
with each other then they would each be diagonal in a different basis. Thus ancilla coher-
ences in any one of these bases will be able to affect the system’s dynamics as they will in
general be on-diagonal in another basis. We can thus see this non-commutation condition
(5.2.16) in effect allows for quantum information to flow between the system and ancilla
in the early stage of their interaction.
5.4 Thermalizing Requires Sensitivity to Free Energy
Scales
In [49] it was shown that a necessary condition for dynamics to yield thermalization is that
the dynamics somehow knows the energy scale of the systems’ free Hamiltonians. The
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argument presented in [49] is quite involved, I will provide only a summary of it here.
Consider two quantum systems A and B evolving together from initial thermal states,
ρˆA(0) = e−βA(0)HˆA
ZA(0) , ρˆB(0) = e−βB(0)HˆBZB(0) . (5.4.1)
with inverse temperatures βA(0) and βB(0) and with free Hamiltonians HˆA and HˆB. Note
that both of these states are invariant under the transformations,
ΛX ∶ βX → λβX , HˆX → HˆX/λ; X = A, B. (5.4.2)
That is, they are invariant under a simultaneous rescaling of the temperature and free
Hamiltonian. These transformations change the temperatures of the systems but do not
change their density matrix. This is a reflection of the fact that temperature has units
whereas the density matrix is unitless.
Suppose that these two systems interact and evolve to a have final reduced states which
are themselves thermal,
ρˆA(∞) = e−βA(∞)HˆA
ZA(∞) , ρˆB(∞) = e−βB(∞)HˆBZB(∞) , (5.4.3)
with identical temperatures, βA(∞) = βB(∞). In particular one may expect that if the
systems start at the same temperature then there will be no heat flow between them (recall
the zeroth law of thermodynamics) such that their final temperatures are the same as their
initial temperatures. That is, if βA(0) = βB(0) then nothing should happen and we should
end up with βA(∞) = βB(∞) = βA(0) = βB(0). In fact, this is the only case where nothing
should happen. If the two systems are at different temperatures then there should be
a non-zero heat flow between them as they thermalize with each other. Indeed, this is
essentially the definition of “different temperatures” by the zeroth law of thermodynamics.
Note that transformations of the form (5.4.2) do change the system’s initial tempera-
tures. Thus for any dynamics to describe thermal contact between A and B it must be able
to tell if such a transformation has been performed. By construction, every effect of such
transformations within the system’s density matrices cancels out. If the dynamics does not
depend explicitly on the the system’s initial temperatures (that is, no dependence outside
of the system’s initial density matrices) then the dynamics only changes under (5.4.2) if it
depends on the system’s free Hamiltonians explicitly, outside of the system’s initial density
matrices. Concretely if system A and B’s reduced dynamics are given by,
d
dt
ρA(t) = LA[ρA(t)] d
dt
ρB(t) = LB[ρB(t)] (5.4.4)
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then LA and LB must depend on both HˆS and HˆB (outside of dependence through ρA(0)
and ρB(0)) to yield thermal contact.
5.5 Sensitivity to Free Energy Scales in Ancillary Bom-
bardment
Let us now apply the above criteria to an ancillary bombardment scenario. In particular
let us consider the rapid bombardment regime where we a can expand the interpolation
generator as,
Lδt = L0 + δtL1 + δt2L2 + . . . . (5.5.1)
At what order in the above expansion does the dynamics depend on both the system and
ancilla’s free Hamiltonians?
To help us interpret the coming discussion consider an example along the lines of
the qubit scenario discussed in Sec. 3.3. Specifically, consider the following hypothetical
dynamics for the Bloch vector, aS, of a qubit interaction with a series of ancillas, A, as
d
dt
⎛⎜⎝
ax(t)
ay(t)
az(t)
⎞⎟⎠ =
⎛⎜⎝
−δt γ ωS 0−ωS −δt γ 0
0 0 −δt γ
⎞⎟⎠
⎛⎜⎝
ax(t)
ay(t)
az(t)
⎞⎟⎠ +
⎛⎜⎝
0
0
δt b1 + δt2 b2
⎞⎟⎠ , (5.5.2)
where HˆS = h̵ωSσˆS,z/2 and where γ and b1 do not depend on βA(0) or HˆA outside of ρˆA(0),
but where b2 does depend directly on HˆA.
At zeroth order (in the continuum limit) this dynamics describes free evolution around
the z-axis, that is, evolution by the system’s free Hamiltonian HˆS. At first order the
dynamics is attracted to the fixed point aS = (0,0, b1/γ). By assumption this first order
fixed point does not depend on βA(0) or HˆA outside of ρˆA(0). This means that the first
order fixed point is unchanged if we transform system A as (5.4.2) prior to the interaction.
Since such a transformation changes the initial temperature of system A this fixed point
cannot represent thermal equillibrium with the environment.
At second order, the b2 term may move this fixed point slightly. Since b2 depends on HˆA
outside of ρˆA its contribution is affected by transformations of the form (5.4.2). However,
its contribution is only perturbative in the rapid interacting regime and so 1) cannot move
the fixed point far and 2) even if we only need a certain small adjustment, this term could
only provide it for a certain fixed δt.
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The lessons of the above qubit example largely transfer to a generic collision model
scenario. In general, in order for dynamics to describe thermalization to the temperature
of the environment, the dynamics must depend on the ancilla Hamiltonian at the same
order in δt that an isolated fixed point is established. As discussed in the previous section,
for a generic ancillary bombardment scenario, this can be as early as first order, that is inL1. Under what conditions can L1 depend on HˆS and HˆA outside of ρˆA(0)?
Let us now investigate a generic ancillary bombardment scenario with update map,
φ(δt)[ρˆS] = TrA(e−i δt Hˆ/h̵ ρˆS ⊗ ρˆA(0) ei δt Hˆ/h̵), (5.5.3)
where Hˆ = HˆS ⊗ 1ˆA + 1ˆS ⊗ HˆA + HˆSA. We can expand this update map as a series in δt, we
have,
φ(δt) = 1 + δtφ1 + δt2 φ2 + δt3 φ3 + . . . (5.5.4)
where,
φ1[ρˆS] = −i
h̵
TrA([Hˆ, ρˆS ⊗ ρˆA(0)]), (5.5.5)
φ2[ρˆS] = 1
2!
(−i
h̵
)2TrA([Hˆ, [Hˆ, ρˆS ⊗ ρˆA(0)]]),
φ3[ρˆS] = 1
3!
(−i
h̵
)3TrA([Hˆ, [Hˆ, [Hˆ, ρˆS ⊗ ρˆA(0)]]]),
etc. From this expansion we can expand Lδt as a series as,
Lδt = L0 + δtL1 + δt2L2 + δt3L3 + . . . , (5.5.6)
where,
L0 = φ1, (5.5.7)L1 = φ2 − 1
2
φ1
2,
L2 = φ3 − 1
2
(φ1φ2 + φ2φ1) + 1
3
φ1
3,
etc. By using the linearity of the partial trace and the commutator, we can see that the
nth term in (5.5.5) involves all the ways of picking one of HˆS, HˆA, or HˆSA for each of the
n copies of Hˆ appearing in the expressions given by (5.5.5). In [49] it was found that if
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ρˆA(0) is thermal then the first non-vanishing term which contains HˆA appears in φ3 and
therefore in L2. Specifically this term is,
TrA([HˆSA, [HˆA, [HˆSA, ρˆS ⊗ ρˆA(0)]]]). (5.5.8)
Similarly the first dependence on HˆS (outside of the “trivial” dependence in L0) occurs inL2 and is given by,
TrA([HˆSA, [HˆS, [HˆSA, ρˆS ⊗ ρˆA(0)]]]). (5.5.9)
A natural explanation for why HˆA does not show up until L2 is provided in [49] and
will be summarized here. By interpreting [HˆX , ⋅] as a small amount of evolution with
respect to HˆX we can interpret (5.5.8) as follows. The simplest/shortest process carrying
information about the ancilla’s local Hamiltonian (and therefore its temperature) is to:
1) Interact with it (so it is not thermal anymore)
2) Let it evolve freely (bringing in its energy scale)
3) Interact with it again (to get the information out).
In the rapid bombardment regime this process “takes too long” and is therefore highly
suppressed.
In the last two sections we have seen how dependence on the ancilla’s free energy scale
is necessary for thermalizing dynamics. We then showed that in an ancillary bombardment
scenario this dependence doesn’t show up until second order in δt, that is in L2. Thus any
model of thermalization built from collision models must include finite duration effects.
We cannot even use the g2δt trick to “promote” these L2 effects into the continuum limit,
since this trick only applies to L1 dynamics. This provides yet another reason to consider
collisional models outside of the continuum limit.
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Chapter 6
Review of Gaussian Quantum
Mechanics
In this chapter I will give a broad overview of Gaussian Quantum Mechanics (GQM) in
order to familiarize the reader and to establish our notation. In particular this chapter
will follow the summary and characterization of GQM presented in my prior publications,
[45, 46]. In these papers many of the following claims are fleshed out and demonstrated
with examples. For other introductions see [93, 1, 63, 94].
GQM is a subtheory of quantum mechanics dealing with states of continuous variable
systems which have Gaussian Wigner functions (termed Gaussian states) and with trans-
formations which preserve this Gaussianity. Such states are theoretically and experimen-
tally relevant, including coherent states, thermal states, squeezed states and the vacuum
state. Since Gaussians are characterized by relatively few parameters (their means and
covariances) GQM offers a large (or even infinite) decrease in the overhead for describing
quantum states and transformations.
GQM has been applied in areas including open quantum systems [58, 37, 71], quan-
tum information processing [93, 36, 44, 61], quantum computing [34, 15, 13, 14, 53, 52],
quantum entanglement [11, 12, 35, 78], thermodynamics [43, 74, 91, 32] and quantum
thermodynamics [16, 73, 25].
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6.1 Phase Space Structure
Let us consider a system of N coupled bosonic modes with the nth mode fully characterized
by its creation and annihilation operators, aˆ†n and aˆn, which obey the canonical Bosonic
commutation relations,[aˆn, aˆm] = [aˆ†n, aˆ†m] = 0 and [aˆn, aˆ†m] = δnm 1ˆ, (6.1.1)
where δnm is the Kronecker delta and 1ˆ is the identity operator on the system’s Hilbert
space. For our purposes it is convenient to instead characterize the system in terms of its
quadrature operators
qˆn = 1√
2
(aˆ†n + aˆn) and pˆn = i√
2
(aˆ†n − aˆn). (6.1.2)
From (6.1.1), these quadrature operators obey the canonical commutation relations,[qˆn, qˆm] = [pˆn, pˆm] = 0 and [qˆn, pˆm] = i δnm 1ˆ. (6.1.3)
Such systems can be fully characterized in terms of a pseudo-probability distribution de-
fined on the system’s phase space [50, 70]. In particular, a state with density matrix ρˆ can
be equivalently represented by its Wigner function,
W (q,p) = 1
piN ∫ ∞−∞ dNs ⟨q + s∣ ρˆ ∣q − s⟩ exp(−2ip ⋅ s). (6.1.4)
Our goal will be to translate our description of the system from Hilbert space to phase
space, in particular, to matrices and vectors in phase space. To facilitate this description it
is convenient to collect these 2N quadrature operators into the following operator-valued
phase space vector,
Xˆ ∶= (qˆ1, pˆ1, qˆ2, pˆ2, . . . , qˆN , pˆN)⊺. (6.1.5)
Note that every pair of these quadrature operators, say Xˆj and Xˆk, commute to a (poten-
tially zero) multiple of the identity operator on the system’s Hilbert space. In particular
any pair will commute to either ±i 1ˆ or to 0. Thus we can fully capture the system’s
commutation relations with the phase space matrix, Ω, defined by,[Xˆj, Xˆk] = i Ωjk 1ˆ. (6.1.6)
This matrix, called the symplectic form, is given explicitly as,
Ω = N⊕
n=1ω = 1N ⊗ ω; ω = ( 0 1−1 0) , (6.1.7)
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in the same representation as (6.1.5). Note that Ω is real-valued, antisymmetric, and
invertible with Ω−1 = ΩT = −Ω.
It should be noted that an alternate operator ordering,
Xˆalt = (qˆ1, . . . qˆN , pˆ1, . . . , pˆN)⊺ (6.1.8)
is also common in the literature and would yield an alternate expression for the symplectic
form,
Ωalt = ω ⊗ 1N = ( 0 1N−1N 0 ) . (6.1.9)
We prefer the ordering given by (6.1.5) as it has the conjugate pairs of observables adjacent.
This ordering is helpful in addressing individual modes and in characterizing dynamics as
either single-mode or multi-mode (as we will see in Sec. 6.5).
6.2 Gaussian States
Having captured the algebraic structure of our system’s Hilbert space in terms of the
phase space matrix, Ω. We now discuss the class of quantum states considered in Gaussian
Quantum Mechanics, those with Gaussian Wigner functions.
The main benefit of this restriction to Gaussian states is that it allows for a significantly
simplified description of quantum states and transformations while still describing a wide
variety of theoretically and experimentally relevant situations. In particular, a Gaussian
distribution is completely determined by its first and second statistical moments.
The system’s first moments are captured by the mean of each of these operators,
X ∶= ⟨Xˆ⟩ = (⟨qˆ1⟩, ⟨pˆ1⟩, . . . , ⟨qˆN⟩, ⟨pˆN⟩)⊺. (6.2.1)
The system’s centered second moments are given by the matrix,
Λjk ∶= ⟨Xˆ†j Xˆk⟩ − ⟨Xˆ†j ⟩ ⟨Xˆk⟩. (6.2.2)
Note that these second moments are in general complex-valued since Xˆ†j and Xˆk may not
commute. Nonetheless this second moment matrix is positive semi-definite, Λ ≥ 0. That
is, for any complex phase space vector, c = (c1, . . . , c2N), we have c†Λc ≥ 0. We can see
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this through the following calculation,
c†Λc =∑
jk
c∗jΛjkck (6.2.3)
=∑
jk
⟨c∗j Xˆ†j Xˆkck⟩ − ⟨c∗j Xˆ†j ⟩⟨Xˆkck⟩ (6.2.4)
= ⟨Cˆ† Cˆ⟩ − ⟨Cˆ⟩∗ ⟨Cˆ⟩ (6.2.5)≥ 0, (6.2.6)
where Cˆ = ∑k ckXˆk. The final inequality follows from the density matrix being positive
semi-definite, ρˆ ≥ 0, in the system’s Hilbert space. Thus requiring that ρˆ is a bona-fide
quantum state places a restriction on the system’s matrix of second moments. Moreover,
this condition Λ ≥ 0 is both necessary and sufficient for the corresponding ρˆ to be a valid
density matrix (positive semi-definite and trace one). We will return to this point later
after, after removing some redundancy from these second moments.
Using the symplectic form we can see that the anti-symmetric part of Λ is fixed, inde-
pendent of the system’s state. In particular,
Γjk ∶= Λjk −Λkj (6.2.7)= ⟨Xˆj Xˆk − Xˆk Xˆj⟩ (6.2.8)= ⟨[Xˆj, Xˆk]⟩ (6.2.9)= ⟨i Ωjk 1ˆ⟩ (6.2.10)= i Ωjk. (6.2.11)
Thus the anti-symmetric part of Λ contains no information about the system’s state; All
of the information about the state is encoded in the symmetric part of Λ. We can collect
this information by defining a symmetric 2N by 2N called the covariance matrix as,
σjk ∶= Λjk +Λkj = ⟨Xˆj Xˆk + Xˆk Xˆj⟩ − 2⟨Xˆj⟩⟨Xˆk⟩. (6.2.12)
We note that an alternate definition for the covariance matrix, σalt = σ/2 is common. We
prefer the notation defined by (6.2.12) as it removes many factors of two from our equations.
The Wigner function of a Gaussian state can be written directly in terms of its mean,
X, and covariance matrix, σ, as,
W (Y ) = 1
piN
√
det(σ) exp ( − (Y −X)⊺σ−1(Y −X)). (6.2.13)
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It is useful to visualize Gaussian states as hyperellipsoids in phases space corresponding to
the all the points within one deviation of the mean, X, with respects to σ, that is,
Y =X +R for every R such that R⊺σ−1R ≤ 1. (6.2.14)
In the case of a single mode (N = 1), one can think of a Gaussian state as an ellipse in
a 2-dimensional phase space centered at X = (⟨qˆ⟩, ⟨pˆ⟩)⊺ and some major and minor axes
whose size and orientation are given by the eigensystem of σ.
For this visualization to make sense σ must have non-negative eigenvalues, that is, that
it must be positive semi-definite, σ ≥ 0. Indeed this is exactly the condition for W (Y )
to be a valid probability distribution. However, this clearly cannot be the only restriction
on σ as then a particle could have an arbitrarily well defined position and momentum,
violating the uncertainty principle.
As mentioned above, a necessary and sufficient condition for a Gaussian state to cor-
respond to a valid quantum state is that its matrix of second moments is positive semi-
definite, Λ ≥ 0. We can translate this condition into a condition on the system’s covariance
matrix σ, as follows. First note that Λ = 12(σ + Γ) = 12(σ + iΩ) such that1
Λ ≥ 0⇒ σ ≥ −i Ω. (6.2.15)
Next note that,
σ ≥ −i Ω⇒ σ∗ ≥ (−i Ω)∗⇒ σ = i Ω, (6.2.16)
since entry-wise complex conjugation maintains the eigenvalues of a Hermitian matrix and
since σ and Ω are both real-valued. Thus for all valid Gaussian states we have both σ ≥ i Ω
and σ ≥ −i Ω. For details see [86]. This condition is stronger2 than the condition that
W (Y ) merely be a valid probability distribution, σ ≥ 0. As one of the following examples
will demonstrate the new stronger condition enforces the uncertainty principle.
Many relevant states for both theory and experiment are Gaussian states. For instance,
taking a single mode (N = 1) to be a harmonic oscillator, its thermal states (with respect
to its free Hamiltonian, Hˆ = qˆ2 + pˆ2) are described by,
X = 0 and σ = (ν 0
0 ν
) , (6.2.17)
1Throughout this text, the notation P ≥ Q is used to mean that P −Q is positive semi-definite (i.e.,
P −Q ≥ 0).
2Indeed, since σ is greater than both i Ω and −i Ω, it is greater than their average as well, thus σ ≥ 0.
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where ν ≥ 1 is a monotone function of the temperature. In the ellipsoid picture, described
above, this state corresponds to a circle of radius
√
ν centered at X = 0.
Pure coherent states are described by,
X = (⟨qˆ⟩⟨pˆ⟩) and σ = (1 00 1) . (6.2.18)
Visualized as an ellipsoid, this state corresponds to a circle of unit radius centered at X.
A family of single-mode squeezed states are described by,
X = 0 and σ = (σqq 0
0 σpp
) , (6.2.19)
obeying the uncertainty principle σqq σpp ≥ 1. This state corresponds to an ellipsoid centered
at X = 0 with its major and minor axes in the q and p directions with lengths √σqq and√
σpp respectively. More generally, any single-mode squeezed state is Gaussian.
6.3 Unitary Gaussian Transformations
We now turn our attention toward unitary transformations that preserve the Gaussianity of
the states they act on. That is to those unitary transformations which take Gaussian states
to Gaussian states. Such transformations are called Gaussian unitary transformations.
Differential Gaussian unitary transformations are generated by Hamiltonians that are
at most quadratic in the system’s quadrature operators [82]. Any such Hamiltonian can
be converted into the standard form3,
Hˆ = 1
2
Xˆ⊺F Xˆ +α⊺Xˆ, (6.3.1)
where F is a real-valued 2N ×2N symmetric matrix and α is a real-valued vector of length
2N .
In the Heisenberg picture, evolution under (6.3.1) yields4,
d
dt
Xˆ = i[Hˆ, Xˆ] = Ω(FXˆ +α 1ˆ). (6.3.2)
3See Appendix A of [45]
4See Appendix A of [45]
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Note that in the above expression Hˆ is a linear map on the system’s Hilbert space and acts
on Xˆ componentwise. On the other hand, F is a linear map on the system’s phase space
and acts on Xˆ as a phase space vector, yielding linear combinations of its (operator-valued)
components. Differential unitary evolution in Hilbert space (with respects to a quadratic
Hamiltonian) is differential linear-affine evolution in phase space.
For a time independent Hamiltonian, integrating (6.3.2) for a time interval [0, t] yields,5
Xˆ(t) = UˆG(t)Xˆ(0)UˆG(t)† = S(t)Xˆ(0) + d 1ˆ, (6.3.3)
where UˆG(t) = exp(i Hˆ t) and,
S(t) = exp(ΩF t), (6.3.4)
d(t) = exp(ΩF t) − 12N
ΩF
Ωα. (6.3.5)
In the above expression UˆG(t) is a linear map on the system’s Hilbert space and acts on Xˆ
componentwise. On the other hand, S(t) is a linear map on the system’s phase space and
acts on Xˆ as a phase space vector, yielding linear combinations of its (operator-valued)
components. Finally note that ΩF does not need to be invertible to make sense of (6.3.5),
if one understands it in terms of the following definition:
exp(M t) − 1
M
∶= ∞∑
m=0
tm+1(m + 1)!Mm, (6.3.6)
for a general square matrix M .
From (6.3.2), the differential evolution of X and σ under a quadratic Hamiltonian,
(6.3.1), can be straightforwardly computed as,
d
dt
X = Ω(FX +α), (6.3.7)
d
dt
σ = (ΩF )σ + σ (ΩF )⊺. (6.3.8)
From (6.3.3) the finite time evolution of the system’s mean and covariance matrix is given
by
X(0)Ð→X(t) = S(t)X(0) + d(t), (6.3.9)
σ(0)Ð→ σ(t) = S(t)σ(0)S⊺(t). (6.3.10)
5See Appendix A of [45].
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Note that S(t)ΩS(t)⊺ = Ω. This is a reflection of the fact that generic unitary evolution,
U , preserves the commutation relations as,
[Xˆj, Xˆk] = i Ωjk1ˆ⇒ [UXˆjU †, UXˆkU †] = U[Xˆj, Xˆk]U † = U(iΩjk1ˆ)U † = i Ωjk1ˆ. (6.3.11)
More generally, if we allow for a time-dependent Hamiltonian6, any transformation of
the form,
Xˆ Ð→ SXˆ + d 1ˆ, (6.3.12)
and therefore,
X Ð→ SX + d, (6.3.13)
σ Ð→ S σ S⊺, (6.3.14)
with generic real-valued S and d can be implemented as long as it preserves the commu-
tation relation (i.e., the symplectic form) as,
SΩS⊺ = Ω. (6.3.15)
Such a matrix S is said to be symplectic and to implement a transformation. Together with
d, the update (6.3.13) and (6.3.14) constitutes a symplectic-affine transformation. Thus
Gaussian unitary transformations on the system’s Hilbert space correspond to symplectic7
transformations on the system’s phase space.
6.4 Gaussian Channels
The unitary transformations described in the previous section are not the most general
class of transformations that preserve the Gaussian nature of the state. In addition to the
Gaussian unitary transformations described above, one can implement non-unitary Gaus-
sian transformations by allowing the system to interact with an environment. In direct
analogy with the Stinespring dilation theorem [87], one can implement any completely
positive trace preserving (CPTP) Gaussian transformation as a Gaussian unitary transfor-
mation in some larger Hilbert space (or equivalently as a symplectic-affine transformation
in a larger phase space) [26].
6Notice that in order to implement a general symplectic transformation a time dependent generator is
generally needed. This follows from the exponential in the symplectic group not being surjective.
7For convenience we will often drop the “-affine” suffix, referring to these transformations as simply
symplectic.
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To see concretely how such a dilation works let us consider a system, S, to be a Gaussian
system composed of NS bosonic modes. Likewise consider an ancilla, A to be a Gaussian
system composed of NA bosonic modes. Together they form a joint system, SA, which is
Gaussian and is composed of NS +NA modes. Note that the dimensions of S’s, A’s and
SA’s phase spaces are 2NS, 2NA, and 2NS + 2NA respectively.
The system and ancilla’s quadrature operators are collected together into the joint
operator vector,
XˆSA = (Xˆ⊺S , Xˆ⊺A)⊺ = XˆS ⊕ XˆA. (6.4.1)
Since the system’s and ancilla’s observables act on different Hilbert spaces, all pairs of their
observables commute with each other. Thus they have the joint symplectic form,
ΩSA = (ΩS 00 ΩA) = ΩS ⊕ΩA, (6.4.2)
where ΩS and ΩA are the symplectic forms in the phase space of S and A respectively.
We assume that the system and ancilla are initially uncorrelated, having the initial
joint mean vector,
XSA(0) = (XS(0)⊺,XA(0)⊺)⊺ =XS(0)⊕XA(0), (6.4.3)
and the initial joint covariance matrix,
σSA(0) = (σS(0) 00 σA(0)) = σS(0)⊕ σA(0). (6.4.4)
Further we assume that they evolve under a quadratic time-independent Hamiltonian,
HˆSA = 1
2
Xˆ⊺SAFSA XˆSA +α⊺SAXˆSA, (6.4.5)
where FSA is real and symmetric and αSA is real.
It is useful to divide this Hamiltonian into subblocks corresponding to the system and
ancilla phase spaces as,
FSA = (FS GG⊺ FA) , αSA = (αSαA) . (6.4.6)
Note that FS and FA are symmetric and that G is not generally square, having dimensions
2NS by 2NA.
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Divided this way we can see that FS andαS correspond to the system’s free Hamiltonian,
HˆS = 1
2
Xˆ⊺S FS XˆS +α⊺SXˆS. (6.4.7)
Similarly FA and αA correspond to the ancilla’s free Hamiltonian,
HˆA = 1
2
Xˆ⊺AFA XˆA +α⊺AXˆA. (6.4.8)
Finally, we can see that the G matrix contains all of the couplings between the system and
the ancilla, corresponding to the interaction Hamiltonian,
HˆI = 1
2
Xˆ⊺S G XˆA + 12Xˆ⊺AG⊺ XˆS. (6.4.9)
Next we compute the effect that evolving for a time t under this Hamiltonian has on
system S. In order to do this we compute the evolution of the joint system, SA, then
isolate the effect on the system S. The joint evolution is unitary and therefore given by a
symplectic-affine transformation in the joint phase space. Specifically,
XSA(t) = SSA(t)XSA(0) + dSA(t), (6.4.10)
σSA(t) = SSA(t)σSA(0)S⊺SA(t), (6.4.11)
where,
SSA(t) = exp(ΩSAFSA t), (6.4.12)
dSA(t) = exp(ΩSAFSA t) − 12NS+2NA
ΩSAFSA
ΩSAαSA. (6.4.13)
In order to find the effective update on the system’s state we can divide these into blocks
as,
SSA(t) = (MSS(t) MSA(t)MAS(t) MAA(t)) and dSA(t) = (dS(t)dA(t)) . (6.4.14)
Expanding (6.4.10) and (6.4.11) over the direct sum between the system and ancilla’s phase
spaces, one can identify that the reduced state of the system (XS and σS) is updated as,
XS(t) = T (t)XS(0) + d(t), (6.4.15)
σS(t) = T (t)σS(0)T ⊺(t) +R(t), (6.4.16)
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where
T (t) =MSS(t), (6.4.17)
d(t) =MSA(t) XA(0) + dS(t), (6.4.18)
R(t) =MSA(t)σA(0)M⊺SA(t). (6.4.19)
Equations (6.4.15) and (6.4.16) generalize the unitary (symplectic) evolution given by
(6.3.9) and (6.3.10) in two ways: 1) T (t) unlike S(t) is not necessarily symplectic and 2)
the matrix R(t) does not appear in the symplectic evolution.
More generally, allowing the Hamiltonians to be time-dependent, we can implement
any transformation of the form,
X → TX + d, (6.4.20)
σ → T σ T ⊺ +R, (6.4.21)
where d is a real 2N -dimensional vector, T and R are 2N by 2N real matrices, R is
symmetric so long as it takes valid Gaussian states to valid Gaussian states. That is, so
long as for every covariance matrix σ,
σ + iΩ ≥ 0⇒ T (σ + iΩ)T ⊺ +R ≥ 0. (6.4.22)
This is the Gaussian analogue of the complete positivity condition for quantum channels.
An equivalent statement of this condition is that [94],
R ≥ i (T ΩT ⊺ −Ω). (6.4.23)
Note that this implies that R ≥ 0.
To see what sort of master equations are possible for open Gaussian systems, we can
take the update given by (6.4.20) and (6.4.21) to be differential, as,
T (dt) = 12N + dt ΩA, (6.4.24)
d(dt) = dt Ωb, (6.4.25)
R(dt) = dt C, (6.4.26)
where b is a real 2N -dimensional vector, A and C are 2N by 2N real matrices, C is
symmetric. Since Ω is invertible, and since A and b are arbitrary, assuming that a factor
of Ω precedes A and b is justified.
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From this differential update one can find that the general form of the Gaussian master
equations is,
d
dt
X(t) = Ω(AX(t) + b), (6.4.27)
d
dt
σ(t) = (ΩA)σ(t) + σ(t) (ΩA)⊺ +C. (6.4.28)
This generalized the differential symplectic evolution given by (6.3.7) and (6.3.8) in two
ways: in two ways: 1) A, unlike F is not necessarily symmetric and 2) the matrix C does
not appear in the symplectic evolution.
The differential version of the complete positivity condition (6.4.23) is,
C ≥ i Ω(A −A⊺)Ω, (6.4.29)
from which it follows that C ≥ 0.
6.5 Characterizing Gaussian Master Equations - A 4-
way partition
Before applying the interpolated collision model formalism to Gaussian systems, allow me
to briefly overview the types of dynamics that can arise from generic Gaussian master
equations as well as a scheme for classifying these different types of dynamics presented.
In particular I will summarize the classification presented in my prior publication [45].
I will classify Gaussian dynamics according to the following four dichotomies:
• Symplectic vs. Unsymplectic (i.e., Unitary vs. Non-unitary)
• Passive vs. Active
• Single-Mode vs. Multi-Mode
• State-Dependent vs. State-Independent.
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Symplectic vs. Unsymplectic
As discussed above, Gaussian unitary transformations are represented in phase space by
symplectic transformations, that is, by transformations which preserve the sympectic form
SΩS⊺ = Ω. Likewise we can identify any part of the dynamics which does not preserve the
symplectic form (i.e. which is unsymplectic) as non-unitary.
Comparing general differential evolution (6.4.27) and (6.4.28) with unitary (symplectic)
evolution (6.3.7) and (6.3.8) we can identify that b and the symmetric part of A corre-
spond to symplectic evolution whereas C and the anti-symmetric part of A correspond to
unsymplectic evolution.
Passive vs. Active
Next we can characterize the dynamics by their effect on the average total excitation
number,
⟨nˆ⟩ = N∑
k=1 ⟨qˆ2k + pˆ2k − 12⟩ = Tr(σ/2 +XX⊺) −N/2. (6.5.1)
Note that the trace in the above equation is over the system’s phase space. The rate of
change of the expected particle number can be computed from (6.4.27) and (6.4.28) as,
d
dt
⟨nˆ⟩ = Tr(ΩA(σ/2 +XX⊺) + (σ/2 +XX⊺)(ΩA)⊺ +X(Ωb)⊺ +ΩbX⊺ +C), (6.5.2)
= Tr((ΩA + (ΩA)⊺)(σ/2 +XX⊺)) + 2X⊺Ωb +Tr(C). (6.5.3)
We can define passive dynamics as that which preserves the average excitation number.
Likewise we can define active dynamics as that which is capable of changing the average
excitation number. Note that any change in the average excitation number must be at-
tributed to at least one of the following conditions: either ΩA + (ΩA)⊺ ≠ 0, or b ≠ 0, or
Tr(C) ≠ 0. Thus, b, the “traceful” part8 of C, and the part of A which is symmetric when
multiplied by Ω on the left,
AA ∶= 1
2
Ω−1(ΩA + (ΩA)⊺) = 1
2
(A +Ω−1A⊺Ω⊺), (6.5.4)
8There are many ways to divide a matrix into a part that contributes to the trace and a part that does
not. One cannot in general uniquely specify which part of a part of a matrix is “traceful”. However, as
discussed in [45], in the context that considers all four partitions there is natural way to do this.
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all generate active dynamics.
Similarly one can see that the “traceless” part of C and the part of A which is anti-
symmetric when multiplied by Ω on the left,
Ap ∶= 1
2
Ω−1(ΩA − (ΩA)⊺) = 1
2
(A −Ω−1A⊺Ω⊺), (6.5.5)
are passive.
Note that the C term will always be in total active: since C ≥ 0 is positive semi-definite:
C ≠ 0 implies Tr(C) > 0. However, different parts of C can be considered either active or
passive depending on their trace. At the moment (and we will revisit this later) there is
not a natural way to decompose C into a “traceful” and “traceless” part.
State-Dependent vs State-Independent
We can further classify dynamics by whether it enters (6.4.27) and (6.4.28) via a linear or
an affine term. The linear terms (ΩAX(t) and ΩAσ(t) and σ(t)(ΩA)⊺) depend on the
system’s current state (X(t) and σ(t)). Contrast this with the affine terms (Ωb and C)
which are independent of the system’s current state. Thus we can identify A as generating
state dependent dynamics and b and C as generating state-independent dynamics.
Single-Mode vs. Multi-Mode
Finally we can classify the dynamics as either acting on one or several modes. The nth mode
is characterized by the pair of quadrature operators qˆn and pˆn. Due to the operator ordering
we chose in (6.1.5) these canonical pairs of observables are adjacent. Thus, dividing A and
C into 2 by 2 blocks, we can identify dynamics as being either single-mode or multi-mode
depending on whether they are block on- or off-diagonal respectively. Since b can be
decomposed into a sum of terms each acting within a sector without mixing, it can be
identified as entirely single-mode.
In [45] the above four binary partitions were carried out simultaneously. For instance,
it was identified exactly which part of the dynamics was simultaneously 1) symplectic and
2) active and 3) state-dependent and 4) single-mode. It was found that the only dynamics
with all four of these properties is a sort of single-mode squeezing. Similarly the 15 other
combinations of these four properties were investigated and named in [45].
The 4-way characterization carried out in [45] was quite involved and I merely summa-
rize the results here. To outline the procedure, A and C are first divided into 2× 2 blocks.
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As discussed above these on-diagonal blocks correspond to single-mode dynamics and the
off-diagonal blocks correspond to multi-mode dynamics. Each of these 2×2 blocks are then
expanded in terms of the basis:
12 = (1 00 1) , ω = ( 0 1−1 0) , X = (0 11 0) , Z = (1 00 −1) . (6.5.6)
The result of these expansions are
A = AI ⊗ 12 +Aw ⊗ ω +Ax ⊗X +Az ⊗Z (6.5.7)
C = CI ⊗ 12 +Cw ⊗ ω +Cx ⊗X +Cz ⊗Z (6.5.8)
for some N ×N matrices Aµ and Cµ for µ ∈ {I,w, x, z}. Applying the four partitions to the
above expansion allows us to identify the various parts of the dynamics. For instance, the
1) symplectic and 2) active and 3) state-dependent and 4) single-mode dynamics (single
mode squeezing) can be identified with the diagonal-entries of Ax and Az. Table 6.1 shows
the results of the partition.
Active Passive
Symplectic Asa (s/m) b (s/ ) Asp (s/m)
Unsymplectic Aua (s/m) Cua (s/ ) Aup ( /m) Cup (s/m)
S.D. S.I. S.D. S.I.
Table 6.1: The result of the partition described above. Note that the horizontal division
within each cell indicates state dependence (S.D.) or independence (S.I.). The parenthetical
note indicates if the dynamics can be either single-mode (s) or multi-mode (m). Note that
there is no symplectic, passive, and state-independent dynamics, either single- or multi-
mode. Reproduced with permission from [45].
Note that in the above table for organizational convenience we define the following la-
bels: symplectic passive (SP), symplectic active (SA), unsymplectic active (UA), and un-
symplectic passive (UP). The distinction between state-dependent and state-independent
dynamics (A versus b or C) is obvious and is thus left unlabeled. The distinction between
single-mode and multi-mode dynamics is also left unlabeled although it is indicated in the
Table 6.1.
One may note that the above table is not full, there appear to be missing types of
dynamics. For instance there is no symplectic, passive, and state-independent dynamics,
either single- or multi-mode. This phenomena is discussed in [45] in detail. In total there
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are only 11 types of dynamics for Gaussian systems. Each of these dynamics is given in
Table 6.2 according to its effect on an arbitrary Gaussian state (see [45]).
Another important thing to note about the above partition is that many of the above-
named dynamics are not completely positive in isolation. For instance if we want to
isolate the dynamics which are single-mode, unsymplectic, active and state dependent
(amplification/relaxation) then forced to have A = γ ω, b = 0 and C = 0 for some γ ∈ R.
The master equation for the this dynamics is,
d
dt
X(t) = −γX(t) (6.5.9)
d
dt
σ(t) = −2γ σ(t). (6.5.10)
Under this dynamics the covariance matrix converges exponentially to σ = 0, a state with
no uncertainty. This is not a valid Gaussian state as it violates the uncertainty principle.
Recall that any dynamics which is completely positive (satisfying (6.4.29)) will always pro-
duce valid Gaussian states from valid initial states. This dynamics must not be completely
positive, indeed it does not satisfy (6.4.29).
In [45] an analysis of the complete positivity of each of the 16 possible types of dynamics
was conducted. There it was shown that all of the symplectic types of dynamics were
completely positive in isolation. Of the unsymplectic dynamics, only free thermal noise
(unsymplectic, active, state independent, single mode, see Table 6.2) is completely positive
in isolation. All other types of unsymplectic dynamics require a certain amount of free
thermal noise in order to be completely positive.
Given our discussion of thermalization and purification for finite dimensional systems in
Chapter 5, it is interesting to ask what dynamics can purify Gaussian systems (an example
of an infinite dimensional system). The condition for purification given in Chapter 5 (that
the dynamics be non-unital) only applies for finite dimensional systems. For Gaussian
systems we need a new condition.
The purity of a Gaussian state is given (in our notation, (6.2.12)) by [75],
P = Tr(ρˆ2) = 1
det(σ) . (6.5.11)
Recall that the eigenvalues of the covariance matrix, σ, determine the length squared of
the 1-deviation hyper-ellipse in each direction in phase space. Thus the “volume” of the
Gaussian state (the measure of the points inside this 1-deviation hyper-ellipse) is,
Vol(X, σ) ∶= √det(σ). (6.5.12)
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That is, the purity is the inverse of the state’s “volume” squared.
The time-derivative of the determinant of σ is worked out in [45] as,
d
dt
det(σ(t)) = det(σ(t))Tr(2 ΩA + σ−1(t)C). (6.5.13)
Note that σ ≥ 0 implies that det(σ) ≥ 0. Thus the condition that the dynamics preserves
the purity/volume of all states is thus Tr(ΩA) = 0 and C = 0. Thus a condition that the
dynamics increases the purity of at least one state is that there exists a valid state σ such
that,
Tr(ΩA) < −1
2
Tr(σ−1C) ≤ 0. (6.5.14)
By taking σ to be arbitrarily hot/mixed (σ = ν1 as ν →∞) we can satisfy this inequality
as long as Tr(ΩA) < 0. That is, if Tr(ΩA) < 0 then a sufficiently hot state will be purified
by the dynamics. In summary, Tr(ΩA) < 0 is a necessary and sufficient condition for differ-
ential Gaussian dynamics to increase the purity of at least one state. Within the partition
outlined above the only Gaussian dynamics with Tr(ΩA) ≠ 0 is amplification/purification.
Now that we have introduced Gaussian Quantum Mechanics we can apply the Interpo-
lated Collision Model Formalism developed in this thesis. In particular in the next chapter
we will write derive the interpolation generator from the quadratic Hamiltonian (6.4.5).
We will then expand the interpolation generator as a series in δt and establish exactly
how each of the terms is built from the various parts of the Hamiltonian. Comparing this
expansion of the interpolation generator with the above outlined partition we will be able
to determine exactly which Hamiltonians correspond to which dynamics at which orders
in δt.
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Chapter 7
Gaussian Interpolated Collision
Model Formalism
Now that we have reviewed Gaussian Quantum Mechanics and established some basic facts
about the sort of master equations that Gaussian systems can obey, we are ready to apply
the interpolated collision model formalism.
7.1 Constructing the Interpolation Schemes
In this section we will consider a Gaussian system composed of N modes and characterized
by its mean vector, X, and its covariance matrix, σ, and with a symplectic form Ω.
Beginning from an initial state X(0) and σ(0) the system will be repeatedly updated by
a Gaussian channel as
X((n + 1)δt) = T (δt)X(nδt) + d(δt), (7.1.1)
σ((n + 1)δt) = T (δt)σ(nδt)T (δt)⊺ +R(δt). (7.1.2)
for some real-valued 2N × 2N matrices T (δt) and R(δt) and a real valued vector d(δt)
with R(δt) symmetric. This update scheme defines the system state at every discrete time
points t = nδt.
For example, this update map could come from the system interacting with another
Gaussian system as described in Sec. 6.4. We will consider this case in detail in Sec. 7.2.
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For now let us continue with a generic update map which is completely positive, that is
satisfying,
R(δt) ≥ i (T (δt)ΩT (δt)⊺ −Ω). (7.1.3)
Our goal will be to construct a Gaussian master equation of the general form
X ′(t) = Ω(AδtX(t) + bδt), (7.1.4)
σ′(t) = (ΩAδt)σ(t) + σ(t) (ΩAδt)⊺ +Cδt, (7.1.5)
for some generators Aδt, bδt, and Cδt which exactly matches the evolution given by the above
discrete dynamics. To do this we will adapt the interpolated collision model formalism
described in Chapter 2.
The main complication in attempting to apply this methods of Chapter 2 directly is
that 1) the state is given by a vector X and a matrix, σ, instead of a single vector and
2) the update equations in this case are linear-affine instead of just being linear. These
complications can be overcome with the following two linear isomorphisms.
First we use the vectorization map, vec, which maps outer products to tensor products
as
vec(λ uv⊺) ∶= λ u⊗ v (7.1.6)
for some scalar λ and real vectors u and v. By linearity this defines its action on any
matrix. From this it follows that for any matrices X, Y and Z,
vec(X Y Z⊺) = (X ⊗Z)vec(Y ). (7.1.7)
This operation can be represented by the vector formed by taking the entries of a matrix
in order as follows,
vec(a b
c d
) = (a, b, c, d)⊺. (7.1.8)
Note that vec−1 is trivially defined by “restacking” the matrices entries. Using this map
we can turn X and σ into one big vector as
{X, σ}⇐⇒ (X,vec(σ))⊺ (7.1.9)
The second isomorphism embeds the state in an affine space (a hyperplane offset from
the origin) as,
(X,vec(σ))⊺⇐⇒ (1,X,vec(σ))⊺. (7.1.10)
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This has the effect of converting our linear affine update equations to merely linear ones.
This is completely analogous to the Bloch example worked out is Sec. 3.3.
Applying these linear isomorphisms, applying the methods of Chapter 2, and then
reversing the isomorphisms is rather involved and is carried out in Appendix A of [46].
The result is the interpolation generators,
ΩAδt = 1
δt
Log(T (δt)), (7.1.11)
Ωbδt = 1
δt
Log(T (δt))
T (δt) − 12N d(δt), (7.1.12)
Cδt = vec−1( 1
δt
Log(T (δt)⊗ T (δt))
T (δt)⊗ T (δt) − 14N2 vec(R(δt))). (7.1.13)
It is worth noting that the expressions for Ωbδt, and Cδt are to be understood via the series
expansion,
Log(X)
X − 1 = ∞∑m=0 (−1)mm + 1 (X − 1)m. (7.1.14)
Understood this way T (δt) − 12N and T (δt) ⊗ T (δt) − 14N2 do not need to be invertible.
Finally, we should note that, as in Chapter 2, we take the logarithm’s principal branch
cut, such that Log(1) = 0. This along with the assumptions
T (0) = 12N , d(0) = 0, and R(0) = 0 (7.1.15)
(nothing happens in no time) and that,
T ′(0), d′(0), and R′(0) exist (7.1.16)
(things happen at a finite rate) ensures that the interpolation generators converge as δt→ 0.
If in addition to the minimal regularity assumed above — (7.1.15) and (7.1.16) — we
have that T (δt), d(δt), and R(δt) are analytic at δt = 0, then we can then expand them
as a series in δt as,
T (δt) = 12N + δtT1 + δt2 T2 + δt3 T3 + δt4 T4 + . . . , (7.1.17)
d(δt) = 0 + δtd1 + δt2 d2 + δt3 d3 + δt4 d4 + . . . , (7.1.18)
R(δt) = 0 + δtR1 + δt2R2 + δt3R3 + δt4R4 + . . . . (7.1.19)
Using these series expansions, through (7.1.11), (7.1.12), and (7.1.13), we can expand each
interpolation generator as a series in δt as well,
Aδt = A0 + δtA1 + δt2A2 + δt3A3 + . . . , (7.1.20)
bδt = b0 + δtb1 + δt2 b2 + δt3 b3 + . . . , (7.1.21)
Cδt = C0 + δtC1 + δt2C2 + δt3C3 + . . . , (7.1.22)
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where the first few terms of the expansion of Aδt are given by
ΩA0 = T1, (7.1.23)
ΩA1 = T2 − 1
2
T1
2, (7.1.24)
ΩA2 = T3 − 1
2
(T1T2 + T2T1) + 1
3
T1
3. (7.1.25)
The first few terms of the expansion of bδt are given by,
Ωb0 = d1, (7.1.26)
Ωb1 = d2 − 1
2
T1d1, (7.1.27)
Ωb2 = d3 − 1
2
(T1d2 + T2d1) + 1
3
T 21d1. (7.1.28)
Finally, the first few terms of the expansion of Cδt are given by,
C0 = R1, (7.1.29)
C1 = R2 − 1
2
(T1R1 +R1T ⊺1 ), (7.1.30)
C2 = R3 − 1
2
(T2R1 +R1T ⊺2 + T1R2 +R2T ⊺1 ) + 13(T12R1 +R1T ⊺1 2) + 16T1R1T ⊺1 . (7.1.31)
Higher order terms in these series can be calculated easily.
7.2 Gaussian Ancillary Bombardment
In this section we construct the Gaussian channel corresponding to a specific physically
motivated situation that we refer to as Gaussian ancillary bombardment, in analogy with
the ancillary bombardment introduced in Sec. 3.5. Much of the groundwork for this
scenario has already been covered in the thesis in Sec. 6.4. For the reader’s convenience
we restate the results of that section here.
Let us assume that the system and ancilla are initially uncorrelated, having the initial
joint mean vector,
XSA(0) = (XS(0)⊺,XA(0)⊺)⊺ =XS(0)⊕XA(0) (7.2.1)
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and the initial joint covariance matrix,
σSA(0) = (σS(0) 00 σA(0)) = σS(0)⊕ σA(0). (7.2.2)
Further we assume that they evolve under a quadratic time-independent Hamiltonian,
HˆSA = 1
2
Xˆ⊺SAFSA XˆSA +α⊺SAXˆSA, (7.2.3)
where FSA is real and symmetric and αSA is real. Dividing this Hamiltonian into blocks
as,
FSA = (FS GG⊺ FA) , αSA = (αSαA) , (7.2.4)
we can identify the system’s free Hamiltonian,
HˆS = 1
2
Xˆ⊺S FS XˆS +α⊺SXˆS, (7.2.5)
and the ancilla’s free Hamiltonian,
HˆA = 1
2
Xˆ⊺AFA XˆA +α⊺AXˆA. (7.2.6)
Note that FS and FA are symmetric. The interaction Hamiltonian between the system and
ancilla is given by,
HˆI = 1
2
Xˆ⊺S G XˆA + 12Xˆ⊺AG⊺ XˆS. (7.2.7)
The joint system evolving under these Hamiltonians undergoes a symplectic transfor-
mation given by,
XSA(δt) = SSA(δt)XSA(0) + dSA(δt), (7.2.8)
σSA(δt) = SSA(δt)σSA(0)S⊺SA(δt), (7.2.9)
where,
SSA(δt) = exp(ΩSAFSA δt), (7.2.10)
dSA(δt) = exp(ΩSAFSA δt) − 12NS+2NA
ΩSAFSA
ΩSAαSA. (7.2.11)
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To find the effect of this transformation on the system’s reduced state we divide SSA(δt)
and dSA(δt) into blocks as,
SSA(δt) = (MSS(δt) MSA(δt)MAS(δt) MAA(δt)) and dSA(δt) = (dS(δt)dA(δt)) . (7.2.12)
From this we can identify T (δt), d(δt) and R(δt) as,
T (δt) =MSS(δt), (7.2.13)
d(δt) =MSA(δt) XA(0) + dS(δt), (7.2.14)
R(δt) =MSA(δt)σA(0)M⊺SA(δt). (7.2.15)
With some effort, these can be expanded as a series in δt (as in (7.1.17), (7.1.18), and
(7.1.19)) but now with coefficients (Tk, dk, and Rk) constructed from the Hamiltonians
(i.e., FS, FA, and G). Using the results of the previous section, we can then write the
interpolation generators Aδt, bδt, and Cδt as a series in δt (as in (7.1.20), (7.1.21), and
(7.1.22)) but now with coefficients (Ak, bk, and Ck) written explicitly in terms of FS, FA,
and G.
This calculation is quite involved but is ultimately straightforward. For the first few
terms of the expansion of Aδt it yields,
A0 =FS, (7.2.16)
A1 =1
2
GΩAG
⊺, (7.2.17)
A2 = − 1
12
GΩAG
⊺ΩSFS − 1
12
FSΩSGΩAG
⊺ + 1
6
GΩAFAΩAG
⊺. (7.2.18)
For the first few terms of the expansion of bδt we find,
b0 = αS +GXA(0), (7.2.19)
b1 = 1
2
GΩAFAXA(0) + 1
2
GΩAαA, (7.2.20)
b2 = − 1
12
FSΩSGΩAαA + 1
6
ΩSGΩAFAΩAαA − 1
12
FSΩSGΩAFAXA(0) (7.2.21)
+ 1
6
GΩAFAΩAFAXA(0) − 1
12
GΩAG
⊺ΩSαS − 1
12
GΩAG
⊺ΩSGXA(0).
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Finally, the first few terms of the expansion of Cδt are,
C0 = 0, (7.2.22)
C1 = ΩSGσA(0)G⊺Ω⊺S, (7.2.23)
C2 = 1
2
ΩSG(ΩAFAσA(0) + σA(0)(ΩAFA)⊺)G⊺Ω⊺S. (7.2.24)
Now that we have the interpolation generators expanded in terms of the system-ancilla
Hamiltonian we can ask what type of dynamics shows up at what orders in δt and under
what Hamiltonians. Such a study was conducted in [46] and is summarized in Table 7.1.
We now will outline the results presented in Table 7.1 before discussing them in more detail
below.
At zeroth order (in the continuum limit) the dynamics is given by the system’s free
Hamiltonian (FS and αS) plus an additional induced displacement (coming from the
GXA(0) term in b0). At higher orders in δt the rotation, squeezing and amplification
effects (coming from A) that are available to the system alternate between symplectic and
unsymplectic. That is, Ak is alternatingly symmetric and anti-symmetric. Past zeroth
order in δt the dynamics will generically be able to access all types of displacement (b) and
noise (C) terms.
7.3 Continuum Limit Dynamics
The zeroth order dynamics (i.e, in the continuum limit, as δt → 0) is unitary, since A0 is
symmetric and C0 vanishes. At zeroth order we have the dynamics,
X ′S(t) = Ω(FSXS(t) + αS +GXS(0)), (7.3.1)
σ′S(t) = (ΩFS)σS(t) + σS(t) (ΩFS)⊺. (7.3.2)
Comparing this to (6.3.7) and (6.3.8) we can see that this is just evolution under the
effective Hamiltonian,
Hˆ
(0)
eff = 12Xˆ⊺S FS XˆS + Xˆ⊺S(αS +GXA(0)) (7.3.3)= HˆS + XˆS⊺GXA(0).
This is in line with the general result discussed in Chapter 4 showing that (under some
minor assumptions) all collision models produce unitary dynamics in the continuum limit.
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This Hamiltonian is the system’s free Hamiltonian HˆS plus a new induced Hamiltonian
XˆS⊺GXA(0). Note that this induced Hamiltonian is only able to be linear in the system’s
quadrature operators XˆS. This means that the induced dynamics by the rapid collisions
can only displace the system state in phase space (not rotate it or squeeze it). It is for
this reason that the zeroth order dynamics in Table 7.1 is divided into free and induced
dynamics; there may be rotation and squeezing dynamics at zeroth order, but only if these
types of dynamics were already present in the system’s free Hamiltonian. No new squeezing
or rotations are possible at zeroth order.
7.4 First Order Dynamics
At first order, we can see a new displacement term (from b1), the first noise in the dynamics
(from C1) and several types of unsymplectic rotations and squeezings (from A1).
At this order the dynamics coming from both A1 and C1 is non-unitary (A1 is antisym-
metric, and noise is always non-unitary), thus the only unitary effects at first order come
from b1. These effects give a first order correction to the effective Hamiltonian,
Hˆeff = Hˆ(0)eff + δt Hˆ(1)eff +O(δt2), (7.4.1)
of,
Hˆ
(1)
eff = Xˆ⊺S b1 = 12Xˆ⊺SGΩA(FAXA(0) +αA). (7.4.2)
This correction can be understood as accounting for the ancilla freely evolving during the
interaction.
The first order noise term is given by,
C1 = ΩSGσA(0)G⊺Ω⊺S, (7.4.3)
which we note is positive semi-definite (C1 ≥ 0), since σA(0) ≥ 0. This noise vanishes only
if G = 0 (there is no interaction) or if σA(0) is singular (i.e., infinitely squeezed) and G⊺Ω⊺S
maps entirely into the kernel of σA(0).
As discussed in the previous section, a necessary and sufficient condition for Gaussian
dynamics to cause purification is Tr(ΩA) < 0. Since the zeroth order dynamics is unitary
the first opportunity for purification is at first order. We have purification at first order if
and only if,
0 > Tr(ΩSA1) = 1
2
Tr(ΩSGΩAG⊺). (7.4.4)
90
T
y
p
e
of
D
y
n
am
ic
s
0t
h
(F
re
e)
0t
h
(I
n
d
u
ce
d
)
O
d
d
(
≥1st
)
E
ve
n
(
≥2nd
)
S
in
gl
e-
m
o
d
e
R
ot
at
io
n
Y
es
N
o
N
o
Y
es
S
in
gl
e-
m
o
d
e
S
q
u
ee
zi
n
g
Y
es
N
o
N
o
Y
es
D
is
p
la
ce
m
en
t
Y
es
Y
es
Y
es
Y
es
S
in
gl
e-
m
o
d
e
S
q
u
ee
ze
d
N
oi
se
N
o
N
o
Y
es
Y
es
A
m
p
li
fi
ca
ti
on
/R
el
ax
at
io
n
N
o
N
o
Y
es
N
o
T
h
er
m
al
N
oi
se
N
o
N
o
Y
es
Y
es
M
u
lt
i
M
o
d
e
R
ot
at
io
n
Y
es
N
o
N
o
Y
es
M
u
lt
i
M
o
d
e
S
q
u
ee
zi
n
g
Y
es
N
o
N
o
Y
es
M
u
lt
i
M
o
d
e
C
ou
n
te
r-
R
ot
at
io
n
N
o
N
o
Y
es
N
o
M
u
lt
i
M
o
d
e
N
oi
se
N
o
N
o
Y
es
Y
es
M
u
lt
i
M
o
d
e
C
ou
n
te
r-
S
q
u
ee
zi
n
g
N
o
N
o
Y
es
N
o
T
ab
le
7.
1:
T
h
e
d
y
n
am
ic
s
av
ai
la
b
le
to
a
b
om
b
ar
d
ed
G
au
ss
ia
n
sy
st
em
at
ea
ch
or
d
er
in
δt
.
T
h
e
el
ev
en
ty
p
es
of
d
y
n
am
ic
s
li
st
ed
in
th
is
ta
b
le
ar
e
d
es
cr
ib
ed
in
d
et
ai
l
in
[4
5]
.
T
h
e
ze
ro
th
or
d
er
eff
ec
ts
ar
e
fu
rt
h
er
d
iv
id
ed
in
to
th
os
e
av
ai
la
b
le
th
ro
u
gh
th
e
sy
st
em
’s
fr
ee
H
am
il
to
n
ia
n
an
d
th
os
e
w
h
ic
h
ca
n
b
e
in
d
u
ce
d
th
ro
u
gh
th
e
in
te
ra
ct
io
n
.
R
ep
ro
du
ce
d
w
it
h
pe
rm
is
si
on
fr
om
[4
6]
.
91
In Chapter 5 we were able to understand the first-order purification condition for finite
dimensional (non-Gaussian) systems as ruling out tensor product interaction Hamiltonians.
That is, we saw that interaction Hamiltonians of the form,
Hint = QˆS ⊗ RˆA, (7.4.5)
will not purify at first order. Does this result apply for Gaussian systems as well?
In order for the above interaction Hamiltonian to be quadratic (bi-linear) in XˆS and
XˆA then QˆS and RˆA must each be linear in their respective quadrature operators as
QˆS = u⊺XˆS = Xˆ⊺Su and RˆA = v⊺XˆA = Xˆ⊺Av, (7.4.6)
for some real vectors u and v. Thus we can write the interaction Hamiltonian as,
Hˆint = QˆS ⊗ RˆA = 1
2
Xˆ⊺S G XˆA + 12Xˆ⊺AG⊺ XˆS, (7.4.7)
with,
G = uv⊺. (7.4.8)
Thus, in Gaussian quantum mechanics, tensor product interaction Hamiltonians corre-
spond to rank one interaction matrices. By linearity, an quadratic interaction Hamiltonian
consisting of a sum of k tensor products corresponds to an interaction matrix consisting of
a sum of k outer products.
From (7.4.4) we can quickly see that a rank one interaction cannot purify at leading
order since,
Tr(ΩSGΩAG⊺) = Tr(ΩSuv⊺ΩAvu⊺) (7.4.9)= u⊺ΩSu v⊺ΩAv= 0,
since ΩS and ΩA are antisymmetric. Thus we can extended the result of Chapter 5 that
tensor product interaction Hamiltonians cannot cause purification at leading order in δt
for Gaussian systems.
Finally we can ask if the thermalization results from Chapter 5 hold here. Do we only
see dependence on the ancilla’s free Hamiltonian (i.e., FA and αA) at second order in δt?
At first glance it appears that we do see dependence on FA and αA in b1. However if
the ancilla is initially in a thermal state (or any stationary state with respects to its free
dynamics) then these terms are zero. For a thermal ancilla state the first dependence on FA
and αA shows up in A2, b2 and C2. As discussed in Chapter 5 this dependence is necessary
for the system’s dynamics to be sensitive to the ancilla’s temperature. This is necessary
for the dynamics to drive the system into thermal equillibrium with the ancillas.
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Chapter 8
Conclusion
In this thesis I have argued against the use of continuum limit master equations for col-
lisional models as a model of open quantum systems. The continuum limit is unphysical
(all realistic interactions are of finite duration) and thus should be interpreted as an ap-
proximation. As such it must be motivated.
The canonical way to justify taking such a limit (δt → 0) is to claim that, while of
course realistic interactions have finite duration, the duration of these interactions may
be much much shorter than any other timescales in the problem (δt ≪ Tother). This
argument holds water except that, as I have shown in Chapter 4, collision models tend to
produce unitary dynamics in the continuum limit. Since our goal is to explain the flow of
information (especially quantum information) between the system and the environment,
this is a complete failure. Taking the continuum limit of a collision model will generally
result in a non-viable model of open quantum dynamics.
This unitary-in-the-continuum-limit tendency can be avoided however. Indeed there is
a standard trick for doing so. By taking the interaction strength g ∼ √κ/δt to diverge as
δt → 0 such that g2δt = κ is constant we can find non-unitary dynamics in the continuum
limit. In Chapter 4 I have analyzed this work-around in detail, providing a necessary and
sufficient condition for a generic collision model to produce non-unitary dynamics in the
continuum limit. The g2δt trick (or something very much like it) is fact necessary.
To use this trick we must now justify not only δt ≪ Tother but also κ/g2 ∼ δt ≪ Tother.
That is, there must be two time scales κ/g2 and δt which are both much much less than
all other time scales and which are approximately equal to each other as δt becomes small.
In Chapter 4 I have discussed that such a coincidence of timescales is difficult to explain
without resorting to some sort of fine-tuning.
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In this thesis I have not only argued against using the continuum limit of a collision
model to study open quantum dynamics, but has also provided an alternative. The main
loss if one is to abandon taking the continuum limit of a collision models is the master
equation that taking this limit naturally provides. In Chapter 2 I developed a new method
of obtaining a master equation from a generic collision model without taking the continuum
limit. The master equation is produced by this method is the unique one such that 1) the
master equation is linear, time-independent, and Markovian, 2) solving the master equation
we find exact agreement with the discrete dynamics at the times t = nδt, and 3) the master
equation can be analyzed in the continuum limit.
This approach allows us to use master equations to describe the dynamics of collision
models without taking δt → 0. We can thus avoid both of the issues described above that
this limit causes. Moreover all of the continuum limit results are recoverable from the new
approach by simply taking δt→ 0.
Since this new approach captures finite duration effects, it allows us to ask and answer
questions that the previous approach does not. For instance, it is often the case that we
can expand the interpolating master equation as a series in the interaction duration δt.
We can then ask which types of dynamics are present at which orders in δt under what
circumstances (e.g., under what interaction Hamiltonians). Three lines of questioning along
these lines have been pursued in this thesis.
Firstly, motivated by a desire to model the process of thermalization using collision
models, I have investigated the capacity of dynamics to cause purification. Dynamics that
cannot purify the state of any system also cannot decrease the temperature of a system
and so cannot be thermalizing dynamics. As I have shown in the first half of Chapter
5, in order for an interaction to be able to purify at leading possible order its interaction
Hamiltonian must not be “too simple”. In order for the system and its environment to
quickly exchange quantum information the “language” they use to speak to each other
(i.e., the interaction Hamiltonian) must be sufficiently rich. In particular the interaction
Hamiltonian must be at least Schmidt rank-2 and obey a certain commutation inequality.
Secondly, still interested in models of thermalization, I have investigated under what
conditions the dynamics arising from collision models is dependent on the environment’s
free energy scale. As I have discussed in the second half of Chapter 5, in order for dynam-
ics to thermalize a system to the temperature of its environment, it must be sensitive to
changes in the free Hamiltonian of the environment. Otherwise someone could simultane-
ously adjust the environment’s temperature and free energy scale and leave the system’s
dynamics unchanged. In Chapter 5 it was found that this dependence does not arise in
general until second order in δt. The process of exchanging information about free energy
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scales (and therefore about temperatures) is a relatively slow process. Thus a microscopic
model of thermalization is impossible without accounting for finite duration effects.
Finally, in Chapters 6 and 7 I have asked “for Gaussian quantum systems, which types
of dynamics are present at which orders in δt under which interaction Hamiltonians?” and
provided a complete answer. This involved first in Chapter 6 an overview of Gaussian
Quantum Mechanics (GQM) as well as a complete classification of what types of dynamics
are possible in GQM. In Chapter 7, the interpolation generator was then computed to all
orders in δt for a generic quadratic interaction Hamiltonian. This expansion of the interpo-
lation generator was then compared with the classification system for Gaussian dynamics.
The result is a complete dictionary indicating what system-environment Hamiltonians cor-
respond to what types of open dynamics.
Taken together, the results of this thesis provide compelling evidence that the contin-
uum limit approach to deriving a master equation from a collision model is both problem-
atic and unnecessary in the study of open quantum systems. The interpolative approach
suggested in this thesis both generalizes this continuum limit approach and overcomes its
numerous shortcomings. Widening our view to finite duration effects (which appear to be
essential to understand thermalization) promises to be a fruitful area of future study.
Immediate future applications of the work presented in this thesis include:
1. The formalism developed in Chapter 2 can likely be extended to include the possibility
of random interaction durations. In realistic scenarios the duration of each interaction
(including the gaps between these interactions) can vary between interactions in an
uncontrolled and unpredictable way.
2. The “dictionary” between system-environment interaction Hamiltonians and the re-
sulting open dynamics presented in Chapter 7 for bosonic Gaussian systems can
be straightforwardly extended to fermionic Gaussian systems. A classification of
fermionic Gaussian dynamics analogous to the bosonic one presented in Chapter 6
has already published in [72]. Moreover a similar dictionary should be computable
for general qubit-qubit interactions.
3. One interesting class of collision models is those involving an atom (or collection of
atoms) crossing a cavity containing a quantum field. Since the cavity with necessarily
have a finite width L the duration of each interaction δt = L/v must also be finite.
Indeed, if these collision models are treated relativistically we must have v < c such
that δt > L/c. Thus if treated relativistically the δt → 0 limit cannot be achieved
even conceptually.
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This class of collision models has potential applications that range from the harvesting
of entanglement from quantum fields [69] to experimental verification of the Unruh
effect (publication in progress).
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Appendix A
Kraus Representation of Analytic
Update Map
Chapter 4.2 considers a generic collision model in which the update map φ(δt) is analytic
at δt = 0 and has φ(0) = 1. To facilitate such a general treatment the update map is written
in Kraus form as,
φ(δt)[ρˆ] =∑
k
Aˆk(δt) ρˆ Aˆk(δt)† (A.0.1)
where Aˆk(δt) are operators (called Kraus operators) satisfying the trace preserving condi-
tion, ∑
k
Aˆk(δt)†Aˆk(δt) = 1ˆ. (A.0.2)
Given that the update map is analytic at δt = 0 what can we say about the Kraus operators
at δt = 0?
A.1 Characterizing functions whose Square is Ana-
lytic
Note that the update map φ(δt) is roughly the square of the Kraus operators. This
motivates the following simplified example.
Consider a function, f ∶ R+ → R+ for which f(x)2 is analytic at x = 0. Given this
regularity of f(x)2 around x = 0 what can we say about f(x) around x = 0? Is it analytic?
If not, what types of non-analytic behavior can it have?
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Since f(x)2 is analytic at x = 0 we can expand it a series
f(x)2 = a0 + a1 x + a2 x2 + . . . (A.1.1)
for some non-zero domain of convergence around x = 0. Taking a square root we immedi-
ately find that,
f(x) = √f(x)2 = √a0 + a1 x + a2 x2 + . . .. (A.1.2)
Note that the square root function is analytic everywhere except at 0. Thus if a0 ≠ 0 then
the square root itself can be expanded analytically yielding,
f(x) = √a0 (1 + a1
2a0
x + 4a0a2 − a12
8a02
x2 + . . . ). (A.1.3)
Thus, if a0 = f(0)2 ≠ 0 then f(x) is analytic at x = 0.
If a0 = 0 then we can take m ≥ 1 to be the smallest integer such that am ≠ 0 and repeat
the argument. Specifically in this case we would have,
f(x) = √am xm + am+1 xm+1 + am+2 xm+2 + . . . (A.1.4)= xm/2√am + am+1 x1 + am+2 x2 + . . . (A.1.5)= xm/2 √am (1 + am+1
2am
x + 4amam+2 − am+12
8am2
x2 + . . . ). (A.1.6)
Note that if m ≥ 1 is even then f(x) is analytic at x = 0. On the other hand, if m ≥ 1 is
odd then f(x)/√x is analytic at x = 0. If m = ∞ then f(x)2 = 0 such that f(x) = 0 is
analytic at x = 0.
Thus any function, f(x), whose square is analytic at x = 0 is of one of the following
two types:
1. f(x) is analytic at x = 0. In this case we have,
f(x) = f0 + f1 x + f2 x2 + . . . (A.1.7)
for some f0, f1, f2, . . . .
2. f(x) is not analytic at x = 0. In this case f(x)/√x is analytic at x = 0. Namely,
f(x) = √x (f1/2 + f3/2 x + f5/2 x2 + . . . ). (A.1.8)
for some f1/2, f3/2, f5/2, . . . .
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A.2 Identifying Two Kinds of Kraus Operators
We will now use the proof in the above section to justify the classification of Kraus operators
given by (4.2.3) and (4.2.4).
For every δt ≥ 0 we can compute the update map’s Choi matrix as,
J(δt) = (φ(δt)⊗ 1)[∣ψ⟩ ⟨ψ∣], (A.2.1)
where ∣ψ⟩ = ∑n ∣n⟩ ⊗ ∣n⟩ is an (unnormalized) maximally entangled state. Since J(δt) is
related to φ(δt) by a linear map, we know that J(δt) is analytic at δt = 0.
This regularity at δt = 0 can also be transferred to the eigenvalues and eigenvectors of
J(δt). That is, we can find an eigenvalue decomposition
J(δt) =∑
k
λk(δt) ∣uk(δt)⟩ ⟨uk(δt)∣ (A.2.2)
for which ∣uk(δt)⟩ and λk(δt) ≥ 0 are themselves analytic at δt = 0 [62].
It is possible to explicitly construct a Kraus representation of a channel directly from
such an eigendecomposition of its Choi matrix. Assuming a Kraus representation of the
form (A.0.1) we have
J(δt) = (φ(δt)⊗ 1)[∣ψ⟩ ⟨ψ∣] (A.2.3)=∑
k
(Aˆk(δt)⊗ 1ˆ) ∣ψ⟩ ⟨ψ∣ (Aˆk(δt)⊗ 1ˆ)†. (A.2.4)
To help identify (A.2.3) with (A.2.2) we use the vectorization map, vec, which maps
outer products to tensor products as
vec(λ ∣ψ1⟩ ⟨ψ2∣) ∶= λ ∣ψ1⟩⊗ ∣ψ2⟩ . (A.2.5)
By linearity the above expression defines the vec map’s action on any matrix. For instance
note that
vec(1ˆ) = vec(∑
n
∣n⟩ ⟨n∣) (A.2.6)
=∑
n
vec(∣n⟩ ⟨n∣) (A.2.7)
=∑
n
∣n⟩⊗ ∣n⟩ (A.2.8)
= ∣ψ⟩ . (A.2.9)
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That is, vec of the identity operator is the unnormalized maximally entangled state.
Moreover this vec operation has the identity,
vec(Xˆ Yˆ Zˆ†) = (Xˆ ⊗ Zˆ)vec(Yˆ ) (A.2.10)
for any matrices X, Y and Z. Thus we have
J(δt) =∑
k
(Aˆk(δt)⊗ 1ˆ)vec(1ˆ)vec(1ˆ)† (Aˆk(δt)⊗ 1ˆ)† (A.2.11)
=∑
k
vec(Aˆk(δt))vec(Aˆk(δt))†. (A.2.12)
Thus we can identify (A.2.3) with (A.2.2) by taking vec(Ak(δt)) = √λk(δt) ∣uk(δt)⟩ or
equivalently,
Ak(δt) = √λk(δt) vec−1( ∣u(δt)⟩ ). (A.2.13)
Recall that we can take ∣u(δt)⟩ to be analytic at δt = 0. Since vec is a linear map we can
take vec−1( ∣u(δt)⟩ ) to be analytic at δt = 0 as well. Next recall that we can take λk(δt) ≥ 0
to be analytic at δt = 0. Using the results of the previous section, we can determine that√
λk(δt) is either analytic at δt = 0 or √δt times something analytic at δt = 0.
Thus in total each Kraus operator is either analytic at δt = 0 or √δt times something
analytic at δt = 0. This justifies the classification given in Sec. 4.2.
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