We investigate the use of prediction as a means of reducing the model cost in lossless data compression. We provide a formal justification to the combination of this widely accepted tool with a universal code based on context modeling, by showing that a combined scheme may result in faster convergence rate to the source entropy. In deriving the main result, we develop the concept of sequential ranking, which can be seen as a generalization of sequential prediction, and we study its combinatorial and probabilistic properties.
Introduction
In this paper we are concerned with certain aspects of modeling processes as finite-memory sources for the purpose of coding. These sources are characterized by the property that the conditional probability of the next emitted symbol, given all the past, actually depends only on a finite number of contiguous past observations, the smallest possible number of which is denoted by m. Hence, technically, such sources are Markovian of order m. However, in many instances of practical interest, fitting a Markov model to the data is not the most efficient way to estimate a finitememory source, since there exist equivalent states (i.e., m-vectors) that yield identical conditional probabilities. Thus, the number of states, which grows exponentially with m in a Markov model, can be dramatically reduced by removing the redundant parameters after lumping together equivalent states. If the states were not collapsed, the redundant parameters would have to be estimated repeatedly in each of the equivalent states from a fewer number of symbol occurrences. This, in turn, would affect the rate at which the code length of a universal coding scheme can converge to the entropy as per Rissanen's lower bound [1, Theorem 1] , which includes a model cost term proportional to the number of parameters. The reduced models [2, 3] have been termed tree sources [4] , since they can be represented with a simple tree structure. In this work, we investigate the use of universal prediction and ranking to further reduce the model cost in universal lossless data compression, while maintaining the tree structure.
We first review some concepts and notation from [4] , [2] , and [3] . Consider a sequence x n = x 1 x 2 · · · x n of length n over a finite alphabet A of α symbols. Any suffix of x n is called a context in which the "next" symbol x n+1 occurs. A probabilistic model P , defined on A n for all n ≥ 0, has the finite-memory property if the conditional probability function p(x n+1 = a|x n )
where s(x n ) = x n · · · x n− +1 for some , 0 ≤ ≤ m, not necessarily the same for all strings (the sequence of indices is decreasing, except for the case = 0 which is interpreted as defining the empty string λ; thus, we write the past symbols in reverse order). Such a string s(x n ) is called a state. In a minimal representation of the model, s(x n ) is the shortest context satisfying (1) . Now, consider a complete α-ary tree, where the branches are labeled by symbols of the alphabet. Each context defines a node in the tree, reached by taking the path starting at the root with the branch x n , followed by the branch x n−1 , and so on. The set S of states is such that it defines a complete subtree T , with S as the set of leaves. Using the tree T and the associated conditional distributions {p(a|s) : a ∈ A, s ∈ S}, we can express the probability P (x n ) as
for any string (a detailed description of how this is done for the very first symbols in the string, for which a leaf in the tree may not be defined, is given in [4] ). For the sake of simplicity, in the sequel, T will denote the whole model, i.e., both the tree and its associated conditional probabilities.
A tree T is called minimal [3, 4] if for every node w in T such that all its successors wb are leaves, there exist a, b, c ∈ A satisfying p(a|wb) = p(a|wc). Clearly, if for some such node w the distributions p(· |wb) are equal for all b, we could lump the successors into w and have a smaller complete tree representing the same process. Thus, a minimal tree guarantees that the children of such a node w are not all equivalent to it, and hence they cannot be replaced by the parent node. Notice that even in a minimal tree, there may well be other sets of equivalent leaves, not necessarily siblings, having the same associated conditional probabilities. These equivalent nodes could, in principle, be lumped together thus reducing the number of parameters in the model. However, such a reduced parameterization may no longer admit a simple tree implementation nor a practical construction.
Algorithm Context, introduced in [2] , improved in [5] , and further analyzed in [4] , provides a practical means to estimate tree sources. The algorithm has two interleaved stages, the first for growing the tree and the second for selecting a distinguished context to define the state s(x t ) for each t > 0. There are several variants of the rule for the "optimal" context selection, all of which are based on a stochastic complexity argument; that is, the context which would have assigned the largest probability for its symbol occurrences in the past string should be selected for encoding. The probability of occurrence of a symbol a ∈ A in a context s may suitably be taken as [6] 
where n b (x t [s]) denotes the number of occurrences of b ∈ A at context s in x t . It is shown in [4] , for a particular context-selection rule, that the total probability (2) induced from (3) attains Rissanen's lower bound.
Although the parameter reduction achieved by tree models over Markov models can be significant, it does not fully exploit some structural symmetries in the data, that are often encountered in practice. In particular, it is well-known that for some types of data (e.g., gray-scale images) the distributions (often modeled as parametric, e.g. Laplacian, in which case the probability assignment (3) is replaced by a parametric estimate [7] ) conditioned on siblings in the tree are similar but centered at different values. If the phase difference was known, these distributions could be merged after centering them at a fixed reference point. Algorithm Context is not capable of capturing these dependencies in order to reduce the model cost accordingly. On the other hand, it is widely accepted that a useful heuristic for modeling gray-scale images is prediction (see, e.g., [8] ). While this tool is clearly beneficial when followed by a zero-order entropy coder, at first sight, its contribution might seem dubious when followed by a universal encoder, since the same information that is used to predict is also available for building the compression model. In this work, we provide a formal justification for the use of prediction as a means to reduce the model cost, in conjunction with Algorithm Context.
In a universal scheme based on prediction the distributions of the prediction errors to be encoded would indeed be centered at similar values, which could result in model reduction. However, this could turn into a circular argument since universal prediction [9, 10, 11, 12, 13] requires a model structure which has an associated cost, and model cost is precisely what we want to save. This paradox is obscured in traditional DPCM methods for gray-scale images, where there is additional information in the smoothness of the data, which can be used in the form of a parametric predictor. But in a general case, where a "metric" (and, hence, a notion of smoothness) is not defined on the alphabet, the question arises: can prediction be used to reduce the model cost for encoding tree sources? If this is the case, then how is the notion of "centering" generalized? Note that, in this context, prediction is aimed at achieving any possible reduction in the model cost, rather than just the extreme case of "total decorrelation", as in traditional predictive coding techniques. Hence, these informal ideas do not contradict the results in [12] and [14] for the binary case, which establish that, in general, total decorrelation cannot be achieved by prediction alone. In addition, a comparison between the compressibility bound in [1] and the predictability bound in [13] , shows that the model cost for prediction is negligible with respect to that associated with compression. This suggests a way out for the apparent circular argument mentioned above. In the binary case the solution can be summarized as follows: We can predict using an over-estimated model (i.e., a non-minimal tree); for example, in case the upper bound m on the length of the contexts is known, a Markov model of order m. At each (over-estimated) state we can use a universal predictor based on frequency counts [13] . We can now use the predicted values to rebuild a compression model which is in turn used to encode prediction errors. Hopefully, the cost of using an over-estimated prediction model will be offset by the savings resulting from a further reduction in the compression model.
In the non-binary case the situation is more complex, and some insight into the binary case is helpful to understand how the notion of "centering" is generalized. When α = 2, the property of having out-of-phase identical distributions for two sibling states w0 and w1, where w is an internal node of T , takes the form p(0|w0) = p(1|w1). As in the case of identical distributions, the siblings are characterized by the same sorted conditional probability vector q = [q, 1 − q], where q = max a=0,1 p(a|w0) = max a=0,1 p(a|w1). Thus, the same vector q can be associated with the common parent node w, but the conditional probabilities no longer correspond to either 0 or 1. Rather, they correspond, respectively, to a "most likely" and a "least likely" symbol at each child, where the most likely symbol may vary from child to child. If the most likely symbol at each leaf of T was known, and it was used to predict the next symbol occurrence at the corresponding state, q would correspond to the distribution of the prediction "hits" and errors. In the prediction error domain, w0 and w1 could be merged into w, provided that the prediction is still conditioned on w0 and w1, rather than on w itself. Hence, both in the parametric and in the binary cases, prediction acts as a special case of ranking. In order to rank the probabilities of the symbols in these two cases it suffices to predict one value (the mean value or the most likely symbol, respectively). This suggests a generalization of the above scheme for the general (non-binary) non-parametric case: Rank past occurrences of the alphabet symbols at each (possibly over-estimated) state, and encode the index of each symbol based on the ranking determined by the information seen so far. In this framework, two contexts are considered equivalent if they yield the same conditional probabilities up to a permutation of the symbols. In the parametric case, assuming peaked distributions, the permutation is determined by the mean 1 , while in the binary case there are only two possible permutations. Again, if the actual probability ranking was known at each leaf, it would suffice to apply the Context algorithm after a suitable permutation of the "names" of the symbols in order to obtain the desired model reduction. Moreover, in a two-pass algorithm one could estimate T and each leaf-permutation in the first pass and use it in the second, after having sent the permutation information to the decoder at an O(1/n) per-symbol cost. The interesting problems arise, however, when the actual probability ranking is unknown and the task is to be performed sequentially, in one pass.
These intuitive ideas can be formalized by modifying our definition of a minimal tree as follows. Let p(s) = [p(a i 1 |s) p(a i 2 |s) · · ·p(a iα |s)] be the conditional probability vector associated with a state s of a tree source, where the symbols a i j ∈ A, 1 ≤ j ≤ α, have been permuted so that p(a i 1 |s) ≥ p(a i 2 |s) ≥ · · · ≥ p(a iα |s). A tree T is called permutation-minimal if for every node w in T such that all its successors wb, b ∈ A, are leaves, there exist b, c ∈ A such that p(wb) = p(wc). In the binary case, this means that p(0|w0) = p(0|w1) and p(0|w0) = p(1|w1). Thus, a tree that is not permutation-minimal can be reduced by lumping the redundant successors wb, b = 0, 1, into 1 In this case the permutation is a translation and we assume that the range of this transformation is the original alphabet, e.g., by modular reduction.
w whenever the distributions at the siblings wb are either identical or symmetric. The common conditional probability vector is also assigned to the resulting leaf w. For example, consider the binary tree T defined by the set of leaves {0, 10, 11}, where the probabilities of 0 conditioned on the leaves are p, (1 − p), and p, respectively, and assume p > 1/2. Clearly, T is minimal in the traditional sense, but it can be reduced to the root T = {λ} in the new sense, with conditional probability vector [p, 1 − p] given λ.
Our goal is to pay a model cost corresponding to the size of the possibly reduced model T in the encoding of the source, by (sequentially) processing rank indices rather than symbols. Assume that a (possibly over-estimated) prediction model is available, which for the sake of simplicity is obtained by providing an upper bound m on the length of the contexts. The proposed algorithm, that combines prediction and context modeling, grows the tree in the usual way, with the contexts still defined by the original past sequence over A. The symbol occurrences are ranked at each predicting state (context of length m) and an index is associated to x t+1 in context x t · · · x t−m+1 . An encoding node is selected by one of the usual context selection rules, using index counts instead of symbol counts, and the index is encoded. Finally, the index counts are updated at each node in the path, as well as the symbol counts at the nodes of depth m. In a simplified form, the main result of this work, presented in Section 3, states that for every ergodic tree source T a combined scheme yields a total expected code length
where H n (T ) denotes the per-symbol binary entropy of n-vectors emitted by T and k denotes the number of leaves in the permutation-minimal tree T of T . Hence, this scheme attains Rissanen's lower bound also when restricted to the subclass of models that can be further reduced through permutation-minimal trees. If T has indeed fewer leaves than T , the algorithm converges faster than plain Context. Of course, the affected subclass has Lebesgue volume zero within the full class of tree sources T , just like reduced trees have zero volume within the class of Markov sources of order m. However, its importance stems from its ability to capture typical symmetries in real data. A stronger version of the main result, also presented in Section 3, applies to sources in which some conditional probabilities may be zero, allowing for a further reduction in the model cost.
The proofs of the main theorems rely on the generalization of some results on universal prediction from [13] to non-binary alphabets. These results are presented in Section 2, where the notion of prediction is replaced by that of ranking, and the combinatorial and probabilistic properties of the latter are studied.
Sequential Ranking for Non-Binary Tree Sources
Imagine a situation where data is observed sequentially and at each time instant t the alphabet symbols are ranked according to their frequency of occurrence in x t . Then, after having observed x t+1 , we note its rank, and we keep a count of the number of times symbols with that rank occurred. For the highest rank, this would be the number of correct guesses of a sequential predictor based on counts of past occurrences. However, in our case, we are also interested in the number of times the second highest ranked symbol, the third one, and so forth, occurred. We compare these numbers with the number of times the symbol that ends being ranked first, second, and so on after observing the entire sequence occurred. Hence, in the latter case we keep track of regular symbol counts and we sort them to obtain a "final ranking," while in the former case we keep track of counts by index, incrementing the count corresponding to index i if x t happens to be the symbol ranked i-th in the ranking obtained after observing x t−1 . In the binary case this process amounts to comparing the number of (sequential) correct predictions with the number of occurrences of the most frequent symbol in the whole sequence. This combinatorial problem on binary sequences is considered in [13, Lemma 1] , where it is shown that these quantities differ by at most the number of times the sequence is balanced, i.e., contains as many zeros as ones. Note that at this point we do not distinguish between the different contexts in which the symbols occur. As the problem is essentially combinatorial, all the results still hold when occurrences are conditioned on a given context.
In order to generalize the result of [13] to any α ≥ 2, we introduce some definitions and notation. Let A i (x t ) denote the i-th most numerous symbol in
there is an order defined on A and that ties are broken alphabetically; consequently, A i (λ) is the i-th symbol in the alphabetical order). We define
and
i.e., N i (x t ) and M i (x t ) are, respectively, the number of occurrences of the i-th most numerous symbol after observing the entire sequence x t , and the number of occurrences of the i-th index. This is exemplified in Table 1 for the sequence x 10 = ccabbbcaac over A = {a, b, c}. Our goal is to bound the difference between N i (x n ) and M i (x n ). Later on, we consider probabilistic properties of this difference. As these properties will depend on whether the probabilities of the symbols with the i-th and i + 1-st largest probabilities are equal, it will prove helpful to partition the alphabet into subsets of symbols with identical probabilities. This probability-induced partition provides 
the motivation for the following discussion, where we consider more general partitions. Specifically,
where d is a positive integer not larger than α. These integers induce a partition of the integers between 0 and α into d contiguous subsets of the form {j :
Thus, each subset A r (x t ) of A contains symbols that are contiguous in the final ranking for x t . The subsets A r (x t ), 0 < r ≤ d, will be called super-symbols. The partitions and the induced super-symbols are depicted in Figure 1 . Notice that while the partition of the integers is fixed, the partition of the alphabet may vary with t, according to the ranking. For typical sequences x t , this ranking will correspond to the order of the probability values, and the partition of {1, 2, · · ·, α} will be defined so that super-symbols consist of symbols of equal probability, as intended. The super-symbols define new occurrence counts 
. . .
Figure 1: Partition of {1, 2, . . ., α}, induced partition of A, and associated counts and
Finally, let n * r (x t ) denote the number of times there is a tie in the ranking of the last symbol of super-symbol A r and the first symbol of super-symbol A r+1 in x t (this notation follows [13, Lemma 1] , where n * denotes the number of times a binary sequence contains as many zeros as ones). Specifically, n * r (x t ) is defined by
Notice that with α = d = 2 the inequalities for r = 1 and r = 2 coincide, as
Thus, the lemma reduces to
In this case M 1 (x t ) is, clearly, the number of correct guesses with a sequential predictor based on previous occurrence counts and alphabetical tie-breaking (in fact, (11) is valid for any tie-breaking policy). Thus, (12) is essentially equivalent to [13, Lemma 1] , where expectations have been taken due to a randomized tie-breaking policy. Notice also that taking d = α, Lemma 1 bounds the
Proof of Lemma 1. The proof is by induction on t, with the case t = 0, for which (11) holds trivially, serving as basis. Assume that (11) holds for every , 0 ≤ ≤ t. Next, we prove it for = t + 1. We distinguish between the cases x t+1 ∈ A r (x t ) and x t+1 ∈ A r (x t ).
In the first case, by definition (9), we have
In addition, for any fixed infinite sequence x having x t as a prefix, both N r (·) and n * r−1 (·) are non-decreasing functions of t. Hence, in both cases, the left-hand side of (11) holds. The right-hand side follows from the increment in M r (x t+1 ) and from the trivial relations
In the case where x t+1 ∈ A r (x t ), we have M r (x t+1 ) = M r (x t ). Thus, the left-hand side of (11) holds, as N r (·) and n * r−1 (·) are non-decreasing functions of t.
then also the right-hand side holds. Otherwise, we have N r (x t+1 ) = N r (x t ) + 1, which means that there was an increment in the number of occurrences of the r-th ranked super-symbol even though the r-th ranked super-symbol itself did not occur (as x t+1 ∈ A r (x t )). This may happen only if symbols in A r (x t ), r < d, were tied with symbols in A r+1 (x t ) and, possibly, subsequent super-symbols (containing symbols of lower alphabetical precedence), and one of the latter symbols occurred; namely, if
Hence, by definition (10), we have n * r (x t+1 ) = n * r (x t ) + 1, implying
which completes the proof.
2
It is easy to see that the proof of Lemma 1 applies also to a sharper definition of n * r (x t ), in which this tie-counter is incremented only when the tie N jr (
relevant, namely, only when x t+1 happens to be one of the tied symbols. Although this definition would yield a stronger version of the lemma, the weaker version is simpler and it is all we need in the proofs of the lemmas and theorems to follow.
Hereafter, we assume that x n is emitted by an ergodic tree source T with a set of states (leaf contexts) S. For the sake of simplicity, we further assume that x n is preceded by as many zeros (or any arbitrary, fixed symbol) as needed to have a state defined also for the first symbols in x n , for which the past string does not determine a leaf of T . For a state s ∈ S and any time instant 
Next, we denote p j (s) ∆ = p(a i j |s) (the j-th conditional probability value at state s in decreasing order), so that the conditional probability vector associated with state s is p(s)
Hence, the partition is such that p jr (s) > p j r+1 (s) and p j (s) is constant for j ∈ [j r + 1 , j r+1 ]. The symbol a i j , whose probability is p j (s), is denoted b j (s).
Lemma 2 below, in conjunction with Lemma 1, shows that with very high probability the difference between N r (x t [s]) and M r (x t [s]) is small for the partition (16).
Lemma 2 For every s ∈ S, every r, 0 ≤ r ≤ d(s), every positive integer u, and every t > u,
where K 1 and ρ are positive constants that depend on T and s, and ρ < 1. 
i.e., B is the set of symbols ranked 1, 2, · · ·, j r after having observed y. We further definē
First, we notice that if, for some s and r, b j (s) ∈ B for some j > j r , then we must have b j (s) ∈B for some j ≤ j r . By (16) , this implies that p j (s) < p j (s). On the other hand, by the definition of B, b j (s) is ranked higher than b j (s) and, consequently, n b j (s) (y) ≥ n b j (s) (y). Thus, y is not properly ordered, and neither is x t .
Next, assume that N jr (y) = N jr+1 (y) for some s ∈ S and some r, 0 < r < d(s). By the above discussion, we can further assume that b j (s) ∈ B for any j > j r , for otherwise there is nothing left to prove. Hence, B = {b j (s) : 1 ≤ j ≤ j r }. It follows that A jr (y) = b j (s) for some j, j ≤ j r , and A jr+1 (y) = b j (s) for some j , j > j r . Consequently, N jr (y) = N jr+1 (y) is equivalent to n b j (s) (y) = n b j (s) (y). On the other hand, by (15) and (16) , p j (s) > p j (s), implying that x t is not properly ordered.
2
Notice that, in fact, ordering the symbols according to their probabilities to define super-symbols and proper orders, is a special case of using an arbitrary ranking R over A (which may include ties). If R(a) denotes the number of symbols that are ranked higher than a ∈ A (i.e., R(a) = R(b) means that a is tied with b in R), a sequence x t is properly ordered with respect to R if R(a) > R(b) implies that n a (x t ) > n b (x t ), where n a (x t ) denotes the number of occurrences of a ∈ A in x t . These concepts do not require the specification of a probabilistic environment (a tree source T ) and Lemma 3 applies to any ranking R. On the other hand, the particular ranking (15) implies that the event that a sequence is not properly ordered is a large deviations event, as stated in Lemma 4 below, an essential tool in the proof of Lemma 2.
Lemma 4 For every t > 0, Prob{x

Proof. If x t [s] is not properly ordered, then there exist b, c ∈ A such that p(b|s) > p(c|s) and
n b (x t [s]) ≤ n c (x t [
s]). Let p(b|s) − p(c|s)
where n(x t [s]) denotes the length of x t [s]. In either case, there exist ∆ > 0 and a ∈ A such that
A classical bound on the probability of the event (23) 
where D is the minimum value taken over a certain set by the Kullback-Leibler information divergence between two joint distributions over A. Furthermore, since T is assumed ergodic, the equivalent Markov chain is irreducible. It can be shown that this implies D > 0 and, consequently, for any ρ such that 0 < 2 −D < ρ < 1, (24) implies the claim of the lemma. 
where the second inequality follows from Lemma 4, and the last equality follows from ρ < 1. 
, with high probability, as one would expect. Note that if all the entries of p(s) were different (i.e., if there were no ties in the probability ranking (15)), this would be a direct consequence of Lemmas 1, 2, and 4. However, some difficulties arise in the case where there exist tied probabilities, in which the partition (16) uses d(s) = α. In this case, Lemma 2 bounds the probability that the number of ties in the sequential ranking be non-negligible, only for contiguous positions i and i + 1 in the ranking which correspond to non-tied probabilities.
Specifically, given an arbitrary constant > 0, a sequence x t is said to be -index-balanced if for every s ∈ S such that n(x t [s]) = 0 and every i,
This means that we can look at the sequence of indices i generated by the sequential ranking as a "typical" sample of a tree source with conditional probabilities p i (s), except that an index with zero probability may have a non-zero occurrence count (whose value may reach, at most, the number of different symbols that actually occurred in x t , depending on the alphabetical order 2 ). In the same fashion, if for every a ∈ A n a (
then the sequence is said to be -symbol-balanced. Lemma 5 below applies to -index-balanced sequences just as (24) applies to -symbol-balanced sequences.
Lemma 5 Let E 1 denote the event that x t is -index-unbalanced. Then, for any exponent η > 0
and every t > 0,
where K 3 is a positive constant.
Proof. First, consider the special case where T is a memoryless source, i.e., there is only one state (consequently, the conditioning state s is deleted from the notation). We further assume that the zero-probability symbols, if any, are ranked in the last places of the alphabetical order. Let y t denote the sequence of ranking indices generated by x t , i.e., x = A y (x −1 ), 1 ≤ ≤ t, and let P (y t ) denote the probability that y t be emitted by a memoryless source with ordered probabilities
. By the assumption on the alphabetical order, we have M i (x t ) = 0 when p i = 0. Thus,
Using the partition (16) and its related notation, and further denoting with β = j d the number of symbols with non-zero probability (so that
, and p β is the smallest non-zero probability), (30) takes the form
where the last equality follows from
On the other hand,
If x t is properly ordered, then the multiset of numbers n b j (x t ), j r−1 + 1 ≤ j ≤ j r , is the same as the multiset N j (x t ), j r−1 + 1 ≤ j ≤ j r , possibly in a permuted order. Hence, by (8) , (32) implies
where the last inequality follows from Lemma 1 and the fact that p jr > p β , 1 ≤ r < d . Now, let E 2 denote the event that x t is not properly ordered, whose probability P (E 2 ), by Lemma 4, vanishes exponentially fast with t. By (33),
for a suitable constant C to be specified later. By definition, x t is -index-unbalanced if and only if y t is an -symbol-unbalanced sequence over the alphabet {1, 2, · · ·, α}, with respect to the memoryless measure P (·). This is an event E 3 whose probability P (E 3 ), by (24), vanishes exponentially fast with t. Thus, using also Lemma 2 and d ≤ α,
Choosing C sufficiently large, so that C log ρ < −η, completes the proof of the memoryless case with the assumed alphabetical order. It is easy to see that a change in the location of the zeroprobability symbols in the alphabetical order may cause a variation of, at most, β in the value of the index counts M i (x t ), 1 ≤ i ≤ α. Thus, in the memoryless case the lemma holds for any alphabetical order. Now, consider an ergodic tree source T . We have
where, for a given δ > 0, the three new events in (36) are defined as follows. Event E 4 consists of sequences such that
where P stat (s) = 0 is the stationary probability of s, and we restrict events E 5 and E 6 to sequences inĒ 4 . 
The proof can be easily derived from the one in [17] .
P (E 5 ) equals the probability that the memoryless source defined by the conditional measure at state s, emit an /2-index-unbalanced sequence of length t(P stat (s) − δ). By our discussion on the memoryless case, this probability vanishes as [t(P stat (s) − δ)] −η , which completes the proof.
3 The Permutation-Context Algorithm
In this section we present an algorithm that combines sequential ranking with universal context modeling, and we show that it optimally encodes any ergodic tree source T with a model cost that corresponds to the size of its permutation-minimal tree T . The scheme will be referred to as the Permutation-Context algorithm (or P-Context, for short), as it is based on Algorithm Context and on the concept of permutation-minimal trees. The algorithm assumes knowledge of an upper bound m on the depth of the leaves of T , and its strong optimality is stated in Theorems 1 and 2 below.
We start by describing how the data structure in the P-Context algorithm is constructed and updated. The structure consists of a growing tree T t , of maximum depth m, whose nodes represent the contexts, and occurrence counts M i (x t [s]) for each node s, 1 ≤ i ≤ α, which are referred to as index counts. In addition, the nodes s m of depth m in T t , which are used as ranking contexts, have associated counts n a (x t [s m ]) for every a ∈ A, which are referred to as symbol counts. The algorithm grows the contexts and updates the counts by the following rules:
Step 0. Start with the root as the initial tree T 0 , with its index counts all zero.
Step 1. Recursively, having constructed the tree T t (which may be incomplete) from x t , read the symbol x t+1 . Traverse the tree along the path defined by x t , x t−1 , · · ·, until its deepest node, say x t · · ·x t− +1 , is reached. If necessary, assume that the string is preceded by zeros.
Step 2. If < m, create new nodes corresponding to x t−r , ≤ r < m, and initialize all index counts as well as the symbol counts at the node s m of depth m to 0.
Step 3. Using the symbol counts at s m , find the index i such that
is the i-th most numerous symbol seen at context s m in x t ). If < m, i.e., if s m has just been created, then x t [s m ] = λ and i is such that x t+1 is the i-th symbol in the alphabetical order. Increment the count of symbol x t+1 at s m by one.
Step 4. Traverse the tree back from s m towards the root and for every node s visited increment its index count M i (x t [s]) by one. This completes the construction of T t+1 .
Clearly, the index counts satisfy
where the counts M i (x t [s m ]) are defined in (6) . Note that, while
In practice, one may save storage space by limiting the creation of new nodes so that the tree grows only in directions where repeated symbol occurrences take place, as in [2] and [4] . In addition, it is convenient to delay the use of a ranking context until it accumulates a few counts, by use of a shallower node for that purpose. These modifications do not affect the asymptotic behavior of the algorithm, while the above simplified version allows for a cleaner analysis.
The selection of the distinguished context s * (x t ) that serves as an encoding node for each symbol x t+1 is done as in Context algorithm, but using index counts instead of symbol counts. Moreover, we encode the ranking indices rather than the symbols themselves. Thus, the contexts s
estimates of the leaves of a permutation-minimal tree, rather than a minimal tree in the usual sense. Clearly, as the ranking is based on x t , which is available to the decoder, x t+1 can be recovered from the corresponding index. Specifically, we analyze the context selection rule of [4] but with a different "penalty term." To this end, we need the following definitions. The "empirical" probability of an index i conditioned on a context s at time t iŝ
where we take 0/0
where hereafter the logarithms are taken to the base 2 and we take 0 log 0 ∆ = 0. This is extended to the root by defining ∆ t (λ) = ∞. Similarly to [4] , ∆ t (sb) is non-negative and denotes the difference between the (ideal) code length resulting from encoding the indices in context sb with the statistics gathered at the parent s, and the code length resulting from encoding the indices in sb with its own statistics. In its simplest form, the context selection rule is given by find the deepest node s
where f (t) is a penalty term defined, in our case, by f (t) = log 1+γ (t + 1) with γ > 0 an arbitrarily chosen constant. If no such node exists, pick s * (x t ) = x t · · ·x t−m+1 . In fact, a slightly more complex selection rule based on (41) is used in [4] to prove asymptotic optimality. That rule is also required in our proof. However, since its discussion would be essentially identical to the one in [4] , we omit it in this paper for the sake of conciseness. Whenever properties derived from the selection rule are required we will refer to the corresponding properties in [4] . Note that the penalty term f (t) differs slightly from the one used in [4] .
Finally, following [6] and (3), the probability assigned to a symbol x t+1 = a whose associated index is i, is
The total probability assigned to the string x n is derived as in (2), and the corresponding code length assigned by an arithmetic code is
Notice that in the binary case, the P-Context algorithm reduces to predicting symbol
) and applying Algorithm Context to the sequence of prediction errors x t+1 ⊕x t+1 , with the conditioning states still defined by the original past sequence x t . Theorem 1 below establishes the asymptotic optimality of the P-Context algorithm in a strong sense for the case where all the conditional probabilities are non-zero. Later on, we present a modification of the algorithm that covers the general ergodic case. Although the changes to be introduced are relatively minor, we postpone their discussion since it might obscure some of the main issues addressed in Theorem 1.
Theorem 1 Let
T be an arbitrary tree source whose conditional probabilities satisfy p(a|s) > 0 for all a ∈ A and s ∈ S. Then, the expected code length E T L(x n ) assigned by the P-Context algorithm to sequences x n emitted by T satisfies
where H n (T ) denotes the per-symbol binary entropy of n-vectors emitted by T , k denotes the number of leaves in the permutation-minimal tree T of T , and the O(n −1 ) term depends on T .
Notice that the assumption on the conditional probabilities imply that the tree source is ergodic. The proof of Theorem 1 uses a key lemma which states that the probability that s * (x t ) is not a leaf of T vanishes at a suitable rate when t tends to infinity. This result, stated in Lemma 6 below, parallels [4, Lemma 1] . Its proof, which is given in Appendix A, extends the one in [4] by use of the tools developed in Section 2.
Lemma 6 Let T be as defined in Theorem 1 and let E t denote the event that s
is not a leaf of T . Then, the probability P (E t ) of E t satisfies
Note that if the actual probability ranking at each leaf of T was known, following the informal discussion in Section 1, Lemma 6 would be a trivial extension of its sibling in [4] . Thus, Lemma 6 means that the cost of ranking the symbols sequentially, based on an over-estimated model, does not affect the rate at which the probability of the error event vanishes.
Proof of Theorem 1. Let y n denote the sequence of indices derived from x n by ranking the symbols sequentially at the nodes of depth m in the tree, as in the P-Context algorithm. Thus, y t , 0 < t ≤ n, takes values over the integers between 1 and α. LetĤ(y n |T ) denote the conditional entropy with respect to T of the empirical measure defined in (39), namelŷ
where S denotes the set of leaves of T . Had the probability assignment (42) been computed using the true (unknown) permutation-minimal tree T instead of the sequence of contexts derived with the context selection rule, we would have obtained for every sequence x n a code length L (x n ) satisfying, [6] ,
In addition, by the arguments in [3, Theorem 4(a)], Lemma 6 implies
Hence, it suffices to prove that
Now, by the definition of T , all the descendants sv ∈ S of s ∈ S have the same associated conditional probability vector, as defined after (15), which is independent of the string v and is denoted by p(s) = [p 1 (s), p 2 (s), · · ·, p α (s)]. Note that, in fact, this constitutes an abuse of notation since s may not be in S, so that the conditional distribution p(·|s) may not be defined. Now, applying Jensen's inequality to (46) and then using (38), we obtain
where |sw| = m means that sw is a ranking context that has s as a prefix. Note that if we allowed zero-valued conditional probabilities, there might be cases where some M i (x n [sw]) = 0 even though the corresponding probability p i (s) = 0, as noted in the discussion preceding Lemma 5. Consequently, the application of Jensen's inequality in (50) relies on the assumption that all conditional probabilities are non-zero. Since sw also has a prefix which is a state of T we can treat it as a state in a possibly non-minimal representation of the source. Thus,
where the j r 's are defined by (16) and, hence, depend on s (however, for the sake of clarity, our notation does not reflect this dependency). The summation ranges of s, w, and i in (51) are as in (50). By the definition of the partition boundaries, (52) takes the form
where the last equality follows from the definition (9) . Thus, by Lemma 1,
To compute E T [N r (x n [sw])], we partition the set of n-sequences A n as follows. For each ranking context sw, let E 1 (sw) denote the event that x n [sw] is not properly ordered. By Lemma 4, this is a large deviations event whose probability is upper-bounded by K 2 ρ n , where we choose K 2 and ρ as the maximum of the corresponding constants over the set of m-tuples sw. If x n ∈ E 1 (sw) then, clearly,
for every m-tuple sw and every r, 1 ≤ r ≤ d(s). Here, we recall that n b j (z) (x n [z]) denotes the number of occurrences in x n [z] of the symbol with the j-th largest conditional probability at state z. Thus,
where P t (sw) denotes the probability that the state at time t (in a possibly non-minimal representation of T ) be sw. Again, by the definition of the j r 's, (56) yields
In (54) we also need to bound
To this end, we have
for every sw and every r, 1 < r ≤ d(s). Thus, by Lemma 2,
implying
Defining the positive constant Q ∆ = − min a∈A, s∈S log p(a|s), (54), (57), and (60) yield
where h α (·) denotes the binary entropy function over an α-ary alphabet. By the definitions of S and S , (61) can be rewritten as
Theorem 1 relies on the positivity of all the conditional probabilities since otherwise, as noted in its proof, some value M i might be non-zero even when the corresponding entry p i (s) in the probability vector is zero. This is caused by the use of a predetermined alphabetical order in breaking ranking ties and by the fact that the encoder does not have prior knowledge of the effective alphabet. A value M i corresponding to p i (s) = 0 is upper-bounded by the constant α which implies that the empirical probabilityP t (i|s) is O(n −1 ). However, its contribution to the empirical entropy (46) is O(log n / n), which would void our proof of (49). The problem would be eliminated if the tie-breaking order were such that zero-probability symbols were placed last in the order. To remove the restriction on the conditional probabilities we modify the P-Context algorithm to use a dynamically determined order in each ranking context s m which is given by the order of first occurrence of the symbols in x t [s m ]. Thus, an M i = 0 always corresponds to a p i (s) = 0. This amounts, in fact, to using a possibly different alphabet (of variable size) in each state, for which all conditional probabilities are positive. The algorithm will guarantee that the decoder will be able to reconstruct the order.
Specifically, the dynamic tie-breaking order used in determining
Step 3 of the P-Context algorithm is derived as follows: If this is the first occurrence of x t+1 at context s m and β different symbols have occurred at this context, then x t+1 is assigned the place β +1 in the dynamic alphabetical order. Otherwise, if this is not the first occurrence of x t+1 , it has already been placed in the order. Notice that this order guarantees that in the first occurrence of a symbol x t+1 in a ranking context s m the assigned index is the smallest i such that M i (x t [s m ]) = 0 and, therefore, the count is incremented from 0 to 1. The context selection rule does not need any modification, but the formula (42) for the probability assigned to a symbol has to be modified so that the decoder can recover symbols that occurred for the first time in a ranking context, for which the index is not sufficient, since the dynamic order is still unavailable. To this end, we first notice that for a ranking context s m where β(s m ) different symbols occurred, with β(s m ) < α, the α possible events to be encoded at a selected encoding node s * (x t ) are of two kinds: on the one hand, the indices 1, 2, · · · , β(s m ), from which the decoder can recover the corresponding symbol and, on the other hand, the index β(s m ) + 1 in conjunction with one of the α − β(s m ) possible new symbols at s m . For events of the first kind, the probability assigned to a symbol x t+1 = a whose associated index is i ≤ β(s m ), is Since over-estimation occurs whenever ∆ t (swc) ≥ f (t) = log 1+γ (t + 1), the probability P over t (swc) of over-estimation at time t for the node swc can be upper-bounded as P over t (swc) ≤ Thus, we can use (A.6) to upper-bound the over-estimation probability, provided we find a uniform upper bound on P (2) sw for all sequences x t except a suitably small set. To this end, we apply the tools developed in Section 2. By (A.3), the definition of the set S(sw), and (38), we have and P stat (su) denotes the (unique) stationary distribution defined on S by the tree source. Note that, as in [4, Lemma 3], we can assume that the process generated by T is a unifilar Markov chain (possibly with a number of states larger than |S|). By Jensen's inequality, the strict inequality (A.21) holds, for otherwise p(zb) would be independent of b, which would contradict the permutation-minimality of T . 
