Consider an n × n system of hyperbolic balance laws with coinciding shock and rarefaction curves. This note proves the well posedness in the large of this system, provided there exists a domain that is invariant both with respect to the homogeneous conservation law and to the ordinary differential system generated by the right hand side. No "non-resonance" hypothesis is assumed. 2000 Mathematics Subject Classification: 35L65, 35L60.
Introduction
In this paper we consider the following strictly hyperbolic system of balance laws in one space dimension: (t, x, u) .
(1.1)
We are concerned with the well posedness of the initial value problem for the system above, in the space of functions with bounded variation. Several results in the literature deal with the well posedness of balance laws globally in time. The standard approach relies on the requirement that the convective part and the source part be "compatible". This is usually obtained through suitable estimates, the main examples being the following: either the convective part dissipates what the source term increases, see [3, 16] , or the source term causes a decay in what the convective part produces, see [21] . For a survey of these and related results, see [15, § 13.8 ].
Here we follow a different approach. Indeed, we require a geometric compatibility between the two structures. Our main assumptions are:
(i) there exists a domain which is invariant both for the convective term and for the source term;
(ii) shock and rarefaction curves of the convective part coincide.
In turn, we obtain a result that holds globally in time, without any requirement on the smallness on the total variation of the initial data, nor on the smallness of the source term. Also non resonance assumptions are here completely avoided. More precisely, the solution to the Cauchy problem for the balance system above turns out to be a Lipschitz function of the initial data with respect to the L 1 norm, with a Lipschitz constant depending on the total variation of the initial data. Assumption (i) above might seem somewhat artificial, for it requires the invariance of the same set with respect to two different equations. On the contrary, Section 3 below exhibits several physically meaningful situations in which (i) (as well as (ii)) applies.
Global existence (and uniqueness) of BV solutions to systems of conservation laws satisfying (ii) above (the so-called Temple systems, see [28] ) was considered in many papers. Among those that do not assume the monotonicity of the eigenvalues along Lax curves we recall [6, 18, 26] .
Besides (i) and (ii), we require that the convective part and the source term generate, separately, well posed problems. Indeed, the present proof is based on the so called fractional step or operator splitting technique, see [15] . For the convective part, we exploit the wave front tracking machinery [7] . Note that in the present framework the technique introduced in [10] seems inapplicable, because of the large total variation of the data.
The next section deals with the statement of the main result. Applications are considered in Section 3, while the proofs are deferred to Section 4.
Notation and Main Result
Assume that the system (1.1) is defined on a closed connected subset Ω of R n ; the interior of Ω is non-empty and contains 0.
In the sequel it will be of use to consider separately the convective part and the source part of (1.1). On the convective part
we assume that (H1) f : Ω → R n is C 3 and (i) Df is strictly hyperbolic with eigenvalues λ 1 , . . . , λ n separated on every compact subset K of Ω, i.e. sup K λ i < inf K λ i+1 ;
(ii) shock and rarefaction curves coincide;
(iii) there exist Riemann coordinates w in Ω such that both maps u → w and w → u are of class C 2 . Moreover, w(0) = 0.
As in [6] , no assumption referred to linear degeneracy or genuine nonlinearity of characteristic families is assumed. In particular, Lax curves may well be curved. We consider below the weak entropic solutions to (2.1) yielded by the Standard Riemann Semigroup (SRS) as limit of wave front tracking approximations. As a general reference about conservation laws, see [7] . On the source part, essentially an ordinary differential system,
we assume that (here, |·| denotes a norm in R n or R):
(iii) for a.e. t ∈ [0, +∞[ and all u ∈ Ω, the map x → g(t, x, u) is uniformly BV, i.e. there exists a finite positive measure µ such that for a.e. t, for all u and for all 
and there exists an
Above, (i) ensures that the solution to (2.2) with initial data u o ∈ L 1 (R; Ω) still belongs to L 1 (R). Conditions (ii) and (iii) are weaker than the analogous assumptions in [14] : there g is required to be absolutely continuous in x and continuous in t. Moreover, (iv) ensures that the solution to (2.2) is defined for all times and is a locally Lipschitz function of time.
In the present note, the compatibility between the two equations (2.1), (2.2) is achieved through invariance, i.e.
(H3) The set Ω is invariant with respect to both (2.1) and (2.2).
Here, invariance is understood as follows.
Above, by admissible initial data we mean that (2.1), resp. (2.2), with initial data u o has a weak entropic [7] , resp. Carathéodory [17] , solution defined for all positive times.
For a treatment of invariant domains for conservation laws, we refer to [19] . Observe that Ω is invariant with respect to (2.1) if and only if any Riemann problem with data in Ω yields a solution attaining values in Ω. In the case of (2.2), a condition for invariance is provided, for instance, by the classical Nagumo condition [24] . Remark that Ω needs neither be convex nor compact in the u coordinates. Obviously, all the assumptions (H1), (H2) and (H3) are invariant with respect to coordinate changes. Invariant domains for nonlinear diffusion equations are studied in [11] .
Consider now the Cauchy problem
Recall that a function u:
Given an entropy-entropy flux pair (η, q) (see [15] ), a weak solution u is
For the existence of entropies in Temple systems, see [27] . A further concept of solution is available in conservation laws, namely that of viscosity solution, see [7] . This concept was extended to the case of balance laws in [14] . Below, we construct a solution to the Cauchy problem (2.6) in the sets
for any positive M . Above, as throughout this paper, we used the norms and total variations introduced in (4.1). Define, for later use, the sets
We denote by F t 1 ,t 2 , with t 1 ≤ t 2 , the evolution operator from time t 1 to time t 2 , generated by (1.1). Therefore, for the composition of operators we write 
For any initial data
Note that as soon as g is independent from t, (2.6) is autonomous and generates a semigroup S, with S t = F τ,τ +t for any τ ≥ 0. In the general case, L at 3. and the constant C at 4. depend on both T and M . As in the case of ordinary differential equations, they both may grow to +∞ as
For the definition of viscosity solutions, refer to [7] for the case of n × n conservation laws and to [14] for 2 × 2 balance laws. The case of interest here is a simple modification of these definitions, see also [1] .
Remark that (H1), resp. (H2), collects those assumptions that ensure the global well posedness of (2.1), resp. (2.2). This allows to read Theorem 2.2 in the light of the abstract result [12] .
An immediate consequence of the above theorem is that if Ω is invariant with respect to both (2.1) and (2.2), then it is invariant also for the full system (1.1). It is plausible that, in the case n = 2, (ii) in (H1) may be replaced by suitable geometric hypotheses on the Lax curves, as in [13] .
The proof of the above theorem is in Section 4, while some applications are in the next section.
Applications
In this section we show some examples to which Theorem 2.2 applies. None of these examples satisfies the diagonal dominance condition [16] . We refer to [4] for some further applications to vehicular traffic flow, where the source terms depend not only on u but also on t and x.
Chemical Reactions in Chromatography
In chromatography, see [25] as a general reference, the following system of balance laws is studied in the case of two reactants, at the local equilibrium and along the Langmuir isotherm:
see [25, (7.2.22 )-(7.2.23)] in the case V s = 0. Denote by ε the fractional volume of the fluid phase and let ν = (1 − ε)/ε. For the i solute, K i is the ratio of the adsorption and desorption rates, N i the saturation concentration, α i = νN i K i the capacity ratio andk i the reaction rate. We assume that γ = α 2 /α 1 > 1, meaning that the second solute is more strongly adsorbed than the first.
be the equilibrium constant and u i = K i c i , c i being the specific concentration of solutes in the fluid. We
The Riemann coordinates (α, β) are related to the conserved quantities Introducing
the eigenvalues of (3.1) are 
Consider a characteristic Γ − (ᾱ) and call P its intersection with E. Then consider the characteristic Γ + (β 1 ) passing through P and a characteristic Γ + (β 2 ) having a slope larger then K; let Q be their intersection point. Finally let Ω be the unbounded domain lying within Γ + (β 2 ), Γ − (ᾱ) and Γ + (β 1 ), see Figure 1 .b.
Proposition 3.1 System (3.1) satisfies assumptions (H1), (H2) and (H3) in any domain Ω as above, but it is not diagonally dominant.
Proof. The domain Ω is clearly invariant for the conservative part of (3.1) because it is bounded by characteristics curves, see [19] . It is also invariant for the differential equation associated to the right hand side of (3.1), i.e.
Let n − (ᾱ) = (γᾱ, 1) be a normal direction to Γ − (ᾱ) pointing inward Ω.
and Ω is invariant, see [24] . System (3.1) is not diagonally dominant in a neighborhood of E. In fact, a pair of left eigenvectors is l − = (γβ, −1), l + = (γᾱ, 1). Denote by l, resp. r, the matrix whose lines (columns) are the left (right) eigenvectors above. We linearize g around E and compute
The north-west coefficient of the matrix is positive, so diagonal dominance does not hold.
Majda's Model for Dynamic Combustion
Majda's combustion model without viscosity [23] can be written as
Here u represents some features of density, velocity or temperature, z is the mass fraction of unburnt gas; q 0 and K are strictly positive constants. The functions f and φ are defined in R and smooth.
Proof. The eigenvalues of (3.3) are λ 1 = 0, λ 2 = f (u), with eigenvectors r 1 = t (0, 1), r 2 = t (1, 0). In the plane (u, z) the shock-rarefaction curves are straight lines parallel to the axes; the system is already written in Riemann invariants. This proves (H1). Conditions (H2) and (H3) are straightforward. Remark that also the weaker dominance condition of [2] is not satisfied: the matrixB(u, z) defined there has in the case of (3.3) a positive eigenvalue. Moreover system (3.3) is fully resonant, see [3, 16] .
As a consequence of Proposition 3.2, Theorem 2.2 applies. The result thus obtained is weaker than that in [20] as far as existence is concerned; on the contrary it is stronger for stability. A stability result analogous to Theorem 2.2 but for data in L ∞ seems hardly reachable for (3.3) . Indeed the first characteristic family is linearly degenerate and then the solution operator may well fail to be Lipschitzean, see [9] .
A Model in Viscoelasticity
The following model in viscoelasticity is studied in [22] : 
Proof. System (3.4) is strictly hyperbolic with eigenvalues λ 1 = 0, λ 2 = f (u). Riemann invariants are w = f (u) − v and v. The 1-characteristic curves are defined by f (u) − v = const, the 2-characteristic curves are the lines v = const. Then (H1) holds. The domain Ω M above is invariant for the convective part of (3.4). Denote moreover by n an inner normal to the boundary of Ω M and by g the source term in (3.4) ; then we have n, g ≥ 0, so that (H2) holds, [24] .
Finally, the dissipative condition of [2] does not hold at any point (u, v), and then neither the diagonal dominance condition of [16] : the matrix l·Dg·r has a nontrivial kernel.
Note that (3.4) is fully resonant, as also (3.3). Differently from both (3.1) and (3.3), here Ω M is compact so that 6. in Theorem 2.2 applies.
In [22] it is proved that if f (0) = 0, f (u) > 0 and f has a finite number of inflection points, then global entropy solutions to (3.4) exist for suitable nonnegative data in L ∞ ∩ BV. Here, we obtain L 1 -stability, which is not achieved in [22] . System (3.4) falls in the following framework. Consider the system in Riemann invariants
and denote
System (3.4) can be written in this way by using the Riemann invariants w and v, Remark that (3.6) implies det G ≥ 0. Under the assumptions of the proposition the eigenvalues of the matrix l · Dg · r = G are both negative if det G > 0; in this case the dissipative condition of [2] holds. If det G = 0 then one eigenvalue is zero and the dissipative condition is no more satisfied; in addition we have b = aα/β. This is precisely the case of (3.4), with a = M .
Proofs
In the following, for vectors v in R n we use the norm
Moreover we often express both a vector v ∈ R n and the total variation of a function u valued in Ω in the Riemann coordinates w. Therefore we introduce the following quantities: Remark that both u ∞ and TV(u) are equivalent to the usual definitions of L ∞ norm and total variation of u because of (H1).
Below, ε is sufficiently small and fixed. All estimates are uniform in ε. The limit ε → 0 will be considered only in the final part of this section.
The Convective Part
Here we follow the approximation algorithm introduced in [6] , which specializes the now classical algorithm of [7] to nonconvex Temple systems. However, differently from the procedure constructed in [6] , we do not introduce any grid, in view of the need to suitably approximate also the source part. The present approximation algorithm essentially depends on the following choice of an approximate Riemann Solver.
Consider the Riemann problem consisting of (2.1) with initial datum
Note that (2.1)-(4.2) can be solved through the solution of n independent scalar conservation laws. Indeed, introduce the states u 0 , . . . , u n through their Riemann coordinates w 0 , . . . , w n as follows:
We denote by σ → L i (u o , σ) the i-th generalized Lax curve exiting u o , parameterized through the signed arc length σ. The weak entropic solution to (2.1)-(4.2) is the juxtaposition of the n solutions to the n scalar Riemann problems
We now aim at the definition of a piecewise constant solution to (2.1)-(4.2) whose entropy defect is controlled by a constant times ε. Let s → 
where σ i is defined in (4.5).
The standard wave front tracking procedure [6, 7] can now be started. As already said, we do not specify here a fixed grid where the approximate solution takes values, differently from the algorithm in [6] . As a consequence, we need to prove directly that there is no cluster point of interaction points. This is achieved through a careful control on the number of discontinuities, which is proved to be finite in any compact subset of [0, +∞[ × R.
We give first a definition. For every u l , u r ∈ Ω define
where w l , w r are the Riemann coordinates of u l , u r and #(I) denotes the number of elements of the set I. For u α ∈ Ω and a piecewise constant
Write now the approximate solution u ε at time t as
i,α the i-waves in the (approximate) solution to the Riemann problem with data u α−1 and u α , according to the algorithm above. Let σ i,α be the (signed) total size of the i-wave in the u coordinates. Let τ j i,α and τ i,α be the corresponding sizes measured in the Riemann coordinate space. In this case n ε i (u α , u α+1 ) is the maximal number of i-waves in the ε-solution of (2.1) with initial data (u α , u α+1 ). Hence, the functional N ε u ε (t, ·) gives the maximal possible number of waves in u ε at time t.
Lemma 4.1 The number of discontinuity lines in the ε-approximate solution is bounded on
Proof. We prove that the map t → N ε (t) = N ε u ε (t, ·) is non increasing. Assume first that at time t two waves τ and τ belonging to the same i family collide, giving rise to a single wave. Denote with w * the state between the colliding waves, with w l , w r the side states (see Figure 2) and
Assume that w l i < w r i ; the other case is similar. Then, if Figure 2 : Interaction between two waves of the same family.
• Then, from the above formulae,
Consider now the case of waves of different families interacting all together. Then, split the interaction so that waves of the same family interact first. Secondly, let the resulting waves of different families interact. In this second step, the functional N ε remains unaltered, completing the proof.
Thanks to the lemma above, the approximate solutions constructed through wave front tracking satisfy Helly Compactness Theorem. Any convergent subsequence yields a solution to (2.1), whose properties are listed in the next proposition.
We denote the x-jump of a function f at (t, x α ) by
The space PC is the set of piecewise constant functions with finitely many jumps and having compact support. where x = x α (t) is the support of the α-th discontinuity in S ε t u; we denoted η ε = η(S ε t u), q ε = q(S ε t u).
S ε is a semigroup, i.e. S ε 0 = Id and S
4. For all u ∈ D ∩ PC, the map t → S ε t u ∞ is non increasing.
For all u ∈ D ∩ PC, the map t → TV(S ε t u) is non increasing.
Thanks to the bound provided by Lemma 4.1 on the number of discontinuities, this proof follows directly from [6] .
The Operator Splitting Technique
We now pass to the source term (2.2). Let Σ t o ,t u o be the solution computed at time t of (2.2) with initial data u o ∈ D assigned at time t o ∈ [0, +∞[. We approximate g as
and consider the approximate problem 
Proof. The proofs of items (i) and (ii) in (H2) for g ε are immediate. Consider (iii). For x 1 ∈ hε, (h + 1)ε and x 2 ∈ kε, (k + 1)ε , we have
which proves (4.12).
Below, spt(u) denotes the support of the function u. 
Proof. By the standard theory of ordinary differential equations, there exists a compact K such that the solutions to (2.2), with data u o satisfy-
where we denoted
We use the formulation of (4.11) in the Riemann coordinates, i.e.
We prove first that (H1) implies conditions ong ε analogous to (H2) on g, with suitablel K andl replacing l K and l. In fact, (i) and (ii) are immediate. Condition (iii) holds modified as in (4.12) , with L w µ in place of µ.
because of (4.12). By Gronwall Lemma we obtain
where the term 3L w · µ hε,
Consider now points x 1 < x 2 < . . . < x N and define I j = jε, (j + 1)ε ; we assume that x j ∈ k j ε, k j+1 ε for some k j ∈ Z. Then, from (4.20) ,
where j means the sum over all j = 1, . . . , N such that x j and x j+1 do not belong to the same interval I l , for some l. It then follows
Using (4.1), we easily obtain (4.15) with C ≥ 9nL w .
An approximate solution to (2.6) with an initial data u ∈ D ∩ PC is constructed through the following operator splitting scheme.
Let h > k be in N and for t o ∈ kε, (k + 1)ε define recursively
In other words, for k ∈ N, in any interval kε, (k + 1)ε , we apply the approximate semigroup S ε . In turn, at the times t = kε, Σ ε kε,(k+1)ε is applied. Recall that if u ∈ PC, then also Σ ε kε,(k+1)ε u ∈ PC, by (4.14). However, the latter function may well have many more jumps than the former one. 
, then the number of discontinuities that appear in F ε 0,ε u = Σ ε 0,ε S ε ε u is at most N + 2d/ε. Recursively, the total number of discontinuity lines in F ε 0,t u is finite, for t ∈ [0, T ]. By Helly Compactness Theorem, the above lemmas yield an existence result to (1.1). As it is usual in this subject, we avoid it passing first to the continuous dependence of the approximate solutions from the initial data.
Continuous Dependence
We prove the Lipschitz continuous dependence of the approximate solutions by means of the classical technique based on pseudopolygonals [5, 6, 7, 8, 13] .
These are L 1 continuous finite concatenations of elementary paths, i.e. of curves of the type
A weighted length of an elementary path is then defined, by means of suitable weights W α , as
Its weighted length is
This length allows to introduce a metric on D that is equivalent to the L 1 distance and such that the approximate semigroup is non expansive with respect to it. A standard result in this context is the following. Continue this procedure backwards down to t = 0+, which is possible since the total number of waves is finite, see Lemma 4.1. Let Q be Glimm interaction potential, defined as
where τ i,α is the jump in the i-th Riemann coordinate of the discontinuity located at x α . As is well known [6, 7] , the map t → Q(t) is non increasing along any approximate solution in any strip (h − 1)ε, hε , h = 1, . . . , N . The estimate (4.13) provides an a priori bound, independent from ε, on the approximate solution, ensuring that its range varies in a fixed compact set K. It is then possible to proceed in this proof using the techniques in [6, § 6] . We introduce a suitable constant C that depends on various quantities related to the restriction of f on K, in particular C > 1/ inf K, i =j λ i − λ j , and define for h = 0, 1, . . . , N − 1
, K h . 
