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a b s t r a c t
In this paper we study numerical methods for the model-order reduction of large-scale
bilinear multi-input multi-output systems. A new projection method is proposed. The
projection subspace is the union of some new block Krylov subspaces. We show that the
reduced-order bilinear systemconstructed by thenewmethod canmatch adesirednumber
of moments of multivariable transfer functions corresponding to the kernels of Volterra
series representation of the original system. Some numerical examples are presented to
illustrate the effectiveness of the proposed method.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
Model reduction is of fundamental importance in many control applications. Due to the ever increasing complexity of
modern control systems, it usually becomes necessary at some stage of the design process to use reduced-order modeling
techniques that are sufficiently accurate and easy to implement. Roughly speaking, the problem of model reduction is to
replace a given mathematical model of a system or process by a model that is much smaller than the original one, yet still
describes – at least appropriately – certain aspects of the system or process.
Let us consider a time invariant multi-input and multi-output (MIMO) bilinear system described by the following
input–output differential equations:
Σ :
x˙(t) = Ax(t)+
m∑
i=1
Nix(t)ui(t)+ Bu(t),
y(t) = CTx(t),
(1.1)
with the initial state x(0) = x0. Here, t is the time variable, x(t) ∈ Rn is the state of the system, and n is the dimension of
the state space. u(t) ∈ Rm is a given input function and y(t) ∈ Rp is a output function. ui denotes the ith component of u(t).
A ∈ Rn×n, B ∈ Rn×m, C ∈ Rn×p, Ni ∈ Rn×n for i = 1, 2, . . . ,m, are constant matrices.
Bilinear systems are considered as a subclass of nonlinear systems under the assumption of linearity in the state
or in the control, but not jointly. Interest in studying bilinear systems has grown over the years, mainly because such
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systems are general enough to model several important processes in engineering, economics, biology, ecology, etc., and
at the same time they are specific enough to support a rich mathematical structure. Moreover, bilinear systems can be
used to approximate quite general nonlinear systems. A comprehensive treatment of bilinear systems, including system
characterization, structural properties, stability and applications, can be found in [1].
There exist various model reduction methods for linear dynamical systems. The classical model reduction methods are
Gramian-based methods such as balanced truncation methods, optimal Hankel norm approximation methods, and singular
perturbation approximationmethods, see, for example, [2–4] and the references therein. They requireO(n3) flops andO(n2)
memory, and therefore are only practicable for problems of relatively small size. In contrast to Gramian-based methods,
Krylov subspace projection methods become increasingly popular for large-scale linear dynamical systems such as those
arising from structure dynamics, circuit simulations, and microelectromechanical systems [5–7]. The reason is that except
that dense LU decomposition is used for the matrix A, they do not require dense matrix operations for the matrices of the
original systems. Krylov subspace methods project the original system onto a low-dimensional Krylov subspace to arrive at
a much smaller system. The reduced systems have moment-matching property, i.e., many leading terms of the associated
transfer functions expanded at given points for the original and reduced systems match. For a comprehensive review of the
subject, we refer to the survey articles [3,8,9].
In model-order reduction of the bilinear systemΣ in (1.1), we are faced with the problem of finding a reduced-order bi-
linear system Σˆ of the same formbutwithmany fewer states, such that the output behavior of the original systemΣ is faith-
fully retained by the reduced-order bilinear system Σˆ . Specifically, the reduced-order bilinear system Σˆ is given as follows:
Σˆ :

˙ˆx(t) = Aˆxˆ(t)+
m∑
i=1
Nˆixˆ(t)ui(t)+ Bˆu(t),
yˆ(t) = CˆTxˆ(t),
(1.2)
where Aˆ ∈ Rnˆ×nˆ, Bˆ ∈ Rnˆ×m, Cˆ ∈ Rnˆ×p, Nˆi ∈ Rnˆ×nˆ for i = 1, 2, . . . ,m, are constant matrices and nˆ n.
Several model reduction methods for bilinear systems have been proposed in the literature in the past three decades.
Balancing truncationmethods for bilinear systemswere suggested byHsu, Desai, and Crawley [10], andwere further studied
by Al-Baiyat et al. [11]. The aggregated method proposed by Lastman [12] gave a necessary and sufficient condition for
a bilinear system to admit an aggregated reduced-order bilinear model. Zhang and Lam [13] considered the H2 model
reduction of bilinear systems, gave necessary conditions for the reduced-order bilinear models to be H2 optimal, and
proposed a gradient flow approach to obtain the solution of the H2 model reduction problem. The application of Krylov-
subspace-based model reduction techniques to large-scale bilinear single-input single-output (SISO) systems was treated
by Phillips [14,15]. The method was extended to bilinear MIMO systems in [16]. Summarily, in [14–16], the reduced-order
bilinear system was constructed in such a way that it could match a desired number of moments of multivariable transfer
functions corresponding to the kernels of Volterra series representation of the original system. By using the union of some
different Krylov subspace as the projection subspace, Bai and Skoogh [17] proposed a new projection method for bilinear
SISO systems. The reduced system has a better moment-matching property than the one in [14].
The newmethod formodel reduction of bilinearMIMO systems presented in this paper is an extension of thework in [17].
The algorithm is developed under the framework of projection.We use the union of some new block Krylov subspaces as the
projection subspace. The resulting reduced bilinearMIMO systemhas a bettermoment-matching property than the reduced
bilinear system obtained by the method presented in [16]. The performance of the new method is compared to that of the
method in [16].
Throughout this paper the following notation is used. Them×m identity matrix is denoted by Im and the zero matrix by
0. If the dimension of Im is apparent from the context, we drop the index and simply use I . The actual dimension of 0 will
always be apparent from the context. The superscript T denotes the transpose of a vector or a matrix. The notation span{V }
denotes the space spanned by the column vectors of the matrix V and span{V1, V2, . . . , Vn} denotes the space spanned
by the matrix sequence V1, V2, . . . , Vn. For a given square matrix F and a given rectangle matrix R0, the Krylov subspace
Kq(F , R0) = span{R0, FR0, . . . , F q−1R0}.
The rest of the paper is organized as follows. Section 2 is devoted to a short review of the Volterra series representation
theory of bilinear MIMO systems. Some basic concepts on transfer functions and moments are also introduced. In Section 3,
a projection framework based on the union of some block Krylov subspaces is presented and its moment-matching
property is studied. The algorithm for constructing an orthonormal basis of the projection subspace is described and some
implementation issues are addressed. In Section 4, some numerical examples are presented to illustrate the advantage of
our model reduction method. Conclusions are given in Section 5.
2. Overview of basic theory of bilinear system
The Volterra series representation of nonlinear systems is a commonly used system characterization. Specifically, the
input–output relation for a nonlinear system has the following general form [18]:
y(t) =
∞∑
k=1
yk(t), (2.1)
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where yk(t) is the output of the kth subsystem and is given by
yk(t) =
∫ t
0
∫ t1
0
· · ·
∫ tk−1
0
h(t1, t2, . . . , tk) ·
(
u
(
t −
k∑
i=1
ti
)
⊗ · · · ⊗ u(t − tk)
)
dtk · · · dt1 .
Here and in the following,⊗denotes the Kronecker product, see [19,20] for its definition and properties. Clearly, the kth term
yk(t) in the Volterra series (2.1) represents an n-dimensional convolution of n products of the input uwith an n-dimensional
kernel h(t1, t2, . . . , tk).
For the bilinear system (1.1), the associated degree-k regular kernel h(t1, t2, . . . , tk) has the following simple form [18,
21,22]:
h(t1, t2, . . . , tk) = CTeAtkN(Im ⊗ eAtk−1)(Im ⊗ N) · · ·
· (Im ⊗ · · · ⊗ Im︸ ︷︷ ︸
k−2
⊗eAt2)(Im ⊗ · · · ⊗ Im︸ ︷︷ ︸
k−2
⊗N)
· (Im ⊗ · · · ⊗ Im︸ ︷︷ ︸
k−1
⊗eAt1)(Im ⊗ · · · ⊗ Im︸ ︷︷ ︸
k−1
⊗B), (2.2)
where N = [N1,N2, . . . ,Nm].
For simplicity, we assume that x(0) = x0 = 0. Then, themultivariable Laplace transformH(s1, s2, . . . , sk) of the degree-k
kernel (2.2), called the kth transfer function, is expressed as
H(s1, s2, . . . , sk) = CT(skI − A)−1N[Im ⊗ (sk−1I − A)−1](Im ⊗ N) · · ·
· [Im ⊗ · · · ⊗ Im︸ ︷︷ ︸
k−2
⊗(s2I − A)−1](Im ⊗ · · · ⊗ Im︸ ︷︷ ︸
k−2
⊗N)
· [Im ⊗ · · · ⊗ Im︸ ︷︷ ︸
k−1
⊗(s1I − A)−1](Im ⊗ · · · ⊗ Im︸ ︷︷ ︸
k−1
⊗B). (2.3)
Concerning the series representation of the kth transfer function H(s1, s2, . . . , sk), we have the following theorem.
Theorem 2.1. Assume that A is a nonsingular matrix. Then, the transfer function H(s1, s2, . . . , sk) in (2.3) can be expanded in a
multivariable Maclaurin series
H(s1, s2, . . . , sk) =
∞∑
lk=1
· · ·
∞∑
l1=1
m(l1, l2, . . . , lk)s
l1−1
1 s
l2−1
2 · · · slk−1k ,
where m(l1, l2, . . . , lk), l1, l2, . . . , lk = 1, 2, . . ., called multimoments of the kth subsystem, are given by
m(l1, l2, . . . , lk) = (−1)kCTA−lkN(Im ⊗ A−lk−1N) · · ·
· (Im ⊗ · · · ⊗ Im︸ ︷︷ ︸
k−2
⊗A−l2N)(Im ⊗ · · · ⊗ Im︸ ︷︷ ︸
k−1
⊗A−l1B).
Proof. See [16]. 
Similarly, for the reduced-order bilinear system Σˆ in (1.2), we can express the transfer function Hˆ(s1, s2, . . . , sk) of its
kth subsystem as
Hˆ(s1, s2, . . . , sk) =
∞∑
lk=1
· · ·
∞∑
l1=1
mˆ(l1, l2, . . . , lk)s
l1−1
1 s
l2−1
2 · · · slk−1k ,
where
mˆ(l1, l2, . . . , lk) = (−1)kCˆTAˆ−lk Nˆ(Im ⊗ Aˆ−lk−1 Nˆ) · · ·
· (Im ⊗ · · · ⊗ Im︸ ︷︷ ︸
k−2
⊗Aˆ−l2 Nˆ)(Im ⊗ · · · ⊗ Im︸ ︷︷ ︸
k−1
⊗Aˆ−l1 Bˆ)
are the moments of the transfer function Hˆ(s1, s2, . . . , sk) and Nˆ = [Nˆ1, Nˆ2, . . . , Nˆm].
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3. Model-order reduction via projection
In this section, we will use the framework of a subspace projection technique to derive a reduced bilinear system Σˆ (1.2)
with the following moment-matching property: for k = 1, 2, . . . , r and l1, l2, . . . , lk = 1, 2, . . . , q,
mˆ(l1, l2, . . . , lk) = m(l1, l2, . . . , lk),
where r and q are two prescribed numbers. Note that the total number of the moments matched is q + q2 + · · · + qr . The
moment-matching condition implies the following orders of approximations in terms of the transfer function
H(s1, s2, . . . , sk) = Hˆ(s1, s2, . . . , sk)+ O(sq11 sq22 · · · sqkk )
for k = 1, 2, . . . , r , where q1, q2, . . . , qk ≤ q and at least one of them is equal to q.
Before applying the projection technique,we transform the bilinear system (1.1) as follows.Multiplying the first equation
in the original system (1.1) by A−1 from the left yieldsA
−1x˙(t) = x(t)+
m∑
i=1
A−1Nix(t)ui(t)+ A−1Bu(t),
y(t) = CTx(t).
(3.1)
Let P be a given subspace and the columns of V be its orthonormal basis, i.e., V TV = I . Based on (3.1), we now derive a
reduced bilinear system by projecting x(t) onto P . The idea of projection can be viewed as to approximate the state vector
x(t) of the original system (3.1) by another state vector xˆ(t) constrained to the subspace P . This can be simply expressed
by the change-of-state variables x(t) ≈ V xˆ(t). Substituting V xˆ(t) to (3.1) and multiplying the first equation of (3.1) with V T
from the left yields the systemV
TA−1V ˙ˆx(t) = xˆ(t)+
m∑
i=1
V TA−1NiV xˆ(t)ui(t)+ V TA−1Bu(t),
yˆ(t) = CTV xˆ(t),
(3.2)
where xˆ(t) ∈ Rnˆ. From (3.2), we obtain a reduced bilinear system (1.2), where
Aˆ = (V TA−1V )−1, Bˆ = AˆV TA−1B, Cˆ = V TC, (3.3)
Nˆi = AˆV TA−1NiV , i = 1, 2, . . . ,m. (3.4)
It follows from (3.3) and (3.4) and the definitions of N and Nˆ that
Nˆ = AˆV TA−1N(Im ⊗ V ). (3.5)
In our model reduction method, the projection subspace is constructed as follows. According to the desired number of
moment matchings specified by r and q, we first define the following sequence of subspaces
span{Pk} =
m⋃
i=1
Kq(A−1, A−1NiPk−1), k = 2, 3, . . . , r,
where span{P1} = Kq(A−1, A−1B). Then, the projection subspace P is defined by the union of these subspaces:
P =
r⋃
k=1
span{Pk}.
The following theoremconcerns themoment-matching property of the reduced bilinear systemgenerated by themethod
proposed here. Although the proof is similar to that of Theorem 1 in [16], we include it in this section for completeness.
Theorem 3.1. For k = 1, 2, . . . , r, the qk moments mˆ(l1, l2, . . . , lk) of the kth subsystem of the reduced-order system Σˆ match
the qk moments m(l1, l2, . . . , lk) of the kth subsystem of the original systemΣ , where l1, l2, . . . , lk = 1, 2, . . . , q.
Proof. First, we prove that the moments mˆ(l1) = −CˆTAˆ−l1 Bˆ of the first subsystem of the reduced system Σˆ match the
corresponding momentsm(l1) of the original systemΣ for l1 = 1, 2, . . . , q.
Since P includes the columns of A−l1B, it follows that
A−l1B = VV TA−l1B. (3.6)
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Repeatedly using (3.6), it yields
V Aˆ−l1 Bˆ = V Aˆ−l1 AˆV TA−1B
= V (V TA−1V )l1−1V TA−1B
= V (V TA−1V )l1−2V TA−1VV TA−1B
= V (V TA−1V )l1−2V TA−2B
...
= VV TA−l1B = A−l1B. (3.7)
Multiplying the first and last terms in (3.7)withCT from the left yields themoment-matchingproperty for the first subsystem
mˆ(l1) = −CˆTAˆ−l1 Bˆ = −CTA−l1B = m(l1), l1 = 1, 2, . . . , q.
Next we consider the moments mˆ(l1, l2) = CˆTAˆ−l2 Nˆ(Im ⊗ Aˆ−l1 Bˆ) of the second subsystem of the reduced system Σˆ .
From V Aˆ−l1 Bˆ = A−l1B for l1 = 1, 2, . . . , q, it follows that
Aˆ−l1 Bˆ = V TA−l1B, l1 = 1, 2, . . . , q.
Similarly, we have
VV TA−l2NiA−l1B = A−l2NiA−l1B, i = 1, 2, . . . ,m
for l1, l2 = 1, 2, . . . , q, which is equivalent to
VV TA−l2N(Im ⊗ A−l1B) = A−l2N(Im ⊗ A−l1B), l1, l2 = 1, 2, . . . , q. (3.8)
By the definitions of Aˆ and Nˆ , (3.5) and (3.8), we obtain
V Aˆ−l2 Nˆ(Im ⊗ Aˆ−l1 Bˆ) = V Aˆ−l2 AˆV TA−1N(Im ⊗ V )(Im ⊗ V TA−l1B)
= V (V TA−1V )l2−1V TA−1N(Im ⊗ A−l1B)
= V (V TA−1V )l2−2V TA−1VV TA−1N(Im ⊗ A−l1B)
= V (V TA−1V )l2−2V TA−2N(Im ⊗ A−l1B)
...
= VV TA−l2N(Im ⊗ A−l1B) = A−l2N(Im ⊗ A−l1B). (3.9)
Then for the second subsystem, the moment-matching property follows, i.e.,
mˆ(l1, l2) = CˆTAˆ−l2 Nˆ(Im ⊗ Aˆ−l1 Bˆ) = CTA−l2N(Im ⊗ A−l1B) = m(l1, l2),
for l1, l2 = 1, 2, . . . , q.
By induction, we can show that the moment-matching property for higher degree subsystems holds. It completes the
proof. 
We remark that the model reduction method proposed here for the bilinear MIMO system (1.1) is different from the one
in [16]. To satisfy the desiredmoment-matching property prescribed in Theorem 3.1, the projection subspaceP used in [16]
must be given by
P =
r⋃
k=1
span{Pk},
where span{P1} = Kq+1(A−1, B) and
span{Pk} =
m⋃
i=1
Kq+1(A−1,NiPk−1), k = 2, 3, . . . , r.
The dimension of the subspace is larger than that in our method. Moreover, the projection approach in [16] is not based on
(3.1) but based on (1.1).
In our numerical experiments, we only consider to match the momentsm(l1) andm(l1, l2), i.e., the moments of the first
and second subsystems of the bilinear MIMO systemΣ . The projection subspace P used in next section is
P = span{P1}
⋃( m⋃
i=1
Kq2(A
−1, A−1NiP
[p2]
1 )
)
, (3.10)
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where
span{P1} = Kq1(A−1, A−1B).
The nonnegative integers q1, q2 and p2 are prescribed parameters with p2 ≤ q1. P [p2]1 denotes the first p2 columns of the
matrix P1. Following the deduction above, it can be shown that the following moment-matching property holds:
mˆ(l1) = m(l1), l1 = 1, 2, . . . , q1,
mˆ(l1, l2) = m(l1, l2), l1 = 1, 2, . . . , p2 and l2 = 1, 2, . . . , q2.
In order to construct an orthonormal basis of the subspace P , we need the following block Arnoldi process [19], which
can be used to generate an orthonormal basis for a block Krylov subspaceKq(F , R0).
Algorithm 3.1. Block Arnoldi process
1. Q = orth(R0);
2. W = Q ;
3. For i = 1 : q− 1
4. R = FQ ;
5. R = R−W (W TR);
6. Q = orth(R);
7. W = [W ,Q ];
8. End
The procedure for constructing an orthonormal basis V of the projection subspace P in (3.10) is described as follows.
Algorithm 3.2. Generating an orthonormal basis V of P
Input: A, N1,N2, . . . ,Nm, B, q1, q2 and p2 with p2 ≤ q1.
Output: V with span{V } = P and V TV = I .
1. Compute an orthonormal basis P1 of the block Krylov subspaceKq1(A
−1, A−1B) by Algorithm 3.1.
2. For i = 1, 2, . . . ,m, compute an orthonormal basis P i2 of the block Krylov subspace Kq2(A−1, A−1NiP [p2]1 ) by
Algorithm 3.1.
3. Compute an orthonormal basis V of the subspace P by
V = orth([P1, P12 , P22 , . . . , Pm2 ]).
In Algorithms 3.1 and 3.2, the function orth(X) stands for the modified Gram–Schmidt process [19] for generating an
orthonormal basis for the range of X . Algorithm 3.1 is known as an implementation of the block Arnoldi process in the
modified Gram–Schmidt orthogonalization form. It is well known that in the presence of finite precision arithmetic, a
loss of orthogonality can occur when the orthogonalization algorithm progresses, see [19,23,24]. A remedy is the so-called
reorthogonalizationwhere the current vectors have to be orthogonalized against previously created vectors. One can choose
between a selective reorthogonalization or a full reorthogonalization. Note that reorthogonalization must be also done for
Step 5 of Algorithm 3.1. For another proven stablemethod for generating an orthonormal basis, we refer to [25].Wemention
that the rank deficient case may appear in Algorithm 3.1. It happens when some vectors in a new block become linearly
dependent. Detailed discussions on the rank deficient case for block Krylov subspace methods can be found in [26] and the
references therein.
The product of A−1 with some matrix should be implemented by solving the linear systems of equations with the
coefficient matrix A and multiple right-hand sides. To do it, the LU factorization [23] of A is employed for medium-
size matrices, and the Cholesky factorization of A should be used for A symmetric definite. For large-scale matrices, a
preconditioning iterative method could be employed to solve systems with A, where the preconditioner could be generated
once for all. Iterative methods that are used nowadays are Krylov subspace methods such as GMRES [27], QMR [28], and
BICGSTAB [29]. For a comprehensive introduction of iterative methods for linear systems of equations, the interested reader
is referred to [30].
When the inexact iterative solvers are used for the linear systems of equationswith the coefficientmatrix A, the subspace
span{V } generated by Algorithm 3.2 is no longer the projection subspace P given by (3.10). In this case, the moment-
matching property does not hold generally.Wemention that the effect of inexact solvers onmodel-order reduction of linear
dynamical systems has been studied by Beattie andGugercin [31]. They have shown that for a good selection of interpolation
points, Krylov subspace model reduction methods are robust with respect to inexact solvers. However, we do not address
the issue in the present paper.
In the following, we outline the algorithm, which is used to construct the reduced bilinear system (1.2).
Algorithm 3.3. Block Krylov subspace model-order reduction method
1. Apply Algorithm 3.2 to generate an orthonormal basis V of the projection subspace P given by (3.10).
2. Construct the reduced system (1.2) by computing
Aˆ = (V TA−1V )−1, Bˆ = AˆV TA−1B, Cˆ = V TC,
Nˆi = AˆV TA−1NiV , i = 1, 2, . . . ,m.
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Fig. 4.1. Example 1. Left: output y1(t) of the bilinear system for u(t) = [sin t, cos t]T . Right: relative errors.
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Fig. 4.2. Example 1. Left: output y1(t) of the bilinear system for u(t) = [e−t , e−2t ]T . Right: relative errors.
4. Numerical experiments
In this section, we present three numerical examples to illustrate the effectiveness of themodel-order reductionmethod
proposed in this paper. In all the experiments we only match some moments of the first and second subsystems of the
bilinear MIMO system Σ . In the following examples, q1 = 5, q2 = 2 and p2 = 2, i.e., the dimension of the state space for
the reduced model is 18. For all the examples, the number of the inputs of the bilinear systems is 2 and the number of the
outputs is 3. We compare the model-reduced method proposed in this paper with the method in [16]. The reduced model
generated by the method proposed in this paper is denoted by ‘‘Reduced Model 1’’ while the reduced model generated by
the method in [16] is denoted by ‘‘Reduced Model 2’’.
All numerical experiments are performed in Matlab. We use Matlab’s ode15s for solving ordinary differential equations
under consideration.
Example 1. In this example, the dimension of the state space of the original bilinear system is 200. The matrices A and N1
are given by
A =

−10 2
2 −10 2
. . .
. . .
. . .
2 −10 2
2 −10
 , N1 =

0 −1
1 0 −1
. . .
. . .
. . .
1 0 −1
1 0
 .
The matrix N2 = −N1+ 2I . B is a 200× 2 matrix. All the entries of the first column of B is 0 except that the first one is 1. All
the entries of the second column of B is 1. C is a 200× 3 matrix with all the entries 1. The initial state is x(0) = 1. Figs. 4.1
and 4.2 show the output y1(t) and the relative errors for inputs u(t) = [sin t, cos t]T and u(t) = [e−t , e−2t ]T, respectively.
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Fig. 4.3. Example 2. Left: output y1(t) of the bilinear system for u(t) = [sin t, cos t]T . Right: relative errors.
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Fig. 4.4. Example 2. Left: output y1(t) of the bilinear system for u(t) = [e−t , e−2t ]T . Right: relative errors.
For this example, the reduced-order systems generated by the method in this paper and by the method in [16] can
faithfully reproduce the behavior of the original system. They have almost the same relative errors for u(t) = [sin t, cos t]T.
Example 2. In this example, the dimension of the state space of the original bilinear system is also 200. The matrices A and
N1 are defined by
A =

−5 2
2 −5 2
. . .
. . .
. . .
2 −5 2
2 −5
 , N1 =

0 −3
3 0 −3
. . .
. . .
. . .
3 0 −3
3 0
 .
The matrix N2 = −N1 + I . The matrices B and C are the same as in Example 1. The initial state x(0) is 1. Figs. 4.3 and 4.4
show the output y1(t) and the relative errors for inputs u(t) = [sin t, cos t]T and u(t) = [e−t , e−2t ]T, respectively.
For this example, the reduced-order systems generated by the method in this paper and by the method in [16] can also
faithfully reproduce the behavior of the original bilinear system.However, Fig. 4.4 shows that ‘‘ReducedModel 1’’ has smaller
relative errors than ‘‘Reduced Model 2’’ for t ∈ [5.5, 10].
Example 3. In this example, we consider a MIMO nonlinear system of the form{
v˙(t) = f (v(t))+ B˜u(t),
y(t) = C˜Tv(t), (4.1)
where v ∈ Rs, B˜ = [b˜1, b˜2] ∈ Rs×2, C˜ ∈ Rs×3 and f satisfies f (0) = 0. A similar SISO nonlinear system was also considered
in [17].
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Fig. 4.5. Example 3. Left: output y1(t) of the bilinear system for u(t) = [sin 2t, cos t + 1/2]T . Right: relative errors.
The vector-valued function f (v) can be approximated by A1v + A2(v ⊗ v), where A1 and A2 are the first and second
derivatives of f at 0, respectively. Using Carleman bilinearization up to the second order, we obtain the following bilinear
system{
x˙(t) = Ax(t)+ N1x(t)u1(t)+ N2x(t)u2(t)+ Bu(t),
y(t) = CTx(t), (4.2)
where
x =
[
v
v ⊗ v
]
, B =
[˜
B
0
]
, C =
[
C˜
0
]
,
A =
[
A1 A2
0 A1 ⊗ I + I ⊗ A1
]
,
N1 =
[
0 0
b˜1 ⊗ I + I ⊗ b˜1 0
]
, N2 =
[
0 0
b˜2 ⊗ I + I ⊗ b˜2 0
]
.
The dimension of the state space of the bilinear system (4.2) is n = s+ s2.
In our numerical experiments, we choose the vector-valued function f (v) in (4.1) as
f (v) =

−g(v1)− g(v1 − v2)
g(v1 − v2)− g(v2 − v3)
...
g(vk−1 − vk)− g(vk − vk+1)
...
g(vs−1 − vs)

,
where g(ω) = e40ω+ω−1. For this choice, thematrices A1 and A2 have been given in [17]. All the entries of the first column
of B˜ is 0 except that the first one is 1. All the entries of the second column of B˜ is 1. C˜ is an s× 3 matrix with all the entries 1.
The initial state is x(0) = 1. We choose s = 50, and therefore, the dimension of the bilinear system is 2550. Figs. 4.5 and 4.6
depict the output y1(t) and the relative errors for inputs u(t) = [sin 2t, cos t + 1/2]T and u(t) = [e−t , e−2t ]T, respectively.
In this example, the original model represents the bilinear system (4.2).
From Figs. 4.5 and 4.6, we can see that the model reduction method proposed in this paper outperforms the method
in [16] for this example.
5. Conclusions
In this paper, a newprojectionmethodbased onblockKrylov subspaces for solvingmodel reduction of large-scale bilinear
MIMO systems is proposed. The reduced bilinear system is constructed in such a way that it can match a desired number of
moments of multivariable transfer functions corresponding to the kernels of Volterra series representation of the original
system. Numerical experiments show that the reduced system can faithfully reproduce the behavior of the original system.
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Fig. 4.6. Example 3. Left: output y1(t) of the bilinear system for u(t) = [e−t , e−2t ]T . Right: relative errors.
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