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Abstract
This paper characterises completely the circumstances in which maximum likelihood estimation of the
factor model is feasible when the sample covariance matrix is rank deﬁcient. This situation will arise when
the number of variables exceeds the number of observations.
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1. Introduction
This paper determines necessary and sufﬁcient conditions for the existence of the maximum
likelihood solution of the classical factor model. When the underlying sample covariance matrix
is of full rank the ML solution always exists. If the covariance matrix is not of full rank, which
will always be the case when the number of variables is greater than the number of observations,
the likelihood function can be unbounded.1 We show below that, a zero-probability special case
aside, the likelihood function is bounded if one ﬁts fewer factors than the number of observations.
In this case aML solution exists, perhaps on the boundary of the feasible parameter set (Heywood
solutions).
In the full-rank case, the boundedness of the likelihood function follows immediately from
the spectral properties of symmetric matrices, but when the sample covariance matrix is rank
∗ Corresponding author.
E-mail addresses: donald.robertson@econ.cam.ac.uk, dr10011@econ.cam.ac.uk (D. Robertson).
1Rank deﬁciency of the sample covariance matrix will also occur with ipsative data measurement (see [3]).
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deﬁcient, the analysis is much more difﬁcult and has required the development of new techniques
to study the behaviour of the likelihood function at complicated Heywood solutions.2
2. The factor model
2.1. Deﬁnitions and simple results
Let S be an n× n positive semi-deﬁnite symmetric matrix and deﬁne the function
L = L (,, S) = −
(
log det+ tr −1S
)
, (1)
where  is some n × m matrix,  is n × n diagonal with entries i > 0 and  = (,) =
′ +.
The case of interest is where S = X′X/(T − 1) gives the empirical covariance matrix of
T observations of an n-vector from a multivariate normal distribution xt ∼N(0,) with  =
′ + . In this case (1) is the log-likelihood function (minus a constant and divided by T/2)
for the parameters  and . (Below we shall refer to L simply as the likelihood function.) Such
a structure for  arises when the data X are generated by an m-factor model, that is there are m
univariate unobserved random processes (factors) it , i = 1, . . . , m such that
xt = 11t + 22t + · · · + mmt + εt ,
where E(it
j
s ) = ijts , E(it εt ) = 0 and E(εtε′s) = ts and k is an n-vector of column
weights.
Note that if T < n then the matrix S as deﬁned above is always rank deﬁcient and it is this case
that is of primary interest in this paper.
Denote by L the set of n×mmatrices, by P the set of n×n positive diagonal matrices, and by
Q the range of the function  (., .) so that  : L×P → Q. This function is not one to one which
means that, are not identiﬁed by knowledge of(,). In particular,(U,) = (,)
for any orthogonalU. If required, this problem can be solved by restrictions onL e.g. that it consist
of s which are non-negative and decreasing along the diagonal, and zero above it. So restricted,
the function  (., .) is bi-continuous. This is not an important issue as our aim is to characterise
the circumstances under which the likelihood function is bounded above, rather than whether it
is 1–1. Note that  is the sum of a positive deﬁnite matrix and a positive semi-deﬁnite matrix and
is thus itself positive deﬁnite and hence invertible.
We now set out the boundedness properties of the likelihood function. Call S degenerate if it
contains a column of zeros.
Proposition 1. If S is degenerate, L is unbounded above.
Proof. If S is degenerate then the jth (say) row and column consist of 0s. Choose  = 0, so that
L = −∑ni=1 (logi + sii/i). Then L→∞ if we allow j to approach zero.3 
2Standard factor analysis programs will not handle singular covariance matrices. We have written an estimation pro-
gram in GAUSS available from the authors on request that does so using a mixture of steepest ascent and Fletcher–Powell
algorithms. Convergence characteristics seem good; in several thousand simulations we have never failed to ﬁnd a maxi-
mum.
3In this paper we shall often encounter expressions of the form f (x) = − (log(x)+ s/x) with s > 0. Note that
f (x)→−∞ as x → 0 or∞ and has a global maximum for x = s. If s = 0 the function is unbounded above.
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Proposition 2. If rank(S) = n, then L is bounded above.
Proof. Choose orthogonal U to diagonalise (,) so that
L = −
n∑
i=1
(log i + x′iSxi/i ),
where 12 · · · n > 0 are the eigenvalues of with corresponding eigenvectors xi . Since
x′Sx takes values in [sn, s1] (where si denotes the eigenvalues of S and s1s2 · · · sn > 0)
for vectors x with ‖ x ‖= 1,
L −
n∑
i=1
(log i + sn/i )  − n (log sn + 1)
because − (log i + sn/i ) is maximised at i = sn. 
Useful insights into the behaviour of the likelihood function are obtained by considering ma-
trices in Q of the form
 = I + x1x′1 + · · · + xmx′m
for  > 0 where the xi are normalised eigenvectors of S ranked by descending eigenvalue. Then
both  and S have the same eigenvectors so
L() = −
(
m log(1+ )+
m∑
i=1
si
1+  + (n−m) log +
n∑
i=m+1
si

)
. (2)
If m = r the last term in this expression vanishes and as  → 0 the limiting behaviour is given
by (n−m) log . Thus we have
Proposition 3. If rank(S) = r < n and m = r then L is unbounded above.
The function L() is not deﬁned for  = 0 and approaches +∞ or −∞ as → 0 according
as rm or r > m, by inspection of the last term in (2).4 It will be bounded above as a function
of  whenever the last term in (2) does not vanish, that is as long as m < r . This might lead one
to conjecture that the general L is bounded above provided one ﬁts fewer than r factors. However,
this is incorrect: certain null-space structures of the matrix S further reduce the number of factors
that can be ﬁtted. To see this suppose that for all z ∈ N (S) (the null space of S), zj = 0 for some
index j, 1jn, i.e. the null space has a row of zeros at the jth position.5 This implies that
ej⊥N (S), where ej is the jth element of the canonical basis of Rn. It follows that ej is a linear
combination of the eigenvectors of S of non-zero eigenvalue. This in turn implies that
r∑
i=1
xix
′
i + I =
r−1∑
i=1
yiy
′
i +,
4It follows that L cannot be extended continuously to the closure of its domain. Hence the approach of Krijnen [5] does
not apply in our case.
5An abuse of terminology that we will often ﬁnd, as here, too convenient to resist is to identify a linear space with its
basis vectors written as a matrix.
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where theyi are linear combinations of thexi, and is diagonal.6 The right-hand side is obtainable
as an r − 1 factor model and we know from Proposition 3 that L evaluated at the left-hand side
can be sent to inﬁnity. Thus, each row of zeros in the null space reduces by one the number of
factors that can be ﬁtted by maximum likelihood.
The structure of the null space thus plays a key part in determining the number of factors that
can be ﬁtted. It turns out that the appropriate condition is a generalisation of the number of rows of
zeros in the null space which we now develop. Let s be the minimum number of non-zero entries
among all non-zero vectors of N (S) and deﬁne the defect of S, d(S) by
d(S) = r + 1− s.
Choosing a basis forN (S) in column echelon form will produce r + 1 or fewer non-zero entries,
so d(S)0. Note that each row of zeros in the null space contributes one to the defect. A value
of d(S) > 0 indicates extra structure in N (S) and occurs with probability zero for empirical
covariance matrices: it is possible to show that d(S) > 0 implies that one of the columns of X is
a linear combination of T − 1 of the other columns.
We state here the main result.
Theorem 1. If S is degenerate then L is unbounded above. If S is non-degenerate:
(i) If rank(S) = n then L is bounded above.
(ii) If rank(S) = r < n and mr − d(S) then L is unbounded above.
(iii) If rank(S) = r < n and m < r − d(S) then L is bounded above.
Propositions 1 and 2 establish the ﬁrst part. We proceed to the proof of parts (ii) and (iii). This
builds on the concentration of the likelihood introduced by Lawley.
2.2. Lawley’s machinery
The following results are essentially due to Lawley [6–8]; Lawley and Maxwell [9] give a
convenient condensed version; Anderson and Rubin [1] and Jöreskog [4] also provide useful
accounts:
Assume  = (,). Then, by routine calculation,
L/ = −2−1(− S)−1, (3)
L/ = −diag
(
−1 (− S)−1
)
, (4)
−1 = −1 −−1
(
Im + ′−1
)−1
′−1. (5)
If in addition, L/ = 0, then a little algebra shows
S−1
(
Im + ′−1
)−1 = , (6)
6By writing the lhs as XrX′r + I , we can select orthogonal U such that XrU has ﬁrst column ej . Let the remaining
columns give the yi and the reduction follows.
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−1 (− S)−1 = −1 (− S)−1, (7)
L/ = −−1diag(− S)−1. (8)
We make the normalisations S∗ = − 12 S− 12 ,∗ = − 12. Then (6) is transformed to
S∗∗
(
Im + ∗∗′
)−1 = ∗. (9)
Eq. (9) is essentially a collection of eigenvector equations from which optimal ∗ can be
obtained for each value of. Lawley–Jöreskog base an ML procedure on (9), searching over.
This is for the full-rank case where existence of an ML solution follows from boundedness of L
as shown in Proposition 3. In the rank-deﬁcient case, with no such assurance of boundedness, we
need to proceed with more care. Nevertheless, we shall see below that, for given , optimal 
are indeed determined by (9).
2.3. Concentrating out 
Substitution from (5) into (1) and a little manipulation yields
L = −
[
log det+ log det(Im + ∗′∗)+ tr S∗ − tr ∗′S∗∗(Im + ∗′∗)−1
]
. (10)
Since L(,U) = L(,) for any conformable orthogonal matrix U it follows that we may
replace ∗ by ∗U in (10), choosing U so that the columns of ∗U are orthogonal vectors or 0s.
Assume this has been done and extract the terms in ∗ from (10):
L0 = −
m∑
i=1
[
log(1+ x′ixi)− x′iS∗xi
/
(1+ x′ixi)
]
,
where the xi are the columns of ∗. We wish to maximise L0 over all systems of vectors xi, i =
1, . . . , m, where the xi are zero or pairwise orthogonal. Hold each x′ixi ﬁxed and regard L0 as a
function of the normalised xi . Since the supremum of
∑m
i=1 x′iS∗xi is attained at eigenvectors of
S∗ or zero vectors [11, p. 63] it follows that L0 is a sum of terms of the form: s∗i x′ixi/(1+x′ixi)−
log(1 + x′ixi). These terms contribute non-negatively if and only if s∗i 1. If s∗i < 1 then L0 is
maximised by choosing xi = 0. The optimal system of xi, i = 1, . . . , m then consists of the set
of eigenvectors of S∗ with modulus determined by
1+ x′ixi = max(1, s∗i ). (11)
Let (S∗) be the number of eigenvalues of S∗ greater than 1 and deﬁne m0 = min((S∗),m).
The columns of the optimal ∗ = ∗() in (10) thus consist of the ﬁrst m0 eigenvectors of S∗,
with modulus determined by (11), 0s elsewhere. Deﬁne () =  12∗(). The concentrated
likelihood function is now Lc() = L(,()). This function is well-deﬁned for all S, be it
full rank or rank deﬁcient, admissible or inadmissible.
Substituting in (10), one ﬁnds, up to a constant,
Lc() = −
[
log det+
mo∑
i=1
(
log(s∗i )− s∗i
)+ tr S∗
]
. (12)
This is the function we need to bound.
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Deﬁne F = { ∈ P;isii}. Then since L/ = 0 at (, ()) and Lc/ = L/
it follows from (8) that Lc/i < 0 for i > sii with the implication that, for each  /∈ F ,
there is an element of F for which the concentrated L takes a higher value. A ray through any0
is the straight line {0 : 0} ⊂ P . We deﬁne the rim R as the set of  which maximise the
concentrated likelihood function along rays.7 It turns out that the likelihood function is particularly
well-behaved on the rim. Although the rim does not necessarily lie within the bounded set F ,
outside F all directional derivatives are strictly negative, so that, given a point on the rim that is
not within F , one can ﬁnd a dominating point within F by moving along a directional derivative
towards F , and subsequently passing back to the rim along a ray from the origin. It is easy to see
that iterating this procedure leads to a dominating value inR∩F . It follows that if the likelihood
function is bounded above then it attains its maximum onR ∩ F or on the boundary of F . Thus
we have:
Theorem 2. If L is bounded above, it attains its maximum on R ∩ F in the sense that one can
choose a sequence p ∈ R ∩ F such that
supL = lim
p→∞L
c(p),
where limp→∞ p = 0 ∈ R ∩ F .
Thus, when S is of full rank, so that we know the likelihood is bounded by Proposition 2, we
have
Corollary. If S is of full rank a maximum likelihood solution exists onR ∩ F .
Solutions on the boundary of F where some 0i = 0 can occur and are called Heywood
solutions. At a Heywood solution one need not have L/ = 0, so that maximum likelihood
is not obtained by solving ﬁrst order conditions. In the rank-deﬁcient case we have not so far
demonstratedboundedness of the likelihood function.But since the likelihood function is evidently
continuous where deﬁned, it can be unbounded only at such boundary points. The study of
the boundedness of the likelihood function thus consists in large part of the study of Heywood
solutions. Examination of (12) reveals that as elements of tend to zero the ﬁrst term (− log det)
will tend to +∞. Hence for Lc to be bounded requires offsetting behaviour of the s∗. We thus
need an apparatus to analyse the simultaneous behaviour of the i and the s∗j as some of the
i → 0.We proceed to this.
2.4. The box-diagram
Assume S is non-degenerate and consider any sequence p ∈ F with limp→∞ p = 0,
where 0i = 0 for some i. By passing to a subsequence and renaming indices if necessary, we can
assume
p1 
p
2  · · · pn
7We choose this terminology because, as will become apparent below, when bounded the concentrated likelihood
surface has a volcano-like shape with the crater at the origin.
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for each p. We assume pj → 0 if and only if j < N , that is, the ﬁrst N − 1 elements of p
approach zero. The discussion above shows that, if L is to be unbounded, it will be along such a
sequence.
Deﬁne Sp∗ corresponding top as above with eigenvalues sp∗1 s
p∗
2  · · · sp∗n 0 and cor-
responding unit eigenvectors xpi . If S is rank deﬁcient, r = rank(S) < n, then the last n − r of
the sp∗i are zero. Deﬁne 
p
i = sp∗i p. Then the eigenvalue equation for Sp∗ takes the form
S
(
pi
)− 12 xpi = (pi ) 12 xpi , i = 1, . . . , r. (13)
For each p, the system xpi , i = 1, . . . , r , constitutes an orthonormal set inRn and the compactness
of the unit ball implies there exists a limit orthonormal system x0i , i = 1, . . . , r where x0i =
limp→∞ xpi (passing to a subsequence if necessary). Treating (13) as an equation of the form
Sx = y, one deduces(
pi
)− 12 xpi = S− (pi ) 12 xpi + z, i = 1, . . . , r,
where z ∈ N (S), and S− is any generalised inverse of S, which we may take to be positive
deﬁnite. Since N (Sp∗) = (pi ) 12 N (S), it follows that
x
p
i =
(
pi
) 1
2 S−
(
pi
) 1
2 x
p
i + z∗, (14)
where z∗ ∈ N (Sp∗). Thus, since xpj ⊥z∗,
ij = xp ′j
(
pi
) 1
2 S−
(
pi
) 1
2 x
p
i , i = 1, . . . , r, (15)
where ij is the Kronecker delta function. It follows from (15) with i = j that
1/s−max
∥∥∥∥(pi ) 12 xpi
∥∥∥∥
2
1/s−min, (16)
where s−max and s−min denote the largest and smallest eigenvalues of S−, respectively. Thus, passing
if necessary to a subsequence ofp, we deduce thatpj s
p∗
i approaches a ﬁnite limit on the support
of x0i (the indices k for which x0ik = 0) and a non-zero limit for at least one k in the support. Eq.
(16) is the key in establishing a relationship between the behaviour of the s and the sp∗s as the
s become small. This will eventually allow us to bound (12).
The limiting behaviour of pj s
p∗
i is indicated in the diagram (Fig. 1).
The diagram consists of the set of integer points {(i, j); 1 i, jn}. The vertical axis is the
js corresponding to the pj s and the horizontal axis the is corresponding to the sp∗i s. We deﬁne
the setW as those (i, j) pairs for which pj sp∗i approaches a non-zero limit as p →∞. Eq. (16)
establishes that for each ir there is at least one point (i, j) ∈ W . Monotonicity of both the
j with respect to j and the s∗i with respect to i implies that if two points on the same vertical
lie in W then so too does the line segment connecting them, and equally for the horizontals.
Furthermore, if three vertices of a rectangle lie inW then so too does the fourth.8 It follows that
8For e.g., if (1, 2), (2, 1) and (2, 2) are inW then so is (1, 1) because
1s1 = (2s1)(1s2)/(2s2)
and the three terms on the right have non-zero limits.
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Fig. 1. The box-diagram.
overlapping lines in W are coterminus. Thus W consists of boxes (the shaded areas in Fig. 1)
with the following properties:
(1) The boxes are non-overlapping. Each ir corresponds to one box. If (i, j) and (i′, j ′) belong
to the same box then j s∗i /j ′s∗i′ ,j /j ′ and s
∗
i /s
∗
i′ all approach non-zero limits.(2) Above the boxes, j s∗i → 0. This follows by construction.
(3) Beneath the boxes, x0ik = 0. This follows by construction sincej s∗i approaches a ﬁnite limit
on the support of x0i .
(4) The boxes start in the top left-hand corner. If notwewould have1s∗1 → 0 and hence1s∗i →
0 for all i. But tr S∗ =∑ri=1 s∗i =∑ni=1 sii/i so then 0 = lim1∑ri=1 s∗i s11 > 0.
(5) The boxes are tall: their height is not exceeded by their breadth. To see this, ﬁrst deﬁne
G(x0i ) = limp→∞ 
p 12
i x
0
i , i = 1, . . . , r
and extend to the span by linearity. Note that the support of G(x0i ) is given by the vertical
line segment of the box above i since j s∗i → 0 above the box and x0i vanishes below the
box. Deﬁne also
H(x) = (S−) 12G(x).
If u, v on the horizontal axis belong to the same box then
H(x0u)
′H(x0v ) = limp→∞ x
0
u
′p
1
2
u S
−p
1
2
v x
0
v
so (15) implies that H ′H = 0 if and only if u = v since the limits of u and v differ by
a non-zero multiplicative constant in the same box. It follows that H and hence G preserve
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r-d+1
1
1
V(j)
1
1
r+1r
j
zeros
zeros
Fig. 2. The null space in reduced column echelon form.
dimension on the span of the x0i corresponding to each box. But the support of each G(x
0
i )
lies within such a box so the result follows.
2.5. The null space
So far the box-diagram describes behaviour where the limit eigenvalues are non-zero.We shall
also deﬁne limit eigenvectors in the null space N (Sp∗). Let zr+1, . . . , zn be a basis for N (S) in
reduced column-echelon form chosen so that the leading 1s move upwards and to the right as
illustrated in Fig. 2.
The horizontal distance between each successive leading 1 is of course unity. The vertical
distance need not be unity (denoted by the vertical lines in the ﬁgure). For j = 1, . . . , n deﬁne
V (j) as the largest column index of the leading 1s in rows j → n. In the event that the basis
has rows of zeros at the bottom, we deﬁne V (j) = r for these rows. Thus V (j) measures the
horizontal distance from the left-hand axis of the box to the vertical lines beneath the leading 1s
as drawn in Fig. 2. The step-shaped path (j, V (j)) thus deﬁnes a frontier to the right of which
this basis of N (S) has only zero elements.
It is possible, perhaps having ﬁrst relabelled the cross-sectional units (thus permuting the indices
i), to choose a basis forN (S) in column-echelon form so that V (r − d(S)+ 1) = n. In this case
the right-most column in the null space has non-zero entries for jr−d(S)+1, zeros elsewhere.
In general (without necessarily permuting the indices and as shown in Fig. 2), column-echelon
form delivers V (r−d+1) = n, where r−d+1 is the row number of the leading 1 in zn; clearly
dd(S).9
9It is straightforward to see that as deﬁned, d is invariant to the particular column-echelon form.
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Column-echelon form ensures the following properties of the function V:
(1) V (j) = n for jr − d + 1.
(2) V (j) takes the values 0 or −1, where V (j) = V (j)− V (j − 1).
(3) V (r − d + 2) = −1.
(4) V (n)r + 1, so that V (N)r + 1+ n−N .
Now deﬁne F(j) by
V (j)− F(j) = n− j for j = 1, . . . , n.
Then F inherits the properties:
(1) F(j) = j for jr − d + 1.
(2) F(j) takes the values 0 or 1.
(3) F(r − d + 2) = 0.
(4) j − F(j)1 for j > r − d + 1.
(5) F(N)r + 1,
where property 4 follows from 2 and 3 immediately above.
Limit eigenvectors in N (Sp∗) = (pi ) 12 N (S) are constructed as follows: in the event that
Nr − d + 1 then since the pj converge to zero only for rows j < N , it follows that x0r+i =
0
1
2 zr+i , i = 1, . . . , n− r , are linearly independent, each a limit of the sequence p 12 zr+i and
orthogonal to x0i , i = 1, . . . , r . WhenN > r − d+ 1, the last n−V (N) vectors as deﬁned above
vanish in the limit (because all their non-zero elements are multiplied by pj that approach zero),
but these can be replaced by limp→∞(p/k)
1
2 zr+i , where k is the row number of the leading
1 in zr+i . This vector exists, is the limit of a sequence in N (Sp∗), has unity in the kth row and
zeros below.
In both cases we are led to limit null-space vectors x0r+1, . . . , x0n for which: (a) ifN < r−d+1
then the limit vectors have zeros for indices less than N, (b) ifNr−d+1 then the limit vectors
can be divided into two groups, one with zero elements at indices above and includingN, one with
zero elements at indices below N, the dividing vertex being (N, V (N)). These two possibilities
are illustrated in Fig. 3.
Lemma 1. In the box-diagram, the right-most box lies beneath j = N if and only ifF(N) < r+1.
In this case, the north-west vertex of the box lies on the path (N, F (N)).
Proof. We prove the second part ﬁrst. Assume that the right-most box lies beneath j = N . Since
for points (i, j) in this box we have that pj and the product 
p
j s
∗
i both tend to a non-zero limit,
it follows that sp∗i also tends to a non-zero limit. Hence we may take limits in (14) and deduce
that the subvectors of each x0i in this box lying above j = N belong to the limit null space,
analogously truncated, and so can be expressed as a linear combination of the (truncated) basis
of the null space. If the structure is as given in the left-hand panel of Fig. 3 then we deduce the
truncated vector is identically zero. If we have the right-hand panel, then the structure of the
zeros in the null space means that only vectors to the right of the vertical line contribute to the
linear combination. But since the full vector x0i is itself orthogonal to the null space, the pattern
of zeros means that we again deduce that the truncated vector is identically zero. The situation is
summarised in Fig. 4, where we have drawn the V and F functions as straight lines for simplicity.
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r-d+1 r-d+1
N
zeros
zeros zeros
zeros
N
zeros
Fig. 3. Location of zeros in the limit null space.
N
r-d+1
r+1
zeros
zeros
zeros
0s
0s 0s
F
V
Fig. 4. Interaction between the null space and the right-most box.
The limit eigenvectors in the right-most box, together with the limit null-space vectors up to index
V (N), all have zeros above j = N , whereas all other eigenvectors have zeros below j = N .
Considerations of dimensionality now show that the submatrix of the right-most box lying beneath
j = N shown shaded in Fig. 4, together with the correspondingly truncated vectors in the adjacent
region of the limit null space, form a square. The result now follows from the deﬁnition of the
function F.
If there is no box beneath j = N then the above argument shows that the ﬁrst block of
truncated vectors in the null space forms a square, and are linearly independent by construction. It
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follows that
V (j) = r + 1+ n− j for j = N, . . . , n,
whence F(j) = 1+ r. Clearly this argument is reversible, so the lemma is proved. 
Proof of Theorem 1. We ﬁrst prove boundedness for m < r − d(S). Assume, by way of con-
tradiction, Lc is unbounded above for some sequencep → . According to the conventions of
the box-diagram, we may take the elements of pj to be monotonic in j, thus implicitly reordering
the indices j. We have, however, m < r − d(S)r − d, where V (r − d + 1) = n. From the
discussion prior to Theorem 2 we may take all p to lie in R ∩ F so that 0 ∈ F\F . We ﬁrst
prove the following.
Lemma 2. On the rim,
tr S∗ −
m0∑
i=1
s∗i = n−m0 (17)
and, up to an additive constant,
Lc = −
(
n∑
i=1
logi +
m0∑
i=1
log s∗i
)
. (18)
Moreover, m0 = m, i.e. s∗i 1 for im.
Proof. For  > 0, one has from (12)
Lc () = −
(
log det+
m0∑
i=1
log s∗i + (n−m0) log +
(
tr S∗ −
m0∑
i=1
s∗i
)/

)
.
Now tr S∗ =∑ni=1 s∗i so tr S∗ >∑m0i=1 s∗i in virtue of the assumption thatm < rank S = rank S∗.
The integer m0 can depend on  but, irregardless, Lc () can be made arbitrarily negative by
choice of  either sufﬁciently small or sufﬁciently large. Since the functionLc () is continuous
this guarantees that there is a maximum that is attained at some value m, say. Fixing m0 to be
its value at this m, one deduces that Lc () with m0 so ﬁxed is also maximised at m and thus
m = (tr S∗ −∑m0i=1 s∗i )/(n−m0). Since m = 1 if already belongs to the rim, the ﬁrst result
follows and the second is obtained by direct substitution in (12). Finally,m0 can be smaller thanm
only if sm0+1 < 1; however, (17) implies that the average of the numbers s∗i , i = m0 + 1, . . . , n,
some of which are zero, is unity, inconsistent with this. 
The implication of (17) is that, for p on the rim, 0s∗i n − m0 for i = m + 1, . . . , n. We
may thus choose a subsequence of p for which each s∗i converges, which implies that j s∗i
converges to a ﬁnite limit for jN, n i > m. Eq. (17) further implies that at least one of these
limits is non-zero. It follows that the right-most box lies beneath j = N in the box-diagram (as
drawn in Fig. 4) and hence that the north-west vertex of this box is given by (N, F (N)) (by virtue
of Lemma 1). We also deduce that m + 1F(N) (since s∗i tends to a ﬁnite limit certainly for
i = m+ 1, . . . , n and j tends to ﬁnite limits for jN, it follows that the box deﬁnitely extends
as far left as m+ 1).
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If N > r − d + 1 then, since m < r − d, we have
m+ 1 < r − d + 1F(N)
by properties (i) and (ii) of F above. This is contrary to m + 1F(N) and we conclude that
Nr − d + 1.10 It follows that F(N) = N by property (i) of F above i.e. the NW vertex of the
right-most box lies on the diagonal. But since boxes are “tall”, all boxes must then lie along the
diagonal with the implication that i s∗i converges to a non-zero limit for all ir. If (18) is recast
in the form
Lc = −
(
m∑
i=1
logi s∗i +
n∑
i=m+1
logi
)
then boundedness now follows sinceN = F(N)m+1, contrary to our initial assumption. This
completes the proof of Theorem 1(iii).
To prove Theorem 1(ii) we need to exhibit an unbounded likelihood sequence when mr −
d(S), r < n (i.e. when one ﬁts more than r − d(S) factors to an n × n matrix of rank r). This
will certainly be true if d(S) = 0 by Proposition 3: the case of interest is then when d(S) > 0.
In this case we have mn− 2 (as m < r < n and all are integers). We re-order the indices j so
that a reduced column-echelon form forN (S) has leading 1 in place r − d(S)+ 1 for zn. We can
choose a convergent sequence ofp wherein precisely the ﬁrstm+ 1 elements converge to zero.
For this sequence N as deﬁned above equals m+ 2. Thus nN > r − d(S)+ 1.
No harm is done by assuming m0 is ﬁxed as p changes (since although the m0 may change as
p grows, they are positive integers bounded above so we can simply pick a subsequence whose
elements all have the same m0). If m0 < m, we must have sp∗m0+11 from the deﬁnition of m0.
It follows the product sp∗m0+1i goes to a ﬁnite limit for iN and hence that (m0 + 1, N) lies
in the right-most box in the box-diagram, so m0 + 1F(N) from Lemma 1. If m0 = m, then
F(N) < N = m + 2 follows from the properties of the function F(.) so again m0 + 1F(N)
also. Write (12) in the form
Lc = −

 m0∑
i=1
logi s∗i +
n∑
i=m0+1
s∗i +
n∑
i=m0+1
log i

 .
Considering these three terms in turn, note that the ﬁrst approaches a ﬁnite limit or +∞ since
the diagonal in the box-diagram intersects the boxes or lies above them; the second is bounded
because m0 + 1F(N) tells us that the right-most box lies above indices m0 + 1 to r (so the
s∗i here each converge while the remaining s∗i , r < in are zero). The third contains a term in− logm0+1 which approaches +∞ since m0 + 1 < N . This proves Theorem 1(ii) so the proof
of Theorem 1 is now complete.
Fig. 5 gives the box-diagram for a convergent ML estimation of the factor model.
In the shaded boxes, j s∗i approaches a non-zero limit, above them, zero; beneath the boxes
the limit eigenvectors x0i have zero support. The ﬁgure also gives the zero-structure for the limit
null space.We have established thatmN − 1. Deﬁne the multiplicity of a Heywood solution as
the number of indices for which j → 0, N − 1 in our terminology. Thus our proof of Theorem
1 has established. 
10This argument has shown, in fact, that N > r − d + 1 implies the sequence p is not on the rim.
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Fig. 5. The box-diagram for convergent maximum likelihood.
Corollary. The multiplicity of a Heywood solution on the rim is less than or equal to the number
of ﬁtted factors.
For a given Heywood solution, not necessarily on the rim, one can always ﬁnd a dominating
sequence on the rim. Thus if the original solution is a global maximum, it must have multiplicity
less than or equal to the number of ﬁtted factors. It may be possible to ﬁnd a Heywood solution
not on the rim that does not satisfy the conclusion of the corollary, but we do not have an example
of this.
The corollary says that the number of indices at which can be sent to zero whilst approaching
a maximum of the likelihood function is limited by the number of factors ﬁtted. This applies
whether the estimated covariance matrix S is full rank or rank deﬁcient since the relevant sections
of Theorem 1 go through in the full-rank case.
Theorem 3. Assume m < r − d . Then there exists an invertible 0 in R∩F or its boundary to
maximise L.
Proof. By Theorems 1 and 2, if m < r − d , there exists a sequencep in R ∩F with limit0
such that sup L = limp→∞ Lc(p). It was shown in the proof of 1(iii) that F(N) = N. If 0
corresponds to 0 then
0 = lim
p→∞(
p + pp′)
= lim
p→∞
p 12 (I + ∗∗′)p 12 , (19)
where ∗ consists of the ﬁrst m eigenvectors of Sp∗ with modulus determined by (11). Let
x
p
i , i = 1, . . . , n, be an orthonormal basis of eigenvectors of S∗p, ranked by eigenvalue, and
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deﬁne qpi = s∗pi for im, 1 for i > m. Then I =
∑n
i=1 x
p
i x
p′
i so it follows that
0 = lim
p→∞
p 12
(
n∑
i=1
q
p
i x
p
i x
p′
i
)
p
1
2
=
N−1∑
i=1
G(x0i )G(x
0
i )
′ +
n∑
i=N
q0i 
0 12 x0i x
0′
i 
0 12 ,
where G is as deﬁned in the proof of property (v) of the box-diagram, 0j > 0 for jN, and
q
p
i 1. The G(x0i ) are linearly independent in the same box and orthogonal between boxes, as
well as orthogonal to each0
1
2 x0i , iN , in virtue of the structure of the box-diagram. Exploiting
the fact that the 0
1
2 x0i do not vanish below j = N for iN and the fact that the right-most
box vectors plus correspondingly truncated null-space vectors have full rank one deduces that the
0
1
2 x0i are linearly independent for iN and the result follows. 
It can be easily seen that Theorem 3 also applies without any restriction on the number of ﬁtted
factors when S has full rank.
3. Conclusion
We have shown that maximum likelihood estimation of the factor model is feasible when the
sample covariancematrix is of reduced rank, provided one does not attempt to ﬁt toomany factors.
There exist other methods of estimating factor models in this case, but some of these, for instance
norm minimisation11 or least squares, need not produce an invertible estimate of . A further
advantage of ML is that it allows inference based on the normal distribution. However, this holds
only asymptotically and since we are considering T < n this justiﬁcation is compromised. In
all cases ML estimates are scale invariant whereas unweighted LS is not. ML weights less the
information from observations with high idiosyncratic variance, whilst unweighted LS treats all
observations the same. Despite this, Briggs and MacCallum [2] ﬁnd that LS performs better than
ML for sample sizes up to T = 500 and beyond. Thus, it is not clear whether ML offers genuine
advantages when T < n and this question warrants further study.
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