Tensor products of specializations of the Burau representation  by Abdulrahim, Mohammad N. & Formanek, Edward
Journal of Pure and Applied Algebra 203 (2005) 104–112
www.elsevier.com/locate/jpaa
Tensor products of specializations of the Burau
representation
Mohammad N. Abdulrahima, Edward Formanekb,∗
aDepartment of Mathematics, Beirut Arab University, PO Box 11-5020, Beirut, Lebanon
bDepartment of Mathematics, The Pennsylvania State University, University Park, PA 16802, USA
Received 22 March 2004; received in revised form 19 January 2005
Available online 29 March 2005
Communicated by C.A. Weibel
Abstract
The reduced Burau representation is a one-parameter representation of Bn, the braid group on n
strings. Specializing the parameter to a nonzero complex number y gives a representation n(y) :
Bn → GL(Cn−1) which is either irreducible or has an irreducible composition factor ˆn(y) : Bn →
GL(Cn−2). We prove that the tensor product of an irreducible n(y) or ˆn(y) with an irreducible
n(z) or ˆn(z) is irreducible unless y = z±1.
© 2005 Elsevier B.V. All rights reserved.
MSC: Primary: 20F36
1. Introduction
Let Bn be the braid group on n strings. The ﬁrst interesting linear representation of Bn
was the Burau representation [1], which appeared in 1936. It has a composition factor, the
reduced Burau representation
n(t) : Bn → GLn−1(C[t±1]),
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where t is an indeterminate. Specializing t → y, where y ∈ C∗, deﬁnes a representation
n(y) : Bn → GLn−1(C) = GL(Cn−1) which is either irreducible or has an irreducible
subrepresentation ˆn(y) of degree n− 2.
This paper is concerned with the tensor product of irreducible representations
n(y)⊗ n(z) : Bn → GL(Cn−1 ⊗ Cn−1),
n(y)⊗ ˆn(z) : Bn → GL(Cn−1 ⊗ Cn−2),
ˆn(y)⊗ n(z) : Bn → GL(Cn−2 ⊗ Cn−1),
ˆn(y)⊗ ˆn(z) : Bn → GL(Cn−2 ⊗ Cn−2).
Our main result (Theorem 6) is that for n4 the above representations are irreducible if
and only if y = z±1. For n = 3, the same result is true except that the ﬁnal representation
above is irreducible for any y and z since it is one dimensional.
The idea of the proof is as follows. Let C[Bn] be the group algebra of Bn over C, and
let A be the augmentation ideal of C[Bn]. If M is any Bn-module, then AM is a Bn-
submodule of M . We ﬁrst show (Lemma 2(b)) that if Cn−1 is made into a Bn-module via
n(y) : Bn → GL(Cn−1), thenACn−1 is its unique minimal nonzero Bn-submodule. Of
courseACn−1 =Cn−1 when n(y) is irreducible, but when n(y) is reducible,ACn−1 is
the subrepresentation ˆn(y).
Now let y, z ∈ C∗, so that n(y)⊗n(z) deﬁnes a diagonal action ofBn onCn−1⊗Cn−1.
The main technical result is Proposition 3, which says that if y = z±1, then ACn−1 ⊗
ACn−1 is the unique minimal nonzero Bn-submodule of Cn−1 ⊗ Cn−1. This implies the
irreducibility of the above tensor products when y = z±1. Their reducibility when y = z±1
follows from general facts about rational representations of GL(Cn−1).
2. Deﬁnitions and notation
The braid group on n strings, Bn, is the abstract group with presentation
Bn = 〈1, . . . ,n−1 |ii+1i = i+1ii+1 for i = 1, . . . , n− 2,
ij = ji if |i − j |2〉.
The generators 1, . . . ,n−1 are called the standard generators of Bn.
Let t be an indeterminate, and let C[t±1] be a Laurent polynomial ring over the complex
numbers. All modules we consider will be C-vector spaces, so Bn-modules and C[Bn]-
moduleswillmean the same thing.Wedeﬁne the following representations ofBn bymatrices
over C[t±1].
Deﬁnition. The reduced Burau representation n(t) : Bn → GLn−1(C[t±1]) is given by
1(t)= n(t)(1)=
,
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i (t)= n(t)(i )=
n−1(t)= n(t)(n−1)=
.
Deﬁnition. n = 1 · · ·n−1, and n(t)= 1(t) · · ·n−1(t).
Direct calculation shows that
n(t)=


−t t2 −t3 · · · (−t)n−2 (−t)n−1
−1 0 0 · · · 0 0
0 −1 0 · · · 0 0
0 0 −1 · · · 0 0
. . .
0 0 0 · · · −1 0


.
We identifyCn−1 with (n−1)×1 column vectors, we let e1, . . . , en−1 denote the standard
basis for Cn−1, and we consider matrices to act by left multiplication on column vectors.
Deﬁnition. If r = a1e1 + · · · + an−1en−1 ∈ Cn−1, the support of r , denoted supp(r), is
the set {ei | ai = 0}. If s = aij (ei ⊗ ej ) ∈ Cn−1 ⊗ Cn−1, the support of s, also denoted
supp(s), is the set {ei ⊗ ej | aij = 0}, and aij is called the coefﬁcient of ei ⊗ ej in s.
Deﬁnition. For i = 1, . . . , n− 1, vi(t)= ei − i (t)(ei)= (I − i (t))(ei).
Thus v1(t), . . . , vn−1(t) are the columns of the matrixN(t) below.
N(t)=


t + 1 t 0 · · · · · · 0 0 0
1 t + 1 t · · · · · · 0 0 0
0 1 t + 1 · · · · · · 0 0 0
0 0 1 · · · · · · 0 0 0
...
...
...
. . .
...
...
...
...
...
...
. . .
...
...
...
0 0 0 t 0 0
0 0 0 · · · · · · t + 1 t 0
0 0 0 · · · · · · 1 t + 1 t
0 0 0 · · · · · · 0 1 t + 1


.
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For y ∈ C∗, the representation Bn → GLn−1(C) = GL(Cn−1) obtained by specializing
t → y is denoted n(y), and i (y), n(y), vi(y), andN(y) are deﬁned analogously.
3. Preliminaries
The ﬁrst lemma records for future use the action of 1(t), . . . ,n−1(t) and n(t) on
v1(t), . . . , vn−1(t), and is proved by direct computation.
Lemma 1.
(a) i (t)(vi−1(t))= vi−1(t)− vi(t) for 2 in− 1.
i (t)(vi(t))=−tvi(t) for 1 in− 1.
i (t)(vi+1(t))=−tvi(t)+ vi+1(t) for 1 in− 2.
i (t)(vj (t))= vj (t) for 1 i, jn− 1, |i − j |2.
(b) n(vi(t))=−vi+1(t) for 1 in− 2.
Note that Lemma 1 remains true for any specialization t → y, where y ∈ C∗.
Lemma 2. Let n(y) : Bn → GL(Cn−1) be a specialization of the Burau representation
making Cn−1 into a Bn-module, where n3. Then
(a) Let A be the kernel of the homomorphism C[Bn] → C induced by i → 1
(the augmentation ideal).ThenACn−1 is equal to theC-vector space spannedbyv1(y), . . . ,
vn−1(y).
(b) If M is a nonzero Bn-submodule of Cn−1, then ACn−1 ⊆ M . Hence ACn−1
is the unique minimal nonzero Bn-submodule of Cn−1.
(c) If y is not a root of p(t)= tn−1+ tn−2+· · ·+ t + 1, thenACn−1=Cn−1, and n(y)
is irreducible. If y is a root of p(t), then dimC(ACn−1)= n− 2.
Proof. (a) SinceA=(i−1)C[Bn], ACn−1=(i (y)−I )Cn−1. But (i (y)−I )(ei)=
−vi(y) and (i (y)− I )(ej )= 0 if j = i. HenceACn−1 is the C-vector space spanned by
v1(y), . . . , vn−1(y).
(b) If M is a nonzero Bn-submodule of Cn−1, let m = aiei be a nonzero element of
M. Then for some j, aj = 0, (j (y) − I )(m) = −ajvj (y), and so vj (y) ∈ M . Since
(y)(vi(y))=−vi+1(y) for i = 1, . . . , n− 2 (Lemma 1(b)), it follows that all vi(y) lie in
M , andACn−1 ⊆ M .
(c) The determinant ofN(y) is p(y), so if p(y) = 0, then v1(y), . . . , vn−1(y) is a basis
for Cn−1, andACn−1 = Cn−1. If p(y) = 0, then rank(N(y))<n − 1. But one sees by
inspection that rank(N(y))n−2. Hence its rank is exactly n−2, and dimC(ACn−1)=
n− 2. 
Deﬁnition. If y is a root of p(t) = tn−1 + tn−2 + · · · + t + 1, the above representation
Bn → GL(ACn−1)= GL(Cn−2) is denoted ˆn(y).
This deﬁnition of ˆn(y) is the same, up to equivalence, as the deﬁnition in [2, p. 286].
However, it is deﬁned here as a subrepresentation of n(y) : Bn → GL(Cn−1), while it was
deﬁned in [2] as an extension of n−1(y) : Bn−1 → GL(Cn−2) to Bn.
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4. Proof of the main theorem
Proposition 3. Suppose that y, z ∈ C∗ and y = z±1. Let M be a nonzero Bn-submodule of
Cn−1 ⊗Cn−1 under the action of n(y)⊗ n(z) : Bn → GL(Cn−1 ⊗Cn−1), where n3.
Then M contains all vi(y)⊗vj (z) for 1 i, jn−1. Thus M containsACn−1⊗ACn−1,
where the action of Bn on the ﬁrst factor is induced by n(y) and the action of Bn on the
second factor is induced by n(z).
Proof. For  ∈ Bn and u ∈ Cn−1 ⊗ Cn−1, we will write (u) instead of [(n(y) ⊗
n(z))()](u). This means that if v,w ∈ Cn−1 and u= v⊗w is an elementary tensor, then
(v ⊗ w)= (y)(v)⊗ (z)(w). 
Claim 1. There exists m ∈ M such that e1 ⊗ e1 ∈ supp(m) or e2 ⊗ e2 ∈ supp(m).
Proof. Set
J = {p | ep ⊗ eq or eq ⊗ ep ∈ supp(m) for some m ∈ M and some q}.
We claim that 1 ∈ J . If not, let j = min{p |p ∈ J }. Then there exists m ∈ M such that
m= a(ej ⊗ ej )+ ej ⊗ v + w ⊗ ej +W , (1)
where a ∈ C, supp(v), supp(w) ⊆ {ej+1, . . . , en−1}, supp(W) ⊆ {ep ⊗ eq | j + 1p,
qn− 1}, and at least one of a, v,w is nonzero.
Note that since j > 1, ej−1 ∈ supp(j (t)(ej )), and consider
j (m)= a(j (y)(ej )⊗ j (z)(ej ))+ j (y)(ej )⊗ v + w ⊗ j (z)ej +W .
If a = 0, then ej−1 ⊗ ej−1 ∈ supp(j (m)). If a = 0, then ej−1 ⊗ ep ∈ supp(j (m)) for
each ep ∈ supp(v), and eq ⊗ ej−1 ∈ supp(j (m)) for each eq ∈ supp(w). Since at least
one of a, v,w is nonzero, j − 1 ∈ J , a contradiction. Hence 1 ∈ J , as claimed. Now let
m= a(e1 ⊗ e1)+ e1 ⊗ v + w ⊗ e1 +W , (2)
be an element of M which satisﬁes the same conditions as in (1), with j = 1.
If a = 0, we are done. If a = 0, let k = min{p | ep ∈ supp(v) ∪ supp(w)}. If k > 2,
then ek−1 ∈ supp(k(v)) ∪ supp(k(w)). A recursive argument shows that either k = 2 or
e2 ∈ supp((v)) ∪ supp((w)), where  = 3 · · ·k . In any case either m or (m) is an
element ofM of the form
m= a(e1 ⊗ e2)+ b(e2 ⊗ e1)+W , (3)
where e⊗ e1, e1 ⊗ e2, e2 ⊗ e1 /∈ supp(W), and at least one of a, b is nonzero. If e2 ⊗ e2 ∈
supp(W), we are done. If e2 ⊗ e2 /∈ supp(W), then
−az− by = coefﬁcient of e1 ⊗ e1 in 2(m)
and
a(z2 − z)+ b(y2 − y)= coefﬁcient of e1 ⊗ e1 in (2)2(m).
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The determinant
det
( −z −y
z2 − z y2 − y
)
= yz(z− y)
is nonzero, since yz(z−y) = 0 by hypothesis. Then one of−az−by, a(z2−z)+b(y2−y)
is nonzero, and one of 2(m), (2)2(m) has e1 ⊗ e1 in its support. 
Claim 2. Suppose that ei ⊗ ei ∈ supp(m) for some m ∈ M . Then vi(y)⊗ vi(z) ∈ M .
Proof. By the deﬁnition of vi(t),i (t)(ei) = ei − vi(t), and by Lemma 1(a), i (vi(t)) =
−tvi(t). A calculation then shows that
(i − 1)(i + y)(i + z)(ei ⊗ ei)= yz(yz− 1)(vi(y)⊗ vi(z))
and
(i − 1)(i + y)(i + z)(ej ⊗ ek)= 0 if (j, k) = (i, i).
Since yz(yz− 1) = 0 by hypothesis, the conclusion of Claim 2 follows. 
Proof of Proposition 3. Let =n=1 · · ·n−1. ByClaims 1 and 2, either v1(y)⊗v1(z) ∈
M or v2(y) ⊗ v2(z) ∈ M . But (vi(y) ⊗ vi(z)) = vi+1(y) ⊗ vi+1(z) for 1 in − 2 by
Lemma 1(b), so all vi(y)⊗ vi(z) are inM .
By Lemma 1(a)
2(v1(y)⊗ v1(z))= [v1(y)− v2(y)] ⊗ [v1(z)− v2(z)] ∈ M . (4)
Given that v1(y)⊗ v1(z), v2(y)⊗ v2(z) ∈ M , (4) implies
v1(y)⊗ v2(z)+ v2(y)⊗ v1(z) ∈ M . (5)
Applying Lemma 1(a) again,
1(v1(y)⊗ v2(z)+ v2(y)⊗ v1(z))= − yv1(y)⊗ (−zv1(z)+ v2(z))+ (−yv1(y)
+ v2(y))⊗ (−zv1(z)) ∈ M , (6)
which implies as above that
y(v1(y)⊗ v2(z))+ z(v2(y)⊗ v1(z)) ∈ M . (7)
Since y = z, (5) and (7) imply that v1(y)⊗ v2(z) and v2(y)⊗ v1(z) are inM .
For 2 in− 2, Lemma 1(a) says that
i+1(v1(y)⊗ vi(z))= v1(y)⊗ (vi(z)− vi+1(z)),
i+1(vi(y)⊗ v1(z))= (vi(y)− vi+1(y))⊗ v1(z),
and a simple induction shows that v1(y) ⊗ vj (z) ∈ M and vj (y) ⊗ v1(z) ∈ M for 3j
n− 1.
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Finally, applying  and using Lemma 1(b) shows that all vi(y) ⊗ vj (z) are in M , com-
pleting the proof. 
Deﬁnition. Let G be a group, let  : G → GL(V ) be a representation, and let V ∗ =
HomC(V ,C). The contragradient representation of  is the representation ∗ : G →
GL(V ∗) deﬁned by [∗(g)()](v)= [(g)−1(v)], for g ∈ G, v ∈ V,  ∈ V ∗.
Lemma 4. Let  : G → GL(V ) be a representation of a group G. Then  ⊗ ∗ : G →
GL(V ⊗ V ∗) has a one-dimensional invariant subspace.
Proof. If V is identiﬁed with Cr , or r × 1 column vectors, then V ∗ is identiﬁed with (Cr )t ,
or 1× r row vectors, and V ⊗V ∗ is identiﬁed with r × r matrices, orMr(C). Moreover, if
v ∈ V, w ∈ V ∗, andM ∈ Mr(C), the actions of g ∈ G under ,∗ and ⊗ ∗ are given
by (g)(v)= (g) · v,∗(g)(w)=w · (g)−1, and [(⊗ ∗)(g)](M)= (g) ·M · (g)−1,
where · denotes matrix multiplication. Thus (⊗ ∗)(g) has the ﬁxed vector Ir , where Ir
is the r × r identity matrix. 
Lemma 5. Letp(t)= tn−1+ tn−2+· · ·+ t+1,where n3, and let y ∈ C∗.Then n(y)∗ is
equivalent to n(y−1) when p(y) = 0, and ˆn(y) is equivalent to ˆn(y−1) when p(y)= 0.
Proof. Theorem 23 of [2] classiﬁes the irreducible complex representations ofBn of degree
n− 1. The classiﬁcation shows that if  is an irreducible representation of Bn of degree
n−1 and the Jordan Canonical form of (1) is the same as the Jordan Canonical form of
n(y)(1) (resp. ˆn(y)(1)), then  is equivalent to n(y) (resp. ˆn(y)), except for ˆ4(±i),
where i2 =−1. Since n(y)∗(1) and n(y−1)(1) have the same Jordan Canonical form,
as do ˆn(y)∗(1) and ˆn(y−1)(1) the lemma is proved except for ˆ4(±i).
The remaining case can be disposed of by noting that ˆ4(±i)(1) = ˆ4(±i)(3), while
(1)= (3) for the two other equivalence classes of irreducible representations of B4 in
which the eigenvalues of 1 are {1, i} or {1,−i}. 
Curiously, n(y)∗ and n(y−1) are not equivalent when p(y) = 0, because the former
has a ﬁxed vector while the latter does not.
Theorem 6. Let n(y) : Bn → GL(Cn−1) denote a specialization of the reduced Bu-
rau representation, where y ∈ C∗. If y is a root of p(t) = tn−1 + tn−2 + · · · + t + 1,
let ˆn(y) : Bn → GL(ACn−1) = GL(Cn−2) be the irreducible subrepresentation of
Lemma 2(b). For n3, consider the tensor products of irreducible representations
n(y)⊗ n(z) : Bn → GL(Cn−1 ⊗ Cn−1), where p(y) = 0, p(z) = 0,
n(y)⊗ ˆn(z) : Bn → GL(Cn−1 ⊗ Cn−2), where p(y) = 0, p(z)= 0,
ˆn(y)⊗ n(z) : Bn → GL(Cn−2 ⊗ Cn−1), where p(y)= 0, p(z) = 0,
ˆn(y)⊗ ˆn(z) : Bn → GL(Cn−2 ⊗ Cn−2), where p(y)= 0, p(z)= 0.
M.N. Abdulrahim, E. Formanek / Journal of Pure and Applied Algebra 203 (2005) 104–112 111
Then for n3
(a) When y = z±1, the above representations are irreducible.
(b) When y=z±1, the above representations are reducible, except for ˆ3(y)⊗ ˆ3(z), which
is one dimensional.
Proof. (a) All of the above representations are subrepresentations of n(y) ⊗ n(z) →
GL(Cn−1 ⊗ Cn−1). By Proposition 3,ACn−1 ⊗ACn−1 is the unique minimal nonzero
Bn-submodule ofCn−1⊗Cn−1 when y = z±1. In particular, it is an irreducibleBn-module.
By Lemma 2 and the deﬁnition following it, the left factorACn−1 corresponds to one of
the representations n(y) or ˆn(y) and the right factorACn−1 corresponds to one of the
representations n(z) or ˆn(z), depending onwhether or not y and z are roots ofp(t). Hence
the indicated representations all can be identiﬁed with the Bn-moduleACn−1 ⊗ACn−1,
so they are irreducible.
(b) If  : G → GL(Cr ) is any representation with r2, then the diagonal representation
 ⊗  : G → GL(Cr ⊗ Cr ) has (at least) two proper invariant subspaces, the subspace
generated by all v ⊗w+w⊗ v (the symmetric tensors) and the subspace generated by all
v ⊗w −w ⊗ v (the antisymmetric tensors). Hence n(y)⊗ n(y) and ˆn(y)⊗ ˆn(y) are
reducible when n3, except for ˆ3(y)⊗ ˆ3(y), which is one dimensional.
Lemmas 4 and 5 imply thatn(y)⊗n(y−1) and ˆn(y)⊗ˆn(y−1) have a one-dimensional
invariant subspace, so they are not irreducible except for ˆ3(y) ⊗ ˆ3(y−1), which is one
dimensional. 
Readers familiar with the rational representations ofG=GL(Cr ) will recognize that the
proof of part (b) of Theorem 6 depends on the facts that asG-modules,Cr⊗Cr is the direct
sum a module of dimension r(r+ 1)/2 (the symmetric tensors) and a module of dimension
r(r − 1)/2 (the antisymmetric tensors), while Cr ⊗ (Cr )∗Mr(C) is the direct sum of a
module of dimension r2 − 1 (the matrices of trace 0) and a module of dimension 1 (the
scalar matrices).
Tuba and Wenzl [3] have classiﬁed up to equivalence the irreducible representations of
B3 of degree at most ﬁve. In the case of degree four, their result (see [3, pp. 503–505])
says that there is a one-to-one correspondence between equivalence classes of irreducible
representations B3 → GL(C4) and equivalence classes of 5-tuples (1, 2, 3, 4, 2) of
elements of C∗ which satisfy
4 = 1234,
and
(2 + 21)(2 + 22)(2 + 23)(2 + 24)(2 + 12 + 34)
× (2 + 13 + 24)(2 + 14 + 23) = 0,
where two 5-tuples are equivalent if they differ by a permutation of 1, 2, 3, 4. Here
1, 2, 3, 4 are the eigenvalues of 1, with multiple eigenvalues allowed.
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In the case of representations 3(y)⊗ 3(z) : B3 → GL(C4), the eigenvalues of 1 are
1,−y,−z, yz and their product isy2z2.Then (1,−y,−z, yz,−yz) and (1,−y,−z, yz, yz)
both satisfy the ﬁrst of the above conditions and correspond to distinct equivalence classes
of representations of B3. Examining the explicit matrices of [3, Proposition 2.6] shows that
(1,−y,−z, yz,−yz) is the one corresponding to B3(y)⊗ B3(z).
Then the second condition becomes
(yz)2(1− yz)2(y − z)2(1+ y + y2)(1+ z+ z2) = 0.
Thus their results say that the 5-tuple (1,−y,−z, yz,−yz) corresponds to an irreducible
representation unless y = z±1 or one of y, z is a root of p(t) = t2 + t + 1. These are the
same conditions for the reducibility of 3(y)⊗ 3(z) which follow from Lemma 2(c) and
Theorem 6.
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