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Summary 
Fresh water availability and distribution have been declining over time due to population 
increase, climate change and variability, emerging new demands due to economic growth, 
and changing consumption patterns. Spatial and temporal changes in environmental changes, 
such as climate and land use/cover (LULC) dynamics have an enormous impact on water 
availability. Food and energy security, urbanization and industrial growth, as well as climate 
change (CC) will pose critical challenges on water resources. Climate variability and change 
may affect both the supply and demand sides of the balance, and thus add to the challenges. 
Land-cover changes are vastly prominent in the developing countries that are characterized 
by agriculture-based economies and rapidly increasing human population. The consequent 
changes in water availability and increase in per capita water demand will adversely affect the 
food, water and energy security of those countries. Therefore, evaluating the response of the 
catchment to environmental changes is crucial in the critical part of the basin for sustainable 
water resource management and development. In particular, assessing the contribution of 
individual LULC classes to changes in water balance components is vital for effective water 
and land resource management, and for mitigation of climate change impacts. 
The dynamic water balance of a catchment is analyzed by hydrological models that 
consider spatio-temporal catchment characteristics. As a result, hydrological models have 
become indispensable tools for the study of hydrological processes and the impacts of 
environmental stressors on the hydrologic system. Physically-based distributed hydrological 
models are able to explicitly account for the spatial variability of hydrological process, 
catchment characteristics such as climatic parameters, and land use/cover changes. For 
improved illustration of physical processes in space and time, the distributed hydrological 
models need serially complete and homogenized rainfall and temperature data. However, 
observed rainfall and temperature data are neither serially complete nor homogeneous, 
particularly in developing countries. Using inhomogeneous climatological data inputs to 
hydrological models affects the output magnitude of climate and land use/cover change 
impacts and, hence, climate change adaptation.   
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The Nile River Basin, one of the transboundary river flows through 11 riparian states, 
serves the livelihoods of millions of people in the basin (nearly 20 per cent of the African 
population) and covers one-tenth of the land cover of Africa. The basin is characterized by 
high population growth and high temporal variability in the river flow and rainfall patterns. 
The Blue Nile river basin, which contributes 62% of the annual main Nile flow, has faced serious 
land degradation. This has led to increased soil erosion and loss of soil fertility. The most 
overwhelming challenge that the basin faces is food insecurity caused by subsistence farming 
and rain-fed agriculture (over 70% of the basin’s population), together with high rainfall 
variability. Drought and floods are also critical issues in the Blue Nile basin, with the potential 
for exacerbation by environmental changes. Understanding how LULC and climate changes 
influence basin hydrology will therefore enable decision makers to introduce policies aimed 
at reducing the detrimental effects of future environmental changes on water resources. 
Understanding types and impacts of major environmental stressors in representative and 
critical regions of the basin is crucial for developing of effective response strategies for 
sustainable land- and water-resource management in the Eastern Nile Basin in general, and at 
the Tana and Beles watersheds in particular.  
In this study, serially completed and homogenized rainfall and temperature dataset 
are maintained from 1980 to 2013 to fill-in the gap which characterized previous studies on 
trend analyses.  The new hydroclimatic data revealed that the climate the study region has 
become wetter and warmer. The proportional contribution of main rainy season rainfall to 
annual total rainfall has increased. This might result in high runoff and ultimately flooding as 
well as erosion and sedimentation in the source region of the Blue Nile, and siltation in the 
downstream reservoirs unless soil and water conservation measures are taking place.  
In the Tana sub-basin, it is found that expansion of cultivation land and decline in 
woody shrub are the major contributors to the rise in surface run-off and to the decline in the 
groundwater component from 1986 to 2010. Similarly, decline of woodland and expansion of 
cultivation land are found to be the major contributors to the increase in surface run-off and 
water yield. They also contributed to the decrease in groundwater and actual 
evapotranspiration components in the Beles watershed. Increased run-off and reduced 
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baseflow and actual evapotranspiration would have negative impacts on water resources, 
especially in relation to erosion and sedimentation in the upper Blue Nile River Basin. As a 
result, expansion of cultivation land and decline in woody shrub/woodland appear to be major 
environmental stressors affecting local water resources.  
GCMs simulated near-future annual total rainfall and average temperature were used 
to investigate the sensitivity of the catchment to near-future CC. The results showed an 
increase in streamflow in the annual and the main rainy season, but decrease in the dry period 
when compared to the baseline period. Catchment response for future LULC scenario showed 
opposite effect to that of near-future CC. The combined effects of climate change and LULC 
dynamics can be quite different from the effects resulting from LULC or CC alone. At the outlet 
of the Tana watershed, streamflow response is amplified under concurrent land cover and 
climate change scenarios compared to the baseline scenario; but the streamflow has an 
augmenting response at the outlet of the Beles watershed under future climate change and 
land use scenarios compared to that of current period. The important inference from these 
findings is that it could be possible to alleviate intense floods or droughts due to future climate 
change by planning LULC to achieve particular hydrological effects of land cover in the basin. 
Continuing expansion of cultivation land and decrease in natural vegetation, coupled with 
increased rainfall due to climate change, would result in high surface runoff in the main rainy 
season, which would subsequently increase flooding, erosion and sedimentation in already 
degraded lands. Sound mitigation measures should therefore be applied to reduce these 
adverse environmental consequences. On the other hand, the simulated climate and land-use 
change impacts on the Tana watershed hydrological regime might increase the availability of 
streamflow to be harnessed by water-storage structures.  
In conclusion, the present study has developed an innovative approach to identify the major 
environmental stressors of critical source region of the Blue Nile River in order to effectively 
managing the water resources and climate risk. Understanding the catchment responses to 
environmental changes improves sustainability of the water resources management 
particularly given that the hydropower and the irrigation schemes are recently established for 
energy and food security. 
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1. General Introduction 
Freshwater availability is vital for livelihood at different scales. It supports poverty 
reduction, environmental sustainability, and economic growth (WWAP, 2015). However, its 
availability and distribution have been declining over time due to population increase, climate 
variability, emerging new demands due to economic growth, and changing consumption 
patterns. Excessive water extractions for agriculture and energy can further aggravate water 
scarcity. Freshwater abstractions for energy production are expected to increase rapidly (IEA, 
2012). Agricultural water consumption has indebted around 70% of all freshwater abstractions 
globally, and more than 90% in the least-developed countries (WWAP, 2014). By 2050, 60% 
more food will need to be produced globally, and 100% more in developing countries (WWAP, 
2015). Around 2.4 billion people live in sub-Saharan Africa, the region with the most spatio-
temporally asymmetrically distributed water resources (UNDESA, 2013).  
Spatial and temporal changes in environmental changes such as climate and land 
use/cover dynamics have an enormous impact on water availability. Food and energy security, 
urbanization and industrial growth, as well as climate change, will pose critical challenges on 
water resources (WWAP, 2015). Climate variability and change may affect both the supply and 
demand sides of the balance, and thus add to the challenges (IPCC, 2014). Warming of air can 
cause higher evaporation from open surfaces and soils, and increased transpiration by 
vegetation, potentially reducing water availability. Regional to local water resources may yield 
positive outcomes due to climate-induced changes. However, the negative impacts of global 
warming on water resources will most likely exceed its merits (IPCC, 2014). 
It is not only climate change that poses a challenge to water availability; land use/cover 
changes also play a significant role. Land use/cover change influences basin hydrological 
responses by dividing rainfall paths into sub-surface and surface runoff, and flowback to the 
atmosphere in the form of evaporation and transpiration. Land-cover changes are vastly 
prominent in the developing countries that are characterized by agriculture-based economies 
and rapidly increasing human population. The changes in water availability due to land 
use/cover and climate changes, compounded with rapidly growing population and increase in 
per capita water demand, will adversely affect the food, water and energy security of those 
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countries. Therefore, evaluating the response of the catchment to environmental changes is 
crucial in the critical part of the basin for sustainable water resource management and 
development. In particular, assessing the contribution of individual land use/cover classes to 
changes in water balance components is vital for effective water and land resource 
management, and for mitigation of climate change impacts. 
The dynamic water balance of a catchment is analyzed by hydrological models that 
consider spatio-temporal catchment characteristics (He and Hogue, 2012). As a result, 
hydrological models have become indispensible tools for the study of hydrological processes 
and the impacts of environmental stressors on the hydrologic system. Physically based 
distributed hydrological models are able to explicitly account for the spatial variability of 
hydrological process, catchment characteristics such as climatic parameters, and land 
use/cover (Elfert and Bormann, 2010; Wijesekara et al. 2012).  
For improved illustration of physical processes in space and time, the distributed 
hydrological models need serially complete and homogenized rainfall and temperature data. 
For the hydrological models to better represent catchment processes, serially complete 
hydroclimate data is vital. Assessment of the hydrological response of climate and land 
use/cover changes requires quality baseline data to enable sound comparison between 
present and future (Remesan and Holman, 2015). However, observed rainfall and temperature 
data are neither serially complete nor homogeneous, particularly in developing countries. 
Hydrometeorological stations also tend to be concentrated in highly populated regions. While 
this is reasonable from an operational point of view, it restrains the monitoring and 
development of land and water resources in the entire watershed. Quality-improved baseline 
precipitation and temperature datasets are essential for simulating the impacts of future 
climate and/or land use/land cover changes on water resources. Using inhomogeneous 
climatological data inputs to hydrological models affects the magnitude of climate and land 
use/cover change impacts, and hence, climate change adaptation.   
The Nile River Basin, one of the transboundary river flows through 11 riparian states, 
serves the livelihoods of millions of people in the basin (nearly 20 per cent of the African 
population) and covers one-tenth of the land cover of Africa. The Nile river flow is a small 
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fraction of the flow in other large rivers of the world, with low runoff coefficient (below 5%) 
due to its expanded basin area. About two-fifths of the basin area contributes little or no 
runoff as it includes arid and hyper-arid dry lands (NBI, 2016). The basin is characterized by 
high population growth (Awulachew et al. 2008) and high temporal variability in the river flow and 
rainfall patterns. The spatial variability of rainfall and runoff is also substantial, with the 
upstream of the basin receiving higher rainfall and thus generating more runoff than 
downstream, with almost no runoff generated in the lower basin. As home to the second and 
third most populous nations in Africa, and given their rapid growth, the Nile basin is under 
perpetual pressure to provide for the water demands of the basin. The basin experiences 
substantial and varying degrees of water scarcity, food shortage and poverty (Awulachew et 
al. 2012). The main water consumer is agriculture, which plays a crucial role in the economies 
of all the riparian states.  
The Blue Nile river basin, which contributes 62% of the annual main Nile flow, has faced 
serious land degradation. This has led to increased soil erosion and loss of soil fertility. The 
most overwhelming challenge the basin faces is food insecurity caused by subsistence 
farming and rain-fed agriculture (over 70% of the basin’s population), together with high 
rainfall variability. Drought and floods are also critical issues in the Blue Nile basin, with the 
potential for exacerbation by environmental changes. The hydrology of the river basin is 
altered by climate, physical characteristics of the catchment, and human activities. Climate 
change can potentially have a large impact on the catchment hydrological process by 
modifying precipitation and evaporation patterns, thus having a significant impact on 
spatiotemporal water availability (Bates et al. 2008). The upper Blue Nile River is very sensitive 
to changes in rainfall: a one-unit change in rainfall input results in a two-unit change in run-off 
response (Moges and Gebregiorgis, 2013). 
Understanding how LULC and climate changes influence basin hydrology will 
therefore enable decision makers to introduce policies aimed at reducing the detrimental 
effects of future environmental changes on water resources. Furthermore, in order to predict 
the future effects of environmental changes on streamflow, it is important to understand the 
influence of past environmental changes on catchment hydrology. Understanding the 
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individual LULC change contribution to changes in hydrological water-balance components 
will enable proper LULC planning with a view to mitigating the combined impact of 
environmental stressors on water resources. Understanding types and impacts of major 
environmental stressors in representative and critical regions of the basin is crucial for 
development of effective response strategies for sustainable land and water-resource 
management in the Eastern Nile Basin in general, and at the Tana and Beles watersheds in 
particular.  
The contribution of this research is that it presents the response of a hydrological 
regime for major environmental stressors, along with the contribution of individual LULC 
classes and climate change on water resources. This has been achieved using serially 
completed and homogenized climate data as inputted on physically based hydrological 
models (SWAT2012), the Geographical Information System, and remotely sensed data 
interpreted to detect and analyze LULC changes.  
This study aims to quantify the combined effect of LULC and climate changes on 
availability of water resources, and the contribution of individual historical LULC classes to the 
catchment water balance. To fulfill this major objective, first major climatic data (e.g. rainfall 
and temperatures) were gap-filled and homogenized, and then spatiotemporal distributions 
of LULC classes were investigated. The specific objectives were:  
1) To fill-in gaps and homogenize major climate data: i.e., rainfall and temperatures; 
2) To understand historical hydroclimatic trends before assessing the trends of future 
climatic data; 
3) To examine the extent of historical LULC changes, and accordingly develope a method 
to evaluate their impacts on water availability at catchment and sub-catchment scale; 
4) To analyze  the contribution of individual LULC classes on catchment hydrological 
regimes; 
5) To identify climatic and LULC change scenarios, and analyzing their effect on key water 
abstraction points. 
The thesis is organized into nine chapters. Chapter 1 is a general introduction section 
in which the background, problem statement, objectives and significance of the study are 
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discussed. In Chapter 2, descriptions of the study area are elaborated in detail. Quality control, 
gap-filling and homogenization of rainfall and temperatures data are accomplished in Chapter 
3. Chapter 4 deals with hydro-climatological trend analysis for historical records. Chapter 5 
elaborates on LULC data acquisition, change detections, systematic transitions, and rate of 
change and quantification of areal extent of LULC classes at watershed and sub-watershed 
levels. Chapter 6 gives descriptions of catchment hydrological modeling, including calibration, 
validation and sensitivity analysis at each of the gauging stations in the watersheds. It also 
presents simulations of hydrological responses to LULC changes at basinal scale, and the 
contribution of individual LULC classes to water-balance components. In Chapter 7, the 
implication of combined future LULC and climate-change scenarios on key water abstraction 
points is analyzed. Climate-change scenarios consist of model output from the GCMs, 
downscaled using MarkSim. The climate-change scenario is based on the IPCC AR5 emission 
scenario (RCP 6.0). Finally in Chapter 8, the most important conclusions from this thesis are 
summarized, and possible directions for further research are discussed. 
The method of evaluating the impacts of LULC and climate changes on water 
availability can be attained through integrating GIS, remote sensing, statistical and 
hydrological models. The overall framework of the study is illustrated in Fig. 1.1. For details of 
each approach please refer to the individual chapters. 
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Fig. 1.2. Schematic diagram of the research approach 
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2. The study area 
The Tana and Beles watersheds constitute the headwater region of the Upper Blue 
Nile. They cover an area of around 15,000 km2 and 13,900 km2 respectively. Lake Tana is the 
largest freshwater body in Ethiopia, and is fed by four perennial rivers: Gilgel Abbay, Ribb, 
Megech and Gummara. The river network of the two watersheds is interconnected through a 
tunnel, which discharges into the Beles river, from Lake Tana to the Tana–Beles hydropower 
station. The highest elevation at the Tana watershed is higher than 4,000 m a.s.l., whereas 
that of the Beles watershed is around 450 m a.s.l. in the outlet of the sub-basin (Fig. 2.1). This 
highly varied topography, together with rainfall variability, leads to different climatic zones 
within the watersheds. The variation of rainfall and temperature with altitude partly dictates 
the presence of certain vegetation cover, and areas suitable for certain type of crops. 
The climate of the study area is characterized as tropical climate and dominated by its 
high altitude. The climate is also governed by the movement of the Inter-Tropical Convergent 
Zone (ITCZ) (Conway, 2000; Mohamed et al. 2005). Three seasons occur in the watersheds: 
the main rainy season, the small rainy season, and the dry period. The hydrological year is 
characterized by three phases: the main rainy season that lasts from June to September, the 
dry period from October to January/February, and the short rainy season from March to May. 
About 70% of the rainfall occurs between June and September (Conway, 2000). During this 
period, the watersheds are typified by a low diurnal temperature range, minimal levels of 
sunshine, and high relative humidity. The mean annual temperature during the period 1980–
2013 was 19.4°C with a seasonal variation of less than 2°C (Kim et al. 2008a). Rain-fed 
agriculture is the main source of food production in the Tana and Beles sub-basins. As a result, 
crop production is particularly concentrated in the main rainy season. The dry season is 
characterized by maximum sunshine, a high diurnal temperature range, and low relative 
humidity associated with clear skies. In the dry season, the crop land is used for grazing after 
the crop harvest. La Niña and El Niño years are associated with high and low rainfall, 
respectively, in the watersheds (Melesse et al. 2011). During drought years, low crop yield or 
total crop failure is common due to a decrease in soil moisture. More recently, the 
government of Ethiopia has implemented small-scale irrigation schemes and watershed 
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management projects in the study area. The LULC classes in the Tana sub-basin include 
cultivation, woody shrub, forest and eucalyptus, grassland, water, seasonal wetland, and bare 
land. On the other hand, the LULC classes in the Beles sub-basin include cultivation, forest, 
woodland, savannah and grassland. As for Tana watershed, the major LULC changes in the 
period from 1973 to 2010 included steady expansion of cultivated land, and decline in woody 
shrub and natural forest. For Beles watershed, rapid expansion of cultivation land and decline 
in woodland were the major LULC changes in the period from 1983 to 2010. 
 
 
Fig. 2.1. Tana and Beles watersheds 
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3. Gap Filling and Homogenization of Climatological Datasets in the 
Headwater Region of the Upper Blue Nile Basin,    Ethiopia1 
Abstract 
Long-term time series of climatological data measured at meteorological stations 
provide one of the most authentic annals of climate in the past. However, there are a 
host of factors that affect measurements of climate parameters and make the data 
unsuitable for direct use and analysis. Serial completion and homogenization thus have 
to be undertaken in order to draw valid conclusions about the climate, or to apply the 
time series in impact studies. The present study reports on gap filling and 
homogenization results of climatological elements in the headwater region of the Upper 
Blue Nile Basin from 1980–2013. Firstly, approaches for reconstruction of the time series 
from neighboring stations using different techniques were compared and selected. 
Neighboring stations were selected based on horizontal distance and coefficient of 
correlation. Secondly, the reconstructed time series were homogenized using Multiple 
Analysis of Series for Homogenization (MASH). The results show improved spatial 
coherence of the final data series. Higher spatial coherence was revealed for maximum 
temperature than for minimum temperature and rainfall. For rainfall and minimum and 
maximum temperatures, the coefficient of correlation weighting method outperforms 
other candidate methods, such as the normal ratio method, the modified normal ratio 
method, and the inverse distance weighting method. Rainfall series for half of the 
stations considered were found to be homogeneous, and thus inhomogeneity 
corrections were not applied. Inhomogeneity in the remaining stations either 
underestimates or overestimates annual rainfall series. All stations revealed 
inhomogeneity in the mean annual maximum and minimum temperature series. These 
                                                           
1 This chapter is based on Woldesenbet TA, Elagib NA, Ribbe L, Heinrich J. 2016. Gap-filling and 
homogenization of climatological datasets in the headwater region of the Upper Blue Nile Basin, 
Ethiopia. Int. J. Climatol. http://dx.doi.org/10.1002/joc.4839. 
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serially complete and homogenized data on rainfall, and minimum and maximum 
temperatures of the present study can be used for climate change and hydrological 
studies in the basin. 
3.1. Introduction 
Missing and non-homogeneous climatological data are a global concern for 
hydroclimatology-related studies. In particular, developing countries are often faced 
with these problems. In Africa, the spatial distribution of meteorological stations is poor, 
with least coverage over rural areas, many non-functioning stations, inhomogeneous 
and missing data, and in some cases inefficient quality control systems (UNECA, 2011). 
Regarding the issue of missing climatological data, it must be handled in a 
meticulous manner. Encountering missing data in meteorological time series is 
unavoidable due to, among others, instrument malfunctions, network reorganizations, 
communication-line breakdown, observation recording errors, absence of observers, 
war, and fire incidents.                                                                                                                                                                            
On the other hand, homogeneity of climatological data can be affected by 
observing practices, the environment surrounding the station, station relocation, and 
reliability of the measuring tool (Peterson et al., 1998). Furthermore, random, systematic 
or human-induced errors such as misread and mistyped records are common in 
climatological data (Westerberg et al., 2010). Once artifacts are detected in time series, 
homogenization techniques should be applied to remove them prior to any 
hydroclimatic-related studies. Some homogenization methods are summarized in Table 
3.1.   
The hydrological and socioeconomic significance of the Upper Blue Nile Basin is 
enormous for the Nile Basin, which is a transboundary river. The availability of reliable, 
serially complete sets and homogenous meteorological data on different spatial and 
temporal scales are vital for climatological studies, hydrological modeling, and analysis 
and design of water resource systems in this basin. Studies using inhomogeneous time 
series as inputs result in biased outputs. Estimations of missing data and homogenization 
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are therefore vital where meteorological stations are scarce and the observed data are 
influenced by topography. Past studies related to water balance for the region (Tekleab 
et al., 2011; Uhlenbrook et al., 2010; Betrie et al., 2011), hydrological modeling (Kebede et 
al., 2006; Setegn et al., 2008), climate change (Abdo et al., 2009; Kim et al., 2008b; Taye 
et al., 2011), trend detection (Tekleab et al., 2013), temporal and spatial variability 
(Bewket and Conway, 2007; Abtew et al., 2009), and sediment management (Betrie et 
al., 2011) all overlook gap filling and/or inhomogeneities in climate time series. Some 
hydrometeorological studies where gaps in the data were not mentioned, or where the 
applied method violated the basic assumptions in the Upper Blue Nile Basin, are 
summarized in Table 3.2.   
This study applied gap filling and homogenization techniques for time series of 
rainfall and minimum and maximum temperatures in the Lake Tana and Beles sub-basins. 
The latter technique, which detects multiple breakpoints, does not entirely depend on 
metadata or demand homogeneous reference series. The remainder of this paper is 
organized as follows: The study area is described in Section 2, data is explained in Section 
3, Section 4 deals with methodology, Section 5 presents the results and discussion, and 
Section 6 summarizes the conclusions. 
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Table 3.1. Summary of some homogenization techniques 
Author(s)/References Objective Method Remark 
require 
homogenous 
reference series 
entirely 
depend on 
metadata 
detect 
multiple 
breakpoints  
Alexandersson (1986);  Pandzic 
and Likso (2010); Syrakova and 
Stefanova (2009) 
To identify inhomogeneity in 
precipitation data 
SNHT  Yes, applied to 
ratios  
No No 
Easterling and Peterson (1995) To detect undocumented 
discontinuities in 
temperature 
uses a series of 
multiple regression fits  
Yes No No 
Wijngaard et al. (2003) To detect inhomogeneity of 
20th century European daily 
temperature and 
precipitation series. 
Absolute homogeneity 
test 
No No No 
Della-Marta and Wanner (2006) To homogenize the extremes 
and mean of daily 
temperature 
High order moments 
methods,  nonlinear 
model  
Yes No No 
Staudt et al. (2007) To homogenize long-term 
monthly temperature data 
Moving t and SNHT Yes  No No 
Costa et al. (2008) To identify inhomogeneities 
in precipitation time series 
Stochastic Simulation  
 
Yes No Yes 
Menne and Williams Jr. (2008) To homogenize temperature 
series 
pair-wise comparison 
and SNHT 
No No Yes 
Costa and Soares (2009) To homogenize precipitation 
data 
geostatistics  Yes  No Yes 
Stepanek et al. (2009) To control data quality and 
homogenize temperature 
and precipitation series 
AnClim software  Yes No Yes 
(continued on next page)
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Table 3.1 (continued) 
Author(s)/References Objective Method Remark 
require 
homogenous 
reference series 
entirely 
depend on 
metadata 
multiple 
breakpoints 
Sahin and Cigizoglu (2010) To identify inhomogeneity in 
Turkish meteorological data 
set 
the bivariate test and 
absolute homogeneity 
tests 
Yes No No 
Beaulieu et al. (2010) To detect an artificial 
discontinuities in total annual 
precipitation 
Bayesian NHT  
 
Yes Yes Yes 
Szentimrey (1999); Kolokythas 
and Argiriou (2012);  Lakatos et 
al. (2013);  Spinoni et al. (2014) 
To homogenize climate 
variables 
MASH No  No Yes 
Mamara et al. (2012) To homogenize  mean 
monthly temperature time 
series  
MASH and Climatol No   No Yes 
Toreti et al. (2012) To identify inhomogeneities 
in climate time series 
genetic algorithm 
hidden Markov models 
for detection of 
inhomogeneities 
(GAHMDI) 
Yes No  Yes 
Vincent et al. (2012) To homogenize of monthly 
surface air temperature 
a multiple linear 
regression based test 
and a penalized 
maximal t-test. 
Yes No  No  
Mestre et al. (2013)  To detect and correct 
inhomogeneities in 
temperature series 
HOMER  
(HOMogenizaton 
softwarE in R).  
Yes Yes Yes 
Zhang et al. (2014) To assess the effect of data 
homogenization on 
temperature trends 
moving t-test Yes Yes  Yes 
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Table 3.2. Studies where missingness of the data were not mentioned or the applied method violated the basic 
assumptions. 
Authors Purpose of study Study area Period of study comment(s) 
Kebede et al. 
(2006) 
Assessing water balance of 
Lake Tana and its sensitivity to 
fluctuations in rainfall 
Lake Tana 1960-2002 Used Bahir Dar station to estimate rainfall on Lake 
Tana. The study did not mention how the missing 
data were treated. 
Bewket and 
Conway 
(2007) 
Characterizing temporal and 
spatial variability  of rainfall 
and trend 
Amhara 
Regional State 
of Ethiopia 
1975–2003 and 
1961–2003  
The study excluded years with complete missing 
records. Missing data were also ignored in the 
calculation of number of dry days and mean wet-
day amounts  
Abdo et al. 
(2009) 
Assessment of climate change 
impacts on the hydrology  
Gilgel Abay 
catchment in 
Lake Tana basin 
1961–1990 and  
1996-2005  
Though meteorological stations with missing data 
were used to estimate areal rainfall and potential 
evapotranspiration, the missing data treatment 
was not mentioned.  
Setegn et al. 
(2008) 
Testing the performance and 
feasibility of the SWAT model 
for prediction of  streamflow 
in the Lake Tana Basin 
Lake Tana Basin 1978 – 2004 The study used a weather generator developed to 
fill the gaps due to missing data. Weather 
generators or within station gap filling techniques 
are applicable for short gaps. 
Abtew et al. 
(2009) 
Frequency analysis and spatial 
characterization of rainfall. 
the Upper Blue 
Nile Basin 
1960–2002 Gauges with missing data in a specific duration 
were excluded from analysis during missing 
period and were included when the records are 
available  
Uhlenbrook et 
al. (2010) 
Understanding the dominant 
hydrological processes using 
rainfall-runoff modeling 
Gilgel Abay, 
Upper Blue Nile 
River Basin 
1995/1996 to 
2004/2005  
 
Data gaps were filled using regression and spatial 
interpolation methods for hydrological model 
input. However, the stations shown did not satisfy 
the basic assumptions of linear regression 
analysis. 
Tekleab et al. 
(2011) 
Investigating the water 
balance dynamics  
Upper Blue Nile 1995-2004 The missing data treatment for rainfall and 
temperature was not mentioned. 
(continued on next page)
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Table 3.2 (continued) 
Authors Purpose of study Study area Period of 
study 
comment(s) 
Betrie et al. 
(2011) 
Modeling soil erosion, 
identifying soil erosion 
prone areas  
the Blue Nile 
Basin 
1990-2003 
model 
calibration 
and validation 
Used a weather generator to fill in long gaps in 
temperature and rainfall. But weather 
generators or within-station gap filling 
techniques are applicable for short gaps. 
Rientjes et 
al. (2011) 
Analyzing the changes in 
land use land cover, rainfall 
and streamflow 
Gilgel Abay 
watershed 
 1973–2001 Even though  the meteorological station used 
for rainfall analysis had missing data, the study 
did not mention how the missing data were 
treated.   
Taye et al. 
(2011) 
Assessing hydrological 
extremes under future 
climate change. 
Lake Tana 
basin 
1991–2000 The meteorological station used for assessing 
hydrological extremes had missing data, the 
study did not mention how the missing data 
were treated.   
Tekleab et 
al. (2013) 
Analyzing trends of the 
precipitation, temperature 
and stream flow 
Blue Nile basin 1954–2010 The study applied regression relations to 
estimate missing monthly precipitation and 
temperature. In addition, data gaps for the 
duration of one year and above were excluded 
from the analysis. However, the basic 
assumption for linear regression application 
was violated.  
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3.1.1. Data  
The data span is from 1st January 1980 to 31st December 2013. Six stations were selected as 
target stations for daily maximum and minimum temperatures and rainfall time series, 
depending on the length of record and proximity to the sub-basins. Selection of neighboring 
stations was based on horizontal distance and correlation between stations. The number of 
neighboring stations selected based on the correlation coefficient and geographic distance 
was 32, 18 and 16 stations for rainfall, maximum temperature and minimum temperature, 
respectively (Fig. 3.1). The original daily maximum and minimum temperature (Tmin and 
Tmax) and rainfall datasets of six target stations from 1980 to 2013 around the Tana and Beles 
sub-basins were obtained from the Ethiopian National Meteorological Agency.  
Geographic coordinates, altitude, length of records and percentage of missing records 
are indicated in Table 3.3. Identification of errors related to processing, such as wrong values 
and outliers, was undertaken according to Aguilar et al., (2003). As indicated in Table 3, the 
percentage of missing daily rainfall for the three target stations is below 10% (Bahir Dar, Debre 
Tabor and Gondar), whereas the remaining target stations (Ayikel, Bulen and Chagni) have 
percentages of missing data of 13–30%. The percentage of missing daily rainfall data in 
neighboring stations ranges from 5−58% for daily rainfall (Table 3.3). At Ayikel, Bahir Dar, and 
Gondar, the daily maximum temperature missing percentages are below 10%, while the 
remaining target stations (Bulen, Chagni, and Debre Tabor) have missing percentages of 13–
34% (Table 3.3). Similarly, the percentage of missing daily maximum temperature results in 
neighboring stations ranges from 1% to 34% with different recording lengths. It can be seen 
from Table 3.3 that the percentage of missing for minimum temperature on target stations 
ranges from 2.4% to 43%. Three of the target stations (Ayikel, Bulen and Chagni) have a 
percentage of missing data of more than 30% (Table 3.3). On the other hand, the percentage 
of missing data at neighboring stations for minimum temperature ranges from 0.6%–40.6% 
with differing lengths of records (Table 3.3). In general, minimum temperature data has a 
higher percentage of missing records, especially in target stations. 
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Fig. 3.1. Target and neighboring meteorological stations. 
3.2. Methodology 
3.2.1. Quality control and gap filling 
According to Allen and DeGaetano (2001), the estimation of missing meteorological data is 
categorized into within-station, i.e., data from the same station on days for which data are 
available are used, between-station, or regression-based methods. According to them, the 
latter two methods are based on data from neighboring stations. The within-station approach 
is suitable for time series having short gaps, typically of one or a few days (Kemp et al., 1983). 
Between-station methods such as the inverse distance weighting method (IDWM) are used 
for filling gaps in climate time series (Hubbard, 1994; Teegavarapu and Chandramouli, 2005; 
Kashani and Dinpashoh, 2011; Eischeid et al., 2000; Teegavarapu, 2009; Eccel et al., 2012). The 
normal ratio method (NRM) is applied to estimate missing climate time series (Young, 1992; 
Kashani and Dinpashoh, 2011). 
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Table 3.3. List of neighboring and target stations for daily rainfall and temperatures.  
S.No. Station name Latitude 
(dec. deg.) 
Longitude 
(dec. deg.) 
Elevation 
(m) 
Period of records Percentage missing (%) 
Rainfall Maximum 
temperature 
Minimum 
temperature 
Rainfall Maximum 
temperature 
Minimum 
temperature 
1 Addis Zemen 12.07 37.52 1942 1999-2006 2000-2006  N.R.   10.4 9.5  N.R.   
2 Adet 11.27 37.47 2080 1986-2013 1986-2013 1986-2013 10.0 9.3 9.9 
3 Amba Giorgis 12.77 37.60 2900 1984-2006 N.R. N.R.  30.3 N.R.  N.R.  
4 Ayikel* 12.32 37.03 2150 1980-2013 1980-2013 1980-2013 13.0 9.2 40.8 
5 Bahir Dar* 11.36 37.25 1770 1980-2013 1980-2013 1980-2013 8.7 2.3 2.4 
6 Bulen* 10.41 36.06 1450 1980-2013 1980-2013 1980-2013 22.0 32.9 43.0 
7 Chagni* 10.57 36.30 1620 1980-2013 1980-2013 1980-2013 29.7 34.3 31.7 
8 Chandiba 12.25 36.39 2100 1988-2006 1994-2006 1998-2006 17.4 15.9 18.4 
9 Chauhit 12.33 37.22 2000 1986-2006 N.R. N.R. 8.0 N.R. N.R. 
10 Dangila 11.25 36.85 1290 1988-2013 1987-2013 1987-2013 13.6 13.8 10.6 
11 Debark 13.16 37.90 1900 1988-2006 1984-2006 1984-2006 18.0 33.2 38.8 
12 Debre Tabor* 11.53 38.02 2690 1980-2013 1980-2013 1980-2013 6.7 13.5 12.7 
13 Delgi 12.19 37.06 1800 1987-2013  N.R.   N.R.   24.0 N.R.   N.R.   
14 Dengel Ber 10.43 37.33 2800 1990-2006 1989-2006 N.R.   5.5 16.5 N.R.   
15 Der Hamusit 11.79 37.56 1900 1981-2004 N.R.   N.R.   31.7 N.R.   N.R.   
16 Ebinat 12.08 38.03 1800 1981-2013  N.R.   N.R.   58.2 N.R.   N.R.   
17 Enfranz 12.26 37.63 1500 1998-2013 1997-2013 1997-2013 20.8 19.5 20.9 
18 Enjibara 10.58 36.54 2670 1982-2013 N.R.  N.R.  15.7 N.R. N.R.  
19 Gida Ayana 9.87 36.93 1850 1980-2004 N.R.   N.R.   7.0 N.R.   N.R.   
20 Gimjabet Mariam 10.86 36.89 2320 1988-2006 N.R.   N.R.   8.5 N.R.   N.R.   
21 Gondar* 12.33 37.25 1967 1980-2013 1980-2013 1980-2013 4.0 7.3 19.9 
22 Gorgora 12.24 37.29 1830 1985-2013 1980-2013 1998-2013 30.7 34.2 40.5 
23 Gundil 10.57 37.04 2540 1990-2006 1991-2006 1998-2006 30.2 32.3 18.6 
24 Kidamaja 11.00 36.68 2450 1981-2013 1985-2013 N.R.   27.3 33.6 N.R.   
25 Lalibela 12.03 39.05 2500  N.R.   N.R.   1985-2013  N.R.   N.R.   15.6 
(continued on next page) 
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Table 3.3 (continued) 
S.No. Station name Latitude 
(dec. deg.) 
Longitude 
(dec. deg.) 
Elevation 
(m) 
Period of records Percentage missing (%) 
Rainfall Maximum 
temperature 
Minimum 
temperature 
Rainfall Maximum 
temperature 
Minimum 
temperature 
26 Lay Birr 10.59 37.17 1697 1990-2006 1989-2006 N.R.   7.7 27.9  N.R.   
27 Maksegnit 12.39 37.56 1450 1997-2013 1998-2013 1998-2013 15.3 0.9 0.6 
28 Meshenti 11.47 37.29 2000 1987-2006  N.R.   N.R.   14.6  N.R.    N.R.   
29 Motta 11.08 37.87 2440 1989-2009 1989-2009 1988-2009 5.1 9.1 9.6 
30 Nefas Mewucha 11.73 38.47 3000 1986-2009 1986-2009 1986-2009 19.3 21.8 29.8 
31 Nejo 9.50 35.45 1800 1980-2009  N.R.    N.R.   17.3  N.R.    N.R.   
32 Nekemte 9.09 36.54 2080 1980-2009  N.R.    N.R.   7.4  N.R.    N.R.   
33 Pawe 11.31 36.41 1050 1987-2013 1997-2013 1997-2013 25.0 6.7 20.0 
34 Shaura 11.93 36.87 2234 1997-2004 1991-2006 1991-2000 24.0 19.8 20.6 
35 Tilili 10.85 37.05 2570 1980-2013  N.R.    N.R.   22.0  N.R.    N.R.   
36 Wetet Abay 11.22 37.03 1900 1987-2013 2006-2013 2006-2013 40.3 27.4 29.2 
37 Woreta 11.92 37.70 1810 1997-2006 1992-2006 1992-2006 9.6 8.7 7.1 
38 Zege 11.71 37.32 1800 1980-2013  N.R.   1980-2013 7.7 N.R.   24.5 
*Target stations. 
N.R. = no records available 
The single best estimator from neighboring stations (Eischeid et al., 1995) and multiple regression analysis (Xia et al., 1999a; Kemp 
et al., 1983; DeGaetano et al., 1995; Ramos-Calzado et al., 2008; Presti et al., 2010; Simolo et al., 2010; Tarvido and Berti, 2012) were 
implemented to estimate missing climatological data. Kriging, which is computationally intensive for large datasets, was also 
implemented to estimate missing climatological data (Jeffrey et al., 2001). Yozgatligil et al., (2013) applied simple arithmetic 
average, normal ratio, normal ratio weighted with correlations, neural network-based methods, and multiple imputation 
strategies that use a Monte Carlo Markov Chain based on the expectation maximization algorithm (EM-MCMC) for estimating 
missing precipitation and temperature time series. Their study showed that the Monte Carlo Markov Chain based 
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maximization algorithm outperforms the other methods. 
For between-station or regression approaches, the selection and quantity of 
surrounding stations are critically important to the accuracy of the estimated results (Simolo 
et al., 2010; Eischeid et al., 2000). Tronci et al., (1986) emphasized that the quality of the gap-
filling approach is determined more by radius of influence than the weighting function. The 
literature shows that different authors used different criteria to select neighboring stations in 
order to apply between-station or regression-based approaches. Tarvido and Berti (2012) used 
distance as the criterion for selection of the surrounding stations (within a radius of 40 km). 
They mentioned that if more than four stations are found within 40 km, the four with the best 
correlations are selected. If a station is not located within 40 km of the target station, the 
search distance is increased in 10 km intervals until the minimum of one suitable station is 
reached. Xia et al., (1999b) also selected 100 km as the radius of influence, i.e., stations within 
100 km are used as surrounding stations in estimating missing data. Eccel et al., (2012) applied 
20 km as the fit distance for providing information used in the reconstruction algorithm for 
daily temperature. 
Geographic distance from the target station together with coefficient of correlation is 
also applied to infer the relationship between stations in a complex terrain. Ramos-Calzado et 
al., (2008) used a radius of influence of 50 km and a positive correlation coefficient of 0.36 to 
select neighboring stations. Allen and DeGaetano (2001) selected neighboring stations 
according to their geographic distance from the target station, and ranked them based on 
their correlation coefficient (r ≥ 0.36). A minimum of one and a maximum of four stations were 
included in the regression equation. Presti et al., (2010) used 10 km as the radius of influence 
and Spearman correlation coefficient (similarity index) of r ≥ 0.75 to select the neighboring 
stations. Vicente-Serrano et al., (2010) selected neighboring stations based on a distance of 15 
km and a correlation coefficient of 0.62, together with the length of data records. 
Since the Upper Blue Nile basin has low station density, both a Kendall rank correlation 
of t ≥ 0.25 and a geographic distance of 100 km were considered in this study to select 
neighboring stations. After the neighboring stations were selected, different methods were 
tested to fill in missing daily rainfall and minimum and maximum temperature datasets. 
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Multiple linear regression (MLR) was not applied to maximum (Tmax) and minimum 
(Tmin) temperatures or precipitation, since the data time series do not satisfy the following 
preconditions of MLR: 
− Linear relationship: The relationship between the independent and dependent 
variables must be linear. 
− Multivariate normality: All variables must be normally distributed. 
− No or little multicollinearity: The independent variables should be independent 
from each other. 
− No auto-correlation: There is little or no autocorrelation in the data. 
− Homoscedasticity: The variance of errors is the same across all levels of the 
independent variables. 
The candidate approaches for estimating missing precipitation datasets in this study were the 
normal ratio method (NRM), the modified normal ratio method (MNRM), the coefficient of 
correlation weighting method (CCWM), and the inverse distance weighting method (IDWM). 
For missing minimum and maximum temperature datasets the MNRM, CCWM and IDWM 
were tested in this study. 
Normal ratio method (NRM) 
NRM is applied when the annual precipitation at any of the neighboring stations differs from 
that of the target station by more than 10% (Paulhus and Kohler, 1952). In this method, the 
precipitation amounts at the neighboring stations are weighted by the ratios of their normal 
annual precipitation data as follows: 
     Pt = ଵ
୬
∑ ୒୲
୒୧
 Pi୬௜ୀଵ          (3.1) 
Where: 
Pt = precipitation at the target station location; 
Pi = precipitation at neighboring station; 
Nt = average annual rain at target station; 
Ni = average annual rain at neighboring stations; and 
n = number of neighboring stations 
Gap filling and homogenization of climatological datasets 
22 
 
Modified normal ratio method (MNRM) 
By considering the correlation factor, the normal ratio has been modified by Young (1992). 
The method considers the coefficient of correlation between the target station and the 
neighboring stations as the weighting factors. The weighting factor is computed as follows:  
     W୧ =
(୬౟ିଶ)୰౟౪మ൫ଵି୰౟౪మ൯
షభ
∑ (୬౟ିଶ)୰౟౪మ(ଵି୰౟౪మ)షభొ೔సభ
೔ಯ೟
       (3.2) 
where rit is the correlation coefficient of daily time series data between the target station and 
ith neighboring station; ni is the length of data series that are used to compute the correlation 
coefficient; N is number of neighboring stations; and Wi is the weighting factor. 
Inverse distance weighting method (IDWM) 
The inverse distance weighting method is most commonly used for the estimation of missing 
data. This method is based on the proximity of neighboring stations to the target station. The 
weighted distance method is given as follows: 
     W୧ =
ୢ౟౪
ష೘
∑ ୢ౟౪
ష೘ొ
౟సభ
౟ಯభ
          (3.3) 
where dit is the distance between the target station and the ith neighboring station, and N 
is number of neighboring stations. The weight decreases as the distance from the target 
station increases. Greater values of m assign greater influence to values closest to the target 
station. The value of m usually ranges from 1.0 to 6.0, and in this study the most commonly 
adopted value of 2 is used (Teegavarapu and Chandramouli, 2005). 
 Coefficient of correlation weighting method (CCWM) 
The weighting factor in this method is based on correlation coefficients instead of distance. 
The weighting factor is computed as follows: 
     W୧ =
୰౟౪
∑ ୰౟౪ొ౟సభ
౟ಯభ
         (3.4)  
where rit is the correlation coefficient of daily time series data between the target station 
and ith neighboring station; N is number of neighboring stations; and Wi is the weighting 
factor. 
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Neighboring stations were selected for the six target stations within a radius of 100 km 
and with Kendall’s rank correlation tau ≥ 0.25 for each month. All the selected candidate 
stations have statistically highly significant correlations at p < 0.0001. A minimum of three and 
a maximum of four neighboring stations were selected in this study. When the concurrent 
records of neighboring stations were not able to completely fill the missing data, the next 
neighboring station within 100 km radius and Kendall tau greater than 0.25 were selected and 
used to fill the gaps in the climate dataset. The lowest Kendall rank correlation obtained for 
neighboring stations was 0.25 and, hence, this value is considered as the lowest threshold in 
this study. 
The performance of the candidate approaches was evaluated using the root mean 
square error (RMSE), mean absolute percentage error (MAPE) and Kendall’s tau between 
observed and estimated values for each month for the six target stations. To establish 
ranking, the candidate approaches for each month at a given target station were compared 
using the performance indicators. The candidate approaches for rainfall are CCW, IDWM, 
MNRM and NRM; and for minimum and maximum temperatures are CCW, IDWM and MNRM. 
The ranks for rainfall in a given month thus range from 1 to 4, and that of the temperatures 
from 1 to 3. A rating was assigned to each candidate approach according to the individual 
measure; e.g. the one achieving the smallest RMSE and MAPE, or the highest Kendall’s tau, is 
ranked number 1, and so on. The sum of the rankings from each month for a given target 
station, hereinafter named the score, was adopted in preference to the overall average 
ranking, in order to avoid fractions. The best method is the one having the smallest score 
(Elagib and Mansell, 2000a). 
3.2.2. Homogenization 
Inhomogeneity can be detected by examining metadata, relative method, absolute method, 
or in combination (Beaulieu et al., 2010). In the relative method, statistical tests are applied on 
data from reference stations; whereas in the absolute method the tests are applied to each 
station data independently (Costa and Soares, 2009). One of the drawbacks of the absolute 
method is the difficulty in differentiating between inhomogeneity and a regional climate and 
weather variation (Pandzic and Likso, 2009). To apply the relative homogeneity, reference 
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series that are presumably homogeneous are required (Costa and Soares, 2009). However, a 
homogeneous reference series is not always achievable in data-sparse areas; and therefore, 
methods that can detect multiple breakpoints, do not depend completely on the metadata, 
and do not demand homogeneous reference series, are desirable. For a comprehensive 
review of homogenization techniques, the reader is referred to the literature (e.g. Peterson 
et al., 1998; Ducre-Robitaille et al., 2003; Aguilar et al., 2003; Reeves et al., 2007; Venema et al., 
2012; Ribeiro et al., 2015). 
Once the missing data for the six target stations were filled by the best method 
suitable for the time series, Multiple Analysis of Series for Homogenization (MASH) v3.03, 
which has an automatic algorithm for homogenization of daily data, was used to homogenize 
daily precipitation, daily maximum and minimum temperatures for the period from 1980 to 
2013 (Szentimrey, 2011).   
The MASH method developed in the Hungarian Meteorological Service (Szentimrey, 
1999, 2008). MASH is a relative homogeneity test procedure that does not assume 
homogeneity of the reference series. The candidate series is chosen from the available time 
series, and the remaining series are considered reference series. The role of series (candidate 
or reference series) changes step by step in the course of the procedure. Several difference 
series are constructed from the candidate and weighted reference series. The best weighting 
is determined by minimizing the variance of difference series to increase the efficiency of 
statistical tests.  
In this study, additive model Eq. (3.5) for temperature and cumulative model Eq. (3.6) 
for precipitation were used Szentimrey (2011). In addition, monthly series derivations from 
daily series and inhomogeneity in monthly, seasonal and annual series were assessed 
altogether, using automatic processing with MASH.  
Xj (t) = Cj (t) + IHj (t) + εj (t)        ( j = 1,2,. . . .,N ; t = 1,2,. . . ..,n)        (3.5) 
where X is the examined series, C is climate change, IH is inhomogeneity, ε is noise, N is the 
number of series (or stations), and n is the total length of record. 
Xj (t) = Cj (t) * IHj (t) *  ε j (t)      ( j = 1,2,. . . .,N ; t = 1,2,. . . ..,n)     (3.6) 
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The new version of MASH has a verification procedure to evaluate the results of 
homogenization by undertaking comparative mathematical examination between the 
original and the homogenized series. Test statistics are used in MASH to check the 
improvement in data quality due to homogenization. Two types of outputs of the MASH 
software can be documented. The verification output contains the values of the test statistics 
before and after homogenization, and the percentage of the relative modification of the time 
series. The null hypothesis of the test statistics is that the examined series are homogeneous. 
The test statistics can be compared to the critical value before and after homogenization. 
MASH software has built-in critical values belonging to different significance levels. If the test 
statistic after homogenization is low; then, the homogenization is considered to be 
successful. For the homogenization to be acceptable, the test statistic after homogenization 
(TSa) has to be near to the critical value, or much less than the test statistic before 
homogenization (TSb) (Lakatos et al., 2013). Moreover, the measures of the relative 
modification are expected to be in accordance with the relative change of the test statistics 
(TSb−TSa)/TSb. The theoretical background and more details of the derivation of the 
verification statistics can be found in the MASH manual (Szentimrey, 1999). 
To homogenize the daily time series, the following steps were implemented using 
MASH v3.03 (Szentimery, 2008):  
1) Monthly series were derived from the daily series;  
2) Monthly inhomogeneities were estimated without metadata;  
3) Monthly inhomogeneities were allotted to their corresponding mid-months, and then 
transferred to days in between consecutive mid-months through linear interpolation. 
After adjusting these smooth estimated daily inhomogeneities from daily series, new 
monthly series were calculated and their homogeneities checked; 
4) Daily series were automatically corrected, and automatic quality control applied for 
homogenized daily data; 
5) Monthly series were constructed from homogenized, controlled, completed daily 
data; and 
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6) Homogeneity for the new monthly series was tested by MASH. The details of the 
software are documented in the user manual (Szentimery, 2011).  
Only the basic principles of MASH are outlined here. All the inhomogeneity assessments in 
this research were evaluated at the 5% level of significance. Only annual test statistics are 
reported in this study although the test was produced automatically on the monthly and 
seasonal scales altogether. 
To compare the MASH homogenization results, double mass curve analysis was 
conducted for annual precipitation series for the six target stations. The test series was 
selected from the available series, and the remaining target stations were used to develop 
reference series. Similarly to MASH, the role of series (candidate or reference series) changes 
step by step in the course of the procedure. The reference series for each of the six stations 
(Ayikel, Bahir Dar, Bulen, Chagni, Debre Tabor, and Gondar) were developed by arithmetic 
averaging of five stations excluding the test station. Identification of multiple breaks in the 
time series was carried out by (1) dividing the original time series into two sub-sections (before 
and after the break); and (2) applying double mass analysis for each series.  
In the study region, there are three seasons: the dry period from October to February, 
the short rainy season from March to May, and the main rainy season from June to 
September. Standard deviations of the climate series (Mamara et al., 2013) before and after 
homogenization were therefore computed based on those seasons. In addition, the 
magnitude of temperatures and rainfall on annual and seasonal scales were calculated before 
and after homogenization.  
3.3. Results and Discussion 
3.3.1. Gap filling  
3.3.1.1 Selection of Neighboring stations 
The Kendall’s tau for daily rainfall, maximum temperature and minimum temperature are 
indicated in Fig. 3.2. The maximum Kendall correlation for daily rainfall was observed at Ayikel 
station, and the minimum at Bulen station; but Ayikel station showed lower maximum Kendall 
correlation for both minimum and maximum temperatures. On the other hand, maximum 
temperature at Gondar station showed less correlation with neighboring stations. In general, 
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the correlation (Kendall’s tau) between stations for maximum temperature is mainly higher 
than for minimum temperature and rainfall. Minimum temperature has less correlation 
between target stations and neighboring stations (Fig. 3.2).  
3.3.1.2 Performance indicators of candidate approaches 
On the basis of the aforementioned performance indicators and candidate approaches, i.e. 
Eqs. (3.1) to (3.4) for each target station, the ranking procedure was carried out. The values of 
performance indicators of the applied methods for rainfall and temperature in individual 
months at Bahir Dar station are shown in Table 3.4. As neighboring stations or correlation 
between stations vary from month to month, the values of performance indicators vary 
accordingly for the target station (Table 3.4).   
At Bahir Dar station, the Kendall rank correlation between estimated and measured 
rainfall using the IDWM approach shows lower correlation than other methods, except in the 
months of February, November and December, which are not the main rainy season in the 
study area (Table 3.4). This might indicate that the correlation of rainfall between stations 
does not solely depend on distances (i.e., horizontal distance). On the other hand, CCW, 
MNRM and NRM exhibit comparable results, particularly in the main season (June through 
September) in the study region. For the maximum and minimum temperatures at Bahir Dar 
station, IDWM has a slightly smaller value for Kendall rank correlation, and higher RMSE than 
CCW and MNRM; but the Kendall rank correlation for the CCW and MNRM approaches are 
comparable for most of the months.  
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Fig. 3.2. Highest and lowest value of Kendall's tau between target and neighboring stations 
for daily rainfall and, maximum and minimum temperatures at the target stations. Triangular 
dot indicates minimum value and rectangular dot indicates maximum value. Daily values at 
target station as independent and at neighboring station as dependent variable. 
The outcome of the ranking process is summarized in Table 3.5, giving the total yearly 
scores for target stations for different performance indicators and candidate approaches.  
Considering the Kendall rank correlation performance indicator for the rainfall and minimum 
temperature dataset, the yearly total score is lowest for CCW and highest for IDWM. For 
maximum temperature, MNRM and CCW have comparably low scores, while IDWM has the 
highest score. When RMSE is considered as a performance indicator at target stations, again 
CCW score is lowest and IDWM is highest for the rainfall, minimum and maximum 
temperatures. Similarly, considering MAPE as a performance indicator for rainfall and 
maximum temperature, MNRM shows the lowest score, IDWM portrays the highest score, 
and CCW shows a lower score for minimum temperature. In general, IDWM shows the highest 
score considering Kendall correlation, RMSE and MAPE for rainfall and temperature and, 
hence, less performance for filling gaps in the datasets. This indicates that the correlation 
between stations for rainfall and temperature depends not only on the distance between 
them, but also on the correlation between target and neighboring stations. 
When summing up scores for Kendall rank correlation, RMSE and MAPE in all target 
stations, the CCW approach indicates the lowest score compared to the other approaches for 
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rainfall and minimum temperature, but a comparable score for maximum temperature (Table 
3.5). On the other hand, IDWM reveals the highest score for rainfall and temperature. The 
CCW approach was therefore adopted in this study to fill in the missing daily rainfall, maximum 
and minimum temperature data at target stations.  
Having filled in the gaps in the datasets using CCW, the range of Kendall’s rank 
correlation between estimated and measured rainfall and maximum and minimum 
temperatures for the target stations is shown in Table 3.6. It can be seen from the table that 
the highest and lowest Kendall’s rank correlation in the target station for maximum 
temperature is relatively higher than that for rainfall and minimum temperature. Considering 
the distribution of stations in the region for the daily time series, the range of Kendall 
correlation coefficients is reasonable. The Pearson correlation coefficient of 0.20 was 
accepted as satisfactory in an earlier climate-change trend study in the region (Jury and Funk, 
2013). 
 Fig. 3.3 illustrates the relationship between altitude and annual climate variables over 
the period 1980–2013. The topography in the upper Blue Nile River basin is highly variable, 
ranging from lowlands to high mountains. It is clearly noticed in the study region that altitude 
variation more strongly influences Tmin than Tmax or rainfall for synchronous records. 
While selecting neighboring stations, maximum temperature showed higher 
correlation between stations (Kendall’s tau) than minimum temperature and rainfall did. 
 
   
Fig. 3.3. Variation of annual climate variables with altitude over the period 1980-2013.  
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Considering Kendall’s correlation between observed and estimated climate data (Table 3.6), 
the maximum temperature has better data quality than minimum temperature and rainfall. 
The minimum temperature shows less correlation between target stations and neighboring 
stations. For the synchronous period of annual rainfall and maximum and minimum 
temperatures, only the minimum temperature showed a statistically significant linear relation 
with altitude (p < 0.05) (Fig. 3.3). However, by categorizing the observation stations into 
higher and lower rainfall regions, annual rainfall also showed a statistically significant relation 
with elevations (R2 = 0.77, p = 0.005; and R2 = 0.39, p = 0.029, respectively). Even though not 
significant for synchronous periods with rainfall and minimum temperature, the annual 
maximum temperature also showed significant correlation with elevation (R2 = 0.34, p  < 
0.00001).  
Even though the climate-observing system in Africa is deteriorating (Washington, 
2006), Ethiopia has a decent number of weather stations, with more stations being added 
each year. But the number of stations is still less than the minimum station density (i.e., 250 
km2 per non-recording station for mountainous areas) recommended by the World 
Meteorological Organization (WMO); moreover, the distribution of the available stations is 
very uneven (WMO, 2008). Most of the stations (24) are concentrated in the central highlands 
– in this case around Lake Tana – with very few stations (6) present in the Beles sub-basin. The 
low correlation between the observed and the estimated rainfall in some months might be due to 
high spatial and inter-annual variability of precipitation in the study region (Viste et al., 2013).  
Based on the total score of performance indicators, (i.e. Kendall correlation, RMSE and 
MAPE) for the candidate approaches for filling gaps in daily temperature and rainfall, CCW was 
selected for this study (Table 3.5).  Teegavarapu and Chandramouli (2005) also reported that the 
CCW method performs better than other traditional gap-filling methods they considered. 
The comparability of the approaches based on Kendall’s rank correlation for the rainfall 
and minimum and maximum temperatures for most of the target stations might be due to the 
fact that the selection of neighboring stations was based on correlation between stations. As the 
success of IDWM is based on correlation between stations rather than mere distance between 
target and neighboring stations (Teegavarapu and Chandramouli, 2005), its performance is lower 
than that of CCW and MNRM for rainfall and temperatures. 
Gap filling and homogenization of climatological datasets 
31 
 
Filling in missing data in the existing literature using weather generators is suitable for 
short gaps; however, the missingness percentage of target stations in the study area has longer 
gaps. As a result, the climate variability may not be captured if gap filling is performed using 
weather generators. For studies using linear regression for gap filling (Table 3.2), the missing 
rainfall in the study region did not satisfy the basic assumption of the linear regression: that the 
data should be normally distributed and no or little multicollinearity exists. Therefore, applying 
traditional gap-filling methods for rainfall and precipitation in the present study is reasonable 
when the correlation between stations is measured using Kendall correlation and Euclidean 
distance. 
Long-term, serially complete climate time series are critical in many meteorological and 
hydrological research applications, including understanding climate variability and trends, 
planning and management across a range of societal activities, development of appropriate 
policies to enhance food security and natural resource management, and weather index insurance 
applications. In addition, serially completed minimum temperature is vital because minimum 
temperature is a major limiting factor in controlling malaria transmission in the highland plateau 
region (Abeku et al., 2003), as is rainfall in the semi-arid regions (Dinku et al., 2014). Hence, the 
present serially completed, quality-controlled rainfall and temperature dataset in and around the 
Tana and Beles sub-basins could be used for the aforementioned purposes. 
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Table 3.4. Performance indicators for daily rainfall and maximum and minimum temperatures at Bahir Dar station (only main 
rainy season is shown as a sample) 
Month Performance indicators 
Used methods for rainfall Used methods  for maximum temperature 
Used methods for minimum 
temperature 
CCW IDWM MNRM NRM CCW IDWM MNRM CCW IDWM MNRM 
Jun RMSE 9.9 11.3 10.2 9.8 1.1 1.2 1.1 1.2 1.3 1.2 
MAPE 38.80 45.80 41.71 37.88 3.2 3.4 3.2 6.8 7.5 6.6 
Kendall tau 0.6 0.4 0.57 0.61 0.68 0.76 0.79 0.36 0.30 0.35 
p-value <= 0.000 0.000 0.000 0.000 0.0000 0.0000 0.0000 0.0001 0.002305  0.0002 
Jul RMSE 12.4 12.8 12.4 12.5 0.9 0.9 0.9 0.8 0.8 0.8 
MAPE 33.95 37.83 33.84 35.21 2.9 3.0 2.9 4.7 4.7 4.6 
Kendall tau 0.5 0.45 0.51 0.5 0.80 0.78 0.80 0.37 0.37 0.36 
p-value <= 0.000 0.000 0.000 0.000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
Aug RMSE 13.3 13.9 13.4 13.5 0.9 0.9 0.9 0.7 0.7 0.7 
MAPE 33.13 39.28 33.79 36.12 3.0 3.1 3.0 3.7 3.7 3.8 
Kendall tau 0.52 0.46 0.5 0.5 0.76 0.74 0.76 0.42 0.43 0.39 
p-value <= 0.000 0.000 0.000 0.000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
Sep RMSE 9.4 9.4 9.3 9.5 0.9 1.0 0.9 0.8 0.8 0.8 
MAPE 37.72 38.56 36.02 39.33 2.8 2.9 2.8 4.5 4.9 4.4 
Kendall tau 0.42 0.41 0.44 0.39 0.72 0.68 0.71 0.50 0.40 0.54 
p-value <= 0.000 0.000 0.000 0.000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 
 
Values in bold are statistically significant at 5% level. RMSE = root mean sum error square, MAPE = mean absolute percentage 
error. CCW = coefficient of correlation weighting method, IDWM = inverse distance weighting method, MNRM = modified 
normal ratio method, NRM = normal ratio method. 
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Table 3.5. Total score over the year for rainfall, maximum and minimum temperatures. 
Target  stations Performance 
indicators Used methods for rainfall 
Used methods for maximum 
temperature 
Used methods for  minimum 
temperature 
CCW IDWM MNRM NRM CCW IDWM MNRM CCW IDWM MNRM 
Ayikel Kendall's tau 20 33 23 21 19 25 27 19 15 18 
Bahir Dar Kendall's tau 24 39 30 27 22 33 16 20 24 24 
Bulen Kendall's tau 25 33 18 39 17 23 20 20 23 26 
Chagni Kendall's tau 20 42 31 25 22 17 15 23 18 19 
Debre Tabor Kendall's tau 23 41 25 31 20 33 18 25 27 19 
Gondar Kendall's tau 24 36 29 31 19 30 21 18 30 23 
Ayikel RMSE 17 30 21 21 18 25 28 16 16 22 
Bahir Dar RMSE 24 39 30 27 17 34 20 22 25 18 
Bulen RMSE 22 32 15 41 17 23 19 22 25 24 
Chagni RMSE 19 42 28 24 22 17 15 23 18 19 
Debre Tabor RMSE 23 38 28 30 18 36 17 19 30 22 
Gondar RMSE 26 33 29 32 18 34 19 18 29 25 
Ayikel MAPE 30 35 25 28 22 24 26 18 17 19 
Bahir Dar MAPE 29 34 26 31 22 36 14 23 27 16 
Bulen MAPE 26 34 25 35 17 24 19 21 28 23 
Chagni MAPE 28 31 31 30 20 16 18 23 11 26 
Debre Tabor MAPE 28 38 29 25 21 34 17 20 29 23 
Gondar MAPE 27 38 29 26 20 33 19 17 29 26 
Total score 
  
  
  
Kendall's tau 136 224 156 174 119 161 117 125 137 129 
RMSE 131 214 151 175 110 169 118 120 143 130 
MAPE 168 210 165 175 122 167 113 122 141 133 
Kendall tau, RMSE  
& MAPE 
435 648 472 524 351 497 348 367 421 392 
RMSE = root mean sum error square, MAPE = mean absolute percentage error. CCW = coefficient of correlation weighting 
method, IDWM = inverse distance weighting method, MNRM = modified normal ratio method, NRM = normal ratio method.
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3.3.2. Homogeneity 
3.3.2.1 Inhomogeneity in seasonal precipitation and mean maximum and mean 
minimum temperatures 
In the seasonal scale, inhomogeneities were detected in the Ayikel, Bulen and Gondar rainfall 
data series, and thus adjustments were necessary for all the series except for rainfall at Bahir 
Dar, Chagni and Debre Tabor. During the main rainy season (summer) in the study area, only 
Bulen station showed a break in the year 1982. In spring, the small rainy season, Ayikel station 
showed an adjustment factor of a 1.33 increase in the year 1992 (i.e. adding 33% from 1980 to 
1992 rainfall). Winter is not considered as a rainy season in the study region. The shifts in 
rainfall in the winter season are due to sporadic rainfall and, therefore, any detected 
inhomogeneities in winter rainfall series were not corrected.  
Inhomogeneities in seasonal mean maximum temperature are revealed in all stations 
except Ayikel, Chagni and Gondar (Table 3.7). In particular, winter maximum temperatures 
manifest the highest number of breaks, followed by spring and autumn. The summer 
maximum temperature shows fewer breaks than the other seasons. The number of breaks 
recorded for maximum temperature per season is 25 (winter), 8 (spring), 3 (summer) and 8 
(autumn). Positive inhomogeneity in Tmax and Tmin indicates that the homogenized data 
series is lower than original data series, whereas negative inhomogeneity indicates that the 
homogenized data series is higher than that of the original one. The magnitude of high 
seasonal inhomogeneity for Tmax ranges from −1.0°C to 2.1°C.   
Table 3.8 illustrates the inhomogeneity in mean seasonal minimum temperature in all 
seasons, except at Ayikel, which shows inhomogeneity only in the winter and autumn 
seasons. The number of breaks recorded per season is 23 (spring), 20 (autumn) and 19 (both 
winter and summer). The magnitude of high seasonal inhomogeneity for Tmin range from 
−4.0°C to 1.4°C at Chagni, and from −2.7°C to 1.6°C at Bulen.  
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Table 3.6. Range of Kendall rank correlation between estimate and measured climatic data. 
All the values are statistically significant at p-value < 0.0001. 
Target station Rainfall Maximum temperature Minimum temperature  
Ayikel 0.29 - 0.69 0.5 - 0.84 0.40 - 0.67 
Bahir dar 0.30 - 0.91 0.58 - 0.87 0.30 - 0.75 
Bulen 0.26 - 0.73 0.31 - 0.92 0.28 - 0.77 
Chagni 0.28 - 0.68 0.65 - 0.90 0.34 - 0.87 
Debre Tabor 0.33 - 0.70 0.41 - 0.88 0.33 - 0.75 
Gondar 0.28 - 0.68 0.32 - 0.73 0.31 - 0.79 
3.3.2.2 Inhomogeneity in annual precipitation and mean maximum and minimum 
temperatures 
Ayikel, Bulen and Gondar stations have inhomogeneities in total annual rainfall series from 
1980 to 2013 (Table 3.9). These stations also show inhomogeneities in seasonal rainfall series. 
Three of the breaks resulted in an adjustment of the annual precipitation time series by a 
factor of more than 1.0. An adjustment factor of more than 1.0 indicates that the original series 
is overestimated, and vice versa. The remaining break resulted in an adjustment of the annual 
precipitation series by a factor of 0.98. The years where the breakpoints exist are 1982 and 
1996 (Ayikel), 1992 (Bulen) and 1997 (Gondar). It is worth mentioning that winter rainfall 
inhomogeneity did not contribute to annual inhomogeneity. For instance, inhomogeneity at 
Bulen station in the year 1993 did not contribute to annual inhomogeneity. On the other hand, 
autumn rainfall inhomogeneity contributed to annual inhomogeneity because September is 
one of the rainy months in the study region. Homogenization of rainfall taking into account 
neighboring stations with percentage of missing records of less than 20 and relatively long 
records (e.g. the stations numbered 2, 10, 13, 18, 29, 30, 31, 32, 35, and 38 in Table 3) was used 
for annual rainfall in order to see if more inhomogeneities could be detected. This showed 
that no additional inhomogeneities were detectable using additional stations (results not 
shown). Double mass analysis did, however, detect a higher number of breaks for annual 
precipitation than MASH did. All stations, except Bulen, showed two breaks (results not 
shown). Bulen station showed three breaks in the years 1988, 1999 and 2007.  
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For annual mean maximum and minimum temperatures, all the stations showed more 
than four breaks in the period from 1980 to 2013. Adjustment factors of equal value but 
opposite sign in two consecutive years are considered as an outlier rather than a break point 
(Freitas et al., 2013) (results not shown). In the year 2004, three stations (Bahir Dar, Bulen and 
Gondar) showed concurrent breaks in annual mean maximum temperature (Fig. 3.4). The 
years 1986, 1987, 1989, 1991, 1993, 1995, 1997 and 2005 indicate two concurrent breaks. The 
period from 1997 to 2004 had no breaks observed in any of the stations. The magnitude of 
high annual inhomogeneity for Tmax and Tmin ranges from −1.25°C to 1.13°C and from −0.60°C 
to 0.63°C, respectively. The 90% inhomogeneities range from −0.5°C to 0.5°C; but projected 
mean temperature increases based on the Coupled Model Intercomparison Project Phase 5 
(CMIP5) ensemble for the continent (Niang et al., 2014) is higher than the magnitude of 
inhomogeneities in the current study. 
The values of inhomogeneity less than −1°C and greater than 1°C for mean annual 
minimum temperature have one break each. Two breaks have an inhomogeneity value range 
of −0.5°C to −1.0°C; 23 breaks have inhomogeneity of 0°C to −0.5°C; and the remaining 25 breaks 
show inhomogeneity between 0°C and 0.5°C. The majority of the inhomogeneity magnitude 
ranges from −0.5°C to 0.5°C. In year 2000, four stations (Bahir Dar, Bulen, Chagni and Gondar 
stations show concurrent breaks in annual mean minimum temperature (Fig. 3.5). Only the 
period from 1993 to 1995 had no breaks observed at any of the stations. It is worth mentioning 
that the total number of breaks for minimum temperature is higher than that for maximum 
temperature, which is in agreement with the spatial coherence. We speculate that change in 
observation practices might be one of the reasons for the detected inhomogeneity in the 
study area. However, no station history was documented to confirm when and how the 
observation practices were changed. Existence of a systematic coincidence between the year 
of shift and El Niño, La Niña or normal years were checked. The detection of inhomogeneities 
in mean maximum and minimum temperatures in El Niño, La Niña or normal years indicated 
that there is no systematic coincidence between the year of shift and major climate events 
(Fig. 3.6). Since considering inhomogeneous data for studies related to climate change might 
bias the results, the identified inhomogeneities are adjusted. 
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Fig. 3.4. Breakpoints per station for annual mean maximum temperatures 
 
Fig. 3.5. Breakpoints per station for annual mean minimum temperatures 
 
Fig. 3.6. El Niño, La Niña and normal years in Ethiopia (adopted from Viste et al. 2013). 
 
3.3.3. Verification of the homogenization 
Test statistics for series inhomogeneity were also compared with critical values in order to 
verify homogenization. In this study, the critical value is 20.57 at a significance level of 0.05. 
For Gondar station, the homogenization statistic for the minimum temperature was 
statistically significant. As for the remaining stations, the homogenization results for both the 
Ayikel Bahir Dar Bulen Chagni Debre Tabor Gondar
Ayikel Bahir Dar Bulen Chagni Debre Tabor Gondar
El Niño Year La Niña Year Normal year
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minimum and maximum temperatures were statistically insignificant. However, the test 
statistic after homogenization (TSa) is much less than that before homogenization (TSb) for 
Tmax and Tmin (Table 3.10). In addition, the relative modification is in accord with the relative 
change of the test statistics (TSb−TSa)/TSb for most of the target stations; hence, the 
homogenization for maximum and minimum temperatures is acceptable. Though annual 
statistics are presented here, all of them were also produced automatically on the monthly 
and seasonal scales altogether. 
For rainfall, TSb is not high except for Gondar station (Table 3.11). The relative 
modification and the relative change in the test statistics are in line. TSa is improved for the 
three stations compared to TSb. Bahir Dar, Chagni and Debre Tabor stations are considered as 
homogenous in MASH. 
 
Gap filling and homogenization of climatological datasets 
39 
 
Table 3.7. Year of shifts and adjustment factors (original minus homogenized) for seasonal maximum temperature (°C)  
Station 
name 
Winter  Spring Summer Autumn 
Ayikel - 1997:  0.25                                                                                                                                        - -
Bahir Dar 1993: −0.15/   1995: −0.29/   2004: −0.30/   
2005: −0.35/   2009:  1.20/                                                                                                  
2004: −0.25/   2005: −0.57/   
2009:  0.83/                                                                                                          
2009:  0.22/                        2009:  0.26/                                     
Bulen 1985: −0.19/   1986: −0.25/   1987:  0.35/                                                                                                                                           1987: 0.56/   2005: 0.23/                                        1989: 0.14/                                                               2006: −0.17/                                                                           
Chagni 1987:  0.40/   1990:  0.08/   1991: −0.89/   
2012:  0.69/                                                                                                                 
 - - 
Debre 
Tabor 
1982:  0.22/   1983:  0.30/   1986: −0.26/   
1988: −1.03/   1997: −0.14/   2006:  0.71/   
2008:  0.20/   2010: −0.98/                                                                                                  
1984:  0.54/   1988: −0.58/            
 
1982: −0.54/                                                                                                                 1983: −0.36/ 1986: −0.16/  
2006:  0.41/   2008:  0.78/   
2010: −1.41/                                                                                                                 
Gondar 1989: −0.17/   1991: −0.19/   1993: −0.14/   
1995: −0.11/   2004:  2.11/                                                                                                  
   1993: −0.13/                                                                                                                                                  
 
Table 3.8. Year of shifts and adjustment factors (original minus homogenized) for seasonal minimum temperature (°C )  
Station 
name 
Winter Spring Summer Autumn 
Ayikel 1989:  0.18/ - - 2006: −0.18 
Bahir Dar 2004:  0.33/   2005:  0.65/ 1992: −0.28/   2005:  1.17/ 1989: −0.14/   2000:  0.52/   
2001: −0.70/   2005:  0.18/   
2007:  0.34/ 
1990: −0.19/   1991: −0.34/   
2005:  0.12/ 
Bulen 1983:  0.42/   1984:  0.48/   
1986: −0.40/   1987: −0.61/ 
1984:  1.48/   1985: −1.23/   1986: 
−0.24/   1987: −0.36/   2000: −0.21 
1984:  1.56/   1985:  1.14/   
1986: −2.66/ 
1984:  1.01/   1985:  0.51/   
1986: −1.70/ 
Chagni 1990:  0.42/   1997: −0.27/   
1998: −0.40/   2006:  0.98/   
2007:  1.09/   2012:  0.83/ 
1983:  0.40/   1990: −0.62/   1997: 
−0.23/   1999:  0.63/   2000:  0.26/   
2006: −4.02/   2012:  0.53/ 
1984: −1.19/   1985:  1.44/   
1987:  0.43/   1988:  0.35/   
1990: −0.92/ 
2006:  0.70/ 
Debre Tabor 1983:  0.56/   1986:  0.51/   
1989:  0.49/ 
1983:  0.37/   1985:  0.53/   2009:  
1.49/   2010: −0.60/   2011: −0.59/ 
1983: −0.33/   1986: −0.32/   
1987: −0.25/   2010:  0.18/ 
1980: −0.61/   1981: −0.29/   
1985:  0.44/   1988:  0.37/   
2001:  0.14/ 
Gondar 1990: −0.32/ 1984: −0.28/   1986:  0.39/   1991: 
−0.24/   2000: −0.55/ 
1984:  0.44/   1990: −0.96/ 1984:  0.10/   1986:  0.54/   
1990: −1.04/   1996:  0.26/   
2009: −0.10/ 
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3.3.4. Impact of homogenization on the rainfall and temperature series 
This section presents the results of two indices (standard deviation and interquartile range) 
for homogenization impact on the time series. In general, the standard deviations calculated 
for the homogenized data were much lower than that of the original data on annual rainfall, 
maximum temperature and minimum temperature. Standard deviation in the original rainfall 
data varied from 213 to 268 mm compared to 124 to 260 mm for the homogenized rainfall. The 
values of standard deviations in the original Tmin series varied from 0.1 to 0.7°C, while the 
range of standard deviations in the homogenized series varied from 0.1 to 0.5°C. Similarly, the 
standard deviations in the original and homogenized Tmax series varied from 0.1 to 0.7°C and 
from 0.1 to 0.5°C, respectively. The present findings agree with those of Mamara et al. (2013), 
who reported reduced standard deviation after homogenization compared to original series 
in Greek temperature series using MASH. However, using the F-test, homogenization resulted 
in a statistically significant reduction in standard deviation (p < 0.05) for annual rainfall only at 
Ayikel station, and for annual minimum temperature at Bulen and Debre Tabor stations. The 
reduction in standard deviation due to homogenization of annual maximum temperature was 
not statistically significant for all stations (p > 0.05). 
Box plots of total annual rainfall, mean maximum temperature and minimum 
temperature series for the target stations from 1980–2013, before and after homogenization, 
are shown in Fig. 3.7 to Fig. 3.9 respectively. The interquartile range (the box spans the first 
quartile to the third quartile) calculated for homogenized data was lower than that for the 
original total annual rainfall and mean maximum and minimum temperatures. It can thus be 
concluded that homogenization reduced the variability of rainfall and temperatures for most 
of the stations considered.   
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Fig. 3.7. Box plot of annual rainfall before and after homogenization. The dots depict minimum 
and maximum rainfall. The box spans 1st quartile to 3rd quartile (interquartile range). The mean 
is displayed with a red +, and a middle line corresponds to the median. H stands for homogenized 
and O stands for original data series. 
 
Fig. 3.8. Box plot of mean annual maximum temperature before and after homogenization. 
The dots depict minimum and maximum temperatures. The box spans 1st quartile to 3rd 
quartile (interquartile range). The mean is displayed with a red +, and a middle line 
corresponds to the median. H stands for homogenized and O stands for original data series. 
 
 
Fig. 3.9. Box plot of mean annual minimum temperature before and after homogenization. 
The dots depicts minimum and maximum rainfall. The box spans 1st quartile to 3rd quartile 
(interquartile range). The mean is displayed with a red +, and a middle line corresponds to the 
median. H stands for homogenized and O stands for original data series. 
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Table 3.9. Year of shifts and adjustment factors for annual mean minimum temperature, maximum temperature and total 
rainfall 
Station name Year Rainfall 
(mm) 
Year Tmax (°C )  Year Tmin (°C) 
Ayikel 1992:  1.05/   
1996: 1.05/                                       
1997:  0.06/                                                                   1989:  0.05/   2006: -0.05/                                                                                                                                                                                               
Bahir Dar - 1993: −0.04/   1995: −0.07/   2004: −0.14/   
2005: −0.23/   2009:  0.63/                                                                                                  
1989: -0.03/  1990: -0.05/   1991: -0.08/   1992: -0.07/   2000:  
0.20/ 2001: -0.25/   2004: 0.09/ 2005:  0.53/   2006:  0.06/   
2007:  0.08/                                                                                                                 
Bulen 1982:  1.04/                       1985: −0.04/   1986: −0.07/   1987:  0.23/   
1989:  0.03/   2005:  0.06/    2006: −0.04/                                                                                     
1983:  0.11/   1984:  1.13/   1985:  0.10/   1986: −1.25/   1987: 
−0.24/                                                               
Chagni - 1987:  0.10/   1990:  0.02/   1991: −0.22/   
2012:  0.17/                                                                                                                 
1983:  0.10/   1984: −0.29/   1985:  0.36/   1987:  0.10/   1988:  
0.09/ 1990: −0.28/ 1997: −0.12/   1998: −0.10/   1999:  0.15/   
2000:  0.12/   2003: −0.07/   2006: −0.70/    
2007:  0.27/   2012:  0.34/                                                                                                                                                                                          
Debre Tabor - 1982: −0.08/   1983: −0.02/   1984:  0.13/   
1986: −0.10/   1988: −0.40/   1997:−0.04/   
2006:  0.28/   2008:  0.25/   2010: −0.60/                                                                                   
1980: −0.15/   1981: −0.07/   1983:  0.15/   1985:  0.24/   1988:  
0.09/   1989:  0.12/      2001:  0.04/   2004: −0.04/   2009:  0.41/    
2010: −0.10/    2011: −0.15/                                                                            
Gondar 1997:  0.98/                                                                                                         1989: −0.04/ 1991: −0.05/ 1993: −0.07/
1995: −0.03/   2011: −0.10/                                                          
1984: 0.07/   1986:  0.23/   1990: −0.58/   1991: −0.06/   1996:  
0.06/    2000: −0.13/   2009: −0.03/                                                                                         
The 5-year moving averages of the annual and seasonal series were analyzed before and after homogenization. Results for 
annual and representative seasonal scales are indicated in Fig. 3.10 to 3.12. The annual and short rainy season precipitations 
became lower after homogenization for the station of Ayikel. For the station of Gondar, the annual and main rainy season rainfall 
increased after homogenization. Annual and main rainy season rainfalls increased and decreased, respectively, after 
homogenization at Bulen. As shown in Fig. 3.10, although the main rainy season precipitation contributes around 80% of the annual 
rainfall, the influence of homogenization on the main rainy season precipitation is less compared to that for the small rainy season 
for the three inhomogeneous stations (Ayikel, Bulen and Gondar). The effect of homogenization on Tmax value is 
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different on annual and seasonal scales. As indicated in Fig. 3.11, the increase of Tmax due to 
homogenization for the annual Tmax is consistent with that for the dry period at Chagni and 
Gondar. On the other hand, the annual Tmax at Ayikel and Bulen stations decreased to levels 
similar to that found for the small rainy season due to homogenization. As for the main rainy 
season, only at Bulen station was the pattern of the original time series of Tmax is similar to 
that of annual Tmax after homogenization. The main rainy season Tmax for the rest of the 
stations before and after homogenization either remained unchanged or was opposite in 
effect to that of annual Tmax (Fig. 3.11). Annual and representative seasonal minimum 
temperatures before and after homogenization are compared in Fig. 3.12. At Ayikel station, 
Tmin remained unchanged due to homogenization in annual and seasonal scales. After 
homogenization, annual and seasonal Tmin showed higher values at Bulen and Gondar 
stations. On the other hand, Tmin at Bahir Dar and Debre Tabor stations showed cooler night-
time air due to homogenization in annual and seasonal scales after homogenization. Chagni 
station indicated increased Tmin for the year as well as for the main and small rainy seasons, 
but decreased values for the dry period after homogenization. 
The impact of homogeneity on the magnitude of the long-term average climate (1980–
2013) was also checked for annual and seasonal mean temperatures (Tmean). The results 
showed that the long-term average annual Tmean after homogenization decreased by 0.4°C 
at Bahir Dar, and increased by 0.1°C, 0.2°C and 0.2°C at Bulen, Chagni and Gondar respectively. 
The long-term Tmean remained unchanged after homogenization of the annual and main 
rainy season time series for Ayikel, of the annual time series for Debre Tabor and of the small 
rainy season time series for Bulen. Most of the stations showed increased Tmean by 0.1°C on 
a seasonal scale (Bahir Dar, Gondar and Debre Tabor in the main rainy season, but Ayikel, 
Bulen and Debre Tabor in the dry period). Chagni station showed the highest increase in the 
small rainy season (1.5°C), and the highest decrease in the dry season (0.5°C). Bahir Dar station 
revealed a decreased long-term Tmean for the year (0.4°C), the main rainy season (0.2°C), the 
small rainy season (0.4°C), and the dry period (0.4°C). On the other hand, Gondar station 
manifested increased long-term Tmean on annual and seasonal scales (ranging from 0.1°C to 
0.3°C). The long-term average Tmean for the main rainy season increased by 0.2°C at Chagni. 
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Bulen, Debre Tabor and Gondar stations showed increased long-term Tmean in the main rainy 
season after homogenization by 0.1°C each. It could thus be concluded that the results 
emerging from hydroclimatic studies considering these inhomogeneous stations without 
correction may be biased by the aforementioned magnitudes. The arithmetic average of the 
Tmean for all stations after homogenization remained unchanged for the annual and main 
rainy season. On the other hand, this average increased for the small rainy season by 0.2°C, 
and decreased for the dry period by 0.1°C. Though rainfall, Tmax and Tmin were homogenized, 
the detected breaks were not cross-checked by metadata because suchdata were not 
available for the study region. 
Table 3.10. Average test statistics results for annual mean maximum and minimum 
temperatures 
Stations Ayikel Bahir Dar Bulen Chagni Debre Tabor Gondar 
Maximum Temperature       
TSa 63.0 48.6 34.2 30.3 25.0 27.5 
TSb 110.0 134.3 88.4 31.0 30.7 86.6 
Relative modification (%)˟ 0.42 0.47 0.23 0.17 0.49 0.49 
(TSb-TSa)/TSb 0.43 0.64 0.61 0.02 0.19 0.68 
Minimum Temperature       
TSa 30.7 33.2 52.2 28.0 38.4 19.6 
TSb 42.6 162.6 151.4 54.4 185.0 95.3 
Relative modification (%)˟ 0.38 0.77 0.62 0.96 0.66 0.52 
(TSb-TSa)/TSb 0.28 0.80 0.66 0.49 0.79 0.79 
˟The relative modification is the ratio of the root mean square error (RMSE) of the 
inhomogeneity series to the standard deviation of the original series. Bold value is statistically 
significant. TSa = test statistics after homogenization, TSb = test statistics before homogenization. 
 
Table 3.11. Average test statistics results for annual rainfall 
Stations Ayikel Bulen Gondar 
TSa 8.82 6.49 49.89 
TSb 9.81 8.04 60.83 
Relative modification (%) 0.06 0.19 0.39 
(TSb-TSa)/TSb 0.11 0.24 0.22 
Values in bold are statistically significant. 
TSa = test statistics after homogenization, TSb = test statistics before homogenization. 
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Fig. 3.10. Different adjustments in precipitation series for the period 1980-2013. Dark line: 5-year moving average for original series; 
grey line: homogenized data series. JJAS (June, July, August, September); MAM (March, April, May); ONDJF (October, November, 
December, January, February).  
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Fig. 3.11. Annual and seasonal maximum temperature records before and after homogenization. Dark line: 5-year moving average 
for original; grey line: homogenized data series. JJAS (June, July, August, September); MAM (March, April, May); ONDJF (October, 
November, December, January, February).  
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Fig. 3.11 (Continued)  
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Fig. 3.12. Annual and seasonal mean minimum temperatures before and after homogenization. Dark line: 5-year moving average 
for original; grey line: homogenized data series. JJAS (June, July, August, September); MAM (March, April, May); ONDJF 
(October, November, December, January, February). 
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Fig. 3.12 (Continued)  
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3.4. Conclusions 
Using data for the period 1980–2013 for six weather stations, gap filling and MASH 
homogenization techniques were applied in time series of daily, seasonal and annual rainfall 
as well as minimum and maximum temperatures. This study showed that correlation between 
stations for maximum temperature was higher than that for minimum temperature and 
rainfall. Minimum temperature showed the lowest correlation between stations. By filling in 
the missing data, the completeness of daily minimum and maximum temperatures and 
precipitation data of the six target stations within and around Tana and Beles sub-basins for 
the period 1980–2013 was maintained. The results indicated that traditional CCW performs 
better than the other candidate methods for rainfall and for minimum and maximum 
temperatures.  
Rainfall series for Bahir Dar, Chagni and Debre Tabor were found to be homogeneous, 
and so inhomogeneity correction was not applied. Ayikel and Bulen stations showed an 
adjustment factor (ratio of original to homogenized) of more than 1.0, while Gondar station 
indicated an adjustment factor less than 1.0 for annual rainfall. All stations revealed 
inhomogeneity in mean annual maximum temperature series ranging from −1.25°C to 1.13°C, 
and from −0.60°C to 0.63°C for minimum temperature. The majority of the maximum and 
minimum temperatures inhomogeneity (90%) encompasses between −0.5°C and 0.5°C. Thus, 
previous studies which applied the non-homogenized data are expected to have comprised 
biased inputs in the magnitude of the aforementioned inhomogeneities. 
Standard deviations after homogenization for all stations and time series considered 
were lower than those for the original ones, even though not all of them are statistically 
significant (p > 0.05). It can therefore be concluded that homogenization corrects the 
overestimation of variability of the climatic elements under consideration. In addition to 
standard deviation, the 5-year moving averages of the records for every station indicated that 
there is an appreciable deviation between the values before and after homogenization. The 
correlation between stations for minimum temperature was less than that for maximum 
temperature and rainfall, and, hence, a larger number of breaks existed in the minimum 
temperature series than in the others.  
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At the station level, bias in the long-term average mean temperature due to 
inhomogeneity seemed small on the annual scale, but the deviations were large on the 
seasonal scale, and can have a significant effect on hydroclimatic studies. Since the magnitude 
of bias due to inhomogeneity in climate time series varies for different scales, homogenization 
at coarse temporal resolution might hide inhomogeneity at higher temporal resolutions.  
The data provided by the National Meteorological Agency (NMA) suffer from many 
drawbacks similar to data from other areas of the tropics, including the number and 
distribution of stations, data quality, and missing observations (Dinku et al., 2014; Conway et 
al., 2004). In particular, stations with long years of records are very few in the study region. 
For example, only six meteorological stations have long records from 1980 to 2013 covering 
the Tana-Beles Basin, an area of around 28,656 km2, of which Lake Tana covers around 3,000 
km2.  
Even though past hydroclimate-related studies in the region did not mention 
inhomogeneities in climate time series, it should be emphasized that robust and reliable 
hydroclimate studies require long-term, serially completed and homogeneous time series. 
Thus serially complete, quality-controlled and homogenized climatic datasets of the present 
study can be used for climate-change and hydrological studies of this region. 
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4. Revisiting trend analysis of hydroclimatic data in the Upper Blue Nile 
basin based on homogenized data2 
Abstract  
The headwater region of the upper Blue Nile is the main source of Nile water for the three 
countries, namely Ethiopia, Sudan and Egypt. This study investigated the trend analysis for 
gap-filled and homogenized meteorological data (1980−2010) and original hydrological data 
(varying record lengths). Using the non-parametric Mann-Kendall test, the influence of 
significant autocorrelation on the trend was removed. Sen’s slope method was used to 
determine the magnitude of trends. The tests were applied to mean annual, seasonal and 
monthly streamflow, minimum and maximum temperatures, mean temperature, diurnal 
temperature range (DTR) and total precipitation as well as seasonal and annual extreme 
climate indices. Consistent with the precipitation, the trends in streamflow significantly 
increased in seasonal and annual scales. In general, the climate in the study region has become 
wetter and warmer. For extreme temperature, the hot tails of the daily temperature 
distribution are changing faster than the cold tails. Accordingly, the DTR exhibited a 
consistent increasing trend across the stations. The rainfall indices showed an increase in 
maximum 1−day precipitation amount, maximum 5−day precipitation amount, number of 
heavy precipitation days, annual total rainfall, and extremely wet days. The study has 
important implications for an effective management of water resources and climate risk 
management in the riparian countries, particularly given that hydropower and irrigation 
schemes are recently established. As trend magnitude for the homogenized series is different 
than that of the original series, results from previous studies on hydroclimate or water 
resources in the region should be revisited. 
4.1 Introduction 
Climate change is a global issue but its impacts often vary from region to region. The 
impacts of climate variability can be assessed by analyzing trends in major climatic variables 
                                                           
2This chapter is based on Woldesenbet TA, Elagib NA, Ribbe L, Heinrich J. 2017. Revisiting trend analysis 
of hydroclimatic data in the Upper Blue Nile basin based on homogenized data. Global and Planetary 
Change. (Reviewers Invited) 
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such as temperature and precipitation. According to the latest IPCC (IPCC, 2014) assessment 
report, combined land and ocean mean global average surface temperature experienced an 
increase of between 0.65°C and 1.06°C over the period 1880 to 2012, land surface temperature 
increased by 0.5°C or more in Africa during the last 50−100 years, and increasing/decreasing 
trends in rainfall were observed in different regions in Africa although there is lack of sufficient 
observational data to draw conclusions. Warming temperature and changes in rainfall as a 
result of changing climate have a serious effect on water resources and surface energy 
budgets (Vincent et al. 2007; EEA, 2007; WWDR3, 2009).  
Climate change is directly linked to temperature and precipitation. A large number of 
studies have been undertaken globally and regionally in order to assess trends for mean 
temperatures and total rainfall (e.g., Gocic and Trajikovic (2013), Tabari and Talaee (2011), Fan 
and Wang (2011), Wang et al. (2012), Khattak et al. (2011), Nalley et al. (2013), Almazouri et al. 
(2012), Miller and Piechota, 2008, Brunetti et al. (2006), Tabari et al. (2011), Martinez et al. 
(2012), and Karlsson et al. (2014)).  Most of the above studies have found positive trends in 
temperature indices and mixed trends for precipitation. 
Not only issues on changes in mean values but also changes in extreme values of 
temperature and rainfall are vital for implementing climate change adaptation and mitigation 
measures. Past global climate change studies using historical temperature and precipitation 
data focused mainly on changes in mean values. However, climate extremes and their impacts 
have also gained attention by many investigators (e.g. Karl et al. 1993; 1995; Easterling et al. 
1997; IPCC, 2012) because extreme events might cause property damage, loss of life and 
threatening the existence of society. One of the effects of global warming might be an 
increase not only in the mean climate but also in climate extremes (Aguilar et al. 2009; Zhang 
et al. 2000; Peterson et al. 2002; Griffiths et al. 2005; Zhang et al. 2005; Alexander et al. 2006). 
Extreme events emanate changes in natural and human system much more than average 
climate (Parmesan et al. 2000; IPCC 2007; Peterson et al. 2008). Studies of climate extremes 
are also useful for the validation of climate model results and thus increasing confidence in 
projection of future climate (Kruger, 2006). As changes in extreme rainfall (high and low) 
amounts will have considerable effects on food, energy and water security (WMO, 2009; 
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Degefu and Bewket, 2014), study on the variability and trends of the regional and local-scale 
precipitation amounts and extreme events is very important for the assessment of 
hydrological consequences, such as flooding and droughts in the context of climate change. 
Investigation of extreme temperature (fall below or above specific threshold) change in the 
Blue Nile is crucial, as it can negatively impact crop productivity at critical times during 
development, even though the magnitude of impact varies among species (Collins, 2011; 
Hatfield and Prueger, 2015).  
Intergovernmental Panel on Climate Change Special Report on Extremes (SREX) IPCC 
(2012) provided the most comprehensive global review and assessment on the relation 
between climate extremes, their impacts, and the strategies to manage associated threats. 
However, among others, availability of long-term and high quality climate time series hampers 
analysis on climate extremes especially climate data sparse regions like Horn of Africa. Some 
near-global analysis of changing climate extremes (Alexander et al. 2006; Donat et al. 2013a) 
reported widespread and significant warming trends related to temperature extremes. They 
also reported that the changes in precipitation extremes were spatially more complex.  Some 
regional studies were also undertaken for the understanding of climate extremes (e.g. 
Easterling et al. 2003; Caesar et al. 2011; Keggenhoff et al. 2014; Shresta et al. 2016). Recent 
studies in Africa, when analyzing changing in climate extremes indices (New et al. 2006; 
Alexander et al. 2006; Aguilar et al. 2009; Collins, 2011; Chaney et al. 2014; Omondi et al. 2014) 
reported that increases in warm extremes and decreases in cold extremes. They also reported 
that some significant increase and decrease in rainfall amount and increase in heavy 
precipitation.  
Yet quantifiable information describing how weather and climate extremes are changing 
using homogenized climate data over the upper Blue Nile basin, Ethiopia has, until now, been 
very limited. In this paper we attempt to detect trends in precipitation, streamflow, diurnal 
temperature range, minimum, maximum, and mean temperatures on monthly, seasonal and 
annual scales. These include identification of linear trends using the Mann-Kendall trend test 
modified with the effective sample size method, which considers all significant serial 
correlations; (2) identifying trend magnitude and the slope of the trends using the non-
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parametric Sen’s slope method, (3) analyzing temperature and rainfall trends on extreme 
climate indices defined by the joint World Meteorological organization Commission for 
Climatology (CCL)/Climate Variability and Predictability (CLIVAR) Expert Team for Climate 
Change Detection Monitoring and Indices (ETCCDMI) using rainfall and minimum and 
maximum temperatures data obtained from six meteorological stations across source region 
of Upper Blue Nile Basin, Ethiopia.  
4.4 Literature review for Ethiopia 
In the Blue Nile, Conway (2000) found no long-term trends in annual rainfall in the 
northeastern Ethiopian highlands over the period 1900−1998. Seleshi and Zanke (2004) 
concluded that there was no trend in annual and seasonal rainfall totals and number of rainy 
days over central, northern and northwestern Ethiopia over the period 1965−2002. Regarding 
daily precipitation, Bewket and Conway (2007) found inconsistent patterns/trends in the 
Amhara region in Ethiopia over the period 1961/73−2003. Signiﬁcantly decreasing trends were 
observed in the main rainy season precipitation for the southern part of the Blue Nile basin 
over the period 1960−2002 (Cheung et al., 2008). Annual rainfall over the upper Blue Nile basin 
showed no significant trends from 1970−2005 (Gebremicael et al., 2013).  However, they found 
statistically significant increasing trends of annual stream flow, wet season streamflow, and 
sediment load, while the dry season flow showed a significantly decreasing trend. Tessema et 
al. (2010) also identified increasing trends in the main and small rainy seasons streamflow 
while the dry season flow showed no trend over the period 1963−2003. Viste et al. (2013) 
found a decline in precipitation in southern Ethiopia while the central and northern Ethiopia 
did not manifest the same trends in the main and small rainy seasons during 1972−2011. 
Recently, Tekleab et al. (2013) analyzed trends in precipitation, temperature and stream flow 
in annual, seasonal and monthly bases within the Abay/Upper Blue Nile basin. They reported 
statistically significant increasing or decreasing trends. Furthermore, they reported increasing 
trends in temperature indices whereas precipitation time series did not show any statistically 
significant trends in the examined stations. Mengistu et al. (2014) analyzed the spatial and 
temporal variability along with trends of rainfall and mean maximum and minimum 
temperatures at seasonal and annual time scales over the period 1980−2011 in the Upper Blue 
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Nile river basin, Ethiopia. They found that the minimum temperature significantly increased in 
the northern, central, southern and southeastern parts of the basin in all seasons. On the 
annual scale, the maximum and minimum temperatures significantly increased in over one-
third of the basin; however, the western part of the basin experienced declining trends on 
annual and seasonal timescales. They also indicated statistically insignificant increasing trends 
in the annual rainfall. More recently, Tabari et al. (2015) reported a significant decreasing trend 
at only two locations out of 16 stations in the main rainy season precipitation over the period 
1954−2004.  Presence of complex pattern of trends has been reported in the seasonal and 
annual rainfall over the northcentral parts of Ethiopia for the period 1979−2008 (Ayalew et al., 
2012).  
Findings from the previous studies in Ethiopia indicated that trends in rainfall related 
indices are highly influenced by local climatic conditions. In addition, conclusions drawn from 
previous trend detection studies for the Upper Blue Nile basin as mentioned above are 
contradictory. The reason might be the length of the study period, data homogeneity, 
different definitions of the main rainy season, and differences in trend testing methods. For 
instance, Cheung et al. (2008) used a parametric t-test whereas Mengistu et al. (2014) applied 
F-tests for trend detection. Parametric tests are applicable for normally distributed data which 
is not always the case for hydro-climatic data. On the other hand, some studies that used a 
non-parametric method, such as the Mann-Kendall method, overlooked the effect of serial 
correlation in time series (e.g. Seleshi and Zanke, 2004; Bewket and Conway, 2007; Viste et al., 
2013). In addition, some studies applied the trend-free pre-whitening approach to remove the 
effect of serial correlation on the Mann-Kendall trend test (e.g. Tessema et al., 2010; Tekleab 
et al., 2013). But the trend-free pre-whitening approach removes only the serial correlation at 
the first lag in the time series, while serial correlations in another time lag are ignored. A more 
recent study applied non-parametric trend detection considering all significant serial 
correlations (e.g. Tabari et al., 2015) paid less attention to data homogenization.  
It is generally recognized, however, that only by using homogenized data series can the 
long-term climatic trends be accurately detected (Zahng et al., 2014). Studies should therefore 
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examine and adjust the non-homogeneities before analyzing long-term trends in 
climatological data (Menne and Williams, 2005; Brunetti et al., 2006). 
In Ethiopia, there are also some studies on the variability and trend of extreme rainfall 
events (e.g. Seleshi and Zanke 2004; Seleshi and Camberlin 2006; Bewket and Conway 2007; 
Rosell and Holmer 2007; Kebede and Bewket 2009; Shang et al. 2010; Ayalew et al. 2012). Since 
they differ in their spatial coverage, length of the data record considered and the type of 
indices used for analysis, the aforementioned studies reported complex patterns of trends for 
daily rainfall indices. For instance, Seleshi and Zanke (2004) investigated trends of days with 
rainfall ≥ 1.0 mm for the whole Ethiopia for the period 1962–2002 and found insignificant 
trends in the central and northern parts of the country. For the same period, Seleshi and 
Camberlin (2006) indicated statistically significant decreasing trends for the wet day intensity 
and maximum consecutive 5-day rain during the main rainy and small rainy seasons over the 
eastern, southern and southwestern parts of the country. Bewket and Conway (2007) 
indicated lack of consistent systematic trends in the daily rainfall indices in the Amhara Region 
for the period 1975–2003. Moreover, Shang et al. (2010) analyzed trends of extreme rainfall 
events at Debre Markos in the northwestern highlands of Ethiopia and reported the absence 
of significant trends for the period 1953–2006. Similarly, Rosell and Holmer (2007) reported 
no significant trends in rainy days, rainfall intensity and dry-spell length in south Wello for the 
main and small rainy seasons for the period 1963–2003. Degefu and Bewket (2014) assessed 
variability and trends in rainfall amount and extreme event indices in the Omo-Ghibe river 
basin based on observed records of rainfall from six stations. Their results revealed complex 
patterns of rainfall variability where the basin average annual total rainfall increased 
significantly coupled with absence of systematic patterns of trends in daily rainfall indices.  
Similar to seasonal and annual total rainfall, the existence of complex patterns of daily 
rainfall trends in Ethiopia, as shown by the different studies above, suggests that further local-
scale studies into variability and trend of extreme rainfall events are crucial to understand 
local-scale instance of climate change and, accordingly, design local-specific adaptation 
interventions. 
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4.4 Description of the study area 
The Tana and Beles watersheds comprise the headwater region of the Upper Blue Nile 
(Fig. 4.1). They cover an area of around 15,000 km2 and 13,900 km2 respectively. Lake Tana is 
the largest freshwater body in Ethiopia, and is fed by four tributaries, namely Gilgel Abbay, 
Ribb, Megech and Gummara. The river network of the two watersheds is interconnected 
through a tunnel, which discharges into the Beles river, from Lake Tana to the Tana–Beles 
hydropower station. The variation of rainfall and temperature with altitude partly dictates the 
presence of certain vegetation cover, and areas suitable for certain type of crops. 
 
Fig. 4.1. Hydro-meteorological stations. 
The climate of the study area is characterized by tropical climate and dominated by its high 
altitude. It is also governed by the movement of the Inter-Tropical Convergent Zone (ITCZ) 
(Conway, 2000). Based on the rainfall, there are three seasons in the study area. Kiremt is the 
main rainy season, which refers to the months June to September; Belg is a small rainy season 
that lasts from March to May; and Bega is the dry season, which lasts from October to 
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February (NMA, 1996). Rain-fed agriculture is the main source of food production in the Tana 
and Beles sub-basins. As a result, crop production is particularly concentrated in the main rainy 
season. During drought years, low crop yield or total crop failure is common due to a decrease 
in soil moisture. More recently, the government of Ethiopia has implemented small-scale 
irrigation schemes and watershed management projects in the study area. The land use/cover 
classes in the Tana sub-basin include cultivation, woody shrub, forest and eucalyptus, 
grassland, water, seasonal wetland, and bare land (Woldesenbet et al. 2016a). On the other 
hand, the LULC classes in the Beles sub-basin include cultivation, forest, woodland, savannah 
and grassland (Woldesenbet et al. 2016a). 
4.4 Data and Methodology 
4. 4.1 Data 
Daily precipitation and temperature data for six target stations over the period 1980−2013 
were obtained from the Ethiopian National Meteorological Services Agency (Table 1). Stream 
flow data sets, based on manual water level measurements (daily at 06:00 a.m. and 06:00 
p.m.) for nine gauging stations in the Tana and Beles sub-basins for different periods (Table 
2) were collected from the Ethiopia Ministry of Water Resources, Irrigation and Energy. In 
general, the spatial coverage of hydro-climatic data is meager in the sub-basins, and had many 
data gaps. Accurate detection of climatic trends require quality controlled, gap-filled and 
homogenized time series (Mosmann et al. 2004; Menne and Williams, 2005; Brunetti et al. 
2006; Cannarozza et al. 2006; Zhang et al. 2014) prior to trend detection. In view of the above, 
the climatic data were quality controlled, gap-filled and homogenized (Woldesenbet et al. 
2016b).  
For extreme climate indices, the data were analyzed using the RClimDex package 
(software and documentation available for download from Expert Team on Climate Change 
Detection, Monitoring and Indices (ETCCDMI) website http://etccdi.pacificclimate.org). As the 
data were already gap-filled and homogenized, RClimDex was used to calculate climate 
indices from the daily data. RClimDex  has become a common tool for analyzing climate 
change indices and has been implemented by many authors (for example Easterling et al. 
2003; Alexander et al. 2006; New et al. 2006; Aguilar et al. 2009; Caesar et al. 2011; Donat et al. 
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2013b). Variations in percentile indices were calculated relative to 1981−2010 base period. This 
is essentially similar to the definition of a 30−year climatological normal.  
Regional averages of the indices were calculated according to Aguilar et al. (2009). 
Arithmetical mean of all the available station indices in the area. As all the indices are 
essentially anomalies from the same base period, they are easily average together.  However, 
some precipitation indices could potentially be dominated by those stations with the greatest 
precipitation. To determine whether this was the case in this region, precipitation indices 
averaged were also calculated by first standardizing the indices (dividing by index’s standard 
deviation). A comparison of simple linear average and standardized linear average revealed 
similar trends for the regional average trends. Therefore, the standardized indices were not 
used and the results are provided through the analysis of the simple anomaly series. 
4. 4.2 Linear trend 
Monotonic trends in monthly, seasonal and annual precipitation, temperature (mean, 
maximum and minimum) and diurnal temperature range were evaluated using the non-
parametric Mann-Kendall (Mann, 1945; Kendall, 1975) trend test, which has been widely used 
in hydro-climatic trend analysis in different region of the world.  
Several methods have been developed in the literature to eliminate the influence of serial 
correlations on the Mann-Kendall trend test. Methods, such as pre-whitening (von Storch, 
1999) and trend free pre-whitening (Yue et al. 2002), adjust the time series based on 
significant lag−1 autocorrelation prior to trend analysis. Others modify the variance 
considered in the trend tests, for instance by applying an effective sample size (Bayley and 
Hammersley, 1946) according to the significant autocorrelation at any specific lag time. This 
study applies the Mann-Kendall trend test with the effective sample size method, and accepts 
all the autocorrelations as significant at the 95% confidence level. The variance of the Mann-
Kendall trend test was modified as (Yue and Wang, 2004):   
𝑉𝑎𝑟∗(𝑆) = 𝑉𝑎𝑟 (𝑆)
𝑛
𝑛∗
                                                                      (4.1) 
where Var*(S) is the modified variance, Var (S) is the variance of the Mann-Kendall statistic 
before the modification, n is the actual sample size of the sample data and n* is the effective 
sample size which is computed using the following formula: 
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𝑛∗ =
𝑛
1 + 2. ∑ ቀ1 − 𝑘𝑛ቁ . 𝑟௞
௡ିଵ
௞ୀଵ
                                                 (4.2) 
where  rk is the significant lag-k serial correlation coefficient calculated as follows (Yue and 
Wang, 2004): 
𝑟௞ =
1
𝑛 − 𝑘 ∑ ቄ𝑋௧ − ቂ
1
𝑛 ∑ 𝑋௧
௡
௧ୀଵ ቃቅ ቄ𝑋௧ା௞ − ቂ
1
𝑛 ∑ 𝑋௧
௡
௧ୀଵ ቃቅ௡ି௞௧ୀଵ
1
𝑛 ∑ ቄ𝑋௧ − ቂ
1
𝑛 ∑ 𝑋௧
௡
௧ୀଵ ቃቅ
ଶ
௡
௧ୀଵ
        (4.3) 
 
4. 4.3 Trend magnitude 
When there is a linear trend in a time series, the change per unit time (slope) can be 
determined by using a non-parametric approach (Sen, 1968). The Sen’s slope method gives a 
robust estimate of the magnitude of a trend (Yue et al. 2002) and is computed as follows: 
Q୧ =
𝑥௝ − 𝑥௞
𝑗 − 𝑘
 for i = 1, … , N,                                                              (4) 
where xj and xk are the data values at times j and k (j>k), respectively. 
If there is only one datum in each time period, then  𝑁 = ௡(௡ିଵ)
ଶ
 , where n is the number of 
time periods.  If there are multiple observations in one or more time periods, then < ௡(௡ିଵ)
ଶ
 , 
where n is the total number of observations. 
The N values of Qi are ranked from smallest to largest and the median of slope or Sen's slope 
estimator is computed as: 
𝑄௠௘ௗ =
⎩
⎨
⎧
𝑄
൤(ேାଵ)ଶ ൨
                if 𝑁 is odd
𝑄
ቂேଶቃ
+ 𝑄
൤(ேାଶ)ଶ ൨
2
, if 𝑁 is even
                                 (4. 5) 
The Qmed sign reflects data trend while its value indicates the steepness of the trend. 
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Table 4.1. Description of Meteorological stations for daily rainfall and temperature in the study area.  
No. Station name Latitude (°N) Longitude (°E) Elevation (m) Period of records  Average value  
Rainfall (mm)  Temperature (°C)  
       Maximum  Minimum   
1 Ayikel 12.32 37.03 2150 1980−2013 1141.7 23.9 13.4  
2 Bahir Dar 11.36 37.25 1770 1980−2013 1391.8 26.9 12.1  
3 Bulen 10.41 36.06 1450 1980−2013 1467.0 28.1 14.6  
4 Chagni 10.57 36.30 1620 1980−2013 1694.8 28.5 13.4  
5 Debre Tabor 11.53 38.02 2690 1980−2013 1405.8 22.0 9.4  
6 Gondar 12.33 37.25 1967 1980−2013 1148.0 27.1 13.7  
 
Table 4.2. Description of hydrological stations in Tana and Beles subbasins 
River/ catchment name Catchment area (km2) Period of record Specific discharge (l ̷ s ̸ km2) Coefficient of variation (%) 
Koga near Merawi 244 1980−2008 18.9 29.0 
Gilgel Abay near Merawi 1659 1980−2005 32.2 13.9 
Ribb near Addis Zemen 1289 1980−2008 10.7 32.5 
Megech near Azezo 462 1980−2009 13.2 38.6 
Gumera near Bahir Dar 1269 1980−2009 25.8 26.1 
Main Beles near Bridge 3431 1983−2005 16.4 35.3 
Gilgel Beles near Mandura 675 1982−2005 24.3 24.2 
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Extreme climate Indices can be divided into five categories with reference to the period 
1980-2010: the first group includes percentile based indices such as percentage nights when 
daily minimum temperature was below the 10th percentile (TN10p), percentage of nights 
when daily minimum temperature was above the 90th percentile (TN90p), percentage of days 
when daily maximum temperature was below the 10th percentile (TX10p), and percentage of 
days when daily maximum temperature was above the 90th percentile (TX90p). The second 
category includes indices that represent maximum or minimum values within a season or year, 
i.e. maximum of the daily maximum temperature (TXx), maximum daily minimum 
temperatures (TNx), minimum daily maximum temperatures (TXn), minimum of the daily 
minimum temperatures (TNn), maximum 1−day precipitation amount (RX1day), and maximum 
5−day precipitation amount (RX5day). Category three comprises indices that calculate the 
number of days on which a temperature or rainfall value falls above or below a fixed threshold 
such as annual occurrence of summer days (SU25), annual occurrence of tropical nights 
(TR20), number of heavy precipitation days > 10 mm, 20 mm, and 30 mm (R10, R20, and R30 
respectively). The fourth categories of indices calculates periods of excessive warm, cold, 
wetness or dryness, i.e. cold spell duration indicators (CSDI), warm spell duration indices 
(WSDI), consecutive dry days (CDD), and consecutive wet days (CWD). The last group of 
indices is those do not fall into any of the above categories but could have significant societal 
and environmental impacts. It includes annual precipitation total (PRCPTOT), a DTR, simple 
daily intensity index (SDII), annual contributions from very wet days (R95p), annual 
contributions from extremely wet days (R99p), and extreme  temperature range (ETR).  
Not all ETCCDMI defined indices are meaningful in the Blue Nile context. For example, the 
growing season length (GSL) is a temperature dependent measure of growing season 
appropriate for mid and high latitudes, while the growing season over the Blue Nile is defined 
by availability of soil moisture. Similarly, cold days (ID) and frost days (FD) analysis are also 
excluded in this study. 
The present study also analyses seasonal values of some indices, such as the percentile 
indices, and the absolute temperature indices whenever possible. This has been made 
possible because RClimDex provides monthly values for those indices. The annual frequency 
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of rain events (in days) zero, moderate, moderately strong, strong and very strong rainfalls 
were calculated. These rainfall classes have the ranges from 0.0 to < 0.05, 0.1−1.0, 1.1−10.0, 
10.1−20.0, 20.1−30.0 mm and greater than 30.0 mm, respectively. All the ranges except the 
first one were exactly those used by Elagib (2010b), who did not consider a class of no rainfall 
but considered a range greater than 0.0 mm and less than 0.05 as trace precipitation. In 
addition, the proportional contribution of monthly and seasonal total rainfall to annual rainfall 
total was investigated (e.g. Elagib and Abdu, 1997; Elagib 2011a).  
4.5 Results and Discussions 
4.5.1. Linear mean climate trends 
In this section the linear trends for mean hydro-climatic variables such as maximum 
temperature, minimum temperature, mean temperature, diurnal temperature ranges, total 
rainfall and streamflow are reported.  
4.5.1.1.  Rainfall 
Trends in seasonal and annual rainfall obtained by the Mann-Kendall test and Sen's slope 
estimator are summarized in Table 4.3. According to these results, the significant decreasing 
trend was detected at the Ayikel and Gondar stations in the month of April. Rainfall in July 
manifested significant increasing trends at Ayikel, Bahir Dar, Debre Tabor and Gondar stations, 
with significant decreasing trends at the Bulen and Change stations. Main rainy season 
precipitation rainfall showed a significant increasing trend for all stations except Bulen and 
Chagni, which were not statistically significant. On the contrary, Belg rainfall exhibited 
significant decreasing trends at Bulen and Gondar. Annual precipitation significantly increased 
at the Ayikel, Bahir Dar and Gondar stations (Fig. 4.2) while the Bulen station indicated 
significant decreasing trends in annual precipitation. In general, main rainy season and annual 
precipitation got wetter while the small rainy season got relatively drier in the study region 
during the period 1980−2013. This is in agreement with Maidment et al. (2015), who noted 
decreases in March–May East African rainfall using multiple observational data sets for 
1983−2014. Mengistu et al. (2014) also reported insignificant increasing trends in rainfall. In 
addition, Meze-Hausken (2004) indicated the absence of decreasing trends in rainfall in the 
northern and northeastern highlands. However, Gebremichael et al. (2013), Viste et al. (2013), 
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Conway (2000), Seleshi and Zanke (2004), and Cheung et al. (2008) all reported the absence 
of significant trends in rainfall, which contradicts the outcome of this study. The main reason 
for the discrepancy might be differences in the length of the data record, data 
homogenization, and/or differences in trend detection approaches. Our result also disagrees 
with Tabari et al. (2015) due to differences in data length of records and in homogenization. 
Since the results of a trend analysis depend on the length of the data record, at least 25 to 30 
years’ worth of data are required for hydro-climatic trend analysis (Burn and Elnur, 2002). 
For the main rainy season, the slope of significant trend ranges between 1.2 mm/year to 
6.2 mm/year while that for the annual precipitation ranges between −3.2 and 11.1 mm/year. 
The effect of data homogenization on rainfall trends manifested in the magnitude of trends 
(e.g. annual rainfall at Bulen and Gondar stations, as well as main rainy season precipitation at 
Gondar). Data homogenization changed trend direction, magnitude and statistical 
significance simultaneously (e.g. Ayikel in May and the small rainy season). Overall, the effect 
of homogenization on the trends of the rainfall time series was small because most of the 
original precipitation series had very few inhomogeneities. 
 
Fig. 4.2. Sample time series for selected annual total and extreme rainfall parameters at 
Ayikel and Gondar stations 
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Fig. 4.3. Sample time series of annual temperature parameters at Bahir Dar and Gondar 
stations. 
4.5.1.2.  Maximum Temperature (Tmax) 
Results of applying statistical tests for the seasonal and annual Tmax over the period 
1980–2013 are presented in Table 4.3. As shown, Tmax reveals significant increasing trends on 
seasonal and annual scales at the Gondar station (Fig. 4.3). Bahir Dar also shows a significant 
increasing trend on all time scales except in the months of January and March. Significant 
downward trends prevailed in January at the Bulen station. Tmax at Ayikel displayed a 
significant decreasing trend for February, March and November. In the small rainy season and 
dry season months at Debre Tabor, significant upward trends prevailed. Seasonal and annual 
Tmax at Bulen and Chagni revealed a significant increasing trend. Months in the small rainy 
season and dry periods at Debre Tabor portrayed significant upward trends for Tmax. On the 
other hand, of the main rainy season months, only Tmax in September showed a significant 
upward trend. On the seasonal scale, five significant increasing trends prevailed for each of 
the dry and small rainy periods, and four for that of the main rainy season. The seasonal Tmax 
at Bulen and Chagni showed a significant increasing trend. Similarly, the seasonal and annual 
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Tmax at Debre Tabor manifested a significant increasing trend; but the main rainy season at 
Debre Tabor showed an insignificant increasing trend. The magnitude of trends for Tmax 
range from 0.1 to 0.3°C/decade in the main rainy season. The magnitude of trends for Tmax in 
the small rainy season is the highest compared to that of the main rainy season, dry season 
and annual time scales (Table 4.3). It is clearly noted that no significant decreasing trend was 
detected on seasonal and annual Tmax series. On a seasonal scale, annual and seasonal Tmax 
at Debre Tabor showed significant increasing trend, except in the main rainy season. In 
general, the day temperature rose in the study region at a higher rate in the small rainy season 
than in the main rainy season or the dry period. The result of current study is in accord with 
results by Christy et al. (2009) and Collins et al. (2011) who reported warming trends in 
maximum temperature in the eastern part of Africa and the whole Africa, respectively.  
The effect of data homogenization on trend magnitude and significance is not uniform 
among the stations and seasons for daytime temperature (Table 4.3). Trends for annual Tmax 
are higher for homogenized series than that of original series except at Bahir Dar and Debre 
Tabor stations. At Bulen station, both the number of significant trends and their magnitude 
increased. In the dry period, only the trend magnitude changed but the numbers of significant 
trends due to homogenization remained unchanged. On the other hand, the number of 
significant trends decreased and the trend magnitude changed for the small rainy season. 
Both the trend magnitudes and the number of significant trends increased in main rainy 
season. 
4.5.1.3. Minimum Temperature (Tmin) 
Table 4.3 summarizes trends in seasonal and annual minimum temperature. As 
indicated, there were significant downward trends for Tmin in January, May, June, August and 
October at Ayikel, but a significant increasing trend in Tmin prevailed in December. At Bahir 
Dar, Tmin showed mixed trends (e.g. significant increasing trends in February and March, and 
a significant decreasing trend in May and August). All significant trends revealed at Bulen 
station were positive or increasing. In contrast, the significant trends manifested at Debre 
Tabor and Gondar stations were negative or decreasing. Tmin trends at Chagni station 
showed significant increasing and decreasing trends in different months. The magnitudes of 
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the significant trends in Tmin ranged from 0.5°C/decade (decreasing) at Bulen in February to 
0.4°C/decade (increasing) at Bulen in July. During the main rainy season, trends in Tmin 
significantly decreased at Ayikel and Debre Tabor while Bulen and Chagni stations showed a 
significant increasing trend. Tmin at Ayikel and Debre Tabor also showed significant 
decreasing trends in the Belg season. The dry season trend in Tmin at Bulen and Gondar 
showed a significant increasing trend, but at Debre Tabor, it showed a significant increasing 
trend. On the annual scale, Gondar and Bulen stations showed significant increasing trends in 
Tmin (Fig. 4.3), whereas Ayikel and Debre Tabor stations showed significant decreasing 
trends. As a whole, night temperature revealed mixed significant trends (i.e., increasing and 
decreasing). Conway et al. (2004) reported increasing trends in minimum temperature 
although cautioned about the results due to data inhomogeneity. Mengistu et al. (2014) also 
indicated a significant increasing trend in minimum temperature in northern, central, southern 
and southeastern parts of the basin in all seasons. The discrepancies might arise due to 
differences in the data source and trend analysis approaches. Tekleab et al. (2013) also 
reported increasing trends in minimum temperatures for the majority of the stations they 
considered. In their study, station specific trends in minimum temperature were not reported. 
As a result, it is not possible to compare their results with the results of ours. Trends in 
minimum temperature are mainly heterogeneous, partly due to it having a significant 
relationship with the altitude of the station location (Woldesenbet et al. 2016a). The reported 
higher warming rate in minimum temperature compared to that of maximum temperature 
(Tekleab et al. 2013; Mengistu et al. 2014) is not noticed in this study. The increase of daytime 
temperature over the study period at a greater rate than the nighttime temperature is in 
accord with findings by Elagib (2010a); Sulieman and Elagib, (2012) who indicated Tmax is 
warming at higher rate than Tmin at El Gedaref station in the eastern Sudan. This also reported 
in United States Meehl et al. (2009) and in Australia Trewin and Vermont (2010) as daily 
maximum temperature is warming at higher rate than that of minimum temperature in recent 
decades. In eastern Africa including Ethiopia, King’uyu et al. (2000) also studied data from 71 
weather stations from 1939 to 1992 and they concluded that nighttime temperature are 
increasing, but the trend was not spatially uniform over the given study area.  
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Homogenization affected Tmin by changing the trend magnitude, the direction of 
trends and the number of significant trends (Table 4.4). The number of significant trends after 
homogenization reduced drastically from 13 to 2 on the annual and seasonal scales together. 
Bulen and Gondar stations were the most affected stations on number of significant trends 
due to homogenization. 
4.5.1.4. Mean temperature (Tmean) 
The seasonal and annual trends in mean temperature are shown in Table 4.3. 
Heterogeneous significant trends in monthly mean temperature prevailed at Ayikel, Bahir Dar 
and Chagni. On the other hand, Tmean at Gondar and Bulen indicated significant upward 
trends on the monthly scale. Debre Tabor station revealed significant decreasing trends 
except in April on the monthly time scale. In the main rainy season, Debre Tabor and Ayikel 
portrayed weak significant downward trends, whereas Bulen and Chagni revealed a weak 
significant increasing trend. Similar to the main rainy season, Tmean in the small rainy season 
revealed a significant decreasing trend at Ayikel and Debre Tabor. In the dry period, Tmean 
significantly increased at Bulen and Gondar while a significant decreasing trend was noticed 
at Debre Tabor. The annual Tmean revealed a significant increasing trend at Bulen and Gondar 
(Fig. 4.3), and a weak significant decreasing trend at Ayikel and Debre Tabor. At Bahir Dar, the 
Tmean did not exhibit significant trends on seasonal and annual scales. In addition, Tmean at 
Chagni displayed a significant trend in the main rainy season. In general, significant decreasing 
trends in seasonal and annual Tmean were weak in magnitude, ranging from −0.08 to 
−0.02°C/decade except for Debre Tabor (−0.07 to −0.13°C/decade). 
It is clearly indicated that the trend in Tmean is not always warming in the study region 
over the period 1980–2013. But the day temperature (Tmax) was clearly warming in all stations 
whereas the night temperature (Tmin) indicated mixed trends. Warming in the mean annual 
temperature in the main rainy season was significantly higher than that of small rainy season. 
This result is consistent with results obtained by Hulme et al. (2001); and Collins, (2011) who 
note that significantly larger warming was observed for June, July and August in Africa and 
across Central Africa, respectively. Elagib and Mansell (2000) also indicated higher and more 
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significant trends in the wet season series than hot and dry seasons for Sudanese stations 
located south of latitude 16°N for the period since the 1940s to 1996.  
Tmean trends after homogenization showed both increasing and decreasing trends (Table 
4.4). The numbers of statistically significant trends increased for Tmean on annual and 
seasonal scale except on small rainy season. Homogenization increased the trend magnitude 
at Gondar and Bahir Dar stations, and the number of significant trends at Bahir Dar. 
4.5.1.5.  Diurnal temperature range (DTR) 
Table 4.3 summarizes trends in seasonal and annual diurnal temperature range. Trends in 
DTR are mixed at Ayikel, Bulen, Chagni and Gondar stations on the monthly scale. The 
numbers of months with significant decreasing trends were three each for Ayikel and Bulen, 
and one each for Chagni and Gondar. In contrast, the number of months with increasing 
trends at Ayikel, Bulen, Chagni and Gondar were four, three, seven and ten respectively. 
Monthly DTR at Bahir Dar and Debre Tabor displayed significant increasing trends. This implies 
the rate of increase in minimum or night temperature was less than that of maximum 
temperature in the study region over the period 1980–2013. On seasonal and annual scales, 
most of the stations portrayed significant increasing trends in DTR. No significant decreasing 
trend in DTR was observed on the annual and seasonal time scales. The magnitude of trends 
in DTR during the small rainy season was higher than that of the main rainy season for all 
stations under consideration because cloudiness might lead to cooler days and warmer nights 
in the main rainy season. The diurnal temperature range which is decreasing globally is slightly 
increasing in the study region (Fig. 4.3). This result is consistent with that reported by Aguliar 
et al. (2009) for Zimbabwe and Guinea. The somewhat universal consensus that DTR is 
declining partly due to a higher rate of increase in minimum temperature than maximum 
temperature is not noticed in this study. Most of the minimum temperature records in the 
literatures might be affected by urban heat islands (Price et al. 1999; Elagib, 2011b; Wang et al. 
2011; Shahid et al. 2012; Wong et al. 2016), whereas the extent of urbanization in the current 
study region is very small.  
The numbers of significant trends for both seasonal and annual DTR increased and 
decreased due to homogenization (Table 4.4). At Gondar station, the trends magnitude and 
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the number of significant trends increased for DTR but they decreased for Bahir Dar stations. 
In general, the declining trends of DTR before homogenization changed into positive trends 
or weak negative trends after homogenization. 
4.5.1.6. Streamflow 
The results of the trend analysis of streamflow are summarized in Table 4.5. Monthly 
streamflow increased significantly at all gauging stations except at Gilgel Abay near Merawi. 
However, all significant trends in Gilgel Abay were downward, except in the month of June. 
The significant decreasing flow at Gilgel Abay in the dry period is in agreement with what 
reported by Gebrehiwot et al. (2010), for low streamflow. Koga and Gilgel Abay catchments 
near Merawi received fairly similar rainfall, but opposite trends for streamflow in the main 
rainy season, dry period and annual time scales. This implies that catchments respond to 
similar rainfall inputs in different ways. The streamflow and rainfall patterns in the main rainy 
season were similar (i.e. both were increasing). This indicates that rainfall is one of the main 
contributors to streamflow generation. Two nearby stations in the Beles watershed, namely 
Gilgel Beles at Mandura and Main Beles at Bridge, portrayed a similar pattern of trends on 
seasonal and annual time scales. The magnitude of significant increasing trends in monthly 
streamflow ranged from 0.11 m3/sec/decade to 41.6 m3/sec/decade. The trend magnitude in 
the small rainy season was the lowest compared to streamflow trends in the main rainy 
season, dry period and annual time scale. Though the significant increasing trend in the main 
rainy season and annual streamflow is in agreement with the previous results, but the 
significant increasing trend in the small rainy season is not (Gebremichael et al. 2013). The 
significant increasing trends in Koga streamflow near Merawi reported in the present study 
contradicts the observations of no change in the hydrology of the Koga watershed over the 
period 1960–2002 by Gebrehiwot et al. (2010). Furthermore, a significant increasing trend in 
streamflow at Ribb near Addis Zemen (Fig. 4.4) is not consistent with the results from Tekleab 
et al. (2013) which indicated no discernible significant trends in hydrological variables over the 
period 1973–2005. The discrepancy between the present study and previous studies in 
streamflow trends at different watersheds, as discussed above arises partly from differences 
in approaches to removing significant autocorrelation. For instance, annual streamflow at 
Revisiting trend analysis of hydro-climatic datasets 
 
72 
Koga near Merawi showed significant positive autocorrelation at lag−1 and lag−2. Applying 
the pre-whitening to remove significant serial correlation, as explained by von Storch and 
Navarra (1995) resulted in an insignificant increasing trend in annual streamflow with a Sen 
slope of 0.06 m3/s/year. In contrast, applying the approach of Yue and Wang (2004) to remove 
significant autocorrelation in annual streamflow at Koga near Merawi resulted in a significant 
increasing trend in annual streamflow with a magnitude of 0.14 m3/s/year. This clearly 
indicates that the significance and magnitude of trend analysis depend on approaches to 
removing significant autocorrelations, in addition to the length of data records. In general, 
increasing trend in the main rainy season streamflow is due to increased rainfall amount 
coupled with expansion of cultivation land in the expense of woodland (Woldesenbet et al. 
2016b).   
 
Fig. 4.4. Sample time series of annual streamflow at Ribb near Addis Zemen and Gummara 
near Bahir Dar.  
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Table 4.3. Mann−Kendall trend analyses considering ESS for post−homogenized seasonal and annual total rainfall (mm/decade, 
Sen’s slope)  and mean seasonal and annual Tmax, Tmin, Tmean and DTR (°C/decade, Sen’s slope). Significant trends (p≤0.05) are 
indicated in bold and highly significant trends (p≤0.001) are indicated in bold and italics. 
Time/Station Ayikel Bahir Dar Bulen Chagni Debre Tabor Gondar 
Rainfall       
Main rainy season (JJAS) 11.7  62.4  8.5  4.6  46.6  49.2 
Small rainy period (MAM) 1.1  3.6  −17.3 −0.3  7.6  −7.8 
Dry period (ONDJF) 25.1  18.8  −15.6  16.6 −24.7 5.4  
Annual precipitation 53.8 110.1  −32.3  21.0 17.2  43.7  
Tmax (Tmin)       
Main rainy season (JJAS) 0.01 (−0.02) 0.26 (−0.07) 0.08 (0.07) 0.13 (0.06) 0.10 (−0.07) 0.25 (0.07) 
Small rainy period (MAM) 0.06 (−0.07) 0.33 (−0.07) 0.26 (−0.01) 0.20 (0.06) 0.39 (−0.14) 0.46 (−0.03) 
Dry period (ONDJF) −0.01 (−0.01) 0.26 (0.06) 0.08 (0.20) 0.12 (0.03) 0.39 (−0.13) 0.31 (0.16) 
Annual 0.01 (−0.03) 0.27 (−0.02) 0.01 (0.09) 0.13 (0.004) 0.29 (−0.08) 0.32 (0.11) 
Tmean (DTR)       
Main rainy season (JJAS) −0.02 (0.03) −0.07 (0.34) 0.07 (0.03) 0.06 (0.07) −0.07 (0.18) 0.07 (0.14) 
Small rainy period (MAM) −0.07 (0.09) −0.07 (0.40) −0.01 (0.24) 0.06 (0.02) −0.13 (0.45) −0.03 (0.48) 
Dry period (ONDJF) −0.01 (−0.01) 0.06 (0.19) 0.20 (−0.08) 0.03 (0.14) −0.13 (0.52) 0.16 (0.12) 
Annual −0.03 (0.03) −0.02 (0.24) 0.09 (0.03) 0.004 (0.17) −0.08 (0.44) 0.11 (0.26) 
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Table 4.4. Mann-Kendall trend analysis considering ESS for pre-homogenized and post-homogenized seasonal and annual Tmax, 
Tmin, Tmean, DTR and rainfall total dataset for stations in and around Tana and Beles sub-basins (°C/decade). The first column is 
Sen’s slope per decades for original series and value in paranthesis is Sen’s slope per decade for homogenized datasets. Significant 
trends (p≤0.05) are indicated in bold and highly significant trends (p≤0.001) are indicated in bold and italics. 
Variables Season/Stations Ayikel Bahir Dar Bulen Chagni Debre Tabor Gondar Average 
Tmax Annual −0.02 (0.01) 0.33 (0.27) 0.06 (0.01) 0.16 (0.13) 0.47 (0.29) 0.42 (0.32) 0.24 (0.19) 
Dry period  −0.01 (−0.01) 0.32 (0.26) 0.11 (0.08) 0.20 (0.12) 0.64 (0.39) 0.53 (0.31) 0.26 (0.18) 
Small rainy period 0.07 (0.06) 0.38 (0.33) 0.001 (0.26) 0.20 (0.20) 0.47 (0.39) 0.46 (0.46) 0.22 (0.25) 
Main rainy season 0.01 (0.01) 0.21 (0.26) 0.04 (0.08) 0.13 (0.13) 0.15 (0.10) 0.25 (0.25) 0.16 (0.16) 
Tmin Annual −0.03 (−0.03) −0.15 (−0.02) 0.16 (0.09) 0.14 (0.004) −0.22 (−0.08) 0.26 (0.11) 0.02 (0.04) 
Dry period −0.02 (−0.01) 0.06 (0.06) 0.24 (0.20) −0.20 (0.03) −0.43 (−0.13) 0.23 (0.16) −0.07 (0.03) 
Small rainy period −0.07 (−0.07) −0.07 (−0.07)  0.23 (−0.01) 0.98 (0.03) −0.03 (−0.14) 0.25 (−0.03) 0.10 (−0.07) 
Main rainy season −0.02 (−0.02)  −0.11 (−0.07) 0.10 (0.07) 0.17 (0.06) 0.04 (−0.07) 0.27 (0.17) 0.09 (0.05) 
Tmean Annual −0.03 (−0.03) 0.09 (−0.02) 0.14 (0.09) 0.13 (0.004) 0.07 (−0.08) 0.35 (0.11) 0.12 (0.09) 
Dry period −0.02 (−0.01) 0.15 (0.06) 0.19 (0.20) −0.01 (0.03) 0.08 (−0.13) 0.38 (0.16) 0.09 (0.11) 
Small rainy period −0.08 (−0.07) 0.03 (−0.07) 0.11 (−0.01) 0.54 (0.06) −0.02 (−0.13) 0.35 (−0.03) 0.14 (0.10) 
Main rainy season −0.01 (−0.02) 0.08 (−0.07) 0.10 (0.07) 0.11 (0.06) 0.10 (−0.07) 0.30 (0.07) 0.14 (0.09) 
DTR Annual −0.01 (0.03) 0.34 (0.24) −0.08 (0.03) 0.10 (0.17) 0.78 (0.44) 0.15 (0.26) 0.21 (0.18) 
Dry period −0.01 (−0.01) 0.27 (0.19) −0.09 (−0.08) 0.44 (0.14) 1.09 (0.52) 0.24 (0.12) 0.35 (0.13) 
Small rainy period 0.03 (0.09) 0.70 (0.40) −0.17 (0.24) −0.82 (0.20) 0.87 (0.45) 0.20 (0.48) 0.14 (0.32) 
Main rainy season 0.03 (0.03) 0.32 (0.34) −0.06 (0.03) −0.08 (0.07) 0.11 (0.18) −0.08 (0.14) 0.04 (0.12) 
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Table 4.5. Mann-Kendall test results for trends in streamflow in Tana and Beles subbasins 
(m3/sec/decade). The first column is Sen’s slope and the values in paranthesis are significance 
level. Values in bold indicates statistically significant trend. 
Month/Gauging 
stations 
Main rainy 
season 
Small rain 
period 
Dry period Annual flow 
Koga @ Merawi 2.9 (< 0.0001) 0.6 (0.001) 0.01 (0.176) 0.14 (< 0.0001) 
Gilgel Abay @ Merawi −2.9 (0.006) −4.2 (0.735) −0.5 (0.049) −1.6 (0.005) 
Gummara @ Bahir Dar 16.5 (< 0.0001) 1.0 (< 0.0001) 1.4 (0.010) 5.7 (< 0.0001) 
Megech @ Azezo 5.8 (< 0.0001) 0.5 (0.000) 1.1 (< 0.0001) 1.8 (< 0.0001) 
Ribb @ Addis Zemen 7.2 (< 0.0001) 0.4 (0.004) 1.5 (< 0.0001) 2.7 (< 0.0001) 
Main Beles @ Bridge 33.2 (< 0.0001) 0.2 (< 0.0001) 15.6 (< 0.0001) 21.8 (< 0.0001) 
Gilgel Beles @ Mandura 8.4 (0.000) 0.3 (0.073) 1.8 (0.003) 2.8 (0.044) 
4.5.2. Trends in climate extremes 
Trends for all climate extreme indices are summarized over all the stations in Table 4.6, 
showing stations with magnitude of trends that are significant at ≤5% level.  
4.5.2.1. Cold Extremes  
From 50% and 83% of stations show decreasing trends in indices of cold extremes (Table 4.6). 
However, the TXn, TN10p and CSDI trends were statistically insignificant at all the stations. 
The percentage of days when maximum temperature is less than the 1980−2010 10th percentile 
(TX10p) indicate that the number of cold days has decreased, with about 83% of the stations 
having statistically significant trends. Significant trends for TX10p ranged from −1.39 at Gondar 
to −1.39 percentage per decade at Bulen; converting these percentages to days, these 
correspond to the trend of −13.4 days/decade to −5.1 days/decade, respectively. Similarly, 
minimum of the minimum temperature (TNn) decreased significantly at rate of 0.65°C/decade 
at Debre Tabor. In general cold extremes are decreasing in the study region. This result is 
consistent with global and regional trends (Alexander et al. 2006; New et al. 2006; Aguilar et 
al. 2009; Donat et al. 2013b; and Funk et al. 2015). The magnitudes of trends at individual 
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stations are generally larger for TX10p and TN10p than for TXn and TNn. For TXn and TNn, 83% 
of stations have greater magnitude of trends in TNn. 
4.5.2.2.  Hot Extremes 
From 17% to 67% of stations show statistically significant increasing trend except TR20 and 
TNx, where Chagni station showed statistically significant decreasing trend (Table 4.6). In 
particular, the percentage of days when maximum temperature is higher than the 90th 
percentile (TX90p) for 1980−2010 indicating that the number of warm days has increased, 
where about 83% of stations have statistically significant trends. The significant trends for 
TX90p ranged from 3.15 at Chagni to 5.72 percentages per decade at Debre Tabor; converting 
these percentages to days, these correspond to the trend of 11.5 to 20.9 days/decade, 
respectively. The number of warm nights has significantly increased only at Bulen station. For 
TX90p and TN90p, approximately 67% of stations have greater magnitude in TX90p trends. 
The number of stations with significant trend for TNx was higher than that of TXx. Four out of 
six stations showed significant increasing trend for SU25 ranging from 6.4 t0 17.1 days per 
decade. Warm spells (WSDI) increased consistently across the stations. Brown et al. (2008) 
indicated that extreme daily maximum and minimum temperatures have warmed for most 
regions of the world since 1950.  
4.5.2.3. Comparison of Hot and Cold Extremes 
It is sensible to compare trends in hot and cold indices, as this provides information on the 
relative changes in the tails of the daily temperature distributions. The number of stations 
with significant trends for TX90p (increasing) is three and that for TX10p (decreasing) five (Fig. 
4.5). But the trend magnitude is higher for TX90p than that of TX10p (Table 4.6). For TXx, the 
significant trend magnitude ranges from 0.37 to 0.52°C per decade while TXn showed 
insignificant trends for all the stations. In general, the trends in the hot tails of the maximum 
temperature distribution are on average of higher magnitude and increasing trend than their 
cold counterparts. This result is also in agreement with that by New et al. 2006 who indicated 
the warm tails of the daily temperature distribution are changing faster than the cold tails; 
this implies that the shape of the distribution of the daily temperature is changing along with 
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the mean. There has been a significant increase in the absolute annual maximum of both daily 
maximum and minimum temperatures, again in common with the global picture. 
 
Fig. 4.5. Number of stations with significant trends in daily extreme temperature 
The significant trends at station level for warm extremes such as TX90p, TN90p, and WSDI 
showed greater magnitudes than those for cold extremes like TX10p, TN10p and, CSDI. This 
finding is in accord with earlier results (e.g. Alexander et al. 2006; Donat et al. 2013a) indicating 
that warming since 1980s is rather caused by the increase of warm extremes than the 
decrease of cold extremes. With warm extremes increasing and cold extremes decreasing, 
the temperature series clearly indicate significant warming in the study region. In general over 
the entire region, the frequency of warm days and warm nights increased, and the frequency 
of cold days decreased. This agrees with the results from other studies, which have analyzed 
these trends across different parts of the world (Griffiths et al. 2005; Caesar et al. 2011; 
Hartmann et al. 2013).  
The significant trend for WSDI ranged from 3.95 days per decade to 5.3 days per decade, 
but CSDI showed insignificant trends in all the stations. Not only number of stations with 
significant trends is greater for WSDI but also the trend magnitudes are higher than that of 
CSDI (Table 4.6). The warmest day and night of the year is warming at a rate approximately 
comparable to global average. The coldest day and night of the year is warming slower than 
the global average although planetary trend for the coldest day is non-significant. 
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Hulme et al. (2001) noted that throughout the twentieth century, Africa warmed at a rate 
of 0.5 °C century−1 and from 1987 to 1998, with the six warmest years in Africa’s temperature 
record occurred with increasing intensity making 1998 the warmest. They also noted that 
there are slightly warmer conditions in the June−August and September−November seasons 
than in December−February and March−May. Furthermore, they revealed Eastern and 
Equatorial Africa have seen wetting at around 10% per century.  Kruger and Shongwe (2004) 
found for Africa that days and nights with relatively high temperatures have increased while 
days and nights with relatively low temperatures have decreased. 
4.5.2.4. Precipitation 
The significance of trends in precipitation extremes from 1980−2013 is much lower 
compared to that of temperature extremes (Table 4.6). Most precipitation indices exhibit 
both increasing and decreasing trends though the increasing trend is slightly dominant. 
However, only few trends are statistically significant for any index. This is in agreement with 
reports that secular trends are difficult to detect in regions characterized by high inter-annual 
and decadal-scale variability of precipitation (New et al. 2006). The study region has high 
intera- and inter-annual variability of rainfall (Seleshi and Zanke, 2004). None of the extreme 
precipitation indices at Bulen, Chagni and Debre Tabor are statistically significant. But all 
extreme precipitation indices at Ayikel except RX1day, R20mm, CDD, CWD and R95p are 
statistically significant. Only maximum 1-day and 5-day precipitation amounts at Gondar and 
annual total wet day precipitation at Bahir Dar increased significantly besides those 
mentioned at Ayikel station. 
At Ayikel and Gondar stations, there is consistency in trend direction between indices 
suggesting that daily rainfall intensity has increased, along with the total rainfall, number of 
days with heavy rainfall and amount of rainfall on extreme rainfall days and periods. 
Moreover, increase of extremely wet days (R99p) manifested in more than half the stations 
though all of them are statistically significant. Alexander et al. (2006), Donat et al. (2013a), 
Donat et al. (2014), Ceasar et al. (2011) also indicated a global tendency towards wetter 
conditions for most precipitation indices such as the intensity, frequency, and duration of 
extreme precipitation. 
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Table 4.6. Trends in the temperature and precipitation indices recommended by the ETCCDI. Percentile values used as a 
threshold for some of the indices were calculated for the base period 1981−2010. Significant trends (p ≤ 0.05, Mann-Kendall test) 
are indicated in bold.  
Indices definition Ayikel Bahir Dar Bulen Chagni Debre Tabor Gondar Unit 
Summer days (SU25) −1.11 17.12 4.87 6.44 14.38 9.90 days/decade 
Tropical nights (TR20) 0.01 0.12 0.29 −1.87 0.00 0.18 days/decade 
Max Tmax (TXx) −0.12 0.52 −0.02 0.16 −0.02 0.37 °C/ decade 
Min  Tmax (TXn 0.03 0.08 −0.02 −0.19 −0.16 0.07 °C/ decade 
Max Tmin (TNx) −0.05 −0.10 −0.18 −0.87 0.43 0.29 °C/ decade 
Min  Tmin (TNn) −0.02 0.10 −0.10 0.23 −0.65 −0.17 °C/ decade 
Cool days (TX10p) 0.01 −3.61 −1.39 −2.04 −3.25 −3.68 %/ decade 
Warm days (TX90p) −0.05 4.38 0.99 3.15 5.72 5.73 %/ decade 
Cool nights (TN10p) 0.42 −0.05 −0.80 −0.04 0.98 −1.13 %/ decade 
Warm nights (TN90p) −0.64 0.95 1.57 −0.10 0.80 0.84 %/ decade 
Warm spell duration indicator (WSDI) 0.00 4.02 0.66 3.95 5.30 4.94 days/decade 
Cold spell duration indicator (CSDI) 0.00 0.72 −1.12 0.90 −1.50 −0.57 days/decade 
Diurnal temperature range (DTR) 0.03 0.28 0.01 0.16 0.44 0.34 °C/ decade 
Max 1-day precipitation amount (RX1day) 2.96 −2.83 0.07 −0.34 3.98 4.37 mm/ decade 
Max 5-day precipitation amount (RX5day) 12.62 1.01 −0.75 −3.77 3.24 7.29 mm/ decade 
Simple daily intensity index (SDII) 0.59 0.34 −0.48 −0.45 −0.20 0.26 mm/day/ decade 
Number of heavy precipitation days (R10mm) 1.43 1.99 −1.55 0.17 −1.87 1.42 days/ decade 
Number of very heavy precipitation days (R20mm) 0.88 1.57 −0.99 −0.06 0.40 1.26 days/ decade 
Number of days above 30 mm (R30mm) 1.43 0.89 −0.92 −0.13 −0.58 0.58 days/ decade 
Consecutive dry days (CDD) −10.30 10.26 −3.61 −2.07 −1.28 −5.56 days/decade 
Consecutive wet days (CWD) −0.46 0.31 −0.98 1.81 −3.71 0.79 days/decade 
Very wet days (R95p) 56.41 22.67 −21.36 −3.58 −9.25 26.98 mm/ decade 
Extremely wet days (R99p) 29.66 6.59 −0.45 −13.35 10.81 18.77 mm/ decade 
Annual total wet-day precipitation (PRCPTOT) 50.86 74.20 −37.87 17.27 −19.28 49.10 mm/ decade 
Extreme temperature range (ETR) 0.01 0.53 0.12 −0.07 0.87 0.63 °C/ decade 
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However, the result is in contradiction with that by Funk et al. (2015) who reported a decline 
in rainfall amount in East Africa. As the study region has high spatio-temporal variability of 
rainfall, the discrepancy might have arosen due to the scale of spatial extent used to calculate 
regional average and the period of trends. Increasing trends for very strong rainy days is in 
agreement with Elagib (2010b) who noted significant increasing trends for rainy days with 
greater than 30.0mm at El Gedaref station in the Blue Nile over the period 1941–2006. 
The majority of stations showed increasing trends (2 statistically significant) for annual 
total wet day precipitation (PRCPTOT). This goes parallel to the global results of (Frich et al. 
2002; Alexander et al. 2006; Hartmann et al. 2013; New et al. 2006) indicating consistent trends 
towards wetter conditions. Likely associated with increase in total precipitation, the length of 
the maximum number of consecutive dry days is decreasing in the source region of the Blue 
Nile. The simple daily intensity index, which measures the average amount of rainfall per day, 
showed mixed trends. Assessments of rainfall extreme events are helpful for further 
understanding of the influences of climate extremes on soil erosion and sedimentation in the 
source region of the upper Blue Nile basin. Soil erosion and sedimentation in the Blue Nile 
river has been increased (Gebremicael et al. 2013), which is likely partly associated with the 
increasing trends of daily rainfall intensity and amount. 
Trends for annual rainfall days per rainfall classes (days/decade) are indicated in Table 
4.7. For rainfall class 10.1−20mm and >30mm presented insigniﬁcant trends at all the stations. 
Both Bahir Dar and Debre Tabor stations showed insignificant trends for rainfall days at all 
rainfall classes. The number of dry days at Bulen, days with rainfall within 0.1−1.0 mm at 
Gondar and days with rainfall within 20.1−30 mm at Ayikel decreased signiﬁcantly while days 
with rainfall class 1.1−10 mm at Chagni and rainfall days with precipitation within 0.1−1.0 mm 
at Ayikel and Bulen showed significant increasing trends.  Most of the daily rainfall category 
at least two of stations did not show concurrent increasing/decreasing trend. This might 
indicate lower spatial coherence in the number of days with distinct rainfall categories. 
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Table 4.7. Trends in annual rainfall days per categories (days/decade). Significant trends 
(p≤0.05, Mann-Kendall test) are indicated in bold. 
Rainfall classes Ayikel Bahir Dar Bulen Chagni Debre Tabor Gondar 
0 mm 0.8 −0.8 −8.0 −5.0 0.01 1.7 
0.1− 1.0 mm 2.5 0.7 8.4 0.7 1.3 −2.8 
1.1−10 mm −0.01 1.0 2.2 4.3 0.6 −0.01 
10.1−20 mm −1.2 1.0 −0.4 0.01 −1.1 0.01 
20.1−30 mm −1.11 0.5 −0.01 0.01 0.7 0.7 
>30 mm 0.69 0.7 −1.0 −0.01 −0.5 0.01 
 
The trends for the contribution of monthly and seasonal rainfall to annual total rainfall 
varied among the stations. At Ayikel station, the trend of the contribution of July rainfall to 
the annual total precipitation increased significantly. Similarly, the trend for the contribution 
of September rainfall to annual total rainfall significantly increased at Debre Tabor station. On 
seasonal scale, trends for main rainy season rainfall contribution to annual total rainfall 
significantly increased at Debre Tabor. In the dry period, trends for the contribution of 
seasonal rainfall to annual rainfall increased significantly and decreasing at Ayikel and Debre 
Tabor stations, respectively.   
Even though the literature teems with analysis of the relationship between changes in 
atmospheric circulation and their contribution to the observed trends in temperature and 
precipitation extremes, different researchers indicated different relationships among the 
local climate extremes and atmospheric circulations. For instance, Hulme et al. (2001) noted 
that El Niño-Southern Oscillation (ENSO) is a potentially important driver on future African 
climate. They also noted that no simple correlation exists between temperature and rainfall 
in East Africa. Kruger and Shongwe (2004) examined whether ENSO had any effects on the 
trends in temperature, specifically for the late summer period of January−March in South 
Africa. They concluded that increases in late summer temperatures are not forced by the 
occurrence of El Niño and La Niña events. At global scale, Alexander et al. (2009) confirmed 
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that the variability of global sea surface temperature (SST) anomaly patterns is important for 
the modulation of extreme temperature and precipitation. 
Anthropogenic effects are also reported as responsible for warming climate extremes. 
For example, Paeth et al. (2009) conjecture that land cover changes might be heavily 
responsible for warming climate trends. Christy et al. (2009) also noted that changes in the 
observation sites in East Africa by replacing vegetation with concrete likely accounts for some 
warming. Similarly, Collins et al. (2011) noted that the temperature increases in Africa may not 
be due to ENSO but some other components of natural variability of the climate and/or may 
be a result of human activity. Hegerl et al. (2007) also indicated that most of the observed 
increase in globally averaged temperature since the mid-twentieth century is very likely due 
to the observed increase in anthropogenic greenhouse gas emissions. 
4.6 Conclusions 
The trend analysis was carried out for homogenized precipitation and temperature time 
series within or near the Tana and Beles sub-basins over the period 1980–2013. The trend 
analysis was also carried out for streamflow data sets within the Tana and Beles sub-basins 
over different time periods. In general, the results indicated significant warming trends in 
maximum temperature, mixed significant trends in minimum (or night) temperature, 
significant increasing trends in annual and main rainy-season precipitation, and significant 
increasing trends in streamflow in the majority of the stations.   
The rate of change in Tmin for most of the stations and seasons considered was lower 
than that for Tmax. No significant decreasing trend in DTR was observed on the annual and 
seasonal time scales over the period 1980–2013. The warming trend in temperature could 
increase crop water demand and water evaporation from reservoirs in the sub-basins. On the 
other hand, an increase in rainfall may raise effective rainfall amounts to compensate for crop 
water demand and input to reservoirs as direct rainfall. Therefore, the effect of increasing 
temperature and higher rainfall volume on net crop water demand and net reservoir losses 
might offset each other in the study region. 
Trends for annual Tmax are higher for homogenized series than that of original series for 
most of the stations. Homogenization affected Tmin by changing the trend magnitude, the 
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direction of trends and the number of significant trends for minimum temperature. The 
number of statistically significant trends increased for Tmean after homogenization on annual 
and seasonal scales except on small rainy season. In general, the declining trends for DTR 
before homogenization changed into positive trends or weak negative trends after 
homogenization. As data homogenization changed the magnitude, the direction and the 
number of stations with significant trends for temperature parameters, results of previous 
hydroclimatic or related studies should be revisited.       
Streamflow trends in the study region increased significantly on annual and seasonal 
scales at most of the gauging stations. The increase in river discharges follows the same 
pattern as rainfall, except in the Gilgel Abay watershed. This suggests that a change in 
streamflow is related to local and global climate variability over the investigated periods. 
However, it is speculated that human activities might be the main drivers for the significant 
decline in streamflow for the Gilgel Abay watershed. More investigation is therefore required 
to relate the human activities (land use/cover change) with streamflow, although it is beyond 
the scope of the present study. For proper management and consumption of the water 
resources in the study region, impacts of land use land cover dynamics should be investigated 
together with climate change. 
The proportional contribution of main rainy season rainfall to annual total rainfall is 
increasing in almost all the station. This increase in rainfall intensity and amount might result 
in high runoff and ultimately flooding as well as erosion and sedimentation in the source 
region of the Blue Nile and siltation in the downstream reservoirs. 
The study provides evidence that during the last 34 years the source region of Blue Nile 
was particularly affected by warm extremes based on daytime indices rather than cold 
extremes based on night−time indices. It should be noted, however, that the trends observed 
in this study must be considered as an exploratory estimates owing to the short analysis 
period (34 years) involved. Attention must be paid to data homogenization prior to trend-
detection and hydroclimatic related studies. Furthermore, a robust approach to removing 
significant serial correlation in hydroclimatic data should be emphasized before trend 
detection.  
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Together with another recent studies (e.g. Bewket and Conway, 2007; Shang et al. 2010) 
covering the area, the findings of this study provide vital information on the recent variability 
and trends of extreme precipitation and temperature in the head water region of the upper 
Blue Nile basin, where many small to large−scale water resource developments are being 
made by the Government of Ethiopia for food and energy security. The study also provides 
useful information for climate risk management in water, energy and food security nexus in 
the context of current climate variability. 
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5. Recent Changes in Land Use/Cover in the Headwater Region of the Upper 
Blue Nile Basin, Ethiopia3 
Abstract  
Mapping land use/land cover (LULC) changes at the watershed level is essential for a wide 
range of applications, including the assessment of hydrological and ecological processes in a 
watershed. The objective of this paper is to quantify the long-term LULC changes in the source 
region of Blue Nile Basin. Landsat imageries from 1973 (MSS), 1986 (TM), 2001 (ETM+) and 
2010 (SPOT4) were used to derive seven and six LULC classes in the Tana and Beles 
watersheds respectively, by integrated use of Remote Sensing (RS) and the Geographic 
Information System (GIS). Post-classification change detection analysis based on a transition 
matrix was applied to detect the changes and identify systematic transitions. The results 
indicate that the sub-basins have undergone significant LULC conversions since 1973/1986. 
The predominant LULC type in the Tana sub-basin was found to be cultivated land, 
corresponding to the dominant woodland in the Beles sub-basin. Even though cultivation land 
has expanded continuously in both sub-basins, the rate of expansion has declined in recent 
years in the Tana sub-basin. The gain in cultivated land in the Tana sub-basin tended to result 
systematically only from grassland rather than from the other LULC categories. As a result, a 
systematic transition of grassland to cultivated land contributes to environmental 
unsustainability such as land degradation of the Tana sub-basin. Continuous transformation 
of natural landscape (i.e. woody shrub, woodland, grassland, and forest) in both sub-basins 
into cultivation land might result in soil and nutrient loss, leading to decline in soil productivity, 
soil erosion, and biodiversity losses. The quantified LULC change can be applied as an input in 
models used to assess the impact of the changes in environmental stresses (e.g. LULC change) 
to the sub-basin hydrology. 
                                                           
3 Part of this chapter is based on Woldesenbet TA, Elagib NA, Ribbe L, Heinrich J. 2016. 
Hydrological responses to land use/cover changes in the source region of the Upper Blue Nile 
Basin, Ethiopia. Sci. Total Environ.  http://dx.doi.org/10.1016/j.scitotenv.2016.09.124. 
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5.1 Introduction 
Over the last three decades, remote sensing has become increasingly important in the study 
of land use/cover changes (LUCC) due to the increased spatial resolution of new sensors, the 
availability of low-cost images, and the increasing availability of powerful computers. LULCs 
have been attracting increasing attention from both the environmental and socioeconomic 
points of view (Turner et al., 2007). They can affect biodiversity (Hansen et al., 2004), 
hydrology (DeFries and Eshleman, 2004; Baker et al., 2013; Nie et al., 2011), ecosystem services 
(DeFries and Bounoua, 2004; Martínez  et al., 2009; Hao et al., 2012), albedo change, and 
carbon cycle (Bounoua et al., 2002; Niyogi et al., 2009; Pongratz et al., 2009). Furthermore, 
LULC change assessment is essential for the sustainable management of natural resources, 
environmental protection, and food security (Jin et al., 2013; Gilani et al., 2015). 
Many studies highlighted from the use of multitemporal satellite images that LULC change is 
a widespread phenomenon in Ethiopia. In southwestern Ethiopia, Reid et al., (2000) analyzed 
LULC dynamics in response to changes in climate, biological and socio-political forces. 
Gebresamuel et al., (2010) quantified land-use change and its role in soil degradation and 
impacts on surface runoff in northern Ethiopia. The main LULC dynamics reported in the study 
were the expansion of cultivated land and a decrease in shrubland due to population pressure.  
In the Blue Nile basin, LULC and its environmental implications (Bewket and Abebe, 2013), 
LULC dynamics and their driving forces (Gebrelibanos et al., 2015; Amsalu et al., 2007), LULC 
dynamics (Bewket 2002; Rientjes et al., 2011; Teferi et al., 2013), and forest cover change over 
four decades (Gebrehiwot et al. 2014) were assessed more recently. Most of these studies 
illustrated expansion of agricultural land, diminution of shrubland, and mixed trends 
(increasing or decreasing) in forest cover.  
Similarly in the Ethiopian Rift Valley, LULC changes were analyzed (Mengistu et al., 2012; Biazin 
and Sterk, 2013; Garedew et al., 2009). These studies reported that expansion of cultivation 
land, and decline in natural forest and shrublands, were the main LULC dynamics in the study 
regions. In addition, they reported that interplay between recurrent drought, rapid 
population growth and socioeconomic and institutional dynamics were the main driving 
forces for these dynamics.  
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In another study in the northern Afar rangelands, Tsegaye et al. (2010) quantified LULC 
dynamics and found a rapid reduction in woodland and grassland, but an increase in bushland 
and cultivated land. The main observational changes, according to local knowledge, were 
severe droughts in 1973/74 and 1984/85, an increase in dry years during the last decade, and 
immigration and increased sedentarization of pastoralists (Tsegaye et al., 2010). In addition, 
LULC change and its impact on socioeconomic conditions of the local community in the 
Central Highlands were assessed by Desalegn et al. (2014). The study revealed that cropland, 
settlements and eucalyptus plantations considerably increased, but grassland cover 
drastically decreased. 
Wondrade et al., (2014) mapped LULC change using multitemporal remote sensing data in the 
southern region. An increase in built-up areas, cropland, and bare land areas, and a reduction 
in the six other land-cover classes were reported. Asmamaw et al., (2011) assessed LULC 
dynamics and its effect in northeastern Ethiopia. This study also indicated that urban built-up 
area, forest, cultivated and rural settlement lands expanded at the expense of shrub, wood 
and grass lands.  
In general, these studies reported different types and rates of LULC dynamics in different 
parts of the country over the different time periods. But in most cases, the expansion of 
cultivation land and the decline in natural forest are common trends in LULC dynamics in 
Ethiopia.  
Selection of appropriate satellite images, and standardized classification schemes and 
methods, are essential for LULC change analysis (Herold et al., 2008). Accuracy assessment is 
crucial to guaranteeing the reliability of the derived LULC maps; it can be assessed based on 
different sources, such as ground-based and ancillary information (Foody, 2010). Digital 
change detection based on multitemporal and multi-spectral remotely-sensed data provide 
information about the past and current situation, and hence can be used as input for different 
impact studies over time.  
Despite past research efforts on LULC change for some watersheds of the Upper Blue Nile 
basin, there remain knowledge gaps in distinguishing systematic transitions, and an up-to-
date map of LULC for hydrological and environmental studies is lacking. As a response to this, 
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this paper describes the methods and results of classifications and post-classification change 
detection of multitemporal Landsat and SPOT data of the Tana and Beles sub-basins for 1973, 
1986, 2001, and 2010, irrespective of the causal factors. The objectives were to: (1) develop a 
multitemporal LULC map, which could be used as input for a hydrological model in order to 
assess LULC impact on hydrology; and (2) assess LULC dynamics through post-classification 
change detection. 
5.2 Materials and Methods 
5.2.1 Data used and image pre-processing 
LULC data for four time periods (1973, 1986, 2001 and 2010) for the Lake Tana sub-basin, and 
three time periods (1986, 2001 and 2010) for the Beles sub-basin were developed. Landsat 
Multispectral (MSS), Landsat Thematic Mapper (TM), Enhanced Thematic Mapper (ETM+) and 
SPOT-4 High-Resolution Visible and InfraRed (HRVIR) satellite images were used for the years 
1973, 1986, 2001 and 2010, respectively. The satellite images were selected based on 
availability and cloud-cover percentage. All Landsat images were accessed free of charge from 
the U.S. Geological Survey (USGS) Center for Earth Resources Observation and Science 
(EROS) and the Global Land Cover Facility (GLCF) via http://glovis.usgs.gov/ , 
http://earthexplorer.usgs.gov/ and http://glcf.umd.edu/ . The European Space Agency (ESA) 
provided all SPOT-4 images from its Third-Party Missions (TPMs) free of charge or with only 
processing costs after submission of a proposal. The spatial resolution of MSS, TM, ETM+ and 
SPOT-4 were 60, 30, 15 and 10 m respectively. For detailed information about the acquired 
satellite images, see Annexes 5.1a and 5.1b.  
All the scenes obtained from the EROS Data Center and ESA were already geo-referenced to 
the Universal Transverse Mercator (UTM) map projection (Zone 37), WGS 84 datum and 
ellipsoid. However, the scenes obtained from ESA were distorted in some parts of the study 
area. These scenes were geo-rectified to the underlying base layers by using control points 
and a 250,000-scale topographic map. All preprocessing and image classification was 
conducted using ERDAS Imagine software, 2011 version (ERDAS 2011). 
 Since the multispectral and panchromatic bands for SPOT imagery are acquired 
independently, the High Pass Filter (HPF) image fusion method was applied to enhance the 
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resolution of multispectral bands. According to Chavez et al. (1991), the HPF method 
outperformed Hue-Intensity-Saturation, or the principal component method. In addition, it is 
suitable for multisensoral and multitemporal satellite images data. The pan-sharpened scenes 
were mosaicked to cover the study area and reduce the percentage of cloud coverage by 
overlaying them. Since the multispectral and panchromatic bands for SPOT imagery were 
acquired independently, the High Pass Filter (HPF) image fusion method was applied to 
enhance the resolution of multispectral bands. According to Chavez et al. (1991), the HPF 
method outperformed the Hue-Intensity-Saturation, or principal component, method. In 
addition, it is suitable for multisensoral and multitemporal satellite image data. The pan-
sharpened scenes were mosaicked to cover the study area and reduce the percentage of 
cloud coverage by overlaying them. Table 5.1 comprises a list of all land-cover types present 
in the study area that could be clearly identified from the satellite images. All classes have an 
unequivocal definition, so that they are mutually exclusive. 
Ground truth (reference data) was collected to associate the spectral classes with the cover 
types for the 2010 (SPOT) imagery from field observations from December 2010 to June 2011. 
Reference data for the 1973, 1986, and 2001 images were collected from in-depth interviews 
with local elderly people. A total of more than 1,000 reference data points for each year were 
obtained, of which about two-thirds and one-third of the points were used for image 
classification and accuracy assessment respectively. Before training sites were developed, the 
area covered by cloud and cloud shadow was digitized, masked out and substituted for ETM+ 
and SPOT-4 satellite images. Cloud and cloud shadow expanses of 81.3 km2 of ETM+ and 
798.8km2 of SPOT-4 images were masked and substituted by LT51690522000035XXX02, and 
LT51700512011008MLK00 and LT51700522011008MLK00, respectively. False-color composites 
were used to improve visual interpretation of satellite images and facilitate identification of 
LULC features. Training sites were developed from the reference data collected to create a 
signature for each land-cover type. Signature separability was determined, and areas of 
cultivated land with different soil colors were classified as independent classes during the 
preliminary classification. The pre-processed satellite images were then classified using the 
Maximum Likelihood algorithm to identify grassland, cultivated land, woody shrub, forest and 
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plantation, water, barren land, and seasonal wetland. Before assessing classification accuracy 
and creating thematic maps derived from 1973 (MSS), 1986 (TM), 2001 (ETM+) and 2010 
(SPOT) imageries, classified images were post-processed, e.g. by applying a majority filter and 
combining classes. 
Table 5.1. Description of land use and land cover classes. 
No. LULC classes Description Code 
1 Grassland Landscapes that have a ground story in which grasses 
are the dominant vegetation forms. 
GR 
2 Woody shrubs This category includes low woody plants, generally 
less than three meters in height, usually with multiple 
stems, and grow vertically. 
SH 
3 Cultivated land Areas covered with annual crops followed by harvest 
and bare soil period 
CU 
4 Forest and 
plantation 
Areas composed of forest land and transplanted 
seedlings of eucalyptus 
F&E or 
FR 
5 Seasonal wetland Periodically or continually flooded wetlands 
characterized by non-woody emergent plants 
WE 
6 Barren land Areas with little or no vegetation cover consisting of 
exposed soil and/or bedrock 
BA 
7 Water Permanent open water, lakes, reservoirs and streams WA 
8 Woodland Landscape covered by a low-density forest (acacia and 
wood trees) forming open habitats with plenty of 
sunlight and limited shade.  
WD 
9 Savannah A large flat area of land with tall grass and very few 
trees and shrubs 
SA 
 
5.2.2 Classification accuracy assessment 
An independent reference data sample of 358 points for the Tana sub-basin, and 336 points 
for Beles, were used to assess the classification accuracies for the 2010 images. The reference 
data sample of 287, 263 and 253 points was used for the Lake Tana sub-basin for the 2001, 
1986 and 1973 images respectively. Similarly, 239 and 237 points were applied in the Beles sub-
basin as a reference data sample for 2001 and 1986 images respectively. As there is no single 
best measure of accuracy, overall accuracy and kappa analysis were derived from a confusion 
matrix based on the reference points. Error matrices as cross-tabulations of the mapped class 
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vs the reference class were used to assess classification accuracy (Congalton and Green, 
2009). Quantitative areal extent of the overall land use/cover changes, as well as gains and 
losses in each category throughout the time period, were then compiled. 
5.2.3 Extent and rate of change 
Gross gains, losses and persistence: Post-classification comparison was applied to determine 
the change in land use/cover between two independently classified maps from images of two 
different dates (Jensen, 2005). The traditional cross-tabulation matrix (transition matrix) was 
computed using ArcGIS software and Microsoft Excel to analyze land use/cover transitions. 
Analysis of gains, losses, persistence, swap and net change were calculated for the period 
2001–2010 for both the Tana and Beles sub-basins. The computed transition matrix consists of 
rows that display categories in 2001 and columns that display categories in 2010 (Tables 5.2 
and 5.3).  
Pij indicates the proportion of the land that experiences transition from category i to category 
j. The diagonal elements (i.e. Pjj) indicate the proportion of the land cover/use that shows 
persistence of category j. The off-diagonal entries account for land uses that showed 
transitions from one category to other categories. According to Pontius (2004), the 
proportion of the LULC in category i in 2001 (Pi+) is the sum of Pij over all j. Similarly the 
proportion of the LULC in category j in 2010 (P+j) is the sum of Pij over all i. The losses were 
calculated as the differences between row totals and persistence, while the gains were 
computed as the differences between column totals and persistence. The vulnerability of 
land-cover classes to transition was appraised by calculating the loss-to-persistence ratio 
denoted by lp. Higher trend of land-cover transition to other categories than persist is 
expressed by values of lp greater than one. Similarly, values of gain-to-persistence ratio 
denoted by gp greater than one indicate more gain than persistence. Persistence of land 
covers were assessed based on methods outlined by Braimoh (2006).  
Net change and swap 
The difference between gain and loss is the net change (absolute value), denoted by Dj. 
However, net change undervalues the total change on the landscape, as it fails to capture the 
“swap”. Swap means simultaneous gain and loss of a category on the LULC. The extent of 
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swap of land class j, denoted by Sj, was calculated as two times the minimum of the gain and 
loss. In order to create a pair of grid cells that swap, each grid cell that gains is paired with a 
grid cell that loses. The total change for each land use/cover class, denoted by Cj, was 
calculated as either the sum of the net change and the swap, or the sum of the gains and 
losses. The above-mentioned procedures are formulated in the following equations: 
𝐷௝=ห𝑃ା௝ − 𝑃௝ାห                                (5.1) 
𝑆௝ = 2 ×MIN൫𝑃௝ା − 𝑃௝௝ , 𝑃ା௝ − 𝑃௝௝൯   (5.2) 
𝐶௝ = 𝐷௝ + 𝑆௝ = 𝑃௝ା + 𝑃ା௝ − 2𝑃௝௝    (5.3) 
Rate of change 
Because of its better estimation and biological meaning, the formula derived from the 
Compound Interest Law was applied in order to compute the annual rate of change of LULC 
at different periods (Puyravaud, 2003).  
r = ቀ ଵ
௧మି௧భ
ቁ ×𝑙𝑛 ቀ஺మ
஺భ
ቁ                                           (5.4) 
where r is annual rate of change, and A1 and A2 are the area coverage of a land cover at times 
t1 and t2, respectively. This equation provides a standard method for making LULC change 
comparisons that are insensitive to the differing time periods between observation dates. 
5.2.4 Detecting the most systematic transitions (dominant signals of change) 
The traditional way of identifying the most prominent types of transition fails to consider the 
presence of the largest categories. Even the random process of LULC change would cause a 
large transition of dominant categories. Therefore, interpreting the transitions relative to the 
sizes of the categories is vital to identify systematic transitions, and it was carried out based 
on methods outlined by Pontius (2004). First, expected gains (Gij) and expected losses (Lij) 
that would occur if random changes occurred were determined (Eqs. (5.5) and (5.6)). Values 
obtained were then used to compute the difference between the observed and expected 
transition under a random process of gain (Pij − Gij) or loss (Pij −Lij), denoted by Dij and the 
ratio, denoted by Rij. The values of Dij indicate the tendency of category j to gain from 
category i (focus on gains) and the tendency of category i to lose to category j (focus on 
losses). Large positive or negative deviations from zero indicate that systematic rather than 
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random inter-category transitions occurred between two land classes. The magnitude of Rij 
indicates the strength of the systematic transition. A high ratio means that the transition is 
systematic. Accordingly, expected gains and losses are formulated as follows: 
𝐺௜௝ = ൫𝑃ା௝ − 𝑃௝௝൯ ൬
௉೔శ
ଵ଴଴ି௉ೕశ
൰  ,   ∀𝑖 ≠ 𝑗                        (5.5) 
𝐿௜௝ = (𝑃௜ା − 𝑃௜௜) ቀ
௉శೕ
ଵ଴଴ି௉శ೔
ቁ  ,   ∀𝑖 ≠ 𝑗                   (5.6) 
5.4 Results and Discussion 
5.4.1 Accuracy assessment 
Fig. 5.1 shows the classified maps for 1986, 2001, and 2010 in the Beles sub-basin, and Fig. 5.2 
indicates the classified map for 1973, 1986, 2001 and 2010 in the Tana sub-basin. According to 
the confusion matrix report (Tables 5.2 and 5.3), overall accuracy of 91.9% with a kappa 
coefficient (khat) value of 0.89 for the Tana sub-basin, and 88.4% with a khat of 0.83 for the 
Beles sub-basin, were attained for the 2010 classified map. Similarly, for image classifications 
in the Tana sub-basin, overall classification accuracies achieved were 89.3% (with khat of 0.85) 
for 1973; 90.5% (with khat of 0.87) for 1986; and  89.6% (with khat of 0.84) for 2001. In a similar 
way, the overall accuracies for the Beles sub-basin were 87.3% (with khat of 0.82) for the 1986, 
87.03% (with khat of 0.82) for the 1986, and 89.6% (with khat of 0.84) for the 2001 image 
classifications. Applying the methods of Congalton and Green (2009), the above results signify 
strong agreement between the ground truth and the classified classes. In general, the maps 
met the minimum accuracy requirements to be used for subsequent post-classification 
practice, such as change detection (Anderson et al., 1976). 
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Fig. 5.1. Classified maps for 1986, 2001, and 2010 in the Beles sub-basin. 
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Fig. 5.2. Classified maps for 1973, 1986, 2001, and 2010 in the Tana sub-basin. 
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Table 5.2. Confusion matrix (error matrix) for the 2010 classification map of Tana sub-basin. 
Classified data 
Reference Data Users 
accuracy Cultivation Grassland or 
open grazing 
Eucalyptus 
and forest 
Shrub land Water Seasonal 
wetland 
Barren 
land 
Row total 
Cultivation 139 4 1 1 1 1 1 148 94% 
Grassland or open 
grazing 2 43 3 1 0 1           50 86% 
Eucalyptus and forest 0 1 92 3 0 0 0 96 96% 
Shrub land 0 3 4 38 0 0 0 45 84% 
Water 0 0 0 0 5 1 0 6 83% 
Seasonal wetland 0 0 0 0 1 5 0 6 83% 
Barren land 0 0 0 0 0 0 7 7 100% 
Column Total  141 51 100 43 7 8 8 358  
Producer’s  accuracy 99% 84% 92% 88% 71% 63% 88%   
Overall accuracy = 91.90%, Khat = 88.84%. 
Table 5.3. Confusion matrix (error matrix) for the 2010 classification map of Tana sub-basin. 
Classified data 
Reference Data Users 
accuracy Cultivation Grassland or 
open grazing 
Eucalyptus 
and forest 
Shrub land Water Seasonal 
wetland 
Barren 
land 
Row total 
Cultivation 139 4 1 1 1 1 1 148 94% 
Grassland or open 
grazing 2 43 3 1 0 1           50 86% 
Eucalyptus and forest 0 1 92 3 0 0 0 96 96% 
Shrub land 0 3 4 38 0 0 0 45 84% 
Water 0 0 0 0 5 1 0 6 83% 
Seasonal wetland 0 0 0 0 1 5 0 6 83% 
Barren land 0 0 0 0 0 0 7 7 100% 
Column Total  141 51 100 43 7 8 8 358  
Producer’s  accuracy 99% 84% 92% 88% 71% 63% 88%   
Overall accuracy = 91.9%, Khat = 88.84%. 
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5.4.2 Extent and rate of LULC change 
Gross gains, gross losses and persistence 
Figs. 5.3 and 5.4 show the percentage of LULC classes in different years for the Lake Tana and 
Beles sub-basins respectively. During the whole period 1973–2010, cultivated land and water 
were the major proportions in comparison to the other land use/cover classes for the Lake 
Tana sub-basin. Woodland, followed by cultivation, formed the major proportions in the Beles 
sub-basin. Tables 5.4 and 5.5 depict the proportion of each LULC class that made a transition 
from one category to another from 2001 to 2010 in the Tana and Beles sub-basins respectively. 
During the period 1973–1986, the highest gain in cultivated land (9.7%) and the highest loss in 
shrubland (5%), followed by grassland (2.3%) and forest (0.8%), were observed in the Lake Tana 
sub-basin. During the period 1986–2001, the cultivated land proportion further increased by 
6.3%, but at a lower rate than the previous period for the Lake Tana sub-basin. Shrubland, and 
forest and eucalyptus also further decreased by 4.2% (a lower percentage change than in the 
previous period) and 2.3% (a higher percentage change than in the previous period) 
respectively during the 1986–2001 period. During the same period in the Beles sub-basin, 
cultivation land increased by 16.6%, mainly due to settlement activities in the sub-basin after 
the 1980s drought. On the other hand, forest, woodland and savannah declined by 13.5, 2.8 
and 2.3% respectively in the Beles sub-basin during 1986–2001 period.  
During the period 2001–2010, the cultivated land in the Lake Tana sub-basin further 
increased with the lowest rate (3.6%) when compared to previous periods. This is partly due 
to the lack of suitable lands for further expansion, and the introduction of stricter local 
government rules and regulations with respect to land tenure and land-use rights, hindering 
expansion of cultivation at one’s own will. This finding concurs with those by Teferi et al. 
(2013) and Tegene (2002), who concluded that there was no significant expansion of cropland 
in their respective watersheds (Jedeb and Derekolli watersheds). The second-highest gain 
(2.7%) in forest and eucalyptus was observed in the Tana sub-basin during 2001–2010. This 
result concurs with Teferi et al., (2013) who reported eucalyptus expansion in the Jedeb 
watershed. The highest loss observed for the Tana sub-basin during 2001–2010 was grassland 
(4.1%) followed by shrubland (4%). This is because shrubland and open grazing (grassland) in 
Recent changes in land use land cover 
 
98 
the Tana sub-basin are owned communally, and hence are susceptible to encroachment by 
farmers. In the Beles sub-basin, cultivated land expansion by 18.1%, followed by grassland 
(1.7%) and forest (1.1%), occurred during the 2001–2010 period. The expansion of forest due to 
eucalyptus plantation in the Beles sub-basin was minor compared to that in the Tana sub-basin 
because of less road infrastructure in the Beles sub-basin. An increase in grassland was 
observed in the Beles sub-basin due to shifting cultivation practice by local people: i.e. 
woodland and forest cleared for cultivation land, then became fallow land due to shifting 
cultivation, and ultimately become grassland. In the Beles sub-basin, the highest loss in 
woodland (19.3%) followed by savannah (10.9%) happened during the 2001–2010 period. This 
is most likely because woodland, forest and savannah, which are owned by local communal 
clans, are leased to the highlanders for crop production, as observed at the field visit. 
The diagonal entries in Tables 5.4 and 5.5 show the percentage of landscape that 
remained unchanged. About 90% and 63% of the landscape persisted, or conversely 10% and 
37% of the landscape changed, during the period 2001–2010 for the Tana and Beles sub-basins 
respectively, indicating that persistence dominates in both sub-basins. Cultivated land, water, 
and shrubland together accounted for 82% of the persistence of the landscape in the Lake 
Tana sub-basin during 2001–2010. In the Beles sub-basin, woodland, cultivated land and 
savannah together comprised 60% of the persistence of the landscape during 2001–2010. In 
the Tana sub-basin, both lp and gp for all land use/cover classes were less than one during the 
period 2001–2010. This suggests that these classes have a tendency of persist rather than gain 
or loss in the Tana sub-basin. Contrary to this, the lp for savannah indicates that it experienced 
a higher tendency to lose than persist during the period 2001–2010 in the Beles sub-basin. In 
addition, the gp for cultivated land and grassland in the Beles sub-basin are greater than one 
during the period 2001–2010, suggesting that these classes have a tendency to gain rather 
than to persist. Water tended to persist rather than lose or gain in both the Tana and Beles 
sub-basins during the period 2001–2010.  
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Fig.5.3. Area extent of LULC classes for Tana sub-basin (%). The proportional extent of 
seasonal wetland or barren is less than 1 % in each year.  
 
Fig. 5.4. Area extent of LULC classes for Beles sub-basin (%). The proportional extent of 
water is not visible because it is less than 0.5 % in each year. 
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Table 5.4. Land use and land cover change flow matrices for Tana sub-basin from 2001 to 2010 (percentage)†. 
2001/2010 CU GR F&E SH WA WE BA Pi+ Loss Cj Sj Dj lp gp 
CU 51.7 0.1 0.5 0.0 0.0 0.0 0.1 52.5 0.8 5.2 1.6 3.6 0.0 0.1 
GR 3.6 5.1 0.4 0.0 0.0 0.0 0.1 9.2 4.1 6.1 4.1 2.0 0.8 0.4 
F&E 0.4 0.0 3.0 0.1 0.0 0.0 0.0 3.5 0.5 3.1 0.9 2.2 0.2 0.9 
SH 0.4 1.9 1.7 9.5 0.0 0.0 0.0 13.5 4.0 4.2 0.3 3.8 0.4 0.0 
WA 0.0 0.0 0.0 0.0 20.3 0.0 0.0 20.4 0.1 0.1 0.1 0.0 0.0 0.0 
WE 0.0 0.0 0.1 0.0 0.0 0.2 0.0 0.4 0.2 0.2 0.1 0.1 0.7 0.2 
BA 0.0 0.0 0.0 0.0 0.0 0.0 0.5 0.5 0.0 0.3 0.0 0.2 0.0 0.5 
P+j 56.1 7.2 5.6 9.7 20.4 0.3 0.7 100.0 9.6      
Gain 4.4 2.1 2.7 0.2 0.1 0.0 0.2 9.6       
†The values in bold indicate persistence. Pi+ = total at time 1, P+j = total at time 2, Cj = total change, Sj = the amount of swap, Dj = 
the absolute value of the net change, lp = loss-to-persistence ratio, and gp = gain-to-persistence. 
 
Table 5.5. Land use and land cover change flow matrices for Beles sub-basin from 2001 to 2010 (percentage)†. 
2001/2010 CU GR FR WD SA WA Pi+ Loss Cj Sj Dj lp gp 
CU 17.2 0.8 0.2 4.2 0.3 0.0 22.7 5.5 29.2 11.1 18.1 0.3 1.4 
GR 0.3 1.2 0.2 0.3 0.1 0.0 2.0 0.8 3.3 1.6 1.7 0.7 2.1 
FR 0.5 0.1 1.8 0.2 0.0 0.0 2.6 0.8 2.7 1.6 1.1 0.4 1.0 
WD 15.3 0.7 1.5 37.8 1.9 0.0 57.2 19.3 26.2 13.7 12.5 0.5 0.2 
SA 7.5 0.9 0.0 2.1 4.8 0.0 15.4 10.6 12.8 4.4 8.4 2.2 0.5 
WA 0.1 0.0 0.0 0.0 0.0 0.1 0.2 0.1 0.1 0.0 0.1 0.8 0.2 
P+j 40.8 3.7 3.7 44.7 7.0 0.1 100.0 37.1      
Gain 23.6 2.5 1.9 6.8 2.2 0.02 37.1       
†The values in bold indicate persistence. Pi+ = total at time 1, P+j = total at time 2, Cj = total change, Sj = the amount of swap, Dj = 
the absolute value of the net change, lp = loss-to-persistence ratio, and gp = gain-to-persistence. 
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Net change and swap 
Swap land-change dynamics accounted for 38% and 44% of the total landscape change in the 
Lake Tan and Beles sub-basins respectively for the periods 2001–2010. During the period 2001–
2010, changes in all LULC classes consisted of both net and swap type of changes for both 
sub-basins. In the Lake Tana sub-basin, cultivated land, forest and eucalyptus, and shrublands 
consisted of higher swaps than net changes during 2001–2010 period. During the period 2001–
2010 in the Beles sub-basin, both swaps and net change evenly shared the total changes for 
all land-class categories except cultivated land and savannah. For cultivated land and 
savannah, however, net change was more dominant than swap for the period 2001–2010 in 
the Beles sub-basin. In general for both sub-basins during this period, the change attributable 
to quantity or net change is more predominant than the change attributable to location or 
swap. Cultivated land, woodland and savannah in the Beles sub-basin consisted of both swap 
and net changes during the period 2001–2010.  
5.4.3 Rate of land use and land cover change  
The rate of land use and land cover change throughout the 37 years for the Tana sub-basin, 
and the 24 years for the Beles sub-basin, showed periodic fluctuations. The annual rate of 
increase in cultivated land in the Tana sub-basin slowed down from 2.9% a−1 in 1973 to 0.7% a−1 
in 2010, suggesting a decrease in agricultural expansion over time. High annual rates of decline 
of grassland were observed during the periods 1973–1986 (−0.8% a−1) and 2001–2010 (−2.7% a−1) 
but a mild annual rate of increase was observed during the period 1986–2001 (0.4 a−1). The 
severe droughts in 1983–1985 and 2009 could be the major causative factor for those changes 
(Degefu, 1987; Gebrehiwot et al., 2011). Gumma et al., (2015) also reported LULC change 
induced by drought in India. 
The annual rate of de-vegetation of shrubs increased from −0.8% a−1 during the 1973–1986 
period to −3.7% a−1 during the 2001–2010 period. Forest and eucalyptus deforested at a higher 
annual rate during the periods 1986–2001 (−3.3% a−1), but reforested at a higher annual rate 
during the period 2001–2010 (5.4% a−1), mainly due to eucalyptus plantation (Figs. 5.5d and 
5.5e) as conservation measures, as well as the recent higher demand for urban construction 
and wood for fuel. This result is in agreement with previous studies in the Jedeb (Teferi et al., 
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2013) and Chemoga (Bewket, 2003) watersheds, which reported that planting of eucalyptus 
increased forest coverage. 
In Beles sub-basin the annual rate of increase in cultivated land was highest during the period 
1973–1986 (8.7% a−1) due to a government settlement plan in the sub-basin during this period 
following the 1980s drought. During the period 2001–2010, the annual rate of cultivated land 
further increased by 6.5% a−1 due to lower population density, and fertile land in the middle 
and downstream region of the sub-basin attracted agricultural investors. Furthermore, the 
regional agriculture bureau has a plan to expand cultivation land for the local community in 
the sub-basin (personal communication with Woreda’s agricultural offices). Forest, woodland 
and savannah land decreased at an annual rate of −12.1%, −0.3% and −0.9% respectively, during 
the period 1986–2001 at the expense of cultivated land expansion in the Beles sub-basin. 
During the same period, a high annual rate of increased grassland was observed (24.7% a−1) 
because it gained from shifting cultivation practice by the local community. Similarly, a high 
annual rate of increase in grassland (6.9% a−1) was observed during the period 2001–2010. In 
contrast to the previous period, the forest coverage increased at an annual rate of 3.9% from 
2001–2010, mainly due to eucalyptus plantation upstream of the Beles sub-basin. Woodland 
and savannah land further declined (Figs. 5.6a−5.6d), respectively by −2.7% a−1 and −8.7% a−1 
during the period 2001–2010 in the Beles sub-basin. The mean average annual rate of change 
for grassland and cultivated land increased by 15.8% a−1 and 7.6% a−1 respectively. On the other 
hand, the mean annual rate of change for savannah, forest and woodland landscapes declined 
by −4.8% a−1, −4.1% a−1, and −1.5% a−1 respectively. In contrast to the Tana sub-basin, the annual 
rate of increase in cultivated land did not slow down, because both woodland and savannah 
landscapes are susceptible to encroachment, and the soil underneath is fertile in the Beles 
sub-basin.  
5.4.4 Detection of most systematic transitions 
The difference between the observed and the expected gains under the random process of 
change for grassland–cultivated land transition was 2.7% (Table 5.8).  This suggests that the 
transition of 4% of the landscape from grassland to cultivated land was due to systematic 
processes of change. The difference between the observed and expected gains for 
shrubland–cultivated land (−0.9%) was moderate and the negative value indicates that when 
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cropland gains, there is a high tendency of cultivated land to not gain systematically from 
shrubland. Grassland gains systematically from shrubland, but not from cultivated land. The 
difference between the observed and expected losses under a random process of loss for 
grassland–cultivated land was 1.1%. Hence, there is a systematic transition from grassland to 
cultivated land, as cultivated land was systematically gaining from grassland and, at the same 
time, grassland was also systematically losing to cultivated land. Nevertheless, a systematic 
transition was not observed in the cultivated land to grassland change. Furthermore, 
grassland does not gain systematically from cultivated land (−1.1%).  
In addition, the difference between the observed and expected gains under the random 
process of change for shrubland–grassland and for shrubland–forest and eucalyptus 
transition were 1.6% and 1.9%, respectively. Thus, in the Tana sub-basin there are systematic 
transitions from shrubland to grassland and shrubland to forest and eucalyptus land, as both 
grassland, and forest and eucalyptus land, systematically gain from the shrubland. At the 
same time shrubland was systematically losing to grassland, and forest and eucalyptus. The 
gain in cultivated land in the Tana sub-basin tended to be only from grassland systematically, 
and there was a disinclination to gain from the other LULC categories. This implies that 
farmers in the Tana sub-basin tended to convert grassland rather than forest into cultivation, 
partly because the forests are generally located in rough terrain and on steep slopes that are 
unsuitable for cultivation. The loss of natural woody vegetation is therefore probably due to 
increased demand for wood for fuel and construction, among other uses. It is worth 
mentioning that the most dominant signals of changes in the Tana sub-basin during the period 
2001–2010 were conversion of about 4% of grassland to cultivated land, and the conversion of 
shrubland to grassland. 
In the Beles sub-basin (Table 5.9), the difference between the observed and expected gains 
under the random process of change for savannah–cultivated land is 1.4%; hence the transition 
of 7.5% of the landscape from savannah land to cultivated land was due to systematic 
processes of change. But savannah land gains systematically from woodland (0.5%) rather 
than from cultivated land. The difference between the observed and expected gain under 
random processes of change for grassland–forest transition is 0.1%. But the difference 
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between the observed and the expected losses under random processes of change from 
forest–grassland transition was not systematic. Cultivated land showed systematic transition 
of gain from savannah land (1.4%) but indicated systematic transition of  
Table 5.6. Transitions in percentage of total landscape in the Tana sub-basin under random process of 
gains (Gij), and random process of loss (Lij) for the period 2001-2010. 
2001/2010 Variable CU GR F&E SH WA WE BA 
CU Gij 51.7 1.2 1.5 0.1 0.0 0.0 0.1 
Lij 51.7 0.12 0.1 0.2 0.4 0.0 0.0 
GR Gij 0.9 5.1 0.3 0.0 0.0 0.0 0.0 
Lij 2.5 5.1 0.3 0.4 2.0 0.0 0.0 
F&E Gij 0.3 0.1 3.0 0.0 0.0 0.0 0.0 
Lij 0.0 0.0 3.0 0.4 0.1 0.0 0.0 
SH Gij 1.4 0.3 0.4 9.50 0.0 0.0 0.0 
Lij 2.6 0.3 0.3 9.5 0.9 0.0 0.0 
WA Gij 2.1 0.5 0.6 0.04 20.3 0.0 0.1 
Lij 0.1 0.0 0.0 0.0 20.3 0.0 0.0 
WE Gij 0.0 0.0 0.0 0.0 0.0 0.2 0.0 
Lij 0.1 0.0 0.0 0.0 0.0 0.2 0.0 
BA Gij 0.0 0.0 0.0 0.0 0.0 0.0 0.5 
Lij 0.0 0.0 0.0 0.0 0.0 0.0 0.5 
CU = Cultivation, GR = Grassland and open grazing, F&E = Forest and eucalyptus, SH = Shrubland, WA 
= water, WE = Wetland, and BA = Barren land. 
Table 5.7. Transitions in percentage of total landscape in the Beles sub-basin under random 
process of gains (Gij), and random process of loss (Lij) for the period 2001-2010. 
2001/2010 Variable CU GR FR WD SA WA 
CU Gij 17.2 0.6 0.4 2.8 0.5 0.0 
Lij 17.2 0.3 0.3 3.2 0.5 0.0 
GR Gij 0.8 1.2 0.0 0.2 0.0 0.0 
Lij 0.3 1.2 0.0 0.4 0.1 0.0 
FR Gij 1.0 0.1 1.8 0.3 0.1 0.0 
Lij 0.3 0.0 1.8 20.2 0.1 0.0 
WD Gij 22.8 1.5 1.1 37.8 1.3 0.0 
Lij 18.4 1.6 1.7 37.8 3.2 0.2 
SA Gij 6.1 0.4 0.3 1.9 4.8 0.0 
Lij 5.1 0.5 0.5 5.6 4.8 0.0 
WA Gij 0.1 0.0 0.0 0.0 0.0 0.1 
Lij 0.0 0.0 0.0 0.0 0.0 0.1 
CU = Cultivation, GR = Grassland, F&E = Forest and eucalyptus, WD = Woodland, SA = 
Savannah, and WA = water. 
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Table 5.8. Percent of LULC changes in terms of gains and losses in the Tana sub-basin for the period 
2001-2010*. 
2001/2010 CU GR F&E SH WE WA BA Dij Rij Dij Rij Dij Rij Dij Rij Dij Rij Dij Rij Dij Rij 
CU 0.0 0.0 -1.1 -0.9 -1.0 -0.6 -0.1 -0.7 0.0 
-
0.4 0.0 -1.0 0.0 0.2 
 0.0 0.0 0.0 -0.2 0.4 4.4 -0.1 -0.8 -0.3 
-
0.9 0.0 -1.0 0.1 - 
GR 2.7 2.9 0.0 0.0 0.1 0.4 0.0 -0.1 0.0 2.0 0.0 2.7 0.1 2.4 
 1.1 0.4 0.0 0.0 0.1 0.4 -0.4 -1.0 -2.0 -1.0 0.0 0.2 0.0 1.3 
F&E 0.0 0.0 0.0 -0.5 0.0 0.0 0.1 9.5 0.0 1.0 0.0 3.1 0.0 -0.9 
 0.3 11.9 0.0 0.5 0.0 0.0 -0.4 
-
0.9 -0.1 -1.0 0.0 3.5 0.0 
-
0.8 
SH -
0.9 -0.7 1.6 5.2 1.3 3.4 0.0 0.0 0.0 -0.3 0.0 0.9 0.0 -1.0 
 -2.2 -0.8 1.5 4.7 1.4 5.4 0.0 0.0 0.0 0.0 0.0 -0.7 0.0 -1.0 
WE -2.0 -1.0 -0.4 -1.0 
-
0.6 -1.0 0.0 0.2 0.0 0.0 0.0 0.2 0.0 
-
0.8 
 -0.1 -0.8 0.0 0.0 0.0 0.3 0.0 2.8 0.0 0.0 0.0 6.2 0.0 9.7 
WA 0.0 -0.2 0.0 2.7 0.1 6.9 0.0 9.7 0.0 2.2 0.0 0.1 0.0 6.7 
 -0.1 -0.7 0.0 1.7 0.1 8.3 0.0 -0.5 0.0 -1.0 0.0 0.2 0.0 5.2 
BA 0.0 -1.0 0.0 -0.7 0.0 -0.9 0.0 4.1 0.0 1.1 0.0 -1.4 0.0 0.0 
 0.0 -1.0 0.0 -10.9 0.0 0.4 0.0 3.7 0.0 -0.7 0.0 12.7 0.0 0.0 
*Dij = the difference between the observed and the expected value, Rij = the difference between the 
observed and expected value, relative to the expected value. The numbers in bold are values for the 
gains (%) and the numbers in normal font are values for losses (%). The most systematic transitions are 
highlighted. 
Table 5.9. Percent of LULC changes in terms of gains and losses in the Beles sub-basin for the period 
2001-2010*. 
2001/2010 CU GR FR WD SA WA 
Dij Rij Dij Rij Dij Rij Dij Rij Dij Rij Dij Rij 
CU 0.0 0.0 0.2 0.4 -0.2 -0.5 1.4 0.5 -0.3 -0.5 0.0 -0.8 
0.0 0.0 0.5 2.1 0.0 -0.1 1.0 0.3 -0.2 -0.5 0.0 -0.9 
GR -0.5 -0.7 0.0 0.0 0.1 2.9 0.1 0.3 0.0 0.2 0.0 -1.0 
-0.1 -0.2 0.0 0.0 0.1 4.1 0.0 -0.1 -0.1 -0.6 0.0 -1.0 
FR -0.5 -0.5 0.0 0.4 0.0 0.0 -0.1 -0.4 0.0 -0.8 0.0 -0.9 
0.2 0.5 0.1 2.2 0.0 0.0 -20.0 -1.0 0.0 -0.8 0.0 -1.0 
WD -7.6 -0.3 -0.8 -0.5 0.3 0.3 0.0 0.0 0.5 0.4 0.0 0.5 
-3.2 -0.2 -0.9 -0.6 -0.2 -0.1 0.0 0.0 0.5 0.2 -0.1 -0.9 
SA 1.4 0.2 0.5 1.2 -0.3 -0.9 0.2 0.1 0.0 0.0 0.0 -0.6 
2.4 0.5 0.4 0.9 -0.4 -0.9 -3.4 -0.6 0.0 0.0 0.0 -0.1 
WA 0.0 0.0 0.0 -0.6 0.0 0.0 0.0 -1.0 0.0 -0.8 0.0 -0.1 
0.0 1.2 0.0 -0.4 0.0 0.2 0.0 -1.0 0.0 -0.9 0.0 0.0 
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*Dij = the difference between the observed and the expected value, Rij = the difference between the observed 
and expected value, relative to the expected value. The numbers in bold are values for the gains (%) and the 
numbers in normal font are values for losses (%). The most systematic transitions are highlighted. 
 
loss to grassland (0.5%) and woodland (1%), partly due to shifting cultivation practices. 
Grassland indicated systematic transition of gain from cultivated land (0.2%) and savannah 
land (0.5%), but systematic transition of loss to forest (0.1%). Woodland experienced 
systematic transition of gain from cultivation (1.4%), but experienced systematic transition of 
loss to savannah land (0.5%). Savannah land showed systematic transition of gain from 
woodland (0.5%), but systematic transition of loss to cultivation (1.4%) and grassland (0.5%). 
Cultivated land in the Beles sub-basin become fallow land (mainly grassland) after shifting 
cultivation, and ultimately became woodland. In general, there is a systematic transition of 
gain from one category to another, except for water. In addition, a systematic transition of 
losses from one category to another is detectable for all LULC classes except for that of forest 
and water landscapes.  
5.5 Conclusions 
Most systematic transitions, gains, losses, and swaps were analyzed in the present study 
through a transition matrix using multitemporal LULC in the Tana and Beles sub-basins, which 
constitute a source and headwater tributary of the Blue Nile river in Ethiopia. It is found that 
the sub-basins have undergone significant LULC conversions since 1973 or 1986. The 
predominant LULC type in the Tana sub-basin is found to be cultivated land, corresponding to 
dominant woodland in the Beles sub-basin. In the Tana sub-basin, the cultivated land 
accounted for 36.5% in 1973, 46.2% in 1986, 52.1% in 2001, and 56.1% of the total area in 2010. 
The rate of expansion in cultivated land has recently declined. This is due to the absence of 
the area suitable for cultivation (Fig. 5.5a) and/or due to the fact that the land tenure system 
has effectively controlled spontaneous expansion of cultivation by local people. On the other 
hand, woodland in the Beles sub-basin, accounted for 60% in 1986, 57.2% in 2001 and 44.7% of 
the total sub-basin in 2010. The rate of expansion in cultivated land in the Beles sub-basin was 
increasing in contrast to that of the Tana sub-basin. 
Noticeable LULC changes have been observed during the period 2001–2010—about 10% and 
37% of the landscape has changed for the Tana and Beles sub-basins respectively—indicating 
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that persistence of LULC classes dominates in both sub-basins. Swap land change dynamics 
accounted for 38% and 44% of total landscape change in the Tana and Beles sub-basins 
respectively within the same period. Changes in all LULC classes consisted of both net and 
swap types of change for both sub-basins. In the Tana sub-basin, cultivated land, forest and 
eucalyptus, and shrublands consisted of higher swaps than net changes. In the Beles sub-
basin, both swaps and net change evenly shared the total changes for all land class categories, 
except cultivated land and savannah. But for cultivated land and savannah, net change is 
dominant over swap in the Beles sub-basin. For both sub-basins in general, during this period 
the change attributable to quantity or net change is dominant over the change attributable 
to location or swap. Cultivated land, woodland and savannah had undergone both swap and 
net change in the Beles sub-basin.  
The gain in cultivated land in the Tana sub-basin tended to result only from grassland 
systematically rather than from the other LULC categories. This implies that the sub-basin 
tends to convert grassland rather than forest into cultivation, partly because forests are 
generally located in rough terrain and on steep slopes that are unsuitable for cultivation. 
Hence, the loss of natural woody vegetation (Figs. 5.6a−5.6c) would increase demand for 
wood for fuel and construction, among other uses. One of the inferences of expansion of 
cultivated land at the expense of grassland is insufficiency of grazing land. Since livestock is 
one of the commonest means of income generation for small-scale farmers, next to 
cultivation, scarcity in grazing land could induce a decline in livestock production in the Tana 
sub-basin. Furthermore, grazing land reduction could increase overstocking, leading to 
overgrazing and ultimately a resulting increase in land degradation (Fig. 56.e). A systematic 
transition of grassland to cultivated land therefore contributes to environmental 
unsustainability due to land degradation and increase in poverty levels among agro-pastoral 
farmers of the Tana sub-basin. The systematic transition of grassland to cultivated land was 
also reported in previous studies in another sub-basin (Teferi et al., 2013).  
As for the Beles sub-basin, cultivated land has become fallow land (mainly grassland) after 
shifting cultivation, and then ultimately become woodland. In general, in the Beles sub-basin, 
there is a systematical transition of gain from one category to another, except for water. Also, 
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there is a systematic transition of losses from one category to another, except for that of 
forest and water landscapes. 
 
a) 
 
b) 
 
 
d) 
 
C) 
Fig. 5.5. Expansion of cultivation on marginal lands and eucalyptus plantation on cultivation 
land. (a) Expansion of cultivation on woody shrub land upstream of Tana watershed, (b) 
Cultivation land on steep slope near Sekela (c) Cultivation of mountain top without protection 
Jan. 2011 
Jan. 2011 
Jan. 2011 
Feb. 2011 
Jan. 2011 
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near Sekela. (d) and (e) Eucalyptus plantation on cultivation land near Merawi and Sekela, 
respectively. (Photo by Woldesenbet). 
 
 
 
a) 
 
b) 
 
 
d) 
 
e) 
c) 
May 2011 
May 2011 Feb. 2011 
May 2011 
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Fig. 5.6. Cutting and burning of natural vegetation, and over-grazing. (a) Cutting natural 
woods for domestic consumption near Mambuk, (b) Chopping and burning of natural wood 
trees near Pawe, (c) Burning of wood trees for charcoal near Gilgel Beles, (d) Burning 
savannah under woody trees for cultivation downstream part of Beles watershed, (e) Over-
grazed open grazing land near Dilamo area. (Photo by Woldesenbet). 
Recent expansion (5.4% a−1) in forest and eucalyptus plantation cover in the Tana basin 
(Figs. 5.5d and 5.5e) is due to increasing demands and attractive prices of eucalyptus poles 
resulting from urbanization, road development and human population pressure.  
Continuous transformation of natural landscape (i.e. woody shrub, woodland, grassland, 
and forest) into cultivation land might result in soil and nutrient loss, which will ultimately lead 
to a decline in soil productivity. Zeleke and Hurni, (2001) reported rapid deterioration of soil 
productivity when the natural land cover was converted into cultivation land in the 
northwestern Ethiopian highlands. In addition, surface vegetation removal for agricultural 
expansion deteriorated the environment by increasing soil erosion and sedimentation 
(Bewket, 2002). Expansion of cultivation land on the natural landscape might also result in 
biodiversity loss and severe land degradation (Figs. 5.5b and 5.5c). Dubale, (2001) noted 
expansion of cultivation land on steep slopes at the expense of natural forests, leading to land 
degradation in the north-western Ethiopian highlands. Aerts et al. (2009) revealed that 
biodiversity loss has increased at an alarming rate in the Ethiopian highlands.  
Finally, this study has highlighted that integrated use of Remote Sensing and GIS 
technologies improves quantification of LULC gain and loss and, therefore, improved 
understanding of the process of LULC change. Furthermore, the quantified LULC change can 
be used in hydrological modeling tools as an input in order to assess the impact of changes in 
the sub-basin hydrology. This study also provides a suitable environment for watershed 
conservation measures by informing major transition in LULC categories. 
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6. Hydrological Responses to Land use/cover Changes in the Tana and Beles 
Watersheds, the Upper Blue Nile, Ethiopia4 
Abstract  
The assessment of the impact of land use and land cover (LULC) changes on hydrology is 
crucial for sustainable water resource management. In particular, understanding how 
changes in distinctive LULC types influence the basin hydrology would greatly improve the 
predictability of the hydrological consequences of LULC dynamics, and could thus help 
stakeholders to make informed decisions. Multivariate analysis, which is used to compare 
each LULC class to determine the dynamics of water-balance components, is lacking for the 
Upper Blue Nile Basin. In this study, an integrated approach comprising hydrological modeling 
and partial least squares regression (PLSR) was used to quantify the contributions of changes 
in individual LULC classes to changes in hydrological components. As a case study, two 
watersheds, Lake Tana and Beles in the Upper Blue Nile Basin in Ethiopia, were considered for 
the conduction of hydrological modeling using LULC maps and the Soil and Water Assessment 
Tool (SWAT). LULC maps were processed for the two watersheds in the calibration, validation 
and simulation analyses, namely four years (1973, 1986, 2001 and 2010) for Tana and three 
years (1986, 2001 and 2010) for Beles. In the Tana sub-basin, it is found that expansion of 
cultivation land and decline in woody shrub are the major contributors to the rise in surface 
run-off and to the decline in the groundwater component from 1986 to 2010. Similarly, decline 
of woodland and expansion of cultivation land are the major contributors to the increase in 
surface run-off and water yield. They also contributed to the decrease in groundwater and 
actual evapotranspiration components in the Beles watershed. Increased run-off and reduced 
baseflow and actual evapotranspiration would have negative impacts on water resources, 
especially in relation to erosion and sedimentation in the upper Blue Nile River Basin. As a 
result, expansion of cultivation land and decline in woody shrub/woodland appear to be major 
environmental stressors affecting local water resources. The approach to assessing changes 
                                                           
4This chapter is based on Woldesenbet TA, Elagib NA, Ribbe L, Heinrich J. 2016. Hydrological 
responses to land use/cover changes in the source region of the Upper Blue Nile Basin, 
Ethiopia. Sci. Total Environ.  http://dx.doi.org/10.1016/j.scitotenv.2016.09.124. 
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in basin hydrology could generally be applied to a variety of other watersheds for which 
temporal digital LULC maps are available. 
6.1 Introduction 
 Assessing the impacts of land use and land cover (LULC) changes on hydrology is vital 
for watershed management and development. Changes in LULC modify the rainfall path into 
run-off by altering critical hydrological components, such as surface run-off, groundwater 
recharge, infiltration, interception and evaporation (Costa et al., 2003; Mao and Cherkauer, 
2009; Sajikumar and Remya, 2015). These LULC changes have potentially large impacts on 
relations between rainfall and run-off; however, a greater challenge is to quantify these 
impacts for large basins, where the interaction between LULC, the climate characteristics and 
the underlying hydrological processes are complex and not static (e.g. Uhlenbrook et al., 
2003). Methods for assessing the hydrological impacts of LULC changes in river basins include 
hydrological modeling, multivariate statistics, and paired catchments (e.g. Zhang and 
Schilling, 2006; Bi et al., 2009; Khoi and Suetsugi, 2014). The use of a physically based 
distributed hydrological model is a common approach to assessing the impact of LULC 
changes on hydrology. This includes analysis of spatial hydrological responses to different 
LULC maps, comparison of basinal average values of simulated hydrological components in 
response to LULC changes at the basin scale, and assessment of temporal responses in river 
discharge with changes in LULC (e.g. Hernandez et al., 2000; Miller et al., 2002; Niehoff et al., 
2002; De Fries and Eshleman, 2004; Hundecha and Bárdossy, 2004; Ghaffari et al., 2009; Nie et 
al., 2011; Yan et al., 2013; Gumindoga et al., 2014). Different watershed models such as AvGWLF 
(Tu, 2009), DHSVM (Cuo et al., 2008), PRMS (Qi et al., 2009), MIKE-SHE (Stoll et al., 2011), and 
SWAT (Hernandez et al., 2000; Miller et al., 2002; Ghaffari et al., 2009; Nie et al., 2011; 
Getachew and Melesse, 2013; Yan et al., 2013; El-Khoury et al., 2015; Niraula et al., 2015) have 
been used to assess the impact of LULC dynamics on hydrology. 
Many studies have reported the impact of LULC changes on hydrology at different 
spatial and temporal scales (Hundecha and Bárdossy, 2004; Wang et al., 2007; Zhang et al. 
2010; Rientjes et al., 2011; Warburton et al., 2012; Gumindoga et al., 2014; Kalantari et al., 2014). 
In the headwater region of the Blue Nile, however, most studies do not quantify the 
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contributions of change in individual LULC classes to different hydrological responses. When 
accurate quantification is lacking, the influence of changes in some LULC classes on hydrologic 
components is perhaps overestimated, undervalued, or even misunderstood (Nie et al., 2011). 
In addition, impacts of LULC on hydrology in the Tana and Beles watersheds are poorly 
documented. To address this deficiency, this study applies an integrated approach of 
hydrological modeling and partial least squares regression analysis to quantify the 
contribution of changes for each LULC class to changes in hydrological components in the 
Tana and Beles sub-basins. 
There are still valid research questions as to how concurrent changes in several LULC 
classes, and changes in individual LULC classes, influence each hydrological component. The 
answers to these questions will improve the predictability of hydrological consequences of 
LULC changes, and are thus crucial for future LULC and/or water resource planning and 
management. In view of this, and as they are the main source regions of the transboundary 
river (the Nile), the quantification of LULC change in the Tana and Beles watersheds is vital. 
The objectives of this study are to evaluate the impacts of LULC changes on the 
hydrology of the Tana and Beles watersheds at the basinal scale, and to quantify the 
contribution of changes in individual LULCs to changes in major hydrological components, 
using partial least squares regression at the sub-basinal scale.  
6.2 Method 
The method implemented in this study is divided into two parts: (1) modeling to simulate 
hydrological components for each of the historical LULC maps in four time periods (1973, 
1986, 2001, and 2010) in the Lake Tana sub-basin; and in three time periods (1986, 2001, and 
2010) in the Beles sub-basin; and (2) performing partial least square regression analysis to 
determine the contribution of changes in LULC classes to changes in hydrological 
components. 
6.2.1 Hydrological modeling 
6.2.1.1 The SWAT model 
The Soil and Water Assessment Tool (SWAT) 2012 (Neitsch et al., 2011) was applied in the Lake 
Tana and Beles sub-basins to assess the impacts of LULC changes on hydrological 
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components. A great number of SWAT applications have been used to study hydrology in 
complex and large watersheds in different region of the world (see the SWAT literature 
database: https://www.card.iastate.edu/swat_articles/ .)  
The SWAT model is a physically based, distributed, continuous daily time-step model 
developed to assess the impacts of climate and land management on hydrological 
components, sediment loading, and pollution transport in watersheds (Arnold et al., 1998). In 
the SWAT model, a basin is divided into sub-basins, and sub-basins are further divided into a 
series of uniform hydrological response units (HRUs) based on LULC changes, soil, and slope. 
Hydrological components, sediment yield, and nutrient cycles are simulated for each HRU, 
and then aggregated for the sub-basins. 
The main hydrological components simulated by the SWAT model encompass 
evapotranspiration (ET), surface run-off, percolation, lateral flow, groundwater flow (return 
flow), and transmission losses (Arnold et al., 1998). The hydrological component of SWAT is 
based on the following daily equation. 
SW୲ = SW୭ + ∑൫Rୢୟ୷ − SURQ − Eୟ − Wୱୣୣ୮ − GWQ൯                                       (6.1) 
where SWt is the final soil water content (mm), SW0 is the initial soil water content (mm), t is 
time in days, Rday is the amount of precipitation (mm), SURQ is the amount of surface run-off 
(mm), Ea is the amount of evapotranspiration (mm), Wseep is the amount of water entering the 
vadose zone from the soil profile (mm), and GWQ is the amount of return flow (mm). The run-
off curve number method was used to estimate surface run-off in the basins (Loague and 
Freeze, 1985).  
The net water yield (WYLD) in mm to the stream channel was estimated using Eq. (6.2) 
as follows: 
WYLD = SURQ + LATQ + GWQ − TLOSS             (6.2) 
where LATQ is the lateral flow contribution to stream discharge (mm), and TLOSS is the 
transmission loss from the system (mm). 
Evaporation is simulated using exponential functions of soil depth and water content, 
while transpiration is computed using a linear function of potential evapotranspiration (PET) 
and leaf area index (LAI). Three methods used to estimate PET in SWAT are described by 
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Monteith (1965), Priestley and Taylor (1972), and Hargreaves et al., (1985). The Hargreaves 
method was used to calculate PET in this study due to the readily available data.  The surface 
run-off was estimated using a modification of the SCS curve number method (USDA, 1972) 
with daily rainfall amounts. The lateral flow was estimated simultaneously with percolation 
using a kinematic storage model. The groundwater flow (baseflow) into the channel was 
obtained from hydraulic conductivity of the shallow aquifer, distance from sub-basin to main 
channel, and water-table height. A detailed description of the model is available online in the 
SWAT documentation (http://swat.tamu.edu/documentation/ ).  
6.2.1.2 Model inputs 
 The input data used in the SWAT model includes a digital elevation model (DEM), soil 
data, LULC maps and climate data. The DEM was derived from the USGS National Elevation 
Dataset with a resolution of about 90 m (Fig. 6.1). The soil-type map was obtained from the 
Ministry of Water and Energy, Ethiopia (Fig. 6.2). Related soil properties were obtained from 
recent irrigation design and feasibility studies in the sub-basins. LULC data for four time 
periods (1973, 1986, 2001 and 2010) for the Lake Tana sub-basin, and three time periods (1986, 
2001 and 2010) for the Beles sub-basin were used to assess the impact of LULC changes on 
hydrology. These images include Multispectral Scanner imaging (MSS) for 1973, Thematic 
Mapper imaging (TM) for 1986, and Enhanced Thematic Mapper imaging (ETM+) for 2001. The 
2010 LULC map was developed from SPOT4 satellite images, which were obtained from the 
European Space Agency (ESA) Third-Party Mission (TM). The LULC map for the Beles sub-basin 
was developed only for the years 1986 (TM), 2001 (ETM+) and 2010 (SPOT4). For detail analysis 
of LULC maps please refer to earlier section “Recent Changes in LULC in the Tana and Beles 
Watersheds, Headwater Region, Ethiopia”.  
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Fig. 6.1. Tana and Beles sub-basins 
 
Fig. 6.2. Soil types in the study area 
 
Fig. 6.3. Slope of Tana and Beles sub-basins 
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The climate data, including daily values of precipitation and maximum and minimum 
temperatures for the period from 1970–2013 for the Lake Tana sub-basin, and from 1980–2013 
for the Beles sub-basin, were obtained from the National Meteorological Agency, Ethiopia. 
The missing records of precipitation and temperature from six meteorological stations in and 
around the Lake Tana and Beles sub-basins were interpolated by the coefficient of correlation 
weighting method, and then homogenized using the Multiple Analysis of Series for 
Homogenization (MASH) (Szentimrey, 2011). Daily streamflow at six gauging stations in the 
tributaries of the sub-basin from 1980–2005 was obtained from the Ministry of Water and 
Energy, Ethiopia.  
The current version, SWAT2012, was used to compile the SWAT input files. Based on 
slope (Fig. 6.3), LULC and soil data, the Lake Tana watershed was divided into 60 sub-basins, 
which in turn were subdivided into 428 HRUs for the Lake Tana watershed and 38 sub-basins 
and 299 HRUs for the Beles watershed. HRUs are a uniform unit used in the calculation of 
water-balance components. 
6.2.1.3 Model calibration and validation 
 Simulations set up using the 2001 LULC map were used to calibrate daily streamflow 
from 1998 to 2001 at four gauges (Gilgel Abay, Ribb, Megech, and Gummara)  in the Lake Tana 
watershed, and at two gauges (Main Beles and Gilgel Beles) in the Beles watershed. After 
model calibration, simulations set up using the same LULC map and gauges as calibration were 
used to validate daily streamflow from 2002 to 2005. All of the daily data were summarized 
into monthly intervals for the model-evaluation procedure. Different parameter values were 
applied for sub-watersheds upstream of, or near to, each gauging stations.  
SWAT-CUP (Calibration and Uncertainty Procedures) (Abbaspour et al., 2011) is a 
separate program developed for calibration of SWAT. In the current study, the Sequential 
Uncertainty Fitting version 2 (SUFI-2) algorithm (Abbaspour et al., 2004 and Abbaspour et al., 
2007) was applied in the SWAT-CUP software package for model calibration, validation and 
sensitivity analysis. The optimal values for SWAT calibration are listed in Table 6.1. The 
performance of the model in simulating streamflow was evaluated visually and by using the 
Nash-Sutcliff efficiency (ENS), percent bias (PBIAS), and coefficient of determination (R2) 
values:  
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where n is the total number of records, Oi is the observed value, Oavg is the mean of the 
observed values, Si is the simulated value, and Savg is the mean of the simulated values.  
According to Moriasi et al. (2007), the calibration/validation performance for the SWAT 
model is acceptable under the following conditions: (1) when R2 and ENS are greater than 0.5; 
and (2) when the absolute value of PBIAS ranges from 15 to 25. 
6.2.1.4 Model application 
 To assess the impacts of historical LULC changes on hydrological condition, the 
calibrated model was run for each of the LULC maps (1973, 1986, 2001 and 2010) with constant 
DEM and soil data from January 1970 to December 2013 in the Lake Tana watershed. For the 
Beles watershed, the run was carried out for the LULC maps (1986, 2001 and 2010) from 
January 1980 to December 2013. The first year was used as a warm-up period for both sub-
basins. The simulated results were used for two purposes: firstly to evaluate the impacts of 
historical LULC changes on changes in surface water hydrology at the watershed scale; and 
secondly, to quantify the contribution of changes in individual LULC classes to changes in 
hydrological components at the sub-basinal scale.  
6.2.2 Partial least squares regression 
 Partial least squares regression (PLSR) was used to quantify the contribution of 
changes in individual land-cover types to hydrological components at the sub-basin scale. 
PLSR relates the changes in hydrological components across two simulations developed using 
land-use maps for 2010 and 1986 with land-use changes. The predictor variables for the Lake 
Tana watershed were the changes in the LULC classes: i.e. cultivated land, grassland, natural 
forest and eucalyptus, woody shrub, water, seasonal wetland, and barren; while those for the 
Beles watershed were cultivated land, grassland, woodland, forest, savannah, and water. On 
the other hand, the dependent variables (responses) for both sub-basins were the changes in 
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the hydrological components (i.e. surface run-off, baseflow, water yield, and 
evapotranspiration). 
Whether or not the sample comes from a normally distributed population was tested 
using the Shapiro-Wilk test (Shapiro and Wilk 1965), the Anderson-Darling test (Stephens, 
1974), the Lilliefors test (Lilliefors, 1967), and the Jarque-Bera test (Bera and Jarque, 1981). The 
results (not shown here) indicate that they are normally distributed. 
PLSR is a robust multivariate regression method that is appropriate when the 
predictors exhibit collinearity and numerous independent variables (Wold et al. 2001; Shi et al. 
2013). The basic PLSR algorithm is not described in this paper, but further information on PLSR 
can be obtained from Abdi (2007, 2010), Carrascal et al. (2009), Shi et al. (2013) and Ma et al. 
(2015). One of the interesting features of PLSR is that the relationships between the 
predictors and the response function can be inferred from the weights (w*) and regression 
coefficients of individual predictors in the most explanatory components. In our case, the 
predictors are the land-use classes, while the response function is meant to be the annual 
hydrological components. The determination of the number of significant components to 
keep is usually based on a criterion that involves a cross-validation. Model validity and 
strength is assessed by two main indices: (1) goodness of fit (R2), i.e. the proportion of 
variation in the dependent variable that is explained by the model; and (2) R2cross (cross-
validated R2; goodness of prediction), i.e. the proportion of variance in the dependent variable 
that can be predicted by the model. R2 and R2cross are used to obtain the appropriate number 
of components of each PLSR model (Yan et al., 2013). A PLSR regression model provides 
significant and good predictions when R2 is greater than 0.5 and when R2cross is greater than 
0.0975 (Trap et al., 2013).  
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Table 6.1. Optimal parameter values used for calibration of SWAT model in the Tana and Beles sub-basins 
Parameters Default Description Optimal value 
Tana sub-basin Beles sub-basin 
Megech Ribb Gummara Gilgel Abay Gilgel Beles/ Main Beles 
r__CN2.mgt 30−92 SCS runoff curve number for 
moisture condition II 
−0.04 −0.04 −0.04 −0.04 5% (0.05) 
v__GWQMN.gw 0.0 Threshold water level in 
shallow aquifer for baseflow 
62.05 81.08 21.44 62.95 44.3 
v__REVAPMN.gw 1.0 Threshold water level in 
shallow aquifer for revap 
4.08 1.38 3.67 1.56 1.04 
v__ALPHA_BF.gw 0.048 Baseflow recession constant 0.0001 0.000
3 
0.092 0.015 0.07 
v__CH_K2.rte  Effective hydraulic 
conductivity in main channel 
8.16 3.9 5.64 1.4 9.33 
v__GW_DELAY.gw 31 Groundwater delay time 3.12 4.63 4.88 4.69 1.45 
v__GW_REVAP.g
w 
0.02 Revaporation coefficient 0.12 0.06 0.12 0.05 0.19 
r__SOL_AWC.sol 0.01−0.19 Available water capacity of 
the soil layer 
−0.11 −0.16 0.04 0.09 −4% (-0.04) 
r__SOL_K.sol varied Saturated hydraulic 
conductivity 
−0.10 0.07 −0.13 0.05 −1% (−0.01) 
v__ESCO.hru 0.95 Soil evaporation 
compensation factor 
0.59 0.62 0.47 0.58 0.9 
v__EPCO.hru 1.0 Plant uptake compensation 
factor 
0.23 0.99 0.65 0.35 0.65 
v__SURLAG.hru 4 Surface runoff lag coefficient 5.5 8.1 13.5 16 0.05 
r__SLSUBBSN.hru 50 Average slope length N/A N/A N/A N/A 0.05 
a__CANMX.hru 0 Maximum canopy storage N/A N/A N/A N/A 2.5 
r__BLAI{}.plant.da
t 
varied Maximum potential leaf area 
index 
N/A N/A N/A N/A 0.07 
For Gilgel Beles and Main Beles same optimal values were considered. 
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The variable importance of the projection (VIP) and regression coefficients (RCs) were 
used to explain the relative influence of each independent variable. It is thus possible to 
determine which land-use types most strongly interact with the hydrological components. 
The predictors having large VIP values are the most relevant for explaining the dependent 
variable. In general, an independent variable with a VIP value greater than 0.8 is most relevant 
and significant for explaining the dependent variable (Wold 1995), whereas a value less than 
0.5 indicates that the variable does not significantly explain the dependent variable. The RCs 
of the PLSR models inform the direction and strength of the impact of each independent 
variable in the PLSR model. An independent variable may have a small value of RC but a large 
VIP, implying that this independent variable is important and contributes significantly to the 
prediction, and therefore has to be kept in the model. If the value of the VIP and coefficient 
are both small, that variable may be deleted from the model.  
To overcome the problem of over-fitting, the appropriate number of components of 
each PLSR model was determined by cross-validation to achieve an optimal balance between 
the explained variation in the response (R2) and the predictive ability of the model (goodness 
of prediction: R2cross). The R2cross and percentage of variance explained for the response 
variables (hydrological components), as well as the cross-validated root mean squared error 
(RMSEcv) were determined for each model. The regression coefficients of the PLSR models 
were used to show the direction of the relationship between the changes in individual land-
use types and hydrological components.  
To maximize the prediction capacity of the model, less-correlated response variables 
were modeled separately. For the Tana watershed, surface and groundwater components 
were considered in one PLSR model, while evapotranspiration and water-yield components 
were each modeled as a separate PLSR. For the Beles watershed, however, surface water, 
groundwater, water-yield and evapotranspiration components were used as response 
variables in a PLSR model, while LULC classes were considered as predictor variables. All of 
the analyses were conducted using the PLSR procedure outlined in SIMCA 14.1 
(www.Umetrics.com) and www.xlstat.com (XLSTAT add-ins tool). 
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6.3 Results and Discussion 
 The calibration/validation and simulation results are presented in this section. Impacts 
of LULC changes on changes in surface-water hydrology at the watershed scale are discussed. 
The contributions of changes in individual LULCs to changes in hydrological components at 
the sub-basinal scale are quantified. During the whole period 1973–2010, cultivated land and 
water formed the major proportions, compared to the other land use/cover classes for the 
Lake Tana sub-basin. Woodland followed by cultivation formed the major proportions in the 
Beles sub-basin. 
6.3.1 Calibration and validation of SWAT 
 To analyze the effect of LULC change, Niraula et al. (2015) suggested that the 
hydrological model be calibrated spatially. For this reason, the SWAT model is calibrated 
spatially to four and two gauging stations at the Lake Tana and Beles sub-basins respectively. 
The comparisons between simulated and observed monthly streamflow values in the period 
of calibration (1/1/1998–12/31/2001) and validation (01/01/2002–12/31/2005) are shown in Figs. 
6.4 and 6.5 respectively. A clear consistency can be seen between simulated and observed 
values.  The ENS, R2 and PBIAS values for the monthly calibration and validation are listed in 
Table 6.2. All of the ENS and R2 values for streamflow are greater than or equal to 0.8, and the 
PBIAS values are in the range of ±20% except those for Megech near Azezo, which suggests 
good model performance (Moriasi et al., 2007). Monthly simulated discharge results show 
that although the patterns with regard to simulated and observed discharge were similar for 
most of the years, observed discharge was underestimated during peak rainy months. This 
inconsistency might arise due to the limitation of the curve number method used in the SWAT 
model, as it considers average daily rainfall depth instead of intensity and duration (Nie et al., 
2011). In the Lake Tana and Beles sub-basins, heavy rainfall events occur with high intensity 
within a period of four months (Haile et al., 2011). Overall, the consistency between the results 
of the simulation and the measured values, as well as the high ENS and R2 values, indicate that 
the calibrated and validated model could describe monthly streamflow well. The SWAT model 
thus simulated using the calibrated parameters was applied to evaluate the hydrological 
responses to LULC changes. 
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Fig. 6.4. Comparison between the measured and simulated monthly streamflow values for the calibration period. 
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Fig. 6.5. Comparison between the measured and simulated monthly streamflow values for the validation period. 
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 Table 6.2. Criteria for examining the accuracy of the model calibration 
Index Megech 
near 
Azezo 
Ribb near 
Addis 
Zemen 
Gummara 
near Bahir 
Dar 
Gilgel Abay 
near 
Merawi 
Gilgel Beles 
near 
Mandura 
Main 
Beles at 
Bridge 
Calibration 
R2 0.69 0.94 0.86 0.87 0.82 0.96 
ENS  0.67 0.94 0.83 0.85 0.79 0.86 
PBIAS −12.2 −6.4 −4.8 19.4 9 −18.9 
Validation 
R2 0.63 0.93 0.90 0.80 0.81 0.96 
ENS  0.55 0.89 0.88 0.74 0.80 0.94 
PBIAS 27.2 16.7 19 12.2 −4.4 −13.1 
 
6.3.2  Impacts of LULC changes on hydrology at the basinal scale 
 The land-use changes during the past five decades in the Tana and Beles sub-basins are 
shown in Table 6.3. A comparison of LULC maps for the years 1973, 1986, 2001, and 2010 
indicates that the most significant changes occurred in LULC classes in the Tana and Beles sub-
basins, namely grassland, woody shrubs, cultivated land, forest and plantation, seasonal 
wetland, barren land, woodland, and savannah. 
Cultivation land expanded continuously, while woody shrub declined throughout the 
study period in the Tana sub-basin. The rate of change in cultivation land area during the 
recent period declined due to lack of suitable land for cultivation in the Tana sub-basin. In the 
Tana watershed, the proportional extent of cultivated land increased from 36.5% to 46.2% 
between 1973 and 1986, and the rate of change in cultivation decreased throughout. 
Conversely, from 1973 to 1986, the proportional extent of grassland and forest decreased 
from 10.9% to 8.6%, and from 6.5% to 5.7% respectively. After 2001, the extent of forest area 
was increased from 3.5% to 5.6% due to eucalyptus plantation. The proportional extent of 
woody shrubland decreased throughout the study periods. Similarly to the Tana watershed, 
the Beles watershed experienced expansion of cultivation land. The rate of expansion of 
cultivation land in the Beles watershed is not constrained, as it is at Tana, by unavailability of 
suitable land for cultivation expansion.  
Table 6.3 summarizes the average annual basin values of total water yield, surface run-
off, and baseflow simulated from each LULC map. Compared to the LULC baseline in 1973 in 
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the Tana sub-basin, the average annual water yield over the watershed was 81.1 mm lower in 
1986, 77.3 mm lower in 2001, and 70.7 mm lower in 2010 (decreasing by 15.1%, 14.4%, and 13.1%, 
respectively compared to 1973). Similarly to water yield, the average annual baseflow with 
LULC gradually decreased from 362.7 mm in 1973 to 286.9 mm in 2010 (a decrease of 20.9%). 
The average annual basin percolation also declined by 19.7%, 22.2% and 23.3% in 1986, 2001 and 
2010 respectively. In contrast to this, the average annual ET for LULC was 89.9 mm higher in 
1986, 87.1 mm higher in 2001, and 79.9 mm higher in 2010, than that in 1973; i.e. it increased by 
12.3%, 11.9% and 10.9% respectively in these years. 
Compared to the LULC baseline in 1986 in the Beles sub-basin, the average annual 
water yield over the watershed was 53.6 mm higher in 2001, and 11.5 mm higher in 2010 than 
that in 1986 (increasing by 7.4% and 1.6% respectively). Similarly to water yield, the average 
annual basinal surface run-off with LULC in 1986 was 199.8 mm; but it rapidly increased to 
302.6 mm with LULC in 2010 (an increase of 51.3%). In contrast, the average annual basinal 
baseflow and ET declined in 2001 and 2010 compared to that in 1986. The average annual 
baseflow for LULC was 9.5 mm lower in 2001, and  88 mm lower in 2010, than that in 1986 
(decreases of 1.9% and 17.4% respectively). In addition, the average annual basinal ET for LULC 
was 33.4 mm lower in 2001, and 47.5 mm lower in 2010, than that in 1986, i.e. decreases of 4.1% 
and 5.8% respectively. 
The comparison of differences in surface run-off and changes in LULC suggests that 
the increase of average annual basinal surface run-off could be mainly ascribed to the 
expansion of cultivation land and shrinkage in woody shrub from 1986 to 2010 (Table 6.3). As 
shown in Table 6.4, very strong positive correlation with Pearson correlation factor of 0.86 
were observed between surface run-off components and proportional extent of cultivation 
land.  On the other hand, strong negative correlation between surface run-off component and 
woody shrub (Pearson correlation factor of −0.79. In contrast to the surface run-off 
component, the groundwater component is strongly negatively correlated with the 
expansion of cultivation, and is strongly positively correlated with percentage of woody 
shrubland (Table 6.4). Increased average annual basinal run-off associated with expanding 
cultivation area probably be due to the decrease in infiltration of soil (Franczyk and Changk, 
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2009). An association between the decrease in baseflow/percolation/ET and cultivation 
expansion from 1986 to 2010 can be inferred from the comparison between the variations of 
average annual basinal baseflow/percolation/ET and changes in LULC from 1986 to 2010. As 
shown in Table 6.3, baseflow, percolation, and ET decreased between 1986 and 2010. 
In the Tana sub-basin, the expansion of cultivation land replaced the grassland and/or 
woody shrubland. Cultivation land decreases soil infiltration rate/percolation/baseflow, and 
increases surface run-off compared to grassland and woody shrub. Expansion of cultivation 
in expanses of grassland and woody shrub can also change the local water balance. Further 
comparison between changes in water yield and changes in LULCs in the Tana sub-basin 
(Table 6.3) indicates that the increase in water yield from 1986 to 2010 is due to the gradual 
increase in cultivation land, and a simultaneous decrease in woody shrub. 
For the Beles sub-basin, expansion of cultivation is strongly correlated with the surface 
run-off component, and negatively correlated with the groundwater component, with 
Pearson correlation factors of 0.90 and −0.59 respectively (Table 6.4). Woodland is related to 
surface run-off and groundwater components in the opposite direction to cultivation land. 
Decline in woodland increases surface run-off and increases groundwater components (Table 
6.4). Cultivation land and savannah in the Beles sub-basin related negatively with 
evapotranspiration, while forest and woodland related positively (Table 6.4).  
Relative changes in surface run-off, ET, baseflow, and water yield in 2010 compared to 
1986 for each sub-watershed’s values range from −26.8% to 38.5%, −1.5% to 80.6%, −134% to 
0.0%, and −49% to 8.8%, respectively. The high variations in hydrological components on a local 
scale (sub-watershed) indicate that changes in hydrological components with respect to LULC 
changes are much higher than the level of model accuracy, even for very small LULC changes 
between 2010 and 1986. Simulation results from the calibrated model were thus used to 
evaluate the impacts of LULC changes on hydrological components. As shown in Table 6.3, 
actual evapotranspiration is declining in both watersheds due to simultaneous expansion of 
cultivated land and decline in woody shrub/woodland. On a basinal scale, water gains result 
mainly from precipitation, and the losses are mainly due to run-off and evapotranspiration 
(Oki and Kanae, 2006). The amount of precipitation was constant, and the change in soil 
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storage between the two periods was similar. This is attributed by Yan et al. (2013) to the use 
of the “fixing–changing” method. In the “fixing–changing” approach, the calibrated model 
was separately run for two LULC maps with constant DEM, soil data and weather data (See 
e.g. Tang et al., 2011.) It was reported elsewhere that the change in hydrological regime due 
to land use was essentially the change in the evapotranspiration between the two periods 
(Yan et al., 2013). The annual ET losses from seasonal crops are smaller than the ET losses from 
forests, because seasonal crops transpire only during the growing season (only four months 
in the Tana and Beles watersheds), whereas perennial trees transpire throughout the year. 
Yan et al. (2013) also reported smaller annual ET loss from crop land than from perennial 
vegetation. In the Beles sub-basin, woodland has changed to cultivation land, resulting in 
decreased vegetation coverage. This change would also eventually reduce 
evapotranspiration, adversely affect soil water storage, and decrease rainfall infiltration, 
thereby increasing water yield or streamflow. 
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Table 6.3. Proportional LULC extent, changes of LULCs, average annual basinal values of hydrological components, and changes 
in hydrological components, for the Lake Tana and Beles sub-basins. 
Tana watershed 
Time 
period 
Cultivation 
(%) 
Grassland 
(%) 
Forest and 
eucalyptus (%) 
Woody 
shrub (%) 
Water 
(%) 
Seasonal 
wetland (%) 
Barren 
(%) 
Water 
yield (mm) 
Surface 
runoff (mm) 
Baseflow  
(mm) 
ET 
(mm) 
1973 36.5 10.9 6.5 22.8 23.2 0.1 0.0 537.9 158.8 362.7 733.4 
1986 46.2 8.6 5.7 17.8 20.2 0.6 0.9 456.8 145.9 297.8 823.3 
2001 52.5 9.2 3.5 13.5 20.4 0.4 0.5 460.6 157.0 290.9 820.5 
2010 56.1 7.2 5.6 9.7 20.4 0.3 0.7 467.2 167.8 286.9 813.3 
1986-1973 9.7 −2.3 −0.8 −5 −3 0.5 0.9 −81.1 −12.9 −64.9 89.9 
2001-1986 6.3 0.6 −2.2 −4.3 0.2 −0.2 −0.4 3.8 11.1 −6.9 −2.8 
2010-2001 3.6 −2 2.1 −3.8 0 −0.1 0.2 6.6 10.8 −4 −7.2 
2010-1973 19.6 −3.7 −0.9 −13.1 −2.8 0.2 0.7 −70.7 9 −75.8 79.9 
Beles watershed 
Time 
period 
Cultivation 
(%) 
Grassland 
(%) 
Forest (%) Woodland 
(%) 
Water 
(%) 
Savannah 
(%) 
Water 
yield (mm) 
Surface 
runoff (mm) 
Baseflow  
(mm) 
ET (mm) 
1986 6.1 8.6 5.7 17.8 20.2 0.6 724.4 199.8 504.4 820.5 
2001 22.7 9.2 3.5 13.5 20.4 0.4 778.0 263.4 494.9 787.1 
2010 40.8 7.2 5.6 9.7 20.4 0.3 735.9 302.3 416.8 773.0 
2001-1986 16.6 0.6 −2.2 −4.3 0.2 −0.2 53.6 63.6 −9.5 −33.4 
2010-2001 18.1 −2 2.1 −3.8 0 −0.1 −42.1 38.9 −78.1 −14.1 
2010-1986 34.7 −1.4 −0.1 −8.1 0.2 −0.3 11.5 102.5 −87.6 −47.5 
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Table 6.4. Pair-wise Pearson correlation for the changes of the LULC classes and six hydrological components between LULC maps in 2010 and 1986a. 
Tana watershed 
Variables Cultivation Grassland 
Forest and 
eucalyptus 
Woody 
shrub Water 
Seasonal 
wetland Barren ET GWQ PERC SURQ WYLD LATQ 
Cultivation 1             
Grassland −0.04 1            
Forest and 
eucalyptus −0.03 −0.19 1           
Woody shrub −0.83 −0.08 −0.41 1          
Water 0.32 −0.25 0.21 −0.40 1         
Seasonal wetland −0.44 0.27 −0.11 0.42 −0.61 1        
Barren −0.50 −0.15 0.05 0.45 −0.16 0.13 1       
ET −0.36 0.04 0.46 0.13 −0.03 0.11 −0.06 1      
GWQ −0.54 0.02 −0.17 0.59 −0.47 0.18 0.38 −0.07 1     
PERC −0.42 −0.03 −0.11 0.46 −0.34 0.16 0.19 −0.05 0.94 1    
SURQ 0.86 0.12 −0.06 −0.79 0.36 −0.45 −0.36 −0.36 −0.54 −0.44 1   
WYLD 0.51 0.06 −0.31 −0.38 0.12 −0.33 −0.11 −0.68 −0.17 −0.15 0.52 1  
LAT Q 0.04 −0.35 0.50 −0.13 0.07 −0.06 0.09 −0.07 −0.17 −0.18 −0.06 −0.08 1 
Beles watershed   
Matrix Cultivation Forest Woodland Savannah Grassland ET SURQ  WQ  WYLD LATQ PERCOL   
Cultivation 1             
Forest −0.21 1            
Woodland −0.77 0.01 1           
Savannah 0.15 −0.32 −0.64 1          
Grassland −0.08 −0.27 −0.08 0.19 1         
ET −0.89 0.38 0.82 −0.42 −0.14 1        
SURQ 0.90 −0.25 −0.76 0.26 0.02 −0.91 1       
GWQ −0.59 −0.18 0.45 0.07 0.30 0.45 0.99 1      
WYLD 0.88 −0.38 −0.82 0.43 0.16 −0.99 0.91 −0.51 1     
LATQ −0.13 0.40 0.00 −0.05 −0.24 0.10 −0.16 −0.27 −0.15 1    
PERCOL −0.57 −0.20 0.46 0.04 0.25 0.44 −0.70 −0.72 −0.52 −0.33 1   
aThe bold-faced numerical values indicate a significant relationship at a level of p < 0.05. 
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6.3.3 Contribution of changes in individual LULCs to hydrological components 
A preliminary analysis (as illustrated using the multicollinearity test in Table 6.5) has already 
shown that many land-use types were co-linear. The spatial distribution of changes in the six 
LULCs for the Tana sub-basin and Beles sub-basins is summarized in Figs. 6.6 and 6.7 
respectively. The corresponding simulated hydrological components between LULC maps for 
2001 and 2010 are shown for the Tana and Beles sub-basins in Figs. 6.8 and 6.9 respectively. In 
both watersheds, sub-basins where cultivation land expanded clearly coincided with those 
with increased surface run-off, water yield, and decreased groundwater flow and 
evapotranspiration (Figs. 6.6 to 6.9). Spatial distributions of decline in woody shrub/woodland 
was also in accordance with areas with increase in surface run-off and water yield, and 
decrease in evapotranspiration. 
Table 6.5. Multicollinearity statistics for predictors in the Beles watershed 
Statistics Cultivation Forest  Woodland Savannah Grassland 
R2 1.0 0.998 1.0 0.999 0.986 
Tolerance 0.0 0.002 0.0 0.001 0.014 
Variance Inflation Factor (VIF) 2507.22 648.99 4258.35 1647.34 69.03 
A summary of the PLSR models constructed separately for the Tana and Beles water 
balance components is provided in Table 6.6. For the water balance components model in the 
Tana watershed, the prediction error decreased with increasing number of components, and 
the minimum RMSECV was obtained with two components (Table 6.6). An additional increase 
in the number of components generated a higher prediction error, suggesting that the other 
components were not strongly correlated with the residuals of the predicted variable. (See 
e.g. Onderka et al., 2012.) The PLSR model constructed for water-balance components in the 
Tana watershed was strong (R2 > 0.50) and significant (R2cross > 0.097) (Table 6.6). Three PLSR 
models were developed for the Lake Tana watershed for different response variables, namely 
GWQ and SURQ components as PLSR1, WYLD as PLSR2, and ET as PLSR3. The cross-validation 
for response variables in PLSR1 selected two significant components using an auto-fit 
approach. Both the PLSR2 and PLSR3 models showed one significant component for each 
response variable, namely WYLD and ET respectively. However, due to the R2 value of < 0.50, 
both PLSR2 and PLSR3 are considered to have less predictive power, and are hence ignored.  
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Fig. 6.6. Spatial distribution of LULC classes for LULC maps in year 2010 and 1986 in the Tana 
sub-basin. 
The first component in PLSR1 explained 53.3% of the variability in the GWQ and SURQ. 
The addition of the second component led to the models cumulatively explaining 57.2% of the 
total variance. Adding more components to the PLSR models did not substantially improve 
the variance explained (Table 6.6). The first component of the SURQ and GW model (Table 
6.7) was dominated by woody shrub on the positive side and by cultivation land on the 
negative side. On the other hand, the second component was dominated by cultivation land 
Hydrological responses to historical land use land cover changes 
133 
 
on the positive side and by forest and eucalyptus and water on the negative side. Grassland 
has low weight value, and hence relatively low importance in affecting water-balance 
components. This is in agreement with Shi et al. (2013) who reported for a watershed in China 
that grassland has low importance in affecting streamflow. The most significant predictors 
for explaining GWQ and SURQ quantities in the Tana sub-basin are cultivation land, forest and 
eucalyptus, woody shrub and water. Cultivation land, forest and eucalyptus, and water bodies 
influenced PLSR1 negatively, while woody shrub affected it positively, as indicated by the 
regression coefficients (Table 6.8). Although the PLSR weights (Table 6.8) indicate the 
importance of individual changes in LULC classes for the water-balance components, a more 
convenient and comprehensive expression of the relative importance of the predictors could 
be obtained by exploring their VIP values. For SURQ and GWQ, the highest VIP values are 
obtained for the cultivation land (VIP = 1.30), followed by woody shrub (VIP = 1.25), water body 
(VIP = 0.68), and forest and eucalyptus (VIP = 0.58) (Table 6.7). Predictors with VIP values 
below 0.5 are considered to be insignificant for predictions. As expected, expansion in 
cultivation land encouraged greater surface run-off, while changes in woody shrub increased 
the groundwater component, and vice versa. Change in cultivation land area has a positive 
regression coefficient for SURQ and a negative regression coefficient for GWQ (0.491 and 
−0.273, respectively) (Table 6.8). In contrast, change in woody shrub area has a negative 
regression coefficient for SURQ and a positive regression coefficient for GWQ (−0.372 and 
0.295, respectively) (Table 6.8). Change in cultivation land area also had a negative regression 
coefficient (−0.365) while the change in woody shrub and forest land had positive regression 
coefficients (0.239 and 0.369 respectively) for actual evapotranspiration (Table 6.8). 
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Fig. 6.7. Spatial distribution of LULC classes for LULC maps in year 2010 and 1986 in the Beles sub-basin. 
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Fig. 6.8. Spatial distribution of change in hydrological components for LULC maps between 2010 and 1986 in Tana watershed. 
        
Fig. 6.9. Spatial distribution of change in hydrological components for LULC maps between 2010 and 1986 for Beles watershed. 
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Table 6.6. Summary of the PLSR models of hydrological components in the Tana and Beles watersheds. 
Tana watershed        
Response variable Y  R2 R2cross Component  % of explained 
variability in Y 
Cumulative explained 
variability in Y (%) 
RMSEcvb 
(mm/year
) 
R2 cum 
SURQ & GWQ 0.572 0.523 1 53.3 53.3 14.661 0.488 
   2 3.9 57.2 13.866 0.523 
   3 0.1 57.3 14.038 0.513 
   4 0.1 57.4 14.308 0.498 
ET 0.402 0.225 1 40.2 40.2 11.394 0.225 
   2 0.1 40.3 11.622 0.191 
WYLD 0.218 0.141 1 21.8 21.8 48.984 0.141 
   2 1.2 23.0 48.733 0.135 
Beles watershed        
Hydrological 
components (SURQ, 
GWQ, WYLD & ET) 
0.771 0.733 1 66.9 66.9 25.32 0.647 
  2 8.1 75.0 22.91 0.720 
  3 2.1 77.1 21.62 0.733 
  4 1.1 78.2 21.76 0.732 
The bold-faced numerical values indicate the most appropriate number of components. bThe RMSEcv (cross-validated root mean 
squared error), R2cum (cross-validated goodness of prediction) per component, R2 (goodness of fit), and R2cross (cross-validated 
goodness of prediction) were calculated for the PLSR models. 
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Table 6.7. Variable importance for the projection values (VIP) and partial least-squares regression (PLSR) for the hydrological components 
for Tana and Beles watershedsc. 
Sub-basin     
Tana sub-basin  PLS Regression parameters Surface and groundwater 
components 
Actual evapotranpiration Water yield 
VIP w*1 w*2 VIP w*1 VIP w*1 
Cultivation land −1.322 −0.669 0.352 −1.055 −0.609 +0.556 0.726 
Woody shrub +1.203 0.664 −0.101   +0.69
8 
−0.541 
Water −0.684 −0.323 −0.810     
Forest and eucalyptus −0.582 −0.087 −0.457 +1.074 0.620 −0.733 −0.401 
Grassland    +0.857 0.495   
Bareland      +1.633 0.138 
Beles sub-basin PLS Regression parameters Hydrological components (SURQ, GWQ, WYLD & 
ET) 
   
VIP w*1 w*2 w*3    
Cultivation land −1.313 −0.703 0.524 −0.331     
Woodland +1.173 0.627 0.105 −0.271    
Savannah +0.696 −0.257 0.700 0.491    
Forest  +0.583 0.215 −0.496 0.771    
VIP = importance of independent variables in each model projection; (+ or −) = direction of regression parameters. c Values > 0.3 in magnitude, 
which are shown in bold, indicate that the PLSR components are mainly weighted on the corresponding variables. 
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For the water-balance components in the Beles watershed, the minimum RMSEcv was 
obtained using three components, the first of which explained 66.9% of the variance in the 
changes in water-balance components (Table 6.6). The addition of the second and third 
components enabled the model to cumulatively explain 75.1% and 77.1% of the variance in the 
changes in water-balance components respectively. The addition of further components did 
not significantly increase the explained variance (Table 6.6). As shown in Table 6.7, the 
changes in cultivation land and woodland appeared to predominate the first component of 
the PLSR model. The second and third components of the PLSR model are dominated by 
cultivation land, forest, and savannah land. Cultivation land influenced the three components 
on the negative side, while woodland affected the first component on the positive side. For 
the second component, forest altered it on the negative side, while savannah controlled it on 
the positive side. Forest land and savannah, however, commanded a third component on the 
positive side (Table 6.7). For the hydrological components model at the Beles watershed, 
higher VIP values can be observed with the changes in the cultivation land and woodland (VIP 
> 1), followed by savannah and forest land (VIP values of 0.700 and 0.583, respectively). This 
clearly demonstrates that cultivation land and woodland are the major environmental 
stressors in the Beles watershed. Table 6.8 shows that actual evapotranspiration decreased 
due to expansion of cultivation land (negative RC of −0.553) and decline in forest and 
woodland (RC of 0.247 and 0.364 respectively).   
Considering individual LULC classes on each water-balance component, change in 
cultivation land affected GWQ and ET negatively, but influenced SURQ and WYLD positively 
(Table 6.8). This indicates that the expansion of cultivation land in the Tana and Beles 
watersheds increased surface run-off and water yield components while decreasing 
groundwater components and actual evapotranspiration. The increased surface run-off, 
coupled with a decrease in actual evapotranspiration due to expansion of cultivation land and 
decline in woody shrub/woodland, would result in increased streamflow mainly in the wet 
season. This increased wet-season streamflow might result in flooding, erosion and 
sedimentation, even though it might increase downstream water availability. Gumindoga et 
al. (2014) also reported increased contribution from agricultural land, but decreased 
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contribution from forest land, to peak and annual streamflow in the Gilgel Abay watershed. It 
is also reported that cultivation land expansion leads to increased annual total run-off 
(Handdeland et al., 2007; Wang et al., 2007), decreased minimum flow (Poff et al., 2006), and 
lower infiltration capacity, which in turn results in increased surface run-off (Giertz et al., 
2005). The deforestation in the Tana and Beles sub-basins also resulted in a decline in actual 
evapotranspiration but increased surface run-off, groundwater and water-yield components. 
Clearing of woodland in the Beles watershed decreased actual evapotranspiration and 
groundwater components, but increased surface water and water yield components. The 
overall increase of water yield simulated in the Tana and Beles watersheds from LULC from 
1986 to 2010 was attributed to the simultaneous increase in cultivation land and decrease in 
woody shrub in Tana, and that of woodland in Beles. The output is in agreement with findings 
showing that forest development can reduce streamflow and water yield (Otzurk et al., 2013; 
Bi et al., 2009; Gallart and Llorens, 2004; Silveira and Alonso, 2009) while forest clearing may 
increase streamflow and water yield due to reduced evapotranspiration (Mango et al., 2011; 
Matheussen et al., 2000; Costa, 2003; Twine et al., 2004; Wilk et al., 2001; Chavez et al., 2008). 
However, the impact of LULC change on hydrological regime cannot be universalized (Otti 
and Uhlenbrook, 2004) because it depends on the land-use types, the size of affected area 
and the spatial location where the change took place inside the catchment (Kraus, 2002). In 
addition, the streamflow and water yield could not be significantly affected by LULC change 
below a certain threshold level. For example, deforestation of less than 50% and overgrazing 
of less than 70% for savannah, but less than 80% for grassland areas have no significant impact 
on water yield and streamflow. However, the water yield is found to increase dramatically 
when the LULC change exceeds these thresholds (Lie et al., 2007). Reduction in forest cover 
of less than 20% can certainly not be detected by measuring discharge (Bosch and Hewlett, 
1982; Stednick, 1996). In the Tana and Beles watersheds, other LULC classes such as seasonal 
wetland, bare land, and water have no significant influence on the hydrological regime 
because of fewer proportional changes in area coverage over time.  
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Table 6.8. Coefficient list for Tana and Beles watersheds PLSR models (hydrological components) 
Watershed PLSR 
Model 
Response 
variables 
Predictors      
Cultivation land Forest and 
eucalyptus 
Woody 
shrub 
Water Grassland Bareland 
Tana PLSR1 SURQ +0.491 −0.160 −0.372 +0.119   
GWQ −0.273 −0.105 +0.295 −0.188   
 PLSR2 ET −0.417 +0.720   +0.899  
 PLSR3 WYLD +0.047 −0.039 −0.033   +0.058 
Beles         
 PLSR 
Model 
Response 
variables 
Predictors      
 Cultivation land Forest  Woodland Savannah   
 PLSR1 SURQ +0.613 −0.147 −0.352 −0.110   
 GWQ −0.465 −0.224 +0.263 +0.246   
 WYLD +0.549 −0.234 −0.377 +0.049   
 ET −0.553 +0.247 +0.364 −0.029   
 
6.4 Conclusions 
Contributions of changes in LULC classes to changes in major hydrological components in the Tana and Beles watersheds were 
evaluated using hydrological modeling and PLSR. It has been found that the major LULC changes that affected surface run-off 
and groundwater components in the Tana catchment were expansion of cultivation land and decline in woody shrub from 1973 
to 2010. The VIP values for these land-use types are greater than 1, and hence they were considered of great importance for the 
prediction of changes in surface and groundwater components. It can be concluded from the analysis that cultivation land area is 
directly proportional to the surface run-off, but inversely proportional to the groundwater flow. However, the decline in woody 
shrub area has the same effect as the expansion of cultivation land on surface run-off and groundwater flows.  
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The expansion of cultivation land and the decline in woody shrubland has increased wet-
season flow by increasing surface run-off, while decreasing dry-season flow by lowering the 
groundwater component. This might result in erosion and sedimentation during rainy periods, 
and water shortage during the dry season. 
Expansion of cultivation land area and decline in woodland coverage are shown to be 
the primary LULC changes that affect major hydrological components in the Beles watershed. 
Farmland expansion has increased surface run-off and water yield, while decreasing the 
groundwater component and actual evapotranspiration in the Beles watershed. Similarly, the 
decline in woodland coverage resulted in higher surface run-off and water-yield components, 
but decrease in groundwater components and actual evapotranspiration. Increases in surface 
run-off might further increase erosion and sedimentation, which are usually directly related 
to run-off volume and velocity. During the dry period, decreased actual evapotranspiration 
and reduced groundwater components might have a contradictory contribution to 
streamflow availability.  
The approach used in this study has attributed contributions of changes in LULCs to 
hydrological components, providing perceptible information that will allow stakeholders and 
decision-makers to make prominent choices regarding land and water resource planning and 
management. This approach could be applied to a variety of river basins where time-
sequenced digital LULC information is available, to predict hydrological consequences of 
LULC changes. 
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7. Combined Impact of Climate and Land Use Changes on Hydrology in the 
Tana and Beles Sub-Basins, Upper Blue Nile, Ethiopia5 
Abstract  
The combined impacts of climate and land use changes on streamflow and water balance 
components were analyzed by using a physically based hydrological model, SWAT. 
Streamflow response under near-future climate change and land use/cover change scenarios 
was evaluated in the Tana and Beles watersheds. The simulation results indicated that 
streamflow response to simultaneous future land use/cover and climate change scenarios at 
the seasonal scale is varied among key abstraction locations. The GCM’s average simulation 
for near-term indicated wetting and warmer climate compared to the baseline period. 
However, the hydrology of the watersheds is controlled more by changes in precipitation than 
by temperatures (rainfall-dominant watersheds). The response of streamflow and 
hydrological components under a combined scenario of future land use/cover and climate 
change are amplified or alleviated compared to that of future climate change only. At the 
outlet of the Tana watershed, streamflow response is amplified under concurrent land cover 
and climate change scenarios compared to the baseline scenario; but the streamflow has an 
augmenting response at the outlet of the Beles watershed under future climate change and 
land use scenarios compared to that of current period.  
7.1 Introduction 
Understanding how climate change and land use land cover (LULC) dynamics affect variations 
in water resources/basin hydrology is vital for sustainable water resource management. The 
streamflow change caused by the separate or combined impacts of future climate and LULC 
change is essential for water resource planning. Modeling studies on the combined impacts 
of climate change and LULC dynamics have found that either change may be more significant 
depending on scenario assumptions and basin characteristics. In addition, the two types of 
                                                           
5This chapter is based on Woldesenbet TA, Elagib NA, Ribbe L, Heinrich J. 2016. Catchment 
response to climate and land use/cover changes in the source region of the Upper Blue Nile 
Basin, Ethiopia. Land Degradation & Development (Under Review). 
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changes may either amplify/augment or alleviate/ameliorate one another’s effects on 
different spatial and temporal scales.  
The influence of climate change on the catchment hydrology may result from both spatial and 
temporal precipitation shift, actual changes in evapotranspiration due to rises in temperature, 
and an increase in extreme meteorological events (Lehmer et al., 2001).  
 Commonly paired catchment, statistical analysis, and modeling based approaches 
have recently been utilized to understand how climate change and LULC dynamics contribute 
to changes in water balance or basin hydrology. The paired catchment approach is not 
applicable for large catchments because of unavailability of two similar large watersheds (Li 
et al., 2009). The statistical approach analyzes the hydroclimatic trends of monitoring 
stations; however, it failed to capture the physical process in the basin (Wei et al., 2013).  In 
view of this, the spatially distributed hydrological model is considered as the most suitable 
method for determining the extent of impacts of future climate combined with LULC changes. 
Physically based hydrological models have also been used to quantify the relative impacts of 
climate change and LULC on catchment hydrology (e.g. Schilling et al., 2008; Xu et al., 2013; 
Ma et al., 2009; Kim et al., 2013).     
Many previous studies have investigated the combined effect of climate and LULC changes 
on streamflow in different parts of the world (e.g. Praskievicz and Chang, 2011; Tu, 2009; 
Tomer and Schilling, 2009). The results of these studies indicated that climate change was 
more dominant than LULC change in influencing the catchment hydrological response.  Due 
to the dissimilarity of the meteorological conditions and different physiographical conditions, 
climate and LULC change impact studies on water resources usually have a local to regional 
character (Roosmalen et al., 2009; Wang et al., 2014; Lie et al., 2009). Many of the previous 
studies in the Upper Blue Nile river basin focused on climate change (e.g. Gebre and Ludwig, 
2015; Taye et al., 2011; Abdo et al., 2009; Meehl et al., 2007; Muluneh et al., 2015; Kim and 
Kaluarachchi, 2009; Beyene et al., 2010) or LULC change (e.g., Gumindoga et al., 2014; Bewket 
and Sterk, 2005; Rientjes et al., 2011) separately. Furthermore, some of the previous climate 
variability and change studies in the region were based on a limited number of GCMs. It is 
therefore important to consider both climate change and LULC dynamics, and to assess their 
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relative contribution to hydrologic change. As the economy of the study region mainly 
depends on agriculture, which in turn largely depends on availability of water resources, the 
basin is very sensitive to rainfall-runoff generation. Small meteorological changes can result 
in relatively large changes in streamflow and water availability (Moges and Gebregiorgis, 2013, 
Beyene et al., 2010; Conway, 2005). Streamflow response to environmental changes at key 
water abstraction points (existing, under-construction, and planned water resource projects) 
in the watersheds is not well addressed. As the main contributor to Nile flow, the source 
region catchment response to environmental change (including LULC and climate change) is 
crucial for Nile river flow in general, and the study of watersheds in particular.  
The objectives of this study are 1) to examine the response of hydrological processes to LULC 
and/or climate changes using the Soil and Water Assessment Tool (SWAT) at the Tana and 
Beles watersheds; and 2) to differentiate the impacts of LULC/climate change on streamflow 
and hydrological components at key water abstraction points and watershed outlets.  
7.2 Methodology 
7.2.1 Simulation 
General Circulation Models (GCMs) are main sources of future climatic data used to evaluate 
precipitation shift, temperature increase, or changes in meteorological events. Even though 
the modeled changes in watershed hydrology will be small, the choice of short-term scenarios 
avoids too important uncertainties in climate change: especially human behavior and policy 
choices. It is difficult to develop realistic land use and world market scenarios for a period of 
more than 20 to 30 years (Butcher, 1999; Roosmalen et al., 2009). For this reason, short-term 
scenarios from 2016 to 2030 were considered in this study. 
Simulations based on altering LULC for the same climatic condition, and altering climatic 
condition for the same LULC, were applied to assess the effect of LULC and climate change 
respectively on streamflow and water balance components. Differences between the results 
from these runs and a control run revealed the effect of changes in either the LULC or climate 
on streamflow and water balance components. The control run was a simulation using 2010 
LULC and historical climate data. Results of changes in both LULC and climatic conditions from 
those used in the control run described the combined effects of both climate and LULC 
changes on basin discharge (See, e.g., Lahmer et al., 2001; Hu et al., 2004; Guo et al., 2008).  
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The response of catchment hydrology to LULC/climate changes was evaluated using the Soil 
and Water Assessment Tool (SWAT), and impacts of a single factor, land-use/climate change 
on hydrological processes, were differentiated (Wang et al., 2008; Ma et al., 2009). 
In this study, four simulations under three different scenarios were carried out to assess the 
impacts of future climate change alone (fCC), future LULC change only (fLULC) and future 
climate and LULC changes combined (fLULC and fCC):  
− Simulation 1: using 2010 LULC and climate data from 1981 to 2013 for the Beles, 
and from 1971 to 2013 for the Tana, watershed (control run); 
− Simulation 2: using fLULC map under 1971/1981–2030 climate data (fLULC); 
− Simulation 3: using 2010 LULC map under 2016–2030 climate data (fCC); 
− Simulation 4: using fLULC map under 2016–2030 climate data (fLULC and fCC). 
The impact of future LULC change alone on basin hydrology was evaluated by comparing 
simulation 2 and simulation 1, assuming climate change remained unchanged. For assessing 
only climate change impacts, simulation 3 and simulation 1 were compared, assuming LULC 
remain unaltered. Combined impacts of climate and LULC changes on basin hydrology were 
evaluated by comparing simulation 4 and simulation 1. By comparing simulations 4 and 3, the 
extent to which future climate change might be either mitigated or amplified by future LULC 
scenario was evaluated. 
7.2.2 Climate change scenarios 
The fifth Assessment Report (AR5) of the IPCC adopted new scenarios, called representative 
concentration pathways (RCPs), based on various technical developments. These new 
scenarios are a set of greenhouse gas concentration and emissions pathways designed to 
support research on the impacts of, and potential policy responses to, climate change (Moss 
et al., 2010; Riahi et al., 2011; Van Vuuren et al., 2011). The RCPs are categorized into four 
pathways: 
1) RCP 8.5 is a rising radiative forcing pathway engendering about 8.5 W/m2 by 2100, and 
continuing to rise for some amount of time. 
2) RCP 6.0 is an intermediate pathway in which radiative forcing is stabilized at approximately 
6 W/m2 after 2100. 
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3) RCP 4.5 assumes a radiative forcing peak around 2040, and stabilization at approximately 
4.5 W/m2 after 2100. 
4) RCP 2.6 is a pathway where radiative forcing peaks at approximately 3 W/m2  before 2100, 
and then declines. 
The choice of emission scenario is less important for the near term (Praskievicz and Chang, 
2009; Roosmalen et al., 2009). The RCP 6.0 scenario was considered in this study. 
The outputs from General Circulation Models (GCMs) are almost never in a form that can be 
used directly to drive hydrological models, due to their coarse resolutions. Downscaling the 
outputs from coarse-scaled GCMs to higher spatial and temporal resolutions is therefore vital. 
In this study, future climate scenarios (RCP 6.0) were generated using a stochastic weather 
generator, MarkSimGCM, which can be used to downscale outputs from GCMs and generate 
daily future climate data at a specific site (Jones and Thornton 2009, 2013). The method uses 
a combination of empirical downscaling (interpolation of GCMs output), climate typing and 
weather generation. Menzel and Bürger describe how “weather type models utilize a finite 
set of specific circulation patterns that tend to persist for a certain amount of time. Within 
such a regime, daily precipitation is modeled stochastically using some form of weather 
generator with regime-dependent parameters” (Menzel and Bürger, 2002). The main 
advantage of a weather-typing scheme is that the local variables are closely linked to global 
circulation (Chen et al., 2011). Note, however, that the method inevitably assumes that climatic 
change will not introduce any new weather type (Bronstert et al., 2002), at least in the near-
future term as is the case in this study. MarkSimGCM is an updated version of MarkSim (Jones 
and Thornton, 2000). The general scheme of the analysis in MarkSimGCM is as follows. 
First, obtaining data from the GCMs for five time slices: 1991–2010, 2021–2040, 2041–2060, 
2061–2080 and 2081–2100, for average monthly precipitation and daily maximum and 
minimum air temperatures. Calculation of mean monthly climatologies for each time slice and 
for each variable from the original daily time series produced by each GCM. These mean 
monthly fields had been interpolated from the original resolution of each GCM to 0.5 latitude–
longitude using conservative remapping. 
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Second, monthly climate anomalies (absolute changes) were calculated for monthly rainfall, 
mean daily maximum temperature, and mean daily minimum temperature, for each time slice 
relative to the baseline climatology obtained from WorldClim (1961–1990). 
Third, a functional relationship was fitted to the climate projections for the variables of 
interest through time. Fourth-order polynomials were fitted throughout. 
Finally, the polynomial coefficients were condensed into a data-file structure for ready 
retrieval on a pixel-by-pixel basis (at a resolution of 30 arc-min) for use in subsequent 
operations: downscaling the anomalies to a higher resolution, and then generating daily 
weather data using a stochastic daily weather generator. MarkSim has been designed 
specifically for use in the tropics, where data are mainly scarce. It has the capacity to generate 
climate variables (rainfall, and minimum and maximum temperatures), which are the principal 
data required for most hydrological models such as SWAT. In addition, MarkSim has been 
widely used in East Africa, and apparently provides a reasonable simulation of daily 
temperatures and rainfall distributions (Thornton et al., 2009 2011; Lobell and Burke, 2010). 
MarkSim has been demonstrated to generate synthetic time series that shows patterns of 
rainfall variability over East Africa realistically for applications in agriculture (Dixit et al., 2011; 
Farrow et al., 2011).  
The GCMs selected in MarkSimGCM to generate the RCP6.0 scenario are indicated in Table 7.1. 
Even though MarkSim has been substantially tested (Jones and Thornton 1993, 1997, 2013), 
MarkSimGCM simulations are compared with historical data from three weather stations. For 
each station, Kolmogorov-Smirnov and median rank tests were applied between 
MarkSimGCM generated rainfall and temperatures, and historical data for the period 1980–
2005. The results indicated that none of the GCM outputs for historical periods showed similar 
distributions or median value for all variables. Furthermore, most of the GCMs 
underestimated main rainy season and annual rainfalls, and overestimated temperatures 
during historical periods compared to observed values for all meteorological stations 
considered. In view of this, the ensemble average of all the seven GCMs for each weather 
station through 2016 to 2030 was used to run the hydrologic model. To avoid additional 
uncertainty in the data due to bias correction (Liu et al., 2014; Ehret et al., 2012; Muerth et al., 
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2013; Teutschbein and Seibert, 2012), the downscaled data were not bias-corrected before 
being deployed to the hydrological model.  
7.2.3 LULC change scenarios 
The type of LULC change, the extent of change, and the spatial location of change in the basin 
determine the extent of the effect of LULC change on water balance or basin hydrology. The 
dominant crops in the Tana and Beles irrigation schemes are sugar cane and maize 
respectively. Both crops are known to be highly water-consuming, with a high transpiration 
rate due to the large leaf area index (LAI). This would deplete the root zone further than with 
other crops, leaving not much water available for groundwater recharge (Montenegro and 
Ragab, 2012). 
Table 7.1. Selected GCMs in MarkSimGCM 
 Model Institution Resolution, Lat x 
Long in degrees 
1 CSIRO-Mk3.6.0 Commonwealth Scientific and Industrial Research 
Organization and the Queensland Climate Change Center 
of Excellence  
1.875 x 1.875 
2 GLFD-ESM2M Geophysical Fluid Dynamic Laboratory 2.0  x  2.5 
3 GISS-E2-R NASA Goddard Institute for Space Studies 2.0  x  2.5 
4 HadGEM2-ES Met Office Hadley Centre 1.2414  x 1.875 
5 IPSL-CM5A-MR Institut Pierre-Simon Laplace 1.2587 x 2.5 
6 MIROC5 Japan Agency for Marine-Earth Science and Technology, 
Atmosphere and Ocean Research Institute (The 
University of Tokyo), and National Institute for 
Environmental Studies 
1.4063 x 1.4063 
7 MRI-CGCM3 Meteorological Research Institute 1.125 x 1.125 
    
In response to the increasing demand for food and energy, the Ethiopian government 
has been constructing smaller to mega dams in the Upper Blue Nile basin. However, erosion 
and sedimentation are considered as two of the factors for siltation of reservoirs. The erosion 
rates were higher from cropland than the averages for all lands in the Ethiopian highlands 
Haregeweyn et al. (2006), due to cultivation on steep slopes. There is a strong commitment 
from the government to tackling erosion and sedimentation, as well as rehabilitating 
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degraded lands. One of the options could be converting cultivation land on steep slopes 
higher than 10% to forest land in the Tana watershed and forest/woodland in the Beles 
watershed, and incorporating existing and planned irrigation schemes, including reservoirs, 
in the future LULC map. Forest and woodland can also be used for fuel wood and carbon 
sequestration. The final LULC map was used as an input in a calibrated SWAT model to 
simulate the future streamflow and water balance components. The proportional extent of 
different LULC classes for future LULC scenario is shown in Table 7.2.  
Table 7.2. Proportional extent of current and future LULC in Tana and Beles sub-basins 
LULC Tana LULC2010 (%) fLULC (%)  LULC Beles LULC2010(%) fLULC (%) 
 Cultivation 61.9 36.3  Cultivation 42.0 18.7 
Forest and 
Eucalyptus 2.4 19.5 
 
Grassland 
2.4 2.8 
Woody shrub 8.2 7.2  Forest 8.2 17.0 
Water 21.8 24.2  Woodland 21.8 33.3 
Barren 0.2 0.1  Savannah 0.2 4.5 
Grassland 5.7 4.5  Water 5.7 0.0 
Irrigation 
(Maize)  - 8.3 
 Irrigation 
(Sugarcane) 
 - 23.6 
 
7.3 Results and Discussion 
7.3.1 Future versus current LULC impact on the basin hydrology 
The simulated annual and seasonal hydrological components under current LULC (2010LULC) 
and future land use/cover with that of the baseline period climate data are compared to assess 
the impact of LULC changes at the basin scale. Surface runoff component and water yield to 
streamflow are reduced on seasonal and annual scales due to future LULC scenario compared 
to that in the baseline period in the Tana sub-basin (Fig. 7.1). On the other hand, lateral flow, 
groundwater flow, percolation, and actual evapotranspiration are increased due to future 
LULC scenario. This is due to a decrease in cultivation land coupled with an increase in forest 
land because of afforestation scenario. Converting cultivation land on steep slopes to forest 
land reduces wet season streamflow and increases it in dry season, thus mitigating flood 
potentials in the wet season, and drought severity in the dry season. Similar findings are 
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reported by Guo et al. (2008), that deforestation increases flood potential and enhances 
drought severity in China. They reported that the decrease in basin discharge from cultivation 
land to forest conversion may be attributed to the fact that forest land has a higher rate of 
water loss by actual evapotranspiration than cultivation land does. Deep roots of forest plants 
can draw moisture from soils faster than water being transpired by short rooted crops or bare 
soils during the farm operation. In addition, forest plants have larger leaf areas for 
transpiration.  
In the Beles sub-basin, surface runoff, groundwater and percolation decreased for the future 
LULC scenario compared to the baseline period (Fig. 7.2, Table 7.3). This response is opposite 
to that in the Tana sub-basin, mainly due to varied net changes in the future LULC scenario. 
There is net loss in cultivation land and gain in forest land in the Tana watershed, while there 
is net gain in forest and woodland coverage in the Beles watershed (Table 7.2). The loss in 
cultivation land in the Beles sub-basin is compensated by the gain in new irrigation land. It is 
simulated that actual evapotranspiration increases in the Tana and Beles watersheds, mainly 
due to a net increase in forest and/or woodland in the future LULC scenario. 
Annual and season streamflow response to LULC change scenario is also compared to that of 
2010 LULCs. There is a considerable difference in the simulated annual and seasonal 
streamflow using the two LULC maps (p < 0.0001, tested by paired-samples t-test) at both 
watersheds. At the Tana watershed outlet, the simulated streamflow for future LULC scenario 
(QfLULC) is significantly lower than that for the current LULC (Q2010LULC) on annual and seasonal 
scales. The main contributor to the reduction of streamflow for future scenario is a decline in 
the surface runoff component (due to reduction in cultivation land) coupled with increased 
actual evapotranspiration, particularly in the moisture-abundant main rainy season. Main rainy 
season and annual streamflows have shown higher percentage changes than small rainy and 
dry season flows. In all key water abstraction points, annual and main rainy season QfLULC is 
lower than Q2010LULC , because afforestation increases the actual evapotranspiration rate, 
especially when the soil moisture is abundant. The difference in the small rainy season is 
mixed: i.e. highly significant or non-significant at the key locations. For instance, at the Ribb 
abstraction point, QfLULC is higher than Q2010LULC and highly significant; but at Megech, Lake 
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Tana, Koga and Gummara B abstraction points, QfLULC is lower than Q2010LULC. In the dry season, 
five out of nine key abstraction points in the Tana watershed showed higher QfLULC than that 
of Q2010LULC, due to the fact that evapotranspiration from forest land is constrained by soil 
moisture availability. It is worth mentioning that the response of the streamflow to LULC 
change differs with the seasons and with the spatial location of where the change occurred. 
In the Beles watershed, the influence of future LULC on streamflow is varied at 
different abstraction points (Fig. 7.3). At the sub-basin outlet, QfLULC is significantly higher than 
that of Q2010LULC on annual and seasonal scales. Increases in lateral and baseflow components 
are the main contributors to increase in QfLULC at the outlet of the Beles watershed, even 
though surface runoff is slightly reduced (Table 7.3). 
At Ayima, however, irrigation diversion site QfLULC is consistently lower at annual and 
season streamflow than Q2010LULC.  QfLULC at the Dangur irrigation site is higher than Q2010LULC 
annually and in small rainyseason and dry periods, while it is lower in the main rainy season. 
The differences in response of streamflow to future LULC change at different abstraction 
points are due to the varied extent of changes upstream of those locations. The area under 
cultivation with slope higher than 10% is concentrated in the upstream of the watershed area. 
Under future LULC scenario, this area is considered as forest land instead of cultivation land, 
resulting in a decrease in cultivation area and an increase in forest area. Both the increase in 
forest and decrease in cultivation land might result in a decrease in surface runoff and hence 
in streamflow at the Ayima abstraction point. 
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Fig. 7.1. Comparison of water balance components in the Tana watershed for baseline period, future LULC change scenario, 
future climate change scenario, and future LULC and climate change combined. 
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Fig. 7.1. Continued 
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Fig. 7.1. Continued 
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7.3.2 Future versus baseline climate  
GCMs simulate precipitation in considerably less detail than temperature. One of the 
reasons is the lack of spatial detail in the parameterization of small-scale convective 
precipitation (Lahmer et al., 2001). All GCMs vary normally in their precipitation projections 
because they model atmospheric conditions and feedbacks differently (Praskievicz and 
Chang, 2009). For this reason, rainfall simulations from large-scale climate predictors by using 
downscaling methods are still a challenge in hydrometeorological research (Chen et al., 2012). 
Most GCMs simulating rainfall underestimate the observed annual total rainfall during 
the historical period 1980–2005 (Fig. 7.4). However, GCMs’ average simulated monthly rainfall 
is overestimated in the small rainy season compared to observed rainfall (Fig. 7.5). The GCMs 
simulated maximum and minimum temperatures are overestimated compared to that of 
observed values during 1980–2005 period (Fig. 7.6).  
The predictions for temperature and rainfall changes for a given emission scenario are 
known to vary considerably among GCM models (Krol et al., 2006). GCMs’ average climate 
data was applied in this study. As shown in Fig. 7.7, GCMs average simulated maximum 
temperature is over-estimated particularly in June, July, August and September while slightly 
under-estimated in November and December at the Bahir Dar and Gondar stations. The GCM’s 
simulated average minimum temperature is generally overestimated compared to observed 
data.  
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Fig. 7.2. Comparison among water balance components in the Beles watershed for baseline period, future LULC change 
scenario, future climate change scenario, and future LULC and climate change combined. 
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Fig. 7.2. Continued 
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Fig. 7.2. Continued 
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Table 7.3. Basinal scale annual hydrological components comparison at Tana and Beles sub-basins. 
Simulations Hydrological components (mm) Ratios of water balance components 
PET  AET  
Precipit
ation  
Percolation to 
shallow aquifer  
Surface 
runoff  
Lateral 
flow  
Return 
flow  
streamflow to 
precipitation 
baseflow to 
total flow 
surface 
runoff to 
total flow 
AET to 
precipitation 
Tana 2010LULC 1652 814 1351 254 168 111 176 0.34 0.63 0.37 0.6 
fLULC 1652 844 1351 258 121 123 179 0.31 0.71 0.29 0.62 
fCC 1744 831 1710 329 355 133 242 0.43 0.51 0.49 0.49 
fLULC & fCC 1744 869 1710 345 266 159 255 0.4 0.61 0.39 0.51 
Beles 2010LULC 1747 773 1552 338 304 193 222 0.46 0.58 0.42 0.5 
fLULC 1747 776 1552 349 294 231 233 0.49 0.61 0.39 0.5 
fCC 1827 770 1683 350 392 225 242 0.51 0.54 0.46 0.46 
fLULC & fCC 1827 778 1683 348 375 277 240 0.53 0.58 0.42 0.46 
PET = potential evapotranspiration, AET = actual evapotranspiration, fLULC = future land use land cover scenario, fCC = future climate change scenario 
 
 
Table 7.4. Streamflow for different scenario simulations at Tana and Beles sub-basins (m3/sec). 
Scenarios/ Key 
locations 
Megech Ribb Gummara 
B 
Gummara 
A 
Gilgel 
Abay A 
Gilgel 
Abay B 
Koga Jemma Tana 
outlet 
Ayima Dangur Beles 
outlet 
2010LULC 3.4 16 8.3 9.0 42.4 33.4 4.6 5.7 259.1 13.1 231 306.4 
fLULC 2.8 15.7 8.2 8.5 41 32.4 4.2 5.5 222.4 11 235.2 323.1 
fCC 4.9 21.6 11.4 12.5 61 77.3 8.1 18.9 426.3 23.3 245.5 363.8 
fLULC & fCC 4.1 20.8 10.9 11.8 59.4 75.2 7.5 18.3 359.9 21.3 250.6 377.7 
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In order to assess only the impacts of climate change on hydrological components, the 
current LULC is held constant, and the future climate change scenario for the period 2016–
2030 is used. The simulated results showed that all hydrological components increased 
compared to the baseline period due to an increase in rainfall in the main rainy season and on 
the annual scale for the Tana watershed (Fig. 7.1). During small rainy season months (March 
and April), surface runoff, lateral flow, groundwater flow, percolation and water yield are 
decreased compared to that in the historical period. The decrease in rainfall is attributed to a 
decrease in those hydrological components. Actual evapotranspiration is lower than the 
baseline period in March, April and September due to a shortage in soil moisture as a result of 
reduced rainfall, even though potential evapotranspiration is higher than that in the baseline 
period. However, surface runoff, lateral flow, groundwater flow, percolation and water yield 
in May are increased compared to that in the historical period because of increased rainfall in 
the future scenario. The increased rainfall in May resulted in higher actual evapotranspiration, 
surface runoff, lateral flow and water yield compared to that in the historical period. 
Groundwater flow and percolation are relatively decreased for the future period compared to 
historical periods. Dry season water balance components are reduced due to the climate 
change scenario except for groundwater and potential evapotranspiration.  
In the Beles watershed, annual and seasonal total rainfall is higher than that in the 
historical period. As a result, basinal-scale surface runoff, groundwater flow, lateral flow, 
water yield, percolation and actual evapotranspiration are increased compared to that in the 
baseline period (Fig. 7.2). Similar to the Tana watershed, rainfall in small rainy season months 
declined in March and April but increased in May due to climate change scenarios. The 
responses of water balance components are influenced by the rainfall pattern in those 
months. All hydrological components except for potential evapotranspiration in dry periods 
are decreased for future climate change scenarios. In general, the hydrology of the sub-basins 
are more controlled by changes in precipitation than by temperature (rainfall-dominant 
watersheds).   
In addition to water balance components, annual streamflow response to future 
climate change scenarios was also assessed at the Tana and Beles watershed outlets as well 
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as at key water abstraction points (Table 7.4). The simulated results showed that annual and 
main rainy season streamflow at all locations are much higher than in the baseline period due 
to increased rainfall in both watersheds. But dry period average streamflow for future climate 
change scenario decreased or unaltered compared to that of baseline period mainly due to 
higher evapotranspiration. The change in streamflow in the main rainy season is much higher 
than that of annual flow. Therefore, climate change affects not only the amount of annual 
average, but also the timing of streamflow. Relatively small changes in the meteorological 
forcing can cause much stronger changes in the Blue Nile catchment runoff (Moges and 
Gebrekirstos, 2013). These findings agree with those of a previous study in the Blue Nile (Gebre 
and Ludwig, 2015; Kebede et al., 2013; Kim and Kalauachchi, 2009, Dile et al., 2013; Beyene et 
al., 2010) which reported that streamflow increased at least in early periods, even though 
different horizons of future climate were considered. Elshamy et al. (2009), however, 
described how the water balance of the upper Blue Nile basin may become more moisture-
constrained in the future (2081–2098) due to no change, or only moderate changes, in rainfall. 
In our study, at least for the near future, soil moisture is projected to increase with increased 
precipitation. Abdo et al., (2009) predicted that rainy season runoff volume for the 2080s 
horizon will be reduced at the Gilgel Abay watershed. All the aforementioned scholars 
indicated that future precipitation projections in the Blue Nile basin are not as consistent as 
temperature, and are affected by high uncertainties.  
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Fig. 7.3. Annual and seasonal streamflow response to future LULC change scenario compared to 2010 LULC. 
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Fig. 7.3. Continued. 
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Fig. 7.3. Continued. 
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7.3.3 Impact of combined future climate and LULC changes on hydrology  
In order to analyze the combined impact of climate and LULC changes, the simulated water-
balance components and streamflow under future LULC change (fLULC) scenarios and future 
climate-change (fCC) scenarios for the future period (2016–2030) are compared to the current 
conditions in the baseline period: i.e. 1971–2013 for the Tana watershed and 1981–2013 for the 
Beles watershed. The response of water-balance components for the combined impact of 
LULC and climate-change scenarios are shown in Figs. 7.1 and 7.2 for the Tana and Beles sub-
basins respectively. The response of hydrological components under combined scenarios of 
fLULC and fCC are either amplified or alleviated compared to that under the fCC scenario only. 
Surface runoff and water yield are mitigated in the main rainy season and on the annual scale, 
compared to under only climate change at the Tana watershed. In contrast, lateral flow, 
groundwater flow, percolation and actual evapotranspiration amplified under combined 
fLULC and fCC scenarios compared to under climate change scenario alone in the Tana 
watershed. Similarly to the Tana watershed, the main rainy season surface runoff component 
in the Beles sub-basin was counter-effected, and lateral flow, groundwater flow and actual 
evapotranspiration were amplified.  In direct contrast to the Tana watershed, groundwater 
component and percolation in the Beles watershed counter-effected in the main rainy season 
under the concurrent effect of fLULC and fCC scenarios.   
The combined effect of fLULC and fCC scenarios on annual and seasonal streamflow in the 
Tana and Beles watersheds were evaluated (Fig. 7.8). The simulation results indicated that 
streamflow response to concurrent fLULC and fCC scenarios on the seasonal scale is varied 
among key abstraction locations. For instance, seasonal and annual streamflow at the Tana 
watershed outlet are mitigated under concurrent effects of fLULC and fCC compared to under 
only the fCC scenario. On the other hand, dry season streamflow at Gilgel Abay A and small 
rainy season streamflow at Gummara B are amplified under combined fLULC and fCC 
scenarios, compared to in fCC alone. In contrast to the Tana watershed outlet, streamflow 
response under combined fLULC and fCC at the Beles watershed outlet was amplified 
compared to under fCC alone, particularly in the small rainy season, dry season and on the 
annual scale. Streamflow at the Ayima abstraction point, upstream of the Beles watershed, 
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showed an opposite response to that of the Beles watershed outlet. Main rainy season, dry 
period and annual streamflow response for concurrent scenarios was lower that of fCC alone. 
These varied responses of streamflow to concurrent occurrences of fLULC and fCC, compared 
to fCC alone, at different abstraction points indicated that the LULC change has a significant 
influence on streamflow at different spatial scales. At all the abstraction points, annual and 
main rainy season streamflow response under combined scenarios of fLULC and fCC is lower 
than that of the fCC scenario alone in the Tana watershed. However, in the dry season, four 
out of nine key locations showed higher streamflow under concurrent fLULC and fCC 
scenarios than that in fCC. The counter-effecting of streamflow response to LUCLC and 
climate change indicates that appropriate LULC planning might help to mitigate climate 
extreme events: i.e. flooding during the main rainy season, and drought in the dry or small 
rainy seasons. 
Annual average streamflow response to the baseline period (2010 LULC), fLULC, fCC, and 
combined fLULC and fCC are summarized in Table 7.4. The annual average streamflow is 
consistently decreased under the fLULC scenario compared to the baseline scenario at all 
abstraction points except at the Dangur and Beles outlets. On the other hand, simulated mean 
annual streamflow under the fCC scenario is persistently increased compared to that under 
the baseline scenario. Simulated annual streamflow under coupled fLULC and fCC declined 
compared to under the fCC only scenario at all abstraction points except at the Dangur and 
Beles outlets. At the Dangur and Beles outlets, the streamflow is amplified under concurrent 
scenarios (fLULC and fCC) compared to under fCC alone. It is notable that the response of 
streamflow under fLULC varies at different abstraction points due to different types and 
extent of changes in LULC upstream of the abstraction points. Annual actual 
evapotranspiration is increased at basinal scale under the fCC scenario, and amplified with 
combined fLULC and fCC scenarios. The increase in actual evapotranspiration is mainly 
attributed to conversion of cultivation land on steep slopes to forest and wooddland.  
The response of hydrological components to fLULC showed as a decline in magnitude of 
annual total surface runoff components, but an increase in percolation to shallow aquifer, 
lateral flow and groundwater flow components compared to the baseline period in the Tana 
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and Beles sub-basins (Table 7.3). As shown in Table 7.3, the ratio of baseflow to total flow 
increased, and the ratio of surface runoff  to total flow decreased, under fLULC compared to 
2010 LULC in both the Tana and Beles watersheds. In contrast to the fLULC scenario, 
simulation under the fCC scenario decreased the ratio of baseflow to total flow, and increased 
the ratio of surface runoff to total flow compared to under the 2010 LULC. 
Simulation under concurrent scenarios of fLULC and fCC counter-effecting the baseflow or 
surface runoff proportion to total flow was compared to under fCC only. However, the ratios 
of streamflow to precipitation, and actual evapotranspiration to precipitation, are different 
except for simulation under the fCC scenario for both the Tana and Beles sub-basins. The 
proportion of streamflow to precipitation is decreased in the Tana sub-basin, but increased in 
Beles under the fLULC scenario compared to the baseline scenario. In addition, coupling of 
fLULC and fCC resulted in a reduced ratio of streamflow to precipitation in the Tana sub-basin, 
while decreased in the Beles sub-basin compared to simulations under fCC alone. Similarly, 
the ratio of actual evapotranspiration to precipitation is increased in the Tana sub-basin and 
decreased in the Beles sub-basin under the fLULC scenario compared to the baseline scenario. 
The LULC changes have a mitigating and amplifying effect in the two watersheds, since 
responses of the two watersheds under fLULC are different in proportional extent of 
streamflow to precipitation, and actual evapotranspiration to precipitation, even though the 
catchments’ responses under the fCC scenario are similar. It is worth mentioning that the 
wetting trend of near-future GCM-simulated hydrological components overcomes that of the 
warming trend, and hence might enhance availability of mean annual and rainy season 
streamflow, though the streamflow response to environmental changes (i.e. LULC and 
climate changes), is different from season to season.  
Because of the vegetation and associated seasonal variations in its impact on 
evapotranspiration, increase in forest cover after returning agricultural lands to forest 
reduces wet season streamflow and raises it in the dry season, thus reducing flood potentials 
in the wet season and drought severity in the dry season. On the other hand, loss of forests 
increases flood potential, and also enhances drought impact. The decrease in surface runoff 
and rise in groundwater recharge associated with afforestation to the land under cultivation 
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on steep slopes might mitigate hydrological extremes. It might reduce flooding during the 
rainy season and improve low flow during dry periods.  
    
    
 
Fig. 7.4. Comparison between GCMs output and historical observed rainfall 
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Fig. 7.5. Comparison between GCMs average and observed rainfall for selected stations 
during the historical period (1980-2005) 
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Fig. 7.6. Comparison between GCMs output and historical observed temperatures 
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Fig. 7.7. Comparison between GCMs average and observed temperatures for selected stations during the historical period (1980-2005) 
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The combined effects of climate change and LULC dynamics can be quite different 
from the effects resulting from LULC or climate change alone. The important inference from 
these findings is that it could be possible to alleviate intense floods or droughts due to future 
climate change by planning LULC to achieve particular hydrological effects on land cover in 
the basin.  
Water balance components and streamflow are more sensitive to climate change than 
to LULC changes, even though changes in land use have far-reaching impacts on 
streamflow/water balance components. The increase in the annual values affected by climate 
change is partly offset by that affected by LULC change in the Tana watershed. Thus, climate 
change simulations combined with LULC scenarios demonstrated non-linear dynamics, 
whereby the impacts were not predicted from the individual changes alone. These findings 
are useful for decision makers to develop better water and land-use management. 
Seasonal variations in surface water and streamflow were influenced mainly by 
seasonal variations in rainfall. Land-cover changes in the past decades have played an 
important role in hydrological processes in the study area, and have contributed to the 
augmentation of negative impacts caused by climate change, such as high and low flows. 
The outputs of the response of a catchment to LULC and climate changes are not 
uniform. Some studies have found that LULC change is likely to affect basin hydrology more 
significantly than climate change (e.g. Todd et al., 2007, Cuo et al., 2009). Other studies, 
however, have found that scenarios of potential future climate change are more extensive 
than land use scenarios in determining hydrological responses (e.g., Roosemalen et al., 2009; 
Choi, 2008; Franczyk and Chang, 2009; Praskievicz and Chang, 2011; Kim et al., 2013). Studies 
combining both scenarios have reported an increase in runoff (Samaniego and Bardossy, 
2006).  
Increased temperature and rainfall due to climate change in the study region might 
influence not only the water resources of the study region, but also agricultural production in 
many aspects. Increase in temperature might cause heat stress during flowering and grain-
filling stages, which results in low crop yield (Bita and Gerats, 2013). Excess water and heat 
might facilitate pathogen, weed, and insect infestation that will damage agricultural systems 
(Ziska et al. 2011). Intensified magnitude of flood and drought events will likely further 
decrease crop water availability, and threaten the productivity of the rain-fed agriculture 
system. Increased rainfall might accelerate the rate of soil erosion (Nearing et al. 2004), 
further threatening crop productivity. Despite the aforementioned impacts on crop 
production, crop yield might increase due to a rise in temperature, which is a limiting factor 
for plant growth in mountainous lands in a study region. 
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Fig. 7.8. Annual and seasonal streamflow response to future climate change scenario compared to future climate and LULC change 
combined. 
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Fig. 7.8. Continued. 
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Fig. 7.8. Continued. 
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Fig. 7.8. Continued. 
7.4 Uncertainties and Limitations 
Uncertainties in climate change impact assessment in hydrology and water resources revolve around choices between 
GCMs, transferring large-scale climatology to regional scale climatology (downscaling), the parameters and hydrological model 
structures used, and the type of water resources impact modeling employed (Wilby, 2005; Praskievicz and Chang, 2009; Chen et 
al., 2012). GCMs are the greatest source of uncertainties in the climate impact modeling chain (Wilby and Harris, 2006; Wilby et al., 
2006; Graham et al., 2007). According to Chen et a l., (2012), uncertainties due to hydrological model parameters and greenhouse 
gas emission scenarios were less important. Results of climate impact studies are less sensitive to the hydrological model than 
the climate change scenarios are (Grahm et al., 2007; Kay et al., 2009). Climate change has undermined the principle of stationarity, 
a central concept in water resource management, which holds that future hydrological events will be within past variability (Milly 
et al., 2008). In addition to uncertainty in hydrological model structures, there are also many other sources of uncertainty that are 
seldom studied and explained: for example, feedback between the changing climate and vegetation, human adaptations to the 
new climate (changes in agriculture, water management practices, urbanization, etc.) and other human-induced changes to the 
systems, which might be more important than climate change itself (Segui et al., 2010). 
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     Two major data types used in this study are future climate change and landuse change 
scenarios. As a result, all findings in this study are only valid under these scenarios. In reality, 
a systematic bias is found when the climate data derived from the scenarios are compared to 
the empirical data from the weather stations for the historical period of 1980–2005. Compared 
to climate change scenarios, land use change scenarios are too simplified without considering 
the factors affecting land use changes (e.g. land use policy, economic development, and 
natural environment). They were set up based on the assumption of more conservation 
practices in the future in order to reduce erosion and sedimentation. This might not be the 
actual trend of future land use change in the study area. Future research might apply land use 
modeling to estimate future land use changes, which can produce more reasonable land use 
data because many land use change models can estimate the landuse changes influenced by 
different socio-economic and biophysical driving forces under conditions of different 
scenarios (Sleeter et al., 2012). Furthermore, all model parameters are considered 
homogenous throughout the whole watershed. In addition, the model parameters after 
calibration held for modeling future conditions without adjustment under future scenarios. 
However, future climate and land use changes might change the parameters (Viney et al., 
2009; Vaze et al., 2010). All of the aforementioned limitations might reduce the accuracy of 
the model results. Notwithstanding, even after taking into account the aforementioned 
limitations and assumptions, the results of this study are relevant, dependable and valid under 
the current climate change and land use scenarios. Moreover, the approaches are useful for 
evaluating the concurrent impact of climate and land use changes on basin hydrology. 
7.5 Conclusions 
In this study, variations in streamflow and water balance components under different climate 
and land use change scenarios for the future period 2016–2030 were investigated.  One 
climate change scenario (IPCC RCPs 6), and one land-use change scenario were used. GCM 
simulated rainfall and temperatures are mainly underestimated or overestimated respectively 
compared to the historical period. Converting steep slopes currently under cultivation to 
forest will reduce annual and seasonal surface runoff and water yield at the Tana watershed 
with the current climate. Streamflow will also be reduced as a result of decreased surface 
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runoff and increased actual evapotranspiration. At the Beles watershed, the response of 
streamflow or water-balance components under the LULC change scenario varied for 
different abstraction points. Annual and main rainy season streamflow and water balance 
components in both watersheds are increased compared to the baseline period due to 
increased rainfall under constant LULC. However, in the dry season the average streamflow 
remained unaltered, or less than that in the historical period, mainly due to increased 
temperature leading to higher evapotranspiration.   
The simulation results indicated that streamflow response to simultaneous future land use/ 
land cover and climate change scenarios on the seasonal scale varies among key abstraction 
locations. Results of the combined impact of climate and land use changes show varied 
responses in streamflow at the Tana and Beles watersheds. At the Beles sub-basin, the annual 
and seasonal streamflow amplified with combined LULC and climate change response 
compared to climate change impact alone. On the hand, streamflow response at the Tana 
watershed to combined LULC and climate change alleviated compared to climate change 
alone.  
The LULC changes have an alleviating and magnifying effect in the two watersheds, since 
responses of the two watersheds under future LULCs differ in the proportional extent of 
streamflow to precipitation, and actual evapotranspiration to precipitation, even though the 
catchments’ responses under future climate change scenarios are similar. The wetting trend 
of near-future GCM simulated hydrological components exceeds that of the warming trend, 
and thus might enhance availability of mean annual and rainy season streamflow.  
Because of the vegetation and associated seasonal variations in its impact on 
evapotranspiration, increase of forest cover after returning agricultural lands on steep slopes 
to forest reduces streamflow in the wet season and raises it in the dry season, thus reducing 
flood potentials in the wet season and drought severity in the dry season. On the other hand, 
loss of forests increases flood potential, and also enhances drought impact.    
The combined effects of climate change and LULC dynamics can be quite different from the 
effects resulting from LULC or climate change alone. The important inference from these 
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findings is that it could be possible to alleviate intense floods or droughts due to future climate 
change by planning LULCs to achieve particular hydrological effects on land cover in the basin. 
The results are only valid under currently used climate and land use scenarios in the study 
area. However, the results and methodology in this study still have implications for water and 
land resources management and planning in the future for the study area, and for other 
regions facing similar pressures from climate change and LULC dynamics. Taking into 
consideration continuing land development and climate change, environmental policies 
should be implemented to deal with the potential changes of streamflow over different 
seasons, and watershed management should be adjusted to apt the changing hydrological 
regime at different water abstraction points. 
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8. Overall Conclusions, Recommendations and Future Research Directions 
8.1. Overall Conclusions 
In this study, responses in streamflow and water-balance components under different climate 
and land-use change scenarios for the future period 2016–2030 were investigated. Before 
quantifying the combined impact of LULC and climate change on watershed hydrology, the 
two major climatic inputs were serially completed and homogenized to improve data quality; 
historical LULC changes and systematic transitions were identified to assess impacts of these 
changes on catchment water balance; a physically based distributed hydrological model, 
SWAT2012/ArcSWAT was tested for its performance at the Tana and Beles watersheds; and 
finally, hydrological responses of the watersheds to changes in historical LULC and projected 
scenarios of climate change and LULC dynamics were assessed. 
LULC dynamics and its systematic transitions in the Tana and Beles watersheds were 
established from satellite images. Remote sensing provided spatiotemporal information on 
LULC changes based on its capability of providing repetitive observations. Most systematic 
transitions, gains, losses, persistence and swaps have been analyzed in the present study 
through a transition matrix using multitemporal LULC changes in the study region. The results 
of this analysis can greatly contribute to planning and management of available resources, 
and was utilized for soil- and water-conservation practices, and to develop further LULC 
change scenarios. 
The specific conclusions drawn from climate data quality analysis, overall LULC change 
evaluation, performances of the hydrologic simulation models, and hydrological response to 
LULC and climate change at the Tana and Beles watersheds can be summarized as follows:  
Filling in the missing data using the coefficient of correlation method, the completeness of 
daily minimum and maximum temperatures and precipitation data of the six target stations 
within and around the Tana and Beles sub-basins for the period 1980–2013 was maintained. 
Homogenization of rainfall and temperature data by MASH improved spatial coherence of 
climatological time series that support regional climate variability analysis. Trend analysis of 
serially completed and homogenized historical rainfall, temperatures and streamflow 
indicated that the climate of the Tana and Beles watersheds become warmer and wetter. 
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Most systematic transitions, gains, losses, persistence and swaps have been analyzed in the 
present study through a transition matrix using multitemporal LULC change in the Tana and 
Beles sub-basins, a source and headwater tributary of the Blue Nile river in Ethiopia. It is found 
that the sub-basins have undergone significant LULC conversions since 1973 or 1986. The 
predominant LULC type in the Tana sub-basin is found to be cultivated land, compared to 
dominant woodland in the Beles sub-basin. The rate of expansion of cultivated land has 
recently declined in the Tana watershed. Changes in all LULC classes consisted of both net and 
swap types of changes for both sub-basins. For both sub-basins in general during this period, 
the change attributable to quantity or net change is more dominant than the change 
attributable to location or swap. The gain in cultivated land in the Tana sub-basin tended to 
result only from grassland systematically rather than from the other LULC categories. This 
implies that the sub-basin tends to convert grassland rather than forest into cultivation, partly 
because forests are generally located in rough terrain and on steep slopes that are unsuitable 
for cultivation. One of the inferences of expansion of cultivated land at the expense of 
grassland is an insufficiency of grazing land. Since livestock is, next to cultivation, one of the 
commonest means of income generation for small-scale farmers, scarcity of grazing land 
could induce a decline in livestock production in the Tana sub-basin. Continuous 
transformation of the natural landscape (i.e. woody shrub, woodland, grassland, and forest) 
into cultivation land might result in soil and nutrient loss, which would ultimately lead to a 
decline in soil productivity. 
Model calibration and validation have shown that the observed flow simulated quite 
satisfactorily at different gauging stations. The model was effectual in estimating water-
balance components and contributions from the different LULC classes. The model was 
therefore selected for further analysis of the combined impacts of land use and climate 
change on the hydrological regime at different key water-abstraction points. After calibration 
and validation, impacts of past and present LULC on catchments hydrology were carried out. 
Changes in LULC and their hydrological effects have attracted great attention in hydrology. 
LULC changes are recognized to have major impacts on series of hydrological processes, such 
as runoff, evapotranspiration and groundwater flow. In the Tana and Beles watersheds, 
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surface runoff, water yield and streamflow increased as a result of the LUCL changes, 
especially in the main rainy season. Expansion of cultivation land and decline in woody 
shrub/woodland coverage are shown to be the primary LULC changes that affect major 
hydrological components in the study watershed. The farmland expansion has increased 
surface runoff and water yield, while decreasing the groundwater component and actual 
evapotranspiration. Similarly, the decline in the woody shrub/woodland coverage resulted in 
higher surface runoff and water-yield components, but lowering groundwater components 
and actual evapotranspiration. Increase in surface runoff might further increase erosion and 
sedimentation, which are usually directly related to runoff volume and velocity. During the dry 
period, decreased actual evapotranspiration and reduced groundwater components have a 
counterbalancing effect on streamflow availability.  
The sensitivity of water availability at key water-abstraction points for near-future climate and 
LULC change scenarios were developed and evaluated. Accordingly, one climate change and 
one plausible hypothetical LULC change scenario were considered based on GCMs, and 
conversion of cultivation land on steep slope to forest, respectively. Results from climate-
change analysis showed an increase in near-future average annual precipitation and average 
temperature when compared to the baseline period. However, the increase in wetness due 
to rainfall will exceed the increase in evapotranspiration. Consequently, annual and main 
rainy-season streamflow and water-balance components in both watersheds are increased 
compared to the baseline period under constant LULC. However, in the dry season, average 
streamflow remain unaltered, or less than that in the historical period. 
The simulation results indicated that streamflow response to simultaneous future 
land-use, land-cover and climate-change scenarios on a seasonal scale varies among key 
abstraction locations. Results on the combined impact of climate and land-use changes show 
varied responses in streamflow at the Tana and Beles watersheds. At the Beles sub-basin, the 
annual and seasonal streamflow was amplified by combined LULC and climate-change 
response compared to climate change impact alone. On the other hand, the streamflow 
response at the Tana watershed to combined LULC and climate change was alleviated 
compared to climate change alone.  
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Because of the vegetation and associated seasonal variations in its impact on 
evapotranspiration, increase of forest cover after returning agricultural lands on steep slopes 
to forest reduces wet-season streamflow, and raises it in the dry season, thus reducing flood 
potentials in the wet season and drought severity in the dry season. On the other hand, loss 
of forests increases flood potential and also enhances drought impact. The combined effects 
of climate change and LULC dynamics can be quite different from the effects resulting from 
LULC or climate change alone. The important inference from these findings is that it could be 
possible to alleviate intense floods or droughts due to future climate change by planning LULC 
to achieve particular hydrological effects of land cover in the basin. 
In general, the results highlighted the detailed understanding of historical changes in 
individual LULC classes, and their consequent impacts on streamflow. This will enhance our 
capability to predict future climate changes and LULC change impacts, and to devise 
mitigation effects of adverse effects, as well as to formulate more effective watershed-
management strategies to sustain the livelihoods of the population in the study watersheds. 
The approach used in this study determined contributions of changes for LULCs and climate 
to hydrological components, providing quantitative information that would allow 
stakeholders and decision makers to make better choices for land and water-resource 
planning and management.  
Uncertainties in climate-change impact assessment in hydrology and water resources 
are almost unavoidable, but the results are valid under currently used climate and land-use 
scenarios in the study area. However, the results and methodology of this study still have 
implications for water-resource management and land-use planning in the future for the study 
area, and for other regions facing similar stresses from climate change and LULC dynamics. 
 
8.2 Recommendations and Directions for further research 
In the light of continuing land development and climate change, environmental policies 
should be implemented to deal with the potential changes of streamflow over different 
seasons, and watershed management should be adjusted to fit the changing hydrological 
regimes at different water-abstraction points. 
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Continuing expansion of cultivation land and decrease in natural vegetation, coupled with 
increased rainfall due to climate change, would result in high surface runoff in the main rainy 
season, which would subsequently increase flooding, erosion and sedimentation in already 
degraded lands. Sound mitigation measures should therefore be applied to reduce these 
adverse environmental consequences. On the other hand, the simulated climate and land-use 
change impacts on the Tana watershed hydrological regime might increase the availability of 
streamflow to be harnessed by water-storage structures.  
In this thesis, effects of land-use change and climate change were assessed separately and in 
combination, without considering the influence of climate on LULC composition, or vice versa. 
Taking into account feedbacks between the changing climate and vegetation, human 
adaptations to the new climate (changes in agriculture, water management practices, 
urbanization, etc.) and other human-induced changes of the systems might be more 
important than climate change itself.  
Future water-resource development should take into account climate non-stationarity in 
order to implement water-resource development structures. Not only serially complete, 
quality controlled and homogenized long records of climatic datasets, but also dense station 
networks, are vital for assessing the impacts of environmental changes spatially. Therefore, 
gap-filling, homogenization and dense station networks with long records should be paid 
attention to hydroclimatic studies. Dense station networks might be achieved by the use of 
new data-gathering techniques in the study basin.  
Compared to climate-change scenarios, land-use change scenarios are too simplified without 
considering the factors affecting land-use changes. They were set up based on the assumption 
of more conservation practices in the future in order to reduce erosion and sedimentation. 
Future research might apply land-use modeling to estimate future land-use changes, which 
can produce more reasonable land-use data, because many land-use change models can 
estimate the land-use changes influenced by different socio-economic and biophysical driving 
forces under different scenarios. 
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In the long term, the changes in LULC classes might change the physical properties of soil, and 
hence hydrological models considering variable physical parameters of soil should be 
developed.  
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Annexes 
Annex 1a: Description of used Landsat satellite images for LULC change assessment in the 
Tana and Beles sub-basins. 
WRS: Path/Row Acquisition data Dataset Cloud cover (%) 
1: 182/051 1972-12-09 MSS 0 
1: 182/052 1973-02-01 MSS 0 
2: 169/052 1986-01-12 TM 0 
2: 170/051 1986-01-03 TM 0 
2: 170/052 1986-01-03 TM 0 
2: 170/053 1986-01-03 TM 0 
2: 171/052 1987-01-13 TM 0 
2: 171/053 1987-01-13 TM 0 
2: 171/052 2001-11-11 ETM+ 0 
2: 171/053 2001-11-11 ETM+ 0 
2: 170/052 2001-02-05 ETM+ 0 
2: 170/053 2001-01-04 ETM+ 0 
2: 169/052 1999-10-23 ETM+ - 
2: 170/051 1999-11-15 ETM+ 0 
2:169/052 2000-02-04 TM 10% 
2:170/052 2011-01-08 TM 0.28 
2:170/051 2011-01-08 TM 0.54 
Annex  1b: Description of used SPOT-4 satellite images for LULC change assessment in the Tana and 
Beles sub-basins. 
Acquisition date Orbit Track Frame Dataset Cloud cover 
2010-11-28 41 133 327 SPOT- 4 Multispectral 0 
2011-04-27 325 135 326 SPOT- 4 Multispectral 0 
2010-12-03 112 134 325 SPOT- 4 Multispectral 0 
2010-12-09 197 133 325 SPOT- 4 Multispectral 0 
2010-12-19 339 134 328 SPOT- 4 Multispectral 0 
2010-12-24 41 132 327 SPOT- 4 Multispectral 0 
2011-01-03 183 133 325 SPOT- 4 Multispectral 2 
2011-03-23 197 135 326 SPOT- 4 Multispectral 0 
2011-04-01 325 134 326 SPOT- 4 Multispectral 1 
2011-04-01 325 134 327 SPOT- 4 Multispectral 0 
2011-04-01 325 134 328 SPOT- 4 Multispectral 7 
2011-04-12 112 132 326 SPOT- 4 Multispectral 0 
2011-04-17 183 133 325 SPOT- 4 Multispectral 0 
2011-04-17 183 133 326 SPOT- 4 Multispectral 0 
2011-04-17 183 133 327 SPOT- 4 Multispectral 4 
2011-04-17 183 133 328 SPOT- 4 Multispectral 9 
2011-04-27 325 132 327 SPOT- 4 Multispectral 0 
2011-04-27 325 132 328 SPOT- 4 Multispectral 0 
2010-11-28 41 133 328 SPOT- 4 Multispectral 0 
2010-12-24 41 130 329 SPOT- 4 Multispectral 0 
(continued next page) 
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Annex 1b continued 
Acquisition date Orbit Track Frame Dataset Cloud cover 
2011-04-06 27 131 327 SPOT- 4 Multispectral 0 
2011-04-06 27 131 328 SPOT- 4 Multispectral 0 
2011-04-06 27 131 329 SPOT- 4 Multispectral 0 
2011-04-27 325 132 329 SPOT- 4 Multispectral 0 
2011-04-11 98 130 328 SPOT- 4 Multispectral 0 
2011-04-27 325 132 327 SPOT- 4 Multispectral 0 
2011-04-27 325 132 328 SPOT- 4 Multispectral 0 
2011-04-11 98 130 327 SPOT- 4 Multispectral 0 
2011-03-23 197 135 326 SPOT-4 Panchromatic 0 
2011-04-01 325 134 325 SPOT-4 Panchromatic 20 
2011-04-01 325 134 326 SPOT-4 Panchromatic 1 
2011-04-01 325 134 327 SPOT-4 Panchromatic 0 
2011-04-01 325 134 328 SPOT-4 Panchromatic 7 
2011-04-27 325 135 326 SPOT-4 Panchromatic 0 
2011-04-17 183 133 324 SPOT-4 Panchromatic 0 
2011-04-17 183 133 325 SPOT-4 Panchromatic 0 
2011-04-17 183 133 326 SPOT-4 Panchromatic 0 
2011-04-17 183 133 327 SPOT-4 Panchromatic 4 
2011-04-17 183 133 328 SPOT-4 Panchromatic 9 
2011-04-12 112 132 325 SPOT-4 Panchromatic 2 
2011-04-06 27 131 327 SPOT-4 Panchromatic 0 
2011-04-06 27 131 328 SPOT-4 Panchromatic 0 
2011-04-06 27 131 329 SPOT-4 Panchromatic 0 
2011-04-11 98 130 327 SPOT-4 Panchromatic 0 
2011-04-11 98 130 328 SPOT-4 Panchromatic 0 
2011-04-11 98 130 329 SPOT-4 Panchromatic 2 
2011-04-12 112 132 326 SPOT-4 Panchromatic 0 
2011-04-12 112 132 327 SPOT-4 Panchromatic 1 
2011-04-27 325 132 327 SPOT-4 Panchromatic 0 
2011-04-27 325 132 328 SPOT-4 Panchromatic 0 
2011-04-27 325 132 329 SPOT-4 Panchromatic 0 
2011-05-03 41 132 325 SPOT-4 Panchromatic 0 
2011-05-03 41 132 326 SPOT-4 Panchromatic 0 
 
