This paper studies the three-step Euclidean likelihood (3S) estimator and its corrected version as proposed by Antoine, Bonnal and Renault (2007) in globally misspecified models. We establish that the 3S estimator stays √ n-convergent and asymptotically Gaussian. The discontinuity in the shrinkage factor makes the analysis of the corrected-3S estimator harder to carry out in misspecified models. We propose a slight modification to this factor to control its rate of divergence in case of misspecification. We show that the resulting modified-3S estimator is also higher order equivalent to the maximum empirical likelihood (EL) estimator in well specified models and √ n-convergent and asymptotically Gaussian in misspecified models. Its asymptotic distribution robust to misspecification is also provided. Because of these properties, both the 3S and the modified-3S estimators could be considered as computationally attractive alternatives to the exponentially tilted empirical likelihood estimator proposed by Schennach (2007) which also is higher order equivalent to EL in well specified models and √ n-convergent in misspecified models.
Introduction
The lackluster performance of the generalized method of moments (GMM) estimator in finite samples has paved the way for several competing alternative efficient estimators. Among them, maybe the most known are the continuously updated GMM (CU) estimator proposed by Hansen, Heaton and Yaron (1996) also known to be identical to the Euclidean empirical likelihood (EEL) estimator, the maximum empirical likelihood (EL) estimator proposed by Qin and Lawless (1994) and the exponential tilting (ET) estimator introduced by Kitamura and Stutzer (1997) . These estimators are included in both the minimum discrepancy (MD) class of estimators formulated by Corcoran (1998) and the generalized empirical likelihood (GEL) class of estimators proposed by Newey and Smith (2004) .
When comes to the comparison of these estimators, three points are considered as major issues. The implementation cost, the finite sample bias and the behaviour under model misspecification. All these alternative estimators are computationally very demanding. They are expressed as solutions of saddle point problems and impose a double optimization program solving in their calculation process. (See Kitamura (2006) .) When a large parameter vector is considered, these saddle point problems are computationally cumbersome. On the other hand, because of their one-step nature, these estimators have a fewer sources of higher order (O(n −1 )) bias than the efficient two-step GMM and, as shown by Newey and Smith (2004) , the EL estimator has even fewer higher order bias sources than all of the other estimators. Still, this enjoyable property of the EL estimator holds only in correctly specified models. A moment condition model is globally misspecified if the true data generating process deviates from these moment conditions such that no value in the parameter space solves the population moment conditions. In the case of global misspecification, Schennach (2007) establishes that EL ceases to be √ n-convergent whereas ET is √ n-convergent (Imbens (1997) ) and CU may also be √ n-convergent.
As one can notice, none of these regular estimators enjoys all of the desirable properties. The most recent estimators proposed in the literature aim to combine several of them to deliver new ones with better performance. Schennach (2007) combines the EL and ET estimators to propose the exponentially tilted empirical likelihood (ETEL) estimator which is, in well specified models, higher order equivalent to EL in the sense that their difference is of order O p (n −3/2 ) and is √ nconvergent in misspecified models. Still, the ETEL estimator is as computationally costly as both EL and ET. Antoine, Bonnal and Renault (2007) combine the two-step efficient GMM estimator with the Euclidean empirical likelihood implied probabilities to deliver the so-called three-step Euclidean likelihood (3S) estimator. As these implied probabilities could be negative causing some instability to the resulting estimator, they also propose a variant of this estimator which uses some Euclidean likelihood implied probabilities corrected by shrinkage. As highlighted in this paper through our Monte
Carlo simulations, such corrections to the implied probabilities are crucial to take any benefit from the three-step procedure. In particular, the 3S estimator appears to be too sensitive to negative implied probabilities and is computationally inefficient with too many outliers in such cases. Nevertheless, these two estimators share two important advantages. They are computationally convenient and are also higher order equivalent to the EL estimator in well specified models.
This paper studies the three-step Euclidean likelihood estimators under global misspecification.
Inference under misspecification is getting more and more attention in the econometric literature. White (1982) studies the quasi maximum likelihood estimator when the distributional assumptions are misspecified. Hall (2000) examines the implications of model misspecification for the heteroskedasticity and autocorrelation consistent covariance matrix estimator and the GMM overidentifying restrictions test. Hall and Inoue (2003) study the GMM estimators under global misspecification. Schennach (2007) analyzes the EL and ETEL estimators under global misspecification while Kan and Robotti (2008) propose a methodology to evaluate the Hansen-Jagannathan distance between two pricing kernels in the case of model misspecification.
One of the main motivations for studying estimators in globally misspecified models is underlined by Schennach (2007) . Statistical models are only simplification of a complex reality and therefore are bound to be misspecified. Specification tests aim to indicate the candidate models which seem closer to the sample under studies and may be sharp to detect globally misspecified models. Nevertheless, it is frequent to come across parsimonious models delivering better forecasting performances but failing the specification tests while other less parsimonious models pass these tests with very poor out-ofsample performance. For such parsimonious models, √ n-convergent estimators are useful to allow asymptotic approximations through usual sample sizes. Furthermore, the asymptotic behaviour of these estimators also need to be fully derived.
In the context of moment condition-based models in particular, the specification tests for overidentifying restrictions could validate the model. In the case of rejection, if no theory is available for inference, empirical researchers could have to drop parsimonious, robust and competitive models for forecasting for other less attractive. The situation could even be more ambiguous. Hall and Inoue (2003) report several empirical researches in the literature in which inference by the usual asymptotic distributions have been performed even though the data have rejected the overidentifying restrictions.
In this paper, we provide global misspecification robust inference for the 3S estimator. We show that, in the case of moment misspecification, this estimator stays √ n-convergent and is asymptotically normally distributed and we derive its asymptotic distribution robust to global misspecification.
The main intuition behind this asymptotic behaviour of the 3S estimator under misspecification is related to the fact that its estimating function is equivalent to a smooth function of sample means. This is not the case for the corrected 3S estimator. The discontinuity in the shrinkage factor makes its analysis more difficult. We establish that, under mild conditions, the shrinkage factor diverges such that the estimating function can be considered as an approximation of a smooth function of sample means. But, the asymptotic distribution derivation requires to control the rate of divergence of this factor. For that purpose, we propose a slight modification of the original shrinkage factor proposed by Antoine, Bonnal and Renault (2007) which simplifies the derivations. We call the estimator resulting from the new shrinkage factor the modified three-step Euclidean likelihood (m3S) estimator. The m3S estimator is as easy to compute as the 3S estimator. Additionally, we show that in correctly specified models the m3S estimator is higher order equivalent to both the EL and the 3S estimators. As the m3S estimator is computed via implied probabilities corrected for the sign, it is more stable than the 3S estimator. We show that under global misspecification the m3S estimator stays √ n-convergent and asymptotically Gaussian. Its asymptotic distribution robust to global misspecification is also provided. This makes both the 3S and the m3S estimators two computationally appealing alternative to the ETEL estimator.
The remainder of the paper is organized as follows. Section 2 describes the model and the estimators and establishes the higher order equivalence of the m3S and the EL estimators in well specified models.
In Section 3 we derive asymptotic results for the 3S and m3S estimators under moment misspecification.
Our Monte Carlo experiments are introduced in Section 4 followed by Section 5 which concludes. All proofs are gathered in the Appendix.
The three-step Euclidean likelihood estimators
The statistical model that we consider in this paper is one with finite number of moment restrictions.
To describe it, let {x i : i = 1, . . . , n} be independent realizations of a random vector x and ψ(x, θ) a known q-vector of functions of the data observation x and the parameter θ which may lie in a compact parameter set Θ ⊂ R p (q ≥ p). We assume in this section that the moment restriction model is well specified in the sense that there exists a true parameter value θ 0 satisfying the moment condition
where
In such a moment condition model, the most popular estimator is the efficient two-step GMM estimator proposed by Hansen (1982) .
/n and also, letθ be some first step preliminary (possibly asymptotically inefficient) GMM estimator of θ.
The efficient two-step GMM estimator,θ is defined bŷ
The three-step Euclidean likelihood (3S) estimator as proposed by Antoine, Bonnal and Renault (2007) is considered as computationally less demanding than most of the GMM's alternative estimators including the ETEL estimator. It involves only two quadratic optimization problems which determine the two-step efficient GMM estimator and a GMM first order condition-like solving. To introduce this estimator, let
whereθ is the efficient two-step GMM.
The 3S estimator is defined as solution of
{π i (θ) : i = 1, . . . , n} are the implied probabilities yielded by the quadratic discrepancy, also known as the Euclidean empirical likelihood (EEL), function evaluated at θ (see Antoine, Bonnal and Renault (2007) ). Equation (3) is similar to the first order condition giving the GMM estimator where the variance and the Jacobian of ψ i (θ) at θ 0 are estimated using π i (θ) ′ s as weights and are more efficient than sample means which use uniform weights. This efficiency stems from the fact that the Euclidean likelihood implied probabilities provide population expectation estimates using the overidentifying moment conditions as control variables.
The EL estimator also solves a first order condition similar to Equation (3) . See Qin and Lawless (1994) and Theorem 2.3 of Newey and Smith (2004) . The main difference is that the implied probabilities here have a close form expression and also the Jacobian and the variance are evaluated at a precalculated parameter value. Clearly, this avoids for (3) some numerical issues. Furthermore, the higher order equivalence between the 3S and the EL shows that this approximation does not alter the advantage expected from the resulting estimator.
However, the 3S estimator could suffer of computational inefficiency due to possibly negative Euclidean likelihood implied probabilities. Nonnegative implied probabilities are desirable to allow for probability interpretation in the usual sense. A large implied probability at a sample value is often interpreted as a large concentration of the fundamental probability distribution in the neighborhood of that value. In that respect, implied probabilities are useful in sampling methods that take advantage from the distribution-related information content of the moment conditions (see Brown and Newey (2002) ). In the context of the three-step Euclidean likelihood estimator computation, negative implied probabilities can cause the 3S estimator to be unstable and therefore computationally inefficient. In particular, this affects the accuracy of the Jacobian and/or the variance estimators and therefore makes the resulting 3S estimator behave very poorly in finite sample. This harmful effect of negative implied probabilities appears through our Monte Carlo simulation in Section 4.
The use of the shrinkage factor correction proposed by Antoine, Bonnal and Renault (2007) avoids negative implied probabilities. Because both corrected and non corrected implied probabilities are higher order asymptotically equivalent, the resulting estimators from each of them are asymptotically equivalent at least at the first order. The corrected implied probabilities, {π c i (.) : i = 1, . . . , n}, that they propose are defined as convex combination of π i (.) and the uniform weight 1/n and are nonnegative by construction
where the shrinkage factor ǫ 0 n (θ) is given by
ǫ 0 n (θ) converges in probability to 0 while guaranteeing the nonnegativity of π c i (θ). The use of π c i (θ) in (3) as proposed by Antoine, Bonnal and Renault (2007) yields the corrected three-step Euclidean likelihood estimator which is also more stable than the 3S estimator. Nevertheless, in globally misspecified models as we discuss in the next section, this shrinkage coefficient will diverge to infinity (as soon as ψ i (θ) has an unbounded support) at an unknown rate. This makes the asymptotic behaviour of the corrected 3S estimator hard to characterize in the case of misspecification.
The modified three-step Euclidean likelihood (m3S) estimator that we introduce here is a slight modification of this corrected 3S estimator. By construction, it gives more weight to the shrinkage factor such that its rate of divergence could be lower-bounded in the case of misspecification. This shrinkage factor, ǫ 1 n (θ) is given by ǫ
and the resulting corrected implied probabilities, {π i (.) : i = 1, . . . , n}, are given bỹ
We label these new corrected implied probabilities as the modified implied probabilities to avoid any confusion of the two sets of corrected implied probabilities. Here also and by definition,π i (θ) ≥ 0 for all i = 1, . . . , n. Similarly to ǫ 0 n (θ) and by Lemma A.2 in Appendix A, ǫ 1 n (θ) converges towards 0 in correctly specified models. However, in contrast to ǫ 0 n (θ), ǫ 1 n (θ) diverges in globally misspecified models at a well defined minimum-bound rate. This difference is crucial as we will see in Section 3. In particular, the √ n-convergence and the asymptotic Gaussianity that we derive for the modified three-step Euclidean likelihood estimator in misspecified models rely on this minimum-bound rate of divergence for the shrinkage factor.
By analogy to the three-step Euclidean likelihood estimator, let
whereθ is the efficient two-step GMM estimator.
The modified three-step Euclidean likelihood (m3S) estimator is defined as solution of
In well specified models, a condition maintained by Antoine, Bonnal and Renault (2007) ,θ 3s −θ el = O p (n −3/2 ), whereθ 3s andθ el denote the three-step Euclidean likelihood and the empirical likelihood estimators, respectively. As the ETEL estimator is also proven to be equivalent to EL up to O p (n −3/2 ), all three share the same O(n −1 ) bias. The following result shows that the modified three-step Euclidean likelihood estimator,θ m3s , is also higher order equivalent to the empirical likelihood estimatorθ el . The following assumptions are needed. For brevity, we only highlight in the text those assumptions that are relevant to the exposition and relegate the remainder to the Appendix.
The modified three-step Euclidean likelihood estimator is well defined, i.e., there is a sequence 
Proof: See Appendix A.
The details of the proof of Theorem 2.1 are reported in Appendix A. To establish (iii), we show thatθ m3s −θ 3s = O p (n −3/2 ) and deduce the stated order of magnitude by relying on the fact that
. This result, typically shows that the modified three-step Euclidean likelihood estimator has the same first order asymptotic distribution as the empirical likelihood estimator and both have the same O(n −1 ) bias as well.
The next section studies the 3S and the m3S estimators in the case of model misspecification.
3 The limiting behaviour of the 3S and m3S estimators in misspecified models
In this section, we study the behaviour of the three-step Euclidean likelihood (3S) estimator and the modified three-step Euclidean likelihood (m3S) estimator in misspecified models. Following Hall Hall and Inoue (2003) study the two-step GMM estimator under global misspecification. In particular, they establish that the two-step GMM estimator is √ n-convergent and asymptotically Gaussian in the context of cross sectional data. Since the 3S and the m3S estimators depend on the two-step GMM estimator we partially rely on their results.
Convergence of the GMM, 3S and m3S estimators
The convergence of the GMM, 3S and m3S estimators require some assumptions. As in the last section and for brevity, we only highlight in the text those assumptions that are relevant to the exposition and the remainder can be found in the Appendix.
ii) W n is a positive semidefinite matrix that converges in probability to the positive definite matrix of interest is paramount for its convergence. In well specified models, the pseudo-true value corresponds to the true parameter value. In particular, θ * would correspond to the true parameter value θ 0 and Q 0 (θ 0 ) = 0. Letθ = arg min θ∈Θψ (θ) ′ W nψ (θ) be the GMM estimator defined by the weighting matrix W n .
Under Assumptions 3.1, 3.2 and Assumption C.1 in the Appendix C, Lemma 1 of Hall (2000) applies andθ converges towards θ * . This result includes the two-step GMM estimatorθ under mild further assumptions. The problem that arises with the two-step GMM estimator is that the weighting matrix it uses depends on a first step GMM estimatorθ which is required to converge. Usually,θ is obtained by a non random positive definite weighting matrix W 1 . We introduce in Appendix B the specific regularity conditions that guarantee the convergence and asymptotic normality of bothθ andθ. Let θ * be the probability limit ofθ.
Like the two-step GMM estimator, the 3S and the m3S estimators also need pseudo-true values as leading parameter values for their asymptotic behaviour. Recalling that these estimators solve (3) and (8) , respectively, their pseudo-true values are determined by the solutions of the population version of these equations.
It is easy to see under some mild conditions thatḠ(θ)
and
The population counterpart of (3) therefore is
If this equation is solved at a single point, θ * * ∈ Θ, this would be the pseudo-true value of the 3S estimator and one could discuss the asymptotic behaviour of the 3S estimator around this value. We will maintain the existence of such a solution in the next assumption.
As for the m3S estimator, the characterization of the pseudo-true value is made a bit more difficult by the discontinuity of the shrinkage factor ǫ 1 n (θ). In well specified models, the shrinkage factor is meant to vanish asymptotically as confirmed by Lemma A.2. However, in misspecified models and as pointed out by Schennach (2007) , it does not vanish. This is the case for ǫ 0 n (θ) and in particular for ǫ 1 n (θ). Actually, if ψ i (θ * ) does not have a bounded support, one can establish that these shrinkage factors could diverge to infinity with probability one. In this case, let us consider the following alternative
Let f (x) be a real-valued random function. We have
Under some mild conditions, the terms in the large parenthesis in (10) is asymptotically bounded in probability and since ǫ 1 n (θ) diverges to ∞ with probability one, (10) implies that
Hence, the population analogue of (8) is
If this equation is solved at a unique point of the parameter space Θ, say θ * * , this would be the pseudo-true value of the m3S estimator. It is obvious that the m3S and the 3S estimators do not share the same pseudo-true values.
Lemmas C.1 and C.2 in Appendix C discuss more explicitly the conditions that ensure the divergence of the shrinkage factors ǫ 0 n (θ) and ǫ 1 n (θ). LetN * be a closed neighbourhood θ * included in Θ and
The absolute continuity of the Lebesgue measure on the real line with respect to the probability distribution of l i is the most crucial condition making the shrinkage factors diverge to infinity. This condition is rather mild as it includes the Gaussian distribution for instance.
The next results establish the convergence of the 3S and m3S estimatorsθ 3s andθ m3s . We make the following useful assumptions.
ii) The three-step Euclidean likelihood estimator is well defined, i.e., there is a sequence {θ 3s
iii) The modified three-step Euclidean likelihood estimator is well defined, i.e., there is a sequence
Assumption 3.3-(i) is the identification condition for misspecified model for the 3S estimator problem. Typically, it states that the population version of Equation (3) has a unique solution, θ * * , in the parameter set Θ. As previously discussed, θ * * is the pseudo-true value for the three-step Euclidean likelihood estimatorθ 3s .
Assumption 3.4-(i) means that the Lebesgue measure is absolutely continuous with respect to l i 's probability distribution and implies for l i to have the whole real line as its distribution's support. Even though this condition could be weakened, it is not too restrictive either as it includes a broad range of probability distributions. As already discussed, this assumption along with some regularity conditions guarantees the shrinkage factor ǫ 1 n (θ) to diverge to infinity. The resulting identification condition is given by Assumption 3.4-(ii) with the pseudo-true value of the m3S estimator being θ * * .
Obviously, in both cases, θ * * depends on both the GMM pseudo-true value θ * and the asymptotic weighting matrix W . However, we will not explicitly mention this dependence for sake of simplicity.
The following remarks present some analogy between the interpretation of the pseudo-true values in the moment condition models that we study here and the fully parametric models.
Remark 1:
The norm of the population mean µ(θ) evaluates the intensity of model misspecification at the parameter value θ. By definition, the GMM pseudo-true value is
where x 2 V = x ′ V x and V is a symmetric positive-definite matrix, the so-called GMM norm. Hence θ * is the parameter value that minimizes the intensity of model misspecification. Of course, a different choice of V points to a different pseudo-true value. There is a parallel between the GMM pseudo-true value in moment condition models and the maximum likelihood (ML) pseudo-true value in fully parametric models. While the GMM pseudo-true value minimizes the intensity of model misspecification, it is well-known that the ML pseudo-true value minimizes the ignorance about the true parametric structure as measured by the Kulback-Leibler divergence (KLIC) of the assumed distribution from the true distribution of the data. What is noticeable in both frameworks is that the GMM pseudo-true value depends on the norm V as the ML pseudo-true value depends on the postulated distribution.
For instance, if θ = Ex is the parameter of interest and one chooses to estimate θ assuming that x is normally distributed, this would lead to the Gaussian pseudo-true value θ (1) * minimizing the KLIC between the true distribution of x and the postulated Gaussian distribution. If we rather assume that x follows a Gamma distribution, the corresponding pseudo-true value θ (2) * will very likely be different from θ
(1) * .
Remark 2:
The fact that the 3S and m3S estimators are defined by the GMM first order local optimality condition makes their pseudo-true values' less obvious to interpret. In general, we can retain that these pseudo-true values are tilted to the GMM pseudo-true value and are also set to minimize the intensity of model misspecification. To see this, let us first observe that µ(θ * * ) is defined such that its p components in the space spanned by the columns of (Ω(θ
null. Moreover the following expansion holds under mild conditions :
Since θ * makes µ(θ * ) small, we also expect θ * * − θ * to be small and, by continuity of the function µ(·), µ(θ * * ) is expected to be close to µ(θ * ).
Remark 3:
As pointed out by one referee, the identification condition introduced by Assumptions 3.3-(i) and 3.4-(i) may be too restrictive in the sense that, instead of a single value in the parameter space, a family of parameter values, {θ (k) * * } k∈I solve the population equation. From the previous remark, the parameter value of interest is the closest to θ * . The pseudo-true value θ * * chosen that way would be estimated by the solution of Equation (3) or (8) closest to the GMM estimatorθ. As long as the index set I is either finite or discrete, the asymptotic theory that we propose in this paper holds.
The case where I is continuous is beyond the scope of this paper.
In the next two results, we assume that Assumption 3.2 holds for the two-step GMM estimatorθ.
The following Theorem establishes the convergence of the 3S estimator,θ 3s , in globally misspecified models. Proof: See Appendix C.
The convergence of the m3S estimator,θ m3s , is stated by the following result. 
, whereθ is the two-step GMM estimator, thenθ m3s p → θ * * .
Proof: See Appendix C.
Next, we provide the asymptotic distributions of both the three-step Euclidean likelihood and the modified three-step Euclidean likelihood estimators in misspecified models. Since these estimators rely on the two-step GMM estimator, the asymptotic distribution derived by Hall and Inoue (2003) for the two-step GMM in misspecified models is useful for our asymptotic theory. We recall their results here that we also specialize for our use.
Asymptotic distribution of the two-step GMM estimator in misspecified models
The first step GMM estimatorθ solves
where W 1 is, usually, a non-random weighting matrix. Often, in empirical works, the identity matrix is used as weighting matrix. We treat it here as non-random. Under Assumption 3.1 and Assumptions B.1, C.1 as given in Appendices B and C, the results of Hall and Inoue (2003) apply and
θ 1 * being the unique solution of the population analogue of Equation (11). Actually, a simple Taylor expansion of the first order condition in (11) around θ 1
where I p is the p × p-identity matrix and
SinceH 1 (θ) is a quadratic function of sample means,H 1 (θ) is √ n-convergent for its probability
On the other hand, the two-step GMM estimator solves the first order condition
The stochastic nature of the weighting matrix adds a layer of complexity to the expansion of the two-step GMM estimator equation.
We first expand Ω n (θ) around θ 1 * and then we deduce an expansion of W n (θ). This latter, ultimately allows to get an expansion forθ. We have
where R k,l (X) reshapes the kl-vector X into a k × l-matrix, column-wise.
Let
From the expression ofθ − θ 1 * given by Equation (13) and up to some arrangements, we have
Clearly, E ξ i (θ 1 * ) = 0 and
or equivalently,
Thanks to Assumption 3.1 and Assumptions B.2, C.1 in Appendix, we can expand the first order condition forθ in (14) as follows
Here also, becauseH(θ) is a polynomial function of sample means,H(θ * ) is √ n-convergence for its
Thusθ − θ * can be written
From Equations (15) and (16),θ − θ * is asymptotically equivalent to a linear function of sample means of centered random vectors which are i.i.d as x i : i = 1, . . . , n. Since these vectors have finite variance, the central limit theorem applies and √ n(θ − θ * ) = O p (1) and is asymptotically Gaussian.
This is a result of Hall and Inoue (2003).
The main reason of this usual Gaussian asymptotic behaviour of the two-step efficient GMM estimator is the cross sectional nature of the random variables as they are assumed to be i. (2000)), the optimal weight for the two-step efficient GMM estimator dictates its rate of convergence to the GMM estimator which therefore may no longer be √ n-convergence or even asymptotically Gaussian.
Asymptotic distributions of the three-step Euclidean likelihood estimators
In this section, we derive the asymptotic distribution of both the 3S and the m3S estimators under global misspecification. We find that both are √ n-convergent and asymptotically characterized by a normal distribution. The asymptotic normality of the 3S estimator is not surprising as its estimating equation sets to zero a smooth function of sample means and the efficient two-step GMM estimator. Since the leading term of the expansion of the GMM estimator is asymptotically Gaussian, the Gaussianity of the 3S estimator in global misspecification becomes quite intuitive.
Besides, the estimating equation of the m3S estimators is not a smooth function of sample means.
This makes less apparent the reason of its asymptotically Gaussian behaviour. Let us consider again the optimal sample mean given by (10) . As already discussed, we can write
and ǫ 1 n (θ) diverges to infinity as the sample size grows. This means that the leading term in this expansion is the uniform sample average of the f i s. Considering Equation (8) , the leading term of the LHS is therefore a smooth function of sample means. But this pattern of the leading term is not sufficient to guarantee the √ n-convergence of the m3S estimator, solution of (8). One sufficient, but maybe not necessary, condition forθ m3s to be √ n-convergent is for the remainder in (17) to vanish
, this condition is fulfilled. This is the motivation of the choice of ǫ 1 n (θ) as shrinkage factor over ǫ 0 n (θ). Of course, the shrinkage ǫ 0 n (θ) may lead to a √ n-convergent estimator but, as one could expect, the asymptotic properties of the resulting estimator would be much harder to derive. It is also noteworthy that any shrinkage factor ǫ α,n (θ) = n α ǫ 0 n (θ) with α ≥ 1/2 would lead to the same simplifications as ǫ 1 n (θ) in globally misspecified models without altering the higher order properties in well specified models. Nevertheless, a large α is only useful in misspecified models. In well specified models, a large α could significantly reduce the effect of correction expected in small sample. For this reason, α = 1/2 seems to be an appropriate choice.
The three-step Euclidean likelihood estimatorθ 3s solves (8) and, by the mean value expansion of (8) around θ * * , we haveḠ
whereθ ∈ (θ 3s , θ * * ).
To show that √ n(θ 3s − θ * * ) is asymptotically normally distributed, we just have to show that the RHS of the last equation scaled by √ n is asymptotically Gaussian and the multiplying factor of θ 3s −θ * * in the LHS is asymptotically non singular. Let D * be the probability limit of this multiplicative
is a smooth function of sample mean and converges to 0, it is also √ n-convergent and (18) implieŝ
As suggested by the expansion in Equation (C5) in Appendix C, the leading term in the expansion of the RHS of (19) is a linear function of the vectorζ − ζ 0 obtained by stacking all of the following centered sample means
Let Σ = V ar √ n(ζ − ζ 0 ) . If Σ is bounded away from infinity, by the central limit theorem,ζ − ζ 0 is asymptotically Gaussian
and therefore the 3S estimator is also asymptotically Gaussian. The following assumptions summarize the sufficient conditions for this result.
iv) There exists a neighbourhood N of θ * * such that E (sup θ∈N J i (θ) ) < ∞.
Assumption 3.5-(i) is a usual one and necessary for the validity of the mean-value expansion.
Assumption 3.5-(ii) is analogue to the first order identification condition in the GMM theory (see Dovonon and Renault (2008) ). This condition is necessary to make the first order expansion of the estimating equation sufficient to characterizeθ 3s − θ * * . Assumption 3.5-(iii) ensures the applicability of the central limit theorem while Assumption 3.5-(iv) is a dominance condition allowing for a uniform convergence of sample mean of J i (θ) in a neighbourhood of θ * * .
The following result establishes the asymptotic distribution of the 3S estimator in the case of global misspecification. 
If the moment condition is well specified, θ * = θ * * and
which is the usual asymptotic variance.
Proof: See Appendix C. A is a function of
Clearly, A is straightforward to estimate. Except for the two model parameters θ 1 * and θ * which are to be estimated by GMM using respectively the weighting matrices W 1 and Ω −1 n (θ), all the other quantities are population means and can be estimated by sample averages.
This result also suggests that when the moment condition is well specified, the asymptotic distribution is nothing more than the usual one. For this reason, the asymptotic distribution that we derive can be considered as the model misspecification robust asymptotic distribution of the 3S estimator.
Next, we derive the asymptotic distribution of the modified three-step estimatorθ m3s in misspecified models. From our previous discussion,
By a mean value expansion ofψ(θ) around θ * * , we havē
is a smooth function of sample means, it is √ nconvergent towards its probability limit which, thanks to the identification condition, is 0. Let D m * be the probability limit ofJ ′ (θ)Ω −1 n (θ)J (θ). Assuming that D m * is nonsingular, we havê
Thus the asymptotic normality of (θ m3s −θ * * ) hinges on the asymptotic normality ofJ ′ (θ)Ω −1 n (θ)ψ(θ * * ). The expansion given by Equation (C8) in Appendix C shows an asymptotic equivalence between this quantity and a linear combination of the vectorζ m − ζ m 0 obtained by stacking all of the following centered sample means
, and
and as a resultθ m3s − θ * * also is asymptotically Gaussian. The following assumptions set up the sufficient conditions to reach this result.
Like Theorem 3.3, this result shows that in global misspecification, the m3S estimator also stays √ n-convergent and asymptotically Gaussian. Its asymptotic variance also has the usual 'sandwich' form. From the terms given by the expansions in Equation (C8) in Appendix C, A m is a function of
Similarly to A, A m is straightforward to estimate. θ 1 * and θ * are to be estimated by GMM using respectively the weighting matrices W 1 and Ω −1 n (θ) and the other quantities can also be estimated as sample means.
This result also suggests that the asymptotic distribution that we derive is the model misspecification robust asymptotic distribution of the m3S estimator. In comparison with the misspecification robust asymptotic distribution of the 3S estimator, it is worth mentioning that this latter is much harder to implement as the matrix A that it depends on is function of many more parameters. In a statistical point of view, the dependence of A on large number of parameters (though easy to calculate) may lead to a larger estimation error in the natural estimator of A.
These results also show that the two estimators that we consider in this paper have very interesting properties with respect to the alternative most useful moment condition-based estimators. In well specified models, they have the same higher order bias as the EL and ETEL estimators while in misspecified models, they stay √ n-convergent for they pseudo-true values and asymptotically Gaussian as do the ET and ETEL estimators. Moreover, they are computationally more tractable than all of the estimators in the class of minimum discrepancy estimators and the ETEL estimator as well.
Simulations
The Monte Carlo experiments in this section, in addition to the evaluation of the effect of the shrinkage on the 3S estimator, illustrates the two main theoretical results of this paper. Namely, the higher order equivalence of the modified three-step (m3S) Euclidean likelihood estimator and the empirical likelihood (EL) estimator in well specified models and the √ n-convergence of the 3S and m3S estimators in globally misspecified models. In addition to these three estimators, we consider several alternative estimators including the efficient two-step GMM, the Euclidean empirical likelihood (EEL) estimator, the corrected 3S estimator (m3S0) proposed by Antoine, Bonnal and Renault (2007) which uses ǫ 0 n (θ) as shrinkage factor, the exponential tilting (ET) estimator of Kitamura and Stutzer (1997), the exponentially tilted empirical likelihood (ETEL) estimator of Schennach (2007) .
The prediction from our theory is that the m3S estimator should have a similar finite sample bias as the EL, the 3S, the m3S0 and the ETEL estimators in well specified models and on the other hand the 3S and the m3S should be √ n-convergent in globally misspecified models. The GMM estimator is considered as a benchmark, the EEL and the ET estimators are considered because they are partially involved in the derivation of 3S, m3S estimators on one hand and the ETEL estimator on the other hand.
Monte Carlo designs
Our Monte Carlo designs are the same as those used by Schennach (2007) . The first one, Design D, is also used by Hall and Horowitz (1996), Imbens, Spady and Johnson (1998) and Kitamura (2001) . This design generates at each replication a sample of n independent copies of
. . , n, and (x ik : k = 3, . . . , K), where x ik are independent and identically distributed with
. The moment condition model that we consider to fit this data, is
The unique parameter value solving these moment conditions is θ 0 = 3.0. This moment condition model has the interest of not being linear and also the third moments of the estimating functions are not trivially null. In these two cases, the estimators that we consider are actually trivially higher order equivalent. This design is used for the first illustration in which we vary both K, the number of moment conditions and n, the sample size. The number of replications we consider throughout in these Monte Carlo experiments is 10,000.
The Monte Carlo designs that we consider to illustrate the √ n-convergence of the 3S and the m3S estimators under global misspecification are the following Designs C and M. Design C generates, for each replication, n independent copies of x i ∼ N (0, 1) fitted by the moment condition model
Design M (s) generates, for each replication, n independent copies of x i ∼ N (0, s 2 ); with s = 0.6, 0.8, 1.2, 1.4 and fits the same moment condition model as in Design C which is therefore misspecified.
The true parameter value in Design C is θ 0 = 0 and the pseudo-true value of all of the considered estimators for Design M is θ * = 0. We consider n = 50, n = 200, n = 1, 000 and n = 5, 000.
Estimators
The EEL, EL, ET and ETEL estimators are computed by the inner-outer loops optimization described by Kitamura (2006) . It consists first on determining the implied probabilities as a function of θ via a first optimization (the inner loop optimization). Then, the discrepancy function is formed as a function of θ which is optimized over the parameter space. This is the outer loop optimization. It is worth mentioning that the inner loop optimization is unnecessary for the EEL estimator since the implied probabilities of the Euclidean likelihood has a close form formula. (1996) is also known to potentially display several outliers and this estimator is known to be identical to the EEL estimator. The 3S estimator also displays some outliers but much more rarely than the EEL estimator. Note that the number of outliers here increases with smaller sample size and larger number of moment restrictions. We explain the failure of the EEL and the 3S by the fact that the implied probabilities are not internally guaranteed to be non negative. This leads to poor estimates of the Jacobian and the variance of the estimating function and translates into some instability of both estimators. None of the other estimators shows any systematic case of convergence failure. In that respect and by comparing the 3S estimator to the m3S0 and m3S estimators we can conclude that the shrinkage of the implied probabilities helps to increase the computation efficiency of the 3S estimator.
The outliers displayed by the EEL and the 3S estimators make them less efficient and often much more biased than the other estimators. Finally, all of these estimators seem sensitive to the number of moment conditions as they display a larger amount of bias with increasing model size.
√ n-convergence and Gaussianity under misspecification Table 2 are calculated without the failed samples.
The first-step GMM estimator is calculated with the weighting matrix W = (u|v) with u = (1, 0) ′ and v = (0, 2/3) ′ . W is so chosen to reduce the weight on higher moments in the GMM objective function.
As reported by Table 2 , the EL and ETEL estimators fail to converge in 2.83% of the simulated samples for the design M (0.6) with n = 50 and in 0.01% of the simulated samples for the design M (0.8) also with n = 50. The failure of the ETEL is clearly related to the failure of its EL step. This shortcoming highlights some critical issue with the computation of EL in misspecified models. Table 2 displays the simulated standard errors for all of the estimators. In the correctly specified model, the simulated standard errors are the same for all of the estimators. This, once again, confirms that these estimators have the same asymptotic distribution as predicted by the theory. The cumulative distribution functions plotted by Figure 2 also confirm this theoretical result.
For the misspecified models, from our theory, we expect the simulated standard deviations of the 3S and m3S estimators to shrink by approximately 2 from n = 50 to n = 200 and by approximately √ 5 from n = 1, 000 to n = 5, 000. From the standard deviations displayed by Table 2 expected. This is a confirmation of our theory. Even though we do not study the behaviour of the EEL estimator in misspecified models, our simulation results suggest that this estimator may stay √ n-convergent in misspecified models. The same observation is valid for the m3S0 estimator though no asymptotic theory is available for this estimator in the case of global misspecification and its asymptotic distribution robust to global misspecification is not known. The √ n-convergence of the
GMM estimator in this experiment confirms the results of Hall and Inoue (2003).
The results for ET and ETEL estimators confirm the related literature. Their simulated standard deviations seem to shrink by n 2 /n 1 as the sample size grows from n 1 to n 2 . However, it appears that the design M (0.6) sees the standard deviation of ETEL decrease by a narrower proportion than expected from n = 1, 000 to n = 5, 000. This is likely related to some impact of EL which is the poorest for this design.
The result of Schennach (2007) regarding the EL estimator in globally misspecified models is confirmed by the designs M (0.6) and M (0.8). The simulated standard deviation of this estimator clearly fails to shrink with growing sample sizes. From the cumulative distributions showed by Figure 2 , one can also notice some distortion of the EL estimator as the sample size grows in misspecified models. It is however worthwhile to mention that the EL behaves seemingly as a √ n-convergent estimator in the misspecified designs M (1.2) and M (1.4).
Conclusion
The three-step Euclidean likelihood estimator and its corrected version as proposed by Antoine, Bonnal and Renault (2007) are computationally appealing and also higher order equivalent to the empirical likelihood estimator in well specified models as their difference is O p (n −3/2 ).
This paper studies the 3S and the corrected 3S estimators under global misspecification and shows that the 3S estimator remains √ n-convergent in misspecified models and its asymptotic distribution robust to global misspecification is derived. As for the corrected 3S estimator, it appears more difficult to analyze in global misspecification context because of the lack of smoothness in the shrinkage factor.
We propose a slight modification of the shrinkage factor allowing to control its growing rate as it diverges in the case of global misspecification. We label the resulting estimator the modified three-step Euclidean likelihood (m3S) estimator. We show that the m3S estimator is also higher order equivalent to the EL estimator in well specified models while staying √ n-convergent and asymptotically Gaussian in globally misspecified models. Its asymptotic distribution robust to misspecification is also proposed.
These properties make the 3S and the m3S estimators very attractive alternative to the exponentially tilted empirical likelihood (ETEL) estimator proposed by Schennach (2007) since they have the same enjoyable properties of this latter in addition to being computationally more convenient.
There are some lines of extension of this work that we plan for future research. The empirical likelihood ratio parameter and specification tests as proposed by Owen (1990) and Qin and Lawless (1994) are known to outperform their existing alternative such as the Hansen's (1982) GMM overidentification test. However, these tests are computationally demanding as they depend on the full derivation of the EL estimator. It could be of some interest to study the properties of these tests when the three-step and modified three-step Euclidean likelihood estimators are used instead of the EL estimator. A higher order equivalence between the new tests and their original versions may suggest some computationally more appealing alternative. 
A Proofs of results in Section 2
Assumption A.1 Let
and N (ǫ) = {θ : θ − θ 0 < ǫ}.
i) For some ǫ > 0, g n has partial derivatives D n (θ) = ∂g n (θ)/∂θ ′ on N (ǫ) such that, for all δ > 0,
ii) There exists a measurable function b(x) such that, in a neighbourhood of θ 0 and for all k, l, r = 1, 2, . . . , q,
Assumption A.1-(i) is an asymptotic continuity condition on the gradient of g n . This condition is required for the Theorem 1 of Robinson (1988) that we rely on for the proof of Theorem 2.1. The point (ii) of the same assumption is the usual dominance conditions for uniform convergence.
Lemma A.1 Let h be a continuous function on a compact set Θ such that ∀θ ∈ Θ, h(θ) = 0 ⇔ θ = θ 0 .
Let h n be a sequel of functions defined on Θ andθ n be a sequel of values in Θ such that h n (θ n ) = 0 a.s. If 
One the other hand, sinceθ is the two-step GMM estimator,θ−θ 0 = O p (n −1/2 ). From our dominance conditions and the central limit theorem, a simple mean value expansion allows to deduce that
Now, we show that min 1≤i≤n π i (θ) ≥ 0 with probability approaching one as n grows. This amounts to showing that min 1≤i≤n nπ i (θ) ≥ 0 with probability approaching one as n grows. let δ > 0. 
This shows in particular that, as the sample size grows, min 1≤i≤n nπ i (θ) ≥ 0 with probability approaching one.
Thus Prob(min 1≤i≤n π i (θ) ≥ 0) → 1 as n → ∞ or equivalently, for any δ > 0, there exists n 0 ≥ 0 such that for
Lemma A.3 Let f (x, θ) be a measurable R L×M -valued function of the random variable x and continuous at θ 0 with probability one and letθ be the two-step GMM estimator. If Assumption 2.1 holds, and there exists a neigh-
Proof. It is straightforward that
where 
. By the identification conditions of Assumption 2.1-(vi), g(θ) = 0 only at θ 0 . Moreover,
By the Cauchy-Schwarz inequality, (ii) [Asymptotic normality]θ m3s solves
(θ m3s ) = 0.
By a mean-value expansion around θ 0 ,
whereJ(θ) = (∂ψ(θ)/∂θ ′ ) andθ ∈ (θ m3s , θ 0 ) and may differ from row to row. Clearly,θ
(θ) is nonsingular with probability approaching one. Therefore, for n large enough, we
By the central limit theorem 
where D 0 is the nonsingular matrix
Henceθ
Under our regularity assumptions,
Moreover, for any k = 1, 2, . . . , q and s = 1, 2, . . . , p,
) and the usual mean-value expansion ensures thatψ(θ m3s ) =
Therefore,θ 3s −θ m3s = O p (n −3/2 ). Since, from Antoine, Bonnal and Renault (2007),θ
we also haveθ
B Regularity conditions for the first and two-step GMM estimators θ andθ
The first step GMM estimatorθ is defined as arg min
The following assumption ensures the convergence and asymptotic normality ofθ in the case of global misspecification as formalized by Assumption 3.2-(i).
ii) W 1 is a symmetric positive definite matrix.
iii) There exists θ
) is twice continuously differentiable on Int(Θ) and ∂ψ(., θ)/∂θ ′ and (∂/∂θ ′ )vec[∂ψ(., θ)/∂θ ′ ] are measurable for each θ ∈ Int(Θ).
vi) There exists a measurable function
in a neighbourhood of θ 1 * , for all k = 1, 2, . . . , q and s, u = 1, 2, . . . , p and 
We will explicitly assume next that this probability limit is nonsingular. This additional assumption guarantees the two-step GMM estimator computation in large sample. The regularity conditions for the two-step GMM estimator are presented next. Assumption B.2 i) Assumption B.1 holds.
ii) Ω(θ 1 * ) is nonsingular and let W = Ω(θ
in a neighbourhood of θ * , for all k = 1, 2, . . . , q and s, u = 1, 2, . . . , p and 
C Proofs of results in Section 3
Assumption C.1 i) Θ is compact.
ii) ψ(., θ) is measurable for each θ ∈ Θ and ψ i (.) is continuous with probability one on Θ.
iii) E (sup θ∈Θ ψ i (θ) ) < ∞.
) is differentiable with probability one on Θ.
ii) There exists a measurable function b(x) such that, in a neighbourhood of θ * and for all k, l, r = 1, 2, . . . , q,
Proof of Theorem 3.1. Under Assumption 3.2, the two-step GMM estimatorθ is convergent for θ * and 
By definition, h n (θ 3s ) = 0 and, by Assumption 3.3 , for θ ∈ Θ, h(θ) = 0 ⇔ θ = θ * * . To apply the convergence result of Lemma A.1, we need to establish the additional uniform convergence condition sup θ∈Θ h n (θ)−h(θ)
Clearly and from Assumption C.1, Proof: Becauseθ ∈N with probability approaching one as n grows to infinity, for large n and for any i = 1, . . . , n, inf θ∈N y(x i , θ) ≤ y(x i ,θ) with probability one. Therefore, with probability approaching one as n grows,
As x i , i = 1, . . . , n are i.i.d, so are inf θ∈N y(x i , θ), i = 1, . . . , n and hence,
Since Prob (inf θ∈N y(x 1 , θ) ∈ (a, b)) = 0 for any a < b, 0 < Prob (inf θ∈N y(x 1 , θ) ≤ M ) < 1. On the other hand, sinceθ is convergent for θ * , by the dominance conditions in Assumption C.2,ψ ′ (θ)V −1 n (θ)ψ(θ) converges in probability to a fixed scalar c. Then, to complete the proof, it suffices to show that Prob max Next, we show thatθ m3s p → θ * * using Lemma A.1. We need to show that sup θ∈Θ h n (θ) − h(θ) p → 0 with h n (θ) = Z n (θ)ψ(θ) and h(θ) = Z(θ * )E (ψ i (θ)). Obviously,
By the same arguments as in the proof of Theorem 3.1 we can deduce that sup θ∈Θ h n (θ) − h(θ) 
The leading term in the expansions ofḠ π (θ) −Ḡ π (θ * ) andM π (θ) −M π (θ * ) are R p,q ∂vecG π ∂θ ′ (θ * )(θ − θ * ) , and R q,q ∂vecM π ∂θ ′ (θ * )(θ − θ * ) which are, up to O p (n −1 ), thanks to (15) and (16) 
Thus,Ḡ π (θ * ) − g * is a linear function of J(θ * ) − J * ,ψ(θ * ) − µ * , Ω n (θ * ) − Ω(θ * ), and 1 n n i=1 (ψ i (θ * ) ⊗ vec(J i (θ * )) − E(ψ i (θ * ) ⊗ vec(J i (θ * )))) .
Besides, the (k, l)-
Thus,M π (θ * ) − M π (θ * ) is a linear function of Ω n (θ * ) − Ω(θ * ),ψ(θ * ) − µ * , and 1 n
Therefore, from Equations (15), (16) , (C5) (C6) and (C7),Ḡ(θ)M −1 (θ)ψ(θ * * ) is, up to O p (n −1 ), a linear of vec J (θ * ) − J * ,ψ(θ * ) − µ * ,ψ(θ * * ) − µ * * , vec J (θ 1 * ) − J * ,ψ(θ * ) − µ * , vec Ω n (θ
