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Abstract
The paper proposes a two-phase methodology to support groups in multicriteria classification prob-
lems. The first phase, which relies on dominance-based rough set approach, takes as input a set of
assignment examples, and generates as output a set of collective decision rules representing a generalized
description of the preference information of the decision makers. The second phase then applies these
collective decision rules to classify all the decision objects. The methodology uses “if · · · then · · · ”
aggregation rules that coherently implement the majority principle and veto effect and hence permit to
obtain consensual decisions. Furthermore, the contribution of each decision maker in the collective decision
is objectively measured by the quality of individual classification conduced by this decision maker during the
first phase of the methodology. The methodology has been validated through the development of a prototype
and applied to a nuclear risk management decision problem.
Keywords—Group decision-making, Multicriteria classification, Dominance-based rough set approach,
Aggregation, Decision rule, Nuclear risk management
✦
1 INTRODUCTION
M ULTICRITERIA analysis [35] has been very successfully applied in different domains and differentmethods have been proposed and used to deal with a large number of real-world decision problems
[3]. Most of these methods “assume a single decision maker for simplicity” [30] while real-world decision
problems naturally imply multiple decision makers with conflicting objectives and distinct value systems.
The need for group multicriteria decision-making methods has been recognized by different authors
[1][26] and different methods have been proposed in the literature [20][27][28][31]. Unfortunately, and
as remarked by different authors [25][8], most of the research on group multicriteria decision-making
deals with choice [6][10][13][24] or ranking [2][7] problems, rather than classification. The recently
proposed methods and decision support systems for group multicriteria classification problems such as
[8][9][18][25][38] offer a partial solution to this situation. However, further research on group multicriteria
classification is still needed, as advocated by several authors [5][8][18][25] and confirmed in real-world
decision problems in which the authors intervened [29][37].
The primary aim of this paper is to propose a methodology to support groups in multicriteria
classification decision-making. The methodology assumes the existence of a mediator who acts as a
third party member in order to structure the meetings, and come to a final decision based on the facts
brought up during the discussions. The proposed methodology is structured into two successive phases:
(i) construction of a collective preference model, and (ii) exploitation of this model to support decision-
making. The first phase, which is based on the Dominance-based Rough Set Approach (DRSA) [17], takes
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as input a set of assignment examples and generates as output a set of collective decision rules representing
a generalized description of the preference information of the decision makers. The second phase is devoted
to exploit the collective decision rules in order to classify all decision objects. A prototype supporting
the methodology has been developed. This prototype is loosely coupled with an existing software called
4eMka21 that implements the DRSA. At this level, we mention that 4eMka2 software assumes a single
decision maker and therefore cannot support the methodology proposed in this paper.
The DRSA is selected instead of other multicriteria classification methods or techniques issued from
Artificial Intelligence for three main reasons. First, DRSA does not require any preference parameter such
as criteria weights. Second, DRSA is able to detect inconsistency in the input data, which is later taken
into account in the final decisions and not eliminated in early steps as with the above-cited techniques.
Third, DRSA is able to deal with a lack of information [16][19], which is not the case with the techniques
cited earlier.
As remarked by different authors [2][7][24][25], one of the most important issues in group decision-
making is how to aggregate the individual preferences. In this paper, we designed a set of “if · · · then
· · · ” aggregation rules that coherently implement the majority principle and veto effect and hence permit
to obtain consensual decisions. More specifically, the assignment of an object x to a class Clt requires the
verification of two conditions: (i) there is a “sufficient” majority of decision makers that are favorable to
assign x to Clt; and (ii) when the first condition holds, none of the minority of decision makers shows an
“important” opposition to this assignment. These conditions, which can be mapped to majority principle
and veto effect, are implemented by means of concordance power and discordance power, respectively. The
concordance power quantifies the level to which the majority of decision makers support the assignment
of x to Clt. The discordance power quantifies the level to which the minority of decision makers are
opposed to the assignment of x to Clt.
Another important question that should be addressed in group decision-making is how to take into
account the fact that decision makers will generally have different “powers” or ”weights”, as signalled
by several authors including [7][23][24][25][34]. There are different techniques to specify the decision
makers powers but an intuitive and simple technique is to specify these weights explicitly by the mediator.
In this case, weights will generally reflect the hierarchical level of decision makers in the organization.
However, there is a need for more formal and objective methods, as recognized by [7]. In this respect,
Ramanathan and Ganesh [34] propose to use the AHP method [39] to derive members’ weight. More
recently, Jabeur et al. [23] propose to use a method designed by [41] to integrate the relative importance of
the groups’ members in the consensus construction. In the proposed methodology, the contribution of each
decision maker in the collective decision is measured by the quality of individual classification conduced
by this decision maker. This quality expresses the ratio of all correctly-classified objects to all objects in
the system. Generally, more experimented decision makers will obtain a higher quality of classification.
This fact has been confirmed in different real-world decision problems in which the authors intervened
[29][36][37][38]. This will lead to more “democratic” decisions since decision makers are discriminated
only by the quality of their classification—and not by their hierarchical level.
The methodology we propose in this work has been experimented in the context of a real-world project
supervised by the IRSN (French Institute for Radioprotection and Nuclear Safety). The project, designed
by PRIME2 concerns the management of post-accident nuclear risk in the southern France region. The
objective of PRIME is to characterize the districts of the study area and to classify them in terms of their
vulnerability in case of nuclear accident event on six-level risk scale. This project has involved several
actors including the IRSN and other risk expert institutes, representatives for the public authorities and also
representatives for the local information commissions. For the purpose of this paper, only three decision
makers are considered. For anonymity, these decision makers will be respectively denoted by CM, PP
1. This system is available for non-profit purposes on the Laboratory of Intelligent Decision Support Systems (IDSS) (Institute of Computing
Science, Poznan University of Technology, Poland) website at http://idss.cs.put.poznan.pl.
2. This is the French acronym for “Research Project on radioecology sensibility Indicators and Multicriteria methods applied to the
Environment of an industrial territory”.
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and CAL in the rest of the paper. This decision problem will be used throughout the paper to illustrate
the proposed methodology. It is important, however, to mention that the methodology is generic enough
and may be applied with no modification to other group multicriteria classification problems.
The paper is organized as follows. Section 2 introduces the background on DRSA. Section 3 presents
the general schema of the methodology. Section 4 details the aggregation procedure, which is used in the
first phase of the methodology. Section 5 presents a case study which concerns nuclear risk management.
Section 6 discusses some related work. Section 7 concludes the paper.
2 BACKGROUND
The DRSA has been proposed by [15][17] to overcome the shortcomings of rough sets theory [32][33]
in multicriteria classification. A brief introduction to rough sets theory is provided in Appendix A. The
basic idea of DRSA is to replace the indiscernibility (see Appendix A) relation used in classical rough
sets theory by the dominance relation, which is more appropriate to multicriteria decision-making.
2.1 Basic concepts
In rough sets theory, the information regarding the decision objects—or simply objects—is often structured
in the form of a 4-tuple information table S = 〈U,Q, V, f〉, where U is a non-empty finite set of objects,
and Q is a non-empty, finite set of attributes such that q : U → Vq for every x ∈ Q. Vq is the domain of the
attribute q. V =
⋃
q∈Q Vq and f : U ×Q→ V is the information function defined such that f(x, q) ∈ Vq
for each attribute q and object x ∈ U . The attributes set Q is often divided into a sub-set C 6= ∅ of
condition attributes and a sub-set D 6= ∅ of decision attributes such that C ∪D = Q and C ∩D = ∅. In
this case, S is called a decision table.
Example 1: The decision table used in this paper is given in Table 1. The objects set U = {xk, k =
1, 2, · · · , 18} contains eighteen objects corresponding to eighteen districts that have been selected from
the study area. Each of these districts is described in terms of a set Q = C ∪ D of ten attributes,
where C = {A1, A2, A3, A4, A5, A6, A7} is a set of condition attributes and D = {E1, E2, E3} is a set of
decision attributes. The evaluation of the selected districts with respect to all attributes are given in Table
1. The domains of condition attributes are Vj = {0, 1, 2, 3, 4, 5}, j = 1, · · · , 7. The values of attributes
A1 to A7 have been specified by experts and correspond to the partial (i.e. with respect to a single
attribute) vulnerability levels associated with each condition attribute. The domains of decision attributes
are Vj′ = {0, 1, 2, 3, 4, 5}, j
′ = 1, 2, 3. The values of decision attributes E1, E2 and E3 correspond to
the global vulnerability levels as specified by the decision makers CM, PP and CAL, respectively. The
information function f(x, ·) taking values f(x1, A1) = 4, f(x1, A2) = 5, f(x1, A3) = 5, etc.
2.2 Presentation of dominance-based rough set approach for a single decision maker
In multicriteria decision-making, the domain (or scale) of condition attributes are supposed to be ordered
according to decreasing or increasing preference. Such attributes are called criteria. The proponents of
DRSA assume that the preference is increasing with a value of f(·, q) for every q ∈ C. We also assume
that the set of decision attributes D = {d} is a singleton. The unique decision attribute d makes a partition
of U into a finite number of decision classes Cl = {Clt, t ∈ T}, T = {0, · · · , n}, such that each x ∈ U
belongs to one and only one class. Furthermore, we suppose that the classes are preference-ordered, i.e.
for all r, s ∈ T , such that r > s, the objects from Clr are preferred to the objects from Cls.
2.2.1 Dominance relation
Let P ⊆ C be a subset of condition attributes. The dominance relation ∆P associated with P is defined
for each pair of objects x and y as follows:
x∆P y ⇔ f(x, q) ≥ f(y, q), ∀q ∈ P .
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TABLE 1
Decision table
Object A1 A2 A3 A4 A5 A6 A7 E1 E2 E3
x1 4 5 5 5 4 1 1 4 4 5
x2 4 5 5 5 4 2 2 4 4 5
x3 4 5 5 5 4 2 1 4 4 5
x4 4 5 5 5 4 3 1 5 4 5
x5 3 2 2 4 4 2 0 3 2 3
x6 1 1 1 2 4 1 0 0 0 1
x7 2 2 1 2 4 1 0 3 2 2
x8 1 2 1 2 2 1 0 0 0 1
x9 3 2 2 4 4 2 0 3 2 2
x10 3 3 3 4 4 1 0 3 2 3
x11 3 3 3 4 4 1 0 3 2 3
x12 3 3 2 4 4 1 0 3 2 3
x13 3 2 2 4 4 1 0 2 2 3
x14 2 2 2 4 4 1 0 2 1 2
x15 2 2 1 4 3 1 0 2 1 2
x16 2 2 1 4 4 1 0 2 1 2
x17 1 1 1 2 4 1 0 3 3 4
x18 1 1 0 1 4 1 0 3 3 3
In the definition above, the inequality symbol “≥” should be inverted for attributes which are ordered
according to decreasing preferences. To each object x ∈ U , we associate two sets: (i) the P -dominating
set ∆+P (x) = {y ∈ U : y∆Px} containing objects that dominate x, and (ii) the P -dominated set ∆−P (x) =
{y ∈ U : x∆P y} containing the objects dominated by x. These sets are the “granules of knowledge” that
will be used for approximation of the decision classes.
Example 2: Consider Table 1 and suppose that U = {x1, x2, x3, x4, x5} and P = {A2, A5, A6}. Table
2, called the dominance matrix, summarizes the dominance relationship between the objects in U where 1
means that x dominates x′ and 0 means that x does not dominate x′. For instance, x1 is dominated by all
objects in U except itself: xk∆Px1, k = 2, 3, 4, 5. This is because f(xk, Aj) ≥ f(x1, Aj), k = 2, 3, 4, 5;
j = 2, 5, 6. The P -dominating and P -dominated sets associated with all objects in U are summarized in
Table 3.
TABLE 2
Dominance matrix
x∆Px
′ x1 x2 x3 x4 x5
x1 1 0 0 0 0
x2 1 1 1 0 1
x3 1 1 1 0 1
x4 1 1 1 1 1
x5 1 0 0 0 1
TABLE 3
P -dominating and P -dominated sets
Object P -dominating set P -dominated set
x1 ∆+(x1) = {x1, x2, x3, x4} ∆−(x1) = {x1}
x2 ∆+(x2) = {x1, x2, x3, x4} ∆−(x2) = {x1, x2, x3, x5}
x3 ∆+(x3) = {x2, x3, x4} ∆−(x3) = {x1, x2, x3, x5}
x4 ∆+(x4) = {x4} ∆−(x4) = {x1, x2, x3, x4, x5}
x5 ∆+(x5) = {x2, x3, x4, x5} ∆−(x5) = {x5}
2.2.2 Approximation of upward and downward unions of classes
In DRSA the represented knowledge is a collection of upward union Cl≥t and downward union Cl≤t of
classes defined as follows:
Cl≥t =
⋃
s≥tCls, Cl
≤
t =
⋃
s≤tCls.
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The assertion “x ∈ Cl≥t ” means that “x belongs to at least class Clt” while assertion “x ∈ Cl≤t ” means
that “x belongs to at most class Clt”. The P -lower and P -upper approximations of Cl≥t with respect to
P ⊆ C, respectively denoted as P (Cl≥t ) and P¯ (Cl≥t ), are defined as follows:
• P (Cl≥t ) = {x ∈ U : ∆
+
P (x) ⊆ Cl
≥
t },
• P¯ (Cl≥t ) =
⋃
x∈Cl≥t
∆+P (x) = {x ∈ U : ∆
−
P (x) ∩ Cl
≥
t 6= ∅}.
Analogously, the P -lower and P -upper approximations of Cl≤t with respect to P ⊆ C, respectively
denoted as P (Cl≤t ) and P¯ (Cl≤t ), are defined as follows:
• P (Cl≤t ) = {x ∈ U : ∆
−
P (x) ⊆ Cl
≤
t },
• P¯ (Cl≤t ) =
⋃
x∈Cl≤t
∆−P (x) = {x ∈ U : ∆
+
P (x) ∩ Cl
≤
t 6= ∅}.
The P -lower approximation of Cl≥t (resp. Cl≤t ) contains all the objects with P -dominating (resp. P -
dominated) set is assigned with certainty to classes at most as good as Clt. The P -upper approximation
of Cl≥t (resp. Cl≤t ) contains all the objects with P -dominating (resp. P -dominated) set is assigned to a
class at least as good as Clt.
The P -boundaries (or P -doubtful region) of Cl≥t and Cl≤t are defined as:
• BnP (Cl
≥
t ) = P¯ (Cl
≥
t )− P (Cl
≥
t ),
• BnP (Cl
≤
t ) = P¯ (Cl
≤
t )− P (Cl
≤
t ).
The boundaries group the objects that can neither be ruled in nor ruled out as members of the class Clt.
Example 3: Consider Table 1 and suppose that U = {x1, x2, x3, x4, x5} and P = {A2, A5, A6} and that
the domain of decision attribute E1 is {3, 4, 5}. Then, with respect to decision attribute E1, the objects
in U are divided into three preference-ordered classes: Cl3 = {3}, Cl4 = {4}, and Cl5 = {5}. Thus, the
unions of classes that should be approximated are:
• Cl≤3 i.e. the class of districts with (at most) “moderate risk”,
• Cl≤4 i.e. the class of districts with at most “major risk”,
• Cl≥4 i.e. the class of districts with at least “major risk”,
• Cl≥5 i.e. the class of districts with (at least) “major and long-lasting risk”.
Therefore, the lower and upper approximations and boundary regions associated with these classes are
given in Table 4. Showing for instance the computing of P (Cl≤3 ) and P (Cl
≥
4 ). According to the definition
above, we have: P (Cl≤3 ) = {x ∈ U : ∆−P (x) ⊆ Cl
≤
3 }. Based on Table 1, we get: Cl
≤
3 = {x5}. Then,
using the P -dominated sets given in Table 3, we notice that ∆−P (x5) = {x5} ⊆ Cl
≤
3 and ∆−P (xk) * {x5},
k = 1, 2, 3, 4. Consequently, the lower approximation of Cl≤3 is P (Cl
≤
3 ) = {x5}. Consider now the
computing of P (Cl≥4 ). According to the definition above, we have: P (Cl
≥
4 ) = {x ∈ U : ∆
−
P (x)∩Cl
≥
4 6= ∅}.
Based on Table 1, we get: Cl≤4 = {x1, x2, x3, x4}. Then, using the P -dominated sets given in Table 3, we
notice that ∆−P (x5)∪Cl
≤
4 = ∅ and ∆−P (xk)∪Cl
≤
4 6= ∅, k = 1, 2, 3, 4. Consequently, the upper approximation
of Cl≥4 is P (Cl
≤
2 ) = {x1, x2, x3, x4}. Finally, one can remark that, in this particular example, the P -
Boundaries of all decision classes are empty. This is because their upper and lower approximations are
equal.
TABLE 4
Lower and upper approximations and boundary regions
Lower approximations Upper approximations Boundary
P (Cl≤3 ) = {x5} P (Cl
≤
3 ) = {x5} BnP (Cl
≤
3 ) = ∅
P (Cl≤4 ) = {x1, x2, x3, x5} P (Cl
≤
4 ) = {x1, x2, x3, x5} BnP (Cl
≤
4 ) = ∅
P (Cl≥4 ) = {x1, x2, x3, x4} P (Cl
≥
4 ) = {x1, x2, x3, x4} BnP (Cl
≥
4 ) = ∅
P (Cl≥5 ) = {x4} P (Cl
≥
5 ) = {x4} BnP (Cl
≥
5 ) = ∅
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2.2.3 Quality of classification
The quality of classification of a partition Cl by means of a set of criteria P is measured by the following
ratio:
γP (Cl) =
|U − ((
⋃
t∈T BnP (Cl
≥
t ))
⋃
(
⋃
t∈T BnP (Cl
≤
t )))|
|U |
(1)
It expresses the ratio of all P -correctly classified objects to all objects in the system.
Example 4: Based on the result obtained in the previous example, the quality of classification associated
with partition Cl={Cl3, Cl4, Cl5} generated by decision attribute E1 is:
γP (Cl) =
|U − (BnP (Cl
≤
3 ) ∪BnP (Cl
≤
4 ) ∪ BnP (Cl
≥
4 ) ∪ BnP (Cl
≥
5 ))|
|U |
= 1.
This means that all assignment examples are correctly assigned.
2.3 Decision rules
The decision attributes induce a partition of U in a way that is independent of the condition attributes.
Accordingly, a decision table may be seen as a set of “if · · · then · · · ” decision rules, where the condition
part specifies values assumed by one or more condition attributes and the decision part specifies an
assignment to one or more decision classes. In DRSA, three types of decision rules may be considered:
(i) certain rules generated from lower approximations of unions of classes, (ii) possible rules generated
from upper approximations of unions of classes and (iii) approximate rules generated from boundary
regions. The syntax of these different types of decision rules is given in Appendix B.
An object x ∈ U supports a decision rule if its description matches both the condition part and the
decision part of this rule. A decision rule covers object x if the description of x matches at least the
condition part of the rule. Each decision rule is characterized by its strength, which is defined as the
number of objects supporting this rule. If the consequence is univocal (i.e. contains only one decision),
the rule is exact, otherwise it is approximate.
Example 5: Table 5 gives a minimal set of four decision rules that are induced using the data of the
previous examples. Table 5 also shows the support and the relative strength of each decision rule. It is
easy to see that all rules are certain. Rule 4, for instance, says that an object x ∈ U is assigned at least to
Cl≥4 (i.e. to classes Cl4 or Cl5), once its evaluation on attribute A2 is greater or equal to 5. The support of
this rule is {x1, x2, x3, x4}. Object x5, in turn, does not support decision rule number 4 since its evaluation
on attribute A2 is strictly less than 5. Table 5 also says that the strength of decision rule number 5 is
equal to 100% since there are four objects that supports Rule 4 and which are correctly assigned.
TABLE 5
Examples of decision rules
Rule ID Condition Decision Support Relative strength
Rule 1 f(x, A2) ≤ 2 E1 at most Cl≤3 {x5} 100%
Rule 2 f(x, A6) ≤ 2 E1 at most Cl≤4 {x1, x2, x3, x5} 100%
Rule 3 f(x, A6) ≥ 3 E1 at least Cl≥5 {x4} 100%
Rule 4 f(x, A2) ≥ 5 E1 at least Cl≥4 {x1, x2, x3, x4} 100%
3 METHODOLOGY
The methodology can be structured into two phases (see Figure 1): (i) construction of collective preference
model, and (ii) exploitation of collective decision rules. The first phase takes as input a set of assignment
examples and generates as output a set of collective decision rules generalizing the preference information
of the decision makers. The second phase is devoted to exploit the collective decision rules in order to
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classify all decision objects. Both phases are described in the rest of this section. First, we introduce
some new notations. Let H = {1, · · · , i, · · · , h} with h ≥ 2 be a finite set of decision makers and let
I = 〈U,Q, V, f〉 be a common information table for all decision makers. Let E1, · · · , Ei, · · · , Eh be h
decision attributes defined on the same domain and associated with decision makers in H . We suppose that
each decision maker i ∈ H has a preference order on U represented by a finite set of preference ordered
classes Cli = {Clt,i, t ∈ Ti}, Ti = {0, · · · , ni}, such that
⋃ni
t=1Clt,i = U,Clt,i∩Clr,i = ∅, ∀r, t ∈ Ti, r 6= t,
and if x ∈ Clr,i, y ∈ Cls,i and r > s, then x is better than y for the ith decision maker.
Assignment examples
❄
PHASE I: Construction of
collective preference model
❄
Preference
parameters
✲
Collective decision rules
❄
PHASE II: Exploitation of
collective decision rules
❄
Final classification
Decision
objects✛
Fig. 1. General schema of the methodology
3.1 Phase I. Construction of collective preference model
The collective preference model construction phase is composed of three steps (see Figure 2): (i) individual
classification, (ii) construction of collective decision table, and (iii) generation of collective decision rules.
3.1.1 Step 1: Individual classification
In this step, each decision maker uses the common information table I to construct her/his own decision
table Si = 〈U,C ∪{Ei}, V, fi〉 where Ei and fi are respectively the decision attribute and the information
function associated with the ith decision maker. Then, each decision maker applies the DRSA using
his/her decision table Si as input. At the end of this step, the classification conducted by each decision
maker is characterized, among others, by: (i) the P -lower approximation and P -boundary of Cl≤t,i and
Cl≥t,i, for each t ∈ Ti, and (ii) the quality of classification γiP defined in similar way to Equation (1). This
information represents the input for the next step.
3.1.2 Step 2: Construction of collective decision table
The objective of this step is to construct a collective decision table S = 〈U,C ∪D, V, g〉 where D = {E},
E is a collective decision attribute and g is a collective information function defined for each x ∈ U as
follows:
g(x, q) =
{
f(x, q), if q ∈ C,
g(x, E), if q = E. (2)
The collective decision attribute E induces a partition of U into a set of decision classes Cl = {Clt, t ∈
T}, T = {0, · · · , n} such that each x ∈ U belongs to one and only one class Clt ∈ Cl.
To define S it suffices to specify the values of g(x, E) for all x ∈ U . For this purpose, we designed
an aggregation procedure that will be detailed in Section 4. The basic idea of this procedure is to use
the outputs of individual classification step to assign to each object x ∈ U an assignment interval I(x) =
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[l(x), u(x)] where l(x) and u(x) are respectively the lower and upper classes to which object x can be
assigned, and then some simple rules are used to reduce the assignment interval I(x) into a single element
representing the value of g(x, E).
The aggregation procedure requires the definition of three preference parameters, namely majority and
veto thresholds, and an interval reduction rule. The majority and veto thresholds will be used to define
the aggregation rules. The interval reduction rule will be used to reduce the assignment intervals.
✻
❄
Step 1
✻
❄
Step 2
✻
❄
Step 3
START
❄
modify information table
modify decision table(s)
✛
✛
Information table I
Decision table S1
❄
Apply DRSA
✲
❄
P (Cl·t,1); t ∈ T1
BnP (Cl
·
t,1); t ∈ T1
γ1
Decision table Si
❄
Apply DRSA
✲
❄
P (Cl·t,i); t ∈ Ti
BnP (Cl
·
t,i); t ∈ Ti
γi
Decision table Sh
❄
Apply DRSA
✲
❄
P (Cl·t,h); t ∈ Th
BnP (Cl
·
t,h); t ∈ Th
γh
❄
✲modify information table
✛ change majority and/or veto thresholds
Definition of
assignment intervals
✲Majority and veto
thresholds
❄
Assignment Intervals:
I(x); ∀x ∈ U
❄
Construction of
collective
decision table
✲Assignment interval
reduction rule
❄
Collective decision
table S
✛ select interval reduction rule
✏✏✏
✏
PPPP
PPPP
✏✏✏
✏Accepted?
✲
yes ❄
update input information
Apply DRSA
❄
Collective
decision rules
✏✏✏
✏
PPPP
PPPP
✏✏✏
✏Accepted?
yes
update input information
❄
END
Fig. 2. General schema of Phase I
3.1.3 Step 3: Generation of collective decision rules
In this step, the mediator should apply the DRSA on the collective decision table S to infer a set of
collective decision rules generalizing the preference information of the decision makers. The obtained
rules are then used as input for the exploitation phase.
As discussed above, this phase relies largely on the DRSA, which is used at two different levels. First,
at individual classification level where each decision maker uses DRSA on her/his own decision table in
order to construct her/his preference model. Second, DRSA is applied by the mediator on the collective
decision table in order to infer the collective decision rules.
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3.2 Phase II. Exploitation of collective decision rules
The objective of the second phase is to exploit the collective decision rules in order to classify other
decision objects. For more advanced applications, collective decision rules can also be used to develop
a rule-based decision support system by incorporating these rules in the knowledge base. This is clearly
beyond the scope of this paper but readers can refer to the extensive literature on this topic. They can also
refer to our previous research [36] in which we present the conception and development of a decision
support system, called K-DSS, which is devoted to knowledge management.
The methodology is structured as an iterative decision-making process. At the end of each step/phase
input data and/or preference information can be modified and the step/phase can be restarted. Specifically,
during individual classification step each decision maker can run iteratively the DRSA in order to solve
the eventual inconsistency problems [17][40]. Furthermore, at the end of the third step, a set of collective
decision rules are generated. If the involved decision makers agree on these rules, then the construction
process ends. Otherwise, the process can then be restarted by considering new input data by: (i) changing
the majority and veto thresholds, (ii) selecting a new interval reduction rule, (iii) updating the information
table, or (iv) updating one or several decision tables.
4 AGGREGATION PROCEDURE
As explained in Section 3.1.2, the aggregation procedure is used during the construction of the collective
decision table S = 〈U,C ∪D, V, g〉 in order to specify the values of the collective information function
g with respect to the collective attribute E. The aggregation procedure is composed of three steps: (i)
computation of the concordance and discordance powers, (ii) definition of assignment intervals, and (iii)
reduction of assignment intervals.
4.1 Step I.2.1: Computation of the concordance and discordance powers
The objective of this step is to compute the concordance and discordance powers that will be used in the
next step to define the aggregation rules. First, we need to standardize the quality of classifications γiP
(∀i ∈ H) as follows:
iγ′P =
γiP∑h
r=1 γ
r
P
(3)
4.1.1 Concordance power
For each x ∈ U and Clt ∈ Cl we define two sets: L(x, Cl≤t ) = {i : i ∈ H ∧ x ∈ P (Cl≤t,i)} and
L(x, Cl≥t ) = {i : i ∈ H ∧ x ∈ P (Cl
≥
t,i)}. The first (resp. second) set represents the decision makers for
which object x belongs to the lower approximation of Cl≤t (resp. Cl≥t ). The concordance powers for the
assignment of x to Cl≤t and to Cl≥t are then computed as follows:
L+(x, Cl≤t ) =
∑
i∈L(x,Cl≤t )
iγ′P (4)
L+(x, Cl≥t ) =
∑
i∈L(x,Cl≥t )
iγ′P (5)
The number L+(x, Cl≤t ) (resp. L+(x, Cl≥t )) measures the power of coalition of decision makers that
assign x to the lower approximation of Cl≤t (resp. Cl≥t ).
Chakhar and Saad / A Methodology to Support Group Multicriteria Classification / RR-MIS-2011-01 10
The concordance power is defined on the basis of lower approximation of classes, which contain objects
that are assigned with certainty to a given class. In this sense, it can be seen as an argument that supports
the assignment of objects to classes.
Example 6: Considering Table 1 where decision attributes E1, E2 and E3 correspond to decision makers
CM, PP and CAL, respectively. The application of DRSA on this table leads to the following quality of
classifications: γ1P=0.61 (for decision maker CM), γ2P=0.33 (for decision maker PP) and γ3P=.33 (for
decision maker CAL). First, we normalize the quality of classifications γ1P , γ2P , and γ3P using Equation
(3). This leads to: 1γ′P = 0.48., 2γ′P = 0.26. and 3γ′P = 0.26. Now we will illustrate the computing of
L+(x5, Cl
≤
3 ). The lower approximations for Cl
≤
3 according to decision makers CM, PP and CAL are given
in Table 6. According to this information, we have L(x5, Cl≤3 ) = {1, 2}. Then, based on Equation (4),
we obtain: L+(x5, Cl≤3 )= 1γ′P+ 3γ′P =0.74. The concordance powers of decision object x5 with respect
to Cl≤t and Cl≥t , ∀t ∈ T , are summed up in Table 8 (second row).
TABLE 6
Lower approximations for Cl≤3
Decision maker Lower approximation
CM P (Cl≤3 ) = {x5, x6, x7, x8, x9, x10, x11, x12, x13, x14, x15, x16, x17, x18}
PP P (Cl≤3 ) = {x5, x6, x7, x8, x9, x10, x11, x12, x13, x14, x15, x16, x17, x18}
CAL P (Cl≤3 ) = {x8, x15, x18}
4.1.2 Discordance power
For each x ∈ U and Clt ∈ Cl we define the sets: B(x, Cl≤t ) = {i : i ∈ H ∧ x ∈ BnP (Cl≤t,i)} and
B(x, Cl≥t ) = {i : i ∈ H ∧ x ∈ BnP (Cl
≥
t,i)}. The first (resp. second) set represents the decision makers
for which object x belongs to the boundary of Cl≤t (resp. Cl≥t ). Then, the discordance powers for the
assignment of x to the boundary of Cl≤t and Cl≥t are computed as follows:
B+(x, Cl≤t ) =
∑
i∈B(x,Cl≤t )
iγ′P (6)
B+(x, Cl≥t ) =
∑
i∈B(x,Cl≥t )
iγ′P (7)
The number B+(x, Cl≤t ) (resp. B+(x, Cl≥t )) measures the power of coalition of decision makers that
assign x to the boundary of Cl≤t (resp. Cl≥t ).
The definition of discordance power is based on the boundaries of classes, which contain objects that
can neither be ruled in nor out as members of the class. In this sense, it represents an argument that
opposes to the assignment of objects to classes.
Example 7: We will now show the computing of B+(x5, Cl≥4 ). The boundaries for Cl
≤
4 according
to decision makers CM, PP and CAL are given in Table 7. According to this information, we get
B(x5, Cl
≥
4 ) = {3}. By applying Equation (7), we obtain: B+(x5, Cl≥4 ) = 3γ′P =0.26. The boundary powers
of decision object x5 with respect to Cl≤t and Cl≥t , ∀ ∈ T , are summed up in Table 8 (third row).
Finally, we mention that the semantic interpretations of concordance and discordance powers as used
in this paper are similar to the concepts of concordance and discordance concepts used in the ELECTRE
family of multicriteria methods [14]. However, these concepts are defined, computed and used differently
in the present paper.
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TABLE 7
Boundaries for Cl≥4
Decision maker Boundary
CM BnP (Cl≥4 ) = ∅
PP BnP (Cl
≥
4 ) = ∅
CAL BnP (Cl≥4 ) = {x5,x6,x7,x9,x10,x11,x12,x13,x14,x16,x17}
4.2 Step I.2.2: Definition of assignment intervals
We will first introduce the aggregation rules that will be used to define the assignment intervals. Let
θ ∈ [0.5, 1.0] be a majority threshold and θ′ ∈ [0, 0.5] be a veto threshold. Based on the concordance and
discordance powers, we may distinguish four situations for the assignment of x to Cl≤t :
B+(x, Cl≤t ) < θ
′ B+(x, Cl≤t ) ≥ θ
′
L+(x, Cl≤t ) ≥ θ x ∈ Cl
≤
t x /∈ Cl
≤
t
L+(x, Cl≤t ) < θ x /∈ Cl
≤
t x /∈ Cl
≤
t
These situations can be summarized by the following aggregation rule:
If L+(x, Cl≤t ) ≥ θ ∧ B+(x, Cl≤t ) < θ′ then x ∈ Cl≤t else x /∈ Cl≤t (rule 1)
The same four situations also apply to the assignment of x to Cl≥t and can be summarized by the
following aggregation rule:
If L+(x, Cl≥t ) ≥ θ ∧B+(x, Cl≥t ) < θ′ then x ∈ Cl≥t else x /∈ Cl≥t (rule 2)
The first (resp. second) aggregation rule can be explained as follows. An object x is assigned to Cl≤t
(resp. Cl≥t ) if and only if: (i) there is a “sufficient” majority of decision makers—in terms of their quality
of classification—that assign x to Cl≤t (resp. Cl≥t ), and (ii) when the first condition holds, none of the
minority of decision makers shows an “important” opposition to the assignment of x to Cl≤t (resp. Cl≥t ).
The first condition of the aggregation rules permits to implement the first condition (majority) of
consensus construction principle given in the introduction. In fact, setting L+(x, Cl≤t ) ≥ θ (resp.
L+(x, Cl≥t ) ≥ θ), with 0.5 ≤ θ ≤ 1, permits to ensure that at least fifty per cent of decision makers
support the assignment of x to Cl≤t (resp. Cl≥t ). Similarly, the second condition of the aggregation rules
permits to implement the second condition (minority) of consensus construction principle given in the
introduction. In fact, setting B+(x, Cl≤t ) < θ′ (resp. B+(x, Cl≥t ) < θ′) (with 0 ≤ θ′ ≤ 0.5) ensures that
the minority of decision makers may have a veto effect on the final decision as soon as their combined
power is equal or greater to the veto threshold θ′.
The application of aggregation rules on the set of objects U makes it possible to associate to each
object x a collective assignment interval I(x) = [l(x), u(x)] where:
l(x) =
{
argmaxCltN1(x), if N1(x) 6= ∅,
Cl0, otherwise.
(8)
u(x) =
{
argminCltN2(x), if N2(x) 6= ∅,
Cln, otherwise.
(9)
with N1(x) = {Clt : x ∈ Cl≥t } and N2(x) = {Clt : x ∈ Cl≤t }. N1(x) contains the classes to which x
is assigned by applying aggregation rule 2, while N2(x) contains the classes to which x is assigned by
applying aggregation rule 1.
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Example 8: Assume that θ = 0.5 and θ′ = 0.3. Then, the application of rule 1 and rule 2 to object
x5 is summarized in Table 8. According to this table, it is easy to see that the first aggregation rule is
verified only for Cl≤3 and Cl
≤
4 while the second aggregation rule is verified only for Cl
≥
1 and Cl
≥
2 . In
conclusion, we obtain: x5 ∈ Cl≤3 , x5 ∈ Cl
≤
4 , x5 ∈ Cl
≥
1 and x5 ∈ Cl
≥
2 . Based on this information, we get:
N1(x5) = {Cl1, Cl2} and N2(x5) = {Cl3, Cl4}. By Equations (8) and (9), we obtain: l(x5) = Cl2 and
u(x5) = Cl3. Finally, the assignment interval for decision object x5 is I(x5) = [Cl2, Cl3].
TABLE 8
Application of aggregation rules to object x5 with θ = 0.5 and θ′ = 0.3
Cl.t Cl
≤
0 Cl
≤
1 Cl
≤
2 Cl
≤
3 Cl
≤
4 Cl
≥
1 Cl
≥
2 Cl
≥
3 Cl
≥
4 Cl
≥
5
L+(x5, Cl·t) 0 0 0 0.74 1 1 1 0.48 0 0
B+(x5, Cl·t) 0 0 0.52 0.26 0 0 0 0.52 0.62 0
Decision No No No Yes Yes Yes Yes No No No
The definition of assignment intervals step is formalized Algorithm 1 below. The algorithm runs in
O(|U | ·n ·h) where |U | is the cardinality of U , n is the number of classes and h is the number of decision
makers.
Algorithm 1 AssignmentIntervalsDefinition
Input: P(Cl≤
t,i), P(Cl
≥
t,i): P -lower approximation (i ∈ H ; t ∈ Ti)
BnP (Cl
≤
t,i), BnP (Cl
≥
t,i): P -boundary (i ∈ H ; t ∈ Ti)
γiP : quality of classification (i ∈ H)
Output: I(x): Collective assignment interval for each x ∈ U
01. Normalize γiP (i ∈ H)
02. for each x ∈ U do
03. for each t ∈ T do
04. compute L(x,Cl≤t ), B(x,Cl
≤
t ), L(x,Cl
≥
t ), B(x,Cl
≥
t )
05. compute L+(x,Cl≤t ), B+(x,Cl
≤
t ), L
+(x,Cl≥t ), B
+(x,Cl≥t )
06. if L+(x,Cl≤t ) ≥ θ and B+(x,Cl
≤
t ) < θ
′ then x ∈ Cl≤ else x /∈ Cl≤ end if
07. if L+(x,Cl≥t ) ≥ θ and B+(x,Cl
≥
t ) < θ
′ then x ∈ Cl≥ else x /∈ Cl≥ end if
08. end for
09. N1(x) ← {Clt : x ∈ Cl≥t }
10. N2(x) ← {Clt : x ∈ Cl≤t }
11. if N1(x) 6= ∅ then l← argmaxCltN1(x) else l ← Cl0 end if
12. if N2(x) 6= ∅ then u← argminCltN2(x) else u← Cln end if
13. I(x) ← [l, u]
14. end for
Fig. 3. Pseudo-code of Algorithm 1
4.3 Step I.2.3: Reduction of the assignment intervals
The objective of this step is to reduce the assignment intervals I(x), ∀x ∈ U into a single class representing
the value of the collective decision attribute g(x, E) as explained in Section 3.1.3. Let I(x) = [l(x), u(x)]
be the assignment interval for object x ∈ U defined as previously. As shown in Figure 4, two cases hold
for the reduction of I(x). The first holds when l(x) = u(x). Here, object x is assigned to a single class
and consequently we can set g(x, E) = l(x) (or similarly g(x, E) = u(x)). In the upper part of Figure 4
we have: l(x) = u(x) = Clt and then it is reasonable to set g(x, E) = Clt. The second case holds when
l(x) < u(x). This corresponds to the situation where object x can be assigned to more than one class. In
the lower part of Figure 4, we have: l(x) = Clα and u(x) = Clβ with α < β and then it is not possible
to assign a single value to g(x, E).
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To specify the value of g(x, E) we may apply one of the following rules to reduce the collective
assignment interval I(x) to a single class:
• use the “min” operator on the collective assignment interval I(x). This leads to g(x, E) = l(x). (rule
3)
• use the “max” operator on the collective assignment interval I(x). This leads to g(x, E) = u(x).
(rule 4)
• use the “median” operator on l′, · · · , u′, where l′, · · · , u′ is an ordered list issued from l(x), · · · , u(x):
g(x, E) = µ(l′, · · · , u′). (rule 5)
• use the “floor” of the median value: g(x, E) = ⌊µ(l′, · · · , u′)⌋. (rule 6)
• use the “ceil” of the median value: g(x, E) = ⌈µ(l′, · · · , u′)⌉. (rule 7)
Cl0 · · · Clα · · · Clt · · · Clβ · · · Cln
]
[
x ∈ Cl≤t
x ∈ Cl≥t
u(x)
l(x)
]
[
x ∈ Cl≤
β
x ∈ Cl≥α
l(x)
u(x)
Fig. 4. Collective decision attribute definition
Function µ(·) returns the median of the values given as parameters. The median of a finite list of values
can be found by arranging all the numbers from lowest value to highest value and picking the middle
one. If there is an even number of values, then there is no single middle value, the median is defined
to be the mean of the two middle values. However, generally decision attributes are defined on ordinal
scales (which is also the case with the PRIME project), and consequently it is not possible to compute
the mean of the middle values to obtain the median. The two last rules (floor and ceil) are added to avoid
this problem. Let ai and ai+1 be the two middle values of a set {a1 · · · , ai, ai+1, · · · , an} of n ordinal
values with ai ≤ ai+1, ∀i, and n is an even number. Then, the floor operator picks out the lower value
among ai and ai+1, i.e. ai, while the ceil operator picks out the higher value among ai and ai+1, i.e. ai+1.
Example 9: As shown in the previous example, the assignment interval of x5 is I(x5) = [Cl2, Cl3].
The value of g(x5, E) according to the different interval reduction rules are summarized in Table 9. We
notice that rule 5 does not apply in this particular decision problem.
TABLE 9
Values of g(x5, E) according to different interval reduction rules
Interval reduction rule min max floor ceil
g(x5, E) Cl2 Cl3 Cl2 Cl3
The algorithm for collective assignment interval reduction is formalized in Algorithm 2. Function
orderedList in Algorithm 2 permits to construct an ordered list (l′, · · · , u′) from (l(x), · · · , u(x)).
Algorithm 2 runs in O(|U | · k log k) where |U | is the cardinality of U , k is the number of levels in
the measurement scale.
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Algorithm 2 AssignmentIntervalReduction
Input: I(x): Collective assignment interval for each x ∈ U
rule: Interval reduction rule
Output: g(x,E), ∀x ∈ U
01. for each x ∈ U do
02. l ← l(x)
03. u← u(x)
04. if l = u, then
05. g(x,E) ← l
06. else if rule is ‘min’, then
07. g(x,E) ← l
08. else if rule is ‘max’, then
09. g(x,E) ← u
10. else
11. (l′, · · · , u′)← orderedList(l(x), · · · , u(x))
12. m← median(l′, · · · , u′)
13. if rule is ‘floor’, then g(x,E) ← ⌊m⌋ end if
14. if rule is ‘ceil’, then g(x,E)← ⌈m⌉ end if
15. end if
16. end if
17. end if
18. end for
Fig. 5. Pseudo-code of Algorithm 2
5 CASE STUDY
The methodology has been validated through the development of a prototype. This section provides first a
brief description of this prototype and then presents and finally discusses the application of the prototype
to the nuclear risk management decision problem.
5.1 Prototype architecture
A prototype called RSGMC (Rough Sets-based Group Multicriteria Classification) has been developed
using Visual C++. The general architecture of RSGMC is given in Figure 6. The main components of the
system are:
• Aggregation Module that implements the aggregation procedure.
• Data Collection Module that makes it possible to combine the output files of individual classifications
conducted by the different decision makers into a single file.
• Classification Module that implements the exploitation phase and makes it possible to generate the
final classification.
• 4eMka2 which, as indicated in the introduction, is a decision support system for multicriteria
classification problems based on DRSA.
Algorithms 1 and 2 in Figure 6 implement the assignment intervals definition and assignment intervals
reduction steps of the aggregation procedure given in Figures 3 and 5, respectively. Algorithm 3 in Figure
6 is used in the second phase of the methodology in order to apply the collective decision rules to all
decision objets. Algorithm 3 is given in Appendix C.
As shown in Figure 6, the prototype is loosely coupled with PRIME software that has been developed
during the PRIME project. For the purpose of this paper, PRIME software is used to generate the global
venerability map. The evaluation matrix is implemented as an Excel spreadsheet. Data exchange between
the components of the system is based on “.txt” files
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Fig. 6. Architecture of the prototype
5.2 Problem description
This research has been initially motivated by a real-world project—which has been designed by PRIME
in the introduction—about the management of post-accident nuclear risk in the southern region of France.
More information on this project is available in [29]. The study zone (see Figure 7) covers a radius of
fifty kilometers around three nuclear sites (namely, Cruas, Tricastin-Pierrelatte and Marcoule) in the lower
Rhoˆne Valley, and the territory studied covers also the Rhoˆne River downstream from Marcoule and the
nearby coastal territories. To the south, the zone extends along the Rhoˆne to the Mediterranean coastal
area in order to take into account the possibility of radioactivity being carried out into catchments basins.
Fig. 7. The study zone
The objective of PRIME project is to characterize the different districts of the study area and to classify
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them in terms of their vulnerability in case of nuclear accident event. For this purpose, a six-level scale
from 0 (normal situation) to 5 (major and long-lasting negative impact) has been adopted by the PRIME
working group. The description of these levels is summarized in Table 10. The assignment of vulnerability
levels to the different districts of the study area has been formulated as a multicriteria classification problem
where: (i) decision objects correspond to the districts of the study area, (ii) evaluation criteria measure
the vulnerability of these districts with respect to a comprehensive list of factors identified by PRIME
working team and (iii) decision classes correspond to the levels of the vulnerability measurement scale.
TABLE 10
Measurement scale
Level Label Description
0 Normal situation The view will be that, for districts at this level, no particular surveillance or remedial
works will be necessary.
1 Very minor Typically this will be districts where there is only very slight contamination, difficult to
measure with current means of assessment. For such districts, light monitoring measures
could be proposed.
2 Minor A sector where there is measurable contamination but still slight. There will be stronger
monitoring measures than for level 1.
3 Moderate Preventive action may be recommended (for example, a ban on the sale of agricultural
produce, a ban on using food from the wild or a ban on certain foodstuffs).
4 Major The contamination of a sector has reached a predetermined normative value.
5 Major and long-lasting The contamination in a medium exceeds a predetermined normative value with effects
lasting for more than one year.
The study area is composed of 491 districts. For the purpose of assignment examples, eighteen districts
from the study area have been selected by the different members of PRIME working team. These districts
are chosen to be as representative as possible by including urban, industrial as well as rural districts.
Each of these districts is described in terms of a set of ten attributes which are described in Table 11.
The evaluations of the selected districts with respect to all attributes are introduced earlier in Table 1.
The assignment examples will be used as input to the methodology in order to induce a set of collective
decision rules that will be used to classify all the districts of the study area on the vulnerably measurement
scale.
TABLE 11
List of attributes
Attribute ID Description Type
A1 Radioecological vulnerability of agricultural area Condition
A2 Radioecological vulnerability of forest area Condition
A3 Radioecological vulnerability of urban area Condition
A4 Real estate vulnerability Condition
A5 Tourism vulnerability Condition
A6 Economic vulnerability of companies Condition
A7 Radioecological vulnerability on the Rhoˆne river Condition
E1 Global evaluation according to decision maker CM Decision
E2 Global evaluation according to decision maker PP Decision
E3 Global evaluation according to decision maker CAL Decision
5.3 Application
We illustrate here the application of the prototype to the nuclear risk management problem introduced in
the previous section.
5.3.1 Phase I. Construction of collective preference model
5.3.1.1 Step 1. Individual classification: Individual classification requires each decision maker to
apply DRSA on his/her own decision table. As DRSA is not included in the current version of the
prototype, decision makers should use (individually) the software 4eMka2 for this purpose. For illustration,
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Figure 8 shows the unions of classes obtained by decision maker CM. The use of 4eMka2 is beyond the
scope of the present paper. Here, we simply insist on the fact that decision makers should particularly
address the eventual inconsistency problems. Once all inconsistency problems are solved, decision makers
should save the appropriate results, which should be provided to the mediator for further treatment.
Fig. 8. Unions of classes obtained by decision maker CM
5.3.1.2 Step 2. Construction of collective decision table: To construct the collective decision table,
the mediator should activate the Aggregation Module component. A screen dump of the main interface
of this module is given in Figure 9. The mediator should first specify the preference parameters (majority
and veto thresholds, and the interval reduction rule), the text files relative to individual decision tables,
the name and location of the collective decision table.
Once all required parameters are specified, the mediator can use the command “Aggregate” to run the
aggregation procedure. In this case, the Aggregation Module proceeds as follows:
1) calling the Data Collection Module to create a (temporary) single input file by combining all input
files. During this operation, the Data Collection Module checks each of the input files for any
eventual syntactical or coherence error;
2) running Algorithm 1 to compute the assignment intervals for each decision object;
3) running Algorithm 2 to create the final collective decision table;
4) writing the collective decision table in the output file and then activating the “Show Results” and
“Save” commands in the main interface of the Aggregation Module (see Figure 9).
The button “Results” permits to show the initial assignment interval and the common decision attribute.
The interface in Figure 10 presents the collective decision table obtained by setting θ = 0.5 (majority
threshold) and θ′ = 0.3 (veto threshold) and by selecting rule 6 (floor) for interval reduction rule.
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Fig. 9. A screen dump showing the main interface of the Aggregation Module
Fig. 10. A screen dump showing the collective decision table
5.3.1.3 Step 3. Generation of collective decision rules: To obtain the final collective decision rules,
the mediator should use 4eMka2 software to apply DRSA using the collective decision table. Once again,
we mention that the use of 4eMka2 software is beyond the scope of this paper. For illustration, we
provide in the screen dump of Figure 11 an extract from the collective decision rules generated using the
collective decision table given in Figure 10. The description of decision rules is straightforward. Rule 20,
for example, says that an object x is assigned to Cl≥2 once (i) its evaluation with respect to attribute A2
(radioecological vulnerability of the forest area) is less or equal to 2, and (ii) its evaluation with respect
to attribute A5 (effect of the nuclear accident on the tourism activity) is less or equal to 4. Notice also
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that the strength of Rule 20 is equal to 92.86% and that this rule is supported by all decision objects
except x6, x8, x15, x17 and x18.
Fig. 11. A screen dump showing the collective decision rules
5.3.2 Phase II. Exploitation of collective decision rules
The obtained collective decision rules can then be used to classify the districts of the study area. For
this purpose, the mediator should use the Classification Module. In this particular decision problem, the
result of classification can also be obtained in the form of a map support by using the software PRIME,
which is loosely coupled with RSGMC. The screen dump of Figure 12 provides the global vulnerability
map generated by PRIME software. The left-hand side of the interface of Figure 12 shows the global
vulnerability scale with shaded tones. The map on the right-hand side of the interface shows the final
classification of the different districts. It is easy to see that vulnerability decreases relatively concentrically
around the Tricastin-Pierrelatte nuclear site—which is the location of the fictive accident considered in
this case study. This can be explained by the fact that in the fictive accident scenario, we assumed a low
diffusion of radionuclides. Simulation with normal diffusion has shown that the vulnerability of districts
changes considerably and coherently along with the wind direction.
5.4 Discussion
The PRIME was a very stimulating project and an excellent opportunity to apply decision-making tools
and to meet and discuss with different stakeholders. The project was also an important occasion to
address and discuss different conceptual and technical problems. One of the most important problems
encountered during PRIME project was the definition of preference parameters. This is also the case with
the multicriteria classification method ELECTRE TRI [14] that has been used in the early steps of the
PRIME project for simulation purposes. This method requires a large number of preference parameters.
The values for these parameters have been inferred using a software called IRIS3 [11] that supports an
3. Interactive Robustness analysis and Inference for Sorting problems.
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Fig. 12. Global vulnerability map
approach which was proposed in [12]. This approach permits to deduce the preference parameters values
from a set of assignment examples provided by the decision maker. The problem with IRIS is that it is
designed for a single decision maker and therefore cannot be applied to PRIME. For simulation purposes,
the assignment examples have been informally aggregated and then IRIS system has been used.
Another important topic that has been largely discussed evolves about the way the individual preferences
and assignment examples of decision makers will be used. There are in fact two main approaches to
combine input data: either at the input level by first combining the input data and then using an existing
multicriteria classification method to obtain the final result; or at the output level by combining the results
of individual classifications to obtain a collective classification. The second approach has been finally
selected. Decision makers have particularity appreciated the consensus construction principle. They found
this principle objective and easy to understand and to use. Decision makers have also appreciated our
idea of measuring their individual contributions to the final and collective decision. Furthermore, the use
of “if · · · then · · · aggregation rules was also much appreciated. Finally, decision makers appreciated
the limited number of preference parameters required by the methodology; and rapidly understood their
significance and the way they were used.
With respect to the developed prototype, decision makers have judged positively its friendliness and
its ease of use. They also liked its flexility, especially in terms of preference parameters definition. In
fact, the prototype allows the user to specify the majority threshold in the range [0.5-1] and the veto
threshold in the range [0-0.5]. The definition of thresholds in this way makes it possible to proceed with
sensitivity/robustness analysis and permits to check the stability of results and to identify the best values
for these parameters. In addition to this, the prototype supports the five interval reduction rules introduced
in Section 3.1.3. The use of a given rule depends largely on the decision-making context. For instance,
in decision contexts implying human health risk and human exposure to nuclear risks or other similar
situations, the maximum rule is more appropriate. In other decision situations with a limited impact of
human health, the minimum operator may be better justified.
As an illustration, the reader may consider Table 12 which shows the quality of classification obtained
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by applying DRSA by using four collective decision tables obtained by using different interval reduction
rules (with the same values for majority and veto thresholds: θ = 0.5 and θ′ = 0.3). As it is shown in this
table, the quality of classification obtained by applying rule 4 (max) for interval reduction leads to highest
quality of classification—which is equal to 0.83. The quality of classifications obtained by rule 6 (floor)
and rule 7 (ciel) are equal to 0.72. In the three cases, we can conclude that the number of objects assigned
with certainty to a given class is acceptable. On the contrary, the quality of classification obtained by rule
3 (min) is relatively low. Hence, the use of rule 3 is not recommended in this illustrative application.
TABLE 12
Classification quality ratio according to different interval reduction rules
Interval reduction rule min max floor ceil
γP (Cl) 0.28 0.83 0.72 0.72
To conclude this section, we compare the results obtained by the proposed methodology to those
obtained by using the multicriteria classification method ELECTRE TRI [14]. Note that the comparison
concerns only the assignment intervals. This is because ELECRTE TRI, in contrary to DRSA, accepts
interval-based assignments and does not require the reduction of the assignment intervals. The comparison
of the two results leads to the following conclusions (see Table 13):
• about 50% (9 objects out of 18: x1 to x8 and x15) of decision objects are assigned by the proposed
methodology to a single class but only one object (x8) is assigned by ELECTRE TRI to a single
class.
• the results of the methodology and ELECTRE TRI coincides for four decision objects (x10, x11, x12
and x13).
• the assignment intervals of about 10% of decision objects (x7 and x8) are totally disjointed with the
ones obtained by ELECTRE TRI.
TABLE 13
Comparison of the results obtained by the methodology and by ELECTRE TRI
Objects assigned to a single class About 50% (9 objects out of 18: x1 to x8 and x15) of decision objects are assigned by the
proposed methodology to a single class but only one object (x8) is assigned by ELECTRE
TRI to a single class.
Objects assigned to same classes The results of the methodology and ELECTRE TRI coincides for four decision objects (x10,
x11, x12 and x13).
Objects assigned to disjoint classes The assignment intervals of about 10% of decision objects (x7 and x8) are totally disjointed
with the ones obtained by ELECTRE TRI.
6 COMPARATIVE STUDY
This section discuses some existing proposals to support groups in multicriteria classification problems
with respect to different characteristics. A summary of this discussion is given in Table 14. The first
characteristic has to do with the aggregation level adopted to combine individual perspectives. Two
approaches are generally distinguished in the multicriteria literature to aggregate these perspectives [9][10]:
either at the input level or at the output level. With respect to classification problems, the first approach
proceeds as follows: (i) first, individual input data and preference values are combined into a set of data
and values accepted by the group; then, (ii) a multicriteria classification method is used to obtain the
final result. Examples of proposals based on this approach include [8][9]. In the second approach, (i)
first, each decision maker preforms his/her individual classification; then (ii) an appropriate aggregation
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operation is used to combine the individual classifications into a collective one. Examples of proposals
based on this approach include [18][24][38]. The methodology proposed in this paper adopts the output
level aggregation approach.
The second characteristic is the aggregation rule used to combine the input data. Three categories of
aggregation rules may be distinguished: statistical, functional and rule-based aggregation techniques. The
main advantage of statistical operators is their compactness and simplicity. The functional aggregation rules
are based on the use of functions such as weighted-sum, distance measure or integral function. Examples
of proposals based on functional aggregation include [4][24]. The rules-based aggregation techniques are
based on the use of boolean and/or “if · · · then · · · ” rules. They apply to complex situations for which
statistical or functional aggregation rules cannot be applied. In some situations, the aggregation of the
input data is simply based on discussion between the different decision makers as in [38][8].
The third characteristic concerns the computing of decision makers “weights”. These weights can simply
be specified by the mediator. In this case, weights will generally reflect the hierarchical level of decision
makers in the organization. However, there is a need for more formal and objective methods, as recognized
by [7]. In this respect, Ramanathan and Ganesh [34] propose to use the AHP method to derive members’
weights. More recently, Jabeur et al. [23] propose to use a method designed by [41] to integrate the relative
importance of the groups’ members in the consensus construction. The contribution of each decision
maker in the proposed methodology is measured by the quality of individual classification conduced by
this decision maker.
The fourth characteristic is related to the decision-making strategy used. This characteristic has to do
with the decision-making procedure adopted, which is more related to practical aspects of decision-making.
In group decision-making, there are two main procedures, which are parliamentary and consensus decision-
making procedures. Parliamentary procedure seeks the agreement of most decision makers. Consensus
procedure not only seeks the agreement of most decision makers but also the resolution of mitigation of
minority objections. The proposed methodology is based on consensus decision-making procedure. This
is also the case with the proposals of [8] and [9].
The fifth characteristic is related to the preference parameters requirement. In most of the proposed
approaches including [8][9], we need to define several preference parameters such as the relative
importance of criteria. There are also few proposals such as [18][38] that do not need any preference
parameter. The proposed methodology requires the definition of two preference parameters (majority and
veto thresholds) and the definition of an interval reduction rule. But we think that decision makers can
easily understand the significance of these parameters, which reduce their cognitive effort.
The sixth characteristic deals with the preference elicitation strategy. At this level, we distinguish two
approaches to specify preference parameters: direct or indirect. Direct elicitation requires that decision
makers explicitly specify the values for all decision parameters such as in [9]. Indirect elicitation preference
parameters are obtained in an implicit way. This is the case with the aggregation/disaggregation approach
proposed in [12]. The basic idea of this approach is to infer values for preference parameters based on a set
of assignment examples supplied by the decision makers. The problem with the aggregation/disaggregation
approach is that it becomes more complex and difficult to implement in group decision-making. To avoid
this difficulty, Damart et al. [8] propose to use an intensive dialogue between the decision makers to
collectively and interactively construct a set of collective assignment examples, which are then used
as input to [12]’s approach. The methodology proposed in this paper requires the definition of three
parameters, which should be explicitly defined by the mediator.
The last characteristic is related to the support of robust assignment, i.e. to accept interval-based
definition of assignment examples and/or provide interval-based assignment intervals. The proposals of
[8] and [9] support both types of robust assignment. On the contrary, proposals of [18] and [38] as well
as the proposed methodology do not support robust assignment. However, it is possible to extend the
methodology to support robust assignment in a similar way to [9] and [12]. This will be addressed in a
forthcoming paper.
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TABLE 14
Characterization of group multicriteria classification approaches
Approach
Criterion
Dias and
Climaco
[9]
Saad et al.
[38]
Greco et
al. [18]
Damart et
al. [8]
Jabeur and Martel
[25]
Brigui-Chtioui and
Saad [4]
Chakhar and Saad
[This paper]
Aggregation level Input Output Output Input Output Output Output
Aggregation rule Discussion Discussion Binary de-
cision rule
Discussion Distance-measure Tchebychev or
Weighted sum
By rules
Powers comput-
ing
Not used Not used Not used Not used Use of method sug-
gested by [21], which
is a revised version of
[22] method, to deter-
mine the coefficients
of the relative impor-
tance of the members
Quality of approxi-
mation of each agent
(decision maker)
Standardized value of
individual quality of
classification
Decision-making
strategy
Consensus Discussion Consensus Discussion Majority Discussion Consensus
Preference
parameters
requirement
Yes No param-
eters
No param-
eters
Yes Yes Yes Yes
Preference elici-
tation strategy
Indirect Not
concerned
Not
concerned
Indirect Direct Direct Direct
Robust
assignment
Yes No No Yes No No No
7 CONCLUSION AND FUTURE WORK
We proposed a methodology to support groups in multicriteria classification problems. The methodology
is composed of two phases. The first phase, based on the use of DRSA, takes as input a set of assignment
examples and generates as output a set of collective decision rules, representing a generalized description
of the preference information of the decision makers. The second phase then applies these collective
decision rules to classify all the decision objects. The methodology has two main qualities. The first one
is the use of “if · · · then · · · ” aggregation rules that coherently implement the majority principle and
veto effect and hence permit to obtain consensual decisions. The second one is the use of the quality of
individual classifications to objectively measure the contribution of each decision maker in the collective
decision.
The methodology requires the definition of three parameters (the majority and veto thresholds, and the
interval reduction rule). However, decision makers may not agree on these parameters’ values. A possible
solution to this problem could be the use of an indirect elicitation approach as explained in Section 6.
Another critical aspect of the methodology is the reduced collaboration level among the decision makers
during the individual classifications step. A possible solution to this shortcoming is to combine input and
output aggregation-level approaches that have been introduced in the previous section.
Several topics need to be investigated in the future. First, it would be interesting to study the possibility
to use other aggregation rules (e.g. Minmax or Leximax criterion). Second, we could explore the use of
decision rules-related information to define the aggregation rules. Third, it might be fruitful to investigate
other classification methods that accept interval-based assignment examples. Finally, we intend to enhance
our work by supporting robust assignment and conflict resolution support.
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APPENDIX
A. BRIEF INTRODUCTION TO ROUGH SETS THEORY
We provide here a brief introduction to the rough sets theory. More information are available in [32][33].
A.1 Indiscernibility relation
Let S = 〈U,Q, V, f〉 be a decision table defined as in Section 2. To every (non-empty) subset of attributes
P ⊆ Q is associated an equivalence relation called P -indiscernibility relation and denoted IP :
IP = {f(x, y) ∈ U × U : f(x, q) = f(y, q), ∀q ∈ P}
The partition of U is a family of all equivalence classes in IP . The equivalence classes of the relation
IP are called P -elementary sets. If (x, y) ∈ IP , it is said that the objects x and y are indiscernible (or
indistinguishable) by attributes from P . Different subsets of attributes will in general lead to different
indiscernibility classes.
A.2 Approximations and definition of a rough set
Let S be a data table and P ⊆ Q with P 6= ∅. Let X ⊆ U be a target set that we wish to represent using
attributes subset P . We assume that X is arbitrary set of objects that comprises a single class, and we
wish to express this class using the equivalence classes induced by attributes subset P .
In general, X cannot be expressed exactly, because the set may include and exclude objects which are
indistinguishable on the basis of attributes P . Instead, the target set X can be approximated using only the
information contained within P by constructing the P -lower P (X) = {x ∈ U : IP (x) ∈ X} and P -upper
approximations P (X) =
⋃
x∈X IP (x) of X . The elements of P (X) are objects x ∈ U which belong to
the equivalence classes generated by the indiscernibility relation IP and contained in X . The elements of
P (X) are objects x ∈ U that belong to the equivalence classes generated by the indiscernibility relation
IP and containing at least one object x belonging to X . The boundary or “doubtful” region, given by
BnP (X) = P (X)−P (X), consists of those objects that can neither be ruled in nor ruled out as members
of the target set X .
The tuple 〈P (X), P (X)〉 composed of the lower and upper approximations is called a rough set. Thus,
a rough set is composed of two crisp sets, one representing a lower boundary of the target set X , and the
other representing an upper boundary of the target set X .
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A.3 Accuracy and quality approximation
The accuracy of the rough-set representation of the set X by attributes from P can be given [33] by the
following:
αP (X) =
|P (X)|
|P (X)|
; (10)
where |Y | indicates the cardinality of a (finite) set Y . Another ratio defines a quality of the approximation
of X by means of the attributes from P :
γP (X) =
|P (X)|
|X|
. (11)
The quality γP (X) represents the relative frequency of the objects correctly classified by means of the
attributes from P .
A.4 Quality of classification
The definition of approximations of a subset X ⊂ U can be extended to a classification, i.e. a partition
Y = {Y1, · · · , Yn} of U . Subsets Yi(i = 1, · · ·n), are disjunctive classes of Y . By P -lower (P -upper)
approximation of Y in S we mean sets PY = {PY1, · · · , PYn}, and PY = {PY1, · · · , PYn}, respectively.
Then, the quality of classification Y by set of attributes P is computed by:
γP (Y ) =
∑n
i=1 |PYi|
|U |
(12)
It expresses the ratio of all P -correctly classified objects to all objects in the system.
B. SYNTAX OF DECISION RULES IN DRSA
As underlined earlier in Section 2.3, there are generally three types of in DRSA: certain rules generated
from lower approximations of unions of classes, possible rules generated from upper approximations
of unions of classes and approximate rules are generated from boundary regions. Certain rules has the
following form:
if f(x,A1) ≥ r1 and · · · and f(x,Ap) ≥ rp then x ∈ Cl≥t
if f(x,A1) ≤ r1 and · · · and f(x,Ap) ≤ rp then x ∈ Cl≤t
Possible rules has a similar syntax, however the consequent part of the rule has the form: “x could
belong to Cl≥t ” or “x could belong to Cl≤t ”. Finally, approximate rules has the following syntax:
if f(x,A1) ≥ r1 and · · · and f(x,Ak) ≥ rk and f(x,Ak+1) ≤ rk+1 and · · · and f(x,Ap) ≤ rp
then x ∈ Cls ∩ Cls+1 ∩ Clt
C. COLLECTIVE CLASSIFICATION ALGORITHM
This algorithm formalize the second phase of the methodology. The basic idea of the algorithm is to
identify the set S of possible assignments for each decision object x. Then, set S is used to identify
the assignment interval of object x based on Equations 9 and 8. The final assignments class is identified
through the procedure reduction which corresponds to instructions 02 to 17 in Algorithm 2 (see Figure
5. Algorithm 3 runs in O(|Z| · ((|R| ·n)+m)), where |Z| is the cardinality of Z, |R| is the cardinality of
R, n the complexity of evaluate, m = k log k the complexity of procedure reduction and k the number
of levels in the measurement scale.
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Algorithm 3 CollectiveClassification
Input: rule: Interval reduction rule
Output: Assignment of all objects
01. Z ← {decision objects}
02. R← {collective decision rules}
03. for each x ∈ Z do
04. S ← ∅
05. for each r ∈ R do
06. if evaluate(x, r) =′ true′ then
07. S ← S ∪ {decision part of r}
08. end if
09. end for
10. N3(x) ← {Clt : Cl≥t ∈ S ∧ x ∈ Cl
≥
t }
11. N4(x) ← {Clt : Cl≥t ∈ S ∧ x ∈ Cl
≤
t }
12. if N3(x) 6= ∅ then l ← argmaxCltN3(x) else l← Cl0 end if
13. if N4(x) 6= ∅ then u← argminCltN4(x) else u← Cln end if
14. Cl ←reduction(l, u, rule)
15. assign x to Cl
16. end for
Fig. 13. Pseudo-code of Algorithm 3
.
