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Abstract
In this paper, several new simple criteria for nonsingular H-matrices are obtained by mak-
ing use of elements of matrices only. Advantages are illustrated by numerical examples. And
a necessary condition for nonsingular H-matrices is also presented.
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1. Introduction
H-matrices play a very important role in numerical analysis, matrix theory, control
theory, mathematical economics, etc. (e.g., see [1,2]). But it is difficult to deter-
mine a nonsingular H-matrix in practice. The problem is investigated in some papers,
e.g. see [4–6]. In this paper, several new simple interesting criteria for nonsingular
H-matrices are obtained by making use of elements of matrices only. Advantages
are illustrated by numerical examples, and a necessary condition for nonsingular
H-matrices is also presented.
Let Mn(C) be the set of all n by n complex matrices and Mn(R) be the set of
all n by n real matrices. Let A = (aij ) ∈ Mn(C) and i (A) =∑j /=i |aij | ∀i, j ∈
N = {1, 2, . . . , n}. If |aii | > i (A) ∀i ∈ N , then A is said to be a strictly diagonally
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dominant matrix and is denoted by A ∈ D. If there exist positive numbers x1,
x2, . . . , xn such that
xi |aii | >
∑
j /=i
xj |aij |, i ∈ N,
then A is said to be a generalized strictly diagonally dominant matrix (i.e., A is a
nonsingular H-matrix) and is denoted by A ∈ D˜.
It is well known that A is a nonsingular H-matrix iff there exists a matrix X =
diag (x1, . . . , xn) where xi > 0 for i ∈ N such that AX ∈ D. So we always assume
that all diagonal entries of A are nonzero.
Denote
N1 = {i ∈ N : 0 < |aii |  i (A)}, N2 = {i ∈ N : |aii | > i (A)}.
It is obvious that N1 ∩ N2 =  (empty set) and N1 ∪ N2 = N . We denote∑
i∈ • = 0.
It is obvious that if N1 = , then A ∈ D˜. It is known that for a nonsingular
H-matrix A, there exists at least one strict diagonally dominant row, i.e., N2 /= 
[4]. So we always assume that both N1 and N2 are not empty.
2. Criteria for nonsingular H-matrices
Theorem 1. Let A = (aij ) ∈ Mn(C). If
|aii | > i (A)|aii |
 ∑
t∈N1, /=i
|att |
|t (A)| |ait | +
∑
t∈N2
t (A)
|att | |ait |
 ∀i ∈ N1. (1)
Then A is a nonsingular H-matrix.
Proof. From (1),
Ri ≡ 1∑
t∈N2 |ait |
 |aii |
i (A)
|aii | −
∑
t∈N1, /=i
|att |
t (A)
|ait | −
∑
t∈N2
t (A)
|att | |ait |

> 0 ∀i ∈ N1. (2)
If
∑
t∈N2 |ait | = 0, we denote Ri = +∞. Obviously, Ri > 0 ∀i ∈ N1, therefore there
exists a positive number ε > 0 such that
0 < ε < min
i∈N1
Ri. (3)
Construct a matrix X = diag(x1, . . . , xn), where
xi =
{ |aii |
i (A)
, i ∈ N1,
ε + i (A)|aii | , i ∈ N2.
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Because ε /= +∞, so xi /= +∞, then X is a diagonal matrix with positive diagonal
entries. Let B = (bij ) = AX, it is easy to see that bij = xjaij ∀i, j ∈ N . We will
prove B ∈ D.
∀i ∈ N1: If∑t∈N2 |ait | = 0, then ait = 0 ∀t ∈ N2. By (1), we have
i (B) =
∑
t∈N1, /=i
xt |ait | +
∑
t∈N2
xt |ait |
=
∑
t∈N1, /=i
|att |
t (A)
|ait | < |aii |
i (A)
|aii | = |bii |.
If
∑
t∈N2 |ait | /= 0, by (2) and (3) we have
i (B) =
∑
t∈N1, /=i
xt |ait | +
∑
t∈N2
xt |ait |
=
∑
t∈N1, /=i
|att |
t (A)
|ait | +
∑
t∈N2
(
ε + t (A)|att |
)
|ait |
= ε
∑
t∈N2
|ait | +
∑
t∈N1, /=i
|att |
t (A)
|ait | +
∑
t∈N2
t (A)
|att | |ait |
< Ri
∑
t∈N2
|ait | +
∑
t∈N1, /=i
|att |
t (A)
|ait | +
∑
t∈N2
t (A)
|att | |ait |
= 1∑
t∈N2 |ait |
 |aii |
i (A)
|aii | −
∑
t∈N1, /=i
|att |
t (A)
|ait | −
∑
t∈N2
t (A)
|att | |ait |

×
∑
t∈N2
|ait | +
∑
t∈N1, /=i
|att |
t (A)
|ait | +
∑
t∈N2
t (A)
|att | |ait |
= |aii |
i (A)
|aii | −
∑
t∈N1, /=i
|att |
t (A)
|ait | −
∑
t∈N2
t (A)
|att | |ait |
+
∑
t∈N1, /=i
|att |
t (A)
|ait | +
∑
t∈N2
t (A)
|att | |ait |
= |aii |
i (A)
|aii | = |bii |.
∀j ∈ N2: Because |ajj | > j (A), so
|ajj | −
∑
t∈N2, /=j
|ajt | > 0
and 0 < |att |t (A)  1 ∀t ∈ N1; 0 < t (A)|att | < 1 ∀t ∈ N2, so∑
t∈N1
|att |
t (A)
|ajt | +
∑
t∈N2, /=j
t (A)
|att | |ajt | − j (A)  0,
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|ajj | −∑t∈N2,t /=j |ajt |
∑
t∈N1
|att |
t (A)
|ajt | +
∑
t∈N2, /=j
t (A)
|att | |ajt | − j (A)
  0.
Since ε > 0, then
ε >
1
|ajj | −∑t∈N2,t /=j |ajt |
×
∑
t∈N1
|att |
t (A)
|ajt | +
∑
t∈N2,t /=j
t (A)
|att | |ajt | − j (A)
 . (4)
From (4), ∀j ∈ N2,
|bjj | − j (B) = xj |ajj | −
∑
t∈N1
xt |ajt | −
∑
t∈N2, /=j
xt |ajt |
=
(
ε + j (A)|ajj |
)
|ajj | −
∑
t∈N1
|att |
t (A)
|ajt |
−
∑
t∈N2, /=j
(
ε + t (A)|att |
)
|ajt |
= ε
|ajj | − ∑
t∈N2,t /=j
|ajt |
+ j (A) − ∑
t∈N1
|att |
t (A)
|ajt |
−
∑
t∈N2, /=j
t (A)
|att | |ajt |
>
1
|ajj | −∑t∈N2,t /=j |ajt |
×
∑
t∈N1
|att |
t (A)
|ajt | +
∑
t∈N2, /=j
t (A)
|att | |ajt | − j (A)

×
|ajj | − ∑
t∈N2, /=j
|ajt |
+ j (A)
−
∑
t∈N1
|att |
t (A)
|ajt | −
∑
t∈N2, /=j
t (A)
|att | |ajt |
=
∑
t∈N1
|att |
t (A)
|ajt | +
∑
t∈N2, /=j
t (A)
|att | |ajt |
−j (A) + j (A) −
∑
t∈N1
|att |
t (A)
|ajt | −
∑
t∈N2, /=j
t (A)
|att | |ajt |
= 0,
i.e., |bjj | > j (B) ∀j ∈ N2.
Thus we have proved that |bii | > i (B) (∀i ∈ N), i.e., B ∈ D, so A ∈ D˜. 
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Definition 1 [1,2]. A matrix A = (aij ) ∈ Mn(C) is called irreducibly diagonally
dominant if A is irreducible, |aii |  i (A)(∀i ∈ N) and a strict inequality holds for
at least one i ∈ N .
It is well known that an irreducible diagonally dominant matrix is a nonsingular
H-matrix [1,2].
Theorem 2. Let A = (aij ) ∈ Mn(C) be irreducible. If
|aii |  i (A)|aii |
 ∑
t∈N1,t /=i
|att |
t (A)
|ait | +
∑
t∈N2
t (A)
|att | |ait |
 ∀i ∈ N1
and a strict inequality holds for at least one i ∈ N1. Then A is a nonsingular
H-matrix.
Proof. By the irreducibility of A, we know that i (A) > 0 ∀i ∈ N . Construct X =
diag(x1, x2, . . . , xn), where
xi =
{ |aii |
i (A)
, i ∈ N1,
i (A)|aii | , i ∈ N2.
Obviously xi /= +∞, then X is a diagonal matrix with positive diagonal entries. Let
B = (bij ) = AX, then bij = xjaij ∀i, j ∈ N .
∀i ∈ N1: i (B) =
∑
t∈N1, /=i
|att |
t (A)
|ait | +
∑
t∈N2
t (A)
|att | |ait |
 |aii |
i (A)
|aii | = |bii |
and there exists at least an i ∈ N1 such that |bii | > i (B).
∀j ∈ N2: Since 0 < |att |
t (A)
 1 ∀t ∈ N1 and 0 < t (A)|att | < 1 ∀t ∈ N2,
then
j (A) −
∑
t∈N1
|att |
t (A)
|ajt | −
∑
t∈N1,t /=j
t (A)
|att | |ajt |  0.
Therefore
|bjj | − j (B) = xj |ajj | −
∑
t∈N1
xj |ajt | −
∑
t∈N2, /=j
xj |ajt |
= j (A)|ajj | |ajj | −
∑
t∈N1
|att |
t (A)
|ajt | −
∑
t∈N2, /=j
t (A)
|att | |ajt |
=j (A) −
∑
t∈N1
|att |
t (A)
|ajt | −
∑
t∈N2, /=j
t (A)
|att | |ajt |  0.
We obtain that |bjj |  j (B) ∀j ∈ N2.
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On the other hand, since A is irreducible and so is B. Therefore B is an irreducible
diagonally dominant matrix. Then by [1,2], we have that B is a nonsingular H-matrix.
Then there exists a diagonal matrix X1 with positive diagonal entries such that BX1
is a strictly diagonally dominant matrix, but A(XX1) = BX1 and (XX1) is a diag-
onal matrix with positive diagonal entries again. We obtain that A is a nonsingular
H-matrix. 
Definition 2 [3]. A = (aij ) ∈ Mn(C) is called a diagonally dominant matrix with
nonzero elements chain if |aii |  i (A)(∀i ∈ N), at least one strict inequality holds
and for every i with |aii | = i (A) there exists a nonzero elements chain aij1aj1j2 · · ·
ajk−1jk /= 0 such that |ajkjk | > jk (A).
It is well known that a diagonally dominant matrix with nonzero elements chain
is a nonsingular H-matrix [2,3].
Lemma 1. Let A be a matrix whose diagonal entries are nonzero, α = {i|i ∈ N,
i (A) > 0}, A(α) be the sub-matrix of A whose rows and columns are indexed by
α. Then A is a nonsingular H-matrix iff A(α) is a nonsingular H-matrix.
Proof. Suppose A(α) is a nonsingular H-matrix. If α = N , then A = A(α) is a
nonsingular H-matrix.
If α /= N , we can assume that A is a matrix of the form(
A(α) A12
O D
)
,
where D is a diagonal matrix with nonzero diagonal entries. Then for every p ∈ α
there exists positive number xp such that
xi |aii | >
∑
j∈α, /=i
xj |aij | ∀i ∈ α. (5)
(5) implies that there exists a natural number ki such that
xi |aii | >
∑
j∈α, /=i
xj |aij | + 1
ki
∑
j∈N,/∈α
|aij | ∀i ∈ α.
Let k = maxi∈α{ki}, then
xi |aii | >
∑
j∈α, /=i
xj |aij | + 1
ki
∑
j∈N,/∈α
|aij | 
∑
j∈α, /=i
xj |aij | + 1
k
∑
j∈N,/∈α
|aij |.
Construct X = diag(y1, y2, . . . , yn), where
yi =
{
xi, i ∈ α,
1
k
, i /∈ α.
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Obviously yi /= +∞, then X is a diagonal matrix with positive diagonal entries and
AX ∈ D, which having proved that A is a nonsingular H-matrix.
Suppose A is a nonsingular H-matrix, then there exist positive numbers x1,
x2, . . . , xn such that ∀i ∈ N , xi |aii | >∑j /=i xj |aij |, therefore ∀i ∈ α,
xi |aii | >
∑
j /=i
xj |aij | 
∑
j∈α, /=i
xj |aij |,
which having proved that A(α) is a nonsingular H-matrix. 
Let
J1 =
i ∈ N1 : |aii | > i (A)|aii |
 ∑
t∈N1, /=i
|att |
t (A)
|ait | +
∑
t∈N2
t (A)
|att | |ait |
 ,
J2 =
i ∈ N2 : |aii | > |aii |i (A)
∑
t∈N1
|att |
t (A)
|ait | +
∑
t∈N2, /=i
t (A)
|att | |ait |
 .
Theorem 3. Let A = (aij ) ∈ Mn(C). If
|aii |  i (A)|aii |
 ∑
t∈N1, /=i
|att |
t (A)
|ait | +
∑
t∈N2
t (A)
|att | |ait |
 (∀i ∈ N1),
J1 ∪ J2 /= . And if ∀i ∈ [N1 − J1] ∪ [N2 − J2], there exists a nonzero elements
chain aij1aj1j2 . . . ajk−1k /= 0 such that k ∈ J1 ∪ J2, then A is a nonsingular
H-matrix.
Proof. By Lemma 1, we can assume that i (A) > 0 (∀i ∈ N). Construct X =
diag(x1, x2, . . . , xn), where
xi =
{ |aii |
i (A)
, i ∈ N1,
i (A)|aii | , i ∈ N2,
Obviously xi /= +∞, then X is a diagonal matrix with positive diagonal entries.
Let B = (bij ) = AX, then bij = xjaij ∀i, j ∈ N .
∀i ∈ N1: i (B) =
∑
t∈N1, /=i
|att |
t (A)
|ait | +
∑
t∈N2
t (A)
|att | |ait | 
|aii |
i (A)
|aii | = |bii |.
∀j ∈ N2: Since 0 < |att |
t (A)
 1 ∀t ∈ N1 and 0 < t (A)|att | < 1 ∀t ∈ N2,
then
j (A) −
∑
t∈N1
|att |
t (A)
|ajt | −
∑
t∈N2, /=j
t (A)
|att | |ajt |  0.
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Therefore,
|bjj | − j (B) = xj |ajj | −
∑
t∈N1
xj |ajt | −
∑
t∈N2, /=j
xj |ajt |
= j (A)|ajj | |ajj | −
∑
t∈N1
|att |
t (A)
|ajt | −
∑
t∈N2, /=j
t (A)
|att | |ajt |
=j (A) −
∑
t∈N1
|att |
t (A)
|ajt | −
∑
t∈N2, /=j
t (A)
|att | |ajt |
 0,
i.e., |bjj |  j (B) ∀j ∈ N2.
On the other hand, J1 ∪ J2 /= , then there exists at least one k ∈ N1 ∪ N2 such
that |bkk| > k(B). If |bii | = i (B), then i ∈ [N1 − J1] ∪ [N2 − J2], and by the
assumption, we know that there exists a nonzero elements chain of A, aij1aj1j2 . . .
ajk−1k /= 0 such that k ∈ J1 ∪ J2, then there exists a nonzero elements chain of B,
bij1bj1j2 . . . bjk−1k /= 0 such that k ∈ J1 ∪ J2 satisfying |bkk| > k(B). This means
that B is a nonsingular H-matrix. And similar to the proof of Theorem 2, we obtain
that A is a nonsingular H-matrix. 
Theorem 4. Let A = (aij ) ∈ Mn(C). If ∀j ∈ N2, ∀t ∈ N1, ajt = 0 and
|aii | > i (A)|aii |
∑
t∈N1, /=i
|att |
|t (A)| |ait |, i ∈ N1, (6)
then A is a nonsingular H-matrix.
Proof. By (6), ∀i ∈ N1, there exists positive numbers ki > 0 such that
|aii |
i (A)
|aii | >
∑
t∈N1,t /=i
|att |
t (A)
|ait | + 1
ki
∑
t∈N2
t (A)
|att | |ait |.
Let K = maxi∈N1 ki , then
Ri ≡ 1∑
t∈N2 |ait |
 |aii |
i (A)
|aii | −
∑
t∈N1, /=i
|att |
t (A)
|ait | − 1
K
∑
t∈N2
t (A)
|att | |ait |

> 0 ∀i ∈ N1. (7)
Then there exists a positive number ε > 0 such that
0 < ε < min
i∈N1
Ri. (8)
Construct X = diag(x1, x2, . . . , xn), where
xi =
{ |aii |
i (A)
, i ∈ N1,
ε + i (A)
K|aii | , i ∈ N2.
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Since ε /= +∞, then xi /= +∞ and X is a diagonal matrix with positive diagonal en-
tries. Let B = (bij ) = AX, where bij = xjaij ∀i, j ∈ N . By the same prove method
as that in Theorem 1, one can obtain that B ∈ D. Thus A ∈ D˜. 
Remark 1. For a matrix A of the form
(
A11 A12
0 A22
)N1
N2
, if A11 satisfies |aii | >
i (A)|aii |
∑
t∈N1, /=i
|att ||t (A)| |ait |, no matter how large the elements of A12 are, A is a
nonsingular H-matrix.
Lemma 2 [4]. Let A = (aij ) ∈ Mn(C) and P be a permutation matrix. Then A is a
nonsingular H-matrix if and only if P TAP is a nonsingular H-matrix.
Theorem 5. If A = (aij ) ∈ Mn(C) is a nonsingular H-matrix, then there exists at
least one i ∈ N1 such that
|aii | > i (A)|aii |
∑
t∈N1, /=i
|att |
|t (A)| |ait |. (9)
Proof. If
|aii |  i (A)|aii |
∑
t∈N1, /=i
|att |
|t (A)| |ait | ∀i ∈ N1. (10)
Construct X = diag(x1, x2, . . . , xn), where
xi =
{ |aii |
i (A)
, i ∈ N1,
1, i ∈ N2.
Obviously, xi /= +∞ and X is a diagonal matrix with positive diagonal entries. Let
B = (bij ) = AX, where bij = xjaij ∀i, j ∈ N . Then by (10), we know ∀i ∈ N1,
|bii | ∑t∈N1, /=i |bit |. On the other hand, since A is a nonsingular H-matrix, similar
to the proof of Theorem 2, we obtain that B is a nonsingular H-matrix. Let P be a
permutation matrix such that
P TBP =
(
B11 B12
B21 B22
)N1
N2
.
By Lemma 2, we know that
(
B11 B12
B21 B22
)N1
N2
is a nonsingular H-matrix, then(
B11 0
B21 B22
)N1
N2
is a nonsingular H-matrix. Therefore B11 is a nonsingular
H-matrix. This contradicts |bii | ∑t∈N1, /=i |bit | = i (B11) ∀i ∈ N1. 
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3. An example
Example. Let
A =

3 0 4 2
100 99 1 1
1 1 100 1
1 1 1 100
 ,
N1 = {1, 2}, N2 = {3, 4}, 1(A) = 6, 2(A) = 102, 3(A) = 3, 4(A) = 3. Since
|a11| = 3 > 36100 =
6
3
(
99
102
× 0 + 3
100
× 4 + 3
100
× 2
)
= 1(A)|a11|
[ |a22|
2(A)
|a12| + 3(A)|a33| |a13| +
4(A)
|a44| |a14|
]
,
|a22| = 99 > 10299 ×
5006
100
= 102
99
(
3
6
× 100 + 3
100
× 1 + 3
100
× 1
)
= 2(A)|a22|
[ |a11|
1(A)
|a21| + 3(A)|a33| |a23| +
4(A)
|a44| |a24|
]
,
we know that A satisfies the conditions of Theorem 1, so A is a nonsingular H-matrix.
But |a22| = 99 < 100 < |a21| + 3(A)|a33| |a23| +
4(A)|a44| |a24|, so A does not satisfy
the corresponding conditions of the theorem in [4].
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