Abstract. Motivated by a recent method of Freund [3], who introduced a quasi-minimal residual (QMR) version of the CGS algorithm, we propose a QMR variant of the Bi-CGSTAB algorithm of van der Vorst, which we call QMRCGSTAB for solving nonsymmetric linear systems. The motivation for both QMR variants is to obtain smoother convergence behavior of the underlying method. We illustrate this by numerical experiments, which also show that for problems on which Bi-CGSTAB performs better than CGS, the same advantage carries over to QMRCGSTAB.
Introduction.
In this note we propose a variation of the Bi-CGSTAB algorithm of van der Vorst [18] for solving the linear system Ax = b; (1) where A is a nonsymmetric sparse matrix of order n.
Various attempts have been made in the last forty years to extend the highly successful conjugate gradient (CG) algorithm to the nonsymmetric case [4] . One such natural extension is what is currently called the Bi-Conjugate Gradient algorithm (BCG) [9] [1] Although BCG is still quite competitive today, it also has several well-known drawbacks. Among these are (1) the need for matrix-vector multiplications with A T (which can be inconvenient as well as doubling the number of matrix-vector multiplications compared to CG for each increase in the degree of the underlying Krylov subspace), (2) the possibility of breakdowns and (3) erratic convergence behavior.
Dept. of Math., Univ. of Calif. Los Angeles, Los Angeles, CA 90024. E-mail: chan@math.ucla.edu. Partially supported by the Dept. of Energy grant DE-FG03-87ER25037, the Office of Naval Research grant N00014-90-J-1695, the National Science Foundation grants ASC90-03002 and ASC92-01266 and the Army Research Office grant DAAL03-91-G-150. Many recently proposed methods can be viewed as improvements over some of these drawbacks of BCG. The most notable of these is the ingenious conjugate gradients-squared method (CGS) proposed by Sonneveld [14] , which cures the first drawback mentioned above by computing the square of the BCG polynomial without requiring A T . Hence when BCG converges, CGS is an attractive, faster converging alternative. However, this relation between the residual polynomials also causes CGS to behave even more erratically than BCG, particularly in near-breakdown situations for BCG [8] [18] . These observations led van der Vorst [18] to introduce Bi-CGSTAB, a more smoothly converging variant of CGS. The main idea is to form a product of the BCG polynomial with another, locally defined polynomial. The Bi-CGSTAB method was further refined by Gutknecht [7] to handle complex matrices and also lead to better convergence for the case of complex eigenvalues. Nevertheless, although the Bi-CGSTAB algorithms were found to perform very well compared to CGS in many situations, there are cases where convergence is still quite erratic (see, for example, Section 4 and [12] ).
In a recent paper [3] , Freund proposed a new version of CGS, called TFQMR, which "quasi-minimizes" ( [6] ) the residual in the space spanned by the vectors generated by the CGS iteration. Numerical experiments show that TFQMR in most cases retains the good convergence features of CGS while correcting its erratic behavior. The transpose free nature of TFQMR, its low computational cost and its smooth convergence behavior make it an attractive alternative to CGS. On the other hand, since the square of the residual polynomial for BCG is still in the space being quasi-minimized, in many practical examples CGS and TFQMR converge in about the same number of steps. We note however that in contrast to CGS, the asymptotic behavior of TFQMR has been analyzed [2] . It is also well-known that the CGS residual polynomial can be quite polluted by round-off error [16] . One possible remedy would be to combine TFQMR with a look-ahead Lanczos technique as was done for the original QMR method [5] . In this paper, we take an alternative approach by deriving quasi-minimum residual extensions to Bi-CGSTAB. We call the basic method QMRCGSTAB and illustrate its smoothed convergence by means of numerical experiments.
It may appear redundant to combine the local minimization in Bi-CGSTAB with a global quasi-minimization. However, our view is that the local minimization is secondary in nature and is only used as a way of generating residual polynomials in the appropriate Krylov subspace over which the residual is being quasi-minimized. In fact, this view allows us some flexibility in modifying the local minimization step in Bi-CGSTAB which leads to other quasi-minimal residual variants. Although we use extensively notation introduced in [18] for algorithm Bi-CGSTAB, for the sake of brevity we refer to that paper for a description of the method.
2. The QMRCGSTAB Algorithm. The algorithm proposed in this paper is inspired by TFQMR in that it applies the quasi-minimization principle to the Bi-CGSTAB method, in the same way that TFQMR is derived from CGS. During each step of Bi-CGSTAB, the following vector relations hold: s i = r i?1 ? i Ap i ; r i = s i ? ! i As i ; (2) where i is the same as the analogous coefficient in BCG and ! i is chosen by a local steepest descent principle. Note that x i is completely determined by i and ! i . Instead, our algorithm or, using matrix notation,
where E k+1 is a (k +1) k bidiagonal matrix with diagonal elements ?1 j and lower diagonal elements ? ?1 j . It can easily be checked that the degree of the polynomials corresponding to the vectors r i ; s i and p i are 2i; 2i ? 1 and 2i ? 2 respectively. Therefore, span
where K k is the Krylov subspace of degree k generated by r 0 . The main idea in QMRCGSTAB is to look for an approximation to the solution of Eq. (1), using the Krylov subspace K k?1 , in the form
Hence, we may write the residual r k = b ? Ax k as r k = r 0 ? AY k g k = r 0 ? W k+1 E k+1 g k :
Using the fact that the first vector of W k+1 is indeed r 0 , it follows that
where e 1 is the first vector of the canonical basis. Since the columns of W k+1 are not normalized, it was suggested in [3] to use a (k + 1) (k + 1) scaling matrix k+1 =diag( 1 ; ::; k+1 ), with i = kw i k, in order to make the columns of W k+1 to be of unit norm. Then
with H k+1 = k+1 E k+1 .
The quasi-minimal residual approach consists of the minimization of k 1 e 1 ?H k+1 gk for some g 2 R k . In Section 3 we will introduce a variant of QMRCGSTAB which generates W k+1 with pairwise orthogonal columns.
The least squares minimization of k 1 e 1 ? H k+1 gk is solved using QR decomposition of H k+1 . This is done in an incremental manner by means of Givens rotations. Since H k+1 is lower bidiagonal, only the rotation of the previous step is needed. We refer to [3] for a detailed description of the QR decomposition procedure.
The pseudocode for the QMRCGSTAB algorithm is as follows, in which the Givens rotations used in the QR decomposition are written out explicitly: 
To check the convergence the estimate kr k k p k + 1j j was used, wherer k denotes the QMRCGSTAB residual at step k [3] .
Note that the cost per iteration is slightly higher than for Bi-CGSTAB, since two additional inner products are needed to compute the elements of k+1 . A more detailed discussion on computational costs is given in Section 4.
Some Variants of QMRCGSTAB.
The use of quasi-minimization in the "product algorithms" (such as CGS and Bi-CGSTAB) introduces some flexibility. For example, the underlying product algorithm need not be constrained to generate a residual polynomial that has small norm since, presumably the quasi-minimization step will handle that. Instead, the basic iteration can be viewed as only generating a set of vectors spanning the Krylov subspace over which the quasi-minimization is applied. This leads us to several variants of QMRCGSTAB which we will briefly describe. Note however that only one of these variants will be used in the numerical experiments.
We make two observations on the QMRCGSTAB method:
1. It is not crucial that the steepest descent step reduces the norm of the residual as long as it increases the degree of the Krylov subspace associated with W k+1 . 2. If W k+1 were orthogonal, then quasi-minimization becomes true minimization of the residual.
Therefore, it is natural to choose ! i to make W k+1 "more orthogonal". For example, one can choose ! i to make r i orthogonal to s i and W k pairwise orthogonal. This leads to the formula: matrices with large imaginary parts, Gutknecht [7] observed that Bi-CGSTAB does not perform well because the steepest descent polynomials have only real roots and thus cannot be expected to approximate the spectrum well. In principle, it is possible to derive a quasi-minimal residual version of Gutknecht's variant of Bi-CGSTAB, but we shall not pursue that here.
Numerical experiments.
We next compare the performance of the QMRCGSTAB variants with that of Bi-CGSTAB, TFQMR, and CGS. Table 1 shows the cost per step of the methods under discussion, excluding the cost for computing the residual norm which is the same for all methods. In the sequel we present experiments to show that QMRCGSTAB indeed achieves a smoothing of the residual compared to Bi-CGSTAB. Note however that, because the Bi-CGSTAB method already improves the erratic residual convergence of BCG, the effect of QMRCGSTAB is not as impressive as the one of TFQMR on the residual of CGS.
Unless stated otherwise, in all examples, the right hand side b was generated as a random vector with values distributed uniformly in (0; 1), and the starting vector x 0 was taken to be zero. All matrices arising from a partial differential operator were obtained using centered, second order finite differences. The methods were compared on the basis of the number of iterations necessary to achieve relative residual kr k k kr 0 k < 10 ?8 with r k = b ? Ax k being the true residual. Hence, the figures were built with the abscissae representing the number of iterations and the ordinates representing kr k k kr 0 k graded with a logarithmic scale.
Experiments were conducted using a Beta test version of Matlab 4.0 [10] running on a Sun Sparc workstation. Example 1. This example was taken from [14] and corresponds to the discretization of the convection-diffusion operator L(u) = ?"4u + cos( )u x + sin( )u y (5) on the unit square with homogeneous Dirichlet conditions on the boundary and parameters " = 0:1 and = ?30 , using 40 grid points per direction, yielding a matrix of order n = 1600. Fig. 1 shows the convergence histories, from which we can see the smoothing effect of quasiminimization on the CGS and Bi-CGSTAB residuals. We see that Bi-CGSTAB and its smoothed counterparts converge slightly faster than CGS and TFQMR, with QMRCGSTAB2 showing the best performance by a small margin. (5) Example 2. This example was taken from [17] and corresponds to the discretization of ? (Du x ) x ? (Du y ) y = 1 (6) on the unit square with homogeneous boundary conditions. We used a coarser grid than the one considered in [17] , that is 50 grid points per direction yielding a matrix of order n = 2500. Parameter D takes the value D = 10 5 in 0 x; y 0:75, D = 0:1 in 0:75 < x; y 1, and D = 1 everywhere else. Left diagonal preconditioning was applied. In [17] , this matrix was used to illustrate the better convergence of Bi-CGSTAB over CGS. We see from Fig. 2 that this advantage carries over to the smoothed versions. Furthermore, even though the matrix is symmetric positive definite and hence CG is applicable, as shown in Fig. 2 the method stagnates. This is due to the fact that for this operator, the computed direction vectors of conjugate gradients methods rapidly lose orthogonality [16] . We note that in order to make cost comparisons meaningful, the CG curve was plotted so that each "iteration" corresponds to two true CG iterations, i.e. two matrix-vector multiplications. Example 4. Figure 4 shows the results of a 3-dimensional version of Example 3 without preconditioning:
L(u) = ?4u + (xu x + yu y + zu z ) + u (8) on the unit cube where = ?100, and = 50 for a 15 15 15 grid, yielding a matrix of order n = 3375.
We note that in this example the improvement caused by Bi-CGSTAB over CGS and TFQMR is impressive. Therefore it is not surprising that there is only little additional improvement brought by the variants proposed in this paper. We note that for this operator, the use of centered differences and large values of are unfavorable for Bi-CGSTAB-type methods, since the resulting matrices would have pronounced skew-symmetric component, and eigenvalues with large imaginary parts [7] ; different discretization methods would be more attractive [13] .
Example 5. The next example illustrates how all methods can be affected by the conditioning of the generated polynomial. Matrix A is a modification of an example presented in [11] ,
i.e., A is an n n block diagonal matrix with 2 2 blocks and n = 40. Each entry of Table 2 shows (i) the number of correct digits, d, in the relative residual obtained after running each algorithm until the relative residual dropped below 10 ?8 but without exceeding 20 matrix vector multiplications, and (ii) in parentheses, the number of matrix vector multiplications, mv, that is a number, not greater than 20, needed to achieve a relative residual of 10 ?d .
In exact arithmetic, finite termination occurs after the second BCG polynomial ' 2 is computed in both the CGS and Bi-CGSTAB algorithms. We see from Table 2 that all methods behave equally well for = 1:0. As decreases, round-off error causes CGS and TFQMR, which are based on squaring, to fail or not to converge within the expected time. Furthermore, both CGS and TFQMR lose about twice as many digits as Bi-CGSTAB and its quasi-minimal variants. We also mark the instances of the quasi-minimal variants whose residuals stagnate before the maximum number of iterations has been reached. We note that although the example is contrived, it does justify the implementation of a QMRCGSTAB-type method.
We finally observe that experiments using several of the methods discussed herein, albeit using another naming convention, were presented in [15] .
Conclusions and future work.
We have derived two QMR variants of Bi-CGSTAB. Our motivation for these methods was to inherit any potential improvements on performance Bi-CGSTAB offers over CGS, while at the same time provide a smoother convergence behavior. We have shown numerically that this is indeed true for many realistic problems. Although in their present form, the two proposed methods still suffer from some numerical problems, they have many desirable properties: they are transpose-free, they use short recurrences, they make efficient use of matrix-vector multiplications and demonstrate smooth convergence behavior.
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