Applying feed-forward neural networks has been limited due to the use of conventional gradientbased slow learning algorithms in training and iterative determination of network parameters. This paper demonstrates a method that partly overcomes these problems by using an extreme learning machine (ELM) which predicts the hydrological time-series very quickly. ELMs, also called singlehidden layer feed-forward neural networks (SLFNs), are able to well generalize the performance for extremely complex problems. ELM randomly chooses a single hidden layer and analytically determines the weights to predict the output. The ELM method was applied to predict hydrological flow series for the Tryggevaelde Catchment, Denmark and for the Mississippi River at Vicksburg, USA.
INTRODUCTION
The application of data-driven modelling approaches including artificial neural networks (ANN) and support vector machines (SVM) has been widespread in the water resource engineering field, especially for predicting hydrological timeseries. This is because they can establish complex non-linear relationships between input and output variables (Tokar & Johnson ) . The main advantage of these techniques is that they do not require information about the complex nature of the underlying hydrological process. When datadriven modeling is applied, input variables including precipitation, lagged precipitation, and lagged discharges are neuro-fuzzy inference system (ANFIS) and ANN were applied by Tingsanchali & Quang () 
EXTREME LEARNING MACHINE (ELM)
ELM is an emerging learning technique that provides efficient unified solutions to generalized feed-forward network with hidden neurons generated randomly. ELM, a biologically inspired neural network, chooses input weights randomly and analytically determines the output weights.
Here, the input weights and biases are not tuned and the hidden layer output matrix remains unchanged. This means that ELM hidden node parameters are independent between the hidden layer and the training data. It generates the hidden node parameters without depending on training data.
The advantages of ELM are: (1) faster learning speed than conventional methods; (2) learns without iteration;
(3) better generalization performance; (4) automatically determines all the network parameters analytically; (5) 
where a i is the weight vector connecting the i th hidden node and the input variables and b i is the bias of the i th hidden node, L is random hidden nodes; β i is the weight connecting the hidden node and the output node and g(x) is an activation function (e.g., sigmoidal function: g(x) ¼ 1=(1 þ exp( À x));
x ∈ R n and a i ∈ R n ).
When the difference between the target (t j ) and the
This means:
Equation (3) can be written as:
where H is called hidden layer output matrix of SLFNs. For the fixed input weight and input biases, training of SLFN finds a least squares solutionβ of the above equation. Nxm k is the number of targets.
Equations (4) or (5) is solved using the smallest norm least-squares solution method, where: 
APPLICATION
In this study ELM was applied to estimate the catchment runoff (one-step-ahead prediction) using the past and current information of hydrological flow as input data.
Mathematically, the relationship can be expressed as:
if past historical flow series is considered.
Or,
if past historical flow and flow difference data series are considered.
Or, dQ tþΔt ¼ f(dQ t , dQ tÀΔt , . . . ::dQ tÀmΔt )
if past historical flow difference series is considered.
In Equations (7)- (9), Q is the flow (m 3 /s), dQ tþΔt is error predictor, dQ t ¼ Q tþΔt À Q t , m represents how far back the recorded data of the time-series affects the flow prediction and Δt is time interval.
Once the error predictor is determined from the model in Equation (9), the predicted flow is estimated as:
The performance of trained ELM was evaluated with standard goodness-of-fit measures such as root mean square error (RMSE) and normalized root mean square error (NRMSE).
The RMSE and NRMSE are defined as:
where ( iteration was required and produced better results ( Table 2 ).
The ELMIII model improved the prediction accuracy in terms of RMSE by 24% over the standard chaotic approach, 7% over the inverse approach and 4% over the EC-SVM(Q).
ELMI performed similarly.
MISSISSIPPI RIVER AT VICKSBURG FLOW
A similar approach was also applied to predict flows in the Mississippi River at Vicksburg, and used the same daily flows This is because no additional iteration is required in ELM whereas other techniques require thousands of iterations to predict the same flow time-series although most do so with less accuracy. Such runs typically have a much longer processing time. Importantly, this processing time will significantly increase for more complex scenarios where many more iterations are required to obtain an optimal solution. This longer processing time may be a limiting factor for real-time application. ELM's fast learning capability show that the prediction accuracies of ELM are similar or better than ANN and other previously published techniques.
The real strength of ELM is the short computational runtime to reach solutions comparable with other techniques including EC-SVM. This is because ELM does not require iteration whereas other techniques (e.g., EC-SVM) may require thousands of iterations to predict the same flow time-series and yet with less accuracy. Such runs typically take a much longer processing time. ELM's fast learning capability from a training data set means that it would be more suitable for online and real-time applications where quick processing is important or vital. 
