A new presentation of the conjugate direction algorithm  by Laurent-Gengoux, Pascal & Trystram, Denis
Journal of Computational and Applied Mathematics 32 (1990) 417-422 
North-Holland 
417 
Letter Section 
A new presentation of the conjugate 
direction algorithm 
Pascal LAURENT-GENGOUX 
Dkpartement Maths et Informatique, Ecole Centrale Paris, Grande Voie des Vignes, 92295 ChZtenay-Malabry Cedex, 
France 
Denis TRY STRAM 
Laboratoire L.M.C., TIM3 IMAG-INPG, 46 avenue Fklix- Viallet, 38031 Grenoble Cedex, France 
Received 6 June 1989 
Revised 13 March 1990 
Abstract: The purpose of this paper is to show the equivalence between the well-known conjugate direction method 
and a direct algorithm introduced by Huard (1979) as a variant of the Gaussian elimination for solving linear systems. 
Keywords: Linear systems, positive definite matrix, Cholesky factorization, conjugate direction algorithm, conjugate 
gradient, direct methods, iterative methods. 
1. Introduction 
Gaussian elimination is the most widely used algorithm to solve dense linear systems. It 
consists of two distinct steps: triangularizing the matrix and solving a triangular system. An 
alternative method is to condense these two steps into one by diagonalizing the matrix, usually 
via the Jordan method. The method introduced by Huard [8] can be viewed as a variant of 
Gaussian elimination. Triangularization and resolution are computed at the same time, leading 
to the diagonalization of the matrix with the same number of floating-point operations as for 
Gaussian elimination. Another way to solve linear symmetric positive definite systems is to use 
efficient iterative algorithms based on the conjugate direction method. In this paper we prove the 
equivalence between the direct Huard method and the conjugate direction method. Recent works 
include extensions of Huard’s method ([7] for the stability analysis and [3] for the implementa- 
tion on new parallel architectures). 
Note that some links can be made between this paper and the well-known presentation of the 
conjugate gradient method [6], namely its interpretation as a special case of a general method 
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including Gaussian elimination. But according to the authors, “ this result has no practical value”. 
However, we show a more precise result: the identity step-by-step of one of the various 
presentations of the conjugate direction method and Huard’s method. 
2. Presentation of the basic algorithms 
Let us assume we want to solve the linear system Ax = b, where A is a n x n symmetric 
positive definite matrix. 
2.1. Huard’s method 
The Jordan method consists of performing successive eliminations to transform the initial 
system into a diagonal one after n steps (column after column, as depicted in Fig. 1). 
Through a matricial approach, it is easy to prove that the diagonal matrix obtained at the end 
of Huard’s method is the same as the one obtained with Jordan’s [2], but the ordering of the 
computations is different: at each step k, the first k - 1 elements of both row k and column k 
are cancelled. The algorithm is given as follows: 
Dok=lton 
(* cancelling part of row k up to the main diagonal *) 
Doi=ltok-1 
Do j=k ton+1 
akj = akj - ski * aij 
( * updating row k * ) 
c = l/a,, 
Doj=kton+l 
akj = akj * c 
( * cancelling part of column k up to the main diagonal * ) 
Doi=ltok-1 
Doj=k+lton+l 
aij = ai, - aik * akl 
In order to simplify the presentation, vector b is considered as the (n + 1)th column of the 
matrix A. Figure 2 shows the k th step. 
Fig. 1. Principle of Jordan’s diagonalization. Fig. 2. Principle of Huard’s method. 
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The total amount of floating-point operations required for this method is asymptotically :n’ 
multiplications and the same amount of additions (the same as for Gaussian elimination and 
twice less than for Jordan). 
2.2. Conjugate direction method 
The basic idea of this method, described in [5,9], is to consider the solution of the system 
Ax = b as the calculation of the minimum of the quadratic function defined by 
F(x) = :(A& x) - (b, x), 
where ( - , - ) denotes the canonical inner product in IF! ‘. It consists of performing iteratively the 
vector xk by the relation 
+i = Xk - pkdk, 
where the parameter Pk realizes the minimum of F in the direction dk. 
These directions are chosen 2 by 2 conjugate (i.e., orthogonal in the meaning of the inner 
product defined by the matrix A: (Ad’, dj) = 0 for i #j). In this case, the point xk is at each 
step the minimum of F in the subspace spanned by [x0 + d’, x0 + d2, . . ., x0 + dk]. This 
iterative method converges in less than n steps when A is symmetric positive definite [1,9]. In the 
following we consider the case where the directions are built on the canonical basis ( ek)k= i,. ,,, ,,. 
The algorithm is described informally as follows: 
Dok=lton 
dk = Cfl;c;di - ek 
where cF= (Aek, d’)/(Ad’, d’) 
pk = ( Axk - b, dk)/(Adk, dk) 
X 
k+l = Xk 
- Pkdk 
This algorithm can be presented in another form more convenient for computation. At the k th 
step we calculate the contribution of dk to all the d’ for i > k. 
Let w,h = Cf:%,‘d i for k > 1 ( wi = 0) and w k = wt = dk + ek. This leads to the following 
modified form of the previous algorithm: 
Dok=lton 
dk = ,,,k _ ek 
c = l/(Adk, dk) 
Doj=k+lton 
~k+l= $ + (A&, dk) * c * dk 
pk =’ ( Axk - b, dk) * c 
X 
k+l = Xk 
- pk * dk 
Wk+l = 
W&Z 
3. Equivalence 
3. I. Global approach 
Huard’s method an be viewed as an iterative method. We can remark first that at the kth step, 
only the (k - 1) first components of vector b are modified. Let E, be the subspace of vectors 
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Fig. 3. Detail of step k. 
with null (n - k + 1) last components. We defined w“ (respectively xk) as the vector of R” 
obtained at the k th step by setting the last (n - k + 1) elements to zero in the k th column of the 
matrix (respectively in vector b, with the convention x1 = 0). 
The vector w,“ of Ek is defined as the first (k - 1) components of column j (for j 2 k). Figure 
3 picks out the state of the matrix before the kth step of Huard’s method. 
We will describe now how xk+’ can be calculated from x“. This last vector is the solution of 
the reduced system A“xk = bk (where Ak is the part of the initial matrix containing the first k 
rows and columns), and therefore can be considered as the minimum of F in Ek. Thus, this 
vector xk is also equal to the one obtained after k steps in the conjugate direction method. 
3.2. Iterative presentation of Huard’s method 
With the help of the above notations, the kth step of Huard’s method can be rewritten as 
follows: 
(1) 
(2) 
(3) 
(4) 
(5) 
(6) 
( * cancelling part of row k up to the main diagonal * ) 
( * updating the kth component of vector b * ) 
b,= (b, ekj - (Aek, x”) 
Doj=k to n 
a,; = akJ - (Aek, w;) 
(* normalization of row k *) 
c = l/a,, 
b, = b, * c 
Doj=k+lton 
akj = ski * c 
(* cancelling part of column k up to the main diagonal *) 
xk=xk+b *wk 
Doj=k+;ton 
wJ+ = w,! + akj * w k 
( * updating vectors xk and w,! * ) 
xk+l=xk_b ek 
Doj=k+l;b*n 
Wk+l= w! - a 
Wk+4 _ k+{ 
* ek 
k/ 
- wk+l 
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3.3. Verification of the equivalence 
First remark that 
(A&, d-‘) = 0 for j < k = (Adk, dk) = - (Adk, ek). 
By using these relations with only slight modifications of the basic expressions, we transform 
each elementary step of the previous algorithm so as to get the conjugate direction algorithm: 
(1) b,= (Axk - b, e”) 
Do j=k to n 
(2) ak, = ( Aek, wj” - :I) 
c = l/( Aek, wk - e”) 
(3) b, = b, * C 
Doj=k+lton 
(4) akj = akj * c 
(5) Xk+’ = Xk + bk *(Wk - ek) 
Doj=k+lton 
(6) wjk+* =w,k+akj*(wk-ek) 
W 
k+l _ 
- wkk+‘l’ 
This algorithm is the same as the one of Section 2.2 after the substitution of b, for pk and 
Wk - ek for dk. 
4. Concluding remarks 
We have shown another way to describe the iterative conjugate direction algorithm (more 
precisely, this algorithm can be presented as the direct Huard algorithm). The well-known 
conjugate direction method enables an easier theoretical analysis (convergence, stability [7]) than 
Huard’s form, but this presentation is more convenient, computationally, than the usual one. It 
allows, for instance, an optimal parallelization [3] that we cannot obtain from the conjugate 
direction form. 
We can conclude by noting that for the tridiagonal systems with a right-hand side equal to the 
basis vector e’, the vector xk if computed by the conjugate gradient method or by Huard’s is 
exactly the same. 
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