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Kurzzusammenfassung
Faltungscodes dienen dem Schutz vor Fehlern bei der Übertragung von Daten. Ein Verfahren zur
Decodierung von Faltungscodes ist der Viterbi Algorithmus, der aus einem empfangenen, codierten
Datenblock die Daten ermittelt, die der Sender mit höchster Wahrscheinlichkeit gesendet hat. Auf
dem Viterbi Algorithmus basieren die List Viterbi Algorithmen, die nicht nur die wahrscheinlichste
Lösung, sondern eine Liste der n wahrscheinlichsten Lösungen (Pfade) finden.
Im ersten Teil der Arbeit werden die aus der Literatur bekannten List Viterbi Algorithmen be-
schrieben, analysiert und hinsichtlich ihrer Komplexität verglichen. Es wird außerdem eine spezielle
Implementation des Tree Trellis Algorithmus vorgeschlagen, durch die eine Komplexitätsreduzie-
rung von quadratischer auf lineare Zeitkomplexität möglich ist.
Der zweite Teil der Arbeit betrachtet die Anwendung von Faltungscodes auf die Bildübertra-
gung. Es wird gezeigt, daß die durch die Reduzierung der Zeitkomplexität mögliche Erhöhung der
Anzahl der bei der Decodierung betrachteten Pfade die Ergebnisse eines bestehenden Verfahrens zur
Bildübertragung signifikant verbessert.
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Kapitel 1
Einleitung
Die digitale Datenübertragung ist aus der heutigen Zeit nicht mehr wegzudenken. In so gut wie allen
Lebensbereichen, in Forschung und Wissenschaft, Wirtschaft und Industrie aber auch bei Sport und
Freizeitaktivitäten besteht ein grundlegendes Bedürfnis, Nachrichten von einem Ort zum anderen zu
übermitteln. Beispiele dafür sind vielfältig, wie etwa die Übertragung von Meßwerten und Bildern
einer Raumsonde zur Erde, das Ferngespräch über das Mobiltelefon oder auch das immer mehr
Verbreitung findende digitale Fernsehen, um nur einige zu nennen.
Alle diese Beispiele haben eines gemein: Die übertragene Information ist auf ihrem Weg vom
Sender zum Empfänger Störungen ausgesetzt, die sie verändern können. Solche Störungen können
auf vielfältige Weise entstehen und sind praktisch nie ganz auszuschließen. Bei drahtloser Übertra-
gung können Störungen durch andere Sender (die durchaus auch natürlichen Ursprungs sein können,
wie etwa die Sonnenaktivität) oder durch Bewegung des Empfängers gegenüber dem Sender (Dopp-
lereffekt) hervorgerufen werden. Aber auch die leitungsgebundene Übertragung ist Störungen ausge-
setzt, beispielsweise durch Induktion von Spannungen durch benachbarte Kabel. Alle diese Beispiele
zeigen, daß die zu übertragenden Daten vor Veränderungen geschützt werden müssen.
Um diesen Schutz zu erreichen, können die Daten vor der Übertragung codiert werden. Dabei
bringt man sie in eine Form, die dem Empfänger zumindest das Erkennen und idealerweise auch das
korrigieren von bei der Übertragung entstandenen Fehlern ermöglicht, und aus der der Empfänger
die ursprünglichen Daten wieder zurückgewinnen kann (eine genauere Definition des Codierungsbe-
griffs wird in Abschnitt 3.1 angegeben).
Codes, die lediglich der Erkennung von Fehlern dienen, werden als fehlererkennende Codes be-
zeichnet. Eine spezielle und die in der Praxis am häufigsten eingesetzte Art fehlererkennender Codes
sind die CRC-Codes, die in Abschnitt 3.2 behandelt werden. Eine gute Beschreibung der CRC-Co-
dierung findet sich auch in [1]. Codes, die (unter bestimmten Voraussetzungen) die Korrektur von
Fehlern erlauben, nennt man fehlerkorrigierende Codes. Die in Abschnitt 3.3 und auch in [2] be-
schriebenen Faltungscodes sind ein oft verwendeter und leistungsfähiger Vertreter dieser Kategorie.
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den List Viterbi Algorithmen [3]. Diese Algorithmen liefern dem Empfänger für eine empfangene
Nachricht eine Liste der vom Sender am wahrscheinlichsten gesendeten Nachrichten. Die aus der
Literatur bekannten List Viterbi Algorithmen werden detailliert beschrieben und hinsichtlich ihrer
Komplexität verglichen. Bei der zur Verifizierung durchgeführten Nachimplementierung aller be-
schriebenen Algorithmen hat sich die Idee zu einer neuen, effizienteren Variante des Tree Trellis
Algorithmus [4] entwickelt, die in Abschnitt 4.3.6 beschrieben und analysiert wird. Mit dieser Vari-
ante des Tree Trellis Algorithmus ist im Gegensatz zu allen anderen hier beschriebenen List Viterbi
Algorithmen die Lösung des Problems in linearer Zeit möglich.
Kapitel 5 beschäftigt sich schließlich mit der Anwendung fehlererkennender und -korrigierender
Codes auf den speziellen Fall der Bildübertragung. Aufgrund der mit der Bildübertragung verbunde-
nen großen Datenmenge werden Bilder komprimiert. Leistungsfähige Kompressionsverfahren, wie
etwa SPIHT [5], reagieren besonders empfindlich auf Übertragungsfehler. Schon kleine Verände-
rungen der übertragenen Daten können das Bild nach der Dekompression bis zur Unkenntlichkeit
verzerren.
In Abbildung 1.1 sind die Auswirkungen von Übertragungsfehlern auf ein mit dem SPIHT-Co-
dierer komprimiertes Bild dargestellt. Die Daten wurden mit verschiedenen Bitfehlerwahrschein-
lichkeiten (BER) über einen Binary Symmetric Channel (siehe dazu Abschnitt 2.1) übertragen. Die
Abweichung des dargestellen Bildes vom Originalbild ist als PSNR angegeben, eine genaue Defini-
tion für diesen Wert findet sich in Abschnitt 5.2. Kurz gesagt bedeutet ein höherer PSNR-Wert eine
geringere Abweichung vom Originalbild.
Im günstigsten Fall läßt sich aus den Daten wieder ein Bild mit den dargestellten Verfälschungen
rekonstruieren. Im Normalfall wird aber die Dekompression so stark gestört, daß sie abgebrochen
werden muß und überhaupt kein Bild (bzw. nur ein komplett schwarzes Bild) rekonstruiert werden
kann.
In Kapitel 5 wird das Verfahren von Sherwood und Zeger [6] zum Schutz vor Übertragungsfeh-
lern bei der Bildübertragung beschrieben und analysiert. Es zeigt sich, daß unter Anwendung der in
Abschnitt 4.3.6 vorgestellten Variante des Tree Trellis Algorithmus und Steigerung der Suchtiefe die
Qualität eines übertragenen Bildes bei gleicher Bitrate und nur geringem Mehrbedarf an Rechenzeit
signifikant verbessert werden kann.
7BER = 0, PSNR = 39.88 dB BER = 10−4, PSNR = 23.04 dB
BER = 10−3, PSNR = 18.98 dB BER = 10−2, PSNR = 12.85 dB
Abbildung 1.1: Einfluß von Übertragungsfehlern auf den SPIHT-Codierer (Bild Lena, 512x512, 1.0
bpp, ohne arithmetische Codierung)
Kapitel 2
Kanaltypen
Bei der Übertragung von Information über einen Kanal treten in der Praxis verschiedene Störun-
gen auf. Je nach Art der Störung unterscheidet man verschiedene Kanaltypen. Zunächst kann man
zwischen gedächtnisbehafteten und gedächtnislosen Kanälen unterscheiden. Im Unterschied zu den
gedächtnisbehafteten Kanälen ist bei den gedächtnislosen Kanälen die Wahrscheinlichkeit für ein
fehlerhaft empfangenes Symbol von den anderen Symbolen unabhängig [2].
Eine weitere Unterscheidung ist zwischen diskreten und kontinuierlichen Kanälen zu treffen [7].
Diese beiden Kanaltypen unterscheiden sich im Kanalalphabet. Das Kanalalphabet ist die Menge von
Symbolen, die über den Kanal übertragen werden können. Während das Kanalalphabet bei diskreten
Kanälen eine endliche Menge ist, haben kontinuierliche Kanäle ein unendliches Kanalalphabet, das
in den meisten Fällen der Menge der reellen Zahlen oder einem reellen Intervall entspricht.
2.1 Binärer symmetrischer Kanal
Die symmetrischen Kanäle bilden eine Untermenge der gedächtnislosen Kanäle. Sie haben die Ei-
genschaft, daß für alle Symbole i und j aus dem Kanalalphabet die Wahrscheinlichkeit, ein als i
gesendetes Symbol als j zu empfangen, gleich der Wahrscheinlichkeit ist, ein als j gesendetes Sym-
bol als i zu empfangen.
Ein häufig verwendetes Kanalmodell und zugleich der einfachste symmetrische Kanal ist der
binäre symmetrische Kanal (Binary Symmetric Channel, BSC) (Abbildung 2.1). Der binäre symme-
trische Kanal ist ein diskreter Kanal, dessen Kanalalphabet das Binäralphabet {0, 1} ist.
Die Kenngröße für einen binären symmetrischen Kanal ist die BitfehlerwahrscheinlichkeitBER.
Sie gibt an, mit welcher Wahrscheinlichkeit ein als 0 gesendetes Symbol vom Empfänger als 1 oder
ein als 1 gesendetes Symbol als 0 empfangen wird, also kurz die Wahrscheinlichkeit für ein fehlerhaft
empfangenes Symbol [2].
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0
1
0
11−BER
1−BER
BER
BER
Abbildung 2.1: Binärer Symmetrischer Kanal
2.2 AWGN-Kanal
AWGN steht für Additive White Gaussian Noise. Es handelt sich um einen Kanal, bei dem die
Symbole von einem weißen Rauschen überlagert sind. Im Gegensatz zum binären symmetrischen
Kanal ist der AWGN-Kanal ein kontinuierlicher Kanal. Das Kanalalphabet umfaßt hier die Menge
der reellen Zahlen. Abbildung 2.2 zeigt die schematische Darstellung eines AWGN-Kanals.
Wenn S(t) das vom Sender zum Zeitpunkt t übertragene Symbol, N(t) der Wert des Rauschens
zum Zeitpunkt t und R(T ) das vom Empfänger zum Zeitpunkt t empfangene Symbol sind, läßt sich
der AWGN-Kanal auch als
R(t) = S(t) +N(t)
darstellen [7].
Die Kenngröße für einen AWGN-Kanal ist der Signal-Rausch-Abstand (signal to noise ratio,
SNR), der das Verhältnis der Energie der übertragenen Symbole zur Energie des Rauschens angibt.
Für den Fall der binären Übertragung, wobei der Sender nur zwei verschiedene Symbole sendet, die
jeweils den Wert eines Bits angeben, wird dieser Wert alsEb/N0 angegeben. Dabei istEb die Energie
pro Symbol (Bit) und N0 die Energie des ein Symbol überlagernden Rauschens [8].
Es existieren noch eine Reihe weiterer Kanaltypen, die jedoch in dieser Arbeit keine Rolle spielen
und auf die deshalb auch nicht weiter eingegangen wird.
EmpfängerSender
Rauschen
+
Abbildung 2.2: AWGN-Kanal
Kapitel 3
Fehlererkennende und -korrigierende
Codes
3.1 Der Codierungsbegriff
Bevor die einzelnen Verfahren und Codes zur Fehlererkennung und -korrektur genauer betrachtet
werden, muß zunächst der Begriff der Codierung festgelegt werden. In [9] wird dafür diese Definition
angegeben:
Definition 3.1 Seien A+ und B+ die Mengen aller nicht leeren Wörter über den Alphabeten A und
B. Eine Codierung ist eine Abbildung c : A+ → B+, die jedem Wort w ∈ A+ ein Codewort v ∈ B+
zuordnet. Die Menge aller Codeworte nennt man Code.
Die hier beschriebenen Codier- und Decodierverfahren arbeiten alle mit Blöcken einer vorgege-
benen Länge, die als Ganzes codiert oder decodiert werden. Diese Blöcke sind eine Sequenz von
Symbolen aus einem Alphabet, das von der Art des Blocks abhängig ist und werden im Folgenden
als Datenblöcke bezeichnet. Datenblöcke, die codiert werden, bestehen aus binären Daten und ih-
re Symbole gehören demzufolge zum Binäralphabet {0, 1}. Auch die von allen hier beschriebenen
Codierverfahren ausgegebenen Datenblöcke bestehen aus Symbolen des Binäralphabets.
Bei der Decodierung werden auch nicht-binäre Datenblöcke verwendet, was in Abschnitt 4.1
genauer beschrieben ist.
3.2 Das CRC-Verfahren
Die Grundlage für das CRC-Verfahren (CRC steht für Cyclic Redundancy Check, siehe dazu auch
[1]) sind binäre, zyklische Block-Codes. Zyklische Codes haben die Eigenschaft, daß die zyklische
Verschiebung eines beliebigen Codeworts wieder ein Codewort ergibt. Bei einer zyklischen Ver-
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f 0 1
0 0 1
1 1 0
fp 0 1
0 0 0
1 0 1
Abbildung 3.1: Verknüpfungen der Modulo-2-Arithmetik
schiebung werden die an einem Ende herausgeschobenen Symbole am anderen Ende wieder hinein-
geschoben.
Das CRC-Verfahren dient ausschließlich der Fehlererkennung. Es berechnet für einen zu über-
tragenden Datenblock eine Reihe von Prüfbits, anhand derer der Empfänger feststellen kann, ob er
den Datenblock fehlerfrei empfangen hat.
3.2.1 Modulo-2-Arithmetik
Die Berechnung der Prüfbits erfolgt mittels der Modulo-2-Arithmetik. Sie definiert zwei Verknüp-
fungen f und fp über dem Binäralphabet. Diese Verknüpfungen sind analog der Addition und Mul-
tiplikation einstelliger Binärzahlen definiert (siehe Verknüpfungstafeln in Abbildung 3.1) und wer-
den Modulo-2-Addition und Modulo-2-Multiplikation genannt. Da für mehrstellige Binärzahlen kein
Übertrag berücksichtigt wird, entspricht die Modulo-2-Addition f einer XOR-Verknüpfung und die
Modulo-2-Multiplikation fp einer AND-Verknüpfung.
Theorem 3.1 Die Binärzahlen mit den Verknüpfungen f und fp bilden einen Körper.
Beweis: Die Erfüllung der Bedingungen für einen Körper läßt sich leicht mit Hilfe von Wertetabellen
überprüfen.
Zur Beschreibung des CRC-Verfahrens bietet es sich an, sowohl den Datenblock als auch die
dafür berechneten Prüfbits als Polynom über dem Körper der Binärzahlen mit den Verknüpfungenf und fp zu betrachten, da die CRC-Codierung einer Polynomdivision in diesem Körper ent-
spricht. Ein Datenblock bestehend aus den Bits a1, a2, . . . , an entspricht dann dem Polynom a(x) =
a1 fp xn−1 fa2 fp xn−2 f . . . fan−1 fp x fan.
3.2.2 CRC-Codierung
Zur CRC-Codierung wird neben dem Polynom der zu codierenden Daten noch ein weiteres Polynom,
das Generatorpolynom g(x) = g1 fp xl−1 fg2 fp xl−2 f . . . fgl−1 fp x fgl, benötigt. Die CRC-Co-
dierung läuft dann wie folgt ab:
1. Das Polynom der zu codierenden Daten wird mit xl−1 multipliziert, was dem Anhängen von
l − 1 Nullbits an den Datenblock entspricht, b(x) = a(x) fp xl−1.
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2. Das Ergebnis wird durch das Generatorpolynom geteilt, so daß
b(x) = q(x) fp g(x) fr(x) gilt.
3. Der Rest r(x) wird zu b(x) addiert und das Ergebnis c(x) = b(x) fr(x) ist das Codewort.
Aus den Regeln der Polynomdivision folgt, daß ein Generatorpolynom vom Grad l einen anzu-
hängenden Rest vom Grad l ergibt, damit bestimmt der Grad des Generatorpolynoms die Anzahl der
für den Datenblock generierten Prüfbits.
Folgendes Beispiel zeigt den genauen Ablauf der CRC-Codierung: Der Datenblock 10110 soll
mit dem Generatorpolynom x2 f1 codiert werden. Die Polynomdivision läßt sich am einfachsten als
binäre Division mit Modulo-2-Arithmetik durchführen. Dabei werden die Koeffizienten der Polyno-
me aneinandergehangen, so daß sie eine Binärzahl ergeben. Das Polynom des Datenblocks entspricht
dann nach Multiplikation mit x2 der Binärzahl 1011000, das Generatorpolynom entspricht der Bin-
ärzahl 101. Die Division mit Modulo-2-Arithmetik sieht dann wie folgt aus:
1011000 : 101 = 10010
101
001
000
010
000
100
101
010
000
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Am Ende bleibt der Rest 10 übrig, der zu 1011000 addiert das Codewort 1011010 ergibt. Weitere
Details zur Polynomdivision finden sich auch in [13].
3.2.3 CRC-Prüfung
Die CRC-Prüfung stellt fest, ob ein empfangener Datenblock ein gültiges Codewort ist. Ist das nicht
der Fall, dann wurde mit Sicherheit ein fehlerhafter Datenblock empfangen. Umgekehrt kann aller-
dings nicht geschlossen werden, daß ein gültiges Codewort einem mit Sicherheit fehlerfrei empfange-
nen Datenblock entspricht, da auch zufällig wieder ein gültiges Codewort durch den Fehler erzeugt
werden könnte. Die Wahrscheinlichkeit für solche unerkannten Fehler ist vom Generatorpolynom
abhängig, wobei mit längeren Generatorpolynomen niedrigere Wahrscheinlichkeiten für unerkannte
Fehler erreicht werden können.
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Um die CRC-Prüfung durchzuführen, wird das dem empfangenen Datenblock entsprechende
Polynom wieder durch das Generatorpolynom geteilt. Entsteht dabei ein Rest ungleich Null, dann
wurde ein fehlerhafter Datenblock empfangen. Ist der Rest gleich Null, so handelt es sich beim
empfangenen Datenblock um ein gültiges Codewort, wie folgende Rechnung zeigt:
c(x) = b(x) fr(x) = q(x) fp g(x) fr(x) fr(x)︸ ︷︷ ︸
=0
= q(x) fp g(x)
Als Beispiel für die CRC-Prüfung diene das im Beispiel der CRC-Codierung erhaltene Codewort
1011010. Die Division mit Modulo-2-Arithmetik verläuft dann folgendermaßen:
1011010 : 101 = 10010
101
001
000
010
000
101
101
000
000
Wie zu erwarten war, bleibt ein Rest von 0, da das Codewort nicht verändert wurde. Damit hat die
CRC-Prüfung 1011010 als gültiges Codewort erkannt.
Mit dem CRC-Verfahren und einem Generatorpolynom vom Grad l lassen sich alle Fehler mit
einer ungeraden Anzahl von fehlerhaften Bits sowie Bündelfehler mit einer maximalen Länge von l
Bits erkennen (bei einem Bündelfehler ist mindestens das erste und das letzte Bit fehlerhaft, die Bits
dazwischen müssen nicht fehlerhaft sein), wie in [1] gezeigt wird. Andere Fehler werden nicht mit
Sicherheit erkannt, jedoch ist die Wahrscheinlichkeit für unerkannte Fehler bei geeigneter Wahl des
Generatorpolynoms sehr gering.
Das Auffinden guter Generatorpolynome ist keine triviale Aufgabe, es existieren jedoch eine
Reihe von Standard-Generatorpolynomen mit sehr guten Fehlererkennungseigenschaften. In Tabelle
3.1 sind die wichtigsten Generatorpolynome aufgeführt.
3.3 Faltungscodes
3.3.1 Allgemeiner Aufbau des Codierers
In Abbildung 3.2 ist zur Verdeutlichung der Funktionsweise von Faltungscodierern das Schaltbild
eines einfachen Codierers dargestellt. Das am Eingang anliegende Datenbit wird an die beiden Aus-
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Name (definiert in) Generatorpolynom
CRC-CCITT (CCITT-X.25, [1]) x16 fx12 fx5 f1
CRC-16 (IBM-SDLC, [1]) x16 fx15 fx2 f1
CRC-24
(OpenPGP, [14])
x24 fx23 fx18 fx17 fx14 fx11 fx10 fx7 fx6 f
x5 fx4 fx3 fx f1
CRC-32
(IEEE 802.3 (Ethernet), [15])
x32 fx26 fx23 fx22 fx16 fx12 fx11 fx10 fx8 f
x7 fx5 fx4 fx2 fx f1
Tabelle 3.1: Standard CRC-Generatorpolynome
gänge weitergegeben und dabei mit dem Inhalt des Zwischenspeichers XOR-verknüpft. Der Zwi-
schenspeicher entspricht einem Schieberegister, das die beiden vorangegangenen Datenbits enthält.
Hinter den beiden Ausgängen befindet sich ein Multiplexer, der die codierten Bits, die im Folgen-
den als Codebits bezeichnet werden, wieder zu einem Bitstrom zusammenfaßt. Dabei müssen immer
beide Codebits eines Datenbits in den Ausgangsbitstrom gelangen, die Bitrate wird also verdoppelt.
Faltungscodierer sind nicht auf einen Eingang und zwei Ausgänge beschränkt. Es können im
Prinzip beliebig viele Eingänge und Ausgänge verwendet werden. Dasselbe gilt auch für die Anzahl
der Schieberegisterstufen. Damit der Code decodierbar ist, müssen aber immer mehr Ausgänge als
Eingänge vorhanden sein.
Faltungscodes sind durch eine Reihe von Eigenschaften gekennzeichnet. Die im Folgenden ein-
geführten Begriffe orientieren sich an der in [2] verwendeten Terminologie.
Eingangsrahmen: Alle Bits, die in einem Zeitschritt in den Codierer aufgenommen werden, bilden
einen Eingangsrahmen.
Ausgangsrahmen: Alle Bits, die in einem Zeitschritt vom Codierer ausgegeben werden, bilden
einen Ausgangsrahmen.
Eingangsrahmenlänge k0: die Anzahl der Bits, die pro Zeitschritt in den Codierer aufgenommen
z
−1−1
z DatenCode
Abbildung 3.2: Faltungscodierer
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werden
Ausgangsrahmenlänge n0: die Anzahl der Bits, die pro Zeitschritt vom Codierer ausgegeben wer-
den
Speicherordnung m: maximale Anzahl der Schieberegisterstufen auf dem Weg von einem Eingang
zu einem Ausgang
Faltungscodes mit diesen Eigenschaften werden als (n0, k0,m) Codes bezeichnet. Häufig wird
auch die Coderate n0/k0 zur Bezeichnung eines Codes verwendet. Bei dem in Abbildung 3.2 ge-
zeigten Beispiel handelt es sich um einen (2, 1, 2) Code mit Coderate 1/2.
In der Praxis arbeitet man meistens mit initialisierten und terminierten Codierern. Das bedeutet,
daß zu Beginn des Codierungsvorgangs alle Schieberegisterstufen Nullen enthalten (Initialisierung)
und der Codierer sich demzufolge im Nullzustand befindet. Am Ende des Codierungsvorgangs hängt
man eine Folge von m Nullen an die zu codierenden Datenbits an (Terminierung). Dadurch wird
sichergestellt, daß sich der Codierer wieder im Nullzustand befindet. Dieses Vorgehen hat eine Reihe
von Vorteilen für den Decodierungsprozess, wie sich in Kapitel 4 noch zeigen wird.
3.3.2 Generator-Polynome
Um einen konkreten Code zu beschreiben, reicht die Angabe von n0, k0 und m nicht aus. Hierfür
werden Generator-Polynome verwendet. Das Beispiel aus Abbildung 3.2 hat die Generator-Polyno-
me
g(1)(X) = X2 +X + 1
g(2)(X) = X2 + 1.
Jedes Polynom beschreibt das Verhalten eines Ausgangs des Codierers. Xn steht für das Ein-
gangsbit, das n Zeitschritte lang gespeichert wurde. Die Addition ist, da es sich um Einzelbitope-
rationen handelt, als Modulo-2-Addition (siehe dazu Abschnitt 3.2.1) zu verstehen. Für Codes mit
k0 > 1 muß jede Eingang-Ausgang-Kombination mit einem Polynom beschrieben werden. Zur Be-
schreibung eines (n0, k0,m) Codes benötigt man also n0k0 Generator-Polynome.
Als verkürzende Schreibweise werden die Generator-Polynome häufig auch einfach als Tupel
von Binärzahlen angegeben. Ein Bit mit dem Wert 1 an Stelle n bedeutet, daß der Term Xn im
Polynom vorhanden ist. Bei einem Bit mit dem Wert 0 fehlt dieser Term. Die Angabe dieser Zahlen in
oktaler oder hexadezimaler Form ist ebenso gebräuchlich. Für obiges Beispiel wären die Generator-
Polynome als (111,101) oder (7,5) anzugeben.
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1/11
0/110/01
1/01
0/101/001/10 0/00
01
11 00
10
Abbildung 3.3: Übergangsgraph
3.3.3 Übergangsgraph
Ein Faltungscodierer mit Speicherordnung m kann 2m verschiedene Zustände z0, . . . , z2m−1 ein-
nehmen. Der Codierer befindet sich im Zustand zi, wenn der als Binärzahl interpretierte Inhalt seiner
Schieberegisterstufen gleich i ist. Ein Übergangsgraph stellt die möglichen Zustandsübergänge zu-
sammen mit den zugehörigen Ein- und Ausgangsrahmen dar.
In Abbildung 3.3 ist der Übergangsgraph für den Codierer aus Abbildung 3.2 dargestellt. Die
Knoten des Graphen repräsentieren den Inhalt der Schieberegisterstufen. Die gerichteten Kanten
geben die möglichen Übergänge zwischen zwei Zuständen an. Wenn eine Kante von Zustand z1
nach Zustand z2 führt, dann ist ein Zustandsübergang (z1 → z2) von z1 nach z2 möglich. An den
Kanten sind die Ein- und Ausgangsrahmen angegeben, die diesem Zustandsübergang entsprechen.
3.3.4 Katastrophale Codes
Bestimmte Faltungscodes haben eine Eigenschaft, die man als lawinenartige Fehlerfortpflanzung
bezeichnet. Den Übergangsgraph eines solchen Codes zeigt Abbildung 3.4. Wenn man den Zustand
11 betrachtet, dann erkennt man einen Zustandsübergang mit dem Ausgangsrahmen 00, der direkt zu
Zustand 11 zurück führt. Das hat für das Verhalten des Codes gravierende Auswirkungen.
Wenn sich der Codierer im Zustand 11 befindet und sich die Folge der Eingangsrahmen mit
1 1 1 1 . . . fortsetzt, dann werden die Ausgangsrahmen 00 00 00 00 . . . ausgegeben. Dieselben Aus-
gangsrahmen würden aber auch ausgegeben werden, wenn sich der Codierer im Zustand 00 befände
und die Eingangsrahmen 0 0 0 0 . . . codiert würden. Das bedeutet für die Decodierung des Codes,
das für dieselbe unendliche Codefolge 00 00 . . . zwei verschiedene unendliche Folgen von Anfangs-
daten möglich sind (abhängig vom Zustand des Codierers). Der Übergang von Zustand 00 nach
Zustand 11 benötigt aber nur eine endliche Codefolge, nämlich 11 01. Wenn diese Codefolge durch
einen Übertragungsfehler entsteht, dann ruft dieser endliche Übertragungsfehler einen unendlichen
Decodierungsfehler hervor.
Codes mit dieser Eigenschaft werden auch katastrophale Codes genannt und sind für die prak-
tische Anwendung ungeeignet. Sie sind jedoch leicht zu erkennen, weil die Übergangsgraphen aller
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1/11
0/010/11
1/01
0/101/101/00 0/00
01
11 00
10
Abbildung 3.4: Übergangsgraph eines katastrophalen Codes
dieser Codes einen Zustandsübergang enthalten, der nur aus Nullen bestehende Ausgangsrahmen
erzeugt und direkt wieder zum selben Zustand zurück führt, der nicht der Nullzustand ist.
3.3.5 Punktierte Faltungscodes
Einfache Faltungscodes erlauben nur eine relativ grobe Auswahl der Coderate. Zwar kann man im
Prinzip Codes jeder Rate n0/k0 finden, aber der Aufwand für das Auffinden guter Codes, besonders
solcher mit vielen Generator-Polynomen, ist recht hoch, wie in Abschnitt 4.4 noch genauer erläutert
wird.
Eine weitere Möglichkeit zur Beeinflussung der Coderate ist das sogenannte Punktieren, das
gezielte Weglassen von Codebits bei der Übertragung nach einem periodischen Muster. Welche Bits
weggelassen werden, wird durch die Punktierungstabelle A des Codierers bestimmt. Dabei handelt
es sich um eine binäre n0 × P Matrix, P ist die Periodenlänge der Punktierung. Ist Aij = 1, dann
wird das Bit am Ausgang i der Eingangsrahmen nP + j, n ∈ N übertragen, ansonsten nicht. Mit
k =
n0∑
i=1
P∑
j=1
aij
als Anzahl der gesetzten Bits in der Punktierungstabelle und R0 als Coderate des nicht punktierten
Basiscodes ergibt sich
R =
k
n0P
R0
für die Coderate des punktierten Codes.
3.3.6 Ratenkompatible punktierte Faltungscodes
Eine besondere Form der punktierten Faltungscodes sind die ratenkompatiblen punktierten Faltungs-
codes, die auch als RCPC-Codes (RCPC-Code steht für Rate Compatible Punctured Convolutional
Code) bezeichnet werden. Sie wurden 1988 von Hagenauer [12] eingeführt. Eine Familie von RCPC-
Codes ist eine endliche Folge von punktierten Faltungscodes, die alle denselben Basiscode mit Co-
derate R0 = 1/N haben und sich nur in den Punktierungstabellen unterscheiden. Für die Folge der
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Code z−1 z−1 Daten
1 0 0 1
1 1 1 0
Abbildung 3.5: Codierer für einen punktierten Faltungscode
Punktierungstabellen, A(l), l = 1, . . . , (N − 1)P , muß das sogenannte Ratenkompatibilitätskriteri-
um
Aij(l0) = 1→ Aij(l) = 1 für l ≥ l0 ≥ 1
oder äquivalent
Aij(l0) = 0→ Aij(l) = 0 für l ≤ l0 < (N − 1)P
gelten.
Das bedeutet, daß alle Codebits, die bei der Punktierungstabelle A(l0) punktiert (weggelassen)
werden, auch bei allen vorangegangenen Punktierungstabellen A(l), l < l0 punktiert werden, und
daß die Coderate mit wachsendem l abnimmt. Genauer gesagt kommt bei jeder Punktierungstabelle
genau ein gesetztes Bit hinzu, das in allen vorangegangenen Punktierungstabellen nicht gesetzt war.
Die Punktierungstabelle für die höchste Coderate, A(1), hat genau P + 1 gesetzte Bits. Bei der
Punktierungstabelle für die niedrigste Coderate, die mit der des Basiscodes übereinstimmt, sind alle
Bits gesetzt. Damit ergibt sich für die Coderaten
Rl =
P
P + l
, l = 1, . . . , (N − 1)P
Durch das Ratenkompatibilitätskriterium ergibt sich ein Vorteil bei der praktischen Anwendung
von RCPC-Codes im Vergleich zur Verwendung einfacher punktierter Faltungscodes. In einem RCPC-
Code mit einer bestimmten Coderate sind nämlich die RCPC-Codes aller höheren Coderaten dersel-
ben Familie vollständig enthalten. Das bedeutet, daß beim Umschalten auf eine niedrigere Coderate,
weil etwa ein bei der momentanen Coderate unkorrigierbarer Übertragungsfehler aufgetreten ist, nur
die neu hinzugekommenen Codebits übertragen werden müssen. Das kann leicht dadurch erreicht
werden, daß für die Punktierungstabelle das Ergebnis einer XOR-Verknüpfung der Punktierungs-
tabellen für die alte und die neue Coderate verwendet wird. Im Gegensatz dazu müßten mit nicht
ratenkompatiblen Codes alle Codebits erneut übertragen werden.
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3.3.7 Katastrophale punktierte Codes
Das Erkennen von katastrophalen punktierten Codes ist nicht ganz so einfach wie bei nicht punktier-
ten Codes. Auch hier ist der Auslöser einer lawinenartigen Fehlerfortpflanzung wieder eine Schleife
im Übergangsgraph, deren Codebits nur aus Nullen besteht und die nicht nur den Nullzustand ent-
hält. Durch die Punktierung ist es aber möglich, daß so eine Schleife nicht nur einen Zustand enthält,
zudem sie direkt zurückführt, sondern sie kann über mehrere andere Zustände verlaufen, bevor sie
wieder den Anfangszustand erreicht.
Außerdem muß berücksichtigt werden, daß durch die Punktierung dieselbe Folge von Datenbits
maximal P verschiedene Folgen von Codebits erzeugen kann, abhängig davon, welche Spalte der
Punktierungstabelle zu Beginn der Folge wirksam war.
Ich habe den Test auf katastrophale punktierte Codes mit einer rekursiven Baumsuche realisiert.
Für alle Zustände außer dem Nullzustand und für alle zyklischen Verschiebungen der Punktierungs-
tabelle wird dabei folgender Algorithmus ausgeführt:
1. Der aktuelle Zustand wird markiert.
2. Von aktuellen Zustand ausgehend werden alle möglichen Folgezustände und die zugehörigen
Codebits bestimmt.
3. Für alle Zustandsübergänge, deren Codebits nicht nur aus Nullen bestehen, wird die Rekursion
beendet.
4. Für alle anderen Zustandsübergänge wird geprüft, ob der Folgezustand bereits markiert ist.
Wenn das der Fall ist, dann wurde eine Schleife mit nur aus Nullen bestehenden Codebits
gefunden und der Code ist katastrophal, ansonsten wird für den Folgezustand wieder 1.-4.
ausgeführt.
Dieser Test auf katastrophale punktierte Codes wird in Abschnitt 4.5 zur Punktierungsoptimie-
rung benötigt, damit zum einen kein katastrophaler Code Ergebnis der Optimierung ist, und weil
außerdem der Algorithmus zur Bestimmung des Distanzspektrums (siehe dazu Abschnitt 4.4) bei
katastrophalen Codes zu einer Endlosschleife führen kann.
Kapitel 4
Decodierung von Faltungscodes
4.1 Hard- und Soft-Decision-Decodierung
An der Datenübertragung ist meistens ein Übertragungsmedium beteiligt, das die Daten in einer Form
transportiert, die nicht direkt von einem Computer verarbeitet werden kann. So werden beispielswei-
se bei der drahtlosen Übertragung elektromagnetische Wellen verwendet, die vor der elektronischen
Weiterverarbeitung erst durch eine Antenne in elektrische Spannungsimpulse umgewandelt werden
müssen. Auch bei drahtgebundener Übertragung ist oft erst eine Umwandlung der Spannungspegel
notwendig.
Solche Umwandlungen können nun prinzipiell auf zwei verschiedene Weisen erfolgen. Im ersten
Fall wird direkt bei der Umwandlung der Wert eines empfangenen Bits festgelegt, etwa durch ein
Schwellwertverfahren. Diese Methode wird als Hard-Decision-Decodierung bezeichnet.
Im anderen Fall wird bei der Umwandlung nicht direkt der Wert des empfangenen Bits festgelegt,
sondern es wird ein Zahlenwert aus einer endlichen Menge möglicher Werte ermittelt, aus dem man
die Wahrscheinlichkeit ableiten kann, mit der das Bit als 0 oder als 1 gesendet wurde. Die Decodier-
Algorithmen arbeiten dann mit diesen Zahlenwerten. Diese Methode nennt man Soft-Decision-De-
codierung. Sie wird meistens durch einen A/D-Wandler realisiert, wobei der Zahlenwert der Ausgabe
des A/D-Wandlers entspricht. Wenn der A/D-Wandler eine Genauigkeit von n Bits hat, dann spricht
man auch von n-Bit Soft-Decision-Decodierung.
Die Art der Decodierung bestimmt folglich auch das Alphabet A der vom Decodierer verarbei-
teten Datenblöcke. Wird Hard-Decision-Decodierung verwendet, sind die Symbole Bits, die dem
Binäralphabet {0, 1} angehören. Bei Soft-Decision-Decodierung ist das Alphabet die endliche Men-
ge der möglichen Zahlenwerte.
Wird als Modell für den Übertragungskanal der binäre symmetrische Kanal verwendet, so wird
dadurch auch die Verwendung von Hard-Decision-Decodierung impliziert, weil hier direkt mit den
Werten der übertragenen Bits gearbeitet wird und ihr Wert deshalb zu jeder Zeit genau festgelegt ist.
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11
10
01
00
Abbildung 4.1: Trellis-Diagramm
4.2 Maximum-Likelihood-Decodierung
Die Decodierung von Faltungscodes kann man sich am besten mit Hilfe eines Trellis-Diagramms
(wie in Abbildung 4.1) verdeutlichen. Es zeigt die möglichen Übergänge zwischen den Zuständen
des Codierers für alle vom Decodierer empfangenen Coderahmen.
Definition 4.1 (Coderahmen) Die Symbole x1, . . . , xr aus dem Alphabet A der vom Decodierer
verarbeiteten Datenblöcke, die pro Zeitschritt in den Decodierer aufgenommen werden, bilden einen
Coderahmen c = (x1, . . . , xr). Für einen Rate 1/r Faltungscode hat ein Coderahmen eine Länge
von r Symbolen.
Der Startzustand wird im Trellis-Diagramm in der linkesten und der Endzustand in der rechte-
sten Spalte dargestellt. Die Spalten dazwischen entsprechen dem Zustand nach dem Empfang des
jeweiligen Coderahmens. Ist ein Übergang zwischen zwei Zuständen möglich, werden diese beiden
Zustände mit einer Kante verbunden. Eine komplettes Codewort wird durch einen Pfad durch das
Trellis-Diagramm beschrieben.
Definition 4.2 (Pfad) Ein Pfad ist eine zusammenhängende Sequenz von Zustandsübergängen, die
in einem möglichen Startzustand beginnt, in einem möglichen Endzustand endet und genau l Zu-
standsübergänge enthält, wenn der empfangene Datenblock aus l Coderahmen besteht.
Eine einfache Möglichkeit zur Hard-Decision-Decodierung von Faltungscodes, wie sie auch in
[2] beschrieben wurde, besteht darin, den empfangenen binären Datenblock (der Datenblock muß
wegen möglicher Übertragungsfehler nicht unbedingt ein gültiges Codewort sein) mit jedem mögli-
chen Codewort gleicher Länge zu vergleichen. Das Codewort, das sich am wenigsten von dem emp-
fangenen Datenblock unterscheidet, entspricht dem Codewort, das mit der größten Wahrscheinlich-
keit vom Codierer erzeugt wurde. Diese Art der Decodierung wird deshalb Maximum-Likelihood-
Decodierung genannt.
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Eine vollständige Suche ist aber bei etwas längeren Datenblöcken sehr aufwendig und praktisch
nicht mehr durchführbar. Für einen uncodierten Datenblock von l Bits Länge ergeben sich 2l zu
untersuchende Codeworte.
Es gibt aber noch weitere Verfahren, die eine Maximum-Likelihood-Decodierung realisieren,
ohne dabei alle möglichen Codeworte zu durchsuchen. Eines davon ist der Viterbi Algorithmus, der
in Abschnitt 4.2.1 vorgestellt wird.
Zunächst sollen jedoch noch einige weitere Begriffe und Schreibweisen definiert werden, die für
die Beschreibung der verschiedenen Algorithmen benötigt werden.
Definition 4.3 (Metrik) Die Metrik M(x, y) ist eine Abbildung der Elemente x und y einer Menge
auf die reellen Zahlen. Dabei müssen folgende Bedingungen erfüllt sein:
1. M(x, y) =M(y, x)
2. M(x, y) = 0 genau dann wenn x = y
3. M(x, z) ≤M(x, y) +M(y, z)
Das ist die Definition einer Metrik im mathematischen Sinne, wie sie auch in [16] angegeben wird.
Aus dieser Definition folgt außerdem
M(x, y) ≥ 0 (4.1)
für alle x, y, denn 2M(x, y) =M(x, y) +M(y, x) ≥M(x, x) = 0.
Definition 4.4 (Hamming-Distanz) Zwei gleich lange, binäre Symbolfolgen c1 und c2 haben eine
Hamming-Distanz von H(c1, c2) = d, wenn sie sich an genau d Stellen voneinander unterscheiden.
Diese Definition der Hamming-Distanz entspricht der in [10] angegebenen Definition.
Theorem 4.1 Die Hamming-Distanz ist eine Metrik.
Beweis: H(c1, c2) = H(c2, c1) und H(c1, c2) = 0 genau dann wenn c1 = c2 sind klar.
Seien c1, c2 und c3 binäre Symbolfolgen, d(ci, cj) die Menge der Stellen, an denen sich ci und
cj unterscheiden und |d| die Anzahl der Elemente der Menge d. Dann ist H(ci, cj) = |d(ci, cj)|.
Weiterhin gilt d(c1, c3) = (d(c1, c2)∪ d(c2, c3)) \ (d(c1, c2)∩ d(c2, c3)), denn wenn sich c2 an einer
Stelle sowohl von c1 als auch von c3 unterscheidet, müssen c1 und c3 an dieser Stelle übereinstimmen.
Mit den Rechenregeln für Mengen folgt daraus:
H(c1, c3) = |d(c1, c3)|
= |(d(c1, c2) ∪ d(c2, c3)) \ (d(c1, c2) ∩ d(c2, c3))|
= |(d(c1, c2) ∪ d(c2, c3))|−|(d(c1, c2) ∩ d(c2, c3))|
= (|d(c1, c2)|+|d(c2, c3)|−|(d(c1, c2) ∩ d(c2, c3))|)−|(d(c1, c2) ∩ d(c2, c3))|
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= (|d(c1, c2)|+|d(c2, c3)|)− 2|(d(c1, c2) ∩ d(d2, c3))|︸ ︷︷ ︸
≥0
≤ |d(c1, c2)|+|d(c2, c3)|
= H(c1, c3) +H(c2, c3)
Die Hamming-Distanz wird deshalb auch als Hamming-Metrik bezeichnet. Nachfolgend werden
noch einige spezielle Metriken definiert. Die angegebenen Definitionen orientieren sich an [2].
Definition 4.5 (Symbolmetrik) Die Symbolmetrik M(x, y) ist eine Metrik zwischen einem Symbol
x aus dem Alphabet A der vom Decodierer verarbeiteten Datenblöcke und einem Symbol y aus dem
Binäralphabet {0, 1}.
Bei Verwendung von Hard-Decision-Decodierung wird als Symbolmetrik die Hamming-Metrik H
verwendet.
Definition 4.6 (Übergangsmetrik) Die Übergangsmetrik M(r(z1 → z2), c) eines Zustandsüber-
gangs (z1 → z2) und eines Coderahmens c = (x1, . . . , xr) ist die Summe der Symbolmetriken zwi-
schen dem Coderahmen c und dem Ausgangsrahmen r(z1 → z2) = (y1, . . . , yr), der vom Codierer
bei dem Zustandsübergang (z1 → z2) erzeugt wird:
M(r(z1 → z2), c) =
r∑
i=1
M(xi, yi)
Definition 4.7 (Pfadmetrik) Die Pfadmetrik M(p) eines Pfades p der Länge l ist die Summe der
Übergangsmetriken aller Zustandsübergänge (z(t−1)→ z(t)) des Pfades und der zu den Zeitpunk-
ten t, t = 1, . . . , l empfangenen Coderahmen c(t):
M(p) =
l∑
i=1
M(r(z(t− 1)→ z(t)), c(t))
Definition 4.8 (Bester Pfad) Gilt für einen Pfad p und alle anderen Pfade qi: M(p) ≤M(qi), dann
ist p ein bester Pfad.
4.2.1 Der Viterbi Algorithmus
Der Viterbi Algorithmus wurde 1967 von A. J. Viterbi entwickelt [11]. Er betrachtet nicht mehr alle
möglichen Pfade durch das Trellis-Diagramm. Stattdessen wird nur noch der in einem Knoten jeweils
beste Pfad weiterverfolgt und die anderen Pfade werden verworfen.
Der Viterbi Algorithmus arbeitet mit einer Reihe von Werten, die für jeden Zustand zi und jeden
Zeitpunkt t gespeichert werden müssen:
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M(zi(t)) : die Metrik des besten Pfades, der durch zi(t) verläuft
v(zi(t)): ein Zeiger auf den Zustand dieses Pfades zum Zeitpunkt t− 1
Im Einzelnen besteht der Viterbi Algorithmus aus folgenden Schritten:
Initialisierung:
1. Der Anfangszustand wird initialisiert. Wenn ein initialisierter Codierer verwendet wird, wird
M(z0(0)) = 0 und M(zi(0)) = +∞ für i 6= 0 gesetzt. Da in vielen Programmiersprachen die
Darstellung von +∞ problematisch sein dürfte, kann dafür auch eine Zahl verwendet werden,
die größer als alle möglichen Übergangsmetriken ist. Der Zweck dieser Initialisierung ist, daß
alle nicht verworfenen Pfade in z0 anfangen.
Bei einem nicht initialisierten Codierer kommen alle Zustände als Startzustand in Betracht,
deshalb wird in diesem Fall M(zi(0)) = 0 für alle i gesetzt.
2. Der Zeitpunkt wird initialisiert mit t = 1.
Vorwärts-Durchlauf:
1. Ein Coderahmen c wird empfangen und alle möglichen Übergangsmetriken
M(zj(t− 1)→ zi(t), c) werden berechnet.
2. Für jeden Zustand zi(t) werden folgende Schritte ausgeführt:
(a) Die jeweils für die beiden möglichen Vorgängerzustände zj(t−1) des aktuellen Zustands
zi(t) gespeicherte Metrik M(zj(t − 1)) wird zu der Metrik des zugehörigen Zustands-
übergangs M(zj(t− 1)→ zi(t), c) addiert.
(b) Die jeweils kleinere der beiden neuen Metriken wird für diesen Zustand gespeichert, also
M(zi(t)) = min{M(zj(t− 1)) +M(zj(t− 1)→ zi(t), c)}.
(c) Es wird ein Zeiger auf den Vorgängerzustand der unter (b) gespeicherten Metrik gespei-
chert, also v(zi(t)) = argj min{M(zj(t−1))+M(zj(t−1)→ zi(t), c)}. Es ist möglich,
daß v(zi(t)) nicht eindeutig bestimmt ist weil die Metrik für mehrere Zustandsübergänge
gleich ist. In diesem Fall muß man sich willkürlich für einen Vorgängerzustand entschei-
den.
3. Solange noch weitere Coderahmen zu empfangen sind, wird t im 1 erhöht und wieder zu 1
gesprungen.
Nachdem alle Coderahmen empfangen wurden, wird der Rückwärts-Durchlauf durchgeführt, um die
Daten des besten Pfades zu decodieren.
Rückwärts-Durchlauf:
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Abbildung 4.2: Viterbi Algorithmus
1. Der decodierte Datenblock ist leer und i wird mit dem Endzustand initialisiert. Wenn der Co-
dierer terminiert wurde, ist der Endzustand z0 und damit i = 0. Ansonsten wird als Endzustand
der Zustand mit der kleinsten gespeicherten Metrik gewählt, also i = argimin{M(zi(t))} ge-
wählt.
2. Über den gespeicherten Zeiger wird der Vorgängerzustand j bestimmt, j = v(zi(t)). Der
Eingangsrahmen, der vom Codierer beim Zustandsübergang zj → zi verarbeitet wird, wird
vorne an den decodierten Datenblock angefügt (der Datenblock wird von hinten nach vorne
decodiert).
3. Solange t > 1 ist, wird t = t− 1 und i = j gesetzt und wieder zu 2. gesprungen.
In Abbildung 4.2 ist ein Beispiel für den Viterbi Algorithmus anhand eines Trellis-Diagramms
dargestellt. Der Decodierer empfängt den Datenblock 11101001011100. Für diesen Datenblock wur-
den die Anfangsdaten 1011000 mit dem Codierer aus Abschnitt 3.3 codiert. Bei der Übertragung
wurde das fünfte Bit verändert (der originale Datenblock war 11100001011100).
Alle vom Decodierer gespeicherten Zeiger sind durch eine durchgezogene Kante dargestellt. Die
gestrichelten Kanten wurden willkürlich verworfen, weil an diesen Knoten keine eindeutige Ent-
scheidung möglich war. Die an den Knoten notierten Zahlen sind die jeweils für diesen Coderahmen
gespeicherten Metriken. Wie man sieht, ist der Endzustand mit der kleinsten Metrik der Null-Zu-
stand. Das muß natürlich auch so sein, weil der Codierer terminiert wurde.
Der hervorgehobene Pfad in Abbildung 4.2 ist der Pfad mit der kleinsten Metrik. Sie hat den Wert
1, woran man ablesen kann, das der empfangene Datenblock mindestens ein fehlerhaftes Bit enthielt.
Wenn man diesen Pfad zurückverfolgt, dann ergibt sich der decodierte Datenblock 1011000. Obwohl
der Decodierer einen fehlerhaften Datenblock empfangen hat, konnte der richtige Datenblock deco-
diert werden.
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Komplexität des Viterbi Algorithmus
Ein Faltungscodierer mit Speicherordnungm hat 2m Zustände. Die Anzahl der Operationen, die wäh-
rend des Vorwärts-Durchlaufs für einen Zustand durchgeführt werden (Berechnen der Übergangsme-
trik, Addition und Vergleich der Metriken des Vorgängerzustands), ist konstant. Damit ergibt sich für
den Vorwärts-Durchlauf für einen Datenblock mit einer Länge von l Coderahmen eine Zeitkomple-
xität von O(2ml).
Der Rückwärts-Durchlauf betrachtet nur einen Zustand für jeden Coderahmen, wobei pro Zu-
stand ebenfalls nur eine konstante Zahl von Operationen auszuführen ist. Der komplette Rückwärts-
Durchlauf hat damit eine Zeitkomplexität von O(l).
Für den gesamten Viterbi Algorithmus ergibt sich also eine Zeitkomplexität von O((2m + 1)l).
4.2.2 Decodierung von punktierten Faltungscodes
Der Viterbi Algorithmus kann auch auf punktierte Faltungscodes angewendet werden. Dafür wird
ein weiteres Symbol benötigt, das vor der Decodierung an allen Stellen des Datenblocks, an denen
ein Symbol weggelassen wurde, eingesetzt wird. Dadurch werden die Coderahmen wieder auf eine
einheitliche Länge gebracht, die der des nicht punktierten Basiscodes entspricht. Die Übergangsme-
triken dürfen aber durch dieses Symbol nicht beeinflußt werden. Deshalb müssen beim Bestimmen
der Hamming-Distanz eines empfangenen Coderahmens zu dem Ausgangsrahmen eines Zustands-
übergangs die Stellen, an denen dieses Symbol vorkommt, außer Acht gelassen werden.
4.3 List-Output Viterbi Algorithmen
Im Unterschied zum einfachen Viterbi Algorithmus liefern List-Output Viterbi Algorithmen (auch
kurz List Viterbi Algorithmen (LVA) genannt) nicht nur einen Pfad und den dazugehörigen Daten-
block, sondern die n besten Pfade und Datenblöcke. Die besten Pfade sind dabei immer die Pfade
mit der kleinsten Metrik. List Viterbi Algorithmen liefern diese Pfade nach ihrer Metrik geordnet,
wobei immer mit dem besten Pfad begonnen wird. Für die gelieferten Pfade pi soll also gelten:
M(pi) ≤M(pj) genau dann wenn i ≤ j (4.2)
Es wird gewissermaßen eine Liste der n besten Pfade erstellt, wodurch sich der Name dieser Algo-
rithmen erklärt.
In den folgenden Abschnitten 4.3.1 - 4.3.4 sollen nun zunächst einige bekannte List Viterbi Al-
gorithmen vorgestellt werden, bevor ich dann in Abschnitt 4.3.5 einige Verbesserungen für den in
Abschnitt 4.3.3 beschriebenen Tree Trellis Algorithmus vorschlagen möchte. Ein Vergleich aller
Verfahren hinsichtlich Zeit- und Speicherkomplexität folgt schließlich in Abschnitt 4.3.8.
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Bei der Betrachtung der verschiedenen Algorithmen wird immer von einem initialisierten und
terminierten Codierer ausgegangen. Das bringt an verschiedenen Stellen Vereinfachungen mit sich
und entspricht auch der gängigen Vorgehensweise bei der praktischen Anwendung dieser Verfahren.
4.3.1 Der Parallel List Viterbi Algorithmus
Der Parallel List Viterbi Algorithmus (PLVA) [3] bestimmt alle Pfade in einem einzigen Durchlauf.
Der einfache Viterbi Algorithmus ist die Grundlage für diesen Algorithmus. Der Vorwärts-Durchlauf
wird so modifiziert, das nicht mehr nur der Pfad mit der kleinsten Metrik in jedem Zustand gespei-
chert wird, sondern eine Liste der n kleinsten Pfade. Statt nur einer Metrik und einem Zeiger müssen
deshalb für jeden Zustand n Metriken Mk(zi(t)) und n Zeiger vk(zi(t)) gespeichert werden. Außer-
dem müssen n weitere Zeiger uk(zi(t)) auf den Eintrag in der Zeigertabelle des Vorgängerzustands
gespeichert werden.
Der Vorwärts-Durchlauf des PLVA entspricht dann dem des Viterbi Algorithmus mit folgendem
veränderten Schritt 2:
2. Für jeden Zustand zi(t) werden folgende Schritte ausgeführt:
(a) Die jeweils für die beiden möglichen Vorgängerzustände zj(t−1) des aktuellen Zustands
zi(t) gespeicherten Metriken Mk(zj(t − 1)) werden zu der Metrik des zugehörigen Zu-
standsübergangs M(zj(t− 1)→ zi(t), c) addiert.
(b) Die kleinste der resultierenden Metriken wird als erste Metrik M1(zi(t)) des aktuellen
Zustands gespeichert, also M1(zi(t)) = min{Mk(zj(t−1))+M(zj(t−1)→ zi(t), c)}.
(c) Die ersten Zeiger des aktuellen Zustands sind dann
v1(zi(t)) = argj min{Mk(zj(t− 1)) +M(zj(t− 1)→ zi(t), c)} und
u1(zi(t)) = argkmin{Mk(zj(t− 1)) +M(zj(t− 1)→ zi(t), c)}.
(d) Für die weiteren Metriken M2(zi(t)),M3(zi(t)), . . . wird die zweitkleinste, drittkleinste,
. . . der aus (a) resultierenden Metriken gespeichert und für die Zeiger die entsprechenden
j und k.
Abbildung 4.3 zeigt ein Beispiel für die Berechnung der Metriken eines Zustands mit dem PLVA.
Auf der rechten Seite von Abbildung 4.3(a) ist der aktuelle Zustand dargestellt, links die beiden
möglichen Vorgängerzustände. An den beiden Kanten ist jeweils die Metrik des Zustandsübergangs
notiert. Abbildung 4.3(b) zeigt die für den aktuellen Zustand gespeicherten Zeiger.
Zur Decodierung der Daten ist auch hier ein Rückwärts-Durchlauf erforderlich, der dem des
Viterbi Algorithmus sehr ähnlich ist. Mit jedem Rückwärts-Durchlauf wird ein Pfad, nämlich Pfad
k, decodiert.
Rückwärts-Durchlauf:
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Abbildung 4.3: Parallel List Viterbi Algorithmus
1. Der decodierte Datenblock ist leer und iwird mit dem Endzustand initialisiert. Da der Codierer
terminiert wurde, ist der Endzustand z0 und damit i = 0.
2. Über den gespeicherten Zeiger wird der Vorgängerzustand j bestimmt, j = vk(zi(t)). Der
Eingangsrahmen, der vom Codierer beim Zustandsübergang zj → zi verarbeitet wird, wird
vorne an den decodierten Datenblock angefügt.
3. Solange t > 1 ist, wird t = t−1, k = uk(zi(t)) und i = j gesetzt und wieder zu 2. gesprungen.
Die Tatsache, daß der Parallel List Viterbi Algorithmus alle Pfade gleichzeitig im Vorwärts-
Durchlauf bestimmt, ist für die meisten Anwendungen ein Nachteil. Oft ist eine Variable Anzahl
von Pfaden zu finden, wobei die genaue Anzahl nicht von vornherein feststeht, sondern solange der
nächste Pfad gesucht wird, bis eine bestimmte Bedingung erfüllt ist. Ein Beispiel für ein solches
Verfahren ist die in Kapitel 5 beschriebene Methode zur Bildübertragung.
4.3.2 Der Serial List Viterbi Algorithmus
Im Unterschied zum PLVA werden beim Serial List Viterbi Algorithmus (SLVA) [3] die n besten
Pfade nacheinander bestimmt. Zuerst wird wieder ein Vorwärts-Durchlauf wie beim normalen Viterbi
Algorithmus durchgeführt. Zusätzlich zur Metrik des besten Pfades in jedem Knoten des Trellis-
Diagramms wird jedoch noch die zweitbeste Metrik benötigt. Diese Metrik wird beim einfachen
Viterbi Algorithmus ebenfalls berechnet. Sie wird aber verworfen, weil nur der beste Pfad verfolgt
wird. Für den SLVA werden damit für jeden Zustand zi(t) genau zwei Metriken M1(zi(t)) und
M2(zi(t)) gespeichert.
Der Vorwärts-Durchlauf wird nur einmal ausgeführt und entspricht dem des Viterbi Algorithmus
mit folgendem modifizierten Schritt 2:
2. Für jeden Zustand zi(t) werden folgende Schritte ausgeführt:
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(a) Die jeweils für die beiden möglichen Vorgängerzustände zj(t − 1) des aktuellen Zu-
stands zi(t) gespeicherte erste Metrik M1(zj(t−1)) wird zu der Metrik des zugehörigen
Zustandsübergangs M(zj(t− 1)→ zi(t), c) addiert.
(b) Die jeweils kleinere der beiden neuen Metriken wird für diesen Zustand als M1 gespei-
chert, also M1(zi(t)) = min{M1(zj(t− 1)) +M(zj(t− 1)→ zi(t), c)}, die andere als
M2: M2(zi(t)) = max{M1(zj(t− 1)) +M(zj(t− 1)→ zi(t), c)}
(c) Es wird ein Zeiger auf den Vorgängerzustand der unter (b) gespeicherten ersten Metrik
gespeichert, also v(zi(t)) = argj min{M1(zj(t − 1)) +M(zj(t − 1) → zi(t), c)}. Bei
Mehrdeutigkeit muß wieder willkürlich entschieden werden.
Der Rückwärts-Durchlauf liefert jeweils den nächst besten Pfad und muß demzufolge für jeden
zu findenden Pfad einmal ausgeführt werden. Das Finden des nächst besten Pfades geschieht durch
rekursives Durchsuchen der bereits gefundenen Pfade. Dafür muß für jeden jeden Zeitpunkt t und
jeden Zustand j gespeichert werden, ob ein bereits gefundener Pfad von einem anderen abzweigt.
Zweigt ein Pfad zu diesem Zeitpunkt ab, wird b(j, t) = 1 gesetzt, ansonsten 0. Vor Beginn des er-
sten Rückwärts-Durchlaufs müssen daher alle b(j, t) mit 0 initialisiert werden. Der erste Rückwärts-
Durchlauf selbst bildet eine Ausnahme, da hierbei nur der beste Pfad gefunden werden soll. Da dieser
von keinem vorher gefundenen Pfad abzweigt, entspricht der erste Rückwärts-Durchlauf genau dem
des normalen Viterbi Algorithmus.
Rückwärts-Durchlauf
1. Die Rekursionstiefe wird mit d = 0, der aktuelle Zustand mit jd = 0, die Metrik des nächsten
Pfades mit mmin,d = +∞ (bzw. einem Wert größer als alle möglichen Pfadmetriken) und die
Metrik des Pfadabschnitts vom aktuellen Zeitpunkt bis zum Ende des Datenblocks mitmd = 0
initialisiert. Der aktuelle Zeitpunkt td wird auf das Ende des Datenblocks gesetzt.
2. Es wird die Metrik m′ des nächst besten Pfad bestimmt, der im Zustand jd zum Zeitpunkt td
vom aktuellen Pfad pid abzweigt. Dabei sind zwei Fälle möglich:
(a) b(jd, td) = 1, d.h. im aktuellen Zustand zweigt ein bereits gefundener Pfad vom aktuel-
len Pfad ab. Dann wird der nächst beste Pfad, der von dem abzweigenden Pfad abzweigt,
gesucht. Dafür wird die Rekursionstiefe durch d = d+1 erhöht sowie td = td−1−1 und
mmin,d = +∞ gesetzt. Es wird der Zustandsübergang vollzogen, der nicht dem gespei-
cherten Zeiger entspricht, also jd so gewählt, daß der Zustandsübergang (zjd → zjd−1)
möglich ist, aber jd 6= v(zd−1(td−1)) gilt. md wird mit der Metrik dieses Zustands-
übergangs initialisiert, also md = M1(zjd−1(td−1)) − M1(zjd(td)). Der Rückwärts-
Durchlauf wird dann ab Punkt 2 aufgerufen (Rekursion). Nach Ende der Rekursion wird
m′ = mmin,d gesetzt und d wieder durch d = d− 1 erniedrigt.
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(b) b(jd, td) = 0, d.h. im aktuellen Zustand zweigt kein bereits gefundener Pfad vom aktu-
ellen Pfad ab. In diesem Fall ist m′ =M2(zjd(td)).
3. Wenn m′+md < mmin,d ist, wird mmin,d = m′+m gesetzt und die Abzweigeposition t′d = t
gesetzt.
4. Der Zustandsübergang wird entsprechend dem gespeicherten Zeiger vollzogen. Damit erhöht
sich md um M1(zjd(td)) −M1(zv(zjd (td))(td − 1) und der aktuelle Zustand wird durch den
Vorgängerzustand für den aktuellen Pfad ersetzt, jd = v(zjd(td)). Schließlich wird der aktuelle
Zeitpunkt durch td = td − 1 aktualisiert. Wenn td > 0 ist, wird zu Punkt 2 gesprungen.
5. Wenn d = 0 ist, also die Rekursionstiefe wieder ihren Anfangswert erreicht hat, ist der nächst
beste Pfad bekannt und kann decodiert werden. Dafür wird t wieder auf das Ende des Daten-
blocks gesetzt und die Zustandsübergänge werden anhand der gespeicherten Zeiger v verfolgt
bis t = t′d erreicht wurde. An diesem Punkt wird verzweigt, also der Vorgängerzustand ge-
wählt, der nicht dem gespeicherten Zeiger entspricht, und d = d+1 gesetzt. Wird dann wieder
t = t′d erreicht, so wird wieder verzweigt und d um 1 erhöht. Das Verfolgen der Zeiger wird
auf diese Weise bis zum Startzustand fortgesetzt. An der letzten Verzweigung vor erreichen
des Startzustands muß schließlich noch b(jd, td) = 1 gesetzt werden.
In Abbildung 4.4 sind die beim Serial List Viterbi Algorithmus zu Überprüfenden Verzweigun-
gen dargestellt. Das obere Bild zeigt hervorgehoben den besten Pfad und als Pfeile die für den zweit-
besten Pfad zu untersuchenden Verzweigungen. Im unteren Bild sind die ersten beiden Pfade hervor-
gehoben und die Pfeile markieren die für den dritten Pfad zu untersuchenden Verzweigungen.
Der Serial List Viterbi Algorithmus eignet sich weit besser als der Parallel List Viterbi Algo-
rithmus für die praktische Anwendung. Wegen der Rekursion durch alle bereits gefundenen Pfade
erhöht sich jedoch die Komplexität mit jedem neu zu findenden Pfad, weshalb er sich nur für kleine
Pfadzahlen eignet.
4.3.3 Der Tree Trellis Algorithmus
Der Tree Trellis Algorithmus (TTA) [4] bestimmt die n besten Pfade ebenfalls nacheinander. Auch
hier werden wieder Vorwärts- und Rückwärts-Durchlauf benötigt, wobei der Vorwärts-Durchlauf mit
dem des Serial List Viterbi Algorithmus identisch ist.
Der Hauptunterschied zum einfachen Viterbi Algorithmus besteht im Rückwärts-Durchlauf. Hier-
für wird noch eine weitere Datenstruktur benötigt: Der sogenannte Pfad-Stack. Hier wird eine Liste
von noch zu untersuchenden Pfaden gespeichert, die nach der Pfadmetrik sortiert ist. Die Elemente
S des Pfad-Stacks müssen fünf Werte speichern:
• S.m: die Pfadmetrik
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Abbildung 4.4: Zu untersuchende Verzweigungen beim Serial List Viterbi Algorithmus
• S.p: der Pfad, von dem dieser Pfad abzweigt
• S.t: der Zeitpunkt, zu dem dieser Pfad von S.p abzweigt
• S.i: der Zustand, in dem dieser Pfad von S.p abzweigt
• S.mp: die Metrik des Pfadabschnitts von S.t bis zum Ende des Datenblocks
Außerdem müssen die decodierten Daten aller bereits gefundenen Pfade gespeichert werden, um
den gemeinsamen Pfadabschnitt rekonstruieren zu können.
Nach Beendigung des Vorwärts-Durchlaufs wird der Pfad-Stack als leer initialisiert. Der Rück-
wärts-Durchlauf liefert jeweils den nächsten Pfad, muß also k mal durchgeführt werden, um den
k-ten Pfad zu finden. Vor dem ersten Rückwärts-Durchlauf wird der erste Eintrag des Pfad-Stacks
mit dem beim Vorwärts-Durchlauf gefundenen besten Pfad initialisiert:
S.m = M1(z0(t))
S.p = 0
S.t = t
S.i = 0
S.mp = 0
(4.3)
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Rückwärts-Durchlauf
1. Der erste Eintrag wird aus dem Pfad-Stack gelesen und entfernt. Der Durchlauf beginnt zum
Zeitpunkt S.t im Zustand S.i, es also wird t = S.t und i = S.i gesetzt. Der Pfadabschnitt von
t bis zum Ende des Datenblocks stimmt mit dem Pfad S.p überein. Deshalb werden die bereits
decodierten Daten von Pfad S.p für diesen Abschnitt kopiert. Die Metrik dieses Abschnittes
wird für die weiteren Schritte als laufende Metrik benötigt und mit m = S.mp initialisiert.
2. Der Pfad zweigt (außer beim ersten Pfad) an der durch den Stack-Eintrag beschriebenen Stelle
von S.p ab. Deshalb wird, wenn der Rückwärts-Durchlauf nicht zum ersten Mal durchgeführt
wird, für den ersten Zustandsübergang derjenige Vorgängerzustand gewählt, der nicht dem
Zeiger auf den Vorgängerzustand für diesen Knoten entspricht, j wird also so gewählt, daß der
Zustandsübergang (zj → zi) möglich ist, aber j 6= v(zi(t)) gilt. Handelt es sich um den ersten
Rückwärts-Durchlauf, wird j = v(zi(t)) gesetzt.
3. Die laufende Metrik m des Pfadabschnitts vom aktuellen Zeitpunkt bis zum Ende des Daten-
blocks erhöht sich um die Metrik des Zustandsübergangs,m = m+M1(zi(t))−M1(zj(t−1)).
Der bei diesem Zustandsübergang vom Codierer verarbeitete Eingangsrahmen wird an den de-
codierten Datenblock angefügt, anschließend wird der erste Zustandsübergang durch t = t−1
und i = j abgeschlossen.
4. Am neuen aktuellen Zustand kann wieder eine Verzweigung stattfinden. Die Metrik des Pfades,
der an dieser Stelle vom aktuellen Pfad abzweigt, entspricht der beim Vorwärts-Durchlauf
gespeicherten zweiten Metrik M2(zi(t)) für diesen Knoten plus der laufenden Metrik m des
restlichen Pfades bis zum Ende des Datenblocks. Mit diesen Werten wird ein neuer Stack-
Eintrag folgendermaßen initialisiert
S.m = M2(zi(t)) +m
S.p = k
S.t = t
S.i = i
S.mp = m
und an der richtigen Stelle in den nach S.m sortierten Stack eingefügt.
5. Die weiteren Zustandsübergänge folgen wie beim Viterbi Algorithmus den gespeicherten Zei-
gern auf den jeweils besten Vorgängerzustand. Die Schritte 3 und 4 werden für alle weiteren
Zustandsübergänge durchgeführt, bis der Startzustand erreicht wird.
Da der Pfad-Stack nach der Pfadmetrik sortiert ist, befindet sich nach jedem Rückwärts-Durch-
lauf der jeweils beste aller lokal zweitbesten Pfade ganz oben. Dieser Pfad wird dann beim nächsten
Durchlauf decodiert.
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Abbildung 4.5: Tree Trellis Algorithmus
In Abbildung 4.5 ist ein Beispiel für den Tree Trellis Algorithmus dargestellt. Es wurde wieder
der Datenblock 11101001011100 und der Codierer aus Abschnitt 3.3 verwendet. Gezeigt werden die
gespeicherten Metriken für alle Knoten und der Pfad-Stack am Ende des ersten Rückwärts-Durch-
laufs.
In den meisten Anwendungsfällen wird von vornherein eine Grenze für die maximale Anzahl der
zu findenden Pfade festgelegt sein. Wenn maximal n Pfade zu finden sind, kann man die Größe des
Pfad-Stacks auf n−1 Elemente beschränken. Pfade die hinter dem (n−1)-ten Element in den Stack
eingefügt würden, würden sowieso nicht mehr decodiert werden. Diese maximale Größe kann nach
jedem decodierten Pfad um Eins verringert werden, da sich auch die Anzahl der höchstens noch zu
decodierenden Pfade verringert. Auf diese Weise werden viele Stackeinfügeoperationen gespart und
ein unnötiges Anwachsen des Speicherbedarfs für den Stack wird verhindert.
Eine gängige Variante für die Realisierung des Pfad-Stacks, wie sie auch in [18] für den Ver-
gleich mit dem List Extension Algorithmus verwendet wird, ist die Implementierung als Liste. Das
hat zur Folge, daß beim Einfügen die Liste linear nach der richtigen Position durchsucht werden
muß, damit die Sortierung erhalten bleibt. Wenn man annimmt, daß die richtige Position im Mittel
nach Durchsuchen der halben Liste gefunden wird, sind für eine Einfügeoperation n/2 Vergleiche
notwendig, was einer Zeitkomplexität von O(n) entspricht, wenn der Stack eine Größe von n Pfaden
hat. Man kann weiterhin annehmen, daß im Mittel ein Pfad nach der Hälfte aller Coderahmen vom
nächst besseren Pfad abzweigt, also das Verfolgen des Pfades im Punkt 1 des Rückwärts-Durchlaufs
bei t = l/2 beginnt, wenn der Datenblock aus l Coderahmen besteht. Der Pfadabschnitt hinter der
Verzweigung hat dann eine Länge von l/2 Bits und wird nur kopiert, es sind also l/2 Bitkopieropera-
tionen notwendig (oder weniger, wenn die Bits nicht einzeln kopiert werden). Für den Pfadabschnitt
vor der Verzweigung müssen für jeden Coderahmen die Zeiger verfolgt und Stackeinfügeoperationen
durchgeführt werden, also l/2 Zeigerverfolge- und l/2 Stackeinfügeoperationen für jeden Pfad.
Insgesamt ergibt sich für n Rückwärts-Durchläufe, die zum Auffinden von n Pfaden benötigt
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werden, eine Zeitkomplexität von
O(nl +
l
2
(n− 1)
2
+
l
2
(n− 2)
2
+ . . .+
l
2
1
2
) = O(
1
8
nl(n+ 7)) = O(l(n2 + n)).
4.3.4 Der List Extension Algorithmus
Der List Extension Algorithmus (LEA) wurde von Sadowsky in [18] vorgeschlagen. Auch dieses
Verfahren ist wieder in einen Vorwärts- und einen Rückwärts-Durchlauf unterteilt, wobei der Vor-
wärts-Durchlauf wieder mit dem des Serial List Viterbi Algorithmus identisch ist und nur einmal
durchgeführt wird.
Der Rückwärts-Durchlauf bestimmt aus dem jeweils aktuellen Pfad die Parameter eines neuen
Pfades. Dabei werden aber nicht wie beim Tree Trellis Algorithmus für jeden Zustand hypothetische
Pfade gespeichert, sondern der definitiv nächst beste Pfad wird direkt bestimmt. Dafür wird eben-
falls eine weitere Datenstruktur ähnlich dem Stack beim Tree Trellis Algorithmus benötigt. Diese
Datenstruktur wird hier als Liste (entsprechend der von Sadowsky gewählten Bezeichnung „list“)
bezeichnet.
Die Elemente S der Liste enthalten folgende Werte:
• S.m: die Pfadmetrik
• S.t: der Zeitpunkt, zu dem dieser Pfad von seinem Basispfad abzweigt
• S.md: die Differenz der am Abzweigepunkt gespeicherte Metriken, M2 −M1
• S.mp: wird gleich S.m− S.md gesetzt
• S.v: das Feld der Zeiger, die die Zustandsübergänge dieses Pfades speichern
Die Liste wird nach S.mp sortiert, entsprechend müssen die Einfügeoperationen an der richtigen
Stelle erfolgen. Der Rückwärts-Durchlauf muß auch hier für jeden zu findenden Pfad einmal durch-
geführt werden. Der erste Rückwärts-Durchlauf ist ein Sonderfall, da die Liste noch leer ist. Im ersten
Rückwärts-Durchlauf wird der beste Pfad in die Liste eingefügt. Das entspricht einem Listenelement
mit folgenden Werten:
S.m = M1(z0(t)) (die Metrik des besten Pfades)
S.md = die kleinste Differenz aller für den besten Pfad gespeicherten Metriken
S.t = der Zeitpunkt dieser kleinsten Differenz
S.mp = S.m− S.md
S.v = die Zeiger des besten Pfades
4.3. LIST-OUTPUT VITERBI ALGORITHMEN 35
Der Verlauf des besten Pfades ergibt sich durch Verfolgen der im Vorwärts-Durchlauf gespeicherten
Zeiger wie auch beim Viterbi Algorithmus.
Die weiteren Rückwärts-Durchläufe für die restlichen Pfade bestehen aus folgenden Schritten:
Rückwärts-Durchlauf
1. Es wird ein neues Listenelement S′ angelegt. Dieses Element wird die Informationen über den
neuen Pfad speichern.
2. Der erste Pfad S wird aus der Liste gelesen und aus ihr entfernt. Die Metrikdifferenz für den
neuen Abzweigepunkt dieses Pfades wird mit mmin = +∞ (oder einem Wert größer als alle
möglichen Pfadmetriken) initialisiert. Der aktuelle Zustand j wird auf den Endzustand gesetzt,
also j = 0.
3. Der Pfad wird vom Endzustand bis S.t über seine gespeicherten Zeiger S.v zurückverfolgt,
also jeweils j = S.v(t) und t = t−1 gesetzt. Bei jedem Zustandsübergang wird geprüft, ob der
aktuelle Pfad dem im Vorwärts-Durchlauf gespeicherten Zeiger folgt, also S.v(t) = v(zj(t))
gilt. Wenn das der Fall ist, wird weiterhin geprüft, ob M2(zj(t)) −M1(zj(t)) < mmin ist.
Gilt das ebenfalls, wird mmin = M2(zj(t)) − M1(zj(t)) und tmin = t gesetzt. Außerdem
werden die Zeiger dieses Pfades in den neuen Pfad kopiert, also bei jedem Zustandsübergang
S′.v(t) = S.v(t) gesetzt.
4. Zum Zeitpunkt S.t zweigt der neuer Pfad vom aktuellen Pfad ab. Ab diesem Punkt werden
der aktuelle Pfad und der neue Pfad gleichzeitig verfolgt. Die Metrikdifferenz für den Abzwei-
gepunkt dieses Pfades wird ebenfalls mit m′min = +∞ initialisiert und der aktuelle Zustand
dieses Pfades mit j′ = j. Der neue Pfad verläuft für den ersten Zustandsübergang über den
Zustand, auf den S.v(S.t) nicht zeigt. Für die weiteren Zustandsübergänge folgt er den beim
Vorwärts-Durchlauf gespeicherten Zeigern v. Alle vollzogenen Zustandsübergänge des neuen
Pfades werden in S′.v gespeichert.
5. Für jeden Zustandsübergang beider verfolgter Pfade werden mmin und m′min analog zu Schritt
3 aktualisiert, also mmin = M2(zj(t)) − M1(zj(t)) und tmin = t gesetzt, wenn S.v(t) =
v(zj(t)) und M2(zj(t)) −M1(zj(t)) < mmin sowie m′min = M2(zj′(t)) −M1(zj′(t)) und
t′min = t, wenn M2(zj′(t))−M1(zj′(t)) < m′min.
6. Beide Pfade werden solange verfolgt, bis sie sich wieder vereinen, also j = j′ erreicht wurde,
oder der aktuelle Pfad S an einer Stelle nicht den im Vorwärts-Durchlauf gespeicherten Zeigern
folgt, also S.v(t) 6= v(zj(t)) gilt. Wurde j = j′ nicht erreicht, dann wurde kein neuer Pfad
gefunden. Stattdessen wird der aktuelle Pfad bis zum Startzustand weiterverfolgt und mmin
analog zu Schritt 3 aktualisiert. Anschließend wird S.m = mmin und S.t = tmin gesetzt, S
wieder in die Liste eingefügt und zu Schritt 2 gesprungen.
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7. Wurde j = j′ erreicht, wird der aktuelle Pfad ebenfalls bis zum Startzustand weiterverfolgt,
wobei mmin und m′min analog zu Schritt 5 aktualisiert werden. Anschließend wird auch hier
S.m = mmin und S.t = tmin gesetzt und S wieder in die Liste eingefügt.
8. Für den neuen Pfad muß geprüft werden, ob nicht ein identischer Pfad bereits bei früheren
Rückwärts-Durchläufen gefunden wurde. Zu diesem Zweck wird S′.v mit allen bereits gefun-
denen S.v verglichen, die dieselbe Metrik haben, also S′.m = S.m gilt. Wurde ein S mit
S′.v = S.v gefunden, wird wieder zu Schritt 2 gesprungen, da kein neuer Pfad gefunden
wurde.
9. Wurde kein S mit S′.v = S.v gefunden, ist S′ tatsächlich ein neuer Pfad. In diesem Fall wird
er in die Liste eingefügt und ist Ergebnis dieses Rückwärts-Durchlaufs.
Der List Extension Algorithmus hat gegenüber dem Tree Trellis Algorithmus den Vorteil, daß
nicht für jeden Zustandsübergang eine aufwendige Einfügeoperation in eine sortierte Liste durch-
geführt werden muß. Stattdessen genügen im günstigsten Fall zwei solcher Operationen pro Pfad.
Der Nachteil ist allerdings, daß jeder neu gefundene Pfad mit allen bisher gefundenen Pfaden glei-
cher Metrik verglichen werden muß, um Pfadduplizierung, das mehrfache finden desselben Pfades,
zu vermeiden. Besonders bei Hard-Decision-Decodierung bedeutet das einen sehr großen Aufwand,
weil die Anzahl der Pfade gleicher Metrik sehr schnell mit der Pfadanzahl ansteigt.
Bei Soft-Decision-Decodierung reduziert sich die Anzahl gleicher Pfade mit wachsender Auf-
lösung der A/D-Wandlung, so daß sich bei genügend hoher Auflösung ein realer Vorteil gegenüber
dem mit einfachen Listen implementierten Tree Trellis Algorithmus ergibt.
Eine genauere Komplexitätsanalyse folgt in Abschnitt 4.3.8, denn zunächst sollen noch einige
andere Implementationsmöglichkeiten für den Tree Trellis Algorithmus untersucht werden.
4.3.5 Verbesserungen des Tree Trellis Algorithmus
Neben dem einfachen Viterbi Algorithmus im Vorwärts-Durchlauf sind die Stackeinfügeoperationen
der zeitaufwendigste Anteil des Tree Trellis Algorithmus. Dabei dominiert der Vorwärts-Durchlauf
aber nur bei einer niedrigen Anzahl von Pfaden. Mit wachsender Pfadanzahl steigt auch die Anzahl
der Stackeinfügeoperationen an, deshalb ist eine effiziente Stackorganisation wichtig.
Bei der Organisation des Stacks als einfache verkettete Liste sind für eine einfache Einfügeope-
ration n/2 Vergleiche nötig, wenn man annimmt, das der Stack aus n Elementen besteht und das
neue Element im Durchschnitt in der Mitte des Stacks eingefügt wird. Da die Stackgröße beim TTA
linear mit der Anzahl der zu findenden Pfade wächst, steigt auch der Aufwand für eine einzelne Ein-
fügeoperation linear mit der Anzahl der zu findenden Pfade an. Für hohe Pfadanzahl ist eine einfache
verkettete Liste als Stack also nicht geeignet.
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Für die Verwaltung von sortierten Listen existieren bereits sehr effiziente Lösungen in Form von
balancierten binären Suchbäumen. So stellt zum Beispiel auch der Set-Container der C++ Standard
Template Library eine solche Lösung zur Verfügung. Er basiert auf den sogenannten Rot-Schwarz-
Bäumen (Red-Black-Trees, [17]) und garantiert eine logarithmische Komplexität für alle Einfüge-
und Suchoperationen. Für den Tree Trellis Algorithmus muß statt des Set-Containers der Multiset-
Container verwendet werden, weil der Multiset-Container im Unterschied zum Set-Container auch
mehrere Elemente mit gleichem Wert speichern kann.
Ich habe den Tree Trellis Algorithmus mit einem Multiset-Container für den Pfad-Stack imple-
mentiert und die erwartungsgemäß guten Ergebnisse erhalten, die noch genauer in Abschnitt 4.3.8
dargestellt werden. Der Aufwand für eine einzelne Stackeinfügeoperation hat sich von O(n) auf
O(log2 n) verringert. Entsprechend haben die n Rückwärts-Durchläufe für das Auffinden von n Pfa-
den eine Zeitkomplexität von
O(nl +
l
2
log2(n− 1) +
l
2
log2(n− 2) + . . .+
l
2
)
= O(l(n+
1
2
log2((n− 1)(n− 2) . . . 1)))
= O(l(n+
1
2
log2((n− 1)!)))
= O(l(n+ log2((n− 1)!)))
Es ist aber auch möglich, den Stack so zu organisieren, das Einfügeoperationen in konstanter Zeit
erfolgen, wie im Folgenden gezeigt wird.
4.3.6 Der m-Listen Tree Trellis Algorithmus
Das Problem beim List Extension Algorithmus war, daß durch die schnell mit der Pfadanzahl wach-
sende Anzahl von Pfaden mit gleicher Metrik ein hoher Aufwand zur Vermeidung von Pfaddupli-
zierung notwendig ist. Ich schlage im Folgenden eine Stackorganisation für den Tree Trellis Algo-
rithmus vor, die die große Anzahl von Pfaden mit gleicher Metrik ausnutzt. Die Idee besteht darin,
nicht mehr alle Pfade in einer einzigen sortierten Liste zu speichern. Stattdessen werden die Pfade
in mehreren Listen gespeichert, wobei alle Pfade derselben Liste dieselbe Metrik haben. Die Metrik
eines Pfades wird gewissermaßen als Zeiger auf seine Liste verwendet. Da alle Pfade in einer Liste
dieselbe Metrik haben, ist eine Sortierung nicht mehr erforderlich.
Das Problem, das sich hierbei jedoch stellt, ist die Frage nach der Anzahl der Listen, die vor-
gesehen werden müssen. Man könnte dieses Problem leicht umgehen, indem man die Listen beim
decodieren dynamisch alloziert und bei jeder Metrik, für die noch keine Liste existiert, eine neue
Liste anlegt. Um aber festzustellen, ob für eine Metrik bereits eine Liste angelegt wurde, wären wie-
der Suchoperationen auf den Metriken der bereits vorhandenen Listen nötig. Mit wachsender Anzahl
vorhandener Listen würde auch der Zeitaufwand für diese Suchoperationen ansteigen. Damit könn-
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te die Stackeinfügeoperation, die ja eine solche Suche beinhalten müßte, nicht in konstanter Zeit
erfolgen. Es ist also erforderlich, die Anzahl der vorzusehenden Listen im Voraus abzuschätzen.
Theorem 4.2 Sei M eine ganzzahlige Symbolmetrik, n die Anzahl der für einen Datenblock w zu
findenden Pfade und M(pj(w)) die Metrik des j-ten Pfades. Dann werden höchstens M(pn(w)) −
M(p1(w)) + 1 Listen benötigt.
Beweis: Der Tree Trellis Algorithmus liefert die n besten Pfade, sortiert nach ihrer Metrik. Es kön-
nen also nur Pfade mit Metriken M(pj(w)), M(p1(w)) ≤ M(pj(w)) ≤ M(pn(w)) Ergebnis des
Algorithmus sein. Pfade p(w) mit M(p(w)) > M(pn(w)) würden hinter allen als Ergebnis in Fra-
ge kommenden Pfaden in den Stack eingefügt werden, da der Stack nach der Pfad-Metrik sortiert
ist. Nach Punkt 1 des Rückwärts-Durchlaufs wird immer der erste Pfad aus dem Stack gelesen und
anschließend decodiert. Pfade p(w) mit M(p(w)) > M(pn(w)) würden nach dem Einfügen in den
Stack nie wieder gelesen und werden zu keinem Zeitpunkt vom Algorithmus benötigt. Deswegen
müssen sie auch nicht in den Stack eingefügt werden.
Da M eine ganzzahlige Metrik sein soll, kann sie im Intervall M(p1(w)) ≤ M(pj(w)) ≤
M(pn(w)) genau M(pn(w))−M(p1(w)) + 1 verschiedene Werte annehmen. Für jeden möglichen
Wert wird eine Liste benötigt, also insgesamt M(pn(w))−M(p1(w)) + 1 Listen.
Eine Metrik, die die Bedingungen für M erfüllt, ist insbesondere die Hamming-Metrik H . Nun
stellt sich das Problem der Ermittlung von M(pn(w)) − M(p1(w)). Es ist leicht einzusehen, das
dieser Wert vom zu decodierenden Datenblock abhängig ist, was dem Ziel, die Anzahl der benötigten
Listen im Voraus abzuschätzen, zunächst entgegen steht. Für die Hamming-Metrik existiert jedoch
folgende obere Schranke für diesen Wert:
Theorem 4.3 Sei w ein gültiges Codewort und v ein beliebiger binärer Datenblock gleicher Länge.
Dann gilt für die Hamming-Metrik aller Pfade von v und w:
H(pj(w))−H(p1(w)) ≥ H(pj(v))−H(p1(v)), j = 1, 2, . . . .
Für den Beweis benötige ich zunächst einige Hilfssätze.
Lemma 4.1 Werden alle Ausgangsrahmen, die vom Codierer bei den Zustandsübergängen des Pfa-
des p erzeugt werden, wenn er vom Anfang bis zum Ende durchlaufen wird, aneinandergereiht, dann
ergibt sich ein durch p bestimmtes gültiges Codewort w(p).
Beweis: Da ein Pfad nach seiner Definition nur mögliche Zustandsübergänge enthalten darf, und er
in derselben Reihenfolge durchlaufen wird, wie er auch vom Codierer durchlaufen würde (nämlich
vom Anfang zum Ende), entspricht er einem möglichen Codiervorgang. Der Codierer erzeugt nur
gültige Codeworte.
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Lemma 4.2 Sei p(v) ein Pfad eines binären Datenblocks v und w(p(v)) das gültige Codewort, daß
durch p(v) beschrieben wird. Dann gilt: H(p(v)) = H(v, w(p(v))).
Beweis: Die Pfadmetrik H(p(v)) entspricht nach Definition der Summer aller Übergangsmetriken
des Pfades p(v). Die Übergangsmetriken sind definiert als Metriken der Coderahmen von v und der
Ausgangsrahmen, die vom Codierer bei einem Zustandsübergang erzeugt werden. Diese entsprechen
aber genau den Coderahmen von w(p(v)) und die Summe der Metriken der Coderahmen v und
w(p(v)) ergibt H(v, w(p(v))).
Lemma 4.3 Seien v und w gültige Codeworte gleicher Länge. Dann gilt für die Hamming-Metrik
aller Pfade von v und w: H(pj(w))−H(p1(w)) = H(pj(v))−H(p1(v)), j = 1, 2, . . ..
Beweis: Die Behauptung folgt direkt aus der Linearität von Faltungscodes. Sei ∅ das Nullwort und f
die XOR-Verknüpfung. Dann können alle Codeworte v aus ∅ gebildet werden durch v = ∅ fv. Wenn
zwei Bitfolgen mit derselben Bitfolge XOR-verknüpft werden, dann bleibt ihre Hamming-Distanz
gleich. Insbesondere bleiben damit auch die Hamming-Metriken aller Pfade pj(v) mit w(pj(v)) =
w(pj(∅)) fv unverändert. Es gilt also H(pj(v)) = H(pj(∅)) für j = 1, 2, . . . und damit auch
H(pj(v))−H(p1(v)) = H(pj(∅))−H(p1(∅)) für j = 1, 2, . . . und alle gültigen Codeworte v.
Lemma 4.4 Die möglichen Zustandsübergänge (zi → zj) haben mit einem Coderahmen c und den
vom Codierer bei den Zustandsübergängen erzeugten Ausgangsrahmen r(zi → zj) die Übergangs-
metriken H(r(zi → zj), c). Ein weiterer Coderahmen d unterscheide sich von c in nur einem Bit.
Dann gilt entweder H(r(zi → zj), d) = H(r(zi → zj), c) + 1 oder H(r(zi → zj), d) = H(r(zi →
zj), c)− 1.
Beweis: Sei bk(c) das k-te Bit des Coderahmens c und l der Index des Bits, in dem sich die Coderah-
men c und d voneinander unterscheiden, dann gilt
bl(c) 6= bl(d)
und
bk(c) = bk(d) für k 6= l
Nun sind zwei Fälle zu unterscheiden:
Fall 1: bl(c) = bl(r(zi → zj))
Dann ist bl(d) 6= bl(r(zi → zj)) wegen (4.3.6). Aus (4.3.6) folgt dann H(r(zi → zj), d) =
H(r(zi → zj), c) + 1.
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Fall 2: bl(c) 6= bl(r(zi → zj))
Dann ist bl(d) = bl(r(zi → zj)) wegen (4.3.6). Aus (4.3.6) folgt dann H(r(zi → zj), d) =
H(r(zi → zj), c)− 1.
Lemma 4.5 Sei v ein binärer Datenblock, p1(v) ein bester Pfad von v und w(p1(v)) das gültige
Codewort, das durch p1(v) beschrieben wird. Außerdem sei H(p1(v)) = m. Dann existieren m+ 1
binäre Datenblöcke u0, . . . , um mit folgenden Eigenschaften:
u0 = w(p1(v)) (4.4)
um = v (4.5)
H(ui, ui+1) = 1 (4.6)
Außerdem gilt für alle besten Pfade p1(ui):
H(p1(ui+1)) = H(p1(ui)) + 1 (4.7)
Beweis: bk(v) sei das k-te Bit von v. Die Pfade ui lassen sich auf folgende Weise konstruieren:
Zuerst werde u0 = w(p1(v)) gesetzt. Solange nicht
ui = v (4.8)
gilt, werde ui+1 aus ui wie folgt gebildet: k sei der Index eines Bits, für das gilt: bk(ui) 6= bk(v).
Dann sei
bl(ui+1) =
{
bl(ui) für l 6= k
1− bl(ui) für l = k
(4.9)
ui und ui+1 unterscheiden sich also nur im k-ten Bit und folglich gilt (4.6). Weiterhin folgt aus (4.9):
H(ui+1, w(p1(v))) = H(ui, w(p1(v))) + 1 (4.10)
und
H(ui+1, v) = H(ui, v)− 1. (4.11)
Wegen
H(u0, v) = H(w(p1(v)), v)
= H(p1(v)) (wegen Lemma 4.2)
= m
und (4.11) folgt
H(um, v) = H(um−1, v)− 1 = . . . = H(u1, v)− (m− 1) = H(u0, v)−m = m−m = 0
und damit um = v. Die Abbruchbedingung (4.8) tritt also genau bei um ein.
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Zu zeigen bleibt (4.7): Äquivalent dazu ist
H(p1(ui)) = H(p1(ui+1))− 1
Für ui gilt äquivalent zu (4.10):
H(ui, w(p1(v))) = H(ui+1, w(p1(v)))− 1 (4.12)
Nach Lemma 4.4 ändert sich die Hamming-Metrik eines Zustandsübergangs bei Änderung eines Bits
des Coderahmens entweder um +1 oder um -1. Damit ändert sich die Hamming-Metrik aller Pfade
bei Änderung eines Bits des Datenblocks auch entweder um +1 oder -1. Wegen (4.12) ändert sich die
Hamming-Metrik von p1(v) in ui, nämlich H(ui, w(p1(v))), um -1, folglich muß p1(v) bester Pfad
von ui sein, wenn p1(v) bester Pfad von ui+1 war. Wegen um = v ist p1(v) bester Pfad von um und
damit von allen ui. Da alle besten Pfade eines Datenblocks die gleiche Metrik haben müssen, gilt für
alle p1(ui):
H(p1(ui)) = H(ui, w(p1(v))) = H(ui+1, w(p1(v)))− 1 = H(p1(ui+1))− 1.
Definition 4.9 (Permutation) Eine bijektive Abbildung f : S → S einer endlichen Menge S in sich
selbst heißt Permutation.
Das ist die mathematische Definition der Permutation, wie sie sinngemäß auch in [16] angegeben
wird. Eine Permutation bewirkt die Auflistung der Elemente einer Menge in einer anderen Reihen-
folge.
Lemma 4.6 Seien ai, i = 1, . . . , n, n ≥ 2 ganze Zahlen mit ai ≤ ai+1 für alle i = 1, . . . , n − 1.
Seien weiterhin bi ganze Zahlen mit
|bi − ai| ≤ 1 für alle i. (4.13)
Dann existiert eine Permutation f : {1, . . . , n} → {1, . . . , n} so daß
bf(i) ≤ bf(i+1) für alle i = 1, . . . , n− 1 (4.14)
gilt. Mit dieser Permutation f gilt dann weiterhin
|bf(i) − ai| ≤ 1 für alle i. (4.15)
Beweis: Zunächst ist die Existenz einer Permutation f zu zeigen, die (4.14) erfüllt. Dafür werden die
bi sortiert, so daß bj ≤ bj+1, j = 1, . . . , n− 1 gilt. Dann ist f(i) = j die gesuchte Permutation.
Zu zeigen ist weiterhin (4.15). Es sind zwei Fälle möglich:
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Fall 1: Es existiert keine Permutation f mit f(1) = 1, die (4.14) erfüllt. In diesem Fall existiert
mindestens ein bk, k = 2, . . . , n mit bk < b1 und es existiert dann eine Permutation f mit
f(1) = k, die (4.14) erfüllt. Daraus folgt zunächst a1 ≤ b1 ≤ a1 + 1, denn andernfalls könnte
es kein bk mit bk < b1 geben. Weiterhin folgt a1 ≤ a2 ≤ . . . ≤ ak ≤ a1 + 1, denn bei
ak > a1 + 1 wäre bk < b1 nicht möglich wegen (4.13). Außerdem muß ak − 1 ≤ bk ≤ ak
gelten, denn sonst wäre bk < b1 ebenfalls wegen (4.13) nicht möglich. Daraus ergibt sich
bf(1)−a1 = bk−a1 und mit ak−1 ≤ bk ≤ ak folgt daraus ak−1−a1 ≤ bf(1)−a1 ≤ ak−a1
und mit a1 ≤ ak ≤ a1+1 folgt a1− 1− a1 = −1 ≤ bf(1)− a1 ≤ a1+1− a1 = 1 und damit
|bf(1) − a1| ≤ 1. Damit ist die Behauptung für a1 und bk erfüllt.
Da sowohl b1 als auch ak größer oder gleich a1 und kleiner oder gleich a1 + 1 sind, kann die
Differenz zwischen b1 und ak höchstens 1 sein, also gilt |b1 − ak| ≤ 1. Wenn nun b1 und bk
vertauscht werden (d.h. für die Permutation gilt f(1) = k, f(k) = 1 und f(i) = i für i > 1,
i 6= k), erfüllen die resultierenden di = bf(i) zusammen mit ai die Voraussetzung (4.13). Wird
schließlich bi = di gesetzt, dann tritt dafür Fall 2 ein.
Fall 2: Es existiert eine Permutation f mit f(1) = 1, die (4.14) erfüllt (die Permutation ist we-
gen möglicherweise mehrfach vorkommenden Zahlen nicht unbedingt eindeutig bestimmt). In
diesem Fall erfüllt b1 die Bedingung bf(1) ≤ bf(2) und |bf(1) − a1| ≤ 1 folgt direkt aus der
Voraussetzung (4.13).
Damit ist die Behauptung für die jeweils ersten Zahlen a1 und b1 gezeigt. Die verbleibenden Zahlen
a2, . . . , an und b2, . . . , bn erfüllen auch ohne a1 und b1 die Voraussetzungen des Satzes. Für die
ersten dieser Zahlen können wieder dieselben Beweisschritte durchgeführt werden. Dieses Verfahren
setzt sich fort bis keine weiteren Zahlen mehr verbleiben. Da bei jeder Wiederholung das kleinste
bi entfernt wird, erfüllen die in der Reihenfolge ihres Entfernens durchnummerierten bi auch die
Bedingung (4.14).
Mit diesen Hilfssätzen kann nun Theorem 4.3 bewiesen werden.
Beweis: (von Theorem 4.3) Sei v ein binärer Datenblock, p1(v) ein bester Pfad von v und w(p1(v))
das gültige Codewort, das durch p1(v) beschrieben wird.
Für H(p1(v)) = 0 ist v selbst bereits ein gültiges Codewort und die Behauptung ist äquivalent
zu Lemma 4.3.
Sei nun H(p1(v)) = m ≥ 1 und seien ui, i = 0, . . . ,m die m+1 Datenblöcke nach Lemma 4.5.
Ferner sei Huk(pj(ui)) die Hamming-Metrik desjenigen Pfades von uk, der gleich pj(ui) ist. Wegen
(4.6) unterscheiden sich ui und ui+1 in nur einem Bit und deshalb auch in nur einem Coderahmen.
Für die Übergangsmetrik dieses Coderahmens gilt Lemma 4.4, die Übergangsmetriken aller anderen
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Coderahmen sind für ui und ui+1 gleich. Damit gilt für alle Pfade von ui und ui+1:
Hui+1(pj(ui)) = H(pj(ui))± 1. (4.16)
Um aus den Metriken Hui+1(pj(ui)) die Metriken H(pj(ui+1)) zu erhalten, müssen die Hui+1
gemäß der Bedingung (4.2) für List Viterbi Algorithmen sortiert werden. Da die Hamming-Metrik
ganzzahlig ist, kann Theorem 4.6 angewendet werden. Dann folgt aus (4.16)
|H(pj(ui+1))−H(pj(ui))| ≤ 1,
denn die Pfadmetriken H(pj(ui+1)) entsprechen genau den Pfadmetriken Hui+1(pj(ui)) nach der
Sortierung.
Dann sind drei Fälle möglich:
Fall 1: H(pj(ui+1)) = H(pj(ui)) + 1, dann gilt:
H(pj(ui+1))−H(p1(ui+1)) = (H(pj(ui)) + 1)−H(p1(ui+1))
= (H(pj(ui)) + 1)− (H(p1(ui)) + 1) (wegen (4.7))
= H(pj(ui))−H(p1(ui)).
Fall 2: H(pj(ui+1)) = H(pj(ui)), dann gilt:
H(pj(ui+1))−H(p1(ui+1)) = H(pj(ui))−H(p1(ui+1))
= H(pj(ui))− (H(p1(ui)) + 1) (wegen (4.7))
= H(pj(ui))−H(p1(ui))− 1.
Fall 3: H(pj(ui+1)) = H(pj(ui))− 1, dann gilt:
H(pj(ui+1))−H(p1(ui+1)) = (H(pj(ui))− 1)−H(p1(ui+1))
= (H(pj(ui))− 1)− (H(p1(ui)) + 1) (wegen (4.7))
= H(pj(ui))−H(p1(ui))− 2.
Für alle Pfade gilt in allen Fällen:
H(pj(ui))−H(p1(ui)) ≥ H(pj(ui+1))−H(p1(ui+1)) (4.17)
Für v und w(p1(v)) folgt daraus:
H(pj(w(p1(v))))−H(p1(w(p1(v)))) = H(pj(u0))−H(p1(u0)) (wegen (4.4))
≥ . . .
≥ H(pj(um))−H(p1(um)) (wegen (4.17))
= H(pj(v))−H(p1(v)) (wegen (4.5))
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Wegen Lemma 4.3 gilt für beliebige gültige Codeworte s, die die gleiche Länge wie v haben
H(pj(s))−H(p1(s)) = H(pj(w(p1(v))))−H(p1(w(p1(v))))
und damit
H(pj(s))−H(p1(s)) ≥ H(pj(v))−H(p1(v))
Mit Theorem 4.3 ist klar, daß H(pj(∅))−H(p1(∅)) = H(pj(∅)) (die Hamming-Metrik des be-
sten Pfades eines gültigen Codeworts, und damit auch H(p1(∅)) ist immer 0) eine obere Schranke
für alle H(pj(v)) − H(p1(v)) ist, denn das Nullwort ∅ ist immer ein gültiges Codewort eines Fal-
tungscodes. Damit ist es nach Theorem 4.2 für das Finden von n Pfaden in jedem Fall ausreichend,
H(pn(∅)) + 1 Listen zu reservieren.
Diese Überlegungen motivieren einen Tree Trellis Algorithmus mit einem Pfad-Stack aus meh-
reren Listen, der im Folgenden als m-Listen TTA bezeichnet wird. Da die Sätze, auf denen das
Verfahren basiert, die Hamming-Metrik voraussetzen, werden die Metriken im Folgenden als Ham-
ming-Metrik H und nicht mehr als allgemeine Metrik M bezeichnet. Für das Finden der besten n
Pfade sind folgende Schritte auszuführen:
Reservierung der Listen: Es werden mmax = H(pn(∅)) + 1 Listen L0, . . . , Lmmax benötigt und
reserviert.
Vorwärts-Durchlauf: Der Vorwärts-Durchlauf ist identisch mit dem Vorwärts-Durchlauf des nor-
malen Tree Trellis Algorithmus.
Initialisierung des Stacks mit dem besten Pfad: In den leeren Pfad-Stack wird der beste Pfad mit
den Parametern aus (4.3) eingefügt. Da es sich um den besten Pfad handelt, muß er auch in
die erste Liste L0 eingefügt werden. Die Metrik dieses Pfades ist die kleinst mögliche Metrik
mmin aller anderen Pfade und wird für die Stack-Operationen benötigt. Deshalb wird mmin =
H(p1(v)) = H1(z0(t)) gesetzt.
Weiterhin werden für die Stack-Operationen noch zwei Zeiger fs und fe auf die erste und die
letzte nicht leere Liste benötigt. Diese werden mit fs = 0 und fe = mmax initialisiert.
Rückwärts-Durchlauf: Der Rückwärts-Durchlauf ist ebenfalls mit dem des normalen Tree Trel-
lis Algorithmus identisch, jedoch unter Verwendung der im Folgenden angegebenen Stack-
Operationen.
Stack-Operationen: Die folgenden beiden Operationen müssen auf dem Pfad-Stack ausgeführt
werden:
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Einfügen eines Pfades in den Stack: Wenn S.m > mmax ist, kommt der Pfad nicht als Er-
gebnis in Betracht und wird nicht in den Stack eingefügt. Ansonsten wirdS anLS.m−mmin
angehängt. Wenn der Stack nach dem Einfügen mehr als n Pfade enthält, wird der letz-
te Pfad aus der letzten nicht leeren Liste entfernt. Dafür wurde der Zeiger fe definiert,
der, da in der Zwischenzeit neue Pfade eingefügt wurden, aktualisiert werden muß mit
fe = max j mit j ≤ fe und Lj nicht leer. Die Liste, aus der das letzte Element entfernt
wird, ist dann Lfe . Anschließend wird mmax = fe + mmin gesetzt, da bereits n Pfade
im Stack sind und alle Pfade, die hinter dem n-ten Pfad eingefügt würden, kein Ergebnis
des Algorithmus sein können.
Lesen und entfernen des ersten Stackelements: Wenn man alle Listen Li aneinanderhän-
gen und als eine einzige Liste betrachten würde, entspräche das dem sortierten Stack des
normalen Tree Trellis Algorithmus. Demzufolge entspricht das erste Element des Pfad-
Stacks dem ersten Element der ersten nicht leeren Liste. Ein Zeiger auf diese Liste wur-
de als fs definiert und vor dem entfernen des letzten besten Pfades aktualisiert. Da beim
Entfernen die entsprechende Liste leer geworden sein könnte, muß fs zum Auffinden der
ersten nicht leeren Liste aktualisiert werden mit fs = min j mit j ≥ fs und Lj nicht leer.
Dann wird das erste Element des Pfad-Stacks das erste Element von Lfs gelesen und aus
Lfs entfernt.
Wie beschrieben besteht das Einfügen eines Pfades in den Pfad-Stack nur im Anhängen des Pfa-
des an eine Liste. Das ist eine Operation mit konstantem Zeitaufwand, solange sich weniger als n
Pfade im Stack befinden. Befinden sich mehr Pfade im Stack, so muß zur Aktualisierung von fe die
letzte nicht leere Liste gesucht werden. Dafür müssen jedoch nur Listen Lj mit j ≤ fe betrachtet
werden, denn in Listen mit j > fe können keine Pfade mehr eingefügt werden, weil ihre Metrik grö-
ßer als mmax wäre. Damit wird für diese Suche die Menge der Listen Li im Verlaufe des Auffindens
aller n Pfade höchstens einmal durchlaufen.
Zu Beginn des Rückwärts-Durchlaufs muß das erste Element aus dem Pfad-Stack gelesen und
entfernt werden. Die Aktualisierung von fs erfordert auch hier eine Suche nach der nächsten nicht
leeren Liste. Es müssen jedoch nur Listen Lj mit j ≥ fs betrachtet werden, denn Listen mit j < fs
entsprechen einer Metrik kleiner als der des aktuellen Pfades, was für neu einzufügende Pfade nicht
möglich ist. Damit wird auch für diese Suche die Menge der Listen Li im Verlaufe des Auffindens
aller n Pfade höchstens einmal durchlaufen. Hinzu kommt, daß die erste nicht leere Liste nicht hinter
der letzten nicht leeren Liste liegen kann, somit wird auch für beide Suchvorgänge die Menge der
Listen höchstens einmal durchlaufen.
Insgesamt ergibt sich so für n Rückwärts-Durchläufe bei einem Datenblock aus l Coderahmen
eine Zeitkomplexität von O(nl+H(p1(∅))). Damit geht im Unterschied zum normalen Tree Trellis
Algorithmus die Anzahl n der zu findenden Pfade nur noch linear in die Zeitkomplexität ein.
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Abbildung 4.6: m-Listen Tree Trellis Algorithmus
In Abbildung 4.6 ist ein Beispiel für das Verfahren dargestellt. Die Hamming-Metrik des besten
Pfades ist 1, deshalb werden alle lokal zweitbesten Pfade mit einer Hamming-Metrik von 4 an L3
und alle Pfade mit einer lokal zweitbesten Hamming-Metrik von 5 an L4 angehängt.
Zu klären bleibt noch die Frage nach der Ermittlung von H(pn(∅)). Dieser Wert kann jedoch
sehr leicht durch einen der anderen List Viterbi Algorithmen gewonnen werden, denn es muß nur die
Hamming-Metrik des n-ten Pfades des Nullworts ermittelt werden. Das Nullwort muß dabei dieselbe
Länge haben wie die durch den Algorithmus zu verarbeitenden Datenblöcke. Wegen der höheren
Zeitkomplexität der anderen hier vorgestellten List Viterbi Algorithmen kann die Ermittlung von
H(pn(∅)) für große n aber sehr lange dauern. Durch folgendes einfaches Verfahren ist es jedoch
auch möglich, den m-Listen TTA selbst für die Ermittlung von m = H(pn(∅)) zu verwenden:
1. Begonnen wird mit einer Schätzung für H(pn(∅)), etwa m = 1.
2. Mit mmax = m werden m Listen für einen Pfad-Stack reserviert, der das Finden aller Pfade
pj(∅) mit H(pj(∅)) ≤ m ermöglicht.
3. Mit dem so initialisierten Pfad-Stack werden die Pfade p1(∅), p2(∅), . . . ermittelt, bis entweder
der Pfad-Stack leer ist, oder pn(∅) gefunden wurde. Wurde pn(∅) gefunden, dann ist damit
H(pn(∅)) bekannt. Ansonsten wird m verdoppelt und wieder zu 2. gesprungen.
Auf diese Weise kann H(pn(∅)) durch dlog2H(pn(∅))+1e Ausführungen des m-Listen TTA ermit-
telt werden.
In Tabelle 4.1 sind die Werte von H(pn(∅)) für die in Kapitel 5 verwendeten Codes und die
ebenfalls dort verwendete Datenblocklänge von 222 Coderahmen angegeben. Wie man sieht, wächst
H(pn(∅)) nur sehr langsam mit der Anzahl der Pfade.
4.3. LIST-OUTPUT VITERBI ALGORITHMEN 47
Code (0133,0165,0171)
n 100 1 000 10 000 100 000 1 000 000
H(pn(∅)) 15 16 21 25 29
Code (0117,0127,0155,0171)
n 100 1 000 10 000 100 000 1 000 000
H(pn(∅)) 20 22 28 34 40
Tabelle 4.1: Werte für H(pn(∅))
4.3.7 Soft-Decision-Decodierung mit dem m-Listen TTA
Die bisherigen Überlegungen über den m-Listen TTA sind alle von den Eigenschaften der Hamming-
Metrik ausgegangen. Die Hamming-Metrik ist jedoch nur für Hard-Decision-Decodierung anwend-
bar, was den praktischen Nutzen des Verfahrens stark einschränken würde. Das Verfahren kann je-
doch auch für andere Symbolmetriken als die Hamming-Metrik verwendet werden, wenn folgende
Bedingungen erfüllt sind:
Theorem 4.4 Sei M(x, y) eine ganzzahlige Symbolmetrik, A das Alphabet der vom Decodierer ver-
arbeiteten Datenblöcke, x ∈ A und y ∈ {0, 1}. Existiert eine Zahl d > 0 mit
M(x, 0) +M(x, 1) ≤ d (4.18)
für alle x ∈ A, dann gilt für alle Datenblöcke v und das gleichlange Nullwort ∅:
d(H(pj(∅))−H(p1(∅)) ≥M(pj(v))−M(p1(v)), j = 1, 2, . . .
Beweis: Bei einem binären Datenblock mit der Hamming-Metrik als Symbolmetrik ändert sich die
Pfadmetrik (weil sie die Summe aller Symbolmetriken eines Pfades ist) bei Änderung eines Symbols
um genau 1 und damit auch um höchstens 1, denn aus H(z, 0) + H(z, 1) = 1, z ∈ {0, 1} folgt
|H(z, 0)−H(z, 1)| = 1 ≤ 1.
Für die Symbolmetrik M(x, y) gilt nach Voraussetzung M(x, 0) +M(x, 1) ≤ d, damit folgt
|M(x, 0) − M(x, 1)| ≤ d. Bei Änderung eines Symbols des Datenblocks v ändert sich also die
Pfadmetrik um höchstens d.
Der Beweis der maximalen Metrikdifferenz in Theorem 4.3 basiert auf der Änderung einzelner
Bits (Symbole) und der daraus resultierenden Änderung der Übergangsmetrik (die die Summer ihrer
Symbolmetriken ist) um±1. Wenn sich nun die Symbolmetrik bei Änderung eines Symbols statt um
±1 um ±d ändern kann, erhöht sich folglich auch die maximale Metrikdifferenz um d.
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Um Soft-Decision-Decodierung mit dem m-Listen TTA durchzuführen, ist also nur das kleinste
d, für das die gewählte ganzzahlige Symbolmetrik die Bedingung (4.18) erfüllt, zu bestimmen und
die Anzahl der benötigten Listen damit zu multiplizieren.
Die Bedingung, daß die Symbolmetrik ganzzahlig sein muß, mag auf den ersten Blick wie eine
Einschränkung aussehen, da Soft-Decision-Decodierung häufig mit Gleitkommazahlen durchgeführt
wird. Da aber der Zahlenwert der Pfadmetrik keine Rolle spielt, sondern nur die Anordnung der
Pfadmetriken bezüglich der ≤-Relation, kann die Symbolmetrik beliebig skaliert werden. Statt bei-
spielsweise Gleitkommametriken im Bereich 0 . . . 1.0 zu verwenden, können durch Multiplikation
mit 1024 ganzzahlige Metriken im Bereich 0 . . . 1024 gewonnen werden. Der Skalierungsfaktor be-
stimmt dabei die erreichbare Genauigkeit, die für Metriken im Bereich 0 . . . 1024 10 Bit beträgt. Wird
eine höhere Genauigkeit benötigt, kann ein größerer Skalierungsfaktor verwendet werden (entspre-
chend erhöht sich auch die Anzahl der benötigten Listen), bei niedrigerer Genauigkeit ein kleinerer
(mit dem dann auch weniger Listen benötigt werden).
4.3.8 Zeitkomplexität der List Viterbi Algorithmen
Parallel List Viterbi Algorithmus
Alle hier betrachteten List Viterbi Algorithmen außer dem Parallel List Viterbi Algorithmus ver-
wenden denselben Vorwärts-Durchlauf. Dieser ist, bis auf das Abspeichern von zwei Metriken pro
Zustand, was aber keinen zusätzlichen Zeitaufwand bedeutet, identisch mit dem Vorwärts-Durchlauf
des normalen Viterbi Algorithmus. Dafür wurde in Abschnitt 4.2.1 für einen Faltungscode mit Spei-
cherordnung m und einen Datenblock mit einer Länge von l Coderahmen eine Zeitkomplexität von
O(2ml) angegeben.
Der Parallel List Viterbi Algorithmus betrachtet nicht mehr nur die Metriken eines Pfades pro Zu-
stand, sondern n Metriken bei n zu findenden Pfaden. Es müssen also die Operationen des normalen
Viterbi Algorithmus für jeden Zustand n mal ausgeführt werden, wodurch sich eine Zeitkomplexität
von O(n2ml) ergibt.
Der Rückwärts-Durchlauf des Parallel List Viterbi Algorithmus besteht ähnlich dem des norma-
len Viterbi Algorithmus nur im Zurückverfolgen der gespeicherten Zeiger. Für einen Pfad sind dabei
l Schritte notwendig, die Zeitkomplexität ist damit O(nl) für alle Rückwärts-Durchläufe zusammen
und O(n2ml) für den gesamten Algorithmus.
Serial List Viterbi Algorithmus
Der Rückwärts-Durchlauf des Serial List Viterbi Algorithmus durchsucht rekursiv alle bereits ge-
fundenen Pfade nach dem nächst besten Pfad. Dabei werden alle bereits gefundenen Pfade ab dem
Punkt, an dem sie von einem vorher gefundenen Pfad abzweigen, bis zum Startzustand verfolgt. Un-
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ter der Annahme, daß im Durchschnitt alle Pfade in der Mitte des Datenblocks abzweigen, ergibt
sich eine mittlere zu durchsuchende Pfadlänge von l/2. Nur zum Finden des n-ten Pfades (d.h. wenn
bereits n− 1 Pfade gefunden wurden) müssen n− 1 Pfade durchsucht werden, was dann (n− 1)l/2
zu überprüfenden Zustandsübergängen entspricht. Für das Finden aller n Pfade ergeben sich damit
((n− 1)+ (n− 2)+ . . .+1)l/2 = n(n− 1)l/4 zu überprüfende Zustandsübergänge. Hinzu kommt
noch der Aufwand für den ersten Rückwärts-Durchlauf, der dem des normalen Viterbi Algorithmus
entspricht. Die Zeitkomplexität aller für das Finden von n Pfaden nötigen Rückwärts-Durchläufe ist
dann O(n(n − 1)l/4 + l) = O(l(n2 − n + 1)) und zusammen mit dem Vorwärts-Durchlauf ergibt
sich insgesamt O(l(2m + n2 − n+ 1)).
Tree Trellis Algorithmus
Die Zeitkomplexität des Rückwärts-Durchlaufs des Tree Trellis Algorithmus mit einer Liste als Stack
(L-TTA) ist nach Abschnitt 4.3.3 O(l(n2 + n)). Zusammen mit dem Vorwärts-Durchlauf ergibt sich
eine Zeitkomplexität für das Finden von n Pfaden von O(l(2m + n2 + n)).
Für den Tree Trellis Algorithmus mit einem Rot-Schwarz-Baum als Stack (T-TTA) ist die Zeit-
komplexität der für das Finden von n Pfaden benötigten Rückwärts-Durchläufe nach Abschnitt 4.3.5
O(l(n+ log2((n− 1)!))). Zusammen mit dem Vorwärts-Durchlauf ist die gesamte Zeitkomplexität
dann O(l(2m + n+ log2((n− 1)!))).
Der m-Listen Tree Trellis Algorithmus (mL-TTA) hat nach Abschnitt 4.3.6 eine Zeitkomplexi-
tät von O(nl + H(pn(∅))), wobei H(pn(∅)) die Hamming-Metrik des n-ten Pfades des Nullworts
mit der gleichen Länge wie die zu decodierenden Datenblöcke ist. Zusammen mit dem Vorwärts-
Durchlauf ergibt sich hier ein Zeitkomplexität von O(l(2m + n) +H(pn(∅))) für das Finden von n
Pfaden.
List Extension Algorithmus
Die Zeitkomplexität des List Extension Algorithmus ist etwas schwieriger abzuschätzen. In Schritt 8
des Rückwärts-Durchlaufs muß der neu gefundene Pfad mit allen bereits gefundenen Pfaden gleicher
Metrik verglichen werden. Die Anzahl der Pfade gleicher Metrik ist vom verwendeten Faltungscode
abhängig, sie steigt aber bei allen Faltungscodes mit wachsender Pfadanzahl stark an. Die genaue
Anzahl der Pfade mit gleicher Metrik läßt sich nicht durch eine einfache Formel darstellen, aber
näherungsweise kann man annehmen, daß die Anzahl linear mit der Pfadmetrik wächst. Dann haben
für den zu decodierenden Datenblock v n/(H(pn(v))−H(p1(v))) Pfade die gleiche Metrik wie der
n-te Pfad von v. Dieser Ausdruck ist von v abhängig, was eine allgemeine Komplexitätsabschätzung
erschwert. Im günstigsten Fall ist v ein gültiges Codewort, dann kann man die Anzahl der Pfade mit
gleicher Metrik nach Theorem 4.3 zu n/H(pn(∅)) abschätzen.
Beim List Extension Algorithmus ist es möglich, daß die Suche nach dem nächsten Pfad in
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einem Rückwärts-Durchlauf fehl schlägt und dieser Rückwärts-Durchlauf erneut begonnen werden
muß. Auch dieses Verhalten ist vom verwendeten Faltungscode abhängig, aber es zeigte sich, daß
diese Fälle relativ selten auftreten. Aus diesem Grund sollen sie für die Komplexitätsbetrachtung
unberücksichtigt bleiben.
Bei jedem Rückwärts-Durchlauf wird der Datenblock einmal durchlaufen. Da hierbei zwei mi-
nimale Metriken gesucht werden (eine für den aktuellen Pfad und eine für den abzweigenden Pfad),
sind etwa doppelt so viele Operationen notwendig wie beim normalen Viterbi Algorithmus, die Zeit-
komplexität ist damit aber ebenfalls O(l). Hinzu kommt der Aufwand für das vergleichen des neuen
Pfades mit den bereits gefundenen Pfaden gleicher Metrik, so daß der Rückwärts-Durchlauf nur für
den n-ten Pfad eine Zeitkomplexität von O(l + n/H(pn(∅))) hat. Für die Rückwärts-Durchläufe
aller n Pfade ist die Zeitkomplexität dann O(nl +
∑n
i=1 i/H(pi(∅))). Zusammen mit dem Vor-
wärts-Durchlauf ergibt sich für den besten Fall eine gesamte Zeitkomplexität von O(l(2m + n) +∑n
i=1 i/H(pi(∅)))
Vergleich
Tabelle 4.2 zeigt die Zeitkomplexitäten der verschiedenen List Viterbi Algorithmen im Überblick.
In Abbildung 4.7 sind Zeitmessungen für die List Viterbi Algorithmen auf einem binären symme-
trischen Kanal dargestellt. Die drei Diagramme zeigen dieselben Messungen mit unterschiedlicher
Skalierung der Achsen. In allen drei Diagrammen zeigt der m-Listen Tree Trellis Algorithmus den
geringsten Zeitbedarf und das untere Diagramm zeigt, daß er sich am besten für große Pfadzahlen
eignet.
Abbildung 4.8 zeigt Zeitmessungen auf einem AWGN-Kanal. Es wurde Soft-Decision-Decodie-
rung mit Symbolmetriken von 0 . . . 1023 durchgeführt, wodurch sich die Anzahl der für den m-Listen
Tree Trellis Algorithmus benötigten Listen um den Faktor 1023 erhöht. Aus diesem Grund ist er
für niedrige Pfadzahlen etwas langsamer als die anderen List Viterbi Algorithmen, jedoch ab einer
Pfadanzahl von ca. 200 wieder der schnellste. Für große Pfadzahlen ist der m-Listen Tree Trellis
Algorithmus hier ebenso gut geeignet wie auf einem binären symmetrischen Kanal.
Alle gezeigten Messungen wurden auf einem AMD Athlon Prozessor bei 1000 MHz mit dem
Rate 1/4 Faltungscode (0177,0127,0155,0171) (in oktaler Notation) durchgeführt. Es wurden Daten-
blöcke mit einer Länge von 222 Coderahmen bei BER = 0.1 (binärer symmetrischer Kanal) bzw.
bei Eb/N0 = 1.0 dB (AWGN-Kanal) verwendet.
4.3.9 Speicherkomplexität der List Viterbi Algorithmen
Alle hier betrachteten List Viterbi Algorithmen speichern im Vorwärts-Durchlauf Metriken und Zei-
ger auf Vorgängerzustände. Für binäre Faltungscodes mit einer Coderate von 1/r hat jeder Zustand
genau zwei mögliche Vorgängerzustände, so daß zum Speichern der Zeiger ein Bit genügt. Dieses Bit
4.3. LIST-OUTPUT VITERBI ALGORITHMEN 51
0
1
2
3
4
5
0 50 100 150 200
Ze
it 
(m
s)
Anzahl der Pfade
PLVA
SLVA
LEA
L-TTA
T-TTA
mL-TTA
0
5
10
15
20
25
30
35
40
45
50
0 500 1000 1500 2000
Ze
it 
(m
s)
Anzahl der Pfade
LEA
L-TTA
T-TTA
mL-TTA
0
50
100
150
200
250
300
350
400
450
500
0 5000 10000 15000 20000
Ze
it 
(m
s)
Anzahl der Pfade
LEA
L-TTA
T-TTA
mL-TTA
Abbildung 4.7: Zeitaufwand der LVA mit einem binären symmetrischen Kanal
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Abbildung 4.8: Zeitaufwand der LVA mit einem AWGN-Kanal
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Vorwärts-
Durchlauf
Rückwärts-Durchläufe gesamt
PLVA O(n2ml) O(nl) O(n2ml)
SLVA O(2ml) O(l(n2 − n+ 1)) O(l(2m + n2 − n+ 1))
LEA O(2ml) O(nl +
∑n
i=1 i/H(pi(∅))) O(l(2m+n) +
∑n
i=1 i/H(pi(∅)))
L-TTA O(2ml) O(l(n2 + n)) O(l(2m + n2 + n))
T-TTA O(2ml) O(l(n+ log2((n− 1)!))) O(l(2m + n+ log2((n− 1)!)))
ml-TTA O(2ml) O(nl +H(pn(∅))) O(l(2m + n) +H(pn(∅)))
Tabelle 4.2: Zeitkomplexität der List Viterbi Algorithmen
kann mit in der Metrik gespeichert werden, etwa indem die Metriken vor dem Speichern mit 2 mul-
tipliziert und dann das Bit für den Zeiger als niederwertigstes Bit eingesetzt wird. Auf diese Weise
wird für die im Vorwärts-Durchlauf zu speichernden Zeiger kein zusätzlicher Speicher benötigt.
Parallel List Viterbi Algorithmus
Der Parallel List Viterbi Algorithmus speichert für jeden Zustand im Vorwärts-Durchlauf nMetriken,
wenn n Pfade gefunden werden sollen. Entsprechend ist die Speicherkomplexität für diesen Algo-
rithmus O(n2ml) zum Finden von n Pfaden eines Datenblocks mit einer Länge von l Coderahmen
bei Verwendung eines Faltungscodes der Speicherordnung m.
Serial List Viterbi Algorithmus
Der Serial List Viterbi Algorithmus speichert im Vorwärts-Durchlauf nur noch 2 Metriken für jeden
Zustand. Für den Rückwärts-Durchlauf wird für jeden Zustand ein weiteres Bit benötigt, das anzeigt,
ob bei diesem Zustand ein bereits gefundener Pfad abzweigt. Dieses Bit im niederwertigsten Bit der
zweiten Metrik gespeichert werden, so daß auch hier kein zusätzlicher Speicher benötigt wird. Die
Speicherkomplexität zum Auffinden von n Pfaden ist demnach O(2ml).
Tree Trellis Algorithmus
Der Tree Trellis Algorithmus speichert im Vorwärts-Durchlauf ebenfalls 2 Metriken pro Zustand und
benötigt für den Rückwärts-Durchlauf zusätzlich noch den Pfad-Stack. Die Elemente des Pfad-Stack
speichern 5 Werte und zusätzlich noch die decodierten Daten des Pfades.
Für den Tree Trellis Algorithmus mit einer Liste als Stack werden für jedes Element noch 2
Zeiger (Vorgänger, Nachfolger) für die Verkettung der Elemente benötigt, so daß sich eine Speicher-
komplexität von O(2ml + (l + 7)n) = O(2ml + nl + n) ergibt.
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PLVA O(n2ml)
SLVA O(2ml)
LEA O(2ml + nl + n)
L-TTA O(2ml + nl + n)
T-TTA O(2ml + nl + n)
ml-TTA O(2ml + nl + n+H(pn(∅)))
Tabelle 4.3: Speicherkomplexität der List Viterbi Algorithmen
Die Implementation des Pfad-Stacks als Rot-Schwarz-Baum benötigt 3 Zeiger (Vorgänger, linker
Nachfolger, rechter Nachfolger) für die Verkettung des Baumes und es ergibt sich eine Speicherkom-
plexität von O(2ml + (l + 8)n) = O(2ml + nl + n).
Der m-Listen Tree Trellis Algorithmus benötigt zusätzlich zum Speicherbedarf des Tree Trel-
lis Algorithmus mit einer Liste als Stack noch das Feld der Anfangs- und Endzeiger der einzelnen
Listen. Dieses Feld benötigt Platz für H(pn(∅)) Anfangs- und Endzeiger, so daß die Speicherkom-
plexität des m-Listen Tree Trellis Algorithmus O(2ml + (l + 7)n + 2H(pn(∅))) = O(2ml + nl +
n+H(pn(∅))) ist.
List Extension Algorithmus
Der List Extension Algorithmus ist bezüglich der Speicherkomplexität dem Tree Trellis Algorithmus
sehr ähnlich. Der Vorwärts-Durchlauf speichert ebenfalls 2 Metriken pro Zustand und die Elemente
der Liste speichern 4 Werte und die Zustandsübergangszeiger für jeden Pfad. Zusammen ergibt sich
so eine Speicherkomplexität von O(2ml + (l + 6)n) = O(2ml + nl + n).
Vergleich
In Tabelle 4.3 sind die Speicherkomplexitäten der verschiedenen List Viterbi Algorithmen noch ein-
mal zu einer Übersicht zusammengestellt. Den wenigsten Speicher benötigt der Serial List Viterbi
Algorithmus, der Speicherbedarf ist hier sogar von der Pfadanzahl unabhängig. Den meisten Spei-
cher benötigt der Parallel List Viterbi Algorithmus, Tree Trellis Algorithmus und List Extension
Algorithmus haben einen vergleichbaren Speicherbedarf.
4.4 Auffinden guter Faltungscodes
Die Leistungsfähigkeit von Faltungscodes hängt von mehreren Eigenschaften ab. Die wichtigste die-
ser Eigenschaften ist die sogenannte freie Distanz. Die freie Distanz d∞ eines Faltungscodes ist nach
[2] und [19] die minimale Hamming-Distanz zweier verschiedener Codeworte dieses Faltungscodes,
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die im gleichen Zustand beginnen und enden. Im Kontext der List Viterbi Algorithmen entspricht
das genau der Hamming-Metrik des zweitbesten Pfades eines mit diesem Faltungscode codierten
und terminierten gültigen Codeworts, insbesondere des Nullworts. Deshalb wird die freie Distanz
hier folgendermaßen definiert:
Definition 4.10 (Freie Distanz) Für einen Faltungscode mit Speicherordnung m sei ∅ ein Nullwort
mit einer Länge von mindestens m+ 1. Dann ist d∞ mit
d∞ = H(p2(∅))
die freie Distanz dieses Faltungscodes.
Die Länge des Nullworts von mindestens m+1 ist notwendig, weil der Codierer terminiert wer-
den muß. Wäre das Nullwort kürzer, könnten die Pfade nicht im gleichen Zustand (dem Nullzustand)
beginnen und enden.
Für die Leistungsfähigkeit eines Faltungscodes ist die freie Distanz von entscheidender Bedeu-
tung. Je größer die freie Distanz ist, desto mehr fehlerhafte Bits können mit Sicherheit korrigiert
werden. Der Grund dafür ist, daß der beste Pfad immer zu dem gültigen Codewort gehört, daß die
geringste Hamming-Distanz zum empfangenen Datenblock hat. Wenn der empfangene Datenblock
weniger als (d∞ − 1)/2 fehlerhafte Bits enthält, ist die Hamming-Distanz zum richtigen Codewort
kleiner, als die zum nächsten anderen Codewort. Das richtige Codewort würde deshalb als bester
Pfad decodiert werden.
Die maximale freie Distanz hängt von der Speicherordnung ab. Für höhere Speicherordnungen
gibt es Codes mit größerer freier Distanz. Es existieren aber stets mehrere Faltungscodes mit einer
für ihre Speicherordnung maximalen freien Distanz, so daß noch weitere Kriterien für die Leistungs-
fähigkeit wünschenswert sind. In [20] wird als weiteres Kriterium das sogenannte Distanzspektrum
eines Faltungscodes angegeben, das nach [21] wie folgt definiert ist:
Definition 4.11 (Distanzspektrum) Sei d∞ die freie Distanz des Faltungscodes und n(d∞ + i) die
Anzahl der Pfade, die im Startzustand vom Nullwort abzweigen, erst an ihrem Ende den Nullzustand
wieder erreichen und deren Hamming-Distanz zum Nullwort genau d∞ + i beträgt. Dann ist die
Folge
n(d∞ + i), i = 0, 1, 2, . . .
das Distanzspektrum des Faltungscodes. Das Element n(d∞ + i) wird i-te Spektralkomponente des
Faltungscodes genannt.
Definition 4.12 (Fehlergewicht) Sei n(d∞ + i) die i-te Spektralkomponente des Faltungscodes.
Dann ist die Summe ci aller gesetzten Bits in den zu den Pfaden der Spektralkomponente gehörenden
Codeworte das i-te Fehlergewicht des Faltungscodes.
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Distanzspektrum und Fehlergewichte können durch eine rekursive Baumsuche bestimmt werden,
wie in [21] beschrieben wurde.
Nach [20] ist ein Faltungscode um so Leistungsfähiger, je kleiner seine Fehlergewichte bei glei-
cher freier Distanz sind. Für den Vergleich zweier Faltungscodes ist das Kriterium des besseren
Distanzspektrums dort wie folgt definiert:
Definition 4.13 Ein Faltungscode mit den Fehlergewichten ci und freier Distanz d∞ hat ein besseres
Distanzspektrum als ein Faltungscode mit den Fehlergewichten c′i und freier Distanz d′∞ wenn eine
der folgenden Bedingungen erfüllt ist:
1. d∞ > d′∞
2. d∞ = d′∞ und es existiert eine Zahl j ≥ 0 mit ci = c′i für i = d∞, d∞ + 1, . . . , d∞ + j − 1
und ci < c′i für i = d∞ + j
Mit diesem Kriterium können optimale Faltungscodes mittels Computersuche und paarweisem
Vergleich der freien Distanzen und Distanzspektren gefunden werden. Außerdem muß bei der Su-
che geprüft werden, ob ein katastrophaler Code vorliegt. Die Ergebnisse einer sehr umfangreichen
Computersuche sind in [20] aufgelistet.
4.5 Auffinden guter Punktierungen
Ebenfalls in [20] sind Verfahren angegeben, die das Auffinden guter Punktierungen für einen Fal-
tungscode ermöglichen. Je nach Zielsetzung sind unterschiedliche Vorgehensweisen denkbar.
Für einfache punktierte Codes, die nicht ratenkompatibel sind, wird ausgehend von einem opti-
malen Basiscode für jede abgeleitete Rate die Menge der möglichen Punktierungstabellen bestimmt
und dafür freie Distanz und Distanzspektrum ermittelt und verglichen.
Für ratenkompatible Codes (RCPC-Codes) muß zusätzlich noch das Ratenkompatibilitätskriteri-
um beachtet werden, wofür zwei verschiedene Methoden möglich sind. Bei der ersten Methode wird
von der niedrigsten Coderate ausgegangen, was effektiv dem nicht punktierten optimalen Basiscode
entspricht. Dann werden alle punktierten Codes mit der nächst höheren Rate untersucht, bei denen
in der Punktierungstabelle genau ein Bit nicht gesetzt ist. Der optimale Code für diese Rate wird
festgehalten und die Codes mit der nächst höheren Rate, die zu diesem Code ratenkompatibel sind,
werden untersucht. Dieser Vorgang setzt sich bis zur höchsten Rate fort und das Ergebnis ist eine
Familie von für niedrige Coderaten optimierten RCPC-Codes.
Die zweite Methode beginnt bei der höchsten Coderate und untersucht im ersten Schritt alle
möglichen Punktierungen mit dieser Rate. Das Ergebnis wird festgehalten und die punktierten Codes
mit der nächst niedrigeren Rate, die zu diesem Code ratenkompatibel sind, werden untersucht. Der
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Vorgang setzt sich fort bis die Punktierungstabelle nur noch gesetzte Bits enthält und das Ergebnis
ist eine Familie von für hohe Coderaten optimierten RCPC-Codes.
Beide Methoden liefern unterschiedliche Ergebnisse, wobei jedoch die zweite Methode einen
weit höheren Zeitaufwand hat, da im ersten Schritt mehr Punktierungen möglich sind, die durch-
sucht werden müssen. Der Unterschied in der Leistungsfähigkeit der so gefundenen Codes ist jedoch
gering, wobei die von der ersten Methode gelieferten Codes etwas leistungsfähiger für niedrige und
die von der zweiten Methode gelieferten Codes etwas leistungsfähiger für hohe Coderaten sind.
Bei allen Optimierungen muß vor der Bestimmung von freier Distanz und Distanzspektrum ge-
testet werden, ob die vorliegende Punktierung einen katastrophalen Code erzeugt. Ist das der Fall,
kann sofort mit der nächsten Punktierung fortgefahren werden. Die Bestimmung des Distanzspek-
trums für einen katastrophalen Code würde wegen der in Abschnitt 3.3.7 beschriebenen Schleife im
Übergangsgraph in eine Endlosschleife führen.
Kapitel 5
Anwendung auf die Bildübertragung
5.1 Das Verfahren von Sherwood und Zeger
In [6] wurde ein Verfahren für eine vor Übertragungsfehlern geschützte Bildübertragung vorgestellt.
Es benutzt sowohl das in Abschnitt 3.2 beschriebene CRC-Verfahren für die Fehlererkennung als
auch die in Abschnitt 3.3.6 erläuterten RCPC-Codes für die Fehlerkorrektur. Außerdem wird ein
Wavelet-basiertes Bildkompressionsverfahren verwendet, um die zu übertragende Datenmenge zu
reduzieren.
Abbildung 5.1 zeigt eine schematische Darstellung des Verfahrens. Wie man sieht, werden die
einzelnen Verfahren miteinander verkettet. Der Sender führt folgende Schritte aus, um das Bild zu
codieren:
Codierung
Kompression: Das zu übertragende Bild wird komprimiert. Sherwood und Zeger verwenden dafür
den Wavelet-basierten SPIHT-Codierer von Said und Pearlman, der in [5] beschrieben wird.
Dieser Codierer wurde hauptsächlich aus folgenden Gründen gewählt:
• Er ist embedded. Das ist für das Verfahren von Sherwood und Zeger die wichtigste Ei-
genschaft. Es bedeutet, daß der Code eines bei einer bestimmten Bitrate codierten Bildes
den Code für alle niedrigeren Bitraten als Präfix enthält. Das ist für die Behandlung von
RCPC
Codierer
RCPC
Decodierer
Übertragungs−
kanal
SPIHT−
Codierer
SPIHT−
Decodierer
Codierer
CRC
Prüfer
CRCCodierung:
Decodierung:
Abbildung 5.1: Das Verfahren von Sherwood und Zeger
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unkorrigierbaren Übertragungsfehlern wichtig, wie bei der Rekonstruktion noch gezeigt
wird. Im Prinzip könnte jeder Bildcodierer mit dieser Eigenschaft für die Kompression
verwendet werden, aber wegen den folgenden beiden Gründe wurde SPIHT gewählt.
• Er ist sehr schnell, was für die praktische Anwendbarkeit des Verfahrens wichtig ist.
Bildübertragung und damit verbundene Fehlerschutzverfahren werden oft in Echtzeitan-
wendungen eingesetzt (beispielsweise in Videokonferenzsystemen).
• Er erreicht hohe Kompressionsraten bei guter Bildqualität. SPIHT gehört zu den besten
bekannten verlustbehafteten Verfahren zur Bildkompression.
Segmentierung: Die Ausgabe des SPIHT-Codierers wird in gleich große Blöcke mit je L Bit Länge
zerlegt.
CRC-Codierung: An jeden Block wird ein c Bit langer CRC angehängt.
RCPC-Codierung: An jeden Block werden m Null-Bits angehängt, um den RCPC-Codierer zu
terminieren. m entspricht dabei der Speicherordnung des verwendeten RCPC-Codes.
Die so codierten Daten werden über einen gestörten Kanal übertragen. Auf der Empfängerseite wer-
den dann folgende Schritte ausgeführt, um das Bild zu decodieren:
Decodierung
RCPC-Decodierung: Für die RCPC-Decodierung wird ein List Output Viterbi Algorithmus (siehe
dazu Abschnitt 4.3) benötigt. Sherwood und Zeger verwenden den Tree Trellis Algorithmus
mit begrenzter Pfadstack-Größe wie er in Abschnitt 4.3.3 beschrieben wird. Für jeden empfan-
genen Block wird zunächst der beste Pfad decodiert.
CRC-Test: Für den gerade decodierten Pfad wird der CRC-Test durchgeführt. Wenn der Test er-
folgreich war, wird der empfangene Block als fehlerfrei betrachtet und mit Zusammenfügen
fortgefahren. Andernfalls wird geprüft, ob bereits die festgelegte Maximalzahl von Pfaden für
diesen Block decodiert wurde. Ist das der Fall, so wird die Decodierung an dieser Stelle abge-
brochen, eventuell noch folgende Blöcke dieses Bildes werden verworfen. Das Bild wird nur
aus den bereits fehlerfrei empfangenen Blöcken rekonstruiert. Wurde die Maximalzahl noch
nicht erreicht, wird mit der RCPC-Decodierung der nächste Pfad bestimmt und dafür wieder
der CRC-Test durchgeführt.
Zusammenfügen: Von den decodierten Blöcken werden die bei der Codierung angehängten CRC-
und Null-Bits entfernt. Die resultierenden Blöcke enthalten nur noch die Daten der SPIHT-
Codierung und werden wieder aneinandergehangen.
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Rekonstruktion: Der SPIHT-Decodierer rekonstruiert das übertragene Bild aus den zusammenge-
fügten Datenblöcken. Weil der Decodierer embedded ist, ist eine Rekonstruktion auch dann
möglich, wenn die Decodierung wegen einem unkorrigierbaren Fehler vorzeitig abgebrochen
wurde. Wenn die fehlerfreien Blöcke insgesamt n Bit umfassen, entspricht das Ergebnis genau
dem Bild, das man rekonstruieren würde, wenn es von vornherein nur mit n Bit codiert wor-
den wäre. Je später also der unkorrigierbare Fehler auftritt, desto besser wird die Qualität des
rekonstruierten Bildes.
Wie auch in der Arbeit von Sherwood und Zeger soll das Verfahren hier unter der Annahme eines
binären symmetrischen Kanals (siehe dazu Abschnitt 2.1) betrachtet und analysiert werden.
5.2 Analyse des Verfahrens
Bei der Anwendung des Verfahrens müssen zunächst einige Parameter festgelegt werden, nämlich die
Blocklänge L, die CRC-Länge c, der CRC-Code und der RCPC-Code. Wie auch bei Sherwood und
Zeger wurde hier eine Blocklänge vonL = 200 verwendet. Die CRC-Länge beeinflußt das Verfahren
im Hinblick auf unerkannte Fehler. Das Verfahren wurde hier für CRC-Längen von 16, 24 und 32
Bit untersucht. Für 16 Bit wurde der CRC-Generator (x16 fx14 fx12 fx11 fx8 fx5 fx4 fx2 f1)
aus [6] verwendet. Dieser Generator ist für die Blocklänge von 200 Bits optimiert, jedoch hat sich
gezeigt, daß der Standard-Generator CRC-CCITT aus Tabelle 3.1 zu im Rahmen der Meßgenauig-
keit identischen Ergebnissen hinsichtlich der Wahrscheinlichkeit für unerkannte Fehler geführt hat.
Deshalb habe ich für die CRC-Längen von 24 und 32 Bits die Standard-Generatoren CRC-24 und
CRC-32 aus Tabelle 3.1 verwendet und keine Optimierung auf die Blocklänge durchgeführt.
Als RCPC-Codes wurden die in Tabelle 5.1 angegebenen Codes verwendet. Diese Codes wurden
nach der in Abschnitt 4.5 beschriebenen Methode für niedrige Coderaten optimiert.
Die Leistungsfähigkeit des Verfahrens wurde mittels Software-Simulation ermittelt. Diese Simu-
lation habe ich für die hier angegebenen Resultate folgendermaßen durchgeführt:
1. Ein Block aus zufällig generierten Daten wird CRC- und RCPC-codiert.
2. Entsprechend der Bitfehlerwahrscheinlichkeit BER werden in dem codierten Block zufällig
Bits verändert, was der Simulation eines binären symmetrischen Kanals entspricht.
3. Der veränderte Block wird RCPC-decodiert und CRC-geprüft. Schlägt der CRC-Test fehl, wird
der nächste Pfad für diesen Block decodiert und wieder CRC-geprüft, solange die maximale
Pfadanzahl noch nicht erreicht wurde. Ist der CRC-Test erfolgreich (d.h. ist der decodierte
Block ein gültiges CRC-Codewort), wird der decodierte Block mit dem bei Punkt 1 generierten
Block verglichen. Stimmen beide überein, so wurde der Block fehlerfrei decodiert. Stimmen
sie nicht überein, dann liegt ein unerkannter Fehler vor. In diesem Fall wird wiederum der
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nächste Pfad decodiert und geprüft. Wurde schließlich die maximale Pfadanzahl erreicht, ohne
daß der Block fehlerfrei decodiert werden konnte, dann liegt ein unkorrigierbarer Fehler vor.
Diese Simulation wurde für alle in Frage kommenden Coderaten und CRC-Längen jeweils 50 000 000
mal wiederholt und dabei folgende Daten protokolliert:
• ob der Block fehlerfrei decodiert werden konnte
• beim wievielten Pfad der richtige Block gefunden wurde
• beim wievielten Pfad ein unerkannter Fehler auftrat
Anhand dieses Protokolls können dann für beliebige Bitraten und alle Pfadzahlen bis zur maxima-
len Pfadanzahl bei der Simulation die Wahrscheinlichkeiten (die Wahrscheinlichkeit wird durch die
relative Häufigkeit angenähert) für unvollständiges Decodieren und für unerkannte Fehler sowie die
erwartete Anzahl fehlerfrei übertragener Blöcke durch Auszählen der Häufigkeiten ermittelt werden.
Die Angabe der Bitrate bezieht sich im Folgenden immer auf die durch den Kanal zu übertragenden
Bits, also einschließlich CRC- und RCPC-Codierung.
Als maximale Pfadanzahl wurde von Sherwood und Zeger 100 gewählt. Für die RCPC-Decodie-
rung benutzten sie den in Abschnitt 4.3.3 beschriebenen Tree Trellis Algorithmus mit einer Liste als
Stack.
Diese Arbeit soll unter anderem zeigen, daß durch Erhöhung der Pfadanzahl die Leistungsfähig-
keit des Verfahrens verbessert werden kann. Deshalb habe ich eine maximale Pfadanzahl von 10 000
gewählt und zur RCPC-Decodierung den in Abschnitt 4.3.5 vorgestellten m-Listen Tree Trellis Al-
gorithmus verwendet.
Um Aussagen über die Qualität des empfangenen Bildes machen zu können, ist ein Maß für die
Bildqualität notwendig. Die Grundlage solcher Maße ist der Vergleich des empfangenen Bildes mit
dem Originalbild. Ein gebräuchliches Maß ist der mittlere quadratische Fehler RMS (RMS steht für
Root Mean Square), der sich aus der Abweichung von empfangenem Bild und Originalbild berechnet
[22]:
RMS(f, g) =
√√√√ 1
hw
h∑
i=1
w∑
j=1
(f(i, j)− g(i, j))2
Dabei sind f und g die beiden Bilder, f(i, j) bzw. g(i, j) der Wert des Pixels in Zeile i und Spalte j
des jeweiligen Bildes, h die Anzahl der Zeilen und w die Anzahl der Spalten im Bild (beide Bilder
müssen gleich groß sein).
Ein weiteres Maß für die Bildqualität, das aus dem mittleren quadratischen Fehler abgeleitet und
in dieser Arbeit verwendet wird, ist der PSNR-Wert (PSNR steht für Peak Signal to Noise Ratio) und
berechnet sich wie folgt [22]:
PSNR(f, g) = 20 log10
255
RMS(f, g)
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Anzahl der untersuchten Pfade
BER=0.1, c=16, r=8/28, mr=1/4, Bitrate=1.0 bpp, 337 Blöcke
Wahrscheinlichkeit für unvollständige Decodierung
Wahrscheinlichkeit für unerkannte Fehler
Abbildung 5.2: Ergebnisse mit BER=0.1 und Rate 8/28 RCPC-Code
5.2.1 Ergebnisse mit festgelegter Abbruchwahrscheinlichkeit
Die Wahl der für die Übertragung benutzten Coderate beeinflußt die Wahrscheinlichkeit für einen
vorzeitigen Abbruch der Decodierung aufgrund eines nicht korrigierbaren Fehlers. Diese Wahr-
scheinlichkeit nimmt mit abnehmender Coderate ebenfalls ab. Andererseits können aber mit niedriger
Coderate auch weniger Nutzdaten übertragen werden, wenn die Anzahl der insgesamt übertragenen
Bits gleich bleiben soll. Die Wahl der Coderate ist also von großer Bedeutung.
Sherwood und Zeger haben in [6] die Coderaten mit dem Ziel gewählt, die Wahrscheinlichkeit für
eine unvollständige Decodierung für alle Bitraten im Bereich 0 bpp . . . 1.0 bpp unter 0.01 zu halten.
Da die Anzahl der zu übertragenen Blöcke und damit auch die Wahrscheinlichkeit für einen unkor-
rigierbaren Fehler mit der Bitrate wächst, soll hier nur die höchste Bitrate von 1.0 bpp betrachtet
werden. Anhand dieser ist auch die Coderate zu wählen. Die von Sherwood und Zeger benutzten Pa-
rameter und die daraus resultierende PSNR bei der von ihnen verwendeten Suchtiefe von 100 Pfaden
für die RCPC-Decodierung zeigt Tabelle 5.2. Die PSNR-Werte wurden mit der SPIHT-Referenzim-
plementation von Said und Pearlman [25] ermittelt.
In Abbildung 5.2 sind die Wahrscheinlichkeiten für unvollständiges Decodieren und unerkannte
Fehler für BER = 0.1 und die von Sherwood und Zeger gewählte Coderate von r = 8/28 darge-
stellt. Bei einer Bitrate von 1.0 bpp und einer CRC-Länge von c = 16 Bit besteht das Bild aus 337
zu übertragenden Blöcken. Es wurde der Basiscode mit der Rate mr = 1/4 verwendet.
Wie man sieht, wurde das Ziel einer Wahrscheinlichkeit für unvollständige Decodierung von
weniger als 0.01 bei einer Suchtiefe von 100 Pfaden erreicht. Ebenso zeigt sich jedoch, daß durch die
Erhöhung der Suchtiefe diese Wahrscheinlichkeit noch weiter verringert werden kann. Das bedeutet,
daß bei gleicher Wahrscheinlichkeit für unvollständige Decodierung die Coderate erhöht werden
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Rate Punktierungstabelle für Rate 1/3
Basiscode (0133,0165,0171)
Punktierungstabelle für Rate 1/4 Basiscode
(0117,0127,0155,0171)
8/9 (00001010,11110000,00010101) (00000001,10100000,00111110,01000000)
8/10 (00101010,11110000,00010101) (00000001,10100010,00111110,01000000)
8/11 (00101010,11110000,00010111) (00000001,10101010,00111110,01000000)
8/12 (00101010,11110000,01010111) (01000001,10101010,00111110,01000000)
8/13 (00101110,11110000,01010111) (01010001,10101010,00111110,01000000)
8/14 (10101110,11110000,01010111) (01010001,10101010,00111110,01000100)
8/15 (10101110,11110000,01011111) (01010001,10101010,01111110,01000100)
8/16 (10101110,11110001,01011111) (01010001,10101010,01111110,01000101)
8/17 (10111110,11110001,01011111) (01010001,10101010,01111110,11000101)
8/18 (10111111,11110001,01011111) (01010101,10101010,01111110,11000101)
8/19 (10111111,11110101,01011111) (01010101,10101010,01111111,11000101)
8/20 (11111111,11110101,01011111) (01010101,10101010,01111111,11010101)
8/21 (11111111,11110111,01011111) (01010101,10101010,01111111,11110101)
8/22 (11111111,11110111,01111111) (01011101,10101010,01111111,11110101)
8/23 (11111111,11111111,01111111) (01011101,10101010,11111111,11110101)
8/24 (11111111,11111111,11111111) (01011101,10111010,11111111,11110101)
8/25 (01011101,11111010,11111111,11110101)
8/26 (01011111,11111010,11111111,11110101)
8/27 (01011111,11111011,11111111,11110101)
8/28 (01111111,11111011,11111111,11110101)
8/29 (01111111,11111011,11111111,11111101)
8/30 (01111111,11111111,11111111,11111101)
8/31 (01111111,11111111,11111111,11111111)
8/32 (11111111,11111111,11111111,11111111)
Tabelle 5.1: Verwendete RCPC-Codes
BER Coderate CRC-Länge (Bit) PSNR (db) bei 1.0 bpp
0.001 8/9 16 39.33
0.01 8/12 16 38.01
0.1 8/28 16 34.24
Tabelle 5.2: Parameter für eine Suchtiefe von 100 Pfaden
5.2. ANALYSE DES VERFAHRENS 64
kann, wodurch mehr Nutzdaten übertragen werden können.
Bei einer Suchtiefe 10 000 Pfaden kann die Coderate auf 8/24 erhöht werden. Die Wahrschein-
lichkeiten für diese Coderate sind in Abbildung 5.3 dargestellt. Bei der Erhöhung der Suchtiefe ent-
steht jedoch ein weiteres Problem. Mit jedem zu untersuchenden Pfad ist eine CRC-Prüfung verbun-
den, die mit einer bestimmten Wahrscheinlichkeit einen Fehler nicht erkennt. Erhöht sich die Zahl
der CRC-Prüfungen, so erhöht sich auch die Gesamtwahrscheinlichkeit für unerkannte Fehler inner-
halb eines übertragenen Bildes. Lag diese Wahrscheinlichkeit bei einer Coderate von 8/28 und einer
Suchtiefe von 100 Pfaden noch bei etwa 0.00003, so hat sich sie sich bei der Coderate 8/24, Suchtiefe
10 000 und gleicher CRC-Länge auf 0.003 erhöht, wie man im obersten Diagramm von Abbildung
5.3 erkennen kann. Da unerkannte Fehler das Ergebnis der SPIHT-Decodierung jedoch, wie bereits
in Abbildung 1.1 gezeigt, stark und bis hin zur Unkenntlichkeit beeinflussen, müssen sie möglichst
vermieden werden.
Das kann leicht mit einer Erhöhung der CRC-Länge erreicht werden, wie die beiden anderen
Diagramme in Abbildung 5.3 zeigen. Bereits bei einer CRC-Länge von 24 Bit liegt die Wahrschein-
lichkeit für unerkannte Fehler unter der bei einer Coderate von 8/28 und Suchtiefe 100 erreichten
Wahrscheinlichkeit. Mit einer CRC-Länge von 32 Bit trat schließlich kein einziger unerkannter Feh-
ler innerhalb aller 50 000 000 Simulationsdurchläufe auf.
Da mit einer höheren Coderate mehr Nutzdaten übertragen werden können, erhöht sich die Qua-
lität des übertragenen Bildes. Abbildung 5.4 zeigt die PSNR-Werte für das Standard-Testbild „Lena“
und die jeweils bei einer Suchtiefe von 100 bzw. 10 000 Pfaden und BER = 0.1 gewählten Parame-
ter. Bei der höchsten Bitrate von 0.1 bpp ergibt sich durch die erhöhte Suchtiefe von 10 000 Pfaden
eine Verbesserung von 0.5 dB.
Simulationen mit einer Bitfehlerwahrscheinlichkeit vonBER = 0.01 haben gezeigt, daß hier die
Coderate bei einer Suchtiefe von 10 000 Pfaden auf 8/11 erhöht werden kann, gegenüber 8/12 mit
100 Pfaden. Um die dadurch steigende Wahrscheinlichkeit für unerkannte Fehler zu kompensieren,
muß die CRC-Länge ebenfalls erhöht werden. Für die höchste Bitrate von 1.0 bpp verbessert sich die
PSNR um 0.2 dB.
Bei BER = 0.001 konnte bereits mit einer Suchtiefe von 100 Pfaden die höchste Coderate von
8/9 gewählt werden, so daß sich hier keine PSNR-Verbesserung mehr erzielen läßt. Jedoch kann
durch die Erhöhung der Suchtiefe die verbleibende Wahrscheinlichkeit für unvollständiges Decodie-
ren gesenkt werden, und zwar von 0.009 auf 0.00002. Auch hier ist eine Erhöhung der CRC-Länge
auf 24 Bit ratsam, was letztendlich eine leichte Verschlechterung des PSNR-Wertes um 0.16 dB zur
Folge hat.
Die bei einer Suchtiefe von 10 000 Pfaden gewählten Parameter sind in Tabelle 5.3 zusammen-
gefaßt.
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Anzahl der untersuchten Pfade
BER=0.1, c=16, r=8/24, mr=1/3, Bitrate=1.0 bpp, 393 Blöcke
Wahrscheinlichkeit für unvollständige Decodierung
Wahrscheinlichkeit für unerkannte Fehler
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Anzahl der untersuchten Pfade
BER=0.1, c=24, r=8/24, mr=1/3, Bitrate=1.0 bpp, 379 Blöcke
Wahrscheinlichkeit für unvollständige Decodierung
Wahrscheinlichkeit für unerkannte Fehler
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Anzahl der untersuchten Pfade
BER=0.1, c=32, r=8/24, mr=1/3, Bitrate=1.0 bpp, 367 Blöcke
Wahrscheinlichkeit für unvollständige Decodierung
Wahrscheinlichkeit für unerkannte Fehler
Abbildung 5.3: Ergebnisse mit BER=0.1 und Rate 8/24 RCPC-Code
5.2. ANALYSE DES VERFAHRENS 66
22
24
26
28
30
32
34
36
0 0.2 0.4 0.6 0.8 1
PS
NR
 (d
B)
 
Bitrate (bpp)
Lena
10000 Pfade, 24 Bit CRC, Coderate 8/24
100 Pfade, 16 Bit CRC, Coderate 8/28
Abbildung 5.4: Verhältnis von Bitrate und PSNR bei festgelegter Abbruchwahrscheinlichkeit
5.2.2 Ergebnisse mit Ratenoptimierung
Bei den im letzten Abschnitt vorgestellten Ergebnissen ergibt sich das Problem, daß sich die Wahl
der festgelegten Abbruchwahrscheinlichkeit nicht gut Begründen läßt. Sicherlich ist eine niedrige
Abbruchwahrscheinlichkeit immer wünschenswert, aber die damit verbundene Reduzierung der Co-
derate hat auch eine Verschlechterung der Qualität der vollständig übertragenen Bilder zur Folge.
Es bleibt auch offen, welche Wahrscheinlichkeiten für unerkannte Fehler noch akzeptabel sind, auch
hier geht die Reduzierung mit einer Qualitätsverschlechterung der vollständig übertragenen Bilder
einher.
Einen Lösungsansatz für dieses Problem liefert die Fehleroptimierung (engl.: distortion optimi-
zation). Dabei wird die Coderate so gewählt, daß der erwartete Fehler bei der Rekonstruktion des
Bildes nach der Übertragung minimal ist. Diese Optimierung ist jedoch vom verwendeten Bildcodie-
rer abhängig und erfordert die Ermittlung einer Funktion, die den erwarteten Rekonstruktionsfehler
BER Coderate CRC-Länge (Bit) PSNR (db) bei 1.0 bpp
0.001 8/9 24 39.17
0.01 8/11 24 38.21
0.1 8/24 24 34.79
Tabelle 5.3: Parameter für eine Suchtiefe von 10 000 Pfaden
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aus der bei der Codierung verwendeten Bitrate schätzt.
Ein etwas einfacherer Lösungsansatz ist die Ratenoptimierung (engl.: rate optimization). Hierbei
wird davon ausgegangen, daß der erwartete Rekonstruktionsfehler mit zunehmender Anzahl fehler-
frei übertragener Bits abnimmt. Folglich ist diese Anzahl zu maximieren. In [23] wird folgender
Ausdruck für die erwartete Anzahl fehlerfrei übertragener Bits angegeben:
EN (rk1 , . . . , rkN ) =
N∑
i=1
Pi(R)
i∑
j=1
v(rkj ) (5.1)
Dabei ist (rk1 , . . . , rkN ) ein N-Block Fehlerschutzschema, daß jedem Block i, i = 1, . . . , N eine Co-
derate rki zuordnet. Weiterhin ist v(rkj ) die Anzahl der im Block j übertragenen Quellbits. Quellbits
sind die übertragenen Nutzdaten, also die vom Bildcodierer (SPIHT) erzeugten Bits. Mit p(rki) als
Wahrscheinlichkeit für einen unkorrigierbaren Fehler in einem mit Coderate rki übertragenen Block
ist dann Pi(R) = p(rki+1)
∏i
j=1(1 − p(rkj )), i = 1, . . . , N − 1 die Wahrscheinlichkeit dafür, daß
in den ersten i Blöcken kein unkorrigierbarer Fehler auftritt und im Block i+ 1 ein unkorrigierbarer
Fehler auftritt. Schließlich ist PN (R) =
∏N
j=1(1 − p(rkj )) die Wahrscheinlichkeit dafür, daß alle
Blöcke fehlerfrei decodiert werden konnten.
Dieser Ausdruck gilt allgemein für ungleichmäßige Fehlerschutzschemata, bei denen nicht alle
Blöcke mit der gleichen Coderate übertragen werden. Im hier betrachteten Verfahren wird jedoch die
gleiche Coderate für alle Blöcke verwendet, was den Ausdruck für die erwartete Anzahl fehlerfrei
übertragener Bits vereinfacht. Mit ungleichmäßigem Fehlerschutz lassen sich jedoch noch bessere
Ergebnisse erzielen, was ebenfalls in [23] genauer behandelt wird.
Ein weiterer Unterschied des dem Ausdruck (5.1) zugrunde liegenden Systems gegenüber dem
Verfahren von Sherwood und Zeger ist die Anzahl der Quellbits pro Block. Das System von (5.1)
geht von einer festen Blockgröße aus, wodurch die Anzahl der Quellbits pro Block von der Coderate
des Blocks abhängt. Das Verfahren von Sherwood und Zeger verwendet jedoch eine feste Anzahl
von Quellbits pro Block, wodurch die Blockgröße von der Coderate abhängig wird. Das muß bei
der Bestimmung von N berücksichtigt werden. Für das Verfahren von Sherwood und Zeger kann N
durch
N =
rbn
L+ c+m
berechnet werden, dabei ist r die Coderate, b die Bitrate in Bits pro Pixel, n die Anzahl der Pixel im
Bild, L die Anzahl der Quellbits pro Block, c CRC-Länge und m die Speicherordnung des RCPC-
Codes.
Mit gleichmäßigem Fehlerschutz und gleicher Anzahl Quellbits pro Block vereinfacht sich (5.1)
zu:
EN (r) =
N∑
i=1
Qi(r)L (5.2)
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BER Coderate CRC-Länge (Bit) #Bits PSNR (db) bei 1.0 bpp
0.001 8/9 16 208 608 39.30
0.01 8/11 16 162 523 38.13
0.1 8/26 16 70 923 34.47
Tabelle 5.4: Ratenoptimale Parameter für eine Suchtiefe von 100 Pfaden
Mit p(r) als Wahrscheinlichkeit dafür, daß ein bei Coderate r übertragener Block nicht fehlerfrei
decodiert werden kann, ist Qi(r) = (1−p(r))i die Wahrscheinlichkeit dafür, daß i Blöcke fehlerfrei
decodiert werden konnten und L die Anzahl der Quellbits pro Block.
(5.2) ist die Partialsumme einer geometrischen Zahlenfolge, weshalb sich dieser Ausdruck schließ-
lich zu
EN (r) = L
1− p(r)
p(r)
(1− (1− p(r))N ) (5.3)
vereinfachen läßt [24].
Die Maximierung von (5.3) ist leicht dadurch zu erreichen, daß EN (r) für alle Raten der ver-
wendeten Familie von RCPC-Codes und die der gewählten Bitrate entsprechende Blockanzahl N
berechnet wird.
Auch die Wahl der CRC-Länge kann durch diese Optimierung begründet werden. Wenn auch
über die Auswirkungen eines unerkannten Fehlers keine genauen Angaben gemacht werden können,
so läßt sich zumindest eine Abschätzung für den schlechtesten Fall machen. In diesem Fall wird
das Bild durch einen Block mit unerkannten Fehlern völlig zerstört. Näherungsweise entspricht das
dem Fall, daß bereits im ersten Block ein unkorrigierbarer Fehler auftrat und dem SPIHT-Deco-
dierer überhaupt keine Daten zur Bildrekonstruktion zur Verfügung stehen. In beiden Fällen ist der
Rekonstruktionsfehler maximal.
Mit dieser Handhabung unerkannter Fehler zeigt Abbildung 5.5 die erwartete Anzahl fehlerfrei
übertragener Bits für eine Suchtiefe von 100 Pfaden, eine Bitrate von 1.0 bpp und BER = 0.1 im
oberen Diagramm. Das untere Diagramm zeigt diese Anzahl für eine Suchtiefe von 10 000 Pfaden.
Für eine Suchtiefe von 100 Pfaden wird die maximale erwartete Anzahl fehlerfrei übertragener
Bits bei einer Coderate von 8/26 erreicht, für eine Suchtiefe von 10 000 Pfaden bei 8/23 und in beiden
Fällen mit einer CRC-Länge von 16 Bit. Die Erhöhung der Suchtiefe führt auch hier zu einer PSNR-
Verbesserung von 0.5 dB. Die weiteren Ergebnisse der Ratenoptimierung für eine Suchtiefe von 100
Pfaden sind in Tabelle 5.4 und für eine Suchtiefe von 10 000 Pfaden in Tabelle 5.5 zusammengestellt.
Die Spalte „#Bits“ zeigt die erwartete Anzahl fehlerfrei übertragener Bits.
Abbildung 5.6 zeigt schließlich die erwarteten PSNR-Werte bei Ratenoptimierung für die Such-
tiefen 100 und 10 000 Pfade bei BER = 0.1. Die Ratenoptimierung wurde für jede Bitrate und
Suchtiefe einzeln durchgeführt. Betrachtet wurden Bitraten von 0.05 bpp bis 1.0 bpp, mit einer
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Abbildung 5.5: Erwartete Anzahl fehlerfrei übertragener Bits
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BER Coderate CRC-Länge (Bit) #Bits PSNR (db) bei 1.0 bpp
0.001 8/9 16 209 524 39.32
0.01 8/10 16 176 980 38.54
0.1 8/23 16 80 109 35.03
Tabelle 5.5: Ratenoptimale Parameter für eine Suchtiefe von 10 000 Pfaden
Schrittweite von 0.05 bpp.
5.2.3 Laufzeitbetrachtung
Aufgrund der in Abschnitt 4.3.8 durchgeführten Komplexitätsanalyse könnte man zunächst erwar-
ten, daß wegen der linearen Zeitkomplexität des m-Listen Tree Trellis Algorithmus die Erhöhung der
Suchtiefe um den Faktor 100 auch das Verfahren von Sherwood und Zeger einen um den Faktor 100
gesteigerten Zeitaufwand aufweist. Tatsächlich wäre das aber nur der Fall, wenn bei der Decodie-
rung jedes Blocks auch die maximale Suchtiefe erreicht würde. Das würde aber nur dann passieren,
wenn alle Blöcke nicht decodierbar wären, etwa wegen einer für den Kanal viel zu hoch gewählten
Coderate.
Unter normalen Bedingungen (d.h. mit richtig gewählter Coderate) werden hohe Suchtiefen nur
sehr selten erreicht, in den meisten Fällen ist schon der erste Pfad der richtige. Abbildung 5.7 zeigt
für BER = 0.1, eine Coderate von 8/23 und eine CRC-Länge von 16 Bit die gemessene Wahr-
scheinlichkeit dafür, daß bei einer bestimmten Suchtiefe der richtige Pfad gefunden wird. Sie liegt
für den ersten Pfad bei 0.88, für den zweiten Pfad bei 0.06 und für den dritten Pfad bei 0.018. Ab
dem vierten Pfad liegen alle Wahrscheinlichkeiten unterhalb der für die Skalierung des Diagramms
gewählten Obergrenze von 0.01.
Mit Hilfe eines solchen Histogramms und der in Abschnitt 4.3.8 gezeigten Ergebnisse der Lauf-
zeitmessung der List Viterbi Algorithmen kann der durchschnittliche Zeitaufwand für das Decodieren
eines Blocks ermittelt werden. Diese Werte sind in Tabelle 5.6 angegeben, wobei für die Suchtiefe
von 100 Pfaden jeweils der von Sherwood und Zeger benutzte Tree Trellis Algorithmus mit einer
Liste als Stack und für die Suchtiefe von 10 000 Pfaden der m-Listen Tree Trellis Algorithmus zu-
grunde gelegt wurde. Offensichtlich hält sich der Anstieg des Zeitaufwands in einem akzeptablen
Rahmen von höchstens 25%.
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Abbildung 5.6: Verhältnis von Bitrate und PSNR bei Ratenoptimierung
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Abbildung 5.7: Wahrscheinlichkeit für das Finden des richtigen Pfades bei einer bestimmten Such-
tiefe
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BER Coderate Suchtiefe (Pfade) Zeit (ms)
0.001 8/9 100 0.40
0.001 8/9 10 000 0.46
0.01 8/11 100 0.40
0.01 8/10 10 000 0.50
0.1 8/26 100 0.44
0.1 8/23 10 000 0.53
Tabelle 5.6: Durchschnittlicher Zeitaufwand pro Block
Kapitel 6
Zusammenfassung und Ausblick
6.1 List Viterbi Algorithmen
Im ersten Teil dieser Arbeit wurden verschiedene List Viterbi Algorithmen zur Decodierung von Fal-
tungscodes analysiert und verglichen. Durch eine besondere Organisation des Pfad-Stacks konnte die
Zeitkomplexität des Tree Trellis Algorithmus von quadratischer Komplexität auf lineare Komplexi-
tät reduziert werden. Der m-Listen Tree Trellis Algorithmus, der diese Stackorganisation verwendet,
nutzt die Eigenschaften der Hamming-Metrik aus und ist am besten für binäre Datenblöcke, wie sie
bei einem binären symmetrischen Kanal oder auch bei anderen Kanälen unter Verwendung von Hard-
Decision-Decodierung entstehen, geeignet. Durch die verringerte Zeitkomplexität kann die Anzahl
der Pfade, die bei der Decodierung verketteter Codes betrachtet werden (wie etwa beim Verfahren
von Sherwood und Zeger, bei dem RCPC-Codes mit CRC-Codes verkettet werden), um ein Vielfa-
ches gesteigert werden (gegenüber der von Sherwood und Zeger gewählten Pfadanzahl von 100 wur-
den hier 10 000 Pfade verwendet). Die Simulationen für einen binären symmetrischen Kanal haben
einen annährend linearen Zusammenhang zwischen der Pfadanzahl und der Restfehlerrate gezeigt,
so daß die Steigerung der Pfadanzahl um den Faktor 100 eine Verringerung der Restfehlerwahr-
scheinlichkeit auf ein Hundertstel des ursprünglichen Wertes bei gleichen Simulationsparametern
(Bitfehlerwahrscheinlichkeit und verwendeter Code) bewirkt.
In der Praxis wird statt Hard-Decision-Decodierung häufig Soft-Decision-Decodierung verwen-
det, weil dadurch die empfangenen Daten genauer dargestellt werden können, was zu einer gerin-
geren Restfehlerwahrscheinlichkeit führt. Der m-Listen Tree Trellis Algorithmus kann unter der
Voraussetzung einer ganzzahligen Symbolmetrik auch für Soft-Decision-Decodierung verwendet
werden, allerdings erhöht sich dabei die Anzahl der benötigten Listen. Das hat zur Folge, daß der
m-Listen Tree Trellis Algorithmus bei niedrigen Pfadzahlen langsamer ist als der Tree Trellis Algo-
rithmus mit einer Liste als Stack. Die Zeitkomplexität bleibt aber auch hier linear, so daß bei Soft-
Decision-Decodierung und hohen Pfadzahlen der m-Listen Tree Trellis Algorithmus schneller ist als
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alle anderen hier beschriebene List Viterbi Algorithmen. Dabei muß aber berücksichtigt werden, daß
bei realen Anwendungen hohe Pfadzahlen selten erreicht werden (wie auch in Abbildung 5.7 gut zu
sehen ist), so daß sich die Anwendung des m-Listen Tree Trellis Algorithmus erst lohnt, wenn die
erwartete Anzahl zu betrachtender Pfade groß genug ist.
Zu untersuchen bleibt, ob der m-Listen Tree Trellis Algorithmus in abgewandelter Form mög-
licherweise auch bei der Decodierung von Turbo Codes [26] eingesetzt werden kann. In [18] wird
die Anwendung des List Extension Algorithmus auf Turbo Codes beschrieben, was als Ausgangs-
punkt für weitere Arbeiten dienen könnte. Turbo Codes gelten zur Zeit als die leistungsfähigsten
fehlerkorrigierenden Codes und sind den einfachen Faltungscodes überlegen. Jedoch wurden hohe
Pfadzahlen bei Faltungscodes bisher kaum untersucht, so daß ein Vergleich der Leistungsfähigkeit
von Faltungscodes bei hohen Pfadzahlen und Turbo Codes interessant wäre.
6.2 Bildübertragung
Der zweite Teil dieser Arbeit hat sich mit der Anwendung von Faltungscodes auf die Bildübertra-
gung beschäftigt, insbesondere mit dem Verfahren von Sherwood und Zeger. Die Ergebnisse dieses
Verfahrens konnten auf zwei verschiedene Arten signifikant verbessert werden. Zum Einen durch
die eben schon erwähnte Erhöhung der Anzahl der untersuchten Pfade bei der Decodierung, zum
Anderen jedoch auch durch die Optimierung der für die Übertragung gewählten Coderate.
Für die Optimierung der Coderate wurde der etwas einfachere Weg der Ratenoptimierung ge-
wählt, eine Fehleroptimierung (distortion optimization) bliebe noch Gegenstand zukünftiger Unter-
suchungen und könnte noch bessere Ergebnisse liefern. Auch eine genauere Optimierung der CRC-
Länge wäre noch durchzuführen. Hier wurden nur Standard-Generatorpolynome mit Längen von
16, 24 und 32 Bit verwendet, wobei sich mit 16 Bit die besten Resultate ergaben. Es ist jedoch zu
erwarten, daß Generatorpolynome mit Längen zwischen 16 und 24 Bit, die außerdem noch für die
verwendete Blocklänge optimiert wurden, die Ergebnisse noch verbessern.
Ein weiteres Problem ist die Behandlung von unerkannten Fehlern. Hier wurde von der einfachen
Annahme ausgegangen, daß unerkannte Fehler das Bild völlig zerstören und das Auftreten eines
unerkannten Fehlers mit dem Fall gleichgesetzt, daß überhaupt keine Daten zur Rekonstruktion des
Bildes zur Verfügung stehen. Diese Annahme stellt den schlechtesten denkbaren Fall dar, der in der
Praxis aber nicht immer eintreten muß. Genauere Erkenntnisse über die Auswirkungen unerkannter
Fehler wären hier wünschenswert.
Weiterhin wäre noch der Fall eines ungleichmäßigen Fehlerschutzes [23] zu betrachten. Bei un-
gleichmäßigem Fehlerschutz können die einzelnen Blöcke mit verschiedenen Coderaten übertragen
werden, so daß eine genauere Anpassung an die Kanaleigenschaften möglich ist. Auch davon wäre
eine weitere Verbesserung der Ergebnisse zu erwarten.
Schließlich sind auch noch andere Anwendungen für Faltungscodes und insbesondere für die
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Decodierung mit hohen Pfadzahlen denkbar. Ein Beispiel ist die Übertragung von Audiodaten, etwa
für Mobiltelefone oder digitalen Rundfunk. Auch hier können Verfahren mit blockweiser Codierung
und Übertragung, ähnlich dem von Sherwood und Zeger, eingesetzt werden, wobei die speziellen
Eigenschaften von Audiodaten (z.B. kontinuierlicher Audiodatenstrom statt Bilddaten mit endlicher
Länge, andere Auswirkungen von Übertragungsfehlern) zu berücksichtigen sind.
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