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Use of the fast Walsh transform to resolve noisy 
signals into Walsh function series to digitally implement 
maximum-likelihood parameter estimators for real-time use 
is investigated. Realization of estimators which seek 
a null in the derivative of the log-likelihood function, 
instead of direct maximization, results in feedback 
algorithms which yield considerable savings in computa-
tion time and storage. Performance of these feedback 
delay-estimation algorithms is characterized in terms 
of mean-squared error (MSE) and response to a delay step 
by Monte Carlo simulation. The effect of changing the 
number of points in the transform on the MSE is also 
investigated. Hard limiting of the estimator input 
signal is simulated to represent the limited range of 
an analog-to-digital converter. Initial time estimates 
indicate that it is indeed feasible to use the algorithms 
presented to perform delay estimation in real time. The 
relative merits of implementing estimators with 
dedicated hardware, software, and/or firmware is also 
discussed. 
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I. INTRODUCTION 
In this thesis, the use of the fast Walsh Transform 
to implement computationally efficient signal time-of-
arrival (or delay) estimators is investigated. The 
ultimate objective is to provide a basis for imple-
menting real-time digitalized estimators. 
The detection of continuous-time signals and esti-
mation of their parameters in noisy environments has 
long been accomplished by analog techniques. The 
technological advances of the past ten or fifteen years, 
however, have made implementable signal processing 
methods which were previously impractical. With the 
advent of the electronic digital computer, numerical 
processing schemes became practical in that the vast 
amount of computation required to implement them could 
be accomplished in a time interval short enough to allow 
the results to be meaningful. Development of digital 
integrated circuit technology and, more recently, the 
introduction of medium and large scale integrated 
circuits have made practical the design of relatively 
inexpensive systems to perform signal processing tasks 
which previously had been the exclusive domain of 
analog circuits. In addition, some tasks which were 
impossible to realize using analog techniques can be 
easily accomplished in the domain of digital signal 
processing. 
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Recent literature in the area of data communications 
has indicated interest in finding methods of digital 
signal processing which are not simply digital versions 
of old analog techniques. The digital integrated 
circuit technology previously mentioned has made possible 
(and desirable) serious investigation of the use of Walsh 
functions and associated sequency domain techniques as 
a substitute for the familiar frequency domain operations 
of analog computation. The binary nature of these 
functions makes them suitable for generation using only 
digital computation and also offers computational 
advantages not available with sine and cosine functions. 
These factors form part of the motivation for the 
following investigation of parameter estimators, and in 
particular, delay time estimation with sequency domain 
signal expansion. 
The estimation of delay is important in its own 
right as well as in the broader context of establishing 
synchronization in communication systems. The digital-
phase-locked loop is receiving considerable attention 
in the literature, both as a synchronization device in 
digital communication systems as well as for demodulation 
of analog frequency and phase-modulated signals [l-7]. 
Digital FM demodulators have also been reported [8]. The 
overall problem of building digital-equivalent communi-
cation systems has also been studied [9] because of the 
inherent advantages of digital-circuit mechanization 
3 
over analog devices. Among these advantages are decreased 
size and cost, increased reliability, and better parameter 
stability and accuracy in addition to compatibility with 
other interfacing digital sub-systems. An additional 
advantage of the scheme developed here is its ready 
implementation by software and/or firmware, thus allowing 
system flexibility. 
More specifically stated, the subject of this 
investigation is to develop a signal processing scheme 
which allows estimation of the time-of-arrival (or delay) 
of a known signal received in the presence of noise. 
The receiver employs expansion of the input into a set 
of Walsh functions, which are complete and orthonormal 
on the observation interval, in order to take advantage 
of the computational simplicity inherent in the use of 
this set. In order to realize real-time signal processors, 
only feedback estimation structures, based on the 
maximum-likelihood principle, are considered. 
The development and solution of this problem is 
presented in the following chapters. After a review of 
the pertinent literature, the general case of maximum 
likelihood (ML) estimation of signal parameters in a 
colored noise environment is discussed and then narrowed 
to degradation of the signal by white noise in Chapter III. 
The Walsh functions are then introduced in Chapter IV as 
a basis set for expansion of signals, and a method for 
recursive estimation of delay time using the fast Walsh 
4 
transform is developed. In contrast to the direct approach 
of maximization of the likelihood function, feedback imple-
mentation allows recursive estimation of the delay 
parameter and has the potential for providing computa-
tionally efficient algorithms utilizing past estimates. 
Monte Carlo simulation of the feedback implementation is 
presented in Chapter V along with six different algorithms 
to obtain and track the delay estimate. The results of 
these simulations are presented in Chapter VI and the 
performance of the algorithms compared. Chapter VII 
presents arguments and items which must be considered 
for minicomputer implementation of the receiver structure. 
Concluding remarks and some suggestions for future effort 
in this area are the subjects of the final chapter. 
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II. REVIEW OF LITERATURE 
Signal processing using digital techniques has been 
under serious investigation for almost twenty years but 
only recently has there been an upsurge in interest in 
the application of Walsh functions to this area. The 
introductory remarks and literature review given by 
Richards [10] adequately trace the history of this develop-
ment from numerical techniques, through digital filtering, 
to the introduction of the use of Walsh functions for 
signal processing. Lee [11] presents an extensive review 
of applications of Walsh functions in communications from 
the early mathematical development to the many-varied 
uses reported in the literature. This review contains 
a rather complete bibliography (189 entries) of the work 
done up to 1970. 
Some standard signal processing techniques, such 
as correlation and convolution, using Walsh functions 
are discussed by Brown [12], and Pearl [13] applies the 
Walsh transform to statistical analysis. Recently, 
Pearl has presented results showing that the discrete 
Walsh transform permits greater energy concentration 
than the discrete Fourier transform [14]. 
An introduction to the subject of Walsh functions 
and some of their properties is presented in elementary 
form by Harmuth [15, 16] and Lackey [17]. Probably 
the most complete treatment of this subject, including 
applications, can be found in the book by Harmuth [18] 
which, to this writer's knowledge, is the only such 
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text. In addition, the Walsh functions have been related 
to group codes by Helm [19] and Lee [20], and to Gray 
codes by Yuen [21]. The relationship of Walsh functions 
to Rademacher functions and Hadamard matrices has been 
examined by Roth [22] and Welch [23], respectively. 
Yuen [24] also discusses the different orderings and 
derivations of the Walsh functions which are in common 
use. 
Consideration of the Walsh functions as the basis 
set in parameter estimation leads one to examine their 
ease of generation with readily available hardware. This 
problem has been investigated by Lee [20] , Yuen [21], 
Hubner [25], Lebert [26], Peterson [27], Swick [28], 
and others. Applications of Walsh functions in the area 
of communications are varied as evidenced by the papers 
by Bunn [29] concerning telemetry, Davidson [30] on multi-
plexing of signals, and Harmuth [31] on filtering. 
Frankel [32] in his introduction to a panel discussion 
on the applications of Walsh functions enumerates several 
potential and current research interests including such 
diverse subjects as pattern recognition, random access 
communications, television and picture processing, and 
multiplexing. 
Probably the most convincing evidence of the interest 
being shown in applying Walsh functions to these and other 
areas is the symposium and workshop on ''Applications of 
Walsh Functions" held at the Naval Research Laboratory 
and jointly sponsored by that organization and the 
University of Maryland in 1970 [33], and repeated in 
7 
1971 [34] with the IEEE Electromagnetic Compatibility 
Group joining sponsorship. The symposium was held again 
in 1972 but at this writing the proceedings are not 
available. Catholic University also joined in sponsoring 
the 1973 symposium, held in April of that year. 
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III. ESTIMATION OF SIGNAL PARAMETERS 
The purpose of this chapter is to look at the general 
problem of estimation of signal parameters in the presence 
of noise; and, particularly, to determine a sufficient 
statistic for the delay time estimation which is the 
subject of this dissertation. The techniques that are 
presented are well known [35, 36] with the following 
development used primarily to establish notation for 
subsequent chapters. 
A. Bayes and Maximum-Likelihood Estimation 
Let the input to a receiver be represented by 
X (t) T = s(t,~) + n(t) 
• • • I e > m is a vector of parameters 
( 3-1) 
(the superscript T denotes transpose) the values of which 
are, in general, unknown and may be random, and n(t) is 
additive random noise. The input is observed during a 
certain time interval, and from this observation, data 
is obtained to enable the receiver to estimate the value 
of one or more of the parameters. The general theory of 
estimation is concerned with developing strategies (or 
estimators) which lead to good estimates in some sense. 
Amplitude, time of arrival (or delay), and phase are 
examples of signal parameters for which estimates may be 
desired. Because of the noise and statistical nature of 
9 
the parameters these estimates will be in error. Any 
good estimator will be chosen to minimize these errors. 
In order to estimate parameters of a signal, the 
observer must know when to make an observation of the 
received waveform (usually an interval during which he 
knows the signal will be present) . To obtain a set of 
random variables of finite dimensionality upon which to 
base an estimate, one of two standard approaches is used. 
The first makes use of sampling of the continuous time 
waveform at N uniform intervals ~t seconds long where 
~t = T/N, and T is the length of the observation interval, 
and then allowing N~oo as ~t~o to obtain the continuous 
time estimator. The second approach is to expand the 
input in a set of functions which is complete and ortho-
normal in the observation interval and to then let the 
number of terms in the expansion grow without bound to 
find the continuous time estimator. 
In parameter estimation, it is the posterior prob-
ability density function (pdf) of~' p(~lx 1 ,x 2 , ... ,xN), 
that is of primary interest for it summarizes all of the 
available information about the unknown parameter vector 
~' given the data ~ X = The Bayes estima-
tion procedure is predicated on minimization of the risk 
or average cost of making an error [35, 36]. The cost 
function, C(8 - ~), is a function of the error in the 
estimate, or the difference between the estimate 8(x) 
c --~ A8(x) and the true value, ~' ~ - e. For a squared-error 
10 
cost function, C(8 - 8) = the Bayes estimator mini-
mizes the mean-squared-error, and is simply the mean of 
the a posteriori density. The uniform cost function 
(C(~,~) = 0, 1£1 < o, and C(~,~) = 1 otherwise) yields 
an estimator which chooses the maximum of the a posteriori 
pdf, p(~lx), as the optimum estimate. This estimate is 
that set of parameters, ~' which is most likely given 
the received data and is called the maximum a posteriori 
(MAP) estimate. Using Bayes' rule, 
P <~I~) P <~> 
p (~) 
which indicates the dependence of the posterior pdf on 
the prior pdf of the parameters, p(~). 
( 3-2) 
Suppose that p(~) is unknown and that the parameters 
are so vaguely known that p(~) can be assumed to be 
essentially jointly uniform. If the data are to be use-
ful in estimating~ the joint pdf, p(x;8), must be sharply 
peaked at some value of 8 when the data is substituted. 
With the assumption that p(~) is much broader than p(~~~) 
the maximum of the posterior pdf will be only slightly 
influenced by p(~). In complete ignorance of the parameter 
vector, ~' p(~) is simply a constant and the estimate is 
the value of 8 for which the joint pdf of the data (regarded 
as a function of 8) is a maximum. This is called the 
maximum-likelihood (ML) estimate. 
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B . The Karhunen-Loeve Expansion 
Application of any of the estimation procedures just 
discussed to the estimation of signal parameters requires 
characterization of the input by a countable set of 
random variables. Two methods were mentioned to 
accomplish this: 1) time sampling at N instants in the 
observation interval (O,T), and 2) expansion in a complete 
orthonormal set of deterministic functions. The latter 
approach will now be discussed in detail to determine 
equations which will lead to an estimator structure for 
the problem being considered in this investigation. 
Let the input, given by Eq. (3-1), be represented in 
the observation interval (O,T) as 








where the f. (t) are members of a complete set of ortho-
1 
normal, deterministic functions and the limit is in the 
sense of zero mean-square error (limit in the mean) [36]. 













is the Kronecker delta. 
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1' j=k ( 3-5) 
0 ' j~k 
A logical choice for 
the functions f. (t) is a set that leads to uncorrelated 
1. 
coefficients. That is 
E{(a.- a.) (a.- a.)} 
1. 1. J J 
where a. = E{a.}. 
1. 1. 
f.. o .. 
1. 1.] 
( 3-6) 
If the noise is assumed zero mean, E{n(t)} = 0, then 
E{ (a. -a.) (a. - a.)} = E{n.n.} 
1. 1. J J 1. J 
= E{ JT n(t)fi(t)dt JTn(u)fj (u)du} 
0 0 
rr 









where the kernel, ¢(t,u), is the autocovariance function 
of the noise. According to Eq. (3-6), it is desired that 




A necessary and sufficient condition that this hold for 
all j and any particular i is 
JT¢(t,u)fj (u)du = 
0 
A. f. (t) . 
J J 
( 3-9) 
In the general case of colored noise, the expansion of a 
waveform in a set of functions selected by solution of 
the integral equation (3-9) is known as the Karhunen-Loeve 
expansion [35, 36]. 
Approximation of x(t) as given by Eq. (3-1) by a 
series of N terms of a set of functions selected by the 











s.f. (t) + L n.f. (t) 
l l i=l l l 
(3-10) 
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a. = r X (t) f. (t) dt l l 
0 
s. = r s(t,e)f. (t)dt l l 
0 




a. = s. + n. 
l l l 
The dependence of s. on e is implicit. 
l 
(3-12) 
The ML estimate of e given the data, a= (a1 ,a2 , 
... ,aN)T, is that e which maximizes p(~~~). If n(t) is 
a Gaussian random process, then so is x(t) and the a.'s 
l 
are statistically independent Gaussian random variables 







Expansion of Eq. (3-13) yields 
2 






N l l N a. 
= [ II ] • exp{--[ I - 1 -
i=l l2n:\. 2 i=l :\i 
l 
2 N s. 





Since the logarithm is a monotonic function of its 










where q(t) is defined by 





2 l N s. 














From Eq. (3-16) it follows that 
s. = A..q .. 
l l l 
(3-18) 
Multiplying both sides of Eq. (3-18) by f. (t), summing 
l 














l l l 
Substitution of Eq. (3-9) into Eq. (3-19) yields 
s(t) 
N 
JTcf>(t,u)fi(u)du l.i.m. I q. N-+oo i=l l 
0 
r N = ¢(t,u) l.i.m. I q. f. (u) du N-+oo i=l l l 
0 
= r ¢(t,u)q(u)du 
0 
s ( t) . 
(3-19) 
(3-20) 
which defines q(t) as a solution to a Fredholm integral 
equation of the first kind [35]. 
Maximizing in p(a!e) is equivalent to f~nding that 
-- N a.s. 1 N s. 8 such that the quantity I ~ - - L --1 - is a 
i=l A.i 2 i=l Ai 
maximum, since the first two terms in Eq. (3-15) do not 
depend on the parameters. Letting N grow without bound 
in the sense of l.i.m. yields 
2 
00 a.s. 00 s. 
l l l I l -A.-.- - 2 ~ 









rq(t)fi(t)dt I l I = a. 2 s. i=l l i=l l 
0 0 
r 
x(t)q(t)dt - l rs(t)q(t)dt = 2 
0 0 
( 3-21) 
where q(t) is the solution of the integral equation 
(3-20). 
If the prior pdf of the parameter vector is known, 
MAP estimation may be used. Examination of Eq. (3-2) 
shows that in this case in p(~) is subtracted from the 
right hand side of Eq. (3-15) thus utilizing the prior 
information of the parameters. As previously stated, 
if p(~) is jointly uniform or assumed so when unknown, 
this logarithm is a constant and contributes nothing to 
the making of the estimate. ML estimation is the result 
of this condition. 
C. White Noise Case 
If the noise, in addition to being Gaussian has a 
flat power spectral density, simplifications in Eq. (3-21) 
result. Let ¢(t,u) From Eq. ( 3-9) it is 
seen that the orthonormal functions are arbitrary (they 
must be integrable-square, among other nonrestrictive 
1 
conditions), and that Ai = 2N0 for all i. Solution of 
Eq. (3-20) for q(t) results in 







q (t) 2s(t)/N0 . (3-22) 
From Eq. (3-21), upon substitution of q(t) from (3-22), 
the quantity that must be maximized is 
JTx(t)s(t,~)dt - ~ 
0 
r s 2 (t ,~) dt] 
0 
(3-23) 
where the dependence of the signal on the parameter vector, 
~' is shown explicitly. The function L(8) is commonly 
referred to as the log-likelihood function [36]. 
If it is further assumed that the signal energy is 
constant, independent of the parameter vector, ~' the 
second integral in Eq. (3-23) is a constant and will not 




G(~) ~ x(t)s(t,~)dt (signal energy constant) 
0 
(3-24) 
is the sufficient statistic which, when maximized with 
respect to~' yields the ML estimate of e. 
(3-15) or Eq. (3-21) it is seen that 
00 






where the \. are independent of i and have been dropped 
l 
and the a. and s. are determined as indicated in Eq. 
l l 
(3-11). 
Since the orthonormal functions are arbitrary, any 
complete set will do. The purpose of this dissertation 
is to investigate the utility of making the set of Walsh 
functions this choice. The expansion of signals in a 
series of these functions and ML estimation of the single 
parameter, delay, is the subject of the next chapter. 
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IV. ESTIMATION OF DELAY USING WALSH FUNCTIONS 
The usefulness of sinusoidal functions in the broad 
area of communications is directly related to the ready 
availability of linear, time invariant circuit components. 
These functions and the well known analysis techniques 
such as Fourier transformation methods have been utilized 
to obtain practical solutions to many communications and 
signal processing problems. The recent growth of the 
semiconductor industry and the advent of inexpensive 
digital integrated circuits makes investigation of digital 
bases functions practical. Harmuth has written [18] that 
the Walsh functions are the most important example of 
non-sinusoidal functions in communications. The 
application of these functions to delay time estimation 
is the subject of this chapter. 
A. Walsh Function Expansion of Signals 
The Walsh functions form a complete orthogonal set 
on the interval (O,T). These functions are binary, 
taking on only the values plus or minus one with transi-
tions occurring only at points t = jT/N where N = 2M is 
the smallest integer greater than or equal to the index 
of the particular Walsh function with Man integer, and 
j = 1,2, ... ,N. If T is normalized to unity or the 
1 
amplitude adjusted to T-2, the functions are ortho-
normal. For the simulation described in the next chapter, 
21 
T is normalized to unity. The f. (t) of (3-3) were required 
l 
to be members of a complete set of orthonormal, determin-
istic functions. The Walsh functions have these properties 
and can be used to approximate any function for which a 
Fourier expansion exists. They are complete; thus, the 
squared error between the function represented by such a 
series expansion and the function itself can be made as 
small as desired by increasing the number of terms in 
the expansion, N. The Walsh functions for N equal to 16 
are shown in Figure 4-1. It is appropriate to note that 
several different orderings of these functions have been 
proposed [24]. However, the ordering is not relevent 
to the work described in this dissertation and the 
functions are shown for illustrative purposes only. 
Likewise, the properties of this set of functions, other 
than the orthogonality relationship are not discussed, 
but can be found in the literature [18, 37, 38, 39]. 
As an example of a Walsh function series representa-
tion of a waveform, consider the 16 point expansion of 
the signal, s(t), and the received waveform x(t) 
s(t- ST/16) depicted in Figure 4-2 in a noise-free 
environment. With f. (t) of the previous chapter equal 
l 
to the i th Walsh function, Wal(i,t), defined on the 
interval (O,T), the expansion of Eq. (3-3) becomes 
N-1 
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Figure 4-2. Waveforms for Walsh Function Expansion Example 
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w 
where the expansion coefficients of Eq. (3-4) are 
J
T 
a. = x(t)Wal(i,t)dt . 
l 
0 
Define the vector A = 
script T denotes transpose. It is not difficult to 
determine, from the defining equation (4-2) and with 
the aid of Figure 4-1, that the vector of expansion 













where the multiplicative factor of T results because 
the functions have not been normalized. The observation 
interval, T, will be normalized to unity from now on. 
The vectors of Eq. (4-3) and Eq. (4-4) will be used in 
an example in the next section. 
B. A Direct Approach to Delay Estimation Using 
Walsh Functions 
Maximization of the statistic derived in Chapter 
III and repeated here for convenience, 
00 






involves computation of an infinite sum which clearly is 
impossible. Letting~ be the single parameter delay, T, 
and truncating this sum at N terms while allowing the 
index to range from 0 to N-1 yields 
N-1 





Selection of the ML estimate of T involves determination 
of the ai, the N coefficients of the Walsh function 
expansion of the input, the s. for each value ofT, and 
l 
then selecting that T for which the sum is a maximum. 
Computation of the a. presents no problem but represen-
l 
tation of s. (T) in terms of Walsh functions and the 
l 
maximization does present problems. The following 
development illustrates the direct approach taken by 
Richards [ 10] . By Eq. (3-11) 
S. ( T) ~ 
l r s(t-T)Wal(i,t)dt ' 
0 
N-1 
s ( t) = I d.Wal(j,t) j=O J 
and 
N-1 





where a periodic extension of the Walsh functions is 
assumed. Let the delayed Walsh functions be expressed 
in terms of undelayed Walsh functions as 
N-1 
Wal(j,t-T) I cJ.k(-r)Wal(k,t) 
k=O 
(4-10) 
Substituting Eq. (4-10) into Eq. {4-9) and the result 
into Eq. {4-7) gives 




N-1 N-1 r I d. I cjk{-r)Wal{k,t)Wal(i,t)dt j=O J k=O 
0 
N-1 N-1 r I d. I cj k ( T) j=O J k=O 
0 
N-1 N-1 
I d. I c].k(T)oki j=O J k=O 
N-1 
I j=O d.c .. (-r) J J 1 
Wal(k,t)Wal(i,t)dt 












It is significant to note that the c .. (-r) are elements ]1 
of an NxNxN matrix when T can take on only the values 
jT/N, j=O,l,2, ... ,N-l (this is a reasonable assumption 
for the resolving power of the Walsh functions is no 
better than T/N). Since the c .. 's do not depend on the Jl. 
selected signal, they may be precomputed and stored 
for future use. Even so, this can be a formidable task 
for N as small as 128 = 2 7 . In this case the matrix, 
( ) . 2 21 . d . d bl c .. T , conta1.ns entr1.es an cons1. era e computa-
Jl. 
tion is necessary to obtain these 2,097,152 numbers. 
However, they need be computed only once. The next 
section examines an alternative to this procedure. 
c. An Alternate Approach - Feedback Implementation 
A necessary condition that T be the ML estimate 
of the delay is that 
27 
3G(T) 
dT = 0 (4-13) 
This condition will be imposed on the test statistic, 
Eq. (3-24), which is repeated here for convenience with 
























= rs(t-T)d~~t) dt + x(O)s(-T) - x(T)s(T-T). 
0 
(4-15) 
If the observation interval is sufficiently long compared 
to the signal duration, the last two terms of Eq. (4-15) 
are zero since s(--r) = s(T--r) = 0 and, hence, the 




= JTs(t-T)a~~t) dt 
0 T=T 
0 . (4-16) 
Let x(t), the estimator input, be expanded in a series 
of Walsh functions, 
N-1 



























The coefficient sjk is the signed value of the dis-
continuity in the j th Walsh function which occurs at 




Inserting Eq. (4-18) into Eq. (4-16) yields 
J
T N-1 N-1 




Interchanging the order of summation and integration 
in Eq. (4-21) gives 
where 
N-1 N-1 






= I a. I sJ.ks(tJ.k-T) j=O J k=O 
N-1 




and the sifting property of Eq. (4-20) has been used. 
The sjk's are the elements of an NxN matrix and can be 
precomputed and stored for future use. 
Defining the vectors 
(4-24) 
and 
where the superscript T denotes transpose, Eq. (4-22) can 
be written as the inner product 
31 
= 0 (4-26) 
The appropriate delay estimate is found by computing A 
for the input data, carrying out the multiplication 
with B for each possible T, and seeking aT which yields 
zero. For no noise, the correct solution to Eq. (4-26) 
is the one corresponding to the zero crossing with 
negative slope. The negative slope requirement is a 
direct result of seeking a null in the derivative of a 
function at its maximum, i.e., the second derivative is 
negative. 
D. Example of Feedback Estimation Using Walsh Functions 
To illustrate the procedure for finding the ML 
estimate of the delay using Eq. (4-26) consider the 
received pulse of Figure 4-2. The A vector (the set of 
N Walsh coefficients for this x(t)) is 
A T T(3,3,-3,-3,l,l,-l,-l,-l,-l,l,l,l,l,-l,-l) . 
The ~vector, which is a function of the delay estimate, 
has elements as defined in Eq. (4-23) and are given for 
this example in Table 4-1. The subscript on the B 
vectors given in Table 4-1 indicates the number of T/16 
intervals of delay assumed for T. The plus and minus 
signs indicate plus and minus two times the amplitude 
32 
Table 4-1 
B Vector Versus Delay 
T ATB 0 ~1 = (0,0,0,0,-,-,-,-,+,+,+,+,0,0,0,0) = 
T ATB ~2 = (O,O,-,-,O,O,+,+,+,+,O,O,-,-,O,O) 0 
B3 
T ATB 256 = (O,O,-,-,O,O,+,+,-,-,O,O,+,+,O,O) = 
T ATB 256 ~4 = (O,O,O,O,+,+,-,-,-,-,+,+,O,O,O,O) = 
T ATB 0 A ~5 = (O,O,O,O,+,+,-,-,+,+,-,-,O,O,O,O) = +-T=TML 
T ATB 
-256 ~6 = (O,-,O,+,O,-,O,+,+,O,-,O,+,O,-,O) 
~7 T ATB -256 = (0,-,0,+,0,-,0,+,-,0,+,0,-,0,+,0) 
T ATB 0 ~8 (O,O,O,O,-,+,+,-,-,+,+,-,O,O,O,O) = 
T ATB 0 ~9 = (O,O,O,O,-,+,+,-,+,-,-,+,O,O,O,O) 
33 
of s (t) (plus and minus 32 for this example). 
It is easily seen how these vectors are obtained by 
examining Figure 4-3 which shows the Ejk's for the 16 
T point Walsh functions. The product A B, given by Eq. 
(4-26) , is indicated at the right of the corresponding 
B vector. The chosen estimate is also indicated. The 
inner products for the delay estimates for which B 
vectors are not shown are all zero. A plot of the 
T inner product ~ B as a function of the delay estimate 
error, T-T, is given in Figure 4-4. This can be likened 
to the "S" curve obtained in phase-locked-loop analysis. 
E. Summary 
The foundation for recursive delay time estimation 
using Walsh functions as the basis set has been established 
in this chapter. The statistic that will be used to form 
these estimates, Eq. (4-26), has been derived and an 
example showing its use has been presented. The plot of 
the inner product shown in Figure 4-4 indicates the task 
that the estimator must perform, and also suggests feed-
back implementation. Monte Carlo simulation of several 
algorithms for obtaining the null on the negative slope 
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Figure 4-4. Inner Product Value vs Delay Estimate Error 
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V. DESCRIPTION OF ESTIMATOR ALGORITHMS 
AND MONTE CARLO SIMULATION 
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In this, as in most estimation problems, the theory 
provides a sufficient statistic with which to work and 
a condition which the statistic must satisfy when the 
proper estimate is obtained. This very often leads 
to estimator structures which are either peak seeking or 
null seeking. However, the theory does not specify the 
method for implementation of these estimators. Usually 
there are several alternative structures which may be 
used to acquire the peak or null which is desired. Some 
of these are readily discarded but the others have to 
be evaluated according to their relative performance and 
ease of implementation. The purpose of this chapter is 
to present several alternatives for the estimator structure 
which, for the problem of this dissertation, must seek a 
null imbeded in the negative slope portion of a sequence 
T 
of values of the inner product ~ ~( L ). The dependence 
of the B vector on the delay estimate, Lr is shown 
explicitly. Members of this sequence will be simply 
called the inner product. 
A. General Discussion 
The recursive nature of the estimator structures 
is illustrated by the block diagram shown in Figure 5-l. 
In all of the estimators, a set of samples of the input 
waveform is taken and the corresponding vector of Walsh 
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Figure 5-l. Recursive Estimator Structure w -.....) 
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coefficients is computed. Then, according to the estimator 
structure used, a particular set of the inner product 
values is calculated. At this point, two approaches are 
taken; the first uses the actual values of the inner 
product to form a delay estimate and the second follows 
a multiple hypothesis scheme where the values of the inner 
product are compared in absolute value to a threshold and 
replaced by plus or minus one if they exceed it (sign 
the same as the inner product) and zero if they do not. 
The acquisition and tracking algorithms then operate with 
the resulting data. 
To facilitate discussion of the different structures, 
a plot of the values of the inner product as a function 
of the delay estimate for a 16 point transform, T/4 
width pulse, and delay of 5 units in a noise free environ-
ment is shown in Figure 5-2. This figure will be used 
to illustrate the following discussion. 
B. Main Simulation Program 
The programming for the Monte Carlo simulation of the 
estimator algorithms to be described in the next two 
sections is quite straightforward. Therefore, only a 
simplified flow chart of the main program is given in 
Figure 5-3. More detailed flow charts of some of the 
estimator algorithms are provided where necessary. The 
program is sufficiently general so as to allow selection 
of either rectangular, triangular, or sine wave signals 
+K -----o--0--o--- ------------------------
+ threshold ____________________ _ 
Oo-~--------~~--------~~r-Q-~~~~-u--o 
0 1 5 10 15 0 
- threshold - - - - - - - - - - - - - - - - - ___ _ 
-K ---------- ----o--o- -o- -------------------





































Figure 5-3. Simplified Flow Chart of Main Program 
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41 
and has provision for amplitude fading and delay jitter 
in addition to additive Gaussian noise even though results 
for only rectangular signals in additive Gaussian noise 
are presented in this work. The subprogram which forms 
the vector of the Walsh coefficients from the input 
samples follows the line diagram shown in Figure 5-4 
and was supplied by Dr. T. L. Noack of the University 
of Missouri-Rolla. Intepretation of the line diagram 
is straight forward. For example, reading back from the 
node labeled a 11 it is found that 
c. Estimator Algorithms - Approach 1 (Actual Values) 
1. Algorithm 1: One Point at a Time - Sequential 
This estimator structure works essentially in two 
modes, acquisition and tracking. For each set of input 
samples, only one value of the inner product is computed. 
At the start of the initial acquisition, AT~(O) is 
computed and in the noise free case, shown in Figure 5-2, 
is zero. This value is subtracted from the previous 
inner product (set to zero initially) to form a measure 
42 
Note: Arrows indicate negation; no arrow indicates 
addition. 
Figure 5-4. Fast Walsh Transform (16 points) 
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of the slope and a comparison is made against a threshold, 
ACQ, to determine if the slope is sufficiently negative. 
If not, the delay is changed in the same direction as 
in the previous iteration (initially an increase in 
the delay estimate) . This process is continued until 
the slope criterion is satisfied which, for the example 
shown, would occur when ~T~(S) is computed. At this 
point, the magnitude of the present inner product value 
is compared to a second threshold, AMB, to determine 
if it is sufficiently close to zero. When this second 
threshold criterion is satisfied, the delay estimate 
is not changed and an indicator is set, since the number 
computed for the slope no longer has any meaning. The 
inner product on the next and subsequent samples is 
compared to the second threshold only, which establishes 
a tracking window. If, on one of these samples, the 
corresponding inner product does not fall within the 
window due to noise, the delay estimate is changed 
according to the sign of the inner product being increased 
for a positive value and decreased for negative. This 
direction of change is continued until the slope 
criterion is again satisfied and the process continues. 
Suppose, for example, that the inner product does 
not fall within the window and is negative. The delay 
estimate would be decreased by one and the indicator 
set to zero. T The term ~ ~(4) would then be computed 
which would likely lead to satisfaction of the slope 
44 
threshold but failure of the window test. Since AT~(4) 
is positive, an increase in the delay estimate would 
result which returns the system to the correct estimate. 
The thresholds mentioned above, and also those used 
in the following algorithms, are determined from the 
magnitude of the expected value (the noise free magnitude) 
of the inner product on either side of the correct delay 
estimate. In the program, this quantity is called PEAK. 
The first threshold, ACQ, used for slope determination, 
is set to 0.75 times PEAK. The second threshold, AMB, 
which determines the tracking window, is 0.5 times PEAK. 
These values are not necessarily optimum but have been 
determined by limited simulation of the algorithm. It 
is thought that adaptive modification of the thresholds 
might be desirable. 
A flow diagram for this first algorithm is shown in 
Figure 5-5. The program variables used in this diagram 
are described in Table 5-l. 
2 . Algorithm 2: One Point at a Time Gradient -
Sequential 
This estimator in its simplest form will provide a 
reliable estimate only for signals which have a noise 
T free inner product vector, ~ B(T), which is zero at only 
two points. These points are the null on the negative 
slope at the correct estimate and that on the negative 
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indicates ITAU was changed 
The value of ATB obtained 
on the previous-iteration 
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observation interval in width satisfies this condition 
and was used in the simulation. The reason for this 
restriction is that only a tracking mode of operation 
has been provided. For signals which do not have such a 
convenient ~T~(T) plot, an acquisition mode must be pro-
vided. The present algorithm would suffice for 
tracking. 
The new delay estimate is formed by incrementing 
or decrementing the old estimate proportionally to the 
value of the inner product, ATB. The constant of pro-
portionality is chosen as a constant, CON (CON= 0.75, 
1.0, and 1.25 in the simulation), divided by PEAK which 




= ITAUold + PEAK 
The delay estimates are rounded off to the nearest 
integer. It is conceivable that the point of false 
(5-1) 
lock, that with the inner product zero and positive slope, 
could be reached. However, this is an unstable point; 
if noise causes the estimate to be changed in either 
direction, it is likely that the estimate would continue 
to be changed until the true estimate is attained. The 
reason for the restriction imposed on the signal in the 
preceeding paragraph is now apparent. With an inner 
product plot like that shown in Figure 5-2, several 
incorrect delay values will give ATB = 0 thereby making 
it impossible to arrive at the correct delay estimate 
as seen by inspection of Eq. (5-l). 
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3. Algorithm 3: Two Points Each Time - Sequential 
This estimator structure also uses the actual value 
of the inner product on which to base an estimate. How-
ever, in this scheme two values of the inner product 
are computed for each set of input samples; one for the 
delay estimate plus one unit and one for the delay 
estimate minus one unit. Their difference, which 
corresponds to the slope of the tracking function, is 
formed and compared to a threshold, ACQ. If the difference 
exceeds the threshold (i.e., the slope is sufficiently 
negative) the delay estimate is not changed and an 
indicator, ITRACK, is set to flag this condition. If 
with a subsequent set of input samples the slope criterion 
is not met with the tracking flag set, the magnitude of 
the slope is compared to another threshold, AMB. If this 
threshold is exceeded, the delay estimate is modified 
according to the sign of the largest in magnitude of the 
two inner product values, being decreased if it is 
negative and increased if it is positive. If this thresh-
old is exceeded, a counter,NTRKCT, is stepped and the 
same kind of modification is accomplished unless the 
counter reaches a preset value, LOCKCT. The parameter, 
LOCKCT, thus provides a memory to allow the estimator 
to overcome a sequence of inordinately noisy observations. 
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If this occurs, the tracking flag is reset and the delay 
estimate modified in the same direction as the last 
change until, on some later set of input samples, the 
slope again exceeds the first threshold. 
A flow diagram for this algorithm is shown in 
Figure 5-6. The program variables used in this diagram 
are described in Table 5-2. 
4. Algorithm 4: Maximum Slope -Parallel 
The fourth algorithm of this section using approach 
l and the two algorithms described in the next section 
are designated as parallel processors. In the parallel 
processor, the inner product is computed for all possible 
delay estimates for each set of samples of the input 
waveform. 
Let the values of the inner product as a function 
of delay be denoted as AB(T), and assume that N = 16 so 
that the values of AB(T) = {AB(O) ,AB(l) , ... ,AB(l5)}. All 
ordered pairs of these values separated by one are 
examined and their difference formed. That is, AB(O) 
AB ( 2 ) , AB ( l ) - AB ( 3 ) , . . . , AB ( 14 ) - AB ( 0 ) , and AB ( 15 ) 
AB(l) are computed. These differences correspond to 
the negative of the slope of the plot of the vector of 
inner products with increasing delay estimate. The pairs 
are examined to find the maximum slope while requiring 
that the left member of the difference above be positive 
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AB(4) - AB(6) satisfies these criteria then the delay 
estimate is picked as 5. 
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D. Estimator Algorithms - Approach 2 (Multiple Hypothesis) 
In this second approach to the problem, the values 
of the inner product are reduced to plus one, minus one, 
or zero according to their amplitudes. As stated in 
section A of this chapter, the values of the inner product 
are compared in absolute value to a threshold and replaced 
by plus or minus one if they exceed it (sign the same as 
the inner product) and zero if they do not. The threshold 
is selected as 0.5 x PEAK. The algorithms which use this 
multiple hypothesis approach then seek a 1, 0, -1 pattern 
with increasing delay and the delay estimate corresponds 
to the value of T which produced the zero in the pattern. 
For the inner product vector which is plotted in 
Figure 5-2, the delay estimate would be selected as 5. 
This pattern will not always be evident or it could 
appear more than once due to the degradation of the 
signal by noise. 
1. Algorithm 5: Retain Old Estimate - Parallel 
The first of the multiple hypothesis - parallel 
processors searches for the indicated 1, 0, -1 pattern 
in the ~T~(T) vector. The first occurrence of this 
pattern is assumed to indicate the proper delay estimate. 
If the pattern does not occur, no change in the delay 
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estimate is made; i.e., if and only if the 1, 0, -1 
pattern is obtained is the delay estimate updated. 
wise the old estimate is retained. 
Other-
2. Algorithm 6: New Decision Each Time -Parallel 
The second of the multiple hypothesis - parallel 
processors is different from the first in that a new 
estimate is made each time. If the pattern is obtained 
(possibly evident in more than one position) the leftmost 
occurrence of the pattern is assumed correct. When no 
1, 0, -1 pattern is obtained, the pairs of the inner 
product are examined as in Algorithm 4 and the leftmost 
occurrence of a difference equal to two is used to signal 
the correct delay estimate at the midpoint. To take 
care of the possibility that a difference of two (or 
slope of two) is not obtained, the first (leftmost) 
occurrence of a slope of unity is used to indicate the 
estimate. 
E. Summary 
Six algorithms for estimation of the delay parameter 
using the statistic of Chapter 4, Eq. (4-26), have been 
presented. Two approaches were used; the first utilized 
the actual values of the inner product and the second 
followed a multiple hypothesis scheme to reduce the 
inner product vector to a sequence of plus one, minus 
one, and zero. The latter provides for simplification 
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of the arithmetic operations. The next chapter presents 
the results of simulation of these algorithms. The 
performance is characterized by the mean-squared-error 
of the estimates for a pulse shaped signal half the 
observation interval in width received delayed in the 
presence of white Gaussian noise. 
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VI. SIMULATION RESULTS AND DISCUSSION 
The relative performance of the various estimator 
algorithms is characterized by the mean-squared deviation 
from the true delay, or mean-squared error (MSE), versus 
the signal-to-noise power ratio (SNR) with noise power 
referred to the observation interval bandwidth. The 
development of the expression for SNR as used in the 
simulation is given in Appendix A. The operation of the 
six estimator algorithms summarized in Table 6-1 has 
been simulated using the Fortran IV programming language 
on an IBM Model 360/50 digital computer. The number of 
estimates used to obtain each data point was compromised 
at the higher SNR's in order to avoid using excessive 
computer time. In no case were there less than 85 
samples at low SNR's and for all SNR's greater than 
12 dB, 185 or more samples were obtained with at least 
385 used at SNR's of 18 and 21 dB. 
A. Relative Estimator Performance for Fixed N 
Reciprocal MSE versus SNR for the six algorithms 
is shown in Figure 6-1*. Ninety-five percent confidence 
intervals for selected data points are also indicated [40] 
to give a measure of the goodness of the data. For the 
data presented in Figure 6-1, an N = 16 point transform 
was used with the input delay constant. In general, the 











Summary of Estimator Algorithms 
DESCRIPTIVE STATEMENT 
One Point At A Time - Sequential: 
actual values of inner product with 
slope threshold and tracking window. 
One Point At A Time - Gradient: new 
estimate equal to old estimate plus 
a constant times the inner product 
value. 
Two Points Each Time - Sequential: 
actual values of inner product formed 
on both sides of delay estimate -
double slope threshold. 
Maximum Slope - Parallel: delay 
estimate picked as mid point of 
difference of ordered pair of inner 
product values separated by one unit 
of delay which has maximum value. 
Retain Old Estimate - Parallel: 
multiple hypothesis - estimate changed 
only if l, 0, -1 pattern is obtained. 
New Decision Each Time - Parallel: 
multiple hypothesis - new estimate 
made each time based on difference 
of ordered pairs of the inner 
product vector. 
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data shown indicates that the parallel estimators 
(Algorithms 4, 5, and 6) do not perform as well as the 
sequential estimators (Algorithms 1, 2, and 3) at low 
SNR's. Since the parallel estimators 5 and 6 scan the 
AT~(T) vector from minimum to maximum delay and accept 
the first occurrence of a satisfactory pattern, it is 
reasonable that, under low SNR conditions, pattern 
satisfaction is obtained at some point before the correct 
estimate. This will be examined again when estimator 
performance as a function of N is considered. In Algorithm 
4, the entire vector is scanned for the maximum slope. 
This searching for a maximum slope tends to accentuate 
the effect of noisy samples. In contrast, errors made 
by the sequential estimators are primarily deviations 
about the correct estimate and tend to be smaller in 
magnitude than the parallel estimator errors. An 
exception to this trend is found in the gradient estimator 
(Algorithm 2) where the magnitude of the change in delay 
estimate is dependent on the value of the inner product 
obtained. In a high noise environment, this deviation 
may be appreciable with a correspondingly high MSE but 
can be reduced by decreasing the value of the multipli-
cative constant. 
B. Estimator Performance as a Function of N 
Figures 6-2 through 6-7 show reciprocal MSE versus 
SNR with the number of points in the transform as a 
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parameter for each of the six algorithms. Since the 
Walsh functions satisfy the Bessel inequality [18], 
it would be expected that the estimator performance 
would improve as the number of points in the transform 
increased. This trend is indeed evident for Algorithms 1 
through 3 as shown in Figures 6-2, 6-3, and 6-4. These 
algorithms operate in a sequential mode on the actual 
values of the inner product. As N is doubled, each unit 
of delay change that the estimator makes corresponds to 
half the time interval. The behaviour around the null 
is approximately the same in both cases which yields 
a lower MSE in delay time. However, the data obtained 
for the parallel processors, Algorithms 4, 5, and 6, 
shown in Figures 6-5, 6-6, and 6-7 indicate anomalous 
performance. The reason for this behaviour is the 
following: Doubling the number of points in the transform 
doubles the number of opportunities for an erroneous 
decision for fixed delay relative to the observation 
interval. 
C. Behaviour of Gradient Tracker (Algorithm 2) as a 
Function of CON 
Shown in Figure 6-8 is the performance of the gradient 
tracker, Algorithm 2, for N = 16 and three values of the 
multiplicative constant, CON, which determines in part 
the rate of change of the delay estimate. For the three 
values used in the simulation and for the limited number 
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of SNR's it would seem that performance improves with 
decreasing values of CON. However, for values of CON 
less than 0.5 the estimator, when operating in a noise 
free (or nearly so) environment would not be able to 
update the initial estimate. This is a result of the 
fact that the delay estimate is rounded off to the 
nearest integer. For CON less than 0.5, the change in 
T A 
the delay estimate, (CON/PEAK) x ~ ~(T), would round off 
to zero for values of the inner product less than or 
equal to PEAK. For large values of CON the change in 
estimate is influenced more by noisy samples and more 
erratic behavior results which is the price paid for 
the faster dynamic response. In this sense, CON can be 
considered as a controlling factor of what is analogous 
to the bandwidth of a phase-locked-loop. In addition, 
for certain values on CON greater than 1.5 it is 
possible that the estimate will oscillate around the 
correct value. 
D. The Effect of Hard Limiting the Receiver Input 
In a high noise environment, it is quite probable 
that samples of the input waveform have noise components 
which far exceed the signal components. Thus, it is 
reasonable to examine the effect of hard limiting of 
the input prior to taking the Walsh transform. The 
program parameter XLIMIT is used to control the level at 
which the hard limiting occurs. The reference level is 
60 
the peak amplitude of the signal in the absence of noise. 
For example, if the peak signal amplitude is 16 and XLIMIT 
is set to 2.0, the peak magnitude of samples of the input 
is limited to 32. Note that the results for the hard 
limiter are also indicative of the effect of limited 
dynamic range of an A/D converter. 
The performance curves of estimator algorithms 2, 
4, and 6 for three values of limiting and no limiting 
are shown in Figures 6-9, 6-10, and 6-11 respectively. 
The gradient estimator (Algorithm 2) shown in Figure 6-9 
was simulated with fixed CON = 1.0. Performance seems to 
improve as XLIMIT is made smaller for the range of values 
simulated. If the parameter PEAK is fixed initially and 
then selection of CON and XLIMIT is made, adjustment of 
either parameter will effect the dynamic behaviour of 
the estimator. The effect of a change in CON on the 
dynamics has already been discussed. As an example of 
changing XLIMIT, fix CON to one and make XLIMIT small, 
say 0.5. It is more unlikely that the estimator will 
change the estimate in this case than for XLIMIT = 1.0. 
This is an advantage at a high SNR in that the proper 
estimate would tend to be retained. Similarly, if an 
incorrect estimate is made, the tendency would be to 
retain it for a longer time. 
The data displayed in Figures 6-10 and 6-11 is 
somewhat inconclusive. The limiting simulated for 
Algorithm 4 (Figure 6-10) seems to have little effect 
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Jf the estimator's performance which might be expected 
Nith a search for maximum slope. Figure 6-11 shows the 
performance of Algorithm 6 with limiting inserted. With 
the multiple hypothesis threshold fixed prior to the 
selection of XLIMIT, performance can be degraded by an 
improper choice as in Algorithm 2. The selection of a 
small value of XLIMIT makes it more difficult to obtain 
~orrect 1, 0, and -1 decisions in the vector of inner 
products in this case. It is proposed that the selection 
of the multiple hypothesis threshold be reduced corres-
ponding to the small values of XLIMIT. Additional 
simulation is necessary in order to determine optimum 
pairs of values for the threshold and XLIMIT. This task, 
along with more complete evaluation of the relative 
performance of the estimators and refinement of the 
algorithm, is left for future investigation. 
E. Estimator Algorithm Response to Delay Step 
Shown in Figure 6-12 is the response of each of 
the tracking algorithms to a delay step for SNR's of 15 
and 12 dB. In all cases, a sixteen point transform was 
used and a step of three units out of sixteen was 
applied after each algorithm was given the opportunity 
to attain the correct starting estimate. In no case was 
there any limiting imposed and for the gradient tracker 
(Algorithm 2) the value of CON was set to one. The step 
response of Algorithms 1 and 3 in Figure 6-12 (a) and 
(c), respectively, show the kind of response that would 
be expected from a sequential operation where only one 
unit change at a time is possible. The response of 
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the other sequential algorithm shown in Figure 6-12 (b) 
has a response which is almost characteristic of the 
parallel algorithms shown in Figure 6-12 (d) through (f). 
This behaviour is a function of the parameter CON. It is 
evident that along with the faster response to a step 
delay comes an increased susceptability to noise as 
illustrated by more variation around the true estimate. 
The step response of the parallel algorithms 
(Algorithms 4, 5, and 6) is also typical of what is 
expected in that they exhibit faster response. However, 
noise characteristics peculiar to each one can be observed 
from the plots. Figure 6-12 (d) which shows the response 
of Algorithm 4 (actual value - maximum slope) indicates 
somewhat erratic behavior on either side of the correct 
estimate. This is due to the noise evidencing itself in 
values of the inner product vector without preference and 
its subsequent effect on maximum slope selection. In 
contrast is the behavior of Algorithm 6 in Figure 6-12 (f) 
where there is a propensity for an erroneous delay 
estimate to be smaller than the actual delay. This is 
due to the multiple hypothesis operation and the fact 
that the scanning is from no delay to maximum. Figure 
6-12 (e) shows the response of Algorithm 5 (multiple 
hypothesis - retain old value) . The retention 
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characteristics are quite evident in that if the estimator 
obtains the correct value, it takes a longer time to make 
a subsequent erroenous decision. Similarly, if an 
incorrect estimate is made, it also is held for a longer 
period of time before the correct estimate is reacquired. 
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Figure 6-2. Performance of Algorithm 1 as a 
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Figure 6-3. Performance of Algorithm 2 as a 


















0 5 lO SNR,dB 15 20 
Figure 6-4. Performance of Algorithm 3 as a 
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Figure 6-5. Performance of Algorithm 4 as a 
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Figure 6-6. Performance of Algorithm 5 as a 
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Figure 6-7. Performance of Algorithm 6 as a 
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Figure 6-8. Performance of Algorithm 2 as a 







0 5 lO SNR,dB 15 20 
Figure 6-9. Performance of Algorithm 2 with 






0 5 lO SNR,dB 15 20 
Figure 6-10. Performance of Algorithm 4 with 










0 5 lO SNR,dB 15 20 
Figure 6-11. Performance of Algorithm 6 
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Figure 6-12. (continued) 
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VII. IMPLEMENTATION OF ESTIMATOR ALGORITHMS 
The purpose of this chapter is to discuss alternative 
implementations of the estimator algorithms previously 
discussed. In this discussion it is assumed that the 
tasks of obtaining the samples of the input waveform and 
forming the delay estimate from the previous set of 
samples are carried out in parallel. It is not intended 
that firm conclusions be drawn from the following dis-
cussion, but that the remarks made provide guidelines 
for the implementation of the estimator structures. 
The single most important reason for using the set 
of Walsh functions as the complete orthogonal set for 
signal expansion is the relative ease of digital imple-
mentation of the estimator algorithms. Many investigators 
have addressed themselves to the design of digital 
circuitry for Walsh function generation as pointed out in 
Chapter II. The binary characteristic of the functions 
makes them a natural set for digital implementation. If 
the functions are stored, only NxN bits of memory are 
required to describe the entire set. This is contrasted 
with a storage requirement of NxN full words for the 
sample points of non-binary functions, or at best, the 
implementation of an algorithm requiring arithmetic 
operations to compute the points. Computation of 
expansion coefficients of Walsh series reduces to a 
sequence of additions and subtractions which is contrasted 
with the multiplications and signed additions for the 
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non-binary function expansion coefficients. 
The initial thought regarding implementation of the 
estimation algorithms centered on the construction of 
unique hardware dedicated to the individual tasks. 
Independent of the implementation approach, certain 
functions must be performed. Among these are sampling 
of the input waveform and computation of the corresponding 
set of Walsh coefficients. Techniques for sampling the 
input waveform by any one of several low cost A/D con-
verters now available are well known. When the rest of 
the operations that must be performed are considered, 
such as the storage of the signal samples, computation 
• 
and storage of the Walsh coefficients, and the control of 
these operations including memory addressing, it rapidly 
becomes evident that construction of unique hardware for 
each of the tracking algorithms is not really the most 
sensible approach to the problem. This conclusion is 
reinforced by consideration of the many low cost mini-
computers which have appeared on the market in recent 
years. Implementing the estimator algorithms with software 
(firmware in the case of microprogrammable machines) 
allows a flexibility and computational advantage that 
would not otherwise be available. In fact, the basic 
components of such machines such as arithmetic units, 
storage and addressing capability, and control logic are 
precisely those items that would otherwise need to be 
constructed. Also, it is conceivable that additional 
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tasks such as signal detection and error correction could 
be performed with little or no additional hardware cost. 
Of course, there are tradeoffs to be made in the selection 
of such a computer influenced by the probable applica-
tion. If an algorithm which uses the actual values of 
the inner product is selected, the arithmetic capabili-
ities of the machine would be of prime importance, 
whereas, if a multiple hypothesis scheme were chosen, bit 
stream manipulation capability along with logical opera-
tions would be dominant. 
In actuality, a combination of arithmetic capability, 
bit manipulation, and addressing is most desirable. 
Computation of the Walsh coefficients only involves 
additions and subtractions of the input samples. To 
accomplish this, an adder and storage under control of 
a micro program residing in a Read Only Memory (ROM) 
would offer speed and efficiency advantages over conven-
tional stored program memory access operations. Since the 
vectors B(T) are fixed for a given signal, they may be 
precomputed and stored. However, a tradeoff between 
storage requirements and computational speed is evident 
here. For the parallel processors where all ~(T) would 
be needed for each estimation, precomputation and storage 
would offer the greatest speed advantage. For the non-
parallel structures, the savings in storage by computing 
the ~ vectors as needed might override the expected 
gain in speed. It should be noted that for the rectangular 
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signals considered in this dissertation, the elements of 
the ~(T) take on only the values of plus and minus a 
constant and zero. The numerical value of the constant 
is relatively unimportant and may be normalized to 
unity. Thus only two bits are required for each element 
and computation of the inner product becomes a sequence 
of additions and subtractions of the elements of the A 
vector. This is similar to the computation of the A 
vector from the signal samples and therefore the same 
ROM techniques would be to advantage. 
It is evident that the use of a minicomputer to 
implement the signal processor changes the problem from 
that of hardware design and construction to programming. 
It is also apparent that if delay time estimation is to 
be accomplished in real time some sort of synchronization 
is necessary since it has been assumed that the estimator 
knows when to start sampling the input signal. This is 
highly dependent on the intended application. In seismic 
signal processing, for example, it is desired that the 
time interval from the application of an impulse to the 
earth, via an explosive charge or by mechanical means, 
to the reception of the resulting shock pulse some 
distance away be measured. In this case the time the 
signal was transmitted is known which provided the 
reference or synchronization pulse. In the case of 
transmission of a periodic pulse train where synchroniza-
tion is the goal, the period must be known. If it is 
significantly longer than the observation interval, the 
starting time of the interval could be varied until, by 
a received energy comparison, it is determined that the 
signal is entirely in the interval. 
Minicomputer manufactures have recognized the pro-
gramming problems which are peculiar to operation in a 
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real time environment. The experience gained in applying 
minicomputer techniques to process control and to 
selected signal processing tasks has led to the develop-
ment of software which greatly simplifies programming 
in a real time environment. 
One more factor which need be considered is the time 
to form an estimate. It is obvious that the algorithms 
which have been called parallel processors require more 
computation and memory access operations than the others 
in setting up the data from which to make a decision. 
Comparing the one point and parallel processors shows a 
factor of N solely in the time required to establish the 
decision data. If a machine is used which is bit address-
able and which has logic operation capability between 
these subwords, the advantages of the multiple hypothesis 
approach can be realized in that comparisons do not 
involve full additions and subtractions. Even if such a 
computer was not used (or not available) , the numerical 
simplicity of the multiple hypothesis approach would 
yield some speed advantage. 
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The entries in Table 7-1 indicate computation time 
for simulation of one hundred estimates by the various 
algorithms. Included is the time for noise and signal 
sample generation, statistical processing of the resulting 
estimates, and data output. For estimation in real time, 
the sampling would be done in parallel with estimation 
based on the previous samples. It is not unrealistic 
to assume that an order of magnitude improvement over 
the simulation time required would be realized when the 
estimator is implemented using a minicomputer since only 
a small portion of the simulation time is actually spent 
obtaining the estimate. The times shown indicate that 
it is indeed feasible to form delay estimates in real time, 
say, less than 50 milliseconds per estimate, using these 
algorithms by means of a minicomputer. 
The discussion of this chapter has presented justi-
fication for minicomputer implementation of the estimator 
structures in contrast to implementation with dedicated 
hardward. The flexibility and computational advantages 
offered by software implementation override any gain in 
processing speed that might be obtained by hardware 
implementation. Some of the more important factors to 
be considered in the selection of a minicomputer to 
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VIII. CONCLUSIONS AND FUTURE CONSIDERATION 
The fast Walsh transform has been used to resolve 
noisy signals into Walsh function series to allow digital 
implementation of maximum - likelihood parameter estima-
tors. The advantages of Walsh function expansion, namely 
2asy and fast transformation from input data to Walsh 
function series expansion coefficients, direct compat-
ibility of the two-level functions with digital circuitry, 
and the fact that the Walsh function set is a natural 
~escriber of pulse-like signals, have been realized in 
this implementation. Feedback structures have been 
employed for the recursive estimation of the non-linear 
~elay parameter. Six delay estimation algorithms have 
been investigated and characterized in terms of mean-
squared error by Monte Carlo simulation. These simula-
tions indicate that use of the algorithms for delay-time 
estimation would result in acceptable performance in 
low noise environments. The time required to obtain 
these estimates shows that real-time operation is 
practical for some applications. In addition, from the 
cemarks of the preceding chapter, it can be concluded 
that it is indeed feasible to implement the estimator 
structures using a minicomputer to perform delay estima-
tion in a real-time environment. 
The work presented in this dissertation and the 
application of sequency domain techniques to problems in 
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communications by others suggest several areas for 
additional investigation. Analytical expressions for 
the MSE of the estimator algorithms presented in this 
paper in addition to lower bounds on the error variance 
are desirable. Additional simulation with delay jitter 
and amplitude fading of the input waveform could be 
accomplished; and, because of the Walsh-series resolu-
tion of the input, the estimators considered are not 
constrained by signal shape which allows investigation 
of performance with signal shapes other than the 
rectangular pulse used in this work. This investigation 
could lead to application of the techniques of this 
paper to signal identification, i.e., in addition to 
delay estimation, the receiver structure could be 
modified to determine which one of a set of possible 
signals was transmitted. Another natural extension of 
the work presented in this dissertation is an actual 
minicomputer implementation of one or more of the 
estimators described. This implementation would allow 
experimental optimization of the algorithm parameters 
and investigation of the effects of limiting of the 
input waveform at a cost significantly lower than general 
purpose computer simulation. 
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APPENDIX A 
CALCULATION OF SIGNAL TO NOISE POWER RATIO 
The purpose of this appendix is to derive an 
expression relating the variance of each noise sample in 
the simulation to the signal-to-noise ratio at the 
estimator input. 
Let the signal-to-noise power ratio in the obser-
vation interval, T, bandwidth (SNR) be defined as 
where 
SNR = P /P 
s n 
P = E /T = 1/T 
s s r 2 s (t)dt. 
0 











observation interval divided by the number of observa-
tions (the number of points in the transform), i.e., 
~ = T/N. The noise samples are drawn from a normal 
distribution with zero mean and variance o 2 and are to 
n 
represent the sample values of a bandlimited white 
Gaussian noise process with two sided spectral density 
N0/2. The sampling process is thought of as a sample 
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and hold since that is the effect realized in the Walsh 
transform process; i.e., n(t) is sampled by an ideal 
sampling waveform L o(t- n~- ~/2) which yields 
I n.o(t- i~- ~/2) 
i l 




h (t) = (A-5) 
0 otherwise 
which has Fourier transform 
H (jw) (A-6) 
If the spectral density of the input to the filter is 
s. (w), then the spectral density of the output is given 
l 
by 
The spectral density of the input is given by 
S. (w) 
l 
2 I ST (w) I 




where ST(w) is the Fourier transform of the input process 







~here the summation is over all i in the interval (-T,T). 
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for the power spectral density of the sample - and - hold 
approximation to the noise. Therefore 
(A-16) 
which is plotted in Figure A-1. 
Define the noise power in an observation interval 
bandwidth as 
Pn = No/T , (A-1 7) 
and also make the equivalence 
(A-18) 
From (A-1) 1 (A-2), (A-17) 1 and (A-18) results the expres-
sion for the signal to noise ratio 
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Figure A-1. Spectral Density of Output Noise Power 





Using (A-19) , the variance of the noise samples are 




SAMPLE COMPUTER LISTING OF SIMULATION PROGRAM 
This appendix is included simply to provide a con-
venient example listing of one of the simulation programs. 
Since all of the programs used to simulate the various 
algorithms are similar, differing only in the estimator 
algorithm sections, it is only necessary to provide one 
listing. The listing shown in Table B-1 enables simula-
tion of both Algorithms 4 and 6, the desired selection 
determined by the value of the input parameter MULHYP 
as indicated by the comments in the listing. The 
programming is straightforward and can be followed 
with only a limited knowledge of the Fortran programming 
language; therefore, it is felt that no detailed 
discussion is necessary. The program input is accomplished 
by use of the NAMELIST option of Fortran IV described 
in the IBM Systems Reference Library publication, IBM 
System/360 Fortran IV Language, Form C28-6515-4. 
Sample Source Program Listing for Simulation of Algorithms 4 and 6 
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f'~nF LIST It ~ () f SEit'O f Zl JITTER, t F~. nr- 1 Lt., XL lt11T 
tl At 1 F. L I s T I L 0 ('I n A R I ~ ~ , fl , rIc y c L E I p E n r. ~' T I p ~ r T I t-1lJI ~ 'y p 
t!At1E LIsT I PRC PA r..l 'srnn I tiS ET, tlnnrP'T, s~· n '~·T, t!STA nr Is~· nsr p 
1 n n F n n ~ 1 A T ( 1 1 1 1 3 , 1 fi < ?. X , F o . 2 ) , 1 5 < I '~ X , 1 F < 2 X , F fi • ?. ) ) ) 
101 ~0Rr11\T( 1 1',10X 1 1 APJ'/\Y nr. JU~1P Vt\LL'fS lt l THF \·!1\LSH FUtJrTinNS 1 1 II) 
10? Fnn r ·~T(' OTHE "r" VECTOR \·fiTH Tl~r SFLErTr:-n nfL,AY rsTrr :ATE AS THE IN 
1f'F.X') 
103 r:npt 1f\T(' T"F PP-Ort :rT OF VFt"TOPS 11 1'" At!~" "r" IS 1 ,r1n.r:. 1 1 \·!ITP IT~l! 
1 F. n l! J\ L T n ' , 1 ~~ I 5 xI ' I T nA r r. = ' I 1 ?. , I I ) 
1n 4 FOP.r~l\T( 1 '11TPf\CK TilE ''/\ 11 VFrrnn IS:') 
1 0 5 F n rH , AT ( ' 1 ' I 5 X , t n F I T f\ = t I r, 1 () • fl , 5 X , t ~ I r. r 1 ~ t! = t I r 1 n • (f , 5 X , t s • ' n p! T = ' , G 1 
1 n. ~ ~ ,I I> 
lOF. F"Rt-iAT(' THF "S" vr-cTOR IS:' ,I) 
107 F0P.rltT('l') 
lOP. FOf'nAT(' 0 I rnUr'T Ti lE Sf\J1PLJ:"S OF T~lr:- I t~Pl!T ARF: 1 ) 
1 n 9 FO nr1A T < ' ' , 1 31 8 < 3 xI n 1 o. 4), 31 (I 4 x, 8 < 3 xI r 1 o. 4) ) ) 





Table B-1 (continued) 
111 F 0 n ~ 1A T ( ' 01\ v F RAGE ERR" R = ' I n 1 0 • 4 I 5 X I ' r ~ E A~'-s n u ~. R r D- Err n R = ' I G 1 n • ~~ I 5 X 
11 '~VERA~E A~SOLUTF ERROR =1 1 010.4//) 
112 FO R t-1 AT('OOISTRIRUTIO~I OF OELAY TH1E f1EVIATiflN 1 1 //) 
11 3 F 0 R r 1 ~. T ( ' I T A U = 1 , I 3 , 5 X , ' A B ( I TALl- 1 ) = ' , ~ 1 0 • 4 , 5 X , ' 1\ n ( f T A U + 1 ) = , 
1 r 10 • L~ , 5 X, ' I T RA r. K = ' , I 2, I I ) 
11l~ FOR~1AT(' 0 THE AR V~LUES ARE:') 
115 FOFH ~ /\T(' THF SELFCTED DELAY ESTH1ATE IS ',13 1 //) 
r I N PUT P~JV\~1 F TF RS 
c 
c 
99 9 RFAD(1 1 SIGP~R 1 r~n:gqgq) 
READ( 11 t'O I SE) 
P. E/\0(1,L001"AR) 
READ( 1, PRGP/\R) 
\·!R 1 TE < 3 Is 1 r PAR) 
\:!RITE ( 3 I NOIsE) 
\·fRITE(3, L00PAR) 
~!RITF(3 1 PRGPAR) 




/\L lr ~ =XL n 1 1T*AK*A~ ' p 
~ ! ~ 1 2=~1-2 




no 10 1=1 1 tl 
nn 20 J=l~f.l 
?.0 H(J 1 IS)=O.O 
\0 
\0 
Table B-1 tcont~nuedJ 
~· J ( I , I S) = 1 • 0 
C/\LL \'/FFT 
no 3 o J = 1 , ~11 
30 1'1\'/F( I,J)=VHJ+1, tr)-H(J, IF) 
D\'1 F ( I , N) = 1. 0- \'J ( ~~, I F) 





/\RSU~ , =O. 
PFAK= N* At1 P* A~1 P 
!\CQ= PI\ RT*PFAK 
AnB=PERCNT*PEAK 
c 




00 21fl I =1, 12tl 
21L~ ERP.ST( I) =0. 0 
r 
c 






n E L T f\ = TIt! 1--' 
Sf!R=10.**(Stli11NT/ln.) 0 0 
c 
~ao1e ~-1 tcontlnuea) 
r. 








DO 21 1=1,tl 
21 FS=ES+S( I) *S( I) 
S I G t ·1,\ N = S Q RT ( E S I ( 2 • * S N R ) ) 
\·!R ITE(3, 105)DEL TA,SI n~1AN,S~!R H!T 
X=O.O 
CALL SARRAY( X, S) 
\'JR I T E ( 3 I 1 0 6 ) 
\'JR IT E ( 3 I 1 0 0 )t 1 I ( s ( I ) I I = 11 t!) 
r 8(J 1 K) IS THE R VECTOR FOR DELAY (K-1) 





DO 40 I TAUX=l 1 tl 
DO 40 J=l 1 N 
B ( \J , I T A l ! X ) = 0 • 0 
DO L~O K=l,~l 
I t!l"'l=K+ I TAliX-1 
r J: < 1 ~' n • r. T • t') 1 t! n = P' r- t·l 
L~ o r. < J , r TAu x > = R < d I 1 rAux > + s < K > * m· 1 F <.11 n' r ) 
\ IR ' T E ( 3 I 1 0 7 ) 





8 0 ror,'T P'UE 
tiCOlH!T = 0 
Table B-1 (cont1nued) 
r FOR~~ Sl\t1PLES OF I~' PUT \·fl\ VEFORM 
c 
c 
C~~ L I. X I ~! 
IF( ISET.En_.l.OR.f,l 0PP~" T.E0_.1)r,o TO 211 
\!11 ITE(3, 108) 
\!RITE(3,109) ICOUtlT,O·l( f, IS), f=l,t ' ) 




211 rALL t'Jf:'FT 
no 70 1=1 1 t' 
70 ·"-(1)=\'!(f,IF) 
IF( ISET. EO..l.OR.r·'OPRt1T.EO..l)G0 TO 90 
\•/R 'T~ ( 3 I 1 0 L~ ) 
UR 'T E c 3 I 1 o 9 > 1 T r ArK I c A c ' > I 1 = 1 I ~· ' > 
9f' rO~l T H!UE 
r GF.t!ERATE ALL AP. PRODUCTS 
c 
no 204 ITAUX=l 1 N 
ARX=O.O 




I f7 ( t1U L HY P. t'E. 1) GO TO 2 0 t~ 
IF(/\RS(ABX).lT.AC0)An(tTAUX)=O.O 




Table B-1 (cont1nuedJ 
I F ( /',B X. I.E.-J\CQ) A P ( IT~. UX) =-1. 0 
20L~ CO~ ! T H'lJE 
\!RITF(3,114) 
IF(~ 1ULHYP.Ef".1)GO TO 20f1 
\-JRITE(3,109)1COU~1T,(AB( 1), 1=1,N) 
c 




no 20s '=11 ~ ~ 
J=l+2 
1 r.( J. rT. N) J=J-~! 
XX=AP( I )-Af'L.l) 
IF(AR(I).LE.O •• OR.AnCt).GE.O •• OP.XX.LE.XX~,~. X)rO TO 205 
I TAU= I 
XXt·V X=XX 
205 ro~" TI~J UF 
J F ( I TAU. r- n. t·1) f TAll= 0 
r.o TO 203 
20f rn~· 'Ttt!Ur 
\ JR r T E c 3 , 1 o o > 1 r o tHl T I cAn c 1 > I r = 11 ~' > 




nn ?.no l=l 1 N 
\J=I+2 
I F ( J • G T • t I ) \I = "' - t I 
XX =A R ( I ) -I\ P (,I) 
IF(XX.LT.l.)GO TO 200 




Table B-1 (continued) 
r XX EOUJ\ LS 2 SET UP PO I ~lTER 
JJ=I+1 
I r. ( \hJ • rr T • ~' ) J d = J J - N 
IF(.I\B(JJ).EO.O.)GO TO 201 
I r ( I T E ~,1 P 2 • E n • 0 ) I T F. ~ 1 P 2 = I 
GO TO 200 
r XX EQU/\LS 1 SFT UP POP'TF.R 
202 IF( ITE~1Pl.E".0)1TE~1P1=1 
200 r.o~'TINUE 
I r (I Tr~ ·1Pl. tiE. 0) I TAl'= I TEt~Pl 
I r.( I TE~H'2. t!E. 0) I TJ\ll= ·r TB,P2 
IF(ITAlJ.E(l.~l) ITAU=O 
rn TO 203 
r S~ARrH IS nvr.R 
201 IT~J J =I 
203 rot'THJUF 
r 
\'!R IT r: ( 3, 115) IT AU 
c 
lr.( rrollf"!T.LT.t!START.OR.ISET.E0.1)GO TO 213 
r 
r FILL ARRAYS FOn. FfH~OR ANALYSIS AND IIISTOr.RAt-1 PRit 'T0l 'T f'ATA 
r 
I RR= I TAU- f ~ ' TAU 
I "R1=1 r.n+tl 
r.RRST(IRRl)=ERPST(IRP-1)+1.0 
I r( IRR.LT.-t!RY2) fi"\R=Ir-R+tl 











tiCOUt!T = NCOL' NT + 1 
I f'\OlHIT = I COUt !T + 1 
Table B-1 (continued) 
IF(ISET.En .• 1.fl~'f'. tr.nU~'T.C~T.t·ISET)Gn TO 200 
IF( ICOUtlT. GT. I ST0P )GO TO sn 
I F(NrOUNT. Fn. f·lCYCLF)r:n TO 80 
r,o TO qo 
209 ~rH1=PFRr.tlT*AnStH1/t!SET 
AC Q= ( ~ 1 *A~H'' *.t\J ~ I") * P~. RT 
\'!R 1 T E < 3 I 11 o > '"~ s u t 1 I A B ~,A x I A r 1 r I A r 0 
AK=AKS~. VE 
GO TO 9~ 
50 CO~'T lt !UE 
NlH1B= I f'\OtJtiT-t!START 
YY=1. O*~IUtm 
~~ t1S0E= I Sf1ERR/YY 
AVERP.=ISERR/YY 
/H1ERR= I SSERR/YY 
\ 1 R 1 T E < 3 I 111 > A t-·1 E R R I A r ~so E I AvE R "' 
\lR ITE( 31 112) 
\'1RITE(3 1 10!J)f·!Uf,R 1 (ER"'ST( I ) 1 1=1, f2N) 
r rnAtJGE THE 3. 0 I t1 THE FOLL0\:11 ~'G ri\Rf" TO CHAtlrE T~~F Sf"R I t'rRFt~rNT 
St!R I t!T=Sf!R I f'T- 3. 0 
I~(Stl RHIT.~E.St'PSTP)GO TO 210 
GO TO 909 
gggq STO~" 
ENn 
S U R R 0 U T I t! E \1 != F T 
r TillS SURROUTP!E TAKES Ti lE F~ST \·.'l\I.SP TRAt'SFORt~ n~ f1AT.A P' t·J( 1 IS) 







Table B-1 (continued) 
r,orH10N/FrT/\·f(128,2), IS 1 If:' 
rC'It1f10N/PARA~1/t~ 1 t!, T 
t·1N = 2 
f"'O 1 I= 1, t' 
IF=3-IS 
r ~ ~ ' 2 = r 1 ~' + ~ ·1 r r 
no 3 J=l 1 t',tH'2 
\J 2 = \J + r ~ ~ ' - 1 
f1=J 
I ?. =J 2 
1"'0 3 K=J 1 J2 1 2 
\ !(K 1 IF) = \!( 11, fS) + \!( 12 1 IS) 
\ ' ( K + 11 I F ) = \1{ I 1 ' I s ) -H ( ' 2 I I s ) 
L=2*J2-K+l 
IF(L.GT.t~) Gn TO 5 
1 ~~ = 1 2 + r.v' 
13= ll+tH! 
\·!( L1 f F) =\'!( 141 IS)+\!( 131 IS) 






F tl n 
S U r1 R 0 l I T I t ' F. S ·" R R/\ Y ( X , S ) 
SFLECT SI~N/\L U/\VEF0Rt ~ /\t.l"' rnHPl!TF "S" V~CT0"' AT~! EO_L!/\LLY S"'I\CFn 
S/\nPLE rnt~'TS ST/\P,Tit'r, \·liTH X+T/t! /H I ~" Sf'l~. rEn T/t l . 
f iPlrK: 1-RFrT/\tlr,liLf\R PULSE; 2-TRf/'.~'rUL .~R PULSF; 3-SI~'F Pl JtSE 
c or ~ r 1 o r '1 s 1 r. P 1\ n 1 t ·/ 1 n r t ' , r Fr. f n n , /1 r 1 ,.., , t 1 P f r K , n r t r A 
rnnnnN/ rAnAn/t 1, ~ ) 1 T 




DO 10 I :: 1 I tJ 
10 S(l) = 0.0 
r. 0 TO ( 1 I 2 I 3) I~~ pIcK 
r RECTANGULAR PULSE 
1 no 2 o 1 = 1 I ~' 
X=X+OELTA 
Table B-1 (continued) 
IF(X.GT.O •• Atlf"'.X. LT.\'llf"'TH)S( I )=A~1P 
20 roNTINUF 
GO TO 100 
r TR I A~IGU LAR PULSE 
2 no 3 o 1 = 11 tl 
X=X+DELTA 
I F (X. G T. 0 •• A~ln. X. LT. ~11 DTH I 2. ) S ( r ) = 2. *f\~ i o *X I \·!f DTH 
f r. ( X • a E • \'lt r T HI 2 •• /\ tH' • X • L T • H f rT H ) S ( I ) = 2 • *A r ~ n * ( 1 • -X I\·! I nTH ) 
30 r.Ot!T I t!UF 
GO TO 100 
r S H~ E PU L SF 
3 n o L~ o 1 = 1 I N 
X=X+f1ELTA 
I F ( X • L T • \ '1 II" T II ) S ( I ) =A~ 1 P * S I N ( 3 • 1415 q * X I \'JI 0 T H ) 
4 f) r Ot'T I ~ 1 lJE 
100 RFTURtl 
E~!O 
FlH ! r.TIO~! SS(X) 
c o~u1 o t' 1 s 1 ~ P A R 1 \·JI n T f 1 I r F R 1 on I A~-1 r I t 1 r 1 r v I o E 1 T A 
C SELrCT SIGNAL \:JAVEFOR~ 1 ANO COr·.,PUTE Slt1GLE V/I,LUE OF FUt1r.TION 
r. NPICK: 1-Sr._UARF. Pl'LSF; 2-TRIAt!nUL/I.R PUI SF; 3-SH'F PUI SE 
I X nv P= X I PERf 0 D 
X=X-IXOVP*PERIOD 
SS=O.O 
IF( X.I.E. 0. )PFTUR~' 




Table B-1 (continued) 
r RF.CTANGULAR PULSE 
1 I r. ( X • G T • 0 • • A~ 1 n • X • L T • \'! I f' T H ) S S = Ar ~ r 
GO TO 1n 
r. T R I AN r U I. ld~ PtJ t. S E 
2 I r- ( X • r. T • n •• f'. ~In • X • L T • \'/I nTH I ?. • ) s s = 2 • *At~ n *X I,. !I p T H 
1 r c x . n E • \ ! 1 r T! ~ 1 ?. • • A~ 1 r . x . L T • \.'! 1 nTH ) s s = 2 • *A~, n * c 1 . - x 1 \-'! 1 r T J ' > 
GO TO 10 





CO~H10t11 PAR"t1lr1, tl, T 
COt·H10t'IFFT I\'/( 128,2) I Is, IF 
r.n~. u-10 t! 1 x It' PUT 1 t. L, t'O r z, J r TTE R, ' FA"' F., A K, TAu, s 1 r. t 1!1 ~~, x t. n 1 1 T, A' n, 
co~. , t 10 N I s I n p /\ R I \•! I D T ~l I p F R I 0 n I "~·1 n I ~I p I r K I DE l . T A 
r COt1PUTES tl S/\r1PLE VALUES OJ: lt'PliT \·JI\VFFOR~I, XCI), d=l,N , .AT Tl2t! 
C 3TI?.t!; ••• (2N-l)TI2tl. X(T) = (1\K+/\Kl)S(T-TAlJ+f'FL) + A~' 
C TAU IS T!!E ~~0~·11N~l OELAY; OFL IS THF DFL.AY JITTER; A~' IS A SA~1r>LF. 
r. OF R.f\tlf) LH11TF.f' \!I!ITE G/\USSI~N NOISE; AK IS THE NOPP'AI RF.CFIVFr 





no 1 n 1 = 1, t! 
X=X+OELTI\ 
IF(t!OIZ.f!E.l)f,O TO 20 
rA LL GAliSS( LL, s 1 rt~tdl, o., At'> 
2n IF(diTTE~.r'E.l)rn TO 30 
r PLACE diTTER ROl!TINF HERE 










Table B-1 (continued) 
r PLACE rAn!liNG At~ 0 LITUnE ROUTH!E IIFRF- RFTtl~"f' AKl 
40 Y=X-TAU+f'FL 
\1 ( I , I S) = (A K +A K 1 ) * S S ( Y ) + .t\ ~! 
I~CxLuqr.En.o.)nn ro 1n 
lr-(\'J( I, IS).nT.AI.ItD\1( I, IS)=ALH1 
I r- (\-!( I , I S) • I. T • -A L I n) \'! ( I , I S ) =-A L P 1 
1n r()~IT I t!IIF 
PF.TtJR~I 
E tiD 
S U f1 R 0 lJ T I ~· ! E GAllS S ( I X , S , /\ r 1 , V ) 
r. GErlERATE A St-r1Pl.F. OF 1\ NOfH1AL n I STR I r.ur I Ot' \ ! I TH ~1E/\~1 A~1 At!f' ST~t'DAP.D 
r llEVI~TION S. 
A=n.o 
n0 sn 1=1,12 
IY = IX*F.5539 
IF(IY)5 1 r,r; 
5 I Y = I Y + ?. 11 ~ 7 Lt 8 3 f) 4 7 + 1 
E YFL = I Y 




v = c r.. - F • n > * s + /\J1 
RETU11t! 
r tJr~ 
//~.r'I/\TA nr * 
f~ s 1 r: P" R u 1 n T" = B • n , r E 11 lfH" = 3 ? • n 1 T = 1 F • o 1 "r ,., = 1 r. • n , f\ r = 1 . n , t'"" 1 r ,, = 1 , T .A tt = 5 • . <~~ r ~' 1"1 
Ft t 10 1 s r t l n 1 z = 1 , , 1 ' T T E 11 = n I 1 r-" r" F = n I L L = 7 R n 8 3 F r ~ 11 , x ' ' r' 1 T = ?. • n , .r- F ~'"' 
~~ r. o 0 ~" 1\ 11 r • = 4 I r 1 = 1 G I rIc v r. L r = 11 P F. R c ~ 1 T = n • 7 5 , r ~ "'T = o . s n , r • 1 ' 1 'J Y r = 1 , .r r ~I "' 
F~ PR r p 1\11 I s T nr =? 0 0 I ~Is E T = 3 ~I t!n n 11~' T = 1' s r!R ' ~·r = 15 • I t!~T A ~"T = 1 r I s t' I"S rn = fH'~ • ,fl, F~'" 
I* 
f--' 
0 
\.0 
