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Abstract
We explore the recently-proposed Virtual Element Method (VEM) for numerical solution
of boundary value problems on arbitrary polyhedral meshes. More specifically, we focus on
the elasticity equations in three-dimensions and elaborate upon the key concepts underly-
ing the first-order VEM. While the point of departure is a conforming Galerkin framework,
the distinguishing feature of VEM is that it does not require an explicit computation of the
trial and test spaces, thereby circumventing a barrier to standard finite element discretiza-
tions on arbitrary grids. At the heart of the method is a particular kinematic decomposition
of element deformation states which, in turn, leads to a corresponding decomposition of
strain energy. By capturing the energy of linear deformations exactly, one can guarantee
satisfaction of the engineering patch test and optimal convergence of numerical solutions.
The decomposition itself is enabled by local projection maps that appropriately extract
the rigid body motion and constant strain components of the deformation. As we show,
computing these projection maps and subsequently the local stiffness matrices, in practice,
reduces to the computation of purely geometric quantities. In addition to discussing as-
pects of implementation of the method, we present several numerical studies in order to
verify convergence of the VEM and evaluate its performance for various types of meshes.
Keywords: Virtual Element Method, Mimetic Finite Differences, polyhedral meshes, poly-
topes, Voronoi tessellations
1. Introduction
The development of discretization methods for solving three-dimensional boundary value
problems on general polyhedral meshes has recently received considerable attention in the
numerical analysis literature. One driving force behind this trend is the difficulty associated
with mesh generation for complex or evolving domains, for which the use of arbitrarily-
shaped elements can provide much needed flexibility [22]. For example, a simple embedding
strategy consisting of carving out the problem domain out of a structure background grid,
produces polyhedral elements at the boundary [31]. Mesh refinement and coarsening in
adaptive schemes can also be handled with greater ease if the analysis allows for the
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presence of elements with general geometries [30]. In addition to advantages in mesh
generation and adaptation, polyhedral discretizations can deliver improved performance in
some applications. For example, as discussed in [21], polyhedral meshes can achieve the
same level of accuracy in flow simulations compared to their simplicial counterparts but
with far fewer number of cells and unknowns.
With regards to the type of discretization method, finite volume methods based on poly-
hedral cells have reached a level of maturity in fluid dynamic simulations, as evidenced by
their availability and use in commercial software [1, 2]. Mimetic finite difference (MFD)
methods, capable of handling general three-dimensional meshes, are also the subject of
active research and have been successfully applied to diffusion, elasticity, and fluid flow
problems (see, for example, [16, 17, 18, 8, 5]). The extension of finite element methods in
this arena, however, has been relatively slow, despite the availability of special interpola-
tion functions in the literature. This is, in part, due to the fact that these interpolants
are subject to restrictions on the topology of admissible elements (e.g., convexity, maxi-
mum valence count) and can be sensitive to geometric degeneracies. More importantly,
calculating these functions and their gradients are often prohibitively expensive. Numeri-
cal evaluation of weak form integrals, with sufficient accuracy, poses yet another challenge
due to the non-polynomial nature of these functions as well as the arbitrary domain of
integration1 [37]. To mention a few approaches in the literature aiming to overcome these
barriers, we point to the work by Rashid and co-workers [31, 30], who have developed el-
ements based on non-conforming polynomial or piecewise polynomial basis functions that
are tolerant of degeneracies. More recently, harmonic basis functions have been considered
by [32, 14] with particular attention to alleviating the cost of their computation and in-
tegration. Other works include constructions based on natural element [29], non-Siboson
[24], and mean value coordinates [39].
In this work, we focus on the recently-developed Virtual Element Method (VEM) that
addresses some of the above-mentioned challenges facing finite element schemes [10, 11, 15].
As with finite elements, VEM is a Galerkin scheme with an underlying approximation space
defined according to a partition (mesh) of the domain. However, it is distinguished from
classical finite elements in that it does not require the computation of the interpolation
functions in the interior of the elements. One goal of the present work is to break down
and elaborate upon the core mathematical concepts underlying VEM within the context
of elasticity boundary value problems. The key to the success of the method is a consis-
tent approximation to the elemental strain energy that is exact for the linear deformations
without requiring volumetric integration of the basis functions. What enables this approxi-
mation is a set of local projection maps that appropriately split up the element deformation
into its polynomial and non-polynomial components. In the case of the first-order VEM
formulation, where the degrees of freedom are associated with the vertices of the elements,
two projection maps, associated with rigid body motion and constant strain deformations,
respectively, are used to achieve this kinematic decomposition. As we shall discuss, these
1By contrast, classical finite elements feature interpolation functions that are either polynomials or
images of polynomials and numerical integration is carried out by means of a mapping to a fixed parent
domain.
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projection maps can be beneficial even for finite element schemes when one has access to
interpolation functions. We should note that while VEM provides the general recipe for
extension to higher-order and higher-continuity polyhedral elements (see, for example, [6]),
this significant technology may be hidden in this paper as we will limit the discussion, for
the sake of clarity, to the first-order formulation.
The other task undertaken here is to discuss, in detail, aspects of the implementation
of the method for general polyhedral meshes. To this effect, we will derive explicit expres-
sions for the element stiffness matrix and discrete representation of the element projection
maps. In addition to two matrices containing special arrangements of coordinates of the
element vertices, we encounter two matrices that require calculation of surface integrals
of the basis functions over the element boundary. These quantities also reduce to geo-
metric information of the faces (centroids, areas, etc.), if either the approximation spaces
are based on interpolants derived by [3] or if a consistent nodal quadrature rule is used.
While the connection between MFD method and VEM has been established in the original
papers on VEM, the discussion here further elucidates this relationship and illustrates how
the Galerkin framework with an underlying approximation space serves as a vehicle for
constructing a method that is ultimately geometric in nature.
The remainder of this paper is organized as follows. In Section 2, we define the three-
dimensional elasticity model problem and its Galerkin approximation on a polyhedral mesh.
Section 3 presents the VEM formulations and its theoretical underpinning. Next, in Section
4, we derive explicit and simplified expressions for the element stiffness matrices and discuss
aspects of implementation of the method. We evaluate the performance of VEM in Section
5 via several numerical studies and conclude the work with some remarks in Section 6.
We follow fairly standard notation throughout the paper. As usual, Sobolev spaces
Hk(Ω) consists of functions whose derivatives up to the kth order are square-integrable on
Ω. The norm on this space, as well as its vector-valued counterpart Hk(Ω)3, is denoted
by ‖·‖k,Ω. We denote the symmetric gradient operator by (·) =
(
∇ ·+∇>·
)
/2 and skew-
symmetric gradient by ω(·) =
(
∇ · −∇>·
)
/2. Also, Im represents the m × m identity
matrix. We shall denote the components of vectors, matrices and tensors in the canonical
Euclidean basis with subscripts inside parentheses (e.g. v(i) or (ij)) in order to make a
distinction with indexed quantities. Finally, we use |·| to denote the measure (area or
volume) of a set as well as the Euclidian norm of a vector.
2. Model problem and discretization
Consider a linear elastic body, with constant stiffness tensor C, occupying a smooth
bounded domain Ω ⊆ R3 whose boundary ∂Ω is partitioned into disjoint non-trivial seg-
ments Γu and Γt. The body is subjected to body forces b in Ω, surface tractions t on Γt,
and applied displacements g on Γu, with all fields assumed to have sufficient regularity (cf.
Fig. 1). The resulting deformation u is the unique minimizer of the total potential energy:
u = argmin
v∈Vg
(1
2a(v,v)− f(v)
)
(1)
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Figure 1: (a) Schematic illustrating the elasticity boundary value problem. (b) Partition Th of the domain
Ω. (c) Split view of the discretized domain. (d) View of a few boundary and internal elements.
Here, Vg = {v ∈ H1(Ω)3 : v = g on Γu} is the space of kinematically admissible displace-
ment fields and
a(u,v) =
ˆ
Ω
σ(u) : (v)dx, f(v) =
ˆ
Ω
b · vdx+
ˆ
Γt
t · vds (2)
are the energy bilinear form and load linear form, respectively. In the above expression,
σ(u) denotes the stress field associated with u, that is,
σ(u) = C(u) (3)
Observe that due to the symmetries of C, the bilinear form is symmetric in its arguments.
We shall assume throughout the paper that the exact solution u is a smooth function (e.g.
belongs to H2(Ω)3).
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2.1. Galerkin approximation
Given a sufficiently regular2 partition Th of Ω into disjoint non-overlapping polyhedra with
maximum diameter h, we define a conforming discrete space Vh consisting of continuous
displacement fields whose restriction to E ∈ Th belong to the finite-dimensional space
W(E) of smooth functions. Thus,
Vh =
{
v ∈ C0(Ω)3 : v|E ∈ W(E) for all E ∈ Th
}
(4)
Here, the space W(E) contains the deformation states that can be represented by the
element E. Note that C0-continuity along with the requirement that W(E) ⊆ H1(E)3
implies Vh is a subspace of H1(Ω)3. Moreover, the usual requirement that W(E) includes
linear displacements fields (or equivalently that E can represent rigid body motions and
constant states of strains) furnishes the first-order approximation property of Vh, namely
that sufficiently smooth displacement fields, including the solution of the continuous prob-
lem (1), can be approximated by elements of Vh with O(h) errors in the energy norm3
[35].
The Galerkin approximation uh of u is obtained by replacing Vg with the discrete space
of admissible displacements given by
Vgh = Vg ∩ Vh (5)
in the minimization problem (1). Therefore,
uh = argmin
v∈Vg
h
(1
2a(v,v)− f(v)
)
(6)
We are assuming here that the essential boundary conditions can be satisfied exactly in
Vh since otherwise the intersection in (5) will be empty. In practice, the boundary data
g is replaced by its nodal approximation gh but the analysis of the effects of this error is
classical [35] and so we shall ignore it to simplify the presentation.
Due to the conformity of Vh, the strain energy associated with v ∈ Vh is simply the
sum of the contributions from the elements in the mesh. In other words,
a(v,v) =
∑
E∈Th
aE(v,v) (7)
where we have denoted by aE the strain energy associated with element E given by
aE(u,v) =
ˆ
E
σ(u) : (v)dx (8)
As we will see, particular attention will be given in VEM to an appropriate approximation
of these local strain energies that in turn determine the energetic behavior of the polyhedral
elements. Naturally, this will first require a description of the element space W(E), which
as discussed in the next section, will be a typical nodal finite element space.
2We refer to [16] for an example of set of mild geometric constraints that may be required of the
elements in the mesh.
3The energy norm is equivalent to the H1-norm in the space V0.
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Figure 2: Decomposition of the faces of polyhedron into Fi and Fci . Here, Fi represents the set of faces
containing vertex xi and Fci represents the remaining faces.
2.2. Construction and properties of W(E)
As stated before, each element E ∈ Th is a polyhedron whose boundary consists of planar
polygonal faces. Suppose E has n vertices located at x1, . . . ,xn. Let us denote by Fi the
set of faces that include xi and by F ci the remaining faces (see Fig. 2). Note that we do
not require E to be convex though convexity and its implications on the mesh topology
can simplify certain aspects of implementation.
We will give a construction of the element space W(E) with three degrees of freedom
associated with each vertex. To this effect, we consider the canonical basis ϕ1, . . . ,ϕ3n of
the form
ϕ3i−2 = [ϕi, 0, 0]
> , ϕ3i−1 = [0, ϕi, 0]
> , ϕ3i = [0, 0, ϕi]
> , i = 1, . . . , n (9)
where ϕ1, . . . , ϕn constitutes a set of barycentric coordinates for E. Examples of barycen-
tric coordinates for polytopes can be found in [33, 12, 23, 25]. Among these, we will use the
maximum entropy coordinates [23] later in our numerical studies. By definition, barycen-
tric coordinates satisfy the Kronecker-delta property (i.e., ϕi(xj) = δij), which in turn
implies that each u ∈ W(E) is completely characterized by the values it assumes at the
vertices of element E, consistent with the stated choice of degrees of freedom. Furthermore,
ϕi varies linearly along the edges of E and vanishes on F ci , i.e., the faces not incident on the
associated vertex xi. Also, the variation of ϕi on the faces in Fi is determined uniquely
by the geometry of those faces and independent of the shape of the element. The latter two
properties are crucial in guaranteeing inter-element continuity, and subsequently confor-
mity of Vh, as the variation of u ∈ W(E) on a face is uniquely determined by values of u
at vertices of that face and its geometry. Finally, barycentric coordinates can interpolate
linear fields exactly, that is,
a+ b · x =
n∑
i=1
(a+ b · xi)ϕi(x) (10)
for any a ∈ R and b ∈ R3. This, in turn, implies that the element E can represent rigid
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body motions and states of constant strain, i.e.,
W(E) ⊇ P(E) .=
{
a+Bx : a ∈ R3,B ∈ R3×3
}
(11)
guaranteeing the previously-stated first-order approximation capability of W(E). We
should note that if E is a tetrahedron, the well-known linear shape functions are the
unique set of barycentric coordinates for E and W(E) = P(E).
As we will see in the next section, what is more relevant in VEM is the behavior of
functions in W(E) on the boundary, not in the interior of E. Therefore, it is imperative
to know the boundary behavior of the barycentric coordinate defining the basis functions
(9). A useful observation is that, given any two-dimensional barycentric coordinates for
planar polygons, we can use harmonic lifting to construct barycentric coordinates for E
exhibiting the above-mentioned properties. This process defines ϕi as the solution to the
Laplace equation whose boundary conditions are set to be the two-dimensional barycentric
coordinates on faces in Fi and zero on the faces in F ci (see Fig. 2). The resulting coordinates
ϕi’s will have the desired boundary behavior (Kronecker-delta property at the vertices,
linearity and continuity along edges, and variation on the faces dictated by the choice of 2D
barycentric coordinates), and their linear completeness follows from the linear completeness
of 2D coordinates and properties of Laplace’s equation. We remark that the use of harmonic
basis, explicitly computed, have been explored in practice (see, for example, [14, 32]).
Later we shall assume the use of this harmonic construction of W(E) along with a
particular set of boundary coordinates defined in [3], which possess the useful property that
their average value can be computed explicitly based on the geometry of the underlying
polygon (see the appendix for more details). If instead a nodal quadrature rule is used
for computing surface integral encountered in the formulation, no distinction will be made
between different barycentric coordinates (harmonic or otherwise) underlying W(E) (cf.
Section 4).
We close this section by recalling the quasi-optimality of the error in the Galerkin
solution, namely that the Galerkin error is bounded by a constant multiple of the error in
the best approximation of u in Vgh :
‖u− uh‖1,Ω ≤ C inf
wh∈Vgh
‖u−wh‖1,Ω (12)
By the approximation property of the finite element space, the right hand side is O(h),
and the convergence rate is linear.
3. Virtual Element Method (VEM)
While the Galerkin discretization on Th is now completely defined, its realization is difficult
to achieve in practice. The main source of difficulty is the evaluation of the weak form
integrals, i.e., computing aE and f . Since the functions in W(E), and in particular its
basis, are in general non-polynomial functions, available quadrature rules will inevitably
lead to errors in the evaluation of the weak form integrals. Using high-order quadrature
rules to reduce this error to acceptable levels is prohibitively expensive in practice since the
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construction of the basis functions (harmonics or otherwise), due to the lack of availability
of explicit analytical expressions, is computational costly.
Acknowledging the presence of error in the evaluation of the linear and bilinear forms, we
find ourselves committing a variational crime and deviating from the Galerkin framework,
in effect replacing a, aE and f by approximate mesh-dependent counterparts ah, aEh and fh,
respectively. The resulting approximate solution u˜h minimizes the discrete total potential
energy and is characterized by
u˜h = argmin
v∈Vg
h
(1
2ah(v,v)− fh(v)
)
(13)
We can analyze the error (u − u˜h) by using the Galerkin solution uh as an intermediary
as follows:
‖u− u˜h‖1,Ω ≤ ‖u− uh‖1,Ω + ‖uh − u˜h‖1,Ω (14)
As before, the first term is governed by the approximation properties of the discrete space
(cf. (12)). The second term represents the consistency error introduced by replacing the
total potential energy by its discrete counterpart. According to Strang’s lemma [20, 35],
provided that ah is uniformly coercive on V0h , we have the following bound for this term:
‖uh − u˜h‖1,Ω ≤ C sup
v∈V0
h
|a (uh,v)− ah (uh,v)|+ |f(v)− fh(v)|
‖v‖1,Ω
(15)
Here, C is a constant independent of h. If the discrete strain energy and load forms are
defined such that the terms in the consistency error (15) are O(h), we can ensure that u˜h
converges to u at the same (optimal) rate as the Galerkin solution uh.
As before, within the conforming setting, the discrete energy bilinear form ah is typically
obtained from the contribution of the discrete elemental bilinear forms
ah(v,v) =
∑
E∈Th
aEh (v,v) (16)
As detailed in the remainder of this section, VEM gives a particular construction of aEh
such that aEh (v,v) and its variations are exact whenever v is either rigid body motion or
a constant-strain displacement field on E. In other words, each element in the mesh will
correctly represent the strain energy associated with these deformation states. This means
that the so-called patch test will be passed at the element level. The consequence of the
satisfaction of the element patch test, as discussed in Section 3.2, is that the consistency
error introduced by replacing a by ah (i.e., the first term in (15)) is O(h). Curiously,
the construction of the discrete bilinear forms ahE in VEM does not require numerical
quadrature inside the element and therefore eliminates the need for costly computation of
the basis functions in the interior of the element.
3.1. Kinematics decomposition of W(E)
We now discuss a particular kinematic decomposition of the deformation states in W(E)
that is central to the VEM construction. In the remainder of this subsection, we will focus
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on element E ∈ Th and thus omit the dependence on E to ease the notation (e.g. write
W for W(E) and P for P(E)). For a function w, we shall denote by w the mean of the
values it assumes over the vertices of E:
w = 1
n
n∑
i=1
w(xi) (17)
This means, for example, that x is the geometric center of E. Similarly, we will use 〈·〉 to
denote the volume average over E:
〈w〉 = 1|E|
ˆ
E
wdx (18)
First let us split up P , the space of linear displacements over E, into the spaces of rigid
body motions and constant strain modes, defined, respectively, by
R =
{
a+BA (x− x) : a ∈ R3,BA ∈ R3×3,B>A = −BA
}
(19)
C =
{
BS (x− x) : BS ∈ R3×3,B>S = BS
}
(20)
Observe that P is a direct sum of R and C, and by (11), R and C are subspaces of W .
We next define bases for these spaces, respectively denoted by r1, . . . , r6 and c1, . . . , c6, as
follows. We set r1, r2, r3 to be rigid body translation modes and r4, r5, r6 pure rotations
about x:
r1(x) = [1, 0, 0]> r4(x) =
[
(x− x)(2) ,− (x− x)(1) , 0
]>
r2(x) = [0, 1, 0]> r5(x) =
[
0, (x− x)(3) ,− (x− x)(2)
]>
(21)
r3(x) = [0, 0, 1]> r6(x) =
[
− (x− x)(3) , 0, (x− x)(1)
]>
Similarly, we choose c1, c2, c3 to correspond to deformations modes with constant axial
strains, and c4, c5, c6 to represent three constant shear strains:
c1(x) =
[
(x− x)(1) , 0, 0
]>
c4(x) =
[
(x− x)(2) , (x− x)(1) , 0
]>
c2(x) =
[
0, (x− x)(2) , 0
]>
c5(x) =
[
0, (x− x)(3) , (x− x)(2)
]>
(22)
c3(x) =
[
0, 0, (x− x)(3)
]>
c6(x) =
[
(x− x)(3) , 0, (x− x)(1)
]>
In these expressions, the subscript within parentheses designates the component of the
associated vector. The bases for R and C are illustrated for an arbitrary polyhedron in
Fig. 3.
Next we define projection maps piR :W → R and piC :W → C that allow us to extract
the rigid body motion and constant strain part of any deformation state v ∈ W . By
definition, these maps will satisfy
piRr = r, ∀r ∈ R (23)
piCc = c, ∀c ∈ C (24)
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Figure 3: Illustration of the polynomial basis representing: rigid body translations (a) r1 (b) r2 (c) r3;
rigid body rotations (d) r4 (e) r5 (f) r6; axial strains (g) c1 (h) c2 (i) c3; shear strains (j) c4 (k) c5 (l) c6.
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Moreover, it will be useful to require the following orthogonality conditions:
piRc = 0, ∀c ∈ C (25)
piCr = 0, ∀r ∈ R (26)
reflecting the fact that elements of C will contain no rigid body motions and, similarly,
elements of R will be associated with null element in C. Subsequently, piCpiR = piRpiC = 0
and
piP = piR + piC (27)
defines a projection onto P .
A projection map piR satisfying the above properties is given by
piRv = v + 〈ω (v)〉 (x− x) (28)
Recall that ω(·) is the skew-symmetric gradient operator. Observe that we defined the
space C such that c = 0 and ω(c) = 0 for all c ∈ C and so (25) immediately follows from
the definition of piR. It is also straightforward to verify (23) since for v = a+BA (x− x),
with BA an antisymmetric tensor: we have v = a and 〈ω (v)〉 =
〈
BA −B>A
〉
/2 = BA
and so, by definition, piRv = v.
We also note that
piRv = v, ω(piRv) = 〈ω (v)〉 , (piRv) = 0 (29)
The first two relations show that the translation and rotation of piRv are equal to average
translation and rotation of v, respectively. Finally, it will be useful (later) to express piR
in terms of the basis of R as follows
piRv = (v)(1) r1 + (v)(2) r2 + (v)(3) r3 + 〈ω(v)〉(12) r4 + 〈ω(v)〉(23) r5 + 〈ω(v)〉(31) r6 (30)
One important observation is the volumetric integral in the definition of piR can be
transformed as a boundary integral since
ˆ
E
ω(v)dx = 12
ˆ
E
(
∇v −∇>v
)
dx = 12
ˆ
∂E
(v ⊗ n− n⊗ v) ds (31)
where n is the unit normal to ∂E pointing outwards. Hence, piRv is completely determined
by the nodal (vertex) values of v. Recall that over each face of E, the variation of v ∈ W
is completely determined by its values at the vertices of that face.
We define the projection onto the space of constant-strain fields as
piCv = 〈(v)〉 (x− x) (32)
One can again directly verify conditions (24) and (26) from this definition. Analogous to
(29), we have
piCv = 0, ω(piCv) = 0, (piCv) = 〈(v)〉 (33)
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illustrating the strain associated with piCv is the average of strain of v, and piCv does not
contain any rigid body translation or rotation. We can also express the expansion of piC in
terms of the basis for C as follows:
piCv = 〈(v)〉(11) c1 + 〈(v)〉(22) c2 + 〈(v)〉(33) c3 + 〈(v)〉(12) c4 + 〈(v)〉(23) c5 + 〈(v)〉(31) c6
(34)
Finally, as with piR, the volume integral in piCv can be written as an integral over the
boundary of E
ˆ
E
(v)dx = 12
ˆ
E
(
∇v +∇>v
)
dx = 12
ˆ
∂E
(v ⊗ n+ n⊗ v) ds (35)
and so piCv is determined by the nodal values of v.
An important property of piC is that for all v ∈ W , the term v − piCv is energetically
orthogonal to C, that is
aE(c,v − piCv) = 0, ∀c ∈ C (36)
As we will see in the next section, this property plays a crucial role in ensuring consistency
of the VEM bilinear form. To verify this identity, we appeal to the last equality in (33)
and the fact that σ(c) is a constant field:
aE(c,v − piCv) =
ˆ
E
σ(c) : [(v)− (piCv)] dx = σ(c) :
[ˆ
E
(v)dx− (piCv) |E|
]
= 0
(37)
In fact, we can show that (32) is the only projection onto that satisfies (36). In other
words, the energy orthogonality condition uniquely determines the projection on C4.
As rigid body motions have zero strain and thus contain no strain energy, we can see
that the energy orthogonality extends to P and piP (cf. equation (27)) as
aE(p,v − piPv) = 0, ∀p ∈ P (38)
for all v ∈ W .
With the projection maps defined explicitly, we can obtain an additive kinematic de-
composition of a given deformation state v ∈ W into its rigid body motion, constant strain
and the remaining higher-order components:
v = piRv + piCv + (v − piPv) (39)
The remainder v − piPv belongs to a (3n− 12)-dimensional subspace of W , which we
shall denote by H. This space consists of displacements modes that are either higher-
order polynomials or non-polynomial functions. For example, if E is a cube, and W is
the space of trilinear displacement fields, v − piPv is a linear combination of 12 hourglass
modes consisting of high-order polynomials. For a distorted hexahedron, these modes will
consists of rational functions even with the classical iso-parametric finite element bases
[13].
4Observe, for instance, that (36) immediately implies (26) since aE(piCr, piCr) = aE(r, piCr) = 0 for all
r ∈ R.
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3.2. Construction of the discrete bilinear forms
The kinematic decomposition of deformation state v in the form (39), by the virtue of
energy-orthogonality condition (36), leads to a decomposition of strain energy associated
with v:
aE(v,v) = aE (piRv + piCv + (v − piPv) , piRv + piCv + (v − piPv))
= aE(piCv, piCv) + 2aE(piCv,v − piPv) + aE(v − piPv,v − piPv) (40)
= aE(piCv, piCv) + aE(v − piPv,v − piPv)
In the first equality, we have used the linearity and symmetry of aE along with the fact
that (piRv) = 0. The identity (38) and piCv ∈ P , are used in the second equality to
eliminate the coupling term. The first term in the right hand side of the final expression
in (40) represents the energy associated with the constant-strain component of v while the
second term gives the energy associated with the remaining higher-order part. Observe
that the first term can be computed exactly with the knowledge of the volume of E since
its integrand, σ(piCv) : (piCv), is a constant field.
Now comes another key observation: we can replace the second term in (40) by a crude
estimate, one that can be conveniently computed, without affecting the energy associated
with rigid body motion and constant-strain component of v. This suggests defining the
following discrete energy form for E:
aEh (u,v)
.= aE(piCu, piCv) + sE(u− piPu,v − piPv) (41)
where sE is a prescribed symmetric continuous bilinear form on W .
Noting that for h ∈ H,
aEh (h,h) = sE(h,h) (42)
it is evident that sE must be positive definite on the space of higher-order deformations H.
Otherwise, non-zero higher-order deformation modes may be assigned zero strain energy,
potentially leading to global zero-energy modes and rank deficiency of the global system.
In general, we may not have a guarantee of uniform coercivity of ah which is required for
establishing estimate (15). A suitable choice of sE thus ensures the stability of the method
by guaranteeing that discrete bilinear form inherits the coercivity of the exact bilinear
form5. As mentioned before, for hexahedral elements, H is the space of hourglass modes,
and so, in light of (42), sE essentially prescribes the “hourglass” stiffness (see, for example,
[13]).
By virtue of the decomposition, the choice of sE does not affect the polynomial consis-
tency of aEh . Indeed, for p ∈ P and v ∈ W , we have
aEh (p,v) = aE(piCp, piCv) + sE(p− piPp,v − piPv)
= aE(piCp, piCv) (since p− piPp = 0)
= aE(piCp,v) (by (36)) (43)
= aE(p,v) (since  (piCp) =  (piPp) =  (p))
5A sufficient condition for this is that for some positive constants β1 and β2, independent of h and E,
we have β1aE(h,h) ≤ sE(h,h) ≤ β2aE(h,h) for all h ∈ H. This means that the strain energy associated
with higher-order modes, as prescribed by sE , scale uniformly with the exact strain energy.
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This shows that the discrete bilinear form will exactly capture the strain energy associated
with the linear deformation p and its variations. As a result, an element based on (41) will
pass the first order patch test. The main consequence of this is that the error introduced
by replacing the exact strain energy with ah, the first term in (15), is O(h). To see this,
we first split up exact and discrete strain energies into the element contributions (cf. (7)
and (16)) and use (43) to add and subtract a term containing piP(E)uh over each element:
|a (uh,v)− ah (uh,v)| ≤
∑
E∈Th
∣∣∣aE (uh,v)− aEh (uh,v)∣∣∣
=
∑
E∈Th
∣∣∣aE (uh,v)− aE(piP(E)uh,v) + aEh (piP(E)uh,v)− aEh (uh,v)∣∣∣
=
∑
E∈Th
∣∣∣aE (uh − piP(E)uh,v)− aEh (uh − piP(E)uh,v)∣∣∣ (44)
≤ C ∑
E∈Th
∥∥∥uh − piP(E)uh∥∥∥1,E ‖v‖1,E (using continuity of aE, aEh )
≤ C
 ∑
E∈Th
∥∥∥uh − piP(E)uh∥∥∥21,E
1/2 ∑
E∈Th
‖v‖21,E
1/2
≤ C ′h ‖v‖1,Ω (45)
Here C and C ′ are constants independent of the mesh size. The last inequality, roughly
speaking, is a consequence of the fact that piP(E)uh is a first-order approximation to uh
and assumes uniform shape-regularity of the mesh.
Regarding choice of the bilinear form sE, there is quite a bit of freedom in practice since
sE can be any approximation of exact strain energy aE, so long as it respects the stability
requirement. On one end of the spectrum, we can define sE through quadrature as
sE(u,v) .=
“
E
σ(u) : (v)dx (46)
Here
›
E
indicates that the volume integral is evaluated using a suitable quadrature rule.
This approach has been pursued in [37] in order to alleviate the burden of numerical
quadrature in the finite element setting. A simple choice on the other end is given by [10]:
sE(u,v) =
n∑
i=1
αEu(xi) · v(xi) (47)
where αE is a positive parameter that ensures the right scale of strain energies assigned
to higher-order modes. Determining an appropriate value of this constant is deferred
to the next section. Observe that this definition only involves the nodal values of the
arguments and therefore eliminates the need for volumetric quadrature and construction
of the basis functions inside the element. Such a choice highlights the advantage of VEM
in constructing an inexpensive discretization scheme on arbitrary meshes.
We remark that the flexibility in the choice of sE can be exploited to enhance other
characteristics of the resulting method (e.g. satisfaction of a discrete maximum principle
or improvement of performance of algebraic solvers) as illustrated in [27, 28].
14
3.3. Construction of fh(v)
It is also possible to construct a first-order accurate discrete load linear form fh without the
need for basis functions in the interior of the elements. We can do so by defining a nodal
quadrature scheme over each element to treat the body force term and a nodal quadrature
scheme over each face in the traction boundary Γt. For each v ∈ Vh, we thus set
fh(v) .=
∑
E∈Th
“
E
b · vdx+ ∑
F⊆Γt
 
F
t · vds (48)
with two quadrature schemes6 defined as follows (cf. Fig. 4a).
The two-dimensional surface integral over a face F with m vertices is approximated by
 
F
Tds .=
m∑
j=1
wFj T (xFj ) (49)
Here xF1 , . . . ,xFm denote the location of vertices incident on face F . The weight wFj is the
area of quadrilateral formed by xFj , the midpoint of edges incident on xFj , and the centroid
of F . It is clear that ∑mj=1wFj = |F | so the quadrature can integrate constant functions
exactly. It is straightforward to show that this scheme can also exactly integrate linear
fields.
The nodal quadrature for volume integral over E is defined in a similar manner as:
“
E
Kdx .=
n∑
i=1
wEi K(xi) (50)
where x1, . . . ,xn denote the location of vertices of E, and the weight wEi is the volume of
polyhedron formed by xi, the centroid of E, the centroid of faces in Fi, and the centroid
of edges incident on xi. Again, we can show that
›
E
pdx =
´
E
pdx, when p is a linear
polynomial.
The consequence of first-order accuracy of these quadrature schemes is that, when b
and t are sufficiently smooth fields, the error in replacing the exact linear form f with
the approximation fh, i.e., the second term in 15, is O(h). Therefore, convergence rate
remains to be linear. Finally, we observe that the both quadrature schemes, by virtue
of being nodal, do not distinguish between the choice of barycentric coordinates used in
construction of element spaces W(E).
4. Implementation aspects
In this section, we discuss in detail the implementation of the VEM formulation presented
in the previous section. More specifically, we will give explicit expressions for the element
stiffness matrix corresponding to the discrete bilinear form defined in (41). The global stiff-
ness matrix is obtained via the standard finite element assembly process (corresponding to
6Such quadrature rules have been used in the MFD literature see for example, [19, 9].
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(a) (b)
Figure 4: Illustration of nodal quadrature schemes for (a) surface integration: xF and wFj represent
the centroid and the nodal weight associated with the vertex xj on the face F , respectively; (b) volume
integration: the nodal weight corresponding to the vertex xi is volume of the red polyhedron formed by
element centroid xE , three face centroids, three edge mid-points and the vertex xi. It is assumed that F
and E are star-shaped with respect to xF and xE , respectively.
the summation in (16)). Our derivations involve first obtaining discrete representations of
the projection maps. At the end of this section, comments will be made on the structure
of the element stiffness matrices which will further elucidates the nature of the approxima-
tion of element strain energies in VEM. Throughout this section, we will again focus our
attention to an element E in the mesh with vertices located at x1, . . . ,xn.
4.1. Expressions for projection matrices
Let us first define the map χ : W → R3n that computes nodal values (i.e., the degrees of
freedom) associated with deformation states over E. For i = 1, . . . , n,
[χ(v)](3i−2) = [v(xi)](1) , [χ(v)](3i−1) = [v(xi)](2) , [χ(v)](3i) = [v(xi)](3) (51)
and thus we have the expansion:
v(x) =
3n∑
j=1
[χ (v)](j)ϕj(x) (52)
Note that any v ∈ W can be uniquely identified with χ (v) ∈ R3n, and conversely, any
array in R3n identifies with a member of W .
The discrete counterpart to projection maps piR, piC are 3n×3n matrices PR,P C whose
application to the nodal representation of v gives the nodal representation of its projection,
that is,
PRχ(v) = χ (piRv) , P Cχ(v) = χ (piCv) (53)
Setting v = ϕj in the above expressions yields the alternative characterization of these
matrices as
piRϕj =
3n∑
k=1
(PR)(kj)ϕk, piCϕj =
3n∑
k=1
(P C)(kj)ϕk (54)
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To obtain an explicit expression for PR, we use (30) to write,
piRϕj =
6∑
`=1
(WR)(j`) r` (55)
Here, WR is the 3n× 6 matrix whose jth row is given by[(
ϕj
)
(1)
,
(
ϕj
)
(2)
,
(
ϕj
)
(3)
,
〈
ω(ϕj)
〉
(12)
,
〈
ω(ϕj)
〉
(23)
,
〈
ω(ϕj)
〉
(31)
]
(56)
Expanding r` in terms of the canonical basis functions, ϕk, we obtain,
piRϕj =
6∑
`=1
(WR)(j`)
( 3n∑
k=1
[χ (r`)](k)ϕk
)
=
6∑
`=1
3n∑
k=1
(WR)(j`) [χ (r`)](k)ϕk (57)
Let, NR ∈ R3n×6 be the matrix whose (k, `)th entry is [χ (r`)](k), then
piRϕj =
3n∑
k=1
(
NRW>R
)
(kj)
ϕk (58)
Finally, by comparing (58)with (54), we conclude that,
PR = NRW>R (59)
A similar derivation shows that the projection matrix P C can be expressed as:
P C = N CW>C (60)
where, N C,W C ∈ R3n×6 with (N C)(k`) = [χ (c`)](k) and the jth row of W C given by
[〈
(ϕj)
〉
(11)
,
〈
(ϕj)
〉
(22)
,
〈
(ϕj)
〉
(33)
,
〈
(ϕj)
〉
(12)
,
〈
(ϕj)
〉
(23)
,
〈
(ϕj)
〉
(31)
]
(61)
Note that the matrices PR, P C are projections onto the range of NR, N C, respectively.
We can also verify that PRP C = PRP C = 0. Using (27) and (53) we can find matrix
representation of the projection piP as
P P = PR + P C (62)
Finally, let us note that the null space of P P corresponds to the nodal representations of
elements of H.
4.2. Expressions for the stiffness matrix
Using the projection matrices PR,P C defined in previous section, we next obtain explicit
expressions for the stiffness matrix, KEh , associated with (41). We have(
KEh
)
(jk)
= aEh (ϕj,ϕk) = aE(piCϕj, piCϕk) + sE(ϕj − piPϕj,ϕk − piPϕk) (63)
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To simplify the first term, let us first define the 6 × 6 matrix D whose entries are the
normalized strain energies associated with uniform deformations, i.e.,
(D)(`m) =
1
|E|a
E(c`, cm), `,m = 1, . . . , 6 (64)
Using (22), we find that
D =

C(1111) C(1122) C(1133) 2C(1112) 2C(1123) 2C(1131)
C(2222) C(2233) 2C(2212) 2C(2223) 2C(2231)
C(3333) 2C(3312) 2C(3323) 2C(3331)
4C(1212) 4C(1223) 4C(1231)
symm. 4C(2323) 4C(2331)
4C(3131)

(65)
which shows that D is only a function of the elasticity tensor C and does not depend on
the geometry of the element E. For an isotropic material with Young’s modulus EY and
Poisson’s ratio ν, matrix D is given by:
D = EY(1 + ν) (1− 2ν)

1− ν ν ν 0 0 0
ν 1− ν ν 0 0 0
ν ν 1− ν 0 0 0
0 0 0 2 (1− 2ν) 0 0
0 0 0 0 2 (1− 2ν) 0
0 0 0 0 0 2 (1− 2ν)

(66)
Using the expansion for piCϕj similar to (55), we obtain the expression for the first term
of the stiffness matrix as
aE(piCϕj, piCϕk) = aE
( 6∑
`=1
(W C)(j`) c`,
6∑
m=1
(W C)(km) cm
)
=
6∑
`=1
6∑
`=1
(W C)(j`)
[
aE(c`, cm)
]
(W C)(km) (67)
= |E|
(
W CDW>C
)
(jk)
As for the second term, we first define the 3n × 3n matrix SE whose (j, k)th entry is
sE(ϕj,ϕk). For example, for the choice of sE given by (47), we have SE = αEI3n. Noting
that
ϕj − piPϕj =
3n∑
k=1
(I − P P)(kj)ϕk (68)
we can write
sE(ϕj − piPϕj,ϕk − piPϕk) =
[
(I − P P)> SE (I − P P)
]
(jk)
(69)
and so the stiffness matrix is given by
KEh = |E|W CDW>C + (I − P P)> SE (I − P P) (70)
As seen from the above expression, the task of computing the stiffness matrix reduces to
computing four matrices NR, N C, WR, and W C. We next further break down these
calculation and comment on the computational effort needed for the method.
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4.3. Calculation of matrices NR, N C, WR, and W C
Lets first concentrate on the matrices NR and N C which are essentially the nodal repre-
sentations of the bases of R and C, respectively. Referring to (21), we can see that, for
i = 1, . . . , n, the block of 3i− 2 to 3i rows of NR, which are associated with the ith vertex
of the element, is given by:
1 0 0 (xi − x)(2) 0 − (xi − x)(3)
0 1 0 − (xi − x)(1) (xi − x)(3) 0
0 0 1 0 − (xi − x)(2) (xi − x)(1)
 (71)
Similarly, the block 3i− 2 to 3i rows of N C can be expressed as:
(xi − x)(1) 0 0 (xi − x)(2) 0 (xi − x)(3)
0 (xi − x)(2) 0 (xi − x)(1) (xi − x)(3) 0
0 0 (xi − x)(3) 0 (xi − x)(2) (xi − x)(1)
 (72)
To facilitate the description of the block ofWR andW C associated with the ith vertex,
we first define the vector qi as:
qi =
1
2 |E|
ˆ
∂E
ϕinds (73)
Recall that ϕi is the scalar barycentric coordinate based on which the element basis func-
tions are defined (cf., (9)). Since ϕi vanishes on F ci , we have
qi =
1
2 |E|
∑
F∈Fi
(ˆ
F
ϕids
)
nF,E (74)
where nF,E is the normal to the face F pointing outwards with respect to element E. Using
(9), the definition of WR in (56), and the identity (31), we find the block of 3i − 2 to 3i
rows of WR to be 
1/n 0 0 (qi)(2) 0 − (qi)(3)
0 1/n 0 − (qi)(1) (qi)(3) 0
0 0 1/n 0 − (qi)(2) (qi)(1)
 (75)
A similar approach can be used to identify the block of 3i− 2 to 3i rows of W C as
2 (qi)(1) 0 0 (qi)(2) 0 (qi)(3)
0 2 (qi)(2) 0 (qi)(1) (qi)(3) 0
0 0 2 (qi)(3) 0 (qi)(2) (qi)(1)
 (76)
The calculation of the matricesWR andW C thus boils down to computation of the surface
integrals
´
F
ϕids as well the unit normal vectors for each face in the mesh. Two additional
data structures for Th, beyond the usual vertex list and vertex-element connectivity matrix,
are needed to facilitate these calculations. The first contains the list of faces in the mesh
along with vertices incident on each face. The orientation of each face F , and subsequently
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its unit normal vector nF , is chosen and fixed once and for all. The second data structure
contains the element-face connectivity information as well as the orientation of the outer
normal nF,E associated with element E. Note that either nF,E = nF or nF,E = −nF ,
depending on the initial choice of nF . We should point out that the construction of these
data structures directly from the standard vertex-element connectivity and vertex list,
is possible since the faces of an element can be identified by inspecting which groups of
vertices that lie on the same plane. If the mesh consists of convex polyhedra, the process
can be greatly simplified. For example, each internal faces of such a mesh is shared exactly
between two elements. This topological insight can be used to identify the internal faces
through an inspection of the vertex-element connectivity matrix.
Regarding the surface integrals
´
F
ϕids, if boundary barycentric coordinates of [3] are
used in the construction ofW(E), the value of this surface integral can be computed exactly
from the geometry of F (see the appendix). In general, we can use the nodal quadrature
scheme presented in Section 3.2 to compute a first-order approximation. Note that the
nodal quadrature does not distinguish between the choice of basis functions and thus the
value of the surface is purely a function of the geometry of F 7. Such an approximation in
fact amounts to using the following projection maps
piRv = v +
 1
2 |E|
∑
F⊆∂E
 
F
(v ⊗ n− n⊗ v) ds
 (x− x) (77)
piCv =
 1
2 |E|
∑
F⊆∂E
 
F
(v ⊗ n+ n⊗ v) ds
 (x− x) (78)
in (41). Observe that it is necessary for the quadrature rule to exactly integrate linear
polynomials in order for these maps to respect (23)-(26). We can show that the consistency
error in the energy bilinear form (i.e., the first term in (15)) will remain O(h). While the
orthogonality conditions (36)-(38), and subsequently (43), are satisfied only asymptotically,
we will show in Section 5.1 that the global patch are nevertheless will be passed exactly.
4.4. Structure the stiffness matrix
It is insightful to examine the effects of strain energy approximation in VEM from an
algebraic point of view by considering the structure of the resulting stiffness matrix. Such
a perspective is fundamental to the development of corresponding MFD formulations that
do not directly utilize the existence of underlying basis functions (see, for example, [18, 7]).
To this effect, let us again consider an element E and denote its exact stiffness matrix
by KE, i.e., KE(jk) = aE(ϕj,ϕk). We assume that the diagonal stability term (47) is used
in the definition of the discrete bilinear form and the VEM stiffness KEh . Complementing
the bases for space of rigid body motions and constant strains, we will next select a basis
h1, . . . ,h3n−12 for the space of higher-order modes8 H = H(E). This basis will be chosen
7In fact,
ffl
F
ϕids is the simply the area of the quadrilateral formed by the associated vertex xi, the
midpoint of edges incident on xi and the centroid of F .
8Here, we assume that the exact projections maps are available andused to define H.
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such that the corresponding matrix NH ∈ R3n×(3n−12), i.e., the matrix whose `th column
is χ (h`), satisfies the following properties:
N>HNH = I3n−12, N>HKENH = diag(λE1 , . . . , λE3n−12) (79)
Observe that λE` is the strain energy associated with h`, i.e., aE(h`,h`) = λE` . To see how
such a basis can be selected, we start with matrix N˜H ∈ R3n×(3n−12) whose columns form
an orthonormal basis for the null space of P P . We choose U to be the orthogonal matrix
whose columns are eigenvectors of N˜>HKEN˜H and set NH
.= N˜HU . Since P PNH =
P PN˜HU = 0, the columns of NH indeed corresponds to deformation states in H. One
can verify that conditions in (79) hold in this case.
Next, we define a 3n× 3n matrix given by
N = [NR,N C,NH] .= [χ (r1) , . . . ,χ (r6) ,χ (c1) , . . . ,χ (r6) ,χ (h1) , . . . ,χ (h3n−12)]
(80)
which is invertible since the bases for rigid body motion, uniform and higher-order de-
formations are linearly independent. Owing to the energy-orthogonality of C and H, the
exact stiffness matrix form has a block diagonal structure with respect to basis defined by
the columns of N . More specifically, we have
N>KEN =
 N
>
RK
ENR N>RK
EN C N>RK
ENH
N>CK
ENR N>CK
EN C N>CK
ENH
N>HK
ENR N>HK
EN C N>HK
ENH
 (81)
=
 0 0 00 |E|D 0
0 0 diag(λE1 , . . . , λE3n−12)

Similarly, one obtains the following transformation of the VEM stiffness matrix under the
same change of basis:
N>KEhN =
 0 0 00 |E|D 0
0 0 αEI3n−12
 (82)
Compared to (81), we can see that the only difference lies in the strain energy assigned to
the higher-order modes h1, . . . ,h3n−12. With the choice of stabilizing bilinear form (47),
the energy of these modes are assumed to identically equal to αE.
This observation leads us to the question of selection of an appropriate value for the
parameter αE. While there are other possible approaches to addressing this question, we
proceed as follows. Because sE can be viewed an approximation to the exact strain energy
aE, we can compare the energy it assigns to uniform deformation with their exact energy.
Observing that
sE(c`, cm) =
(
N>C S
EN C
)
(`m)
= αE
(
N>CN C
)
(`m)
(83)
and aE(c`, cm) = |E|D(`m), the scaling coefficient can be chosen such that αEN>CN C and
|E|D are comparable. Equating the trace of these matrix suggests the following relation
for the scaling parameter
αE = γαE? (84)
21
where
αE?
.= |E| trace (D)
trace
(
N>CN C
) (85)
The coefficient γ, taken to be independent of E, is introduced here in order to facilitate the
study of the influence of αE on the accuracy of the numerical solutions. As expected, this
expression depends on the material properties, through the trace of D, and the geometry
of E through the appearance of N C.
The above argument indicates that a reasonable value for γ should be close to one. In
order to validate this assertion, we have computed the strain energy associated with basis
for H, i.e., λE1 , . . . , λE3n−12, of a few representative polyhedra shown in Fig. 5. The exact
stiffness matrix here is computed, by means of very high order quadrature scheme, for an
element space W(E) defined using maximum entropy basis functions9. The spectrum is
normalized by αE? in order facilitate the comparison with coefficient γ. We can see that the
spectrum (c.f. Fig. 6) can be relatively broad especially for the irregularly-shaped distorted
polyhedra with small edges. However, the average value of the normalized energies is O(1)
for the element geometries considered here. The histogram in Fig. 7 shows the distribution
of this average value for the elements in a centroidal Voronoi mesh with 100 polyhedral
elements. We can see a significant clustering around 1 confirming that (84) with γ = 1 is
a reasonable choice for the strain energy of higher order modes.
5. Numerical studies
In this section, we evaluate the performance of polyhedral discretizations using VEM
through several numerical studies. The accuracy and convergence of the numerical solu-
tions are assessed using two measures of error in computed displacement and stress fields.
The relative error in displacements is defined using the volumetric nodal quadrature rule
of Section 3 as:
eu .=
[∑
E∈Th
›
E
|u− u˜h|2 dx∑
E∈Th
›
E
|u|2 dx
]1/2
(86)
Recall that u˜h is the VEM solution and u is the exact solution, assumed to be sufficiently
smooth for the quadrature to make sense. Note that eu serves as an approximation to
the L2-norm error ‖u− u˜h‖0,Ω, which cannot be computed without access to the basis
functions.
Similarly, we define a discrete error measure for the stress field since the raw field σ(u˜h)
are not readily available. Motivating by the fact that (piC(E)v) is the volume average of
(v) over element E (cf. (33)) and therefore its best constant approximation, we define a
9In the case of cube, the underlying space W coincides with the usual finite element space of trilinear
functions.
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(a) (b)
(c) (d)
Figure 5: Representative polyhedra for the study of energy of higher-order modes λE` (a) Uniform
hexahedron. (b) Distorted hexahedron. (c) Polyhedron with 12 vertices (d) Polyhedron with 24 vertices.
Red circles highlight small edges.
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Figure 6: Distribution of normalized strain energies associated with higher-order modes, λE` /αE? , for the
polyhedra shown in Fig. 5. The red square box within each spectrum indicates the average value.
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Figure 7: Frequency distribution of the average normalized strain energy
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` /(αE? (3n− 12)) for
a Centroidal Voronoi mesh consisting of 100 polyhedral elements.
element-wise constant stress field on Th, denoted by σh(v), such that10
σh(v)
∣∣∣
E
= 1|E|
ˆ
E
σ(v)dx = σ(piCv) (87)
This will serve as a surrogate to σ(v) and, accordingly, the following measure of error is
considered
eσ .=
‖σ(u)− σh(u˜h)‖0,Ω
‖σ(u)‖0,Ω
(88)
We evaluate these integrals numerically with a high-order quadrature obtained as follows:
each polyhedral element is divided into pyramids and a forth-order Gauss rule consisting
of 64 integration points is used over each pyramid (cf. [34]).
We use the open source MATLAB toolbox, Multi-Parametric Toolbox (MPT) [26],
for generating the polyhedral meshes. Two types of polyhedral meshes based on Voronoi
tessellations are used in our study: random Voronoi meshes (abbreviated by RND), which
are formed by a random set of generating seeds; and more uniform centroidal Voronoi
tessellations (abbreviated by CVT) that are obtained from a set of seeds that coincide
with centroids of the resulting Voronoi cells. The CVT meshes are generated using Lloyd’s
algorithm following the approach outlined in [38]. Both types of meshes consist only of
convex polyhedra. Finally, in all the numerical presented here, the local discrete bilinear
forms are based on choice of sE in (47) with αE given by (84).
5.1. Displacement patch test
We start with the displacement patch test on the unit cube Ω = (0, 1)3 discretized using
CVT and RND meshes with different number of polyhedrons. We have also considered
10We can express this average element stress as σh(v)|E =
∑6
`=1[W
>
C χ (v)]`σ(c`).
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(a) (b) (c)
Figure 8: Illustration of the displacement patch test with exact solution p = [2x1 + x2 + 3x3 + 1, 3x1 +
4x2 +2x3 +2, 4x1 +3x2 +x3 +3]>/100 (a) CVT mesh, (b) RND mesh, and (c) polyhedral mesh containing
non-convex elements. The red box represents Ω and the mesh illustrates the deformed configuration.
meshes containing non-convex elements. The exact solution for the patch test is an arbi-
trary linear displacement field u = p ∈ P(Ω). We consider the case where Γt = ∅ and
g = p|∂Ω is applied to the entire boundary (note that the body forces are absent, i.e.,
b = 0). Figure 8 shows the deformed configuration of the three representative meshes
tested. The relative displacement and stress errors close to machine precision levels, for
a large range of γ values, are observed for CVT meshes indicating that VEM passes dis-
placement patch test. For random Voronoi meshes the errors are approximately one order
of magnitude higher than CVT mesh errors but still close to machine precision levels.
These results are consistent with the theoretical discussion thus far when the projection
maps are computed exactly (e.g., when the element space is obtained using boundary
coordinates of [3]). However, we have also observed the satisfaction of the global patch
test even when nodal quadrature is used in the definition of the projection maps (cf. (77)
and (78)). In this case, the element level condition of exactness of strain energy, i.e., (43),
may not be satisfied exactly. Nevertheless we can prove directly that the global patch test
should be passed. First note that, for p ∈ P(E) and v ∈ W(E), and using projection
maps obtained from nodal quadrature, we have
aEh (p,v) = aE (p, piCv)
= σ(p) :
[ˆ
E
(piCv)dx
]
(89)
= σ(p) :
 ∑
F⊆∂E
1
2
 
F
(v ⊗ n+ n⊗ v) ds

=
∑
F⊆∂E
 
F
v · σ(p)nds (using symmetry of σ(p))
Now, let us consider a general patch test with exact solution u = p ∈ P(Ω). Corresponding
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Table 1: Comparison between maximum entropy finite element and VEM for displacement patch test.
The second and third columns show the relative displacement errors eu.
Number of elements Maximum entropy VEM
50 8.14× 10−2 5.72× 10−15
100 9.24× 10−2 1.91× 10−14
200 6.63× 10−2 2.66× 10−14
tractions t = σ(p)n are imposed on Γt, and g = p|Γu is applied to the remainder of the
boundary. For an arbitrary test function v ∈ V0h , we see that
ah (p,v) =
∑
E∈Th
aEh (p,v) =
∑
E∈Th
∑
F⊆∂E
 
F
v · σ(p)nds = ∑
F⊆Γt
 
F
v · tds = fh(v) (90)
In the second to last equality, we have used the fact that boundary integrals on the internal
faces cancel out and v = 0 on Γu. Since p ∈ Vgh , this shows that u˜h = p is the unique
solution to the discrete problem and the global patch test is passed.
For the sake of comparison, we repeat the patch test using a finite element method
based on the conforming maximum entropy basis functions [36] and numerical integration
of the stiffness matrix. The errors in the patch test performed for a sequence of meshes
is indicative of the consistency error introduced by the quadrature in the elemental and
global strain energies. Numerical integration in each element is carried out over by first
partitioning into tetrahedra11 and then standard quadrature rules to each tetrahedron are
applied. On a CVT mesh of 50 elements, the observed relative errors in displacement are
1.84×10-1, 8.14×10−2 and 4.93×10−2 when first, second and forth order quadrature rules
(consisting of 1, 4 and 11 points) are used for each tetrahedron. Table 1 shows the errors
for a sequence of CVT meshes with the second order rule indicating that the errors persist
under mesh refinement. As discussed in detail in [37], the failure to satisfy patch test (at
least asymptotically under mesh refinement) can place a limit on the accuracy that can be
achieved in general by the method.
5.2. Shear-loaded beam
Next, we study the performance of VEM for the cantilever beam loaded in shear. The
domain Ω for this problem is (−1, 1)× (−1, 1)× (0, L), which is occupied by an isotropic
material with Young’s modulus EY and Poisson’s ratio ν, and is subjected to constant
tractions, given by t = [0,−F, 0]>, on the face passing through the origin. The expressions
11Each polyhedral element is divided into tetrahedra using the element center, face centers and vertex
locations.
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for stresses are available in Barber [4] and repeated here for completeness:
σ(11) = σ(22) = σ(12) = 0, σ(33) =
3F
4 x(2)x(3)
σ(31) =
3Fν
2pi2 (1 + ν)
∞∑
n=1
(−1)n
n2 cosh (npi) sin
(
npix(1)
)
sinh
(
npix(2)
)
(91)
σ(23) =
3F
(
1− x2(2)
)
8 +
Fν
(
3x2(1) − 1
)
8 (1 + ν)
− 3Fν2pi2 (1 + ν)
∞∑
n=1
(−1)n
n2 cosh (npi) cos
(
npix(1)
)
cosh
(
npix(2)
)
The displacement fields corresponding to these stresses, up to the addition of a rigid body
motion, is given by
u(1) = −3Fν4EYx(1)x(2)x(3)
u(2) =
F
8EY
[
3νx(3)
(
x2(1) − x2(2)
)
− x3(3)
]
(92)
u(3) =
F
8EY
[
3x(2)x2(3) + νx(2)
(
x2(2) − 3x2(1)
)]
+ 2 (1 + ν)
EY
z(x)
where z(x) is the anti-derivative of σ(23) with respect to x(2). In the present numerical
study, the length of the beam is L = 10, the shear load is taken as F = 0.1, and the
material properties are selected as EY = 25 and ν = 0.3. Moreover, Γu is taken to be
the face passing through x(3) = L and boundary displacements are set to g = u|Γu . In
addition to CVT and RND meshes, we also consider uniform meshes of hexahedral (brick)
elements. This also allows for a direct comparison with standard trilinear finite elements
on hexahedra. As a means to visualize the beam deformation and the stress field generated
under the shear load, we show one set of our results in Fig. 9 for CVT and RND meshes.
In our numerical studies, we have observed that the use of boundary coordinates of [3]
with the known surface integrals yields almost identical solutions (less than 0.2% and 0.4%
difference in the errors for CVT and RND meshes, respectively) to those obtained from
the application of nodal quadrature for computing the projection maps. Subsequently, we
will only present results using the nodal quadrature in the remainder of this section.
First, we verify the convergence of the VEM under refinement for different mesh types.
The results of this study are shown in Fig. 10 where the relative errors are plotted against
the average element diameters. Here the scaling coefficient is set to αE = αE? corresponding
to γ = 1. For CVT and RND meshes, each point in the curve represents the average values
of five sets of meshes with the same number of elements. As evident from the plots, we
have second-order convergence in displacements and first-order convergence in stresses in
all cases. The fact that these optimal convergence rates are observed for RND meshes with
many irregular elements is encouraging and a testament to the robustness of the method.
As a way of comparing the performance of the VEM for the different mesh type, we
next plot the error as a function of total number of degrees of freedom (DoFs) in Fig. 11.
For the displacement fields, the CVT and RND meshes produce similar errors, while the
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Figure 9: Deformation plots for shear loaded cantilever beam bending problem for representative (a)
CVT and (b) RND meshes. The colors indicate the magnitude of [σh(u˜h)](33). The shear load is applied
on the bottom face in the negative x(2) direction.
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Figure 10: Convergence study for VEM under mesh refinement on different meshes, namely CVT Voronoi,
random Voronoi (RND) and hexahedral mesh (HEX). (a) Displacement errors, eu. (b) Stress errors, eσ.
Results pertaining to polyhedral meshes are average of 5 meshes.
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Figure 11: Plot of error versus total number of degrees of freedom (DoFs) for CVT, RND, and HEX
meshes (a) Displacement errors, eu. (b) Stress errors, eσ. Results pertaining to polyhedral meshes are the
average of 5 mesh realizations.
hexahedral meshes are marginally more accurate. The same trend is observed for the errors
in the stress field though the difference between the mesh types is more pronounced.
While the preceding theoretical discussion illustrates that optimal convergence of the
solutions can be expected with any fixed value of γ for sufficiently regular meshes, the
choice of γ can play a significant role in the accuracy of solutions. In order to study this
effect, we next perform a parametric study and plot errors for the shear-loaded beam as
a function of γ for each mesh type (see Fig. 12). The results for CVT and RND meshes
are the average of five meshes with 200 elements. The hexahedral mesh has 625 elements
but comparable number of degrees of freedom to the polyhedral meshes. As a point of
reference, the errors produced by classical trilinear finite elements on this hexahedral mesh
are also indicated on the plots.
A few observations regarding these results are in order. First, as seen in Fig. 12(a),
there exists an optimal value of γ for each mesh type where the displacement errors are
minimized. The solutions can be significantly more accurate for this value of γ. For
example, the VEM solution on the hexahedral mesh has almost two orders of magnitude
smaller error compared to corresponding finite element solution. We also note that the
sensitivity of error is larger for γ values less than this optimal value. Conversely, there is
less variation in errors for larger values of γ across mesh types.
In contrast to the displacement errors, the stress errors are far less sensitive to the
change in γ and almost constant in the range considered here. This could be partially
attributed to the fact that the influence of higher-order modes do not show up in this
measure of error. We also note that the VEM error levels on the hexahedral mesh are
comparable to the finite element errors.
In the final study, summarized in Fig. 13, we study the effects of mesh refinement
on the optimal value of the scaling coefficient. Here the optimal value of γ, with respect
to eu, are determined and plotted for different meshes at different levels of refinement.
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Figure 12: Study of the optimal scaling coefficient γ for the shear-loaded beam problem for different
meshes. (a) Displacement errors, eu. (b) Stress errors, eσ. Each point of the CVT and RND curves
represents the average errors of 5 meshes.
Aside from a mild increase for the CVT meshes on average, the optimal γ is fairly stable
under mesh refinement. It may be possible to exploit this fact in practice and use coarse
meshes to estimate an optimal range for the scaling coefficient for the problem at hand,
subsequently used for a more refined analysis.
We stress, however, that the optimal value of γ observed here in these studies are
particular to the shear-load beam problem and one cannot make generalizations for other
problems. Motivated by element-level energetic considerations of Section 4.4, we recom-
mend using γ = 1 for general polyhedral meshes in the absence of additional insights into
the nature of the problem at hand.
6. Concluding remarks
In this work, we discussed the theoretical and practical aspects of VEM in the context of
three-dimensional elasticity problems on polyhedral meshes. At the core of the method,
local polynomial projections are used to decompose the element strain energy into its uni-
form strain and higher-order components. When constructing an approximate (discrete)
strain energy for an element, preserving the former guarantees the satisfaction of the patch
test and the consistency of the method. One can ensure first-order convergence with a suit-
able but possibly crude approximation of the energy of higher-order modes. As discussed
in [37], this splitting of energy can be useful for restoring consistency for polyhedral finite
elements in the presence of quadrature error in the evaluation of strain energy. As such,
the core concepts underlying VEM can provide an alternative approach for addressing the
challenges facing finite element schemes on arbitrary grids.
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Figure 13: Illustration of optimum γ for the shear-loaded beam problem under refinement for CVT,
RND, and HEX meshes.
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Appendix
In the recent work by Ahmed et al. [3], a particular set of barycentric coordinates on
polygons are constructed such that their first-order moments can be computed exactly. We
will now briefly discuss these coordinates, which will be in turn used in the construction
of local element space W(E).
Consider a polygon F ⊆ R2 with m vertices located in counter-clockwise order at
xF1 , . . . ,x
F
m. The barycentric coordinate ϕi associated with ith vertex is equal to one at xi,
decays linearly along the incident edges and vanishes at other vertices of F . In the interior
of the polygon, ϕi is a function whose Laplacian is a linear field subject to the condition that
its zeroth and first moment equal the corresponding moments of its polynomial projection
pi defined by
pi
.= 1
m
+
(
1
|F |
ˆ
∂F
ϕinds
)
·
(
x− xˆF
)
(93)
Here, n is the unit normal to the boundary of F and xˆF = 1
m
∑m
j=1 x
F
j . Denoting by ni
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Figure 14: Illustration of quantities needed for computing the moment of barycentric coordinates of [3].
Here, ni and ni+1 are the unit normal vectors corresponding to the edges incident on vertex xi and in the
plane of F .
the unit normal to the edge connecting the (i − 1) and ith vertices, we can simplify the
expression for pi as
pi =
1
m
+ 12 |F |
(∣∣∣xFi − xFi−1∣∣∣ni + ∣∣∣xFi+1 − xFi ∣∣∣ni+1) · (x− xˆF) (94)
Since there is a one-to one mapping between the moments of these functions and their
Laplacian, the condition that ϕi and pi have identical first-order moments uniquely defines
the coordinates ϕi. Note that we will not need to compute these coordinates explicitly
in the interior of faces in VEM since we only need the average value. This quantity, by
construction, can be computed as
ˆ
F
ϕidx =
ˆ
F
pidx =
|F |
m
+ 12
(∣∣∣xFi − xFi−1∣∣∣ni + ∣∣∣xFi+1 − xFi ∣∣∣ni+1) · (xF − xˆF) (95)
where xF is the centroid of F (cf. Fig. 14).
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