We focus on families of Pawlak approximation spaces, called multiple-source approximation systems (MSASs). These reflect the situation where information arrives from multiple sources. The behaviour of rough sets in MSASs is investigated -different notions of lower and upper approximations, and definability of a set in a MSAS are introduced. In this context, a generalized version of an information system, viz. multiple-source knowledge representation (KR)-system, is discussed. Apart from the indiscernibility relation which can be defined on a multiple-source KR-system, two other relations, viz. similarity and inclusion are considered. To facilitate formal reasoning with rough sets in MSASs, a quantified propositional modal logic LMSAS is proposed. Interpretations for sets of well-formed formulae (wffs) of LMSAS are defined on MSASs, and the various properties of rough sets in MSASs translate into logically valid wffs of the system. LMSAS is shown to be sound and complete with respect to this semantics. Some decidable problems are addressed. In particular, it is shown that for any LMSAS-wff a, it is possible to check whether a is satisfiable in a certain class of interpretations with MSASs of a given finite cardinality. Moreover, it is also decidable whether any wff a is satisfiable in the class of all interpretations with MSASs having domain of a given finite cardinality.
Introduction
Since the inception of rough set theory [15] , work on it has proceeded in many directions. In this paper, we adopt a formal logical approach to the theory, in particular, when a dynamic dimension enters the picture.
In the lines of [13] , we may categorize dynamic phenomena related to Pawlak approximation spaces/information systems, into three kinds. We restrict our attention to a fixed domain, say U, of discourse. One may find that (i) with time, the partition on U changes due to the inflow of varied information. There can be another situation, where (ii) information arrives from different sources (possibly at the same time), and changes the partition on U. On the other hand, there may be a situation that is (iii) a combination of (i) and (ii): at each time point there is information from multiple-sources, and alongwith, there is change of information with time.
We are interested here in (ii). Information from each source determines a partition on the domain, and thus a family of approximation spaces is obtained. In this context, one should mention work on collections of Pawlak approximation spaces in [4, 23, 9] . In a more general setting, if sources are interpreted as 'agents', one finds discussions on multi-agent systems, for instance, in [17, 18, 12, 20] . A survey of some of these was made in [1] .
Formally, our focus is on the following:
0888-613X/$ -see front matter Ó Definition 1. A multiple-source approximation system (MSAS) is a tuple ðU; fR i g i2N Þ, where U is a non-empty set, N an initial segment of the set of positive integers, and each R i ; i 2 N, is an equivalence relation on the domain U.
We deal with countable families only. jNj is referred to as the cardinality of the MSAS ðU; fR i g i2N Þ. A MSAS is thus a family of approximation spaces with the same domain. These could be regarded as special 'dynamic spaces' [13] . In such a framework, one may study the behaviour of rough sets -more specifically, their approximations. Considering a multi-agent picture, we may find that the concept (rough set) of one agent may well be approximated in different ways by other agents [20] . Moreover, the sets of attributes used by the sources/agents for approximating a concept may vary. Hence when we consider the views of these sources, the boundary region of the concept may change [14] . Many questions emerge. For example: which objects are 'definitely' (not) elements of a set in all the approximation spaces of the family? Or, which objects are definitely elements of a set in some approximation space, but not in others? Is a set definable in all the approximation spaces? This leads us to introduce notions of 'strong lower (upper) approximation' and 'weak lower (upper) approximation' of a rough set, in a MSAS. As a result, we also obtain more than one notion of 'definability'. We present these in Section 2.
Information from multiple-sources about the same set U of objects could also be encapsulated in a family of information systems, or, more generally, of knowledge representation systems [10] . A natural query then would be about the relation between such a family, and a 'corresponding' MSAS. It is shown that the characterization theorems obtained in [22] for knowledge representation systems, can easily be extended to the multiple-source case (cf. Section 3).
We next approach the issue from the viewpoint of formal logic. A quantified propositional modal logic LMSAS is proposed here, the interpretations of which are based on MSASs. It will be seen how well-formed formulae (wffs) in the language of LMSAS may be used to express the queries mentioned earlier. The logic and its properties including some decidable problems are presented in Sections 4-6. Though the question of general decidability remains open, it is possible to check whether any LMSAS-wff a is satisfiable in a certain class of interpretations with MSASs of given cardinality. Furthermore, it is also decidable whether any wff a is satisfiable in the class of all interpretations with MSASs having domain of a given finite cardinality. Section 7 concludes the article.
Rough set notions in multiple-source approximation systems
Let us first recall some basic definitions of rough set theory [16] . Given a Pawlak approximation space ðU; RÞ, we denote the lower and upper approximation of a set X U by X R and X R , respectively. Elements of the positive region X R and negative region ðX R Þ c of X are, respectively, called the positive and negative elements of X. For these elements, we are certain whether these are elements of X (in the case of positive) or not (in the case of negative). Possible elements are those residing in the possible region, i.e. the upper approximation X R of X. The elements of the boundary region BdðXÞ R :¼ X R n X R are called the boundary elements -these are in the uncertain region. In these terms, a set X is definable in ðU; RÞ, provided each element of U is either a positive or a negative element of X. Let us consider the scenario when we obtain information regarding a set of objects from different sources. Information from each source is collected in the form of an information system [16] , and thus a family of approximation spaces with the same domain is obtained. We illustrate this, and some possible questions related to rough sets that may be raised in the context, through the following example:
. . . ; O 6 g be a collection of six objects and suppose we have four machines M 1 ; . . . ; M 4 which provide us information regarding attributes A; B; C of the objects. Let the values of all the attributes be taken from the set fa; b; cg. Suppose the table below gives the information provided by these machines.
Each M i then gives rise to an equivalence relation R i We thus have a MSAS ðU; fR i g 16i64 Þ (cf. Definition 1). Many questions may be raised now. For example, for any Xð UÞ, we may ask
Q1. Do we have an object such that no machine accepts it even as a possible element of X, i.e. it is a negative element in each ðU; R i Þ? Q2. Is there an object that is a possible element of X in ðU; R i Þ whatever machine M i we may consider, but is not a positive element of X in any ðU; R i Þ? Q3. Take any particular object of U, say O 4 . Is it a possible element of X for every M i ? Q4. Are there objects that are positive elements of X for every M i ?
These kinds of questions motivate us to give the following definitions. Let l :¼ ðU; fR i g i2N Þ be a MSAS, and X U.
Definition 3. The strong lower approximation X sl , weak lower approximation X wl , strong upper approximation X sl , and weak upper approximation X wl of X, respectively, are defined as follows:
If there is no confusion, we shall omit l as the subscript in the above definition.
So in the special case of a single approximation space, the weak/strong lower and upper approximations reduce to the standard lower and upper approximations, respectively.
The domain U is thus divided into five disjoint sets (cf. Fig. 1 ), viz. X s ; X w n X s ; X s n X w ; X w n X s , and ðX w Þ c . The possibility of an element x 2 U to belong to X on the basis of information provided by l, reduces as we go from X s to ðX w Þ c . If x 2 X s , then we are certain that x is an element of X. On the other hand, if x 2 ðX w Þ c , then we are certain that x is not an element of X. Let us
give names to the elements of the different regions.
Definition 4. Let l :¼ ðU; fR i g i2N Þ be a MSAS and X U. x 2 U is said to be a certain positive element of X, if x 2 X s , possible positive element of X, if x 2 X w n X s , certain negative element of X, if x 2 ðX w Þ c , possible negative element of X, if x 2 X w n X s , and certain boundary element of X, if x 2 X s n X w .
From Definition 4, it is clear that if an element is a certain positive element of a set X, it is a positive element of X in each approximation space ðU; R i Þ of l. If x is a possible positive element of X, then in each approximation space of l, it is either a positive or a boundary element; moreover, there must be at least one approximation space where it is a positive element, and one where it is a boundary element. Similar is the case with negative elements. If x is a certain boundary element of X, it is a boundary element in each approximation space of l.
Proposition 5. Let l :¼ ðU; fR i g i2N Þ be a MSAS, and X U. Then the following hold:
(this does not hold for strong upper approximation).
Proof of some of the items in the Proposition is provided in Appendix A.
In a natural manner, one can introduce various notions of definability of sets in MSASs. Let l :¼ ðU; fR i g i2N Þ, and X U. We draw attention to the relationship in Proposition 5(1): X s X w X X s X w .
Definition 6. X is said to be lower definable in l, if
Definition 7. X is said to be strong definable in l, if X w ¼ X s , i.e. every element of U is either certain positive or certain negative.
X is weak definable in l, if X s ¼ X w , i.e. X does not have any certain boundary element.
We obtain a straightforward proposition, giving characterizations.
Proposition 8
(1) X is lower definable in l, if and only if X R i ¼ X R j , for each i; j 2 N, i.e. the sets of positive elements in all the approximation spaces of l are identical. (i) X is strong definable in l.
(ii) there is a collapse of the regions specified in Proposition 5(1):
(iii) X is both lower and upper definable in l, and X is definable in some approximation space of l.
(iv) X is definable in each approximation space of l. (5) If X is definable in an approximation space of l, it is weak definable in l (but not conversely). ; O 3 g are respectively lower, upper and weak definable, but there are no instances of (non-empty, proper) strong definable subsets of U.
Let us return to Example 2. Suppose
X ¼ fO 1 ; O 3 ; O 5 g. Then X s ¼ fO 1 g, X w n X s ¼ fO 3 ; O 5 g, X s n X w ¼ fO 2 g, X w n X s ¼ fO 4 g,
Multiple-source approximation systems and information systems
One of the practical means of obtaining approximation spaces is through an information system, or, more generally, through a knowledge representation system (briefly, KR-system) [10] . A KR-system is formally defined to be a tuple K :¼ ðU; A; fVal a g a2A ; f Þ, where U is a non-empty set of objects, and A a non-empty set of attributes. Val a , for each attribute a, is a non-empty set of values of attribute a, and f : U Â A ! Pð[fVal a : a 2 AgÞ is a function satisfying f ðx; aÞ Val a ; for any x 2 U; a 2 A. (PðXÞ denotes the power set of X). f ðx; aÞ gives the set of 'possible values' of attribute a for the object x.
We note that an information system is a special case of a KR-system, where the set f ðx; aÞ is a singleton, for any object x and attribute a.
Further, when K :¼ ðU; A; fVal a g a2A ; f Þ is an information system, an equivalence relation R K is induced on U (thus giving the approximation space ðU; R K Þ), as xR K y in U; if and only if f ðx; aÞ ¼ f ðy; aÞ for all a 2 A:
The converse also holds: given any Pawlak approximation space ðU; RÞ, one can define an information system K :¼ ðU; A; fVal a g a2A ; f Þ such that the induced equivalence R K is just the relation R.
In the general case of a KR-system K, one also obtains such a characterization [22] , with respect to different relations induced by f on U. One relation is the 'indiscernibility' R K , as just defined. Two others are [10] : sim K : x sim K y; if and only if f ðx; aÞ \ f ðy; aÞ-; for all a 2 A;
K : x K y; if and only if f ðx; aÞ f ðy; aÞ; for all a 2 A:
Axioms defining an indiscernibility ðRÞ, a similarity ðsimÞ and an inclusion ðÞ relation on any set U, may be stipulated as follows (cf. e.g. [10] ). Let x; y; z; u; v 2 U. Given any KR-system K, the relations R K , sim K and K defined above, satisfy (S1)-(S6). On the other hand, it can be shown that, given any ðU; R; sim; Þ with R; sim; satisfying (S1)-(S6), there exists a KR-system K :¼ ðU; A; fVal a g a2A ; f Þ, such that the induced relations R K , sim K and K on U are respectively just R, sim and .
Let us now consider the situation when information arrives from multiple sources, in the form of a family of KR-systems. Such a family may represent the information systems of a group of agents, discussing the same domain of objects, but not necessarily the same set of attributes.
Definition 9. A family fK i :¼ ðU; A i ; fVal a g a2A i ; f i Þ; i 2 Ng of KR-systems, with fixed domain U of objects, is said to be a multiple-source KR-system. A i ; i 2 N, is a set of attributes, Val a , the value set for each attribute a, and N is (as before) an initial segment of the set of positive integers.
Observation 2. A dynamic information system ðU; A; fVal a g a2A ; N; <; f Þ (cf. [11] ), with N as above and < as the standard linear order on N, is a special case of a multiple-source KR-system: it can be equivalently represented as a family fK i :¼ ðU; A; fVal a g a2A ; f i Þ; i 2 Ng of information systems.
It is then clear that one can extend the characterization results for information and KR-systems mentioned earlier to the multiple-source case. We thus have
Proposition 10
(1) Let ðU; fR i g i2N Þ be a MSAS. One can define a dynamic information system fK i :¼ ðU; A; fVal a g a2A ; f i Þ; i 2 Ng (cf. Observation 2) such that each equivalence R K i induced by f i , is just the relation R i ; i 2 N. (2) More generally, consider any family fðU; R i ; sim i ; i Þ; i 2 Ng, where R i ; sim i ; i , i 2 N, satisfy (S1)-(S6). Then there exists a multiple-source KR-system fK i :¼ ðU; A i ; fVal a g a2A i ; f i Þ; i 2 Ng, such that the induced relations R K i , sim Ki and K i , on U are respectively just R i , sim i and i ; i 2 N.
A logic for multiple-source approximation systems: LMSAS
A search for a formal system of reasoning, the models of which would be MSASs, leads us to the logic LMSAS. We present the syntax and semantics of LMSAS in this section. Questions of the kind raised in Section 2 are expressible through wffs of the language of this system. It will be seen that properties of weak/strong lower/upper approximations translate into logical validities of LMSAS.
Syntax
The alphabet of the language of LMSAS contains (i) a non-empty countable set Var of variables, (ii) a (possibly empty) countable set Con of constants, (iii) a non-empty countable set PV of propositional variables and (iv) the propositional constants >; ?.
The set T of terms of the language is given by Var [ Con. Using the standard Boolean logical connectives : (negation) and( conjunction), a unary modal connective hti (possibility) for each term t 2 T, and the universal quantifier 8, wffs of LMSAS are defined recursively as: >j ? jpj:aja^bjhtiaj8xa, where p 2 PV; t 2 T; x 2 Var, and a; b are wffs.
Derived connectives are the usual ones: _ (disjunction), ! (implication), $ (bi-implication), 9 (existential quantifier). In addition, for each term t and wff a, one defines ½t (necessity) as ½ta :¼ :hti:a.
Henceforth, for a set C of wffs of LMSAS, TermðCÞ and ConðCÞ will denote the set of terms and constants respectively, used in the wffs of C.
Semantics
Let C be a set of wffs of LMSAS. 
We now proceed to define satisfiability in an interpretation M :¼ ðl; V; IÞ of a wff a of C, under an assignment v, and at an object w of the domain U. In brief, this is denoted as M; v; w a. As in first-order logic, if a is a closed wff, it can be shown that in any interpretation M :¼ ðl; V; IÞ, for any object w of U, M; v; w a either for every assignment v, or for no assignment v. (1) (a) 8x½xa ! 9x½xa.
Definition 12
M; v; w >; M; v; wK ?. M; v; w p; if and only if w 2 VðpÞ for p 2 PV. M; v; w :a; if and only if M; v; wKa. M; v; w a^b; if and only if M; v; w a and M; v; w b. M; v; w htia if and only if there exists w 0 in U such that wR
Interpretation in terms of rough sets
(2) (a) 8x½xða^bÞ $ 8x½xa^8x½xb. (b) 9xhxi8y½ya ! 9x½xa.
Soundness and completeness of LMSAS
We now propose an axiomatization of LMSAS. The standard notations and definitions of first-order logic are followed. t stands for a term in T.
Axiom schema:
(1) All axioms of classical propositional logic.
(2) 8xa ! a½t=x, where a admits the term t for the variable x. (3) 8x ða ! bÞ ! ða ! 8xbÞ, where the variable x is not free in a.
(4) 8x½ta ! ½t8xa, where the term t and variable x are different.
(5) ½tða ! bÞ ! ð½ta ! ½tbÞ.
(6) a ! htia. (7) a ! ½thtia.
(8) htihtia ! htia.
Rules of inference:
8:
Observation 3. The Barcan-like wff 8x½xa ! ½x8xa, is not valid.
So this is the quantification of a propositional modal system having 'indexed' modalities, obeying axioms of the system S5. We note that this is different from both propositional quantification of modal logic [2] , and modal predicate logic [8] . The notion of theoremhood is defined in the usual way. Soundness of LMSAS with respect to the semantics of MSASs is then obtained by making use of standard intermediate results of first-order logic that work here as well.
Theorem 14. (Soundness)
If a wff a is an LMSAS-theorem, a.
Completeness
The completeness theorem is proved for any LMSAS-wff a, following the technique used in modal predicate logic (cf. e.g. [6] ). Let us mention here only the chief steps. Suppose n is the greatest integer such that the constant c n occurs in a. We fix the number of constants in the language of LMSAS to n, and denote the resulting language by L n . In other words, Con :¼ fc 1 ; . . . ; c n g, for L n . The next step is to add infinitely many new variables to L n , giving the enhanced language L nþ .
As in first-order logic, we have the following notion and result. A set C of wffs in L nþ has the 8-property, if, for any wff a, whenever 8xa 6 2 C, there exists a variable y in the language such that a½y=x 6 2 C. It can be proved that Proposition 15. Every consistent set of wffs in L n has a maximally consistent extension in L nþ , having the 8-property.
We now describe the canonical interpretation M C :¼ ðl C ; V C ; I C Þ for LMSAS and assignment v C required for the main result used in the proof, viz. Let N denote the set of positive integers.
Definition 17. Canonical interpretation U C :¼ fw : w is maximally consistent and has the 8-property inL nþ g; V C : PV ! PðU C Þ is such that V C ðpÞ :¼ fw 2 U C : p 2 wg, for p 2 PV; The Truth Lemma (Proposition 16) is proved by induction on the complexity of wffs. The fact that the canonical assignment v C is a bijection, is required in the proof. Again, a standard intermediate result of modal predicate logic (that works here as well) is used. By Proposition 15 and this lemma, it is then easy to obtain. For any LMSAS-wff a, if a, a is a theorem. 
Theorem 18 (Completeness).

Some decidable problems
We now address some decidability questions related to the logic LMSAS. The two main results of the section are given by Theorems 23 and 27. Let us recall Definition 3, and the rough set interpretations given in Section 4.3. Now suppose we have the query: is X R 5 X s ? In LMSAS, this is equivalent to checking whether M a ; w ½c 5 p ! 8x½xp, for all w 2 U.
Definition 20. Let C be a set of wffs of LMSAS with finite ConðCÞ, and k the largest integer such that c k 2 ConðCÞ. Consider any integer m P k. We define
C N :¼ fM C : l :¼ ðU; fR i g i2N Þg (N being the set of all positive integers); and
We shall see in the sequel (Proposition 22) that validity of a wff a with respect to all interpretations is effectively the same as that with respect to only interpretations in C a . 
, for all t 2 fc i 1 ; c i 2 ; . . . ; c in ; x j 1 ; x j 2 ; . . . ; x j r g, and (2) fR
Then M 1 ; v 1 ; w a if and only if M 2 ; v 2 ; w a, for all w 2 U. Proposition 22. a if and only if a is valid in all models in C a .
Proof. One direction is obvious. We prove the converse. Let a be valid in all models in C a . If possible, suppose 2a. Then there exists an interpretation M :¼ ðl; V; IÞ, where l :¼ ðU; fR i g i2N Þ and an assignment v : TermðaÞ ! N such that M; v; w :a, for some w 2 U. Let c i 1 ; c i 2 ; . . . ; c in give the complete list of constants which occur in a, where i 1 < i 2 < . . . < i n , and x j 1 ; x j 2 ; . . . ; x j r be the variables which have free occurrences in a. Let us consider an a-model 
By Proposition 21, using the interpretation and assignment corresponding to the a-model M a (cf. Remark 1), it follows that M a ; w :a. This is a contradiction. h From Proposition 22 it follows that given a wff a, if we could decide whether there exists a model in C a where a is satisfiable, then we will be able to decide whether a is satisfiable or not. This question remains open, but we have the following result.
Theorem
To prove this theorem we shall use the filtration technique. In the following, we assume that R is a sub-formula closed set of wffs and k is the largest integer such that c k 2 ConðRÞ.
Let l :¼ ðU; fR i g 16i6m Þ; m P k, be a MSAS and V : PV ! PðUÞ. We define a binary relation R on U as follows: 
F f is the filtration of F through the sub-formula closed set R. Let Asg= % denote the quotient set, as usual. Note that jAsg= % j 6 m n .
Let M a ; w a. We consider the filtration F f of F through R (cf. Definition 24), and use the filtration theorem to get
Clearly g is injective and hence U f contains at most 2 jRjÂm n elements. h
Proof of Theorem 23. Directly follows from Proposition 26.
In practical problems, MSASs with finite domains would be of particular relevance. We have the following decidable problem related to such approximation systems.
Theorem 27. Given an integer t and a wff a, we can decide whether there exists an a-model in C a with a domain of cardinality t, in which a is satisfiable.
Proof. We shall construct a finite set F of MSASs with domain of cardinality t and an assignment v, such that if a is satisfiable in any a-model with domain of cardinality t, then it must be satisfiable in an a-model based on some MSAS of F under v.
Let c i1 ; c i2 ; . . . ; c in and x j 1 ; x j 2 ; . . . ; x j r give, respectively, the complete list of constants and free variables of a, with i 1 < i 2 < Á Á Á < i n ; j 1 < j 2 < Á Á Á < j r . Now consider any set U with jUj ¼ t. The set F consists of all MSASs ðU; fR i g i2N Þ with cardinality jNj P i n þ r, that satisfy conditions (1)- (4) below. Suppose m is the number of distinct equivalence relations on U. These relations may be assigned to the positions i 1 ; . . . ; i n ; i n þ 1; . . . ; i n þ r in m nþr ¼ g(say) different ways. Let A :¼ fA (1) The relations R i 1 ; . . . ; R in ; R inþ1 ; . . . ; R inþr in the MSAS ðU; fR i g i2N Þ; jNj P i n þ r, must be determined by an assignment in A.
Consider any such MSAS, corresponding to the member A ls s , say, in A. (2) The cardinality jNj must be such that jNj 6 i n þ r þ ðm À l s Þ. If m > l s , at the positions i n þ r þ 1; . . . ; jNj, we must have relations that are distinct from each other, as well as from each of R i 1 ; . . . ; R in ; R inþ1 ; . . . ; R inþr .
(3) For j < i n þ r with j 6 2 fi 1 ; . . . ; i n ; i n þ 1; . . . ; i n þ rg, R j ¼ R l , for some l in fi 1 ; . . . ; i n ; i n þ 1; . . . ; i n þ r; i n þ r þ 1; . 
As F is just the union of the collections of MSASs corresponding to all the assignments in A (satisfying (2)- (4) 5 . We consider all MSASs ðU; fq 5 ; R 2 ; q 2 ; q 5 ; R 5 ; R 6 gÞ such that R 5 ; R 6 are distinct and are taken from the set fq 1 ; q 3 ; q 4 g (condition-2); R 2 can be any of the relations R 1 ; R 3 À R 6 (condition-3). Now, for example, both ðU; fq 5 ; q 3 ; q 2 ; q 5 ; q 3 ; q 4 gÞ and ðU; fq 5 ; q 2 ; q 2 ; q 5 ; q 4 ; q 3 gÞ satisfy the above. However, due to condition (4), we choose any one of them. A Corollary 28. Given an integer t and a wff a, we can decide whether there exists an interpretation with domain of cardinality t, in which a is satisfiable.
The assumption of finiteness of the domain in this result, entails that there is a finite number of distinct equivalence relations on the domain. However, it should be noted that in the class of interpretations where decidability is being checked, there is no restriction on the cardinality of the MSASs. This is in contrast to the assumption of Theorem 23 -the class of interpretations considered there, must have a given finite cardinality.
Conclusions
We consider different sources imparting information, possibly at the same time, obtaining multiple-source approximation systems (MSASs). Rough set notions that may be defined in the context are studied. A logic LMSAS for MSASs, which can express these concepts, is presented. A sound and complete axiomatization of the system is given. Some decidable problems are also addressed.
In the definition of MSASs, a countable family of approximation spaces is taken. However, this may be extended to an uncountable family. The notions of strong/weak lower/upper approximations can clearly be defined for this kind of MSASs also. The logic LMSAS can be modified accordingly as well, but whether theorems such as completeness hold for the new logic and semantics, needs to be investigated.
It may be noted that multi-modal epistemic logics [3] will not suffice for our purpose. The semantics for these logics considers a finite and fixed number of agents, thus giving a finite and fixed number of modalities in the language. But in the case of LMSAS, the number of sources is not fixed, and could also be countably infinite. So, unlike in the epistemic logics, it is not possible here to refer to all/some sources using only the connectives^, _, and quantifiers 8, 9 are used to achieve the task.
Pawlak's rough sets have been generalized by considering non-equivalence relations (cf. e.g. [24] ). The equivalence relations defining MSASs, could also be replaced by other binary relations, and in fact, by a collection of binary relations. For instance, one may use (collections of) the similarity or inclusion relations of Section 3. In the case of these relations, the logic LMSAS can be extended to define a logic for 'generalized' MSASs (of the kind fðU; R i ; sim i ; i Þ; i 2 Ng, as in Proposition 10). In the language, there would be three modal operators ½t R ; ½t sim ; ½t for indiscernibility, similarity and inclusion, respectively (where, t is a term), satisfying axioms as in [10] . Moreover, because of the characterization result given in Proposition 10, we would obtain a logic for multiple-source information systems as well. It may be interesting to check what kind of (generalized) rough-set theoretic concepts are expressible through these formal systems. Valid wffs in the logics may give an insight about properties related to these concepts in the generalized MSASs.
Other generalizations have also been studied, cf. [24, 25, 19, 21, 26, 5] . It should be possible to extend the basic idea of the present work to these formalisms. For example, consider the rough set models of [7] . Suppose there is a family of these models corresponding to a group of sources, and let P i , e i denote, respectively, the probability measure and collection of elementary sets corresponding to the source i. For certainty thresholds l; u, one may then define 'strong/weak u-positive', or 'strong/ weak l-negative' regions. Boundary regions would also vary, and accordingly one would obtain different notions of definability.
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