The continuous wavelet transform (CWT) has played a key role in the analysis of time-frequency information in many different fields of science and engineering. It builds on the classical short-time Fourier transform but allows for variable timefrequency resolution. Yet, interpretation of the resulting spectral decomposition is often hindered by smearing and leakage of individual frequency components.
Computation of instantaneous frequencies, combined by frequency reassignment, may then be applied by highly localized techniques, such as the synchrosqueezing transform and ConceFT, in order to reduce these effects. In this paper, we present the synchrosqueezing transform together with the CWT and illustrate their relative performances using four signals from different fields, namely the LIGO signal showing gravitational waves, a 'FanQuake' signal displaying observed vibrations during an American football game, a seismic recording of the M w 8.2 Chiapas earthquake, Mexico, of 8 September 2017, followed by the Irma hurricane, and a volcano-seismic signal recorded at the Popocatépetl volcano showing a tremor followed by harmonic resonances. These examples illustrate how high-localization techniques improve analysis of the time-frequency information of time-varying signals.
This article is part of the theme issue 'Redundancy rules: the continuous wavelet transform comes of age'. 
Introduction
Time-frequency analysis is a useful tool for many applications. The resulting representations separate input signals into their time-varying spectral components, suitable for applications such as in-depth scrutiny of the signal characteristics, or alternatively signal-to-noise enhancement by removing undesired content. The ability of a given transform to depict the signal components such that they can be individualized in time or frequency is called resolution. The concept of resolution groups both the transform localization power (i.e. its intrinsic ability to distinguish between temporal and spectral information as defined by theoretical limitations) and the representation readability (i.e. any posterior processing done on the decomposition results for improving the separation of spectral components) [1] . The latter component includes any corrections to remove spectral leakage and smearing because finite-duration analysis windows are used within the transforms.
The Heisenberg uncertainty principle states that there is a limit in the precision with which certain complementary physical parameters can be known. By analogy to the Heisenberg uncertainty principle, the Gabor uncertainty principle states that spectral components cannot be defined exactly at any instant in time. In other words, one has either a high-localization in timing or frequency content but not both [2, 3] . Some time-frequency transforms, such as the short-time Fourier transform (STFT), have fixed time-frequency localization, meaning that the unchanging length of the sliding analysis window results in the same time and frequency resolution at all analysed time instants of the signal. On the other hand, the continuous wavelet transform (CWT) varies the time length of its analysis operator (i.e. the length of the mother wavelet) in order to achieve a varying time-frequency localization. It uses long wavelets to analyse low frequencies precisely at the expense of limited time localization, and conversely short wavelets to ensure high time localization but limited information on frequency content [3, 4] .
The use of a finite-duration analysis window (operator) leads to spectral smearing and leakage [5] , in essence introducing artefacts into the resulting time-frequency representation. This occurs because each analysis window (operator) introduces a convolution kernel which computes the weighted average of neighbouring points resulting in temporal and spectral smearing. This implies that a non-zero amplitude can be retrieved even if the true signal has no component at this time-frequency pair. The STFT and the continuous wavelet transform thus both suffer from finite localization as well as reduced readability due to spectral smoothing and leakage [1, 3, 4] .
To enhance resolution, the synchrosqueezing transform (SST) applies three steps, namely (i) computation of the CWT to ensure varying time-frequency resolution, (ii) calculation of the instantaneous frequencies to enhance readability, and (iii) frequency reassignment to counter the effect of spectral smearing [6] [7] [8] . Computation of instantaneous frequencies enhances primarily readability but does not affect time-frequency localization as this is imposed by the Gabor uncertainty principle. The reassignment method computes the sphere of influence of each analysis window (operator) and reallocates the energy in the time-frequency plane to its centre of gravity in the time and frequency domains, thereby improving the readability of the time-frequency picture [9, 10] .
Various SST algorithms were developed based on different time-frequency transforms such as the STFT and the CWT [6, 10, 11] , the S-transform [12] and the wavelet packet transform [13] . Synchrosqueezed transforms have been successfully applied in many fields such as geophysics (e.g. [8, [14] [15] [16] ), paleoclimatic studies [7] , medical studies [17] [18] [19] [20] [21] , mechanical engineering [22] , art investigations of paintings [23] , civil engineering [24] and financial studies [25] .
In the following, we first review the theory of the CWT and SST. We then present four applications to a variety of signals to illustrate their advantages and limitations. The first signal corresponds to the LIGO signal with the detection of gravitational waves [26] . The second signal is a 'FanQuake' recorded during an American football game. The third signal is a recording including both the M w 8. [28, 29] . For comparison purposes, we also include the STFT results for each application.
Theory (a) The continuous wavelet transform
Conceptually, the CWT is a sliding cross-correlation between a signal s(t) and a family of wavelets [30] as follows:
where a and b are the scales and time shifts of a reference wavelet Ψ , respectively, Ψ * is the complex conjugate of the reference wavelet, t is time, and W s (a, b) is the time-scale representation of the signal. The reference wavelet is also commonly known as the mother wavelet. The temporal length of the wavelets used in the cross-correlation is varied depending on the frequency component under investigation. For low frequencies, longer wavelets are used in order to improve frequency localization at the expense of time localization, whereas for high frequencies, shorter wavelets are employed to improve time localization but at the expense of frequency localization. A variable time-frequency localization is then achieved using this scheme.
Reference wavelets are oscillatory signals (wiggles) of zero mean and unit energy. The wavelet dictionary is then built by stretching and translating the reference wavelet. The latter is chosen so that it meets the admissibility condition, meaning it is zero mean and compact, and it approximates the type of signal contained by the time series. Various reference wavelets are in use with well-known examples being the Mexican hat and Morlet wavelets [4] .
This flexible scheme enables the CWT to be used for the analysis of a wide range of signals. Furthermore, the CWT is reversible such that signal reconstruction can occur after filtering or manipulating wavelet coefficients. For details, see [3, 4, 30] .
(b) The synchrosqueezing wavelet transform
The SST is an extension of the CWT. It attempts to reduce the amount of the spectral smearing associated with a given time-frequency transform, thereby enhancing readability, but it does not improve the localization power. The SST can be based on various time-frequency representations. In this study, we use the SST based on the CWT [11] . Starting with the CWT representation, the next two steps are the calculation of the signal's instantaneous frequencies (IF) and their reassignment.
The SST assumes that the signal can be represented as the sum of a finite number of harmonic components and some additive noise as
where K is the number of signal components, A k and θ k are the amplitude and phase of the kth signal component, respectively η is some random noise [11] . The IF f k for each component are then obtained with As most of the smearing happens on the frequency axis, the reassignment is done only along this axis. The IFs are calculated directly from the CWT time-frequency representation W s (a, b) at each point (a, b) with non-zero values using
where 'j' is the imaginary number. The smeared energy is then relocated on these IFs in order to compress the time-frequency representation, i.e. synchrosqueezing. This is carried out by relocating points at
When mapping from the time-scale plane (b, a) to the time-frequency plane (b,
is determined only at discrete central frequencies ω l separated by a frequency step ω. Likewise, as the scale a and time b are discrete values, a scaling step a k = a k−1 − a k is introduced, separating discrete scales a k for which the wavelet decomposition W s (a, b) is computed. Full computational details can be found in [6, 10, 11] . The SST decomposes the signal into a finite number of modes often called intrinsic mode functions (IMFs) by analogy with the IMFs obtained using the empirical mode decomposition, originally developed by Huang et al. [31] . The SST representations are not overly sensitive to the choice of the reference wavelet [32] . However, for some applications such as the estimate of seismic attenuation, even small changes in frequency estimates lead to significantly different results [16] . Apart from the reference wavelet, another important parameter is the amount of thresholding applied to the CWT representation in order to define the base level for IF computation.
The thresholding can be applied aggressively in order to remove unwanted noises at the expense of potentially removing some parts of the signal. It is common practice to estimate the noise variance σ 2 n directly from the signal itself as the finest scale of the wavelet decomposition [33] . This threshold works on real signals as a noise-level adaptive estimator [8] and it is calculated as the median absolute deviation of the first octave [7, 33] :
where W s (a 1:n v , b) are the wavelet coefficient magnitudes at the n v finest scales (the first octave). The normalizing factor 0.6745 is the median absolute deviation of a Gaussian distribution. The threshold is then weighted by the signal length n to be asymptotically optimal with value γ = 2 log n · σ η . Like the CWT, the SST is reversible. From the discrete versionT s (ω l , t m ) of the SST, with discrete time t m = t 0 + m t at a sampling rate t, we can reconstruct the individual components s k over a small frequency band l ∈ L k (t m ) around the kth component [7] 
where C φ is a constant which depends on the selected wavelet. The real part of the discrete SST T s (ω l , t m ) in the considered frequency band l ∈ L k (t m ) recovers the real component s k . An extended explanation can be found in [7] , with applications to seismic signals in [8, 15] . of massive objects such as supernovae, colliding black holes and neutron stars or due to an asymmetric expansion at an early stage of the Universe. The gravitational waves emitted by these sources reach the detectors on Earth with incredibly small amplitudes which prevented their direct detection until very recently [26] . The signal GW150914 detected by the LIGO detectors is most probably due to two orbiting and merging black holes [26] . The signal is detected by measuring the strain due to the passing of gravitational waves on two orthogonal arms by laser interferometry. Similar signals were detected at the same time by LIGO detectors at Hanford, Washington, and Livingstone, Louisiana, (taking into account the travel-time between both instruments).
Applications (a) LIGO signal and gravitational waves
The signal presented here corresponds to the signal of Hanford with a sampling frequency of 4096 Hz (figure 1). A priori, this signal presents a unique chirp from 35 to 250 Hz with a duration of 0.1-0.15 s [26] . The signal frequency and its time derivative are used to determine both the chirp mass and the masses of the orbiting objects at the origin of the signal [26, 34] . Improvements in the frequency estimation of these components could then improve the estimates of these parameters.
The time-frequency representations using the CWT and the SST are presented in figure 1 . Both transforms use a Morlet mother wavelet and 64 voices per octave. On both representations, the unique chirp is clearly visible. Compared with the STFT time-frequency representation, the variable time-frequency resolution of CWT representation leads to the spread in frequency of the latter part of the LIGO signal. The CWT representation is also influenced by noises outside the chirp signal, whereas these noise components are mostly removed by the SST thanks to the time-frequency thresholding. The chirp is also focused on one or two thin lines in the SST representation.
The LIGO signal is highly suited for decomposition and analysis using the SST because of its narrow-band nature. In other words, the signal closely follows the assumed underlying model, equation (2.2) , in that it can be described as the sum of time-varying harmonic components. Note that the LIGO signal has also been analysed using other time-frequency techniques by Andrade et al. [35] and Flandrin [36] , for example, the autoregressive method using complex coefficients leads to a very clear delineation of the time-varying frequency components of these signals [35] .
Another interesting feature of the SST is the complete separation of signals into a set of IMFs. This allows us for the individualization and reconstruction of solely some parts of the signal. Figures 1a and 2 show the first IMF extracted from the time-frequency representation of the SST using equation (2.7). This IMF corresponds to the chirp contained by the LIGO signal and provides a cleaner signal removing much of the high-frequency noise contamination. Other examples of signal reconstruction using selected IMFs can be found in references [7, 15, 36] . The present signal was recorded before kickoff after a touchdown of Ohio State (figure 3a). After the touchdown, the crowd is seen jumping, following the rhythm of the White Stripes song 'Seven Nation Army' (figure 4). The signal was recorded by a broad-band seismometer located in the stadium with a sample rate of 100 Hz.
The time-frequency distributions of the STFT, CWT and SST are presented in figure 3b-d. The CWT and SST representations are computed using a Morlet mother wavelet with 64 voices per octave. The frequency content of this signal consists of a first frequency component at 30. other hand corresponds to the resonance of the whole stadium in response to the vibrations induced by the fans cheering. Stadium resonance is actually very common and occurs during sport games and music concerts, vibrations during the latter being amplified by the synchronous movement of the crowd tuned to the music rhythms (e.g. [37] and figure 4). The broad-band signals might also correspond to vibrations generated by the fans.
The frequency component at 39.5 Hz is seen as an almost homogeneous component in the STFT distribution, whereas in both CWT and SST distributions, this component is seen as a series of patches of high and low magnitudes. The high amplitude patches appear every 4.2 s, while the complete sequence lasts for 28.3 s. This component might correspond to the Heating, Ventilation and Air Conditioning (HVAC) equipment present in the room of the seismometer which explains its intermittent presence, indicative of equipment turning on and off.
The 'Fanquake' is another example of a time series that closely follows the SST signal model, equation (2.2), and thus highly suited for analysis using this time-frequency transform. The part where the model may be violated is for the two broad-band components between 14 and 18 Hz, and between 25.7 and 32.6 Hz. If the signal is truly broadband in this frequency range, the SST would force splitting of the actual signal into narrow-band components, which may explain the more diffuse character at those frequency bands in figure 3d.
(c) Chiapas earthquake of 8 September 2017, and Irma hurricane
The next signal is a recording from the DWPF seismic station from the Global Seismograph Network (IRIS consortium ID: IU) located in the Disney Wilderness Preserve, Florida. This recording of a few days shows first the signal corresponding to the M w 8.2 Chiapas earthquake of 8 September 2017 (04.49.19 UTC) that happened offshore Mexico and then the Irma hurricane (9 September to 13 September 2017 on the seismograph; figure 5 ).
We have included this example because of its challenging nature for high-localization time-frequency analysis. Wind can create ground motion indirectly via movement of existing obstructions (trees, buildings, etc.), or directly because it generates normal and shear stresses on the ground [38] . It tends to produce broad-band and diffuse signals, which are not well described by the SST signal model, equation (2.2) .
The Chiapas earthquake is a result of the convergence of the Cocos tectonic plate towards the North American plate. It is located at 15.022 • N, 93.899 • W, at a depth of 47.4 km [39] . Unlike other large earthquakes usually happening on the plate interface between the subducting plate (Cocos plate) and the overriding plate (North American plate), this earthquake shows a normal fault focal mechanism which indicates that this earthquake is likely to be an intraplate earthquake that happened within the Cocos plate.
The signal was recorded by a broad-band seismometer Trillium 240 with a sampling frequency of 1 Hz (flat instrument response to ground velocity down to approximately 0.005 Hz). The CWT visible after the main earthquake during the Irma hurricane vibrations [27] , many of them being aftershocks of the Chiapas mainshock with magnitudes between 5 and 6. The latter are visible as vertical stripes in all three time-frequency representations.
All time-frequency representations presented in figure 5 show both signals, the Chiapas earthquake between 18 000 and 45 000 s, and the Irma hurricane after 70 000 s. Another signal seems to be present between 30 000 and 100 000 s and frequencies between 0.125 and 0.25 Hz, which could also be related to the Irma hurricane.
The SST shows bands at frequencies with regular spacing due to frequency reassignment. Signals with broad-band signatures, such as earthquakes and Irma hurricane microseisms, do not fit the harmonic component model of equation (2.2) . The SST then tries to represent these broad-band signals with a series of harmonic components, leading to horizontal stripes in its decomposition, best visible for the Irma hurricane (figure 5d), which might not be appropriate. Both the CWT and STFT handle continuously broad-band spectra better. On the other hand, the SST removes much of the incoherent noise in the frequency range between 0.15 and 0.4 Hz, prior to 70 000 s, possibly because it incorporates explicitly thresholding, equation (2.6) . The joint analysis of all three time-frequency decompositions thus gives confidence in the presence or absence of certain signal characteristics.
(d) Tremor at Popocatépetl volcano, Mexico
Finally, we use an example that includes both broad-band and narrow-band components. Volcanic tremors are generally long-lasting signals with durations from seconds to days observed at volcanoes with frequency contents between around 0.5 and 5 Hz [28] . These signals also often present harmonic resonances. When resonances are absent, tremors are related to explosive episodes at the volcano. The harmonic resonances are likely related to fluid movements and the presence of conduits or fractures within the volcano, the main models being the resonance of fluid-filled cracks [28] and the non-laminar flow of fluids in conduits [40] . These signals exhibit characteristic frequencies and attenuation that can be used to characterize the resonator geometry and some fluid properties [41] [42] [43] .
The present signal is a recording from the Popocatépetl volcano, Mexico, registered by the ZACA station of the Popocatépetl Tremor Experiment (IRIS consortium ID: 7G) on March 22, 2015 , and obtained from [29] (figure 6). This signal was recorded by a Streckeisen STS-2 broadband seismometer (flat instrument response to ground velocity down to 0.01 Hz) with a sampling frequency of 40 Hz. The signal is corrected from the instrument response and band-pass filtered between 0.5 and 20 Hz [29] . It shows first two tremors with broad frequency contents between 0.5 and 10 Hz, followed by harmonic resonances with frequencies mainly between 0.5 and 6 Hz. The different time-frequency representations are presented in figure 6 . The CWT and SST representations are calculated using a Morlet mother wavelet and 32 voices per octave. All time-frequency techniques are picking up the tremors followed by harmonic resonances. Both STFT and CWT representations are contaminated by noises. Conversely, the SST representation is sharper and delineates the harmonic resonances as thin lines. Most of the noises are also removed from the SST representation by thresholding.
Contrary to the broadband and diffuse nature of the Irma microseisms in figure 5 , the SST by design identifies and sharpens the resonance frequencies visible in the volcano signal, thereby leading to a clearer time-frequency representation by enhancing readability because of reduced spectral leakage and smearing. However, all three time-frequency representations in figure 6 have a very similar spectral localization. Similar to the reconstruction of the Ligo signal in figure 1a , the SST has the additional advantage that it becomes straightforward to visualize the shape of the individual resonances in the time domain by analysis of their corresponding IMFs using equation (2.7).
Discussion
The CWT is a natural extension of the STFT in that it has a variable instead of fixed time-frequency resolution. This is a particular advantage for signals with a very broad spectral content. The Gabor uncertainty principle, however, dictates that there is a limit to the precision with which the complementary time and frequency pairs can be known [2, 3] . The SST aims to enhance the resolution of time-frequency decompositions by computation of reassigned instantaneous frequencies, thus improving readability, which often leads to a facilitated spectral interpretation. As seen in the various examples, this can be a particular advantage if a signal is composed of narrow-band harmonic components as expressed by equation (2.2). Conversely, the SST is not well suited for signals with a continuous broad-band spectrum, as it is designed to split these into isolated frequency components. Based on a well-defined mathematical background, the SST is reversible, facilitating signal extraction, separation and reconstruction (figures 1 and 2).
Despite its interesting advantages, the use of instantaneous frequencies combined with reassignment in the SST leads to an algorithm that is very sensitive to the presence of noise, often resulting in the appearance of spurious and generally interacting energy concentrations within the resulting time-frequency representation. This may lead to connected bands (loops) between instantaneous frequencies. These are not visible in figures 1-6 because of their scale and the large number of time samples involved. On shorter time sequences, their presence can be distracting. For specific examples, see references [1, 8, 32] . Alternatively, such loops may be generated because the algorithm seeks to decompose truly broad-band signals into harmonic components, leading to connections between individual IFs.
The ConceFT (Concentration of Frequency and Time) algorithm is an extension of the SST using averaging of time-frequency spectra obtained using multiple and orthonormal analysis windows such as orthonormal mother wavelets or multi-tapers [32] . The rationale is that the use of multiple, quasi-orthonormal tapers reduces the variance in the estimates of both stationary and non-stationary spectral estimates, because each taper is sensitive to different noise aspects [44] . This leads to more robust spectral estimates. ConceFT uses this concept but instead of a prescribed averaging scheme of the multi-taper outputs, it generates multiple SST outcomes each with a different random multi-taper weighting scheme, which subsequently are averaged. This reduces the number of extracted instantaneous frequency components as well as any cross talk, thus enhancing readability. Variants have been developed based on either multi-tapers combined with the STFT, or the use of orthonormal mother wavelets using the CWT [32] . Figure 7 shows the application of ConceFT to the LIGO signal. The SST on which this ConceFT representation is based is calculated using a Battle-Lemarié mother wavelet basis BL3 [30] , and 20 realizations of the SST. A Morlet mother wavelet provides less clear results in this case. This could be due to the fact that the ConceFT method is based on averaging semi-independent SST outcomes; thus, orthogonality of the Battle-Lemarié mother wavelet helps reducing noise Figure 7 . LIGO signal H1 presented in figure 1 analysed using the ConceFT and the SST techniques. A total of 20 realizations of the SST with a Battle-Lemarié mother wavelet basis BL3 [30] are used to run the ConceFT algorithm. The SST is calculated using the same parameters as in figure 1d . The arrows point to some spurious frequency components that are partially removed by the ConceFT.
sensitivity [45] . Compared with the SST representation in figure 1 , the ConceFT representation removes most of the time-frequency components outside the main chirp component. This is achieved by averaging multiple time-frequency distributions with similar noisy and spurious components located on different parts of the time-frequency planes due to some nonlinearity in the SST procedure.
The ConceFT algorithm may be an interesting alternative if the SST decompositions are plagued by connecting transitions between the instantaneous frequencies. Fortunately, this was not the case for most of the signals used in this paper. As a general recommendation, we suggest always using several time-frequency decompositions as each has their own strength and weakness, thus potentially revealing different aspects contained in a signal (e.g. figure 5 ).
Conclusion
Time-frequency decomposition is a cornerstone of signal analysis and manipulation. The STFT, CWT and SST all decompose an input signal into sets of time-varying harmonic signals. The STFT is often a first choice to apply to a signal due to its versatility and ease of computation at low cost. The variable time-frequency resolution of the CWT enables analysis of truly broadband signals. The SST splits the CWT decomposition into instantaneous frequency components, thereby often isolating narrow-band signals. This can enhance the spectral readability but turns into a disadvantage if the input signal has a diffuse and continuous broad-band spectrum. Each transform has thus its own strengths and weaknesses, making them strongly complementary. 
