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Perkembangan jaringan saraf tiruan berkaitan dengan analisis statistik dan biometrik yang merupakan salah satu 
aplikasi yang dapat diselesaikan dengan model- model jaringan saraf tiruan. Pengenalan pola wajah merupakan 
bagian penting untuk mengidentifikasi seseorang. Wajah dapat dibagi menjadi beberapa area seperti hidung, mata, 
dan mulut. Pengenalan pola wajah merupakan suatu bidang penelitian yang dapat diterapkan ke dalam metode 
Principal Component Analysis (PCA). Proses pelatihan yang dilakukan oleh perhitungan eigenface ini menggunakan 
PCA dan hasil penelitian ini memperlihatkan bahwa pengenalan pola wajah berdasarkan persentase memorisasi dan 
generalisasi untuk penggunaan metode tanpa PCA lebih baik dibandingkan denagn pengenalan pola wajah 
menggunkan PCA.  Pengenalan pola tanpa menggunakan metode PCA tingkat memorisasi dan generalisasi mencapai 
100% pada iterasi yang ke-40 dan kesalahan 0,0099 dengan laju pembelajaran dan momentum bernilai 0,8 sedangkan 
pengenalan pola wajah menggunakan metode PCA tingkat memorisasi dan generalisasi mencapai 100% pada iterasi 
ke-1000 dan kesalahan 0,00103 dengan laju pembelajaran dan momentum 0,9.  




The development of artificial neural networks is related to statistical and biometric analysis which is one of the 
applications that can require artificial neural network models. Recognition of facial patterns is an important part of 
identifying a person. The face can be divided into areas such as the nose, eyes and mouth. Face pattern recognition 
is a research area that can be applied to the principal component analysis (PCA) method. The training process 
carried out by the eigenface calculation uses PCA and the results of this study show that facial pattern recognition 
based on the proportion of memorization and generalization for the use of the method without PCA is better than 
facial pattern recognition using PCA. Pattern recognition without using the PCA method, the level of memorization 
and generalization reaches 100% at the 40th iteration and 0.0099 error with a learning rate and momentum of 0.8, 
while facial pattern recognition using the PCA method, the memorization and generalization level reaches 100% in 
the iteration. to -1000 and error 0.00103 with learning rate and momentum 0.9. 
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1. PENDAHULUAN  
Penelitian terhadap pengenalan pola wajah manusia adalah salah satu bidang penelitian penting yang 
aplikasinya dapat diterapkan dengan banyak metode yang memiliki kelebihan dan kekurangan tertentu. Hal 
ini disebabkan karena wajah manusia merepresentasikan sesuatu yang kompleks [1][2][3][4], sehingga untuk 
mengembangkan komputasi yang ideal pada pengenalan wajah adalah sesuatu hal yang sulit. Pengenalan 
Pola wajah dengan background, pencahayaan, ekspresi, kondisi atau rintangan yang berbeda sehingga 
membuat perbedaan pendekatan untuk pengelan pola wajah menjadi suatu eksperimen yang sangat menarik 
untuk diteliti [3]. Adapun perangkat lunak yang dipilih berasal dari MATLAB Image Processing Toolbox 
(IPT) [4] [5], yang juga menempati posisi terdepan dalam pendidikan dan industri menyediakan sebuah 
integrasi tanpa batas dari konsep teori yang mapan dan implementasinya menggunakan alat perangkat lunak 
tercanggih [1][6]. 
Perkembangan jaringan saraf tiruan yang berkaitan dengan analisis statistik dan biometrik merupakan 
salah satu aplikasi yang dapat diselesaikan dengan model-model jaringan saraf tiruan. Sebuah  ciri biologi 
yang dapat memberikan informasi untuk mengidentifikasi masing-masing individu. Dalam teknologi 
informasi, biometrik biasanya merujuk kepada teknologi yang mengukur dan menganalisis karakteristik 
tubuh manusia seperti sidik jari, retina,  mata, pola suara, dan pola wajah yang terutama digunakan untuk 
proses otentifikasi [7][8]. Jaringan saraf tiruan mampu mengenali sesuatu dengan berbasis masa lalu. Hal ini 
berarti data masa lalu akan dipelajari sehingga mampu memberi keputusan terhadap data baru [9][10]. Objek 
penelitiannya berupa jaringan saraf tiruan bertujuan untuk memahami dan mengembangkan sistem 
pengenalan rumus dan simbol matematika. Adapun ketentuan prinsip kerja jaringan saraf, adalah fungsi 
jaringan saraf otak manusia [3][11]. Penjelasan representasi matematis dari pulsa yang melewati koneksi 
sinaptik neuron dan pemrosesannya untuk tindakan lebih lanjut. Hal ini membuat metode ini sangat berguna 
di era big data dan pengobatan yang dipersonalisasi latypora [11]. 
Banyak metode yang dapat digunakan untuk menganalisis pengenalan pola wajah, tetapi dalam 
penelitian ini hanya menggunakan metode principal component analysis (PCA) yang berbasis jaringan saraf 
tiruan (JST) membuat kinerja sistem lebih cepat dan akurat tanpa harus menghilangkan informasi yang 
penting pada data [3][9][10][12]. PCA yaitu suatu metode yang mampu mereduksi dimensi dari suatu objek, 
sehingga ukuran dari objek yang akan lebih ringkas dan mampu mengambil karakteristik yang penting dari 
suatu objek yang akan diolah. Jika dimensi dari objek lebih kecil dan informasi yang lebih padat, maka objek 
tersebut akan lebih spesifik dibanding objek yang diolah sebelumnya [8][13]. Pengenalan pola wajah 
merupakan suatu pengenalan pola (pattern recognition) yang khusus untuk kasus wajah [14]. Beberapa 
pendekatan untuk pengenalan objek dan grafika komputer didasarkan secara langsung pada citra-citra tanpa 
penggunaan model tiga dimensi [11]. Principal componenet analysis merupakan suatu metode yang 
mengekstraksi ciri atau kompresi data yang mampu mengidentifikasi ciri tertentu yang merupakan 
karakteristik dari suatu citra (dalam penelitian ini adalah wajah) [13][15]. 
Algoritme backpropagation merupakan suatu algoritme yang sangat baik dalam menangani masalah 
pengenalan pola-pola yang kompleks. Istilah backpropagation  atau penyiaran kembali diambil dari cara 
kerja jaringan ini, yaitu gradient error unit output [2][6][16]. Hal ini karena nilai target untuk unit-unit 
tersembunyi tidak diberikan. Beberapa tahapan backpropagation yaitu dengan inisialisasi bobot, aktivasi, 
menghitung bobot input dan bias output dan perubahan bobot dan bias. Tahapan tersebut akan diperoleh 
output yang  ingin  dicapai  dengan  pendekatan error terkecil [5]. Pada jaringan saraf backpropagation ada 
beberapa faktor yang dapat diteliti untuk melakukan hal tersebut dengan menetapkan nilai learning rate (α) 
dan momentum (β). Penentuan dan penyesuaian bobot laju pembelajaran (learning rate) yang cepat 
menentukan tercapainya tingkat konvergensi ke arah error yang diinginkan. Semakin besar nilai learning 
rate akan berimplikasi semakin besarnya pembelajaran [4]. 
Berdasarkan penelitian sebelumnya maka pada penelitian ini penulis memilih metode Principal 
Component Analysis untuk mendeteksi pola wajah tanpa harus menghilangkan informasi yang ada pada data 
dan membandingkannya dengan pendeteksian pola wajah tanpa menggunakan metode PCA, sehingga dapat 
dijabarkan sebagai berikut: “Bagiamana kinerja jaringan saraf tiruan backpropagation untuk pengenalan pola 
wajah dengan metode Principal Component Analaysis (PCA)”. Sedangakan tujuan penelitian ini yang 
pertama adalah peneliti memahami dan mengamati  konsep jaringan saraf tiruan dan proses algoritma 
backpropagation dengan menetapkan learning rate (α) dan momentum (β) dan yang kedua peneliti 
membandingkan penggunaan metode Principal Component Analysis dan tanpa penggunaan metode untuk 
data masukan pengenalan pola wajah pada jaringan saraf tiruan backpropagation. 
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2. METODE PENELITIAN 
Pada penelitian ini, digunakan 30 citra wajah yang terdiri dari 5 (lima ) orang. Setiap wajah orang 
diambil sampel sebanyak 6 (enam) citra dengan ekspresi yang berbeda-beda, dimana 4 citra digunakan 
sebagai tahap pelatihan (simple learning) dan 2 citra digunakan sebagai tahap pengujian (sample detection). 
 
2.1 Pengambilan Image Wajah 
Pengambilan image (gambar) wajah dilakukan dengan menggunakan kamera digital dengan format 
JPEG, mode RGB, dan beresolusi 640 × 640 terhadap 5 (lima) orang berdasarkan enam konfigurasi dasar 
wajah manusia secara psikologis, yaitu: kaget, marah, netral, tertawa, sedih, senyum, dan tertawa. Untuk 
memenuhi syarat penelitian ini, dilakukan perubahan terhadap karakteristik image wajah tersebut. Dengan 
menggunakan perangkat lunak Adobe Photoshop karakteristik image wajah tersebut diubah menjadi PCX, 
gray mode level 8 bit dan beresolusi 64 ×64. Pengambilan ciri wajah dilakukan dengan cara mengkroping 
citra beresolusi 30 × 30 dengan pusat kroping adalah koordinat hidung. Bagian wajah yang dikroping 
meliputi mata, hidung, dan mulut. 
 
2.2  Representasi Image dengan Principal Component Analysis  
Principal Component Analysis (PCA) adalah dengan memproyeksi image ke dalam ruang eigennya 
atau ruang wajah. Cara mendapatkannya adalah dengan mencari eigenvector yang dimiliki setiap image 
dengan memproyeksikan ke dalam ruang wajah [17]. Sasaran PCA dapat menangkap variasi total di dalam 
kumpulan wajah yang dilatihnya. Adapun langkah-langkah yang dilakukan PCA dalam proses pengenalan 
wajah adalah sebagai berikut: 
 
Gambar 1. Tahapan pengolahan citra 
Pembacaan citra merupakan proses perubahan image dari keadaan kontinu ke keadaan diskrit agar 
dalam ekstraksi dapat dimengerti oleh komputer. Hasil perubahan wajah terhadap sebuah citra wajah yang 
digunakan pada penelitian ini adalah matriks berukuran 30 × 30 yang berisi nilai-nilai diskrit dari setiap citra 
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Tabel 1. Pelabelan data diskrit citra wajah 
Objek Ekspresi Wajah 
Kaget Marah Netral Sedih Senyum Tertawa 
Orang-1 Foto-1A Foto-2A Foto-3A Foto-4A Foto-5A Foto-6A 
Orang-2 Foto-7A Foto-8A Foto-9A Foto-10A Foto-11A Foto-12A 
Orang-3 Foto-13A Foto-14A Foto-15A Foto-16A Foto-17A Foto-18A 
Orang-4 Foto-19A Foto-20A Foto-21A Foto-22A Foto-23A Foto-24A 
Orang- 5 Foto-25A Foto-26A Foto-27A Foto-28A Foto-29A Foto-30A 
 
Setelah semua citra dibaca oleh software readImage akan diperoleh file dari tiap citra yang berisi 
vektor-vektor yang mempunyai ukuran 30 × 30. Kemudian semua file dari tiap citra dibaca dengan Matlab 
7.1, yang menghasilkan vektor yang masing-masing berdimensi 𝑁2 × 1 (𝑁 =ukuran dari masing-masing 
resousi citra). Vektor-vektor yang diperoleh digabungkan menjadi sebuah matriks berukuran 𝑁2 × 30 untuk 
masing-masing resolusi citra yang disimpan ke dalam file “data1”. 
Tahap kedua adalah perhitungan noise pada vektor tou merupakan data training dan membuat vektor 
baru (phi) yang merupakan vektor tau yang bebas dari noise dengan menghitung nilai pembeda (eigen value) 
antara vektor satu dengan vektor yang lain membuat eigen vector (𝑉𝑒𝑖𝑔𝑒𝑛) yang diurutkan (𝐺𝑜𝑜𝑑𝑉) 
berdasarkan eigen value terbesar dan membentuk Principal Component Analysis (construct) yang telah 
tereduksi ukurannya (extract). 
Dalam aljabar linier [3][18], vektor eigen dari operator linier adalah vektor bukan-nol yang, bila 
dioperasikan untuk menghasilkan kelipatan skalar darinya. Skalar inilah yang kemudian disebut dengan nilai 
eigen (𝜆) yang dikaitkan dengan vektor eigen . Vektor eigen adalah vektor yang diskalakan dengan 
transformasi linier. Ini adalah properti matriks, ketika matriks bekerja di atasnya, hanya besaran vektor yang 
berubah bukan arahnya. 
                 𝐴𝑋 = 𝜆𝑋          ,  𝐴 adalah sebuah fungsi vektor                                                    (1) 
                (𝐴 − 𝜆𝐼)𝑋 = 0  ,  𝐼 adalah matriks identitas                                                            (2) 
Persamaan (2) adalah sistem persamaan homogen yang membentuk fundamental aljabar linier. 
Diketahui bahwa solusi non trivial ada jika dan hanya jika 𝐷𝑒𝑡(𝐴 − 𝜆𝐼) = 0, di mana 𝐷𝑒𝑡 menunjukkan 
determinan. Ketika persamaan 𝐷𝑒𝑡(𝐴 − 𝜆𝐼) = 0 dievaluasi menjadi apolinomial yang berderajat 𝑛 maka 
persamaan disebut polinomial karakteristik 𝐴. Jika  adalah 𝑁 untuk 𝑁 maka ada 𝑛 solusi atau 𝑛 akar 
polinomial karakteristik [19]. Jadi ada 𝑛 nilai eigen dari A yang memenuhi persamaan tersebut. 
𝐴𝑋𝑖 = 𝜆𝑖𝑋𝑖,    𝑖 = 1,2, ⋯ , 𝑛                                                                                                     (3) 
Jika semua nilai eigen berbeda, ada 𝑛 vektor eigen yang bersifat independen linier terkait, arahnya 
unik dan menjangkau 𝑛 dimensi ruang euclide [3]. 
Himpunan data training dari 𝑚 images yang berukuran 𝑁 × 𝑁 yang diwakilkan dengan vektor 
berukuran 𝑁2. Tiap-tiap wajah direpresentasikan oleh 𝛤1, 𝛤2, 𝛤3, ⋯ , 𝛤𝑚. Fitur Vektor dari sebuah face 

































Principal Component Analysis menggunakan nilai intensitas piksel dari citra yang akan ditampung ke dalam 
matriks berikut ini [7]: 
𝛤 = [𝛤0 𝛤1 ⋯ 𝛤𝑀−1]                                                                                               (4) 
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Dengan mengasumsikan variabel-variabel, sebagai berikut:        
Γ : vektor citra input berdimensi 1 × 𝑁2 
𝑀 : jumlah data dari input citra 
































Dengan mengasumsikan variabel-variabel, sebagai berikut:        
ѱ : nilai rata-rata citra 
𝑀 : jumlah dari citra input 
Γ  : image vektor berdimensi 1 × 𝑁2 
 
Sehingga diperoleh vektor psi yang berukuran 𝑁2 × 𝑀 [21] 
    𝜓 =   [𝜓1 𝜓2 ⋯ 𝜓𝑀]                                                                         (6) 
Semua vektor yang telah diperoleh disimpan ke dalam sebuah matriks bernama “Matriks psi” dalam 
file “data2”, dimana 𝜓1, 𝜓2, 𝜓3, ⋯ , 𝜓30 adalah rata-rata gambar pertama, kedua, ketiga sampai dengan 
gambar ketiga puluh pada penelitian ini. Setelah diperoleh nilai noise (psi) untuk vektor tau, maka disusun 
vektor baru phi yang merupakan vektor tau yang bebas noise dan dihitung dengan rumus sebagai berikut [16]: 
   𝜙𝑖 = 𝛤𝑖 − ѱ                                                                                          (7) 






















Dengan mengasumsikan variabel-variabel, sebagai berikut:        
ϕ  : jarak perbedaan citra dengan nilai rata-rata citra 
Γ  : vektor citra input berdimensi 1 × 𝑁2 
Ѱ  : nilai rata-rata citra 
Vektor- vektor yang diperoleh digabung menjadi  sebuah matriks berukuran 1 × 900. Semua vektor 
yang telah dipeoleh disimpan ke dalam sebuah matriks bernama “Matriks A” dalam file “data3”. Karena 
dimensi matriks 𝐴 masih cukup besar untuk menghitung determinan matriks digunakan bantuan software 
Matlab untuk menghitungnya dengan sintax 𝜒 = 𝑒𝑖𝑔 (𝐴). Untuk menghitung vektor eigen digunakan rumus 
sebagai berikut [3]: 
     (𝜆. 𝐼 − 𝐴). 𝑥 = 0                                                                                  (8) 
Dengan mengasumsikan variabel-variabel, sebagai berikut:        
λ : nilai eigen 
𝐼 : matriks identitas 
𝐴: matriks kovarians 
𝑥 : vektor eigen 
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Matriks covariace (𝐶) tersebut merupakan matriks persegi yang disimpan ke dalam file “data4”. 𝐴 
adalah matriks kovarian yang dikosntruksikan sebagai berikut 𝐶 = 𝐴𝐴𝑇 
Dimana matriks 𝐴 = [𝛷1, 𝛷2, 𝛷3, ⋯ , 𝛷𝑀], dengan ukuran matriks 𝑁








], 𝐴𝑇 = [
2 −1 −1 0
3 −2 2 2
] 
Ukuran matriks kovarians akan menjadi 𝑁2 × 𝑁2 (matriks berkuran 30 × 30 dipenelitian ini). Vektor 
eigen yang sesuai dengan matriks kovarians ini perlu dihitung, tetapi itu akan menjadi tugas yang berat. Untuk 





Diasumsikan eigenvector 𝑣𝑖 dari 𝐴
𝑇𝐴, sehingga  
𝐴𝑇𝐴𝑋𝑖 = 𝜆𝑖𝑋𝑖 
Vektor eigen 𝑣𝑖 dari 𝐴
𝑇𝐴 adalah 𝑋1 dan 𝑋2 berukuran 2 × 1. Sekarang kalikan kedua ruas 𝐴 ke 
persamaan (), sehingga diperoleh  
𝐴𝐴𝑇𝐴𝑋𝑖 = 𝐴𝜆𝑖𝑋𝑖 
𝐴𝐴𝑇(𝐴𝑋𝑖) = 𝜆𝑖(𝐴𝑋𝑖) 
Vektor eigen yang sesuai dengan 𝐴𝐴𝑇 sekarang dapat dengan mudah dihitung dengan dimensi 
tereduksi di mana 𝐴𝑋𝑖 adalah vektor Eigen dan 𝜆𝑖 adalah nilai Eigen. 
Tahap ketiga adalah normalisasi yang digunakan untuk menghasilkan output pada jaringan saraf tiruan. 
Pada penelitian ini normalisasi diperoleh dengan mengonversikan nilai principal component (extract)   
menjadi nilai bipolar antara −1 sampai dengan 1, hal ini dilakukan karena JST menggunakan nilai input 
bipolar. Proses konversi ini dinamakan normalisasi yang rumus perhitungannya adalah sebagai berikut: 
𝑁𝑜𝑟𝑚𝑎𝑙𝑖𝑠𝑎𝑠𝑖𝑖 = −1 + (
2
𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑚𝑎𝑥−𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑚𝑖𝑛
) (𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑖 − 𝑒𝑥𝑡𝑟𝑎𝑐𝑡𝑚𝑖𝑛)                     (9) 
Semua vektor yang telah diperoleh disimpan ke dalam sebuah matriks bernama “normalisasi” dalam 
file “data5”. 
 
2.3.  Penggunaan Arsitektur Jaringan saraf backpropagation 
Backpropagation merupakan algoritme pembelajaran yang terawasi dan biasanya digunakan oleh 
perceptron dengan banyak lapisan untuk mengubah bobot-bobot yang terhubung dengan neuron-neuron yang 
ada pada lapisan tersembunyi. Metode pembelajaran pada jaringan saraf tiruan disebut terawasi jika output 
telah diketahui [2][12].  
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Gambar 2. Arsitektur jaringan saraf backpropagation 
 
Arsitektur jaringan saraf backpropagation 1 hidden layer terdiri atas 3 (tiga) lapis (layer) yaitu lapisan 
masukan (input layer) 𝑥𝑖, lapisan tersembunyi (hidden layer) 𝑍𝑗 , dan lapisan keluaran 𝑦𝑘 Input layer dan 
hidden layer dihubungkan dengan penimbangan  𝑤𝑖𝑗 dan antara hidden layer dan output layer dihubungkan 
dengan 𝑤𝑗𝑘. Pada pelatihan backpropagation, ketika jaringan saraf tiruan (JST) diberi pola masukan sebagai 
pola pelatihan maka pola tersebut akan menuju ke unit pada hidden layer untuk diteruskan pada unit output 
layer merupakan output layer  (𝑦1, 𝑦2, ⋯ , 𝑦𝑘 , 𝑦𝑖) Keluaran sementara pada hidden layer 𝑢𝑗 akan diteruskan 
pada unit hidden layer dan hidden layer akan memberikan tanggapan yang disebut sebagai keluaran 
sementara 𝑢𝑘
′  Ketika 𝑢𝑘
′ ≠ 𝑜𝑘, dimana 𝑜𝑘 adalah keluaran yang diharapkan maka selisih (error) output 
sementara 𝑢𝑘
′ ' akan disebarkan mundur (backward) pada hidden layer yang akan diteruskan ke unit input 
layer. Oleh karena itu proses tersebut disebut propagasi balik (backpropagation) dimana tahap pelatihan 
dilakukan dengan mengubah penimbangan yang menghubungkan unit dalam lapisan JST ketika diberi umpan 




3. HASIL DAN PEMBAHASAN 
Setelah dilakukan pelatihan dan pengujian diperoleh hasil penelitian klasifikasi error dengan 
menentukan besar nilai error dan tingkat penyimpangan yang secara terakumulasi membentuk pengenalan 
pola wajah. Sedangkan untuk memudahkan analisa, peneliti menampilkan hasilnya dalam bentuk Grafik 3 
dan Tabel 2, sebagai berikut: 
3.1. Pelatihan Pola Wajah Pada Jaringan Saraf Tiruan Menggunakan Metode Principal Component 
Analysis 
Penelitian pada jaringan saraf backpropagation dengan menggunakan metode Principal Component 
Analysis dilakukan berdasarkan penggunaan nilai laju pembelajaran momentum. Hasil penelitian untuk 
arsitektur jaringan saraf dengan menggunakan PCA adalah sebagai berikut: 
Tabel 2. Hasil Penelitian Menggunakan Metode PCA 
Laju Pembelajaran (𝜶) 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 
Momentum (𝜷) 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 
Epoch 1000 1000 1000 1000 1000 1000 1000 1000 1000 
Error 3,0625 0,7057 0,2641 0,1144 0,0527 0,0317 0,0200 0,0138 0,0103 
Memorisasi 70% 95% 100% 100% 100% 100% 100% 100% 100% 
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Hasil percobaan di atas menunjukkan bahwa kesalahan pelatihan yang dihasilkan dari setiap percobaan 
terus menurun. Hasil percobaan terbaik dengan nilai error terdapat pada laju pembelajaran (𝛼) =0,6 untuk 
kesalahan pelatihan yang dicapai adalah 0,0317, dengan epoch = 1000 kali pengulangan dan kemampuan 
memorisasi jaringan dan generalisasi jaringan mencapai 100%. Sedangkan untuk melakukan pengamatan 
terhadap konvergensi jaringan dapat dilakukan melalui pengamatan terhadap Gambar 3, berikut ini: 
 
 
Gambar 3. Grafik pelatihan dengan metode PCA 
 
Berdasarkan Gambar 3, dapat dilihat bahwa tingkat konvergensi tertinggi terdapat pada data 6 dan 
kesalahan pelatihan yang dihasilkan pada setiap epoch pelatihan mengalami penurunan. 
 
3.2. Pelatihan Pola Wajah Pada Jaringan Saraf Tiruan Tanpa Metode Principal Component 
Analysis 
Proses mengamati pengaruh metode PCA pada jaringan saraf tiruan backpropagation pada pengenalan 
pola wajah pada jaringan saraf tanpa metode PCA. Hasil dari penelitian tersebut adalah sebagai berikut: 
Tabel 3. Hasil penelitian tanpa metode PCA 
Laju pembelajaran (𝜶) 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 
Momentum (𝜷) 0,1 0,2 0,3 0,4 0,5 0,6 0,7 0,8 0,9 
Epoch 485 224 139 98 73 58 41 40 35 
Error 0,0100 0,0100 0,0100 0,0100 0,0100 0,0098 0,0100 0,0099 0,0098 
Memorisasi 100% 100% 100% 100% 100% 100% 100% 100% 100% 
Generalisasi 80% 80% 80% 90% 100% 90% 80% 100% 90% 
 
Hasil percobaan di atas menunjukkan bahwa kesalahan pelatihan yang dihasilkan dari setiap percobaan 
terus menurun. Hasil percobaan terbaik dengan nilai error ≤ 0,005 terdapat pada laju pembelajaran (𝛼) =0,5 
untuk kesalahan pelatihan yang dicapai adalah 0,0100, dengan epoch = 73 kali pengulangan dan kemampuan 
memorisasi jaringan dan generalisasi jaringan mencapai 100%. Sedangkan untuk pengamatan terhadap 
tingkat konvergensi jaringan dapat dilakukan melalui pengamatan terhadap grafik selama pelatihan pada 
Gambar 4, berikut ini: 
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Gambar 4. Grafik pelatihan tanpa PCA 
Berdasarkan grafik Gambar 4. Tingkat konvergensi jaringan selama pelatihan sangat baik karena setiap 
percobaan mengalami kovergensi yang baik sesuai dengan tingkat error yang diharapkan dan kesalahan 




Berdasarkan hasil simulasi pada uraian diatas, maka penelitian ini dapat ditarik kesimpulan: 
1. Jaringan saraf tiruan merupakan metode yang baik dalam pengenalan pola wajah karena dapat mencapai 
kestabilan kembali untuk mencapai output yang diharapkan, hal ini karena adanya proses pemebelajaran 
dan pelatihan. 
2. Penggunaan metode Principal Component Analysis (PCA) dapat mereduksi matriks sesuai dengan 
jumlah data masukannya. 
3. Pada kasus identifikasi pola wajah berdasarkan tingkat memorisasi dan generalisasi lebih baik tanpa 
menggunkan PCA. 
4. Penggunaan learning rate dan momentum berpengaruh terhadap perubahan mean square error (MSE). 
5. Semakin kecil tingkat ketelitian error yang digunakan, maka semakin kecil tingkat penyimpangan hasil 
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