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The Expected Value of a Random Variable:
Semiotic and Lexical Ambiguities
Hyung Won Kim 1
University of Texas Rio Grande Valley

Tim Fukawa-Connelly
Temple University

Abstract: In calculus-based statistics courses, the expected value of a random variable (EVORV)
is discussed in relation to underlying mathematical notions. This study examines students’
understanding of the mathematical notions of EVORV in connection with its semiotic and lexical
representations. It also assesses students’ computational competency revolving around EVORV.
We collected qualitative data via surveys and interviews from eight students enrolled in a
calculus-based university statistics course. The results suggest that while the students in general
had the computational accuracy to correctly calculate EVORV, they struggled to understand the
notion, and in particular to make sense of the term “random” in “random variable” and the
symbol E(𝑋) in the mathematical context. The study provides a basis for understanding potential
challenges to students’ learning of EVORV and other related statistics topics and how such
challenges may emerge from the semiotic and lexical ambiguities inherent in terms and symbols
used in statistics.
Keywords: Expected value of a random variable; Calculus-based statistics; Mathematical
understanding; Lexical ambiguity; Semiotic ambiguity

Introduction
Many documents setting goals for the teaching and learning of statistics emphasize statistical
literacy and reasoning (e.g., Aliaga et al.’s 2005 Guidelines for Assessment and Instruction in
Statistics Education [GAISE] College Report; Carver et al.’s 2016 GAISE College Report; BenZvi & Garfield, 2004; Rumsey, 2002). Developing statistical literacy refers to “acquiring basic
and important skills in understanding statistical information or research results” (Ben-Zvi &
Garfield, 2004, p. 7), and it requires students to understand statistics terms and symbols
(Garfield, 1999; Rumsey, 2002). Recent research, however, suggests that students face
challenges in doing both of these in college level elementary statistics. One such challenge
relates to the lexical ambiguities inherent in statistical terms (Kaplan, Fisher, & Rogness, 2010).
For example, reliance on the “everyday” definition of terms such as “association,” “average,”
“confidence,” “random” and “spread” can lead to student misconceptions. Furthermore, students
often have trouble making sense of symbolic expressions composed of symbols that encompass
opposing notions (Kim, Fukawa-Connelly & Cook, 2016). For example, students tend to mix up
symbols for statistics with symbols for parameters, and to associate the symbol for the
population standard deviation of a sampling distribution with the sample standard deviation, due
to the conflicting meanings of the symbolic expressions’ components.
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Developing statistical reasoning refers to “understanding and being able to explain statistical
processes and interpret statistical results” (Ben-Zvi & Garfield, 2004, p. 7). According to the
most recent GAISE College Report (Carver et al., 2016), having a good understanding of
statistics concepts will make it easier for students to use necessary tools and procedures to
answer particular questions about a dataset. That is, students need conceptual understanding of
statistics topics in order to understand and be able to explain statistical processes and interpret
statistical results. As a way to enhance the understanding of statistics concepts, Aliaga et al.
(2005, p. 18) and Carver et al. (2016, p. 16) recommend instructors “use formulas that enhance
the understanding of concepts” rather than those that inhibit understanding. For example, to
enhance students’ understanding of the role of standard deviation as a measure of spread, the
report suggested the use of the expression 𝑠 = �∑(𝑦 − 𝑦�)2 ⁄(𝑛 − 1) rather than the expression 𝑠 =
1
�(∑ 𝑦 2 − (∑ 𝑦)2 )�(𝑛 − 1) because the former “helps students understand the role of standard deviation
𝑛
as a measure of spread and see the impact of individual 𝑦 values on 𝑠” whereas the latter “has no
redeeming pedagogical value” (p. 18). That is, with the former, one can establish understanding
of how the procedural sequence of subtracting 𝑦� from 𝑦, summing up the squares of (𝑦 − 𝑦�)2 ,
dividing the sum of the squares, ∑(𝑦 − 𝑦�)2 , by 𝑛 − 1 , and so on contributes to yielding a
numerical value that measures the spread of a data distribution. Being able to connect the
meaning of a statistical expression with the notions that underlie the operations comprising the
procedure in the expression is particularly important in calculus-based statistics courses. In an
overview, “On a Calculus-based Statistics Course for Life Science Students,” Watkins (2010)
noted that pedagogy should take advantage of the quantitative capabilities of the students. We
can reasonably assume that students in calculus-based statistics courses (calculus statistics
courses hereafter) are expected to have a stronger mathematical background than students in
non-calculus-based statistics courses. The implication is: in order to promote students’ statistical
reasoning in calculus statistics courses, instructors must introduce statistics concepts by
emphasizing the underlying mathematical notions and must rely on students’ mathematical
background.
In short, the importance of making sense of statistical terms and symbols to develop
statistical literacy, and the importance of learning the mathematical notions of statistical
expressions to develop statistical reasoning are well established. Nevertheless, the authors’
experiences of teaching statistics suggest that calculus statistics students struggle to connect
statistics expressions with relevant mathematical notions and to make appropriate sense of
statistics terms and symbols. Hence, this study explores (1) how calculus statistics students make
sense of statistics terms and symbols and (2) how they make sense of the mathematical notions
of statistical expressions in their learning of the concept of expected value of a random variable
(EVORV).
Major textbooks for calculus statistics courses, particularly for science and engineering (e.g.,
Montgomery, Runger, & Hubele, 2009; Walpole, Myers, Myers, & Ye, 2014), emphasize two
aspects of EVORV: the mathematical basis of the definition of EVORV and its computational
role in the learning of bias. The definition draws on the ideas of weighted average and
probability function either by means of summation (when the random variable is discrete) or by
means of definite integration (when the random variable is continuous) (Montgomery, Runger, &
Hubele, 2009). At the calculus statistics level, students should be able to connect the notion of
EVORV to these underlying mathematics ideas: weighted average, summation and definite
integration. Regarding EVORV’s computational role in the learning of bias, algebraic
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computations using EVORV are frequently dealt with in calculus statistics textbooks used for
engineering and science majors (e.g., Montgomery, Runger, & Hubele, 2009; Walpole, Myers,
Myers, & Ye, 2014). While routine computations are discouraged at the college level of statistics
learning (Aliaga et al., 2005; Carver et al., 2016), the authors consider computations that use
EVORV (as a linear operator) to be a critical component of such statistics courses due to
EVORV’s role as a tool in learning the notions of both estimator and bias, as in “unbiased
estimator.” For this reason, this study is also concerned with students’ understanding of topics
such as bias, variance and random variable. By focusing on students’ understanding of EVORV
and these related topics, this study addresses the following research questions in the context of
calculus statistics courses:
o How do students make sense of the phrase “expected value of a random variable” in
conjunction with its lexical features, and how do they make sense of the symbol E(𝑋) in
conjunction with its semiotic features?
o How well do students connect the concept of EVORV to the underlying mathematical
notions? And how does their ability to do so compare to their computational proficiency
with EVORV and related topics (e.g., bias, variance and random variable)?

Research Background
A line of research has investigated statistics students’ understanding of means at different
levels. Mokros and Russell (1995) found that 4th–8th graders had difficulty understanding an
average as representative of data, and that those who depended on algorithms in calculating
averages were likely to have difficulty in construction problems. In particular, according to
Mokros and Russell, the students commonly mastered the necessary algorithm for calculating
averages without developing a sense of representativeness of data or balance, and without
developing a mathematical perspective. Mayén, Diaz and Batanero (2009), in their study of how
secondary students make sense of means and medians, found that students often mixed up the
symbols for statistics and parameters and misinterpreted means and medians. Kim, FukawaConnelly and Cook (2016) found that students often have trouble connecting the concepts and
the symbols associated with means. The current study continues this line of research by
investigating students’ understanding of expected value or E(𝑋), which is an advanced concept
of average in that it is defined as a long-term average in the context of repeated experiments. The
statistics education literature shows very little attention to this topic. This study approaches the
topic by considering the lexical and semiotic features of expected value’s representations, and by
drawing upon Godino and Batanero’s (2003) construct of semiotic function.

Lexical and Semiotic Ambiguity
Lexical Ambiguity. Lexical ambiguity arises where more than one meaning can be attributed
to a particular word or phrase (Simpson, 1981). Barwell (2005) suggested the use of everyday
language in the math classroom creates ambiguities when mathematical language and everyday
language overlap. In the same way, ambiguity can arise in statistics classrooms if statistical
language and everyday language overlap. In addition, because the discipline of statistics differs
from the discipline of mathematics in various ways (Kim & Fukawa-Connelly, 2015; Wild &
Pfannkuch, 1999), lexical ambiguity can arise when the two disciplines have different definitions
and uses for the same term.
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A few studies have considered the issue of lexical ambiguity in statistics in various
languages: English (Kaplan, Fisher, & Rogness, 2010), Hebrew (Lavy & Mashiach-Eizenberg,
2009) and Korean (Jung & Hwang, 2016). These studies focused on the five English words
“association,” “average,” “confidence,” “random” and “spread,” or their Hebrew or Korean
equivalents, which have different meanings in everyday language and statistics language. They
investigated how these lexical ambiguities create challenges for elementary statistics students’
understanding of the terms’ definitions in statistics. For example, when the word “random” is
used in the phrase “random sampling,” it means each individual in the sample was chosen
entirely by chance so that all individuals have the same probability of being chosen in the
sampling process (Yates, Moore, & Starnes, 2008). The studies’ findings indicate that students
often misuse the term by invoking its everyday meaning of uncertainty. Furthermore, there is
evidence that ambiguity can arise between two disciplines when their terminologies overlap.
Kim, Fukawa-Connelly and Cook (2016) found that mathematically strong students with an
appropriate understanding of the definition of a variable in mathematics could have trouble
understanding how the phrase “random variable” is used in statistics. In the current study,
“lexical ambiguity” refers to ambiguities that arise due to the overlapping meaning between
statistics language and everyday language or between statistics language and language in other
fields.
Semiotic Ambiguity. A different kind of challenge addressed in the literature on collegiate
elementary statistics is students’ misconceptions of symbols. For example, elementary statistics
students tend to mix up symbols used for statistics and for parameters (Mayén, Diaz, & Batanero,
2009). In particular, students misuse the symbols that refer to the standard deviation of the
sampling distribution of a sample mean due to the opposing notions between of the synthesizing
symbols 𝜎 (population standard deviation) and 𝑥̅ (sample mean) in the semiotic function of 𝜎𝑥̅
and between the symbol 𝜎 (population standard deviation) and the procedure of dividing 𝜎 by
√𝑛 (the common practice used to find the standard error of the sample mean) in the formula
𝜎⁄√𝑛 (Kim, Fukawa-Connelly, & Cook, 2016). In general, students’ ability to correctly interpret
words and symbols is important because it impacts students’ ability to correctly interpret texts. In
this paper, for consistency and convenience, we refer to the pedagogical conflicts caused by
notational features of a symbolic expression as semiotic ambiguity.
Ambiguities in EVORV and 𝐸(𝑋). The potential for lexical ambiguity in EVORV lies in the
phrase “random variable.” According to Kaplan, Fisher and Rogness (2010), students often
associate the everyday meaning of “random” (i.e., without order or reason) with their
understanding of “random sample.” Analogously, the multiple meanings of “random” may give
rise to lexical ambiguity in students’ learning of the phrase “random variable” which is defined
as “a numerical variable whose measure value can change from one replicate of the experiment
to another” (Montgomery, Runger, & Hubele, 2009, p. 54). The constituents of the symbol E(𝑋)
also carry the potential for semiotic ambiguity. The symbol represents the expected value of a
random variable 𝑋, and therefore is a fixed value. However, due to the common use of the
symbol 𝑓(𝑥) , which typically represents a function of a variable 𝑥 , and the similarity in
appearance between E(𝑋) and 𝑓(𝑥) , students could potentially misunderstand E(𝑋) as a
function. The potential for such ambiguity has been indicated in an empirical study (Kim,
Fukawa-Connelly, & Cook, 2016), where students were found to develop misconceptions when
the constituting symbols of a concept suggest contradictory meanings.
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Understanding EVORV or 𝐸 (𝑋) as Semiotic Functions

Godino and Batanero (2003) viewed a symbol and a term (or phrase) used in the
mathematics context as a semiotic function, conceiving of it as a correspondence among three
sets: a set of signs (or “an expression plane”), a set of contents (or “a content plane”) and a set of
interpretive codes (or “a correspondence plane”). They held that, depending on the nature of the
“content,” a semiotic function generates four types of meaning: ostensive, intensive, actuative
and extensive (Table 1). The description column in Table 1 shows the content represented by a
semiotic function, and the examples are modified versions of Godino and Batanero’s original
examples.
Table 1. Types of Meaning of Semiotic Functions (Godino & Batanero, 2003)
Type
Ostensive
Intensive

Description
Names or indications of objects
Notions of mathematical
properties or interpretation of
objects

Actuative

Subject’s action

Extensive

Situation-problem

Examples
• 5! denotes 5 ∙ 4 ∙ 3 ∙ 2 ∙ 1.
• The word “angle” denotes a shape formed by two
rays diverging from a common point.
• 𝑓(𝑥) denotes a continuous function.
• (2⁄3)⁄12 implies the calculation of dividing 2 by 3
and dividing its results by 12.
• An urn model is used to represent a particular
probabilistic problem.

This study considers the ostensive, intensive and actuative meanings of EVORV and the
related topics of random variable and bias. If one can define a concept given either the term (or
phrase) or the symbol that denotes the concept, one has the ostensive meaning. If one can use the
critical features inherent in the definition in an applied context, one has the actuative meaning.
And if one understands the definition in connection with either the underlying mathematical
notion (if applicable) or the reasoning structure, one has the intensive meaning. The extensive
meaning, which could be considered as a particular problem-solving situation, is beyond the
scope of this study. In the paragraphs that follow, we discuss the three types of meaning for
EVORV based on this formal definition of EVORV (Montgomery, Runger, & Hubele, 2009):
(Continuous case) Suppose 𝑋 is a continuous random variable with pdf 𝑓(𝑥). The mean or expected value
∞
of 𝑋, denoted as 𝜇 or E(𝑋), is 𝜇 = E(𝑋) = ∫−∞ 𝑥𝑥(𝑥) 𝑑𝑑. (p. 64)

(Discrete case) Let the possible values of the random variable 𝑋 be denoted as 𝑥1 , 𝑥2 , … , 𝑥𝑛 . The pmf of 𝑋
is 𝑓(𝑥), so 𝑓(𝑥𝑖 ) = P(𝑋 = 𝑥𝑖 ). The mean or expected value of the discrete random variable 𝑋, denoted as
𝜇 or E(𝑋), is 𝜇 = E(𝑋) = ∑𝑛𝑖=1 𝑥𝑖 𝑓(𝑥𝑖 ) (p. 90)

Ostensive Meaning. The ostensive meaning of EVORV involves mathematical expressions,
as shown in this definition. To evaluate the students’ knowledge of the ostensive meaning of
EVORV, this study assessed whether students could write these mathematical expressions both
in computational questions in problem-solving settings and in questions asking them to explicitly
state the definition of the phrase/symbol. In this way, the study is able to explore student
misconceptions in their sense-making of the phrase/symbol at the ostensive level.
Actuative Meaning. The final object of EVORV’s actuative meaning is the act of doing the
computations to find the expected value. The process of computing the EVORV may embody the
ostensive meaning. For example, for a discrete random variable 𝑋, step (1) of the sequence of
equations in Table 2 indicates the ostensive meaning and steps (2) through (4) indicate the
actuative meaning.
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Table 2. Example: Sequence of Equations to Solve for 𝐸(X)
Equations E(𝑋) = ∑𝑛𝑖=1 𝑥𝑖 𝑓(𝑥𝑖 ) = 1 ∙ 𝑓(0) + 2 ∙ 𝑓(1) = 1 ∙ (1⁄4) + 2 ∙ (3⁄4) = 7⁄4
Steps
(1)
(2)
(3)
(4)

Making sense of the actuative meaning of the expected value of a random variable plays an
essential role in the study of calculus statistics in that certain statistics notions rely on the
computations in steps (2) through (4) in this equation sequence. For example, the process of
performing the computations in these steps is an essential component of developing
understanding of the notion of bias. Montgomery, Runger and Hubele’s (2009) definition of bias
is: the point estimator 𝛩� is an unbiased estimator for the parameter 𝜃 if E�𝛩�� = 𝜃 , and if the
estimator is not unbiased, then the difference E�𝛩�� − 𝜃 is called the bias of the estimator 𝛩�. To
determine whether an estimator is biased, one needs to consider this difference and should be
able to do the computations shown in Table 2 (or its equivalent in the continuous case) to find
the expected value. For this reason, this study examines students’ fluency in computing E(𝑋).

Computational fluency is considered in terms of three factors: efficiency, accuracy and
flexibility (Montiel, 2005; National Council of Teachers of Mathematics [NCTM], 2000).
According to Montiel, efficiency refers to the development of strategies that take less time and
effort; accuracy to arriving at the correct answer through the correct usage, manipulation and
interpretation of mathematical symbols; and flexibility to the ability to recognize when a strategy
is not applicable and then change the strategy. In this study, we limit our assessment of
computational fluency to the aspect of accuracy because it relates directly to students’
interpretation of mathematical symbols and their immediate responses to their interpretations.
Developing accuracy in computations pertaining to the expected value of a random variable may
provide the basis for developing the statistics notion of bias. Therefore, we measure students’
acquisition of actuative meaning by the accuracy of their computation.
Intensive Meaning. The intensive meaning of an object, in the learning of mathematics,
connotes the mathematical ideas and abstractions of the object including definitions, concepts,
propositions, procedures and theories (Godino & Batanero, 2003). In the teaching of statistics,
we need to help students understand the intensive meaning in conjunction with the goals of
developing statistical literacy and reasoning. Whereas statistical literacy merely refers to
understanding the basic language of statistics and acquiring basic knowledge needed for
understanding statistical information or research results (Aliaga et al., 2005; Ben-Zvi & Garfield,
2004), statistical reasoning involves a higher level of understanding of the discipline: it refers to
the way people reason with statistical ideas and make sense of statistical information (Garfield &
Chance, 2000) as well as understanding statistical processes and being able to explain and
interpret statistical results (Ben-Zvi & Garfield, 2004). The authors of this paper hold that
statistics reasoning relates to understanding mathematical ideas that underlie statistics concepts
and making connections between statistics concepts and the underlying mathematical ideas.
While developing such mathematical ideas is critical in the study of statistics, students’ analysis
of statistics results tends to be limited to stating immediate features such as comparing means
rather than providing justifications for how their analysis was appropriate to the question
(Pfannkuch, Budgett, Parsonage, & Horring, 2004).
Intensive meaning with regard to EVORV indicates the concept of what the expected value
signifies in the context of given statistics problems. In addition, it includes the notion associated
with the mathematical roles that 𝑥 ∙ 𝑓(𝑥) and 𝑥𝑖 ∙ 𝑓(𝑥𝑖 ) play, respectively, in the expressions
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∞

∫−∞ 𝑥𝑥(𝑥) 𝑑𝑑 and ∑𝑛𝑖=1 𝑥𝑖 𝑓(𝑥𝑖 ) (as described in Table 2) in yielding the weighted average of the
values that 𝑋 takes. Understanding such mathematical ideas would help students understand
what the expected value signifies (the average number of the variable outcomes in the long run)
in a given context. Therefore, students with such a mathematical understanding of EVORV
would be able to interpret the results of statistical processes involving ideas of EVORV and
explain how their analysis of statistics information supports their conclusions.

Methods
This study was conducted with eight students enrolled in a statistics course intended for
juniors majoring in science and engineering at a mid-sized public university in the U.S. The
course is calculus-based in the sense that two calculus courses, Calculus I and II, are
prerequisites. These students volunteered from a class in which approximately 70 students were
enrolled at the time data were collected. Among the eight students, only one had taken a statistics
course before (AP statistics). The curriculum of the course was typical of a reform-oriented
classroom in that the instructor emphasized statistical reasoning and thinking. However, the
instruction was traditional in the sense that the class content was delivered primarily via lecture.
The first author of this paper was the class’s teaching assistant (TA). It was his third time as
TA for the same course and same instructor. The class met twice a week for one semester, and
the author was responsible for an additional recitation class once a week. In his first semester as
TA for the class, the author had voluntarily observed most of the classes. The course introduced
the design of controlled experiments and the collection and analysis of scientific data. It covered
graphical data analysis, statistical process control, regression, correlation, multifactor
experimental designs, confidence intervals and hypothesis testing. Students were expected to
learn various probability distributions. Use of a statistical software package was an integral part
of the course. The instructor emphasized drawing conclusions from software (SAS) and
interpreting them. Knowledge of calculus was essential for the course in that the discussion of
the major concepts such as expected value, standard deviation and probability density function
required integration.
The instructor often provided the meaning and interpretation of statistical concepts when
introducing their mathematical expressions, but generally did not discuss the statistical concepts’
mathematical foundations in detail. For example, EVORV was introduced both in the context of
∞
mathematics as ∫−∞ 𝑥𝑥(𝑥) 𝑑𝑑 or ∑𝑛𝑖=1 𝑥𝑖 𝑓(𝑥𝑖 ) and in the context of statistics as the long-run
average value expected in indefinite repetition. However, this was the entire treatment of the link
between the mathematical expression and the statistical interpretation.
The degree to which the class conformed to the recommendations of the GAISE College
Reports (Aliaga et al., 2005; Carver et al., 2016) was limited. For introductory statistics, the
reports recommend developing statistical literacy/thinking, using actual data, promoting
conceptual understanding, fostering active learning and using technology. In particular, the
reports suggest teachers use formulas that enhance the understanding of concepts (as opposed to
formulas that do not) to improve students’ understanding of the role of statistical concepts in
context. The class did not follow certain GAISE recommendations in that (1) explanations of
how mathematical definitions or expressions are linked to the meanings they represent in the
statistical context were rare; and (2) computations of statistical processes rarely depended on
technology in either class lessons or homework/exams. However, it is important to note that the

Kim& Fukawa-Connelly
guidelines provide general guidance for teaching statistics at the introductory college level. This
may limit the range of statistics classes in which the GAISE guidelines can be fully adopted.
Because the goal of the course was to teach experimental design to junior engineering and
science majors, there was no reason to expect that it would have completely adopted the GAISE
recommendations. The class did conform to the recommendations in the sense that it often
generated and used actual data and incorporated the use of software to derive statistical
outcomes.
For data collection, the researchers administered a ten-item survey assessment to the
participants and then conducted follow-up interviews. We created the assessment items to
measure students’ understanding of EVORV and other relevant topics such as random variable,
variance, estimator and bias. The survey items focused on assessing three aspects of learning: (1)
ostensive (the ability to explicitly state the definitions of statistical terms and symbols), (2)
actuative (the ability to perform computations accurately), and (3) intensive (the understanding
of the underlying mathematics notions of the statistics topics). Some items dealt with a single
topic, while others dealt with overlapping topics. The greatest emphasis was placed on the
concept of expected value. In the interviews, students were asked to explain their survey
answers. All interviews were conducted by the first author. The interviewer initially asked the
subjects to explain their answers to the survey items. Following questions then naturally arose,
focusing on the reasons why they answered the questions the way they did. For example,
following the participants’ initial responses, the interviewer might ask questions such as “what
does that mean?”; “can you explain why you…?”; “how do you know…?” and “why do you
think…?” When remarks were unclear, the interviewer attempted to clarify them by following up
with questions such as “did you mean…or…?” All interviews were audio-recorded and
transcribed for the qualitative analysis. We assessed each utterance for the information it gave
about a student’s understanding of the expected value of a random variable, and then categorized
the utterances by the type of understanding students showed within the utterance. We then read
within and across categories to find students’ learning patterns.
We coded the categories that emerged from the data using a three-level system to indicate the
topic, the nature of the knowledge (i.e., the three aspects of learning), and the students’
understanding. First, to denote the topics, we used RV for random variables, EV for expected
value and variance, and BS for bias. This study includes students’ understanding of variance in
our consideration of their understanding of EVORV. This is because, while the concepts’
symbolic expressions are similar, taking the function-like forms E(𝑋) and Var(𝑋) , their
mathematical bases are different: E(𝑋) has linear features while Var(𝑋) does not. We noted
contrasts in a student’s sense-making of expected value and variance and used the differences to
describe how that student understood expected value. Second, we used numbers to represent the
nature of the knowledge: 1 for ostensive meaning, 2 for actuative, and 3 for intensive. In
measuring students’ actuative meaning, we focused on the accuracy of their computations, that
is, arriving at the correct answer through the correct usage and manipulation of symbols. Lastly,
the symbols + or – indicated whether the relevant student understanding was “proper” or
Table 3. Code List
Type of meaning
Ostensive meaning
Actuative meaning
Intensive meaning

Random variable Expected value and variance
RV1+ / RV1–
EV1+ / EV1–
RV2+ / RV2–
EV2+ / EV2–
RV3+ / RV3–
EV3+ / EV3–

Bias
BS1+ / BS1–
BS2+ / BS2–
BS3+ / BS3–
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“improper,” in the sense of conforming to a statistical expert’s way of thinking. For example,
RV1+ indicates: “the student properly states the definition of ‘random variable’ or makes sense
of the symbol 𝑋 that represents a random variable”; EV2– indicates “the student has not fully
developed an actuative meaning of (i.e., shows lack of accuracy in the computations for finding)
the expected value or the variance of a random variable.” The codes are listed in Table 3. The
use of RV, EV and BS in conjunction with 1, 2 and 3 and +/– in the coding allowed us to
compare students’ understanding of EVORV with their understanding of the related topics
(random variables and bias) and organize our findings by the types of meaning for EVORV.
The ten survey items were created to measure students’ sense-making of the three types of
meaning for the three aforementioned topics. The items addressed the topics and knowledge
types as shown in Table 4. As a final step of coding, we evaluated the items (or sub-items) in
terms of the severity of any misconceptions. We scaled this evaluation to range from 0 to 2, with
0 indicating that the students did well in general (i.e., most students answered the questions in
these items well) and 2 indicating that the students needed improvement in general (i.e., more
than half the students held misconceptions).
Table 4. Survey Items: Topics and Types of Meaning
Items
1
2
3
4
5
6
RV
RV3
RV1/2/3 RV1/2/3
EV
EV3 EV1/2/3 EV1/2/3 EV3
EV3
BS
BS1/3

7

8

9

EV2
BS2

EV3
BS2

EV1/3

10
RV1

Findings
The findings of this study are presented in two parts. The first part provides a summary of the
overall survey results. We report the students’ challenges and strengths in regard to the topics
and aspects of knowledge we investigated. Further, we discuss the nature of the students’ work,
focusing on the items that revealed student challenges. The second part focuses on the students’
challenges in understanding with regard to the lexical features of EVORV, semiotic features of
E(𝑋) and mathematical notions underlying the concept of EVORV, in that order. In the second
part, qualitative evidence from the analysis of the interviews as well as the surveys is provided.

Summary of the Survey Results
The survey outcomes are summarized in Table 5. The participants’ names are all
pseudonyms. The first column of Table 5 lists the survey items by number. Items 3, 4, 7 and 9
had sub-questions. These items are sub-divided in this column into more than one row if
different sub-questions addressed different topics or aspects of learning. For items 7 and 9, some
sub-questions are grouped together because they addressed the same aspects of learning. The
“scale” column shows the ratings used to assess student performance for each question or group
of sub-questions. Items 1 and 5 have numerical scales ranging from 0 to 3 and 0 to 7,
respectively. This is because item 1 had three parts that are alike and item 5 had seven parts that
are alike. We gave points for these two items depending on the number of parts each student
answered correctly. Other items have either “× or ○” or “× • ○” in the scale column. In the rows
with “× or ○” (items 2 to 4b), × means the answer is incorrect while ○ means the answer is
correct. These items are either multiple choice questions or short-answer type questions. For
items 6 to 10, × means that the answer is incorrect, • means the answer is partly correct, and ○
means the answer is correct. The last column shows the severity of the students’ misconceptions
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involved in each item, scaled to range from 0 to 2, with 0 indicating that the students did well in
general and 2 indicating that the students need improvement in general. The summary shows that
the student performances on items 4, 9 and 10 were not as good as their performances on the
other items. In what follows, we discuss the nature of the students’ work on these items.
Items 3 and 4. While the questions in items 3 and 4 are similar, the student performances
showed differences. The two items follow:

3.

4.

Sandy

John

Norma

Kara

Renata

Aaron

0–3
× or ○
× or ○
× or ○
× or ○
× or ○
0–7
×•○
×•○
×•○
×•○
×•○
×•○
×•○

Simon

1
2
3a
3b
4a
4b
5
6
7ab
7c
8
9a-d
9ef
10

Debora

Table 5. Survey Outcomes Summarized by Item
Items
Scale Performance of eight participants

1
○
×
○
×
×
4
•
○
○
○
•
×
×

3
○
○
×
×
×
4
•
○
○
○
×
×
○

1
○
○
○
×
×
6
○
○
○
○
×
×
×

3
×
○
○
○
○
5
○
○
○
○
×
×
×

3
○
×
×
×
×
6
•
○
○
○
×
×
×

0
×
×
○
×
×
5
○
○
•
○
×
×
×

1
○
×
×
○
×
7
○
○
○
•
×
×
×

2
×
×
×
×
×
4
•
○
•
○
×
×
×

RV

Topics
EV

Severity
0–2

BS

3

1
1
1
1
2
2
1
1
0
0
0
2
2
2

3
1/2
1/2
1/2/3
1/2/3
3
3
1/3
Symbol Questions
2
2
3
2
1/3
3
1

Let 𝑋 denote a variable that takes on any of the values -1, 0, and 1 with respective probabilities
𝑃(𝑋 = −1) = .2, 𝑃(𝑋 = 0) = .5, and 𝑃(𝑋 = 1) = .3.
a. Is 𝑋 a random variable? Why or why not?
b. Compute E(𝑋).
Let 𝑋 denote a random variable that takes on any of the values 0, 1, and 2 with respective
probabilities 𝑃(𝑋 = 0) = .1, 𝑃(𝑋 = 1) = .3, and 𝑃(𝑋 = 2) = .6.
a. Is 𝑋 2 a random variable? Why or why not?
b. Compute E(𝑋 2 ).

Sub-questions 3a and 4a examine students’ ability to use the criteria of random variables in
determining the validity of a random variable. Sub-questions 3b and 4b address students’
computational ability to find the expected value of a given expression. The rate of correct
answers for items 3a and 3b combined is 7/16, whereas the rate for items 4a and 4b combined is
3/16 (Table 6).
Table 6. Student Performance on Items 3 and 4
Items
3a
Success rate
3/8
Combined success rate
7/16

3b
4/8

4a
2/8
3/16

4b
1/8

Items 3 and 4 are similar in that part a addresses identifying a random variable, for which
students are led to use its definition (intensive meaning) and perform the computations (actuative
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meaning), and part b addresses finding the expected value, for which, again, students are led to
use its definition (intensive meaning) and perform the computations (actuative meaning).
However, item 4 is different from item 3 in the sense that item 4 requires a deeper conceptual
understanding (i.e., a stronger grasp of the intensive meaning) of random variables (part a) and
expected value (part b). For item 4, the students needed to manipulate 𝑋 2 as opposed to 𝑋, using
the definitions of random variables (part a) and expected values (part b), to determine whether
𝑋 2 is a random variable and to find the expected value. Although the students had encountered
the expected value of mathematical expressions involving 𝑋 2 in class, the students had done
more computations manipulating 𝑋 than 𝑋 2 . Hence, they were less familiar with the expected
value of 𝑋 2 than of 𝑋. Therefore, they were able to set up ∑ 𝑃(𝑥) (to ensure that the sum equals
1) and compute E(𝑋) by habitual routine to answer item 3. But they would have needed a firm
understanding of the definition of a random variable (that the sum of all values equals 1) and of
the concept of the expected value of a random variable to set up ∑ 𝑃(𝑥 2 ) and compute E(𝑋 2 ) to
answer item 4. Thus, the difference between these two items measured how well the students
understood the intensive meaning of EVORV. The fact that the students did not do as well on
item 4 (3/16 correct) as on item 3 (7/16 correct) suggests that an understanding of actuative
meanings does not lead a learner to develop an understanding of intensive meaning. Only
students who had developed a firm understanding of the definition and concepts of expected
value would be able to do computations for E(𝑋 2 ) successfully.
Items 9 and 10. Item 9 tested students’ understanding of two types of meaning (ostensive and
intensive) of the expected value and variance of a random variable. Item 10 examined their
understanding of the ostensive meaning of a random variable by asking students to explicitly
state the definition of a random variable. The two items follow:
9.

Suppose that 𝑋 is a random variable that ranges from 𝑎 to 𝑏.
a. How is the expected value E(𝑋) defined in terms of integrals?
b. How is the variance Var(𝑋) defined in terms of expressions involving expected values?
c. How is the variance Var(𝑋) defined in terms of integrals?
d. How are E(𝑋 2 ) and E(𝑋 3 ) defined in terms of integrals?
e. Is E(𝑋) a function of 𝑋? Why?
f. Is Var(𝑋) a function of 𝑋? Why?

10. What does it mean to you that a variable is a random variable?

Parts a, b and c of item 9 inquire about the ostensive meaning of the expected value and variance
of a random variable: parts a and c involve stating the definitions (in mathematical expressions)
for the expected values (and variances) of a random variable 𝑋; and part b requires recalling the
formula Var(𝑋) = E(𝑋 2 ) − [E(𝑋)]2 . As such, all three sub-items ask questions about ostensive
meaning. In contrast, part d asks for the definitions (in mathematical expressions) for the
expected values of random variables 𝑋 2 and 𝑋 3 as opposed to 𝑋. Although the students had seen
mathematical expressions that involved 𝑋 2 and 𝑋 3 in class, such expected values had been
discussed significantly less than the expected value of 𝑋. Because in part d, the students have to
manipulate 𝑋 2 and 𝑋 3 as opposed to 𝑋, the contrast between the students’ answers to part a and
part d suggests the degree to which the students understood the intensive meaning of EVORV. If
the students answered part d correctly, it could mean that their understanding of the definition of
expected value was based on the underlying mathematical notion; that is, they had developed the
intensive meaning as well as the ostensive meaning. Parts e and f of the same item intended to
find out if the students misconceived the symbols E(𝑋) and Var(𝑋) as functions of a variable 𝑥
(as in a variable in mathematics). Both E(𝑋) and Var(𝑋) are functions (or, more specifically,
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linear operators) of the class of random variables, but they should not be considered functions of
a variable 𝑥.
Finally, item 10 intended to assess the students’ ability to explicitly state their understanding
of the definition or defining characteristics of a random variable. The students’ class used the
textbook Engineering Statistics (Montgomery, Runger, & Hubele, 2009). The textbook’s
description of a random variable is summarized in Table 7.
Table 7. Summary of the Description of a Random Variable from the Textbook Engineering
Statistics (Montgomery, Runger, & Hubele, 2009)
Definition A random variable is a numerical variable whose measured value can change
from one replicate of the experiment to another. (p. 54)
Properties
1. 𝑃(𝑋 ∈ 𝑅) = 1, where 𝑅 is the set of real numbers.
2. 0 ≤ 𝑃(𝑋 ∈ 𝐸) ≤ 1 for any set 𝐸.
3. If 𝐸1 , 𝐸2 , … , 𝐸𝑘 are mutually exclusive, 𝑃(𝑋 ∈ 𝐸1 ∪ 𝐸2 ∪ ⋯ ∪ 𝐸𝑘 ) =
𝑃(𝑋 ∈ 𝐸1 ) + ⋯ + 𝑃(𝑋 ∈ 𝐸𝑘 ). (p. 56)

The three properties in Table 7 can be rephrased as: (1) the sum of the probabilities
associated with all elements equals 1, (2) the probability of any event with respect to the variable
is non-negative and less than or equal to 1, and (3) the probability of the union of mutually
exclusive events equals the sum of the probabilities of the events. The properties serve as criteria
for examining the validity of a random variable. In the class, the concept of random variable was
introduced with the definition summarized in the table. However, only the first two properties in
the table were used as criteria to determine the validity of a random variable. That is, the class
almost treated these two properties as defining characteristics of a random variable. Therefore, in
their responses to item 10, the students were expected to state these two properties either instead
of or in addition to the textbook’s formal definition. In this study, we refer to the formal
definition and these two properties (as shown in the table) together as the defining criteria of the
term. While item 10 assesses students’ grasp of the ostensive meaning of the phrase “random
variable,” like part a of items 3 and 4, there is a difference in that item 10 targeted students’
ability to state the definition’s two critical features explicitly, while items 3 and 4 targeted the
use of these two features in their determination of a random variable. The results of the sub-items
in items 9 and 10 are summarized in Table 8.
Table 8. Student Performance on Items 9 and 10
Items or sub-items
9a
9b
9c
Success rate
1/8
0/8
0/8

9d
0/8

9e
0/8

9f
0/8

10
1/8

As shown in the table, the participants’ performance on items 9 and 10 was poor in general. The
poor performance on a, b, c and d of item 9 suggests that the students understood neither the
ostensive meaning nor the intensive meaning. Only one student (Debora) answered 9a correctly,
and she still gave incorrect answers for the other three parts. This indicates that for this student,
the ostensive meaning of E(X) had not led to the intensive meaning. Also, the poor performance
of the students on e and f of item 9 may suggest that the students had misconceptions about the
symbols E(𝑋) and Var(𝑋): they viewed them as functions of a variable 𝑥 (as in a variable in
mathematics). The students’ performance on item 10 in comparison with their performance on
items 3 and 4 indicates that the students’ ability to use critical features of the definition in their
determination of a random variable did not mean they had the ability to explicitly state the
definition.
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In sum, the students in this study had apparently not developed knowledge of the ostensive
meaning of expected value of a random variable and random variable. Although some students
(4 out of 8 on 3b and 1 out of 8 on 4b) used the definition of the expected value when they
needed it for computation, they were unable to provide the mathematical definition when they
were asked to state it explicitly in 9a, 9c and 9d. Also, in sub-items 3a and 4a, many students (5
out of 8 on 3a and 6 out of 8 on 4a) were unable to use the definition of a random variable.
Moreover, on item 10, only one student stated the definition of a random variable correctly. The
students’ poor performances on items 4, 9 and 10 and relatively better performance on item 3
suggest student challenges in making sense of the intensive meaning.

The Nature of Student Challenges
In this section, we shed light on the nature of the challenges students face in learning
EVORV by analyzing the participants’ comments made during the interviews and their written
responses to the survey. We give a detailed explanation of the challenges arising from the lexical
and semiotic features of EVORV (or E(𝑋)) in connection with the underlying mathematical
notions and in comparison with its computational aspect.
Lexical Features of EVORV. The student responses on items 3, 4 and 10 and their comments
on these items provide evidence that the students wrongly associate the statistics term “random”
in “random variable” with either its meaning as in “random sampling” or the everyday meaning
of the term. Excerpt 1 shows an example from Debora’s interview.
Excerpt 1
Interviewer: Okay, number 3. ‘Let 𝑋 denote a variable that takes on any of the values -1, 0, 1 with
respective probabilities 𝑃(𝑋 = −1) = .2 , 𝑃(𝑋 = 0) = .5 , and 𝑃(𝑋 = 1) = .3 .’ (Is 𝑋 a
random variable?)
Debora:
I said yes.
Interviewer: Why do you think it is a random variable?
Debora:
Because 𝑋 can be any of the three values.

Debora’s final comment (italicized) in Excerpt 1 shows that she associated “random” in “random
variable” with the everyday meaning of the term (i.e., “without definite aim, direction, rule, or
method”; Merriam-Webster Online, 2011). This is a sign of an undeveloped ostensive meaning
of the phrase “random variable.” Signs of an undeveloped ostensive meaning are further shown
in the students’ performances on item 10, which asked the students to explicitly state the
definition of a random variable. Excerpt 2, from the interview conversation with Aaron, shows
his misunderstanding of the term.
Excerpt 2
Interviewer: … what does it mean to you that a variable is a random variable? And you wrote ‘a sample
was taken randomly and unbiased and therefore the outcome of an experiment is not affected
by the one conducting the experiment.’ Okay.
Aaron:
So, I am the person giving the survey to other people. I design the survey in such a way that I
am not affecting [inaudible] (the sampling design). So it’s random.

In Aaron’s comment (italicized), he associated the word “random” in “random variable” with the
meaning of the word in “random sampling.” These comments from Aaron and Debora indicate
the challenge students face in developing the ostensive meaning of the statistics terms.
The interview and survey data further provide evidence that being unable to explicitly and
correctly state the definition or defining criteria of “random variable” did not mean the students
were unable to use the defining criteria. For example, John’s survey responses to sub-items 3a
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and 4a contrasted with his answer to item 10. For part a of items 3 and 4, he wrote “yes, because
they add to 1” and “yes. They add to 1,” respectively. Excerpt 3 shows the claims he made
during the interview about sub-item 4a.
Excerpt 3
Interviewer: So 𝑋 is a variable that takes on any of the values -1, 0, (and) 1. And probabilities are given (as
shown). So is 𝑋 a random variable?
John:
My answer is yes. Um, I know there are two conditions that it must satisfy. I honestly can’t
remember the first condition, but I know the probabilities must equal one. And in this case
they do. So I would say yes.

John’s comment (italicized) shows that he knows the defining criteria for determining random
variables (the first two properties in Table 7). However, when asked to state what “random
variable” meant in item 10, he did not mention the criteria on the survey or during the interview.
His interview comments are shown in Excerpt 4.
Excerpt 4
Interviewer: What does it mean to you that a variable is a random variable?
John:
…it means it’s an unbiased selection of a population. I wrote sample, but I mean population.
So it’s going to be biased in some way, so if you have a population of students. And you are
trying to take random samples of students, you can’t just take all the students that receive A’s
in the class, for example. …So random variable is taken from random students.

John’s comment (italicized) shows that, like Aaron, he associated “random variable” with the
meaning of the word “random” in “random sampling.” Although John knew the defining criteria
of “random variable” (he used them in his verbal description for sub-item 4a), he was unable to
state the criteria explicitly when asked to do so. Taken together, John’s responses imply that a
seemingly undeveloped understanding of ostensive meaning (as shown by the inability to utter
the explicit definition) does not necessarily result in an inability to apply that ostensive meaning
in context; that is, to use it as a criterion for determining random variables (i.e., showing
understanding of the intensive meaning) or to do computations with examples (i.e., showing
understanding of the actuative meaning).
Semiotic Features of 𝐸(𝑋). As mentioned earlier, the results for the sub-items 9e and 9f in
the survey show that all eight students failed to make proper sense of the symbols E(𝑋) and
Var(𝑋) by incorrectly viewing the symbols as functions of a variable 𝑋. Excerpt 5 shows what
Debora wrote as answers to sub-items 9e, “Is E(𝑋) a function of 𝑋? Why?” and 9f, “Is Var(𝑋) a
function of 𝑋? Why?” To minimize loss of information, we reproduce her handwritten responses.
Excerpt 5
Item
9e:

Debora’s Answer

9f:

Debora’s written response to sub-item 9e implies that she knows the definition of a function.
Discussing 9e in the interview, Debora gave the explanation in Excerpt 6.
Excerpt 6
Because 𝑋 is…I don’t know how to explain. Because if 𝑋 is changing, the expected value of 𝑋 is going to
change as well(1) because the expected value of 𝑋 at one value won’t be the same if 𝑋 is a different value(2),
I guess.
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Her comment (italicized, subscript (1)) in Excerpt 6 further shows that Debora holds a proper
understanding of a function. However, her following comment (italicized, subscript (2)) indicates
that she fails to make proper symbolic sense of E(𝑋) and Var(𝑋) by viewing 𝑋 as a variable and
the two symbols as functions of 𝑋 . Because both E(𝑋) and Var(𝑋) are fixed constants
determined by the parameters (such as 𝜇 and 𝜎) of a population, they cannot be viewed as
functions of 𝑋.

John’s verbal response was similar to Debora’s. In the survey, for sub-items 9e and 9f, John
wrote, “yes, I don’t have a good explanation” and “Yes,” respectively. Excerpt 7 is from John’s
interview. His last remark in Excerpt 7 (italicized) indicates that, as in Debora’s case, John
viewed the symbols E(𝑋) and Var(𝑋) as functions of a random variable, where the variable
takes on various values.
Excerpt 7
John:
… if I give values of 𝑋, we could get the same variances of 𝑋.
Interviewer: What does it mean to you to say that you have different values of 𝑋 here in statistics?
John:
Um, that would be a different random variable, different part of, different piece of the same
[inaudible].
Interviewer: Different data points? Or are you thinking like different random variables?
John:
No, I was thinking different points with the same variable.

Sub-items 9e and 9f intended to address the students’ understanding of the underlying
mathematical and structural notions; that is, the intensive meaning. The written and verbal
descriptions in Excerpts 5 through 7 along with the student outcomes in Table 8 show that John,
Debora and all the other students incorrectly viewed E(𝑋) and Var(𝑋) as functions of a variable.
In particular, five of the eight participants, including John and Debora, believed that 𝑋 would
vary and that E(𝑋) is a function of 𝑋 depending on the value 𝑋 takes. One of the other three
(Simon) saw E(𝑋) as changing depending on the sample taken. Two of the participants were
unable to clearly explain their ideas. The students’ performance on these two sub-items contrasts
with their survey responses to items 3 and 4, which intended to address the students’
understanding of the ostensive and actuative meanings of E(𝑋). On these two items, some
students successfully found the values of E(𝑋) (3b) and E(𝑋 2 ) (4b) (with success rates of 4 out
of 8 for 3b and 1 out of 8 for 4b, as shown in Table 6). This contrast shows that while the
students in general had failed to develop an understanding of the intensive meaning of these
symbols, some students had developed an understanding of the ostensive and actuative
meanings.
Mathematical Notions of EVORV. In addition to revealing how the students’ sense-making in
regard to EVORV was related with lexical and semiotic features, the qualitative analysis sheds
light on how the students understood the underlying mathematical notions. We provide evidence
of the students’ computational accuracy when doing calculations for finding the expected value
of (some expressions of) a random variable, which is a necessary procedure to determine the bias
of estimators. This was shown in the students’ answers to item 8 and their explanations of how
they did the problem.
8.

Let 𝑥1 , 𝑥2 , … , 𝑥10 be a sample of size 10 from a population with mean 𝜇 and variance 𝜎 2 . Consider the
𝑥 −𝑥 +3𝑥
𝑥 +2𝑥 +3𝑥
following expressions: 𝜃�1 = 1 2 3 and 𝜃�2 = 1 2 3.
3
3
a. Is 𝜃�1 an unbiased estimator of 𝜇?
b. Is 𝜃�2 an unbiased estimator of 𝜇?
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Debora’s answer to 8a was “yes.” Excerpt 8 is from her interview conversation on this question.
It also contains the work she did during the interview to show her understanding.
Excerpt 8
Interviewer: Can you explain why (you wrote yes to part a)?
Debora:
Because I did this formula. I did it like that…
(writing)
What is it you are trying to show to be able to say yes for part a?
I am trying to show that the expected value of 𝜃�1 is equal to the expected value of 𝜇.
Okay. Then what is the expected value of 𝜃�1 ?
𝑋�, I think.
Okay
No. The expected value of 𝜃�1 is…I think it is supposed to be µ’s because it is the proportion
that you are looking at. Since you get 3 over 3 that goes to 1…
Interviewer: Can you approach the problem by writing the expected value of 𝜃�1 first?…
Debora:
Interviewer:
Debora:
Interviewer:
Debora:
Interviewer:
Debora:

(writing)
I don’t know what it means.

As shown in Table 5, seven of the eight participants did the calculation properly and gave correct
answers to item 8. However, as illustrated in the conversation in Excerpt 8, when questioned
about the meaning, none of the students were able to explain the process of the calculation for
obtaining the expected value in connection with the meaning of biased or other relevant
implications of the expected value. This indicates the contrast between the students’ knowledge
of actuative meaning and their knowledge of intensive meaning. The data show that most of the
students possessed the actuative meaning of E(𝑋), which they needed for the computations to
find the expected values of a given statistic (an estimate, based on a sample of observed data, of
a population parameter). However, they had failed to develop, and thus they failed to explain,
knowledge of the intensive meaning of how the idea of weighted average yields a value or how
the expected value of a statistic connects to the meaning of biased.
Further evidence of undeveloped intensive meaning comes from the students’ verbal
responses regarding item 5. Item 5 tested students’ ability to manipulate symbols to find
expected values and variances, which is an essential part of doing computations properly.
5. Suppose 𝑋 is a random variable. Circle the statement if it is true in general.
a. E(𝑎𝑎) = 𝑎 ∙ E(𝑋)
e. Var(𝑎𝑎) = 𝑎 ∙ Var(𝑋)
b. E(𝑋 + 𝑏) = E(𝑋) + 𝑏
f. Var(𝑋 + 𝑏) = Var(𝑋) + 𝑏
g. Var(𝑎𝑎) = 𝑎2 ∙ Var(𝑋)
c. E(𝑋 2 ) = [E(𝑋)]2
d. E(𝑎𝑎) = 𝑎2 ∙ E(𝑋)

Table 9 shows the detailed results for each of the seven statements of item 5 from the eight
participants. In general, the students correctly determined which statements were valid, with
success rates ranging from 4/7 to 7/7. This is evidence that the students in general possessed the
foundational knowledge needed for developing actuative meaning. However, when the
interviewer asked the students to provide the reasoning for their answers, they were generally
unable to do so. In particular, while 7 of 8 student participants correctly determined the validity
of statement 5a, no one was able to explain the underlying meaning of the formula. For example,
John determined the validity of 5a correctly in the survey, but was unable to give his reasoning.
To the interviewer’s question, “Why do you think (the statement) a (E(𝑎𝑎) = 𝑎 ∙ E(𝑋)) is true?”
John answered, “…because, um, if I am not mistaking it, the distributive property…I can remove

×

×
×

×

×
×
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Renata

Kara

John

×
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a
b
c
d
e
f
g
Success rate

Debora

Table 9. Student Performance on Item 5
Participant

Norma
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×

×
×

×

×
4/7

×
4/7

4/7

6/7

5/7

6/7

5/7

7/7

Success rate

7/8
2/8
5/8
7/8
6/8
8/8
6/8
73.21%

Note: × indicates that the student determined the statement’s validity incorrectly.

any number from that and still get the same number.” In his answer, he does not explain how he
understands the statement or why the statement is true. He simply paraphrases the statement
E(𝑎𝑎) = 𝑎 ∙ E(𝑋), making an association with a mathematics rule. The same pattern appeared
again when he was asked to explain his answer to statement 5c, as shown in Excerpt 9.
Excerpt 9
Interviewer: …What about part c (of item 5)?
John:
That is definitely not right now that [inaudible] when I look at it after I explained what my
rationale for giving the other answer that doesn’t match.
Interviewer: Can you tell me what the answers are [again]? …Can you explain why you think differently
for c? You said based on what you’ve done…
John:
Um, because if the expected value of 𝑋 squared is, um, different from the expected value of 𝑋,
and if I take the expected value of 𝑋 to square it, it’s going to be a different number than the
expected value of x squared random variable.
Interviewer: How do you know this now? You didn’t know this before?
John:
[laughter] Um, I think it’s by looking back at how I calculated the expected value.
Interviewer: Okay. All right. And you circled (statement) g. How do you know that that is true?
John:
Um, I don’t know how I know, but I think I have seen that some time or been told that some
time. But I think it might be explained with the…if you look at the integrals, you define the
integrals a certain way.

John’s comments (italicized) in Excerpt 9 along with his other comments prior to the excerpt
show his inability to explicitly explain how he knew whether the statements in item 5 were valid.
Like John, the other students were not able to explicitly state how they knew the validity of the
statements in item 5. That is, while many students are able to distinguish valid statements from
invalid ones (evidence of developed actuative meaning), they often do not understand the
mathematical notions that underlie the computational properties. This is evidence of undeveloped
intensive meaning regarding EVORV and variance.

Discussion
In an attempt to identify the challenges that calculus statistics students face in learning the
statistics concept of EVORV, this study’s research questions addressed (1) how students make
sense of the phrase “the expected value of a random variable” and the symbol E(𝑋) in
conjunction with their lexical and semiotic features, and (2) how students connect the concept of
EVORV to the underlying mathematical notions. Regarding the first research question, the study
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findings showed that the majority of the students, at the end of their calculus statistics course,
were unable to make ostensive sense of the symbols E(𝑋) and Var(𝑋) and of the phrase
“expected value of a random variable.” Concerning this phrase, student comments such as “I
design the survey in such a way that I am not affecting (the sampling design)” (Aaron, Excerpt 2)
and “Because 𝑋 can be any of the three values” (Debora, Excerpt 1) indicate that the student
challenges in developing the ostensive meaning of “random variable” are associated with the
lexical ambiguity in the phrase. This finding is consistent with Kaplan, Fisher and Rogness’s
(2010) claim that the lexical ambiguity of “random sample” hinders students’ sense-making of
the phrase. Concerning the symbol E(𝑋), the results of the study showed that students generally
had developed its ostensive meaning (i.e., being able to describe E(𝑋) as the sum of the products
of each possible value and its associated probability) and actuative meaning (i.e., successfully
finishing the actual computation of the sum). However, the student responses to sub-items 9a and
9d provided evidence that most of the students failed to make ostensive sense of the symbol.
Regarding the second research question, the findings of this study suggest that most (if not
all) of the students had failed to develop an understanding of the statistics concept in relation to
its mathematical expression and underlying notions. That is, the students in general had not
developed a proper understanding of the intensive meaning of EVORV. Evidence for this claim
comes from (1) the responses to sub-items 9a and 9d, (2) the responses to item 9e, which reveal a
misconception of viewing E(𝑋) as a function of 𝑋, and (3) student comments after they found
the value of E(𝑋); for example, “I don’t know what it (E�𝜃�1 �) means” (Debora; Excerpt 8).
Further, we saw the widespread student misconception of E(𝑋) as a function of 𝑋, as revealed by
the student responses in item 9e. However, many students, without understanding the ostensive
and intensive meanings, had grasped the actuative meaning (computational accuracy in finding
the expected values), enabling them to answer computational questions about expected value.
The reasons for this contrast between the students’ grasp of ostensive–intensive and actuative
meanings seem likely to be related to the ambiguity inherent in the symbols and the phrase. The
symbol E(𝑋) involves semiotic ambiguity, so students develop misconceptions as they develop
their understanding of the expected value of a random variable in relation to the symbol. The
word “random” in the concept’s name involves lexical ambiguity, as it is used differently in
other statistics situations (as in random sampling) and in everyday life. These two types of
student misconceptions – one of the symbol E(𝑋), in which E(𝑋) is viewed as a function of X,
and the other of the phrase “random variable,” in which it is associated with the everyday
meaning of the word “random” – seem to share a common nature. The misconception of
“random variable” is caused by its lexical ambiguity, and the likely cause of the misconception
Figure 1. Students’ Sense-making for the Symbol 𝐸(𝑋) and the Phrase “Random Variable” (RV)
Column B: Lexical ambiguity of RV
Column A: Semiotic ambiguity of E(𝑋)
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of E(𝑋) is the semiotic ambiguity inherent in the symbol. We present the similar nature of these
lexical and semiotic ambiguities by juxtaposing them in Figure 1.

The symbol E(𝑋) represents a linear operator of the set of all possible random variables, and
is a fixed value once a random variable is determined. However, students’ habitual perception of
the symbol 𝑓(𝑥) as a function (or as a variable depending on the value of 𝑥) in mathematics
contexts may have caused them to think of E(𝑋) as a variable depending on the actual values
taken by the random variable 𝑋. That is, the students’ familiarity with the meaning of 𝑓(𝑥) in
mathematics may hinder their understanding of E(𝑋) in statistics due to the similar appearance
of the two symbols (see Column A of Table 10). The student misconception regarding random
variables (or random samples) is similar in that it is caused by lexical ambiguity: the familiar
everyday meaning of the word “random” hinders student understanding of the phrases “random
sample” (as shown by Kaplan et al., 2010) and “random variable” (as implied by this study) (see
Column B of Table 10).
The findings of this study have implications for developing statistical literacy and reasoning
at the calculus statistics level. According to Garfield (1999) and Rumsey (2002), developing
statistical literacy at the elementary statistics level requires students to understand statistics terms
and symbols. At the calculus statistics level, students are expected to go beyond this by making
sense of statistics symbols and phrases in connection with the relevant mathematical notions.
However, the study’s findings suggest that students commonly develop misconceptions when
making such connections with mathematics. The findings also provide evidence that such
misconceptions might arise from the semiotic features of statistics symbols and lexical features
of statistics phrases. Therefore, this study implies that instructors of calculus statistics should
acknowledge the semiotic and lexical ambiguities of statistics symbols and terms. Furthermore,
the study shows students’ lack of statistical reasoning ability. Ben-Zvi and Garfield (2004)
defined statistical reasoning at the elementary statistics level as an action of explaining statistical
processes and the thinking process of interpreting statistical results. This study showed that the
students lacked knowledge of the intensive meaning of EVORV: the participating students were
unable to explain EVORV in connection with its underlying mathematical concepts. This finding
implies the prevalence of a hindrance to developing statistical reasoning: insufficient
development of the knowledge needed to understand and explain statistical processes and
interpret statistical results based on mathematical concepts at the calculus statistics level.
In addition, the study’s findings lay the foundation for further studies related to developing
students’ ostensive and intensive meanings in calculus statistics, and point to several other
directions for future research. One avenue emerges from the premise that the concept of expected
value of a random variable is critical for students to develop an understanding of bias. Along
these lines, it is worth conducting a larger scale study to investigate whether students’
understanding of expected value, including the particular misconceptions they hold due to
ambiguous lexical and semiotic features, supports or hinders their understanding of bias. Another
avenue of research emerges from the need to identify and document the relationship between
students’ understanding of foundational mathematical concepts such as functions and definite
integrations and their attitudes toward calculus statistics or statistics in general. Such research
could be based on the larger existing body of research in statistics education, but focus on a finegrained description of how students’ understanding of mathematical notions is associated with
particular ways of conceiving statistics.
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Finally, this study adopted a qualitative methodology, collecting data from a small number of
students in a single class, in order to gain in-depth understanding and provide a detailed
description of students’ perceptions of EVORV. Although qualitative approaches can provide
rich descriptions and in-depth explorations (Myers, 2000), they can also limit the extent to which
a study’s implications can be generally applied. To generalize the findings in this study to a
larger statistics education community, it is essential to conduct larger scale research using more
quantitative methodologies.
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