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BIVARIANT HOPF CYCLIC COHOMOLOGY
ATABEY KAYGUN AND MASOUD KHALKHALI
Abstract. For module algebras and module coalgebras over an arbitrary bialgebra, we define two types
of bivariant cyclic cohomology groups called bivariant Hopf cyclic cohomology and bivariant equivariant
cyclic cohomology. These groups are defined through an extension of Connes’ cyclic category Λ. We
show that, in the case of module coalgebras, bivariant Hopf cyclic cohomology specializes to Hopf cyclic
cohomology of Connes and Moscovici and its dual version by fixing either one of the variables as the ground
field. We also prove an appropriate version of Morita invariance for both of these theories.
1. Introduction
In this paper we define two types of bivariant cyclic cohomology groups HC∗Hopf(A,A
′;M,M ′), and
HC∗H(A,A
′;M,M ′) where H is a bialgebra, A and A′ are H–module algebras andM andM ′ are stable H–
module/comodules. The modules M and M ′ appear as coefficients to twist the cyclic H–modules of A and
A′, respectively. We refer to the first theory as bivariant Hopf cyclic cohomology and to the second theory
as bivariant equivariant cyclic cohomology theory. We also define bivariant groups HC∗Hopf(C,C
′;M,M ′)
and HC∗H(C,C
′;M,M ′), where C and C′ are H–module coalgebras. These latter groups have much to
do with the Hopf cyclic cohomology of Hopf algebras first defined by Connes and Moscovici [4, 5, 6] and
its extensions developed in [8, 9, 12, 11]. More precisely, we show that for C = k the ground field and
M = k the trivial module, we have canonical isomorphisms between HC∗Hopf(k, C
′; k,M ′) and the Hopf
cyclic cohomology of the H–module coalgebra C′ with coefficients in M ′ as defined in [11]. It is shown
in [11] that when H is a Hopf algebra and M is an stable anti-Yetter–Drinfeld module this group reduces
to the Hopf cyclic cohomology of C defined in [8]. In particular for C′ = H a Hopf algebra, our theory
specializes to Connes-Moscovici’s Hopf cyclic cohomology for Hopf algebras. If, on the other hand, we
specialize the second leg to C′ = k and M ′ = k, the groups HC∗Hopf(C, k;M,k) are the dual Hopf cyclic
cohomology of C with coefficients in M . Here by duality we mean Connes’ duality for the cyclic category
Λ [1, 3] whose relevance to Hopf cyclic cohomology was first noticed in [13].
To define our bivariant groups we use the Ext bifunctor and Connes’ cyclic category Λ in an appropri-
ate H–equivariant setting. The bivariant equivariant theory is a non-trivial extension of the Hopf cyclic
(co)homology in that there are spectral sequences (Propositions 5.8 and 5.9) converging to it where Hopf
cyclic cohomology appears in the E2–term.
Our definitions immediately imply that for both theories we have associative composition, or Yoneda
products. There is also an analogue of Connes’ periodicity S-operator in our context coming from an
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external product: there are graded actions of the algebras HC∗H(k, k; k, k) and HC
∗
Hopf(k, k; k, k) on every
bivariant equivariant and bivariant Hopf cyclic cohomology modules
HC
p
H(k, k; k, k)⊗HC
q
H(X,X
′,M,M ′) → HCp+qH (X,X
′;M,M ′)
HC
p
Hopf(k, k; k, k)⊗HC
q
Hopf(X,X
′,M,M ′) → HCp+qHopf(X,X
′,M,M ′)
where the algebra HC∗Hopf(k, k; k, k) is the k–algebra generated by the S–operator. On the other hand, the
algebraHC∗H(k, k; k, k) is a combination of Ext
∗
H(k, k) and the k–algebra generated by the S–operator via a
spectral sequence of graded k–algebras (Corollary 3.12). Thus, one can see that bivariant equivariant cyclic
cohomology is a natural extension of both cyclic (co)homology and ordinary (co)homology of H–modules
in a unified theory.
The original motivation to develop a bivariant cyclic cohomology [10, 15, 7], first defined by Connes
in [1, 2] as an Ext group, was to define a receptacle for a bivariant Chern-Connes character defined on
(smooth) cycles of KK-theory. There is a similar question in our Hopf setting as well but we will not
address it in this paper.
Here is a plan of this paper. In Section 2 we define the category of (co)cyclic H–modules and give a
reinterpretation of these modules, and their variations, as left and right modules over a short list of algebras
all of which can be defined in terms of a single large algebra P(H). In Section 3 we prove some results in
homological algebra for the algebra P(H) and its modules we defined in Section 2. In Section 4 we define a
cyclic H–module associated with an H–module algebra with coefficients in a stable H–module/comodule.
Using this object we define bivariant Hopf and bivariant equivariant cyclic homology of a pair of H–module
algebras with coefficients in an arbitrary pair of stable H–module/comodules. By using the results of
Section 3, we also show how our theories relate to the ordinary cyclic homology and cohomology of algebras,
in combination with the cohomology of these algebras viewed simply asH–modules. In Section 5 we develop
the same theory for module coalgebras and we also investigate the connections of these bivariant theories
with Hopf cyclic cohomology. In Section 6 we develop the notion of H–categories and a cyclic homology
theory for H–categories. We show that (co)cyclic H–module associated with a module (co)algebra can also
be interpreted as an H–categorical invariant, which leads us to the Morita invariance.
Throughout this paper we assume k is a field and H is an associative/coassociative, unital/counital
bialgebra, or a Hopf algebra with an invertible antipode whenever it is necessary. By a (say, left-left)
H–module/comodule we mean a left H–module which is also a left H–comodule with no compatibility
assumption between action and coaction.
2. The category of cyclic H–modules and its variants
In this section we define the categories of cyclic and cocyclic H–modules where H is a bialgebra. We also
define closely related categories of para-(co)cyclic and pseudo-para-(co)cyclic H–modules. We show that
when H is a Hopf algebra, Connes’ fundamental isomorphism between the cyclic category and its dual [1],
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can be extended to all of the above categories. This plays an important role in our definition of bivariant
Hopf cyclic groups.
We denote Connes’s cyclic category by Λ. Recall from [1, 3, 14] that a cyclic (resp. cocyclic) object in
a category C is a contravariant (resp. covariant) functor X• : Λ→ C. A cyclic (resp. cocyclic) k–module is
simply a cyclic (resp. cocyclic) object in the category of k–modules. Given a cyclic module X• we denote
its cyclic homology groups by HC∗(X•). Similarly we write HC
∗(X•) to denote the cyclic cohomology of
a cocyclic module X•.
A remarkable property of Connes’ cyclic category is its self duality. It is shown in [1] that there is
a natural isomorphism of categories Λ −→ Λop. This fact plays almost no role in the cyclic homology
of algebras or coalgebras, but it is of considerable importance in Hopf cyclic cohomology as it was first
observed in [13]. In the sequel the cyclic duality unavoidably manifests itself in the Specialization Theorem
(Theorem 5.5).
Definition 2.1. Let H be a bialgebra. A (co)cyclic module X• is called a (co)cyclic H–module if (i)
for each n ≥ 0, the module Xn is a (left) right H–module and (ii) all the (co)cyclic structure morphisms
commute with the action of H . A para-(co)cyclic H–module is the same as a (co)cyclic H–module except
that the cyclic operators τn do not necessarily satisfy τ
n+1
n = idn for n ≥ 0. We may even drop the
condition that τn is invertible, if necessary.
To define our bivariant groups we have to reinterpret the (co)cyclic H–modules and its relatives as
modules over certain (non-unital and non-counital) bialgebras defined below. Here we define them as
algebras but we are going to prove in Proposition 3.10 that they really are non-unital and non-counital
bialgebras.
Definition 2.2. Let H [ΛN] be the algebra generated by H–linear combinations of the symbols ∂
n
i , σ
m
j and
τ ℓn for 0 ≤ n, 0 ≤ m, 0 ≤ i ≤ n+ 1, 0 ≤ j ≤ m and ℓ ∈ N satisfying
∂n+1i ∂
n
j =∂
n+1
j+1 ∂
n
i and σ
n−1
j σ
n
i = σ
n−1
i σ
n
j+1 for i ≤ j and τ
s
nτ
t
n = τ
s+t
n for s, t ∈ N(2.1)
σni ∂
n
i =σ
n
i ∂
n
i+1 = τ
0
n and ∂
n
i σ
n
j =


σn+1j+1 ∂
n+1
i if i ≤ j
σn+1j ∂
n+1
i+1 if i > j
(2.2)
∂ni τ
j
n =τ
i+p
n+1∂
n
q where (i+ j) = (n+ 1)p+ q with 0 ≤ q ≤ n(2.3)
τ inσ
n
j =σ
n
q τ
i+p
n+1 where (−i+ j) = (n+ 1)(−p) + q with 0 ≤ q ≤ n(2.4)
All other products between the generators are 0 and the product is extended H–linearly. We also define
another algebra H [ΛZ] where we allow τ
ℓ
n with ℓ ∈ Z. Define H [D] as the subalgebra generated by ∂
m
j and
H [DN] as the subalgebra generated by τ
i
n and ∂
m
j for all possible n,m, j and i ≥ 0. We finally define H [Λ+]
as the subalgebra generated by σnj and ∂
n
j where we only require 0 ≤ j ≤ n for any n ≥ 0.
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Definition 2.3. Define a k–algebra P(H) as an amalgamated product of k–algebras
P(H) := k[ΛZ] ∗
k[Λ+]
H [Λ+]
It is the k–algebra generated by the same generators and relations as H [ΛN] however we drop the relations
[x, τ in] = 0 for any x ∈ H and for all possible n ≥ 0 and i. Any left P(H)–module is called a pseudo-
para-cocyclic H–module and any right P(H)–module is called a pseudo-para-cyclic H–module. We define
another algebra P(H)′ by k[ΛN] ∗
k[Λ+]
H [Λ+] where we drop the condition that τn is invertible for n ≥ 0.
Remark 2.4. The difference between H [ΛZ] and P(H) is that for para-(co)cyclic modules (i.e. modules
of H [ΛZ]), the action of elements of H and the action of the generators τ
ℓ
n do necessarily commute while
for pseudo-para-(co)cyclic (i.e. modules of P(H)) this is not required.
Definition 2.5. Let H [Λ] be the quotient of H [ΛN] by the right (which is also a bilateral) ideal generated
by elements of the form (τn+1n − τ
0
n) for all x ∈ H and for all possible n and i. Define also H [DC ] as the
image of H [DN] under this quotient.
Definition 2.6. Let A be one of P(H), P(H)′, H [ΛN], H [ΛZ], H [Λ], H [DN] and H [DC ]. A left (or right)
A–module X• is called faithful if for every x ∈ X• there exists a finite number of elements yi ∈ X• and
integers ni ∈ N such that x =
∑
i τ
0
ni
yi (resp. x =
∑
i yiτ
0
ni
).
Throughout the paper, we will assume that all of our modules over the algebras A considered above are
faithful.
Lemma 2.7. Let A be one of the algebras H [ΛZ], H [Λ], H [DN], H [DC ]. Then the category of faithful
right (left) A–modules is isomorphic to the category of para-(co)cyclic, (co)cyclic, pre-para-(co)cyclic and
pre-(co)cyclic H–modules, respectively.
Proof. We will give the proof for pre-para-cocyclic case but the proof for the other cases are very similar.
Assume X• is a pre-para-cocyclic H–module. Then X• is a N–graded H–module with structure morphisms
∂nj , and τ
ℓ
n where ℓ, n ∈ N and 0 ≤ j ≤ n+1 which satisfy the conditions stated in Equations (2.1) through
(2.4) and the condition that τ0n(x) = x for any x ∈ Xn. In other words X• is a faithful left H [DN]–module.
Conversely, assume X• is a faithful left H [DN]–module. Define Xn as the submodule of X• consisting of
elements x such that x = τ0n(y) for some y ∈ X•. Note that since τ
0
n is idempotent τ
0
n(x) = x for any
x ∈ Xn. Moreover, since X• is faithful X• =
⊕
nXn by definition. The actions of the generators ∂
n
j
define a pre-cosimplicial structure on X•. For every n ≥ 0 we also have an action of N on Xn via τ
ℓ
n. We
must check that combination of these structure morphisms do really define a pre-para-cocyclic structure.
Consider Equation (2.3) for i = n+1 and j = 0 and we see that since i+ j = n+1 = (n+1)1+0 we must
have
∂nn+1 = τn+1∂
n
0
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Moreover, we observe that since j + 1 = (n+ 1)0 + j + 1 for 0 ≤ j ≤ n− 1 we get
∂nj τn =


τn+1∂
n
i+1 if 0 ≤ j ≤ n− 1
τ2n+1∂
n
0 if j = n
= τn+1∂
n
j+1
i.e. X• is a pre-para-cyclic H–module. 
From now on we will use the terms left (right) P(H)–module, H [ΛZ]–module, H [Λ]–module, H [DN]–
module and H [DC ]–modules and pseudo-para-(co)cyclic, para-(co)cyclic, (co)cyclic, pre-para-(co)cyclic and
pre-(co)cyclic H–module interchangeably.
The algebra P(H) plays an important role for us since all the algebras we described above can be
obtained from P(H). Almost all important properties of P(H) will descend on the rest of the algebras.
Proposition 2.8. Let A be one of P(H), H [ΛZ], H [Λ] and H [DC ]. If H is a Hopf algebra with an invertible
antipode then A is isomorphic to its opposite algebra via an isomorphism A
γ
−→ Aop.
Proof. We will give the isomorphism on P(H). The isomorphism for the other cases is obtained from this
isomorphism. We define P(H)
γ
−→ P(H)op by defining it on generators as
γ(∂nj ) =σ
n
j , γ(σ
n
j ) = ∂
n
j , γ(τn) = τ
−1
n and γ(h) = S(h)
for h ∈ H , 0 ≤ j ≤ n + 1. Note that since ∂nn+1 = τn+1∂
n
0 , one does not have a problem of defining
σnn+1 := γ(∂
n
n+1) := σ
n
0 τ
−1
n+1. It is routine to check that γ is an isomorphisms of algebras, since S is
invertible. 
Theorem 2.9. Let H be a Hopf algebra with an invertible antipode. Then the categories of (pseudo-)(pre-
)(para-)cocyclic and (pseudo-)(pre-)(para-)cyclic H–modules are isomorphic.
Proof. We are going to give the proof for pseudo-para-cyclic modules. The proof for the other cases is
similar. We define a functor
( · )∨ : P(H)–Mod −→Mod–P(H)
as follows: for every pseudo-para-cocyclic H–module Y•, the module Y
∨
• is the same as Y•. However, for
every Ψ ∈ P(H) and y ∈ Y•, we define yΨ := γ(Ψ)y. In the opposite direction, ( · )
∨ : Mod–P(H) −→
P(H)–Mod is defined similarly. However, given any para-cyclicH–module X• and x ∈ X
∨
• and Ψ ∈ H [ΛZ]
we define Ψx := xγ−1(Ψ). This way, one can see that (Z∨• )
∨ is Z• itself for any pseudo-para-(co)cyclic
module Z•. 
Corollary 2.10. Let A be one of P(H), H [ΛZ], H [Λ], H [DC ]. Let X• and Y• be two right A–modules.
Then one has an isomorphism of k–modules
HomA(X•, Y•) ∼= HomA(X
∨
• , Y
∨
• )
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The functor we defined in Theorem 2.9 extends the cyclic duality functor defined by Connes [1]. As
is observed in [13] all the classical examples coming from the cyclic and cocyclic modules of algebras and
coalgebras are all ‘one-sided’. That is, if X is a (co)algebra and if C∗(X) is the ordinary (co)cyclic module
associated with X , then the cyclic dual C∗(X)
∨ has trivial homology. However, for an arbitrary (co)cyclic
H–module this need not be the case. For example, for a Lie algebra g, both C•(U(g), k) (Definition 5.2) and
C•(U(g), k)
∨ are homologically non-trivial. For example their periodic cyclic (co)homologies are computed
in [4] and [12] respectively, and shown to be both isomorphic to the Lie algebra homology of g with trivial
coefficients.
3. (Co)Homology of (co)cyclic H–modules
Our goal in this section is to extend some results of [1] from the category of (co)cyclic k–modules to the
category of (co)cyclic H–modules.
Let A be one of the algebras P(H), H [ΛZ], H [Λ], H [DC ]. We consider the N–graded k–module k• =⊕
n≥0 k as a left A–module by letting H act by the counit H
ε
−→ k and by identity for the rest of the
generators.
Proposition 3.1. Let H = k. Then for any cyclic module X• we have natural isomorphisms
Ext∗k[Λ](X•, k
∨
• )
∼= HC∗(X•) Tor
k[Λ]
∗ (X•, k•)
∼= HC∗(X•)
Proof. In [1, Section 4] a projective biresolution of k∨• (k
♯ in Connes’ notation) is developed. Connes uses
this particular resolution to obtain the first part of the Proposition. The second part follows immediately.

Lemma 3.2. Assume we have two left k[Λ]–modules, i.e. cocyclic k–modules, X• and Y•. Then one has
a natural isomorphism of k–modules of the form
X∨• ⊗
k[Λ]
Y•
t
−→ Y ∨• ⊗
k[Λ]
X•
Proof. The isomorphism is defined by the transposition t(x ⊗ y) = (y ⊗ x) for any x ⊗ y in X∨• ⊗
k[Λ]
Y•.
However, we must prove that the morphism t is well-defined. For that purpose, we recall that X∨• ⊗
k[Λ]
Y• is
a quotient of X∨• ⊗ Y• by the k–submodule generated by elements of the form (xΨ ⊗ y)− (x⊗ Ψy) where
x ∈ X∨• , y ∈ Y• and Ψ ∈ k[Λ]. However, recall from Theorem 2.9 that xΨ := γ(Ψ)x therefore
t((xΨ ⊗ y)− (x ⊗Ψy)) = (y ⊗ γ(Ψ)x)− (yγ−1(Ψ)⊗ x)
However, H = k, k[Λ]
γ
−→ k[Λ]op is an involution. The result follows. 
Remark 3.3. In the general situation when H 6= k, Lemma 3.2 would work only if one has (i) S2 = id on
H or (ii) one of the modules involved has the property that γ2(Ψ)z = Ψz for any Ψ. k• and k
∨
• are two
important examples of such H [Λ]–modules while H• and H
∨
• are not unless S
2 = id.
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Proposition 3.4. Let H = k. Then for any cocyclic module Y• we have natural isomorphisms
Tork[Λ]∗ (k
∨
• , Y•)
∼= HC∗(Y
∨
• ) Ext
∗
k[Λ](Y•, k•)
∼= HC∗(Y ∨• )
Moreover,
Ext∗k[Λ](k•, Y•)
∼= HC∗(Y•)
Proof. The first assertion easily follows from Lemma 3.2. For the second assertion, we observe that ( · )∨
is an isomorphism of categories which means one has a natural isomorphism of functors (Corollary 2.10)
Homk[Λ]( · , k•) ∼= Homk[Λ](( · )
∨, k∨• )
∼= Homk
(
( · )∨ ⊗
k[Λ]
k•, k
)
by using the fact that for the trivial cocyclic module k•, the k–vector space dual and the cyclic dual are
isomorphic. Then we use Lemma 3.2 again. The last part of our assertion uses the projective resolution
C∗,∗ of k∨• developed in [1, Section 4] which actually is a double complex. Note that since ( · )
∨ provides
an isomorphism of categories, (C∗,∗)∨ is a projective resolution of k•. We observe that for this specific
resolution, the homology of the double complex Homk[Λ]((C
∗,∗)∨, Y•) is exactly the cocyclic double complex
of the cocyclic k–module Y•. 
Proposition 3.5. Let X• be a cyclic H–module. Then there are three spectral sequences with
E2p,q = HC
p(TorHq (X•, k))
′E2p,q = Homk(Tor
H
p (HC
q(X•), k), k)
′′E2p,q = Ext
p
H(HCq(X•), k)
converging to Ext∗H[Λ](X•, k
∨
• ).
Proof. Note that one can write the right exact contravariant functor HomH[Λ]( · , k
∨
• ) as a composition of
two right exact functors in three different ways as
HomH[Λ]( · , k
∨
• )
∼= Homk
(
( · )⊗
H
k ⊗
k[Λ]
k•, k
)
∼= Homk
(
( · ) ⊗
H[Λ]
H• ⊗
H
k, k
)
∼= HomH
(
( · ) ⊗
H[Λ]
H•, k
)
The result follows after using the fact that k is a field, Proposition 3.1, and a Grothendieck spectral sequence
argument. 
Proposition 3.6. Let Y• be a cocyclic H–module. Then there are two spectral sequences with
E2p,q = HC
p(ExtqH(k, Y•))
′E2p,q = Ext
p
H(k,HC
q(Y•))
converging to Ext∗H[Λ](k•, Y•).
Proof. Note that we can write the left exact functor HomH[Λ](k•, · ) as a composition of left exact functors
in two different ways as
HomH[Λ](k•, · ) ∼= Homk[Λ](k•,HomH(k, · )) ∼= HomH(k,HomH[Λ](H•, · ))
The result follows after using Proposition 3.4 another Grothendieck spectral sequence argument, this time
for composition of left exact functors. 
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Proposition 3.7. There are two spectral sequences with
E
p,q
2 = HC
p(TorHq (Y
∨
• , k))
′E
p,q
2 = Ext
p
H(HCq(Y
∨
• ), k)
converging to Ext∗H[Λ](Y•, k•).
Proof. The proof of the first claim follows after observing the following sequence of isomorphism of functors
HomH[Λ]( · , k•) ∼= HomH[Λ](( · )
∨, k∨• )
∼= Homk
(
( · )∨ ⊗
H[Λ]
k•, k
)
∼= Homk
(
( · )∨ ⊗
H
k ⊗
k[Λ]
k•, k
)
by using a Grothendieck spectral sequence argument. For the second claim we observe another sequence
of isomorphisms
HomH[Λ]( · , k•) ∼= Homk
(
( · )∨ ⊗
H[Λ]
k•, k
)
∼= HomH
(
( · )∨ ⊗
H[Λ]
H•, k
)
and we use another Grothendieck spectral sequence. 
Let A be one of P(H), H [ΛZ], H [Λ], H [DN] or H [DC ].
Proposition 3.8. There is a morphism of algebras of the form A
λ
−→ H ⊗ A. This yields two functors
Lλ : H ⊗A–Mod −→ A–Mod and Rλ :Mod–H ⊗A −→Mod–A.
Proof. We will give the proof for P(H). The proofs for the other cases are similar. We define λ on the
generators by
λ(∂nj ) = 1H ⊗ ∂
n
j λ(σ
n
i ) = 1H ⊗ σ
n
i λ(τ
ℓ
n) = 1H ⊗ τ
ℓ
n λ(h) = h(1) ⊗ h(2)
for any n,m ≥ 0, ℓ ∈ Z and h ∈ H . Since H is a bialgebra, we know that H
∆
−→ H ⊗H is a morphism of
k–algebras. This proves the first assertion. As for the second assertion, given a left H ⊗A–module X• we
define Lλ(X•) = X• on the object level. We define a left A–module structure on Lλ(X•) by letting
Ψ(x) := (Ψ(−1) ⊗Ψ(0))(x)
for any x ∈ X• and for any Ψ ∈ A where we use Sweedler’s notation λ(Ψ) = (Ψ(−1) ⊗Ψ(0)). 
Theorem 3.9. For any left (or right) A–modules X• and Y• the bivariant cohomology Ext
∗
A(X•, Y•) is a
graded Ext∗H(k, k)–module.
Proof. We have an action
ExtpH(k, k)⊗ Ext
q
A(X•, Y•) −→ Ext
p+q
H⊗A(k ⊗X•, k ⊗ Y•)
L∗λ−−→ Extp+qA (X•, Y•)
The action is associative since A
λ
−→ H ⊗ A is a coassociative coaction and Lλ(k• ⊗ X•) ∼= X• for any
A–module X•. 
Proposition 3.10. A is a non-unital, non-counital bialgebra.
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Proof. We will give the proof for A = P(H). The proofs for the other cases are similar. We define a
comultiplication ∆ by defining it only on the generators. We let ∆(h) = h(1) ⊗ h(2) for any h ∈ H . The
rest of the generators are group-like, i.e.
∆(∂ni ) = ∂
n
i ⊗ ∂
n
i ∆(σ
n
j ) = σ
n
j ⊗ σ
n
j ∆(τ
ℓ
n) = τ
ℓ
n ⊗ τ
ℓ
n
for all possible m,n, i, j, ℓ. It is routine to check that the comultiplication gives us a morphism of algebras
A
∆
−→ A⊗A. 
Theorem 3.11. Ext∗A(k•, k•) is a graded k–algebra and the bivariant cohomology groups Ext
∗
A(X•, Y•)
form a graded k–module over Ext∗A(k•, k•).
Proof. The proof is very similar to the proof of Theorem 3.9 after observing that A is a bialgebra is
equivalent to the fact that A
∆
−→ A ⊗ A is a coassociative coaction and that L∆(k• ⊗ X•) is naturally
isomorphic to X• as A–modules. 
Corollary 3.12. There is a spectral sequence of graded algebras with
E
p,q
2 = Ext
p
H(k, k)⊗HC
q(k•)
converging to Ext∗H[Λ](k•, k•).
Proof. We will use the spectral sequence in Proposition 3.6. Note that Ext∗H[Λ](H•, k•) is the ordinary
cyclic cohomology of k viewed as a coalgebra. Therefore it is the polynomial algebra k[u] generated by an
element of degree 2 with the trivial H–action. 
The bivariant theory we defined above is essentially anH–linear version of Connes’ bivariant cyclic theory
[1, 2] as studied by [15]. One can also define a Jones-Kassel [10] variant of the cohomology we developed
above as follows. Instead of using the derived category ofH [Λ]–modules, one can use the derived category of
unbounded H–linear chain complexes. For the positive cyclic theory we first chose an arbitrary projective
resolution R•,∗ of k• (cocyclic H–module of k considered as a H–module coalgebra) in the category of
cocyclic H–modules and consider the differential graded k–module X• ⊗
H[Λ]
R•,∗ for a cyclic H–module
X• and HomH[Λ](R•,∗, Y•) for a cocyclic H–module Y•. These associations are functorial. Denote these
functors by CP JK∗ (X•) and CP
∗
JK(Y•) respectively. As long as our (co)cyclic objects are H-(co)unital, one
can replace CJK∗ (X•) and C
∗
JK(Y•) by the corresponding (b, B)–complexes of X• and Y•. These complexes
have an intrinsic degree ±2 endomorphism due to the fact that cohomology of cyclic groups have such an
endomorphism. This is Connes’ periodicity operator S. Therefore, CJK∗ (X•) and C
∗
JK(Y•) are differential
graded H [S]–modules where deg(S) = ±2 depending on whether we have a cyclic or cocyclic H–module.
Then for two right H [Λ]–modules X• and X
′
• and two left H [Λ]–modules Y• and Y
′
• we define two bivariant
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functors
HC∗JK(X•, X
′
•) :=Ext
∗
H[S](CP
JK
∗ (X•), CP
JK
∗ (X
′
•))
HC∗JK(Y•, Y
′
•) :=Ext
∗
H[S](CP
∗
JK(Y•), CP
∗
JK(Y
′
•))
where Ext functors are the morphisms in the derived category of unbounded chain complexes of H [S]–
modules. Since the associations X• 7→ CP
JK
∗ (X•) and Y• 7→ CP
∗
JK(Y•) are functorial, we have well-defined
morphisms, called comparison morphisms, as
Ext∗H[Λ](X•, X
′
•)
CPJK−−−−→ Ext∗H[S](CP
JK
∗ (X•), CP
JK
∗ (X
′
•))
Ext∗H[Λ](Y•, Y
′
•)
CPJK
−−−−→ Ext∗H[S](CP
∗
JK(Y•), CP
∗
JK(Y
′
•))
There are also negative and periodic versions of this bivariant cohomology theory which admit comparison
morphisms, similar to the comparison morphisms we gave above, from our bivariant theory. For the negative
and periodic cyclic theories we replace R•,∗ with two specific unbounded differential graded cocyclic H [S]–
modules.
4. Bivariant Hopf and bivariant equivariant cyclic cohomology of module algebras
Recall that an algebra A is called a right H–module algebra if (i) A is a right H–module and (ii) the
multiplication map A ⊗ A → A is an H–module morphism, i.e. (a1a2)h = (a1h(1))(a2h(2)) for any h ∈ H
and a1, a2 ∈ A. If A is unital, we also require (1A)h = ε(h)1A for any h ∈ H .
Definition 4.1. Let A be an H–module algebra and M be a right-right H–module/comodule. Define a
right P(H)–module T•(A,M) by letting Tn(A,M) := A
⊗n+1 ⊗M and
(a0 ⊗ · · · ⊗ an ⊗m)τn =anm(1) ⊗ a0 ⊗ · · · ⊗ an−1 ⊗m(0)
(a0 ⊗ · · · ⊗ an ⊗m)∂
n−1
j =


a0 ⊗ · · · ⊗ ajaj+1 ⊗ · · · ⊗m if 0 ≤ j ≤ n− 1
(anm(1))a0 ⊗ a1 ⊗ · · · ⊗ an−1 ⊗m(0) if j = n
(a0 ⊗ · · · ⊗ an ⊗m)σ
n
i =a0 ⊗ · · · ⊗ ai ⊗ 1A ⊗ ai+1 ⊗ · · · ⊗m
(a0 ⊗ · · · ⊗ an ⊗m)h =(a0h(2))⊗ · · · ⊗ (anh(n+2))⊗mh(1)
for h ∈ H , 0 ≤ j ≤ n and 0 ≤ i ≤ n, and a0 ⊗ · · · ⊗ an ⊗m in Tn(A,M).
Definition 4.2. Let A andM be as before. We define Q•(A,M) as the largest quotient of T•(A,M) which
is a cyclic H–module. Equivalently, we have
Q•(A,M) := T•(A,M) ⊗
P(H)
H [Λ]
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Definition 4.3. Let A and A′ be H–module algebras and M and M ′ be H–module/comodules. We define
the bivariant equivariant cyclic cohomology of the pair (A,A′) with coefficients in the pair (M,M ′) as
HC∗H(A,A
′;M,M ′) := Ext∗H[Λ](Q•(A,M), Q•(A
′,M ′))
In the special case where M = M ′ = k and H = k, our definition reduces to Connes’ bivariant cyclic
theory [2, 15]:
HC∗k(A,A
′; k, k′) ∼= HC∗(A,A′)
It is also immediate from our definition that we have a graded associative product, defined by composition
HC
p
H(A,A
′;M,M ′)⊗HCqH(A
′, A′′;M ′,M ′′) −→ HCp+qH (A,A
′′;M,M ′′)
In particular each bivariant group HC∗H(A,A;M,M) is a graded associative algebra.
In Theorem 3.9 we show that bivariant cyclic cohomology of cyclic H–modules are graded modules over
the graded algebra Ext∗H(k, k). Specializing to our present case, we obtain
Proposition 4.4. The bivariant equivariant cyclic cohomology groups HC∗H(A,A
′;M,M ′) are graded mod-
ules over the graded k–algebra Ext∗H(k, k).
Corollary 4.5. Let G be a group and let A and A′ be G–algebras. Then the bivariant equivariant cyclic
cohomology groups HC∗k[G](A,A
′;M,M ′) are graded modules over the group cohomology algebra H∗(G, k)
for any pair of G–module/comodules M , M ′.
Corollary 4.6. Let g be a Lie algebra and let A, and A′ be U(g)–module algebras, i.e. g acts on A and A′
by derivations. Then the bivariant equivariant cyclic cohomology groups HC∗U(g)(A,A
′;M,M ′) are graded
modules over the Lie algebra cohomology H∗(g, k) for any pair of U(g)–module/comodules M , M ′.
Now we shift our attention to a different kind of bivariant cyclic (co)homology of H–module algebras.
Definition 4.7. Given an H–module algebra A and an H–module/comodule M we define a cyclic k–
module
C•(A,M) := Q•(A,M)⊗
H
k
With this definition at hand, we define Hopf cyclic homology and cohomology of the triple (A,H,M) by
HCHopf∗ (A,M) := Tor
k[Λ]
∗ (C•(A,M), k•) HC
∗
Hopf(A,M) := Ext
∗
k[Λ](C•(A,M), k
∨
• )
Note that, if H = k and M = k, this definition reduces to the ordinary cyclic (co)homology of algebras.
Note also that we can define another bivariant cyclic theory, called bivariant Hopf cyclic cohomology, of
H–module algebras as
HC∗Hopf(A,A
′;M,M ′) := Extk[Λ](C•(A,M), C•(A
′, C′))
for any pair of H–module algebras A and A′ and any pair of stable H–module/comodules M and M ′.
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5. Bivariant Hopf and bivariant equivariant cyclic cohomology of module coalgebras
Recall that a coalgebra C is called a left H–module coalgebra if (i) C is a left H–module and (ii) the
comultiplication map C
∆
−→ C ⊗C is an H–module morphism, i.e. one has ∆(h(c)) = h(1)(c(1))⊗ h(2)(c(2))
for any h ∈ H and c ∈ C. Also, if C is counital then we require ε(h(c)) = ε(h)ε(c) for any h ∈ H and
c ∈ C.
Definition 5.1. Let C be a left H–module coalgebra andM be a left-left H–module/comodule. We define
a left P(H)–module T•(C,M) by letting
Tn(C,M) = C
⊗n+1 ⊗M
with the P(H)–action defined as
τn(c
0 ⊗ · · · ⊗ cn ⊗m) =c1 ⊗ · · · ⊗ cn ⊗m(−1)c
0 ⊗m(0)
∂nj (c
0 ⊗ · · · ⊗ cn ⊗m) =


c0 ⊗ · · · ⊗ cj(1) ⊗ c
j
(2) ⊗ · · · ⊗m if 0 ≤ j ≤ n
c0(2) ⊗ c
1 ⊗ · · · ⊗ cn ⊗m(−1)c
0
(1) ⊗m(0)) if j = n+ 1
σn−1i (c
0 ⊗ · · · ⊗ cn ⊗m) =ε(ci)(c0 ⊗ · · · ⊗ ci−1 ⊗ ci+1 ⊗ · · · ⊗ cn ⊗m
h(c0 ⊗ · · · ⊗ cn ⊗m) =h(1)(c0)⊗ · · · ⊗ h(n+1)(cn)⊗ h(n+2)m
defined for 0 ≤ j ≤ n+ 1, 0 ≤ i ≤ n− 1, h ∈ H and c0 ⊗ · · · ⊗ cn ⊗m from Tn(C,M).
Definition 5.2. Assume C, H , and M are as above. We define two cocyclic k–modules
Q•(C,M) := H [Λ] ⊗
P(H)
T•(C,M) C•(C,M) := k[Λ] ⊗
P(H)
T•(C,M)
The latter can also be defined as C•(C,M) = k ⊗
H
Q•(C,M).
Definition 5.3. We define the bivariant Hopf cyclic cohomology groups of a pair of H–module coalgebras
C,C′ and a pair of H–module/comodules M,M ′ as
HC∗Hopf(C,C
′;M,M ′) = Ext∗k[Λ](C•(C,M), C•(C
′,M ′))
Recall from [9] that an arbitrary right-right (resp. left-left) H–module/comodule M is called stable if
one hasm(0)m(1) = m (resp. m(−1)m(0) = m) for anym ∈M . When H is a Hopf algebra with an invertible
antipode, M is called an anti-Yetter-Drinfeld module if
(hm)(−1) ⊗ (hm)(0) = h(1)m(−1)S
−1(h(3))⊗ h(2)m(0)
for any h ∈ H and m ∈ M . Following [9], we will refer stable anti-Yetter-Drinfeld modules as SAYD-
modules.
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When H is a bialgebra, in [11] for an H–module coalgebra C and a stable H–module/comodule M , we
defined a para-cocyclic H–module PCM∗(C,H,M) as the largest quotient of T•(C,M) which is a para-
cocyclic H–module. In other words PCM∗(C,H,M) := H [ΛZ] ⊗
P(H)
T•(C,M). Then we used the product
k ⊗
H
PCM∗(C,H,M) to compute the bialgebra cyclic homology of the triple (C,H,M). It is also shown in
[11] that when H is a Hopf algebra with an invertible antipode and M is an SAYD module this complex
reduces to the Hopf cyclic complex triple (C,H,M) [8].
Lemma 5.4. Let C be an H–module coalgebra and M be a stable H–module/comodule. Then one has
an isomorphism of cocyclic k–modules k ⊗
H
PCM∗(C,H,M) ∼= C•(C,M). In other words, C•(C,M) is
isomorphic to the cocyclic k–module which yields bialgebra cyclic homology in [11].
Proof. Notice that τn+1n (c
0⊗· · ·⊗cn⊗m) = m(−1)(c
0⊗· · ·⊗cn⊗m(0)) for any n ≥ 0 and (c
0⊗· · ·⊗cn⊗m)
in Q•(C,M). 
Now, Lemma 5.4 implies that if C = H is a Hopf algebra and M is a SAYD module then C•(H,M)
isomorphic to the cocyclic k–module of [8] which is used to compute Hopf cyclic cohomology. Which in
turn means if H is a Hopf algebra which admits a modular pair (σ.δ) in involution [4] and M = k(σ,δ) is the
1-dimensional H–module/comodule associated with the modular pair (σ, δ) in involution, then C•(H, k(σ,δ))
is the cocyclic module of [4, 6] which computes Hopf cyclic cohomology of such a Hopf algebra.
Theorem 5.5 (Specialization theorem). Let C be an H–module coalgebra and M be a stable H–
module/comodule. Bivariant Hopf cyclic cohomology groups HC∗Hopf(k, C; k,M) are the Hopf cyclic coho-
mology groups of the triple (C,H,M). Bivariant Hopf cyclic cohomology groups HC∗Hopf(C, k;M,k) are the
cyclic cohomology groups of the dual cyclic module C•(C,M)
∨.
Proof. Proof easily follows from Proposition 3.4 and Lemma 5.4. 
As in the case of ordinary bivariant cyclic cohomology, the bivariant Hopf cyclic cohomology carry an
additional structure. The proof of the following Proposition is the same as its ordinary counterpart in
cyclic homology of algebras [15, 1].
Proposition 5.6. Bivariant Hopf cyclic cohomology groups HC∗Hopf(C,C
′;M,M ′) of a pair of H–module
coalgebras C,C′ and a pair of stable H–module/comodules M,M ′ are graded modules over the polynomial
algebra k[u] = Extk[Λ](k•, k•) where deg(u) = 2.
Now we shift our attention to a different kind of a bivariant cyclic (co)homology ofH–module coalgebras.
Definition 5.7. For a pair of H–module coalgebras C and C′ and a pair of H–module/comodules M and
M ′ we define bivariant equivariant cyclic homology
HC∗H(C,C
′;M,M ′) := Ext∗H[Λ](Q•(C,M), Q•(C
′,M ′))
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Proposition 5.8. Let C be an H–module coalgebra and M be a H–module/comodule. Then there is a
spectral sequence with
E
p,q
2 = HC
p(ExtqH(k,Q•(C,M)))
converging to the bivariant equivariant cyclic cohomology groups HC∗H(k, C; k,M). In particular, if H is
semi-simple then HC∗H(k, C; k,M) is the Hopf cyclic homology of the pair (C,M).
Proof. Proposition 3.6. 
Proposition 5.9. Let C be an H–module coalgebra and M be a H–module/comodule. Then there is a
spectral sequence with
E2p,q = HC
p(TorHq (Q•(C,M)
∨, k))
converging to the bivariant equivariant cyclic cohomology groups HC∗H(C, k;M,k). In particular for q = 0
we see that E2p,0 is the dual Hopf cyclic cohomology of the triple (C,H,M).
Proof. We use Proposition 3.7 to get the spectral sequence. Second assertion follows from Lemma 5.4. 
The following Proposition is an immediate consequence of the Theorem 3.9.
Proposition 5.10. The bivariant equivariant cohomology groups HC∗H(C,C
′;M,M ′) are graded modules
over the graded algebra Ext∗H(k, k).
Corollary 5.11. Let G be a group and let C be a G–coalgebra. Then the bivariant equivariant cyclic
cohomology modules HC∗k[G](C,C
′;M,M ′) are graded modules over the group cohomology H∗(G, k) for any
pair C,C′ of k[G]–module coalgebras and any pair M,M ′ of k[G]–module/comodules.
Corollary 5.12. Let g be a Lie algebra and let C be a U(g)–module coalgebra. Then the bivariant equivari-
ant cyclic cohomology modules HC∗U(g)(C,C
′;M,M ′) are graded modules over the Lie algebra cohomology
H∗(g, k) for any pair C,C′ of U(g)–module coalgebras and any pair M,M ′ of U(g)–module/comodules.
6. Cyclic (co)homology of H–categories and Morita invariance
Let H be an arbitrary Hopf algebra. Our goal in this section is to extend the formalism of Hopf cyclic
cohomology to a certain class of additive categories that we call H–categories. We show that if an H–
category C is separated over a subcategory E , the Hopf cyclic and equivariant cyclic (co)homology groups
of C and E are isomorphic. From this one easily derives Morita invariance theorems for Hopf cyclic and
equivariant cyclic (co)homology theories we developed previous sections.
Definition 6.1. A small k–linear category C is called an H–category if (i) for every pair of objects X and
Y the set of morphisms HomC(X,Y ) is a left H–module, (ii) h(idX) = ε(h)idX for any X ∈ Ob(C) and
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h ∈ H , and (iii) the composition of morphisms is H–equivariant, i.e.
h(fg) = h(1)(f)h(2)(g)
for every pair Z
f
←− Y and Y
g
←− X of composable morphisms. A functor of H–categories F : C −→ C′ is
called an H–equivariant functor if the structure morphisms
FX,Y : HomC(X,Y ) −→ HomC′(F (X), F (Y ))
are morphisms of H–modules, i.e. FX,Y (h(f)) = h(FX,Y (f)) for any pair of objects X and Y in C and for
any h ∈ H and f ∈ HomC(X,Y ).
Definition 6.2. A morphism X
f
←− Y in an H–category C is called H–invariant if h(f) = ε(h)f for any
h ∈ H . The subcategory of H-invariant morphisms of C is denoted by HC.
Our main source of examples of H–categories will come from H–equivariant modules over H–module
algebras.
Definition 6.3. Let A be a unital H–module algebra. A left A–module P is called an H–equivariant
A–module if (i) P is an H–module and (ii) the module action A⊗P → P is a morphism of H–modules i.e.
h(ax) = h(1)(a)h(2)(x)
for any a ∈ A, h ∈ H and x ∈ P . Similarly, one can defineH–equivariant left A–modules andH–equivariant
A–bimodules.
Example 6.4. Let H be a Hopf algebra and A be an arbitrary H–module algebra. Let modH–A be the
category of all finitely generated H–equivariant right A–modules with all morphisms of right A–modules
between them. For a pair of objects X and Y we define an H–action on HomA(X,Y ) by letting h(f)(x) =
h(1)f(S(h(2))x) for any x ∈ X and f ∈ Homk(X,Y ). It is easy to check that h(f) is still a morphism of
right A–modules:
(hf)(xa) =h(1)f(S(h(2))(xa)) = h(1)f(S(h(3))(x)S(h(2))(a))
=h(1)f(S(h(4))(x))h(2)S(h(3))(a) = (hf)(x)a
for any x ∈ X , a ∈ A and h ∈ H . So modH–A is an H–category. Note that
HmodH–A is the subcategory
of finitely generated H–equivariant A–modules with H–linear and A–linear morphisms.
Example 6.5. Let H and A be as before. One can also consider freeH–A the category of finitely generated
free A–modules, which are H–equivariant A–modules automatically. There is also ∗AH the category which
consists of only one object A considered as an H–equivariant right A–module.
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Example 6.6. A projective A–module P is called H–equivariantly projective if (i) there exists another A–
module Q such that F = P ⊕Q is a free A–module (with the inherent H–equivariant A–module structure)
and (ii) the canonical epimorphism F
πP−−→ P is H–invariant. The subcategory of modH–A which consists
of finitely generated H–equivariantly projective right A–modules is denoted by projH–A.
Definition 6.7. Let C be an H–category and M be a stable H–module/comodule. We define a pseudo-
para-cyclic module (i.e. a right P(H)–module) T•(C,M) by letting
Tn(C,M) =
⊕
X0,...,Xn
HomC(X1, X0)⊗ · · · ⊗HomC(Xn, Xn−1)⊗HomC(X0, Xn)⊗M
We define structure morphisms as follows:
(f0 ⊗ · · · ⊗ fn ⊗m)τn =m(−1)fn ⊗ f0 ⊗ · · · ⊗ fn−1 ⊗m(0)
(f0 ⊗ · · · ⊗ fn ⊗m)∂
n−1
j =


f0 ⊗ · · · ⊗ fjfj+1 ⊗ · · · ⊗ fn ⊗m if 0 ≤ j ≤ n− 1
(m(−1)fn)f0 ⊗ f1 ⊗ · · · ⊗ fn−1 ⊗m(0) if j = n
(f0 ⊗ · · · ⊗ fn ⊗m)σ
n
j =


f0 ⊗ · · · ⊗ fj ⊗ idXj+1 ⊗ fj+1 ⊗ · · · ⊗ fn ⊗m if 0 ≤ j ≤ n− 1
f0 ⊗ · · · ⊗ fn ⊗ idX0 ⊗m if j = n
(f0 ⊗ · · · ⊗ fn ⊗m)h =S
−1(h(n+2))(f0)⊗ · · · ⊗ S
−1(h(2))(fn)⊗ S
−1(h(1))(m)
for any n ≥ 0, 0 ≤ j ≤ n, h ∈ H , and f0 ⊗ · · · ⊗ fn ⊗m ∈ Tn(C,M).
Definition 6.8. For an H–category C and an stable H–module/comodule M we define Q•(C,M) as the
largest quotient of T•(C,M) which is a cyclic H–module. In other words we divide T•(C,M) by the graded
H–submodule and a cyclic k–module generated by elements of the form
(Ψ)[x, τ in] + (Φ)(τ
n+1
n − τ
0
n)
for x ∈ H , n, i ∈ N and Ψ,Φ ∈ Tn(C,M). Equivalently we have
Q•(C,M) := T•(C,M) ⊗
P(H)
H [Λ]
Assume A∗ and B∗ are two pre-simplicial H–modules (i.e. right H [D]–modules), which can also be
considered as differential graded H–modules. Assume that f, g : A∗ → B∗ are morphisms of pre-simplicial
H–modules. Recall that if there is a set of H–module morphisms hj : An → Bn+1 defined for 0 ≤ j ≤ n
satisfying
hj∂i =∂ihj+1, if i ≤ j hj∂i =∂i+1hj , if i ≥ j + 1 ∂ihi =∂ihi−1, if i ≥ 1
where fn = ∂0h0 and gn = ∂n+1hn for any n ≥ 0, then sn =
∑n
i=0(−1)
ihi defines a chain homotopy
between the morphism of differential graded H–modules f∗ and g∗.
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For any (co)cyclic H–module X• (i.e. a right and resp. left H [Λ]–module), we will use X
D
• to denote the
same (co)cyclic H–module viewed as a pre-(co)simplicial module (i.e. right and resp. left H [D]–module).
In other words, XD• stands for the restriction Res
H[Λ]
H[D](X•).
Lemma 6.9. Fix a stable H–module/comodule M . If two H–categories C and C′ are H–equivariantly
equivalent then QD• (C,M) and Q
D
• (C
′,M) are H–equivariantly homotopy equivalent.
Proof. Assume we have a pair of H–equivariant functors F : C −→ C′ and G : C′ −→ C such that idC ≃ GF
and idC′ ≃ FG H–equivariantly, i.e. the natural transformations are H invariant. Call these natural
transformations h and h′ respectively. We will show that QD• (GF,M) ≃ id on Q
D
• (C,M). The proof for
QD• (FG,M) ≃ id on Q
D
• (C
′,M) is similar. Define
hj(f0⊗ · · · ⊗ fn ⊗m)
=


f0h
−1
X1
⊗GF (f1)⊗ · · · ⊗GF (xj)⊗ hXj+1 ⊗ fj+1 ⊗ · · · ⊗ fn ⊗m if 0 ≤ j ≤ n− 1
f0h
−1
X1
⊗GF (f1)⊗ · · · ⊗GF (fn)⊗ hX0 ⊗m if j = n
for any (f0 ⊗ · · · ⊗ fn ⊗ m) in Qn(C,M). Note that ∂0h0 is the identity on Q
D
• (idC ,M) and ∂n+1hn =
QD• (GF,M). We leave the verification of the pre-simplicial homotopy identities to the reader. This proves
QD• (GF,M) is homotopic to Q
D
• (idC ,M). The proof for FG is similar. 
Definition 6.10. Let C be an H–category and let E be a full H–subcategory of C. The category C is called
separated over E iff for every object X in C there exists a natural number n ≥ 1 and a finite set of objects
{X1, . . . , Xn} in E such that we have H–invariant morphisms Xi
ui←− X and X
vj
←− Xj in C which satisfy
uivi = idXi and
∑n
i=1 viui = idX .
Proposition 6.11. projH–A is separated over freeH–A which in turn is separated over ∗
A
H .
Lemma 6.12. Let C be an H–category separated over an H–subcategory C. Then the natural inclusion of
functors E −→ C induces a homotopy equivalence of pre-simplicial H–modules QD• (E ,M) −→ Q
D
• (C,M) for
any stable H–module/comodule M .
Proof. For every object X in C fix a finite set of objects {X1, . . . , Xn(X)} and H–invariant morphisms
Xi
ui(X)
←−−−− X and X
vj(X)
←−−−− Xj such that the choices for every object X in E are {X} with u1(X) = idX =
v1(X). Define a morphism of graded H–modules Q•(C,M)
E•−−→ Q•(E ,M) by letting
En(f0⊗ · · · ⊗ fn ⊗m)
=
∑
i0,...,in
ui0(X0)f0vi1 (X1)⊗ ui1(X1)f1vi2(X2)⊗ · · ·
⊗ uin−1(Xn−1)fn−1vin(Xn) ⊗ uin(Xn)fnvi0 (X0)⊗m
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for any f0 ⊗ · · · ⊗ fn ⊗m in Q•(C,M). One can easily check that E• is a morphism of cyclic H–modules
and the composition Q•(E ,M)
i•−→ Q•(C,M)
E•−−→ Q•(E ,M) is the identity. In order to prove that i•E•
and id• are homotopic on Q
D
• (C,M), we must furnish a pre-simplicial homotopy. For any n ≥ 0 and
(f0 ⊗ · · · ⊗ fn ⊗m) in Qn(C,M) we define
hj(f0⊗ · · · ⊗ fn ⊗m)
=
∑
i0,ij+1,...,in
ui0(X0)f0 ⊗ f1 ⊗ · · · ⊗ fj ⊗ vij+1 (Xj+1)⊗ uij+1(Xj+1)fj+1vij+2 (Xj+2)⊗ · · ·
⊗ uin(Xn)fnvi0(X0)⊗m
for j ≥ 0. For j = n we let
hn(f0⊗ · · · ⊗ fn ⊗m) =
∑
i0
ui0(X0)f0 ⊗ f1 ⊗ · · · ⊗ fn ⊗ vi0 (X0)⊗m
One can easily see that ∂0h0 = i•E• and ∂n+1hn = id•. We leave the verification of the simplicial homotopy
identities to the reader. 
Definition 6.13. Two H–module algebras A and A′ are said to be H–equivariantly Morita equivalent if
there is an H–equivariant A–A′–bimodule P and an H–equivariant A′–A–bimodule Q such that P ⊗
A′
Q ∼= A
as H–equivariant A–A–bimodules and Q ⊗
A
P ∼= A′ as H–equivariant A′–A′–bimodules.
Theorem 6.14 (Equivariant Morita invariance for module algebras). Assume A and A′ are two
unital H–module algebras which are H–equivariantly Morita equivalent. Then Hopf cyclic (co)homology
and equivariant cyclic (co)homology of the pairs (A,M) and (A′,M) are isomorphic.
Proof. Lemma 6.9 implies that pre-simplicial H–modules QD• (projH–A,M) and Q
D
• (projH–A
′,M) are
homotopy equivalent. The inclusion ∗AH −→ projH–A induces a homotopy equivalence Q
D
• (∗
A
H ,M) −→
QD• (projH–A,M) by Proposition 6.11 and Lemma 6.12. Observe also that Q•(∗
A
H ,M) is isomorphic to
Q•(A,M) as H [Λ]–modules. The result follows from the SBI-sequence in cyclic (co)homology and the
5-Lemma. 
Example 6.15. Let C be a left H–module coalgebra. A right C–comodule X is called an H–equivariant
right C–comodule if the coaction X
ρX
−−→ X ⊗ C is a left H–module morphism. Explicitly, for any x ∈ X
and h ∈ H one has
(hx)(0) ⊗ (hx)(1) = h(1)x(0) ⊗ h(2)x(1)
A morphism of C–comodules X
f
−→ Y is said to be H–equivariant if f is also H–linear. An arbitrary
(left) H–equivariant (right) C–comodule F is said to be free if F is isomorphic to a direct sum C⊕I with
its canonical H–structure where I is an arbitrary (not necessarily finite) index set. If I is finite, then F
is called finitely generated. An arbitrary H–equivariant C–comodule P is said to be projective if there
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exists another H–equivariant C–comodule Q such that (i) F := P ⊕Q is a free H–equivariant C–comodule
(ii) the canonical epimorphism F
π
−→ C is H–invariant. Let modH–C denote the category of all finitely
generated H–equivariant C–comodules with not necessarily H–equivariant but all C–comodule morphisms.
We will use projH–C and freeH–C to denote the subcategories of finitely generated projective and finitely
generated free H–equivariant C–comodules respectively. There is also ∗CH the subcategory of freeH–C on
one single object C considered as an H–equivariant C–comodule via its comultiplication.
The category modH–C and all of its subcategories we mentioned above carry an H–category structure
defined as follows: given X
f
−→ Y an arbitrary C–comodule morphism between two H–equivariant C–
comodules and h ∈ H we define
(hf)(x) = h(1)f(S(h(2))x)
for any x ∈ X . We must check that hf is still a C–comodule morphism. Recall that f is a C–comodule
morphism iff f(x)(0) ⊗ f(x)(1) = f(x(0)) ⊗ x(1) for any x ∈ X . We also observe that since both X and Y
are both H–equivariant C–comodules we have
((hf)(x))(0) ⊗ ((hf)(x))(1) =h(1)(1)f(S(h(2))x)(0) ⊗ h(1)(2)f(S(h(2))x)(1)
=h(1)f(S(h(4))x(0))⊗ h(2)S(h(3))x(1)
=(hf)(x(0))⊗ x(1)
for any x ∈ X and h ∈ H as we wanted to show.
As before, one can show that projH–C is separated over freeH–C which in turn is separated over
∗CH . Thus Hopf and equivariant cyclic (co)homology of Q•(projH–C,M) are the same as the Hopf
and equivariant cyclic cohomology of the H–module algebra HomC(C,C) respectively for any stable H–
module/comodule M . Now let us identify the H–module algebra HomC(C,C).
For a left H–module algebra A, the opposite H–module algebra Aop is a right H–module algebra with
xoph := (S−1(h)x)op for any x ∈ A and h ∈ H . Note that
(xopyop)h = (S−1(h)(yx))op = (S−1(h(2))yS
−1(h(1))x)
op = (xh(1))
op(yh(2))
op
for any xop, yop ∈ Aop and h ∈ H .
Proposition 6.16. Let C be a counital H–module coalgebra. The k–linear dual C∗ is an H–module algebra
with the convolution product. Moreover, C∗ is isomorphic to HomC(C,C)
op the opposite H–module algebra
of C–comodule endomorphisms of C as H–module algebras.
Proof. Take two arbitrary elements δ, µ ∈ C∗ = Homk(C, k) and define
(δ ∗ µ)(c) = δ(c(1))µ(c(2))
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for any c ∈ C. One can easily check that ∗ is an associative product since C is an coassociative coalgebra.
Note also that the counit ε of C is the unit of this convolution algebra. The right H–structure is given by
(δh)(c) = δ(hc) for any c ∈ C and h ∈ H . Now we can check that
((δ ∗ µ)h)(c) = (δ ∗ µ)(hc) = δ(h(1)c(1))µ(h(2)c(2)) = ((δh(1)) ∗ (µh(2)))(c)
for any h ∈ H and c ∈ C. This proves the first assertion. For the second assertion, observe that
HomC(C,C)
op is a right H–module algebra since the action of H on ∗CH was on the left. We define
two k–linear morphisms HomC(C,C)
op Φ−→ C∗ and C∗
Ψ
−→ HomC(C,C)
op by
Φ(uop)(c) := ε(uop(c)) Ψ(δ)(c) := δ(c(1))c(2)
for any uop ∈ HomC(C,C)
op, δ ∈ C∗ and c ∈ C. It is easy to see that Φ(uop) is in C∗ for any uop ∈
HomC(C,C)
op. On the other hand, for δ ∈ C∗ we check
(Ψ(δ)(c))(0) ⊗ (Ψ(δ)(c))(1) = δ(c(1))c(2) ⊗ c(3) = (Ψ(δ)(c(1)))⊗ c(2)
for any c ∈ C, i.e. Ψ(δ) lies in HomC(C,C)
op. Notice also that Ψ and Φ are inverses of each other since
(Ψ(Φ(uop)))(c) =ε(uop(c(1)))c(2) = ε(u
op(c)(1))u
op(c)(2) = u
op(c)
(Φ(Ψ(δ)))(c) =ε(δ(c(1))c(2)) = δ(c)
for any uop ∈ HomC(C,C)
op, δ ∈ C∗ and c ∈ C. For the compatibility of the H–structures we see that
Φ(uoph)(c) = ε(uop(hc)) = ε(S−1(h(2))u
op(h(1)c)) = ε(u
op(hc)) = (Φ(uop)h)(c)
for any uop ∈ HomC(C,C)
op, h ∈ H and c ∈ C. Finally we check
Ψ(δ ∗ µ)(c) = (δ ∗ µ)(c(1))c(2) = δ(c(1))µ(c(2))c(3) = Ψ(µ)(δ(c(1))c(2)) = (Ψ(µ) ◦Ψ(δ))(c)
where ◦ denotes composition of morphisms. However, recall that in the opposite algebra the multiplication
is the opposite composition. Therefore
Ψ(δ ∗ µ) = Ψ(δ)opΨ(µ)op
for any δ, µ ∈ C∗ as we wanted to show. 
Theorem 6.17 (Morita invariance for module coalgebras). Let M be an arbitrary stable H–module/
comodule. Let C and C′ be two H–module coalgebras such that the categories projH–C and projH–C
′ are
H–equivariantly equivalent. Then H–module algebras C∗ and C′∗ have isomorphic Hopf and equivariant
cyclic (co)homologies.
Remark 6.18. The functor ( · )∗ := Homk( · , k) sends an H–equivariant C–comodule to an H–equivariant
C∗–module. However, the failure of ( · )∗ being an equivalence forbids us to translate the problem of
equivariant Morita equivalence of two H–module coalgebras C and C′ purely in terms of equivariant Morita
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equivalence of dual H–module algebras C∗ and (C′)∗. Although it is true that if C∗ and (C′)∗ are H–
equivariantly Morita equivalent then C∗ and (C′)∗ has isomorphic Hopf and equivariant cyclic cohomology,
requiring C and C′ to be equivariantly Morita equivalent is much weaker.
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