For any positive real number p, the p-frame potential of N unit vectors X := {x1, . . . , xN } ⊂ R d is defined as FP p,N,d (X) = i =j | xi, xj | p . In this paper, we focus on the special case N = d + 1 and establish the unique minimizer of FP p,d+1,d for p ∈ (0, 2). Our results completely solve the minimization problem of p-frame potential when N = d+1, which confirms a conjecture posed by Chen, Gonzales, Goodman, Kang and Okoudjou [15] .
Introduction
1.1. The p-frame potential. The minimal potential energy problem has been actively discussed over the last decades since its applications in physics, signal analysis and numerical integration. It aims to find the optimal distribution of N points over the unit sphere in R d with the minimal potential energy [1, 2, 3] .
Assume that X := {x 1 , . . . , x N } where x j ∈ R d with x j 2 = 1, j = 1, . . . , N . For p > 0, the (1) FP p,N,d (X) :
is called p-frame potential (see [4, 15] ), which depicts the redundancy of these vectors to some extent and has a lot of application in signal analysis. The minimization problem of the p-frame potential is to solve (2) argmin
where S(N, d) consists of all sets of N unit-norm vectors in R d . This problem actually has a long history and attracted much attention since the last century. For N ≤ d, the set of N orthogonal vectors in R d is always the minimizer of (2) for any positive p and hence we only consider the case where N ≥ d + 1. We also note that the value of FP p,N,d (X) does not change if we replace x i by c i U x i for each i ∈ {1, 2, · · · , N }, where U is an orthogonal matrix and c i ∈ {1, −1}. Thus, to state conveniently we say the minimizer of (2) is unique if the solution to (2) is unique up to a common orthogonal transformation and a real unimodular constant for each vector.
1.2. Related work. There are many results which presented a lower bound of FP p,N,d (X)
when p is an even number. In [5] , Welch presented a lower bound, i.e.,
(3) FP 2t,N,d (X) ≥ N 2 d+t−1 t − N, t = 1, 2, . . . .
Venkov showed in [8] that the above lower bound can be sharpened when t > 1:
The equality in (4) holds when X is spherical designs, see [4, 9] . t = 1 is a special case.
In [10] , Benedetto and Fickus showed that any finite unit-norm tight frame (FUNTF) can achieve the lower bound in (3) . However, when t is large, the existence of spherical design requires N to be large enough, which implies the lower bound in (4) is not tight for small N .
For any p > 2, Ehler and Okoudjou provided another bound in [4] :
where the equality holds if and only if {x 1 , . . . , x N } is an equiangular tight frame (ETF) in R d [6, 7] . We take N = d + 1 as an example. Since there always exist d + 1 unit vectors in R d forming an ETF [11] , then the set of these d + 1 vectors is the minimizer of the p-frame potential for p > 2.
However, when 0 < p < 2, not much is known except few special cases. In [4] , Ehler and Okoudjou solved the simplest case where d = 2 and N = 3 and also proved that the minimizer of the p-frame potential is exactly n copies of an orthonormal basis if N = nd where n is a positive integer. In [12] , Glazyrin recently provided a lower bound for any 1 ≤ p ≤ 2:
but the condition under which the equality holds is very harsh. Even for the special case N = d+1, the minimizer of the p-frame potential is still not clear when d > 2. In [15] , Chen, Gonzales, Goodman, Kang and Okoudjou considered this special case where N = d + 1.
Particularly, numerical experiments in [15] show that the set L d k , which is called lifted ETF, seems to be the minimizer of the p-frame potential where k is an integer depending on p.
Here, L d k = {x 1 , . . . , x d+1 } ⊂ R d is defined as a set of d + 1 unit vectors in R d satisfying
actually forms an ETF in some subspace W ⊂ R d with dimension k and the rest of d − k vectors form an orthonormal basis in the orthogonal complement space of W .
More precisely, they proposed the following conjecture in [15] :
Set p 0 := 0, p d := 2 and p k := ln(k+2)−ln(k) ln(k+1)−ln(k) for each k ∈ {1, 2, . . . , d − 1}. Then, when p ∈ (p k−1 , p k ], k = 1, 2, . . . , d, the set L d k minimizes the p-frame potential.
The cases d = 2 and p = 2 for Conjecture 1.1 are already solved in [4] and [10] , respectively. The first new result for Conjecture 1.1 is obtained by Glazyrin in [13] who shows that an orthonormal basis in R d plus a repeated vector minimizes FP p,d+1,d (X) for any p ∈ [1, 2( ln 3 ln 2 − 1)]. Combining Glazyrin's result with the previous ones, the minimizer of FP p,d+1,d (X) is only known for p ∈ [1, 2( ln 3 ln 2 − 1)] ∪ [2, ∞). Recently, Park extented Glazyrin's result to the case N = d + m where 1 ≤ m < d, and showed that an orthonormal basis plus m repeated vectors is the minimizer for any p ∈ [1, 2 ln (2m+1)−ln (2m) ln (m+1)−ln (m) ] (see [14] ). But the minimal p-frame potential problem remains open for the case N = d + 1 when d > 2.
1.3. Our contributions. The aim of this paper is to confirm Conjecture 1.1 and we also show that the minimizer is unique provided p = p k . Our main result is the following theorem which completely solves the minimal p-frame potential problem for the case where (ii) For p = p k , k = 1, . . . , d − 1, then for any X ∈ S(d + 1, d) we have FP p,d+1,d (X) ≥ (k + 1)k 1−p k and equality holds if and only if X = L d k or X = L d k+1 .
Based on the previous results and Theorem 1.2 in this paper, in Table 1 , we list the related results of the minimal p-frame potential problem when N = d + 1. Note that 2( ln 3 ln 2 − 1) ≈ 1.16993 and ln 3 ln 2 ≈ 1.58496. Hence, [1, 2( ln 3 ln 2 − 1)] is a subinterval in (0, ln 3 ln 2 ). In Table 1 , we also use the fact that L d 1 is essentially an orthonormal basis plus a repeated vector and L d d forms an ETF in R d . Table 1 . Minimizer of the p-frame potential when N = d + 1
The paper is organized as follows. In Section 2, we prove Theorem 1.2 based on Lemma 2.1. The proof of Lemma 2.1 is presented in Section 3.
Proof of Theorem 1.2
In this section, we present the proof of Theorem 1.2. The following lemma plays a key role in our proof of Theorem 1.2. We postpone its proof to Section 3. To this end, we set
where α > 1. We consider
where α > 1. Noting that M α,d+1 (z 1 , . . . , z d+1 ) is a symmetric function on d + 1 variables z 1 , . . . , z d+1 , we view any permutation of a solution to (8) as the same one.
We next state the proof of Theorem 1.2. We would like to mention that the method of estimating the p-frame potential in the proof is motivated by the work of Bukh and Cox [16] .
k is the unique minimizer for each k ∈ {1, 2, . . . , d}.
Note that rank(G) ≤ d. Thus, there exists a unit vector y = (y 1 , . . . , y d+1 ) T ∈ R d+1 such that Gy = 0. We compute the value of (i, i)-entry of the matrix Gyy T and obtain that
which implies that
Summing up the above inequality from 1 to d + 1, we obtain that
We next present the proof of (i) with dividing the proof into two cases:
Case 1: p ∈ (0, 1]. Note that (0, 1] ⊂ (p 0 , p 1 ). It is enough to prove that the unique solution to argmin
We first consider the case where p = 1. Since
which implies
The equality in (10) holds if and only if there exist
We arrive at the conclusion.
We next turn to the case p ∈ (0, 1).
for any p ∈ (0, 1). Thus, we have
The equality holds if and only if | x i , x j | = 0 or 1 for any distinct i, j. Thus, the minimizer of 1-frame potential is also the unique minimizer of p-frame potential for any p ∈ (0, 1).
Case 2: 1 < p < 2. For 1 < p < 2, we use Hölder's inequality to obtain that
The second equality in (12) holds if and only if there exists a constant c ∈ R such that
The (12) implies
Let α = q 2 and z i = |y i | 2 for i = 1, 2, . . . , d + 1. Then we can rewrite the inequality (14) as
Here, a k is defined in (9) . According to Lemma 2.1, M α,d+1 (z 1 , . . . , z d+1 ) arrives at its maximum, which is k(k + 1) 1−2α , only when z i = 1 k+1 for i = 1, . . . , k + 1 and z i = 0 for i ≥ k + 2. Thus, we obtain that
Combining the equation (13), the equality in (16) holds if and only if for i = j
Combining the result of Case 1, we arrive at the conclusion (i).
we follow our analysis in (i).
If p = p k where k ∈ {1, . . . , d − 1}, then α in (15) is equal to a k . According to Lemma 2.1, M a k ,d+1 (z 1 , . . . , z d+1 ) arrives at its maximum, which is k(k + 1) 1−2a k , at exactly two points:
According to (13) , the equality in (18) 
whose rank is d and diagonal elements are equal to 1.
Proof of Lemma 2.1
In this section, we present the proof of Lemma 2.1. We begin with introducing the following lemma, which portrays the feature of the local extreme point of (8).
To state conveniently, we set
with the constrains in (8) and w i > 0 for each i ∈ {1, 2, . . . , d + 1}. Then
Proof. (i) We claim that w 1 , . . . , w d+1 can only take at most two different values. Note that M α,d+1 (z 1 , . . . , z d+1 ) is a symmetric function on z 1 , . . . , z d+1 . Hence, up to a permutation, we can write (w 1 , . . . , w d+1 ) as
We remain to prove the claim. Set r 0 (z 1 , . . . , z d+1 ) := z 1 + · · · + z d+1 − 1 and
Since (w 1 , . . . , w d+1 ) is a local extreme point, according to KKT conditions, there exist constants λ and µ i , i = 1, 2, . . . , d + 1, which are called KKT multipliers, such that the followings hold:
Combining w i > 0 and (20d), we can obtain that µ i = 0, i = 1, 2, . . . , d + 1. Substituting µ i = 0 into (20a), we obtain that
which implies that λ > 0 and λ 2αw α−1 i + w α i = w α 1 + · · · + w α d+1 , i = 1, . . . , d + 1.
Hence, we obtain that
, which implies that, for any c ∈ R, the cardinality of the set {x : f (x) = c, x > 0} is less than or equal to 2 . Hence, the (22) implies that w 1 , . . . , w d+1 can take at most two different values.
(ii) Combining
we obtain the conclusion immediately.
where α > 1. Then
has at most two zeros on (0, ∞), and hence h(x) has at most two extreme points on (0, ∞);
Proof. (i). By computation, we have
x ∈ (x 0 , ∞) and h ′ 1 (x 0 ) = 0, which implies that h 1 (x) = 0 has at most two distinct solutions on (0, ∞). According to (23), h ′ (x) = 0 also has at most two distinct solutions on (0, ∞), which implies the conclusion.
(ii). When α < 1 + 1 d−1 , we obtain that h 1 (1) = 2α(d − 1) − 2d < 0. Then we have
Observing that m 2 > 1 and α > 1, we obtain that
Thus, combining (25), (26) and (27), we obtain that h 1 (x) = 0 has exactly two solutionŝ ∞) . By the monotonicity of h 1 (x), we also know that
. According to (23), we obtain
(iii). Note that (28) ∞) , which implies that h(x) is monotonically increasing on (1, ∞). Since h(1) = 0, we conclude that h(x) > 0 when x > 1.
(iv). When α = 1 + 1 d−1 and m 1 = d+1 2 , we have h 1 (1) = 0 and x 0 = 1 from (24), which implies that h 1 (x 0 ) = 0. Since x 0 is the minimum point of h 1 (x), we obtain h 1 (x) ≥ 0 on (0, ∞). Then from (23) we see that h ′ (x) ≥ 0 on (0, ∞), which implies the conclusion.
(v). Noting that x 0 = 1 provided α = 1 + 1 d−1 and m 1 < d+1 2 , we have
Since α = 1+ 1 d−1 , from (iii) we have that h(x) is monotonically increasing on (1, ∞). Noting that (26) and (27) also hold for α = 1 + 1 d−1 , we conclude that h 1 (x) = 0 has exactly two solutionsx 3 and 1, wherex 3 ∈ (0, 1). From (23), we obtain that h ′ (x) < 0, for x ∈ (x 3 , 1) and h ′ (x) > 0, for x ∈ (0,x 3 ) ∪ (1, ∞).
We next study the local maximum point of f m 1 ,α,d+1 (t) for each m 1 ∈ [1, d+1 2 ] ∩ Z and α ∈ (1, 1 + (i) Assume that 1 < α < 1 + 1 d−1 . Assume that t 0 ∈ [0, 1 m 1 ] and f m 1 ,α,d+1 (t) has a local maximum at t 0 . Then t 0 ∈ 0, 1 d+1 , 1 m 1 . (ii) Assume that α = 1 + 1 d−1 . Assume that t 0 ∈ [0, 1 m 1 ] and f m 1 ,α,d+1 (t) has a local maximum at t 0 . Then t 0 ∈ 0, 1 m 1 .
Proof. To state conveniently, let
Noting that t, s ≥ 0 and m 1 · t + m 2 · s = 1, we can set t = cos 2 θ m 1 ,
. We use the substitution t = cos 2 θ m 1 , s = sin 2 θ m 2 to transform the function from f m 1 ,α,d+1 (t) to
To this end, it is enough to study the local maximum points of g on [0, π 2 ]. A simple calculation shows that
We can rewrite g ′ (θ) as
where v := s t = m 1 m 2 · sin θ cos θ and h(v) : 1) . Particularly, when θ = θ * := arctan( m 2 m 1 ), we have v = m 1 m 2 · sin θ * cos θ * = 1. Noting that α > 1, m 1 ≥ 1 and m 2 > 1, we obtain that
Since 4α · m 1 m 2α 1 · (cos θ) 4α−1 sin θ is positive for any θ ∈ (0, π 2 ), to study the monotonicity of g(θ), it is enough to consider the sign of h(v) with v > 0.
(i) First we consider the case 1 < α < 1 + 1 d−1 .
Lemma 3.2 shows that there existv 1 ∈ (0, 1)
we obtain that h(v 1 ) > 0 and h(v 2 ) < 0. Combining Lemma 3.2 and the results above, we obtain that h(v) = 0 has exactly one solution on [0,v 1 ) , say v 1 . Similarly, h(v) = 0 also has exactly one solution on (v 2 , ∞), say v 2 . Let θ 1 := arctan(v 1 m 2 m 1 ) and θ 2 := arctan(v 2 m 2 m 1 ).
If m 1 = 1, then we have h(0) = 0 and hence v 1 = 0. From the monotonicity of h(v), we
Then from (32) it is easy to check that g ′ (θ) < 0, θ ∈ (θ * , θ 2 ), g ′ (θ) > 0, θ ∈ (0, θ * ) ∪ (θ 2 , π 2 ) and g ′ (θ) = 0, θ ∈ {0, θ * , θ 2 , π 2 }, which implies g(θ) has only two local maximum points: θ * and π 2 . If m 1 > 1, then h(0) < 0, which means v 1 ∈ (0,v 1 ). Thus, by the monotonicity of
We can use (32) to transform these results to g ′ (θ). Hence, we
2 ) and g ′ (θ) = 0, θ ∈ {0, θ 1 , θ * , θ 2 , π 2 }, which implies g(θ) has only three local maximum points: 0, θ * and π 2 . (ii) We next consider the case where α = 1 + 1 d−1 . We divided the proof into two cases.
is monotonically increasing on (0, ∞). Noting that h(0) = −(m 1 − 1) < 0 and h(1) = 0, we have h(v) < 0, v ∈ (0, 1) and h(v) > 0, v ∈ (1, ∞). We use (32) to transform the result to g ′ (θ) and obtain that g ′ (θ) < 0, θ ∈ (0, θ * ), g ′ (θ) > 0, θ ∈ (θ * , π 2 ) and g ′ (θ) = 0, θ ∈ {0, θ * , π 2 }, which implies g(θ) has only two local maximum points: 0 and π Remark 3.4. When 1 < α ≤ 1 + 1 d−1 , combining Lemma 3.1 and Lemma 3.3, we obtain that ( 1 d+1 , . . . , 1 d+1 ) is the only possible local maximum point of M α,d+1 (z 1 , . . . , z d+1 ) with the constrains z 1 + · · · + z d+1 = 1 and z i > 0, i = 1, 2, . . . , d + 1.
We deal with the case α > 1 + 1 d−1 in the next lemma.
Lemma 3.5. Assume that α > 1 + 1 d−1 and d ≥ 2. Assume that (w 1 , w 2 , . . . , w d+1 ) is a local maximum point of M α,d+1 (z 1 , . . . , z d+1 ) with the constrains in (8) . Then there exists
Proof. The proof is by contradiction. For the aim of contradiction, we assume that w i > 0 for i ∈ {1, . . . , d + 1}. According to Lemma 3.1, the (w 1 , . . . , w d+1 ) is in the form of   t 0 , . . . , t 0
To this end, it is enough to show the following conclusion: with the constrains in (8) . Hence, there exists k 0 ∈ {1, . . . , d + 1} such that w k 0 = 0.
We remain to prove Claim 1. To state conveniently, we set m 2 := d + 1 − m 1 . Since
where l = m 2 − 1 and ε ∈ (− s 0 l , s 0 ). To this end, it is enough to show that ε = 0 is not a local maximum point of F (ε). In fact, we can prove that with showing that ε = 0 is a local minimum point of F (ε).
A simple calculation shows that
Noting l = m 2 − 1, we can check that
We claim F ′′ (0) > 0 and hence ε = 0 is a local minimum point of F (ε). We arrive at the conclusion.
We remain to prove F ′′ (0) > 0. Note that 1) . According to Lemma 3.2, h(v) > 0 for v > 1 provided α ≥ 1 + 1 d−1 , which implies that s 0 t 0 ≤ 1 and hence s 0 ≤ t 0 . Combining s 0 > 0 and l 2 + m 2 − 1 ≥ 2, we have
Noting that α > 1 + 1 d−1 , we obtain that
We next present the proof of Lemma 2.1.
Proof of Lemma 2.1. We prove Lemma 2.1 by induction on d. First, we consider the case d = 1. For d = 1, we have only two non-negative variables z 1 , z 2 which satisfy z 1 + z 2 = 1.
For any α > 1 we have
where the equality holds if and only if z 1 = z 2 = 1 2 . Hence, the solution to (8) is ( 1 2 , 1 2 ) which implies Lemma 2.1 holds for d = 1. We assume that Lemma 2.1 holds for d = d 0 − 1 and hence we know the solution to (8) for d = d 0 − 1. We next consider the case where
Assume that (w 1 , . . . , w d 0 +1 ) is a solution to (8) We first show that (36) (w 1 , . . . , w d 0 +1 ) ∈ (e k+1 , 0 d 0 −k ) ∈ R d 0 +1 : k = 1, . . . , d 0 .
We divided the proof into two cases. If one of entries in (w 1 , . . . , w d 0 +1 ) is 0, we can show that (36) holds using the similar argument above. We next consider the case where w i > 0 for each i ∈ {1, . . . , d 0 +1}. Lemma where m 1 ∈ [1, d 0 +1 2 ] ∩ Z, t 0 ∈ (0, 1 m 1 ) and s 0 = 1−m 1 t 0 d 0 +1−m 1 . Lemma 3.1 also implies that t 0 is a local maximum point of the function f m 1 ,α,d 0 +1 (t), where f m 1 ,α,d 0 +1 (t) is defined in (19). According to Lemma 3.3, we obtain that t 0 = 1 d 0 +1 . Hence (w 1 , . . . , w d 0 +1 ) = ( 1 d 0 +1 , . . . , 1 d 0 +1 ) , which implies (36).
To this end, it is enough to compare the values among M α,d 0 +1 (e k+1 , 0 d 0 −k ) , k = 1, . . . , d 0 .
Setting H(x) := x 1−2α (x − 1), we obtain that M α,d 0 +1 (e k+1 , 0 d 0 −k ) = H(k + 1) for each k ∈ {1, 2, . . . , d 0 }. A simple calculation shows that H(x) is monotonically increasing on (0, 1 + 1 2α−2 ) and monotonically decreasing on (1 + 1 2α−2 , ∞). Hence, the sequence H(k + 1), k = 1, . . . , d 0 , is unimodal.
(i) We consider the case where α ∈ (a k , a k−1 ), k = 1, 2, . . . , d 0 . Noting that H(k) < H(k + 1) and H(k + 1) > H(k + 2), we obtain that 
