We extend results on quadratic pressure and convergence of Gibbs mesures from [12] to the Curie-Weiss-Potts model. We define the notion of equilibrium state for the quadratic pressure and show that under some conditions on the maxima for some auxiliary function, the Gibbs measure converges to a convex combination of eigen-measures for the Transfer Operator. This extension works for dynamical systems defined by infinite-to-one maps. As an example, we compute the equilibrium for the mean-field XY model as the number of particles goes to +∞.
) the authors defined the notion of quadratic pressure associated to some potential ψ for the symbolic dynamics {0, 1} N (with the shift map). The motivation for that was to study similarities and differences between phase transitions in Ergodic Theory on the one hand and in Probability and Statistical Mechanics on the other hand.
The authors pointed out that the Curie-Weiss model in Probability theory can be linked in Ergodic Theory with the quadratic equilibriums. More precisely, it was shown that Probability Gibbs Measures (PGM for short) converge as the number of sites goes to +∞ to a convex combination of Dynamical Conformal Measures associated to the invariant measures which maximize the quadratic pressure.
In the present paper, Theorem 2 extends results of [12] to the Curie-Weiss-Potts model. This indeed is a natural task. However, we emphasize the noticeable difference within the ergodic viewpoint between both cases. For the Curie-Weiss model, the thermodynamic study is done with respect to a single real valued potential. On the contrary, optimization for the Curie-Weiss-Potts model is done with respect to a vector valued potential, or equivalently with respect to several real valued functions.
Another novelty (and extension) is that we deal here with more general dynamical systems, which are not necessarily finite-to-one (see Section 5) .
We recall that one of the key points for infinite-to-one maps is to define the entropy. This is the purpose of Theorem 1. Several definitions already exist in the literature for entropy for these systems. We mention e.g. a series of works [6, 5, 1, 13] which roughly have the same spirit as ours. Nevertheless some key differences do exist. The starting point is the same, and uses the spectral radius for the Transfer Operator. But then, differences arise. In [13] , Lopes and al. use the Fenchel-Rockafeller minmax property to define the entropy of an invariant measure. It turns out to be a non-positive real number. In our case we use another convexity argument, which is the Fenchel-Legendre duality for the pressure function. The point is that we do not define the entropy of any invariant measure but the entropy for a class of measures. This follows from [4] . In [4] the notion of quadratic pressure is extended to a notion of non-linear pressure and non-linear equilibrium states for a large class of dynamical systems, among them the mixing subshift of finite type. Part of results of [12] are recovered within this more general non-linear thermodynamic formalism. One of the main observation in [4] that was not clearly emphasized in [12] is that, given some potential function ψ, maximizing This is an obvious observation but it is well adapted to the question. The Curie-Weiss model holds for F (z) = β.z 2 /2 and the Curie-Weiss-Potts model holds for something similar (see below). Consequently, we do not need to define the entropy for every measure but just the entropy for the class of measures assigning z to the integral ψ dµ (again, see below).
To be as self contained as possible, we decided to redo the proof of the spectral gap for the Transfer Operator. It is a bit different from the one given in [13] . We also emphasize that our first result deals with the regularity of the spectral radius for the Transfer Operator with respect to the vectorial parameter t. We did not find any mention of that problem in [13] despite some zero phenomenon (thus some limit) is studied. Furthermore, we recall that we work here with a vectorial potential − → ψ and not with a real valued function, which is another difference with previous existing works.
Theorem 3 deals with convergence of the PGM to a convex combination of eigenmeasures for the Transfer Operator. One of the key points is the Laplace method, which fails in the higher dimensional case when the Hessian at maximal points is degenerated. This naturally leads to ask for which − → ψ the Hessian is non-degenerated.
We have no idea for the answer yet. As we will see below, the mean-field XY model has degenerate Hessian but it reduces to a one dimensional problem and we can deal with it. 
The assumption (A1) yields that A is constant with value 0 or 1 on each connected component of E ×E. The assumption (A3) implies in particular that A is not identically null.
We define Ω ⊂ E N in the following way:
The shift map σ : Ω → Ω is defined by
then Ω is the subshift of finite type with transition matrix having entries A(i, j).
For n ≥ 1, let Ω n be the set of words z 1 . . . z n with
For a and b in E, let Ω n−1 (a, b) be the set of words z 1 . . . z n−1 in Ω n−1 with A(a, z 1 ) = A(z n−1 , b) = 1. Assumption (A3) on A means that for every a, b in E, for every n ≥ N, Ω n−1 (a, b) = ∅. It implies in particular that for every a in E, there always exist u, v in E such that A(a, u) = 1 and A(v, a) = 1. We denote by Ω n (b) the set of words z 0 . . . z n−1 in Ω n with A(z n−1 , b) = 1.
We set P = ρ ⊗N . The distance over Ω is defined by
We notice that for any a in Ω n ,
d Ω (ax, ay) = 1 2 n d Ω (x, y) and that
We denote by C 0 (Ω), respectively C +1 (Ω), the set of continuous, respectively Lipschitz continuous, functions from Ω to R, equipped respectively with the norms
where Lip(φ) stands for the Lipschitz constant of φ. We recall that the spaces (C 0 (Ω), · ∞ ) and (C +1 (Ω), · L ) are Banach spaces. We set M(Ω) the space of probability measures on Ω and recall that by the Riesz representation theorem, the map µ → (f → f dµ) is a bijection between M(Ω) and The transfer operator associated to φ : Ω → R (Lipschitz continuous) is the linear operator defined by
The operator L φ acts on C 0 (Ω) and on C +1 (Ω). The spectral radius of L φ on C 0 (Ω), denoted by r φ , is a simple eigenvalue of the adjoint operator L ⋆ φ acting on the space of Radon measures on Ω, and the conformal measure ν φ is the unique probability eigen-measure associated to the eigenvalue r φ . It is also a simple eigenvalue of L φ acting on C +1 (Ω), with a positive eigenfunction G φ such that the measure µ φ = G φ ν φ is a probability measure. We call µ φ the dynamical Gibbs measure (DGM for short) associated to φ.
If z belongs to R q and ψ i , i = 1, . . . q are in C +1 (Ω) one sets − → ψ := (ψ 1 , . . . , ψ q ) and z · − → ψ := q i=1 z i ψ i . We note ||z|| the Euclidean norm of z
and
Notation 1. We set H top := log r 0 .
The quantity
s referred to as the quadratic pressure function for − → ψ . Moreover for each such t, the functional H(µ) + β t · − → ψ dµ is maximized by any invariant probability measure m such that − → ψ dm = − → ψ dµ βt· − → ψ .
1.2.3.
Generalized Curie-Weiss-Potts Hamiltonian. For φ ∈ C +1 (Ω), we remind that S n (φ) stands for φ + . . . + φ • σ n−1 . With previous notations, S n ( − → ψ ) is the vector with coordinates S n (ψ i ). Then, the Generalized Curie-Weiss-Potts Hamiltonian is defined for ω ∈ Ω by
We define the probabilistic Gibbs measure (PGM for short) µ n,β on Ω by
where Z n,β is the suitable normalization factor.
If P n , P are probability measures in M(Ω), we say that P n converges weakly to
Theorem 3. Generalized Curie-Weiss-Potts model.
One dimensional case: if q = 1, then the PGM µ n,β converges weakly to a convex combination of the conformal measures ν βtψ associated to the µ βtψ 's from Theorem 2 as n goes to +∞.
Higher dimensional case: for q > 1, if ϕ β attains its maximum in a finite number of points and if all these maxima are non-degenerated (i.e., d 2 ϕ β is invertible), then, the PGM µ n,β converges weakly to a convex combination of the conformal measures ν βt· − → ψ associated to the µ βt· − → ψ 's, where the t's are the maxima for ϕ β .
Remark 2. The "classical" Curie-Weiss-Potts model (see Theorem 2.1 of [8] ) is obtained by taking E = {1, . . . q}, ψ i = 1I [i] and A(i, j) = 1 for every pair (i, j).
We point out that the mean-field XY model (see Section 5) is an example where ϕ β atteins its maximum on a infinite set of points, and for all of them the Hessian is degenerated.
1.3. Plan of the paper. In Section 2 we prove Theorem 1. As we said above, the main ingredient is to define and study the spectrum of the Transfer Operator. We prove this operator has a spectral gap and that the spectral radius is a simple isolated dominating eigenvalue. This allows to define the notion of conformal measure.
In Section 3 we prove Theorem 2. The main ingredient is to define two auxiliary functions, ϕ β and ϕ β , to show that one is always bigger than the other one, but both have the same maxima (arising for the same points). Maximal value for ϕ β equals the quadratic pressure but maxima for ϕ β are easier to detect.
In Section 4 we prove Theorem 3. The main trick is the Hubbard-Stratonovich formula and then the Laplace method, as in [12] .
In Section 5 we discuss an application to the mean-field XY model.
Proof of Theorem 1
2.1. Properties for the Transfer Operator with infinite alphabet.
Proof
Now let f be in C +1 (Ω). Notice that for any t in E and x, y in Ω,
Notice also that for any t in E, the map
As the product of two Lipschitz functions f and g is Lipschitz with
we easily deduce that L φ (f ) is Lipschitz and that L φ acts continuously on C +1 (Ω).
Proof. We recall that r φ := lim
where t inside the integral stands for t = t 0 · · · t n−1 and ρ ⊗n (dt) = n−1 i=0 ρ(dt i ). Then L n φ ∞ = L n φ (1I) ∞ for the same reason as for n = 1, hence
As the measure ρ is of full support and A satisfies the hypothesis (A3) it is easy to show that for any x in Ω, L φ (1I)(x) is strictly positive. One then has that
is continuous on the compact (for the weak*-topology) convex space M(Ω) therefore by the Schauder-Tychonoff theorem, there exists a probability measure ν φ such that
This measure is either called the conformal measure or the eigen-measure. In the following we set
Proof. Lipschitz regularity for φ yields that the Bowen condition holds: for any n, for any x and y satisfying x i = y i for i = 0, . . . n − 1,
and by integrating over Ω n (x 0 ) one gets
We pick N 1 sufficiently big such that Assumption (A3) holds, that is
Then, we choose N 2 sufficiently big such that 2 −N 2 < ε A 2Diam(Ω) .
Claim 1. There exists C = C(φ) > 0 such that for every n > N 1 + N 2 , for every x and y in Ω,
Proof of the Claim. We pick x and y in Ω. We denote by t an element (t 1 , . . . , t N 2 ) of Ω N 2 and by u and v some elements of Ω N 1 . We set N := N 2 +N 1 and m := n−N.
where we used the identity
Let us set m A = inf t∈E ρ (B(t, ε A )), which is positive thanks to hypothesis (H).
As
From (4) we deduce that e S N 2 (φ)(tux) ≤ e DLip(φ) e S N 2 (φ)(tvy) .
As d Ω (tux, tvy) = 2 −N 2 d Ω (ux, vy) < ε A 2 we know from (5) that
.
Exchanging x and y we get the reverse inequality.
We can now finish the proof of Proposition 2.3. First we recall that according to
As Ω is compact there exists x n ∈ Ω such that L n φ (1I)|| ∞ = L n φ (1I)(x n ). For any x in Ω and n > N 1 + N 2 we get from (6) that (7) e
1I)(x n ), and taking the limit we get (3). Now integrating (7) we get
We claim that we can apply the Ionescu-Tulcea & Marinescu Theorem * (see [10] , see also [3] , Theorem 4.2 or [14] , Theorem 2.1) to get a spectral decomposition of the
Indeed the spaces C 0 (Ω), C +1 (Ω) satisfy the first hypothesis of ITM Theorem, which is
f n − f ∞ = 0, and f n L ≤ C for all n, then f ∈ C +1 (Ω) and f L ≤ C, * ITM Theorem in short. and ‹ L φ satisfies the three following hypothesis:
there exists a ∈]0, 1[, b > 0 and n 0 ≥ 1 such that for any f ∈ C +1 (Ω),
We sketch the proof of (3) and let the reader check the other conditions.
Proof of (3). A direct computation yields that for f Lipschitz continuous
From (6) we know that for any n > N 1 + N 2 , for any x in Ω,
Picking any a in ]0, 1[ and adjusting n such that 2 −n e C < a one gets the result.
In particular, and considering L φ as an operator on C +1 (Ω), the proof of the ITM Theorem shows (see [3, Lem. 4.7] , or [14, Lemma 2.4]) that r φ is an eigenvalue for L φ associated to the function in C +1 (Ω) defined by
Furthermore, we have the following decomposition
where the Π j 's are (finitely many) projectors with finite rank, the θ j 's are real numbers and Ψ has spectral radius strictly smaller than 1. Moreover, Π k Π j = 0 if j = k and ΨΠ j = Π j Ψ = 0.
2.1.2. Second decomposition of the spectrum: r φ is the unique eigenvalue with maximal modulus and its eigenspace is of dimension one. For simplicity we set θ 0 = 0. We shall see that mixing yields more precise results on the spectral decomposition of L φ . Proof. We use spectral properties of positive operators exposed in [11, chap. 1& 2] . We claim that the set K of non-negative Lipschitz functions is a solid and reproducing cone . Solid means it has non-empty interior and reproducing means
It is easy to see that any positive Lipschitz function is in • K .
•
Step one. We prove that for any f ≡ 0 ∈ K, there exists p such that L p φ (f ) belongs to Let η := min(ε A , ε 2 ). The definition of ε A yields that every t in
to Ω p (x 0 ), therefore
As any non-empty ball in E has positive ρ-measure we deduce that L p φ (f )(x) > 0. • Step two. End of the proof. We deduce from step one that L φ is strongly positive (see [11, Definitions 2.1.1] ). Therefore it is u-positive for any u ∈ • K . From Th. 2.10, 2.11 and 2.13 we deduce that r φ is a simple eigenvalue and that every other eigenvalue λ of L φ satisfies the inequality |λ| < r φ .
To re-employ notation from above, there is only one Π 0 , no other Π i 's. Furthermore, using the fact that ν φ is an eigenmeasure, one easily gets that for any f ∈ C +1 (Ω),
+r φ Ψ(f ).
2.2.
Gibbs measure and ergodic properties.
2.2.1.
The Gibbs measure and its main properties. Let µ φ be the measure defined by dµ φ := G φ dν φ . We emphasize that by construction µ φ is a probability measure. We shall use the following fact: for every n ∈ N,
Lemma 2.7. The measure µ φ is σ-invariant. It is called the Dynamical Gibbs Measure (DGM in short) associated to φ.
Proof. For f continuous
Proposition 2.8. The measure µ φ is mixing thus ergodic.
Proof. Let f and g be two functions in C +1 (Ω). Then
We have seen that the spectral radius of Ψ is strictly lower than 1. Therefore Ψ n (f G φ ) goes to 0 for the Lipschitz norm, thus for the continuous norm. This yields
and the proposition is proved.
Furthermore properties.
Lemma 2.9. There exists C(φ) such that for every x, e −C(φ) ≤ G φ (x) ≤ e C(φ) .
Proof. By definition, G φ ≥ 0. Let us prove by contradiction it is positive. Assume that G φ (x) = 0. Then, L φ (G φ ) = r φ G φ shows that G φ (tx) = 0 for ρ-a.e. t in E such that A(t, x 0 ) > 0. As A and G φ are continuous and ρ has full support, this yields that for every t such that A(t, x 0 ) > 0 G φ (tx) = 0. In other words, for every y in σ −1 ({x}), G φ (y) = 0. By induction we deduce that for every n ∈ N, for every z in σ −n ({x}), G φ (z) = 0. Now, the set ∪ n≥0 σ −n ({x}) is dense, and G φ is continuous everywhere and null on a dense set. It is thus null everywhere which is impossible because G φ dν φ = 1. This shows that G φ is positive, thus bounded from below by some constant of the form e −C(φ) . Furthermore, Ω is compact and then G φ is bounded from above.
Lemma 2.9 immediately yields
Corollary 2.10. Both measures µ φ and ν φ are equivalent.
2.2.3.
Regularity of the spectral radius.
Proposition 2.11. The map F : φ → log r φ is convex on C +1 (Ω).
Proof. Let us pick φ 1 , φ 2 in C +1 (Ω), and α ∈ [0, 1]. Set φ := αφ 1 + (1 − α)φ 2 . For n ∈ N, x ∈ Ω,
We deduce from (3) that
which proves the convexity of F .
Let − → ψ be as above. We recall the definition
By definition I( − → ψ ) is a convex and closed set. For any z = ∇f (t) in ∇f (R q ), H(z) is finite with
If z does not belong to the closure ∇f (R q ) of ∇f (R q ), in particular when z /
Proof. The convexity of f follow from Proposition 2.11. The map Q with values in L(C +1 (Ω)) defined on R q by
Adapting the proof of Thm. III.8 and Corollary III.11. of [9] we see that the map t → r t· − → ψ is infinitely differentiable with
from which we deduce (10) .
The conjugate function f * of f , defined by
is convex on R q with values in ] − ∞, +∞]. We refer for instance to [15] , section 26, for the theory of conjugates of convex functions. In particular it is known that
As H = −f * the proof is finished.
Proof of Theorem 2
3.1. Auxiliary functions ϕ and ϕ β . We recall the definitions of ϕ β and ϕ β defined on R q :
3.1.1. The function ϕ β . 
Proof. Let us set g(x) := log r xβt· − → ψ with x ∈ [0, 1]. It is differentiable and Prop. 2.12 yields that for every x,
Then, we use the mean value theorem. There exists θ ∈]0, 1[ such that
This yields
and we get the result.
We emphasize an immediate consequence of Lemma 3.1: all the maxima for ϕ β are reached at critical points and inside the hypercube [−K, K] q if K is chosen greater
3.1.2. The function ϕ β . We also recall the definition 
Moreover, in our setting the equality f * * = f holds true, hence we know that Proof. • Step 1. ϕ β ≥ ϕ β . We use Equality (13) with t = βz. This yields
• Step 2. ϕ β (z) is maximal if and only if ϕ β (z) is maximal and maximal values do coincide.
Let z be a maximum for ϕ β . Then, it is a critical point for ϕ β . As ∇ϕ β (z) = β∇f (βz) − βz this yields z = ∇f (βz). Using (11) we get
therefore f (βz) = H(z) + β z 2 . Using step 1 and this last equality we get
which shows that ϕ β (z) = ϕ β (z).
On the other hand for any z ′ ,
which shows that z is also a maximum for ϕ β .
Conversely, if z is a maximum for ϕ β , let z ′ be any maximum for ϕ β . We get
This shows that z is also a maximum for ϕ β , which finishes the proof.
3.2.
Measures maximizing quadratic pressure. The function
is upper semicontinuous hence attains it supremum on the compact set M σ (Ω). We point out that
z∈R q ϕ β (z) where the last equality comes from Proposition (3.2). We note
Let z ∈ M. We saw in the proof of Proposition (3.2) that z is then a critical point
Moreover log r βz· − → ψ = H(z)+β z 2 . Using (14) we see that for any invariant measure µ,
which proves that µ βz· − → ψ maximizes the function
As G(µ) depends only on − → ψ dµ, any m such that − → ψ dm = − → ψ dµ βz· − → ψ maximizes also G.
Conversely let m maximizing the function F . Set z :
Proof of Theorem 3
4.1. A useful computation. Let f : Ω → R be continuous. We want to evaluate the limit of f (ω)dµ n,β (ω) as n → +∞. In the first step we do the computation without the normalizing term Z n,β and estimate it in the second step. We recall the identity
Then we have
where we made the change of variable βz = β n t to get the last equality. We claim that the part of the integral in z outside the hypercube [−K, K] q is negligible with respect to the other part. Indeed,
for z > 4 − → ψ ∞ , as we noticed in the proof of Lemma (3.1). Now
Returning to (16) we get
Now, we recall that
and that if f belongs to C +1 (Ω) then
where the operator norm of Ψ βz· − → ψ acting on C +1 (Ω) is strictly less than one. We write Ψ βz· − → ψ = e −ε(β,z) T (β, z) where ε(β, z) is the spectral gap of the operator L βz· − → ψ and ||T (β, z)|| L = 1. Then (18)
The spectral gap ε(β, z) is lower semi-continuous in z hence it attains its infimum m(β) on the compact set [−K, K] q , which is strictly positive. We set
and notice that for any z in [−K, K] q ,
which finishes the proof of Theorem 3.
5.
Application to the mean-field XY model 5.1. The cosine potential. The mean-field XY model is a system of n globally coupled planar spins (or alternatively of n globally interacting particles constrained on a ring), with Hamiltonian
where p i ∈ [0, π[. We can interpret it as a generalized Curie-Weiss-Potts model by setting E = T = {z ∈ R 2 , z = 1}, Ω = T N , and − → ψ (ω) = ω 0 . Indeed every ω k in the word ω = ω 0 ω 1 · · · of Ω is uniquely expressed as ω k = (cos θ k , sin θ k ) with θ k in [−π, π[, and then
cos(ω i − ω j ).
We endow T with the usual distance on R 2 , and the Haar measure ρ given by
, where u θ = (cos θ, sin θ).
As − → ψ only depends on the first coordinate, we see that for any t in R 2 and any f in C 0 (Ω), L t· − → ψ (f )(ω) = π −π e t· u θ f ( u θ ω) dθ 2π , so that the spectral radius of L βt· − → ψ is r βt· − → ψ = λ βt· − → ψ = π −π e βt· u θ dθ 2π , with eigenfunction G βt· − → ψ = 1I, and ν βt· − → ψ = µ βt· − → ψ . We notice that r 0 = 1. If t = 0, we denote by |t| its euclidean norm and by θ t the unique element of [−π, π[ such that t = |t| u θ t . Then We notice that φ ′ β (x) ≤ β(1 − x), from which we deduce that max 1] φ β . As I ′ 0 (0) = 0 we know that φ ′ β (0) = 0. We compute
We shall thus consider three cases: β > 2, β = 2, and β < 2. First we take a closer look at the critical points of φ β . We recall that the Bessel function I 0 satisfies the differential equation (we refer for instance to [2] for information about Bessel functions) (25)
Replacing in (24) we get that for every x, If r is such a point then replacing in (26) we get
Case β > 2: In this case φ ′′ β (0) > 0 hence 0 is not a maximum point. We claim that φ has a unique maximum and that it belongs to ] β−2 β , 1]. We denote by r 1 < · · · < r m the m points of ]0, 1] where φ β attains its maximum M on R + . Then every r k satisfies φ ′ β (r k ) = 0 and φ ′′ β (r k ) ≤ 0. Remember that every critical point r satisfies (27) which we rewrite
