Retention of histidine-containing peptides in immobilized metal-affinity chromatography (IMAC) has been studied using several hundred model peptides. Retention in a Nickel column is primarily driven by the number of histidine residues; however, the amino acid composition of the peptide also plays a significant role. A regression model based on support vector machines was used to learn and subsequently predict the relationship between the amino acid composition and the retention time on a Nickel column. The model was predominantly governed by the count of the histidine residues, and the isoelectric point of the peptide.
Introduction
Immobilized metal-affinity chromatography (IMAC) is an important tool for purification of proteins containing residues that form metal complexes, e.g., histidine, cysteine and tryptophan [1] [2] [3] [4] . The poly-histidine tag is extremely useful in molecular biology where it serves to facilitate isolation of genetically engineered proteins from complex mixtures and can be used for targeted immobilization of these proteins [4, 5] .
We are developing a high-throughput method for the purification of peptide-oligonucleotide conjugates. One of our strategies is to place three histidines (His3) at the amino-terminus of the peptide, and three histidines at the 5 end of the oligonucleotide. When joined together, the six histidines (His6) should form a tag that can be bound to a Nickel-Sepharose affinity column. After washing away unreacted components, the purified peptide-oligonucleotide conjugate can be eluted with a gradient of increasing imidazole concentration. For this strategy to be successful, the concentration of imidazole that elutes His3 must be significantly less than the concentration that elutes His6.
In addition, the elution concentration for His6 should be relatively insensitive to the identity of amino acids surrounding the His6 tag. For brevity, throughout this manuscript, we use the term "imidazole concentration" in lieu of "the concentration of imidazole at which elution occurs." Surprisingly, there is little information available in the literature on the relative affinity for Nickel-Sepharose, in the presence of imidazole gradients, of polyhistidine-containing peptides and the influence of surrounding amino acids. Consequently, we synthesized an array of model compounds containing different numbers of histidines in various sequential arrangements and in combination with various other amino acids. Here we present comprehensive information that should facilitate the design and purification of engineered peptides and proteins.
By training a model using a subset of the peptides (with measured imidazole concentration required for elution from a Nickel-Sepharose affinity column) we were able to predict the imidazole concentration needed for elution from the column for a large group of peptides. Table 1 shows the amino acid sequence for the peptides of this experiment, along with their measured imidazole concentrations. Fig. 1 shows the dependency of imidazole concentration on several parameters, including the number of histidines and the isoelectric point. As can be seen from Fig. 1a , there is a relationship between the number of histidines (nHis, nH) and the imidazole concentration; however, this relationship is not simple. Fig. 1b shows that imidazole concentration is also a function of the composition of the peptide (in this case as measured by the isoelectric point). Fig. 1c shows how imidazole concentration varies as a function of the number of histidines and the number of histidine pairs (nHisHis, nHH).
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Methods
The objective of this study is to generate a regression model that takes several parameters from the peptide sequence, and generates an estimate for the imidazole concentration. The necessary (optimal) number of the inputs is unknown (Fig. 2) . Thus, the goal is to find the best model and the minimal number of informative inputs that are capable of predicting the imidazole concentration. A regression (as opposed to a classification) model is needed for this predictor, since the output, i.e., imidazole concentration, takes continuous values.
To address the problem, we started with the simplest models, i.e., a linear model. However, a simple linear model was found to be insufficient in capturing all the dependencies of the system. Therefore, we adopted various non-linear regression models for trial. The most simplistic (non-linear) model is a model with one input-number of histidines. The performance of this model was deemed insufficient in view of the alternatives. The next model that we tried was a model with two inputs-nHis and isoelectric point. A thin-plate spline was used to model this two-input system. While the performance of this system was better than the previous one, it was found that in this model, a linear combination of nHis and nHisHis is more informative than nHis by itself. Therefore, a third model with the following parameters was made: (1) isoelectric point, (2) nHis + Beta × nHisHis (Fig. 3) . The parameter Beta was found to have an optimal value of approximately 2 (Fig. 4) . The Beta value of 2 has a physical interpretation, i.e., it matches the hypothesis that in a Nickel column, each Nickel atom interacts with two histidine residues.
While the performance of the thin-plate spline is rather satisfactory, it has the following shortcomings:
(1) It is only capable of handling 2 inputs. Note that in order to handle the nHisHis situation, we had to sum it with the nHis, in a linear fashion, in order to avoid having an extra input. (2) The surface of the thin-plate spline had local modulations that are aggravated by local noise or data sparsity. These modulations are expected and are due to the "local" (as opposed to global) nature of a spline-based model. (3) Finding the optimal smoothing factor for the thin-plate spline is non-trivial, and requires human supervision.
Due to the above limitations, we opted to use support vector machines. By doing so, we were able to easily extend the model to a larger number of inputs (than 2).
Support vector machines have been in the forefront of the machine learning algorithms and have gained great popularity in the last decade. This popularity is mostly stemmed from the following [6, 7] :
(1) SVMs are based on the structural risk minimization, and thus have a built-in mechanism for regularization, i.e., they are robust to over-training. find an adequate trade-off between the model complexity and the prediction error. (3) By using non-linear kernels, non-linear systems can be modeled using a linear system in the feature space, and yet without having a need to project the solution into the feature space. (4) The solution to the underlying optimization problem in SVMs is amenable to classical optimization techniques, namely quadratic programming and linear programming.
The most popular application of SVM is in binary classification [8, 9] . However, it has been shown that regression problems can also be modeled using SVM [6, 7, 10] . The SVM regression (SVM-R) models are based on the epsilon-insensitive error models [6, 7] . In an epsilon-insensitive model, the (absolute) error values of epsilon or lower are mapped to zero, and the other error values are mapped either linearly or quadratically. The linear error models are generally more resilient to outliers (with high values). Therefore, in this study, we considered only linear epsilon-sensitive regression SVMs. Table 2 shows the specifications of the SVM-R that was used for this study. The SVM-R models (similar to most binary classifier SVMs) use a regularization parameter C [6] in order to provide a balance between the prediction error and model complexity. The optimal value of C is problem-dependent. Various methods (including cross-validation) are usually used to set this value. In this study, based on several trial-and-errors, the value of 10 was found to be appropriate for the parameter C, although the results were not too sensitive to the specific choice of this parameter.
Parameter selection
In order to be able to define the parameter epsilon, we defined an alternate error model. In this model, first for each experiment, the correlation coefficient of the target values and the output values was found. Then, the error was defined as one minus this correlation coefficient. An error which was based on correlation coefficient had a more tangible physical meaning for our scientists, and thus was preferred over the alternatives, e.g., mean-squared error, mean absolute deviation. With this definition, the error values of 0.01 or lower were deemed clinically insignificant, and thus the epsilon value was set to 0.01.
Training error = 1 − ρ(training output, training target) (1a)
Bootstrap error = 0.632 × test error + 0.368 × training error (1c)
A polynomial SVM [11] was chosen for this study. An SVM with order 1 was unable to perform as well as an SVM with order 2. However, beyond order 2, the SVM did not significantly improve the performance, and only resulted in longer training sessions. Therefore, the order was fixed at 2. 
Model validation
In order to validate the model, a bootstrapping technique [12] was used. In this technique, a total of 100 runs were executed for each scenario. For each run, a subset of the total data was chosen at random (with substitution). This set was called the training set. The difference between this set and the original set was defined as the test set. For each run, the training error and the test error were defined as given in Eqs. (1a) and (1b). Subsequently, a composite 0.632 bootstrap error [13] was computed (Eq. (1c)); and this error was used to find a bootstrap R-squared value (Eq. (1e)). This R-squared value was used as a representation for the appropriateness of the model. 
Results
Synthesized model peptides and the concentration of imidazole needed for their elution (extrapolated from the retention time in gradient elution), are given in Table 1 . All sequences were synthesized on tyrosine-modified resin to simplify UV detection (280 nm) of peptides eluted with increasing imidazole concentrations. Fig. 5 shows the results of running SVM-R on systems with the following inputs:
(1) number of arginines (R) (one input); (2) number of histidines (H) (one input); (3) number of histidine pairs (one input); (4) compound histidine count (Hc), i.e., number of histidines plus twice the number of histidine pairs (one input); (5) nHis and nHisHis (two inputs); (6) isoelectric point (one input); (7) Hc and isoelectric point (two inputs); (8) nHis, nHisHis and isoelectric point (three inputs); (9) Hc, isoelectric point, and number of arginines (three inputs); (10) nHis, nHisHis, isoelectric point, and the number of arginines (four inputs).
By comparing the bootstrap R-squared values from the tested systems, one would make the following observations:
(1) The Nickel column is also responsive to arginine, although it is more sensitive to histidine. (6) The performance of a three-input system with inputs-Hc, isoelectric point and number of arginines is not too different from the optimal system.
Visualizing systems with more than 2 inputs is difficult. Fig. 6 shows the performance of a 2-input (Hc and isoelectric point) system. The quadratic shape of the surface is due to the specific form of the SVM-R kernel, i.e., second-order polynomial. The proximity of the actual and predicted points is a testimony to the appropriateness of the fit. Fig. 7 illustrates the differences between the target and predicted values for one of the 100 bootstrap runs. The residuals have patterns, which indicate that the fit has not been optimal. This is partially due to the small sample size, and partially due to the low order (i.e., 2) of the non-linear kernel. However, due to the small sample size, the order of the system was not increased (beyond 2) in order to keep the model parsimonious, and thus more resilient to overtraining.
Conclusions
We performed an exhaustive study of the affinity of histidinerich peptide sequences for a Nickel-Sepharose column, using elution by a gradient of increasing imadazole concentration as a measure of affinity. Retention of histidine-containing peptides depends on the arrangement of histidines as well as the composition of other amino acids in the sequence. The highest performing regression model was obtained with a 4-input system, with the following inputs: (1) number of histidines, (2) number of histidine pairs, (3) number of arginines, and (4) isoelectric point of the peptide sequence. We used the Rsquared metric for gauging the performance of the learning algorithm. This metric was a function of the agreement between the predicted and the observed values of imidazole concentration in our model. The system rendered a bootstrap R-squared value of approximately 0.85, while trained with a seconddegree polynomial soft-kernel epsilon-insensitive regression SVM.
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Appendix A. Experimental setup
Fmoc amino acids, BOP reagent and Rink resin (0.42 mmol/g) were purchased from Novabiochem (EMD Biosciences, Inc., San Diego, CA, USA). Solvents were from VWR International, Inc. (West Chester, PA, USA). 4-Methylpiperidine was from Sigma-Aldrich (Milwaukee, WI, USA).
Rink resin (300 mg) was added into a mixture of DMF and DCM (10 ml total) to form a non-sedimenting suspension which was distributed into the wells of flat bottom polypropylene microtiterplates (Evergreen Scientific, Los Angeles, CA, USA). The plates were placed into a centrifugal synthesizer [14, 15] . An additional 100 l of DMF was added into the plate wells (beads sedimented) and the plate was centrifuged with a tilt of 6 • . A standard protocol was used for the synthesis to remove the Fmoc protecting group; 4-methylpiperidine was used instead piperidine [16] . Individual Fmoc-protected amino acids (0.3 M solution in 0.3 M HOBt in DMF) were pipetted to the wells, and a solution of BOP (0.6 M in DMF) and 1.2 M DIEA in DMF was delivered to each well. Plates were oscillated five times and allowed to rest for 50 s. (During oscillation, the plates are rotated at a speed at which the liquid does not overflow the wall of the well and solid support moves towards the outer side of the well. When the rotation is stopped, liquid returns to the horizontal position and beads distribute at the well bottom, thus mixing the well content.) This procedure was repeated 30 times. The plate was centrifuged and the addition of amino acids and reagents was repeated. After another 30 cycles of oscillation and pausing, the reagents were removed by centrifugation and washing and de-protection was repeated to prepare the plate for the next cycle of synthesis.
At the end of the synthesis the plate was dried in vacuo and 150 l of mixture K [17] (TFA/thioanisol/water/phenol/EDT: 82.5:5:5:5:2.5 v/v/v/v/v) was added. The plate was capped and shaken on the plate shaker for 3 h. The suspension was transferred by multi-channel pipettor to a filter plate (Orochem Technologies, Lombard, IL, USA). The filtrate was collected in a deep well plate (VWR) and precipitated with ether (600 l), and after standing in the refrigerator for 2 h, a pellet was formed by centrifugation. The supernatant was removed by a surface suction device and the pellet was re-suspended in ether (600 l) and centrifuged again. The process of supernatant removal and re-suspension was repeated three times. The product was dried in a Speedvac (ThermoSavant, Waltham, MA, USA), dissolved in 200 l of H 2 O, or 50% dimethylsulfoxide (DMSO)-50% H 2 O and samples of 20 l were taken into 180 l of water. Twenty microliters were injected onto an HPLC column (Waters, Milford, MA, USA, Bondapak, C18, 10 particle, 125Å pore, 3.9 mm × 150 mm, gradient 0.05% TFA in H 2 O to 70% acetonitrile, 0.05% TFA in 15 min, flow rate, 1.5 ml/min, detection by UV at 217 nm). MS was performed at HT-Labs (San Diego, CA, USA).
The peptides were analyzed using HPLC containing a 1 ml volume HisTrap column (Amersham Biosciences, Piscataway, NJ, USA) with the detection at 260 nm. The peptides were injected in 0.02 M sodium phosphate buffer pH 7.4 containing 0.5 M NaCl. The concentration of imidazole was increased linearly from 0 to 0.5 M during 20 min.
