Abstract-We analyzed the noise characteristics of twodimensional (2-D) and three-dimensional (3-D) images obtained from the GE Advance positron emission tomography (PET) scanner. Three phantoms were used: a uniform 20-cm phantom, a 3-D Hoffman brain phantom, and a chest phantom with heart and lung inserts. Using gated acquisition, we acquired 20 statistically equivalent scans of each phantom in 2-D and 3-D modes at several activity levels. From these data, we calculated pixel normalized standard deviations (NSD's), scaled to phantom mean, across the replicate scans, which allowed us to characterize the radial and axial distributions of pixel noise. We also performed sequential measurements of the phantoms in 2-D and 3-D modes to measure noise (from interpixel standard deviations) as a function of activity. To compensate for the difference in axial slice width between 2-D and 3-D images (due to the septa and reconstruction effects), we developed a smoothing kernel to apply to the 2-D data. After matching the resolution, the ratio of image-derived NSD values (NSD 2D =NSD 3D ) 2 averaged throughout the uniform phantom was in good agreement with the noise equivalent count (NEC) ratio (NEC3D/NEC2D). By comparing different phantoms, we showed that the attenuation and emission distributions influence the spatial noise distribution. The estimates of pixel noise for 2-D and 3-D images produced here can be applied in the weighting of PET kinetic data and may be useful in the design of optimal dose and scanning requirements for PET studies. The accuracy of these phantom-based noise formulas should be validated for any given imaging situation, particularly in 3-D, if there is significant activity outside the scanner field of view.
PET. Furthermore, due to the higher scatter fraction in 3-D, an accurate scatter correction is necessary for quantitative accuracy [9] [10] [11] [12] . Thus, depending on the parameters of a given patient protocol, an investigator must carefully consider which mode of acquisition, 2-D or 3-D, is more appropriate. A primary consideration in this decision is image noise. There has been significant work to characterize the noise in 2-D PET images [13] [14] [15] [16] , but less so for 3-D images [17] [18] [19] [20] .
The main goal of this work was to characterize and compare the noise in reconstructed 3-D and 2-D images on the GE Advance scanner. This was performed using different phantoms, i.e., different attenuation and activity distributions, over a wide range of activity levels. These results can be used to guide investigators when selecting the appropriate acquisition mode and dose level for various scanning protocols. In addition, we also characterized the spatial characteristics of pixel noise from 3-D reconstructions using the Kinahan-Rogers [21] algorithm. A preliminary report of this work has been previously published [22] .
II. METHODS

A. Description of the Scanner
We used the GE Advance PET scanner [4] , [6] which has retractable septa and can be used for both 2-D (septa in) and 3-D (septa out) imaging. It contains 18 detector rings yielding 35 slices at 4.25-mm center-to-center slice separation. The ring diameter is 93 cm and the patient aperture is 59 cm. The detectors (4 8 30 mm) are organized into blocks of 6 6 densely packed crystals viewed by four photomultiplier tubes. The in-plane width of the each block is 24 mm and there is a gap of 3 mm between blocks. The projection data are binned to a radial sampling interval of 2 mm prior to reconstruction.
In 2-D, imaging data sets were collected using the scanner's high sensitivity mode with septa in. In this case, coincidences are accepted with a ring difference (axial acceptance) of up to three rings and 35 2-D sinograms were obtained. The sensitivity of a given slice is approximately proportional to the number of cross-coincidences that contribute to it. Hence, the relative slice sensitivity values, , (relative to the first slice) for slices 1-35 in 2-D mode are approximately (1, 2, 3, 4, 3, 4, , 3, 4, 3, 2, 1). Images were reconstructed using standard 2-D filtered backprojection with either a ramp filter or Hanning filter using a cutoff frequency less than or equal to the Nyquist frequency of 0.25 mm . The scatter correction used was the method of Bergstrom et al. [23] . For both 2-D and 3-D reconstructions, attenuation correction was performed with high-count transmission scans, randoms subtraction was performed using the delayed coincidence method, and final U.S. Government work not protected by U.S. copyright pixel values were calibrated in nCi/cc with a uniform 16-cm calibration phantom.
The 3-D data sets were obtained with septa out and with an axial acceptance of 11 rings. Note that this axial acceptance range is smaller than the maximal ring difference of 17 for this scanner. Thus, the relative slice sensitivity, , values for 3-D are approximately (1, 2, 3, , 11, 12, 11, 12, , 11, 12, 11, , 3, 2, 1) . Images were reconstructed with the Kinahan-Rogers 3-D filtered backprojection algorithm [21] . This algorithm has three stages. In the first stage, a 2-D image is created for each slice using projections with maximum axial acceptance of one ring and conventional 2-D filtered backprojection with a ramp filter. In the second stage, reprojection of these slices is performed in order to estimate the missing coincidence lines at high polar angles. Finally, with the full 3-D projection set completed, 3-D filtered backprojection is performed [24] . A ramp filter was always used in the axial direction with cutoff at the Nyquist frequency of 0.118 mm . For 3-D data, scatter correction was performed by fitting the tails of the sinogram to a 2-D Gaussian [12] . The reconstruction algorithm was implemented using 20 i860 processors [25] , with 4.5 min required to reconstruct thirty-five 128 128 images with all corrections.
B. Resolution Measurements
When comparing noise among different data sets, it is important to do this at the same resolution. There are two reasons why the axial resolution of reconstructed 3-D data may be worse than that of the 2-D data. The first is that removal of the septa will increase the crystal solid angles, thus, broadening the point spread function. Second, there are smoothing effects introduced by the 3-D reconstruction due to the filtering and backprojection steps (as well as the reprojection which primarily affects the end slices). For these reasons, we first measured the axial resolution (axial slice width) in 2-D and 3-D [26] . Six coplanar point sources (5-cm apart, axial extent mm) were scanned repeatedly with axial bed motions of 0.5 mm for 2-D and 1.0 mm for 3-D. Images were reconstructed, in order to include the effects of reconstruction blurring, and we determined the axial slice width [full-width at half-maximum (FWHM)] from axial response functions derived from these images at each radial position.
Since we found that 2-D data have better axial resolution than 3-D, in order to make a meaningful comparison between 2-D and 3-D noise, we chose to smooth the 2-D data axially and match its resolution to the lower resolution of 3-D data. Using the axial slice profiles in 2-D and 3-D, we determined a smoothing kernel to be applied to 2-D data. Hence, if and are the axial slice profiles (4.25-mm sampling) for 2-D and 3-D, respectively, we obtained the smoothing kernel ( ) by fitting to the following equation:
(1)
In our study, was sufficient to describe all kernels accurately. Finally, we averaged the values obtained over several slices.
C. Noise Measurements 1) Phantoms:
We used three phantoms: 1) a uniform 20-cm-diameter cylinder, 2) a Hoffman 3-D brain phantom [27] , and 3) a chest phantom with heart and lung inserts (brain and chest phantoms by Data Spectrum Corp., Chapel Hill, NC). The inside axial extents of the uniform, brain and chest phantoms were 18.6, 17.5, and 18.5 cm, respectively. For the chest phantom, activity was placed both in the "myocardium" and in the background, in most cases with a concentration ratio of 4 : 1, and with no activity in the lungs. In addition, studies were also performed at varying myocardial contrast ratios for a constant total activity of 1 mCi. The images of the chest phantom were reconstructed using a 256 256 image matrix while the uniform cylinder and the brain phantom images used a 128 128 matrix. For all phantoms, the pixel size was 2 2 mm in-plane and 4.25 mm axially.
2) Noise Measurements: For each of the phantoms, we performed 2-D and 3-D acquisitions using two different acquisition modes to assess noise: 1) replicate studies and 2) sequential studies.
a) Replicate studies: The replicate studies used gated acquisition to obtain 20 statistically equivalent replicates of each image. We used an artificially generated signal to activate the scanner gating hardware (70 cycles/min). The duration of each gate was set to 42 ms (i.e., 1 min/70 cycles/20 gates) and the total acquisition time was 20 min (1 min per gating bin). The number of gates was limited by the total histogram memory (512 MB) necessary for 3-D acquisitions (25 MB each) . From the reconstructions of these 20 replicates, we calculated the mean and standard deviation (SD) for every pixel in the volume and also the correlation between any two pixels. In this way, we were able to measure the noise even in heterogeneous regions of the phantom. Standard deviation values obtained in this way will be referred to as SD . Normalized standard deviation (NSD) values were obtained by dividing SD by the mean activity value of the phantom. Normalization to the global mean, instead of to individual pixel values, was chosen because of the relative uniformity of SD across each image (see Section III). In addition, for display of noise versus activity data where not all scans were of the same duration, we scaled the NSD values to an equivalent duration of one minute, i.e., NSD NSD , where is the scan duration in minutes. The NSD's obtained from SD will be referred to as NSD and NSD , as appropriate. The uncertainty in a single SD , NSD , or NSD value, based on 20 samples, is 16%. To obtain more precise estimates of noise and correlation, we frequently report the average over many pixels as well as the associated sample SD or the standard error of the mean (SEM).
Due to the duration of the gated scans and the storage requirements, the replicate studies were performed at only selected activity levels for each phantom in both 2-D and 3-D modes. The final 2-D and 3-D NSD versus activity curves were obtained by combining the measurements performed on two different days in order to obtain 2-D and 3-D measurements performed at comparable activity levels. Noise calculations were made on the original 2-D and 3-D images as well as on the 2-D images smoothed to match the 3-D axial slice width. Instead of smoothing the actual images and then deriving the pixel SD , we took advantage of the fact that the correlation is zero between pixels in adjacent slices of 2-D data. Therefore, an unbiased estimate of SD for the th slice of smoothed 2-D data ( ) can be obtained from the sample SD 's of the original 2-D data according to
To test the validity of (2), in one case we smoothed the 2-D images, calculated the SD from the smoothed replicates and confirmed the agreement with the SD obtained from (2) .
b) Sequential studies: In order to achieve better characterization of the relationship between noise and activity in the phantom, we used sequential studies in which repeated scans were performed as the activity in the phantom decayed (i.e., sequential decay). Noise measurements were obtained from the interpixel SD inside regions-of-interest (ROI's) within individual slices. This SD will be referred to as SD and the corresponding normalized SD as NSD . In this way, we could obtain finely sampled curves of noise versus activity. In order to assess noise directly from the SD values, the region used must be uniform so that SD will not be inflated by true variations in activity between pixels. Alternatively, a correction is required to account for intraregion heterogeneity (see the next section). It is also important that the ROI size not be too small since correlations between neighboring pixels can cause misestimation of NSD . For the uniform phantom using circular ROI's, the NSD noise estimates were found to be independent of the ROI size for radii greater than three pixels. These results can be demonstrated theoretically by derivation of the expected value of the sample SD in the presence of correlations between pixels.
For the cylinder phantom, 81 circular ROI's (radius five pixels; area 3.8 cm ) were placed on slices 5, 10, 15, 20, 25, and 30. Note that the straight (odd-numbered) and the cross (even-numbered) slices were equally represented. For the brain phantom, 46 circular ROI's (radius three pixels; 1.5 cm ) were drawn in nearly homogeneous parts of gray matter, white matter, and ventricles, in slices 5-25 (80% of them in the central ten slices). For the chest phantom, we used irregular regions (drawn using automated edge detection with erosion) around the myocardium spanning six consecutive slices (4-11 cm ). All ROI's were shifted appropriately to account for phantom positioning changes between studies that were performed on different days.
3) Measures of Noise: Both replicate and sequential studies measure the noise of individual pixel values. In addition to image-based estimates of noise (NSD), we also calculated the noise equivalent count (NEC) rate [28] NEC (3) where is the true scatter coincidence count rate (prompts delays), is the total randoms count rate (delays), is the scatter fraction, and is the randoms projection fraction, used to estimate the random rates appropriate to the diameter of the object. Application of this formula requires assumed values for and . While these values are relatively straightforward to determine for a uniform phantom, they are less obvious for other activity and attenuation distributions. This may limit the applicability of the NEC formula.
We estimated the sensitivity advantage of 3-D over 2-D versus activity in two ways: 1) using a global count measure, we calculated the ratio of NEC's in 3-D and 2-D, (NEC /NEC ), and 2) using the image-derived NSD values, we calculated the square of the NSD ratio between 2-D and 3-D, NSD NSD . Because in Poisson statistics the NSD is inversely proportional to the square root of counts, the NSD ratio, constructed in this way, effectively represents the ratio of true counts derived from images and is directly comparable to the NEC ratio (i.e., NSD NEC). By comparing these two measures, we could evaluate how well the NEC rate predicts the true image noise.
Noise measures were calculated as a function of field-ofview (FOV) activity. FOV activity was calculated by multiplying the total activity in the phantom (calculated from the initial activity measured in a dose calibrator and corrected for decay) by the fraction of activity located in the FOV. For all phantoms, this fraction was determined at one activity level from the ratio of total activity measured in the images to the total phantom activity corrected for decay.
At low activities ( ), NSD versus activity curves should follow approximately a dependence. As the activity increases, the curves deviate from this rule, due to increased randoms and deadtime, and beyond a certain point the noise increases with increasing activity. The following second-order model was used to predict NSD at any activity (prediction model)
where NSD , , and are model parameters. While this model may successfully describe the NSD data, it should match the NSD versus activity curves only if the ROI's used are homogeneous. For nonuniform activity distributions, we do not expect good agreement between the replicate and sequential data due to inhomogeneities within ROI's. In such cases, a model which takes into account the presence of the true variations in activity is needed. Under the assumption that these true variations are independent from the variations due to count statistics we can write
where NSD is the contribution to NSD due to inhomogeneities in activity distribution within the ROI and NSD is the second-order model given by (4) . We used (5), with parameters NSD , NSD ,
, and , to fit the sequential NSD data for all phantoms. [6] due to larger axial mispositioning effects. Fits of the 3-D kernels with (1) were not perfect due to the presence of non-Gaussian tails in axial profiles, particularly in 2-D (see Fig. 1 ). However, if 2-D and 3-D axial profiles were in fact Gaussian, the FWHM of the smoothing Gaussian at would be 4.56 mm ( mm). The kernel that is obtained after integrating such a Gaussian over 4.25-mm slice widths is (0.135, 0.73, 0.135), very similar to the kernels obtained directly from fits. Using the kernel values computed for , 5, 10, and 15 cm, we linearly interpolated smoothing kernels for arbitrary transaxial distances and used them to calculate the SD for smoothed 2-D data according to (2) .
III. RESULTS
A. Resolution Measurements
It has been shown previously [6] that the 3-D axial slice profile values are independent of slice position. Our measurements confirmed this-the only exception being the end slice (35) where the profile was somewhat narrower (5.3 mm).
B. Uniform Phantom
We first studied the simplest case of a phantom with cylindrical symmetry and uniform activity and attenuation distributions. Using data from the 3-D replicate studies, we obtained images of mean and SD for the uniform phantom. images show a reduction in noise for pixels further from the center of the images. Also, note the central "hot spot" and ring-like patterns in the SD images which are more prominent in the images reconstructed with the ramp filter than in those using the Hanning filter. We attribute these rings to the interpolation of the raw projection data onto an evenly spaced sinogram prior to reconstruction (see Section IV-B).
1) Spatial Noise Effects: a) Radial dependence:
The radial dependence of noise for the uniform phantom is shown in Fig. 3 in which relative SD is plotted versus the distance from the center of the phantom. To compare values at different activity levels, relative SD was calculated by normalizing each SD curve to the mean value of SD across the phantom. This profile did not change with activity and the curves shown are averages across two activity levels. As seen in the SD images ( Fig. 2) , there is a characteristic reduction of noise toward the edges due to decreased counts (lower absolute Poisson noise) and decreased attenuation at the edges [14] . The "bump" in this curve, beginning at 2.5 cm, corresponds to the ringing effects seen in reasonably good agreement but with somewhat less relative noise at the edges compared with the center, probably due to septal shadowing. The 3-D axial profile is more complex than that of 2-D [ Fig. 4 (b)] and has a larger difference in SD between edge and center slices due to larger axial acceptance (11 rings in 3-D, versus three rings in 2-D). The primary factor contributing to the shape of this curve is the 3-D relative slice sensitivity, the relative noise prediction of which is shown in Fig. 4 (b) and (c) (solid lines). However, the increase of noise at the edge slices, in the case of the ramp filter, is smaller than that predicted solely on this basis. For example, a central even slice has 12 sinograms passing though it, compared to one for the edge slices. We would, therefore, naively expect the SD of the edge slice to be higher than the central slices by a factor of , but only a factor of 2.0-2.3 increase was seen. Thus, there is a relative reduction of noise at the edge slices for a ramp filter. This noise reduction cannot be attributed to poorer axial resolution at the edges, since the axial slice profiles are independent of slice (in fact, slice 35 has slightly better resolution). However, in-plane smoothing (interpolation) occurs both in the 2-D reconstruction and the reprojection steps which lowers the noise in the outer slices. This smoothing/interpolation also produces poorer transaxial resolution for the edge slices. For a ramp filter, we measured the transaxial resolution at 1 cm to be 5.1 0.22 mm FWHM in the center slices (mean SD over slices [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] , degrading to 6.0 0.27 mm at the edge slices (mean SD over slices [1] [2] [3] [4] [5] [31] [32] [33] [34] [35] . These results are in agreement with the work of Lewellen et al. [6] .
If the noise reduction at the edge slices were, in fact, due to transverse reconstruction effects, we hypothesized that using different transaxial filters in the reconstruction should alter the 3-D noise profile. The solid circles in Fig. 4(c) represent the axial noise profile obtained when a transaxial Hanning filter (cutoff frequency 0.143 mm ) is used. With increased transverse filtering applied equally to all slices, the relative noise between slices agrees better with expectations based on relative slice sensitivity. The transaxial resolution in this case also becomes more uniform between center and edge slices. For the same filter as used in Fig. 4(c) , the transaxial resolution at 1 cm is 8.5 0.12-mm FWHM in the center slices (13-22) and 9.0 0.19 mm at the edge slices (1-5, 31-35). The remaining effect in Fig. 4(c) unaccounted for by the relative slice sensitivity is the variation in SD between odd and even slices at the edges of the axial FOV (FOV ). This effect is due to the twofold sensitivity difference between the straight and cross slice data used in the initial 2-D reconstructions (required for the reprojection step). Presumably, the asymmetry between slices 1-35 in Fig. 4 is caused by differences in the front and back lead shielding of the scanner and/or by the phantom not being centered in the FOV .
There was no dependence of the axial profile on activity level, indicating that the axial distribution of the randoms is quite uniform for the homogeneous phantom. c) Correlations: The counts in each projection line are independent Poisson variables. However, due to the process of reconstruction, nearby pixel values are statistically correlated. Using the replicate studies, we calculated the interpixel correlation both transaxially and axially. Table I shows the mean correlation between pixel values within 3 image rows or columns within plane for 2-D and 3-D for the ramp filters. Each value in the table is an average of at least 4000 samples taken throughout the phantom. As previously shown in 2-D [16] , pixel correlations vary with orientation of the pair of pixels (i.e., radial versus tangential) when distant from the center of the FOV . However, when we averaged the correlations of pixel pairs separated by a given distance with different directions represented equally, only trivial differences in correlation values were found as a function of position (center versus edge) or activity level for both 2-D and 3-D. For example, the correlation coefficients for neighboring pixels averaged over central slices (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) and across two activity levels were 0.288 0.0007 (SEM) for the center, and 0.286 0.0004 for the edge pixels. Correlations arise from both the filtering and the in-plane interpolations in the backprojection step. Since transaxial filters are the key determinants of in-plane correlations [16] and the same transaxial filters were used in 2-D and 3-D, we expected that the in-plane correlation patterns would be similar in 2-D and 3-D. However, at the edge slices for 3-D data, there are increased in-plane correlations between neighboring pixels. This is consistent with the worse transverse resolution for the edge slices due to reprojection effects.
We were particularly interested in the correlations between pixels in neighboring slices that would be introduced in the 3-D reconstruction. Images of axial correlations, , (not shown) representing the correlation between the corresponding pixels in adjacent slices i.e., and were created from the replicate data. From these, axial and radial profiles of correlations were derived (Fig. 5) . As expected, for 2-D data, there was no correlation of pixel values between slices [mean correlation coefficient of 0.001 0.003 (SEM), obtained from 5000 independent samples]. Fig. 5(a) shows the radial profile of 3-D axial correlations averaged over the center slices (solid circles). Interestingly, the interslice correlations drop significantly within the central 3 cm of the FOV and at 0 cm, is near zero. Since all oblique rays pass perfectly through the center of one of the slices, little or no interpolation is required during backprojection near the center. Further from the center, oblique rays pass between slices, thus, interpolation is required and axial correlations increase. To address this more quantitatively, we calculated . In all slices, axial correlation is caused by the interpolation of the oblique data during 3-D backprojection. The additional axial correlation at the edge slices is caused by interpolations in the calculation of the reprojected oblique rays. This produces projection data that are no longer statistically independent (see the Appendix).
Axial correlations between pixels of nonadjacent slices were very small. For example, for pixels and , we observed average correlations of 0.005 0.003 (SEM) (derived from 8000 samples).
2) Activity Level: Fig. 6 shows NSD , as defined in Section II-C, versus FOV activity from the replicate and sequential studies for reconstructions of the uniform phantom using ramp filters. NSD values include normalization for There was good agreement between the sequential and replicate estimates for both 2-D and 3-D for all activity levels. On average, NSD showed higher estimates of noise over NSD by 1.2 1.7% in 3-D and 3.2 2.5% in 2-D (mean SD across activity levels). These small differences between NSD and NSD may be due to slight inhomogeneities in the ROI's, positioning mismatch of the phantom or the ROI's, and uncertainty in the determination of the FOV activity, as well as statistical noise.
The prediction models of (4) (homogeneous ROI's) and (5) (heterogeneous ROI's) successfully describe both the NSD and NSD versus activity curves for the uniform phantom. The parameter estimates from (5) (NSD , , and ) from these fits, for all phantoms, are shown in Table II . These values can be used with (4) to predict NSD at any activity. The table also shows the lowest achievable NSD in a 1-min scan (NSD ) and the FOV activity at which this is obtained ratios NSD NSD (solid circles) and NEC ratios (NEC /NEC ) (solid line) as a function of FOV activity. The NEC rates for uniform phantom were calculated using scatter fractions 35% (average of 36% [6] and 34% [4] ) and 9.5%, [measured average of 9.2% (straight slices) and 9.8% (cross slices)]. The randoms projection fraction ( ) in (3) was set to 0.4. After 2-D images were smoothed to a matching resolution, the image-based noise measure (NSD) was slightly higher than the global countbased noise measure (NEC) for the uniform phantom. The largest discrepancy occurs for low activities where the NEC ratio underestimates the NSD ratio by 12%.
As seen in Fig. 7 , at the lowest activity, the 3-D/2-D sensitivity advantage is 4.9 for smoothed 2-D and 8.5 for raw 2-D data. The NSD ratios for the original 2-D data (open circles) show how the 3-D advantage can be exaggerated when the resolution mismatch is ignored. The data shown in Table II can also be used to estimate the sensitivity advantage of 3-D in the limit of zero activity NSD NSD and the obtained value was approximately 5.1, in agreement with Fig. 7 .
C. Brain Phantom
Despite the difference in activity distribution, the 3-D SD image for the brain phantom in Fig. 8(b) is very similar to single slice SD images of the uniform phantom. The same was true for the 2-D images (data not shown). We calculated the radial noise profiles in 2-D and 3-D, as in Fig. 3 , and found that they were independent of activity level and they agreed with the uniform phantom profiles to within 6%. Also, the pixel-to-pixel correlation values were very similar to those of the uniform phantom for both 2-D and 3-D. Quantitatively, the mean of the absolute difference in correlation coefficients (averaged within each slice) between the two phantoms was The axial noise profile for the brain phantom in 2-D differed from the uniform phantom in that the brain phantom showed lower noise at the edge slices compared to the center. To quantify this, we compared the ratio of the average noise for the edge slices (1) (2) (3) (4) (5) (31) (32) (33) (34) (35) to that in the center slices (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) and compared these edge/center ratios between the uniform and the brain phantom for different activity levels. The edge/center ratio for the brain phantom in 2-D was lower by 54 2% for all activities. Since radioactivity is present in only a small fraction of the pixels in the edge slices of this phantom, the projection counts are lower, so the absolute SD values are lower. In 3-D, the axial noise profiles for the brain phantom are closer to those of the uniform phantom, particularly at higher activities. The edge/center ratio for the brain phantom was lower than the uniform phantom by 30-37% for activities below 2 mCi. Apparently the 3-D reconstruction produces a more uniform axial noise response in the presence of a heterogeneous emission distribution. For activities of 4-6 mCi in 3-D, the edge/center ratio for the brain phantom was only 3-15% lower than that of the uniform phantom. At higher FOV activity, the axial uniformity of the random counts causes the brain phantom's axial noise profile to be very similar to that of the uniform phantom.
We obtained continuous curves of NSD values from the sequential studies. These data were poorly fit by (4), as expected, but were well fit to (5). The noise estimates obtained from the prediction model and the fitted parameters (Table II) were in excellent agreement with the replicate data, lower by only 2.2 1.6% for 3-D and 0.6 1.5% for 2-D (mean SD across activity levels). This demonstrates that accurate noise estimates can in fact be obtained from heterogeneous ROI data.
The estimated values for NSD (in units of percent of phantom mean) were 11% (3-D) and 17% (2-D). These values are very dependent upon how the regions are drawn.
For the brain phantom, activity was concentrated in a smaller volume than in the uniform phantom and the activity was centered in FOV . In 3-D, the pixel NSD values were 37% lower than for the uniform phantom at comparable low FOV activity levels (according to NSD values). Similarly for 2-D, NSD values were 36% lower. At the limit of zero activity, 3-D had a 5.4 fold sensitivity advantage over 2-D, a value which is slightly larger than that for the uniform phantom. This is at least in part due to the axial centering of activity in the FOV (see Section IV-C).
In comparison to the uniform phantom, the 2-D/3-D crossing point activity was higher ( 8.9 mCi) and the minimum achievable noise in 3-D was lower (NSD 23% at 4 mCi). For 2-D, NSD was also 23% at 23 mCi.
D. Chest Phantom
The chest phantom has different activity and attenuation distributions than the previous phantoms, and we observed a more heterogeneous noise distribution (Fig. 9) . Comparing the SD images [ Fig. 9(d) and (e)] to the attenuation image [ Fig. 9(c)] , and the emission images [ Fig. 9(a) and (b) ], it appears that much of the inhomogeneity can be attributed to attenuation effects, rather than to the activity distribution. This is especially evident when SD images near the myocardium are averaged [ Fig. 9(f) ]. For example, there is no apparent difference in the noise pattern shown in the SD images for a 4 : 1 contrast ratio [ Fig. 9(d) ] and a 1 : 1 ratio [ Fig. 9(e) ].
To compare these quantitatively, we calculated the radial profile of relative SD , for Fig. 9(d) and (e) and the average difference was 0.2% 3.7% (SD). Furthermore, for edge slices where the lungs inserts are mostly missing, and the attenuation distribution is more uniform, the noise pattern (data not shown) is more like that of the uniform phantom. The axial noise profile also showed substantial asymmetry in both 2-D [16] [17] [18] [19] [20] [21] by the mean SD rep obtained with the same ROI applied to slices which contain only background activity (slices 3-7). This curve was scaled so that the relative noise was set to one for a contrast ratio of 1 : 1. and 3-D, with relatively decreased noise in the half of the phantom containing the lung inserts.
To confirm that the inhomogeneity in SD was dependent more on attenuation than activity distribution, we performed additional replicate studies of the chest phantom in 3-D with a range of myocardium-to-background contrast values at a constant total phantom activity of 1 mCi. The ratio of noise level (SD ) between a region drawn in the myocardium and a matching region in slices without myocardium is shown in Fig. 10 as a function of this contrast. Our results show that for myocardium-to-background ratios below 5 : 1, there is only a small effect of the higher myocardial activity on the noise in and around the myocardium.
Although the SD images for the chest phantom were more heterogeneous than those for the other phantoms, they also shared some of the characteristics of the other phantoms including the reduction of noise with distance from the center and interpolation-induced ringing for ramp reconstructions (data not shown). Also in 3-D, there was a slightly larger increase in noise in the center of the FOV . The correlation data for this phantom were very similar to those from the uniform phantom. The mean of the absolute difference between the correlation coefficients (averaged within a radius of 10 cm) for the uniform and the chest phantom was between 0.004 and 0.005 for different activity levels and for 2-D and 3-D.
We calculated the relationship of NSD versus activity level in the phantom except that here we averaged NSD values only for pixels within the myocardium. The sequential data were analyzed using larger regions than in the other two phantoms and, thus, we expected a greater influence of inhomogeneities on the noise analysis. Again, as expected, myocardial NSD data could not be fit to (4), but were well fit to (5) , and the values for NSD obtained were 82% for 3-D and 52% for 2-D data. Note that the NSD estimates are larger than might be expected since all NSD values are normalized to the mean of the entire phantom, not the myocardial mean. The NSD values predicted from the parameters (Table II) and (4) were slightly larger than those in replicate studies: 3.7 1.0% higher for 2-D and 3.5 2.2% for 3-D (mean SD across different activity levels).
At low activity levels, the average myocardial pixel NSD was 152% higher than for the uniform phantom, while for 2-D it was 127% higher. At low activities, the 3-D sensitivity advantage was 4.2 (estimated from data in Table II ), compared to 5.1 for the uniform phantom. This difference is due to the size of the phantom and its larger scatter fraction (see Section IV-C). The noise in 3-D exceeds the noise in 2-D at 3.5 mCi and the minimal NSD value for 3-D was 135% at 2 mCi, and for 2-D, NSD 104% and 16 mCi.
E. ROI Noise
To this point, all noise values correspond to single pixels. However, in practice, one is often interested in the average value inside a region or volume of interest. Is the sensitivity advantage for 3-D over 2-D different when considering ROI's instead of individual pixel values? ROI noise can be expressed in terms of pixel noise and the correlations among the pixels inside the ROI. Since the 3-D and 2-D axial correlations differ (Section III-B) and the observed in-plane correlations are very similar (Table I) , we focused on the axial extent of the ROI and restricted our analysis to an ROI consisting of a single pixel propagated over multiple slices (ROI ).
From the replicate studies (3-D and smoothed 2-D) for the uniform phantom, we determined the NSD of ROI values (NSD ) for ROI extending over consecutive slices ( ranging from 1-14). By using this "thin" ROI, this computation could be performed for all pixels, hence, we produced images of NSD for each value of . We averaged NSD values across all pixels within the uniform cylinder radius and across odd and even slices sets. The 3-D/2-D sensitivity advantage increased with the axial extent of the ROI on average by 8.0, 12.5, and 15.0% for , , and , respectively.
IV. DISCUSSION
We have presented noise characteristics of 3-D and 2-D reconstructed images for three different phantoms on the GE Advance scanner with the goal of discerning the patterns of noise and developing noise estimates. We expect that many of the noise characteristics shown here will apply to other scanners with similar design to the GE Advance and comparable reconstruction algorithms. Some of the noise characteristics shown in these phantoms, such as the radial noise profiles and correlation effects, are mostly independent of activity distribution and should apply to patient studies with similar attenuation characteristics. Comparing the brain and uniform phantoms showed that the emission distribution affects the axial noise distribution as well as the absolute noise level and its relationship to FOV activity (Table II) . However, based on the chest phantom data, attenuation appeared to be a more important determinant of the within-slice noise pattern than activity distribution. Furthermore, for 3-D, significant increases in regional activity produced only small changes in local noise (Fig. 10) . However, since only three phantom configurations have been evaluated in this study, the accuracy 
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designates the interpixel distance. These values are averages from 50 pixels per slice across ten slices and across two activity levels (no significant dependence on activity or position was observed), yielding 1000 sampled locations. In addition, for each location, the pixels with the same transaxial distance were averaged (four or eight pixels), so a total of 4000 or 8000 samples were used to obtain the values reported in this table. The SEM for these values were 0.004 or less. Parameter estimates obtained from fitting measured NSD versus activity curves to (5) . NSD , , and are parameters of the model which can be used with (4) to predict noise at any activity. The minimum NSD for a 1-min scan (NSD ) is obtained at FOV activity . The standard errors, obtained from fits, for NSD , , and were highest for the heart phantom (on average 1%, 10%, and 30%, respectively) and lowest for the uniform phantom (0.1, 4, and 6%). of these phantom-derived noise characteristics and formulas should be confirmed for any given imaging situation.
It is also important to recognize that, unlike patients, there was minimal activity outside the scanner FOV in these phantom studies. For 3-D, the presence of activity outside the FOV produces a significant increase in singles (therefore, randoms and deadtime) and to some extent scatter [29] [30] [31] [32] . This will shift and raise the curve of NSD versus activity for 3-D and, thus, lower its sensitivity advantage over 2-D imaging, where the presence of the septa minimizes these effects. For example, human brain scans show lower NEC rates than scans of the brain phantom at matched FOV activity (above 0.5 mCi), presumably due to higher randoms and deadtime from activity outside the FOV [33] .
A. Resolution Differences Between 3-D and 2-D
The decreased axial resolution in 3-D is caused by the absence of the septa and axial smoothing introduced with 3-D reconstruction, which introduces axial correlations. If the axial resolution loss were caused only by reconstruction effects, we would expect the axial correlation in smoothed 2-D data (at matched axial resolution to 3-D) to be very similar to that of the 3-D data. We calculated the axial correlation in the smoothed 2-D data and found it to be 0.33. Because the measured axial correlation in 3-D is smaller than this value, it indicates that some of the 3-D resolution loss is due to septa removal which, for 3-D data, will degrade axial resolution without introducing additional axial correlation.
Along with differences in axial slice width between 3-D and 2-D, we also saw differences in transverse resolution for the edge slices, as shown previously [6] . To compare these edge data between 2-D and 3-D properly, would have required application of a slice-dependent transverse filter to the 2-D data. Since the outer slices of 3-D data are generally not used for routine studies, we chose instead to exclude them from our noise comparison between 3-D and 2-D.
B. Spatial Noise Dependence
Overall, there were only small differences in the withinslice noise pattern between 2-D and 3-D in all phantoms. As seen from Figs. 2 and 3 , the relative noise profiles in 2-D and 3-D are quite similar, except for the slightly greater noise for 3-D near the center of the FOV . By comparing Fig. 3 and Fig. 5(a) we see that at the center of the FOV , 3-D pixel noise is relatively higher than 2-D and axial correlations are lower. Beyond 3 cm from the center, the relative noise curves in 3-D and 2-D merge and also the axial correlation reaches a plateau [ Fig. 5(a) ]. We attribute these effects to the interpolations produced by backprojection of the oblique rays.
The ringing patterns, including the central "hot spot," that were observed in the SD maps are pronounced when a transaxial ramp filter is used [ Fig. 2(c) and (f) ]. We attribute these effects to the presence of transaxial gaps ( 3 mm) between the detector blocks. The raw projection grid data are interpolated onto an evenly spaced sinogram grid, thus, introducing some smoothing into the projections. The amount of smoothing depends on how closely these two grids match. The presence of relatively large spacing can abruptly change the amount of smoothing introduced by interpolation and, thus, create rings of reduced variance where the interpolation distances are large. When using a Hanning filter, these effects are significantly reduced. The apodizing window of the Hanning filter significantly reduces the amplitude of the frequencies near the Nyquist frequency and hence reduces the effects of this interpolation.
Knowledge of the axial noise profile can be used to design an improved scanning strategy for whole body studies. If multiple scans are acquired at intervals of the full FOV of the scanner, then sagittal and coronal images will show sections of higher noise corresponding to levels acquired at the edges of the FOV . However, if overlapping scans are acquired, and the images from anatomical levels included in the overlap are averaged, then a nearly uniform slice variance can be achieved [34] .
C. 3-D Versus 2-D
The only significant difference between the uniform and brain phantoms was the activity distribution, since the attenuation distributions were almost identical. The activity in the brain phantom was distributed in a smaller axial volume than the uniform phantom. The chest phantom was quite different from the previous two in size and activity and attenuation distributions.
For low activities, the sensitivity advantage values of 3-D over 2-D calculated from the NSD parameters in Table II were 5.1, 5.4, and 4.2 for the uniform, brain, and chest phantom, respectively. Calculation of the 3-D/2-D advantage can also be done with NEC ratios, given knowledge of appropriate scatter fractions ( ) in 2-D and 3-D. For example, NEC predictions would agree with the NSD ratios if we set the 3-D values to 30, 30, and 43%, for the three phantoms, respectively, and if we assumed that the 2-D value was 10% for all phantoms.
There is some uncertainty in the estimation of sensitivity advantage which is in part due to FOV activity uncertainty and positioning differences between 2-D and 3-D sequential studies. We can reduce these errors by recognizing that a subset of the 2-D and 3-D NSD data were acquired in a single scanning session. Thus, we scaled the 2-D and 3-D model parameter NSD so that the prediction model matches this subset of NSD data exactly. These scale factors range from 0.98-1.04. With this scaling, the 3-D/2-D advantages become 4.8, 5.1, and 4.3 for the uniform, brain, and chest phantom, respectively.
The slightly greater 3-D sensitivity advantage of the brain phantom over the uniform phantom is in part due to the axial centering of the activity in the FOV . As shown in Fig. 4 , different slice distributions of ROI's would change the average NSD value. The sensitivity advantage differences could also arise from different radial distributions of the ROI's for the two phantoms, the brain phantom having fewer regions located near the center of FOV . According to Fig. 3 , this could further contribute to the greater 3-D advantage for the brain phantom. Another factor could be the lower scatter fraction due to the absence of any activity outside the FOV for the brain phantom. For the chest phantom, due to the increased attenuation, there is a much greater scatter fraction than in other two phantoms, thus, producing a lower 3-D sensitivity advantage.
As the total activity level increases, the noise in 3-D eventually exceeds that of 2-D. These crossing activities ( ) were 5.5, 8.9, and 3.5 mCi for the uniform, brain, and chest phantom, respectively. However, should not be understood as the limit below which the 3-D acquisition should be used. In fact, in all observed cases, the minimum 3-D noise was achieved below the crossing point. For example, for the uniform phantom, the 3-D noise increases above the 3 mCi and, thus, using 3-D mode in the range 3-5 mCi would mean an unnecessary increase in radioactive dose for no noise reduction.
The difference in between the different phantoms is mainly due to differences in the randoms and scatter fractions for these phantoms. The uniform and chest phantom had radiation present outside of the FOV. The FOV activity was 80, 100, and 61% of the total phantom activity for uniform, brain, and chest phantoms, respectively. Also, axial centering in the FOV of the brain phantom decreased the randoms fraction relative to that of the uniform phantom by increasing the sensitivity for true counts.
D. Pixel Noise Formula
When designing a protocol utilizing PET imaging, the aim is to minimize the dose given to the patient, while achieving the desired precision in determining activity concentrations. Having a formula to predict pixel noise in various scanning situations would be of great use. In addition, noise estimates are required for proper weighting of kinetic PET data when performing parameter estimation. Equation (4) can be used to predict pixel NSD values using the parameters in Table II which are most appropriate to the particular scanning situation. Pixel SD values can then be determined from NSD by scaling by the mean subject activity. Note, of course, that these SD and NSD values represent average values and do not account for the radial and axial variation in noise (Figs. 3 and 4) . Also, the parameters in this formula should obviously be adjusted for application to a different scanner or with different reconstruction filters using the methodology in this paper. (4) and parameters in Table II] and (6) . These parameters can be used to predict pixel NSD from true and random count rates.
For patients with significant activity outside the FOV, (4) will be incorrect. Another formula can be developed employing the measured count rates used to calculate the NEC. Given NSD NEC , substitution of NEC from (3) yields the following equation to estimate NSD:
where is the duration of the scan, and NSD is a constant which incorporates the scatter fraction. The constants NSD and can be obtained from fits of the predicted NSD to (6) . The fits showed excellent agreement between the two models and the values obtained from the fits for all phantoms in 2-D and 3-D mode are given in Table III . This formula is applicable in situations with similar attenuation and activity distributions as those found in our phantoms. Note that NSD const , so given appropriate values for patients and the corresponding phantoms, one can rescale the NSD parameter.
E. ROI Noise Comparison
For
, defined in Section III-E, the following analytical relationship for NSD can be derived:
where is the number of slices included in the ROI and is the average interslice axial correlation coefficient at slices distance. Thus, ROI noise depends upon interslice correlations. Reconstructed 2-D data have no axial correlations and, according to (7) , would have an advantage in terms of ROI noise. However, for the comparison with 3-D, we smoothed the 2-D data, and therefore introduced correlations between adjacent slices. A simple calculation shows that the kernel we used (see Section III-A) produces axial correlation coefficients of and . These are higher values than the 3-D axial correlations in the center slices (0.22 and 0.0), so, when estimating noise inside an ROI which covers several slices, the 3-D/2-D sensitivity advantage increases over that calculated for a single pixel. From (7) and the measured correlation values, the 3-D advantage for central slices increases by 9, 15, and 18% for ROI's that cover 2, 4, and 10 slices, respectively. These theoretical predictions are in very good agreement with the measured values of 8.0, 12.5, and 15.0%.
We predict that a similar increase in 3-D advantage holds for an ROI with larger transaxial extent, as follows. First, we observed that the in-plane correlations for central slices are almost identical in 2-D and 3-D (Table I) . Second, we observed in our measurements that the correlations between two arbitrary pixels in the volume (separated by ) are approximately equal to the product of the corresponding axial [ ] and in-plane correlations [ ]. Under these conditions, an extension of the theoretical analysis that lead to (7) suggests that the ROI noise ratio between 3-D and 2-D is independent of the transaxial dimension of the ROI.
V. CONCLUSION
In this work, we endeavored to characterize the noise of 3-D and 2-D PET images based on phantom studies with the GE Advance scanner. The data that emerged can be helpful in determining whether 3-D or 2-D acquisition is more appropriate for various patient protocols. This can be done by use of Fig. 6 and the parameters in Tables II  and III [with (4) and (6) , respectively] to compute noise levels in 2-D and 3-D for a given FOV activity. In addition, the formulas for pixel and ROI noise may be useful for selection of dose or scan duration to achieve a required level of data precision, or for weighting of PET kinetic data. However, given that these characteristics were determined from only three phantom configurations, it is important to recognize that different attenuation and emission distributions, and particularly the effects of activity outside the FOV in 3-D, must be considered in applying these results to patient data.
APPENDIX AXIAL CORRELATIONS
In this Appendix, we analyze the axial correlations, , due only to axial interpolations in 3-D filtered backprojection [21] , [24] , and assuming cylindrical symmetry in-plane and mirror symmetry between and , we write for at radial distance given in (A.8), shown at the bottom of the page, where and the summation over has been replaced by the integral over . By evaluating (A.8), we obtained the radial profile of correlations shown in Fig. 5 (a) (solid line). It shows that with increasing radial distance the correlations reach a plateau.
2) Axial Profile: We used a similar development to predict the increase in axial correlations at the edge slices, where and are no longer taken to be zero. We assume that away from the center of FOV and for nonzero polar angles, the relative interpolation distances, , are uniformly distributed between zero and one. This assumption is supported by the fact that curve in (A.8) reaches a plateau after a certain radial distance. Thus, we replace the summation over in (A.5) with integration of from zero to one, and from (A.6) we obtain (A.9a) where Here, we assumed that the correlations of all off-slice ( ) axially adjacent projections lines ( ) are equal to a single value . This is valid for central slices (
) and for end slices ( is the correlation introduced by reprojection). This equation also takes into account that for we always have and not a uniform distribution of . Equation 
