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Abstract
This thesis explores the application of Markowitz’ Modern Portfolio Theory - MPT onto 220
years of financial returns for 13 metals and 21 poly-metallic ore types. The interdisciplinary
research shows that poly-metallic ores can be described as naturally occurring portfolios that
were diversified by natural geological processes. Safest and optimal portfolios for metals and ores
can be computed for different time horizons using portfolio optimization algorithms. Results for
optimized ore portfolios are thereby subject to geological constraints. The study revealed that
commodity cycles last between six and twenty years and exhibit clockwise and counterclockwise
motions in the risk-return framework. The cycle length differences for clockwise cycles are
statistically significant and thus specific to all investigated metals and ores. By incorporating
novel cycle parameters into decision making tools it is suggested that current industry decisions
for resource development can be improved. Insights into the performance of metals and ores
through the industrial cycles, as well as into the frequency of profitable super cycles can assist
Metals & Mining executives in strategic planning and investment.
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VMS.KID Cu-Au-Ag-Zn VHMS deposits (e.g. Kidd Creek)
VMS.MYR Cu-Au-Pb-Ag-Zn VHMS deposits (e.g. Myra Falls)
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This thesis represents an exploratory analy-
sis that applies elements of the financial theory
of Modern Portfolio Theory (MPT), developed
by Markowitz [1], to metals and poly-metallic
ores of different geological origin. The objective
of the study is to reveal the underlying eco-
nomic market dynamics and asset preferences
that determine the inner workings of the Metals
& Mining Industry over the last two centuries.
The research sees itself at the intersection of
four disciplines: a) corporate finance, b) eco-
nomic geology and c) mineral economics, all
against the backdrop of d) historical evidence
(cf. figure 1.1).
Figure 1.1: Focus of study at the intersection
of different disciplines X1
Core to this study is the transformation
of metal and ore values into financial returns
such that they can be analyzed with elements
of MPT. For this we follow three major ap-
proaches.
First, we analyze the asset returns of 13 met-
als and 21 poly-metallic ores for a time span of
up to 220 years, within the risk-return frame-
work. We perform this analysis in order to eval-
uate the general characteristics of metals and
ores. We also run optimization algorithms on
the data in order to determine the behavior and
composition of the minimum variance and tan-
gency portfolios for different time horizons.
In the second approach, we analyze how the
asset returns change with time within the risk-
return framework, and describe and interpret
the observed movements.
Lastly we combine the results of the first two
approaches in order to gain additional insights
that go beyond those of them individually.
In doing so this thesis wants to address the
following questions that are difficult to answer
when each of the mentioned disciplines is em-
ployed in isolation. They are:
1. Can poly-metallic ores be considered nat-
ural occurring equivalents of diversified
stock portfolios?
2. What, in modern history, are the most
attractive metals, ores and by extension
mineral deposits in terms of safe invest-
ments or optimal returns2 - either in a
given time period or through time? Does
geology have an influence on the results?
3. Can the risk-return framework help to de-
tect commodity cycles and give us a bet-
ter understanding of the underlying eco-
nomic mechanisms? Can we pinpoint eco-
nomic periods when the Metals & Mining
industry was exceptionally profitable? If
so, can we support these findings with his-
torical facts?
1All figures and tables in this thesis where no source is provided are the sole and proprietary work of the
author.
2i.e. highest returns with lowest associated risk
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”Ex inordinatio veni pecunia.”
Management in ”The Zero Theorem” by Terry Gilliam
Chapter 2
Metals & ore types studied
2.1 Metals
The focus of this thesis is how thirteen met-
als and their respective ores can be analyzed
in the Modern Portfolio Theory (MPT) frame-
work. They can be grouped into six base met-
als (aluminum - Al, copper - Cu, lead - Pb,
nickel - Ni, tin - Sn, zinc - Zn), four precious
metals (gold - Au, palladium - Pd, platinum
- Pt, silver - Ag), two minor metals (cobalt -
Co, molybdenum - Mo), and one energy metal
(uranium - U). The main reason for their selec-
tion is that, aside from iron, they represent the
most important metals that have been mined
in human history. The choice for these metals
was also driven by important attributes they
posses. They
1. are very commonly associated in different
poly-metallic ore deposits,
2. have standardized end products,
3. are traded frequently based on a globally
accepted settling mechanism, i.e. they
have global reference prices,
4. are traded globally and hence depend on
global economic forces,
5. have been used and traded for consider-
able time such that reasonable long price
series exist.
This contrasts with other important exten-
sively mined minerals not considered in this
study such as iron ore, mercury or coal. While
they share some of the characteristics with the
metals above, there are important reasons why
they have have not been included in this study.
They
1. are associated with industries that are of-
ten vertically integrated such that trans-
fer pricing is more important than spot
pricing and therefore market prices do not
necessarily reflect true supply & demand
balances,
2. are mainly mined to extract other metals
(mercury for gold or silver),
3. are characterized rather by regional mar-
kets such that global prices cannot be as-
signed to individual deposits,
4. do not possess standardized end-
products,
5. seldomly appear in poly-metallic ores.
2.2 Ore types
Objective
Aside from metals, we want to analyze mono-
and poly-metallic ores that are the geological
sources of the above metals. Since the anal-
ysis of all ores in the world within this study
would pose a insurmountable task in terms of
data availability, requirements and processing,
the study focusses on the most important ore
types that are mined to obtain the aforemen-
tioned metals. For this we need to condense a
larger data set and extract a representative sub-
5
set of ore types. We can do this by focussing on
the geochemical signatures and group the sam-
ples by applying hierarchical cluster analysis.
In particular, cluster analysis using the Man-
hattan distance measure with an average link-
age clustering method proved to be the most
effective one. Hence this approach was used to
separate different ore types by their geochem-
ical signature. For further discussion on this
approach see Pfeifer [2].
The objective for the use of cluster analysis for
this study was thereby:
• to separate geochemically pattern groups
that are
– similar or homogeneous within, and
– statistically robust clusters that are
distinctly different from each other,
and
• that can be assigned to specific ore de-
posit groups,
such that they can be used for the subsequent
portfolio analysis.
Mineral reserve data set
The original data set used for this study en-
tails 1,233 global mines and mineral projects
with their proven and probable reserves, pro-
vided by InfoMine [3]. Each asset has thereby
a unique identifier, one reserve data point in
terms of tonnage, and has one ore more data
points per respective commodity grade. Table
2.1 gives an overview of the sample set param-
eters.
In addition to the geochemical data, InfoMine
[3] also provided information regarding the ge-
ology of the mineral deposit models, as well as
other ore type specifics. For instance the pres-
ence of sulfide, oxide, laterite, non-sulfide or
carbonaceous ores was provided in form of an
indicator matrix. Each property has at least
one indication of the associated ore type.
Moreover, 483 of the 1233 assets (i.e. around
40%) have identifiers of their associated genetic
deposit group (e.g. MVT, SEDEX), also pro-

















Table 2.1: Data set components
Data manipulation
There are two important aspects to consider
when performing cluster analysis. First, data
points have to become comparable across a
range from 1 g/t to multiple % points. Second,
it is imperative not to use ”N\A” values since
cluster analysis cannot process it. To address
the
1. scale problem all values were transformed
into ppm values. Since according to
Ahrens [4] elements exhibit a lognormal
distribution, the logarithm was subse-
quently applied.
2. ”N\A” values, a constant value of -99 was
assigned to the affected values. Since this
value is in strong contrast to the lognor-
malized values any major influence can be
assumed to be minor.
In addition, the original data set was trimmed
before the cluster analysis was performed. The
reserve tonnages, as well as any information
regarding the ore deposit type were omitted
from the analysis. The former were not con-
sidered for this part of the analysis since the
scaling issue was deemed to be too large in
range such that it would dominate the under-
lying geochemical ore characteristics.
The indicators for the ore deposit groups was
disregarded since the data set was incomplete.
1Uranium = Uranium oxide (U3O8)
24E = Platinum + Palladium + Rhodium + Gold
36E = Platinum + Palladium + Rhodium + Ruthenium + Rhenium + Gold
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In addition, the ore deposit model interpre-
tation for certain deposits is still in question
such that erroneous data might have been in-
troduced into the analysis. However, the ge-
netic ore type data was used to crosscheck the
resulting clusters and clean them of properties
which did not align with the majority of the
indicated ore types.
Results
As can be seen in figure 2.1, the performed
cluster analysis results in distinct groupings of
numerous clusters. The majority of them can
thereby be assigned to specific mineral deposit
types. This still holds when, based on the ad-
ditional geological information omitted during
the cluster analysis, certain deposits had to be
excluded or separated out from clusters to com-
ply with the initial objectives.
Figure 2.1: Complete cluster of data set
In alignment with our objective we sepa-
rated 26 clusters with this approach. They con-
tain 23 poly-metallic and three mono-metallic
ore types. When we add four more mono-
metallic ore types to these results for which
could not provide relevant data4, we are able to
distinguish 30 ore types (cf. table A.1, pg. 175)
that can be separated into eleven ore genetic
model groups.
Taking into account their geological definitions
from Ridley [5] we can distinguish:
Epithermal deposits - are hydrothermal de-
posits that are rich in gold and/or silver
and that are created in shallow to inter-
mediate depth at around 50-300℃ tem-
perature, in low pressure environments.
They can be found along active conti-
nental margins such Yanacocha in Peru
(EPI.YAN).
IOCG deposits - Iron Oxide Copper Gold
deposits are hydrothermal deposits that
distinctly contain oxide ore minerals. The
genesis of their large ore bodies is not well
understood yet, but they seem to show
similarities to other ore deposits that
are formed on active continental margins
such as porphyries. We can distinguish
two ore types according to their metal
content:
• the type locality for IOCG deposits
is the Olympic Dam mine in Aus-
tralia (IOCG.OD) that hosts not
only massive amounts of Cu, Au
and Ag but also represents one of
the largest uranium deposits in the
world,
• most of the IOCG deposits are
mined mainly for their Cu-Au con-
tent such as the Guelb Moghrein de-
posit in Mauretania (IOCG.GUE).
Lateritic deposits - are supergene rocks that
are the result of extensive weathering of
• silicate rich rocks (e.g. granites) to
form aluminum rich bauxites such as
those at Weipa, Northern Australia
(BAUX.WP),
• ultramafic rocks (e.g. dunites) to
form ores that are mined for nickel
such as those at Onça Puma in
Brazil (LAT.PUM) or for nickel
and cobalt at Moa Bay, Cuba
(LAT.MOA).
Magmatic Sulfide deposits - are associated
with igneous rocks that form at high tem-
peratures. They are a result of immiscible
melt separation i.e. melt fractionation in
mafic intrusions. We distinguish:
• Ni-Cu-Au deposits such as
Aguablanca in Spain (MS.AGUA),
• Ni-Cu-PGM-Au deposits such as the
famous Norilsk deposit in Russia,
which is one of the most important
singular sources of nickel and espe-
cially palladium (MS.NOR),
• PGM-Au deposits such as Stillwater
in the United States (MS.STLW),
4InfoMine’s database did not have relevant information on deposits that only contained aluminum, lead, tin
or platinum
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• extraterrestrial impact related Ni-
Cu-Co-PGM-Au deposits such as
Sudbury, Canada (MS.SUD),
• Ni-Cu-Co ores such as those from
the Voisey’s Bay mine in Canada
(MS.VBAY).
MVT deposits - Missisippi Valley Type de-
posits are epigenetic sulfide deposits
hosted in carbonate rocks within sedi-
mentary basins usually not older than
550Ma. They seem to have formed by
the interaction of metalliferous, low tem-
perature basinal brines (100-150℃) with
hydrocarbons. The latter are assumed to
be the ultimate source of the sulfur that
is necessary to form the contained metal
sulfides. We differentiate between:
• the Pb-Zn ores of the classical MVT
district of the Tri-State area, United
States (MVT.TRI),
• deposits that were only mined for
their lead content in the 1700
and 1800s such as the Mine La
Motte, Missouri, United States
(MVT.MLM)5.
Placer deposits - represent most likely the
longest mined ores in the history of hu-
mankind because they were easily acces-
sible in local streams. They are a prod-
uct of naturally occurring gravity separa-
tion of heavy minerals in fluvial systems
and contain metals or minerals that are
heavy and stable in their oxide or pure
form. While their genesis is the same in
principle, we distinguish them according
to their metal composition. There are:
• tin placers that are the most impor-
tant sources of the metal, and which
are often mined in dredge operations
such as those around Bangka, In-
donesia (PLAC.BAN),
• platinum rich placers that were the
main source of the metal in the
1800s, mined in Alaska, the Uralian
mountains of Russia or in the Choco
region of Colombia (PLAC.CHO),
• gold-uranium paleo placers that are
represented by some of the old-
est known placers in the world
of Witwatersrand, South Africa
(PLAC.WIT), and
• gold placers that shaped the history
of the world through the various gold
rushes they set in motion, such as
the one in Klondike, Yukon, Canada
in 1896 (PLAC.YUK).
Porphyry deposits - these large, low grade
ore bodies represent the biggest source
for mined copper and molybdenum since
at least the 1960s. They are formed
by hot, hydrothermal magmatic fluids
atop large intrusions several kilometers
below. These deposits are usually gen-
erated along active continental margins,
and depending on the individual genetic
history have either molybdenum or cop-
per as their main-products. The copper
containing deposits can also contain var-
ious amounts of gold, silver and molyb-
denum as by-products. For this study we
distinguish following ore types:
• Molybdenum only porphyries that
are exclusively mined for the named
metal. An example for such an op-
eration is the Climax mine, United
States (POR.CMX),
• Cu-Mo porphyries such as the
one at Highland Valley in Canada
(POR.HVM),
• Cu-Mo-Ag porphyries such as the
Bagdad deposit, United States
(POR.BAG),
• Cu-Mo-Au-Ag porphyries like
Bingham Canyon, United States
(POR.BIM),
• Cu-Au-Ag porphyries such as the
Grasberg deposit in Indonesia
(POR.GRS),
• Cu-Au porphyries such as Oyu Tol-
goi in Mongolia (POR.OYT), and
• Copper only porphyries that extract
this metal mainly through SX-EW
processing, like at Spence in Chile
(POR.SPN).
Red Bed deposits - are usually located at
the margins of extensive intracontinen-
tal basins where hydrothermal fluids form
large stratabound ore bodies. This im-
portant class of copper deposits provides
5this ore type was used in the analysis only until zinc prices became available, since lead is nowadays almost
always mined along with zinc
8
around 30% of the global copper supply
but can contain a plethora of other metals
such as Co, Ag, Ni, Zn, Pb, and PGMs.
For the lack of specific ore grade infor-
mation in public documents that reflect
this variety in metals we distinguish only
between:
• Cu-Ag deposits such as those found
in central Germany and south-
ern Poland, the Kupferschiefer
(RED.KUP),
• Cu-Co deposits such as those found
in the African Copperbelt at Tenke
Fungurume, DRC (RED.TNK).
SEDEX deposits - Sedimentary Exhalative
deposits share similarities with the gene-
sis of MVT deposits. However they form
syngenetically or during the early diage-
nesis of the hosting sediments that con-
tain not only carbonates but also clastic
rocks. They are also usually much older
than MVT deposits and range from 2.5Ga
to 300Ma in age. Aside from lead and
zinc, these ores are also rich in silver. An
example for this ore type is found at Red
Dog, United States (SDX.RDG).
Uranium unconformity deposits - are lo-
cated at the base of intracratonic sedi-
mentary basins and range from 1.55 to
2.4Ga in age. These deposits formed
when uranium rich fluids of up to 200℃
migrated along a major unconformity and
interacted with organic rich sediments,
atop. They represent some of the high-
est grade uranium deposits in the world
such as the Cigar Lake mine with 20.67%
in Canada (UUN.CIG).
VHMS deposits - Volcanogenic Hosted
Massive Sulfides form in submarine envi-
ronments where volcanism interacts with
sea water. This can happen along zones
of oceanic spreading such as mid-oceanic
ridges, back-arc basins, bust also local-
ized at submarine volcanoes. The hy-
drothermal fluids that carry the metals
range between 200-350℃ and precipitate
the poly-metallic ores when they get in
contact with the cold sea water. Only
their subsequent obduction onto the con-
tinents allows for their mining at the
moment. We distinguish between:
• Cu-Au-Ag-Zn deposits such as
the Kidd Creek Mine in Canada
(VMS.KID),
• Cu-Au-Pb-Ag-Zn deposits such as
the Myra Falls mine, Canada
(VMS.MYR).
To avoid any confusion in the remainder of the
study we want to indicate at this point that
certain mono-metallic ore types are set equal
to their included metal equivalents. From this
point onwards they can be referred to in an
interchangeable way, since their respective be-
havior in the subsequent analyses are exactly
the same. This is because their respective un-
derlying values between periods change alike in
the risk-return framework, no matter if the ores
contain a fraction of a percent of the metal or











Table 2.2: Metals and their mono-metallic ore
equivalents (* mono-metallic ores are only used
before data for their respective poly-metallic
ores became available in the 1800s)
Discussion
As intended, the cluster analysis provided us
with relevant ore types that can be analyzed
during the remainder of the study. However,
since cluster analysis can only classify data
based on the similarity of the known geochem-
ical information, different ore types can fall to-
gether. This can have many reasons, of which
the following are considered the most relevant
ones:
1. Ore deposits can encounter numerous ge-
ological overprints since their initial for-
mation. Hence their initial geochemical
patterns can get overprinted or even erad-
icated. This might make certain deposits
appear more similar to deposit types of
an entirely different geological origin and
therefore should not be grouped together.
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2. Reserves are reported according to the
perception of its owning entity on what
makes the ore body economic. If a cer-
tain metal is not deemed to be important
to the economics of a mine or project, its
grade will therefore not be disclosed. An
example for this is the copper mine Es-
condida. It is known that it also contains
gold (i.e. production numbers are dis-
closed), while no reserve figures are pro-
vided. Hence Escondida will be grouped
as a mono-metallic porphyry copper de-
posit, while it actually is a copper-gold
deposit.
With these pitfalls in mind, we made every ef-
fort to assure that the resulting clusters repre-
sent the ore types according to our earlier ob-
jectives.
Summary
As we have shown, numerous clusters were as-
signed to mineral deposit groups. However not
all clusters have been used for the subsequent
portfolio analysis. These subsets were either
not as distinct in their characteristics (e.g. geo-
chemical overprint of initial geochemical signa-
ture, incomplete reserve estimates) or not rep-
resentative. Hence only those clusters were
used for the subsequent analysis that give a
good representation of the ore types that qual-
ify with the above constraints and that are
deemed to be of sufficient importance to human
society. The geochemical characteristics of the




Prices for a good can only be provided if a mar-
ket for it exists, i.e. a measurable supply and
demand for a good occurs. This is not different
for metals. While metals such as gold, silver,
copper and tin are used and traded since antiq-
uity, this is not the case for many other metals.
It took the ingenuity of humankind to discover,
describe and produce many metals that we take
for granted nowadays. Most of these innova-
tions happened during the 19th century, and
especially early on markets for many such met-
als were very small.
Research and innovation increased the usage of
such metals over time. In this process more par-
ticipants entered the market and with it price
mechanisms were set up that moved the price
determination from a business-to-business basis
to a public exchange environment. With the
set-up of metal trading platforms such as the
London Metal Exchange in 1877, metal trade
became not only more formalized and contracts
more specific, it also led to a standardization of
end products around the world. Another wel-
come effect of such exchanges was that price
quotes became not only public knowledge, but
also became more frequent in nature. Over
the last 200 odd years one therefore can see
a huge transformation in terms of market sizes,
market participants, price setting mechanisms
and availability of public price quotes. This
availability was key for this study, even when
the collection of such prices was at times diffi-
cult. Figure 2.2 on page 11 gives an overview of
the metal price time series used in this study.
These were the basis of the monthly price se-
ries6 that we subsequently used since the year
1795. For the sources of the original prices se-
ries please review Appendix B.
Price assumptions
Certain assumptions hold for the prices that
were used in the study. The collected prices
are deemed to be
• a reflection of global supply & demand
balances of the respective metals,
• a reasonable and valid expression of the
value of the commodity through time,
• a reflection of the underlying value of
the commodities, even when standards
and specifications of those commodities
changed through time7,
• used by executives to assess the state of
the industry and make strategic decisions
on when and where to expand or reduce
the company’s activity.
6when no primary monthly prices were available, we transformed daily, weekly, annual or fixed prices into
monthly time series
7mainly as a reflection on the improvement of recovery and refining techniques
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Figure 2.2: Availability and frequency of prices by price series (* prices since 1795)
2.3.2 Ore type values
To compare the financial performance of ore
types with their compositional metallic ele-
ments we require not only to have price series
for metals, but also for the different ore types.
A value for ore types however does not exist
as such and hence we had to assign a value to
them. Our approach uses the nominal value
of the ore Pore that is the sum of the value of
its metal contents per tonne of ore. Hence the






where p¯i represents the average monthly
commodity price, while cˆi represents the me-
dian ore grade of the ith metal of the ore type.
Using this definition and the price series out-
lined earlier, it is possible to generate 21 price
series for poly-metallic ore types aside from the
13 for the underlying metals. An example for
such a series is given for the Kupferschiefer
ore (RED:KUP) in figure A.4, page 178. The
length of all ore type price series is thereby de-
pendent on the onset of the last metal price
series that is contained in the poly-metallic
ore. A comprehensive overview of the respec-
tive start of the price series for the respective
ore types is given in figure A.2, page 177.
2.3.3 Ore type assumptions
Timeliness of reported reserves
At the time of finalizing this thesis at the end
of 2019, the original 2014 data set provided by
InfoMine [3] might seem outdated. However,
given that the study reaches back to 1800, it
is deemed that this fact is irrelevant for this
study.
Comparability of ore reserves
In addition it is assumed that reported reserves
of different mineral deposits are comparable.
This is a strong assumption since
1. reserve estimates are made at different
points in time (cf. section B.3),
2. reserve estimates are based on metal price
assumptions by companies that
• have a different understanding of the
commodity market dynamics,
• have different strategies and objec-
tives,
• have to comply with different ac-
counting standards, and
3. the reported reserves are not necessarily
exhaustive in terms of reported commodi-
ties present in the mineral deposits. This
is especially an issue when by-products
are omitted that make a contribution to
the economics of an asset.
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In addition, the aforementioned price assump-
tions by each company influence the cut-off
grade of each ore deposit, which itself is a func-
tion of the
• mineralogy and metal recoveries of the
contained metals, and
• employed mining method which in itself
is a function of the ore body shape and
the numerical modelling thereof.
Since all companies make their own commod-
ity price assumptions and since all deposits are
rather unique, the reserves reported are in prin-
ciple not really comparable.
Nevertheless, for the purpose this study, and
in alignment with the general investment com-
munity we assume that reserves are essentially
comparable.
Mineral deposits and ore types through time
It is assumed that ore grades of mineral de-
posits do not change over time. This means
that aside from the depletion of the deposit in
terms of reserve volumes the relative ore grades
are constant.
This is a strong assumption since reserve ex-
traction, addition and depletion does not only
affect absolute grades of a deposit, but also its
relative overall composition. However for the
purpose of this study this assumption shall hold
for the following reasons:
1. To track historical reserves over time
would be next to impossible since old pa-
per based reports on a global basis would
be very difficult to source,
2. Reserve standards evolved significantly
over time such that newer reports can-
not be compared to older ones due to
different underlying assumptions, test-
ing procedures and analytical capabili-
ties. However in time, reporting require-
ments changed enormously and became
more stringent and exhaustive. Hence
comparability increased substantially, as
of late.
2.4 Summary
In this chapter we have shown what source
data we used for the study and how we pro-
cessed it to obtain a relevant data subset that
we can use for the remainder of the study. We
determined that we can use the pricing infor-
mation for 13 metals8 and 21 poly-metallic ore
types. Depending on the individual availability
we can trace back the metal prices and compute
ore values as far back as 1795. The resulting
price time series are therefore a good start for
the subsequent analysis to answer the questions
central to this study.










Core to this study is the application of the
mean-variance theory, also called Modern Port-
folio Theory (MPT), established by Markowitz
in 1952 [1]. The fundamental insight of this
theory is that risk can be reduced (but not elim-
inated) through diversification without chang-
ing the expected portfolio return. While the
concept of diversification was already docu-
mented in the Ecclesiastes of the Talnakh more
than 2000 years ago, Markowitz was the first
who formalized this insight mathematically [6].
Since MPT is so central to this study, we want
to give a short overview on the underlying con-
cepts and assumptions.
3.1 Overview
As Pfaff [7] noted, Markowitz’ groundbreak-
ing insight was that risk-return profiles of single
assets1 should not be viewed separately but in
their portfolio context. In this respect, port-
folios are considered to be efficient if they are
either risk minimal for a given return level, or
have the maximum return for given level of
risk. While both definitions sound very sim-
ilar, they imply two mathematically different
approaches. While the former is a quadratic
optimization with linear constraints, the latter
constitutes a linear optimization with quadratic
constraints. This study uses the quadratic op-
timization approach in minimizing the risk of
variance portfolios. In the following we define
different terms and formulae used in this study.
3.2 Definitions
3.2.1 Risk and returns
An investment instrument that can be bought
and sold is called an asset. When this asset is
bought initially at time t0 with the value x0 and
sold at a later point at time t1 with a value of






The rate of return, or gross return on the in-





, i = 1, . . . , n, (3.2)
where n denotes the total number of time peri-
ods.
This rate of return is thereby different to the
more commonly used log return in the financial
industry, expressed as




We will be using both versions for differ-
ent reasons. While we will use the log return
1initial work was mainly done on the stock market
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in chapter 5 to address the compounding issue
over long time periods, we will use the gross re-
turn for shorter time periods since the results
can be better explained in the context of the
commodity cycles in chapter 7.
Continuing our description we define the arith-
metic average rate of return for equation 3.2







Subsequently the standard deviation over n




(n− 1) . (3.5)
In the context of financial returns, this is
considered to be the indicator for the risk the
asset is inherently associated with.
In a portfolio setting with N assets the above
expressions have to be generalized. The return
of a portfolio of jointly normally distributed
assets is defined by the scalar product of the
weight vector w = (w1, . . . , wN )T and the re-
turn vector µˆ = (µˆ1, . . . , µˆN )T
r¯ = wTµˆ. (3.6)
While the seriously restrictive assumption
of multivariate normality ensures interpreta-
tion of empirical mean and variance as esti-
mates of expectation and variance it needs to
be relaxed in this study since hardly any fi-
nancial return data complies with these restric-
tions. We therefore assume that this approach
is viable as long as unimodality and symmetry
of the distribution of the data is assured, which
is the case.
The portfolio risk is then measured by the port-
folio variance,
σ¯2 = wTΣˆw, (3.7)
where Σˆ denotes an estimate of the positive
semi-definite variance-covariance matrix of the
assets’ returns [7].
3.2.2 Portfolio risk minimization
As Markowitz [1] outlined, the problem of port-
folio selection can be expressed as the mini-






wT1 = 1 (3.8)
w ∈ RN+ . (3.9)
The constraint wT1 = 1 thereby implies
that all the capital is invested. At this point
we also introduce the non-negativity constraint,
since we will only look at portfolios with long
positions such that weights cannot be negative.
Modified after Ellis [8], Markowitz’ solution to
the above problem [1] can be denoted as

















3.2.3 The Efficient Frontier
The optimal solutions to the above weights w∗





(µˆB − 2µˆC +A) (3.17)
r¯ =wTµˆ, (3.18)
forms a hyperbola in the risk-return [σ¯,r¯]
diagram (cf. figure 3.1) that is also called
Markowitz bullet. The space inside the hy-
perbola represents the set of feasible mean-
standard deviation portfolios. The border rep-
resents the efficient frontier above the apex of
the hyperbola, while the lower part features the
minimum variance locus.
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3.2.4 The Minimum Variance Portfolio
The apex of the hyperbola represents the point
with the lowest risk associated with the avail-
able asset combinations, which is the location
of the minimum variance portfolio - MVP. We
will call it alternatively the safest portfolio. It
can be expressed as




3.2.5 The Tangency Portfolio
When putting the returns of risky assets and
portfolios in context with risk free rf assets
such as U.S. treasury bonds, a tangency portfo-
lio (TAN) can be determined. Such a portfolio
can be found at the point where the straight
capital market line (CML) (cf. Tobin [9]),
which originates in the risk free rate rf locus,
forms a tangent with the efficient frontier to
the upper right of the MVP. This tangency
portfolio, henceforth also called optimal port-










This maximization results in a ratio that is
called the Sharpe ratio [10].
Having covered the fundamentals that are
embodied by Modern Portfolio Theory, we now
turn to the assumptions it relies on.
Figure 3.1: Risk - return diagram [σ¯,r¯] for portfolios with optimized portfolios
3.3 Assumptions
Like any theoretical framework, Modern
Portfolio Theory relies on a number of assump-
tions and fundamentals that have to hold to
make it work properly.
In addition to those mathematical assumptions
regarding the multivariate normality, we need
to highlight a number of economic assumptions
that deal with investors and markets. We rely
thereby on the works of Markowitz [1] [11] and
Mangram [12].
The implicit and explicit core assumptions that
Modern Portfolio Theory requires to hold are
the existence of:
Rational Investors Where investors seek to
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maximize returns while minimizing risks,
Higher Risk equals Higher Return
Investors are only willing to accept higher
amounts of risk if they are compensated
by higher expected returns,
Perfect Information Investors receive all
pertinent information related to their in-
vestment in a timely manner,
Unlimited Access to Capital Investors can
borrow or lend an unlimited amount of
capital at a risk free rate of return,
Efficient Markets Markets are perfectly effi-
cient,
No Taxes or Transaction Costs Markets
are not subject to transaction costs or
taxes of any kind,
Independence of Asset Performance
Individual asset performance is indepen-
dent from those of other assets.
These assumptions can be considered
strong, and are at many times unrealistic and
need therefore be quickly reviewed.
3.4 Discussion & Conclusion
Since the initial publication of Markowitz’s
paper Portfolio Selection [1] numerous critics
have emerged. They argue that many of his
underlying assumptions do not align with the
real world. Mangram [12] gives a good sum-
mary on these limitations from which we draw
the following:
• the rational investor does not exist
since herd behavior is prevalent when in-
vestors go for hot stocks, with the effect
that markets regularly boom and go bust,
• the higher risk equals higher return
dictum is frequently contradicted by in-
vestors’ contrary actions, For instance,
investment strategies require that overly
risky investments are made to reduce the
overall risk of the portfolio, without any
noticeable increase in expected return,
• the notion of perfect information is im-
plausible since information asymmetries
are common in the world markets (e.g.
insider trading),
• no one has unlimited access to capi-
tal, and only the federal government can
borrow at the interest free rate rf ,
• the concept of efficient markets is
flawed since they do not account for exter-
nalities (e.g. information asymmetries).
For instance if this assumption would
hold there would have been no market
crashes during last hundreds of years,
• real investment products are all subject
to taxes and transaction costs. Fac-
toring in the costs would alter the com-
position of all portfolios, including these
of the optimal portfolio and those along
the efficient frontier,
• the independence of asset perfor-
mance is elusive, especially during mar-
ket distress when seemingly independent
investments show signs of correlation.
However, as Mangram [12] also points out:
”In spite of its [MPT] shortcomings, including
overly complicated mathematical musings and
a reliance on [often disproved] theoretical as-
sumptions, MPT has established itself as the
gospel of modern financial theory and prac-
tice”.
Further on the subject and to quote Rubin-
stein [6] on the importance of Markowitz’s
MPT, ”Markowitz’s approach is now common-
place among institutional portfolio managers
who use it both to structure their portfolios
and measure their performance. […] Indeed,
the ideas in his 1952 paper have become so
interwoven into financial economics that they
can no longer be disentangled.”
In the context of this thesis we therefore
feel confident that Modern Portfolio Theory is
a useful concept with which we can investigate
the behavior of metal based asset returns.
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”Out of intense complexities, intense simplicities emerge.”
Winston Churchill
Chapter 4
Poly-metallic ores as natural portfolios
4.1 Objectives
One of the objectives of this study is to
show that poly-metallic ore types can be viewed
as naturally occurring portfolios when viewed
from a finance perspective. This chapter will
show that this alternative view is legitimate by
demonstrating the risk and return relationship
between ores and their containing metals in a
graphical way. For this, 66,844 monthly gross
return data points are used for the last 218
years, representing the price change history of
21 poly-metallic ore types and their contained
metals.
4.2 Results
Applying MPT on the data set as outlined
in chapter 3, we can show the results in the
risk-return diagram shown in figure 4.1.
Figure 4.1: Risk vs. return of metals and ore types since 1800
Interpreting this with the help of the results
in table A.3, page 179, we can state that:
• All risk & return minima and maxima
are represented by metals. The lowest
and highest returns are thereby given
by aluminum (0.16%) and molybdenum
(0.71%), respectively. Of all investigated
metals and ore types, gold constitutes the
metal with the lowest risk profile (2.46%),
with cobalt showing the highest (13.25%).
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• The bulk of the mineral deposit groups
have associated risks between 4% and 6%
over the considered time span.
• It appears that the resulting scatter plot
does not show a homogeneous distribu-
tion, and rather reveals the existence of
zones that correspond to ore type groups.
Their returns exhibit a bimodal distri-
bution with one group clustering around
0.2%, while the other centers around
0.4%.
• The scatter plot supports the general no-
tion that the higher the return of an
assets is, the higher the associated risk
is. This implies that the risk-return re-
lationship first recognized by Markowitz
[1] holds true also for ore types and their
associated metals.
• While the average returns of all consid-
ered metals and ore types is positive, we
can note that the median for all assets
groups1 is equal to 0.00%, implying that
half of the times they show respectively
either no, or a negative monthly return
over the available time span.
In the following the results of the diverse range
of ore types shall be discussed. It has to be
stressed that the chosen grouping of ore types
does not imply any genetic relationship be-
tween them.
4.2.1 Mono-metallic ores
This group entails ore types that are mined for
one metal only, or constitutes a metal in itself.
Examples for their associated deposits are:
• molybdenum porphyries, such as Climax,
United States (POR.CMX),
• placer deposits mined for gold found at
active continental margins around the
world, or mined for tin found in Indonesia
or Malaysia (PLAC.BAN),
• lateritic deposits that are either mined
for aluminum (BAUX.WP) and can be
found in Western Africa, Australia and
Brazil, or that are mined for nickel only
(e.g. Brazil, Australia - LAT.PUM),
• uranium deposits such as sediment hosted
roll-front deposits found in the USA,
Kazakhstan and Australia, or unconfor-
mity related deposits present in Canada
(UUN.CIG),
As we already mentioned in chapter 2, price
changes of mono-metallic ores resemble exactly
these of the underlying metals. This holds no
matter of the metal concentration within their
respective ores, such that the analysis for mono-
metallic ores and that of their underlying met-
als provide the same results (cf. figure 4.2).
Figure 4.2: Risk vs. return of metals and mono-metallic ore types since 1800 (circles indicate
metals that can be extracted from mono-metallic deposits)
1except for the asset group IOCG:OD that consist of one asset only
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The risk-return graph reveals that:
• This group represents the subset with the
biggest range in risk and return.
• Half of the considered metals2 appear in
mono-metallic deposits (circled symbols).
All of those bar one (molybdenum) are
clustered on the lower left hand side of
the chart revealing a generally lower risk-
return profile than the metals mined in
association with other metals.
• Molybdenum, cobalt, platinum and pal-
ladium reveal the highest risk-return pro-
files of the analyzed metals.
• Gold is the metal with the lowest associ-
ated risk profile, while cobalt is the one
with the highest associated risk.
• Aluminum shows the lowest return while
molybdenum exhibits the highest return
during the considered time period.
4.2.2 Precious poly-metallic ores
This ore group represents precious metal de-
posits and has two sub groups shown in fig-
ure 4.3). The first has gold, and its other pal-
ladium as its main product. The by-products
of the first are either uranium or silver, while
the ones of the second are gold and platinum.
Examples for the deposits of the first sub-group
are gold-uranium placers such as those found
at the Witwatersrand basin in South Africa
(PLAC.WIT) and gold-silver epithermal de-
posits such as that found at Yanacocha in Peru
(EPI.YAN). The second group is represented
by Pd-Pt magmatic sulfide deposits such as
Stillwater in the USA (MS.STLW).
As different as their genetic history, so appears
their behavior in the risk-return relationship.
Starting with the Stillwater type magmatic
sulfides we can see that its risk-return profile
resembles that of palladium very closely. It
resides however left of the triangle formed by
its three constituents platinum, palladium and
gold (cf. A in figure 4.3). While its risk is
with 5.58% lower than that of palladium and
platinum, its return is with 0.42% substantially
higher than that of gold.
Figure 4.3: Risk vs. return of precious poly-metallic ores since 1800
The Au-U placer ore type reveals (cf. B
in figure 4.3) that its long-term returns are
with 0.45% double those of its constituents (Au
0.19%, U 0.24%). At the same time its risk
profile is with 3.63% slightly above the aver-
age of gold (2.46%) and below that of uranium
(4.71%). The location of this ore so far out-
side of the zone between its contained metals
of uranium and gold is thereby astounding and
might indicate quite different business cycles
that counteract each other.
In contrast to those results, ores of epithermal
2we exclude the metals that were mined only shortly from mono-metallic deposits during the 1800s such as
lead and platinum
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deposits exhibit a risk return profile that can be
seen as the convergence between gold and sil-
ver as its end points (cf. C in figure 4.3).They
thereby show a closer relationship to gold than
to silver. The most likely reason for this out-
come is that the relative value of gold within
the deposit is higher than that of silver, and
changes of the value of gold have a higher effect
on the total value of the ore than silver does.
However, it is still worth noting that while the
risk profile is much closer to gold than silver,
its effective return is lower than either gold or
silver.
4.2.3 Poly-metallic copper ores
This group entails ore types as varied in their
genetic origin as porphyric copper deposits,
IOCG deposits, and red bed deposits. They
share their common main-product of copper,
but can contain additional amounts of molyb-
denum, gold, silver in the case of porphyries,
iron ore3, silver, gold and uranium in the case
of IOCG deposits and silver or cobalt in the
case of red bed deposits. Following observa-
tions can be made:
Porphyry and IOCG ore types (B) are located
outside of the zones that encompass their re-
spective constituting metals (A) and they both
form two distinct groups. They are either show-
ing higher returns for any given risk level of the
reference group A (porphyries and IOCG de-
posits that either contain elevated amounts of
molybdenum or uranium), or lower ones (por-
phyries and IOCG deposits that contain signif-
icant amounts of gold or silver). Both groups
have also improved their risk-return profiles
compared to their contained metals alone seen
in area A.
Figure 4.4: Risk vs. return of poly-metallic copper ores since 1800
The analyzed red bed ores are either Cu-
Ag (RED.KUP) or Cu-Co (RED.TNK) in na-
ture. In geometrical terms their location should
therefore sit along a line that connects their re-
spective end members Ag-Cu (D) and Cu-Co
(C). However, as can be seen in the case of Cu-
Co deposits, the ore sits to the left of the C
line implying a lower risk for the observed re-
turn. This also holds for the Cu-Ag ore type
that shows a reduced risk profile compared to
its major constituent copper. However in this
case the overall return are reduced with respect
to copper and it sits below the D line.
4.2.4 Poly-metallic nickel ores
These ore types represent nickel bearing mag-
matic sulfide deposits such as those found in
Norilsk (MS.NOR), Aguablanca (MS.AGUA),
as well as Sudbury and Voisey’s Bay, both lo-
cated in Canada (MS.SUD and MS.VBAY).
Nickel laterites such as those present at Moa
3values of iron ore are not included in this study
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Bay (LAT.MOA) are also considered.
Due to the involved metals this set of ores is
the most diverse and variable of all considered
ore types (cf. figure 4.5). We can note that
none of the poly-metallic ore types lie within
the polygon A that is spanned between their
associated metals. They rather sit outside of it
in a narrow zone B). This implies that all con-
sidered poly-metallic nickel ore types show a
decrease of their relative risks compared to the
associated metals. We can separate two sub-
groups MS.NOR and MS.SUD vs. MS.AGUA,
MS.VBAY and LAT.MOA.
The main difference between the two groups
is that the former exhibits generally higher re-
turns and lower risks than the second group.
The nickel-cobalt laterites LAT.MOA of the
second group are especially interesting. It ap-
pears that the higher returns of nickel and es-
pecially cobalt are traded for a lower risk and
return profile of this ore compared to its con-
tained metals. It represents a good visualiza-
tion of the workings of the risk-return reduction
dynamics of portfolios versus single assets.
Figure 4.5: Risk vs. return of poly-metallic nickel ores since 1800
4.2.5 Poly-metallic zinc ores
This group contains the ores of the main zinc
producing deposits in the world - MVT, VHMS
and SEDEX deposits. Examples for those are
the Tri-State deposit (MVT.TRI), the Myra
Falls mine (VMS.HVM), and the Red Dog de-
posit (SDX.RDG), respectively.
We can see in figure 4.6 on page 24 that all these
ore deposit types fall into the polygon A that is
spanned between their contained metals. What
is striking is that they are aligned according
to their respective number of by-products that
are contained aside from their main-product
of zinc. Those are from the left to the right,
Myra Falls, Kidd Creek, Red Dog, and Tri-
State. This alignment corresponds to a decreas-
ing amount of by-products from four (Pb, Cu,
Ag, Au in the case of Myra Falls) to one (Pb in
the case of Tri-State). Hence the fewer metals
the ores carry, the higher the associated risk-
return profile is. This is observation is therefore
very much in agreement with the central MPT
theorem that the more a portfolio is diversified
the lower its associated risk is.
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Figure 4.6: Risk vs. return of poly-metallic zinc ores since 1800
4.3 Summary & Discussion
It was possible to show graphically that
poly-metallic ore types can be described as nat-
urally occurring portfolios. The analysis of
66,844 monthly returns of 13 different metals
and 21 multi-metal ore types revealed that:
• the highest variability in terms of risk and
return are shown by metals and mono-
metallic ore types,
• the risk-return profile of a given ore type
can sit outside the geometrical area that
is spanned between the metals that the
ore type is composed of,
• the more different metals a poly-metallic
ore contains, the less risky it becomes
in financial terms (i.e. diversification re-
duces risk),
• MPT allows the comparison of economic
returns of metals and ore types, inde-
pendent of the latter’s geological genetic
characteristics.
While the above results are encouraging to
analyze metals and mineral deposits from a fi-
nancial theory perspective, one has to be aware
of the following shortcomings of this approach.
First, the time spans of available price series
for the different metals and ore types differ fun-
damentally. As an example, uranium deposits
were unknown of in 1830, neither was there a
use for the metal and hence no market or price
for the commodity existed. Comparing the ore
returns of such a deposit with those of a silver
deposit for such a time period therefore does
no make too much sense.
Moreover, even for metals that have been
mined since 1800, pricing regimes changed over
time. A prime example is gold, for which the
price was government controlled under vari-
ous schemes and treaties throughout the ages.
Only the end of the Bretton Woods system in
1968 made the gold standard obsolete and gold
became a traded commodity like any other.
Before this, gold prices were fixed and hence
price volatility did not exist. This is probably
the reason why gold is considered a safe invest-
ment in the investment community.
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4.4 Conclusion
As we demonstrated in this chapter, poly-
metallic ores can be seen as diversified, nat-
urally occurring metal portfolios that can be
compared to diversified financial portfolios and
show lower risks relative to the respective met-
als that they harbor. Poly-metallic ores were
just not diversified by humans or algorithms as
in the case of financial portfolios, but by ore
forming processes in geological history. Never-
theless, it confirms that MPT works for natural
occurring assets and that it can be considered
a viable alternative to assess and compare ore
types in a novel way.
While this approach is fundamentally different
to existing geological techniques and NPV of
mineral deposits, it allows to compare differ-
ent ores on a equal footing only by focussing on
their financial returns and their associated risks
in an empirical way. It is therefore suggested
that MPT should be applied more widely when
assessing the economic benefit of mineral de-
posits and their ore types through time, es-
pecially when multiple investment alternatives
are at hand. It also has the advantage that
it only considers nominal return over time and
is not subject to the fallacies of determining
the right discount rate, or other aspects of risk.
While it is admitted that this technique can’t
be used to come to a final and ultimate decision
in a due diligence study for a mineral asset4, it
can pose as a useful strategic tool for long term
investment planning purposes and a compara-
tive analysis of different metal asset types.
Because of its simplicity, it is also an easy and
quick tool to apply when for instance looking at
fresh drill results of an early exploration cam-
paign. Economic similarities between newly
discovered ores and other known deposits can
be revealed and decision criteria postulated on
the viability of a given deposit depending on
different investor criteria.
4such an analysis must be much more thorough encompassing not only financial considerations, but also aspects
such as geological, operational and political risks
25
26
...thus says Sancho Panza to Don Quixote ”Tis the part of a wise man to keep himself





Chapter 4 showed that metal and ore assets
resemble risk and return behaviors that can be
described within a MPT framework. We also
showed that poly-metallic ores can be charac-
terized as naturally occurring portfolios.
However we did not answer the question of
what metal and ore type exhibit the highest
returns as part of the optimal portfolio in the
recent past. Nor did we assess which assets
or the combination thereof would be the safest
choice. Using the mathematical optimization
procedures described in chapter 3, we want
to answer these questions now. The portfolio
optimization is thereby performed by employ-
ing the package fPortfolio, developed by Di-
ethelm Würtz [13] within the statistical soft-
ware R [14]. Other data transformation pack-
ages such as dplyr [15], timeSeries [16], Quandl
[17], data.table [18], tibbletime [19], ggplot2 [20]
and lubridate [21] were also used during the
analysis.
5.2 Assumptions
Before we proceed with the analysis, we
have to make sure that metals and ore types
are comparable in terms of available data sets.
As it turns out, a full comparable set of prices
is available only after the year 1948, when ura-
nium prices became available. Hence, the anal-
ysis of this section concentrates on the time pe-
riod between February 1948 and April 2018.
In terms of asset returns we use those of the
equation 3.3 on page 15, since the compound-
ing effect becomes rather large over such a long
time period.
In addition we use the average monthly risk-
free rate of return rf , which is a composite of
the long US government bond rate until March
1953, and the five year US treasury bill from
March 1953 onwards (cf. table B.14, page 229).
The combination of the two different bond rates
was necessary since no longer time series existed
for either of them. The average risk free rate of




Analyzing the risk and return patterns of the
considered period in figure 5.1, we can notice
that all assets show positive returns, no matter
how risky they are. However the majority of
the assets have returns that are below rf, with
gold and palladium the only metals that pro-
vide higher returns. (cf. table A.4, page 180).
We can also note a certain grouping of metals
and their related ores. So can we see that base
metals (A) overwhelmingly cluster together in
the central part of the chart, while precious
metals (B), minor metals (C), and energy met-
als (D) form an envelope around them.
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Figure 5.1: Monthly risk and returns for asset data from Feb 1948 to Apr 2018
When we take a closer look at the base
metals zone A we can note two things. First
it is apparent that all base metals that ap-
pear in poly-metallic ores (Cu, Ni, Pb, Zn) are
positioned to the right of their respective poly-
metallic ores. This reiterates the observation
of risk reduction by diversification in naturally
occurring poly-metallic ores compared to their
contained metals. Secondly, we can distinguish
three metal subgroups that contain ore types
of different metal association.
The first subgroup represents the lead-zinc ores
a1 in the lower half of the group. Its average
monthly returns range from 0.23% for lead to
0.318% for VMS.KID, while its associated risks
ranges from from 5% for VMS.MYR to 6.5%
for lead.
With a similar risk profile as the lead-zinc
ores, the copper ore subgroup a2 shows slightly
higher returns between 0.32% and 0.36%.
Nickel ores a3 behave very much like the copper
subgroup. However, their average returns are
with 0.35% generally higher than for those of
the former assets, and therewith the highest of
all base metals. In addition, the end member
MS.NOR also shows with 4.79% the lowest risk
of this main base metals zone.
Slightly separated from this zone is the group
a4. It consists of two assets, aluminum (also
BAUX.WP) and the Olympic Dam ore type
(IOCG.OD). Within the considered time pe-
riod, aluminum thereby presents itself as the
base metal with the lowest return of its group.
The Olympic Dam ore on the other hand rep-
resents itself as the base metal ore type with
the lowest overall associated risk of 4.25%. It
is suggested that this is due to the influence of
its unique ore composition that includes gold,
silver and uranium aside from copper. This
helps to reduce its risk-return profile greatly
compared to the other assets of the base met-
als group.
The majority of the precious metals group
B shows higher returns for any given risk than
for those of the base metals group. The only
exceptions to this are platinum and the ores
of the Stillwater ore type (MS.STLW). The
are located within the base metals zone itself
in subzone in b3. Of all precious metals, gold
shows the least risk and platinum the lowest re-
turns. Palladium represents the other extreme
in showing the highest return and risk of all
precious metals.
The minor metals (C) show the highest risks
within the data set and are positioned to the
right of the precious and base metals. Their
returns are above the average of the consid-
ered assets and range between 0.33 and 0.38%.
We can see however that all of the cobalt and
molybdenum bearing poly-metallic ores plot
within the base metals zone. The reason for
this is that both metals only occur as by- or co-
products within actual mineral deposits. Hence
it is a testimony to the fact that other metals
in the ore assemblage have a higher influence
on their actual position in the risk-return dia-
gram.
The energy metals group flanks the base and
precious metals at the bottom and to their left.
The contained uranium (d1) and Witwater-
srand uranium-gold placer ores (d2) show both
the lowest risks and returns of all the consid-
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ered assets, respectively.
5.3.2 Portfolio risks & returns
After assessing the general positions of metals
and metal groups within the risk-return dia-
gram we now want to turn our attention to the
question of the optimal and safest portfolios
for the considered time period. For this we will
distinguish between two different cases.
The first case represents the scenario when only
the thirteen metals are unconditionally avail-
able as portfolio options. In a real business
environment this might be the case when an
entity such as a metal trader can buy and sell
such metals on the free market1. We denote
this case as M - metals.
The second case deals with the fact of geolog-
ical constraints that mining and exploration
companies face. Since a number of metals (i.e.
Co, Pd, Pt, Ag, Zn, Pb) hardly ever appear
in pure mono-metallic ores, they have to be
sourced from poly-metallic ores. Such ores are
numerous, appear in different geographic set-
tings, and differ in their respective geological
formation (cf. section 2.2). They can be ex-
plored for, become extracted and traded2. To
accommodate these geological constraints, this
case is therefore expanding the asset options
by incorporating poly-metallic ore types. On
the other hand however, we exclude all the
above metals that are hardly mined from pure
mono-metallic deposits. Hence the second case
includes a total of 28 portfolio options, of which
21 represent major poly-metallic ore types and
seven that represent metals that also appear
in mono-metallic ore deposits (cf. fig. 4.2, pg.
20). We call this case O - ores.
Results
As we can see in figure 5.2 the results for both
cases look almost identical. At the first glance
we can see that the optimal portfolios for both
cases show returns in excess of that of the risk
free rate of return rf. This however is not
the case for their respective safest portfolios.
While we can also observe that the risk-return
characteristics of the safest portfolios of both
cases are very similar, those for the optimal
portfolios are not. It appears that in the latter
case the risks and returns of the metals case -
M are slightly higher compared to those of the
ores - O.
Figure 5.2: Asset data in risk-return (σ¯,r¯) diagram with optimized portfolios
1in our approach s/he can only take long positions and has to be fully invested in metal assets
2it needs to be noted though that this trade is not as frequent and mostly or entirely on a business-to-business
basis and not on a public exchange. This is due to many reasons. The biggest hindering factor for this is due
the geochemical and physical complexity of ores such that not all smelters and refiners can accept them. Hence
smelting fines can be imposed that are based on ore impurities or other parameters. Hence ores are more difficult
to trade then refined metals that comply with a narrow range of specifications
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Considering the optimal portfolios first, we
can note that the optimal metal portfolio ex-
hibits the highest return and risk of 0.44% and
6.21%, respectively (cf. table 5.1). Compared
to this, the return of the optimal ore portfolio
is lower, with its risk also being reduced (µTAN
= 0.43% and σTAN = 4.06%).
As noted earlier, the characteristics of the safest
portfolios for both cases are very similar. The
safest portfolio in the metals case shows with
2.48% a slightly lower level of risk than for that
of the ores with 2.52%.
5.3.3 Portfolio compositions
Considering the compositional weights of the
different portfolios in table 5.1 we can make
the following observations. In the metal sce-
nario the optimization reveals that:
• nine metals are present in the safest,
while only two are populating the opti-
mal portfolio,
• copper, silver and nickel do not appear in
the safest, nor the optimal portfolio,
• the combination of uranium and gold rep-
resents more than half of the composition
of the safest portfolio,
• palladium represents with 83% of the
weight the most important metal in the
optimal portfolio,
• only gold appears in both the safest and
optimal portfolio.
When looking at the ore type scenario a differ-
ent picture emerges. It appears that:
• metals that cannot be extracted from
mono-metallic mineral deposits find
their expression in poly-metallic ones
(i.e. platinum in MS.STLW, cobalt in
in LAT.MOA or RED.TNK, lead in
MVT.TRI). The weights of these poly-
metallic ores within the safest portfolio
are also similar to those of their respec-
tive metals in the safest metal portfolio.
• of all 28 investigated ore types only nine
are necessary for the safest and one for
the optimal portfolio.
• uranium and gold dominate the safest
portfolio with more than 50% of their
combined weight, which is very similar to
the metal only portfolio.
• the mono-metallic gold ore PLAC.YUK
represents the entire optimal portfolio.
M - metals O - ores
metal MVP TAN MVP TAN ore type
% % % %
Al 14.53 14.93 BAUX.WP
Au 27.91 16.83 29.12 100 PLAC.YUK
Co 6.82




Sn 9.95 10.24 PLAC.BAN






µ 0.28 0.44 0.28 0.43 µ
σ 2.48 6.21 2.52 4.06 σ
Table 5.1: Portfolio weights, risk & return 1948-2018
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Discussion
When we compare the optimization results for
the metal and ore portfolios, we can see a gen-
eral match between metals and their metal con-
taining ore equivalents. All metals that have
mono-metallic equivalents are represented by
such in the safest and optimal portfolio. All
metals that can only be mined in poly-metallic
ores are represented by the latter. So does
cobalt in the safest metal portfolio finds its
ore equivalent in LAT.MOA and RED.TNK,
platinum in MS.STLW, while lead and zinc
find theirs in the MVT.TRI ore. The only dis-
crepancy for this general rule can be found in
palladium. As we can see in figure 5.2, the
poly-metallic ore equivalent for palladium has
in MS.STLW a substantial lower return com-
pared to the mono-metallic gold ore. Therefore,
the gold ore becomes the single most important
type in the optimal ore portfolio. It is thereby
a perfect example on how geological constraints
can make the outcome of the ore optimization
so much different than that for metals.
5.4 Summary & Discussion
This chapter provided five major insights.
First, metal and poly-metallic ore returns de-
picted in a MPT risk-return framework reveal
that distinct metal group zones exist, which
show similar risk and return characteristics.
We found that a coherent base metals zone in
the center is surrounded by energy at the bot-
tom and left, precious metals above and minor
metals to its right.
Secondly, we determined that metals that ap-
pear in mono-metallic ores find their expression
in such within the ore portfolio analysis. Met-
als that are not found in mono-metallic ores
find their equivalent in poly-metallic ores. This
however holds only to a degree since we also
have seen that geological constraints do have
an influence on the results of the ore portfolio
optimization (e.g. Pd vs. MS.STLW).
Thirdly we showed that fewer assets with
higher weights prevail in optimal portfolios,
while the opposite holds for the safest portfo-
lios. This finding aligns well with the old saying
of ”there is safety in numbers!”, i.e. diversifica-
tion reduces risk.
Moreover we revealed that the returns of the
optimal portfolios for both the metals and ore
case exceed the risk free rate of return rf . The
safest portfolios on the other hand show returns
that are inferior to it.
Lastly, we were able to determine the compo-
sition of the safest and optimal portfolios for
metal and ore portfolios for the time between
1948 and 2018. While a combination of assets
represent the safest portfolios, we can state that
palladium can be considered the most lucrative
metal, with PLAC.YUK being the most lucra-
tive ore type in the considered time period.
There is one important implication of these in-
sights. As we have seen, in the period of over
70 years the Metals & Mining Industry can be
considered both, outperforming and underper-
forming compared to the risk free rate rf , de-
pending on what kind of portfolio is considered.
While its is good to see that mining is having
a positive return overall, it still begs the ques-
tion on why investors should invest in anything
other than treasury bonds, gold and palladium.
This is where the question of timing comes in.
We have to keep in mind that long term returns
of assets since 1948 do not necessarily mean
that there is not a short term upside for met-
als such as uranium or aluminum that exceed
the returns of treasury bills or other metals.
After all, long term averages always diminish
upside return potentials over shorter time peri-
ods. This requires a different, dynamic analysis
which will be considered in the next chapter.
There are also pitfalls to this approach. First,
if we would expand the analysis to include all
ores for which data is available that go beyond
the generalized ore types, the results, especially
those for the safest portfolios might be differ-
ent. In addition we have to keep in mind that
the results are based on the values of metals
and in-situ value of ores. Neither does include
costs that are associated with the production
of both. Taking those into account, as well as
their changing nature over the years would al-
ter the respective return behavior and therefore
the results. Hence a net return analysis would




The analysis of a 70 year risk-return data set
for metals and ore types provided valuable in-
sights, facilitating tools and methods pioneered
by the Modern Portfolio Theory. The analysis
not only provided a new understanding of how
different metals and ores relate to each other
in terms risk and return, but also gave spe-
cific answers on what the most lucrative and
safest ore types and metals are in recent his-
tory. These fundamental insights should help
in shaping our understanding on what ore types
are the must lucrative or the safest over long
time horizons.
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With more than 70 years, the static port-
folio optimization in the previous chapter con-
sidered a very long investment time horizon.
Such a long term view represents the cross-
generational perspective of attractiveness of
metals and ore types. We will now turn to
shorter time horizons that are more in line with
investment horizons of companies, investors
and government institutions. Since we live in a
dynamic world, we also consider that aside from
changes in the attractiveness of metals and ore
types, interest rates also change over time. To
reflect these continuous changes we therefore
focus on a dynamic portfolio optimization ap-
proach now. With the data at hand, this ap-
proach allows us to look at optimal portfolio
choices for 2620 months since the year 1800. It
also allows us to use asset returns depending on
their availability through time that go beyond
these limitations in the previous chapter were
we needed a complete data set for all assets.
The objectives for this chapter are three-fold.
First we want to learn how metal and ore type
preferences develop over time. Secondly we
want to see if certain metals and ores domi-
nate these portfolios and if temporal patterns
can be discerned. Lastly we also want to under-
stand better how the overall returns of the dif-
ferent portfolios compare with the bond rates
and what insights can we derive from potential
relationships between them.
6.1 Assumptions
To accomplish the above objectives, follow-
ing assumptions will hold.
First, a dynamic portfolio optimization ap-
proach requires the setting of the length of a
rolling time horizon. This time frame is the ba-
sis for the computation of the average returns
and their related risks. We decided that for this
analysis a time frame of 60 months or five years
is used. The reasoning for this time period is
the assumption and general understanding that
five years is a strategic time horizon for which
investment decision are taken by corporations
and governments. Especially for the latter this
time period matches very often legislative peri-
ods in democracies to enact policies (e.g. Ger-
many, UK, France), or the length of industrial
development plans of more centrally planned
economies such as China, India and the former
Soviet Union (e.g. five year plans).
Moreover, a choice has to be made for the risk-
free rate of return rf that is used during the
time period. When analyzing a USD denomi-
nated commodity market over such a long time
frame the choice automatically falls to the U.S.
treasury bonds. However, financing of global
mining projects by U.S. companies only started
substantially in the early 1900s. Before this,
British capital dominated the global financing
scene, no matter if it was in trade, railroad con-
struction or mining. Hence the interest rates
of the Bank of England were used as the risk-
free rate for the entire 19th century and until
1Exchange rate issues are deemed irrelevant for this analysis, since it is assumed that metals are traded globally
in efficient markets such that metal prices in the U.S. reflect global supply & demand imbalances, including those
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June 19141. Thereafter the U.S. Treasury bond
rates were used (cf. figure A.3 page 177 and ta-
ble B.14 page 229). The switch from using the
UK to the U.S. bond rates at this point in time
coincides with the notion that the industrial
might of the US eclipsed that of the UK. This
also aligns closely with what historians describe
as the start of the American century in about
1915 [22]. Coincidentally, it also fits well with
the general observation that American treasury
rates started to trend lower than those of Great
Britain. Hence, ever since the advent of World
War I, American industrial enterprises enjoyed
an intrinsic competitive advantage to finance
domestic and international projects since they
enjoyed lower financing costs than their British
competitors.
Furthermore we use the concept of gross returns
(cf. eq. (3.2) pg. 15) for this analysis. This ap-
proach is financially speaking incorrect, since it
ignores the compounding component of returns
that would for instance be taken into account
by equation 3.3. However, the range of numer-
ical values in terms of returns and standard
deviation is larger with the chosen approach.
This helps especially in the next chapter when
we try to use the same return data to extract
commodity cycle movements that are easier to
discern from data that possess a higher degree
of volatility. Since we want to merge the re-
sults of both analyses in part III we also want
to make sure that they are comparable. Also,
the compounding issue is far less of a problem
in a 60 month rolling portfolio analysis than in
one that extends over 70 years, where we used
the log return. We believe that the difference
in results between the usage of the two different
return measures is only marginal and will not
affect the overall results of the study.
In addition we assume that exchange rate
movements do not affect the specified UK con-
sol yields when comparing them with USD de-
nominated metal values and constructing the
capital market line.
Finally, one has to be aware that a meaning-
ful analysis of risk and return through time
requires at least some price change within the
considered time window the rolling portfolio is
covering. Hence if no changes happen, the re-
sulting covariance matrices are meaningless and
therefore no insights can be gained. This im-
plies that if there is no price change for a given
asset within the five years the rolling portfolio
covers, the respective asset has to be excluded
from the analysis for the periods in question.
Therefore gaps within the time series emerge
that reduces the quantity of data the analy-
sis relies on. This however is not fundamen-
tally different to the situation in the early 1800s
when very few metal returns were available.
Tables A.5 and A.7 on pages 181 and 182 docu-
ment the data availability and where such data
gaps exist. As we can see, the gaps in recent
times happen mostly during the time of World
War II when prices were frozen for considerable
time and hence asset returns tended to be zero
(cf. chapter 9).
With these assumptions in place we can now
turn to the results of the dynamic portfolio op-
timization. For a visualization of the dynamic
nature of the asset movements throughout time
we want to refer to the movie file cycles in the




The first observation we can make is that the
gross returns for the safest and optimal port-
folios of the metal and ore scenarios in the dy-
namic optimization behave similarly with re-
spect to the bond rates like those in the static
optimization (cf. section 5.3.2). As we can see
in figure 6.1, the average returns for the safest
portfolios of both cases are slightly above zero
and below that of the bond rate2. The returns
of the safest ore portfolios exhibit a smaller
range than those for the metals. The highest
density of data points can be found at the me-
dian which sits at 0% for ores and slightly above
at 0.01% for metals. This is in strong contrast
to and much lower than the bond yields with a
median rate of return of 0.27%.
Before we examine the optimal portfolio re-
sults, we need to address one important as-
pect of the mathematical optimization proce-
in the UK.
2for data see table A.6, page 181
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dure that affects the results. In fact, the used
algorithm seems impartial to the nature of the
resulting optimized portfolio in terms of it hav-
ing a positive or negative return.
Figure 6.1: Density plot for portfolio returns 1800-2018 (n = 2620)
As we illustrate in case A in figure 6.2, this
is of no concern when the overall portfolio com-
ponents exhibit positive returns.
Figure 6.2: Portfolio optimization problem
However, as soon as the data exhibits over-
all negative returns, the algorithm might de-
termine that the optimal return is actually less
than that of the corresponding safest portfo-
lio (case B). Hence the algorithm is effectively
computing an optimized negative return port-
folio that sits on the minimum variance locus
instead of the efficient frontier. Obviously, this
is not what we want to achieve in this analysis
since it is of interest what assets provide the op-
timal positive, i.e. highest returns at any given
time.
Therefore we need to modify our approach. We
do this by taking the returns of the assets with
the highest return, as soon as the returns of
the optimal portfolios are lower than those of
the corresponding bond rates. Risk considera-
tions for the chosen assets are thereby entirely
disregarded. We argue that in such cases that
seemingly reflect adverse economic conditions,
investors always would opt for the asset with
the highest return, irrespective of their associ-
ated risk.




R R ≥ rf
Rmax R < rf .
(6.1)
The difference in results between both ap-
proaches can be seen in figure 6.1. The un-
modified returns of the optimal portfolios for
metals and ores show bimodal return distribu-
tions with elevated population densities in the
negative and positive return space. The former
are thereby less pronounced than the latter and
are an indication of the negative optimization
problem described above. The modified opti-
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M - metals O - ores
% MVP TAN+ MVP TAN+
σmin 0.04 0.07 0.02 0.03
σq1 0.30 2.54 0.16 2.63
σq2 0.68 3.79 0.51 3.75
σ¯ 1.01 5.20 0.83 4.63
σq3 1.69 5.96 1.32 5.88
σmax 4.06 58.70 4.08 21.92
range 4.02 58.63 4.05 21.88
Table 6.1: Risk statistics for metals and ores
(ntot=2620)
6.2.2 Metal portfolios through time
Having looked at the returns and risks associ-
ated with portfolios over the cumulative time
period since the year 1800, it is equally impor-
tant to understand if differences exist between
bond rates and portfolio returns throughout
time. After all, it is these differences that open
up investment opportunities and which can im-
prove overall returns during the different time
periods. Those will be considered now, starting
with the results for the metals scenario.
Safest portfolio and bond returns
As we noticed earlier the median returns of the
safest portfolios are with around 0.01% lower
than those for the corresponding bond yields
of 0.33%. When looking at their movements
through time in figure 6.5 we observe that their
returns fluctuated in a subdued fashion around
0% for most of the 1800s. In the late 1800s
however, this pattern changed and the returns
became more volatile. It is also noticeable that
since the start of the 20th century there have
been prolonged periods when the safest portfo-
lio returns exceeded those of the corresponding
bond rates (rMV P > rf ). Such times of what
we want to call periods of superior returns ac-
count for 400 months (33 13 years) or 9.3% of
the considered time period. They have been
most pronounced in the late 1910s and early
1920s, late 1940s to mid 1950s, mid 1970s to
early 1980s and mid 2000s to early 2010s (cf.
table 6.2).
From To Duration*
Jan 1916 Oct 1920 58
May 1946 Dec 1955 116
Jul 1974 Sep 1980 75
Oct 2003 Feb 2013 113
Table 6.2: Major periods of superior metal re-
turns (*in months; cf. complete table A.8
In a historical context these periods corre-
spond respectively to times of World War I and
the aftermath of World War II, the post war
reconstruction efforts in Europe, as well as the
Japanese and Chinese economic expansions in
later years (cf. chapter 9). All of these pe-
riods were thereby times of increased demand
for metals and have therefore been very ben-
eficial and profitable for the Metals & Mining
Industry. We argue that such phases of supe-
rior returns, especially when they last multiple
years, can therefore be compared to what was
coined super cycle for the 2010s.
Independently of historical events, we can no-
tice in figure 6.5 that such super cycles oc-
cur either before bond yield maxima or their
corresponding minima (cf. also table A.34,
page 208).
Figure 6.5: MVP metal portfolio returns with highlighted periods of superior returns
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Super cycles that happen before bond yield
maxima appear thereby with around six years
length shorter in length than those of the cor-
responding minima with around 9 12 years.
Optimal portfolio and bond returns
Turning our attention to the optimal portfo-
lios, we can see in figure 6.6, that returns show
a lot of volatility throughout time. On the
positive return side we can observe that un-
til the early 1970s the maximum returns rarely
exceeded 1% with occasional breakthroughs to
higher returns in the 1880s3, 1910s to 1920s,
and 1950s. Starting in the mid 1970s these oc-
casional breakthroughs seem to have become
more permanent with prevailing returns of 2%.
Considering the periods when optimal portfolio
returns were negative4 i.e. when the sector was
in distress (rTAN+ < 0), we can notice that
in terms of total time, the majority of them
occurred in the 1800s. We can also observe
that not only the lengths of such periods de-
creased with time, but also their frequency (cf.
figure 6.6 and table 6.3).
When putting those negative return periods in
relation to bond yield cycles, it appears that
especially since the 1890s they loosely coin-
cide with bond yield cycle minima (cf. late
1890s, 2015/6). On the other hand, negative re-
turn episodes in the 1930s and mid 1980s seem
to happen rather some time after bond yield
peaks. In any case, all these episodes coincide
with phases of regional and global economic
crises that will be discussed more extensively
in chapter 9.
From To Duration*
Jan 1819 Dec 1819 12
Jan 1830 Dec 1831 24
Jan 1861 Dec 1861 12
Jan 1869 Dec 1869 12
Jan 1895 Oct 1896 22
Sep 1985 Dec 1985 4
Nov 2015 Jul 2016 9
Table 6.3: Selected periods with negative opti-
mal metal returns TAN+ (*in months; cf. com-
plete table A.9)
Figure 6.6: Optimal metal portfolio (TAN+) returns with highlighted periods of negative returns
Portfolio risks through time
As we observed earlier, the overall risk profiles
for the safest and optimal portfolios are fun-
damentally different. We can make this ob-
servation also when looking at the risk profiles
through time. As we note in figure 6.7, optimal
portfolios not only exhibit higher levels of risk
than the safest portfolios (cf. different y-axes),
but the former also show more short lived spikes
of elevated risk (cf. 1880s/1890s, 1920s, 1980s-
early 2000s).
For the safest portfolios on the other hand the
generally lower risk profile is interrupted by
rather long stretches of elevated risks (cf. 1810-
20s, 1890s, 1910-1920s, late 1940s, mid 1970s to
now). This aligns well with the observation of
a bimodal distribution observed earlier in fig-
3The exceptional returns of almost 6% are related to the start of price quotes for cobalt, a very thinly traded
product that was characterized by substantial price swings.
4this is the case when even the highest return of the available assets is negative
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ure 6.3 on page 36. In fact, the occasional risk
peaks of around 4% for the safest portfolios in
the late 1940s and early 2010s might thereby be
an indication of the existence of a trimodal dis-
tribution for the optimal portfolio risks. That
the risk profiles for both, the safest and opti-
mal portfolios do not move in sync is thereby
intriguing. It is also surprising to see that since
the mid 2000s TAN+ risks have been compara-
ble to historical lows in the 1800s. This is not
the case for the safest portfolios, where elevated
volatility indicates a new risk base line emerg-
ing in the mid 1970s. It can be speculated that
this might be a long term effect of the ability
to trade gold with the intrinsic price volatility
of it percolating through. However, a straight-
forward answer for this observation cannot be
given at this time.
Figure 6.7: Risks (σ) of metal portfolios through time - MVP.M (l.h.s.), TAN+M (r.h.s.)
Safest portfolio compositions
When we shift our focus to the presence of the
various metals within the safest portfolios in
figure 6.85 (l.h.s.), we can observe that all met-
als are components of them at some point in
time. The number of appearances ranges from
672 for gold to 1910 for silver. The low numbers
for the presence especially of gold can thereby
be attributed to the fact that its price series is
rather limited since it became an openly traded
commodity only in the latter half of the 20th
century6. In addition we can observe that sil-
ver is not only present most of the time (42.1%
or a total of 92 years), but if it appears it also
dominates the portfolios by the highest share
in almost 60% (cf. figure 6.8).
Second to it in terms of portfolio dominance is
the other precious metal - gold. It dominates
the safest portfolios in 377 out of 672 times
(56.1%), putting it almost at par with the sil-
ver dominance ratio. On the other end of the
spectrum are copper and lead. They appear rel-
atively often in the portfolios, but hardly dom-
inate them.
A visual representation of the changing compo-
sitions of the safest portfolios through time can
be seen in figure A.5 on page 186. It reveals
a major break in portfolio composition around
the year 1890. Before this year, silver domi-
nated the composition of the safest portfolios,
apart from the occasional interlopes of tin, plat-
inum and nickel. After this break7 the compo-
sition of the portfolios becomes more diverse,
with a multitude of metals appearing and dom-
5cf. data in table A.12 on page 184
6We have to keep in mind that by definition gold was the metal with the lowest price volatility during the
1800s and until the 1960s. During this time its value was government determined and showed a very stable price
history. Therefore it can’t feature in this analysis before the 1960s since most of the time the gold returns were
zero and hence can’t be used in an analysis where returns need to be non-zero
7The cessation of the importance of silver within the portfolio representation is probably directly related to
the passing of the Sherman silver purchase act on July 14, 1890. It required the US government to buy 4.5
million ounces of silver per month to support the silver market for usage in its national coinage. However despite
this support the price depreciation of silver continued and its prices became less stable mainly due to the ever
increasing amount of silver produced in the Western United States. Hence it started to feature less and less in
the safest portfolios through time.
8nickel in the early 1900s, zinc in the late 1940s, aluminum in the early 1900s, 1930s and 1950s
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inating them at any given time. More specifi-
cally it appears that base metals dominate the
optimal portfolios until the late 1950s8, pre-
cious metals the 1950s (Ag), 1960s, 1990s and
2000s (all Au), minor metals the 1970s (Mo)
and energy metals the 1980s (U).
Figure 6.8: Cumulative safest metal portfolio (MVP) composition statistics 1800-2018
Optimal portfolio compositions
Looking at the results for the dynamic optimal
portfolios (TAN+s) in figure 6.9 we can observe
that no metal ever dominates the portfolios, as
silver did in the optimal portfolios. The five
most prevalent metals lead, tin, copper, cobalt
and zinc are encountered within the portfolios
between 762 and 910 times, while they domi-
nate them between 256 and 324 times (cf. ta-
ble A.13, page 185). The likelihood that pres-
ence of a metal also goes along with dominance
is much more evenly distributed between the el-
ements (cf. r.h.s. fig. 6.9) and averages around
1
3 of the time of presence.
Reviewing the changes of optimal portfolio
compositions throughout time, as visualized in
figure A.6 on page 187, we notice two main fea-
tures.
First, compared to the safest portfolio observa-
tions, the variety of their compositions seem to
be much more diverse. Secondly, periods where
one metal is either the sole metal within the
portfolios or dominates them for long times, like
silver in the safest portfolios, are much more
limited. These periods are also most prevalent
in the early 1800s only (copper, tin, zinc and
nickel) when portfolio choices were more lim-
ited than in later years. Also, we cannot dis-
cern any repeating patterns of metal dominance
throughout the considered time span.
Figure 6.9: Cumulative optimal metal portfolio composition (TAN+) statistics 1800-2018
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6.2.3 Ore portfolios through time
In analogy to the dynamic optimization of
metal returns, the same analysis is performed
now for the ore scenario.
Safest portfolio and bond returns
As we can note in figure 6.10, ore returns of
the safest portfolios have been flat and close to
zero for much of the 19th and early 20th cen-
tury. Only from the mid 1910s onwards did
this trend change substantially and returns be-
came much more volatile, showing sustained
periods of positive and negative returns. Pe-
riods of sustained positive returns happened
mostly in the 1900s, especially during the late
1910s, late 1940s and early 1950s, 1970s and
early 1980s, as well as from the 2000s to the
early 2010s. Contrarily to this, phases with
negative returns present themselves during the
1920s, 1930s, 1980s, 1990s, early 2000s and mid
2010s. We can also observe that periods of
pronounced positive returns such as the 1910s,
1980s and 2000s are always followed by a pro-
longed phase of negative returns. The negative
rates of return however never reach the same
scale as the corresponding positive returns dur-
ing the preceding peaks. Phases of superior
returns, where MVP ore returns exceed those
of government bond yields, can also be found.
The time frames are thereby closely aligned
with those of the metals discussed earlier. The
longest episode lasts thereby 117 months in the
early 2000s (cf. table 6.4), compared to 113
months for metals. Aside from this last period
however, the episodes of superior ore returns
are generally shorter than those for the metals.
From To Duration*
May 1918 Apr 1920 24
Jun 1946 Jun 1951 61
Jul 1974 Sep 1980 75
Oct 2003 Jun 2013 117
Table 6.4: Major periods of superior ore returns
(*in months; cf. complete table A.10, pg. 183)
Figure 6.10: Ore portfolios with highlighted periods of superior returns (MVP.O>BOND)
Optimal portfolio and bond returns
Optimal portfolio returns have been variable
through time and were in excess of those of
bonds, most of the time (cf. fig. 6.11). We can
also notice that the maximal optimal returns
increased from about 1.2% in the early 1800s
to 2% in the late 1800s, increasing further to
2.5% in the late 1910s and late 1970s, culmi-
nating with 4% in the early 2000s. We also
realize that times of market crises where opti-
mal portfolio returns turn negative are evenly
spaced throughout time. Usually they are short
lived and last between one and two years (cf.
table 6.5).
From To Duration*
Jan 1819 Dec 1819 12
Jan 1830 Dec 1831 24
Jan 1861 Dec 1861 12
Jan 1869 Dec 1869 12
Jan 1895 Oct 1896 22
Nov 2015 Jul 2016 9
Table 6.5: Major periods of negative ore returns
(*in months; cf. complete table A.11, pg. 184)
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Figure 6.11: Ore portfolio returns with highlighted periods of negative returns (TAN+<0)
Ore portfolio risks
As we observed earlier in chapter 5, risks as-
sociated with ore portfolio scenario are gener-
ally lower than those for the metals. Overall
though, the behavior of risk through time is
very similar to that of the metals. The risks
associated with the safest portfolios are once
again characterized by the alternation of long
periods of elevated risks with shorter ones of
lower risks. This behavior contrasts with the
risk movements of the optimal portfolios that
are much more volatile. In analogy to the
safest portfolio risks of metals, we can also see
that the general risk level increased since the
mid 1970s. This level as well as the peaks
through history correspond thereby to the dif-
ferent peaks and bumps observed in the density
plot 6.3 on page 36.
Figure 6.12: Ore portfolio risks (σ) through time - MVP.O (l.h.s.), TAN+O (r.h.s.)
Safest portfolio composition
The most prevalent ore type of the safest ore
portfolios is represented by the epithermal gold-
silver ore group (EPI.YAN). As we can see
in figure 6.13, epithermal ores are present in
MVPs in 2137 out of 2620 months, or 81.6%.
In more than 23 of the time within the last 218
years (i.e. 68.1% cf. table A.14, page 188) it is
the dominant ore in any given MVP. Epither-
mal deposit ores such as those found at Yana-
cocha (Peru) therefore represent the least risky
ore type in 150 of the past 219 years. Due to
fact that gold and silver were considered ele-
ments of monetary policy for long stretches of
history, this does not come as a surprise9.
In terms of dominance of the safest portfo-
lios, next to epithermal ores are pure gold ores
(PLAC.YUK), pure uranium ores (UUN.CIG),
bauxite (BAUX.WP) and gold-uranium placer
9As mentioned before, this only holds when not considering gold as an asset
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ores (PLAC.WIT). All these five ore types
thereby dominate more than 90% of all safest
portfolios since the year 1800 (cf. table A.14,
page 188).
This ranking by dominance however does not
imply that no other ore types can be present in
the safest portfolio mix. While present, ores
of tin placer origin (PLAC.BAN), molybde-
num porphyries (POR.CMX), or copper-cobalt
red bed ores (RED.TNK) just hardly dominate
the safest portfolios, or as in the case of gold-
copper porphyries (POR.OYT) and lead-zinc
MVT ores (MVT.MYR), they never feature at
all as the dominating ore type within the MVPs
(cf. figure A.7, page 188). Presence therefore
does not necessarily imply an elevated level of
weight within the portfolio.
Looking at the changes of the MVP composi-
tions during the last 218 odd years in figure A.8
on page 189, we can notice that the above men-
tioned dominance of epithermal deposit ores
lies mostly in the 1800s and first half of the
1900s. Starting with the 1900s this dominance
however becomes interrupted once in a while,
until gold (PLAC.YUK) starts to dominate in
the 1960s. The second half of the 20th cen-
tury also represents the period that sees more
frequent portfolio composition changes than at
any given time previously. The reason for this
is most likely that all portfolio options were
available since 1948 (cf. chapter 5).
Figure 6.13: Cumulative safest ore portfolio (MVP) composition statistics 1800-2018
Optimal portfolio composition
Turning to the optimal ore portfolio composi-
tions (TAN+), we see less of a dominance of
one particular ore type (cf. fig. 6.14). While tin
ores (PLAC.BAN) are with almost 900 appear-
ances more frequently present than other ore
types, it is not as pronounced as for the epither-
mal deposit ores in the MVP portfolios. Other
ore types such as MVT.TRI, POR.SPN, and
MS.STLW with around 700 appearances are
coming close this. With 412 instances, tin ores
do also show the highest amount of dominance
among the ore types (cf. table A.15, page 190).
In relative terms however, MVT.MLM10 and
UUN.CIG dominate the optimal portfolios in
around 23 of the time they are present (cf. fig-
ure A.9 on page 190). A number of ore types
also do not feature at all. For instance, impor-
tant base metal ore types such as POR.GRS,
POR.BIM, MS.VBAY, MS.SUD or VMS.MYR
do not feature in any of the optimal ore port-
folios.
We can also see a more even distribution of ap-
pearing and dominating assets within the opti-
mal portfolios when adding their temporal as-
pects. As a reflection of this we can observe
in figure A.10 on page 191 that the composi-
tion of the optimal portfolios is much more var-
ied throughout time than those of their corre-
sponding safest portfolios. It appears that dif-
ferent ore types have been part of the optimal
portfolio at any given time. While there have
been phases when one ore type or combina-
tion thereof has been the most preferred one for
some extend time period, it appears that such
times are almost randomly distributed. No par-
ticular repeating pattern can be observed.
10this lead only ore is only used at the beginning of the 1800s when zinc prices were not yet available
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Figure 6.14: Cumulative optimal ore portfolio (TAN+) composition statistics 1800-2018
6.3 Summary & Discussion
We gathered three major insights in this
chapter.
First, we can derive new insights from the dif-
fering behavior of optimal and safest portfolio
returns of metals and ores on the one hand and
bond rates on the other. We can show that long
phases exist where returns of the safest portfo-
lios are in excess of those of the corresponding
bond rates. It is argued that those times co-
incide with times when the entire Metals &
Mining industry experienced elevated levels of
profitability. Moreover, short lived but more
frequent phases exist when optimal portfolio
returns fall below the bond rates and even turn
negative. It is suggested that such times of
negative returns are usually associated with
times when the Metals & Mining industry is in
distress. Both of these insights will be further
investigated in chapter 9.
Secondly, we can spot commonalities and dif-
ferences between the results of the dynamic
optimization approach in this chapter versus
those of the static optimization in chapter 5.
Starting with the metals, we can show that
in both optimization approaches gold plays
an important role in the construction of the
safest portfolios. Silver, nickel and aluminum
however play an important role only in the
composition of safest portfolios in the dynamic
analysis, while they are not present in the static
analysis.
This is similar to the picture for the optimal
portfolios. While zinc is very prevalent and
dominates it most often during the dynamic
optimization, it does not play any role during
the static analysis. The picture is very similar
for metals such as tin, lead and copper. Only
cobalt seems to be important in both, the dy-
namic and static optimal portfolios.
A mixed picture can also be drawn for the anal-
yses for ores. Epithermal ores are outstand-
ingly important in the composition of the safest
portfolios in the dynamic setting. Placer gold,
uranium unconformity, gold-uranium placer
and bauxite ores on the other hand only play
secondary roles.
This is quite different in the static analysis,
where epithermal ores do not play any role at
all. Ores such as uranium unconformity, gold
placer or bauxite feature quite prominently
however. The differences become even stronger
when looking at the optimal portfolios. While
the most important ore type in the static anal-
ysis is PLAC.YUK, it only features as the tenth
most important ore in the dynamic optimiza-
tion.
The question arises on how those two quite
diverging results can be reconciled. Two expla-
nations are proposed. First, the two analyses
cover two quite different time frames. The dy-
namic analysis of five year intervals within the
last 218 years spans a much longer time pe-
riod than the 70 years of the static analysis.
The resulting differences should therefore not
come as a surprise. If the dynamic analysis
would focus only on the last 70 years, we could
expect that the cumulative distribution of the
dynamic analysis would be closer to that of the
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static one. The second explanation lies in the
fact that average returns over long time periods
diminish the extreme returns assets can achieve
in shorter time frames. The resulting optimal
and safest portfolios can therefore differ when
using 70 years averages or 5 year moving aver-
ages. Hence both results are legitimate within
their respective modelling constraints and re-
spective time periods.
Moreover, we also gained further insights when
we compared the results of the ores versus
their included metals. We not only noticed
that average returns for the safest portfolios of
metals are higher than those for ores (0.09% vs.
0.06%), but that they both are also below those
of the bond rates (0.33%). This contrasts with
the fact that the optimal portfolios for metals
and ores show average returns that are in ex-
cess of the bond rates (1.00% and 0.90%).
In addition we see that the two safest metals
in the dynamic optimization - gold and sil-
ver - find their equivalent expression in the
two safest ore types, gold-silver epithermal and
gold placer ores11. The relative ranking of other
metals with respect to their metal containing
ores is thereby analogous, but less pronounced
than those for gold and silver. The compo-
sitions of optimal portfolios for metals and
ores are slightly different. The most important
optimal portfolio TAN+ metal is zinc, which
only occurs geologically as a by- or co-product.
It is part of the ore assemblage of MVT.TRI
which happens to be the second most dominat-
ing ore asset within the optimal ore portfolios.
This specific relationship between metal rank-
ing and ore ranking holds generally true for all
the other metals. In summary one can there-
fore state that the composition of the metals
portfolios find their corresponding ore portfo-
lios. This result is quite intuitive and aligns
well with previous findings.
6.4 Conclusion
We showed in this chapter that modern
portfolio optimization procedures applied on
rolling time frames of metallic asset returns can
yield new insights in variety of ways.
First we can show that the returns and compo-
sitional structure of optimal and safest portfo-
lios change through time. Therefore many met-
als and ore types can show lucrative returns at
any given point in time.
Secondly, this analysis showed that in terms of
metals, silver and zinc dominate the safest and
optimal portfolios, respectively. The equiva-
lents for ore types are epithermal gold-silver
ores in the former and tin placer ores in the
latter case. The differences between the results
of ores and metal optimization (e.g. zinc vs.
tin ore in the optimal portfolios) are thereby
entirely caused by geological factors that re-
strict the natural occurrence of certain metals
to poly-metallic ores.
Moreover, the returns of safest and optimal
portfolio returns vary throughout the consid-
ered time period with all of them showing a
general increase in time.
Finally, when comparing the portfolio returns
to the risk-free rates, the two portfolio types al-
low to distinguish episodes of negative and su-
perior rates of return for the Metals & Mining
Industry. It is suggested that these episodes
match sustained economic crises and expan-
sions, respectively. We argue that these in-
sights can be used to get a better understanding
on what economic preconditions are required
for the state of the Metals & Mining industry.
We will further investigate these questions in
chapter 9.






”Dias de muito, vésperas de nada!”
Portuguese proverb
Chapter 7
Commodity cycles & metal assets
In this chapter we divert from the portfo-
lio optimization approach taken in the previ-
ous two chapters. However, we stay in the
risk-return framework that was introduced by
the Modern Portfolio Theory and will now ex-
plore further the behavior of the different as-
sets through time. As we will see, metals and
ores show particular cycle movements that re-
semble business cycles of economies. Before we
continue we therefore want to first review the




As defined by Ammer [23], a ”business cycle is
a pattern of fluctuation in economic activity,
characterized by alternate expansion and con-
traction. In general business activity expands,
with rising industrial production, employment,
prices, wages, interest rates, and profits. It
reaches a high point of prosperity and remains
there for a time. Then activity begins to con-
tract, with business volume receding, and pro-
duction, employment, prices, […] declining for a
time until a low point is reached. After a time
recovery begins and business activity expands
again. Economists distinguish four phases:
1. expansion to a peak
2. contraction to a lower turning point
3. depression
4. recovery.”
Such a cyclical pattern in combination with
their associated market sentiment is shown in
figure 7.1, page 48. As we can see, the general
market is going through different phases in sen-
timent, from despair during bust to euphoria
during the peak and back to despair when the
economy finds its bottom again. Through time
the cycle can thereby be seen as a wave, con-
sisting of two main phases that are well known
in the mining industry - boom and bust.
For this study we define these two phases based
on their overall growth rates. They are either
positive, as in the case of the boom, or nega-
tive as in the case of the bust. Keeping these
in mind and before continuing the analysis, we
also need to have a better understanding on
where business cycles originate from.
7.1.2 Causes for business cycles
While business cycles have most likely been
around since humans settled, the first scien-
tific research on them was done only at the
beginning of the 20th century. Schumpeter
in his historical investigation of business cy-
cles [24] distinguished three main types cy-
cles, a short, intermediate and long term cycle.
These are named after their respective discover-
ers Kitchin [25], Juglar [26] and Kondratieff [27]
and are associated with different causes.
The Kitchin cycle is thereby mostly associated
with changes in inventory levels of goods within
the industry and lasts between three and five
years. The Juglar cycle lasts longer and is
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caused by fixed investment decisions within the
economy. The longest cycle type is the Kon-
dratieff cycle and is characterized by techno-
logical changes in the economy. In addition to
these cycle types another one was determined
by Kuznets [28] which is generally understood
as to reflect the changing infrastructure require-
ments of a society. We summarized these dif-
ferent cycle types in table 7.1.
name cause length*
Kitchin inventory 3-5
Juglar fixed investment 7-11
Kuznets infrastructure 14-25
Kondratieff technology 45-60
Table 7.1: Business cycle types [23][29](*years)
Figure 7.1: Conceptual view of static and dynamic business cycles after Rorty [30] and Am-
mer [23], market sentiment modified after Isbitts [31] (time not to scale; for definition of Cmin
and Cmax see section 7.1.4)
7.1.3 Business vs. commodity cycles
Of all the described business cycle types, the
Kitchin cycle can be considered the most mi-
croeconomic one, since it describes the supply
and demand behavior within a singular indus-
trial sector. The other three cycle types are
more macroeconomic in nature and describe
the behavior of entire economies. Hence the
Kitchin cycle is the most applicable to the
commodities sector, which also became known
as the pork cycle [29]. This specific cycle was
described independently by Mordecal Ezekiel
and Arthur Hanau for the United States in
1925 and Europe in 1927, respectively [29].
They both observed the phenomenon of cycli-
cal fluctuations of supply and prices in the pig
markets. Based on these works Nicholas Kaldor
[29] developed the cobweb model describing
the behavior of this market. According to the
model, investments in the pig market increase
when prices are high. Those investment effects
however face a delay to turn into extra supply
due to the required breeding times of animals.
This at first drives prices up further, but as
soon as this extra supply reaches the market,
the latter becomes saturated and prices start
to fall again. The reduced price prospects dis-
courages investment and production falls again.
This however takes time to be noticed in the
market, but when it does, prices increase yet
again. This cycle repeats itself as long as the
underlying supply demand dynamics hold.
This mechanism is very similar to what hap-
pens in the mining sector, with one big caveat.
While agricultural cycles usually last between
one and three years (e.g. wheat vs. beef), min-
ing cycles take much longer. The reason for
this is that investments into additional produc-
tion capacity are much more long term. This is
because mining is much more capital intensive
than the agricultural sector due to its higher
engineering and logistical requirements. It is
also that the increase in production requires
the discovery, assessment and development of
new ore deposits, which can take a number
of years, if not decades. In addition, only a
fraction of deposits found turn ultimately into
producing operations. This is quite different
to the agricultural sector where such long time
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horizons are unknown and capacity changes are
much more controllable and certain1. Never-
theless, we suggest that the principles of the
Kitchin cycles compare well with those of the
commodity cycle dynamics within the mining
industry. We rather call them extended Kitchin
cycles though, due to the prolonged time that
mining cycles face.
7.1.4 Measuring commodity cycles
As we have seen earlier, business cycles are
aside from the Kitchin cycles mostly macroe-
conomic in nature. This poses a problem when
we only want to look at the Mining & Metals
industry, primarily for the fact that no global
mining GDP has been collected since the year
1800. Therefore we need to find a workaround
to address this issue.
We have seen earlier that prices are influenced
by the business cycles, where low prices can be
associated with economic downturns while the
opposite holds for high prices. Hence looking at
prices and in particular price changes, i.e. re-
turns should help in uncovering metal specific
commodity cycles. Therefore we can re-purpose
our data from chapter 6 without the need of
GDP data. The advantages of this approach
are as follows:
• commodity price series go further back
than 1937 when the modern understand-
ing of the GDP concept emerged [32],
• price data series are more abundant, are
generated faster and are generally easier
to retrieve,
• price series represent global supply and
demand dynamics, while GDP figures
usually reflect national accounts,
• the frequency of price quotes is higher
compared to GDP data (daily, weekly or
monthly, quarterly vs. annual),
• existing global GDP figures are hard to
break by industry or even commodity,
• GDP definitions and compositions change
over time which might affect data in-
tegrity and continuity.
However, even when using returns as prox-
ies for business cycles, there are many aspects
in describing commodity cycle that are difficult
to ascertain. One of the most difficult one is to
assess the start and end of a cycle. This is be-
cause the start and end for one person might
not be interpreted as such by another. Hence
we introduce some guidelines for this study to
make the selection more coherent and replica-
ble. These are:
• A cycle starts at the negative regional re-
turn minimum i.e. a cycle trough - Cmin.
• Cycle peaks are set where positive returns
are maximized during the cycle - Cmax.
• A cycle ends were the next cycle starts -
Cmin.
• Ideally, the start and end position of a cy-
cle in the risk and return plot should be
close-by.
• In addition to a negative regional mini-
mum, cycles start and end when a clock-
wise motion changes into a counterclock-
wise motion and vice versa (see discussion
in 7.1.6).
An example for the selection of minima and
maxima for commodity cycles is given for
the Kupferschiefer ore group in figure 7.2 on
page 50. As we can see, green circles represent-
ing relative maxima Cmax, are assigned to the
apparent return maxima throughout the last
218 years. For each relative maximum a min-
imum exists, which is indicated as a red circle
Cmin. For this particular series, 21 commod-
ity cycles have been identified that correspond
to as many cycle minima and maxima. In ad-
dition to the selection criteria for commodity
cycles established earlier, arithmetic measures
have to be established that allow to compare
the cycles with each other, numerically. Fol-
lowing parameters were chosen for this study.
R describes the sixty month moving average of
monthly metal and ore value returns r.
Rmin describes the minimum average return
during the cycle at Cmin, measured in
percent.
Rmax describes the maximum average return
during the cycle at Cmax, measured in
percent.
σ describes the sixty month moving standard
deviation of monthly metal and ore value
returns r.
1not considering the uncontrollable nature of weather and pests that affect harvests and livestock
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σmin describes the point of minimum regional
standard deviation σ.
σmax describes the point of maximum regional
standard deviation σ.
Pmin describes the minimum price during the
cycle, measured in USD per weight unit.
The minimum price thereby has to hap-
pen prior the cycle’s Pmax. This does not
mean that the cycle’s Pmin must occur
past the cycle’s start, but can also hap-
pen during the end of the previous cycle
as long as the Pmin occurs past the previ-
ous cycle’s Pmax and represents the low-
est observed price during the considered
time period.
Pmax describes the maximum price during the
cycle, measured in USD per weight unit.
It has to occur between the cycle’s start
and it’s end.
Figure 7.2: Commodity cycles for the Kupferschiefer group with chosen minima and maxima
Other criteria that need measurement are
related to the time that has elapsed since the
start of a cycle Cmin. The variable t0 is thereby
defined as the month and year when the cycle
starts. Relative to this, following variables are
also defined:
t1 the time at which return values enter sus-
tained positive growth2 that predates the
next cycle peak Cmax,
t2 represents the time at which the cycle peaks
with the maximum growth rate during
the cycle (Rmax at Cmax),
t3 the time at which return values enter sus-
tained negative growth3 that predates the
next cycle trough,
t4 indicates the time of the subsequent cycle
trough (i.e. time span until next t0; next
Rmin at Cmin),
t5 shows the time when the price peak Pmax
occurred during the respective cycle,
t6 the time difference of Pmax and the previous
Pmin.
An example for the use of these parameters
is given for uranium later in this chapter in fig-
ure 7.6 on page 53.
7.1.5 Cycle normalization
Since different commodities have different mag-
nitudes of cycle minima and maxima, it is nec-
essary to normalize them in such a way that
comparisons between them can be made. This
is done by normalizing maxima and minima
such as those shown in figure 7.2, while making
the intermittent data points a function of the
2i.e. no movement back into negative growth that lasts longer than six months
3i.e. no movement back into positive growth that lasts longer than six months
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the nature of a cycle, this does not hold for
movements along the return axis. This is be-
cause when all points of the cycle including that
of Cmax exhibit negative growth, the cycle ac-
tually ceases to be one. This is because it is
violating one of the core conditions that it has
to have a positive return at Cmax (cf. guide-
lines in section 7.1.1). An example for such
a failed cycle can be seen for uranium in fig-
ure 7.6, page 53 (cycle I).
Incorporating our understanding of CW and
CCW motion cycle types, we can now estab-
lish a modified normalized cycle plot as shown
for zinc in figure 7.5. It reveals that there is no
regular pattern in the sequence of the appear-
ance of CW and CCW motions. As it turns out
this lack of order in sequence is very common
for all metals and their ores.
Figure 7.5: Normalized commodity cycles for zinc with different cycle motions
7.1.7 Equations for commodity cycles
At this point we can now define relationships
that are important to the subsequent investi-
gation of the different cycles. At first we need
to define the point in time when the price mini-
mum Pmin happens during the cycle. It is rela-
tive to the t0 and can be negative. It is defined
as
t7 = t5 − t6. (7.2)
We also define the duration of a boom tb+
as
tb+ = t3 − t1 (7.3)
and bust tb−, the total time a cycle spends
in sustained negative growth area as
tb− = t4 − t3 + t1. (7.4)
In addition we define the total time of a cy-
cle as the sum of time that the cycle spends in
boom and bust mode - Tbb. It can be expressed
as
Tbb = tb+ + tb−. (7.5)
Moreover it is important to define the hy-
pothetical value that describes the total time
TTT that two subsequent full cycles of different






In addition to these formulas, some more ra-
tios have to be defined. First a measure of price
ratio has to be established that defines Φp as





This ratio is applicable for both cycle mo-
tions. The price ratio Φpp then puts the two
price ratios Φp of the CW and CCW motions





Furthermore, ratios with respect to the
length of cycles have to be found. First, Φbb
describes the relative length of the boom and





In addition, Φcwc describes the number of
clockwise cycles as the portion of the total num-
ber of cycles. It is therefore a measure of the






Moreover, ΦTT relates the total length of a
clockwise cycle with that of a counterclockwise





Lastly, the ratio ΦR is defined. It relates
the Rmax at the current cycle peak t2 to the






With those definitions in place we can now
turn our attention to the results of analysis of
the data set. An actual example for the extrac-
tion of above variables is given for uranium in
figure 7.6 with the corresponding information
found in table 7.2.
Figure 7.6: Parameter visualization for uranium (top - normalized cycles; bottom - price history)
t0 t1 t2 t3 t4 t5 t6 Rmin Rmax Pmin Pmax
cycle type m m m m m m % % USD/t USD/t
II CW Apr-72 14 67 103 152 74 74 -0.46 3.44 13,118 95,681
III CCW Dec-84 32 32 34 81 16 12 -1.54 0.06 31,416 38,030
IV CCW Sep-91 31 60 100 113 57 57 -1.29 1.48 15,984 36,376
V CW Feb-01 27 76 130 189 76 79 -1.17 4.59 15,719 300,314
Table 7.2: Parameters for all full uranium cycles (m - months since t0)
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7.2 Commodity cycle observations
Based on the data between January 1800
and April 2018 we confirmed the existence of
477 commodity cycles for the 34 assets inves-
tigated. Aside from the different motion types
we observed numerous cycle styles and lengths,
boom and bust phases and a number of price
relationships. These will now be presented.
7.2.1 Cycle shapes
While it was recognized that with CW and
CCW two main motions exist in the way cy-
cles progress (cf. section 7.1.6), different pat-
terns can be distinguished therein. As we can
see in figure 7.7, those patterns can be cate-
gorized as I - circles, II - arches, III - loops,
and IV - ramparts. The patterns are present in
both, clockwise and counterclockwise motions
and will be discussed now.
Figure 7.7: Major observed cycle types
I - Circles
The circle pattern seen in figure 7.7 is an exam-
ple of how an ideal commodity cycle unfolds. A
good example for a clockwise cycle is uranium
between February 2001 and November 2016 (cf.
cycle V in figure 7.6). In figure 7.8 we can see
that the cycle starts in February 2001 with the
uranium market at the trough of the cycle. Its
prices are bottoming out and overall returns are
negative (cf. table 7.3). Prices then slowly in-
crease from its low of 16,292 USD/t with their
volatility decreasing further.
Figure 7.8: A CW circle - Uranium 2001-2016
Hope is spreading and the cycle crosses into
sustained positive return area by May 2003. Af-
ter a long period of low volatility but steadily
improving returns, the market finds its peak in
June 2007. The prices are at their maximum
at 300,314 USD/t. The boom times last for
another couple of months but the contraction
of the market has already set in. By December
2011 pessimism spreads and the market enters
into negative return area, but the worst is still
to come when prices reach 40,785 USD/t at the
end of the cycle in November 2016.
Risk Return Price
Date % % USD/t
Feb-2001 4.18 -1.17 16,292
May-2003 3.64 0.09 24,030
Jun-2007 5.16 4.59 300,314
Dec-2011 8.94 0.16 115,037
Nov-2016 5.03 -1.62 40,786
Table 7.3: Statistics of a clockwise U cycle
II - Arches
Arches as seen in figure 7.7, closely resemble
those of circles. However, these cycles are sub-
stantially different with respect to the location
of the starting and ending point of the cycle.
For a clockwise cycle the associated risk of the
end point is higher than it is at the starting
point. The reverse is true for the counterclock-
wise cycle.
A good example for a clockwise cycle can be
observed for zinc between August 2002 and De-
cember 2011 in figure 7.9. The cycle starts with
prices at 747.60 USD/t and negative returns
(cf. table 7.4).
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Figure 7.9: A CW arch - Zinc 2002-2011
As the cycle progresses, it enters into sus-
tained positive return area more than two years
later in November 2004, with prices sitting at
1095.64 USD/t. The cycle is now entering its
boom phase with prices and price volatility in-
creasing together. In December 2006 the cycle
top is reached that coincides with a price max-
imum of 4405.40 USD/t - almost six times the
price of the previous cycle bottom. As time
progresses, the volatility of the returns increase
further while the returns themselves start to
fall. The cycle started to contract now and en-
tered negative growth domain in April 2011.
Prices sit now at 2362.22 USD/t, roughly half
of what they were at the peak. The contraction
continues with the cycle ending at its bottom
in December 2011 with prices sitting at 1904.73
USD/t.
Risk Return Price
Date % % USD/t
Aug-2002 4.87 -1.19 747.60
Nov-2004 4.03 0.00 1095.64
Dec-2006 6.45 3.18 4405.40
Apr-2011 8.94 -0.04 2362.22
Dec-2011 8.52 -1.02 1904.73
Table 7.4: Statistics of a CW zinc arch
An example for a counterclockwise arch can
also be given for zinc. Starting at the end of
the previous clockwise arch, returns are still
negative but increase while the volatility also
decreases (cf. figure 7.10 and table 7.5). In
May 2013 the cycle enters sustained positive
return area and the boom peaks in February
2014. After this, returns fall again with volatil-
ity still diminishing. In January 2016 the cycle
finally ends in a new trough with prices sitting
at 1507.05 USD/t.
Figure 7.10: A CCW arch - Zinc 2011-2016
The entire cycle lasted 50 months with a
maximum monthly return of 1.22% at its peak.
This contrasts strongly with the clockwise arch
for zinc described earlier where the cycle lasts
113 months and a maximum return of 3.18%.
Risk Return Price
Date % % USD/t
Dec-2011 8.52 -1.02 1904.73
May-2013 7.78 0.02 1829.02
Feb-2014 6.44 1.22 2035.40
Aug-2015 4.85 -0.09 1809.93
Jan-2015 4.72 -0.64 1507.05
Table 7.5: Statistics of a zinc CCW arch
III - Loops
While an arch is essentially a circle with its
end members (i.e. cycle start and end) spread
apart, a loop represents the contrary, its end
members are crossing each other. When a CW
motion prevails, the end point therefore will ex-
hibit less volatility than at its starting point.
Subsequently, the opposite holds for the CCW
motion.
A good clockwise motion example is the MVT
ore type between 1962 and 1969. When look-
ing at figure 7.11 we can observe that the cycle
starts at its nadir in January 1962. The cy-
cle slowly moves within its third quadrant Qiii
while its returns become ever less negative and
volatile (cf. table 7.6). Along the way prices
find their cycle minimum in August 1962 with
14.15 USD/tore. In December 1962 returns fi-
nally turn positive and a short year later in De-
cember 1963 it sees its lowest volatility (σ =
2.56%). From then on volatility starts to in-
crease again, along with the returns. In July
1964 the cycle peak is reached with an average
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return of 0.9%.
Figure 7.11: A CW loop - MVT.TRI 1962-1969
This is also when the ore value is with 29.98
USD/tore at its highest during the cycle, more
than double the value of the minimum just two
years earlier. After peaking, prices and returns
start to fall, while volatilities keep increasing.
They finally find their peak in November 1965
with a σ of 3.85%. From now on, prices, returns
and volatility keep falling and prices bottom
out in March 1968 at 21.02 USD/tore. The cycle
finds its end in July 1969 after dipping into neg-
ative growth territory only three months ear-
lier. By then its Rmin sits at -0.33% with a
σ of 2.4%.
Risk Return Price
Date % % USD/t
Jan-1962 3.57 -0.68 15.59
Aug-1962 2.87 -0.34 14.15
Dec-1962 2.94 0.37 20.72
Jul-1964 3.54 0.90 29.98
Mar-1968 3.72 0.56 21.02
Mar-1969 3.17 -0.02 22.62
Jul-1969 2.40 -0.33 24.10
Table 7.6: Statistics of a CW loop - MVT.TRI
IV - Ramparts
ramparts are special arches that appear only
during the lead up and aftermath of the sec-
ond world war. They exist for CCW and CW
motions, with the former usually followed by
the latter. The key difference of these pat-
terns compared to those described earlier, is
that they either do not finish their cycle in neg-
ative return area (CCW) or do not start within
it (CW). This would disqualify them to be con-
sidered in this analysis according to the guide-
lines discussed on page 49. However, it was
decided that such cycles were included never-
theless, with their lowest returns assigned as ei-
ther the end point (CCW) or the starting point
(CW) for their respective cycle. The reason for
this decision is the understanding that these ab-
normalities are caused by the temporary freeze
of prices during the second world war4. This
freeze resulted in a drop of returns and volatil-
ities in prices while not allowing the returns to
go negative. When price freezes were finally
lifted, the returns as well as volatilities started
to increase once again until the next cycle peak
was reached. The price freeze during the war
can therefore be considered to be a pause but-
ton on metal market economics.
An example for a counterclockwise cycle is that
for the Kidd Creek ore type (VMS.KID) be-
tween 1936 and 1946. As can be seen in fig-
ure 7.12, the first cycle starts in July 1932 at a
return minimum of -1.22%.
Figure 7.12: A CCW rampart - VMS.KID
1932-1946
From this low point where with 5.07
USD/tore prices are also at their lowest, the
CCW cycle gradually improves and volatilities
increase (cf. table 7.7). They reach their maxi-
mum with 5.61% in October 1933. In June 1935
the cycle enters sustained positive growth but
volatilities fall already. In March 1937 maxi-
mum prices are reached with 13.42 USD/tore.
Shortly after, in July 1937, the cycle maximum
is reached. From now on volatilities and re-
turns decrease until the cycle end is reached in
March 1946 (see also normalized cycle chart in
figure 7.5). At this point, average returns sit
4In fact the price freeze allowed the allied war effort to be planned better and gave the industry an incentive
to produce set metal quotas at acceptable profit margins. By this action, price spikes as in WWI were avoided
and metal producers could not be accused of price profiteering during WWII, as they did during WWI.
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at 0.17% with a σ of 0.79%.
Risk Return Price
Date % % USD/t
Jul-1932 3.76 -1.22 5.07
Jun-1935 4.99 0.03 8.6
Jul-1937 4.85 1.6 12.36
Mar-1946 0.79 0.17 13.3
Table 7.7: Statistics of a VMS.KID CCW ram-
part
The subsequent clockwise cycle starts where
the previous left off (cf. fig. 7.13), with returns
and volatilities increasing as time progresses
(cf. table 7.8).
Figure 7.13: A CW rampart - VMS.KID 1946-
1954
The next cycle peak is at hand in August
1951 with an Rmax of 1.56%. This is also
the time when prices peak at 33.12 USD/tore,
a fourfold increase over the last Pmin of 8.21
USD/tore in June 1938. Very shortly after this
peak, the cycle loses steam and returns fall un-
til they become negative in August 1953. Five
months later the cycle ends with a return of -
0.38% and a σ of 5.30%. It is also the time when
the prices find their new low with Pmin=18.90
USD/tore.
Risk Return Price
Date % % USD/t
Mar-1946 0.79 0.17 13.30
Aug-1951 5.32 1.56 33.12
Aug-1953 5.35 -0.20 18.99
Jan-1954 5.30 -0.38 18.90
Table 7.8: Statistics of a VMS.KID CW ram-
part
Summary & Discussion
As we have seen, four main cycle styles can be
described that are relevant for both CW and
CCW motions. While these styles are prevail-
ing in the data set in various forms, from tiny to
squished, to various forms of distortions, there
is a small fraction (≈ 5%) that was hard to as-
sign any type of style to. This however was not
considered to be of a great concern for the out-
come of this study, since no matter what style,
it was more important to understand what mo-
tion prevailed in the considered cycles. This
was always possible since styles and types of
motions were determined to be independent
features of the data set.
7.2.2 Cycle lengths
One important aspect of this study is to in-
vestigate the relative length of the commodity
cycles of the considered metals and respective
ore types. Applying the rules laid out earlier,
we can make the following observations (cf. fig-
ure 7.14).
Figure 7.14: Relationship between cycle lengths
of clock- and counterclockwise movements
Clockwise cycles last between eight and
twenty years. The data points are very fairly
distributed such that no specific preference in
the length of the cycle can be recognized. The
majority of CCW cycles last between six and
ten years, with two assets showing extended
lengths of around fourteen years (IOCG.OD,
LAT.MOA).
When we combine the asset specific CW and
CCW cycles we realize that the hypothetical
TTT lengths of the data set has a substantial
range of 16 to 27 years (cf. table A.23, pg 200).
It also seems that the majority of the samples
exhibit a preference for longer CW cycles at the
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expense of CCW cycles. This preference be-
comes more pronounced the greater the TTT s
are. The average5 of the thirteen main metals
reflect this overall preference very well. These
are 14 and 8.4 years for CW and CCW cycles,
respectively.
When we now add the ore type information to
figure 7.14 we can observe more subtle differ-
ences in the data set. We can distinguish four
zones that separate different metals and their
respective ore types. They correspond to A -
base metals, B - precious metals, C - minor
metals and D - energy metals.
A - Base metals
This zone is closest to where clockwise and
counterclockwise motions of cycles are equal in
length (cf. ΦTT = 1 in figure 7.15). This is
especially the case for zinc and its related ore
types (cf. a1 - blue zone).
Figure 7.15: Metal groups vs. cycle motions lengths (in years)
The zinc assets are all positioned to the left
within the base metals zone and are aligned al-
most vertically. This alignment however, does
not correspond with the number of by-products
present in each of the ores, as has been seen
earlier in section 4.2.5. Of any ore type class
within the base metals group the cycle length
range for zinc ore assets is both the shortest and
narrowest. CW cycles last between 9.3 and 9.8
years, while CCW cycles are generally shorter
with 7.2 to 9.5 years. With a cycle length of
9.5 and 9.8 years for a CW and CCW cycle,
respectively, it appears that for a VMS deposit
like Myra Falls, it does not really matter which
cycle motion prevails, the cycle length is pretty
much the same.
Parallel to the zinc ores and a little more to
the right are the copper assets located (cf. a2 -
brown zone)6. The CW and CCW cycle lengths
for this group range from 10.1 to 10.6 years,
with a corresponding range of 7.4 to 9.3 for
CCW cycles. As with zinc, CCW cycles are
shorter than CW cycles, however, the discrep-
ancy is greater. Looking at the upper end of
5The results for the median lengths are usually shorter than those of the averages. However the author be-
lieves that the averages are a better measure for the cycle lengths since they take into account the different length
extrema. As a reference for the reader, median cycle lengths can be found in tables A.17 and A.18, for CW and
CCW cycles respectively.
6Please note that the chart does not visualize all ore types shown in the legend since molybdenum bearing
porphyry copper deposits such as HVM and BAG exhibit the same CW and CCW cycle lengths as BIM and are
stacked beneath the latter’s icon. The same holds for all gold bearing porphyry copper deposits such as GRS,
OYT, and IOCG deposits that sit beneath the RED-KUP copper deposit icon
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the chart we can notice a copper bearing outlier
a2’. This is the Olympic Dam ore type and its
location might be related to its special metal
composition.
The right half of the base metals zone is filled
with the industrial metals of lead, nickel, and
tin as well as aluminum at the right hand cor-
ner. Nickel, tin and lead form a very narrow
vertical band with an average cycle length of
12 years for their CW cycles, and around 8.5
years for their CCW cycles. As we can see,
the differences between CW and CCW cycle
lengths is growing considerably now within the
base metals group. Within the base metals
group, aluminum exhibits the strongest cycle
bias with 14.5 years and 9.6 years for its CW
and CCW cycles, respectively.
We can observe also that nickel bearing de-
posits sit within the base metals window. It
appears that unlike copper or zinc ores, nickel
bearing assets are not aligned with their main
metal nickel. Compared to nickel these ores
either show longer CW cycles, or shorter CCW
cycles.
B - Precious metals
Compared to the base metals, precious metals
are less constrained in their occurrence within
the diagram. As we can see, palladium and
platinum represent the metals with the short-
est CW and CCW cycles, respectively (8 vs.
5.9 years). The MS.STLW ore on the other
hand shows on of the highest CW cycle lengths
(19 years). Nevertheless we can characterize
a zone where precious metals predominate. It
is located to the lower right of the base met-
als zone in figure 7.15. It is characterized by
a more pronounced discrepancy of cycle length
between CW and CCW motions. CW cycles
range between 12.7 and 19 years, with the cor-
responding CCW cycles ranging from 5.9 to 9.5
years. For the contained metals the CW cycles
are generally much longer than their respec-
tive CCW cycles (up to a ΦTT factor of 2.7 for
MS.STLW). The two exceptions to this general
observation are silver (b1) and palladium (b2)
that are removed from the main precious met-
als zone. While the former plots with the base
metals zone, the latter is even further removed
and is located to the left of the base metals
zone. Palladium is thereby one of the few as-
sets and only metal that exhibits longer CCW
cycles than CW cycles (ΦTT < 1).
C - Minor metals
The two minor metals in the data set, molybde-
num and cobalt and their associated ore types
show some of the longest combined cycle times
TTT in the data set, hugging along the isochron
TTT = 27 years7. However while the TTT is
similar between them, their cycle type lengths
are not. While the nickel cobalt LAT.MOA ore
shows almost equal cycle motion lengths (tCW
= 11.7 vs. tCCW = 13.9), molybdenum is much
more biased towards the CW cycle (tCW = 19.8
vs. tCCW = 7.2).
With respect to the two poly-metallic ore types
that contain cobalt we can note that RED.TNK
resembles much more the cycle characteristics
of copper and cobalt than LAT.MOA does com-
pared to cobalt and nickel. The reason for
this might be that through time cobalt fea-
tures more often as a co-product in RED.TNK
than in LAT.MOA. Hence there might exist
a relationship between cycle resemblance and
economic importance of metals in poly-metallic
ores.
D - Energy metals
Uranium and uranium-gold placer deposits
have a cycle length relationship that sets it
right between those of the base metals and
precious metals group (yellow zone D in fig-
ure 7.15). Both deposit types have very similar
characteristics and exhibit an average CW cycle
length of about fourteen and a CCW length of
eight years. This is quite surprising, especially
for the placer deposit, since its value compo-
sition is more tilted towards gold. Its relative
location left of uranium and not being closer to
gold on the right hand side is adding to this
intriguing observation.
Summary & Discussion
As we have demonstrated, metal groups can be
differentiated by analyzing cycle lengths and
motions for metals. We also observed that poly-
metallic ores do generally exhibit similar be-
haviors as their main metal components. The
question arises if those implied preferences have
an underlying reason. The most obvious can-
didate for it seems to be the ultimate metal
7the RED.TNK ore is the exception to this
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usage.
As their metal categories suggest, base metals
are rather used in industrial applications, while
precious metals are used more for their appeal
in jewelry, and as a storage of wealth. Based
on USGS [33] data (cf. table 7.15, page 74), we
can show this relationship in figure 7.16.
Figure 7.16: Industrial vs. jewelry usage of
metals
It appears that precious metals (zone B) ex-
perience a significant usage outside of industrial
applications, mainly in jewelry and consumer
goods. The least industrial usage is seen by
gold with around 40%, followed by platinum
(66%), silver (71%) and palladium (87%). We
can also see that a slight relationship exists
between cycle motion preference and the de-
gree of industrial usage. It appears that the
stronger the preference towards CW cycles (i.e.
ΦTT > 1), the lower the general industrial us-
age of the precious metal.
This trend cannot be observed by the two base
metals that find their way into consumer goods,
aluminum and copper (zone A). In fact it seems
to be rather the other way around, such that
a lower ΦTT goes along with a higher usage in
consumer goods. We suspect that this relation-
ship is rather coincidental, though. After all,
all the other base metals that those two met-
als belong to are entirely to the right hand side
with an industrial usage of 100%.
With the usage data at hand, we can now try to
apply this knowledge onto the entire data set.
For this however, we need to modify the infor-
mation contained in chart 7.15. The first step
is to normalize ΦTT to the its basis of 1 where
CW cycles and CCW are equal. This variable
Φ∗TT then provides a percentage measure for





T ccw − 1 ΦTT > 1
0 ΦTT = 1
−T ccw
T cw − 1 ΦTT < 1.
(7.13)
The other dimension we need is TTT , the total
hypothetical time that two average and con-
secutive cycles of CW and CCW last defined in







Plotting Φ∗TT with TTT in figure 7.17 on page 61
allows to combine our industrial usage knowl-
edge with that of the cycle lengths.
The horizontal axis shows the relative differ-
ence of CW and CCW cycle length. Leaning
on a medical term, we can call this arrhythmia,
when one heart beat is out of sync with the
other. Data points where Φ∗TT equals zero are
those where the length of clockwise and coun-
terclockwise cycles are equal, hence showing
rhythmic pulses. The further the data points
move away from Φ∗TT = 0, the more arrhythmic
the contained assets becomes. When they sit
to the left of the vertical axis, counterclockwise
cycles are longer than their clockwise equiv-
alents (TCCW>TCW ), while the reverse holds
when they are located to the right. The vertical
axis TTT can be compared to a metronome that
measures the ”pulse length” of the metal. The
higher the TTT value, the slower the ”pulse”
of the commodity. It can be interpreted as
the underlying current that drives the indus-
trial demand and hence usage of a commodity.
Hence the faster the pulse is, the more frequent
the industry requires a commodity, and vice
versa.
Looking at the data from this perspective, it
becomes apparent that the base metal zinc
and its related deposits (a1) exhibit the fastest
pulses of all the studied commodities and ore
types (TTT 16.5 - 19.3 years). One of zinc’s
ores, VMS.MYR has thereby also one of the
most rhythmic pulses of the data set (Φ∗TT =
3.4%). On the other hand, the slowest pulse of
TTT = 27 years is represented by the molybde-
num ore POR.CMX. It also shows the strongest
difference between the lengths of its respective
CW and CCW cycles (Φ∗TT = 2.76).
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Figure 7.17: The pulse of metals
So where could the different pulse length
stem from. The most probable answer for that
is likely going back to the metals end usage.
Zinc for its part is mostly used in metallurgical
applications, of which galvanized steel is the
most prominent. Galvanized steel finds it uses
in cars, white goods and construction. Espe-
cially the two first uses might be of importance
to note, since cars and white goods have rel-
atively short product lifes. This is a picture
where palladium (b1) also would fit in. Its TTT
of 17.6 years is marginal higher than that of
zinc (16.2), and its main usage with 66% [33]
is in catalytic converters for petrol engine in
passenger vehicles.
Copper has a slower pulse with 19.3 years and
its usage is mainly for its electrical properties.
While 12% of it is used in consumer goods
with low product life times, the majority finds
its way into long life industrial machinery and
even longer life applications such as electrical
wiring in construction. Hence we can observe
higher TTT figures than those for zinc.
Within the base metals zone, metals such as
tin and lead follow with an even slower pulse.
Tin’s usage is diverse, and it is used signifi-
cantly in metallurgy such as zinc, but also in
the chemical and electronics industry, where
long product life times prevail. The relatively
small market size might also contribute to the
slower pulse.
Lead exhibits a TTT of 21.1 years and is with
85% mainly used in batteries in passenger cars.
This affinity might put it squarely into the
vicinity of zinc. However, it is suspected that
the high recycling rates for it of about 60%
might be responsible for the slower pulse.
Nickel and aluminum show even slower pulses.
The reason for this might be that all of the main
applications for these metals are with capital
goods in transportation. Nickel is essential for
the production of aircraft turbines, while alu-
minum is used for its low specific weight but
also tensile strength in aircraft, hopper cars
and passenger vehicles. Especially aircraft and
hopper cars used for bulk transportation are
long life assets. This could explain the relative
slow pulse for these metals.
The energy metal uranium, wedged between
base metals and precious metals shows a sim-
ilar TTT as nickel and silver. However, there
are only two major end uses for uranium. It is
either used in nuclear weapons for which the
demand has vanished in the last two decades8,
or nuclear power. Its primary use is nowadays
for power generation and hence the metal pulse
dynamics are almost entirely dependent on this
sector. Nuclear power plants that use uranium
8Even if nuclear weapons are refurbished constantly, the actual fissile material is being drawn mostly from
existing nuclear weapons or government stockpiles of fissile material.
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are very capital intensive, have very long lead
times and life cycles. Moreover they are falling
in and out of favor with the society and this
over very long time horizons. These two fea-
tures would explain not only the relatively long
metal pulse TTT of 22.3 years but also its high
Φ∗TT of 1.76. Long cycle times, when uranium
is in favor are basically followed by shorter ones
when it is not.
Crossing over into the precious metals zone
we can observe that palladium has the low-
est TTT with 17.6 years, followed by platinum
(20.2), silver (20.8) and gold (24.7). Hence,
they exhibit pretty slow pulses but also a sig-
nificant preference towards CW cycles. As we
have seen earlier in figure 7.16, precious met-
als are used substantially in jewelry and as a
storage of wealth. It might be that this non-
industrial usage is adding to the pronounced
arrhythmia and preference for CW cycles to
its slow pulse rate. The reason for the pre-
cious metals arrhythmia could thereby lie in
the fact that since they are considered non-
interest bearing investment vehicles, they are
subject to the supply and demand of alternative
interest bearing or revenue generating invest-
ment opportunities. As an example for this, we
could refer back to one of the short CCW cycles
of gold in the second half of the 1990s. At that
point, copious amounts of money was invested
in the dotcom frenzy. Gold, bearing no return,
lost out to those high profit endeavors, even
when lots of money was ultimately lost when
the dotcom boom turned into a bubble and
subsequent burst.
Molybdenum as part of the minor metals
shows with 27 years the slowest pulse rate of
the metal suite. This might be related to the
long cycles with sustained price increases it
requires that justify capacity expansions for
the metal. Its visible preference for CW cy-
cles is not well understood at the moment, but
it might have less to do with the industrial
usage, but rather with its small market size.
Molybdenum is currently mainly produced as
a by-product, since there are only a handful
of mines that produce it as a main-product
only (around 10-15% - cf. chapter 10). For
this reason, capacity increases in a CCW cycle
might have detrimental consequences and ul-
timately cause shorter CCW cycles when this
metal market is consolidating.
Cobalt, the other minor metal has with 26.1
years a similar pulse as molybdenum. How-
ever, its different cycle motion length is less
pronounced than that for molybdenum. In
that respect it is more closely aligned with alu-
minum, that, as we asserted earlier, can be as-
sociated with capital intensive industries. After
all, cobalt is used widely in batteries, magnets,
alloys and catalysts. Hence, the steady usage
pattern and the nature of the long lived assets
it is associated with can be an explanation for
the observed long metal pulse and more dimin-
ished cycle motion preference we observe.
There is one other aspect that needs to be
discussed with respect to the observed cycle
lengths. The question arises if the different cy-
cle lengths are significantly different from each
other. For this we visualized the cycle data dis-
tributions in boxplots shown in figures A.11 to
A.14 on pages 195-196. It appears that differ-
ences between the samples exist, indeed. How-
ever we need to obtain proof for this observa-
tion by employing statistical tests. Since the
ultimate tests on the mean cycle length differ-
ences require that the sample data is normally
distributed, we first needed to test the data for
this characteristic.
Hence we performed the Shapiro-Wilk test for
normality of the data. The null hypothesis H0
is that the samples come from normal distri-
butions. Since the majority of the p-values of
the different cycles9 are larger than the com-
mon α level of 0.05 (cf. table A.21, page 199),
the null hypothesis cannot be rejected. Thus
the test does not find evidence against the hy-
pothesis of a normal distribution. Henceforth
we presume that the assets’ cycle lengths are
normally distributed.
Further we used the Bartlett test to determine
if one sample variance differs from at least one
other variance. Since the p-values for the two
populations of the two motion types were larger
than 0.05 (see table A.22, page 199) we con-
clude that the variances are not significantly
different, and presume that casually speaking,
they are equal.
With those results we can now test if a sig-
nificant difference exists between asset specific
cycle lengths using ANOVA. The results of this
analysis are shown in table 7.9. They provide
a contradictory picture on the aforementioned
relationship. While it appears that the null
hypothesis H0 that all mean cycle lengths are
9for a number of metal and ore cycles the sample size is not sufficient to perform this test
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equal, can be rejected for CW cycles, this can-
not be said for CCW cycles. In other words we
can argue that cycle lengths are asset depen-
dent in the case of CW cycles, while this is not
the case for CCW cycles.
CW CCW
assets resid. assets resid.
Df 34 299 34 125
Sum SQ 279102 1103k 44110 299k
Mean sq 8208.9 3689 1297.4 2392
F value 2.2252 0.5423
Pr (>F) 0.00021 0.9795
Table 7.9: ANOVA results for cycle lengths
(resid. - residuals, includes results for MMI cy-
cles introduced in chapter 9)
This is an intriguing insight, and an inter-
pretation for these contradicting results seems
difficult. One way to reconcile them however
would be to argue that in the case of CW cy-
cles, metals and related ores are driven by their
own dynamics that correspond to their usage
specific demand, which itself is related to the
respective metal properties. CCW cycles on
the other hand might be determined by ex-
ternal factors that are not metal specific and
therefore affect the entire industry in a similar
fashion. Hence their cycle length distributions
are similar. This however is quite speculative
and a convincing answer still has to be found.
Reflecting on the observation that CW cycles
constitute more than 23 of all cycles however,
we argue that overall it is more likely that the
observed commodity cycles are indeed differ-
ent from each other, and that these differences
most probably relate to the contrasting metal
usages these cycles represent.
Conclusion
This section has shown that different metals
and their related mineral deposits exhibit dif-
ferent cycles that differentiate them from each
other to various degrees in length, style, and
motion. It was also possible to relate their in-
dividual cycle characteristics back to their re-
spective industrial usage. However, the statisti-
cal evidence for our observations is ambivalent,
especially for CCW cycles. Based on the fact
that CW cycles constitute the solid majority of
all cycles, they appear more representative for
the overall cycle dynamics however and there-
fore we are inclined to say that cycle lengths
are asset specific and distinct.
With respect to the unconvincing CCW results
we suggest that their basis might most likely lie
in the limited amount of cycles that can be an-
alyzed for the considered time period. Since we
cannot increase the sample size of cycles within
the latter, the only solution is to increase it by
waiting until more cycles have passed. Since
this would require to wait for decades this is
not a workable solution for the thesis at hand.
We can therefore only suggest to revisit this
analysis in 50 years or so and see if the statis-
tical tests become more conclusive.
7.2.3 Cycle preferences
As we have seen, different metal groups exhibit
slightly different cycle lengths that can also be
distinguished by their cycle motion arrhythmia.
Since the latter can be quite pronounced be-
tween the metal groups it is now time to investi-
gate how prevalent one motion is over the other.
For this we use the ratio defined in eq. (7.10).
Plotting Φcwc as a measure of cycle preference
versus Φ∗TT for their arrhythmia (cf. data in ta-
ble A.23, page 200) results in the graph shown
in figure 7.18 on page 64. As we can see, differ-
ent metal zones can be distinguished again.
Most of the base metals and their associated
ore types show that clockwise cycles dominate
their counterclockwise opposites. Copper as-
sets a2 and a22 in particular show the strongest
preference for clockwise cycles. Between 80 and
89% of all cycles exhibit a clockwise motion.
Next in line are zinc assets. They show a wide
range of CW preference between 48% for zinc
and 84% for VMS.MYR. Between 57% and 80%
of all nickel asset cycles a3 show a preference for
clockwise motions. The rest of the base metals
shows a CW preference between 58% (Sn and
Pb) and 67% (Al).
In general, precious metal assets (zone B)
show less of a CW preference than base metals.
On the upper side, clockwise cycles dominate
up to 23 of the time as in the case for the ore
type MS.STLW. On the lower end of the range,
EPI.YAN shows a slight preference for coun-
terclockwise cycles Φ∗CWC = 0.44. However, the
strongest preference for counterclockwise cycles
is shown by palladium with 23 of all its cycles
showing a CCW motion (b2).
The minor metal group also shows a prefer-
ence for clockwise cycles (c1 − c3). It ranges
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from 56% for cobalt metal to molybdenum with
67%.
The energy metals group shows a clockwise
prevalence that ranges narrowly between 50%
for uranium and 60% for PLAC.WIT ores. It is
thereby curious to see that the latter shows any
preference at all, since both constituting met-
als gold and uranium are evenly split between
the two cycle states. This however might be a
result of the small sample size of five (cf. ta-
ble A.23).
Figure 7.18: Cycle preference of metal groups
Summary & Discussion
The analysis of cycle preference shows that for
most of the metallic assets clockwise cycles are
prevalent. Only gold and uranium show no
preference for any cycle motion. Zinc, epither-
mal deposits and palladium prefer clockwise cy-
cles. Looking back at figure 7.18, we can also
observe that the less arrhythmia an asset shows,
the less it matters if a clockwise or counter-
clockwise cycle prevails in terms of cycle length.
This fact is turned on its head when arrhythmia
increases, while less of a or no cycle preference
exists. For those assets it becomes essential to
be able to distinguish the cycle motions they
are in, and which they will enter in the future.
7.2.4 Cycle motions through time
While it is important to understand the indi-
vidual lengths of cycles, their different motions,
as well as their relative prevalence, it is also
paramount to understand if those motions are
randomly distributed through time, or if they
coincide. To understand this better, we can
assess the relative dominance of one cycle over
the other, by counting the total number of cy-
cles that are either in CW or CCW mode and
put the result in relation to the total number of
cycles. The result of this exercise can be seen
in figure 7.19, page 65.
We can show that the major metals and ore
types resemble the same general trends through
time. The striking feature of this chart is that
only limited time spans exist when all metal or
ore types exhibit cycles with clockwise motion.
Those periods occurred for metals from Jan
1800 to May 1811, Jan 1916 to Jan 1921, Apr
1972 to Nov 1978 and Aug 2002 to Jul 2005.
Never did counterclockwise cycles prevail over
clockwise cycle entirely, even when this state
came close in Jan 1931.
These periods can also be traced for ore types,
but we have to keep in mind that the studied
deposits (blue line) introduce a certain skew-
ness with their intrinsic metal composition rel-
ative to the metals10. What we can also see
is that counterclockwise cycles never dominate
the ores either.
10for example the data set contains five porphyry copper deposit groups, five magmatic sulfide groups, but only
one epithermal gold group. The implied average is therefore dominated by the characteristics of the former two
groups at the expense of the latter.
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Figure 7.19: Clockwise cycle share for metals and ores through time and economic crises - cf.
tables A.27,A.28, A.29
In general terms it appears that the relative
degree of dominance of CW cycles can be at-
tributed with phases of prowess of the global
economy. Global economic crisis are almost al-
ways followed by an increase in the number of
CCW cycles with the latter dominating times
when the global economy is weak (cf. orange
phases in figure 7.19). A good example for this
is the time period of November 1925 to January
1938 when less than 15 of the metals exhibited a
CW cycle motion type. The Great Depression
fits right into this time period11. As we can see,
the number of CW cycles for metals started to
decrease prior this date and we could argue that
the number of metal cycle motions did presage
a serious economic crisis. With this example
as the ”canary in the coal mine” we therefore
propose that the knowledge of the type of cy-
cle motions allows to assess the strength of the
global economy. Hence it appears that the dif-
ference between CW and CCW cycles is not
only a technical consideration on how a cycle
evolves within the risk and return framework,
but that motions represent different economic
states within the global economy (see also chap-
ter 9). To understand and detect the proper
motion of metal assets can therefore have im-
portant real world forecasting implications.
7.2.5 Lengths of booms & busts
As we defined earlier, booms and busts are
part of every commodity cycle, no matter if
a clockwise or counterclockwise motion pre-
vails. To understand commodity cycles even
more deeply, we want to investigate these as-
pects more thoroughly, starting with the length
of their respective booms and busts.
Looking at figure 7.20 we can clearly distin-
guish two scatter clouds of the two different
cycle motions CW and CCW.
While it appears that CW cycles are mainly on
the right hand side of the chart, implying longer
booms during the cycles, CCW cycles keep to
the left indicating shorter booms. Thereby,
both of the two cycles motions show either no,
or a weak correlation between their respective
boom and bust lengths (cf. table 7.10). We
should qualify this for the CCW cycles, though.
Figure 7.20: Duration of booms and busts (in
years)
It appears that the left hand part of the
population shows some sort of alignment when
the two outliers within the stippled zone are ex-
cluded (IOCG.OD, LAT.MOA). This case, in-
dicated as CCW ∗ in table 7.10 shows a strong
negative correlation of -0.61 that is also quite
significant.




t -0.0649 -1.8429 -4.2659
n 32 32 30
p-value 0.9487 0.0746 0.0002
correlation -0.0115 -0.3098 -0.6145
Table 7.10: Pearson product-moment correla-
tion results for boom vs. bust lengths (*with-
out LAT.MOA and IOCG.OD)
This implies that during CCW motions,
long phases of booms can be associated with
short bust periods, and vice versa. This can-
not be claimed for CW cycles where no such
relationship exists.
CW cycles
Focussing on CW cycles first and looking at
figure 7.21, we can recognize a clear separation
of base metals in zone A, precious metals in
zone B and pockets of minor metals in zone C
& c1, as well as energy metals scattered further
out in zone D.
We observe that the base metals zone can
clearly be separated into zones for zinc (a1) and
copper (a2) bearing deposits. Nickel deposits
(a3) thereby seem to disperse almost entirely
over the base metals zone with some overlap
with the copper zone. The base metals zone
itself appears to be located mostly between the
iso-ratios of Φbb = 1 and 3, implying that their
boom times can last up to about 3 times as
long as their respective bust times during the
cycle (e.g. MS.NOR Φbb = 3.35). As we al-
ready have seen in 7.2.2, zinc and its deposits
exhibit some of the lowest cycle times, followed
by copper deposits. This fact is reflected in the
low Tbb times that range between eight and ten
years, followed by copper with a maximum of
around eleven years.
Figure 7.21: Boom and bust lengths for CW cycles (in years)
The precious metals possess a wider range
of cycle lengths (Tbb = 8 to 19), but also show
elevated Φbbs of 3.69 (silver) and range up to
7.79 for gold. Hence, for most precious met-
als the CW cycles do not only last longer than
those of base metals, but they also enjoy com-
parably longer boom times within the cycle.
The minor metals (zones C and c1) do not
align very well in this chart and form two sep-
arate islands. Compared to the other groups
they show relatively high CW cycle times.
Molybdenum thereby shows a high boom:bust
preference of Φbb = 4.35, while cobalt’s Φbb of
2.13 is more similar to that of the base met-
als. This Φbb affinity is also shown by the fact
that the two cobalt bearing deposits are sitting
within the base metals zone (RED.TNK 2.17
and LAT.MOA 1.66).
The energy metal uranium sits at the top of
the chart and shows with a Φbb of 1.29 one
66
of the lowest values in the data set, similar to
nickel. This implies that for any given CW cy-
cle its boom period is not much longer than its
bust time (tb+ = 8 vs. tb− = 6.2 years). Di-
versification seems to be of help in this case.
Ore types where uranium is a by-product plot
in the base metals zone and have Φbb ratios of
1.94 for both, IOCG.OD and PLAC.WIT.
CCW cycles
As we already observed in figure 7.20, the lo-
cation of the CCW data sits left to the CW
data, implying lower Φbbs. In fact it becomes
apparent that almost half of the data (15 out of
34) have a Φbb of less than one (cf. table A.24).
This implies that during their respective CCW
cycles a major share of the assets reside longer
in bust than boom mode.
As we can see in figure 7.22, another feature
of the CCW data is the apparent overlap of all
metal zones, bar the minor metals. Contrarily
to CW cycles, metals and their deposits during
CCW cycles do not show any strong preference
for a certain Φbb. Nevertheless, metal specific
zones can still be distinguished.
Figure 7.22: Boom and bust lengths for CCW cycles (in years)
Starting with the base metals zone A, we
can see that VMS.MYR at the top exhibits the
lowest Φbb of 0.38. At the other end of the
spectrum are the porphyry copper deposits that
have ratios of up to 2.29. Looking at the sep-
arate subzones within the base metals zone we
can distinguish between those for zinc, copper
and nickel.
The zinc subzone a1 shows Φbbs that are al-
most entirely below zero, with VMS.MYR hav-
ing the lowest one (0.38). With 1.14 only zinc
itself shows a ratio greater than one. The main
feature for copper and its deposits is that all
of them have ratios that are higher than one.
Hence their boom times last longer than their
bust times. This includes also the Olympic
Dam ore (a′2).
Nickel and its deposits exhibit a bipolar dis-
tribution. While nickel itself shows a relatively
high ratio of 1.64, all of the nickel bearing mag-
matic sulfide deposits have ratios below one,
with MS.AGUA showing the lowest of 0.35.
Turning to the precious metals zone B, it is
apparent that not only do they overlap exten-
sively with the base metals zone, but that their
Φbbs are comparable, as well. With palladium,
platinum and gold, half of the group mem-
bers thereby show ratios higher than one. Sil-
ver, MS.STLW, and EPI.YAN represent the re-
mainder, with the latter having the lowest Φbb
of 0.67 of the precious metals group. This im-
plies that during a CCW cycle EPI.YAN spends
50% more time in a bust than in a boom.
Minor metals (zones C, c1 and c2) are widely
scattered on the chart. It is thereby curious to
see that molybdenum (c1) has with 2.13 a simi-
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lar Φbb as the cobalt containing LAT.MOA ore
deposits (c3) that show a ratio 2.09. Clearly,
even while they might have similar ratios, there
can be no metal component association between
those ores. We can also see that the length in
booms and busts are quite different, such that
the same ratio seems to be a pure coincidence.
The location of energy metals (zone D) is
confined to an area with a Φbb of 0.59 to 0.6.
Hence, similar to nickel bearing magmatic sul-
fide deposits and the whole suite of zinc de-
posits, their bust times are about 23 longer than
their boom times.
Summary & Discussion
The analysis of boom and bust phases during
commodity cycles provided following insights:
• Boom and busts exist irrespective of cy-
cle motions, but their respective lengths
differ.
• During CW cycles, booms are longer than
during CCW cycles, with the opposite
holding true for busts.
• A clear separation between different
metal groups exist during booms, but this
distinction breaks down during busts.
It appears therefore that the observed boom
and bust characteristics can have important
repercussions for the Metals & Mining sector.
The knowledge of the type of cycle and the
stage the sector is in could help to plan oper-
ational improvement programs or capacity ex-
pansions.
7.2.6 From boom to bust
Having just dissected the nature of boom and
bust cycles, there is another feature that we
need to investigate. The question that needs
answering is if the age old saying ”The higher
it climbs the harder it falls” applies to the Met-
als & Mining market, also. If that is the case,
it would be important to understand if differ-
ences exist between the two motion types and
different metal groups.
To answer this question, cycle peak returns
Rt2max are compared to their subsequent troughs
Rt4min (cf. ΦR eq. (7.12)).
As illustrated in figure 7.23, no clear relation-
ship can be discerned for CCW motions. In
fact the data points seem to be randomly dis-
tributed and no correlation of any significance
exists (cf. table 7.11). For the CW motion
on the other hand, a clear and strong lin-
ear relationship exists (y=0.327x - 0.0034 R2=
0.72453), which is also quite significant. The
chart therefore demonstrates that commodities
subject to CW cycle motions do indeed climb
higher and fall harder.





Table 7.11: Pearson product-moment correla-
tion results for subsequent return extrema
Looking at a more detailed level for each of
the two motions, we can can also distinguish
different metal zones.
CW cycles
When looking at the CW cycles in figure 7.24
we can establish that precious metals (zone
B) exhibit the lowest negative ratio ΦR. ep-
ithermal deposits show the lowest returns in
CW and the highest during CW motions, with
palladium and gold are at the other end of the
spectrum, both of which ”climb higher, and fall
deeper”.
Contrarily to precious metals, base metals do
not show as wide a variance in their respective
return maxima and minima (cf. zone A vs. B).
However, they all exhibit, on average, higher
negative return ratios of between ΦR = - 2 and
-1. This means that compared to the precious
metals they climb not as much, but land at
least as hard as precious metals such as gold
and palladium.
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Within the base metals zone we can also distin-
guish zones that contain the base metals zinc
(a1), copper (a2), and nickel (a3) with their re-
spective ore types. With an increasingly worse
ΦR they move away from the precious metals
zone starting with zinc, followed by nickel and
copper.
Further to the more extreme parts of the chart
we can see that the two minor metals molyb-
denum and cobalt show an even greater dis-
crepancy between the cycle peak Rmax and the
subsequent through Rmin.
The furthest out is once again the energy
metal uranium. It shows an average Rmax of
4.01% and a subsequent Rmin of -1.58%. It
appears that especially for uranium the phrase
”the higher it climbs the harder falls” rings true
the most.
Figure 7.24: Rmax vs. subsequent Rmin for CW motions
CCW cycles
When we perform the same analysis for the
CCW cycles, it appears that the arrangement of
the zones has been flipped. As we can see in fig-
ure 7.25, precious metals appear now to have
the worst ΦR ratios. They constantly show ra-
tios between - 12 and -1, implying that they land
harder than they have climbed. Palladium di-
verges from all the other precious metals since
it plots right of the base metals zone. It there-
with appears that its landing after a CCW peak
is not as hard as for any other of its precious
metals brethren. Its atypical behavior regard-
ing precious metals might thereby be another
indication of its different usage pattern.
Base metals exhibit a ΦR range from -0.37 to
-5.07. The majority of them however are below
- 1 implying that they don’t fall as deep as they
rise. This is especially true for zinc and copper
and their related deposits. Nickel and its de-
posits are the only exception to this trend. In
principle they rise as much during a CCW cycle
as they fall afterwards. Within the base met-
als zone, the case for zinc and copper is better,
still. Relative to the rest, they enjoy higher
Rmax with a lower downside when entering a
downturn. Especially the molybdenum bearing
porphyries do maintain very low ΦRs. Hence,
while they still have negative returns during
bust, these lower returns are muted compared
to other deposit and metal types. This is while
still having some of the highest CCW returns
during the preceding boom. Once again, the
Olympic Dam ore is outside of the base metals
group. While it shows the highest CCW Rmax,
it also reveals the lowest Rmin of the data set
(a′2).
Turning the attention to the minor metals
we can see that no coherent grouping exists.
While cobalt seems to show one of the worst re-
turn ratios (Rt2max= 0.33% andRt4min = -0.95%),
molybdenum does in fact plot in the base met-
als zone (c within zone A).
The energy metal uranium plots at the lower
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end of the chart (zone D) with an average Rt2max
of 0.77% and one of the worst Rt4min of -1.23%.
It appears that no matter what cycle motion
uranium is in, it is one of the metals that falls
the hardest, no matter how high it climbs.
Figure 7.25: Rmax vs. subsequent Rmin for CCW motions
Summary
As we have shown, the general saying that ”The
higher it climbs, the harder it falls” applies also
for the metal market. This is especially the case
during CW cycles, and predominantly true for
uranium, molybdenum, and cobalt. However,
all metals exhibit such a pattern, it is just the
question to what degree they do. It also is im-
portant to emphasize that metals that exhibit
such a pattern, and are rather by-products of
a poly-metallic deposit, do have less of an eco-
nomic impact on their producers, than when
they are mined as a main product.
7.2.7 Price multiples
Having investigated general boom and bust
characteristics of commodity cycles, it is now
time to investigate the prevalent price increases
that occur in the course of going from a cycle
minimum to their subsequent peak. When an-
alyzing these price multiples as defined in eq.
(7.7), some strong differences emerge again be-
tween CW and CCW cycle movements. While
it was already observed earlier that CCW cy-
cles are about 60% shorter than CW cycles (cf.
section 7.2.2), they also have much lower price
multiples than CW cycles (cf. figure 7.26). In
addition we can note that the population of
CCW data points is found in a narrow band
along the cycle length axis with a price multi-
ple Φp of ≈1.6. It therefore appears that no
matter how long a CCW cycle lasts, the price
multiples change only slightly12.
Figure 7.26: Relationship between cycle lengths
and price multiples
CCW lengths and price multiples are
thereby with 0.48 moderately and significantly
correlated (cf. table 7.12).
The CW population is much more dispersed in
12The extreme value of Φp = 4.53 is to be taken with caution, since data exists only for one CCW cycle of
Olympic Dam
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terms of cycle length and price multiples. The
correlation of the latter parameters is thereby
much stronger and more significant than that
of the CCW motion.
When looking at it from a perspective on how
price multiples of the two movements compare
to each other directly, we can observe yet again






Table 7.12: Pearson product-moment correla-
tion results for Tbb vs. Φp
To start with, we can see that the majority
of metals exhibit a Φpp ratio of greater than one
(i.e. most of the data points right of iso-ratio
line Φpp=1). As before in 7.2.2, we can observe
a clear separation of metal zones that corre-
spond to A - base metals, B - precious metals,
C - minor metals and D - energy metals. We
now describe these groups more thoroughly.
A - Base metals
The boomerang shaped base metals zone A
is closest to the Φpp = 1. We can discern
three metal subgroups with their related ore
types. These are copper (a2) to the upper left,
followed next to the lower right by zinc (a1),
and with furthest to the lower right, nickel (a3).
Figure 7.27: Price multiple relationship of CW and CCW cycle motions
The copper ore zone a2 show a clear lin-
eation that is the most parallel to Φpp=1. Most
of the aligned assets maintain a Φpp between
1.27 and 1.32, while we can clearly separate
different ore types the further we move away
from the coordinate origin. The lower left of the
copper subgroup contains gold bearing copper
porphyries such as POR.OYT. Further to the
upper right, ores follow where silver becomes
more important. POR.GRS and IOCG.GUE
ores follow with the copper-silver RED.KUP
ores further to the upper right. The pure
metal copper is next in line and at the cen-
ter of the subzone with a ΦCWp of 2.89 and
ΦCCWp of 2.19. Further to the upper right, cop-
per deposits follow that exhibit an increasing
amount of molybdenum. These deposits are
all porphyries with the Cu-Mo POR.HVM at
the upmost left and poly-metallic POR.BIM
and POR.BAG ores sitting closer to copper.
This alignment suggests that molybdenum has
an important influence on the potential price
multiple within the copper deposit group. This
effect holds, no matter what cycle motion pre-
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vails. On the other hand, contained silver and
gold seem to diminish the price multiple up-
side.
There are two exceptions to this copper con-
taining group. The first is once again the
Olympic Dam deposit located at a′2, being the
only ore type that sits to the left of the Φpp =
1 line. As mentioned earlier, this can be the re-
sult of the only one existing CCW cycle in the
data set (cf. table A.25). It must be recognized
however that its unique geochemical composi-
tion of copper, gold, silver and especially ura-
nium, might also play into this unique position.
The other exception is the copper-cobalt
RED.TNK ore that is located in the nickel bear-
ing zone a3. The location of it might thereby
be related to the fact that cobalt exhibits a
very high CW price multiple, and is ”pulling”
this copper ore closer to itself. This is because
cobalt can act as a by- or co-product depending
on the pricing regime.
The central band of the boomerang shaped base
metals zone is occupied by zinc and lead with
their related deposits (a1). As with the deposits
in zone a2, an alignment of deposits and met-
als exist. This alignment however is less steep
than that for the copper deposits. Discounting
the presence for tin we can clearly see that zinc
containing poly-metallic deposits sit on the left
side of this subzone while the constituting met-
als sit to their right. As we have already seen
in section 4.2.5, the deposits with the highest
number of contained metals sit to the left with
some of the lowest price multiples (VMS.KID
ΦCWp = 2.4 and ΦCCWp = 1.81). The fewer by-
products the ores thereby contain, the higher
the price multiples are, and the further to the
right they sit. This becomes apparent when
looking at MVT.TRI ores (ΦCWp = 3.13 and
ΦCCWp = 1.84) in the middle of this alignment,
close to zinc, with lead at its right hand side
(ΦCWp = 3.73 and ΦCCWp = 1.88). The implicit
increase of variance that is going along with
this transition from left to right is yet again an
indirect sign that MPT rules apply.
Discounting aluminum and the RED.TNK de-
posit group that was discussed earlier, the lower
right subzone a3 of the base metal area A
is dominated by nickel and its associated ore
types. A linear alignment of the deposits within
this group is less pronounced than for the other
metals. The nickel group shows lower ΦCCWp
values than both the copper and zinc zones,
but exhibits a higher range for its CW price
multiples (cf. table A.25). As in the previ-
ous subzones, we can distinguish the different
ore types according to their by-product com-
position. The three different metals that seem
to mostly influence the location of those de-
posits relative to the main product nickel are
gold, cobalt and platinum. The presence of
gold seems to thereby push the deposit towards
lower price multiples, while platinum does the
opposite. Cobalt does not seem to have a
heightened influence such that these deposits
more or less plot around nickel, that sits at the
center of this subzone. This might be a result of
the comparable low value of cobalt in the total
ore assemblage of the respective ores.
B - Precious metals
To the right of the base metals zone in fig-
ure 7.27 sits the precious metals zone. While
its CCW multiples are comparable to those of
the base metals, their CW multiples are clearly
elevated. They range from 5.16 to 8.27 and
do present quite a phenomenal price upside for
poly-metallic deposits (cf. table A.25) over
base metals. In addition, gold poses a note-
worthy exception of this group, showing a CW
multiplier of 13.1. To recap, this implies that
in clockwise cycles gold has the potential of a
13 fold price increase, while a 1.5 fold increase
is more likely during a CCW cycle. Knowing
which cycle motion gold is in becomes there-
fore very important for the savvy miner and
investor.
C - Minor metals
The two minor metals cobalt and molybdenum
show some of the highest CW multipliers in
the data set, while their ΦCCWp s are more in
line with the rest of the groups (cf. table A.25,
pg. 202). It is interesting to note that the asso-
ciated poly-metallic deposit groups RED.TNK
(Cu-Co) and LAT.MOA (Ni-Co) plot closer to
their main metals copper and nickel, respec-
tively. This might be related to the very fact
that in both cases, cobalt is a by-product that
helps the economics of those ore types, but does
not determine their economic viability as main
products do. As we have seen with molybde-
num related deposits earlier, the mere presence
of molybdenum in a poly-metallic porphyry de-
posit seems to increase not only the price multi-
ples of their CCW cycles, but in fact their CW
cycles, as well.
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D - Energy metals
Uranium exhibits with 13.2 the highest CW
multiplier of the data set (cf. table A.25). This,
with a slightly above average CCW price mul-
tiplier of 1.74 (vs. 1.6 avg.) makes it one of
the most exceptional metals. This fact might
be related to the fact that was discussed ear-
lier already, namely the long lead times for its
main end users, nuclear power plants. When
supply is insufficient for the apparent demand
and prices increase dramatically due to it. This
is even more so the case for uranium than for
gold, since uranium is not as easily stored and
transferred as gold is from bank vaults.
Summary & Discussion
The analysis of price multiples revealed the ex-
istence of distinct metal group differences be-
tween clockwise and counterclockwise cycles.
While clockwise cycles exhibit multiples that
range from 2.39 to 13.2, counterclockwise ones
only range from 1.2 to 4.53. Compared to base
metals, the groups of precious metals, energy
metals and minor metals exhibit higher Φps
during clockwise cycles than counterclockwise
cycles.
The question arises what the root causes for
these are. We suggest that similar to earlier
finding their respective metal end usage might
play a role in this.
However, there might be other, but related rea-
sons for these distinctions, as well. They re-
volve around their respective abundance in the
Earth’s crust and the ability to extract them
economically. The latter feature is thereby
closely intertwined with the former, since it is
generally more economically to extract some-
thing that is more common, than what is not.
Hence we produce and use more of what is more
present in Earth’s crust. We can illustrate this
in figure 7.28, using 2017 production figures by
the USGS [33] and crustal composition data of
planet Earth13 [34]. As we can see, a relation-
ship seems to exist between industrial metal
production volumes and natural abundance on
planet Earth. When we perform a Kendall rank
correlation test on this data we can show that
indeed a very significant positive relationship
exists between the two variables (p= 0.006 <
α= 0.05 cf. table 7.13).
Figure 7.28: Metal abundance vs. production
Taking this understanding further and com-
paring above production values with the CW
price multipliers per metal, it becomes obvious







Table 7.13: Kendall rank correlation results for
metal abundance vs. production 2017
As we can see in figure 7.29, it appears that
the rarer a metal is, and the less we produce of
it, the more prone it is to price spikes signified
by higher price multipliers.
Figure 7.29: Metal CW price multiples vs.
world production 2017
We can test how significant this relation-
ship is in performing another rank correlation
test on the two variables. The results shown
in table 7.14 show that such a relationship is
indeed significant (p= 0.0049 < α= 0.05).
13Would human societies have evolved on a different planet with a different crustal composition, this general








Table 7.14: Kendall rank correlation results for
CW price multiplier vs. production volume
However, price spikes do not happen sim-
ply for the lack of abundant resources, but are
based on underlying economic fundamentals.
Price spikes usually do happen when there is a
sudden shift either in supply or demand. While
supply shifts causing price spikes are common
in the metals industry (e.g. mine shut downs
due to accidents or labor strikes), they are usu-
ally only short term in nature (i.e. usually
weeks to a few months).
Abundance Supply Industry
on Earth 2017 usage
metal ppm kt %
Al 82300 60000 93
Co 25 110 100
Cu 60 19983 88
Au 0.004 3.269 40
Pb 14 4700 100
Mo 1.2 290 100
Ni 84 2100 100
Pd 0.015 0.205 87
Pt 0.005 0.186 66
Ag 0.075 27.6 71
Sn 2.3 290 100
U 1.8 72.5 100
Zn 70 13200 100
Table 7.15: Metal abundance, production and
industrial usage
Since this study is looking at long term
pricing spike effects, it is the shifts in demand
that have a much more profound and long last-
ing influence that interest us here. Sustained
price spikes such as these usually have a more
substantive change in outlook for a particular
commodity as a reason. A sequence of such
events can be visualized in a series of price vs.
quantity diagrams as shown in figure 7.30.
Figure 7.30: Conceptual representation of a
price spike mechanism
Before a sustained price spike happens the
market is in balance (cf. chart I in figure 7.30).
The demand curve intersects with the supply
curve and the marginal cost of the highest cost
producer is setting the price p1 with quantity
q1 being delivered to the market. When de-
mand increases as shown in chart II, suppliers
initially struggle to provide additional quanti-
ties of material, since the supply curve is very
inelastic. The reason for this is that because
miners run their operations at designed capac-
ity, very little can be done to satisfy this extra
demand14.
The new equilibrium of the market settles
therefore not where the supply curve S1 meets
the new demand curve D2, but rather on the
extended vertical line of q1. This implies that
while the same quantity is provided to the mar-
ket, prices move from p1 to p2, implying a price
spike. When miners finally find the capital
and either expand the capacity of current op-
erations or build new mines, the supply curve
shifts outward (S2). This process usually goes
along with a drop in prices from p2 to p3 (cf.
chart III in figure 7.30). The market finds a
new balance where quantity q2 is supplied to
the market at price p3 (chart IV).
This supply-demand scenario however plays
out differently for different metals, and depends
on their relative size of production and by that
reasoning, relative abundance in Earth’s crust.
14We forgo any discussion on operational improvement, operations that can run above specified capacity, or
high-grading to increase productivity and metal supply to the market.
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Because of this, it appears that the rarer a
metal is, the more difficult it is to add extra
capacity to satisfy increased demand and there-
fore observed price spikes are higher.
7.2.8 Price & cycle extrema
A final question on the analysis in this chap-
ter revolves around the relationship of price
extrema and their corresponding cycle ex-
trema. Do price maxima usually match cycle
peaks, and price minima their equivalent cycle
troughs? Using the equations defined in sec-
tion 7.1.7 on page 52 we can try to determine
this. If the price extrema happened after the
corresponding cycle extrema, the value for the
passed time is positive, while the reverse holds
when the price extrema happen before the cy-
cle extrema.
Results
Plotting the average values for the respective
variables in figure 7.31, we notice that the pop-
ulations for both cycle motions have a wide
dispersion. Moderately to strong correlations
exists between both populations that are also
significant (cf. table 7.16).
Figure 7.31: Timing difference between price
and cycle extrema (in years)
It also appears that there is a slight con-
centration of data points in the range of -1
and 1 years for CW cycle troughs and -1 to 1
years for their cycle peaks. In fact 20 and 21
out of 34 metal assets plot for the CCW and
CW motions within this window. This implies
that for an average of almost 60% of the as-
sets price extrema happen within a year of the
cycle extrema, no matter what cycle motion is
considered. In addition it appears that there is
a slight tendency that CW price peaks happen
past their respective cycle peaks, while price






Table 7.16: Pearson product-moment correla-
tion results for price vs. cycle extrema timing
For CCW cycles many data points cluster
around the coordinate system origin, implying
that many of the price extrema happen close
to the cycle extrema. Keeping in mind that
the observed results are based on averages it is
also important to understand better how many
times the price extrema occur at the cycle max-
ima. We can see these statistics in table 7.17.
CW CCW Total
Cycles n 324 153 477
Pmin @ Cmin n 64 35 99
% 19.8 22.9 20.8
Pmax @ Cmax n 149 30 179
% 46.0 19.6 37.5
Table 7.17: Matches of price and cycle extrema
It becomes apparent that the match rate
of 19.8% is pretty low for CW busts, but with
46% quite high for CW peaks. CCW cycles
have higher match rates for their cycle troughs
(22.9%) compared to their cycle peaks (19.6%).
As a whole it is interesting to see that price
maxima coincide more often than price minima
with respect their corresponding cycle extrema.
In fact only 15 of all cycle troughs coincide with
price minima while the ratio is more than a 13
for price maxima.
Summary & Discussion
These results show that most of the time price
extrema do not necessarily coincide with cycle
extrema. This is an important finding since
it implies that a pure search of price series
for their minima and maxima to determine the
start and end of commodity cycles might not
suffice to make a reliable assessment on the sta-
tus of the cycles.
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7.3 Summary
One of the key findings of this chapter is
not only the revelation of the presence of com-
modity cycles since the year 1800, but also that
they exhibit different sets of motion in terms of
frequency, magnitude, and motion type. An-
alyzing the data set within the MPT risk-
return framework pioneered for financial assets
by Markowitz, new insights can be gathered re-
garding those cycles. These are:
• Commodity cycles exhibit different cycle
motions, of which 23 are of clockwise na-
ture, with the remainder being counter-
clockwise.
• The big majority of CW cycles are longer
than their respective CCW cycles. On av-
erage, clockwise cycles last between eight
and 19.8 years, while CCW cycles are
generally shorter and last between 5.9
years and 14 years.
• CW cycle lengths are asset specific and
are statistically significant. This is not
the case for CCW cycles. We neverthe-
less argue that due to the overall preemi-
nence of CW cycles, cycles are in general
specific to assets, and are likely related to
the respective metal end usage.
• All CW cycles exhibit larger return max-
ima than CCW cycles.
• The root cause of the existence for CW
and CCW cycles is not only technical in
nature, but also seems to reflect differ-
ent economic regimes. It is suggested
that the nature of cycles mirrors the rel-
ative prowess of the respective industrial
cycles, with CW cycles representing sus-
tained expansive or progressive cycles,
and CCW cycles that are more prevalent
when economic consolidation is at hand,
i.e. a regressive cycle (cf. chapter 9).
• Boom and bust dynamics exist for all cy-
cles, irrespective of their motion style.
They however play out differently for
each motion type. Booms are usually
longer during CW cycles than during
CCW cycles, while busts are much pro-
longed during the latter.
• Price multiples between cycle troughs and
subsequent peaks during CW cycles are
higher than those during CCW cycles.
• Price extrema coincide with cycle ex-
trema in more than 13 of the time for cycle
peaks and in about 15 of the time for cy-
cle troughs. A CW:CCW cycle preference
exists, with CW cycles exhibiting a better
match for peaks and CCW cycles better
matching troughs.
• We can show that higher return peaks are
followed by deeper return troughs during
CW cycles. This can’t be confirmed for
CCW cycles and quite often the opposite
relationship holds.
Summarizing the findings for metals, their
related ore types and the metal groups they are
associated with, we can note that:
• Metals and their associated ore types
show their close relationship in com-
mon zones that correspond to overarching
metal categories and that separates them
from each other.
• Base metals, and in particular copper
containing assets show the highest pref-
erence for CW cycles over CCW cycles.
• The precious metals grouping exhibits
relatively longer CW cycles than those of
the base metals group, while the reverse
holds for CCW cycles. The difference is
less well pronounced in the latter case.
• We distinguish different lengths of metal
pulses. Minor metals tend to have slower
pulses than other groupings. This is ex-
emplified by the two extrema - zinc with
the fastest pulse of 16.2 years, and molyb-
denum slowest with 27 years. However,
a considerable overlap between the metal
groups exists.
• Metal group preferences can be distin-
guished regarding the CW and CCW cy-
cle lengths, we defined as pulse arrhyth-
mia. Precious metal groups show the
highest degree of arrhythmia, while base
metals, and in particular zinc, show the
least. We can show that the degree of
arrhythmia by precious metals is corre-
lated with their share in non-industrial
usage. It appears that the more a metal
is used for such purposes, the stronger the
arrhythmia becomes. This relationship is
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insignificant or is absent from other metal
groups.
• Booms last longer for precious metals
than for base metals during CW cycles.
This is the case in absolute and relative
terms. No conclusive differentiation of
metal groupings based on their boom and
bust lengths was possible during CCW
cycles.
• The highest price multiples Φp during
CW cycles are shown by precious, energy
and minor metals, with base metals show-
ing the lowest. During CCW cycles, base
metals, and especially copper, show rela-
tively higher price multiples than the rest
of the metal groupings. In no way do they
come close to the scale of multiples ob-
served during CW cycles.
• It appears that the scale of CW price mul-
tiples correlates positively with the extent
the individual metals are produced, glob-
ally.
• The ΦR analysis reveals that while pre-
cious metals fall less hard than base met-
als during CW cycles, the reverse is true
for CCW cycles. In fact, within the base
metal group this reversal of fortune is es-
pecially true when comparing zinc and
copper. Copper’s fall in fortune is worse
than zinc’s during CW cycles, while the
opposite holds during CCW cycles.
7.4 Discussion
These results suggest that commodity cy-
cles can be observed and described by numer-
ous variables. The repetitive movements across
centuries raises three fundamental questions
however. They are technical, practical and eco-
nomical in nature.
Technical questions
The first question revolves around the chosen
length of the rolling time frame of five years
for monthly metal and ore returns. We intro-
duced this stipulation in chapter 6 to allow for
the establishment not only of the average re-
turn over a given time span, but also to obtain
information on their respective risk during such
time. This stipulation can be considered being
quite arbitrary since the rolling time frame used
in the last chapter could also be of a different
length such as four, six or ten years. Each of
these different time frames would likely alter
the outcome in the sense of what the respec-
tive commodity cycle lengths or volatilities are.
However, we argue that the chosen time frame
of five years is the most appropriate one simply
for the reason that it is based on assumptions
outlined in chapter 6 that closely align with dy-
namics within human society. Various chapters
in part III will show that the results with the
chosen time frame are historically relevant and
hence the five year time frame does have merit
also in the analysis of this chapter.
Another question revolves around the fact that
while the price intervals are monthly, the orig-
inal prices could be annual in nature since
monthly data points were not available. That
means that the annual price is used for the
twelve months of the year and therewith re-
duces the implicit price volatility in a five year
horizon. Since we can assume that the average
annual price also masks price volatility within
the considered year, it adds to the problem
of the implicitly reduced volatility. These in-
stances prevail especially during the early 1800s
but also during times of controlled prices, ei-
ther by producers or governments. These is-
sues cause trickle down effects especially with
respect to the return extrema and price mul-
tiples, and hence they affect the results of the
commodity specific parameters. These issues
could be rectified with even better and more
granular data. Since such data was not avail-
able at the time of writing this study it would
be a future task to make this effort in refining
the source data and therewith improving the
results of this chapter even further.
Moreover, we noticed that the number of cy-
cles we observed for each asset can be quite low.
They range from one to ten and two to eighteen
for CCW and CW cycles, respectively. This im-
plies that the insights we derive from the analy-
sis of them are prone to change when additional
cycles are added, especially if they would devi-
ate a lot from the determined averages. The
lack of robustness of the data could also be in-
ferred from the evidence we gathered from the
statistical analysis on the cycle lengths. The
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expansion of the data set would therefore be
beneficial to improve the said robustness of the
data. Since the number of cycles has been fixed
between 1800 and 2018, there are only two ways
to achieve this. We can either extend the anal-
ysis further into the past to a time before the
current price series start, or wait until the next
cycles resolve. The former approach is doable
in principle. However data capture would be
even harder since certain metal markets either
did not exist or were poorly documented.
The other approach is perfectly doable but
would not help to resolve the issue at hand now,
but only in future. Hence, given the circum-
stances and the fact that we cannot alter his-
tory, the current results seem as good as they
can be, even if they are not perfect.
Practical questions
As we hinted in the summary of subsec-
tion 7.2.1, some issues exist with the determi-
nation of start and end of the cycles, as well
as their motion type. While this affects only a
small share of the data (≈ 5%), it still would
be better to resolve those issues. As with the
technical issues discussed above, the only way
to resolve them is a better resolution of the pric-
ing data. This would be possible for instance
when only annual price averages were sourced.
More research in historical documents would
help with that. Of course, a better resolution
for fixed prices by government or producer is
pointless to collect.
However even with an increased price resolu-
tion, it is more than likely that certain issues re-
garding the determination of cycle parameters
cannot be resolved. In such cases the user must
make a decision and either make a judged call
on these parameters or disregard the evidence
entirely. When rules are hard to apply as in the
former case, this exercise becomes more of an
art. Discarding of debatable evidence on the
other hand would be prudent in making sure
that the other cycle data stays unsullied, even
if it is less robust.
Economical questions
The results of this chapter evoke the question
of where especially the regularity of some of the
cycles come from. We determined that the use
of metals, and by extension their ore types re-
flect usage patterns of human societies. More
widely used and more common base metals
thereby enjoy a more frequent usage cyclicality
than energy, precious and minor metals. The
dynamics that control these cycles can be in-
terpreted as inventory cycles that we discussed
at the outset of the chapter. These Kitchin cy-
cles appear however much longer than those in
agriculture. When disregarding the notion of
the different motion types for a moment, we
suggest that these extended Kitchin cycles are
most likely a result of the longer lead times to
add additional production capacity.
Having shown and explained the cycle dynam-
ics many questions still remain unanswered.
For instance, one would expect that usage
changes of metals would also alter the frequency
of their respective cycle lengths. However, this
does not seem to be the case and many of
the cycle lengths stay remarkable constant over
time, despite all the technological and usage
changes that happened over the last two cen-
turies (e.g. zinc). This rhythmic fashion also
throws up another question. What role does
and can public policy play in influencing metal
usage? The unchanging nature of some of the
cycles suggests that public policy does not have
any influence on it whatsoever. Or could the
two cycle motions of CW and CCW have any-
thing to do with it? This is a topic that needs
more exploring and we suggest to do so in a
subsequent study. We also will touch on it in
chapter 13.
7.5 Conclusion
We showed in this chapter that with the
help of Modern Portfolio Theory methodolo-
gies, global commodity cycles can be recog-
nized for the last 218 years. These can last
between 5.9 and 19.8 years and have clock-
wise and counterclockwise motions. The cycle
length differences for clockwise cycles are statis-
tically significant and thus specific to all inves-
tigated metals and ores. Commodity cycle min-
ima and maxima thereby seldom coincide with
observed price extrema. Hence the detection
of commodity cycles based only on the analysis
of price developments is prone to failure. The
use of the risk - return framework pioneered by
Markowitz therefore seems to be a viable ap-
proach to detect such cycles. This approach
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can therefore help a variety of parties in de-
cision making, such as intergovernmental bod-
ies, policy makers, investors, mining executives,
military planners and historians. Some of these







”There are strange things done in the midnight sun by the men who moil for gold!”
Robert W. Service
Chapter 8
Commodity cycles & resource development
strategies
In chapter 7 we investigated different com-
modity cycles and motions that are specific to
metals and ores. We now want to see how we
can apply these insights in a real world setting,
in particular in the realm of resource develop-
ment strategies. As we will see, these insights
can improve our approach to the timing of the
exploration, development and mining sequence,
as well as in terms of project valuation. For this
we will start with mining and will work our way
backwards towards exploration before we turn
our attention to their implications on the valu-
ation of projects.
8.1 The timing of mine development and mining start-up
Mining is inherently a capital intensive and
risky enterprise. Any investment into it should
therefore not only cover its operating and cap-
ital costs but should also reward its investors
with a profitable return on their initial invest-
ment that compensates for those risks that were
taken. Profits are however intrinsically linked
to the prices the mine receives for the metals
and ores it produces.
As is generally known and as we have seen in
chapter 7, times of high prices generally occur
during commodity booms, while the opposite
holds for busts. Hence it seems natural that
mines should prefer not only to operate dur-
ing boom times, but also start up at the be-
ginning of such. This is per se nothing new,
since new operations usually open up during
commodity booms, and unprofitable ones close
down during their busts. The latter action dur-
ing adverse economic effects is thereby very de-
pendent on the factors of the individual oper-
ation itself and shall not be the focus here1.
We rather want to focus on the timing of the
start-up of a mining operation and the implicit
requirements for the construction process.
To get a better understanding on this process,
we turn first to a generalized picture of how the
cash flow of a mining operation evolves through
time. Figure 8.1 illustrates this in a time se-
quence of exploration, construction and opera-
tion of a mine. The first two phases are thereby
characterized by negative cash flows, while the
mining period features positive cash flows. This
sequence has not changed much since this par-
ticular example was published first in the 1980s,
only costs and revenues changed in scale due to
an increase in project sizes and inflation.
What is particular interesting for us in this fig-
ure is the length and magnitude of the con-
struction phase. We can see that the phase
of construction lasts around two years, and is
also the most capital intensive in terms of ex-
pense. This is because infrastructure, process-
ing facilities and mobile equipment have to be
acquired and installed. It also appears that
the construction phase starts around two years
1These factors not only include operating and capital costs, but also mine life, resource grade etc.
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before the first positive cash flow commences
when the mine opens2. After this, capital out-
lays for construction work are reduced strongly
and might already be covered by the early min-
ing proceeds. They also ultimately go to zero
after around the third year of operation.
These insights on construction length and mag-
nitude of costs will help us now to answer the
question on what the best timing for the mine
ramp up is. We first will analyze timing ques-
tions during a generic cycle such as that for
an ore as MVT.TRI. We then will expand our
analysis to the two different cycle motions and
contrast the results for MVT.TRI ores with
those of UUN.CIG.
Figure 8.1: Cash flow profile for life of a base metal mine (redrawn from Tilton [36] based on [37])
8.1.1 Timings during a generic cycle
To analyze different timing scenarios of re-
source developments we will use the CCW mo-
tion of MVT.TRI as a base. We will assess
four case scenarios in the mining development
sequence: A - the bold visionary, B - the cau-
tious optimist, C - the bandwagon jumper and
D - the euphoric fool.
A - the bold visionary
As we know, mining is most profitable dur-
ing commodity boom times. Consequently, a
new mine should commence operating when
the boom times start at t1 as illustrated in case
A in figure 8.2. This however implies that the
most capital intensive period of construction
must start at least two years before this date.
As we can see from table A.16, page 192, this
would put the start of the construction phase
for most mines in the vicinity to their respec-
tive commodity bottom (i.e. where t1 ≤ 2).
It therefore would not only require the correct
determination of the timing of the cycle trough,
but also a leap of faith that the next boom is
at hand.
A visionary, strong willed and deep pocketed
private enterprise might be eager to take that
chance. It would be a much harder task for an
entity that is answerable to shareholders, es-
pecially when it is a junior miner that asks for
many millions of dollars in development funds
to add production capacity while the sector ex-
periences a downturn. Hence scenario A is not
considered being a common choice within the
industry.
It would however have many beneficial aspects
not only for the project itself, but also for the
mining country and industry as a whole. For
instance, project economics would benefit not
only because construction costs are lower dur-
2This phase might last longer when for instance large scale porphyry operations are built (3-4 years)[35], but
two years is a good minimum estimate for mine construction work
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ing a crisis, but the project would also operate
during the entire commodity boom that would
benefit the overall return on investment. The
respective mining country would also benefit
from construction activities in the midst of
a commodity bust. Finally, it would be ad-
vantageous to the industry itself, since added
capacity would mitigate price upswing extrema
during the coming commodity boom.
Figure 8.2: Mine start-up options with respect
to commodity cycle stages of MVT.TRICCW
B - the cautious optimist
An alternative approach would be to wait with
the construction until the commodity cycle has
reached sustained positive growth at t1. This
is illustrated as case B in figure 8.2.
Compared to A this approach has a number of
advantages. For one, it would be more easy to
convince investors to start construction when
the public feeling is that the recovery is at
hand. It also captures a substantial share of
the commodity boom phase which helps the
overall project economics, however to a lesser
extent than in the previous case. It would also
be good for the mine hosting country, since it
would provide jobs coming out of a recession.
Finally, the industry would also benefit, since
it would add capacity when it is needed most
at the peak of the cycle and the commodity is
at is scarcest.
The disadvantages are however that construc-
tion cost will already be slightly higher since
competition from the same and other sectors
makes certain resources more scarce and expen-
sive3, which will diminish project economics.
C - the bandwagon jumper
In this case, development starts during the
boom phase before the commodity cycle finds
its peak. This approach has a number of ad-
vantages and disadvantages. One of the clear
advantages is that in an environment when the
commodity is booming, it is much more easy
to convince investors to join the bandwagon
and plough money into capacity addition or ex-
pansion. However, project economics will most
likely already suffer, since construction costs
will have increased substantially leading to cost
overruns and project delays. Qualified labor
will also become harder to source and associ-
ated costs will go up. Depending on when the
project actually starts, capacity addition will
likely miss the peak of the cycle and it will
thereby help to lower prices in a softening mar-
ket at the end of the boom. This downward
swing won’t help the overall project economics
either, nor the overall health of the industry in
the mid-term.
D - the euphoric fool
As with any other good, the higher the prices,
the more people seem to know about it and are
willing to spend money in order not to miss the
gravy train. However, it is the worst time to
invest at the peak and to increase production
capacity. This is because the production ca-
pacity increase will be realized in a contracting
market, if not at the verge of the next bust.
Not only will the project incur project delays
and cost overruns, but also diminished prices
for its products. Hence it is neither good for
project economics, the industry as a whole or
the investment community, even if the latter
might be the most eager to pursue the project
at the peak of the cycle.
8.1.2 Timings and cycle motions
In chapter 7 we learned that strong differences
can exist between the two cycle motions CW
and CCW. This adds another level of complex-
ity onto the decision when the optimal time
would be to start a mine operation. We will
now explore these different motions in a re-
source development context and discuss the re-
sults for two different ore types, MVT.TRI and
UUN.CIG.
3such as certain machinery, or qualified labour
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In terms of the four different cases just de-
scribed for the generic commodity cycle, we
limit ourselves however. Since cases C and D
are not optimizing the positive cash flows over
the commodity cycle, we will not entertain an
analysis of these with respect to the different
motion types. It is far more interesting to in-
vestigate cases A and B, since we believe they
can make a serious difference to the economics
of a project. We will focus on these, hence-
forth. An illustration of these results is given
in figure 8.3 to which we refer hereafter.
MVT.TRI ore
We have already seen in figure 7.15, page 58 (cf.
table A.23, page 200) that clockwise and coun-
terclockwise cycles of this zinc ore have very
similar lengths, i.e. the arrhythmia is close to
zero (Φ∗TT=0.13). We can see this clearly on
the left hand side of figure 8.3. We notice that
on average CW and CCW cycles enter their
boom phases after 2.1 and 2.4 years, respec-
tively, while their peaks both happen about 4.5
years after their cycle trough (cf. table A.16,
page 192).
In order to maximize the benefit of the coming
boom, the mine construction should therefore
start right at or after the cycle finds its bottom.
The case for an early development as described
in case A is thereby stronger when a CW cy-
cle is anticipated since it shows a longer boom
phase and has a better price upside (ΦCWP =3.13
> ΦCCWP =1.84). However, the knowledge of
what cycle is coming up next to make a mine
development decision is of lesser importance,
since both cycles are very similar in average
length. Making the project economics work
while planning for a CCW cycle, with the po-
tential of a CW cycle as an upside, should
thereby be the modus operandi.
Figure 8.3: Mine development options for different cycle motions
UUN.CIG ore
Compared to MVT.TRI the situation for the
uranium ore is quite different. The right hand
side of figure 8.3 shows how different the two
cycle motions evolve. On the one hand we have
the short CCW cycle with a relatively long
bust phase (ΦCCWbb =0.59) and a relative low
price multiple of ΦCCWP =1.74. On the other
hand is the CW cycle that shows a much longer
boom phase, which also starts sooner than in
the CCW case. Moreover it shows a price mul-
tiple ΦCWP = 13.20, which by far exceeds that
of the CCW cycle.
This strong arrhythmia combined with a se-
rious difference in price multiples makes it
paramount to understand what cycle type is
coming up next, before a mine development de-
cision should be made. While not certain, the
cycle motion should be a bit clearer when it
reaches the point of sustained positive growth
at stage t1. Hence in cases where there is a
big discrepancy between CW and CCW cycle
lengths (i.e. Φ∗TT ̸=0, Φpp»1, Φbb<1) the cau-
tious optimist approach of (case B) should be
taken. Waiting might add value in this case.
In the specific case of uranium, the decision
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maker should also carefully assess if a mine
should be developed during a CCW cycle to
begin with. As we can see in figure 8.3 the rel-
ative short boom phase combined with the low
price multiple would suggest to pursue a mine
development only if the ore body is exception-
ally high in grade or when uranium constitutes
a by-product and therefore does not influence
the overall viability of the project. Otherwise
the short boom phase of only three years would
probably not be sufficient to justify the project.
Along these lines it appears that such behavior
for uranium is actually documented in recent
history. For this we turn to figure 8.4. It shows
the times of discovery and start-up of some of
the most important uranium mines since 1950.
Figure 8.4: Major uranium discoveries and
mine start-ups since 1950
As we can see, the majority of the mine
developments happened during the presence
of a clockwise cycle that also coincided with
times of high prices. In fact thirteen of the
sixteen mines opened during clockwise cycles.
The remaining three mines were developed dur-
ing CCW cycles in the late 1990s. They ei-
ther hosted uranium as a by-product (Olympic
Dam - IOCG.OD) or were of exceptionally high
grade such as McClean Lake (open pit mine
@ 1% U3O8) or McArthur River (underground
mine with 20.55% U3O8). Compared to the
majority of uranium mines that host ore grades
between 0.04% and 0.13% U3O8[3], these op-
erations were therefore profitable even when
adverse pricing regimes prevailed during that
time.
Hence there is historical evidence for our obser-
vation that uranium mine development during
CCW cycles is not advisable.
8.1.3 Summary
As we have seen, no generalized recommen-
dation for an optimal time for mining devel-
opment can be given. The decision making
process is asset / project specific but can be
supported by employing parameters we de-
veloped in the previous chapter. These are
summarized in figure 8.5, where we suggest
four ratios that should help to guide a decision.
They are Φ∗TT , Φbb, Φpp and ΦCWC .
Figure 8.5: Proposed decision criteria for mine
development cases
As defined in chapter 7, Φ∗TT measures the
metal arrhythmia. The more different this
number is from zero the more development
case B should be preferred over A. The ratio
Φbb measures the difference of lengths between
boom and bust for each cycle motion. The
higher its value the longer the boom is relative
to the bust phase and hence an earlier devel-
opment should be chosen (case A). Φpp puts
the price multiples of the boom and bust phase
into relation to each other. The higher its value
the higher the price multiple of the CW cycle
is compared to the CCW one, and the more
should the mine development be postponed un-
til stage t1 arrives (case B). The last ratio ΦCWC
is an empirical ratio of the share of the CW cy-
cles over the total number of cycles. It can al-
ternatively serve as a probability factor for the
likelihood of the arrival of a CW cycle when
the decision maker is uncertain of the apparent
cycle or if the analyst wants to forecast future
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years seems to be valid for the entire time span
since the 1950s. However, we can also see that
lead times actually grew from an average of
around 10 years in the 1970s to about 30 years
for deposits that started operating after 2000.
When looking closer, we notice that almost all
of the deposits were discovered while a CW
motion was present. These deposits that were
found in the 1960s were then developed within
about ten years in the subsequent cycle which
also turned out to be a CW cycle. The deposits
that were discovered in the latter cycle however
were not so lucky in that another CW cycle
came along. In fact, two CCW cycles followed.
As a result of this, these deposits had to wait
for development until the next CW cycle ar-
rived some two if not three decades later. This
is except for those of course that were of ex-
ceptional quality. Hence it appears that delay
times in project development can be explained
by the different types of cycle motions a com-
modity experiences. Consequently it not only
matters when a deposit is discovered during the
business cycle, but also what kind of cycle type
or the sequence thereof can be observed after
its discovery.
In essence, and in particular in the case for ura-
nium, a discovered deposit is more likely de-
veloped during a CW cycle rather than in a
CCW cycle. However, we need to be careful
not to generalize these results for other metals
and ores and it is suggested to test this hypoth-
esis on such.
metal lead time TCWbb TCCWbb
Au 10.0 16.7 8.0
Cu 17.1 10.6 8.7
Pb 15.0 12.1 9.0
Zn 15.0 8.7 7.5
Ni sulfides 11.2 11.5 6.4
Ni laterites 18.6 11.7 13.9
U 14.7 14.2 8.1
average 12.4 12.2 8.7
Table 8.1: Selected project lead times from dis-
covery to operation after Schodde [38]; cycle
motion times from table A.23 (# in years)
8.3 Exploration
We now want to investigate if our insights
from the previous chapter can also be applied
in improving the exploration process that leads
to discovery and development of deposits.
For the discovery of any deposit mineral explo-
ration has to be performed first, usually many
years in advance. We can distinguish two types
of exploration activities.
Brownfield exploration is undertaken around
existing mines or known deposits. It is usually
a less risky and less expensive endeavor since
the type of mineralization is already known and
infrastructure is in place.
Exploration for targets in a greenfield environ-
ment on the other hand is much more costly
and risky, since it is far away from any in-
frastructure with the geology less known. No
matter the type of exploration, success ratios
are very small. Rio Tinto [39] estimates that
only 1 out of 100 exploration targets result in a
successful discovery. The discovery phase also
needs long term commitment and financing
since it can easily take 10 years [39] to discover
a viable deposit. This is despite the fact that
we have a much better understanding of ore
forming process now, than some 100 years ago.
Long term exploration spending data is hard to
find and of all the data sets available, the most
consistent is available for uranium and gold.
We will investigate these two more thoroughly
now.
Uranium
As shown in figure 8.7 on page 90, the ex-
tent of exploration spending for uranium fol-
lows closely the movement of its prices. This
is not entirely surprising since money will be
invested in a metal that promises benefits to
the shareholders and offers a lucrative return in
the long term. We also notice however that the
peak of exploration spending always happens
past the cycle peaks, which is most pronounced
in the late 1970s and in the early 2010s.Overall
we see that exploration spending and number
of discoveries were higher during clockwise cy-
cles compared to their counterclockwise equiv-
5The clockwise cycle in the 1960s remains the exception to this since the uranium industry and its pricing was
much more government controlled and not as free as a market as in the decades that followed.
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alents5. This is most likely a direct result of
the amounts of money spend in exploration.
Spending more money in exploration does not
directly result in better results, however. As
we can see at the uranium exploration peak
in 2011, more than twice as much money was
spent in exploration than in 1979, while only
a third of the discoveries were made. If this
is only a result of bad luck, cost inflation, or
the fact that the best discoveries were already
made in the 1970s, is a question that cannot be
answered at this point.
Figure 8.7: Uranium exploration 1960-2016
[40][41][42][43]
Gold
Gold’s exploration spending also tracks the de-
velopments of its prices, as well as its cycles.
As we see in figure 8.8, this is the case during
the last three cycles, and especially during the
last CW cycles. We can also note that explo-
ration spending during the last three cycles is
generally lower during CCW cycles than during
CW cycles6. However, the number of discover-
ies during a CCW cycle were equal or exceeded
those of a CW cycle. In analogy to uranium it
therefore appears that while exploration spend-
ing increased substantially, the amount of dis-
covered gold deposits actually fell. As with ura-
nium we cannot decide if these trends are a re-
sult of worsening chances, cost inflation, or if
the best discoveries were already made before.
Figure 8.8: Gold exploration 1975-2016
[42][44][45]
Returning to the figure, we can also observe
that during the last three cycles most of the
discoveries were made before the cycle, explo-
ration and price peak.
Summary
In this short review of exploration spending and
discoveries we made two major observations.
First, exploration spending and discoveries are
cycle and metal dependent. We also realized
that monetary efforts in exploration spending
is generally higher during CW cycles. Higher
spending however is not necessarily rewarded
with an equally higher proportion of discover-
ies, especially in more recent times.
6This observation has to be qualified since the first CW cycle in the 1960s/70s is not entirely representative
for a CW cycle. This is because gold became a freely traded commodity only in the late 1960s and hence its
exploration dynamics and incentives thereof were probably much more different than those of the more established
metals.
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8.4 Project valuation considerations
In section 8.1 we gave general recommen-
dations on the timing of mine developments.
A mine development however requires that the
economic viability was proven for the project
to begin with. This is done during the devel-
opment phase of the mine life.
We will now review this aspect and make some
recommendations on how to improve the cur-
rent practices with our findings from the previ-
ous chapter.
8.4.1 The current state
The economic viability of a project is usually
established with the successful completion of
a feasibility study. One of the biggest uncer-
tainty in any feasibility study however, are the
assumptions on prices of the metals and ores
the mine will produce. For this, various tech-
niques are employed to compute a cash flow
model (for a visual representation see figure 8.1,
page 84), and by incorporating discount rates
a net present value can be determined. This
is one of the determinants in the decision if
the project is viable and should be developed.
Monte Carlo simulations are also employed for
such computations. They not only give a single
value but a range of values that show the up-
and downside of a project, but also the likeli-
hood thereof.
Very often however not a single valuation model
can be compared with another, even when con-
sidering the same mineral deposit. This is be-
cause the underlying assumptions can cover a
wide range and can be everything from sim-
ple to convoluted or even fantastic. Especially
price assumptions and resource size extrapola-
tions can be of the latter nature. While legally
binding instruments were developed as guides
for the computation and disclosure of mineral
reserves and resources (cf. JORC or NI 43-101),
few such guides exist for price assumptions.
These however are equally important to see if
a project is economic. For instance, the OSC
[46] recommends using long term average prices
or contract prices. It also mentions that three
year trailing averages or current spot prices are
commonly used in the industry. However, these
approaches neither account for the volatility of
prices, the length of a boom or bust, nor at
what point in the cycle a project valuation is
done.
For instance, a project valued at the top of the
cycle might seem to provide eye watering re-
turns using the prevailing spot prices. When
the bust starts, the mine development / exist-
ing operation subsequently stops because the
earlier, and fully legitimate spot price approach
turned out un-economic in the new price en-
vironment. On the other hand, a mediocre
project valued at the bottom of the cycle might
have exceptional returns simply for the upside
that the usage of trailing averages did not ac-
count for. Hence a different approach is pro-
posed. It incorporates our understanding of the
cycles and their parameters we investigated in
chapter 7.
8.4.2 A new approach
To improve on the current modus operandi in
terms of pricing we propose to include specific
parameters from our analysis. In particular
we want to include the different cycle motion
types and their associated price multiples be-
tween boom and bust, as well as the latter’s
and the total cycle lengths.
The proposed approach should therefore go as
follow:
1. Determine the project specific cycle
stages using empirical prices applied to
the ore composition for as far back as pos-
sible.
2. Investigate the different motions, includ-
ing the average lengths of their total cy-
cles and respective boom & bust phases.
Furthermore, investigate the respective
price multiples between cycle troughs and
peaks. Finally, determine if a historical
sequence of different motion types exists
and what the empirical probabilities are
for each cycle motion.
3. Use these findings as boundary condi-
tions for subsequent economic analysis /
simulation for the anticipated lifetime of
the mine. Times of extended busts can
thereby be used to simulate precaution-
ary operational shut downs to minimized
downside risk and extend positive cash
flow during booms (i.e. operational op-
tionality).
4. Determine where in the cycle the project
would be at the moment of the analysis,
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and what point in time it would make
the most economic sense to develop the
project and put it into operation. This
might not be the time of the analysis, but
years or decades away.
8.5 Summary & Discussion
In this chapter we tried to apply the insights
on commodity cycles from chapter 7 onto as-
pects of the various stages of mineral resource
development. We hoped to gather new insights
and learned that
1. the level of exploration spending aligns
well with the type of prevailing cycle mo-
tion. They are usually higher when a CW
cycle is present while they are diminished
during a CCW cycle,
2. lead times from discovery to mine start-
up are generally longer than their respec-
tive commodity cycle times,
3. lead times are not only a function of
project specific characteristics. It appears
they are also a function of the sequence
and nature of the cycles that follow their
respective discoveries,
4. it is suggested that price forecasts within
a feasibility study can be improved using
our insights on price multiples and cycle
lengths. This is because these reflect price
volatility and phases of higher and lower
prices better than a random price simu-
lation,
5. the usage of newly developed cycle spe-
cific parameters can help to determine the
timing of the start-up of a mining oper-
ation when incorporated in tools such as
decision trees.
These insights should be helpful in the mine
development process, but they would also need
further verification from a more expansive data
set that was not available to the author at the
time of writing. However, with the insights we
gathered we can nevertheless anticipate how an
ideal development process could look like.
We know from the start that resource devel-
opment process is a multi-year if not inter-
generational process that can easily take 30
years from exploration to mine start-up (see
figure 8.9). Within this time horizon greenfield
exploration should start during a clockwise cy-
cle when prices are higher and money is spend
more easily. If a discovery is made during this
cycle it would be wise to spend as much money
as possible in resource definition. When the
cycle ends and a CCW cycle begins expendi-
ture for exploration is much reduced. At such
times a less costly and risky brownfield explo-
ration should be the priority in terms of ex-
ploration. Feasibility studies for discoveries of
earlier greenfield projects should be pursued or
finalized. Given that the these studies turn out
to be economically viable, the projects should
then be developed at the start of the next CW
cycle.
Figure 8.9: Schematic mine life cycle with aligned commodity cycle motions (# years)
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This is when development costs are lower
due the prevailing crisis and help to maximize
positive cash flows when the next boom arrives.
When the mine is exhausted after a number
of commodity cycles it should then ideally fin-
ish at the end of a CW cycle boom to min-
imize downside risk and potentially negative
cash flow.
Zinc can be considered as a good example where
this idealized cycle could be put in action. Its
lead time is with 15 years very close to the com-
bined cycle length of CW and CCW times. If a
discovery happened at the beginning of the first
CW cycle it could almost be operational when
the next CW cycle arrives in a CW-CCW-CW
sequence (i.e. when there is no cycle prefer-
ence). It would also work similarly for gold
when the discovery would happen during the
end of the first CW cycle. Hence given our
knowledge on cycle lengths and development
times it seems possible to optimize the cash
flow profiles for various commodities through
the mine life cycle.
8.6 Conclusion
As we have shown in this chapter, that the
parameters we established in chapter 7 can help
addressing various issues that resource develop-
ment faces. Not only can they improve project
valuation in terms of price benchmarking, but
can also support the determination on the best
timing for the development of an economically
viable mine. Hence the results of the commod-
ity cycle analysis in the previous chapter do not
only address our intellectual curiosity but can




”History doesn’t repeat itself, but it often rhymes!”
Mark Twain
Chapter 9
Industrial cycles & modern history
In part II we established that tools of Mod-
ern Portfolio Theory can be applied to metal as-
sets. Using them, it was possible to distinguish
metals and ore types according to various pa-
rameters such as cycle lengths and preferences
thereof, motion types and others.
We will now test if this approach can also be
taken when we want to gain further insights
into the behavior of the entire Metals & Min-
ing (M&M) sector, and if these can be put into
a historical context.
9.1 The Metal Markets Indicator - MMI
In chapter 7 we showed that each metal and
ore type exhibits their respective commodity
cycle characteristics. To describe the supply
& demand dynamics of the entire Metals &
Mining industry however, we need a consoli-
dated indicator that is all encompassing of the
movements of the different commodities. Since
ores are derivatives of commodities, they can-
not be considered since any inclusion of them
would distort the overall returns. Thus the av-
erage of the 13 underlying metal gross returns1
was rather used2. We imply that the resulting
Metal Markets Indicator - MMI shown in fig-
ure 9.1, page 96, reflects the overall supply &
demand dynamics of the included metals in a
consolidated fashion, i.e. that of the Metals &
Mining sector itself.
The returns of the MMI in figure 9.1 show a
number of interesting features. First of all,
its returns fluctuate throughout time, primar-
ily between -0.5% and 1.0%, with the volatility
of returns increasing as time progresses. The
average return of it is 0.27%, which is lower
than the bond rates we discussed earlier (cf.
table 9.1).
Turning our attention to the return maxima
it appears that there have been three major
phases when the returns have been higher than
2σ. These periods, denoted as A, B and C
in figure 9.1, happened respectively during the
late 1910s and early 1920s, the 1970s and early











Table 9.1: MMI and bond return statistics
(ntot=2620)
Their maximum returns increase thereby
from 1.90%, 2.02% to 2.72%, respectively.
These phases contribute to the visibly multi-
modal density distribution of the MMI returns
depicted on the r.h.s. of figure 9.1.
1i.e. 60-month moving gross return averages
2based on their respective availability (cf. fig. 2.2, pg. 11)
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Figure 9.1: MMI through time with corresponding density chart and cycle stages
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Cycle length Trough to Peak
Motion Count years years growth factor
CW 11 14.0 8.1 3.19
CCW 6 8.4 4.1 1.52
Table 9.2: MMI cycle motions (cf. table A.26, page 203)
The extreme minima that are less than -2σ,
are represented in the chart as a, b and c. Simi-
lar to the maxima they only started to occur in
the 1900s and, specifically in the 1930s, 1980s,
and 2010s. Curiously, such minima are some-
how related to the maxima, since they always
occur after the latter.
In figure 9.1 we can also distinguish 17 unique
cycles, eleven of which show a clockwise mo-
tion, while the remaining revolve counterclock-
wise. A summary of this is given in table 9.2.
We can see that CW cycles are almost twice as
frequent and with 14 years are usually 23 longer
than CCW cycles. In addition, their average
returns are more than twice as high.
Having characterized the Metal Markets Indi-
cator, it is now time to see if it has any histor-
ical relevance.
9.2 The Metal Markets Indicator & the economy
To test if the MMI behaves in context to
any historical events we will first look at its re-
lationship to the general economy. We are in
particular interested in times when the general
economy was experiencing either a phase of ex-
pansion or contraction. Unfortunately, we have
to focus our analysis mostly on the time since
the start of the 20th century, since meaningful




Metals are used in a wide variety of capital
goods such as bridges, planes and power plants,
or consumer goods such as cars or washing ma-
chines. It is clear then that when an economy
is booming and the demand for such products
increases, the associated metal demand does so
in a similar fashion. Since the MMI should re-
flect supply and demand fundamentals in the
Metals & Mining sector, such economic booms
should therefore be mirrored in elevated MMI
returns, i.e. booms.
We can show such a relationship for two exam-
ples, the Reconstruction of Europe and the Rise
of China (cf. light green periods in figure 9.2,
page 98). During those phases the MMI showed
elevated returns that coincide with times of
what we described as superior returns in sec-
tion 6.2.2.
We will now use the production growth of
three metals as a proxy for industrial devel-
opment during those periods. Using various
data sources [33][47][48], we can show the nor-
malized production growth of crude steel, alu-
minum and copper for West Germany between
1948-1959 (1948 = 100), and China between
2003-2014 (2003 = 100) in figure 9.3, page 99.
We notice that the industrial productivity in-
creases dramatically for both economies dur-
ing the considered time periods. We can see
for example that the reconstruction efforts af-
terWorld War II (WWII) in Western Germany
resulted in a twenty fold increase in aluminum
smelting, a five fold increase in crude steel pro-
duction and a more than doubling in copper an-
ode output. This period went along with an im-
mense increase in living standards [49] and for a
good reason was it called the ”Wirtschaftswun-
der” [50].
The Chinese economy has seen an equally im-
pressive growth as of late. During the dozen
years since 2003 its crude steel and anode cop-
per production almost quadrupled, while its
aluminum production saw a five fold increase.
Like in West Germany, this substantial growth
in industrial output went along with spectacu-
lar social achievements. While for instance the
Chinese rural poverty stood at 49.8% in 2000,
it merely sat at 7.2% in 20143 [51].
3rural poverty rate basis: 2300 yuan income per year (2010 constant prices). The rate was 3.1% in 2017.
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Figure 9.2: MMI in relation to economic epochs and superior returns
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Figure 9.3: Normalized production growth of different boom economies [33][47][48]
These industrial developments are also re-
flected in the GDP growth rates during the re-
spective time spans. The noticeable differences
in growth can be seen for those countries when
compared to that of the United States. This is
shown in the lower half of figure 9.4. As we can
see during the time period of European recon-
struction, GDP growth of West Germany and
France4 exceeded that of the United States by
more than 5%, on average. During the Chinese
boom, this difference to the United States was
with almost 14% even larger.
Since we have shown that these epochs were
characterized by substantial increases in metal
output, we now need to find a way of linking
these findings to the MMI. For this we turn
our attention to the upper part of figure 9.4.
There we can observe that the general trend
of the monthly MMI returns mirrors the an-
nual GDP growth rates of the economies of
West Germany and China, below. Hence it ap-
pears that the MMI is tracking the state of the
economies that see the strongest metal produc-
tion increases during the considered time peri-
ods.
Figure 9.4: MMI in relation to annual GDP growth rates of different economies [52][53][54]
Oil crisis
The Metals & Mining sector is very energy
intensive. From drilling, blasting, grinding,
milling, loading and hauling, as well as smelt-
ing and refining, copious amounts of energy are
spent to produce metals. Therefore any sud-
den changes in energy prices pass through the
value chain quickly and result in immediate
price changes of the end products. The most
significant event, or chain of events that af-
fected the energy prices during our life times
4no earlier GDP growth rates are available for post WWII France and Germany
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occurred during the early and late 1970s (cf.
fig. 9.2).
The first oil crisis, which happened in October
1973 as a reaction to the Yom Kippur War, re-
sulted in a tripling of oil prices within the span
of three months. Another shock was caused by
the Iranian Revolution in February 1979. This
caused oil prices to triple yet again within a
year’s time. These developments loomed large
over the economic development back then and
not only caused they the onset of recessions and
higher unemployment rates globally, but also
triggered unheard levels of inflation. They also
led to higher metal prices and hence the nom-
inal returns for such increased sharply. This
relationship between higher metal returns and
oil price spikes becomes clear when looking at
figure 9.5.
Figure 9.5: MMI versus oil prices [55][56]
The general resemblance of the MMI with
the oil price developments is thereby striking,
with the MMI mirroring the step changes in
oil prices. It is thereby remarkable to see that
while the oil price increased maximally eleven
fold during the considered time period, the
MMI returns increased more than 16 times.
Clearly, factor costs in the metal extraction
pass through the value chain and distort metal
pricing on a massive scale.
War booms
Metals are essential to wage war and hence any
extended and technologically advanced human
conflict requires massive amounts of them. The
First World War (WWI) was such a war that
was fought on an industrial scale. Hence it
can show the economic impact of a war on the
M&M sector as a whole (cf. highlighted epoch
in red in fig. 9.2).
The involved war parties thereby usually see
their economies grow greatly, as long as they
have sufficient natural resources at hand and
are not directly affected by adverse enemy ac-
tion. An example for such growth is given for
the United States and the United Kingdom in
figure 9.6. Superimposed on it is the develop-
ment of the returns of the MMI. It is apparent
that the latter moves in sync with the GDP
growth rates of the Allied war parties.
Figure 9.6: Allied GDP growth in WWI [52]
While the correlation of the three indexes
is obvious, it still needs to be shown that the
metal sector in itself also profited from the war.
We know that in market economies extra metal
demand usually goes along with metal price
increases. To prove this we will turn to the
copper sector and review the development of
the copper prices in figure 9.7. While the sec-
tor experienced a copper price drop just after
the war started due diminished demand from
Germany[57], it recovered quickly since the war
effort required ever increasing amounts of the
red metal. Prices peaked in Dec 1916 at lit-
tle over 700 USD/t, and fell in late 1917 to
518 USD/t. They recovered a little bit to 573
USD/t in 1918 but ultimately fell rather steeply
in early 1919 to 327 USD/t after hostilities
ceased. As we can see, the movements of the
copper price and the MMI resemble each other
closely during the war years.
Figure 9.7: Copper prices during WWI [55]
100
A similar picture can be drawn when ana-
lyzing actual operational data of copper mines
that were active during this time. An example
for such mines are those of Kennecott and Bing-
ham Canyon. Both of them were some of the
most modern, and most efficient copper pro-
ducers in the United States back then. The
former was a small, high grade underground
mine nestled atop a glacier in remote Alaska,
while the latter was the first operating massive
low grade copper porphyry open pit mine in the
world. While it was impossible to obtain the ac-
tual annual reports of the operating companies,
it was possible to reconstruct the mine perfor-
mance using a variety of sources5. The results
in figure 9.8 demonstrate that in response to
the 150% copper price increase during WWI,
the copper production6 of both mines increased
dramatically. The production peaked for Ken-
necott and Bingham Canyon in 1916 and 1917,
respectively. The general mine economics im-
proved along with the increased prices and pro-
duction volumes. Bingham Canyon’s revenues
more than tripled, while Kennecott’s increased
almost fourteen fold.
Figure 9.8: Operational performance of Ken-
necott and Bingham Canyon during WWI
Costs increased along with the increased
output due to war related labor shortages, but
not to the same extent. With manageable costs
the profits made through the war years were im-
mense. Until 1918 Utah Copper, the operator
of Bingham Canyon made USD 142 mln in prof-
its of which USD 92 mln were paid out in divi-
dends [63]. Kennecott, a much smaller mine,
also made enormous profits which were ap-
proaching USD 60 mln in the war years alone.
Hence we can say that the First World War
gave a major boost to the above economies and
also had a major, stimulating impact on the
Metals & Mining sector. This is very well re-
flected in the evolution of the MMI returns.
9.2.2 MMI busts
As we just examined, there exists a fundamen-
tal relationship between the expansion of an
economy and the positive performance of the
MMI. We now want to see if such a relation-
ship also holds during times when economies
contract. Such contractions usually start with
singular events - stock market crashes.
Stock market crashes are probably the most
memorable financial events we know of and we
want to see if they stand in any particular re-
lationship to the MMI. For this we plotted the
most severe of them at the top of figure 9.9
on page 102. When looking at the chart it
is noticeable that these events occur almost
always at the peak of MMI cycles, or when
the MMI cycles are already contracting7 (cf.
table A.27, page 203). Stock market crashes
are often followed by financial melt downs and
banking crises that result in economic reces-
sions. To show this relationship we turn to
figure 9.9 again, where those periods are high-
lighted at the bottom (cf. table A.28, page
204 and table A.30, page 205). As we can see,
these episodes generally occur when the MMI
is on a downward trajectory or shows negative
returns, indicating that the Metals & Mining
sector was contracting during those times, as
well. When we incorporate the insights of the
optimal portfolio returns we gained in chap-
ter 6 into figure 9.9 (highlighted periods in
red), we notice that times when these turn
negative correspond with economic recessions.
Only in 1985 do the negative returns of the
optimal portfolios (TAN+) indicate a severe
crisis that does not find its expression in the
general economy.
5cf.[58][59][60][61][55][62]; personal estimates were also used that were based on these sources employing linear
interpolation and constant factors such as cost per ton ore & waste material mined.
6copper content in concentrate
7The only exception to this observation is Black Monday in 1987 when the crash happened while the MMI was
on an upward trajectory
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Figure 9.9: MMI in relation to stock market crashes and economic crises (cf. tables A.27 A.28 A.29 A.30 for reference)
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As we can note, the copper smelting indus-
try experienced dramatic geographical shifts
over time. At the beginning of the 1800s, Eu-
rope dominated the copper smelting industry,
of which the industry of the UK was of par-
ticular importance. However, after a peak of
around 80% of global smelting happening in
Europe during the late 1830s and early 1840s,
the rapid industrialization in the United States
took its heavy toll and Europe’s share fell off
dramatically.
While the copper smelting business in North
America did not exist before the mid 1840s [63],
it rapidly grew and accounted for 61% of world
production in 1916. From this peak during
WWI however, North America’s output com-
manded an ever decreasing share of global out-
put and sat at a mere 7% in 2016. While this re-
duction went along with a little recovery in pro-
duction in Europe, it can be mostly attributed
to the massive production shift towards Asia.
Data by the BGS [48] suggests that by 2016,
Asia was contributing 57% of global copper
smelter output. Of it, China in particular con-
tributed to Asia’s rise in importance. While
China’s output was a mere 360kt at the end
of the Cold War (4% of global output), its
production swelled to 5.8Mt within a genera-
tion and accounted thereby for more than 35%
of global output in 2016. Its market share
might thereby pale compared to the 63% Great
Britain achieved in 1839. However, one needs
to realize the sheer size of volumes that are in
play nowadays. To put this into perspective,
China’s copper production in 2016 was almost
260 times the peak production of the UK in
1839. Or put differently, China’s 2016 produc-
tion was a quarter in excess of what the UK
smelted in total since the dawn of its very own
industrialization.
Hence we can see that the developments in the
copper smelting industry reflect very well the
economic shift within the last 200 from Europe
to North American and ultimately Asia.
9.2.4 Industrial sector changes
This relocation of heavy industrial processes of
the primary sector to Asia went along with the
strengthening of the tertiary sector in West-
ern countries. A good proxy for this secto-
rial shift there can be found in the composition
of the U.S. Dow Jones Industrial Index - DJII
(cf. fig. 9.12). While the index itself tracks
the biggest American industrial companies by
market capitalization since May 26, 18969, its
composition can give us clues on what compa-
nies are the most important to the American
economy. As we can see, the M&M sector dom-
inates the index from the late 1800s until the
early 1910s, after which its importance declines
until the 1920s. From the 1930s on the M&M
sector had a stable DJII share until the 1970s.
Thereafter its final decline set in, with the sec-
tor being expulsed from the DJII in 2013. This
loss of importance of the M&M industry also
goes along with the loss in significance of the
industrial sector that depends on it. As an ex-
ample, the fortune of the manufacturing sector
such as the automotive industry also changed
dramatically within the last 100 odd years.
Figure 9.12: The composition of the Dow Jones Industrial Index through time
9The index covered the transportation sector before this day, and ever since is tracking the biggest industrial
companies in the US by market capitalization
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When America became a car nation in the
1920s this sector became quickly part of the
DJII. Since then however it saw a similar de-
cline of importance as did the M&M sector. In
fact its fortunes with 94 years in the index were
even shorter lived than that of 117 years en-
joyed by the M&M sector. While the primary
and secondary sectors lost steam, we see the
rise of companies associated with the tertiary
sector, such as financial services (cf. fig. 9.12),
retail, health care and consumer goods. Hence
the economy of the Western World is relatively
speaking less exposed to the heavy industry
than it was used to be in the 1800 and early
1900s. This is a reflection of a long term trend
we can also see when revisiting the location of
the financial and economic crises in the last
hundred years in figure 9.9. It is noticeable that
stock market crashes and major economic con-
tractions10 also shift to Asia, as did metal pro-
duction and manufacturing capacities. Hence
it is understandable then that the U.S. stock
market crisis in 1985 for instance had less of an
impact on the MMI than a similar event would
have had in earlier times. By this time, and
ever since, the developments in Asia became
much more important to the M&M sector. Be
it the burst of the housing bubble in Japan in
the early 1990s, the Asian Financial Crisis in
the late 1990s, or the stock market troubles in
China in 2015, they all are mirrored well in the
MMI.
9.2.5 Summary
This section wanted to show if the MMI can
act as a proxy for the industrial and economic
activity of the world economy. We compared
it to various historical events and periods and
found that:
1. MMI movements track long lasting eco-
nomic expansions of resource intensive
economies such as the European recon-
struction efforts after WWII or China’s
emergence as an economic super power,
2. MMI peaks coincide very often or pre-
cede economic disturbances such as stock
market crashes in resource intensive
economies,
3. the MMI mirrors severe economic reces-
sions such as the Great Depression that
go along with reduced metal usage,
4. the MMI reflects supply and demand
shocks that are within and outside of the
Metals &Mining sector, such as the cop-
per shortages during WWI and the oil
crises in the 1970s,
5. in combination with other data the MMI
is indirectly reflecting regional and global
shifts in economic activity that affect the
M&M sector (i.e. location of stock mar-
ket crashes).
9.2.6 Conclusion
We can conclude that the MMI can act as an
universal proxy that mirrors the state of the
M&M sector. This proxy aligns well with eco-
nomic developments across the globe, especially
of economies that see a strong build up of the
primary sector. However the indicator should
not be mistaken as a measure in lieu of a GDP,
since the primary sector is only one of many sec-
tors in the entire economy. Hence mismatches
that have been observed in terms of timings of
economic events should not be surprising and
should not diminish the viability of it as an indi-
cator of the state of the global M&M industry.
9.3 The MMI & military conflict
At the example of WWI in section 9.2 we
already learned that wars can have an influence
on the Metals & Mining sector. We want to ex-
pand on this topic a little further now.
Military conflict existed since the dawn of hu-
man society. While their motivations might
have differed over the ages, one common de-
nominator was their dependency on metals.
Since the discovery that an alloy of copper with
tin and zinc resulted in a strong compound that
could be used in helmets, lancets and armor,
metals played a central role in human warfare.
This has not changed since antiquity, only that
over time new alloys and metals allowed for
new, ever more powerful weaponry and appli-
cations that joined or replaced those already in
10cf. tables A.27, A.28, A.29, A.30
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place.
We will now try understand better what par-
ticular metals are most required for any given
war in modern history. For this we will apply
our knowledge we gained on commodity cycles
and portfolio optimization in part II.
9.3.1 Metal requirements for wars
To investigate the metal requirements for wars
we need to merge three different data sets.
First, it is logical that a heightened metal in-
tensity of wars implies that war requirements
can drive demand for metals. As we just have
determined, the MMI reflects the general sup-
ply and demand dynamics in the M&M sector
and hence would be an ideal proxy for that.
Secondly, we need to get a better understand-
ing of the lengths and timings of wars that
happened in modern history. We are thereby
especially interested in wars that were fought
between technologically advanced parties and
hence required plenty of soldiers and material.
Based on literature research we compiled a list
of such wars that were deemed to fit these cri-
teria. It is provided in table A.33 on page 207.
Finally we need to get an indicator on metal
scarcity. We already determined in sec-
tion 6.2.2, which metal portfolios provide op-
timal returns over time (cf. TAN+ portfolios).
We can also interpret such an optimal portfo-
lio in a way that it represents the metal port-
folio that is dearest to the market and there-
fore rewards its providers with the highest re-
turns with the least associated risk. Dearest
can then be equaled with what kind of metal
portfolio the market is shortest in. By this rea-
soning, the metal that represents the highest
weight or share within the optimal portfolio is
the metal that is the one that is the most scarce
in the market. Hence the dominant metal of the
optimal portfolios could interpreted to repre-
sent the most scarce metal during a given time,
which will be a good proxy to use in the anal-
ysis.
Now that we have the components for the anal-
ysis, we can combine them to gain more insights
into this matter. In figure 9.13 on page 107 we
depicted this relationship. At the top of the im-
age we can see the length and region of major
wars in modern history. The MMI in the lower
part is reflecting the M&M sector returns in the
market. The color coded metals of scarcity, i.e.
the dominant metals of the optimal portfolios
are superimposed onto the MMI.
If we now take the resulting information for
only the times when wars were fought, we can
reveal the metals that are most scarce for each
war. The underlying assumption for this is of
course that the war in question is the major
driver for the metal demand, encountered.
We will start with the results for the wars in the
1800s and will subsequently present our find-
ings for those of the 1900s/2000s.
Metals during the wars of the 1800s
As we can see in figure 9.14 the wars of the
1800s show a great affinity to base metals such
as lead, copper and tin.
Starting with lead, it appears that especially
the Napoleonic Wars, the First Schleswig War,
the U.S. Civil War as well as the War of the
Pacific and Spanish American War showed in-
creased demand for it. That does not mean
that the other wars did not require any lead,
but other metals might have been more im-
portant then. After all, since the invention of
gunpowder, lead was the primary metal used
for bullets, and all modern wars were utilizing
them. This is because lead is malleable, easy to
cast and because of its relative cheapness it is
expendable. The dawn of mass production and
mechanization did not change this fact either,
only that with the invention of the rapidly fir-
ing Gatling gun in 1862 such bullets were now
mass produced in ever increasing numbers.
Copper’s relationship to war is as old as its
first alloys were produced for armory and hel-
mets during the aptly named Bronze Age. Its
usage diversified throughout the ages, with it
becoming of central importance in the produc-
tion of brass and bronze for cannons, but also
for copper sheathing of ships11 [68]. Copper
sheathing was thereby invented in the UK to
protect its vast fleet for its naval empire during
the 1800s. The latter has its beginning in the
establishment of naval supremacy that mani-
fested itself during the Napoleonic Wars.
As we can see in figure 9.14, copper features
well during those wars, as well as during the
War of 1812. Copper is a very versatile metal
and its uses spread quickly beyond the earlier
applications.
11copper sheathing was instrumental to prevent biofouling and corrosion of submerged parts of ship hulls
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Figure 9.13: Major wars in modern history
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Figure 9.14: Dominant metals in optimal portfolios during wars of the 19th century (metal
dominance during period in %, *in months)
Copper tubing in ever more powerful steam
engines was used in locomotives and steam
ships and accelerated troop deployments on a
massive scale. Moreover, copper cables were
used for the emerging communication technol-
ogy of telegraphy which had a massive impact
on the way wars were fought and coordinated.
This was demonstrated during the U.S. Civil
War and was also central to the German wars
of unification.
Tin’s affinity with war goes as much back in
time as that of copper, since it was a comple-
mentary component of bronze. In more recent
times one major invention however changed
warfare forever. It was that of the tin can in
1810 [69], which allowed to preserve food and
protect other goods from the elements such as
gunpowder. Since the first commercial produc-
tion of tin cans in 1812 its usefulness did not
escape the war commanders. In fact the Royal
Navy was a major customer for canned food
already in 1813 [70]. The coincidence of the
appearance of the tin can and the emergence of
tin in the war shortages for the late Napoleonic
Wars, theWar of 1812 and First Schleswig War
as seen in figure 9.14 is thereby striking. While
there is no actual documentation of the usage
of tin cans in those early wars, it is well doc-
umented for the Crimean War, the U.S. Civil
War, and the Franco-Prussian War [69][71][72].
The usefulness of canned food in other wars
such as the War of the Pacific should then be
beyond any doubt, especially as this particular
war was fought far away from any major sup-
ply lines where conserved food was essential for
military success.
Nickel appears only once as the dominating
metal in the 1800s, during the U.S. Civil War.
However, even when the first armored iron-
clads saw battle during this war, nickel con-
taining heavy armor was not invented until the
1890s [73]. The appearance of nickel is there-
fore not directly related to warfare, but rather
indirectly. Because of economic uncertainty,
this war was characterized by coinage hoard-
ing across the young United States [74]. Since
Union troops had to be paid despite the hoard-
ing induced coin shortages, the U.S. Mint in-
creased its Indian Head cent production dra-
matically (cf. figure 9.15).
Figure 9.15: Indian Head cent production and
nickel prices during the U.S. Civil War [75][76]
The 12% nickel content (NS-12) of these
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coins implied a nickel demand of almost 30t,
or 30% of the estimated total U.S. supply dur-
ing 186312. This strain on the nickel market
found its expression in the increase in nickel
prices. As a consequence, the expenses of the
U.S. Mint increased substantially. To lower its
cost it was decided to change the composition
of the Indian Head cent away from nickel to
bronze in 1864 (cf. also figure A.15, page 208).
This reduced nickel demand resulted then in a
rebalancing of the market and thereby in lower
nickel prices.
The scarcity of zinc during the Crimean and
the Franco-Prussian Wars could be linked to
its usage in brass which in itself is used in am-
munition. Especially rapid firing guns that be-
came increasingly common during the end of
the 1800s required reliable cartridges made of
brass [73].
The usage of silver in coinage to pay troops
goes back to antiquity, and as we just have
seen, coinage can become scarce during times
of war. The shortages of silver during the late
Napoleonic Wars and the U.S. Civil War can
therefore be seen as a war related silver short-
age, but specific documentation thereof could
not be found. On the other hand, the 1810s
were also affected by the wars for independence
that swept through Latin America. In places
such as Mexico and Peru the silver supply was
reduced by half [64]. Since both countries ac-
counted for more than 80% of global silver pro-
duction before their secession from the Spanish
Empire, and since silver was central to all major
monetary systems in the world, any reduction
in output had to cause major monetary reper-
cussions around the world. The observed sil-
ver shortages during the end of the Napoleonic
Wars up until the 1830s could therefore also be
explained by these developments.
The explanation for the appearance of cobalt
and platinum in the context of war in the
1800s is less straightforward. This is mainly
for the fact that the usage of cobalt contain-
ing alloys started only in the early 1900s and
its primary usage was for cobalt blue colorings,
before.
Platinum might have seen some minor applica-
tions in naval mines during the Spanish Amer-
ican War, but the overall usage was probably
very limited and mostly in jewelry. It is there-
fore more likely that the wild price swings and
implied scarcity of both metals were not a result
of war requirements, but rather a reflection of
their respective small market sizes. Hence any
relevance in the context of these wars in the
1800s is discounted at the moment.
Metals during the wars of the 1900s and 2000s
Compared to the 19th century, the scarcity for
metals represents itself quite differently for the
wars that followed. This has a variety of rea-
sons. For one, metals that were deemed exotic
before, suddenly found industrial usage as a
result of the Second Industrial Revolution (e.g.
Al, Mo, Pd, Pt). In addition, metals that al-
ready had an established industrial use, found
their way into new applications (e.g. Co, Cu,
Ni, Pb) increasing their appeal and importance
to warfare. Lastly, new production methods
reduced production costs dramatically for met-
als such as aluminum13, which increased their
availability and decreased prices. Hence we
see a much more varied picture of what metals
were scarce during times of warfare. This we
can see in figure 9.16.
Even if aluminum has been produced on an
industrial scale since the beginning of the 20th
century, the market did not experience any se-
rious shortages until the onset of the Korean
War. In response to the latter the U.S. govern-
ment put in place quotas on its civil consump-
tion as well as price controls. It also initiated
a program to double aluminum production by
existing companies to secure a constant supply
of the metal to its armed forces [77]. Due to
aluminum’s unique properties of strength and
light weight, the majority of it found its way
into the production of aircraft. An example for
that is given in figure 9.17 on page 110.
It shows production numbers of the most-
produced Western fighter jet during the Ko-
rean War - the F86-Sabre. Aircraft production
strained the metal supply in 1950 but as we
can see, these shortages were quickly alleviated
even before the Korean War ended. Subse-
quently the government stopped interfering in
the market in February 1953 [33]. The sudden
extra supply in aluminum resulted in a supply
glut. This however lasted only for a short time,
since commercial aviation and the introduction
of the aluminum can in 1959 [69] required ever
increasing amounts of the metal.
12no exact US nickel production figures are known for 1863, but Schmitz[64] estimates the production as 100t
in 1861 and 1865 (the world market was about 300t in 1867[64])
13i.e. Hall-Hérault electrometallurgical process
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math of the Great Recession in 2008/9. Hence
none of the gold showings can be directly as-
sociated with any of these specific wars. They
rather reflect on the deteriorating economic
conditions present during these times, and the
investors’ search for safe assets such as gold.
As in previous centuries, lead was still im-
portant for ammunition in the 20th and 21st
century. In addition it was discovered that
lead can be used in batteries but also provides
a good protection for electrical cables in terms
of mechanical resistance and moisture ingress.
Such properties were essential, especially in
naval applications. The increased demand for
both during the Spanish Civil War14 and the
Second World War can be shown in figure 9.18.
For example, from pre Spanish Civil War levels
in 1935, cable covering usage increased four-
fold in 1941, when the United States entered
WWII. As we can see, as soon as hostilities
ended, those metal used in war related appli-
ances fell dramatically.
Figure 9.18: U.S. lead consumption during
WWII [33]
Molybdenum finds its main application
in special alloys that are used in the automo-
tive and aircraft industry [33]. Scarcity for it
could therefore be related to the Spanish Civil
War and Vietnam War, with both of them re-
liant on aerial warfare. However, war related
scarcity for the metal was not documented in
either cases, indicating a false positive that
reflects rather general market conditions than
anything related to those specific military con-
flicts. For the former war there might also be
another explanation. While the Spanish Civil
War raged, the European powers started mas-
sive re-armament programs, which then were
followed by the Second World War. The metal
requirements for such were enormous and most
likely had an effect on metal shortages during
this time.
Nickel shortages are indicated for the First
World War, the Vietnam War, and the Gulf
War. All of these wars required armor plated
warships and/or armored vehicles and tanks
made with nickel alloys. Low stocks and seri-
ous shortages for the metal were reported in
the second half of the First World War [79]
when the US entered the war, as well as at the
end of the Vietnam War in 1974 [33]. However,
only in the former case were war requirements
mentioned in the context of the emerging short-
ages. Nickel shortages during the Gulf War in
1991 find no indications in literature, while in
fact stocks of nickel increased during this time
[33]. Hence yet again, global economic condi-
tions influenced this market, rather than the
requirements of this particular war.
Platinum was recognized a ”vital war mate-
rial” during the First World War [80]. Its us-
age as a catalyst for the production of sulfuric
and nitric acid15, as well as its usage in ignition
fuses, magnets and chronometers were essential
to wage war. The First World War therefore
caused a substantial increase in demand for
the metal [79]. The same war however put on
a severe strain on the economy of Tsarist Rus-
sia. Its economy contracted substantially [81]
and ultimately resulted in two revolutions and
a subsequent civil war. Since Russia was by
far the biggest supplier of platinum (93.5% in
1913), these events had a catastrophic out-
come for the platinum market. Falling supply
combined with increased demand resulted in
a serious shortage for the metal [79] and in
more than a doubling of prices - this all within
two years (cf. fig. 9.19). To compensate for
that, the industry, and especially the jewelry
business was encouraged to substitute plat-
inum with palladium [80]. This seems indeed
to have happened since prices for platinum
stabilized while those for palladium increased
further, well into 1918. We can see that while
14The United States unofficially followed a policy of non-intervention into the Spanish Civil War. However, it
leaned towards the Republican cause that was supported by France and the United Kingdom. It can therefore be
speculated that the sudden production increase of ammunition in 1937 is related to the Spanish Civil War and
that such ammunition found its way into Spain to fight the Franco forces.
15both chemicals are essential for the production of explosives
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the beginning of the war (1914-1916) was char-
acterized by platinum shortages, shortages in
palladium prevailed only at the end of the war
in 1917/8.
Figure 9.19: Platinum market during WWI
[33][82] (*crude platinum from alluvial sources)
Considering other wars we can notice that
platinum was also scarce during the Vietnam
War and the Iraq War, but actual shortages
were not reported [83]. In fact, while a producer
price increase in November of 1969 for platinum
caused higher returns (and slumping demand),
the shortages during the Iraq War rather seem
to be related to the increased usage of the metal
in catalytic converters of diesel cars16. The ex-
perienced shortages therefore were more related
to general economic conditions than to war re-
lated requirements.
A scarcity of silver appears only once during
the 1900s, namely during the Vietnam War.
However, this shortage was not due to pay-
ing soldiers as it was during in earlier times,
but rather for monetary reasons. The massive
expansion of coin-operated vending and meter-
ing machines during the early 1960s required
the U.S. Treasury to increase the minting of
its silver based coinage [86]. Since all coinage
with a face value of ten cents and above had a
silver content of 90%, increased minting went
along with an ever higher consumption of sil-
ver. As can be seen in figure 9.20, in 1960
the U.S. Mint required only slightly more silver
than what was produced by the mines of the
nation. Merely five years later the picture had
changed dramatically. By then its demand for
silver not only exceeded national production,
but that of the entire world. This development
triggered actions by U.S. lawmakers who passed
the Coinage Act on July 23, 1965. It specified
that the composition of the Half Dollar, Quar-
ter, and Dime should be changed to reduce the
usage of silver in its national coinage (cf. fig-
ure A.15, page 208).
Figure 9.20: U.S. Mint silver requirements vs.
silver mine production [33]
With the implementation of this law, the
silver consumption by the U.S. Mint was curbed
substantially and the silver shortage was allevi-
ated quickly. This episode with a looming and
/ or existing metal shortage thereby resembles
strongly the monetary debasement just 100
years earlier during the U.S. Civil War. The
only difference this time around was that it
was not done to feed the troops, but to feed
the vending machines.
The usefulness of tin in preserving food did
not change during the 1900s. The use of tin
cans is well documented during the Boer War,
the First and the Second World War [70] [87]
[79] and it would be surprising if they were not
used during the Spanish Civil War and other
major conflicts. Tin also found new applica-
tions in soldering of electronics, which became
ever more important with the spread of the
latter and the emergence of electronic warfare.
However, we can see that tin does not feature
as largely in the 1900s as it was in the 1800s.
This is probably more a function of the fact
that other metals seemed to be scarcer com-
parative to tin and hence became the dominant
metal in the optimal portfolios, rather than tin.
Uranium occurs twice in figure 9.16. On the
one hand we see shortages during the end of
the Vietnam War, while on the other they ap-
pear during the Iraq War. Fortunately, both
wars were not nuclear in nature, and the rea-
son for its apparent shortage lies outside of
16this increase of catalytic converter usage was an industry response to comply with tighter emission standards
in Europe and North America [84][85]
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those for direct war applications. When we
compare figures 9.13 on page 107 and 9.27 on
page 120, we can see that uranium shortages
appear during times just before and during
uranium production expansions as a result of
an increase in nuclear power plants (NPP) con-
struction. Hence we can safely assume that the
experienced shortages in uranium are rather a
function of developments in the energy sector,
than of such in the war theaters.
The usage of zinc did not change much since
the late 1800s and its main war application
remained brass for firearm cartridges [79].
Episodes of apparent zinc shortages during
WWI&II , the Spanish Civil War, as well as
during the Vietnam and Gulf War should not
come as a surprise then. However, actual short-
ages have not been reported during any of
these conflicts, but anticipations of those wars
might have moved the markets and thereby
the relative performance of zinc. For instance,
it is mentioned that the ”Gulf War tended
to halt the decline of zinc prices in the first
third of 1991”[88], while government incentive
plans encouraged production increases during
WWI [79] and WWII [89].
9.3.2 The MMI & timings of war
In revisiting figure 9.13 on page 107 we can
notice that the investigated wars almost al-
ways coincided with a boom phase of the MMI.
We can see this in particular during the 1800s
and early 1900s with the pronounced increased
MMI returns during the Napoleonic Wars, the
Crimean, and U.S. Civil War, the War of the
Pacific, and especially the First World War.
It therefore appears that there is a close re-
lationship between the incidence of metal re-
quirements for war and positive performance
of the MMI. Aside from the few exceptions
such as the Russo-Japanese War and the First
Schleswig War this relationship seems to align
well with the findings we made on the economic
performance of the First World War, earlier.
9.3.3 Discussion
As the results show, the relationship between
war requirements for metals, the cyclicality of
the heavy industry represented by the MMI,
and the optimal portfolios is complex. To put
the results in context we need to discuss them
in light of a variety of dimensions.
The first aspect we need to consider is the
lengths of wars. As shown in figure 9.21, the
analyzed wars vary dramatically in length.
Figure 9.21: Histogram of lengths of modern
wars
While wars such as the Falklands War were
short lived ones, lasting only two months, oth-
ers like the IraqWar lasted for decades17. It
appears logical then that the longer a conflict
lasts, the scarcer resources become for the in-
volved parties, and the higher the prices trend,
which itself should be reflected in the MMI.
Very short wars that last less than a year on
the other hand should not have a major in-
fluence on the MMI indicator and the optimal
portfolio composition. This is because the pro-
duction of war material was done in advance
and except for food provisioning and ammuni-
tion it is questionable that major procurements
for capital intensive goods such as warships
or artillery can be executed on such a short
notice. Hence the indicated scarcity of met-
als during short wars18 do probably encompass
other needs of the economy aside from wars.
Another aspect to consider in the analysis of
war requirements for metals is the question
of government price controls. Such controls
were implemented during the end ofWWI [79],
for almost the entire the duration of WWII
[90] and to some extent during the Korean War
[91]. Price controls reduce price volatilities
that subdue MMI returns, but also influence
the optimal portfolio composition. The effects
can especially be seen during WWII, when
17see figures 9.14, 9.14 and table A.33, page 207
18i.e. theFranco-Prussian War, the Spanish American War, or the Falklands War
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price controls were instated between March
1941 and November 1946 [90]. When revisiting
figure 9.16 on page 110, we can notice that
the WWII was apparently only short in cobalt,
lead and zinc. However, this only appears to be
the case due to the price increases these metals
have seen in anticipation and during the very
early days of the war. Shortages of metals and
substitution thereof were reported for a number
of other metals but were not reflected in price
changes [92]. Price controls therefore obscured
such shortages which was quite different from
the experience during the First World War.
Moreover, the relativemarket size for a metal
in question has to be considered. If a given
metal is in short supply, but the market is ei-
ther large, or production of it can be increased
in a short time span (i.e. elastic supply), short-
ages are not serious and their reflection in price
increases and within the MMI is moderate.
This changes when the market is relatively
small, production is more difficult to expand,
and the demand increase is sudden and long
lasting. Such scenarios were common during
most of the wars during the 1800s and until
the mid 1900s. In fact it is likely that for most
of history, war requirements matched or out-
stripped the existing metal specific supply to
various degrees. The last war that showed a
strong mismatch between supply and demand,
especially that for aluminum was the Korean
War. Since this time however, the global econ-
omy far outstrips the metal demand of the
wars that are fought, and it is only in the best
interest of humanity that this situation is main-
tained.
Building on the notion of the market size we
also need to keep in mind that the dominant
metal of the optimal portfolio is a reflection of
the relative importance of the respective metal
within the portfolio. If it happens that a metal
with a small market size experiences a sud-
den demand increase and therefore large price
swings, it will have a heightened influence on
the portfolio composition and therewith on the
designated dominant metal. This result might
be right for the portfolio and its performance,
but not necessarily for the interpretation of it
in the context of war requirements. This is
exemplified by the appearance of cobalt dur-
ing the War of the Pacific, the Boer War, and
the Russo-Japanese War, where its war related
usage is highly questionable. Hence, the desig-
nation of metal demand to wars needs careful
thought and should be supported by evidence
in form of documentation, whenever possible.
However, this poses a conundrum, since the
supply shortages, especially during the 1800s
were not necessarily documented as such. Mar-
ket research was still in its infancy and the
insights that some traders might have had on
the global metal supply & demand balances
were most likely muttered only between mar-
ket participants and did not find their way into
public knowledge. Hence a lot of the usage of
metals and the shortages thereof rely on scant
and anecdotal evidence, if at all (cf. War of the
Pacific).
The technological complexity of wars is an-
other aspect that needs consideration. It turns
out that the designation of metals to certain
war needs is much easier when the metal in
question is plain to see and its utility easy
to grasp. For instance the copper sheathing
of wooden ships and the use of brass in am-
munition is easy to understand and well doc-
umented. Required tonnages for metals can
be quantified or inferred reasonably well. How-
ever, this is not the case when complex military
systems come into play, such as rocket systems
or the usage of depleted uranium shells. Hence
the more complex the war requirements be-
come, the less visible do the war requirements
become as a whole. This complexity, as a
function of technological progress, increased
through time and hence the influence of metal
requirements are more easy to see in early wars
then of those in more recent times.
The geographical extent of a war also seems
to matter. After all, it is quite understandable
that a local war requires less resources than a
war that is fought globally. Hence local wars
are less likely to find their expressions of metal
shortages within the optimal portfolio than re-
gional, or global ones.
Moreover, the intensity of war has to be con-
sidered. It is quite reasonable to argue that a
low-key war that is fought rather as an expe-
dition such as the Falklands War, requires far
less resources than a total war such as the U.S.
Civil War or WWI&II.
We can summarize our findings on the differ-
ent aspects of war related metal shortages in
figure 9.22 on page 115. While this illustration
does not show an exhaustive list of factors that
can influence the wartime scarcity of metals, it
demonstrates that no single factor determines
the perceived or realized scarcity of metals that
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we can detect using the optimal portfolio ap-
proach. At the same time, our initial assump-
tion that the metal demand during war times
is entirely determined by the latter also needs
to be relaxed. While this assumption might
be true when wars are global and resource in-
tensive such as the two World Wars, this does
not hold in most other cases. As we have seen,
scarcity of metals during wars might either be
only indirectly related to it (nickel during the
U.S. Civil War) or not at all (cobalt during the
Boer War, or silver during the Vietnam War).
Figure 9.22: Different dimensions of war caus-
ing metal shortages
It also appears that this link between war
and metal scarcity has been weakening while
time progressed. While a causal relationship
between the two was easy to establish in the
1800s, it became less and less straightforward
during the 1900s. The Korean War was the
last major war where we observed such a re-
lationship. With the start of the 1960s the
metal markets expanded in such a way that the
growth in the global economy far outpaced the
requirements of any particular war. Interest-
ingly enough, this trend went also along with
a geographical shift of where major wars were
fought. In analogy to the production relocation
of metals we observed earlier, the theaters of
war also shifted from Europe and North Amer-
ica to Asia. If that is a mere coincidence or
correlation is a question for a different study.
9.3.4 Conclusion
This section has shown that in redefining the
meaning of the optimal portfolio results in
chapter 6, it is possible to gain insights into
war related metal scarcities. In combination
with our learnings on the commodity cycles we
have shown the extent of such metal shortages
for a number of wars and were able to find
supporting documentation thereof. However,
as complex as the metal requirements are in
the light of specific wars, so are they with re-
spect to the global economy. While war in-
duced metal shortages dominated most of the
considered time period, we learned that over
time the influence of the global economy be-
came more prominent and finally outweighed
the war requirements since at least the end of
the 1950s. However, no matter what the ulti-
mate reason for actual metal shortage was, the
chosen approach can shed light on the nature
of such shortages and provides results that are
specific in terms of metal and time.
9.4 MMI cyclicality
In this section we want to investigate the
nature of the MMI cycles more deeply. First
we want see if the two cycle motion types we
observed in chapter 7 can be put into context
with the industrial activity of a commodity sec-
tor. Moreover we want to examine if insights
can be gathered from the way the different mo-
tion types are sequenced and if historical ev-
idence can support these findings. Lastly we
want to put these findings in context with the
business cycles we discussed in chapter 7.
9.4.1 The meaning of cycle motions
Up to this point we did not spend any time
in investigating the underlying reasons for the
two cycle motions. This is simply for the fact
that it is more difficult to ascertain commodity
specific developments separate from the general
economic framework. We therefore need to use
a gauge that reflects more the M&M sector it-
self. As we have shown earlier, the developed
MMI seems to be a good proxy for this. Hence
we are at a point where we can investigate the
nature of motions, using the MMI as the basis.
To understand the motions of the MMI cycles
better we also need to find a production proxy
that is reflecting the overall dynamics in the
metal markets. For this we turn to the metallic
commodity that is by far produced the most
in the world and is a good indicator for in-
dustrial activity - crude steel. The main ad-
vantage of crude steel in this context is that
plenty of resources are required for its produc-
tion. Aside from metallurgical coal it requires
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iron ore, scrap and fluxing agents to produce
crude steel. Such steel is then refined by adding
metals such as molybdenum, cobalt, nickel, as
well as zinc and tin for coatings of the fin-
ished steel product. Hence any activity in the
steel industry will reflect back on many of the
metals we are investigating. Since the MMI
does not contain any metal prices that are di-
rectly related to the making of crude steel (coal,
iron ore, fluxing agents) any commonalities we
gather from the cross-analysis of the MMI and
the steel sector should therefore be more than
just a coincidence.
To start this analysis we turn to crude steel
production since the start of the 20th century.
In figure 9.23, we superimposed the annualized
MMI cycle motions atop of the global produc-
tion numbers.
Figure 9.23: Crude steel production in context of MMI cycle motions and sequences [47][52]
A couple observations can be made. First,
crude steel production during counterclockwise
motions seems to plateau for a number of years
(cf. grey boxes). In addition, clockwise cycles
seem to coincide with tremendous production
growth periods. This becomes apparent espe-
cially when looking at the compounded annual
growth rates (CAGRs) for each of the cycles19.
It appears that CCW cycles show substantially
less growth (0.5-3.1%) than those of the CW cy-
cles (4.1-7.5%). The difference between the two
cycle types in terms of growth becomes thereby
stronger the more the time passes.
These crude steel market developments corre-
spond to different growth periods that were,
among others, observed by the Boston Consult-
ing Group (BCG) [93]. They distinguish three
distinct phases of development after the end
of the Second World War20. The first phase,
from 1950 to 1973, was characterized by a pro-
duction growth of 5.8% that was related to the
building of civil and economic infrastructure in
the industrial nations. The second phase from
1974 to 2001 was called the Stalemate Years
and showed annual growth rates of only 0.6%.
This period was characterized by a flat supply
curve, chronic overcapacity in steel making 21,
and despite repeated cost reduction programs,
low profit margins. The last phase from 2001-
200622, was called the Boom Years and was di-
rectly linked to the economic growth in Asia
and higher profit margins in the industry.
It appears that BCG’s findings correspond
closely with the observed presence of the clock-
wise and counterclockwise motions of the MMI.
Clockwise motions of the MMI thereby align
with BCG’s episodes of growth and boom,
while counterclockwise motions are character-
ized by stagnation, overcapacity and low profit
margins. While we could not find a similar
report for earlier times, some evidence exists
that a similar relationship was in place within
the steel sector before the onset of WWII [94].
Hence it appears that the MMI motion can
19CAGRs are computed between the production maxima of each cycle
20the BCG study did not evaluate data prior 1950
21ca. 25% between 1992 and 2001 [93]
22the document was published in 2007
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help to reveal underlying industrial conditions,
i.e. expansion (strong growth) vs. contrac-
tion/consolidation (low or no growth). This re-
lationship between MMI cycle motion and eco-
nomic performance provides therefore a new in-
sight in the macroeconomic state of the M&M
industry as a whole.
9.4.2 Sequences of cycle motions
We showed earlier that the MMI is a good
universal proxy for the cyclicality of the M&M
sector. It is now time to see if the observed
cycles do stand in any temporal relationship
to each other. For this we turn back to the
lower part of figure 9.1 on page 96 and simplify
the shown MMI motion chart at its bottom.
The resulting chart is shown in figure 9.24. We
can note that the length and motion types of
the different cycles do show repetitive patterns.
For almost the first hundred years we see a se-
quence of short lasting cycles that switch be-
tween counterclockwise (a) and clockwise (b)
motions in the order of a-b-b-b23. This sequence
is repeated once, and cut short in its second
repeat in October 1895. The pattern changes
then to c-a-a-d, with c and d being long clock-
wise cycles. Cycle c is thereby characterized as
showing an increase in returns that reaches a
long lasting plateau before it is peaking late in
the cycle, followed by a quick descent. Cycle d
is shorter than c and is characterized by a quick
ascend, a peak during the middle of the cycle
and a slow descend.
Figure 9.24: Simplified MMI motions and its associated technological epochs between 1800 and
2018
After the observed sequence of c-a-a-d ends
in December 1960, it is repeated once again
and ends in January 2016.
With a-b-b-b and c-a-a-d we can therefore dis-
tinguish two different sequence patterns. The
first is a-b-b-b and prevails until the late 1800s
while c-a-a-d dominates ever since. These time
periods align well with the episodes of techno-
logical progress the industry experienced. The
1800s were dominated by inventions of the First
Industrial Revolution. These revolved around
the harnessing of coal based steam power that
was characteristic for the Coal Age. The Second
Industrial Revolution in the late 1800s trans-
formed the industry once again. It did this
by introducing electrical power, new chemical
processes and petroleum based mobility that
defines our industry to this day. For this study
we will split the second of these time periods
into two epochs, right when the latter pattern
repeats itself in 1961. Hence we will distin-
guish three technological epochs, namely the
Coal Age, the Oil Age and the Atomic Age.
As we will see shortly these epochs are not
random classifications, but find repercussions
in underlying trends that will be discussed
shortly. Before we turn to these however, we
want to quickly discuss the return characteris-
tics of these different epochs.
As we can see in figure 9.25, page 118 and
table A.32 on page 206, the density curves of
the returns, as well as the average returns shift
higher throughout the ages. While the average
returns were 0.10% during the Coal Age, they
increased to 0.26% during Oil Age, ultimately
reaching 0.58% during the Atomic Age. In ad-
dition to this we can also see that the variability
of the returns increase at the same time. These
23the first cycle a is thereby an incomplete cycle and its parameters are not used in the study
117
observations correspond with those in the first
section of this chapter. However, we now can
associate them with particular technological
epochs.
Figure 9.25: Return distribution for different
technological epochs
Technological Revolutions
As suggested earlier, the prevalence of different
cycle patterns can be associated with the kind
of industrial processes that drive our economy.
To support this idea from within the M&M
sector, we turn to the question of mine produc-
tivity and how it changed throughout time. For
this we look once again at the copper industry
and in particular the mine productivity mea-
sured as copper metal24 extracted per miner or
FTE in a year (tCu/FTE). We have drawn this
relationship of major mines in figure 9.26.
We can see that mine productivity for most
of the time since the Renaissance and up un-
til the late 1800s ranged between 0.3 and 1.4
tCu/FTE. This comes as a little surprise since
we do not see the impact of the First Industrial
Revolution. However, there is a good explana-
tion for this, but we have to step back in time
for that.
We have to remember that the trigger for the
First Industrial Revolution was the issue of
mine water. The water wheels that helped
drain the mines since the Renaissance25 could
not cope with the increasing depths of the
mines and the associated higher water volumes
anymore. This led to the invention and intro-
duction of Newcomen’s atmospheric engine in
the English coal fields26 in 1712 [95]. It allevi-
ated this problem to some degree and thereby
triggered the First Industrial Revolution.
Figure 9.26: Mine productivity since 1500 (an-
nual tonnes of copper produced per employed
miner) see also table A.31
James Watt improved the steam engine
technology tremendously in 1781 causing the
mining industry to adopt it more widely for
water drainage of the mines, as well as for ore
hoisting. From England the technology then
found its way quickly across the channel to the
European continent27 and overseas, especially
to the United States [96]. However, this tech-
nology only helped to drain water of deeper
mine levels and aside from hoisting ore faster
did not change much in terms of actual mine
productivity at the rock face. The miners still
toiled away not much different than their an-
cestors during the Renaissance, described by
Agricola in De Re Metallica [97] - they just
toiled on ever deeper and darker mine levels.
Mine productivity therefore was not so much
determined by the introduction of the steam
engine, but by the actual grade and acces-
24metal in ore
25The re-introduction of the water wheel is in fact widely associated with the start of the Renaissance in Europe
26Dudley Castle, British Midlands
27e.g. the first steam engine installed in a German mine was to drain mine water at the Hettstedt Kupferschiefer
mine in Aug 1785
28The deeper the mines became, the longer the commuting times of the miners were, and hence the time to
actual mine the ore decreased. This led to a further decrease in mine productivity.
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sibility of the ore28. Hence, like during the
Renaissance, the big productivity gains dur-
ing the First Industrial Revolution were not
accomplished within the mining, but rather in
another sector, the textile industry [96][98].
The Second Industrial Revolution at the end
of the 1800s had a much more profound influ-
ence on the mining industry. The introduction
of electricity allowed for compact electrical lo-
comotives that increased the mobility in the
narrow underground mines, as did electrical
lamps help to illuminate them. Compressed
air allowed for the introduction of air hammers
that greatly increased productivity, as did the
invention of dynamite. The introduction of
the first steam shovels, and later electrical
shovels in combination with the invention of
froth flotation and the synthesis of ammonia
for explosives allowed for large scale mining
of low grade open-pitable ore bodies. This,
combined with the introduction of the internal
combustion engine for automotive applications
pushed the mechanization of mining forward
and greatly improved mining productivity in
underground and open-pit settings. The asso-
ciated step change in mine productivity is well
illustrated at the dawn of the 20th century in
figure 9.26 (cf. also table A.31).
When this new technology was employed in the
few remaining high grade mines, fantastic pro-
ductivity benchmarks were set. For instance
the high grade Kennecott mine29 became a
hugely profitable operation by employing the
latest technology in extraction, hoisting and
transportation (cf. section 9.2). Its mine pro-
ductivity of 92.5 tCu/FTE (cf. No. 13 in
fig 9.26) is still hardly achieved by current un-
derground mines.
Additional evidence for the impact that mecha-
nization had on mine productivity can be given
when comparing mines No. 1, 10 and 25. While
the first two represent the Mansfeld mines in
Germany and No.25 the Polish Glogow mine,
they all sit on the same continuous ore deposit,
the Kupferschiefer. It was just mined at dif-
ferent times and in different places, only some
400km apart. With a mine productivity of
0.5tCu/FTE during the Renaissance, the pro-
ductivity increased to 1.5tCu/FTE in 1893 and
sits now at around 50 tCu/FTE. It is a vivid
example on how mechanization improved mine
productivity dramatically due to technological
innovation.
What we can also notice in figure 9.26, is that
compared to underground mines, surface oper-
ations always have been more productive. This
is not entirely surprising, since bigger machines
that can be utilized in an open pit setting can
extract more volumes and therefore are less
labour intensive with respect to the contained
metal. This relationship holds especially true
with the introduction of autonomous trucks
in some of the mines of the Chilean Andes.
Mines such as Radomiro Tomic or Gaby of
Codelco have shown mine productivities of up
to 465.4 tCu/FTE. It is thereby very likely that
this is just a glimpse of the productivity im-
provements that are to come with extensive
automation and AI that is a feature of the
Fourth Industrial Revolution.
While we have been able to see clear pro-
ductivity increases that were triggered by the
Second Industrial Revolution and at the dawn
of the Fourth Industrial Revolution, we have
not seen any changes that were triggered by
the Atomic Age. For this we need to turn to
figure 9.27, page 120.
As we can illustrate, the Atomic Age was char-
acterized by the advent of uranium mining
and the harnessing of nuclear power. Uranium
is a dual purpose metal. The first applica-
tion of it was in the form of nuclear weapons
that for good or bad, ended WWII in a flash.
The usefulness of it in such weapons for nu-
clear deterrence was a main feature of the Cold
War. It necessitated a rapid growth in ura-
nium mining that started in the 1950s. With
the increased amounts of stockpiled uranium
the second application was gathering steam,
namely the harnessing of uranium’s atomic en-
ergy to generate electricity in nuclear power
plants - NPPs. This commercial phase started
with the opening of the first boiling water re-
actor Dresden-1 in Illinois, United States in
May 1960. The 1960s then saw a substantial
increase in the construction of NPPs around
the world.
The oil crises in the 1970s (cf. section 9.2)
reinforced this trend. At the peak of it in 1979,
186 reactors were under construction, while
the maximum share of nuclear power in the
global electricity mix of 17.5% was not reached
until 1996 [99]. However, the Three Mile Is-
land in 1979 slowed this growth trend and by
1986 when the Chernobyl reactor No.4 blew
29Copper lifetime average head grade of 12.8%, Silver 2.1 ozt/st
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up, the excitement for nuclear power had fiz-
zled out. Even a renewed interest in nuclear
power during the last commodity boom came
to an end quickly with the catastrophic failure
of Fukushima Dai-Ichi during the aftermath of
a tsunami in 2011.
The uranium production history reflects all
these developments very well. The initial re-
quirements for nuclear deterrence and atomic
power resulted in a rapid production increase
and a peak production of 81kt in 1981 [48].
With the waning interest in nuclear power and
the Cold War in its final phase, production
decreased slowly at first and then very rapidly
after the fall of the Berlin Wall in 1989. Nuclear
disarmament treaties (START I /II) between
the United States and Russia resulted in the
reduction of nuclear warheads that each nation
hosted. These weapons were dismantled with
the fissile material re-purposed for the pro-
duction of nuclear fuel for NPPs. This extra
supply to a stable number of NPPs depressed
uranium mining volumes further. The expiry
of the above treaties in the early 2000s ended
the supply of fissile material from nuclear arms
though, and the industry started to adapt by
slowly increasing production to supply existing
and coming NPPs.
Figure 9.27: Major trends defining the Atomic Age
By early 2016, this trend seems to have
found a new equilibrium, but it appears that
the Atomic Age has come to an end. Neverthe-
less, this age did probably more than change
our perception of nuclear war and atomic
power. Since the understanding of nuclear
reactions required the computation of com-
plex mathematical equations in short time, it
pushed the development of computerization.
This technology ultimately found its way into
commercial applications and therewith trig-
gered the Third Industrial Revolution, also
know as the Digital Revolution. Hence it is
safe to say that the Atomic Age and the Dig-
ital Revolution are two sides of the same coin.
It also resembles the First Industrial Revolu-
tion in such a way that both didn’t show mas-
sive increases in productivity, but rather the
continuation along a trajectory as shown in
figure 9.26. The Fourth Industrial Revolution
however bears the promise like the Second In-
dustrial Revolution did, to bring significant pro-
ductivity improvements as indicated by the au-
tonomous copper mines of Chile, already.
Technological epochs & bond cycles
We discussed the bond rates already in chap-
ter 6, but want to put them into relation to the
observed technological epochs now. As we can
see in figure 9.28, bond rates fluctuated over
long time horizons. Assuming that bond cycles
all start in troughs like the commodity cycles,
we can differentiate three full cycles within the
considered time period. While the first is as-
sumed to start long before the year 1800, sub-
sequent cycles start in July 1896, July 1954,
and July 2012 (cf. table A.34, page 208).
It is thereby interesting to see that they align
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well with the different technological epochs we
described earlier. For instance, the first bond
cycle ends only eight months after the MMI im-
plies the end of the Coal Age. The difference
is bigger for the second cycle, which ends 6.5
years ahead of that of the Oil Age, and the third
that ends 3.6 years ahead of that of the Atomic
Age. Given that the observed cycles last mul-
tiple decades, these mismatches seem minor.
It therefore appears that the bond cycles and
the industrial cycles mirror long term devel-
opments within the human society that are
related, such as industrial developments and
human progress. Since the former so closely
match the commodity cycles we could see it as
a hint that the latter are in fact real and not
a random result of the analysis of the metal
markets.
Figure 9.28: Bond rate cycles and industrial cycles through time
9.4.3 MMI & business cycles
We have already indicated that metal and ore
cycles seem to represent extended Kitchin cy-
cles. We now want to find out if the other
three, more macroeconomic cycles can be ob-
served within the Metals & Mining sector that
is represented by the MMI. For this we turn to
figure 9.29.
When we assign the business cycles according
to their lengths (cf. table 7.1, page 48) to those
of the MMI cycles in the figure (cf. table A.26,
page 203), new insights emerge. It appears that
the shorter Juglar cycles, representing fixed in-
vestment cycles, are the most prevalent since
the start of the 19th century. The Kuznets
cycles, understood to describe the cyclicality
of infrastructure investment can also be found.
They thereby seem to be more common during
the 20th century. What is striking is that es-
pecially the Kuznets cycles match our observa-
tions we made in this chapter regarding the eco-
nomic developments of specific regions. It ap-
pears that the MMI cycles XIII, XIV and XVII
correspond well with the infrastructure devel-
opments in Europe, Japan and China. While
we did not discuss much the MMI cycles III
and X in terms of infrastructure, they are also
related to massive public building programs in
the Western World.
Figure 9.29: MMI cycles vs. business cycles
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In fact, they represent the breakneck de-
velopments of the railroad sector in the 1830s
(MMI cycle III) across Europe and North
America on the one hand, and the infrastruc-
ture programs that came along with the Second
Industrial Revolution during the early 20th cen-
tury (MMI cycle X) [100][101], on the other.
As we have shown earlier, we can also discern
technological epochs that can be described with
Kondratieff waves [22][101]. These compare
reasonably well with the lengths of the MMI
epochs, especially for the Oil Age and Atomic
Age (cf. table A.32, page 206).
9.4.4 Summary & Discussion
The analysis of MMI cyclicality provides five
major insights.
First, the motion type corresponds to the con-
dition the overall Metals & Mining sector is
in. While clockwise motions indicate an indus-
try that seems to expand rapidly, counterclock-
wise motions denote an industry in consolida-
tion mode.
Secondly, it appears that bond rate cy-
cle lengths mirror the observed technological
epochs. It is assumed that this coincidence re-
flects back on the industrial development of hu-
mankind, however it is difficult to deduce a sin-
gular factor for this coincidence.
Moreover, it seems that the MMI cyclicality
can be explained with the presence of differ-
ent business cycle types that are known in
macroeconomics. While the shorter MMI cy-
cles seem to align well with fixed investment cy-
cles (Juglar), the longer cycles correspond well
with those that concern infrastructure develop-
ments (Kuznets swings). What is of particular
interest regarding this observation is that with
the start of the Oil Age the Juglar cycles coin-
cide exactly with CCW cycles, while Kuznets
swings do so with CW cycles.
When we compare the findings on the Kuznets
cycles with those of superior returns within the
MMI sector (cf. section 6.2.2, page 37), we can
also note that such times always fall into those
periods when Kuznets cycles are present (cf.
figure 9.29). It can therefore be argued that
the M&M industry as such is only exceptionally
profitable during infrastructure driven Kuznets
swings, while this is not the case during Juglar
cycles. These super cycles thereby show a spac-
ing of about twenty years. In other words they
occur about once every generation.
Lastly, we can discern two major sequences of
different cycle motion patterns - aaab and caad.
When we put these patterns in historical con-
text, we can deduce that these patterns are not
random collections of cycle motions, but that
they correspond to major technological phases
in modern history, namely the Coal Age, the
Oil Age and the Atomic Age. Our analysis
suggests that these can be compared to what
is known as Kondratieff waves in macroeco-
nomics. With the understanding that the last
technological epoch ended in January 2016 we
suggest that a new epoch has begun. This age
is most probably revolving around the Fourth
Industrial Revolution that has machine learn-
ing and large scale automatization at its heart.
Given the fact that all ages were called after
their revolutionary way to harness energy, we
can speculate that the current age will revolve
around fuels that are deemed cleaner in terms
of emissions. Hence we propose the age called
after fuels such as methane or hydrogen and
settle on the Hydrogen Age.
9.5 Summary & Discussion
This chapter set out to establish an indica-
tor that reflects the developments within the
Metals & Mining sector. We determined that
the MMI can be used as such an indicator. We
then put the MMI into an economical context
and showed that it reflects not only long term
economic expansions and contractions, but also
short lived events such as stock market crashes.
When investigating the MMI cycle motions, we
also realized that the type of motion can in-
dicate in what condition an industrial cycle is.
Clockwise cycles indicate thereby robust indus-
trial growth, while counterclockwise motions
represent industrial consolidation and stagna-
tion. It is suggested that such a relationship
can also be applied to specific metal industries
such as copper, or aluminum. This should help
in better assessing their respective cycle dy-
namics.
We also revealed that periods of superior re-
turns of the Metals & Mining industry, i.e. su-
per cycles, coincide with clockwise MMI cycles,
especially since the Second Industrial Revolu-
tion. These periods of superior returns happen
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once every generation and can be interpreted
as infrastructure driven Kuznets swings.
A deeper analysis of the cycle motions of the
MMI also revealed that repetitive sequence pat-
terns exist for such motions. We were able to
show that these sequences correspond to tech-
nological epochs that were started by the First
and Second Industrial Revolution, as well as the
Digital Revolution. The epochs were assigned
to be the Coal Age, Oil Age, and Atomic Age.
They can be compared to Kondratieff waves
and are supported by historical evidence. We
also propose that a new epoch has dawned with
the beginning of the Hydrogen Age.
The analysis on the relationship between war
and metal requirements showed that wars trig-
gered metal shortages and associated industry
booms especially in the 1800s. This close rela-
tionship became weaker with the onset of the
1900s and ultimately broke down in the late
1950s. At the same time, the performance of
the MMI became ever more related to global
economic developments, as did the associated
metal shortages. These observations fit nicely
with our findings on the technological epochs.
It appears that metal shortages during the
Coal Age were dominated by military demands,
while general economic requirements were re-
sponsible for such during the Atomic Age. The
Oil Age sits in the middle of these trends, where
wars and the general economy were responsible
for metal requirements in an alternate fashion.
We can show this relationship in a simplified
fashion in figure 9.30.
In addition, the MMI itself cannot provide any
geographical insights on where the Metals &
Mining sector thrives. However, geographical
information that comes along with other data
we analyzed30, can help to contextualize the in-
sights we can extract from the MMI, geograph-
ically.
Figure 9.30: Technological epochs and primary
cause of metal shortages
For instance, the geographical location of
growing economies, economic crashes and re-
cessions, or the locations of wars and their re-
spective alignment with the MMI movements
through time allowed us to show that a geo-
graphical shift of industrial activity is under
way from Europe via North America to Asia.
Hence the MMI reflects the condition of the
M&M sector, no matter where it is center of
activity is located geographically. This rein-
forces the notion that the MMI is a viable and
specific indicator for cyclicality of the Metals &
Mining sector.
9.6 Conclusion
In this chapter we established the Metal
Markets Indicator (MMI) as a proxy that re-
flects the cyclical nature of the entire M&M sec-
tor. We confirmed that it aligns well with his-
torical facts and events that are crucial to this
industry. We also showed that the behavior of
MMI cycles can be explained with macroeco-
nomic business cycles. Lastly we were able to
use the MMI to uncover the presence of differ-
ent technological epochs that were important
in human history and will be essential for the
remainder of the study.
We therefore conclude that the MMI can be
viewed as a viable indicator that reflects the
state of the Metals & Mining industry for the
last 220 years.
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10.2 Metal performance during technological epochs
When we apply the above methodology to
the movements of the MMI and superimpose
the dominant metals of the optimal and safest
portfolios, the picture in figure 10.3 on page 127
emerges. As we can see, a complex relationship
of dominant metals versus the individual indus-
trial cycle stages emerges. We will now inves-
tigate these relationships based on the existing
technological epochs we determined in the pre-
vious chapter.
10.2.1 Coal Age
As we can see in figure 10.3, base metals dom-
inate the optimal portfolios during the cycles
of the Coal Age, while precious metals do the
same for the safest portfolios. When separating
the observed relationships by cycle stage, we
can discern trends that go beyond these gen-
eral observations (cf. table A.35, page 209). In
figure 10.2 we can observe how the composi-
tions of the portfolios change throughout the
different cycle stages.
optimal portfolios
Starting with the optimal portfolios, we see
that while base metals dominate the cycles as a
whole, they are a little less likely to dominate
them during the cycle trough, while peaks are
entirely comprised of them. In terms of metals,
lead plays a central role during the cycle trough
and the waning of the bust phase q1, while zinc
is more prominent during the remainder of the
cycle. Tin has a particular strong showing
during the peak (41.1%), while nickel is very
prevalent during the end of the cycle boom at
stage q3. Nickel appears thereby of particular
importance since it only seems to dominate
the optimal portfolios during the boom phase
of the cycle (stage q4 - peak - q1), while it is
entirely absent during the bust phase.
Precious metals in the optimal portfolios be-
have contrarily to those of the base metals.
While their highest likelihood of dominance
appears during the trough they do not show up
during the peak and are hardly present during
stage q1. The trough and end of the bust pe-
riod q3 is thereby dominated by silver, while
the beginning of it during q2 is characterized
by the prevalence of platinum.
Cobalt, as the sole minor metal, only shows oc-
casional dominance, but especially during the
beginning of the boom phase q4 (11.6%), as
well as its waning phase in stage q1. Its preva-
lence during stages q2+3 is much diminished,
while it does not show any dominance during
peak and trough.
Figure 10.2: Portfolio metal dominance during the industrial cycle stages of the Coal Age
safest portfolios
For the safest portfolios we find a different pic-
ture, where precious metals almost always dom-
inate the portfolio composition. Of those, sil-
ver is the most important metal, with plat-
inum coming second. The balance of the dom-
inant metals in the portfolios is represented by
base metals, while minor metals never play a
dominant role. Of the base metals it is nickel
that features prominently during the cycle peak
(22.2%) and tin that dominates 13.5% of the
time during stage q3.
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Figure 10.3: Dominant metals of optimal and safest portfolios in relation to MMI through time
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It is also of note that all of the metals that
are available to be part of the optimal portfo-
lios, dominate them at one point or another.
This is not the case for the safest portfolios,
where lead, zinc or palladium never feature as
the dominant metal.
Summary
When we summarize our findings we can focus
on the two most dominant metals during the
commodity cycle stages shown in table 10.1.
We can see that the optimal portfolios show a
prevalence of lead, silver and platinum during
the commodity cycle troughs, while zinc, cop-
per and nickel dominate the boom phase. Tin
is present irrespective if the cycle experiences a
boom or bust phase.
To interpret this particular sequence of metal
performance we need to remember our results
of chapter 9, in particular those regarding the
importance of wars in the economy. Consider-
ing these we can argue that when the Coal Age
economy was in shatters, metals that were used
in military applications such as lead or tin per-
formed better than other base metals, since the
military had constant re-stocking needs for con-
sumable products such as bullets and tin cans
for food preservation. Silver and platinum as
precious metals were also important for storing
value during such times, hence their relatively
good performance. Boom times on the other
hand saw copper, zinc and nickel perform rela-
tively well. As we have seen in section 9.3, wars
can drive metal shortages and therewith com-
modity cycles. These conflicts would result in
an increased demand for copper, zinc, and tin
during the beginning and the top of the boom,
since these metals can be found in capital goods
such as bronze cannons or copper sheathing of
ships. When the boom cycle comes to a close,
nickel becomes more prominent since its con-
stant requirements for coinage makes its prices
more stable given the small market size and as-
sociated market power by the producers. This
feature makes its performance better during the
downturn compared to that of other metals.
The safest portfolios during the commodity cy-
cles are dominated by silver. This is a clear sign
of the importance of the metal in monetary ex-
change and in the storage of wealth across the
world. After all, it was of interest to the gov-
ernments to keep its value stable to support
its respective economies, hence the lower price
volatility. The differences between the differ-
ent cycle stages are reflected in the safest port-
folios mainly by the presence or absence of two
base metals tin and nickel. While the former is
present during the bust periods in stages q2+3,
the latter is mostly present during the boom
period, especially during the peak. While we
can argue that the monetary characteristics of
nickel outlined above play a role in the presence
of it within the safest portfolios during the peak
and stage q1, the dominance of tin especially
during stage q3 is less straightforward. Nev-
ertheless, the sequence of metal performance
in both portfolios seem to reflect well the eco-
nomic fundamentals during the Coal Age.
Coal Age trough q3 q4 peak q1 q2
optimal Pb>Ag Pb>Sn Zn>Cu Sn>Zn Zn>Ni Pt>Sn
safest Ag>Pt Ag>Sn Ag>Pt Ag>Ni Ag>Ni Ag>Sn
Table 10.1: Dominant metals in portfolios during MMI cycle stages of the Coal Age
10.2.2 Oil Age
Revisiting figure 10.3 we can see that portfolio
compositions of the Oil Age underwent a pro-
found change compared to the Coal Age. Now,
minor metals feature much more prominently
in the optimal portfolios than before. The same
holds for the safest portfolios, where base met-
als replaced precious metals as the prevailing
metals group.
optimal portfolios
Separating the dominant metals by cycle stage
reveals that compared to the Coal Age, base
metals play a less important role in the port-
folio composition. However, as we can see in
figure 10.4, they remain a key component of
those. The more limited prevalence of base
metals still reflects the commodity cycle stages
reasonably well. While their combined dom-
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inance reaches only 23.9% during the com-
modity cycle trough, it reaches its maximum
during the peak at 61.2% (cf. also table A.36,
page 209). The dominance of particular base
metals however is much more varied and no
particular metal seems to align well with a spe-
cific cycle stage. The only exception to this
appears to be aluminum, which fares especially
well during the cycle peak and stage q1.
The dominance of precious metals can mostly
be observed during the stages q4-peak-q1.
While they seem to dominate almost 40% of
the time during the peak, they are however
not present at the cycle trough. Therefore the
prevalence of them is a good indicator for the
presence of the boom phase of the cycle. Plat-
inum and palladium are performing exceedingly
well with 27.9% and 38.9% during cycle stage
q4 and the cycle peak, respectively.
Minor metals dominate especially the cycle
troughs (76.2%), cycle stages q3 (56.5%) and
to a lesser extent q2 (43.8%). On the other
hand, they are hardly dominant during stage
q4 and q1, and non-existent during the cycle
peak. Hence the prevalence of the minor metals
seems to be a good indicator for the presence
of the commodity cycle bust phase. Cobalt
thereby seems to be the driver of the overall
performance of the group, with molybdenum
being especially strong during stages q2+3.
Figure 10.4: Portfolio metal dominance during the industrial cycle stages of the Oil Age
safest portfolios
Metals of the base metals group dominate the
different cycle stages of the safest portfolios
during the Oil Age. The relative dominance of
them throughout the stages resembles thereby
a sawtooth pattern with the highest prevalence
during peaks and troughs, followed by declining
shares of dominance in the subsequent stages
(cf. fig. 10.4). The most dominant metal is
nickel that prevails at any given cycle stage,
except for stage q1. Its highest level is reached
during the trough with 81%, with the low-
est one at stage q1 with 24.5%. Aluminum is
the other important base metal that frequently
dominates the safest portfolios, i.e. in more
than 15 of the time from stage q4 to q2. Its
highest level of prevalence of 39.9% is reached
during stage q1, while it does not dominate at
all during the cycle trough. Lead and zinc only
rarely dominate, and if so, only during the early
stages of the boom phase during q4. To com-
plete the picture for the base metals, it is worth
to note that copper and tin never dominate the
safest portfolios during the entire Oil Age.
Minor metals are not very prevalent in the
safest portfolios. Their maximum dominance is
with almost 10% during stage q4, represented
by cobalt. This metal also dominates during
the cycle peak (5.6%) and to a lesser degree in
stage q3 (1%). Molybdenum only prevails dur-
ing stage q1 with 4.3% of the times. Hence, mi-
nor metals seem to show dominance only rarely,
but if so then during the end stage of the com-
modity cycle bust, and during the entire boom
phase (cf. table A.36, page 209).
Precious metals see their highest level of dom-
inance at 47.9% during stage q2, while their
lowest sits at 2.8% during the cycle peak. Sil-
ver is thereby the most prevalent metal of the
precious metals. It shows the highest level of
prevalence during stage q2, where it dominates
the safest portfolios in 35.7% of the times. With
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17.2% it is also quite dominant during stage
q1, but less during stage q4 and the cycle peak.
This is in strong contrast to the cycle trough
and stage q3, where it does not prevail at all.
Palladium is the second most prevalent metal
that dominates the safest portfolio at all cycle
stages, except for the peak. Gold on the other
hand dominates only rarely in stage q2 (11.2%)
and the trough (4.8%), while platinum does the
same especially during the trough 9.5%) and
stage q3 (24.2%). Therefore we can associate
the presence of the latter two metals with the
bust phase of the commodity cycle.
Summary
As we have seen, the dynamics within the port-
folios of the Oil Age differ profoundly from
those of the Coal Age. We summarize these
findings again by focussing only on the two
most prevalent metals during each of the cy-
cle stage (cf. table 10.2).
Starting with the optimal portfolio we real-
ize that cobalt is by far the most prevalent
metal during the commodity cycles. The boom
and bust phases see the best performances by
molybdenum, aluminum, platinum and palla-
dium. While the former dominates the bust
phases, the latter three metals perform well of-
ten during the boom phases. Nickel shows a
bipolar behavior since it shows good perfor-
mance during both cycle extrema, the cycle
troughs and peaks.
Trying to interpret these results in an economic
context is challenging. We can speculate that
the dominance of the metals cobalt, molybde-
num and nickel during the cycle bust phase is
a direct result of their limited market size on
the one hand, and the intrinsically related mar-
ket power the suppliers can exercise on the re-
sulting prices. In times of crises when prices
of more widely traded metals see major down-
ward pressures, these very metals perform bet-
ter since prices are controlled by fewer players.
The good performance of palladium and plat-
inum during the economic boom can also be
related to the small market sizes of these met-
als, especially since both were important not
only in jewelry, but also as catalysts in the pro-
duction of petro-chemicals that defined the Oil
Age. The good performance of aluminum es-
pecially during the peak and stage q1 however
can be most associated with the huge demand
for aluminum especially during the Korean War
(cf. section 9.3). Nickel’s bipolar behavior is
hard to judge, and is in both cases probably
related to market control and military expen-
ditures that was discussed earlier.
The safest portfolios during the commodity cy-
cles of the Oil Age were mostly dominated
by nickel. Within those cycles, bust phases
see better performances of platinum and sil-
ver, while aluminum prevails more during boom
phases. Searching for an explanation for the
individual metal performances we notice the
striking difference between the Oil Age and the
Coal Age in the diminished role silver plays
within the safest portfolios (cf. also table A.36,
page 209). The reason for this is most likely
the global movement towards the gold standard
that started with Germany in 1871. This di-
minished the role of silver in its monetary func-
tion dramatically. Major finds of silver deposits
in the Western United States contributed to
this, since silver could not be described as a
means that stores value, but rather that lost it.
Hence other metals such as nickel or aluminum
that featured tightly controlled markets where
producer pricing prevailed, became the main-
stay of safest portfolios. That does not mean
however, that precious metals lost their appeal
entirely, especially during economic downturns.
As we can see in table 10.2, silver and plat-
inum dominate quite often the safest portfo-
lios during the bust times, with platinum even
performs well during the waning stages of the
commodity boom in stage q1.
Oil Age trough q3 q4 peak q1 q2
optimal Co>Ni Mo>Co Pt>Co Pd>Al=Ni Al>Co Co>Mo
safest Ni>Pt Ni>Pt Ni>Al Ni>Al Al>Pt Ag>Ni
Table 10.2: Dominant metals in portfolios during MMI cycle stages of the Oil Age
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10.2.3 Atomic Age
The Atomic Age sees the addition of uranium as
a portfolio option to the two portfolio types (cf.
figure 10.5). With this, portfolio composition
dynamics changes fundamentally again, and we
see it becoming a major component of both
portfolio types. The importance of precious
metals, especially that of gold is also height-
ened during this epoch, all at the expense of
minor and base metals that were much more
prominent during the previous epoch.
Figure 10.5: Portfolio metal dominance during the industrial cycle stages of the Atomic Age
optimal portfolios
The dominance of base metals over the com-
modity cycle finds a maximum of 45.5% dur-
ing the trough of cycle, after which its share
falls constantly reaching its minimum during
stage q2 (1.9%). Nickel and zinc thereby show
a strong prevalence during the early stages of
the cycle until stage q3, with nickel extending
especially strong into stage q2 (cf. table A.37,
page 210). Aside from the early cycle stages,
zinc can thereby dominate at any given stage,
but at a very limited level. Nickel on the other
hand does not feature as a dominant metal dur-
ing the peak or the beginning of the commod-
ity bust stage q2. The other base metals alu-
minum, copper, lead and tin dominate rarely,
with tin only during stage q3 (7.8%), and alu-
minum during stage q4 (1.3%). Copper rarely
prevails during stages q3 to q1, and lead only at
stage q4 and the cycle peak.
It appears that minor metals dominate the op-
timal portfolios during the entire commodity
cycle in at least around 16 of the time, with the
exception of stage q4. It seems thereby that
cobalt finds its maximum of dominance dur-
ing the cycle trough, along with high degrees of
dominance during cycle busts. Molybdenum on
the other hand finds its maximum dominance
and therefore best performance during the cycle
peak. Due to this mutually exclusive relation-
ship in cycle performance between molybdenum
and cobalt we therefore suggest that the per-
formance of these two minor metals are good
indicators for the presence of the commodity
cycle extrema.
The energy metal uranium shows a strong pref-
erence of dominance during the cycle stages q4-
peak-q1, while it does not prevail at all during
the cycle bust. Hence its performance is a good
indicator for the boom stages of a cycle.
The picture of cycle stage dominance for pre-
cious metals is less straightforward than for
the other metal groups. It appears that those
metals show relative dominance minima dur-
ing cycle peaks, as well as troughs. They how-
ever perform better during the economic up-
swing in stages q3-4, and even better during
the economic downswing in stages q1-2. Of all
precious metals, palladium represents the one
metal that dominates the most across all the
cycle stages, doing so especially strongly dur-
ing stage q2 (63%). Gold is next in line with
its highest level of dominance during the wan-
ing of the cycle boom in stage q1 (37.9%). It
also dominates in almost 110 of the times during
stage q2 and the cycle trough. Platinum per-
forms well during the end of the bust cycle up
until the cycle peak (stage q3-peak), but on a
less frequent level. Silver does not show many
signs of dominance during the cycle troughs
and peak. Its highest level of dominance is dur-
ing the early stages of the cycle boom in stage
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q3 (15.9%), with all other stages showing only
limited levels of dominance.
safest portfolios
The minimum risk portfolios during the Atomic
Age are dominated by precious metals, in par-
ticular gold. The latter’s dominance extends to
a maximum of 81.8% of the times during cycle
troughs, closely followed by stages q2 (79.6%)
and q1 (73.2%). The least dominance it imposes
is during stage q4 with 31.9% (cf. table A.37,
page 210). The only other precious metal that
shows signs of dominance is platinum, but only
during the cycle peak. The other two precious
metals palladium and silver do not feature at
all as the prevailing metals in the safest port-
folios during all the cycle stages.
The energy metal uranium exhibits strong
showings of dominance in stages q3-q1. There,
the levels of dominance are always more than
1
5 of the times, and find their maximum dur-
ing the cycle peak at 13 of the times. These
strong prevalences contrast with uranium’s en-
tire absence of dominance during stage q2 and
the cycle trough.
The minor metals cobalt and molybdenum ex-
hibit portfolio dominance in a complimentary
way. While molybdenum only dominates dur-
ing cycle stage q4 (21.9%), cobalt dominates
less often during each stage but more often
throughout the cycle stages q1−3. It therefore
resembles the behavior that we have seen earlier
within the optimal portfolios where molybde-
num can be associated with cycle boom times,
while cobalt rather aligns itself with times of
cycle busts.
Base metals represent the least important pre-
vailing metals group within the safest portfolios
during the Atomic Age. It appears that this
metals group only dominates during the begin-
ning of the cycle booms during stage q4, with a
decreasing share of dominance until stage q2,
after which this metal group becomes irrele-
vant. Of all the base metals, aluminum shows
the highest level of dominance, but mainly dur-
ing stage q4 and the cycle peak. Nickel prevails
only during stage q4 in around 110 of the times,
while tin prevails in stages q1−2, but to a lesser
degree. Copper, lead, and zinc never dominate
the safest portfolios during the cycle stages of
the Atomic Age.
Summary
As we have seen, distinctly different metals
dominate the cycle stages of the Atomic Age.
We noticed that during cycle busts, cobalt,
zinc and nickel perform well within the optimal
portfolios. On the other hand uranium, sil-
ver, gold and molybdenum do so during cycle
boom times. In terms of sequencing of met-
als throughout the cycle it appears that the
best performing metals at the beginning of the
cycle are minor metals, followed by base met-
als in the cycle ascent and energy and minor
metals at the cycle peak. Precious metals per-
form well during the end of the cycle boom
with minor metals performing well during the
onset of the cycle bust, with which the cycle
closes. To interpret this particular pattern we
need to remind ourselves that the economies
of the Atomic Age were less influenced by war
requirements than earlier ages. This modern
commodity cycle can therewith be interpreted
in the following way:
During the cycle trough when overall metal
price performances are at their worst, only
small markets perform well. Such metals are
characterized by a reasonable level of supply
control1 that goes along with some leverage
in price control which results better managed
returns (e.g. Co, Pd). When the economy
starts growing again, base metals as the ba-
sis for the industrial economies, perform well
(e.g. Zn). During the zenith of cycle demand
exceeds supply for many metals, driving up
prices. This affects especially metals that fea-
ture small market sizes such as uranium and
molybdenum where metal output is controlled
to a lesser extent2. As soon as the global
economy starts to cool, the wealth that was
generated during the previous boom needs to
be protected. Due to a lack of investment op-
portunities in a beginning downturn the wealth
is transferred into metals that are considered
safe investments, namely precious metals such
as gold or palladium. With the start of the
cycle bust, the mentioned qualities of minor
metals come into force again and hence they
perform well again.
A similar chain of events can be seen in the
safest portfolios. Like in the optimal portfo-
lios, cobalt can be found dominating the safest
portfolios during the bust phase, while uranium
is also very likely in a dominant position during
1or geopolitical conditions can lead to sudden supply shortages
2there are more market participants in the molybdenum and uranium market than in palladium and cobalt
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the boom phase of the cycle. The major dif-
ference between the metal performances of the
optimal and safest portfolios is though that the
pattern of the latter is not as specific as that of
the optimal portfolio. We can summarize the
observed relationships between metal perfor-
mance and industrial cycle stages in table 10.3.
Atomic Age trough q3 q4 peak q1 q2
optimal Co=Ni Pd>Zn U>Ag U>Mo Au>Pd Pd>Co
safest Au>Co Au>U Au>U Au>U Au>U Au>Co
Table 10.3: Dominant metals in portfolios during MMI cycle stages of the Atomic Age
10.3 Discussion
When we compare the different techno-
logical epochs we notice that their respective
patterns show commonalities, but also major
differences. To understand them better we
want to discuss them more thoroughly, start-
ing with the optimal portfolios.
optimal metal portfolios through the epochs
Looking at table 10.4, we can observe a broad
trend in terms of what metal groups dominate
the portfolios. While the Coal Age was mainly
dominated by base metals with some instances
of precious metals, the Oil Age portfolios saw
a greater exposure to minor metals, mainly at
the expense of the base metals. With the onset
of the Atomic Age this pattern changed yet
again, where all metal groups can dominate
throughout the industrial cycle.
We notice that more commonalities exist be-
tween the Oil Age and Atomic Age then be-
tween them and the Coal Age. Especially the
appearance of cobalt and to a lesser extent
nickel during the cycle bust during the Oil Age
and Atomic Age is striking.
optimal trough q3 q4 peak q1 q2
Coal Pb>Ag Pb>Sn Zn>Cu Sn>Zn Zn>Ni Pt>Sn
Oil Co>Ni Mo>Co Pt>Co Pd>Al=Ni Al>Co Co>Mo
Atomic Co=Ni Pd>Zn U>Ag U>Mo Au>Pd Pd>Co
Table 10.4: Dominant metals in optimal portfolios during technological epochs
To get further insights into these patterns
we want to put them in context of two indepen-
dent variables, market control, and end use ap-
plications within industrial sectors. The first of
the two dimensions looks at how concentrated a
respective metal market is. Traditionally, this
is done on a company level, measured in indi-
vidual product market share or its Herfindahl-
Hirschmann Index - HHI3. However, since com-
pany market shares are not attainable for such
a long time period, we will use the market share
of the country that is the biggest producer of
the respective metal during any given point in
time4. Long term trends of the country market
shares can be seen in figure A.16, page 211. The
averages for technological epochs are shown in
3the square of market share
4It is understood that this approach does most definitely overestimate the market control during the Coal Age
since industries were more likely based within a country where multiple industrial players existed within. On the
other hand this approach does underestimate market control during the Atomic Age when companies acted more
on a global basis and hence the production of multiple countries could be assigned to one company. The Oil Age
shows aspects of both epochs and represents the transition from one extreme of control to the other.
5It is only a guide since other aspects do also play into market control. For instance, recycling of lead has
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figure 10.6. This gives us a good guide5 for the
relative market concentration and hence mar-
ket power for each metal during each of the
epochs.
Figure 10.6: Highest metal production shares
of countries per technological epoch [48][33][64]
The other dimension is even harder to
grasp, especially given the time horizon. As we
have seen in chapters 7 and 9, end use appli-
cations change over time, driven by innovation,
substitution and metal scarcity. The documen-
tation thereof is very difficult to find and even
harder to quantify. Therefore we resort to our
own professional experience and understanding
of the metal markets, as well as the end us-
age assessments by the USGS [33]. Given the
above difficulties we will also focus mainly on
the Atomic Age, since it resembles our current
times more closely in terms of industrial dy-
namics, market structures but also in terms of
available documentation.
For example, we know that during the Atomic
Age uranium was mainly used as fissile material
in nuclear fuel and weapons. Similarly, molyb-
denum’s usage has mostly been in metallurgy
to produce high-speed steels or super alloys.
Aluminum on the other hand finds many more
uses in transportation (e.g. aviation, automo-
tive, rail wagons), packaging (e.g. beer cans,
aluminum foil), or consumer goods (e.g. com-
puters) to name a few.
When we conceptualize our understanding of
the metal markets in figure 10.7 we can see fol-
lowing relationships. We notice that the level
of market control is very limited for molyb-
denum, uranium, gold and silver. This con-
trast with metals such as palladium, platinum,
cobalt, tin, and nickel where market control is
relatively high6. On the other hand we can see
that the end usage of metals ranges from very
little (i.e. uranium for nukes and power gen-
eration) and plentiful (aluminum and copper
in almost every industrial sector). When we
now compare these results with those of our
dominant metals, we realize that the upper left
corner is populated with metals that outper-
form the other metals during the industrial cy-
cle boom (cf. table 10.4), while metals in the
lower right outperform them during the bust.
Hence the dominant metal performance during
the industrial cycles seem to correspond well
with the two dimensions of market control and
metal end usage.
Figure 10.7: Conceptual relationship between
market control, end usage and likelihoods of
metal outperformance during cycle booms &
busts of the Atomic Age
The question remains if these relationships
can also be applied to the previous ages. For
this we want to compare these results with
those of the Oil Age. We already observed that
nickel and cobalt outperform other metals in
both epochs during the industrial downturn.
However, while platinum and palladium seem
accounted for about 50% of the total supply of the market for a long time. Therefore, the market control implied
by mine production is only half of what is implied by the country share
6This is indicative of natural monopolies/oligopolies that are expressions of rich ore deposits that are limited
to few locations, globally. For instance, palladium or platinum experience a high degree of market control since
only very few mines exist in Russia, South Africa, Zimbabwe, Canada and the United States [33].
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to dominate the boom times in the Oil Age,
and molybdenum the bust period, the inverse
holds during the Atomic Age. The reason for
this change in preference for the latter is most
likely related to several major trends.
At the beginning in the early 1920s, the molyb-
denum market was relatively small. It was
mainly supplied by one major ore deposit that
had molybdenum as its main-product, the Cli-
max mine in Colorado, United States7. Its
dominance made it a price setter in the mar-
ket, which helped it to perform well, espe-
cially during the Great Depression. Soon how-
ever, porphyry copper mines started to pro-
duce molybdenum as a by-product. This trend
put more and more of the metal onto the mar-
ket without regard to the production costs a
main-product operator faced. Hence the pric-
ing power of the main-product producers be-
came more and more diminished, and the Cli-
max, and later Henderson molybdenum-only
mines became swing producers within a frag-
mented market of different suppliers. These
produced molybdenum according to develop-
ments in the copper market, but not in that for
molybdenum. As we can see in figure 10.8, this
trend accelerated with the onset of the Atomic
Age.
Figure 10.8: Global market share of U.S.
molybdenum production (Climax & Henderson
represent the major mines that produce molyb-
denum as a main-product only)
By now, not only American copper mines
started to produce molybdenum as a by-
product, but also mines in Chile and beyond.
In addition, when we compare molybdenum to
other metals, it appears that the end use of it is
still very much limited to the steel sector. This
limited range in use makes it prone to perform
well, only when the latter does. This is usually
so during massive economic expansions such as
the Rise of China we discussed earlier in chap-
ter 9. Hence with the onset of the Atomic Age
the earlier benefit of price control during down-
turns enjoyed during the Oil Age disappeared
along with the market share. We can illustrate
this trend in our conceptual chart in figure 10.9.
There, molybdenum moves from the lower end
of the chart to the upper one. (cf. trend line
A). The slight movement to the left thereby
reflects the decrease in the number of molybde-
num’s end use applications relative to all other
metals which see an expansion of their respec-
tive applications.
Figure 10.9: Conceptual relationship between
market control, end usage and likelihoods of
metal outperformance between the Oil Age and
Atomic Age
We can explain the movement for the two
precious metals palladium and platinum in a
similar fashion. During the Oil Age the overall
market concentration seemed lower than dur-
ing the Atomic Age (cf. fig. 10.6). The main
reason for this was likely to be the small mar-
ket size and the relatively low market shares
of the main players. While both metals were
still mined as co-products, only certain ore de-
posits had the scope to cope with the increased
demands of the industries. So while placer de-
posits (PLAC.CHO) dominated the supply of
7in later years the other molybdenum mine Henderson came into operation, which was also controlled by the
same industrial entity - initially AMAX, which became Cyprus Amax, Phelps Dodge and is now part of Freeport
McMoRan
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both metals during the early days (e.g. Rus-
sia and Colombia), the Atomic Age saw the
emergence of ore deposits that had sufficient
scale and reserves to satisfy this phenomenal in-
crease in usage (MS.STLW, MS.NOR). So did
the production of PGMs increase thirteenfold
from around 40t in 1960 to 515t in 2012 (cf.
fig. 10.10).
Figure 10.10: World production of PGMs since
the year 1900 [33][48]
This trend went along with an increase in
market concentration as per figure 10.6 and
which is reflected in the movement B seen in
figure 10.9.
While both cases seem to show opposing trends
with diametral results, they both have some-
thing in common. As is indicated in figure 10.9,
all three metals were initially mined as main
or co-products. This changed in the Atomic
Age when all three metals were rather mined as
by-products. As we have seen, molybdenum is
nowadays mostly produced along with copper,
while platinum group metals are mostly mined
along with nickel or chromium. So the reason
that they both end up outperforming the other
metals at the opposite ends of the cycles does
not lie in the fact on how are they are mined
per se, but rather what the ultimate end usage
profile and market concentration of the metal
is.
While this approach answers a couple of ques-
tions, is not perfect since the prevalence of
nickel and cobalt during the Oil Age boom
times cannot be explained with this approach.
It might relate to the fact we already discussed
in chapter 9, where we noticed that the indus-
trial dynamics were different in the epochs be-
fore the Atomic Age. However, the insights on
the latter are already sufficient for this thesis,
and this aspect is left to another study to in-
vestigate.
safest metal portfolios through the epochs
The results of our analysis showed that the
three different industrial ages are also distinct
in their dominant portfolio compositions. This
is summarized in table 10.5. We can see that
while silver dominates the entire Coal Age,
nickel does so during the Oil Age, with gold
prevailing during the Atomic Age.
safest trough q3 q4 peak q1 q2
Coal Ag>Pt Ag>Sn Ag>Pt Ag>Ni Ag>Ni Ag>Sn
Oil Ni>Pt Ni>Pt Ni>Al Ni>Al Al>Pt Ag>Ni
Atomic Au>Co Au>U Au>U Au>U Au>U Au>Co
Table 10.5: Dominant metals in safest portfolios during technological epochs
To explain these preferences we need to
remind ourselves what the safest metal portfo-
lios constitute. They represent those portfolios
that show the least variability in their price
fluctuations and so we need to remember how
prices are established, again. In economies
where prices are set by an entity such as a
government or monopolistic producer, prices
usually vary little. This is because both want
stability8 either to purvey the impression of
stability or to be able to plan production out-
put. The Coal Age is a good example for the
former case. Silver as a means to perform fi-
nancial transactions required the governments
to set implicit exchange ratios with respect to
the value of gold. This price stability and with
8stability does not imply that prices reflect production costs, meaning that while governments might be indif-
ferent to it, a profit maximizing company does not necessarily want to increase prices indefinitely for fear of new
market entrants or metal substitution
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it the low price volatility can be seen in fig-
ure 10.11. Hence it is not surprising that silver
was the lowest risk portfolio option aside from
the no risk option gold.
Figure 10.11: Silver to gold price ratios since
the year 1800 [33][64]
The dominance of nickel in the safest port-
folios during the Oil Age can be explained in a
similar fashion. As we have seen in figure 10.6,
the nickel market showed a high market concen-
tration during the Oil Age and fixed producer
prices were common. They did not vary much
over the years since the markets were small and
the producer tried to establish and expand the
usage of the metal. The low volatility of nickel
prices can be seen in figure 10.12, and explains
its dominating presence in the safest portfolios
during the Oil Age.
Figure 10.12: Nickel prices since 1840 [33][64]
Lastly we turn our attention to the Atomic
Age. There gold is the dominating element and
it is not due to the fact that its prices are con-
trolled anymore as they were in the previous
epochs. It is rather that gold seems to show the
least price volatility of all the metals when it is
freely traded. Hence its reputation as the safest
metal investment seems to hold true during the
Atomic Age. In fact, since gold registered al-
most no price movements during the previous
epochs as well, it can be described not only as
the safest metal during the Atomic Age, but of
all time.
10.4 Conclusion
As we have demonstrated in this chapter,
it is possible to distinguish dominant portfo-
lio metals during the course of six industrial
cycle stages. We demonstrated further that
such preferences change with the technological
epochs and that the dominance of such met-
als at particular cycle stages can be associated
with industrial use patterns. Moreover we have
shown that a direct relationship between end
usage variety, market control and the likelihood
of metal outperformance during cycle boom
and bust exists. It appears that the fewer end
uses a metal has during the Atomic Age, and
the less the output is controlled directly, the
more likely it becomes that the metal is outper-
forming the others during an industrial boom.
The opposite holds for metals that outperform
the other metals during the bust. Finally we
also learned that price control and /or market
dominance is key for the safest metal invest-
ments during the Coal Age and Oil Age. This
is not the case during the Atomic Age where
it appears that general market dynamics make
gold the safest investment of all metals.
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”Not all treasure is silver and gold, mate!”
Captain Jack Sparrow
Chapter 11
Industrial cycles & ore type preferences
In the previous chapter we analyzed the rel-
ative performance of metals during the indus-
trial cycles of the different technological epochs.
In analogy we can use the same methodology
to find cycle preferences that are specific to ore
types. While we can anticipate that the results
of this analysis resemble those of the metals,
the results nevertheless will be different due to
the more limited portfolio choices we covered in
chapters 5 and 6. As previously, we will discuss
the results by technological epoch.
11.1 Coal Age
During the Coal Age, ore types that con-
tain base metals dominate the optimal portfo-
lios, while precious metal ores do so in the case
of the safest portfolios (cf. fig. 11.1, page 140).
Of all the available 21 portfolio options dur-
ing this epoch however, only eleven find their
way into both portfolio types (cf. table A.40,
page 213).
11.1.1 Optimal portfolios
With 25.9% of the total, the optimal portfo-
lios are dominated by lead-zinc Mississippi-
Valley-Type ores (MVT.MLM & MVT.TRI1).
Throughout the cycles these find their strongest
presence with 37.3% during stage q4, while
their lowest levels are reached during the cy-
cle trough. As we can see in figure 11.2, the
two deposit types seem to dominate the boom
phase of the cycle more than that of the bust
phase.
Almost as important as the lead-zinc deposits
are tin ores, which we associate with placer de-
posits in this study. Their overall dominance
during the cycle stages is 25.8%, with a clear
preference for the peak of the cycle where they
dominate in 41.1% of the time. Their lowest
level of prevalence can be found during the cy-
cle trough where they only dominate 5.3% of
the time.
Copper only deposits such as POR.SPN see
their highest dominance with 19.1% during
stage q4, while they do not dominate at all
during the cycle trough.
The laterite ores that contain nickel
(LAT.PUM) or nickel-cobalt (LAT.MOA) are
both dominant very late in the cycle, especially
during stage q1, mostly during the cycle boom
and hardly during the bust. The other cobalt
containing Red Bed copper ores are only rarely
dominant during stages q3−4.
The precious metal ores of the type EPI.YAN,
MS.STLW, and PLAC.CHO dominate the bust
stages of the industrial cycles. The most pro-
nounced dominance is thereby shown with
70.2% during the cycle trough by the epither-
mal gold-silver ore type EPI.YAN. At the other
extreme, this ore type does not show any pres-
ence during the cycle peak, nor stage q1.
1Since five year average zinc prices become available only in 1830, we needed to represent the lead containing
deposit with the lead rich MVT.MLM before this date, while MVTs usually contain zinc such as the MVT.TRI
that we used thereafter. Since both are of the same family where the latter supersedes the former, we combined
these two sub-types for this analysis.
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The limited presence of the platinum placer
ore type is constrained to the bust phase dur-
ing q2 and the cycle trough, but never reach-
ing 10%. While the magmatic sulfide ore type
MS.STLW is present during the entire cycle, its
highest share is reached during the bust phase
in q2 (12%). Otherwise its dominance always
remains in the single digit percentage space.
Figure 11.2: Portfolio ore dominance during the industrial cycle stages of the Coal Age
11.1.2 Safest portfolios
As we can see in 11.1 and figure 11.2, the least
risky ore type during the entire industrial cycle
is represented by the epithermal gold-silver ore
type EPI.YAN. This is a reflection of its im-
portance as a source for silver, the metal that
was determined to be safest during the Oil Age
in chapter 10. Only for short periods of time
during cycle stages q3-4 do tin ores PLAC.BAN
dominate.
11.1.3 Summary
The Coal Age is dominated by ore types that
contain either base or precious metals. For the
optimal portfolios we can observe a distinct
preference pattern where the base metals dom-
inate the cycle boom phase, while the precious
metals perform better during the bust phase
(cf. table 11.1). In addition we can see that
the safest portfolios are almost exclusively dom-
inated by precious metal ores, no matter what
stage the industrial cycle is in.
Coal Age trough q3 q4 peak q1 q2
optimal EPI.YAN PLAC.BAN MVT* PLAC.BAN PLAC.BAN PLAC.BAN
safest EPI.YAN EPI.YAN EPI.YAN EPI.YAN EPI.YAN EPI.YAN




During the Oil Age fourteen of the total 28
ore portfolio options show dominance through-
out the entire epoch. Eight of these thereby
dominate the two portfolios in more than 20%
of the time. These are EPI.YAN, BAUX.WP,
RED.TNK, LAT.MOA, MS.STLW, MS.NOR,
LAT.PUM and POR.CMX.
11.2.1 Optimal portfolios
The dominating ore during the cycles of the Oil
Age is the copper-cobalt ore type RED.TNK.
In figure 11.3 we can see its highest level of
dominance of 33.3% during the cycle trough,
followed by cycle stage q3 with 28.3% and q2
(17.3%). It dominates much less during other
cycle stages and it therefore appears that the
general preference of the ore type lies with the
cycle bust phase.
The molybdenum containing ore POR.CMX
behaves similarly. It’s dominance peaks at
23.5% during stage q2 and has elevated domi-
nance levels during q3 (18.2%). Its dominance
during the actual cycle trough seems to be a
little muted though. Nevertheless it almost
never dominates during the cycle boom, such
that we can associate its dominance with the
cycle bust phase, much like RED.TNK.
Figure 11.3: Portfolio ore dominance during industrial cycle stages of the Oil Age
The nickel only laterite LAT.PUM shows
its highest level of dominance with 24.5% dur-
ing q2. Its reduced dominance levels during the
cycle trough (9.5%), and even lower dominance
levels during the cycle boom phase pinpoints
to a general ore preference for the bust cycle
phase. It is argued that this holds despite the
fact that it does not show any levels of domi-
nance during the bust end phase during q3.
The nickel-cobalt bearing ore LAT.MOA shows
a mixed picture. It appears that it strongly
dominates during the cycle peak (25%) and
during its trough (33.3%). Otherwise it hardly
dominates at all. This preference for the two
cycle extrema might lie in the fact that it com-
bines the characteristics of cobalt with its pref-
erence for cycle troughs and nickel, which dom-
inates rather during the boom phase.
The other ore type that shows a slight prefer-
ence for the boom cycle phase is PLAC.BAN.
While it prevails in single digit percentages
during the bust phase (stages q2+3), it shows
its highest level of dominance with 19.5% dur-
ing stage q4.
The Pd-Pt containing ore type MS.STLW
shows the highest level of dominance with
25.8% during the early stages of the boom
phase in q4. To a much lesser extent it also
dominates the portfolios during q1+3, and not
at all during all other stages. It therefore
appears that this ore generally prefers the
boom phase of the cycle, with the exception
of the actual peak. The other Pd-Pt con-
taining MS.NOR ore type behaves similarly
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to MS.STLW, also showing a preference for
the boom phase of the cycle. However, unlike
in the case of MS.STLW, its highest level of
dominance occurs with 27.8% during the cycle
peak, while it does not dominate at all during
q4. Hence these two Pd-Pt ore types can be as-
sociated with the boom phase of the industrial
cycle.
BAUX.WP shows a similar presence as
MS.STLW, however with a slight shift to the
later stage of the cycle. While it starts to dom-
inate during stage q4, it finds its maximum
level of dominance during stage q1 at the end
of the boom phase, while it also shows some
dominance during stage q2 at the beginning of
the cycle bust phase.
The ore types RED.KUP and SDX.RDG also
have their only incidences of dominance during
the beginning of the cycle boom in q4. The ores
EPI.YAN and BAUX.WP show each a very in-
triguing dominance pattern. BAUX.WP shows
a strong dominance peak in q1 (35%) and el-
evated values before and after. EPI.YAN on
the other hand shows a strong peak in q3 with
23.2% and similarly elevated values before and
after. It therefore seems to be difficult to assign
a certain boom or bust preference. However,
what is particularly interesting that both ores
seem to indicate the end of either the boom
(BAUX.WP) or bust (EPI.YAN). Hence when
looking at the performance of both ores to-
gether could provide a useful hint for those two
cycle stages.
The remaining ores that sporadically domi-
nate the optimal portfolios are MVT.TRI,
POR.OYT, POR.SPN, RED.KUP, and
SDX.RDG. Of those, the two porphyry ores
POR.OYT and POR.SPN seem to show a slight
preference for the bust cycle, while RED.KUP,
SDX.RDG can be rather associated with the
early stages of the boom stage. The MVT.TRI
ore is present at almost every stage except
for the peak. However, its highest level of
dominance is during the boom stage q4 which
suggest a slight preference for this part of the
cycle.
11.2.2 Safest portfolios
Reviewing the safest portfolios, we notice that
nine of the available 28 asset options2 were used
for the construction of the safest portfolios. In
figure 11.3 we see that throughout the cycle
stages their composition is strongly dominated
by precious metal ores, in particular EPI.YAN.
They show their strongest prevalence during
the cycle trough (95.2%) and are at their rela-
tive weakest during stage q4 (75.1%).
Second in overall dominance is the aluminum
containing ore BAUX.WP. Its presence how-
ever is a little bit ambiguous. While it usually
dominates the boom phase of the Oil Age in
more than 10% of the time, its strongest show-
ing happens actually at the end of the bust in
q3 (23.2%).
A much clearer preference is shown by the
gold-only ore PLAC.YUK. This ore type only
appears during cycle stage q2, as well as during
the cycle’s trough itself. The cycle bust also
sees some rare RED.TNK dominance during
q3.
Cycle booms on the other hand see some spo-
radic and minor dominance by ore types such
as LAT.MOA, MS.STLW, POR.GRS, POR
CMX, and VMS.KID. However these are al-
ways in the single digits.
11.2.3 Summary
The Oil Age shows two trends in the industrial
cycle stages within the two considered portfolio
types. As can be seen in table 11.2 on page 144,
the optimal portfolio composition shows gener-
ally better performance of nickel, cobalt and
molybdenum ores during the bust phase, while
palladium and aluminum containing ores pre-
vail during cycle booms. As we can see, in ad-
dition to base metals, minor and precious met-
als are playing a more pronounced role in the
composition of the optimal portfolios. This is
in contrast to the Coal Age where mostly base
metal ores dominated these compositions.
The safest portfolios are dominated by the
silver-gold ore EPI.YAN, irrespective of the in-
dustrial cycle stage. Hence, no major difference
exists between the results of the Coal and Oil
Age.
228 assets were available during the latter half of the Oil Age, while only nine were available at the beginning
of it.
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Oil Age trough q3 q4 peak q1 q2
optimal RED.TNK* RED.TNK MS.STLW MS.NOR BAUX.WP LAT.PUM**
safest EPI.YAN EPI.YAN EPI.YAN EPI.YAN EPI.YAN EPI.YAN
Table 11.2: Dominant ore types in portfolios during industrial cycle stages of the Oil Age (*also
LAT.MOA, **also POR.CMX)
11.3 Atomic Age
The introduction of uranium as an indus-
trial commodity and the more frequent trading
in gold affected also the ore portfolio composi-
tion during the Atomic Age. As we have seen
already for the metal portfolios, these two de-
velopments resulted in remarkable changes in
the ore portfolio compositions throughout the
cycle stages. This can be demonstrated in fig-
ure 11.4 and table A.42 on page 215.
Figure 11.4: Portfolio ore dominance during the industrial cycle stages of the Atomic Age
11.3.1 Optimal portfolios
The most dominant ore during the bust cycle
stages of the Atomic Age is the MS.STLW ore.
It prevails especially during stages q2 and q3,
where it dominates 35.2% and 40.6% of the
time, respectively. It is less present during the
boom phase where it finds its prevalence mini-
mum during stage q1 (2.5%).
A similar pattern emerges when considering the
ore type RED.TNK. While this can dominate
the portfolio at any given cycle stage, it shows
a particular preference for stage q2, as well as
the cycle trough. In both instances it prevails
at least in 15 of the time.
The gold only ore type PLAC.YUK shows its
highest prevalence with 45.5% during stage q1.
Overall it appears that this ore performs well
during the end of the boom phase and the be-
ginning of the bust phase, as well as during
trough of the cycle. This holds also true for
the other gold containing ore EPI.YAN, which
dominates to a small extent during stages q1−2.
Similar to RED.TNK, the nickel only ore
LAT.PUM sees its highest level of prevalence
during the cycle trough (27.3%). This maxi-
mum level of prevalence is followed by stages
q4+3, and a small showing in stage q1. It is en-
tirely absent during the peak, as well as stage
q2. Hence its association with either boom or
bust is less straightforward. It therefore ap-
pears rather that we can associate it with the
recovery of the industrial cycle from through to
q4.
Even less straightforward is the dominance pat-
tern for the MVT.TRI ore. It sees its strongest
level of dominance during the cycle trough
(18.2%), followed by stage q3 (14.1%). In all
other cycle stages it dominates only in the sin-
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gle digits. It appears that there is a slight ten-
dency for it to perform better during the bust,
but that better performances are prone to hap-
pen during the entire industrial cycle.
The uranium containing ore UUN.CIG is also
very present during the industrial cycle. There
it dominates especially stage q4 and the cycle
peak with 33.6% and 63.6%, respectively (cf.
figure 11.4). Its preference for the boom phase
of the cycle is supported by the fact that it is
totally absent from the bust phase stages q2-
trough-q3.
The molybdenum only ore POR.CMX mirrors
this preference for the boom phase with its
highest share of dominance during the cycle
peak (15.2%), and almost equally high share
during stage q1 (13.6%). However, it does not
show any prevalence during stage q4, while it is
dominating occasionally during q3. Neverthe-
less it appears that this ore type performs well
during the boom phase, since it does not dom-
inate during other cycle bust stages.
The remaining ore types3 show minor phases
of dominance between stage q3+4 and the cy-
cle peak. They are entirely represented by base
metals and hence their prevalence over the cycle
stages can be compared with that LAT.PUM,
indicating the transition from cycle trough to
the onset of the cycle boom.
11.3.2 Safest portfolios
The safest ore type that was mined during the
Atomic Age is the gold only ore PLAC.YUK.
It dominates the industrial cycles from stage q3
to q1. Its highest level of dominance is during
the cycle peak at 48.5%, followed by stage q1
at 43.4%. It also dominates all other stages in
more than 14 of the time.
The gold-silver ore EPI.YAN is with 42.6% the
most prevalent during stage q1, and has also
strong appearances during the cycle troughs
and stage q3. Hence it seems to be a very safe
ore type during the cycle bust phase.
PLAC.WIT, the other major gold ore that also
contains uranium, shows similar high levels of
dominance during the cycle stages, especially
during the cycle trough (36.4%). Otherwise
its pattern of dominance is less clear over the
course of the industrial cycle (cf. table A.42,
page 215).
The uranium ore UUN.CIG also features
strongly during the industrial cycles. A clear
preference for the boom phases is apparent, as
well. While during the latter its levels of dom-
inance are above 20% with a maximum during
the peak of 33.3%, the levels are only in the
mid teens during the bust phase.
The other remaining ore types4 that occasion-
ally dominate the minimum variance portfolios
are mostly containing base or minor metals.
The times they dominate are also mostly during
the stages q3+4 and the cycle peak. In that as-
pect they show parallels with the observations
we made for the base metals in the optimal port-
folios, that showed similar times of prevalence.
11.3.3 Summary
Compared to the other investigated epochs, the
Atomic Age sees strong portfolio composition
changes in both portfolio types (cf. table 11.3).
While the optimal portfolios see preferences of
nickel and cobalt ores during the cycle trough,
the start and end of the bust phase is most
likely characterized by the higher presence of
palladium-platinum ores. The boom phase on
the other hand, sees more of a dominance of
uranium ores at the beginning and peak, while
gold only ores prevail at the end.
Atomic A. trough q3 q4 peak q1 q2
optimal RED.TNK* MS.STLW UUN.CIG UUN.CIG PLAC.YUK MS.STLW
safest PLAC.WIT PLAC.YUK PLAC.YUK PLAC.YUK PLAC.YUK EPI.YAN
Table 11.3: Dominant ore types in portfolios during MMI cycle stages of the Atomic Age (*also
LAT.PUM)
3BAUX.WP, LAT.MOA, PLAC.BAN, POR.SPN, RED.KUP, SDX.RDG
4BAUX.WP, LAT.MOA, LAT.PUM, PLAC.BAN, POR.CMX, RED.TNK, SDX.RDG
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The situation is quite different for the
safest portfolios. Precious metal ores dominate
throughout all industrial cycle stages. There
appear subtle differences in their ore types,
however. It seems that uranium-gold ores are
the safest ones during the cycle troughs, after
which gold only ores dominate until the end of
the boom. Only during the beginning of the
bust do epithermal gold-silver ores become the
safest again.
11.4 Discussion
We will discuss our results first in general
terms for all the epochs, and then more specif-
ically for those that dominate the bust and
boom phases of the Atomic Age - MS.STLW
and UUN.CIG, respectively.
11.4.1 Optimal portfolios
Starting with the optimal portfolios we can
see in table 11.4 that a broad match exists be-
tween metal preferences and ore types that con-
tain such metals (colored items imply matching
metal association). We can see that this match
also becomes stronger throughout the techno-
logical epochs. While during the Coal Age the
ore type only rarely matches that of the most
prevalent metal, it does so on a regular basis
during the Atomic Age5. Hence, even when the
portfolio choices for ore types are more limited
than those for the metals6, the results seem to
indicate that the timing of metal performance
can be directly linked to that of the associated
ore types.
trough q3 q4 peak q1 q2
Coal Age
metal Pb>Ag Pb>Sn Zn>Cu Sn>Zn Zn>Ni Pt>Sn
ore EPI.YAN PLAC.BAN MVT PLAC.BAN PLAC.BAN PLAC.BAN
Oil Age
metal Co>Ni Mo>Co Pt>Co Pd>Al=Ni Al>Co Co>Mo
ore LAT.MOA RED.TNK MS.STLW MS.NOR BAUX.WP LAT.PUM
Atomic
metal Co=Ni Pd>Zn U>Ag U>Mo Au>Pd Pd>Co
ore RED.TNK MS.STLW UUN.CIG UUN.CIG PLAC.YUK MS.STLW
Table 11.4: Dominant shares in optimal portfolios during technological epochs (matches between
metal preference and associated ore types colored in teal)
11.4.2 Safest portfolios
The story for the safest portfolios unfolds
slightly different to that of the optimal portfo-
lios. While we can observe a very good match
between metals and associated ore types during
the Coal Age and the Atomic Age in table 11.5,
this almost never holds for the Oil Age.
It appears that during the latter only one match
can be seen during cycle stage q2, while there
is no match during the remainder of the in-
dustrial cycle. This discrepancy might have a
very easy explanation however. The inclusion
of gold as part of the most prevalent gold-silver
ore EPI.YAN results in a lowering of the price
volatility due to the fact that prices for gold
hardly changed during the Oil Age. This re-
sults in the fact that they are also lower than
those of the dominating base metals. Hence the
observed discrepancy is fully explainable.
We can also notice another trend between the
different epochs. While the ore type EPI.YAN
dominated the Coal Age and Oil Age entirely,
5during the atomic Age the metals in the dominant ore matches that of the most common metal, while the
former only matches the second most common during the Coal Age
6since many metals are only economically mined as by- or co-products (i.e. silver vs. EPI.YAN)
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the Atomic Age sees more variety in the types
of gold ores that prevail. Thereby it is inter-
esting that the pure gold ore PLAC.YUK is
the safest ore during the entire cycle boom (q3
to q1). Gold containing ores do also domi-
nate the cycle bust. However, aside from the
mono-metallic ore PLAC.YUK, poly-metallic
ores such as EPI.YAN and PLAC.WIT also
dominate.
trough q3 q4 peak q1 q2
Coal Age
metal Ag>Pt Ag>Sn Ag>Pt Ag>Ni Ag>Ni Ag>Sn
ore EPI.YAN EPI.YAN EPI.YAN EPI.YAN EPI.YAN EPI.YAN
Oil Age
metal Ni>Pt Ni>Pt Ni>Al Ni>Al Al>Pt Ag>Ni
ore EPI.YAN EPI.YAN EPI.YAN EPI.YAN EPI.YAN EPI.YAN
Atomic
metal Au>Co Au>U Au>U Au>U Au>U Au>Co
ore PLAC.WIT PLAC.YUK PLAC.YUK PLAC.YUK PLAC.YUK EPI.YAN
Table 11.5: Dominant shares in safest portfolios during technological epochs (matches between
metal preference and associated ore types colored in teal)
11.4.3 Palladium and its ore during
Atomic Age busts
We will now investigate the differences be-
tween the dominance of palladium and its ore
MS.STLW in the context of the industrial cycle
downturns of the Atomic Age. As we can see
in figure 11.5 on page 148, the relationship be-
tween the palladium market, the industrial as
well as the palladium metal and its ore cycles
is very complex. We can make a number of ob-
servations.
First we can see that the dynamics of the dif-
ferent cycles (MMI vs. Pd vs. MS.STLW) are
very different. While the MMI shows four cy-
cle during the Atomic Age, palladium shows
six, while its related ore MS.STLW only shows
three. Also, peaks between the different cycles
rarely coincide. So do only two of the four MMI
peaks coincide closely with that of the palla-
dium ore (1980, 2008). This is the case only
once compared with palladium itself (1980). In-
terestingly, cycle peaks of palladium do not al-
ways coincide with its ore, either (1980, 1986).
We also notice that palladium itself exhibits
much longer and more frequent occasions of
outperformance than MS.STLW. So does the
former dominate with 169 months, 72% more
often the optimal portfolios than its ore with
98 months. On a technical level these obser-
vations can easily be explained again by the
different risk return characteristics between a
single metal and a natural portfolio such as
MS.STLW. The latter’s chances to outperform
is hampered by the intrinsic lower volatility
and returns compared to that of a pure metal.
Therefore palladium can outperform other met-
als for much longer than MS.STLW does other
ores. However, even when the metal outper-
forms more often than the ore, there are still
time periods in which their respective domi-
nance coincides in time. These are highlighted
as phases I-III7 (cf. fig. 11.5). When we com-
pare these however, they do not seem to have
much in common. None of them seem be re-
flected within the MMI cycle, nor do they con-
sistently see palladium price spikes such as the
one exemplified in phase III. The one thing they
only seem to have in common is that in all three
cases the palladium cycle peaks.
When we review the historical events during
these periods it appears that all these times
were characterized by reported supply short-
ages. For instance, the selling policy of the
former Soviet Union between 1967-69 (phase I)
did not only shorten global supply of the metal,
but also led to increased speculative activities
in the market [102][83][103].
7we only consider these phases in which they coincide for more than twelve months
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Figure 11.5: The palladium market vs. industrial and palladium cycles 1960-2017 [33] (time spans
I-III indicate periods where optimal portfolio dominance coincided for Pd and its MS.STLW ore)
During phase II, labour action in South
African mines and the threat of anti-apartheid
policies by the United States in 1986/78 caused
uncertainty in the market, which benefitted the
overall performance of these assets [104][105].
Realized and imagined supply shortages there-
fore made palladium and MS.STLW outper-
form other assets.
In the time period III between November 1999
and October 2002, it was not only supply issues
caused by Russia that affected the palladium
market [106][107][108][109], but also the im-
plementation of increasingly tighter emission
standards such as EURO III in the automotive
industry, which caused an increase in palla-
dium demand [110]. The combination of a
supply squeeze on the one side, and increasing
demand for palladium on the other, led to the
outperformance of palladium and its observed
price spike in 2001.
Hence in all three phases, economical funda-
mentals affected the palladium market, which
did not reverberate in the overall industrial cy-
cle performance of the MMI, per se. We can
also notice that the timing of these common
outperformance shifted through time. While
we can see these phases during the MMI in-
dustrial cycle stage q4 during the late 1960s,
they moved to stage q3-4 in the 1980s, and ulti-
mately coincided with stage q2, the trough and
stage q3 in the early 2000s. This trend begs
the question if this shift throughout time will
continue into the future or if this market pat-
tern found a permanent place in the industrial
cycle stage.
11.4.4 Uranium and its ore during
Atomic Age booms
We now want to turn our attention to the other
metal that is characteristic to outperform dur-
ing the industrial cycle peaks - uranium. As
we have seen in table 11.4, this metal and its
associated ore UUN.CIG dominated cycle stage
q4, as well as the peak of the cycle. With this
information we can expand on our discussion
in section 9.4.2.
As for palladium we have drawn the monthly
uranium prices against the global production
data in figure 11.6. In addition we show global
exploration spending on uranium that joins
this information in the upper part of the chart.
This is accompanied by the graph for the in-
dustrial cycles and the uranium specific cycle
in the lower half. In shades of orange we high-
8the implemented policies turned out not to include measures on deliveries on strategic metals such as PGMs
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lighted again the three occasions (I-III) when
uranium assets outperformed other assets in
the dynamic portfolio analysis of chapter 6.
The first observation we can make is that the
results for the metal optimization and ore op-
timization show almost identical results. How-
ever, when we look closer we can see that the
uranium-only ore seems to outperform other
ore types for longer, than the metal does com-
pared to the other metals. This comes as a
surprise, but it might be a direct result of the
different portfolio options that are intrinsic to
the two different approaches of metal versus ore
type optimization. After all, outperformance is
a relative measure and has to be viewed always
in the context of all the portfolio options in the
analysis.
We can also note that the time period of ura-
nium’s outperformance during the industrial
cycles coincides with its respective uranium cy-
cle booms. It appears though that these time
periods happened mostly before the peaks of
the industrial cycle when it exhibits a clock-
wise motion. For the only incidence during the
counterclockwise cycle, it appeared after the
cycle peak. On this notion we can also observe
that the periods of outperformance are about
four times longer during the clockwise cycles
than during the counterclockwise ones (cf. ta-
ble 11.6, pg. 150).
Figure 11.6: The uranium market vs. industrial and uranium cycles 1970-2017 [40][111][112][41]
We can again look at these results in the
context of historical trends within the uranium
market itself. For one, it appears that the re-
sponse of the production increase in relation to
the uranium cycle boom has been quite differ-
ent between the different periods. While the
production increased a phenomenal 63% during
the boom in the 1970s (phase I), the response
was much more restrained during periods II &
III (cf. table 11.7, pg. 150).
A different picture can be drawn for the ura-
nium exploration spending during these times.
While we can see that these expenses mirrored
those of the uranium prices with a time lag,
we can also spot differences between these pe-
riods. It appears that for periods I & II the
exploration spending fell off right after the
peak. This was not the case during period III.
Not only did the spending increase almost eight
fold during the boom (cf. table 11.7), it also
appears that exploration spending increased
even further after the uranium cycle, as well as
the industrial cycle peaked.
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period start end length1
metal I Oct-1974 Feb-1980 64
II Apr-1996 Feb-1997 10
III Sep-2004 Sep-2008 452
ore I Oct-1974 Feb-1980 64
II Feb-1996 May-1997 15
III Jan-2004 Sep-2008 553
Table 11.6: Outperformance of uranium assets (1in months; 2w/o Oct’07 & May-Jun’08; 3w/o
May’08)
There might be two reasons for this. For
one it could be argued that the unrealized pro-
duction gains during the boom encouraged fur-
ther spending on exploration to bring extra pro-
duction to fruition. Another interpretation is
that the end of the boom was not apparent
and the continuation of the boom was taken for
granted. In hindsight this turned out to be a
mistaken and costly assumption. Exploration
spending should have been cut much quicker.
According to our analysis, an estimated USD
4.1bn9 could have been avoided in global ura-
nium exploration spending between 2010 and
2017.
production exploration spending
start end ∆ start end ∆
period kt kt % USD mln USD mln %
I 48.2 78.6 63.2 302 889.7 194.6
II 42.4 43.1 1.6 111.4 153.9 38.1
III 47.4 51.6 8.8 218.9 1701.5 677.2
Table 11.7: Uranium market statistics during periods of uranium’s outperformance
11.5 Conclusion
In this chapter we have shown that the re-
sults for the dominant portfolios of both, the
optimal and safest portfolios broadly match the
corresponding results for the dominant metals
of the metals only portfolio analysis. On the ex-
amples of uranium, UUN.CIG, palladium and
MS.STLW we also showed that more subtle re-
lationships exist between metals and ore types
that contain them. There we established that
the more complex an ore is, the higher the
chance that the length of outperformance of the
contained metal exceeds that of the ore. We
also noticed that the ore’s outperformance is
more aligned with that of the contained metal
cycle boom and peak period, than of that of the
ore cycle itself. Moreover we have been able to
show that the insights of this ore type analysis
can shed a light onto the developments within
the commodity markets and help to improve
investment decisions such as the timing of ex-
ploration spending.
9assuming a similar decline in spending as it was done after period I
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”Yet it isn’t the gold that I’m wanting so much as just finding the gold!”
Robert W. Service
Chapter 12
Industrial cycles & ore provinces
As we have seen in the previous chapter,
certain ore types show particular preferences
during the commodity cycles. We now want
to build on this insight and examine if we can
link those results to geographies. In doing so we
want to get a better understanding on what im-
plications these cycle preferences have for min-
ing, exploration and employed mining technol-
ogy that go beyond the mere outperformance
analysis. We are especially interested in three
related aspects:
1. do ore genetic preferences in terms of min-
ing or exploration exist over the course of
the industrial cycles,
2. and if so, what geographical and,
3. what technological implications would
these have.
The answers to these questions would for in-
stance help to assess which regions see the
strongest mining and exploration booms during
course of the industrial cycles1. They would
also help to establish what kind of mining
equipment is either required during a specific
cycle stage, or even more importantly when,
where and what kind of demand can be antici-
pated.
12.1 Ore genetic models and industrial cycles
To answer the first question we want to gen-
eralize our findings of ore type preferences over
the industrial cycles. For this we group the
main genetic processes that our investigated ore
types are characterized by. This grouping will
be done according to a generally accepted ore
genetic model classification scheme, described
by Ridley [5]. He distinguishes five major ge-
netic ore process models, which are:
1. Magmatic ore deposits (MGM),
2. Hydrothermal ore deposits in magmatic
& orogenic environments (HTM),
3. Hydrothermal ore deposits in sedimen-
tary environments (HTS),
4. Supergene or lateritic deposits (SUP),
5. Sedimentary placer deposits (SED).
We take these genetic models and assign them
to our investigated ore types in table A.39 on
page 212. When we now visualize this gener-
alized information according to commodity cy-
cles and technological epochs, the picture in fig-
ure 12.1 on page 152 emerges. We can draw a
number of generalized insights from it.
First, it appears that throughout the different
epochs and cycle stages the dominating ores
can be associated to a great variety of distinct
genetic ore processes that caused these miner-
alizations. Secondly, there is more variety in
ore genetic processes dominating the optimal
portfolios than for those of the safest portfolios.
This is not surprising for the latter however,
1Since the earlier results are based on the dominating assets only, any insights can only be a derivative of these
dominating assets. Is it understood that any assets that do not dominate the portfolios but are nevertheless are
contained within them will experience a boom as well. We assume however that these are of a lesser degree than
those of the dominating assets.
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12.1.1 Optimal portfolios
When we look more closely at the optimal port-
folios for the different industrial stages during
the Atomic Age in figure 12.1 we realize that
subtle differences in preferences exist between
them.
We can see for instance that within the optimal
portfolios, supergene deposits seem to perform
well from the cycle trough to stage q4, while
they are mostly irrelevant during other stages
(cf. figure 12.2 & table A.42, page 215). Al-
most the same behavior is shown by magmatic
deposits that perform well from cycle stage q2
to q4, but not otherwise. Other genetic types
such as sedimentary deposits have strong show-
ings during the contracting stages of the cycles
during stages q1−2, but lesser showings dur-
ing the trough and upswing, and almost none
during the peak. Hydrothermal ore deposits in
magmatic environments seem to show a simi-
lar cycle preference. However, deposits of such
nature are not aligned with the cycle trough,
at all. By far the strongest showings during
the industrial cycle do have hydrothermal ore
deposits in sedimentary environments. They
are especially strong during the peak, stage q3,
but also at the bottom of the cycle.
Figure 12.2: Dominant ore genetic types during cycle stages of the Atomic Age
12.1.2 Safest portfolios
The picture for the safest portfolios is slightly
different (cf. figure 12.2). There supergene de-
posits perform well during stages q3−4 as well as
during the cycle peak. Magmatic deposits how-
ever do not feature at all during the industrial
cycle. Hydrothermal ores in sedimentary en-
vironments on the other hand are a somewhat
constant feature during all stages. Hydrother-
mal ores in magmatic settings feature mostly
during stages q2−4 but hardly during the peak
and the end phase of the boom in stage q1. Sed-
imentary deposits are the most dominant ore
genetic types. They perform particularly well
during stage q1, the cycle trough and the peak.
safest portfolios
epoch trough q3 q4 peak q1 q2
Coal Age HTM HTM HTM HTM HTM HTM
Oil Age HTM HTM HTM HTM HTM HTM
Atomic Age SED SED SED SED SED HTM
Table 12.2: Safest ore genetic types during industrial stages of different technological epochs
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12.2 Ore geology and geography
Since we can assign ore genetic models to
geographical zones, we can put these results
into a spatial context. This is illustrated in a
simplified ore provenance map in figure 12.3.
It shows that we can separate distinct regions
in the world according to ore genetic models.
For instance we can see that HTMs are usually
associated with current or old continental mar-
gins and orogenic belts that sit along active or
extinct subduction zones. Sedimentary placer
deposits (SED), that can be considered young
in geological terms, seem to be located proximal
to those active margins2. Hydrothermal ore de-
posits in sedimentary environments (HTS) on
the other hand are located more distal to such
orogenic belts in continental basins. Further-
more, magmatic sulfide deposits of magmatic
origin (MGM) are mostly located within old
cratons that have not seen an orogenic event
for billions of years. Lastly, supergene deposits
are located mostly in sub-tropical and tropical
regions close to the equator where the neces-
sary deep weathering processes prevail.
Figure 12.3: Simplified ore provenance map of the world [5][114] (Highlighted areas denote areas
of known deposits with the exception of HTM where it also shows the likelihood of their presence)
We can now use this relationship between
genetic ore model and geographical region and
put it in context with the former’s performance
throughout the industrial cycles. This will al-
low us to make general observations of which
geographical regions, and therefore countries
benefit the most throughout the industrial cy-
cles. For the optimal portfolios we will focus on
the Atomic Age, but will discuss all ages for the
safest portfolios.
As we have seen, a variety of genetic ore types
dominate the optimal portfolios during the in-
dustrial cycles of the Atomic Age. Supergene
deposits that can be found in the tropical ar-
eas for instance do perform relatively well from
the economic trough to stage q3−4. Regions
and countries such as the Caribbean, Indone-
sia, West Africa, Australia and Brazil should
accordingly see some increased exploration or
mining activity during these times.
Placer deposits that can be found in the vicinity
of active continental margins seem to do par-
ticularly well during the onset of the economic
downturn stage q1−2. Hence countries that do
2paleo-placer had a similar geographical relationship to ancient active orogenic belts, but sit now much removed
from active zones i.e. Witwatersrand
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have an exposure to such a geological setting
should benefit during these phases. Examples
fo these are United States, Mexico, Peru, Ar-
gentina, and Indonesia.
Magmatic deposits such as those in Siberia,
central Canada and the United States or those
in South Africa do particularly well during the
cycle stages q2+3 and to a lesser extent during
the bottom of the cycle and the start of the in-
dustrial boom.
Hydrothermal deposits in magmatic environ-
ments on active continental margins like those
present in the United States, Chile, Indonesia,
the Philippines, Peru or Canada do well mostly
during the latter half of the boom phase. This
includes the peak of the cycle, as well as stage
q1, but they do not perform well during the cy-
cle trough.
Hydrothermal deposits in sedimentary environ-
ments are more present in the interiors of con-
tinents in countries such as the United States,
Kazakhstan, Zambia, Australia or Poland. De-
pending on the contained metal, these regions
benefit from such ore resources most during the
peak, but can also during the trough of the cy-
cle (e.g. U vs. Co and Cu).
The picture for the safest portfolios is more
straightforward compared to that of the opti-
mal portfolios. This is mainly for the reason
that hydrothermal ore types in magmatic set-
tings or placer deposits dominate these port-
folios. Since both ore types are geographically
associated closely with each other3, regions and
countries that are located in the vicinity of ac-
tive or ancient orogens are more likely to ex-
perience booms from such deposits especially
during economic downturns. As can be seen in
figure 12.3, this is the case for many countries
along the American Cordillera which is part of
the ”Ring of Fire” that encircles the Pacific
Ocean.
The best historic evidence of this causal rela-
tionship is probably seen during the gold rushes
of the 1800s (cf. tables A.44, page 216). As we
illustrate in figure 12.4, many of the most fa-
mous gold rushes did coincide with an economic
downturn as indicated in the MMI. However,
we have to be careful in establishing a rela-
tionship between gold discovery and economic
downturn per se. While it might seem that
there have been more gold rushes starting dur-
ing economic busts as indicated in the lower
half of the chart, coincidence does not imply
causality. We can safely assume though that
when gold was discovered during an economic
crises it was more likely that more destitute
people follow the lure of it to escape economic
hardship, especially during the 1800s. Hence
the intensity of gold rushes as well as their fame
might not only be related to the actual amounts
of gold that were discovered initially, but what
economic situation the would-be miners were
in. As can be seen in figure 12.4, the most fa-
mous gold rushes in history (California, Witwa-
tersrand, Klondike) happened when crises hit
the economy.
Figure 12.4: Timeline of major gold rushes in the 1800s (cf. tables A.44)
3placer deposits are ultimately clastic weathering products of mountain ranges
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We could even postulate that the more se-
vere the economic crisis was, the more famous
the concurrent gold rush was. After all, the
most famous gold rush of all was that of the
Klondike, which happened according to our
chart at the time of the worst economic crisis
of the 19th century.
This begs the question why we have not seen
such a pattern since the early 1900s (cf. ta-
ble A.45, page 216). The reason for this is
probably three-fold. For one, most of the ma-
jor surficial gold deposits have probably already
been discovered, claimed or mined by the late
1800s.
Secondly, even severe economic downturns do
not cause as much hardship anymore such that
desperation drives people to far flung places to
mine gold. This does not mean that many of
the artisan gold mines around the world do not
provide those miners with a livelihood, but they
certainly do not fuel gold rushes anymore that
mobilize people around the world to get there.
Lastly, travel restrictions are much more re-
strictive in our age than in previous times. This
can be seen in daily politics when immigration
policies are part of the daily discourse.
12.3 Ore provenances and mining technology
The last aspect we want to consider in this
chapter is that of employed mining technol-
ogy. We know that there exists a relationship
between the genetic ore processes that formed
the mineral deposit, and how these deposits
are mined today. For instance, supergene de-
posits are entirely mined in surface operations,
while magmatic, hydrothermal deposits in sed-
imentary environments and placers4 are mostly
mined in underground operations.
We can apply this insight to our learnings from
the cycle preferences of the optimal portfolios
and the related geological provenances. We
will thereby restrict our interpretation to the
Atomic Age since the provided data is more
aligned with the technologies applied during
this epoch. To quantify this relationship, we
turn again to Infomine’s Mining Intelligence
database [3] that contains data on operating
mines, with respect to their geology and mine
type. Plotting data of 2015 in figure 12.5 we
can see that strong differences exist between
the various deposit classes.
We can see for instance that supergene deposits
are indeed overwhelmingly mined in surface
operations, while SEDs, HTSs and MGMs are
mostly mined in underground settings. With
this knowledge we can now deduct qualita-
tively that during industrial cycle peaks of the
Atomic Age, the HTS dominance in the optimal
portfolios seems to result in a higher demand
for underground equipment. This would be
in contrast to times when supergene deposits
are more dominant which require more surface
mining equipment (i.e. trough, stage q3−4).
Again, this is only an illustrative example on
what could be done with such kind of infor-
mation. More research would be needed to
quantify this approach. However this knowl-
edge could ultimately be helpful for marketing
campaigns that could be tailored to the end
user depending on the business cycle stage (i.e.
purchase of capital goods vs. consumables).
Figure 12.5: Share of mine types per genetic
ore type (100% = all OP mines; n = 544)
4this applies mostly to paleo-placer deposits such as those of the Witwatersrand and does not include the nu-
merous artisan mines around the world that are mined mostly in surface operations by dredges or hand panning
156
12.4 Discussion
We showed in this chapter that we can use
geological classification schemes in terms of ore
genesis and apply them on financial optimiza-
tion results. While the results thereof can be
interpreted in a meaningful way, we need to be
careful not to read too many things into them.
There are number of factors that are important
to consider.
First, we have to remind ourselves that the re-
sults for the optimal portfolios represent these
ores that dominate those portfolios, but not
necessarily form the majority of such. All ore
types and therefore genetic processes that do
not fit this criteria have been disregarded in
this approach. Hence the results are tilted to
the dominating ore types, implying that the
true picture is a more complex one.
Secondly, for most of human history, the dis-
covery of rich metal deposits was a pure game
of chance. The systematic research on the re-
lationship between ore types and ore genesis
only emerged in the 1950s and 1960s. Only
since this time did genetic models play a role
in the planning and execution of exploration
and mining of mineral deposits. Hence the ver-
batim association we performed in the analysis
is based on an ex post understanding of the
facts, and any insights cannot be applied per
se on the situations prior to the Atomic Age.
This does however not take away from the in-
sights we gained from the analysis of the gold
rushes. After all, the geographic location of
the latter and their geological similarities were
unbeknownst to the miners.
Moreover, mining technology has changed dra-
matically over the centuries. While under-
ground mines dominated the Coal Age, open
pit mine technologies were only slowly adopted
during the 1900s. This process was still on-
going during the Atomic Age and even if the
analysis we performed focussed on the latter,
the implications we draw, can only be applied
to the future.
12.5 Conclusion
This chapter has shown that we can use the
learnings from our metal and ore type opti-
mization approach and retrieve additional in-
sights on the interactions of industrial cycles
and the exploration and mining for ores of sim-
ilar genetic origin. It is our opinion that this
approach can therefore further enhance our un-
derstanding of geographical, technological and
ultimately economical repercussions that com-
modity and industrial cycles have on our so-
ciety. These insights can for instance help to
better guide governments of resource rich coun-
tries with their different geological endowment
to shape mining policy according to the indus-
trial / business cycle stage. It can also help to
plan exploration campaigns for metals and to
better manage the development of mine oper-




“Prediction is difficult, especially when dealing with the future!”
Danish proverb
Chapter 13
The state and future of the M&M Industry
Up to now the analysis focussed on the time
span from January 1800 to April 2018, with in-
sights presented mostly for the time until the
end of the last industrial cycle in January 2016.
At the time of writing these lines it is fall 2019
and the Metals & Mining sector has clearly
moved on since. Therefore we want to shortly
assess (1) what the current state of the indus-
try is and how it evolved since February 2016,
(2) how the current cycle might be different
from previous ones, and (3) what the future of
the industry might look like.
13.1 The current state
To evaluate the current state of the M&M
sector we can use our approach we pioneered
in chapter 7. We thereby assign cycle motion
types and stages to the asset cycles for met-
als, poly-metallic ores and the MMI. The task
however is much more difficult since those cy-
cles did not play out to their respective ends
yet. Hence much more uncertainty is attached
to the designated cycle modes and respective
cycle stages. This is illustrated in figure 13.1
for the ore type SDX.RDG, where no clear mo-
tion type can be discerned.
Figure 13.1: Risk-return pattern of SDX.RDG
from Jan 2016 to Sep 2019
This difficulty in assigning cycle motions is
also reflected when we draw a picture for the
entire sector in figure 13.2 on page 160. While
we are reasonably sure of the cycle motions that
are colored red and blue (CW and CCW), we
could not determine a motion type for those
assets with a white colored circle.
13.1.1 Cycle stages - metals
When we review the metal cycles in figure 13.2,
it appears that while seven metals (Ag, Au, Co,
Cu, Ni, Pt, U) experience a cycle upswing, six
of them face the opposite movement (Al, Mo,
Pb, Pd, Sn, Zn). An almost even split also
exists between metals that are in clockwise or
counterclockwise mode and for which the mode
cannot be established yet (5×CW vs. 4×CCW
vs. 4×unknown).
We can also see that cobalt, gold, nickel and sil-
ver seem to be at the start of a sustained cycle
boom. Palladium on the other hand is in the
vicinity of its cycle peak, while lead and zinc are
at the end of their respective boom phase. Alu-
minum and tin appear to be at the beginning
of their bust phase, while copper, platinum and
uranium are at the tail end of it.
The MMI, as a derivative of the thirteen metals,
seems to indicate an upswing and the beginning
of a sustained CW boom.
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13.1.2 Cycle stages - poly-metallic ores
When we look at the cycle stages for poly-
metallic ores in figure 13.3, we notice that
about 85% of them show a clockwise mo-
tion with the remaining assets exhibiting no
clear motion type. The latter observation
might be related to the fact that those assets
(POR.HVM, MS.STLW, SDX.RDG) consist of
metals where the motion type for at least one
of the contained metals is either CCW or un-
known. We can also observe that 45 of the ore
types seem to be in a cycle upswing, which
aligns well with the overall impression of the
state of the MMI.
When we compare these results with those of
the metals and mono-metallic ores we can no-
tice a number of commonalities. For instance,
most of the copper dominated ores such as
porphyry coppers, red beds and IOCGs align
well with the cycle stage of copper. The same
holds for the gold rich ores PLAC.WIT and
EPI.YAN, which align closely with the cycle
stage and mode of gold. The cycle stages for
lead and zinc deposits1 also correspond with
those of the two co-products they contain. In
terms of motion type however, they rather seem
to align with the motion of zinc than that of
lead.
When considering the boom & bust dynamics,
we see that the majority of the ore types are
either at the beginning of their boom or end
of their bust phase. The opposite holds again
for the aforementioned lead-zinc deposits which
seem to be entirely at the end of their respec-
tive boom phase.
13.1.3 The Metals & Mining Industry
As we just have seen, the MMI presents itself
in the fourth quadrant of the commodity cycle,
at the verge of a sustained boom. The indus-
try has thereby seen a speedy recovery since
its cycle started in February 2016, as shown in
figure 13.4. When we compare this upswing
with those of earlier ones in history, we can
find broad similarities in terms of return pro-
gressions, especially with those after the crises
of 1960-62 and 1984-87.
Figure 13.4: MMI returns in the aftermath of selected industrial downturns2
However, unlike any of the other sustained
economic recoveries in recent history, it appears
that the current cycle has stalled in the 42nd
month after the onset of the initial crisis. As
it happens, this date is June 2018 (see circle),
a month before the United States started its
trade war with China [115]. Since then, both
parties have ratcheted up the tariffs levied upon
each others export goods (see figure A.19, page
218). As we have learned in section 9.2, the
M&M sector has become increasingly depen-
dent on the economy of China. Any hampering
1VMS.KID, VMS.MYR, SDX.RDG and MVT.TRI
2The reference point for the chart is one month before the MMI enters its respective phase of sustained
contraction.
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of its output will therefore be felt not only there
[116] but across the entire M&M industry. This
seems to be the case and is clearly reflected in
the downward trajectory of the MMI ever since
the implementation of the initial tariffs in July
2018.
The question that arises now is if the apparent
downturn we experience currently is an indica-
tion for the looming end of a rather short lived
industrial cycle. Given our insights from pre-
vious chapters we can try to answer this along
two lines of argument.
When we first compare the average growth rate
of the apparent peak in June 2018 with previous
peaks (cf. table A.26, page 203), we can note
that the current rate is barely half of any of
those in the last 150 years. It is therefore very
likely that the industrial cycle has not found its
peak, yet.
The second, more technical approach might
be more insightful on this matter, however.
It appears that a close relationship exists be-
tween industrial cycle extrema, and the num-
ber of metals that support the respective opti-
mal portfolios during such peaks. This relation-
ship manifests itself in the fact that around the
cycle peak optimal portfolios are composed of
the highest share of number of metals that are
available for the construction of said portfolios.
The opposite holds true at the bottom of a cy-
cle, when the least metals support the optimal
portfolio3. For instance, the number of met-
als that are present within the optimal port-
folios during the cycle minima does not usu-
ally exceed 25% of all of the available metals in
the data set. This holds true for the 19th and
20th century and never exceeds 10% since the
1960s. This is irrespective of the cycle motion
type. For cycle maxima on the other hand, the
same share is at least 45%, and can approach
80%. As we can see in figure 13.5, this relation-
ship has been fairly consistent for the last two
centuries. Moreover we can note that clock-
wise cycles are more likely to exceed this ratio
than counterclockwise cycles, especially since
the start of the Oil Age.
Reflecting on the current cycle stage we can
see that the critical share did not reach the
minimum of 45% yet. Hence we strongly be-
lieve that the end of the current industrial cy-
cle is not imminent, as of now. It remains to
be seen if the fundamental trade war issues can
be resolved, or if the M&M industry can re-
cover despite these adverse developments. The
return of positive MMI growth in September
2019 might thereby be a first sign of imminent
improvements in the economic outlook.
No matter how the above issues play out how-
ever, they show that the MMI as an indicator
for the health of the Metals & Mining industry
is very sensitive to policy changes that affect
global trade and therewith industrial output.
Hence we can note that the dynamics of indus-
trial cycles are not cast in stone and can very
much reflect sudden policy changes that affect
its underlying business fundamentals.
Figure 13.5: Number of metals represented in optimal portfolio
3As a reminder, the lowest number of metals present in the optimal portfolio for the dynamic analysis is by
default one - see section 6.2.1, page 34 for definition
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13.2 The dawn of a new Industrial Age
While we have just argued that the current
cycle is not coming to a close yet, we still want
to establish if this cycle is inherently different
from previous cycles. For this we will first look
at the composition of the optimal and safest
portfolios in the current cycle. We will con-
trast these results with the those of the cycles
of the Atomic Age. This is because the latter
cycles are the most recent in time during which
similar technologies were employed.
13.2.1 Optimal portfolios
Starting with the optimal metal portfolio com-
positions, we notice in figure 13.6 that the four
metals cobalt, gold, palladium and zinc dom-
inate the early stages of this cycle. When we
compare these results with those of the cycles
of the Atomic Age (cf. table A.38, pg. 210 vs.
table A.37, pg. 210), we notice that they are
very similar. All relative shares during the cur-
rent cycle are much more pronounced however
than those during the Atomic Age. This can
be explained with the fact that the Atomic Age
comprises four full industrial cycles that stretch
over a total of 55 years, while the current cycle
is barely four years old. Hence not too much
should be interpreted into these relative shares
and the observed differences.
Figure 13.6: Dominance in portfolios of Hydrogen Age
The optimal ore portfolio compositions are
dominated by three ore types - MVT.TRI,
RED.TNK and PLAC.YUK. Their distribution
over the different cycle stages is also compara-
ble to those of the Atomic Age. In addition
we see that the ores very often reflect the met-
als that dominate the respective metal portfo-
lios. For instance, gold only ores (PLAC.YUK)
dominate the ore portfolios at the same time
as gold in the metal portfolios during the cycle
bust right at the beginning of the MMI cycle.
This holds also true with the concurrent domi-
nance of zinc and its MVT.TRI ore during 2016
and cobalt and its ore RED.TNK during 2018.
However we can also see that such a metal con-
nection cannot be made for a prolonged time
during 2017 and 2019. These discrepancies can
once again be explained with the geological con-
straints that affect the ore portfolio optimiza-
tion we observed in chapters 5, 6 and 11.
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13.2.2 Safest portfolios
The safest metal portfolios are dominated by
uranium and gold. While uranium was the
safest metal during the trough at the begin-
ning of the cycle in 2016, gold has been the
safest metal ever since. This latter observation
is thereby in agreement with the findings for the
Atomic Age. Surprisingly however, the notion
that uranium appears to be the safest metal at
the bottom of the cycle is new and unprece-
dented. We might take this as an indication of
a change in industrial cycle dynamics, and it
could very well be a defining feature of the new
technological epoch.
When we look at the safest ore portfolios, we
notice that only two ore types dominate their
compositions - PLAC.WIT and IOCG.OD.
Both of these ore types contain uranium and
gold that represent the two metals that dom-
inate the metal portfolios we just analyzed.
The dominance of PLAC.WIT stands thereby
in the tradition of what we observed during the
Atomic Age. During this time it was frequently
dominating the stages of all industrial cycles.
The frequent dominance of IOCG.OD during
the current cycle stages q3 and q4 on the other
hand represents a clear break with the past.
Never before was this ore type in a dominating
position within the safest ore portfolios. This
fact might therefore be another indication of
the changing industrial dynamics we have al-
ready seen in the metal portfolios.
13.2.3 Summary & Discussion
The results showed that the general dynamics
of metal and ore preferences have not change
dramatically from the Atomic Age. Gold can
still be considered one of the safest metals while
the dynamics in the optimal portfolios resem-
ble those of the previous epoch. However, it
appears that uranium and its related ores can
now also be considered to be some of the safest
assets, especially during times of crisis. This
addition can be seen as an indication of a cru-
cial change in the MMI cycle dynamics and sup-
ports the fact that a new industrial age has be-
gun.
13.3 The future
At this point we want to change perspective
and assess the future of the M&M sector. We
will start by forecasting the future timing of
the different commodity cycle stages, followed
by the estimation of peak prices during such.
13.3.1 Commodity cycle stages
We learned earlier that a new industrial cycle
started in February 2016. We now want to in-
vestigate how this cycle might evolve. A good
starting point for this endeavor is to use our
insights regarding the average lengths of the
cycle stages (cf. table A.16, page 192). We
can use those and extrapolate the future with
the last asset cycle troughs as their respective
bases. In addition we take into account our un-
derstanding of the current cycle motions that
we detected, and assume which motions would
be likely for those where we could not discern
any. Based on historical likelihood we also
make assumptions on the nature of motions for
the next commodity cycle that follows the cur-
rent one. With all these assumptions in place,
we can draw a picture of the evolving commod-
ity cycles shown in figure A.20 on page 2204.
According to our interpretation we seem to be
at the beginning of a long and sustained growth
period of the M&M sector.
When we take the cycle peaks as an example
for the current cycles in figure 13.7 on page 165,
we notice that two metals should have already
peaked in 2019, with five more to come in 2020.
In addition, some twelve ore types should see
their respective cycle peaks also in 2020. Cycle
peaks become much less frequent thereafter,
with one to three peaks per year. Only in 2025
does the frequency pick up again with five ex-
pected peaks.
The cycle peak estimate for the MMI falls right
into this time range, with a peak in Feb-28 and
a successive trough in Feb-30 (cf. table A.46).
This estimate is based however on the average
of all CW cycles of the MMI. If we take into
account our observations from section 9.4.2 and
only use the averages of CW cycles at the be-
ginning of technological epochs (cycles c), a
different picture emerges. The suggested peak
would then happen around 20 years past the
last trough in 2016, i.e. at the end of 2036.
4cf. current cycle data in table A.46, page 217 and next cycle data in table A.47, page 219
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When we now extrapolate our findings on the
frequency of super cycles in section 9.4.3, we
can see that the next phase of superior returns
can be expected to start around 2034. Hence
the MMI cycle estimate that incorporates our
knowledge on the technological epochs, and the
estimate based on the frequency of super cycles,
match very closely. We admit, neither dates,
be it those in 2028 or the later ones seem to
coincide with those of the commodity cycles we
discussed earlier. We suggest that discrepancy
is related to the fact that the MMI reflects
macroeconomic cycles, which we showed can
be longer termed than those of the commod-
ity cycles themselves. Hence more than one
commodity cycle can happen during one of the
industrial cycles. This was the case in all the
previous industrial cycles.
Aside from the mentioned discrepancy in esti-
mates, the question arises how the mentioned
commodity cycle estimates compare with real-
ity. Since we are already at the end of 2019,
we have the benefit of hindsight to see if some
of the forecasts turned out to be true.
Figure 13.7: Extrapolated commodity cycle peaks until end of 2025
We will assess this in two steps. First we
want to inspect all the realized cycle stage dates
and compare them with their respective esti-
mates more thoroughly. In addition to the
mean lengths5 we relied on so far, we want to
compare the result with estimates based on the
median lengths (cf. table A.48, pg. 221), as
well. Hence we established two cycle forecasts
for the time that has already passed, one based
on the mean cycle stage lengths, the other one
on their medians. The estimates are shown in
table A.49, page 222. When we compare these
estimates with the realized dates6 in table A.50,
page 223, we can infer that the estimates based
on the mean are in general closer to the realized
dates. In fact 56% of the mean estimates are
closer to the realized dates while this is only the
case for 31% of the median estimates. In 13%
of the cases both estimates are equally close to
the realized dates7. Hence it appears that the
estimates based on the mean length are in gen-
eral a better estimator for the realized values.
However, the question is to what degree? To
answer this we compare the estimated and re-
alized dates in table A.51, page 224. As we
can see, the majority of 52.2% of the estimated
dates overestimate the realized dates of the cur-
rent cycle stages, meaning the considered asset
cycles moved faster than their estimates sug-
gest. Another 39.1% underestimated the re-
5i.e. time differences between cycle stages
6this assumes that our ”call” on the passing of the cycle stage milestones t1 - t3 is correct - cf. discussion on
uncertainty of ”calls” at the beginning of the chapter
7This happens when the sample sizes are small such that median and mean length estimates are the same.
8that excludes the exact match for the MMI cycle stage t1 in Jan-18
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alized cycle stage dates, i.e. the asset cycles
moved slower than expected. Moreover a full
8.7%8 of the estimated dates matched up ex-
actly with those of the realized dates. This
compares with 23.9% and 43.5% of the esti-
mated dates that were within a range of six
and twelve months of the realized dates, respec-
tively. Of those assets that are off by more
than twelve months, especially tin, lead and
zinc come to our attention. Tin is thereby off
by 50 months, or exceeding its t3 by more than
4 years. Zinc and lead are not much better and
exceed their cycle peak timing by around 30
months or 2.5 years. Those massive deviations
beg the question if the respective cycle stage
dates were either called to early, or if the av-
erage cycle stage length is a good estimator to
begin with. Unfortunately, we cannot answer
this question satisfactory until the cycles have
found their next bottom, which are way past
the conclusion of this study.
13.3.2 Peak pricing
In analogy to the approach for estimating the
future timing of asset cycle stages, we can
equally approximate the pricing upside for the
current asset cycles. For this analysis we con-
centrate only on metals, however. This is be-
cause the results can be put in a better context
with publicly available price quotes (e.g. LME,
LPPM).
Relying once again on the time that passes from
the cycle bottom to reach the respective price
peak t5 (cf. table A.16, pg. 192) we can draw
the following picture in table 13.1.
price price bottom mean forecast median forecast
metal motion unit date Pmin date P¯max date P˜max
Ag CW USD/ozt Jan-16 14.02 Dec-22 72.28 Jan-22 26.25
Al CCW USD/t Nov-15 1466 Apr-18 2211 Nov-17 2132
Au CW USD/ozt Dec-15 1068 Jul-28 14016 Jul-28 14016
Co CW USD/t Feb-16 22401 Jul-26 195462 Apr-25 180072
Cu CW USD/t Jan-16 4459 May-21 12904 Jun-20 10449
Mo CCW USD/t Oct-15 10770 Mar-18 18080 Mar-18 18080
Ni CW USD/t Feb-16 8331 Aug-23 32695 Jan-21 22862
Pb CCW USD/t Nov-15 1616 Mar-18 3035 May-18 2982
Pd CW USD/ozt Jan-16 500 Apr-19 2846 May-18 1943
Pt CW USD/ozt Dec-18 791 Sep-25 5977 Feb-23 2331
Sn CCW USD/t Jan-16 13719 Jun-19 25601 Nov-18 21301
U CCW USD/lb Nov-16 18.5 Nov-19 32.25 Nov-19 32.25
Zn CW USD/t Jan-16 1507 Apr-20 4898 Jun-19 3857
Table 13.1: Estimated metal price peaks of current metal cycles
As with the cycle stage estimates, we show
the price peaks based on the mean and me-
dian timing (cf. table A.20, pg. 198), next to
their maximum price calculation based on the
mean and median price multiples. In addition
we show in table 13.2 the price maxima with
their respective date and value for those that
already occurred during this industrial cycle.
When we compare these results in the two ta-
bles we can identify a number of features that
are shown in table 13.3.
First, we can discern that in general the me-
dian price estimates seem to be closer to the
realized prices. However, we can also see that
the actual prices can widely differ from their
estimated values.
metal motion date Pmax unit
Al CCW May-18 2297 USD/t
Mo CCW Mar-19 27315 USD/t
Pb CCW Jan-18 2590 USD/t
Pd CW Sep-19 1601 USD/ozt
Sn CCW Feb-18 21694 USD/t
Zn CW Feb-18 3540 USD/t
Table 13.2: Realized metal price peaks of cur-
rent metal cycles
For instance, the realized prices for molyb-
denum exceed their estimates by more than
50% (i.e. Pmax = 27,315USD/t vs. P¯max
= 18,080USD/t). Other price estimates are
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much closer to the estimated values, however.
The realized maximum price of tin for instance
is with 21,694USD/t only 1.8% greater than
the estimate by the median price multiple of
21,301USD/t.
Given the limited data it therefore appears that
median price estimates are closer to the realized
prices than those estimated by the mean.
∆p vs. ∆t vs.
mean median mean median
metal % % months months
Al +3.9 +7.8 +1 +7
Mo +51.1 +51.1 +13 +13
Pb -14.7 -13.2 -2 -3
Pd -43.7 -17.6 +5 +17
Sn -15.3 +1.8 -16 -9
Zn -27.7 -8.2 -26 -16
Table 13.3: Differences between realized and
estimated metal price peaks of current metal
cycles (∆p - price difference; ∆t - time differ-
ence)
When we consider the proximity of timing
estimates for the peak prices, we notice that
the mean estimates are generally closer than
those for the median estimates. In three out
of five times these are within six months of
the realized price peaks. As before, the range
of estimation errors can be massive, though.
For instance, the mean estimates for the zinc
pricing peak timing overestimates the actual
date by more than two years, while those of
the median overestimate by little more than a
year.
13.3.3 Summary & Discussion
As we have seen, forecasting the future of the
Metals & Mining sector is doable using the
means and medians of cycle stage parameters.
It thereby appears that the estimations based
on the means are slightly better when extrapo-
lating the timing of the cycle stages, while the
medians are better for the prices themselves.
Our approach however is a very crude, sim-
plistic and mechanical one and prone to error.
While some of the estimates seem to match the
realized values pretty closely, they do not con-
sistently do so. Hence this analysis should be
expanded to back test the previous cycle that
ended in January 2016. We believe though that
the results of this test might be as unsatisfac-
tory as this one. We suspect that the reason
for this is the small sample size for the different
asset specific cycle types.
13.4 Summary & Discussion
In this chapter we assessed the current and
future state of the Metals & Mining sector. We
found that
• the different metals and ores are at dif-
ferent points of their respective business
cycle. For the most of them a long lasting
CW cycle seems to lie ahead,
• the MMI indicates the beginning of a new
economic boom. Early indications show
that this might be a long lasting, infras-
tructure driven CW cycle i.e. Kuznets
swing. We believe that it will peak
around late 2036 and will coincide with
a phase of superior returns that starts
around 2034,
• changes in public policy can seriously af-
fect the state of the M&M sector, repre-
sented by the MMI. It is a reminder that
business cycles are not immune to policy
changes, especially when these affect re-
source intensive economies such as China,
or those that depend on them,
• the industrial dynamics since February
2016 in terms of metal preference during
the different industrial cycle stages, are
similar to the Atomic Age but shows sub-
tle changes. These suggest that a new
technological epoch, the Hydrogen Age,
has begun (cf. chapter 9),
• a simple extrapolation of the asset specific
commodity cycles into the future shows
the coming of a number of cycle peaks al-
ready in 2020 and almost as many until
2025. However we have also shown that
these estimates, including these for the re-
spective price peaks, are not as reliable as
expected. We suggest however that our
approach still has merit since its results
are based on empirical evidence. It could
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therefore provide a proxy against any es-
timate that is obtained via other simula-
tion techniques,
• the assessment of contemporary cycle
stages and motions can be very difficult.
This is despite the help that empirical,
cycle based evidence is available. We rec-
ommend that further research is done on
this topic.
13.5 Conclusion
In this chapter we have shown that our find-
ings on the cyclicality of metal and ore markets
can be used to enhance our understanding of
the current state and the future of the M&M
sector. However, as the proverb at the begin-
ning of the chapter suggests, nothing is more
difficult to predict than the future. This holds
true for all aspects of life, even for the Metals
& Mining sector. Employing insights from the
technical analysis of business cycles can help,
but cannot replace fundamental research into
the supply & demand of metals and materi-
als. We suggest however that our insights into
the cyclicality of these metal markets should be
useful in comparing fundamental research re-
sults with empirical evidence of more than 200
years.
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This exploratory study applied concepts of
Modern Portfolio Theory (MPT), initially de-
veloped by Markowitz [1] for financial assets,
onto natural assets such as metals and ores. To
do this we generated an asset return data set
that combined metal and poly-metallic ore val-
ues with almost 220 years of pricing data.
We followed three major approaches. First, we
investigated the general behavior of the differ-
ent metal and ore returns in the risk-return
framework. Subsequently we ran optimization
algorithms on the data set and examined the
behavior and composition of the minimum vari-
ance and tangency portfolios for different time
horizons. We learned that:
• the general MPT rule that diversification
reduces risk holds true for metals and
poly-metallic ores,
• poly-metallic ores resemble the behavior
of diversified stock portfolios. Hence they
can be described in financial terms as nat-
urally occurring portfolios that were ”di-
versified” not by humans or algorithms
but by geological processes,
• results of portfolio optimization algo-
rithms are affected by ore geology, i.e.
certain metals only appear in poly-
metallic ores. This means that a lucrative
metal does not necessarily imply to mine
its related poly-metallic ore in terms of
risk and return. The underlying reason
is that the ore might have less attractive
risk-return characteristics than the con-
tained metal.
• static portfolio optimization revealed that
for the last 70 years the metals with the
optimal returns were palladium and gold,
while the safest investment choice was a
combination of 9 different metals that are
dominated by gold and uranium. The re-
spective ore analysis revealed that the op-
timal ore type for the period was the gold
ore PLAC.YUK, while a combination of 9
different ore types represented the safest
portfolio. The latter was dominated by
gold and uranium ores, PLAC.YUK and
UUN.CIG, respectively,
• dynamic portfolio optimization showed
that for more than two centuries, zinc
and cobalt were the dominant metals in
the optimal portfolios, while silver and
gold represented the safest metals. The
analysis of ores revealed that tin ores
(PLAC.BAN) and zinc ores (MVT.TRI)
dominated the optimal portfolios, while
the gold-silver ore EPI.YAN and the gold
ore PLAC.YUK were the safest ores.
In our second approach we investigated how
assets behaved through time within the risk-
return framework. Using novel parameters we
showed that asset specific business cycles, i.e.
commodity cycles exist. In particular we found
that commodity cycles:
• can be differentiated by parameters such
as cycle length, pulse and arrhythmia,
lengths of booms and bust, price mul-
tiples, metal groups and cycle motion
types,
• show two underlying motions within the
risk-return framework - clockwise and
counterclockwise. The former cycles usu-
ally last longer and have higher pricing
upsides than the latter. We determined
that those motions relate to expanding or
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consolidating commodity cycles, respec-
tively,
• last between six and twenty years and can
be considered specific to ores and metals
in the case of clockwise cycles,
• seem to depend on metal and ore usage
(i.e. high metal arrhythmia equals high
jewelry usage), while their price multiples
are correlated with the metal abundance
and production volume of the respective
metals (i.e. the less an asset is present in
nature / mined the higher the price mul-
tiple is), and
• can be compared to extended, inventory
driven Kitchin cycles.
Lastly we combined the results of both ap-
proaches and gained additional insights that
went beyond those of the individual ap-
proaches. Thus we were able to show that:
• a Metal Markets Indicator (MMI) can
be established, which tracks the perfor-
mance of the Metals & Mining industry
through time. It reflects global macroeco-
nomic developments such as economic ex-
pansions and contractions, which express
themselves in industrial cycles that are
supported by historical evidence. Such
evidence also shows that the sector was
influenced by war needs until the mid
1900s, but since then has become increas-
ingly dominated by the demands of the
general economy of the consumer society,
• MMI cycles can be interpreted to repre-
sent fixed investment driven Juglar cy-
cles and infrastructure related Kuznets
swings. We demonstrated that industrial
cycle parameters such as cycle length or
return progression in time are not cast
in stone, but can be influenced by public
policy changes. This is especially the case
when the latter affect resource intensive
economies,
• the combination of asset portfolio opti-
mization results and the concept of in-
dustrial cycles provides insights into how
metals and ores perform during the differ-
ent industrial cycle stages. These can be
used to determine which assets are safe
or lucrative during those stages. They
can also help answer economic questions
related to metal scarcity or changes in
metal usage (e.g. new applications, sub-
stitution),
• the most profitable periods for the Met-
als & Mining sector in recent history, i.e.
super cycles were associated with phases
of superior returns during long clockwise
MMI cycles. These periods occur once
every generation and align with infras-
tructure driven economic expansions i.e.
Kuznets swings. We expect the start of
the next super cycle in 2034,
• MMI cycle sequences were detected. We
argue that they correspond to three dif-
ferent technological epochs - Coal Age,
Oil Age and Atomic Age. These se-
ries of cycles can thereby be interpreted
as technology driven Kondratieff waves.
It appears that a new epoch began in
February 2016, which we have termed the
Hydrogen Age.
These results have numerous practical applica-
tions. They can help:
• optimize decision making processes in re-
source development. This relates espe-
cially to decisions around timing and cap-
ital investment, be it in exploration or
mine development. This can be achieved
by incorporating insights of asset spe-
cific commodity cycle characteristics (cy-
cle motion type, cycle length, boom and
bust length, price multipliers) and the use
of decision trees that incorporate such pa-
rameters,
• improve pricing forecasts that are used
in pre-feasibility, feasibility and market
studies by using price multiplier derived
price estimates as benchmarks,
• determine the current status of the Met-
als & Mining sector and identify indus-
trial cycle peaks and troughs by studying
the cycle stage specific dominance of spe-
cific metals,
• incorporate the knowledge of the most
profitable business cycles (Kuznets
swings) and align corporate strategy ac-
cordingly. This might require a rethink
of strategic time horizons for companies
active in the Metals & Mining sector,
especially when they focus on specific
metals.
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In a novel approach this thesis explored
whether Modern Portfolio Theory, initially de-
veloped by Markowitz [1] for financial assets,
can be applied to natural assets such as met-
als and ores. With a data set that reaches
back almost 220 years we have shown that this
approach is viable and that it resulted in a
number of fundamentally new insights into the
dynamics of the Metals & Mining sector.
We have demonstrated that 1.) poly-metallic
ores can be described as naturally occurring
metal portfolios, which were ”diversified” by
geological processes. We have also shown that
2.) the attractiveness of metals and ores can
be determined for different time horizons us-
ing portfolio optimization algorithms. In the
case of ores these are strongly influenced by
geological constraints. Moreover we found evi-
dence that 3.) commodity cycles exist and last
between six and twenty years. Using novel pa-
rameters we were able to categorize and relate
them to human usage, economics and natural
metal occurrence. We also found that while
clockwise cycle lengths are statistically sig-
nificant and thus specific to the investigated
metals and ores, their counterclockwise equiva-
lents are not. In addition we were able to show
how these commodity cycles fit into the bigger
picture of industrial and technological progress
of humankind.
These insights help us in a variety of ways that
not only 4.) improve current industry practice
but also let us better understand the dynam-
ics of the Metals & Mining industry. The
developed cycle parameters can for instance,
help the sector optimize the strategic decision
making process in terms of timing and capital
expenditure for exploration and mining. The
developed tools can assist mining executives
better assess the current state of the industry.
This knowledge can be crucial in mergers &
acquisitions or contract negotiations.
The insights into the cyclical nature of com-
modities can also be used to improve 5.) cycle
and price forecasts, be it at a commodity or
industrial level. This could provide useful in-
put for feasibility studies, as well as market
research. We expect, for example, the start
of the next phase of superior returns for the
Metals & Mining sector around 2034, followed
by an industrial cycle peak in ca. 2036. The
picture on a commodity level is more complex
and we expect that for instance nickel and
gold find their price peaks of 22,862 USD/t
and 14,018 USD/ozt around January 2021 and
July 2028, respectively. However, these esti-
mates were based on very crude assumptions
and we strongly suggest that they should be
revisited using stochastic models that incorpo-
rate the described cycle specific parameters.
While the major questions pursued here were
answered affirmatively, a number of resulting
questions have arisen.
The expansion from the current 34 assets to the
more than 1000 available projects and mines
in the original data set could show for instance
an asset specific preference through time. This
information could be mapped and analyzed in
its respective geographic context (e.g. GIS)
and spatial patterns may be discovered.
We could employ this approach and investi-
gate the assets using their net returns by in-
corporating their respective production costs.
These fluctuate through time and are specific
to mining technology and ultimately geology.
Hence further insights into the relative asset
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attractiveness might emerge that could be fun-
damentally different from our results.
In addition, the inclusion into this analysis of
other commodities such as oil, natural gas or
coal could broaden our understanding of the
relative commodity scarcities within the re-
source sector as a whole.
There are also questions regarding policymak-
ing that would be interesting to investigate.
For instance, how could public policy of re-
source dependent countries be crafted such
that it dynamically adapts to the fluctuations
of the commodity markets. As every country
exhibits a different geological endowment, it is
subject to a different set of commodity cycles.
Hence any recommendation for such policies
would need to be tailored individually by coun-
try. The insights of this study could open a
refined approach in doing so.
The findings could also help corporate gover-
nance in order to align executive compensation
in the Metals & Mining sector with the com-
modity cycles that underpin it. The insights
could help disentangle the performance con-
tribution of an executive from that which is
purely caused by market dynamics. More re-
alistic compensation contracts that reflect true
executive performance could be crafted accord-
ingly.
We also believe that some data related is-
sues need further review. For instance, while
we are very confident in the metal and ore
specific commodity cycles and in particular
for those of the clockwise motion, there is less
certainty around the counterclockwise motion.
This is partly because of the limited sample
size, which can only increase when more time
passes. Hence we would like to entertain the
idea to revisit the results of this study in 50
years from now. By then more commodity cy-
cles should have passed and thereby more data
points should be available to test if the estab-
lished cycle specifics still hold.
All things considered we believe that the re-
sults of this study shed a new light on the dy-
namics of the Metals & Mining sector through
history. It showed that an unconventional
application of a financial theory onto natural
assets resulted in insights that went beyond
those of corporate finance, economic geology
and mineral economics, separately. In adapting
Aristotle’s quote ”The whole is greater than the
sum of its parts”, we conclude that the results
of this interdisciplinary study provide more in-
sights into the dynamics of the Metals & Min-
ing industry, than what the mere sum of the







Supporting charts & data
Ore type Example Ore model with contained metals Cluster Samples
BAUX.WP Weipa Al only bauxites N/A N/A
EPI.YAN Yanacocha Au-Ag epithermal deposits 1132 130
IOCG.GUE Guelb Moghrein Cu-Au IOCG deposits 11222 8
IOCG.OD Olympic Dam Cu-Au-Ag-U IOCG deposit 125 1
LAT.MOA Moa Bay Ni-Co laterites 1161 11
LAT.PUM Onca Puma Ni only deposits 1162 44
MS.AGUA Aguablanca Ni-Cu-Au magmatic sulfides 118 10
MS.NOR Norilsk Ni-Cu-PGM-Au magmatic sulfides 22 11
MS.STLW Stillwater Pt-Pd-Au magmatic sulfides 23 4
MS.SUD Sudbury Ni-Cu-Co-PGM-Au magmatic sulf. 21 6
MS.VBAY Voisey’s Bay Ni-Cu-Co magmatic sulfides 1172 7
MVT.MLM Mine La Motte Pb only MVT deposits N/A N/A
MVT.TRI Tri State Pb-Zn MVT deposits 134 12
PLAC.BAN Bangka Sn only placers N/A N/A
PLAC.CHO Choco Pt only placers N/A N/A
PLAC.WIT Witwatersrand Au-U placers 1151 11
PLAC.YUK Yukon placers Au only deposits 1131 467
POR.BAG Bagdad Cu-Mo-Ag porphyries 122 6
POR.BIM Bingham Canyon Cu-Mo-Au-Ag porphyries 123 11
POR.CMX Climax Mo only porphyries 1112 10
POR.GRS Grasberg Cu-Au-Ag porphyries 121 19
POR.HVM Highland Valley Cu-Mo porphyries 1111 19
POR.OYT Oyu Tolgoi Cu-Au porphyries 11221 43
POR.SPN Spence Cu only deposits 1121 76
RED.KUP Kupferschiefer Cu-Ag red bed deposits 126 8
RED.TNK Tenke Fungurume Cu-Co red bed deposits 1171 13
SDX.RDG Red Dog Pb-Zn-Ag SEDEX deposits 1322 37
UUN.CIG Cigar Lake U only deposits 1152 46
VMS.KID Kidd Creek Cu-Au-Ag-Zn VHMS deposits 127 25
VMS.MYR Myra Falls Cu-Au-Pb-Ag-Zn VHMS deposits 1332 38
Table A.1: Ores types used in portfolio analysis (for explanation of cluster call number schematic
see figure A.1, page 176; N/A - since mono-metallic ore returns are the same as those of their
contained metals no ore samples were used from the original data set)
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Figure A.1: Cluster numbering based on vertical hierarchy of dendrogram branches (the futher
the number to the right, the deeper the cluster is positioned within the hierarchy of the dendro-
gram
Co Cu Au Pb Mo Ni Pd Pt Ag U1 Zn
Ore type % % g/t % % % g/t g/t g/t % %
EPI.YAN 1.90 30.83
IOCG.GUE 0.72 0.23
IOCD.OD 1.76 0.74 3.24 0.057
LAT.MOA 0.095 0.93
MS.AGUA 1.49 0.69 0.80
MS.NOR 0.41 0.20 0.43 1.89 0.89
MS.STLW 0.03 2.81 5.85
MS.SUD 0.036 0.78 0.19 1.15 1.07 0.73




POR.BAG 0.25 0.020 1.95
POR.BIM 0.35 0.14 0.018 1.80
POR.CMX 0.145






SDX.RDG 2.33 99.52 6.11
UUN.CIG 0.081
VMS.KID 1.37 0.74 27.41 4.33
VMS.MYR 0.65 0.95 1.02 47.96 4.38
Table A.2: Median grades of different ores types (no specific geochemical data for bauxite or tin
deposits were available; for used ore type abbreviations please refer to table A.3, page 179; 1 -
as U3O8)
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Figure A.2: Valuation availability by ore type and genetic classification (all or types with valu-
ations that show a start in 1800 do actually start in 1795)
Figure A.3: Annualized interest rates since the year 1800
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Figure A.4: Monthly values for the RED.KUP ore type
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metals n rmin rq1 rq2 rq3 rmax r¯ σ(r)
Metal
Aluminum1 Al 1479 −36.22 0.00 0.00 0.00 82.80 0.16 5.09
Cobalt Co 1743 −77.77 0.00 0.00 0.00 443.02 0.62 13.25
Copper2 Cu 2620 −35.53 −1.59 0.00 1.95 66.67 0.22 5.56
Gold3 Au 2620 −16.79 0.00 0.00 0.00 48.39 0.19 2.48
Lead4 Pb 2620 −30.67 −0.97 0.00 1.33 49.61 0.28 5.44
Molybdenum5 Mo 1275 −61.72 0.00 0.00 0.00 234.33 0.71 10.59
Nickel6 Ni 2139 −47.37 0.00 0.00 0.00 78.80 0.23 5.93
Palladium Pd 1719 −27.45 −0.88 0.00 1.40 40.40 0.45 6.42
Platinum7 Pt 1815 −25.38 −0.37 0.00 0.49 150.00 0.47 6.89
Silver Ag 2620 −39.45 −0.01 0.00 0.06 75.47 0.20 4.57
Tin8 Sn 2620 −35.18 −0.72 0.00 0.87 60.64 0.27 5.08
Uranium9 U 843 −22.86 −0.81 0.00 0.48 29.10 0.24 4.71
Zinc Zn 2319 −32.82 −1.48 0.00 1.86 47.63 0.29 5.58
Epithermal
EPI.YAN Au-Ag 2620 −23.17 0.00 0.00 0.03 60.41 0.18 2.86
IOCG
IOCG.GUE Cu-Au 2620 −34.26 −1.42 0.00 1.83 65.03 0.21 5.23
IOCG.OD Cu-Au-Ag-U 843 −24.73 −1.70 0.08 2.45 20.65 0.36 4.24
Laterites
LAT.MOA Ni-Co 1743 −40.82 0.00 0.00 0.00 66.67 0.18 5.06
Magmatic Sulfide
MS.AGUA Ni-Cu-Au 2139 −34.20 −0.93 0.00 0.96 56.59 0.19 4.68
MS.NOR Ni-Cu-Pt-Pd-Au 1719 −28.20 −1.15 0.00 1.50 44.02 0.33 4.19
MS.STLW Pt-Pd-Au 1719 −25.10 −1.30 0.00 1.74 41.75 0.42 5.58
MS.SUD Ni-Cu-Co-Pt-Pd-Au 1719 −27.27 −1.00 0.00 1.24 56.64 0.32 4.36
MS.VBAY Ni-Cu-Co 1743 −41.18 −0.5 0.00 0.62 65.67 0.17 4.89
MVT
MVT.TRI Pb-Zn 2319 −31.63 −1.46 0.00 1.79 43.13 0.26 5.16
Placer
PLAC.WIT Au-U 843 −15.52 −0.91 0.00 1.42 37.97 0.45 3.63
Porphyries
POR.BAG Cu-Mo-Ag 1275 −41.52 −2.01 0.00 2.62 32.89 0.40 5.30
POR.BIM Cu-Mo-Au-Ag 1275 −34.13 −1.90 0.00 2.58 23.05 0.39 4.98
POR.GRS Cu-Au-Ag 2620 −31.27 −1.27 0.00 1.57 60.79 0.19 4.72
POR.HVM Cu-Mo 1275 −36.59 −2.22 0.00 2.88 24.67 0.40 5.50
POR.OYT Au-Ag 2620 −30.26 −1.16 0.00 1.48 59.64 0.19 4.52
Red Bed
RED.KUP Cu-Ag 2620 −31.43 −1.46 0.00 1.77 59.94 0.20 5.11
RED.TNK Cu-Ag 1743 −54.10 −1.09 0.00 1.22 154.87 0.34 6.83
SEDEX
SDX.RDG Pb-Zn-Ag 2319 −29.73 −1.29 0.00 1.59 40.01 0.23 4.56
VHMS
VMS.KID Cu-Pb-Zn-Ag 2319 −26.36 −1.68 0.00 1.93 32.51 0.22 4.40
VMS.MYR Cu-Pb-Zn-Au-Ag 2319 −27.54 −1.44 0.00 1.67 34.77 0.21 4.18
Table A.3: Statistics of monthly gross asset returns from Jan 1800 to Apr 2018 in % (n - sample
size; returns: rmin - minimum; rq1 - first quartile; rq2 - median; rq3 - third quartile; rmax -
maximum; rˆ - average; σ(r) - standard deviation of returns; mono-metallic ore equivalents: 1 -
BAUX.WP, 2 - POR.SPN, 3 - PLAC.YUK, 4 - MVT.MLM (only until Dec 1926), 5 - POR.CMX,
6 - LAT.PUM, 7 - PLAC.CHO (only until Dec 1879), 8 - PLAC.BAN, 9 - UUN.CIG)
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metals rmin rq1 rq2 rq3 rmax r¯ σ(r)
Metal
Aluminum1 Al −32.62 −1.23 0 2.06 18.01 0.23 4.4
Cobalt Co −52.79 0 0 0.08 49.84 0.38 7.33
Copper2 Cu −35.01 −2.81 0.07 3.59 24.92 0.32 6.42
Gold3 Au −18.39 −1.05 0 1.49 39.47 0.43 4.06
Lead4 Pb −36.63 −2.76 0.15 3.57 30.71 0.23 6.49
Molybdenum5 Mo −96.01 −0.31 0 0.37 69.82 0.33 8.39
Nickel6 Ni −38.24 −1.57 0 1.35 58.11 0.35 6.47
Palladium Pd −32.08 −1.47 0 2.53 33.93 0.44 7.09
Platinum7 Pt −29.28 −1.31 0 1.93 30.85 0.31 5.15
Silver Ag −50.16 −1.91 0 2.53 56.23 0.37 6.72
Tin8 Sn −25.17 −1.89 0.01 2.51 19.44 0.28 5.13
Uranium9 U −25.95 −0.81 0 0.48 25.54 0.13 4.65
Zinc Zn −29.08 −2.57 0.11 3.41 33.1 0.3 6.07
Epithermal
EPI.YAN Au-Ag −26.36 −1.09 0 1.69 47.26 0.42 4.54
IOCG
IOCG.GUE Cu-Au −30.97 −2.62 0.04 3.31 21.98 0.33 5.93
IOCG.OD Cu-Au-Ag-U −28.41 −1.72 0.08 2.42 18.77 0.27 4.25
Laterites
LAT.MOA Ni-Co −24 −1.19 0 1.4 51.08 0.36 5.68
Magmatic Sulfides
MS.AGUA Ni-Cu-Au −34.09 −2.17 0.01 2.72 39.47 0.34 5.27
MS.NOR Ni-Cu-Au-Pt-Pd −33.13 −1.72 0.05 2.37 36.47 0.36 4.79
MS.STLW Pt-Pd −28.91 −1.53 0 2.29 28.95 0.34 5.13
MS.SUD Ni-Cu-Co-Au-Pt-Pd−31.84 −1.69 0.09 2.06 44.88 0.35 5.1
MS.VBAY Ni-Cu-Co −31.92 −1.65 0.01 1.88 50.48 0.35 5.61
MVT
MVT.TRI Pb-Zn −27.23 −2.45 0.12 3.31 30.4 0.28 5.73
Placers
PLAC.WIT Au-U −16.87 −0.92 0 1.41 32.19 0.38 3.52
Porphyries
POR.BAG Cu-Mo-Ag −53.64 −2.44 0.06 3.1 26.36 0.32 5.76
POR.BIG Cu-Mo-Au-Ag −41.75 −2.43 0.12 3.08 20.74 0.33 5.38
POR.GRS Cu-Au-Ag −27.34 −2.28 0.09 3.18 28.7 0.35 5.35
POR.HVM Cu-Mo −45.55 −2.76 0.06 3.34 22.05 0.32 5.94
POR.OYT Cu-Au −26.7 −2.25 0.04 3.02 28.47 0.36 5.07
Red Beds
RED.KUP Cu-Ag −32.75 −2.71 0.23 3.57 35.33 0.32 6.17
RED.TNK Cu-Co −42.96 −1.9 0 2.48 40.17 0.36 6.16
SEDEX
SDX.RDG Pb-Zn-Ag −28.02 −2.17 0.24 3 31.73 0.29 5.52
VHMS
VMS.KID Cu-Zn-Au-Ag −28.06 −2.21 0.33 3.22 25.03 0.32 5.25
VMS.MYR Cu-Pb-Zn-Au-Ag −24.33 −2.08 0.33 2.92 28.68 0.31 5.04
Table A.4: Statistics of monthly log asset returns from Feb 1948 to Apr 2018 in % (n = 843;
returns: rmin - minimum; rq1 - first quartile; rq2 - median; rq3 - third quartile; rmax - maximum; rˆ
- average; σ(r) - standard deviation of returns; mono-metallic ore equivalents: 1 - BAUX.WP, 2 -
POR.SPN, 3 - PLAC.YUK, 4 - MVT.MLM (only until Dec 1926), 5 - POR.CMX, 6 - LAT.PUM,























































































































Al      
Co        
Cu            
Au 
Pb             
Mo     
Ni         
Pd      
Pt          
Ag             
Sn            
U   
Zn            
Table A.5: Metal returns available for the construction of dynamic portfolios
M - metals O - ores rf
% MVP TAN TAN+ MVP TAN TAN+ BOND
Rmin -1.04 -2.32 -0.57 -0.99 -2.31 -0.57 0.05
Rq1 -0.08 0.45 0.46 -0.07 0.32 0.45 0.24
Rq2 0.01 0.83 0.83 0.00 0.72 0.75 0.27
R¯ 0.09 0.84 1.00 0.06 0.61 0.90 0.33
Rq3 0.14 1.38 1.38 0.06 1.10 1.14 0.37
Rmax 2.49 5.86 5.86 2.34 4.01 4.92 1.24
σR 0.46 1.05 0.82 0.42 0.92 0.75 0.16


















































































































































BAUX.WP      
EPI.YAN                
IOCG.GUE               
IOCG.OD   
LAT.MOA       
LAT.PUM         
MS.AGUA         
MS.NOR      
MS.STLW           
MS.SUD      
MS.VBAY      
MVT.MLM 
MVT.TRI               
PLAC.BAN             
PLAC.CHO  
PLAC.WIT   
PLAC.YK 
POR.BAG     
POR.BIM     
POR.CMX    
POR.GRS                
POR.HVM     
POR.OYT               
POR.SPN             
RED.KUP                
RED.TNK        
SDX.RDG               
UUN.CIG  
VMS.KID               
VMS.MYR               
Table A.7: Ore return availability for the construction of dynamic portfolios
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From To Length in months
Jan 1836 Dec 1836 12
May 1899 Jun 1899 2
Aug 1899 Sep 1899 2
Jan 1916 Oct 1920 58
Jan 1943 Jan 1943 1
Apr 1943 Aug 1943 5
Dec 1943 Aug 1944 9
May 1946 Dec 1955 116
Jul 1974 Sep 1980 75
Oct 2003 Feb 2013 113
Oct 2013 Apr 2014 7
sum 400
Table A.8: Periods of superior metal returns (rMV P.M > rf )
From To Length in months
Jan 1819 Dec 1819 12
Jan 1830 Dec 1831 24
Jan 1861 Dec 1861 12
Jan 1869 Dec 1869 12
Jan 1895 Oct 1896 22
Jun 1897 Jun 1897 1
Jun 1930 Jun 1930 1
Jun 1931 Jun 1931 1
Aug 1931 Aug 1931 1
Nov 1931 Dec 1931 2
Sep 1985 Dec 1985 4
Nov 2015 Jul 2016 9
sum 101
Table A.9: Periods of negative metal returns (rTAN+M < 0)
From To length in months
May 1836 Jun 1836 2
Aug 1836 Aug 1836 1
Oct 1836 Oct 1836 1
Dec 1836 Dec 1836 1
Sep 1917 Mar 1918 7
May 1918 Apr 1920 24
Jun 1946 Jun 1951 61
Jan 1952 Feb 1952 2
Jul 1974 Sep 1980 75
Oct 2003 Jun 2013 117
Aug 2013 Apr 2014 9
sum 301
Table A.10: Periods of superior ore returns (rMV P.O > rf )
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From To length in months
Jan 1819 Dec 1819 12
Jan 1830 Dec 1831 24
Jan 1861 Dec 1861 12
Jan 1869 Dec 1869 12
Jan 1895 Oct 1896 22
Jun 1897 Jun 1897 1
Jun 1930 Jun 1930 1
Jun 1931 Jun 1931 1
Aug 1931 Aug 1931 1
Nov 1931 Nov 1931 2
Sep 1985 Dec 1985 4
Nov 2015 Jul 2016 9
sum 101
Table A.11: Periods of negative ore returns (rTAN+O < 0)
monthly monthly dominating dominance cumulative
dominance presence presence of all MVPs share
metal # # % % %
Silver 1104 1910 57.8 42.1 42.1
Gold 377 672 56.1 14.4 56.5
Nickel 317 1273 24.9 12.1 68.6
Aluminum 239 1051 22.7 9.1 77.7
Uranium 150 667 22.5 5.7 83.4
Palladium 110 717 15.3 4.2 87.6
Molybdenum 73 1002 7.3 2.8 90.4
Tin 67 1268 5.3 2.6 93.0
Platinum 66 1111 5.9 2.5 95.5
Cobalt 58 1331 4.4 2.2 97.7
Zinc 43 1302 3.3 1.6 99.3
Copper 15 1534 1.0 0.6 99.9
Lead 1 1052 0.1 0 100
Table A.12: Statistics for safest metal portfolios - MVPs 1800-2018 (ntot=2620)
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monthly monthly dominating dominance cumulative
dominance presence presence of all TAN+s share
metal # # % % %
Zinc 324 762 42.5 12.4 12.4
Cobalt 305 772 39.5 11.6 24.0
Lead 301 910 33.1 11.5 35.5
Tin 300 816 36.8 11.5 47.0
Copper 256 788 32.5 9.8 56.8
Palladium 222 546 40.7 8.5 65.3
Nickel 180 584 30.8 6.9 72.2
Silver 176 552 31.9 6.7 78.9
Platinum 168 720 23.3 6.4 85.3
Uranium 122 245 49.8 4.7 90.0
Gold 101 249 40.6 3.9 93.9
Molybdenum 84 409 20.5 3.2 97.1
Aluminum 81 234 34.6 3.1 100
Table A.13: Statistics for optimal metal portfolios - TAN+ 1800-2018 (ntot=2620)
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Figure A.5: Safest metal portfolio compositions (MVP) through time
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Figure A.6: Optimal metal portfolio compositions (TAN+) through time
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monthly monthly dominating dominance cumulative
dominance presence presence of all MVPs share
ores n n % % %
EPI.YAN 1784 2137 83.5 68.1 68.1
PLAC.YUK 236 431 54.8 9.0 77.1
UUN.CIG 134 580 23.1 5.1 82.2
BAUX.WP 131 1063 12.3 5.0 87.2
PLAC.WIT 116 309 37.5 4.4 91.6
POR.CMX 67 915 7.3 2.6 94.2
LAT.MOA 62 588 10.5 2.4 96.6
PLAC.BAN 43 1051 4.1 1.6 98.2
MS.STLW 19 828 2.3 0.7 98.9
LAT.PUM 9 649 1.4 0.3 99.2
RED.TNK 6 897 0.7 0.2 99.4
IOCG.OD 6 118 5.1 0.2 99.6
VMS.KID 4 219 1.8 0.2 99.8
SDX.RDG 2 109 1.8 0.1 99.9
POR.GRS 1 16 6.3 0.0 100
POR.OYT 0 894 100
MVT.TRI 0 755 100
MS.NOR 0 214 100
MVT.MLM 0 96 100
MS.VBAY 0 92 100
MS.AGUA 0 67 100
PLAC.CHO 0 60 100
POR.SPN 0 40 100
RED.KUP 0 34 100
POR.HVM 0 32 100
POR.BAG 0 13 100
MS.SUD 0 10 100
VMS.MYR 0 9 100
POR.BIM 0 1 100
IOCG.GUE 0 0 100
Table A.14: Cumulative statistics for safest ore portfolios 1800-2018 (ntot=2620)
Figure A.7: Cumulative compositions of safest ore portfolios 1800-2018 (relative)
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Figure A.8: Safest ore portfolio compositions through time
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monthly monthly dominating dominance cumulative
dominance presence presence of all TAN+s share
ores n n % % %
PLAC.BAN 412 898 45.9 15.7 15.7
MVT.TRI 327 657 49.8 12.5 28.2
POR.SPN 263 727 36.2 10.0 38.2
MS.STLW 236 679 34.8 9.0 47.2
RED.TNK 226 501 45.1 8.6 55.8
EPI.YAN 218 399 54.6 8.3 64.1
LAT.PUM 180 442 40.7 6.9 71.0
MVT.MLM 140 202 69.3 5.3 76.3
UUN.CIG 137 227 60.4 5.2 81.5
PLAC.YUK 132 257 51.4 5.0 86.5
BAUX.WP 89 282 31.6 3.4 89.9
POR.CMX 80 399 20.1 3.1 93.0
LAT.MOA 64 268 23.9 2.4 95.4
SDX.RDG 48 187 25.7 1.8 97.2
RED.KUP 34 87 39.1 1.3 98.5
MS.NOR 13 38 34.2 0.5 99.0
PLAC.CHO 12 27 44.4 0.5 99.5
POR.OYT 9 30 30.0 0.3 100
PLAC.WIT 0 76 100
POR.BAG 0 25 100
VMS.KID 0 20 100
POR.HVM 0 8 100
IOCG.GUE 0 4 100
IOCG.OD 0 0 100
POR.GRS 0 0 100
POR.BIM 0 0 100
MS.AGUA 0 0 100
MS.VBAY 0 0 100
MS.SUD 0 0 100
VMS.MYR 0 0 100
Table A.15: Cumulative statistics for optimal ore portfolios 1800-2018 (ntot=2620)
Figure A.9: Cumulative compositions of optimal ore portfolios (TAN+) 1800-2018
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Figure A.10: Optimal ore portfolio compositions (TAN+) through time
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CW CCW
name metals n t¯1 t¯2 t¯3 t¯4 n t¯1 t¯2 t¯3 t¯4
Aluminum Al 6 2.7 8.1 12.9 14.5 3 2.4 3.9 6.0 9.6
Cobalt Co 5 2.8 9.4 14.0 16.3 4 3.3 4.2 7.5 9.8
Copper Cu 16 2.5 4.9 9.0 10.6 4 2.6 3.5 7.2 8.7
Gold Au 2 1.1 9.0 15.9 16.7 2 1.4 2.8 5.6 8.0
Lead Pb 11 2.6 7.6 10.4 12.1 8 1.7 4.1 7.6 9.0
Molybdenum Mo 4 2.0 13.2 18.1 19.8 2 1.4 3.7 6.3 7.2
Nickel Ni 8 4.0 7.3 10.8 12.1 6 1.5 3.4 6.9 8.7
Palladium Pd 5 0.4 3.4 6.9 8.0 10 2.4 5.5 8.4 9.6
Platinum Pt 8 2.0 6.9 13.6 14.3 5 1.5 3.0 4.5 5.9
Silver Ag 11 1.3 5.3 10.9 12.2 8 1.8 3.4 5.6 8.6
Tin Sn 11 1.9 6.4 10.5 12.0 8 2.1 4.1 6.6 8.1
Uranium U 2 1.7 6.0 9.7 14.2 2 2.6 3.8 5.6 8.1
Zinc Zn 11 1.6 4.7 7.9 8.7 12 1.6 3.4 5.6 7.5
EPI-YAN Au-Ag 8 1.9 8.7 13.9 15.3 10 2.4 3.5 6.2 9.5
IOCG-GUE Cu-Au 18 2.2 4.7 8.6 10.1 3 2.1 3.2 5.9 7.4
IOCG-OD Cu-Au-Ag-U 4 2.1 4.8 8.9 10.2 1 2.1 5.6 10.2 14
LAT-MOA Ni-Co 7 2.2 6.2 9.6 11.7 4 2.2 7.4 11.6 13.9
MS-AGUA Ni-Cu-Au 12 2.2 4.9 8.9 10.3 5 2.3 2.8 5.3 8.4
MS-NOR Ni-Cu-Au-Pt-Pd 8 2.3 9.3 13.7 14.8 2 3.5 4.6 5.8 8.8
MS-STLW Pt-Pd-Au 6 3.1 13.0 18.3 19.0 3 2.0 3.0 5.1 7.2
MS-SUD Ni-Cu-Co-Au-Pt-Pd 9 2.0 6.7 10.6 11.5 5 1.6 2.5 4.6 6.4
MS-VBAY Ni-Cu-Co 7 3.6 8.9 13.5 14.9 4 2.3 3.8 5.7 8.4
MVT-TRI Pb-Zn 12 2.1 4.6 8.1 9.3 9 2.4 4.5 6.3 8.2
PLAC-WIT Au-U 3 4.1 7.6 13.2 13.8 2 2.6 3.1 5.6 8.0
POR-BAG Cu-Mo-Ag 8 2.1 4.6 9.7 10.6 1 2.8 4.2 9.2 9.3
POR-BIM Cu-Mo-Au-Ag 8 1.8 5.1 9.5 10.6 1 2.8 4.2 9.2 9.3
POR-GRS Cu-Au-Ag 18 2.3 4.7 8.7 10.1 3 2.1 3.2 5.9 7.4
POR-HVM Cu-Mo 8 1.5 4.6 9.4 10.6 1 2.8 4.2 9.2 9.3
POR-OYT Cu-Au 18 2.2 4.8 8.7 10.1 3 2.0 3.2 5.9 7.4
RED-KUP Cu-Ag 18 2.4 4.7 8.8 10.1 3 2.1 3.3 5.9 7.4
RED-TNK Cu-Co 7 2.0 7.0 10.9 13.0 4 2.5 3.9 8.7 10.5
SDX-RDG Pb-Zn-Ag 13 1.8 4.3 8.5 9.6 7 2.7 4.7 6.3 8.7
VMS-KID Cu-Zn-Au-Ag 16 2.0 4.2 7.9 9.3 5 1.8 3.2 4.3 7.2
VMS-MYR Cu-Pb-Zn-Au-Ag 16 2.2 4.6 8.7 9.8 3 2.6 3.9 5.2 9.5
MMI 11 2.0 8.1 11.8 14 6 1.8 4.1 7.0 8.4
Table A.16: Basic cycle statistics - means (n - cycles, all other numbers in years)
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metals / ores n min q1 t˜4 q3 max t¯4 σ
Aluminum 6 8.3 10.5 12.8 19.2 22.2 14.5 5.8
Cobalt 5 10.3 14.3 14.9 16.1 25.8 16.3 5.8
Copper 16 6.3 7.8 9.5 11.7 19 10.6 3.7
Gold 2 15.8 16.3 16.7 17.2 17.6 16.7 1.2
Lead 11 6.8 9.3 10.7 13 21.9 12.1 4.9
Molybdenum 4 6.8 8.2 12.2 23.8 47.9 19.8 19.2
Nickel 8 6.9 8.8 9.9 16.8 18.5 12.1 4.8
Palladium 5 5.8 6.8 7 7 13.3 8 3
Platinum 8 4 6.7 12.5 18.9 29.6 14.3 9.4
Silver 11 7.3 9.2 12.1 12.8 20.4 12.2 4.3
Tin 11 6.6 8.9 11.4 14.7 18.8 12 4
Uranium 3 12.3 12.5 12.7 14.2 15.8 13.6 1.9
Zinc 11 4.2 7.4 8.4 9.4 16 8.7 3
EPI.YAN 8 8 10.8 12.8 16.6 33.2 15.3 8.1
IOCG.GUE 18 5.8 7.8 8.9 10.8 19 10.1 3.8
IOCG.OD 4 7.4 8.4 9.3 11.2 14.8 10.2 3.2
LAT.MOA 7 6 8.5 11 13.9 20.4 11.7 4.9
MS.AGUA 12 5.8 8.5 9.1 10.5 19 10.3 3.5
MS.NOR 7 8.8 10.9 16.4 20.6 23.9 16 6
MS.STLW 6 7 12.1 20.5 25.6 29.6 19 9
MS.SUD 9 2.7 8.8 10.6 11.1 23.9 11.5 6.4
MS.VBAY 7 8.1 9.6 11.1 19.5 27 14.9 7.8
MVT.TRI 12 4.2 7.8 8.5 9.7 16 9.3 3.3
PLAC.WIT 3 10.5 12.8 15.1 15.5 15.8 13.8 2.9
POR.BAG 8 5.7 7.8 9.4 11.9 19 10.6 4.7
POR.BIM 8 5.8 7.8 9.3 11.9 19 10.6 4.6
POR.GRS 18 5.8 7.8 8.9 10.8 19 10.1 3.8
POR.HVM 8 5.8 7.7 9.4 11.9 19 10.6 4.6
POR.OYT 18 5.8 7.8 8.9 10.8 19 10.1 3.8
RED.KUP 18 5.7 7.8 8.9 10.8 19 10.1 3.8
RED.TNK 7 8.4 10.3 14 15.1 17.6 13 3.4
SDX.RDG 13 6.1 7.5 8.5 10.7 16 9.6 3.3
VMS.KID 16 3.8 7.8 8.7 10.3 15.9 9.3 3.1
VMS.MYR 16 6.3 7.8 8.7 11.4 15.9 9.8 3
MMI 11 7.6 9.3 11.8 16.6 26.5 14 6.5
Table A.17: CW Cycle length t4 statistics in years (q - quartile)
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metals / ores n min q1 t˜4 q3 max t¯4 σ
Aluminum 3 9 9.1 9.2 9.8 10.5 9.6 0.8
Cobalt 4 2.9 7 10.1 12.9 16 9.8 5.5
Copper 4 6.3 7.2 8.3 9.8 11.9 8.7 2.4
Gold 2 7.9 8 8 8.1 8.2 8 0.2
Lead 8 3.3 6.4 8.4 9.9 19 9 4.7
Molybdenum 2 7.1 7.1 7.2 7.2 7.3 7.2 0.1
Nickel 6 3.8 4.6 7.4 10.5 18.4 8.7 5.5
Palladium 10 3.6 7.4 8.5 12.8 15.3 9.6 3.6
Platinum 5 2.7 6 6.2 7 7.5 5.9 1.9
Silver 8 3.8 6 8.6 11.1 14 8.6 3.4
Tin 8 2.7 6.8 7.8 9.7 13 8.1 3.5
Uranium 2 6.8 7.4 8.1 8.8 9.4 8.1 1.9
Zinc 12 3.2 4.9 6.7 9.8 14.3 7.5 3.4
EPI.YAN 10 5.6 7.9 8.7 11.8 14 9.5 2.9
IOCG.GUE 3 5.5 6.5 7.5 8.3 9.1 7.4 1.8
IOCG.OD 1 14 14 14 14 14 14 N/A
LAT.MOA 4 7 7.6 8 14.3 32.6 13.9 12.5
MS.AGUA 5 6.8 7.8 8.2 8.8 10.3 8.4 1.3
MS.NOR 3 5.9 7.4 8.8 8.8 8.8 7.9 1.7
MS.STLW 3 6.2 6.7 7.2 7.6 8 7.2 0.9
MS.SUD 5 3.8 5.1 6 8.4 8.8 6.4 2.2
MS.VBAY 4 6 7.4 8.3 9.4 11 8.4 2.1
MVT.TRI 9 3.2 4.7 6.8 11.1 17 8.2 4.8
PLAC.WIT 2 7.9 8 8 8.1 8.2 8 0.2
POR.BAG 1 9.3 9.3 9.3 9.3 9.3 9.3 N/A
POR.BIM 1 9.3 9.3 9.3 9.3 9.3 9.3 N/A
POR.GRS 3 5.5 6.5 7.5 8.3 9.2 7.4 1.8
POR.HVM 1 9.3 9.3 9.3 9.3 9.3 9.3 N/A
POR.OYT 3 5.5 6.5 7.5 8.3 9.2 7.4 1.8
RED.KUP 3 5.5 6.5 7.5 8.3 9.2 7.4 1.8
RED.TNK 4 2.8 8.8 11.6 13.2 15.9 10.5 5.5
SDX.RDG 7 3.2 4.2 6.8 12.6 17 8.7 5.4
VMS.KID 5 3.1 3.9 4 11.4 13.7 7.2 4.9
VMS.MYR 3 3.2 7.3 11.4 12.6 13.8 9.5 5.5
MMI 6 6.5 7.4 8.3 8.9 10.8 8.4 1.5
Table A.18: CCW Cycle length t4 statistics in years (q - quartile)
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metals / ores n min q1 q2 q3 max t¯5 σ
Aluminum 6 3.3 4.5 6.5 13.8 17.2 8.9 6.1
Cobalt 5 5.3 9.1 9.2 9.3 19.1 10.4 5.1
Copper 16 1.3 3 4.4 6.1 14 5.3 3.4
Gold 2 10.6 11.1 11.6 12.1 12.6 11.6 1.4
Lead 11 2.6 5.3 5.7 7.8 19.4 7.5 5
Molybdenum 4 1.6 1.8 3.5 14.5 42.2 12.7 19.7
Nickel 8 2.1 4 5 13.4 13.5 7.5 5
Palladium 5 0.8 2 2.2 2.4 8.7 3.2 3.1
Platinum 8 1 2.5 7.1 14.2 24.6 9.7 9
Silver 11 2.3 3.2 5.8 7.9 15.4 6.7 4.5
Tin 11 3 4 6 8.8 13.7 6.6 3.4
Uranium 3 6 6.1 6.2 6.3 6.3 6.2 0.2
Zinc 11 0.7 3.1 3.4 5 11 4.3 2.6
EPI.YAN 8 2.4 3.7 9.4 11.8 28.2 10.2 8.4
IOCG.GUE 18 0.8 2.8 3.7 5.7 14 4.8 3.5
IOCG.OD 4 1.7 3.3 4.5 5.4 6.3 4.2 2
LAT.MOA 7 2 3.5 5.6 7.2 13.3 6.1 3.9
MS.AGUA 12 0.8 3.9 5 5.7 14 5.5 3.3
MS.NOR 7 4 6.3 12.2 13.7 18.9 10.7 5.4
MS.STLW 6 2 7.8 15.4 19.8 24.6 14 8.8
MS.SUD 9 1.2 4 5.6 6.3 18.9 7.1 5.7
MS.VBAY 7 3.3 5.2 5.6 12.5 22 9.5 7.6
MVT.TRI 12 0.7 3.2 3.9 5.4 11 4.9 3.2
PLAC.WIT 3 9.9 10 10.1 10.3 10.6 10.2 0.3
POR.BAG 8 0.8 2.7 4.5 7.2 14 5.4 4.3
POR.BIM 8 0.8 2.7 4.5 7.2 14 5.4 4.3
POR.GRS 18 0.8 2.8 3.9 5.7 14 4.9 3.5
POR.HVM 8 0.8 2.7 4.5 7.2 14 5.4 4.3
POR.OYT 18 0.8 2.8 3.7 5.6 14 4.8 3.5
RED.KUP 18 0.8 2.8 4.4 5.9 14 4.9 3.5
RED.TNK 7 0.8 7.3 9 9.9 11.3 7.9 3.6
SDX.RDG 13 0.7 2.8 4.2 5.3 11 4.6 3.2
VMS.KID 16 1.3 2.9 3.4 5.2 10.5 4.1 2.3
VMS.MYR 16 1.3 3 3.8 6.4 12.6 5.2 3.4
MMI 11 2.6 4.3 5.9 11.8 21.6 8.8 6.6
Table A.19: CW Cycle peak price timing t5 statistics in years (q - quartile)
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metals / ores n min q1 q2 q3 max t¯5 σ
Aluminum 3 1.6 1.6 1.6 2.3 3 2.1 0.8
Cobalt 4 1.5 2.6 4.3 6.5 9 4.8 3.3
Copper 4 1.6 2.3 3.3 4.6 6.3 3.6 2.1
Gold 2 2.9 3 3 3.1 3.2 3 0.2
Lead 8 0.3 1.4 2.3 3 4.3 2.2 1.3
Molybdenum 2 2.2 2.3 2.3 2.4 2.4 2.3 0.1
Nickel 6 1.5 2.1 3.2 5.4 13.8 4.9 4.6
Palladium 10 0.6 2.5 4.6 8.5 13 5.6 4.1
Platinum 5 0.6 1.6 2 2.5 5 2.3 1.7
Silver 8 0.7 1.1 2.9 5 5.8 3 2.2
Tin 8 0.7 1.2 2.8 4.4 8 3.4 2.8
Uranium 2 1.3 2.2 3 3.9 4.8 3 2.4
Zinc 12 0.3 2.4 3.5 5.4 14.3 4.4 3.7
EPI.YAN 10 -2 1 1.9 4 7 2.4 2.6
IOCG.GUE 3 0.2 1.4 2.6 3.3 4.1 2.3 1.9
IOCG.OD 1 9 9 9 9 9 9 N/A
LAT.MOA 4 0.7 1 2.5 8.8 23 7.2 10.6
MS.AGUA 5 1.1 1.6 1.9 3.2 6.6 2.9 2.2
MS.NOR 3 2.6 2.6 2.7 3.5 4.3 3.2 1
MS.STLW 3 0.4 1.5 2.5 3.2 4 2.3 1.8
MS.SUD 5 1.1 1.1 1.9 2.2 6.6 2.6 2.3
MS.VBAY 4 1.1 1.1 2.3 4.2 6.6 3 2.6
MVT.TRI 9 1.3 2.1 2.7 4.8 14.9 4.3 4.2
PLAC.WIT 2 2.9 3 3 3.1 3.2 3 0.2
POR.BAG 1 4.2 4.2 4.2 4.2 4.2 4.2 N/A
POR.BIM 1 4.2 4.2 4.2 4.2 4.2 4.2 N/A
POR.GRS 3 0.6 1.6 2.6 3.4 4.2 2.4 1.8
POR.HVM 1 4.2 4.2 4.2 4.2 4.2 4.2 N/A
POR.OYT 3 0.6 1.6 2.6 3.4 4.2 2.4 1.8
RED.KUP 3 0.6 1.6 2.6 3.4 4.2 2.4 1.8
RED.TNK 4 1.2 4.4 5.6 7 11.1 5.9 4
SDX.RDG 7 1.7 1.9 2.6 8 11.9 5.1 4.6
VMS.KID 5 2 2.2 2.8 4.7 4.8 3.3 1.3
VMS.MYR 3 2.1 3.4 4.7 4.7 4.8 3.8 1.5
MMI 6 1.4 2.1 3.7 4.8 5.8 3.5 1.8
Table A.20: CCW Cycle peak price timing t5 statistics in years (q - quartile)
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CW CCW
Metals & ore types n W p-value n W p-value
Aluminum / BAUX.WP 6 0.927 0.555 3 0.836 0.205
Cobalt 5 0.935 0.632 4 0.912 0.491
Copper / POR.SPN 16 0.920 0.167 4 0.985 0.932
Gold / PLAC.YUK 2 N/A N/A 2 N/A N/A
Lead / MVT.MLM 11 0.926 0.376 8 0.963 0.839
Molybdenum / POR.CMX 4 0.912 0.494 2 N/A N/A
Nickel / LAT.PUM 8 0.876 0.172 6 0.953 0.764
Palladium 5 0.751 0.030 10 0.919 0.352
Platinum / PLAC.CHO 8 0.960 0.807 5 0.748 0.028
Silver 11 0.935 0.466 8 0.963 0.834
Tin / PLAC.BAN 11 0.940 0.516 8 0.902 0.299
Uranium / UUN.CIG 2 N/A N/A 2 N/A N/A
Zinc 11 0.937 0.485 12 0.974 0.946
EPI.YAN 8 0.943 0.644 10 0.948 0.646
IOCG.GUE 18 0.943 0.327 3 0.981 0.737
IOCG.OD 4 0.943 0.675 1 N/A N/A
LAT.MOA 7 0.971 0.905 4 0.713 0.016
MS.AGUA 12 0.927 0.353 5 0.992 0.985
MS.NOR 8 0.910 0.399 2 0.750 0
MS.STLW 6 0.903 0.394 3 0.987 0.782
MS.SUD 9 0.916 0.361 5 0.935 0.629
MS.VBAY 7 0.875 0.204 4 0.995 0.983
MVT.TRI 12 0.937 0.461 9 0.955 0.746
PLAC.WIT 3 0.837 0.206 2 N/A N/A
POR.BAG 8 0.949 0.705 1 N/A N/A
POR.BIM 8 0.949 0.701 1 N/A N/A
POR.GRS 18 0.938 0.264 3 0.984 0.762
POR.HVM 8 0.947 0.679 1 N/A N/A
POR.OYT 18 0.937 0.262 3 0.984 0.762
RED.KUP 18 0.944 0.334 3 0.984 0.762
RED.TNK 7 0.937 0.610 4 0.817 0.136
SDX.RDG 13 0.929 0.330 7 0.919 0.459
VMS.KID 16 0.938 0.331 5 0.828 0.134
VMS.MYR 16 0.927 0.215 3 0.845 0.227
MMI 11 0.931 0.419 6 0.984 0.971
Table A.21: Shapiro-Wilk test results for commodity commodity cycle motions (n - sample size,
N/A - insufficient sample size for test)
data: log(t4) by asset CW CCW
Bartlett’s K-squared 36.736 52.126
df 34 30
p-value 0.3432 0.07383
Table A.22: Bartlett test of homogeneity of variances
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CW CCW All Cycles
name start n Tbb n Tbb ntot TTT ΦTT Φ*TT ΦCcw
Aluminum Jun-1900 6 14.5 3 9.6 9 24.1 1.52 0.52 0.67
Cobalt Jul-1895 5 16.3 4 9.8 9 26.1 1.66 0.66 0.56
Copper Jul-1811 16 10.6 4 8.7 20 19.3 1.22 0.22 0.80
Gold Jun-1967 2 16.7 2 8.0 4 24.7 2.08 1.08 0.50
Lead Jun-1811 11 12.1 8 9.0 19 21.1 1.34 0.34 0.58
Molybdenum May-1922 4 19.8 2 7.2 6 27.0 2.76 1.76 0.67
Nickel Dec-1850 8 12.1 6 8.7 14 20.8 1.39 0.39 0.57
Palladium Jun-1880 5 8.0 10 9.6 15 17.6 0.83 -0.20 0.33
Platinum Jun-1872 8 14.3 5 5.9 13 20.2 2.43 1.43 0.62
Silver Jun-1802 11 12.2 8 8.6 19 20.8 1.41 0.41 0.58
Tin Jun-1819 11 12.0 8 8.1 19 20.1 1.48 0.48 0.58
Uranium Apr-1972 2 14.2 2 8.1 4 22.3 1.76 0.76 0.50
Zinc Jul-1830 11 8.7 12 7.5 23 16.2 1.17 0.17 0.48
EPI-YAN Jun-1802 8 15.3 10 9.5 18 24.8 1.61 0.61 0.44
IOCG-GUE Jul-1811 18 10.1 3 7.4 21 17.5 1.38 0.38 0.86
IOCG-OD Mar-1961 4 10.2 1 14.0 5 24.2 0.73 -0.37 0.80
LAT-MOA Jun-1878 7 11.7 4 13.9 11 25.6 0.84 -0.18 0.64
MS-AGUA Apr-1851 12 10.3 5 8.4 17 18.7 1.22 0.22 0.71
MS-NOR Jun-1880 8 14.8 2 8.8 10 23.6 1.67 0.67 0.80
MS-STLW Jun-1880 6 19.0 3 7.2 9 26.2 2.65 1.65 0.67
MS-SUD Jun-1880 9 11.5 5 6.4 14 17.9 1.79 0.79 0.64
MS-VBAY Mar-1878 7 14.9 4 8.4 11 23.3 1.77 0.77 0.64
MVT-TRI Jun-1830 12 9.3 9 8.2 21 17.5 1.13 0.13 0.57
PLAC-WIT Jun-1959 3 13.8 2 8.0 5 21.8 1.72 0.72 0.60
POR-BAG May-1922 8 10.6 1 9.3 9 19.9 1.14 0.14 0.89
POR-BIM May-1922 8 10.6 1 9.3 9 19.9 1.14 0.14 0.89
POR-GRS Jul-1811 18 10.1 3 7.4 21 17.5 1.37 0.37 0.86
POR-HVM May-1922 8 10.6 1 9.3 9 19.9 1.14 0.14 0.89
POR-OYT Jul-1811 18 10.1 3 7.4 21 17.5 1.37 0.37 0.86
RED-KUP Jul-1811 18 10.1 3 7.4 21 17.5 1.37 0.37 0.86
RED-TNK Jul-1883 7 13.0 4 10.5 11 23.5 1.24 0.24 0.64
SDX-RDG Jun-1830 13 9.6 7 8.7 20 18.3 1.11 0.11 0.65
VMS-KID Dec-1830 16 9.3 5 7.2 21 16.5 1.29 0.29 0.76
VMS-MYR Dec-1830 16 9.8 3 9.5 19 19.3 1.03 0.03 0.84
ALL Jun-1802 324 12.2 153 8.7 477 20.9 1.41 0.41 0.68
MMI Jul-1811 11 14.0 6 8.4 17 22.4 1.68 0.68 0.65
Table A.23: Cycle statistics (n - cycles past t0, Tbb & TTT in years; Φ*TT & ΦCcw in %)
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CW CCW
name n Tbb tb+ tb- Φbb n Tbb tb+ tb- Φbb
Aluminum 6 14.5 10.2 4.3 2.37 3 9.6 3.6 6.0 0.60
Cobalt 5 16.3 11.1 5.2 2.13 4 9.8 4.2 5.6 0.75
Copper 16 10.6 6.5 4.1 1.59 4 8.7 4.5 4.2 1.07
Gold 2 16.7 14.8 1.9 7.79 2 8.0 4.2 3.8 1.11
Lead 11 12.1 7.8 4.3 1.81 8 9.0 5.9 3.1 1.90
Molybdenum 4 19.8 16.1 3.7 4.35 2 7.2 4.9 2.3 2.13
Nickel 8 12.1 6.8 5.3 1.28 6 8.7 5.4 3.3 1.64
Palladium 5 8.0 6.5 1.5 4.33 10 9.6 6.1 3.5 1.74
Platinum 8 14.3 11.6 2.7 4.30 5 5.9 3.0 2.9 1.03
Silver 11 12.2 9.6 2.6 3.69 8 8.6 3.8 4.8 0.79
Tin 11 12.0 8.6 3.4 2.53 8 8.1 4.5 3.6 1.25
Uranium 2 14.2 8.0 6.2 1.29 2 8.1 3.0 5.1 0.59
Zinc 11 8.7 6.3 2.4 2.63 12 7.5 4.0 3.5 1.14
EPI-YAN 8 15.3 11.9 3.3 3.61 10 9.5 3.8 5.7 0.67
IOCG-GUE 18 10.1 6.4 3.7 1.73 3 7.4 3.8 3.5 1.09
IOCG-OD 4 10.2 6.8 3.5 1.94 1 14 8.1 5.9 1.37
LAT-MOA 7 11.7 7.3 4.4 1.66 4 13.9 9.4 4.5 2.09
MS-AGUA 12 10.3 6.7 3.5 1.91 5 8.4 3.0 5.4 0.56
MS-NOR 8 14.8 11.4 3.4 3.35 2 8.8 2.3 6.5 0.35
MS-STLW 6 19.0 15.1 3.9 3.87 3 7.2 3.1 4.1 0.76
MS-SUD 9 11.5 8.6 3.0 2.87 5 6.4 3.0 3.4 0.88
MS-VBAY 7 14.9 9.9 5.0 1.98 4 8.4 3.4 5.0 0.68
MVT-TRI 12 9.3 6.0 3.3 1.82 9 8.2 3.9 4.3 0.91
PLAC-WIT 3 13.8 9.1 4.7 1.94 2 8.0 3.0 5.0 0.60
POR-BAG 8 10.6 7.6 3.0 2.53 1 9.3 6.4 2.8 2.29
POR-BIM 8 10.6 7.7 2.9 2.66 1 9.3 6.4 2.8 2.29
POR-GRS 18 10.1 6.4 3.7 1.73 3 7.4 3.9 3.5 1.11
POR-HVM 8 10.6 8.0 2.6 3.08 1 9.3 6.3 2.9 2.17
POR-OYT 18 10.1 6.5 3.7 1.76 3 7.4 3.9 3.4 1.15
RED-KUP 18 10.1 6.4 3.8 1.68 3 7.4 3.8 3.6 1.06
RED-TNK 7 13.0 8.9 4.1 2.17 4 10.5 6.2 4.3 1.44
SDX-RDG 13 9.6 6.7 2.9 2.31 7 8.7 3.6 5.1 0.71
VMS-KID 16 9.3 5.9 3.4 1.74 5 7.2 2.4 4.8 0.50
VMS-MYR 16 9.8 6.5 3.3 1.97 3 9.5 2.6 6.9 0.38
MMI 11 14 9.8 4.2 2.33 6 8.4 5.3 3.1 1.71
Table A.24: Boom & bust statistics (n - cycles since start, T & t in years)
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CW CCW
Rt2max Rt4min ΦR ΦP Rt2max Rt4min ΦR ΦP ΦPP
name % % % %
Aluminum 1.41 -1.00 -1.41 2.88 0.41 -0.44 -0.93 1.51 1.91
Cobalt 3.08 -1.41 -2.18 8.73 0.33 -0.95 -0.35 1.39 6.28
Copper 1.36 -0.98 -1.39 2.89 1.01 -0.65 -1.55 2.19 1.32
Gold 2.45 -0.83 -2.95 13.12 0.46 -0.62 -0.74 1.43 9.17
Lead 1.55 -0.72 -2.15 3.73 0.92 -0.77 -1.19 1.88 1.98
Molybdenum 2.99 -1.60 -1.87 10.14 0.89 -0.43 -2.07 1.68 6.04
Nickel 1.65 -0.87 -1.90 3.92 0.67 -0.66 -1.02 1.60 2.45
Palladium 2.44 -1.11 -2.20 5.69 1.20 -0.54 -2.22 2.44 2.33
Platinum 1.71 -0.74 -2.31 7.56 0.63 -0.70 -0.90 1.51 5.01
Silver 1.35 -0.63 -2.14 5.16 0.29 -0.55 -0.53 1.38 3.74
Tin 1.52 -0.71 -2.14 3.29 0.77 -0.75 -1.03 1.87 1.76
Uranium 4.01 -1.58 -2.54 13.20 0.77 -1.23 -0.63 1.74 7.59
Zinc 1.65 -0.87 -1.90 3.25 0.70 -0.54 -1.30 1.82 1.79
EPI-YAN 0.84 -0.39 -2.15 5.18 0.21 -0.27 -0.78 1.20 4.32
IOCG-GUE 1.19 -0.90 -1.32 2.63 1.09 -0.54 -2.02 2.10 1.25
IOCG-OD 1.43 -0.81 -1.77 3.23 2.00 -1.33 -1.50 4.53 0.71
LAT-MOA 1.42 -0.88 -1.61 3.68 0.59 -0.43 -1.37 1.74 2.11
MS-AGUA 1.30 -0.80 -1.63 2.75 0.57 -0.50 -1.14 1.55 1.77
MS-NOR 1.19 -0.70 -1.70 3.38 0.41 -1.11 -0.37 1.35 2.50
MS-STLW 1.81 -0.95 -1.91 8.27 0.82 -1.10 -0.75 1.69 4.89
MS-SUD 1.12 -0.60 -1.87 3.05 0.52 -0.71 -0.73 1.43 2.13
MS-VBAY 1.44 -0.83 -1.73 3.83 0.51 -0.58 -0.88 1.55 2.47
MVT-TRI 1.51 -0.74 -2.04 3.13 0.77 -0.64 -1.20 1.84 1.70
PLAC-WIT 1.60 -0.66 -2.42 7.60 0.43 -0.67 -0.64 1.41 5.39
POR-BAG 1.56 -0.92 -1.70 3.40 1.37 -0.27 -5.07 2.37 1.43
POR-BIM 1.48 -0.86 -1.72 3.23 1.41 -0.28 -5.04 2.45 1.32
POR-GRS 1.09 -0.82 -1.33 2.47 0.97 -0.49 -1.98 1.94 1.27
POR-HVM 1.58 -0.93 -1.70 3.46 1.55 -0.32 -4.84 2.68 1.29
POR-OYT 1.04 -0.77 -1.35 2.39 0.91 -0.46 -1.98 1.86 1.28
RED-KUP 1.17 -0.89 -1.31 2.67 1.06 -0.54 -1.96 2.10 1.27
RED-TNK 1.92 -1.05 -1.83 4.26 0.63 -0.85 -0.74 1.47 2.90
SDX-RDG 1.33 -0.67 -1.99 2.61 0.58 -0.56 -1.04 1.67 1.56
VMS-KID 1.13 -0.74 -1.53 2.40 0.82 -0.50 -1.64 1.81 1.33
VMS-MYR 1.11 -0.67 -1.66 2.40 0.90 -0.57 -1.58 1.86 1.29
MMI 1.06 -0.59 -1.80 3.19 0.60 -0.40 -1.50 1.52 2.10
Table A.25: Boom & bust statistics II
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Dates Returns Length in years Business
Cycle Motion Trough Peak Trough Peak t2 ttot cycle*
I CW Jul 1811 Sep 1814 -0.25 0.55 3.2 7.6 Juglar
II CW Feb 1819 May 1825 -0.67 0.24 6.2 11.8 Juglar
III CW Dec 1830 Nov 1836 -0.74 0.86 5.9 13.9 Kuznets
IV CCW Nov 1844 Sep 1847 -0.11 0.22 2.8 6.5 Juglar
V CW May 1851 Apr 1856 -0.20 0.45 4.9 10.2 Juglar
VI CW Jul 1861 Jul 1864 -0.42 0.53 3.0 8.0 Juglar
VII CW Jul 1869 Feb 1873 -0.47 0.69 3.6 8.4 Juglar
VIII CCW Dec 1877 Oct 1882 -0.33 0.71 4.8 7.2 Juglar
IX CW Feb 1885 Oct 1890 -0.18 0.60 5.7 10.8 Juglar
X CW Nov 1895 May 1917 -0.81 1.90 21.5 26.5 Kuznets
XI CCW May 1922 Aug 1926 -0.62 0.54 4.3 9.0 Juglar
XII CCW May 1931 Jul 1937 -0.98 0.80 6.2 10.8 Juglar
XIII CW Mar 1942 Apr 1951 -0.12 1.12 9.1 18.9 Kuznets
XIV CW Jan 1961 Feb 1980 -0.24 2.02 19.1 24.1 Kuznets
XV CCW Feb 1985 Sep 1990 -1.08 0.66 5.6 8.8 Juglar
XVI CCW Nov 1993 Jan 1995 -0.46 0.66 1.2 7.9 Juglar
XVII CW Oct 2001 Apr 2008 -0.25 2.72 6.5 14.3 Kuznets
XVIII CW Feb 2016 -0.94
Table A.26: MMI cycle statistics (returns in %, t2 - start to peak, ttot - start to end, *proposed)
event date geography source
Panic of 1819 Jan 1819 US & UK [22][117][118]
Panic of 1825 Apr 1825 UK [22][117][119]
Panic of 1837 Apr 01, 1837 US & Europe [22][117][120][121]
Panic of 1857 Aug 24, 1857 US & Europe [22][117][122]
Panic of 1873 Sep 19, 1873 US & Europe [22][117]
Crash of 1882 Jan 1882 France [117]
Panic of 1884 May 14, 1884 France & US [22][117]
Panic of 1893 Feb 23, 1893 Global [22][117][123]
Panic of 1907 Oct 16, 1907 US [22][117]
Black Tuesday Oct 29, 1929 US & Global [22]
Black Monday Oct 19, 1987 US [22]
Lehman Crash Sep 15, 2008 US & Global [124]
Shanghai Crash Jun 12, 2015 China [125]
Table A.27: Important stock market crashes in modern history
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event from to geography source
Crisis of 1810 Jan 1810 Apr 1811 Europe [117][126]
Crisis of 1814 Aug 1814 Sep 1814 US [117][126]
Crisis of 1815-17 Jan 1817 Jul 1818 Europe [117][126]
Crisis of 1818-19 Jan 1818 Dec 1819 US [117][126]
Crisis of 1825 Apr 1825 Jul 1826 UK [117][126]
Crisis of 1837-39 Mar 1837 Sep 1839 US & Europe [117][126]
Crisis of 1847 Aug 1846 Dec 1847 UK & France [117][126]
Crisis of 1857 Aug 1857 Dec 1857 Global [117][126]
Crisis of 1863-64 Nov 1863 Sep 1864 Europe [117][126]
Crisis of 1866 Feb 1866 Aug 1866 UK [117][126]
Depression of 1873-79 May 1873 Mar 1879 Europe & US [117][126]
Crisis of 1882-84 Feb 1882 Jun 1884 Europe & US [117][126]
Crisis of 1890 Nov 1890 Nov 1890 UK & Argentina [117]
Crisis of 1893 Feb 1893 Mar 1897 Global [117]
Crisis of 1903 Feb 1903 Aug 1904 US [117]
Crisis of 1907 Mar 1907 Aug 1908 US [117]
Table A.28: Early banking crises in modern history
event from to geography source
Crisis of 1827-30 Aug 1827 Jul 1830 Europe [127]
Asian Financial Crisis Jul 1997 Jul 1998 Asia [128]
China Stock market turbulence Jun 2015 Feb 2016 China [125]
Table A.29: Other economic crises
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Cycle contraction from to
I Jun 1857 Dec 1858
II Oct 1860 Jun 1861
III Apr 1865 Dec 1867
IV Jun 1869 Dec 1870
V Oct 1873 Mar 1879
VI Mar 1882 May 1885
VII Mar 1887 Apr 1888
VIII Jul 1890 May 1891
IX Jan 1893 Jun 1894
X Dec 1895 Jun 1897
XI Jun 1899 Dec 1900
XII Sep 1902 Aug 1904
XIII May 1907 Jun 1908
XIV Jan 1910 Jan 1912
XV Jan 1913 Dec 1914
XVI Aug 1918 Mar 1919
XVII Jan 1920 Jul 1921
XVIII May 1923 Jul 1924
XIX Oct 1926 Nov 1927
XX Aug 1929 Mar 1933
XXI May 1937 Jun 1938
XXII Feb 1945 Oct 1945
XXIII Nov 1948 Oct 1949
XXIV Jul 1953 May 1954
XXV Aug 1957 Apr 1958
XXVI Apr 1960 Feb 1961
XXVII Dec 1969 Nov 1970
XXVIII Nov 1973 Mar 1975
XXIX Jan 1980 Jul 1980
XXX Jul 1981 Nov 1982
XXXI Jul 1990 Mar 1991
XXXII Mar 2001 Nov 2001
XXXIII Dec 2007 Jun 2009
Table A.30: U.S. economic contractions according to NBER [129]
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number year mine country type tCu/FTE source
1 1530 Mansfeld Germany UG 0.5 [130]
2 1650 Falun Sweden UG 2.8 [131][132]
3 1740 Roros Norway UG 0.9 [133][134]
4 1789 Anglesey United Kingdom OP 2.5 [135][67]
5 1800 Roros Norway UG 0.7 [133][134]
6 1836 Cornwall United Kingdom UG 0.6 [135][67][66]
7 1842 Consol United Kingdom UG 0.3 [136][66]
8 1869 Calumet United States UG 5.9 [137]
9 1887 Calumet United States UG 10.4 [137]
10 1893 Mansfeld Germany UG 1.5 [138]
11 1896 Butte United States UG 11.9 [139]
12 1900 RioTinto Spain OP 5.1 [140][141]
13 1916 Kennecott United States UG 92.5 [61]
14 1916 Butte United States UG 10.9 [61]
15 1936 Calumet United States UG 21.3 [137]
16 1937 Chuquicamata Chile OP 31.3 [3]
17 1950 Chuquicamata Chile OP 39.1 [3]
18 1965 Bingham Canyon United States OP 32.0 [62][142]
19 1983 Bingham Canyon United States OP 100.9 [3]
20 1986 Highland Valley Canada OP 53.9 [3]
21 1994 Highland Valley Canada OP 148.8 [3]
22 2009 Gabriela Mistral Chile OP 387.5 [143]
23 2010 Bingham Canyon United States OP 132.5 [144]
24 2011 Radomiro Tomic Chile OP 465.4 [143]
25 2016 Glogow Poland UG 49.7 [145]
26 2017 Escondida Chile OP 258.6 [146]
27 2017 Cerro Verde Peru OP 121.5 [147]
28 2017 Bingham Canyon United States OP 85.8 [144][59]
29 2017 Radomiro Tomic Chile OP 248.7 [143]
Table A.31: Historical productivity in copper mining (OP = Open pit; UG = Underground)
Coal Age Oil Age Atomic Age
Time span Jan 1800 - Oct 1895 Nov 1895 - Dec 1960 Jan 1961 - Jan 2016
Length* 95.8 65.2 55.1
Min. -0.80 -0.98 -1.08
1st Qu. -0.01 -0.03 0.16
Median 0.11 0.22 0.45
Mean 0.10 0.26 0.58
3rd Qu. 0.32 0.57 1.08
Max. 0.86 1.90 2.72
Table A.32: Return statistics of MMI epochs (* in years; all returns in %)
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name of conflict from to main theater length1
Napoleonic Wars - 2nd coalition Nov 1798 Feb 1801 Europe 142
Napoleonic Wars - 3rd coalition May 1803 Jul 1806 Europe 39
Napoleonic Wars - 4th coalition Oct 1806 Jul 1807 Europe 10
Napoleonic Wars - 5th coalition Apr 1809 Oct 1809 Europe 7
Napoleonic Wars - 6th coalition Mar 1813 May 1814 Europe 15
Napoleonic Wars - 7th coalition Mar 1815 Jul 1815 Europe 5
War of 1812 Jun 1812 Feb 1815 North America 33
First Schleswig War Mar 1848 May 1852 Europe 51
Crimean War Oct 1853 Mar 1856 Europe 32
US Civil War Apr 1861 May 1865 North America 38
Second Schleswig War Feb 1864 Oct 1864 Europe 9
Franco Prussian War Jul 1870 Jan 1871 Europe 7
War of the Pacific Apr 1879 Apr 1884 South America 61
Spanish American War Apr 1898 Aug 1898 North America3 5
Boer War Oct 1899 May 1902 Africa 32
Russo-Japanese War Feb 1904 Sep 1905 Asia 20
World War I Jul 1914 Nov 1918 Global 53
Spanish Civil War Jul 1936 Apr 1939 Europe 33
World War II Sep 1939 Sep 1945 Global 73
Korean War Jun 1950 Jul 1953 Asia 38
Vietnam War Nov 1955 Apr 1975 Asia 246
Falklands War Apr 1982 Jun 1982 Europe 2
Gulf War Aug 1990 Feb 1991 Asia 13
Iraq War Mar 2003 Dec 2011 Asia 106
Table A.33: Important wars between technological advanced parties (1in months, 2total of cam-
paign since Jan 1800, 3also Oceania and Asia)
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Figure A.15: U.S. circulating coins composition history[148]
Bond Length to peak Total length Yield @ start Yield peak
cycles Start Peak years years monthly % monthly %
I* Jan 1800 Jul 1803 3.5 96.5 0.4 0.47
II Jul 1896 Jan 1921 24.5 58 0.19 0.41
III Jul 1954 Sep 1981 27.2 58 0.15 1.24
IV Jul 2012 0.05
Table A.34: Historical bond cycles (*start is before Jan 1800, such that exact cycle dimensions
are unknown)
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Optimal portfolios (TAN+) Safest portfolios (MVP)
Coal Age trough q3 q4 peak q1 q2 trough q3 q4 peak q1 q2
n=1150 % % % % % % % % % % % %
Aluminum 0 0 0 0 0 0 0 0 0 0 0 0
Copper 1.8 12.4 19.7 16.7 8.8 1 0 0 2.6 3.3 0 0
Lead 47.4 27.3 19.3 12.2 16.5 12 0 0 0 0 0 0
Nickel 0 0 8.4 6.7 24.7 0 0 0 0.6 22.2 0.6 0
Tin 5.3 24.7 18.5 41.1 17.6 26 0 13.5 2.6 0 0 8
Zinc 1.8 9.4 20.4 23.3 25.3 23 0 0 0 0 0 0
Base M. 56.3 73.8 86.3 100 92.9 62 0 13.5 5.8 25.5 0.6 8
Cobalt 0 3 11.6 0 6.5 1 0 0 0 0 0 0
Molybdenum 0 0 0 0 0 0 0 0 0 0 0 0
Minor M. 0 3 11.6 0 6.5 1 0 0 0 0 0 0
Gold 0 0 0 0 0 0 0 0 0 0 0 0
Palladium 1.8 1.1 1.5 0 0 1 0 0 0 0 0 0
Platinum 8.8 0 0 0 0.6 30 15.8 0.4 4.9 0 0 1
Silver 33.3 22.1 0.6 0 0 6 84.2 86.1 89.3 74.4 99.4 91
Precious M. 43.9 23.2 2.1 0 0.6 37 100 86.5 94.2 74.4 99.4 92
Table A.35: Dominant metals and metal groups during cycle stages of the Coal Age
Optimal portfolios (TAN+) Safest portfolios (MVP)
Oil Age trough q3 q4 peak q1 q2 trough q3 q4 peak q1 q2
n=782 % % % % % % % % % % % %
Aluminum 0 0 0.8 16.7 36.2 9.2 0 15.2 22.2 33.3 39.9 24.5
Copper 0 16.2 5.5 5.6 11.7 18.4 0 0 0 0 0 0
Lead 4.8 12.1 10.4 0 3.1 0 0 0 0.3 0 0 0
Nickel 9.5 0 1.4 16.7 0 19.4 81 53.5 29 58.3 24.5 27.6
Tin 4.8 6.1 5.8 8.3 8 3.1 0 0 0 0 0 0
Zinc 4.8 6.1 18.9 13.9 0.6 0 0 0 11.8 0 0 0
Base M. 23.9 40.5 42.8 61.2 59.6 50.1 81 68.7 63.3 91.6 64.4 52.1
Cobalt 66.7 24.2 20.8 0 20.2 22.4 0 1 9.9 5.6 0 0
Molybdenum 9.5 32.3 2.7 0 1.2 21.4 0 0 0 0 4.3 0
Minor M. 76.2 56.5 23.5 0 21.4 43.8 0 1 9.9 5.6 4.3 0
Gold 0 0 0 0 0 0 4.8 0 0 0 0 11.2
Palladium 0 0 0.8 38.9 11 6.1 4.8 6.1 21.6 0 14.1 1
Platinum 0 1 27.9 0 0 0 9.5 24.2 0 0 0 0
Silver 0 2 4.9 0 8 0 0 0 5.2 2.8 17.2 35.7
Precious M. 0 3 33.6 38.9 19 6.1 19.1 30.3 26.8 2.8 31.3 47.9
Table A.36: Dominant metals and metal groups during cycle stages of the Oil Age
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Optimal portfolios (TAN+) Safest portfolios (MVP)
Atomic Age trough q3 q4 peak q1 q2 trough q3 q4 peak q1 q2
n=661 % % % % % % % % % % % %
Aluminum 0 0 1.3 0 0 0 0 0 13 9.1 0 0
Copper 0 1.6 6.3 3 1.5 0 0 0 0 0 0 0
Lead 0 0 1 3 0 0 0 0 0 0 0 0
Nickel 27.3 12.5 15.6 0 1.5 0 0 0 9.6 0 0 0
Tin 0 7.8 0 0 0 0 0 0 0 0 3.5 7.4
Zinc 18.2 15.6 1 3 3.5 1.9 0 0 0 0 0 0
Base M. 45.5 37.5 25.2 9 6.5 1.9 0 0 22.6 9.1 3.5 7.4
Cobalt 27.3 12.5 1.3 6.1 10.1 20.4 18.2 14.1 0 0 0.5 13
Molybdenum 0 3.1 0 15.2 5.1 0 0 0 21.9 0 0 0
Minor M. 27.3 15.6 1.3 21.3 15.2 20.4 18.2 14.1 21.9 0 0.5 13
Uranium 0 0 30.9 51.5 6.1 0 0 26.6 23.6 33.3 22.7 0
Energy M. 0 0 30.9 51.5 6.1 0 0 26.6 23.6 33.3 22.7 0
Gold 9.1 0 5.6 0 37.9 9.3 81.8 59.4 31.9 39.4 73.2 79.6
Palladium 18.2 40.6 13 12.1 32.3 63 0 0 0 0 0 0
Platinum 0 4.7 8 6.1 0 0 0 0 0 18.2 0 0
Silver 0 1.6 15.9 0 2 5.6 0 0 0 0 0 0
Precious M. 27.3 46.9 42.5 18.2 72.2 77.9 81.8 59.4 31.9 57.6 73.2 79.6
Table A.37: Dominant metals and metal groups during cycle stages of the Atomic Age
Optimal portfolios (TAN+) Safest portfolios (MVP)
Hydrogen Age trough q3 q4 peak q1 q2 trough q3 q4 peak q1 q2
n=44 % % % % % % % % % % % %
Zinc 0 47.6 0 0 0 0
Base M. 0 47.6 0 0 0 0
Cobalt 0 38.1 70 0 0 0
Minor M. 0 38.1 70 0 0 0
Uranium 0 0 0 100 14.3 0
Energy M. 0 0 0 100 14.3 0
Gold 100 0 0 0 85.7 100
Palladium 0 14.3 30 0 0 0
Precious M. 100 14.3 30 0 85.7 100
Table A.38: Dominant metals and metal groups during cycle stages of the Hydrogen Age
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Table A.39: Genetic process of ore formation for analyzed ore types
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Optimal portfolios (TAN+) Safest portfolios (MVP)
Coal Age trough q3 q4 peak q1 q2 trough q3 q4 peak q1 q2
n=1150 % % % % % % % % % % % %
MS.STLW 1.8 1.1 2.6 3.3 0.6 12 0 0 0 0 0 0
MGM 1.8 1.1 2.6 3.3 0.6 12 0 0 0 0 0 0
EPI.YAN 70.2 27.7 0.6 0 0 16 100 86.5 98.7 100 100 100
POR.SPN 0 16.1 19.1 15.6 14.1 4 0 0 0 0 0 0
HTM 70.2 43.8 19.7 15.6 14.1 20 100 86.5 98.7 100 100 100
MVT.MLM 14 15 17.4 12.2 0 0 0 0 0 0 0 0
MVT.TRI 0 9 20 21.1 24.7 22 0 0 0 0 0 0
RED.TNK 0 3 11.2 0 0 0 0 0 0 0 0 0
HTS 14 27 48.6 33.3 24.7 22 0 0 0 0 0 0
LAT.MOA 0 0 0 0 13.5 1 0 0 0 0 0 0
LAT.PUM 0 0 8.4 6.7 19.4 5 0 0 0 0 0 0
SUP 0 0 8.4 6.7 32.9 6 0 0 0 0 0 0
PLAC.BAN 5.3 28.1 20.8 41.1 27.6 32 0 13.5 1.3 0 0 0
PLAC.CHO 8.8 0 0 0 0 7 0 0 0 0 0 0
SED 14.1 28.1 20.8 41.1 27.6 39 0 13.5 1.3 0 0 0
Table A.40: Dominant ore types and genetic association during the Coal Age (MGM - magmatic
ore deposits, HTM - hydrothermal ore deposits in magmatic environments, HTS - hydrothermal
ore deposits in sedimentary environments, SUP - supergene deposits, SED - sedimentary placer
deposits)
Figure A.17: Dominant ore types by genetic association during cycle stages of the Coal Age
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Optimal portfolios (TAN+) Safest portfolios (MVP)
Oil Age trough q3 q4 peak q1 q2 trough q3 q4 peak q1 q2
n=782 % % % % % % % % % % % %
MS.NOR 0 0 0 27.8 1.8 0 0 0 0 0 0 0
MS.STLW 0 1 25.8 0 6.7 0 0 0 5.2 0 0 0
MGM 0 1 25.8 27.8 8.5 0 0 0 5.2 0 0 0
EPI.YAN 9.5 23.2 6 16.7 11.7 0 95.2 75.8 75.1 83.3 85.9 88.8
POR.CMX 9.5 18.2 0 0 1.2 23.5 0 0 0 0 3.7 0
POR.GRS 0 0 0 0 0 0 0 0 0.3 0 0 0
POR.OYT 0 7.1 0 0 0 1 0 0 0 0 0 0
POR.SPN 0 13.1 2.7 0 10.4 16.3 0 0 0 0 0 0
VMS.KID 0 0 0 0 0 0 0 0 1.1 0 0 0
HTM 19 61.6 8.7 16.7 23.3 40.8 95.2 75.8 76.5 83.3 89.6 88.8
MVT.TRI 4.8 7.1 13.7 0 9.8 1 0 0 0 0 0 0
RED.KUP 0 0 4.7 0 0 0 0 0 0 0 0 0
RED.TNK 33.3 28.3 7.4 2.8 12.3 17.3 0 1 0 0 0 0
SDX.RDG 0 0 11.8 0 0 0 0 0 0 0 0 0
HTS 38.1 35.4 37.6 2.8 22.1 18.3 0 1 0 0 0 0
BAUX.WP 0 0 3 16.7 35 9.2 0 23.2 11.8 16.7 10.4 0
LAT.MOA 33.3 0 3.3 25 3.1 4.1 0 0 6.6 0 0 0
LAT.PUM 9.5 0 2.2 2.8 0 24.5 0 0 0 0 0 0
SUP 42.8 0 8.5 44.5 38.1 37.8 0 23.2 18.4 16.7 10.4 0
PLAC.BAN 0 2 19.5 8.3 8 3.1 0 0 0 0 0 0
PLAC.YUK 0 0 0 0 0 0 4.8 0 0 0 0 11.2
SED 0 2 19.5 8.3 8 3.1 4.8 0 0 0 0 11.2
Table A.41: Dominant ore types and genetic association during the Oil Age (MGM - magmatic
ore deposits, HTM - hydrothermal ore deposits in magmatic environments, HTS - hydrothermal
ore deposits in sedimentary environments, SUP - supergene deposits, SED - sedimentary placer
deposits)
Figure A.18: Dominant ore types by genetic association during cycle stages of the Oil Age
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Optimal portfolios (TAN+) Safest portfolios (MVP)
Atomic Age trough q3 q4 peak q1 q2 trough q3 q4 peak q1 q2
n=661 % % % % % % % % % % % %
MS.STLW 18.2 40.6 15 3 2.5 35.2 0 0 0 0 0 0
MGM 18.2 40.6 15 3 2.5 35.2 0 0 0 0 0 0
EPI.YAN 0 0 0 0 5.1 5.6 18.2 18.8 2 0 3.5 42.6
POR.CMX 0 4.7 0 15.2 13.6 0 0 0 19.9 0 0 1.9
POR.SPN 0 1.6 8.6 0 3 0 0 0 0 0 0 0
HTM 0 6.3 8.6 15.2 21.7 5.6 18.2 18.8 21.9 0 3.5 44.5
MVT.TRI 18.2 14.1 3.3 6.1 3.5 7.4 0 0 0 0 0 0
RED.KUP 0 1.6 5.3 0 0 0 0 0 0 0 0 0
RED.TNK 27.3 12.5 1.3 6.1 16.2 20.4 0 4.7 0 0 1 0
SDX.RDG 0 0 1.7 0 0 0 0 0 0.7 0 0 0
UUN.CIG 0 0 33.6 63.6 7.6 0 18.2 14.1 19.9 33.3 22.7 13
HTS 45.5 28.2 45.2 75.8 27.3 27.8 18.2 18.8 20.6 33.3 23.7 13
BAUX.WP 0 1.6 1.3 3 0 0 0 0 13 9.1 0 0
LAT.MOA 0 0 1 0 0 0 0 18.8 8.6 0 0 0
LAT.PUM 27.3 14.1 15.6 0 1.5 0 0 0 3 0 0 0
SUP 27.3 15.7 17.9 3 1.5 0 0 18.8 24.6 9.1 0 0
PLAC.BAN 0 9.4 6.3 3 1.5 0 0 0 0 0 0 1.9
PLAC.WIT 0 0 0 0 0 0 36.4 15.6 4.7 9.1 29.3 11.1
PLAC.YUK 9.1 0 7 0 45.5 31.5 27.3 28.1 28.2 48.5 43.4 29.6
SED 9.1 9.4 13.3 3 47 31.5 63.7 43.7 32.9 57.6 72.7 42.6
Table A.42: Dominant ore types and genetic association during cycle stages of the Atomic Age
(MGM - magmatic ore deposits, HTM - hydrothermal ore deposits in magmatic environments,
HTS - hydrothermal ore deposits in sedimentary environments, SUP - supergene deposits, SED
- sedimentary placer deposits)
Optimal portfolios (TAN+) Safest portfolios (MVP)
Hydrogen Age trough q3 q4 peak q1 q2 trough q3 q4 peak q1 q2
n=44 % % % % % % % % % % % %
IOCG.OD 0 0 0 0 27.3 15.8
HTM 0 0 0 0 27.3 15.8
MVT.TRI 0 85.7 30 0 0 0
RED.TNK 0 4.8 65 0 0 0
HTS 0 90.5 95 0 0 0
PLAC.WIT 0 0 0 100 72.7 84.2
PLAC.YUK 100 9.5 5 0 0 0
SED 100 9.5 5 100 72.7 84.2
Table A.43: Dominant ore types and genetic association during cycle stages of the Hydrogen Age
(HTM - hydrothermal ore deposits in magmatic environments, HTS - hydrothermal ore deposits
in sedimentary environments, SED - sedimentary placer deposits)
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location country start
Georgia United States 1828
Sacramento United States 1848
Siberia Russia 1845
Queen Charlotte Canada 1850
Northern Nevada United States 1850
Victoria Australia 1851
Kern River United States 1853
Colville United States 1855
Gila United States 1858
Fraser Canyon Canada 1858
Rock Creek Canada 1859
Pikes Peak United States 1859
Ballarat Australia 1851
Holcomb Valley United States 1860
Clearwater United States 1860
Central Otago New Zealand 1861
Eldorado Canyon United States 1861
Colordo River United States 1862
Boise Basin United States 1862
Cariboo Canada 1861
Confederate Gulch United States 1862
Bannack etc. United States 1864
Stikine Canada 1863
Owhyee United States 1863
Owens Valley United States 1863
Leech River Canada 1864
West Coast New Zealand 1864






Palmer River Australia 1872
Pilgrims Rest South Africa 1873
Black Hills United States 1874
Bodie United States 1876
Kumara New Zealand 1876
Barberton South Africa 1883
Witwatersrand South Africa 1886
Cayoosh Canada 1884
Tierra del Fuego Chile 1884
Cripple Creek United States 1891
Kimberley - Halls Creek Australia 1885




Mt Baker United States 1897
Klondike Canada 1896
Atlin Canada 1898
Nome United States 1899
Table A.44: Gold rushes in the 1800s
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location country start




Serra Pelada Brazil 1979
Mongolia Mongolia 2001
Apui Brazil 2006
Madre de Dios Peru 2009
Table A.45: Gold rushes since 1900
asset motion trough t1 peak t3 trough t5
Aluminum CCW Apr-16 Sep-18 Feb-20 Mar-22 Oct-25 Apr-18
Cobalt CW Feb-16 Dec-18 Jun-25 Jan-30 May-32 Jul-26
Copper CW Feb-16 Jul-18 Jan-21 Feb-25 Sep-26 May-21
Gold CW Dec-16 Jan-18 Dec-25 Nov-32 Aug-33 Jul-28
Lead CCW Jan-16 Sep-17 Feb-20 Aug-23 Dec-24 Mar-18
Molybdenum CCW Nov-15 Mar-17 Jul-19 Jan-22 Dec-22 Mar-18
Nickel CW Feb-16 Jan-20 May-23 Nov-26 Mar-28 Aug-23
Palladium CW Feb-16 Jun-16 Jun-19 Dec-22 Jan-24 Apr-19
Platinum CW Jan-16 Jan-18 Dec-22 Aug-29 Apr-30 Sep-25
Silver CW Apr-16 Aug-17 Jul-21 Feb-27 Jun-28 Dec-22
Tin CCW Feb-16 Mar-18 Mar-20 Sep-22 Mar-24 Jun-19
Uranium CCW Nov-16 Jun-19 Sep-20 Jun-22 Dec-24 Nov-19
Zinc CW Jan-16 Jul-17 Sep-20 Nov-23 Sep-24 Apr-20
EPI-YAN CW Dec-16 Nov-18 Aug-25 Oct-30 Mar-32 Jan-27
IOCG-GUE CW Jan-16 Mar-18 Aug-20 Aug-24 Feb-26 Oct-20
IOCG-OD CW Feb-16 Mar-18 Nov-20 Dec-24 Apr-26 Apr-20
LAT-MOA CW Feb-16 Apr-18 Apr-22 Aug-25 Oct-27 Feb-22
MS-AGUA CW Feb-16 Mar-18 Dec-20 Dec-24 Apr-26 Jul-21
MS-NOR CW Feb-16 May-18 May-25 Oct-29 Nov-30 Oct-25
MS-STLW CW Jan-16 Feb-19 Jan-29 Apr-34 Jan-35 Dec-29
MS-SUD CW Feb-16 Feb-18 Sep-22 Aug-26 Aug-27 Feb-23
MS-VBAY CW Feb-16 Sep-19 Jan-25 Aug-29 Dec-30 Jul-25
MVT-TRI CW Jan-16 Feb-18 Jul-20 Feb-24 Apr-25 Nov-20
PLAC-WIT CW Dec-16 Dec-20 Jun-24 Feb-30 Sep-30 Feb-27
POR-BAG CW Feb-16 Mar-18 Sep-20 Oct-25 Aug-26 Jun-21
POR-BIM CW Jan-16 Oct-17 Jan-21 Jun-25 Jul-26 May-21
POR-GRS CW Jan-16 Apr-18 Sep-20 Sep-24 Feb-26 Nov-20
POR-HVM CW Feb-16 Jul-17 Aug-20 Jul-25 Aug-26 Jun-21
POR-OYT CW Jan-16 Mar-18 Oct-20 Sep-24 Feb-26 Oct-20
RED-KUP CW Feb-16 Jun-18 Oct-20 Oct-24 Mar-26 Jan-21
RED-TNK CW Feb-16 Jan-18 Jan-23 Dec-26 Jan-29 Jan-24
SDX-RDG CW Jan-16 Oct-17 May-20 Jul-24 Aug-25 Aug-20
VMS-KID CW Jan-16 Jan-18 Mar-20 Nov-23 Apr-25 Jan-20
VMS-MYR CW Jan-16 Mar-18 Jul-20 Sep-24 Oct-25 Mar-21
MMI CW Feb-16 Jan-18 Feb-24 Nov-27 Feb-30 Oct-24
Table A.46: Extrapolated dates for current commodity cycle stages (based on average lengths of
cycles)
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Figure A.19: Timeline of the 2018/9 U.S. - Chinese trade war, showing the proposed and imple-
mented tariffs by both countries as of June 1, 2019 [115]
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asset motion trough t1 peak t3 trough
Aluminum CW Oct-25 Jun-28 Dec-33 Sep-38 May-40
Cobalt CCW May-32 Aug-35 Jul-36 Nov-39 Feb-42
Copper CCW Sep-26 May-29 Mar-30 Nov-33 May-35
Gold CCW Aug-33 Jan-35 Jun-36 Mar-39 Sep-41
Lead CW Dec-24 Aug-27 Aug-32 Jun-35 Jan-37
Molybdenum CW Dec-22 Jan-25 Mar-36 Feb-41 Oct-42
Nickel CW Mar-28 Mar-32 Jun-35 Dec-38 Apr-40
Palladium CCW Jan-24 Jun-26 Jul-29 Jun-32 Aug-33
Platinum CW Apr-30 Apr-32 Mar-37 Nov-43 Jul-44
Silver CCW Jun-28 Apr-30 Nov-31 Feb-34 Jan-37
Tin CW Mar-24 Jan-26 Jul-30 Sep-34 Mar-36
Uranium CCW Dec-24 Jul-27 Oct-28 Jul-30 Jan-33
Zinc CW Sep-24 Apr-26 May-29 Jul-32 Jun-33
EPI-YAN CCW Mar-32 Aug-34 Aug-35 May-38 Aug-41
IOCG-GUE CW Feb-26 May-28 Oct-30 Oct-34 Apr-36
IOCG-OD CCW Apr-26 May-28 Nov-31 Jun-36 Apr-40
LAT-MOA CCW Oct-27 Dec-29 Mar-35 May-39 Sep-41
MS-AGUA CW Apr-26 Jun-28 Mar-31 Mar-35 Jul-36
MS-NOR CW Nov-30 Feb-33 Feb-40 Jul-44 Aug-45
MS-STLW CW Jan-35 Feb-38 Jan-48 Apr-53 Jan-54
MS-SUD CW Aug-27 Aug-29 Apr-34 Feb-38 Feb-39
MS-VBAY CCW Dec-30 Apr-33 Sep-34 Sep-36 May-39
MVT-TRI CW Apr-25 Jun-27 Nov-29 Jun-33 Jul-34
PLAC-WIT CCW Sep-30 Apr-33 Oct-33 Apr-36 Oct-38
POR-BAG CW Aug-26 Oct-28 Mar-31 Apr-36 Mar-37
POR-BIM CW Jul-26 May-28 Aug-31 Jan-36 Feb-37
POR-GRS CW Feb-26 Jun-28 Oct-30 Nov-34 Apr-36
POR-HVM CW Aug-26 Feb-28 Mar-31 Jan-36 Mar-37
POR-OYT CW Feb-26 May-28 Dec-30 Nov-34 Apr-36
RED-KUP CW Mar-26 Aug-28 Nov-30 Dec-34 May-36
RED-TNK CW Jan-29 Jan-31 Jan-36 Dec-39 Jan-42
SDX-RDG CW Aug-25 May-27 Dec-29 Feb-34 Mar-35
VMS-KID CW Apr-25 Apr-27 Jun-29 Mar-33 Aug-34
VMS-MYR CW Oct-25 Dec-27 May-30 Jun-34 Aug-35
MMI CCW Feb-30 Nov-31 Apr-34 Feb-37 Jun-38
Table A.47: Extrapolated dates for next commodity cycles
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Figure A.20: Timing estimates for the next two commodity cycles (past is highlighted in grey; data in tables A.46 and A.47)
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CW CCW
name metals n t˜1 t˜2 t˜3 t˜4 n t˜1 t˜2 t˜3 t˜4
Aluminum Al 6 2.3 6.3 10.9 12.8 3 2.4 5 6 9.2
Cobalt Co 5 3.1 8.2 12.9 14.9 4 3.6 5 7.7 10.1
Copper Cu 16 2.3 4.8 8 9.5 4 2 3.2 7.1 8.3
Gold Au 2 1.1 9 15.9 16.7 2 1.4 2.8 5.6 8
Lead Pb 11 2.6 6 8.9 10.7 8 0.6 4.2 6.8 8.4
Molybdenum Mo 4 1.9 4.3 10.7 12.2 2 1.4 3.7 6.3 7.2
Nickel Ni 8 2.6 5 7.9 9.9 6 0.9 3.5 6.1 7.4
Palladium Pd 5 0.2 2.2 6.1 7 10 2.1 5 7.2 8.5
Platinum Pt 8 1.8 5.9 11.6 12.5 5 1.2 2.3 5.6 6.2
Silver Ag 11 1.6 5.1 11.9 12.1 8 1 3.2 4.1 8.6
Tin Sn 11 1.8 6 9.6 11.4 8 1.4 4.2 6.1 7.8
Uranium U 2 1.7 6 9.7 14.2 2 2.6 3.8 5.6 8.1
Zinc Zn 11 1.5 4.8 7.5 8.4 12 1.4 3.3 6.2 6.7
EPI-YAN Au-Ag 8 1.7 6.7 11.2 12.8 10 1.8 2.8 6 8.7
IOCG-GUE Cu-Au 18 1.7 4.3 7.8 8.9 3 2.7 3.1 5.3 7.5
IOCG-OD Cu-Au-Ag-U 4 2.2 5.3 8.6 9.3 1 2.1 5.6 10.2 14
LAT-MOA Ni-Co 7 1.6 5 9.6 11 4 1.5 2.7 4.8 8
MS-AGUA Ni-Cu-Au 12 1.9 4.8 7.8 9.1 5 2.4 3.1 4.6 8.2
MS-NOR Ni-Cu-Au-Pt-Pd 8 1.9 7.8 12.7 13.7 2 3.5 4.6 5.8 8.8
MS-STLW Pt-Pd-Au 6 3.5 12.5 19.3 20.5 3 1.2 2.3 6.3 7.2
MS-SUD Ni-Cu-Co-Au-Pt-Pd 9 0.9 5.6 9.8 10.6 5 1.3 1.8 4.9 6
MS-VBAY Ni-Cu-Co 7 1.9 5.6 9.8 11.1 4 1.8 4 6.6 8.3
MVT-TRI Pb-Zn 12 1.8 4.6 7.6 8.5 9 2.6 4.4 6 6.8
PLAC-WIT Au-U 3 1.7 7.1 14.3 15.1 2 2.6 3.1 5.6 8
POR-BAG Cu-Mo-Ag 8 1 4.5 8 9.4 1 2.8 4.2 9.2 9.3
POR-BIM Cu-Mo-Au-Ag 8 1 4.4 8.1 9.3 1 2.8 4.2 9.2 9.3
POR-GRS Cu-Au-Ag 18 1.7 4.3 8 8.9 3 2.6 3.1 5.3 7.5
POR-HVM Cu-Mo 8 0.9 4.4 8 9.4 1 2.8 4.2 9.2 9.3
POR-OYT Cu-Au 18 1.6 4.8 8 8.9 3 2.3 3 5.3 7.5
RED-KUP Cu-Ag 18 1.7 4.4 8 8.9 3 2.7 3.1 5.3 7.5
RED-TNK Cu-Co 7 2.3 6.9 12.2 14 4 2.1 4.4 10.1 11.6
SDX-RDG Pb-Zn-Ag 13 1 4.3 7.4 8.5 7 2.6 5 4.8 6.8
VMS-KID Cu-Zn-Au-Ag 16 2.1 3.7 7.6 8.7 5 0.8 2.7 3.1 4
VMS-MYR Cu-Pb-Zn-Au-Ag 16 2.1 3.9 7.7 8.7 3 2.8 5 5.2 11.4
MMI 11 1.7 5.9 7.8 11.8 6 1.5 4.5 6.5 8.3
Table A.48: Basic cycle statistics - medians (n - cycles, all other numbers in years)
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Mean estimates Median estimates
metasl / ores motion trough t1 peak t3 t1 peak t3
Aluminum CCW Apr-16 Sep-18 Feb-20 Mar-22 Sep-18 Apr-21 Mar-22
Cobalt CW Feb-16 Dec-18 Mar-19
Copper CW Feb-16
Gold CW Dec-16 Jan-18 Dec-17
Lead CCW Jan-16 Sep-17 Feb-20 Aug-16 Mar-20
Molybdenum CCW Nov-15 Mar-17 Jul-19 Mar-17 Jul-19
Nickel CW Feb-16 Jan-20 Sep-18
Palladium CW Feb-16 Jun-16 Jun-19 May-16 May-18
Platinum CW Jan-16
Silver CW Apr-16 Aug-17 Nov-17
Tin CCW Feb-16 Mar-18 Mar-20 Sep-22 Jun-17 Apr-20 Mar-22
Uranium CCW Nov-16 Jun-19 Jun-19
Zinc CW Jan-16 Jul-17 Sep-20 Jun-17 Oct-20
EPI-YAN CW Dec-16 Nov-18 Aug-18
IOCG-GUE CW Jan-16
IOCG-OD CW Feb-16
LAT-MOA CW Feb-16 Apr-18 Sep-17
MS-AGUA CW Feb-16 Mar-18 Dec-17
MS-NOR CW Feb-16 May-18 Dec-17
MS-STLW CW Jan-16 Feb-19 Jul-19
MS-SUD CW Feb-16 Feb-18 Jan-17
MS-VBAY CW Feb-16 Sep-19 Jan-18
MVT-TRI CW Jan-16 Feb-18 Jul-20 Oct-17 Aug-20
PLAC-WIT CW Dec-16 Dec-20 Aug-18
POR-BAG CW Feb-16
POR-BIM CW Jan-16
POR-GRS CW Jan-16 Apr-18 Aug-17
POR-HVM CW Feb-16
POR-OYT CW Jan-16 Mar-18 Aug-17
RED-KUP CW Feb-16
RED-TNK CW Feb-16 Jan-18 May-18
SDX-RDG CW Jan-16 Oct-17 May-20 Jan-17 May-20
VMS-KID CW Jan-16 Jan-18 Mar-20 Jan-18 Sep-19
VMS-MYR CW Jan-16 Mar-18 Jul-20 Jan-18 Dec-19
MMI CW Feb-16 Jan-18 Oct-17
Table A.49: Mean and median cycle stage date estimates
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Realized dates
metals / ores motion t1 peak t3




Lead CCW Oct-16 Aug-17
Molybdenum CCW Mar-18 Aug-18
Nickel CW Sep-19
Palladium CW Aug-16 Jul-19
Platinum CW
Silver CW Aug-17
Tin CCW Oct-16 Dec-16 Aug-18
Uranium CCW Jun-19



















SDX-RDG CW Nov-16 Jun-18
VMS-KID CW Jul-17 Jun-18
VMS-MYR CW Jun-17 Jun-18
MMI CW Jan-18
Table A.50: Proximity of realized cycle stage dates to estimated dates (realized dates are closer
to mean, median estimates or are equally close to both seen in table A.49)
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Estimated dates (mean) ∆t
metals / ores motion t1 peak t3 t1 peak t3
Aluminum CCW Sep-18 Feb-20 Mar-22 15 21 21
Cobalt CW Dec-18 Jun-25 Jan-30 25
Copper CW Jul-18 Jan-21 Feb-25 -131
Gold CW Jan-18 Dec-25 Nov-32 -11
Lead CCW Sep-17 Feb-20 Aug-23 12 31
Molybdenum CCW Mar-17 Jul-19 Jan-22 -11 12
Nickel CW Jan-20 May-23 Nov-26 5
Palladium CW Jun-16 Jun-19 Dec-22 -2 -1
Platinum CW Jan-18 Dec-22 Aug-29 -201
Silver CW Aug-17 Jul-21 Feb-27 0
Tin CCW Mar-18 Mar-20 Sep-22 17 39 50
Uranium CCW Jun-19 Sep-20 Jun-22 0
Zinc CW Jul-17 Sep-20 Nov-23 12 29
EPI-YAN CW Nov-18 Aug-25 Oct-30 0
IOCG-GUE CW Mar-18 Aug-20 Aug-24 -171
IOCG-OD CW Mar-18 Nov-20 Dec-24 -181
LAT-MOA CW Apr-18 Apr-22 Aug-25 6
MS-AGUA CW Mar-18 Dec-20 Dec-24 -17
MS-NOR CW May-18 May-25 Oct-29 -4
MS-STLW CW Feb-19 Jan-29 Apr-34 -7
MS-SUD CW Feb-18 Sep-22 Aug-26 -2
MS-VBAY CW Sep-19 Jan-25 Aug-29 0
MVT-TRI CW Feb-18 Jul-20 Feb-24 19 28
PLAC-WIT CW Dec-20 Jun-24 Feb-30 20
POR-BAG CW Mar-18 Sep-20 Oct-25 -181
POR-BIM CW Oct-17 Jan-21 Jun-25 -221
POR-GRS CW Apr-18 Sep-20 Sep-24 -16
POR-HVM CW Jul-17 Aug-20 Jul-25 -251
POR-OYT CW Mar-18 Oct-20 Sep-24 -16
RED-KUP CW Jun-18 Oct-20 Oct-24 -141
RED-TNK CW Jan-18 Jan-23 Dec-26 12
SDX-RDG CW Oct-17 May-20 Jul-24 11 23
VMS-KID CW Jan-18 Mar-20 Nov-23 6 21
VMS-MYR CW Mar-18 Jul-20 Sep-24 9 26
MMI CW Jan-18 Feb-24 Nov-27 0
Table A.51: Estimated cycle stage dates (mean) compared to realized dates in table A.50 (Ex-
trapolations overestimate, match, or underestimate time compared to realized cycle stage dates;
∆t - time difference in months; 1∆t is compared to Sep-2019 at which point the assets have not




There are three major sets of data relevant
for this study. First is the pricing data set
for the commodities studied. Secondly are the
reserves data for mineral deposits around the
world onto which pricing data is applied to.
Lastly are the bond rates that are necessary
for the computation of the market capital line
and establishment of the optimal portfolios. In
the following pages we will indicate the sources
for the used data sets and will also give a quick
overview on the assumptions we made and their
inherent limitations.
B.1 Metal prices
The acquisition of commodity prices seems to
be straightforward in the days of the internet
age. However it is the collection of distant his-
torical commodity prices that constitutes the
most challenging task. This is especially the
case when we are interested in monthly price
series to get a better resolution than what we
could achieve with the more common annual
series. Hence depending on the commodity, we
had to access a variety of different data sources.
B.1.1 Sources
The following tables indicate the used data
sources. The main objective was to get a con-
tinuous monthly price series for all studied com-
modities. No matter if the prices were origi-
nally based on fixed, daily, weekly, monthly or
annual quotes, they were all subsequently con-
verted into monthly series, quoted in USD per
metric tonne.
Aluminum
From To Description Unit Frequency Source
Jan 1895 Dec 1927 Long term series USD/lb annual [55]
Jan 1928 Dec 1929 Virgin metal open mkt 99% - NY USD/lb annual [149][55]
Jan 1930 Dec 1933 open mkt 98-99% - NY USD/lb annual [150][55]
Jan 1934 Dec 1955 Virgin metal open mkt 99% - NY USD/lb set [149][55]
Jan 1956 Dec 1959 pig aluminum - NY USD/lb set [149][55]
Jan 1960 Dec 2005 cash min. 99.7% purity - LON USD/t monthly [151][152]
Jan 2006 Dec 2011 settlement min. 99.7% purity - LON USD/t monthly [151][152]
Jan 2012 Oct 2018 settlement min. 99.7% purity - LON USD/t daily [151][152]
Nov 2018 Sep 2019 settlement min. 99.7% purity - LON USD/t monthly [151]
Table B.1: References for aluminum prices
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Cobalt
From To Description Unit Frequency Source
Jan 1873 Dec 1900 Oxide - US import value USD/lb annual [76]
Jan 1901 Dec 1906 Oxide, ore, zaffer - US import value USD/lb annual [76]
Jan 1907 Dec 1915 Oxide - US import value USD/lb annual [76]
Jan 1916 May 1932 Metal USD/lb weekly [150]
Jun 1932 Dec 1965 Metal rondelles, 97-99% USD/lb monthly [55]
Jan 1966 Dec 1987 Granules shot - Producer, NY USD/lb monthly [55]
Jan 1988 Dec 1991 Warehouse, 99.8% - US free market USD/lb monthly [153]
Jan 1992 Dec 2001 Merchant Spot, 99.8% - NY USD/lb monthly [149]
Jan 2002 Dec 2002 Electrolytic USD/lb monthly [154]
Jan 2003 Dec 2006 Electrolytic, 99.8% - US spot cash USD/lb monthly [154]
Jan 2007 Dec 2011 Electrolytic USD/lb daily [151][3]
Jan 2012 Oct 2018 Electrolytic - LME cash USD/t daily [151][152]
Nov 2018 Sep 2019 Electrolytic - LME cash USD/t monthly [151]
Table B.2: References for cobalt prices
Copper
From To Description Unit Frequency Source
Dec 1795 Dec 1801 In sheets, Philadelphia USc/lb monthly [155]
Jan 1802 Dec 1802 Eng. sheeting, Philadelphia USc/lb monthly [155]
Jan 1803 Dec 1805 Sheathing, Philadelphia USc/lb monthly [155]
Jan 1806 Dec 1809 In sheets, Philadelphia USc/lb monthly [155]
Jan 1810 Dec 1831 Shthg. Unspec., Philadelphia USc/lb monthly [155]
Jan 1832 Dec 1859 Eng. sheathing, Philadelphia USc/lb monthly [155]
Jan 1860 Dec 1891 Lake Copper, 99.5% USc/lb monthly [156]
Jan 1892 Dec 1921 Electrolytic refined - NY USc/lb monthly [150]
Jan 1922 Dec 1950 Electrolytic refined - NY USc/lb monthly [149]
Jan 1951 Dec 1979 Cash - LME USc/lb monthly [149][55][157]
Jan 1980 Dec 2011 Cash settlement - LME USD/t monthly [56][152][151]
Jan 2012 Oct 2018 Cash settlement - LME USD/t daily [152][151]
Nov 2018 Sep 2019 Cash settlement - LME USD/t monthly [151]
Table B.3: References for copper prices
Gold
From To Description Unit Frequency Source
Jan 1795 Dec 1832 Refined USD/ozt set [158]
Jan 1833 Dec 1967 Refined USD/ozt set [55][157]
Jan 1968 Sep 2019 Refined - London PM fix USD/ozt daily [152] [44]
Table B.4: References for gold prices
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Lead
From To Description Unit Frequency Source
Jan 1795 Dec 1842 Metal - LON GBP/t annual [64]
Jan 1843 Dec 1849 Metal - NY USD/t annual [64]
Jan 1850 Dec 1869 Metal - NY USD/lb annual [76]
Jan 1870 Dec 1949 Pig lead - NY USc/lb monthly [159][156]
Jan 1950 Dec 1979 Refined metal USc/lb monthly [55][157]
Jan 1980 Dec 2011 Cash price - LME USD/lb monthly [160][161][151]
Jan 2012 Oct 2018 Cash price - LME USD/lb daily [152][151]
Nov 2018 Sep 2019 Cash price - LME USD/lb monthly [151]
Table B.5: References for lead prices
Molybdenum
From To Description Unit Frequency Source
Jan 1912 Dec 1916 Oxide in concentrate USD/kg annual [55][157]
Jan 1917 Dec 1919 Sulfide, 90% USc/lb weekly [150]
Jan 1920 Dec 1927 Sulfide, 85% USc/lb weekly [150]
Jan 1928 Jun 1930 Production value USD/lb annual [55][157]
Jul 1930 Dec 1934 Oxide in concentrate USD/kg annual [55][157]
Jan 1935 Dec 1949 Oxide, bags USD/lb monthly [162][55]
Jan 1950 Dec 1968 Oxide, bags USD/lb monthly [150][162]
Jan 1969 Dec 1978 Oxide, bags USD/lb monthly [150][162]
Jan 1979 Mar 1980 Oxide, bags USD/lb monthly [149]
Apr 1980 Dec 1987 Oxide, Dealer USD/lb monthly [154]
Jan 1988 Dec 1991 Oxide, drummed USD/lb weekly [153]
Jan 1992 Dec 1997 Oxide, US merchant USD/lb monthly [153][162]
Jan 1998 Dec 2011 Oxide, Dealer US USD/lb monthly [163]
Jan 2012 Oct 2018 Oxide, cash - LME USD/t daily [151][152]
Nov 2018 Feb 2019 Oxide, cash - LME USD/t daily [151]
Mar 2019 Sep 2019 Oxide, cash - Platts USD/lb monthly [151]
Table B.6: References for molybdenum prices
Nickel
From To Description Unit Frequency Source
Jan 1840 Dec 1914 Refined metal - INCO USc/lb set [76]
Jan 1915 Dec 1921 Electrolytic - Standard market USc/lb weekly [150]
Jan 1922 Sep 1924 Virgin metal, 99% - spot USD/lb weekly [150]
Oct 1924 Dec 1928 Electrolytic, 99.75% USD/lb weekly [150]
Jan 1929 Dec 1973 Nickel ingot - US spot USD/lb monthly [149]
Jan 1974 Dec 1979 Cathode nickel - INCO USD/lb monthly [55]
Jan 1980 Dec 2011 Cash price, 99.8% - LME USD/t monthly [56][151]
Jan 2012 Oct 2018 Cash price, 99.8% - LME USD/t daily [151][152]
Nov 2018 Sep 2019 Cash price, 99.8% - LME USD/t monthly [151]
Table B.7: References for nickel prices
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Palladium
From To Description Unit Frequency Source
Jan 1875 Dec 1902 Refined M/g annual [164]
Jan 1903 Dec 1909 Refined - import value USD/ozt annual [76]
Jan 1910 Dec 1910 Refined - dealer USD/ozt annual [76]
Jan 1911 Dec 1915 Refined - NY USD/ozt annual [55][150]
Jan 1916 May 1932 Refined - NY USD/ozt weekly [150]
Jun 1932 Dec 1935 Refined - NY USD/ozt monthly [55][150]
Jan 1936 Dec 1951 Producer, 99.9% - NY USD/ozt monthly [150]
Jan 1952 Sep 1966 Retail, 99.9% - NY USD/ozt monthly [150]
Oct 1966 Dec1970 Producer, 99.9% - NY USD/ozt monthly [150]
Jan 1973 Mar 1979 Dealer, 99.9% - NY USD/ozt monthly [149]
Apr 1979 Dec 1985 Dealer, 99.9% - NY USD/ozt monthly [162]
Jan 1986 Mar 1990 Dealer USD/ozt daily [55][162]
Apr 1990 Sep 2019 Palladium PM fix - LPPM USD/ozt daily [165][152]
Table B.8: References for palladium prices
Platinum
From To Description Unit Frequency Source
Jan 1867 Dec 1891 Refined metal value Mark/kg annual [164]
Jan 1892 Dec 1898 Mine production value USD/ozt annual [76]
Jan 1899 Jun 1925 Ordinary metal - NY USD/ozt weekly [150]
Jul 1925 Dec 1928 Dealer - NY USD/ozt weekly [150]
Jan 1929 Apr 1978 Spot - NY USD/ozt monthly [55][149]
May 1978 Jul 1986 Spot - NY USD/ozt monthly [55][162]
Aug 1986 Mar 1990 Dealer - NY USD/ozt monthly [55][162]
Apr 1990 Sep 2019 Platinum PM fix - LPPM USD/ozt daily [165][152]
Table B.9: References for platinum prices
Silver
From To Description Unit Frequency Source
Jan 1795 Dec 1832 London bar silver GBP/kg set [158][64]
Jan 1833 Dec 1894 London bar silver USD/ozt annual [166]
Jan 1895 Dec 1931 Official price - NY USc/ozt monthly [150]
Jan 1932 Dec 1959 Official price - NY USc/ozt monthly [149] [55]
Jan 1961 Dec 1967 Refined, 99.9% - NY, Handy&Harman USD/ozt monthly [56] [152]
Jan 1968 Sep 2019 Refined, 99.9% - NY, Handy&Harman USD/ozt daily [167][152]
Table B.10: References for silver prices
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Tin
From To Description Unit Frequency Source
Jan 1795 Dec 1868 Tin GBP/t annual [64]
Jan 1869 Dec 1879 Tin USD/t annual [64]
Jan 1880 Dec 1929 Straits tin USc/lb monthly [168]
Jan 1930 Dec 1949 Straits tin - NY USc/lb monthly [157]
Jan 1950 Dec 1959 Straits tin - NY USc/lb monthly [157][149]
Jan 1960 Dec 2011 Settlement price, refined, 99.85% USD/t monthly [151][152]
Jan 2012 Oct 2018 Settlement price, refined, 99.85% USD/t daily [151][152]
Nov 2018 Sep 2019 Settlement price, refined, 99.85% USD/t monthly [151]
Table B.11: References for tin prices
Uranium
From To Description Unit Frequency Source
Jan 1948 Dec 1967 AEC contract USD/lb annual [55]
Jan 1968 Jul 1968 Contract USD/lb annual [33]
Jan 1968 Dec 1979 Contract USD/lb annual [55]
Jan 1980 Dec 2016 NUEXCO spot USD/lb monthly [43][152]
Jan 2017 Sep 2019 Cameco* USD/lb monthly [169]
Table B.12: References for uranium prices (*end of month prices)
Zinc
From To Description Unit Frequency Source
Jan 1825 Dec 1874 Spelter - LON GBP/t annual [64]
Jan 1870 Dec 1874 Spelter - NY USc/lb weekly [150]
Jan 1875 Dec 1902 Spelter - NY USc/lb weekly [156][150]
Jan 1903 Dec 1919 Spelter - NY USc/lb weekly [150]
Jan 1920 Dec 1949 Prime Western - NY USc/lb monthly [170]
Jan 1950 Dec 1979 Cash - LME USc/lb monthly [151] [55][157]
Jan 1980 Oct 2018 Cash - LME USD/t daily [151] [152]
Nov 2018 Sep 2019 Cash - LME USD/t monthly [151]
Table B.13: References for zinc prices
B.2 Bond rates
date range rate type country source
Jan 1800 to Jun 1914 United Kingdom government consol yield [171][172][173][174]
Jul 1914 to Mar 1953 United States long government bonds [175][176]
Apr 1953 to Sep 2019 United States five year treasury bond rate [53]
Table B.14: References for government bond rates
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B.3 Mineral reserves
The mineral reserve data used in this study
is derived from a standardized metric data set
of public disclosure documents of listed mining
companies. It was obtained through InfoMine’s
Mining Intelligence subscription service [3]. At
the time of access it contained up to sixteen
data points for proven and probable reserves of
1,233 properties, globally.
B.3.1 Sources
The data was initially collected from public re-
ports of global operating companies who file
their financial report on one or more of the fol-
lowing stock exchanges
• ASX - the Australian Stock Exchange
• JSE - the Johannesburg Stock Exchange
• LSE - the London Stock Exchange
• NYSE - the New York Stock Exchange
• TSX - the Toronto Stock Exchange
• TSX-V - the Toronto Venture Stock Ex-
change
B.3.2 Reserves classification standards
There are a multitude of reserve classification
standards in the world which are more ore less
compatible i.e. comparable with each other,
especially in recent times. Over the years how-
ever, two main standards have emerged as the
main references in the minerals industry - the
Australian JORC and the Canadian NI 43-
101.The majority of the used mineral reserve
estimates comply with either JORC or NI 43-
101. Therefore it is concluded that the anal-
ysed reserves are compliant with the assump-
tions outlined in section 2.3.3.
B.3.3 Publication dates of reserves data
The Mining Intelligence database contains a
cross-section of mineral deposit information
around the world. It is the nature of things
that not all data used for this study represent
the reserves at the same time. For instance, the
oldest reserve publication within the data set is
as of 1971.
The reasons for this are manifold with the most
important ones listed below:
1. Usually, only producing companies are
obliged by regulatory bodies to disclose
their mineral reserves on an annual basis.
Exploration companies only do so when
new data becomes available. Hence their
reporting is more sporadic.
2. There is always a lag between the time
a reserves report is produced and when
it is issued and available to the public.
As an example reserves assessments for
the end of the year are most commonly
only issued with the annual reports three
months later.
3. The processing time of reserve reports
within InfoMine does not match the speed
of reports being issued. Hence a natural
lag can be expected.
4. Modern data bases with such information
only reach back into the 1990s.
With this in mind, the data set represents the
latest data available data at this point in time.
With 616 reports, more than half of the reports
were issued in 2012. This is followed by 283 re-
ports issued in 2013. Hence the majority of the
data can be considered being very recent (cf.
Figure B.1).
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