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CHAPTER I
INTRODUCTION
In recent years, malicious cyber attacks have become a growing concern. Online hackers
are becoming increasingly efficient in their efforts, creating a necessity for effective
cybersecurity practices (Rodriguez & Martinez, 2013). While computer science professionals
work to design and improve proficient security tools, human error remains a threat to otherwise
safe security systems (Nurse, Creese, Goldsmith, & Lamberts, 2011). Many computer users state
strong opinions and preferences for online privacy, while struggling to act accordingly (Berendt,
Günther, & Spiekermann, 2005). This is likely due to the fact that humans are susceptible to
psychological attacks, which are strategies employed by hackers to convince people to disclose
information that they might otherwise keep private. For example, people are often all too willing
to mindlessly trade private information for convenience or for a small reward, such as coupons or
discounts (Acquisti & Grossklags, 2005). The effectiveness of such attacks has led to an
increase in research investigating how to reduce their success rate.
One way of reducing the success rate of psychological attacks is through the use of
carefully designed cyber warnings. Prior work by Carpenter, Zhu, and Kolimi (2014) found that
such warnings can significantly reduce disclosure in the face of mindlessness attacks,
psychological strategies intended to elicit information disclosure by giving a reason (often a
weak one) for needing to know what is requested. Still, the search continues for cybersecurity
warnings that are maximally persuasive. A possibility for delivering such warnings is through
message framing. Previous research in health communication has emphasized how framing the
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same information positively (emphasizing the benefits gained by compliance) or negatively
(emphasizing the benefits lost by non-compliance) produces different results depending on the
nature of the message receiver and the advocated behavior (Rothman, Bartels, Wlaschin, &
Salovey, 2006). However, designers of cybersecurity warnings have yet to fully leverage this
potential avenue for encouraging safe internet behaviors. The proposed experiment investigates
whether positively or negatively framed cyber warnings are more likely to result in decreased
disclosure of personally identifying information in the context of a restaurant reservation tablet
application. Borrowing heavily from research in health communication message framing, the
effectiveness of these messages is proposed to vary based on the user’s depth of message
processing, perception of risk, and online privacy concern.
Message Framing Effects
Message framing research is typically based on prospect theory (Kahneman & Tversky,
1979) which holds that people are risk seeking when considering potential losses but prefer to
avoid risk when considering potential gains. For this reason, seemingly minor differences in the
way the same information is presented can cause a significant shift in preference. Specifically, a
loss-framed message is likely to encourage more risk-taking while a gain-framed message
evokes more risk-averse behavior. Building on this theory, Rothman, Salovey, Antone, Keough,
and Martin (1993) found negatively framed information to be more effective than positively
framed information when persuading people to adopt a detection behavior (skin cancer
screening), as this type of behavior may be seen as a risky option that could lead to the distress of
receiving negative health information. Correspondingly, the authors found positively framed
information to be more effective at persuading people to adopt a prevention behavior (applying
sunscreen), as this behavior is intended to maintain good health and is risk-averse. Subsequent
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health communication research has found a similar trend for messages advocating breast
examinations (Banks et al., 1995), HIV testing (Kalichman & Coley, 1995), and in both
prevention and detection dental behaviors (Rothman, Martino, Bedell, Detweiler, & Salovey,
1999).
Limited research has attempted to determine whether a message framing effect exists for
information advocating online safety behaviors. Research by Harrington, Anderson, and
Agarwal (2006) found that messages focusing on the positive consequences of online prevention
behaviors (i.e., keeping anti-virus software current, installing firewalls, and selectively viewing
emails/attachments) were significantly more effective than negatively framed messages at
encouraging intentions to behave securely online. In examining the impact of negatively framed
messages on computer security adoption, Shropshire, Warkentin and Johnston (2010) found that
users were significantly more likely to express a preference for a detection technology (adaptive
email filter) than a protection technology (biometric keyboard) when the technologies were
described using negative message framing. Thus it seems likely that computer users will be
more likely to adopt secure online detection behaviors, such as running anti-malware programs,
when information advocating this behavior is negatively framed, while information advocating
online protection behaviors is likely to be more effective when positively framed. As
withholding unnecessary private information from online sources may be conceived as a
prevention behavior, the following hypothesis is proposed:
H1: Individuals will be less likely to disclose their personal information when the
warning message is positively framed than when the message is negatively framed.
Processing of Warnings
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Despite the seemingly clear-cut discovery that negative frames are more effective for
persuading people to adopt detection behaviors while positive frames are more effective for
persuading people to adopt prevention behaviors, results of some studies have failed to follow
this trend (Lalor & Hailey, 1989; Lauver & Rubin, 1990; Lerman et al., 1992). In accounting for
these variations, some researchers reference the Elaboration Likelihood Model (ELM; Chaiken,
1980) and suggest that framed messages vary in their persuasiveness depending on the depth to
which they are processed. According to Maheswaran and Meyers-Levy (1990), when in-depth,
systematic processing occurs, negatively framed messages are likely to be more persuasive. This
is due to findings that indicate that people typically assign greater weight to negative information
(Fiske, 1980), making it more persuasive overall. Alternatively, Maheswaran and Meyers-Levy
(1990) proposed that positively framed messages are likely to be more persuasive when less
effortful, heuristic processing occurs. This is due to findings that indicate that people who
engage in heuristic processing are more likely to make judgments based on surface
characteristics of a message, such as the message’s source (Chaiken, 1980). Message frame may
also be considered a surface characteristic that influences the message receiver’s judgments, as
people are generally drawn to messages that set a positive tone when processing effort is low
(Jung & Villegas, 2011). As negatively framed cybersecurity messages are likely to be more
effective when systematically processed while positively framed cybersecurity messages are
likely to be more effective when heuristically processed, the following hypothesis is proposed:
H2: Depth of processing moderates the relationship between a framed message and
whether one chooses to disclose personal information.
Risk Perception

4

In addition to depth of processing, characteristics of both the message recipient and the
advocated behavior have been proposed to impact the effectiveness of framed messages. One
such characteristic is a recipient’s perception of the risky implications involved in the scenario.
As previously mentioned, positively framed messages are expected to be more influential in
preventative scenarios, as these involve little risk to the self, while negatively framed messages
are expected to be more influential in detection scenarios, as the implications of such behaviors
are generally considered to be riskier. However, this trend hinges on expectations of how people
perceive the risky implications of such scenarios and is likely to change if a person does not
perceive the risky implications of a scenario as is expected. For example, Bartels, Kelly, and
Rothman (2010) presented participants with a preventative scenario in which a vaccine was
claimed to be effective with either relatively high or low certainty. Despite this being a
prevention scenario, in which one might assume that a positive frame would be more effective,
results indicated that when the risk associated with the vaccine was higher participants responded
more favorably to loss-framed messages.
Further evidence for the impact of risk perception on message frame effectiveness
focuses on the extent to which one perceives the likelihood of consequences. In investigating the
impact of framed messages on promoting HIV screening, Apanovitch, McCarthy, and Salovey
(2003) found that women who considered themselves to be at low risk for having HIV were
more likely to be screened for the virus after viewing positively framed information which
promoted the benefits of HIV testing. Other research investigating the impact of this aspect of
risk perception on health message framing effects has found similar results. For example,
Gallagher, Updegraff, Rothman, and Sims (2011) found that women with higher levels of
perceived risk for breast cancer were significantly more likely to report having been screened for
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the disease at a three-month follow-up after viewing a loss-framed message than after viewing a
gain-framed message. More recently, Updegraff, Brick, Emanuel, Mintzer, and Sherman (2015)
found that perceived likelihood of oral health problems interacted with frame to predict flossing
habits over a six-month period, in that participants who perceived low personal risk were more
likely to follow recommended flossing guides after viewing positively framed information while
participants who perceived high personal risk were more likely to follow recommended flossing
guides after viewing negatively framed information.
Based on the previously mentioned research in the impact of risk perception on message
frame effectiveness, it is expected that the amount of risk that one perceives from a cybersecurity
warning should have a significant impact. When one perceives a situation to be riskier, such as
when the requested information is more likely to lead to a breach of privacy, negatively framed
messages are likely to be more effective at decreasing disclosure. Alternatively, when the type
of information requested is seen as at low risk to one’s privacy, positively framed messages
should have the advantage. Thus, the following hypothesis is proposed:
H3: Risk perception moderates the relationship between a framed message and whether
one chooses to disclose personal information.
While risk perception may act as a direct moderator in the relationship between a framed
message and disclosure, it is also possible that risk perception impacts this relationship through
the effect that it has on message processing. Previous researchers have suggested that
perceptions of risk impact the depth of risk information processing based on the emotions that
such risk implications elicit. Specifically, the risk-as-feelings hypothesis (Loewenstein, Weber,
Hsee, & Welch, 2001) posits that the emotional consequences threatened by a risk lead to a
cognitive evaluation of the risk based on emotions. When these emotions include an element of
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uncertainty, they are more likely to lead to systematic processing (Tiedens & Linton, 2001).
Cybersecurity warnings that suggest more emotional consequences, such as those warning
against giving out information that is considered to be confidential, should evoke more
systematic processing, while warnings that request information that is considered to be less
confidential should elicit weaker emotional reactions and thus encourage heuristic processing.
Accordingly, the following hypothesis is suggested:
H4: Risk perception will have a main effect on processing depth.
Online Privacy Involvement
One characteristic of the message receiver that is likely to impact cybersecurity message
framing effects is how involved they are with keeping their personal information private. In
examining how promoting personal responsibility for online safety can encourage safety
intentions, LaRose, Rifon, and Enbody, (2008) found that those who rated online safety as less
important expressed significantly lower safety intentions when told that they were responsible
for their own safety. Clearly, designing effective safety warnings for this vulnerable subset of
computer users is a task that requires careful consideration.
Research in health communication suggests that message receivers who are less involved
in an issue may be more persuaded by positively framed messages. For example, Grau and Folse
(2007) found that students who were manipulated to find the issue of bone disease as being less
personally relevant expressed more positive attitudes towards a calcium supplement after
viewing positively framed information (the survival rate for those with bone disease) rather than
negatively framed information (the death rate for those with bone disease). Similarly, Jung and
Villegas (2011) found that participants who expressed more smoking involvement and nicotine
dependence expressed more favorable attitudes towards anti-smoking ads that were negatively
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framed while participants who expressed less smoking involvement and nicotine dependence
expressed more favorable attitudes towards anti-smoking ads that were positively framed.
Rothman and colleagues (1993) discovered that message receivers who were less concerned with
skin cancer issues were actually significantly less likely to consider being screened for skin
cancer after viewing negatively framed information. As such screenings are considered a
detection behavior, one might expect that negatively framed information would elicit the more
positive response; however, this contradictory discovery highlights the difficulties involved in
persuading those with low issue involvement.
Due to the possible difficulties involved in persuading those who are less concerned with
their online safety, reaching this vulnerable group remains an important task. One likely way of
doing so is through positive message framing, as these types of messages appear to be more
likely to encourage less involved users to protect their private information. Correspondingly,
negatively framed messages appear more likely to encourage decreased disclosure for those who
consider online privacy to be of importance. Thus, the following hypothesis is proposed:
H5: Online privacy concern moderates the relationship between a framed message and
whether one chooses to disclose personal information
One way that issue involvement is proposed to impact the effectiveness of framed
messages is by how it influences message processing. In classic research by Petty and Cacioppo
(1979), students who were told that an argument concerned policy changes at their university
were significantly more affected by the argument’s quality while students who thought the
argument concerned policy changes at a different university were not affected by the argument’s
quality in their comments. The authors concluded that those who find an issue to be personally
relevant are more likely to engage in increased message processing while those who do not find
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an issue to be personally relevant are more likely to employ less effortful processing.
Maheswaran and Meyers-Levy (1990) investigated how issue involvement impacts the
processing of framed messages and determined that students who were more concerned with the
issue of heart disease were more likely to carefully process informational pamphlets on the
subject. For these participants, negatively framed pamphlets were determined to be more
influential overall. In contrast, students who were less concerned with the issue of heart disease
were more likely to process the information in simple inferences derived from peripheral cues,
such as message tone. For these participants, the positively framed pamphlets were more
influential. Other researchers who have found positively framed health warnings to be more
persuasive for less-involved message recipients have suggested that the corresponding depth of
processing is likely the reason for such framing effects (Grau & Folse, 2007; Jung & Villegas,
2011).
Mirroring research on the impact of health-issue involvement on processing, concern
with online privacy is likely to impact depth of processing of cybersecurity warnings. Indeed, in
a computer security related example, Vishwanath, Herath, Chen, Wang, and Rao, (2011) found
that users who expressed more involvement were more likely to process phishing messages
systematically. In the current study, it is expected that participants who express more online
security concern will experience more systematic processing of privacy warnings, while those
who express less online security concern will experience more heuristic processing of privacy
warnings. Therefore, the following hypothesis is suggested:
H6: Online privacy concern will have a main effect on processing depth.
While privacy concern and risk perception are both likely to impact the processing and
effectiveness of framed messages, research suggests that risk perception’s impact may actually
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be contingent on how concerned with online privacy issues that a person is. The reasoning for
this is that a person has to be motivated through personal concern before the risky implications of
a situation matter to them. In other words, possible consequences of a situation may be great but
if they are not relevant to the person perceiving them then they are less likely to act on their
perception of risk. Meyers-Levy and Maheswaran (2004) investigated this relationship in an
experiment by introducing positively and negatively framed pamphlets to student participants.
The pamphlets presented participants with information about a fictitious product supposedly
designed to reduce cholesterol. Personal relevance was manipulated by telling participants that
heart disease impacts individuals under age 25 or that it impacts those over the age of 65. Risky
implications were manipulated by presenting participants with research that the product reduced
cholesterol for 98% and increased it for 2%, or that it reduced cholesterol for 80% and increased
it for 20%. Judgments about the product were assessed using a Likert scale. Participants also
were asked to freely give their thoughts on the product/message and to recall as much of the
message as they could.
Results of the experiment (Meyers-Levy & Maheswaran, 2004) indicated that when
personal relevance of the issue was high, participants favored the product more when the
information was negatively framed under conditions of higher risk, while those who perceived
lesser risky implications produced equally favorably reactions to the product regardless of
message frame. However, when relevance was low, positively framed information produced
more favorable judgments, regardless of perceived risk. The authors conclude that risky
implications are unlikely to result in an advantage for negatively framed information when the
receiver perceives no consequences to himself. Based on this research, it seems likely that users
who are less concerned with their online privacy will be more likely to choose not to disclose

10

their personal information when the message is positively framed, regardless of how risky they
perceive giving out the requested information to be. Alternatively, negatively framed warnings
are likely to be more effective at reducing disclosure for participants who are concerned for their
privacy and perceive greater consequences of disclosure. Participants who are highly concerned
but perceive less risk in disclosure are likely to protect their information regardless of the frame
in which the message is given. Based on these possibilities, the following hypothesis is
suggested:
H7: Online Privacy Concern moderates the influence of perceived risk on the
relationship between a framed message and whether one chooses to disclose personal
information
In deciphering their experimental findings, Meyers-Levy and Maheswaran (2004)
proposed depth of message processing to be at the heart of their results. When involvement was
low, participants produced more favorable judgments when receiving information in a positive
frame regardless of risk implications, suggesting that heuristic processing prevailed. When both
risk and relevance were high, participants produced more favorable judgments when receiving
information in a negative frame, suggesting that systematic processing prevailed. However,
when risk was low but relevance was high, no message framing effects were found. The authors
suggested that the low risk of the scenario, combined with the high personal relevance, prompted
heuristic and systematic processing to co-occur, thus offsetting each other. The suggestion that
different frames were more effective according to depth of processing was supported by the
amount of free thoughts and recall by participants in the study. When personal relevance was
high, participants produced significantly more message-related thoughts and message recall in
the high rather than low risk condition. Significantly more simple evaluative thoughts were
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produced when risk and relevance were low, suggesting that heuristic processing had occurred.
Based on these results, it appears likely that online privacy concern influences the effect of risk
perception on processing, so that those who are less concerned with online privacy are more
likely to engage in heuristic processing of the message regardless of its risky implications while
those who are more concerned with their online privacy are more likely to engage in systematic
processing when risk is perceived to be higher and to engage in both types of processing when
risk is perceived to be low. Therefore, the following hypothesis is proposed:
H7b: Online Privacy Concern moderates the relationship between risk perception and
processing

Figure 1: The proposed research model
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Together, these hypotheses attempt to account for situations in which positively and
negatively framed warnings may be more successful at reducing online disclosure, as well as
how message processing may work behind the scenes to determine how people respond to
framed warnings. A model encompassing all of these hypotheses appears in Figure 1. Before
testing of these hypotheses could begin, it was necessary to design warnings that would
effectively transmit the warning text. A pilot study which compared designs for their efficiency
in this area is presented in Chapter II.
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CHAPTER II
PILOT TESTING
Previous research in the design of online warnings was consulted when considering the
design of the experimental warnings in this study. The header of “Hazard” was chosen based on
research that found this to be a more efficient option for discouraging disclosure than “Warning”
or “Caution” (Carpenter et al., 2014). The supposed source of “FBI Cyber Division” was also
included, based on research that found this to be a more credible source than “Google” or the
“Department of Justice.” (Thomas, 2014). However, little guidance was found on how to present
the most important part of the warning for the context of this study - the actual explanation of
what benefits (if positively framed) or consequences (if negatively framed) participants might
expect to encounter from their behavior. Examples of differently framed messages in health
psychology typically feature very subtle differences between negatively and positively framed
warnings (Rothman et al., 2006). For example, in a study by Apanovitch and colleagues (2003)
a positively framed message promoting HIV testing stated “There are many benefits, or good
things, you may experience if you get tested for HIV,” while a negatively framed message
promoting HIV testing stated “There are many benefits, or good things, you may not experience
if you do not get tested for HIV.” Because of the subtle nature of the differences between framed
messages, it was necessary to design a warning that might encourage participants to focus on the
part of the text that differed between the two warnings. Thus a pilot study was conducted to
determine which order of the warning message might encourage participants to read and recall
the framed text.
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Figure 2a: Pilot study warning for condition 1

Figure 2b: Pilot study warning for condition 2
Two versions of potential warnings were created for the pilot study, both including the
same version of the warning text (negatively framed). One version had the framed message text
at the top of a larger text field, while the other had it at the bottom of a smaller text field. These
early versions of the warning may be seen in Figures 2a and 2b. Participants were shown five
stimuli, and asked to individually rate these images on how attractive, engaging, and threatening
they appeared to be on a 5-point Likert scale. The third stimulus was always one of the pilot
study warnings and the other stimuli were images that one might expect to encounter when
making a restaurant reservation online, as seen in Figure 3a. After rating the five stimuli,
participants were shown a blank warning, as seen in Figure 3b, and asked to recall what the
warning said, word-for-word. The header of “Hazard” remained on the blank warning box to
serve as a reminder of which stimuli the question was referencing.
15

Figure 3a: Examples of stimuli used in the pilot study

Figure 3b: Empty warning box used to request participants’ recall in the pilot study
Participants (N = 71) were recruited from psychology courses at The University of
Alabama in Huntsville as well as through snowball sampling methods using social media. Of
these participants, 78.9% were female and 71.8% were Caucasian. A majority (37) of
participants indicated their age as being in the 18 – 25 range, while 21 were 26 – 30, 7 were 31–
16

40, 5 were 41 – 50, and 1 was over 60. Participants were administered the pilot study through
Surveymonkey.com, which randomly assigned them to see one version of the warning prototype.
A coding scheme was developed to assess which part of the warning participants were
recalling. This scheme divided the warning in to 5 sections, two of which were considered to be
key information for the study (“your identity may not be secure”/“if you provide accurate
information”). Two independent coders applied this coding scheme and achieved inter-rater
reliability of κ = .89. Disagreements were resolved through thorough discussion between the
coders.
Results of the pilot test indicated a significant relationship between warning type and
recall of framed warning text, χ² (1, N = 71) = 5.67, p < .05. Participants who viewed the
warning with the framed message text at the top of a larger text field (Figure 2b) were
significantly more likely to remember this key information (55.2% who viewed this warning
remembered at least one part of the framed text) than were participants who viewed the warning
with the framed message text at the bottom of a smaller text field (Figure 2a; 27.3% who viewed
this warning remembered at least one part of the framed text). Based on these results, warnings
were designed in the style of the more successful warning for use in the main experiment, which
is presented in the following chapter.
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CHAPTER III
METHOD
To effectively test the previously mentioned hypotheses, the experiment employed an
element of deception. This deception was necessary in order to assess how participants might
naturally react to warnings they encounter while connected to the internet. The design and
implementation of this experiment is presented in this section.
Design
The experiment featured a 2 (riskiness: warning shown for date of birth or home address)
x 2 (frame: positive or negative) between subjects design with depth of message processing and
disclosure of identifying information as the dependent variables. A control condition was also
included in order to determine disclosure behaviors when there is no warning present. The two
different types of information for which warnings were given were chosen for their ability to
elicit perceptions of high (for home address) or low (for date of birth) risk. These identity
elements were chosen based on previous research in which students from the university indicated
that they perceived their home address to be important information to keep private, while being
less concerned with keeping their date of birth private (Zhu, Carpenter, Kulkarni, 2011).
Furthermore, though date of birth, in conjunction with gender and zip code, has been found to
uniquely identify up to 63% of U.S. individuals (Golle, 2006), participants in the lab’s previous
studies (Shreeves, 2015) have expressed significantly lower concern with keeping this
information private as compared to more sensitive personal information (home address
included). Thus it was expected that participants would consider disclosure of date of birth to be
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a lower risk behavior, while disclosure of home address would be considered a higher risk
behavior. To manipulate framing, encountered warnings were either negatively framed, to
suggest consequences of giving accurate information to the website (“your identity will not be
secure”) or positively framed, to suggest the benefits of not giving accurate information to the
website (“your identity will be secure”).
Participants
The target sample size for this experiment was determined by examining potential effect
sizes in a meta-analysis of the impact of risk communication on short-term, immediate
behavioral changes (Sheeran, Harris, & Epton, 2013). Through an analysis of 217 studies and
43,788 participants, the authors determined that the average effect sizes for such behaviors could
be as high as d = .40. A power analysis with an assumed two-tailed significance of α = .05 and
a power of .80 found the preferred sample size for the proposed experiment to be 125, with 25
subjects in each of the five conditions.
The target sample size was surpassed, as a total sample of 141 participants were recruited
from the psychology undergraduate subject pool at The University of Alabama in Huntsville.
Due to technical issues that temporarily disabled the input field for date of birth, responses from
four participants were excluded from analyses, resulting in a final sample size of 137 subjects.
Participants under the age of 18 were required to bring written parental consent before they were
allowed to participate in the experiment. Participants received credit toward course requirements
in exchange for their participation and were treated in accordance with APA ethical standards
under the approval of The University of Alabama in Huntsville Institutional Review Board
(IRB). Please see Appendix A for IRB approval documentation.
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The average age of participants in the study (N = 137) was 20.76 (SD = 4.37), with the
majority (83.2) falling at or below age 22. The sample was 62.8% female, with one participant
responding Other for gender. The sample was primarily Caucasian, with 84% reporting
Caucasian heritage, 19% reporting African heritage, 16% reporting Other heritage, 10%
reporting Hispanic heritage, and 8% reporting Asian heritage.
Materials
Experimental computer application (“app”) software was developed with the assistance
of members of the UAH Department of Computer Science who operate in collaboration with the
Department of Psychology in cybersecurity research. This software was designed to be a
convincing platform for studying participants’ disclosure behaviors, under the guise of being a
usability study for a new restaurant reservation app. The app allowed participants to select a local
restaurant before they were asked for some personal information in order to complete their
reservation. Somewhat weak reasons for needing this information (for example, in order to send
participants coupons on their birthdays) were visible on the screen.
Depending on the condition, participants encountered a warning message (that was either
positively or negatively framed) when asked for either their date of birth or for their home
address. These warnings were designed with careful consideration of multiple examples of
framed messages in health communications research to contain the same information despite
being differently framed. Other guidance was provided from research in psychology and
cybersecurity (Carpenter et al., 2014; Thomas, 2014), and from the results of the previously
mentioned pilot study. The experimental warnings are visible in Figures 4a and 4b.
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Figure 4a: Negatively framed warning

Figure 4b: Positively framed warning
In addition to the experimental software, participants were asked to complete a postsurvey created using Surveymonkey.com. This survey included manipulation checks and
demographics questions, as well as measures of the other variables in the model. In order to
assess online privacy concern, the Privacy Concern (Attitude) Scale (Buchanan, Paine, Joinson,
& Reips, 2007) was included. This tool is designed to assess participants’ concern with various
aspects of their online privacy using sixteen questions (α = .93) on a scale of 1 – 5 (not at all –
very much). For example, one question asks, “Are you concerned that an email you send may be
read by someone else besides the person you sent it to?”
In order to assess participants’ depth of message processing, the Information Processing
Questionnaire (IPQ; Smerecnik, Mesters, Candel, De Vries, H., & De Vries, N. K., 2012) was
employed to determine systematic and heuristic processing of the experimental warnings. This
21

questionnaire contains ten questions, five of which assess systematic processing (α = .80) and
five of which assess heuristic processing (α = .74), on a scale of 1 – 7 (1 = completely disagree;
7 = completely agree). These questions were adapted to refer to the experimental warning in
previous work in the lab (Shreeves, 2015). For example, one question assessing systematic
processing reads, “While reading the warning, I tried to relate the ideas in the information to my
own privacy.”
Procedure
Participants were recruited under experimental deception and informed that the purpose
of the study was to analyze a new app that had been designed by Expedite Software, Inc. Upon
entering the lab, participants were asked to provide informed consent and to sign a paper
disclaimer with the supposed purpose of absolving UAH from the responsibility of protecting the
participant’s privacy on the third party app. This disclaimer was necessary in order to create a
realistic online privacy scenario, as previous research has found that participants tend to trust
experimenters to protect their information in this experimental context regardless of their own
actions (Zhu et al., 2011). After signing the disclaimer, participants were asked to navigate the
app in order to make a dinner reservation at a local restaurant. This was completed by using a
Surface Pro tablet which was provided. Options for restaurants included four locations which
are local to Huntsville, though the app included both search and browse features which gave the
appearance that other options might be available, as seen in Figure 5. In making their reservation
a participant was asked to provide several pieces of personal information, and warnings were
deployed according to the experimental condition. Whether or not a participant submitted any
text in the requested forms was recorded, though specific participant data were not saved in order
to protect participants’ anonymity.
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Figure 5: The experimental tablet application
Once finished with the task of making a reservation, participants were directed to Survey
Monkey where they immediately encountered a manipulation check asking if they saw a
warning, as well as a follow-up question asking what the warning said. Participants who
reported seeing a warning were then presented with the IPQ. In order to assess disclosure,
participants were asked if they had accurately provided the requested information. Another set of
manipulation check questions assessed participants’ perception of the risk involved in disclosing
the requested information. The questionnaire then administered the Privacy Concern (Attitude)
Scale, and demographics questions. At the end of the questionnaire participants were debriefed,
thanked for their participation, and released.
Manipulation Checks
Several questions on the post-task survey referenced participants’ reactions to and
perceptions of the experimental warning. Thus, the first question participants encountered after
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working through the experimental app asked whether they had seen a warning while using the
tablet app. Options for this question included “Yes,” “No,” and “I Don’t Remember,” with
anything other than “Yes” being considered failure of the manipulation check. Of the 110
participants who were shown a warning, 33 (30%) were unable to pass this manipulation check
and were not asked further questions regarding the experimental warning, including the IPQ.
Previous research has found that experimental results are not significantly impacted by including
data from participants who do not remember seeing a warning in this context (Shreeves, 2015;
Thomas, 2014); thus it was decided to include all 137 participants in the final analyses, with the
assumption that these participants’ behavior was likely impacted regardless of whether or not
they remembered seeing a warning.
Due to the assumption that disclosure of date of birth will induce less risk perception than
disclosure of home address, it was necessary to include a manipulation check for risk perception.
The chosen manipulation check was adapted from the privacy risk measure by Featherman and
Pavlou (2003) in order to determine participants’ perception of privacy risk associated with
disclosing the requested information. This work was selected for its ability to determine risk
perception in interactions online and in previous work in the lab (Thomas, 2014). The privacy
risk measure has three items (α = .87), and through confirmatory factor analysis Featherman and
Pavlou found the item loadings to range from .81 to .87. For the purposes of this experiment,
questions were reworded to refer specifically to the risks involved in disclosing the requested
information. For example, one question read, “What are the chances that disclosing your date of
birth will cause you to lose control over the privacy of your personal information?” Answers to
this question ranged from “Improbable” to “Probable” on a 5-point Likert scale. Results of a
paired-samples t test analysis indicated that participants considered it significantly more risky to
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disclose their home address (M = 11.04, SD = 2.83) than their date of birth (M = 9.67, SD = 2.8),
t(136) = 6.06, p < .01, d = .49. Thus the inclusion of date of birth as a variable of lower risk and
home address as a variable of higher risk was a successful manipulation for the independent
variable of perception of risk.
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CHAPTER IV
RESULTS
Results are divided into two sections. The first concerns testing the previously mentioned
hypotheses for this study. The second concerns supplemental analyses which were conducted to
further aid understanding of disclosure behaviors.
Hypothesis Testing
Several hypotheses in this study focused on potential differences in disclosure rates
between positively and negatively framed warnings. Hypothesis 1 predicted a main effect for
warning frame, so that disclosure would be reduced significantly more when the encountered
warning was positively framed. To test this relationship, a binary logistic regression was
conducted with data from participants in warning conditions (N = 110), with message frame as
predictor and disclosure of targeted information (either date of birth or home address, depending
on the experimental condition) as the binary criterion. Results for this regression are available in
Table 1. Hypothesis 1 was not supported, as no main effect was found for frame of warning (p =
.056, OR = 1.24). As shown in Figure 6, participants in warning conditions were actually less
likely to disclose the targeted information when they were given a negatively framed warning,
though this difference is not statistically significant.
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Figure 6: Rate of disclosure of targeted information by warning condition. N = 110,
with 54 being presented with the positively framed warning and 56 being presented
with the negatively framed warning.
Hypotheses 2, 3, and 5 refer to the assumption that message processing, risk perception,
and online privacy concern, respectively, moderate the relationship between message frame and
disclosure. These relationships were tested using moderation analysis via the PROCESS macro
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for SPSS (Hayes, 2013; Model 1), a computational add-on for SPSS. This procedure uses a path
analysis framework to analyze moderation, mediation, and integrated conditional processes such
as moderated mediation. When working with a dichotomous dependent variable, such as
information disclosure, the macro allows for estimating model coefficients with maximum
likelihood logistic regression.
Hypothesis 2 predicted that depth of message processing moderates the relationship
between message frame and disclosure. In order to assess message processing, the IPQ was
applied to measure both heuristic and systematic processing. For the sample of participants who
passed the initial manipulation check and completed the IPQ (N = 77), the IPQ showed strong
internal reliability for both systematic (α = .83) and heuristic (α = .85) processing. The heuristic
and systematic processing scales also displayed a moderate negative correlation, r(75) = -.56, p <
.01, r2 = .31. Within the PROCESS macro, two analyses were conducted in order to determine
whether either type of message processing interacts with message frame to impact disclosure
behaviors. The resulting regression analyses indicated no such interaction between message
frame and systematic processing (B = -.03, SE = .07, p = .66) or message frame and heuristic
processing (B = -.01, SE = .07, p = .87). Thus, hypothesis 2 was not supported. In addition to the
lack of an interaction effect, analyses revealed no main effects for frame (p = .51), heuristic
processing (p = .11), or systematic processing (p = .52) on disclosure.
Hypothesis 3 predicted that risk perception moderates the relationship between message
frame and disclosure. As previously mentioned, risk was a manipulated variable in this study,
with low risk perception being assumed when a warning concerns date of birth disclosure and
high risk perception being assumed when a warning concerns home address disclosure. Within
the PROCESS macro, an analysis was conducted with participants in all warning conditions (N =
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110) in order to determine whether risk perception interacts with message frame to impact
disclosure behaviors. The resulting regression analysis confirmed this interaction between
message frame and online privacy concern (B = -2.28, SE = .85, p < .01). Thus, hypothesis 3 was
supported. Neither frame (p = .64) nor risk perception (p = .08) were indicated as having a main
effect on disclosure.
Hypothesis 5 predicted that online privacy concern moderates the relationship between
message frame and disclosure. The Privacy Concern (Attitudes) scale, which was implemented
in order to assess online privacy concerns, showed an impressively strong internal reliably (α =
.94, N = 137). Within the PROCESS macro, an analysis was conducted in order to determine
whether online privacy concern interacts with message frame to impact disclosure behaviors.
The resulting regression analysis indicated no such interaction between message frame and
online privacy concern (B = -.03, SE = .03, p = .29). Thus, hypothesis 5 was not supported.
Neither frame (p = .61) nor online privacy concern (p = .56) were indicated as having a main
effect on disclosure.
Hypothesis 7 predicted the moderating effect of online privacy concern on risk
perception’s impact toward the relationship between framing and disclosure. This was also
analyzed with the PROCESS macro (Hayes, 2013; Model 3), which allows for the investigation
of potential moderated moderators. However, the resulting regression analysis did not support
online privacy concern as a potential moderator of the interaction between message frame and
risk (B = -.08, SE = .07, p = .25). Thus, hypothesis 7 was not supported.
Hypotheses 4 and 6 refer to the assumption that risk perception and online privacy
concern, respectively, would have a main effect on processing depth. Specifically, with more
risk perception or concern, participants should experience increased systematic processing.
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Alternatively, with less risk perception or concern, participants should experience increased
heuristic processing. As hypothesis 6 deals with continuous data, the relationship between
online privacy concern and processing depth was tested using a correlational analysis. The
analysis revealed a small but significant positive relationship between online privacy concern
and systematic processing, r(75) = .273, p < .05, r2 = .075, though the predicted negative
relationship between online privacy concern and heuristic processing did not quite reach
statistical significant, r(75) = .-.194, p = .09. Thus hypothesis 6 was partially supported.
As risk perception is a manipulated variable, it was necessary to test hypothesis 4 using a
one way (risk perception) repeated measures (message processing) analysis of covariance
(ANCOVA). The choice of an ANCOVA in testing hypothesis 4 was also necessary in order to
simultaneously test the final hypothesis, hypothesis 8, which predicted the moderating effect of
online privacy concern on the relationship between risk perception and message processing.
Thus, an ANCOVA enabled the examination of risk perception’s influence on message
processing, as well as whether online privacy concern is a significant covariate in this
relationship. The analysis found no significant effect of risk perception on message processing,
F(1, 74) = .001, p = .98, even when controlling for online privacy concern, F(1, 74) = .33, p =
.57. Thus, hypothesis 4 and hypothesis 8 were not supported.
Supplemental Analyses
Research indicates that users are less likely to disclose their personal information when
they process cybersecurity warnings more deeply (Loewenstein et al., 2001). Due to the lack of
significant results when considering the influence of message processing in the relationship
between a framed message and disclosure, an additional analysis was conducted to determine
whether message processing impacted disclosure on its own. When considering disclosure
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behaviors by all participants who completed the IPQ (N = 77), analysis of these data did not
reveal the expected significant negative relationship between systematic processing and
disclosure of targeted information, rpb (75) = -.176, p = .126. However, the analysis did reveal a
significant positive relationship between heuristic processing and disclosure of targeted
information, rpb (75) = .307, p < .01, r2 = .09.
As the planned analysis through the PROCESS Macro suggested that risk perception
interacts with frame to influence disclosure behaviors, further analyses were conducted to
investigate this relationship. To test the relationship between message frame and disclosure
when low risk is involved, a binary logistic regression was conducted with data from participants
in all conditions (N = 137) with message frame as predictor and disclosure of date of birth as the
binary criterion. Results for this regression are available in Table 2.1. Though both types of
warnings reduced disclosure over the absence of a warning, results were not significant for the
positively framed warning (p = .76) or for the negatively framed warning (p = .97). To test the
relationship between message frame and disclosure when high risk is involved, a binary logistic
regression was conducted with data from participants in all conditions (N = 137) with message
frame as predictor and disclosure of home address as the binary criterion. Results for this
regression are available in Table 2.2. Though both types of warnings reduced disclosure over the
absence of a warning, only the negatively framed warning significantly reduced disclosure in this
context (p < .01, OR = 3.79). A visual indication of these results is available in Figure 7.
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Figure 6: Rate of disclosure by risk context and frame of warning. N = 137, with 27 in
the control condition (compared against both risk conditions), 56 in the low risk
condition (date of birth), and 54 in the high risk condition (home address).
Manipulation Checks
To assess participant understanding of what message the warning they saw was trying to
convey, the 77 participants who recalled seeing a warning were asked to recall what the warning
said and meant. The intention of this question was to determine whether participants confused
the referenced warning for the initial paper disclaimer which claimed to release UAH from
liability (three control participants, whose answers about the “warning” that they saw were not
included in the final IPQ-related analyses, made this exact mistake). However, a disturbing trend
of misinterpretation of the positively framed warning revealed that 44% who encountered this
version of the warning interpreted it as saying that they would be secure if they provided their
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personal information. Speculation as to the reason for this concerning trend is included in the
discussion.
To further evaluate the effectiveness of the utilized stimuli, other questions within the
survey were included to serve as manipulation checks. The first of these asked participants who
remembered seeing a warning (N = 77) what level of risk the warning conveyed to them.
Analysis revealed no significant differences for the level of risk the warning conveyed between
participants who saw the warning when asked for their data of birth (M = 3.53, SD = .847) and
participants who saw the warning when asked for their home address (M = 3.41, SD = .832),
t(75) = .624, p = .53. When comparing answers for participants who were presented with
different warning frames, analysis revealed no significant differences for the level of risk the
warning conveyed between participants who saw the positive warning (M = 3.42, SD = .889) and
participants who saw the negative warning (M = 3.51, SD = .79), t(75) = -.479, p = .63.
Another question asked participants who remembered seeing a warning to what extent the
warning influenced their decision about whether to provide the requested information. Analysis
revealed no significant differences for the warning’s influence between participants who saw the
warning when asked for their data of birth (M = 2.63, SD = 1.10) and participants who saw the
warning when asked for their home address (M = 2.97, SD = .1.04), t(75) = -1.425, p = .16.
When comparing answers for participants who were presented with different warning frames,
analysis revealed no significant differences for the warning’s influence between participants who
saw the positively framed warning (M = 2.58, SD = 1.06) and participants who saw the
negatively framed warning (M = 3.0, SD = 1.08), t(75) = -1.73, p = .09.
In order to determine whether participants’ personal experiences with identity theft might
impact their disclosure behaviors, a manipulation check question asked participants if they or any
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of their family had ever been victims of identity theft. Date of birth disclosure behaviors did not
vary as a function of identity theft history, χ²(1, N = 133) = .01, p = .92. Home address disclosure
behaviors also did not vary as a function of identity theft history, χ²(1, N = 136) = .212, p = .65.
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CHAPTER V
DISCUSSION
The intention of this experiment was to investigate the potential of message framing in
designing warnings that could effectively reduce online information disclosure behaviors. This
effect was expected to vary according to the users’ online privacy concerns, risk perceived in
providing the requested information, and depth to which the warning message was processed.
The study successfully identified an interaction between risk perception and message frame in
the context of disclosure behaviors. However, it did not identify any interactions between
message frame and online privacy concern or message frame and message processing. This
section further examines these findings in two sections. The first section evaluates each specific
hypothesis and provides a discussion on potential reasons for their support or lack of support in
this study. The second section focuses on potential limitations and future directions of research
in this field.
Hypothesis Evaluation
Hypothesis 1, which expected that the positively framed warning would be more
effective overall at reducing disclosure, was not supported by this experiment. According to
prospect theory (Kahneman & Tversky, 1979), gain-framed messages typically evoke more riskaverse behavior. It was assumed in this experiment that non-disclosure of personal information
is a risk-averse behavior, rather than a risk-taking behavior, as it is intended to maintain identity
security and minimize the risk of having one’s identity stolen in the future. Thus, the positively
framed warning was expected to be more successful at influencing participants to withhold their
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requested information. Research in health psychology also supports this trend, with messages
that focus on the benefits of a preventative behavior being more effective at promoting said
behavior (Rothman et al., 1993; Rothman et al., 1999). However, in the context of a restaurant
reservation app, the negatively framed warning was actually more effective, though not to the
point of statistical significance.
This result may contradict the original hypothesis for a variety of reasons, one of which
being that a majority of participants in this study were college students under the age of 22.
Research by Goodall and Appiah (2008) suggested this as the potential reason that participants
involved in a study of framed materials for smoking cessation (a preventative behavior) were
more likely to express an intention to quit smoking when delivered materials that were
negatively framed. According to the study, which focused on students between the ages of 15
and 19, the lack of an expected advantage for the positively framed message may be due in part
to differences in cultural and social priorities that might encourage a younger sample to react
differently to framed messages than a more representative sample of the population.
The lack of an advantage for the positively framed warning may also suggest that results
of studies in healthcare are not easily transferable to the field of cybersecurity. Although
maintaining good cybersecurity practices through information nondisclosure may fall into the
category of a prevention behavior, other factors, such as desensitization to computer security
messages and an overreliance on anti-virus software, might impact how internet users respond to
warnings (Krol, Moroz, & Sasse, 2012). As a result, more caution may be required when
applying results from studies in health psychology to cyber warning design.
Hypothesis 3 and hypothesis 4 concerned the impact of risk perception, which was
operationalized in this study as the context in which the warning appeared. The context was

37

intended to elicit low perceived risk when the participant was warned against disclosing their
date of birth, and high perceived risk when the participant was warning against disclosing their
home address. A manipulation check indicated the success of this manipulation, and results for
hypothesis 3 supported risk perception as a variable that interacts with message frame to
influence disclosure behaviors. As evident in Figure 6, participants in warning conditions were
significantly less likely to disclose their home address when the warning was negatively framed.
However, no significant advantage was found for either frame when the warning discouraged
date of birth disclosure. These results suggest that context may be an important consideration
when designing effective cybersecurity warnings. When there is more risk involved in
disclosing the targeted information, as when asked for one’s home address, credit card
information, or social security number, presenting participants with a negatively framed warning
may be more effective at reducing information disclosure. Still, the lack of a significantly
effective warning for low risk information indicates a concerning trend, especially as a large
percentage of participants disclosed this information regardless of the warning. This is
especially concerning when considering that several seemingly inconsequential identifiers,
including date of birth, can be used to uniquely identify a majority of the population (Golle,
2006).
In addition to a direct interaction with message frame, risk perception was predicted to
impact disclosure behaviors through its influence on message processing. Research indicates
that emotions of uncertainty are likely to lead to systematic processing of messages (Tiedens &
Linton, 2001). However, this hypothesis (H4) was not supported by the current study. A
possible explanation for this is that while participants did express more risk as being involved in
disclosing one type of information over another, they did not actually feel uncertain about
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potential consequences of their disclosure behaviors. Participants may have felt safe because of
the experimental context, and trusted researchers to look out for their online safety, despite
signing a disclaimer that explained that this was not the case. Furthermore, the age of the sample
may have accounted for a lack of perceived risk, as younger adults tend to believe that the law
protects their privacy online more than it actually does (Hoofnagle, King, Li, & Turow, 2010).
Research also suggests that warnings that do not specify where data are being sent do not provide
participants with the information that they need to make risk assessments about sharing their
information (Felt, Egelman, & Wagner, 2012). Thus, participants may have been less concerned
about having their information stolen because the warnings did not indicate which third parties
might obtain it.
Hypotheses 5 – 8 focused on the impact of involvement in online privacy in the
experimental model (Figure 1). Involvement in this experiment was operationalized as the
participants’ self-rated concern toward online privacy. Previous research focused on the impact
of involvement in health issues has indicated involvement as a variable that impacts which
framed message is the most influential (Grau & Folse, 2007; Rothman et al., 2006), thus
hypothesis 5 predicted a similar trend. However, online privacy concern was not found to
interact with message frame to influence disclosure behaviors. Furthermore, involvement was
expected to impact the role of risk perception both in its influence on message processing (H8)
and on the impact of risk perception on the relationship between message frame and disclosure
(H7), but neither of these hypotheses were supported by the results of the current study.
Unfortunately, the lack of significant results for these hypotheses may be the result of sampling a
younger population, as research indicates that concern for online privacy increases with age
(Zukowski & Brown, 2007).
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Hypothesis 6 predicted that online privacy concern would be related to the depth to which
participants processed the warnings they encountered. This hypothesis was partially supported,
as participants who expressed more online privacy concern were also more likely to express
having systematically processed the warning they encountered. Though this result is
encouraging, it is difficult to interpret due to the lack of evidence that participants who expressed
less online privacy concern were also more likely to express having heuristically processed the
warning. It is possible that participants experienced recall bias in reporting the depth to which
they processed the warnings, as questions in the IPQ are not-so-candidly designed to determine
whether participants were paying attention when they should have been. Evidence for recall bias
in the face of risk is also found in health psychology research (Croyle et al., 2006), which
suggested that participants were more likely to experience self-enhancement biases when they
are at risk for cardiovascular disease.
Erroneous recall of message processing may also be at fault of a lack of evidence for the
impact of message processing on the relationship between message frame and disclosure (H5).
Furthermore, the expected relationship between message processing and disclosure was not
found in the current study. While recall bias may be to blame for these results, it is likely that
other limitations of the study, such as working with a young population that is not especially
concerned about online privacy, did not encourage in-depth processing of warnings within the
experimental context.
Limitations & Future Research
A major limitation of this study is the extreme misinterpretation of the positively framed
warning by 44% of participants, who recalled the warning as actually promoting that they
disclose their personal information in order to remain secure. Research suggests that this
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misinterpretation may be the result of a difficulty in processing negation in the phrase “do not
provide accurate information”, and that the negation should have been highlighted in order to
avoid his effect (Clark & Chase, 1972). Another potential problem with the experimental
warning is that the information was presented on two separate lines. If a participant only read
the first line of the positively framed warning (“Your identity will be secure”; see Figure 4) they
may have interpreted the warning message to mean that they could trust the tablet app to keep
their information secure. The misreading of this warning is likely a major reason that so many of
the hypotheses in this study regarding message framing were not supported. Subsequent
experiments should investigate making negation more apparent in this context, or rewording
warnings so that confusing conditional statements are not necessary.
Other limitations of the study include the experimental context and demographics of the
sample. The experimental context of the study may be considered a limitation as participant are
less likely to perceive risk in their disclosure behaviors when being asked for them as part of a
study. Previous work of a similar nature has also expressed concern that this context is not ideal
for investigating how internet users behave online (Carpenter et al., 2014). While this study
attempted to account for this by providing participants with a disclaimer supposedly absolving
UAH of any liability in regards to information exposure, participants are likely to have still felt
protected when completing the experiment in a laboratory environment. The study was also
limited by the demographics of the sample, as a majority of participants were Caucasian and
under the age of 22. As this is not a representative sample of the overall population, the results
of this study are limited in their generalizability.
Despite the overall lack of significant results, this study does indicate some potential for
message framing in designing effective cybersecurity warnings, as negatively framed warnings
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were more effective at reducing disclosure in a higher-risk situation. However, the poorly
designed positively framed warning severely limited this study’s potential. With a sufficient
redesign, the potential for positively framed warnings may be realized in future experiments.
Future studies would also benefit from gathering data from a more diverse set of users, and from
distributing the experiment in a way that does not allow users to rely on the security that comes
from participating in a laboratory environment.
Although the study failed to find an advantage of positively framed warnings within any
of the results, evidence from framing theory (Kahneman & Tversky, 1979) suggests that the
relationship between framed warnings and disclosure may still exist. Future research would
benefit from further exploration of this potential avenue for effective warning design, as an ideal
method of discouraging users from disclosing seemingly unimportant identifiers has yet to be
established. With sufficient statistical evidence, framed warnings could be implemented by
automated privacy warning plugins, such as the one developed by Maurer, De Luca, and Kempe
(2011). Such plugins hold the potential for estimating the security of a website, identifying which
pieces of information are being requested, and displaying a warning that is specifically designed
to reduce the disclosure of that piece of information. Thus, as online hackers increase the
efficiency of their efforts (Rodriguez & Martinez, 2013) our warnings may become smarter, too.
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IRB APPLICATION
THE UNIVERSITY OF ALABAMA IN HUNTSVILLE
FORM 1: INSTITUTIONAL REVIEW BOARD APPLICATION
Principal Investigator/Study Director:
Name: Heather Patrick Beard
Status: Faculty ☐
Staff ☐
Student ☒
Department: Psychology
College/Research Center: Liberal Arts
Telephone: 256-617-2305
Email: hpb0001@uah.edu
Supervising Faculty Information (if student)
a. Name: Dr. Sandra Carpenter
b. Campus Address: Morton Hall 333
c. Email: carpens@uah.edu
Title of Study: Cybersecurity Message Framing
Purpose of Study: This study investigates situations in which positively framed cybersecurity
warnings, meaning those which emphasize the benefits of compliance, and negatively framed
cybersecurity warnings, meaning those which emphasize the consequences of
noncompliance, are likely to be more successful at reducing unnecessary online disclosure.
The goal of this study is to determine how message framing may be implemented by
designers of cyber warnings in order to increase warning effectiveness and reduce future
instances of identify and information theft.
Hypotheses: Positively framed warnings will be more effective than negatively framed warnings
at reducing online disclosure. However, other factors are likely to interfere with this effect.
When a participant perceives high risk of disclosure or is more concerned with online
privacy, negatively framed warnings will be more effective at reducing disclosure.
Conversely, when a participant perceives low risk of disclosure or is less concerned with
their online privacy, positively framed warnings will be more effective. Perceived risk and
online privacy concern are also likely to impact the amount of effort with which one
processes online warnings. When the warnings are processed deeply, negatively framed
messages will be more effective at reducing disclosure, while warnings that are shallowly
processed will be more effective when positively framed.
Description of Subjects: Male and female undergraduate subjects (N = 125) will be recruited
from introductory psychology classes. Participants under the age of 18 will be required to
provide parental consent.
How Subjects Will Be Selected: The study will be advertised in introductory psychology
classes and participants will be selected through self-enrollment in UAH’s Sona participant
scheduling software. Before the experiment, participants will be instructed through a paper
disclaimer that they are proceeding to a third-party tablet application and that UAH is not
responsible for protecting their privacy. This deception is used to provide a realistic online
privacy scenario and to reduce the effect of participant trust in experimenters. Participants
will receive a full debriefing at the end of their experimental session including an explanation
of the deception and manipulations and will be provided with contact information for the
supervising faculty and IRB committee through an additional copy of the consent form.
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Description of Procedure: Prior to the main experiment, pilot testing will be conducted to
ensure that warnings are likely to convey their message effectively during experimentation.
To accomplish this, pilot test participants will be shown five items on a screen and be given
the supposed task of rating these stimuli on their aesthetics. After rating the items
participants will be asked to recall everything they can about the experimental warning. The
experimental warning will be the third item for all pretest participant groups in order to
reduce primacy and recency effects.
The main experiment will feature a 2 (riskiness: warning shown for date of birth or home
address) x 2 (frame: positive or negative) between subjects design. A control condition will
also be included in order to determine disclosure behaviors when there is no warning present.
Warnings will contain consequence descriptions that are either positively (“Your identity will
be secure if you do not provide accurate information”) or negatively (“Your identity may not
be secure if you provide accurate information”) framed and will be given in the experimental
application either when asked for a participant’s date of birth or for their home address. This
study will be conducted on Microsoft Surface tablets equipped with eyetracking devices to
measure attention and pupil dilation. Participants will provide informed consent before
navigating through a restaurant reservation tablet application that requests identity
information. The experimental warning will automatically appear when date of birth or
address is requested, depending on the experimental condition. While the application will
document whether a participant enters text in the targeted field, no personally identifying
information will actually be recorded. After completing the task of using the application to
make a reservation at a local restaurant, participants will complete a post-test questionnaire
through SurveyMonkey including questions regarding risk perception, online privacy
concern, processing depth of warnings, and demographic information.
Instrumentation (if applicable): This study will utilize Microsoft Surface tablets, eye trackers,
and computer workstations in a five-person lab. The experimental tablet application is
produced by members of the computer science department under Dr. Feng Zhu. These
researchers have cooperated with the psychology department in prior and ongoing cyber
security research. The experimental tablet application will be connected to a secure server
operated by UAH through a secure encrypted connection for all experimental sessions.
Duration of Study
a. Total amount of time with each subject: 30 min
b. Time to complete study: 1 year
Benefit(s) of the Study: Participants will receive 1 participation credit towards requirements in
introductory psychology classes. Participants will also benefit personally from their
participation by being able to experience psychological research first-hand. The experiment
will benefit the field of cyber security by determining situations in which positively or
negatively framing a warning may be more effective. These warnings may be used to reduce
the success rate of internet hackers by enabling both organizations and individuals to make
better online disclosure decisions.
Possible Risks to Subject(s) and Precautions Taken to Avoid Risks: This study involves
minimal risk. Participants will not be exposed to any risks outside of those they would face in
typical internet use in everyday life. There is a small risk of headaches for those with
photosensitivity. Participants who are concerned about such consequences will be advised to
participate in a different study.
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How You Will Ensure Confidentiality/Anonymity: Participants will be identified in all forms
and data using only a participant number. In order to protect participants’ personal
information the experimental application will record whether information was submitted
when requested but will not actually record the information. Instead, accuracy of disclosure
will be assessed by self-report. Paper consent forms and disclaimers will be kept by the
university for a period of 3 years, after which they will be destroyed.
Documentation of Informed Consent by Subject(s) Attached? Yes ☒ No ☐
Addendum IRB Forms: Form 2 (Expedited); Form 6 (Children)
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Informed Consent Form
Informed Consent Form: Surface Pro App Usability
The purpose of this research is to investigate how people respond to a new restaurant
reservation tablet application (app). The researcher conducting this study is the only person
who will know that you have participated in this study, and your responses will be completely
anonymous; your questionnaires will be coded with a random participant number. Up to 125
people will be participating in this study. There is no physical or psychological risk beyond what
you would face in typical internet use in everyday life, though participants who are
photosensitive may experience headaches from using the tablet computer. The only cost to you
is the time you spend online during the study (30 minutes). In return for the time you spend
completing the survey, you will earn 1 activity credit. Participants under 18 years of age must
acquire parental consent before participating in the experiment.
If you wish to acquire the results of the entire study or have questions about participants'
rights, please contact Dr. Sandra Carpenter, Department of Psychology, Morton Hall 335, The
University of Alabama, Huntsville, AL, USA, 35899, (256) 824-2319. If you consent to participate
please fill in the spaces provided below. You may discontinue participation at any time by
exiting the tablet app or leaving the experimental session. There are no negative consequences
of such discontinuation, except not receiving participation credits. If you have questions about
your rights as a research participant, or concerns or complaints about the research, you may
contact the Office of the IRB (IRB) at (256)824-6101 or email Dr. Pam O’Neal at irb.@uah.edu.
Name (print) ________________________________

Date _________________________

Name (signature) _______________________________________________________________

Psychology Professor ____________________________________________________________
Parent/Guardian Signature (if applicable) ___________________________________________

49

Experimental Disclaimer
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APPENDIX B
EXPERIMENTAL MEASURES
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Information Processing Questionnaire
While reading the warning:
Systematic Processing
1. I thought about what actions I myself might take based on what I read.
2. I found myself making connections between the information and what I’ve read or heard about
elsewhere.
3. I thought about how the information related to other things I know.
4. I tried to think about the importance of the information for my daily life.
5. I tried to relate the ideas in the information to my own privacy.
Heuristic Processing
6. I skimmed through the warning.
7. I did not spend much time thinking about the information.
8. The warning did not contain useful information on I based my decision.
9. While reading the warning I did not think about the arguments presented in the information.
10. The warning contained too much conflicting information.
Note: These questions have been adapted from Smerecnik et al., 2012. Participants responded
using a 7-point scale for each item (completely disagree – completely agree)
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Privacy Risk Scale
1. Date of Birth
a. What are the chances that disclosing your date of birth on the ReserveMe app will
cause you to lose control over the privacy of your personal information?
(Improbable, Somewhat Improbable, Neither Probable nor Improbable, Somewhat
Probable, Probable)
b. Disclosing your date of birth on the ReserveMe app would lead to a loss of
privacy for you because your personal information could be used without your
knowledge. (Strongly Disagree, Disagree, Neither Agree nor Disagree, Agree,
Strongly Agree)
c. Internet hackers might take control of your personal information if you disclose
your date of birth on the ReserveMe app. (Strongly Disagree, Disagree, Neither
Agree nor Disagree, Agree, Strongly Agree)
2. Home Address
a. What are the chances that disclosing your home address on the ReserveMe app
will cause you to lose control over the privacy of your personal information?
(Improbable, Somewhat Improbable, Neither Probable nor Improbable, Somewhat
Probable, Probable)
b. Disclosing your home address on the ReserveMe app would lead to a loss of
privacy for you because your personal information could be used without your
knowledge. (Strongly Disagree, Disagree, Neither Agree nor Disagree, Agree,
Strongly Agree)
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c. Internet hackers might take control of your personal information if you disclose
your home address on the ReserveMe app. (Strongly Disagree, Disagree, Neither
Agree nor Disagree, Agree, Strongly Agree)
Note: These questions have been adapted from Featherman and Pavlou, 2003
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Online Privacy Concern (Attitude) Scale
1. In general, how concerned are you about your privacy while you are using the Internet?
2. Are you concerned about online organisations not being who they claim they are?
3. Are you concerned that you are asked for too much personal information when you
register or make onlnie purchases?
4. Are you concerned about online identity theft?
5. Are you concerned about people online not being who they say they are?
6. Are you concerned that information about you could be found on an old computer?
7. Are you concered who might access your medical records electronically?
8. Are you concerned about people you do not know obtaining personal information about
you from your online activities?
9. Are you concerned that if you use your credit card to buy something on the internet your
credit card number will be obtained/intercepted by someone else?
10. Are you concerned that if you use your credit card to buy something on the internet your
card will be mischarged?
11. Are you concerned that an email you send may be read by someone else besides the
person you sent it to?
12. Are you concerned that an email you send someone may be inappropriately forwarded to
others?
13. Are you concerned that an email you send someone may be printed out in a place where
others could see it?
14. Are you concerned that a computer virus could send out emails in your name?
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15. Are you concerned about emails you receive not being from whom they say they are?
16. Are you concerned that an email containing a seemingly legitimate internet address may
be fraudulent?
Note: This questionnaire is from Buchanan et al., 2007. Participants responded using a 5-point
scale for each item (not at all – very much)
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