Healthcare spending varies widely across markets, and previous empirical studies find little evidence that higher spending translates into better health outcomes, possibly due to endogeneity bias. The main innovation in this paper compares outcomes of patients who are exposed to different healthcare systems not designed for them: patients who are far from home when a health emergency strikes. Visitors to Florida who become ill in high-spending areas have significantly lower mortality rates compared to visitors in lower-spending areas. The results are robust within groups of similar visitors and within groups of destinations that appear to be close demand substitutes-areas that likely attract similar visitors.
Introduction
Healthcare spending is a major concern in the U.S., amounting to over $2 trillion per year or 16% of GDP (Catlin et al., 2007) . These figures are expected to increase with the aging of the population and are likely to strain government budgets and limit private-sector profitability (Lee and Skinner, 1999) .
There is some debate over the returns to healthcare spending. When countries or regions within the U.S. are compared, large disparities in spending are found yet health outcomes are remarkably similar.
1 Fisher et al. (2003) studied Medicare expenditure data and found a 60% difference between high-and low-spending areas in the U.S. Nevertheless, no mortality difference was found following a health event such as a heart attack or hip fracture. This evidence has been cited in support of reducing Medicare spending by 20-30% without adversely affecting health outcomes (Fisher, Bynum and Skinner, 2009) . In contrast, instrumental-variable and panel-data evidence suggests that higher spending is associated with significantly lower mortality.
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One issue that arises with cross-country or cross-region comparisons is that greater treatment levels may be chosen for populations in worse health. For example, higher spending is strongly associated with higher mortality rates at the individual level, as more is spent on patients with greater health problems. At the regional level, summary measures of treatment intensity may reflect the underlying health of the population as well.
The main innovation in this paper exploits the large cross-sectional variation in spending intensity in a new way by comparing patients who are exposed to different healthcare systems that were not designed for them: patients who are far from home when a health emergency strikes. These visitors may have an emergency in an area that spends a great deal on patients or one that tends to spend less. To the extent that the health shocks are unanticipated, patients are unlikely to choose the destination based on the healthcare intensity in the area. Further, by comparing close demand substitutes in terms of destinations, it may be possible to compare "close substitutes" in terms of patients. As a result, geographic variation in spending practices may be considered plausibly exogenous for this group of patients, and a comparison of health outcomes for similar visitors across these locations can shed light on the returns to healthcare spending, at least in emergency situations. 3 The analysis uses the universe of hospital discharges in the state of Florida-one of the most frequently visited states that provides detailed patient characteristics. The results show that patients who have a health emergency in high-spending areas have significantly lower inpatient mortality rates compared to those visiting low-spending areas. The results are less informative with regard to the mechanisms of the decrease in mortality. Suggestive evidence shows that high-spending areas offer a bundle of services, most notably a greater reliance on intensive-careunit services and a higher likelihood of treatment in a teaching hospital.
Of course, visitors are not randomly assigned to destinations. If relatively healthy individuals were to choose high-spending areas, or if high-spending areas tend to admit relatively healthy visitors into the hospital, then the results would reflect these differences. Much of the results section demonstrates that the estimates are robust within groups of similar patients and that selection into the hospital is unlikely to drive the results.
The outline of the paper is as follows. Section 2 presents the empirical framework.
Section 3 describes the data, including a comparison of high-and low-spending areas in terms of patient characteristics. Section 4 presents the main estimates of the relationship between inpatient mortality and local-area healthcare spending. The analysis focuses on heart conditions, although results for other common emergencies are reported as well. Section 5 interprets the results by considering how treatment in local areas that spend more differs from treatment provided in less costly areas. Section 6 concludes.
Empirical Framework
A large literature documents the remarkable geographic variation in healthcare spending, as well as relatively similar health outcomes for patients who experience a health problem such as a heart attack. The main estimating equation for such an analysis for patient i treated in geographic area g(i) is:
where M represents mortality, T represents a measure of treatment intensity in the area, and X includes controls for individual characteristics such as age, race, sex, and diagnoses.
End-of-life spending, such as average expenditures in the area for patients' last hospital stays, is a commonly used proxy for treatment intensity in an area (Fisher et al., 2003) . The aim of the measure is to consider similar patients in the calculation; they are all close to death. In the data used below, area rankings of treatment intensity are similar regardless of whether or not they are restricted to end-of-life care. This suggests that end-of-life spending is informative of intensity in general, but also calls into question whether the spending measure is unrelated to treatment decisions for those not close to death.
The main sources of potential bias in estimating equation (1) are due to omitted variables and sample selection. The usual concern in cross-sectional studies is that people who live in different places may differ from one another in ways that can confound estimates. Empirically, patients who receive higher treatment levels have substantially higher mortality rates, even after controlling for observable patient characteristics. Abstracting from iatrogenic effects, this implies that additional care is provided to patients in worse health. When the treatment measure is aggregated, areas with patients in worse health may spend more on patients, which would bias the estimate of β upward. 4 In contrast, areas that provide greater treatment intensity may admit more patients to the hospital, resulting in healthier patients at the margin and a downward bias.
Previous work highlights provider preferences as the remaining explanation (for summaries, see Gold (2004) and Congressional Budget Office (2008)). A number of studies show that greater capacity for care is associated with greater usage, although capacity may be a result of the interaction of both supply and demand factors. Furthermore, observable patient characteristics do not appear to be related to area spending levels (Pilote et al. 1995; O'Connor et al., 1999; Phelps, 2000; Stukel, Fisher et al., 2003; Lucas, and Wennberg, 2005) . In particular, areas with higher Medicare spending are not wealthier areas, although they do tend to be more urban. The lack of a relationship between area income and healthcare spending intensity is an advantage here. Wealthier tourists may choose higher-income destinations, but the previous 4 For example, if the true model at the individual level were M α α T ω , then taking expectations at the geographic area level:
If 0, then the area-level proxy for spending, = | 1 , is directly related to unobserved illness severity of patients who died in the area. If individuals in an area are similar to one another in unobserved health characteristics, then the between variation in end-of-life spending would capture between-variation in health.
evidence suggests that this should be unrelated to hospital spending intensity. A remaining question is whether geographic variation in spending is associated with the unobserved health characteristics.
This paper attempts to circumvent these concerns by estimating equation (1) for a group of visitors. Visitors are unlikely to impact the treatment intensity policy and practice in their destinations. In the episodes analyzed below, for example, visitors constitute only 5% of the cases. Further, if the incidents were truly shocks, then healthcare intensity in the area would not enter into the travel decision. This should ameliorate the selection bias caused by greater treatment provided to populations in worse health, as the bias disappears when the treatment level in the area is not associated with a group's gain (Bjorklund and Moffitt, 1987, Heckman, Lalonde, and Smith, 1999) . Last, in the extreme of a discrete choice between perfect substitutes, the destination choice may approximate a random assignment, and the treatment intensity of the hospital system in the tourist destinations would be exogenous.
Previous evidence also provides support for the use of visitors as participants in a natural experiment. Visitors with a health shock in an area that tends to spend relatively more on locals should also receive relatively more care compared to visitors in areas that spend less. For example, Fisher et al. (1994) and Stukel, Lucas and Wennberg (2005) demonstrate that treatment intensity in an area tends to be similar across patients in the area. It appears that high-spending areas have a lower short-run marginal cost of providing state-of-the-art treatment following previous investments physical and human capital.
Data Description
The patient-level data represent the universe of hospital discharges in the state of Florida from 1996 to 2003. These reports are submitted to the Florida Agency for Healthcare Administration and are available for research purposes. Florida offers three main advantages: it is a top travel destination state, which allows for large samples of visitors; the state provides detailed discharge data; and there is a great deal of variation in spending across the state. Florida has been noted to have large geographic variation in spending, with especially large spending levels in South Florida (Fuchs, 2003, Skinner and . These differences are attributed to differing attitudes about health and healthcare among patients and providers in ways that are difficult to separate, as well as a smaller influence from HMOs in the area (Bertko, 2003) .
Available data elements include the patient's age, race, sex, and ZIP code of residence.
Visitors are defined as an out-of-state patient. Procedure and diagnosis codes, primary payer, day of the week, and quarter of the year also describe the episode. To focus on health shocks rather than planned travel for healthcare, the analysis is restricted to patients who are admitted into the hospital from the emergency room with an admission type of "emergency". Hospital markets are defined at the level of the Health Service Area (HSA), defined by the Dartmouth Atlas of Healthcare. These areas typically encompass one or two hospitals whose acute-care patients come from similar ZIP codes: areas that appear appropriate for the health shocks employed here.
The main measure of resource use is total costs reported in the discharge summary, which is the sum of the list prices for each of the services provided deflated by a cost-to-charge ratio calculated by the Centers for Medicare and Medicaid at the hospital-year level. The results here substitute the median cost-to-charge ratio for outliers as suggested by CMS. In particular, the data are replaced when the cost-to-charge ratio for the hospital is in the top or bottom 2%. Results were not sensitive to outlier definitions. Results are also similar when the raw facility charge measure was used.
The end-of-life spending measure was calculated as the mean of log costs in the HSA among patients from Florida who were admitted on an emergency basis and who died in the hospital. The mean is weighted by the fraction of visitors who visit each hospital in an HSA to reflect the exposure to spending levels across visitors (similar results are found without these weights). Algebraically, this measure is the HSA fixed effect in a model predicting end-of-life log costs for this sample of locals, weighted by each hospital's visitor share in the HSA.
The health outcome available in the discharge data is inpatient mortality: a frequent and important outcome. An advantage of the discharge data compared to previous studies that use Medicare administrative data is that younger patients can be compared, as well as patients enrolled in Medicare HMOs who are generally not included in Medicare expenditure files. In addition, for the visitor group inpatient mortality is tied more directly to the acute care provided by Florida healthcare systems, whereas long-term outcomes may be influenced by the care received once the patient returns home. 6 U.S. Census data from 2000 are used to describe the patient's ZIP code of residence, including the seven median household income categories, median rent, racial composition, educational composition among individuals older than 25-years old, and the percent rural. One issue is that visitors who are not from the U.S. do not have a ZIP code. In addition, the Census Bureau does not publish data for small ZIP codes due to confidentiality concerns (especially income categories). In total, ZIP code information is missing for 16% of the visitor sample. The main results will retain these observations by filling in the missing information with sample means and including an indicator for missing ZIP code information in the model. Results are similar when these observations are excluded, as shown below. Similar U.S. Census measures for the destination county in Florida are used in some specifications as well.
Prices faced by visitors in particular are used to categorize counties in Florida. These prices come in the form of per-diem rates calculated by the U.S. General Services Administration (GSA) and are based on lodging and meal prices in each county. Given the seasonal variation in these rates, two measures are used: the per diem for January and June. Each measure should reflect local-area cost structures, and the difference in the two measures should identify areas that are desirable for winter vacations. Results will be reported with and without these controls.
The 1995 American Travel Survey describes visitors to each of 13 metropolitan areas.
These data are used in a specification check that controls for these characteristics on this subset of cities. Last, American Hospital Association data that provide detailed information about each hospital in Florida are used to describe the different areas in terms of staffing ratios.
Main Analysis Sample
The main analysis focuses on common heart-related emergencies: patients who are admitted with a primary diagnosis of acute myocardial infarction (AMI), cardiac dysrhythmias, or heart failure.
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These are among the top-10 diagnoses for emergency admissions with a mortality rate over 3%. They hold the potential to represent health shocks where the patient is less likely to investigate the healthcare spending in the area prior to choosing the destination. The sample is restricted to HSAs with at least 30 visitors with a heart-related emergency, for a total of 97. Further, the analysis uses within-home-state variation in treatment and 7 1997 is the first year this lodging-rate data are available. 1996 per-diems were computed using a time trend through the 1997-2003 series. Results were similar when only the 1997 per-diem data were used instead. 8 These are three-digit ICD9-CM primary diagnosis codes of 410, 427, and 428. 9 Only 0.16% of the AMIs among visitors were the result of a "subsequent episode of care" versus 0.4% among locals, although this is defined by an ICD-9CM code suffix that is generally unrelated to reimbursement and is thought to be unreliable.
outcomes, and the sample is limited to visitors from U.S. states with at least five observations or visitors from outside the U.S. The sample includes over 37,000 hospitalizations for patients whose residence is outside the state of Florida, or 5% of heart-related emergency admissions in Florida.
Comparison of Health Service Areas
To describe the data further and compare visitors with local patients who had a heartrelated emergency across different areas in Florida, Figures 1-4 Figure 3 , but reports the average age of the visitors. Age is relatively unrelated to hospital spending for most of the spending distribution. A noticeable decline in age is seen for the top 17 HSAs, where 30% of the visiting patients are found. These areas are more urban, including HSAs in Miami. This decline in age is an important limitation, as age is a strong predictor of mortality, and it is addressed in three ways. First, the analysis flexibly controls for age with indicators for each year of age. Second, results are shown separately by age group. Third, the results are shown to be robust when patients found in these highest-cost HSAs are excluded from the analysis: a subset of HSAs that is shown to have similar observable characteristics (including age) regardless of the healthcare spending level. The HSAs were divided into quartiles based on the end-of-life spending measure: the first row shows that HSAs in the top quartile have mean end-of-life costs that are over 65 log points (or $7000) greater than the average HSA in the bottom quartile. The next row shows that mortality is lower in the top two quartiles, both among local Floridians and visitors. As shown in Figure 4 , part of this decrease is found in the highest-spending HSAs have somewhat lower average ages. The overall mortality rate is similar between the visitors and locals (5.8% vs. 5.7%), which suggests that results for the visitor group may be informative of returns to spending for the local group as well.
As in the previous cross-sectional work, Table 1 shows that patients' observable characteristics are fairly similar regardless of the spending intensity of the area, at least for the bottom three quartiles. The top quartile, which includes Miami, shows greater differences. The best case in favor of using visitors instead of locals to compare relatively similar patients across markets is in terms of race, where approximately 95% of visitors are white across the bottom three quartiles of spending intensity, falling to 75% in the top quartile. Among locals, these percentages fall across the quartiles (from bottom to top they are 91%, 85%, 76%, and 54%).
Income levels of the ZIP codes where the locals and the visitors reside are similar, as in the figures described above. Meanwhile, the younger ages of patients in the top quartile lead to lower Medicare coverage rates and somewhat lower rates of comorbidity. These differences motivate investigation of the main results within subgroups of patients, defined by these characteristics.
Table 1 also shows that locals differ from visitors regardless of the HSA spending level in several ways. Visitors with heart-related emergencies are more likely to be male compared to locals (62% vs. 52%), they are more likely to live in rural areas, and are more likely to be found in the popular travel time of the first quarter of the year.
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In terms of the areas, the per-diem rates are higher for the larger urban areas that comprise higher-spending areas. The analysis controls for these lodging prices and also compares results within destinations with similar lodging prices.
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In addition, the American Travel Survey (ATS) provides summaries of the types of visitors and trips to Florida. While the ATS limits the analysis to 13 metropolitan areas, the evidence suggests that visitors are generally similar across these cities, including the reason for travel and income measures (see Appendix   Table A2 ). 
Results

4A. Main Estimates
11 The first quarter may have more visitors who spend the entire winter in Florida. These "snow birds" are considered in more detail below. 12 Fortunately, healthcare spending varies widely even within destinations with similar lodging and meal prices. When counties were broken into quartiles based on the January per-diem rate, the average, end-of-life log spending from the least to most expensive are 9.9, 9.9, 10.2, and 9.9, with standard deviations of 0.24, 0.23, 0.14, and 0.11, respectively. 13 Given that each metropolitan area contains multiple HSAs, the spending intensity proxy for this table is calculated at the metropolitan-area level, and the comparison is somewhat different from Table 1. The 2 nd highest quartile contains cities close to the northern Florida border, and has more visitors coming from the South, which results in somewhat different characteristics than the other quartiles. In terms of patient characteristics along these city-based quartiles, the average age of visiting patients across the quartiles used in Table A2 does not monotonically decrease, with average ages across the quartiles (from bottom to top) of 71.3, 72.2, 69.1 and 67.2.
Following the framework in Section 2, the empirical models consider the outcome of inpatient mortality, M, for patient i hospitalized in the geographic area (defined by the HSA) g, within Florida county c, from ZIP code z in state s, in year t as:
T is the measure of local-area, end-of-life spending in the HSA visited by patient i, as described above; X is a vector of personal characteristics listed in Table 1 with indicators for each age, admission day of the week, an indicator that the patient is white interacted with 5-year age categories, and three-digit diagnosis indicators; W is the set of ZIP code of residence characteristics described above; and P is the vector of county per-diem rates in January and
June.
14 Home-state fixed effects are used to compare individuals from the same state who visit different HSAs in Florida, and year indicators are used to capture overall changes in survival rates over time.
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The outcome is binary, and the results are shown using a linear probability model to estimate differences in means across HSAs. Results are similar when a probit model is used as shown below. The standard errors are clustered at the HSA level to reflect variation in the local-area spending measure.
The top panel of Table 2 reports results for the local Florida population. The first two columns show results from a model similar to (3), but with costs accrued by a particular patient, T i , instead of the local-area treatment measure, T g(i) . Column (1) reports a coefficient of 0.025.
The interquartile range of log costs among the local population is 113 log points. The estimated coefficient suggests that such a difference in costs is associated with a 2.8 percentage-point increase in mortality, or nearly 50% of the mean. When the controls are employed, the 14 Individual age categories are used, with the exception of wider categories for patients under the age of 20, between 20 and 30, and above 100 years old. 15 In addition to indicators for each U.S. state, indicators for Canada, the Americas, and "unknown" state of residence, which is used to describe foreign visitors, are included as well. Estimates are similar when patients from outside the U.S. are excluded, as shown below.
coefficient decreases to a 0.13 percentage-point increase in mortality. These results are consistent with the hypothesis that more is spent on patients who are in worse health in ways that are not controlled.
When the mean end-of-life spending measure for the HSA, T g(i) , is used to compare healthcare systems, mortality appears unrelated to the spending level in the HSA among Florida locals. The coefficient on HSA spending intensity ranges from -0.002 to 0.005 with standard errors on the order of 0.004. These results match findings in the prior literature that higher spending is associated with a small, statistically-insignificant differences in mortality.
Panel B shows results using the sample of visitors. The first two columns show nearly identical coefficients as in the Florida sample, which is consistent with providers taking observable factors such as age and comorbidity into account in a similar manner when making treatment decisions, regardless of whether the patient is a visitor or a local. Columns (3)- (6) show that contrary to the previously established result for locals, end-of-life spending is strongly negatively related to mortality, with a coefficient closer to -0.028. A 2 standard deviation increase in spending intensity of roughly 50% is associated with mortality rates that are 1.4 percentage points lower, or 24% lower than the mean.
For context, the estimated coefficients for the control variables are shown in Appendix 
4B. Robustness
The main results suggest that more expensive healthcare systems do achieve lower inpatient mortality rates among visitors, but alternative explanations include the possibility that high-spending areas attract healthier patients, areas that provide better care for heart-related emergencies happen to be high-spending areas overall but not necessarily for cardiac care, or that high-spending areas admit healthier patients into the hospital. The remaining sets of results consider these explanations by estimating the model within similar groups of patients and within similar groups of destinations-areas that are more likely to attract similar patients; considering a wider set of diagnoses; and providing additional evidence on the potential role of sample selection bias.
Patient Characteristics
Section 3 makes clear that there are differences among the patients across the areas. To consider whether these differences drive the main results, and begin to investigate heterogeneous treatment effects, Table 3 explores the robustness of the results across subgroups of patients.
Panel A considers the age and location of the patient. The over-65 group is mostly covered by Medicare (with the exception of foreign visitors). The first two columns show that the results are similar when the group is either older or younger than 65 years old: a 10%
increase in end-of-life spending is associated with a 0.36 percentage-point decline in mortality among the 65+ group, or 5.2% of the mean, and such an increase is associated with a 0.19
percentage-point decline in mortality among the younger group available in these hospital discharge data, or 5.8% of its mean.
The next three columns compare the results for patients who are increasingly likely to be business travelers. Business travelers have the advantage of being even less likely to choose the destination based upon its healthcare spending practices. First, the ATS was used to categorize metropolitan areas as business travel destinations. The sample was then divided into two groups based on the median rate of business travel.
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Column (3) shows that for travelers under the age of 65 in these destinations, the coefficient is similar to under-65 subgroup overall, with a coefficient of -0.023. When privately insured individuals are considered, largely dropping those who qualify for disability claims and thereby not likely to be business travelers, the magnitude of the coefficient increases to -0.034. Last, when the first quarter is dropped-the most popular quarter for leisure travel-the coefficient is again qualitatively similar: -0.032. The sample size 17 A trip was categorized as a business trip if the reason for travel was: business, combined business/pleasure, convention, conference, or seminar, or other reason (i.e., not a vacation). The results were robust to the definition of business travel. In areas that were categorized as business destinations, 28% (range: 19-55%) of the trips were for business reasons, compared to 14% in non-business destinations. Among 40-60 year olds, the business-trip rates ranged from and 8% to 17%.
decreases from 10,571 for all patients under the age of 65 to 1,841 for the most refined category of patients most likely to be business travelers, yet the estimate increases in magnitude.
One concern is that high spending areas will attract wealthier (and healthier) patients.
Panel B shows that the results are similar across ZIP code income levels, and when ZIP code fixed effects are included. Panel C shows that the results are similar regardless of the comorbidity level, as defined by the Charlson severity index that takes on values of 0, 1, and 2 (Quan et al., 2005) : a 10% increase in spending intensity is associated with mortality reductions of 5.3%, 5.9%, and 4.7% compared to the mean mortality rates for the three groups, respectively.
Results are also shown to be similar across the quarters of the year in Panel D. The results do not appear to be driven by "snow birds" who winter in Florida and may take more care in choosing the destination. Appendix Table A4 provides additional evidence of the robustness of the results across patient types, including by sex, race, insurance status, and region of primary residence.
Panel E considers the top 100 emergency diagnoses, where the coefficient on end-of-life spending in the HSA is -0.012 (s.e.=0.0050).
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That is, a 2 standard deviation increase in the spending intensity measure is associated with a 0.6 percentage-point reduction in mortality, or 15% of the mean: similar to the heart-related emergency results. Panel E also shows statistically and economically significant reductions in mortality among diagnoses with higher mortality rates.
In the top quartile of mortality rates, a 2 standard deviation increase in the spending measure is associated with a 1.5 percentage-point reduction in mortality (13% of the mean). The comparable figure for the third quartile is 24% of the mean. These results suggest that highspending areas achieve better health outcomes across a wide range of emergency situations. For further disaggregation, Appendix Table A5 reports results for the top 10 most common emergency diagnoses. The results are similar for stroke patients, with a coefficient of -0.029 compared to a mortality rate of 6.3%.
Comparison of Close Substitutes in Destinations
As in the comparisons across patient types, HSAs that differ by local-area healthcare spending may differ along a number of other dimensions. These differences may attract different types of visitors and different types of hospital staff. To test whether these HSA differences drive the main results, Table 4 reports results across subsets of similar destinations.
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If hospital-spending levels do not enter the visitor's decision to choose a destination, then visitors to areas that are close substitutes are likely to be similar to one another as well. In that spirit, Table 4 19 HSA and county fixed effects were also considered, although the change in hospital-area spending levels within these eight years is not associated with changes in mortality. High-spending areas tend to remain so, with a spending measure defined on a county-by-year basis having a 1-year correlation of 0.95. The idea of this paper is that the large amount of cross-sectional variation in local-area spending can be exploited using a visitor sample where the variation is more likely to be exogenous.
relationship is found.
20
That is, the main results are found in popular destinations, even within areas with similar lodging prices.
A related approach considers Spring Training sites for Major League Baseball, where teams train during February and March. The advantage of focusing on these areas is that they tend to be similarly sized cities that attract similar visitors as well. Appendix Table A4 shows that high-and low-spending areas that host the teams are similar in terms of patient age, race, sex, comorbidity levels, and especially lodging and meal prices. Column (5) shows that the result is similar when the analysis focuses on these 13 counties during the first quarter, with an estimated coefficient on local-area, end-of-life spending of -0.026 (s.e. = 0.010).
Recall from Figure 4 that the most expensive HSAs tend to have younger patients, especially for the top 17 HSAs where 30% of the patients are found. When these HSAs were excluded, the observable characteristics are quite similar (see Appendix Table A6 ), as are the main estimates of interest. The main results do not appear to be driven by the cities that attracted the youngest, and perhaps healthiest, patients. Last, results were similar when Census data were used to control for characteristics of the destination county and when American Travel Survey data were used to control for characteristics of the typical visitors (Appendix Table A4 ).
Sample Selection Bias
The hospital discharge data include only patients who were admitted to the hospital. A number of selection biases could result in estimates of returns to healthcare spending that are too large or too small: high-spending areas may admit healthier patients; they may be in areas where characteristics such as traffic congestion affect the time to the hospital; and previous evidence suggests that high-spending areas are more likely to keep patients in the hospital until death 20 As shown in the working paper version of this paper, when the quartiles were constructed based on the number of patients in each county, rather than the equal weights shown in Table 4 , the coefficients were consistently negative.
rather than discharging patients, which would result in higher inpatient mortality rates in highspending areas (Pritchard et al., 1998; Wennberg et al., 2004) . The focus on health shocks, such as heart attacks, strokes, and hip fractures, as well as the result for patients with high-levels of comorbidity shown in Table 3 , aims to estimate the relationship for patients where the probability of admission is close to 1 (and the estimate would be identified "at infinity"). In addition, rough estimates of admission rates, and in-hospital death rates (as opposed to outside of the hospital), do not appear to be systematically related to area-spending levels, especially among the visitors.
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A number of other robustness checks were carried out as well as those presented above (shown in the Appendix Tables 7-8 ). For example, the results were similar when the model was estimated using a probit specification and across alternative measures of area-level spending intensity.
Interpretation
A. Mechanisms: Treatment Differences Across HSAs
As described in Section 2, a large medical literature describes the types of services provided in high-vs. low-spending areas. The Dartmouth Atlas of Healthcare also shows that surgical interventions are correlated with end-of-life spending (a correlation close to 0.25), and a higher correlation (close to 0.5) with intensive care unit services.
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Meanwhile, differences in prices account for less than 30% of the variation in expenditures.
To compare different types of treatment in the current data and population studied, Table   5 reports results separately for AMI patients, as well as all heart-related emergency patients.
Panel A of Table 5 considers spending at the patient level, which is shown to be strongly associated with the spending intensity proxy for the area. In particular, the summary measure of total costs averages $16,400 (in 2003 dollars) for AMI emergency visitors, and a 2 standard deviation increase in area-spending intensity is associated with a $5,840 increase in total costs at the patient level.
The types of care provided can also be described by revenue categories available in the discharge data, such as charges for intensive care units or diagnostic tests. One caveat is that these revenue codes may be treated differently across hospitals (and, therefore, across HSAs), and the results should be taken with caution. For comparability to the main results, these categories of charges have been deflated by the hospital's cost-to-charge ratio in the year of admission. Four representative categories of costs are shown in Table 5 : intensive care services, diagnostic services, surgical costs, and other costs (see Appendix Table A7 for each cost category separately). The strongest relationship between patient costs and the local-area spending intensity proxy is found for intensive care services, followed by diagnostic services, and then surgical care. To place the cost categories on the same log scale (dropping patients with zero costs), for AMI patients the coefficient on log(total costs) is 0.61 compared to 0.84 for log(icu costs), 0.65 for log(diagnostic costs), and 0.38 for log(surgical costs).
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This strong 22 Author's calculations based on Dartmouth Atlas of Health Care data. 23 A 2 standard deviation in the spending intensity measure would be associated with $4000 in additional costs, which is also associated with a 1.4 percentage point reduction in mortality. Dividing the two would provide an instrumental variables estimate of the effectiveness of spending at the individual level, and imply a $285,000 cost of relationship between area spending intensity and the use of intensive care units suggests that such care is a driver of the improved outcomes, which is consistent with prior research that intensive care units are associated with significantly higher costs and significantly survival rates as well (Ridley and Morris, 2007) .
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Procedure Differences
Third, the main results focus on patient with heart-related emergencies, and an issue when comparing outcomes after heart attacks is that recent evidence suggests that low-cost treatments, such as the use of beta blockers, yield large benefits (Phillips et al., 2000; Heidenreich and McClellan, 2001; Stukel et al., 2005) . Results are similar when areas are characterized according to their AMI emergency end-of-life spending, however (Appendix Table   A7 ). In addition, to consider quantities of care rather than costs, Panel B shows procedure rates for visitors. Estimates are reported from models that regress an indicator that a common procedure is conducted on the end-of-life spending measure and full controls. The top-10 most frequent three-digit ICD-9 procedures for AMI patients in these data are shown, and highspending areas generally have higher procedure rates. A 2 standard deviation increase in the spending measure is 0.5, and such a difference is associated with an 8 percentage-point increase in catheterization procedures, compared to a mean of just over 50%; a 7 percentage-point increase in the likelihood of the insertion of a stent, compared to a mean of 25%; and a 6 percentage-point increase in the bypass rate, compared to a mean of only 10%. Similar differences are found for all heart-related emergencies as well. These estimates tend to be imprecisely measured, however, which is partly due to the disaggregation of procedures. Among the top 25 procedures (not shown), 20 are more common in high-spending areas. Those that are more common in low-spending areas tend to be lowercost procedures. For example, arteriography is a lower-cost substitute for angiocardiography, and ateriography is more common in low-cost areas whereas angiocardiography is more common in high-cost areas. Taken together, it appears that higher-spending areas do provide a greater quantity of services.
One caveat is that the positive association with surgical intensity, both in terms of costs and quantities, suggests that the inpatient mortality differences may be understated. Surgery carries its own in-hospital mortality risk. Physicians and patients must weigh this risk against potential longer-term benefits.
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Differences in Input Measures Across HSAs
A further exploration of the variation in the types of services provided is shown in Panel C. First, patients who have a medical emergency in a high-spending area are much more likely to be treated in a teaching hospital. A comparison of teaching hospitals and non-teaching hospitals is similar to the main question in this paper of whether a bundle of characteristics associated with higher costs are associated with lower mortality. For example, Taylor et al. (1999) found that teaching hospitals have 20-50% higher costs compared to for-profit and government hospitals, and also had a 25% lower mortality rate overall.
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In fact, a model similar to equation (3), but with mortality regressed on an indicator that the hospital was a teaching hospital reveals lower mortality for these visiting patients (coefficient=-0.013, s.e.=0.006).
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Notably, this result is not found for local patients. These results are consistent with plausibly exogenous exposure to teaching hospitals among visitors but less so among locals who chose to settle in the area permanently and are more likely to know the quality of the hospitals.
Another summary measure of resource use that is related to costs but more straightforward to measure across markets is the length of stay in the hospital. Areas with greater end-of-life treatment intensity are associated with longer stays in the hospital. Among visitors, a 2 standard deviation increase in the spending proxy is associated with a 19 log point longer length of stay for AMI patients and 11 log point longer length of stay for all heart-related emergency patients.
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Last, human capital measures of the staff may explain differences in treatment intensity, possibly due to differences in the quality of care or training styles. While quality measures are part of ongoing research, the number of nurses and staff for each hospital is available from the American Hospital Association (AHA). For each HSA, a staff-to-admission ratio was calculated for the year 2000, weighting each hospital by the number of admissions reported in the AHA data.
29 Table 5 shows that a 2 standard deviation increase in the spending-intensity proxy is 27 See Appendix Table A6 . 28 The main results are also robust to using end-of-life length of stay to characterize HSAs rather than costs. In a model of mortality, the coefficient on local-area, end-of-life length of stay is -0.028 (s.e.=0.021). 29 The AHA data also lists staff expenses (a measure of the wage bill) and the number of physicians directly employed by the hospital (as opposed to physicians with admitting priviledges. The wage bill measure was not related to spending intensity, although the relationship was imprecisely estimated. Results were similar when the number of nurses or physicians was the dependent variable and the number of admissions was included as a control. Census data on physician and nurse incomes in these Florida counties were also considered, although there was little variation in the median income categories across the counties. Further, the presence of a catheterization lab in the hospital or HSA was considered. 12% of visitors were treated in a hospital that did not have a catheterization lab, and the spending measure appears more important within these hospitals, with a coefficient of -0.058 (s.e.=0.017) versus a coefficient of -0.018, s.e.=0.008 in hospitals with a lab. The presence of a catheterization lab in an HSA or hospital was associated with moderately higher mortality rates, although this result is not statistically significant and may relate to the in-hospital mortality risk of procedures that may follow a catheterization.
associated with a 23% increase in the staff-to patient ratio compared to its mean, and an 18%
higher nurse-to-admission ratio.
Locals vs. Visitors
The results suggest that once similar patients are compared across different healthcare systems, higher-spending areas achieve better health outcomes. It would be useful to demonstrate how the cross-sectional comparison of locals suffers from endogeneity bias. After all, the observable characteristics tend to be similar across areas. A number of tests were considered to explain the difference, but only suggestive evidence is found that the negative relationship between spending and mortality can be found once selection or other patient characteristics are taken into account.
For example, the data were explored to consider locals who appear more and more similar to visitors. Such a comparison tests whether the returns can be found for similar locals and whether returns are higher for those who are similar to travelers. Using all of the observable characteristics, the propensity of being a visitor was estimated and the sample was divided into deciles. Among visitors, the results were fairly stable across the deciles, again demonstrating the robustness of the main results. Meanwhile, there is only suggestive evidence that locals who appear more like visitors have better outcomes when treated in high-spending areas. The coefficient on the local-area end-of-life cost measure becomes increasingly negative as the propensity of being a visitor increases, with the top decile associated with a coefficient of -0.008 (s.e.=0.006). In addition, all of the analyses that were done for visitors were conducted for locals as well, and the lack of relationship between spending intensity and inpatient mortality was generally robust.
30 30 Another potential explanation for the lower mortality rate found for visitors in high-spending areas is that they may frequent relatively better hospitals than the locals, and the local-area measures obscure within-HSA differences It should not be surprising that the lack of an effect of spending intensity on mortality among the local population is robust to controls and across subgroups of patients or hospitals.
This result has been found in scores of previous studies. Rather, the potential of endogeneity bias in cross-country or cross-region comparisons described in Section 2 is in terms of characteristics of patients that are unobservable to the researcher (such as lifestyle) and, thus, not possible to compare directly.
Conclusions
Estimates of returns to healthcare spending can be confounded by the fact that individuals in worse health receive more care. In fact, there is a strong positive correlation between spending and mortality at the individual level, even after controlling for observable characteristics such as age and comorbidity levels. Regional measures of spending intensity aggregate the choices made at the individual level, which can again confound comparisons.
When patients who experience an emergency when they are far from home are considered, those in high-spending areas have significantly lower mortality compared to those in low-spending ones. These results were found within similar groups of patients, similar destinations, and across a wide variety of emergency conditions. Areas that spend more are most highly associated with greater levels of intensive care services, as well as treatment in teaching hospitals. Higher staff-to-patient ratios are also found in high-spending areas. The finding that this bundle of characteristics is associated with higher costs and lower mortality is in contrast to prior cross-sectional evidence, but is consistent with prior instrumental-variable estimates that higher intensity care is associated with better health outcomes. While these results may relate in in treatment intensity. Popular hospitals among locals are popular among visitors, however. When the fraction of visitors that visit a particular hospital in an HSA is regressed on the fraction of locals who visit that hospital, the coefficient is 0.97 (C.I. = 0.93, 1.01). particular to the types of patients who are likely to travel, they suggest that high returns may be present, at least for emergency care. 
B. Excluding Top 30% Most Costly HSAs
High-and low-spending areas are defined by the median of the local-area treatment measure: mean log costs conditional on mortality for the HSA. Each column represents a separate regression with full controls. Standard Errors are clustered at the Health Service Area level. All models are estimated using OLS, except column 1 that reports the estimated marginal effect on patient costs from a probit model. The number of observations is slightly smaller in the probit model due to the exclusion of cells with zero deaths. Column (5) uses the local-area measure calculated as the median of log(costs) for patients who died in the hospital, whereas column (6) uses the mean costs of all local emergency patients, whether or not they died in the hospital. Column (7) calculates the end-of-life cost measure for local patients with heart-related emergencies. Each column represents a separate regression, and all models include full patient controls. Standard Errors are clustered at the county level. The control function is a fourth-ordered polynomial in the number of heartdisease related deaths that occur outside of the hospital in any given county-year, as well as the county population from the 2000 census. 
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