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3Abstract
Instabilities, turbulence and dynamo action in a rapidly rotating
sheared fluid layer.
By averaging the Navier-Stokes equation along the rotation axis, we developed an en-
hanced Quasi-Geostrophic (QG) model that is able to handle barotropic rotating fluid
flows in an axisymmetric container with finite slopes. This QG-model is used to study the
instabilities of a shear layer known as the Stewartson layer. We show that the slope is the
key parameter to determine the stability threshold. For a flat container, the instability is
not much different from a non-rotating shear layer instability. However, when there is a
depth-variation, the instability is a Rossby-wave and as a result, the spatial structure as
well as the stability threshold depends on the sign of the shear.
In addition to the bulk viscous term, a realistic Ekman friction derived from Greenspan’s
formula is implemented in our QG-model. This allows us to obtain highly turbulent flows
(Reynolds numbers up to 2.106) with realistic dissipation at all scales, for a rapidly rotating
fluid. We observe some interesting properties of the QG-turbulence generated by a highly
unstable Stewartson shear layer. At very large Reynolds number, but with the Coriolis force
still dominating (Ro  1), the kinetic energy spectrum exhibits an inertial range with a
k−5 law. This corresponds to the equilibrium of Rossby-waves and turbulence proposed
by Rhines in 1975. In addition, when increasing the forcing, time-dependent and chaotic
behaviors are observed, and for even stronger forcing a very steady regime sometimes takes
place with very large, long-living eddies.
The previous flows produced by the destabilization of a Stewartson shear layer are
used as input for a kinematic dynamo study, at moderate to very low magnetic Prandtl
numbers (Pm). The main findings are that such flows are actually dynamos, which are
quite easy to start ; the dynamo action seems to extend to arbitrary low Pm, with a roughly
constant critical magnetic Reynolds number (Rm). We obtained a dynamo with parameters
much closer to the Earth regime than ever before (Ek = 10−8, Pm = 0.003, Re = 2.106,
Ro = 0.02). The quadrupolar threshold is somewhat lower than the dipolar threshold, and
many dipolar dynamos exhibit periodic reversals. The induction mechanisms involved are
identified and developed, showing the importance of the wave-type motion for the dynamo
action whereas the Ekman pumping has no inductive role at such small Ekman numbers.
Finally, we tried to implement the Lorentz force back reaction in the dynamo code.
This is not straightforward because the Lorentz force may break the quasi-geostrophy
(invariance along the rotation axis) of the flow, required by our QG-model. In addition,
we found that the Rossby-wave nature of our turbulent flows does not allow us to use a
diffusive approximation at small scales. Fortunately, the very steep kinetic energy spectrum
of the turbulence ensures that only the largest scales of the flow are important for magnetic
field generation. However when ignoring the induction at small scales, the ohmic dissipation
is underestimated and as a result the magnetic energy is overestimated, so that there is
still much to be investigated concerning the saturation processes.
4Re´sume´
Instabilite´s, turbulence et dynamo dans une couche de fluide ci-
saille´e en rotation.
Nous de´veloppons un mode`le quasi-ge´ostrophique (QG) ame´liore´ en moyennant l’e´qua-
tion de Navier-Stokes le long de l’axe de rotation. Il permet de mode´liser des fluides ba-
rotropes en rotation rapide dans un re´cipient axisyme´trique de pente finie. Ce mode`le QG
est utilise´ pour e´tudier les instabilite´s d’une couche de cisaillement (couche de Stewartson).
Nous montrons que la pente est le parame`tre cle´ de l’instabilite´, qui prend la forme d’ondes
de Rossby.
En plus de la viscosite´, nous avons imple´mente´ une friction d’Ekman re´aliste (a` partir
de la formule de Greenspan) a` notre mode`le QG. Ceci nous permet d’atteindre des re´gimes
d’e´coulement tournants tre`s turbulents, avec une dissipation re´aliste a` toutes les e´chelles.
Nous observons des spectres tre`s raides (loi puissance -5, correspondant a` la turbulence
d’ondes de Rossby) et des re´gimes stationnaires.
Ces e´coulements sont des dynamos qui sont relativement faciles a` de´marrer, pour des
nombres de Prandtl magne´tiques (Pm) mode´re´s a` tre`s faibles. l’action dynamo semble
s’e´tendre pour Pm arbitrairement petit, avec un nombre de Reynolds magne´tique critique
(Rm) approximativement constant. L’aspect ondulatoire de l’e´coulement est ici indispen-
sable pour obtenir une dynamo.
Enfin, nous essayons d’ajouter la force de Laplace a` notre mode`le de dynamo QG. Nous
trouvons que la nature ondulatoire de l’e´coulement turbulent ne permet pas d’utiliser une
approximation diffusive aux petites e´chelles.
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Chapitre 1
Introduction
1.1 Objet et motivations
La motivation de cette the`se e´tait d’e´tudier les me´canismes fondamentaux de la dynamo
terrestre par une approche expe´rimentale et nume´rique. Un programme ambitieux qui
devait se terminer par l’exploitation des premiers re´sultats de l’expe´rience DTS (Derviche
Tourneur Sodium, voir Cardin et al., 2002). Cette expe´rience au sodium liquide utilise la
de´stabilisation d’une couche de cisaillement produite par une rotation diffe´rentielle entre
une enveloppe sphe´rique externe et une graine aimante´e, reproduisant la ge´ome´trie du
noyau terrestre.
Pour pre´parer cette expe´rience, nous avons d’abord e´tudie´ expe´rimentalement les insta-
bilite´s de la couche de Stewartson, dans un montage similaire a` DTS mais avec de l’eau.
Les re´sultats de cette e´tude sont rapporte´s au chapitre 3 et ont fait l’objet d’un article
Schaeffer & Cardin (2005b).
D’une part la mise en route de l’expe´rience DTS e´tant sans cesse retarde´e, et d’autre
part le travail exploratoire visant a` construire un mode`le nume´rique de dynamo en rota-
tion rapide e´tant tre`s encourageant, nous avons rapidement change´ notre fusil d’e´paule.
D’ailleurs a` l’heure ou` j’e´cris ces lignes, DTS ne tourne toujours pas.
Nous avons construit et ame´liore´ un mode`le quasi-ge´ostrophique pour e´tudier les e´cou-
lements de Couette sphe´riques et ge´ostrophiques, et qui est de´crit au chapitre 2. Le code
nume´rique qui en de´coule (voir annexe B) a permis d’atteindre des re´gimes d’e´coulements
fortement non-line´aires, que nous e´tudions au chapitre 4.
Et c’est graˆce a` ces e´coulements turbulents, couple´s a` un code d’induction magne´tique
que nous avons obtenu des dynamos a` des re´gimes jamais atteints avec des codes nume´riques
3D complets. Ces re´sultats sont en bonne voie d’eˆtre publie´s (Schaeffer & Cardin, 2005a).
Les me´canismes de ces nouvelles dynamos, ne sont pas du tout ceux qui e´taient attendus,
et sont de´taille´s au chapitre 5.
Des calculs de dynamos sature´es ont occupe´ beaucoup de temps processeur sur les
machines de l’Observatoire des Sciences de l’Univers de Grenoble, sur le cluster du LGIT,
et sur les super-calculateurs de l’IDRIS, le centre de calcul du CNRS. L’objectif e´tait
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d’e´tudier le re´gime d’e´quilibre de ces dynamos, mais la taˆche n’est pas facile car l’influence
du champ magne´tique 3D sur un e´coulement quasi-ge´ostrophique n’est pas facile a` prendre
en compte. Nous discutons de tout cela au chapitre 6.
Avant de rentrer dans le vif du sujet, nous allons rappeler les notions indispensables a`
l’e´tude de la dynamique des fluides en rotation rapide. Nous verrons aussi comment champ
magne´tique et e´coulement de fluide conducteur interagissent. Et comme c’est une the`se de
ge´ophysique, la motivation en filigrane de tout ce travail est la plane`te Terre.
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1.2 Me´canique des fluides incompressibles en rotation
La dynamique des fluides dans un re´fe´rentiel en rotation fait apparaˆıtre une physique
diffe´rente. C’est la force de Coriolis qui, lorsqu’elle domine, change le comportement du
fluide. Notre expe´rience quotidienne concernant les fluides en rotation e´tant tre`s limite´e,
les phe´nome`nes associe´s aux fluides en rotation sont surprenants. C’est cette physique qui
gouverne les phe´nome`nes e´tudie´s durant cette the`se. Pour Une introduction a` la dynamique
des fluides plus comple`te , on pourra consulter l’ouvrage de Rieutord (1997) du meˆme nom,
et en particulier le chapitre 8 consacre´ aux fluides en rotation. Les livres de Greenspan
(1968) et Pedlosky (1987) de´veloppent ce domaine plus en de´tails.
1.2.1 Les e´quations
Dans un re´fe´rentiel en rotation, le principe fondamental de la dynamique doit tenir
compte de l’acce´le´ration propre due a` la rotation. Cette acce´le´ration peut eˆtre interpre´te´e
comme une nouvelle force qui se de´compose en force de Coriolis et force centrifuge. Toutes
deux rendent compte de la conservation de la quantite´ de mouvement dans le re´fe´rentiel
galile´en. En effet, pour maintenir un corps en rotation, il faudra fournir une force qui
incurve sa trajectoire, rectiligne s’il ne subissait aucune force. Pour conserver les meˆmes
lois, on rajoute dans un re´fe´rentiel en rotation la force centrifuge. De meˆme, si un objet
change sa distance par rapport a` l’axe du repe`re en rotation, sa quantite´ de mouvement
devant se conserver, il semble s’exercer sur lui une force, qu’on appelle force de Coriolis.
A l’e´quation de Navier-Stokes qui gouverne la me´canique des fluides, s’ajoutent donc
ces deux forces :
ρ
(
∂
−→
u
∂t
+
(−→
u .
−→∇
)−→
u + 2
−→
Ω ∧−→u +−→Ω ∧
(−→
Ω ∧−→r
))
= −−→∇P + µ∇2−→u +−→f (1.1)
ou` ρ est la densite´ du fluide,
−→
u est le champ de vitesse, t le temps,
−→
Ω la vitesse de rotation
du repe`re tournant,
−→
r le vecteur position, P la pression et µ la viscosite´ du fluide.
−→
f
repre´sente les autres forces qui agissent sur le fluide. Pour un liquide conducteur, il faudra
par exemple ajouter la force de Laplace.
La force centrifuge de´rive du potentiel 1/2
(−→
Ω ∧−→r
)2
, et peut donc eˆtre incorpore´e dans
la force de pression. De meˆme, pour un fluide incompressible, la densite´ ρ reste constante,
et on peut alors e´crire :
∂
−→
u
∂t
+
(−→
u .
−→∇
)−→
u + 2
−→
Ω ∧−→u = −−→∇Π+ ν∇2−→u + 1
ρ
−→
f (1.2)
ou` Π = P/ρ + 1/2
(−→
Ω ∧−→r
)2
contient la pression et le potentiel centrifuge, et ν est la
viscosite´ cine´matique ν = µ/ρ. Pour plus de simplicite´, nous ne conside´rons plus
−→
f dans
la suite.
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A cette e´quation de la dynamique s’ajoute la loi de conservation de la masse, qui s’e´crit
tre`s simplement pour un fluide incompressible :
−→∇ .−→u = 0 (1.3)
On choisit des e´chelles caracte´ristiques du proble`me : une e´chelle de temps Ω−1 et une
e´chelle de longueur R, ce qui nous donne RΩ comme e´chelle de vitesse et fait apparaˆıtre
naturellement le nombre de Rossby Ro = U/RΩ comme unite´ de vitesse. En normalisant
la vitesse
−→
u par RΩ, les longueurs par R, et le temps par Ω−1, on obtient une e´quation
sans dimension :
∂
−→
u
∂t
+
(−→
u .
−→∇
)−→
u + 2
−→
ez∧−→u = −
−→∇Π+ Ek∇2−→u (1.4)
avec
−→
ez le vecteur unite´ selon l’axe de rotation, et
Ek ≡ ν/R2Ω
le nombre d’Ekman qui mesure le rapport entre la force visqueuse et la force de Coriolis a`
l’e´chelle R. Le nombre de Rossby, quant a` lui, mesure le rapport entre les forces d’inertie
et la force de Coriolis. Ainsi, le nombre de Reynolds qui mesure le rapport entre les forces
d’inertie et les forces visqueuses est alors
Re =
UR
ν
=
Ro
Ek
Il faut prendre garde qu’avec ces conventions, le temps adimensionne´ est en radians,
c’est a` dire que pendant un intervalle de temps unite´, le repe`re a tourne´ de 1/2pi tours. Il
faut donc un intervalle de temps e´gal a` 2pi pour effectuer une re´volution comple`te.
1.2.2 La contrainte de Proudman-Taylor
En appliquant l’ope´rateur rotationnel a` l’e´quation 1.4, nous obtenons l’e´quation d’e´vo-
lution de la vorticite´
−→
ω =
−→∇∧−→u , qui ne contient plus de terme de pression :
∂
−→
ω
∂t
+
((−→
u .
−→∇
)−→
ω −
(−→
ω .
−→∇
)−→
u
)
− 2∂
−→
u
∂z
= Ek∇2−→ω (1.5)
Si Ek = 0,
(−→
u .
−→∇
)−→
u = 0 et si en plus l’e´coulement est stationnaire, alors l’e´coulement
est controˆle´ par la contrainte de Proudman-Taylor :
∂
−→
u
∂z
= 0 (1.6)
qui implique l’invariance de l’e´coulement le long de l’axe de rotation ! Les e´coulements qui
respectent cette contrainte sont qualifie´s de ge´ostrophiques et correspondent a` l’e´quilibre
entre force de Coriolis et gradient de pression :
2
−→
ez∧−→u = −
−→∇Π
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Par extension, si on peut ne´gliger les termes non-line´aires (Ro  1), les termes vis-
queux (Ek 1), et pour des e´coulements e´voluant suffisamment lentement (dont le temps
caracte´ristique serait tre`s grand compare´ a` la pe´riode de rotation), on peut espe´rer que la
force de Coriolis va dominer l’e´coulement, et donc que la contrainte de Proudman-Taylor
reste pertinente.
En pratique, on observe que pour Ro < 0.1 et Ek < 10−4, les structures de l’e´coulement
ont une forte tendance a` s’aligner le long de l’axe de rotation, et ce d’autant plus que Ro
et Ek sont petits1. Les photos en annexe A.2 donnent une bonne ide´e de l’influence de la
rotation sur un e´coulement.
On peut e´galement remarquer ici que la vorticite´ ω est un nombre de Rossby local, base´
sur une e´chelle de variation locale des vitesses.
1.2.3 Les couches d’Ekman
Les couches limites dans les syste`mes en rotation sont fortement influence´es par les
forces d’inertie dues a` la rotation. L’e´quilibre entre force de Coriolis et force visqueuse
donne leur taille caracte´ristique δ ∼ Ek1/2. Plus pre´cise´ment
δ =
√
2Ek
−→
n .
−→
ez
(1.7)
ou`
−→
n est la direction normale a` la paroi.
Ce sont les couches d’Ekman, dont la particularite´ est d’aspirer ou de rejeter du fluide :
c’est le pompage d’Ekman. Ainsi, ces couches limites particulie`res exercent une influence
sur l’e´coulement global. Avec les meˆmes hypothe`ses que pour la contrainte de Proudman-
Taylor, on obtient (voir Greenspan, 1968) :
−→
up.
−→
n = −1
2
Ek1/2
−→
n .
−→∇∧
−→n ∧
(−→
u −−→Ub
)
±
(−→
u −−→Ub
)
√∣∣−→n .−→ez ∣∣
 (1.8)
ou`
−→
Ub est la vitesse de la paroi et
−→
n la normale a` la paroi dirige´e du fluide vers la paroi. On
peut remarquer que le pompage est d’ordre Ek1/2 et qu’il devient donc tre`s faible lorsque
Ek devient petit.
Dans le cas simple ou`
−→
n = ±−→ez (frontie`res plates et perpendiculaires a`
−→
Ω , on obtient
l’expression
−→
up.
−→
n = −1
2
Ek1/2
−→
ω .
−→
ez (1.9)
qui ne de´pend plus du signe de
−→
n .
−→
ez . On voit que lorsque la vorticite´ est positive (
−→
ω .
−→
ez >
0), la couche d’Ekman e´jecte du fluide, tandis que lorsque la vorticite´ est ne´gative, elle en
aspire.
1Ceci reste a priori vrai lorsqu’une autre force intervient dans l’e´quilibre, comme les forces d’Archime`de
ou de Lorentz, a` condition qu’elles restent petites devant la force de Coriolis.
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On remarque e´galement a` ce stade que lorsque
−→
n .
−→
ez = 0, le pompage d’Ekman devient
singulier. Voir aussi l’annexe C.2.
1.2.4 Les ondes inertielles
Les fluides incompressibles en rotation sont le sie`ge d’ondes. En ne´gligeant la viscosite´
et les termes non-line´aires dans l’e´quation 1.2, on obtient
∂
−→
u
∂t
+ 2
−→
Ω ∧−→u = −−→∇Π (1.10)
Pour une onde plane ou` la pression et la vitesse sont de la forme A exp
(
iωt−−→k .−→r
)
,
et en manipulant un peu l’e´quation 1.10, on obtient la relation de dispersion des ondes
inertielles2 :
ω = 2Ω
∣∣∣∣kzk
∣∣∣∣
On remarque que 0 6 ω 6 2Ω, c’est-a`-dire que la pe´riode de ces ondes est supe´rieure a`
la moitie´ de pe´riode de rotation. De plus, la fre´quence est d’autant plus grande que
−→
k
s’approche de l’axe de rotation. La vitesse de groupe
−→
vg est perpendiculaire a`
−→
k :
−→
vg =
Ω
k
−→
ek∧
(−→
ez∧−→ek
)
ou`
−→
ek =
−→
k /k est le vecteur unitaire associe´ au vecteur d’onde
−→
k .
Lorsque kz → 0, on a ω → 0 et −→vg → Ωk−1 −→ez et nous avons alors affaire a` des
e´coulements ge´ostrophiques, qui re´sultent de l’e´quilibre entre force de pression et force de
Coriolis (voir eq. 1.10).
1.2.5 La turbulence
La turbulence de´veloppe´e est un des principaux proble`mes de physique encore non
re´solus. La turbulence est un me´canisme de transfert d’e´nergie des grandes e´chelles ou`
la viscosite´ ne joue presque aucun roˆle, vers les petites e´chelles ou` la viscosite´ domine et
dissipe l’e´nergie. Lorsque la rotation entre en sce`ne, ce comportement change radicalement.
Ainsi, les mouvements du fluide ont tendance a` s’aligner avec l’axe de rotation, ce qui a
pour conse´quence d’empeˆcher la cascade d’e´nergie vers les petites e´chelles. Au lieu de
cela, des structures de grande e´chelle e´mergent, et seront e´ventuellement dissipe´es par des
me´canismes aux grandes e´chelles, comme le frottement d’Ekman.
Il faut cependant distinguer la turbulence purement 2D (Kraichnan, 1967) de la tur-
bulence en rotation, car la contrainte de Proudman-Taylor peut eˆtre partiellement viole´e
et permettre ainsi l’e´tirement de vortex, qui est a` la cle´ de beaucoup de phe´nome`nes en
turbulence 3D.
Le proble`me de la turbulence est aborde´ en de´tail dans le livre de Frisch (1995).
2ici, ω est le pulsation de l’onde et non la vorticite´
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1.3 Magne´tohydrodynamique
Dans cette section, nous voulons montrer comment les fluides conducteurs sont influen-
ce´s par un champ e´lectromagne´tique. Pour plus de de´tails, on pourra a` nouveau se reporter
au livre de Rieutord (1997) dont le chapitre 10 est consacre´ a` la MHD.
1.3.1 E´lectrodynamique classique
Pour de´crire les forces qui agissent sur les charges et les courants, il est commode d’intro-
duire le champ e´lectromagne´tique, qui peut eˆtre se´pare´ en deux composantes vectorielles :
le champ e´lectrique
−→
E et le champ magne´tique
−→
B .
L’e´volution du champ e´lectromagne´tique est donne´e par les e´quations de Maxwell :
−→∇ .−→E = ρe
ε0
−→∇∧−→E = −∂
−→
B
∂t
−→∇ .−→B = 0 −→∇∧−→B = µ0
(
−→
j + ε0
∂
−→
E
∂t
)
avec µ0ε0 = c
−2
l ou` cl est la vitesse de la lumie`re dans le vide. le vecteur courant e´lectrique−→
j et la densite´ de charge e´lectrique ρe sont lie´s par la conservation de la charge :
−→∇ .−→j + ∂ρe
∂t
= 0
La force agissant sur une charge ponctuelle q se de´plac¸ant a` la vitesse
−→
v est la force de
Lorentz −→
FL = q
(−→
E +
−→
v ∧−→B
)
Ce jeu d’e´quations permet de de´crire toute l’e´lectrodynamique classique.
1.3.2 Les me´taux et la force de Laplace
Dans un me´tal, les e´lectrons peuvent se de´placer dans la matrice ionique du cristal3.
Les e´lectrons (charges ne´gatives) et les ions du cristal (charges positives) sont soumis a` la
force de Lorentz. Il faut e´galement tenir compte des collisions tre`s fre´quentes entre charges,
ce qui a deux conse´quences :
– apparition d’une force de frottement,
– les charges positives et ne´gatives e´changent de la quantite´ de mouvement.
3C’est une vision simplifie´e de la complexite´ des solides, et d’autres phe´nome`nes e´lectromagne´tiques
sont ici comple`tement ignore´s. Le lecteur curieux pourra e´tancher sa soif de connaissances dans le livre de
Ashcroft & Mermin (1976). Quoi qu’il en soit nous nous inte´resserons dans cette e´tude aux liquides conduc-
teurs, encore plus difficiles a` de´crire, et dont la dynamique qui nous inte´resse se trouve eˆtre correctement
de´crite par l’approximation MHD
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Un champ e´lectrique fournit des quantite´s de mouvement oppose´es a` des charges posi-
tives et ne´gatives
−→
F+ = +q
−→
E
−→
F− = −q
−→
E
Ainsi, l’impulsion totale rec¸ue par un corps neutre est nulle :
−→
F tot = (q − q)
−→
E = 0
Le seul effet pour un me´tal (ou` les charges sont libres) est l’apparition d’un courant e´lec-
trique4
−→
j = +q
−→
v+ − q−→v− = q
(−→
v+ −−→v−
)
avec m+
−→
v+ + m−
−→
v− = 0. Sachant que le re´gime permanent, ou` les forces de frottement
(collisions) sont en e´quilibre avec la force de Lorentz est atteint tre`s rapidement, on peut
e´crire : −→
j = σ
(−→
E +
−→
v ∧−→B
)
(1.11)
qui est la loi d’Ohm ge´ne´ralise´e, avec σ la conductivite´ du me´tal.
Si on ajoute maintenant un champ magne´tique, la quantite´ de mouvement totale fournie
a` un corps neutre n’est plus nulle. De la force de Lorentz on peut alors de´duire la force
volumique agissant sur un me´tal parcouru par un courant e´lectrique :
−→
F tot = +q
−→
v+∧
−→
B − q−→v−∧
−→
B = q
(−→
v+ −−→v−
)∧−→B
Comme
−→
j = q
(−→
v+ −−→v−
)
, on retrouve bien la force de Laplace :
−→
fL =
−→
j ∧−→B (1.12)
Ainsi, le centre de masse des deux “fluides” de charge oppose´e est mis en mouvement.
Dans un me´tal, la masse des porteurs de charge positive et ne´gative est tre`s diffe´rente.
En effet, la masse du proton est mille fois supe´rieure a` la masse de l’e´lectron, et pour des
me´taux, le rapport entre la masse de l’e´lectron et de l’ion positif est encore plus favorable a`
l’approximation courante qui est de ne´gliger comple`tement l’inertie des e´lectrons (m− = 0),
ce qui permet de se ramener a` la dynamique d’un seul fluide neutre parcouru d’un courant.
La force de Lorentz, bien qu’agissant sur les porteurs de charge en mouvement (les
e´lectrons), est transmise a` l’ensemble du mate´riau par collisions (de la meˆme manie`re que
les e´lectrons atteignent rapidement une vitesse limite). Pour un liquide conducteur soumis
a` un champ magne´tique, il faut donc ajouter la force de Laplace 1.12 a` l’e´quation de
Navier-Stokes 1.1.
4−→j est un invariant galile´en.
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1.3.3 L’approximation MHD
On se place dans le cas d’un fluide conducteur ohmique, c’est-a`-dire qu’il obe´it a` la loi
d’ohm (1.11). En prenant le rotationnel de la quatrie`me e´quation de Maxwell (voir §1.3.1),
et en utilisant la loi d’Ohm on obtient
−∇2−→B = µ0σ
−→∇∧
(−→
E +
−→
u ∧−→B
)
+ µ0ε0
∂
∂t
−→∇∧−→E
puis et en remplac¸ant
−→∇∧−→E :
1
µ0σ
∇2−→B = ∂
−→
B
∂t
−−→∇∧
(−→
u ∧−→B
)
+
µ0ε0
µ0σ
∂2
∂t2
−→
B
Pour ne´gliger le terme en de´rive´e seconde (responsable de la propagation des ondes e´lec-
tromagne´tiques) devant la diffusion, il faut que
µ0ε0
µ0σ
∂2
−→
B
∂t2
 ∂
−→
B
∂t
En notant η ≡ (µ0σ)−1 la diffusivite´ magne´tique, avec la vitesse de propagation cl des
ondes e´lectromagne´tiques dans le vide donne´e par c2l ≡ (µ0ε0)−1, et f une fre´quence carac-
te´ristique de l’e´volution du champ magne´tique, on obtient
f  c
2
l
η
(1.13)
Dans un me´tal liquide, la diffusivite´ magne´tique est de l’ordre de 1 m2/s, ce qui impose
des fre´quences caracte´ristiques plus petites que 1017 Hz et ne devrait donc pas poser de
proble`mes. Ainsi
∂
−→
B
∂t
=
−→∇∧
(−→
u ∧−→B
)
+ η∇2−→B (1.14)
L’e´quation 1.14 de´crit correctement l’e´volution de l’induction magne´tique
−→
B dans un
liquide conducteur anime´ par un champ de vitesse
−→
u , et nous en ferons un usage abondant
par la suite.
1.3.4 E´quations sans dimensions
Nous choisissons
√
µ0ρRΩ pour unite´ de champ magne´tique, ce qui donne
−→
fL =
(−→∇∧−→B)∧−→B
pour la force de Laplace dans les dimensions choisies pre´ce´demment (§1.2.1). En e´crivant
que j ∼ σuB, on peut exprimer le nombre d’Elsasser Λ qui mesure le rapport entre force
de Laplace et force de Coriolis comme
Λ =
σuB2
ρΩu
=
Pm
Ek
B2
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L’equation de l’induction 1.14 change peu, puisque sa forme adimensionne´e revient a`
changer η en Ek /Pm. On peut e´galement introduire le nombre de Reynolds magne´tique,
qui compare le terme d’induction au terme de diffusion du champ magne´tique :
Rm =
UR
η
= Pm
Ro
Ek
= Pm Re
Ainsi, en re´sume´, un fluide conducteur d’e´lectricite´ en rotation est de´crit par les e´qua-
tions suivantes :
∂
−→
u
∂t
+
(−→
u .
−→∇
)−→
u + 2
−→
ez∧−→u = −
−→∇Π+ Ek∇2−→u +
(−→∇∧−→B)∧−→B (1.15)
∂
−→
B
∂t
=
−→∇∧
(−→
u ∧−→B
)
+
Ek
Pm
∇2−→B (1.16)
−→∇ .−→u = 0 −→∇ .−→B = 0 (1.17)
Avec
– Ω−1 comme unite´ de temps (⇒ temps adimensionne´ en radians)
– R comme unite´ de longueur
–
√
µ0ρRΩ comme unite´ de champ magne´tique.
– Pm /Ek est alors le temps de diffusion magne´tique.
Et les nombres sans dimensions
Ek ≡ ν
R2Ω
Pm ≡ ν
η
Ro ≡ U
RΩ
Λ ≡ σu
ρΩu
B2 (1.18)
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1.4 Observations
On trouvera une bonne introduction a` la physique de la Terre dans le livre de Nataf &
Sommeria (2000).
1.4.1 La structure de la Terre
Sur la figure 1.1, on a de´coupe´ un quartier dans la terre pour voir a` l’inte´rieur : une
graine de fer solide occupe le centre sur 1200 km de rayon. Autour de cette graine solide,
le noyau est constitue´ d’un alliage de fer liquide et sa frontie`re avec le manteau (constitue´
de roches sillicate´es qu’on peut conside´rer comme solides compare´es au fer liquide) est
a` environ 3500 km du centre. Ce qui nous donne un rapport entre le rayon du noyau
et celui de la graine d’environ 0.35. Nous habitons sur la crouˆte terrestre, constitue´e de
plaques tectoniques actives ce qui est a` l’origine de la diversite´ de paysages qu’on y trouve,
montagnes et oce´ans.
La connaissance de la structure interne de la Terre est essentiellement due aux sismo-
Fig. 1.1 – Une coupe de la terre qui montre les diffe´rentes couches : au centre la graine de fer
solide, entoure´e du noyau de fer liquide lui-meˆme enveloppe´ par le manteau, enfin recouvert par
la crouˆte, les oce´ans, et l’atmosphe`re.
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logues qui ont mesure´ et analyse´ les ondes sismiques parcourant le globe, et en ont de´duit
les proprie´te´s physiques des milieux traverse´s par ces ondes. Apre`s de longues anne´es d’he´-
sitations, les sismologues assurent que la graine est en corotation avec le manteau (rotation
diffe´rentielle infe´rieure a` 1 ◦/an; voir Souriau et al., 2003).
1.4.2 Le champ magne´tique terrestre
Le champ magne´tique de notre plane`te est principalement dipolaire, et en moyenne
aligne´ avec l’axe de rotation. On peut montrer que sa source est interne a` la Terre. Le
manteau et le noyau ne peuvent pas abriter d’aimantation permanente a` cause de leur
tempe´rature e´leve´e (T > Tcurie). La faible conductivite´ du manteau et ses mouvements tre`s
lents (1 cm/an) ne lui permettent pas non-plus d’induire un champ magne´tique. Il ne reste
plus gue`re que le noyau pour abriter notre pre´cieux champ magne´tique.
Les mesures syste´matiques et toujours plus pre´cises du champ magne´tique terrestre ne
se font que depuis les derniers sie`cles. Les premiers observatoires permanents (re´partis sur
les terres e´merge´es du globe, et plutoˆt dans les pays industrialise´s) datent de 18405, mais
les mesures plus pre´cises n’ont e´te´ possibles que depuis les anne´es 1950 avec les progre`s
de l’instrumentation. Plus re´cemment, les satellites Magsat (1980) et Oersted (2000) ont
permis de mesurer et de de´crire toujours plus finement le champ magne´tique instantane´
et ses variations temporelles. Les fluctuations rapides d’origine interne sont difficiles a`
extraire des contributions externes (vent solaire, courants e´lectriques de haute altitude ...)
Les spe´cialistes sont tout de meˆme capables d’extraire de ces mesures magne´tiques le signal
tre`s faible induit par les mare´es !
Ces mesures faites a` la surface (observatoires) ou dans l’espace (satellites) peuvent eˆtre
extrapole´es a` la surface du noyau, en supposant ne´gligeables et/ou en supprimant les sources
d’origine solaire, crustale et mantelliques. (fig 1.2). En plus de ces donne´es d’observatoire, il
est possible d’utiliser les carnets de navigation des premiers explorateurs pour obtenir des
informations sur le champ magne´tique plus anciennes. Aux e´chelles de temps ge´ologiques,
le fond des oce´ans fournit un enregistrement continu du champ magne´tique, graˆce aux
cristaux magne´tiques dans les laves issues des dorsales qui se figent dans la direction du
champ magne´tique. On peut e´galement utiliser des couches se´dimentaires et ainsi retracer
l’histoire du champ magne´tique durant les 115 derniers millions d’anne´es (fig 1.3).
Ainsi, durant l’histoire de la Terre, on a enregistre´ des variations tre`s importantes, en
intensite´ comme en direction. La dernie`re inversion (retournement du dipoˆle) a eu lieu il y
a 780 000 ans.
1.4.3 Le noyau de la Terre et la ge´odynamo
Des variations du champ magne´tique existent a` toutes les e´chelles de temps, indications
d’un noyau tre`s agite´ (pre´sence probable de turbulence intense).
5hormis celui de Paris (1668) et Londre (1670)
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Fig. 1.2 – En haut : champ magne´tique a` la surface de la Terre ; en bas : champ magne´tique a`
la surface du noyau. Donne´es du satellite Oersted (2000-)
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Fig. 1.3 – Polarite´ du champ magne´tique de la Terre au cours de l’histoire. (Pierre Brunhes,
1905)
Le noyau de la Terre est donc constitue´ essentiellement de fer, liquide dans sa partie
externe et solide dans la graine, qui conduit bien l’e´lectricite´ (σ ∼ 5 105 Ω−1m−1). Le temps
caracte´ristique de diffusion d’un champ magne´tique a` travers le noyau τd = R
2/(ηpi2) est
de l’ordre de 20 000 ans, ce qui implique que le champ magne´tique ne peut pas eˆtre fossile,
mais doit eˆtre entretenu par un me´canisme dynamo.
Le refroidissement de la Terre s’accompagne de la cristallisation de la graine, qui grandit
lentement. Cette cristallisation est accompagne´e d’une part de la libe´ration d’e´le´ments
le´gers lors de la cristallisation, et d’autre part de la libe´ration d’e´nergie thermique (chaleur
latente). Des e´tudes montrent que ces deux phe´nome`nes vont pouvoir mettre le fluide en
mouvement, si leur effet est suffisant pour braver l’effet stabilisant de la rotation.
Certains mouvements de me´tal liquide sont capables d’induire du champ magne´tique :
c’est l’effet dynamo. Quels types d’e´coulement re`gnent dans le noyau de la Terre ? Quels
processus d’induction ? Quels e´quilibres prennent place entre champ magne´tique, rotation
et turbulence ? Ce sont toutes ces questions qui motivent l’expe´rience DTS, et par la meˆme,
notre e´tude.
Les ve´ritables mesures concernant le noyau sont rares, et bien entendu, les mesures in
situ sont exclues (en tout cas pour l’instant). Cependant, la vitesse et l’atte´nuation des
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ondes sismiques, ainsi que des expe´riences en haute pression et des calculs de me´canique
quantique ab initio permettent d’avoir une ide´e sur les proprie´te´s physiques de noyau
terrestre. Il apparaˆıt que les fortes pressions (de 3 GPa a` la surface de la graine a` 1 Gpa a`
la base du manteau) ne modifient pas e´norme´ment les proprie´te´s physique de l’alliage de
fer liquide par rapport a` la pression ambiante a` la surface de la Terre.
Les donne´es fondamentales sont consigne´es dans la table 1.1, a` partir desquelles on peut
facilement estimer les nombres de Prandtl magne´tiques et thermiques :
Pm =
ν
η
∼ 10−5 − 10−7 Pr = ν
κ
∼ 10−2
De plus, les satellites de mesure du champ magne´tique terrestre permettent de mesurer
les de´rives des structures magne´tiques, desquelles on peut de´duire un ordre de grandeur des
vitesses a` la surface du noyau. On peut ainsi estimer certains parame`tres sans dimension
fort utiles :
Ro ∼ 10−6 Ek ∼ 10−14 Λ ∼ 0.1− 10
ou` l’on a choisi pour e´chelle de longueur la taille totale du noyau, a` de´faut de connaˆıtre la
taille caracte´ristique du forc¸age.
Les variations temporelles du champ magne´tique sugge`rent un Reynolds magne´tique
Rm ∼ 100−300 (base´ sur les grandes e´chelles), d’ou` on peut estimer le nombre de Reynolds
de l’e´coulement
Re =
Rm
Pm
∼ 108
ce qui en fait un e´coulement a priori fortement turbulent6.
Proprie´te´ physique Noyau liquide Graine solide
Rayon r 3485 km 1221 km
Densite´ moyenne ρ 1.1 104 kg/m3 1.3 104 kg/m3
Conductivite´ e´lectrique σ 5 105 Ω−1m−1 5 105 Ω−1m−1
Diffusivite´ magne´tique η 2 m2/s 2 m2/s
Diffusivite´ thermique κ 10−5 m2/s 10−5 m2/s
Viscosite´ cine´matique ν 10−7 m2/s 109 m2/s
Dilatation thermique αT 10
−5 K−1 6 10−6 K−1
Tab. 1.1 – Proprie´te´s physiques du noyau terrestre
6L’importance des forces de Coriolis et de Lorentz est susceptible de remettre en cause ce raisonnement
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1.4.4 L’atmosphe`re
Dans l’atmosphe`re, la stratification joue un roˆle important, ce qui re´duit les e´coulements
a` des couches minces. Cependant, la pre´dominance de grandes structures et leur temps de
vie e´leve´ (voir figure 1.4 est caracte´ristique d’une turbulence domine´e par la rotation de la
Terre.
Fig. 1.4 – La terre vue de l’espace. On distingue bien les nuages qui marquent l’e´coulement et
font apparaˆıtre des structures tourbillonnaires, ici les de´pressions.
De plus, la pre´dominance de la force de Coriolis sur l’e´coulement, pour les grandes
e´chelles et les longues pe´riodes (supe´rieures a` la journe´e) impose une contrainte de Proudman-
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Taylor et ainsi une certaine invariance de l’e´coulement selon la verticale.
La figure 1.5 illustre bien la“rigidification”de l’e´coulement : une ıˆle dans l’Oce´an impose
au vent de la contourner sur une hauteur importante, ce qui se traduit par la sillage
caracte´ristique de l’alle´e de Von-Karma`n, mate´rialise´e par la couche nuageuse pourtant a`
une altitude bien plus e´leve´e que le relief de l’ˆıle.
Les ondes de Rossby sont e´galement observe´es dans l’atmosphe`re.
Fig. 1.5 – Un sillage de vortex produit par une ıˆle. On voit bien l’effet de bidimensionalisation
sur cet exemple : l’ˆıle oblige les vents a` la contourner sur une tre`s grande hauteur (jusqu’aux
nuages au moins).
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1.4.5 Les autres plane`tes
Les plane`tes gazeuses du syste`me solaire sont e´galement dans un re´gime ou` la force de
Coriolis domine. De plus certaines d’entre elles (Jupiter et Saturne notamment) posse`dent
e´galement un champ magne´tique.
Saturne est la seule plane`te dont le champ magne´tique dipolaire est exactement aligne´
avec l’axe de rotation (aux erreurs de mesure pre`s). Jupiter (fig. 1.6) posse`de un champ
magne´tique tre`s intense, et on y observe meˆme des aurores bore´ales. De plus, un tourbillon
gigantesque visible depuis toujours, la tache rouge montre e´galement une caracte´ristique
des fluides en rotation : la stabilite´ dans le temps. Pour les satellites de Jupiter, l’influence
du champ magne´tique intense issu de la plane`te semble conduire a` des effets d’induction
qu’il est parfois difficile de se´parer d’une dynamo propre.
Les plane`tes telluriques (Mercure, Ve´nus, Mars) et les satellites de Jupiter (Io, Europe)
ont e´galement des champs magne´tiques qui ont e´te´ mesure´s par le passage des sondes
spatiales. Par exemple, les donne´es concernant Mars semblent indiquer une aimantation
crustale te´moin d’une dynamo passe´e sans doute e´teinte aujourd’hui (a` moins que nous
assistions au minimum d’une inversion ?).
Fig. 1.6 – A gauche : un cliche´ de Jupiter pris par Hubble (13/2/1995), ou` l’on voit bien
l’immense vortex qu’est la ce´le`bre tache rouge. A droite les aurores bore´ales de Jupiter. (images
NASA)
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1.4.6 Et le Soleil
Le soleil porte e´galement de forts champs magne´tiques. Celui-ci peut eˆtre mis en evi-
dence graˆce a` l’effet Zeeman, qui influence la polarite´ de la lumie`re absorbe´e par les atomes
soumis a` un champ magne´tique. Graˆce au satellite SOHO, nous en avons de belles images
(fig. 1.7).
Le champ magne´tique solaire oscille de manie`re pe´riodique, avec des inversions de champ
magne´tique sur un cycle de 22 ans. La re´gularite´ de ces cycles, associe´s e´galement aux
taˆches solaires est frappante (voir fig. 1.8 et 1.9). Notons e´galement que les taˆches solaires
Fig. 1.7 – Image du champ magne´tique du soleil tel qu’il est observe´ par le satellite SOHO. C’est
une image EIT Fe XII a` 195A˚. (NASA/ESA)
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qui apparaissent plutoˆt loin de l’equateur finissent toujours par y migrer. La dynamo solaire
est suppose´e eˆtre de type αΩ a` cause de l’importante rotation diffe´rentielle observe´e.
Fig. 1.8 – Position des taˆches solaires de 1870 a` 1995. La ligne centrale horizontale repre´sente
l’e´quateur du Soleil. On remarque que les taches solaires apparaissent au nord et au sud, puis
migrent vers l’e´quateur. C’est le diagramme “papillon” qui montre bien le cycle a` 11 ans. (NASA)
Fig. 1.9 – Moyenne longitudinale du champ magne´tique du soleil. On voit bien la tendance
du champ magne´tique a` migrer vers le centre (diagramme papillon). [NASA/NSSTC/Hathaway
2005]
Chapitre 2
Le mode`le Quasi-Ge´ostrophique
(QG)
Les mode`les quasi-ge´ostrophiques sont fre´quemment utilise´s pour de´crire les fluides
ge´ophysiques tels que l’oce´an, l’atmosphe`re ou le noyau (voir Pedlosky, 1987; Greenspan,
1968).
Le mode`le que nous pre´sentons ici a e´te´ de´veloppe´ pour e´tudier les e´coulements en
rotation rapide dans un re´cipient invariant par rotation autour de l’axe de rotation du
fluide. Sa spe´cificite´ est de ne pas eˆtre limite´ aux faibles pentes (comme c’est le cas des
mode`les existants, voir Busse, 1970; Aubert et al., 2003; Kiss, 2003), graˆce a` la prise en
compte de la conservation de la masse en 3D et du pompage pour toutes les e´chelles de
l’e´coulement. L’imple´mentation nume´rique de ce mode`le est pre´sente´e dans l’annexe B.
Nous nous plac¸ons dans un repe`re en rotation a` la vitesse angulaire Ω autour de l’axe
z, et nous utilisons le syste`me de coordonne´es cylindriques (
−→
er ,
−→
eφ ,
−→
ez ), avec r la distance
a` l’axe de rotation z, et φ, l’angle dans un plan e´quatorial. Deux fonctions, z = L+(r) et
z = L−(r), de´finissent les surfaces qui ferment le re´cipient en haut et en bas respectivement.
Nous nous restreignons au cas syme´trique L(r) = L+(r) = −L−(r).
2.1 Moyenne le long de l’axe de rotation
Pour des nombres d’Ekman et de Rossby suffisamment faibles, nous espe´rons que la
contrainte de Proudman-Taylor impose de faibles variations suivant l’axe de rotation pour
des temps caracte´ristiques suffisamment long ( Ω−1).
L’ide´e est de moyenner l’e´quation de la vorticite´ (eq. 1.5) le long de l’axe de rotation,
pour s’affranchir de ces petites variations.
La moyenne d’une grandeur u suivant l’axe de rotation z est de´finie par :
〈u〉 = 1
2L
∫ +L
−L
u(r, z) dz (2.1)
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Malheureusement, comme L de´pend de r l’ope´ration de moyenne et la de´rivation radiale
ne commutent pas en ge´ne´ral (voir annexe C.1) :
∂ 〈u〉
∂r
=
〈
∂u
∂r
〉
+
1
L
∂L
∂r
(
u(r,+L) + u(r,−L)
2
− 〈u(r, z)〉
)
Nous devons donc imposer que uφ et ur soient re´ellement invariants en z. La composante
verticale (z) de la vorticite´
−→
ω est note´e ω et est e´galement invariante en z.
Les termes non-line´aires de l’e´quation 1.5 projete´s sur l’axe z donnent(−→
u .
−→∇
)
ωz︸ ︷︷ ︸
a
−
(−→
ω .
−→∇
)
uz︸ ︷︷ ︸
b
Le terme a ne pose pas de proble`mes : ωz ne de´pendant pas de z, il se re´sume aux termes
e´quatoriaux, inde´pendants de z
a = ur
∂ω
∂r
+
uφ
r
∂ω
∂φ
Le terme b me´rite plus d’attention :
b =
(−→
ω .
−→∇
)
uz = ωr
∂uz
∂r
+
ωφ
r
∂uz
∂φ
+ ωz
∂uz
∂z
Et comme ur et uφ sont inde´pendants de z, on a
ωr =
1
r
∂uz
∂φ
et ωφ = −∂uz
∂r
et les deux premiers termes s’annulent, laissant
b = ωz
∂uz
∂z
La moyenne de l’equation 1.5 donne finalement :
∂ω
∂t
+
(
ur
∂ω
∂r
+
uφ
r
∂ω
∂φ
)
− (2 + ω)
〈
∂uz
∂z
〉
= Ek∇2ω (2.2)
ou` nous n’avons pas e´crit les 〈.〉 autour des quantite´s inde´pendantes de z. Le terme
〈
∂uz
∂z
〉
est conserve´ et tous les autres termes ont disparu, sans aucune condition sur uz (notamment
le terme
−→
ω .
−→∇uz).
L’e´quation de conservation de la masse 1.3 implique que
∂uz
∂z
est aussi inde´pendant de
z. Ainsi, dans le cadre de notre mode`le quasi-ge´ostrophique, l’e´coulement ve´rifie :
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– ur et uφ sont inde´pendants de z,
– uz est une fonction affine de z (
∂uz
∂z
est inde´pendant de z)
La de´rive´e de la vitesse verticale peut eˆtre e´value´e. En effet, pour une fonction affine
on a
∂uz
∂z
=
uz(+L)− uz(−L)
2L
et la condition limite donne´e par le pompage d’Ekman (eq. 1.8) lie ur, uφ et uz aux parois.
En de´finissant β
β ≡ 1
L
∂L
∂r
∣∣∣∣
z=L
(2.3)
on obtient
∂uz
∂z
= Ek1/2 .P(ur, uφ, r) + βur (2.4)
avec P une fonction spe´cifique a` la ge´ome´trie du re´cipient et qui de´pend line´airement du
saut de vitesse aux parois ainsi que de ses de´rive´es premie`res. On pourra se rapporter a`
l’appendice C.2 pour l’expression explicite pour un re´cipient sphe´rique.
Dans le cas particulier ou` le re´cipient a une profondeur constante, l’expression pre´ce´-
dente se simplifie pour donner
∂uz
∂z
= −Ek
1/2
2L
(ω − Ωb) (2.5)
ou` Ωb est la vorticite´ associe´e a` la vitesse de la paroi
−→
Ub.
Le pompage d’Ekman e´tant d’ordre Ek1/2, il semble raisonnable de le ne´gliger pour des
nombre d’Ekman petits quand β 6= 0. Cependant, contrairement a` l’effet β, le pompage
d’Ekman est dissipatif et est donc primordial dans l’e´volution de l’e´nergie, surtout pour les
grandes structures pour lesquelles les effets visqueux dans le cœur du fluide sont bien plus
faibles.
2.2 Champ scalaire
Soit ψ un champ scalaire de r et φ, de´fini par
ur ≡ 1
r
∂ψ
∂φ
(2.6)
Comme uz est lie´ a` ur et uφ par l’interme´diaire de la conservation de la masse, on a pour
les e´coulements non-axisyme´triques
uφ = −∂ψ
∂r
− βψ (2.7)
ω = −∇2ψ − β
(
∂ψ
∂r
+
ψ
r
)
− dβ
dr
ψ (2.8)
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Ces e´quations se distinguent de la de´finition classique d’une fonction courant par les termes
supple´mentaire en β. Pour β  1 on retrouve le mode`le quasi-ge´ostrophique classique (voir
Busse, 1970; Aubert et al., 2003; Kiss, 2003). Lorsque β est d’ordre 1, on peut e´valuer
l’importance de ces nouveaux termes, en prenant λ comme longueur caracte´ristique des
variations de l’e´coulement.
– βλ 1 c’est-a`-dire pour les petites e´chelles, les corrections sont faibles ;
– βλ 1 c’est-a`-dire pour les grandes e´chelles, les corrections sont importantes.
2.3 Ondes de Rossby
L’e´quation 2.2 accepte des solutions ondulatoires. En ne´gligeant les non-line´arite´s et la
viscosite´, l’e´quation 2.2 devient
∂ω
∂t
− 2βur = 0
ou` on a pris
〈
∂uz
∂z
〉
= βur.
Prenons le cas ou` ψ est une onde plane de vecteur d’onde
−→
k et de pulsation f ; pour
simplifier on prend ω = −∇2ψ = k2ψ, ur = −ikφψ, et on trouve alors
ifk2ψ + 2βikphiψ = 0
qui se traduit par la relation de dispersion
ω = −2β kφ
k2
(2.9)
Qui est la relation de dispersion des ondes de Rossby, qu’on peut trouver dans l’atmosphe`re.
On voit que :
– pour un re´cipient plat (β = 0), ces ondes n’existent pas ;
– leur fre´quence est directement relie´e a` la pente, et inversement proportionnelle au
nombre d’onde ;
– elles se propagent dans la direction perpendiculaire a` la pente (
−→
eφ).
Ces ondes vont eˆtre omnipre´sentes dans les syste`mes e´tudie´s ici. Leur vitesse de groupe
vaut alors
−→
vg =
2β
k4
(
2krkφ
−→
er +
(
k2r − k2φ
)−→
eφ
)
(2.10)
2.4 E´coulement axisyme´trique
Pour l’e´coulement axisyme´trique il est plus commode de travailler sur la vitesse, et
nous projetons l’e´quation de Navier-Stokes 1.4 sur
−→
eφ , en se souvenant que
(−→
ez∧−→u
)
.
−→
eφ =
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ur et que
∂uφ
∂z
= 0. En moyennant alors suivant φ pour ne garder que la composante
axisyme´trique, on obtient :
∂uφ
∂t
+
(
ur
∂uφ
∂r
+
uφur
r
)
+ 2ur = Ek
(
∇2uφ − uφ
r2
)
(2.11)
ou` u repre´sente la moyenne azimutale de u.
La conservation de la masse (eq. 1.3) donne
1
r
∂r ur
∂r
+
∂uz
∂z
= 0
et en se servant de l’expression du pompage d’Ekman (eq. 2.4), on peut montrer que ur est
un terme d’ordre Ek1/2 lie´ au pompage d’Ekman :
ur = Ek
1/2 α
2L
(uφ − Ub) (2.12)
avec
α ≡
(
1 +
(
dL
dr
)2)1/4
(2.13)
Ainsi l’e´coulement axisyme´trique est re´gi par une e´quation unidimensionnelle :
∂uφ
∂t
+
(
ur
∂uφ
∂r
+
uφur
r
)
+ Ek1/2
α
L
(uφ − Ub) = Ek
(
∇2uφ − uφ
r2
)
(2.14)
2.5 Re´sume´ et discussion
L’originalite´ de notre mode`le est de prendre en compte la conservation de la masse en
3D. Toutefois, le pompage d’Ekman introduit lui-aussi des circulations de masse dont nous
ne pouvons pas tenir compte, mais elles sont ge´ne´ralement ne´gligeables devant celles qui
sont induites par la pente. Ainsi, la masse est conserve´e a` un terme en E1/2 pre`s et Nous
pouvons mode´liser des re´cipients ayant des pentes finies.
Nous avons aussi introduit la parame´trisation du pompage d’Ekman pour toutes les
e´chelles de l’e´coulement, ce qui nous permet une simulation plus re´aliste des re´gimes forte-
ment non-line´aires, en tenant compte de la dissipation importante par frottement d’Ekman.
Cependant, il faut garder a` l’esprit les limitations du mode`le. D’abord, les pentes doivent
rester raisonnables : la vitesse de groupe des ondes inertielles doit eˆtre supe´rieure aux
vitesses verticales, pour maintenir la ge´ostrophie de l’e´coulement, c’est-a`-dire Ω/k  βur,
et donc
Ro β  1
vient comple´ter la condition Ro 1. Les pentes trop fortes, (ou infinies comme c’est le cas
pour une sphe`re a` l’e´quateur) sont donc a` proscrire. Ceci exclut aussi les sauts de hauteur.
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Toutefois, utiliser ce mode`le dans une sphe`re reste possible, car le domaine ou` l’ap-
proximation quasi-ge´ostrophique n’est plus valide reste petit et confine´ a` une extre´mite´ du
domaine. Il n’est par contre pas possible de mode´liser un saut de hauteur a` l’inte´rieur du
domaine, ou encore une coquille sphe´rique (avec graine).
Notons aussi que les simulations nume´riques de Dormy et al. (2004) montrent que uz
n’est pas tout a` fait affine en z. En fait uz est solution d’une e´quation diffe´rentielle du
second ordre en z (Roberts, 1968; Busse, 1970) mais est assez bien approche´e par une
fonction affine, sauf pre`s de la couche d’Ekman.
Notre mode`le quasi-ge´ostrophique se re´sume ainsi :
∂ω
∂t
+
(
ur
∂ω
∂r
+
uφ
r
∂ω
∂φ
)
− (2 + ω)
〈
∂uz
∂z
〉
= Ek∇2ω (2.15)
Fonction scalaire : ur ≡ 1
r
∂ψ
∂φ
et uφ = −∂ψ
∂r
− βψ
ω = −∇2ψ − β
(
∂ψ
∂r
+
ψ
r
)
− dβ
dr
ψ
Cas ge´ne´ral :
∂uz
∂z
= Ek1/2 .P(ur, uφ, r) + βur
avec β ≡ 1
L
∂L
∂r
∣∣∣∣
z=L
et P le pompage d’Ekman (voir annexe C.2).
Cas plat : β = 0 et
∂uz
∂z
= −Ek
1/2
2L
(ω − Ωb).
Chapitre 3
Instabilite´s quasi-ge´ostrophiques
d’une couche de cisaillement
Ce chapitre traite des instabilite´s d’une couche de cisaillement en rotation rapide. L’es-
sentiel de ce travail a e´te´ publie´ dans notre article (Schaeffer & Cardin, 2005b) qui est re-
produit aux pages 51 et suivantes. L’article est aussi disponible sur le site web ArXiv.org :
http://arxiv.org/abs/physics/0312129.
Avant d’e´tudier l’instabilite´ a` proprement parler, nous allons e´tudier les couches de
Stewartson et les me´canismes sous-jacents (§3.1). Ensuite nous aborderons les instabilite´s
et l’e´tude expe´rimentale.
Une erreur de signe dans notre expression du pompage d’Ekman (voir §C.2) a e´te´
corrige´e re´cemment par Chris Jones. Tous les calculs pre´sente´s ici sont fait avec une petite
erreur (d’ordre Ek1/2) : dans l’expression C.12, le signe du terme en 5/2 e´tait faux. Nous
avons e´value´ l’impact de cette erreur sur le seuil pour Ek = 10−6 :
Ek Roc mc ωc NR
Re´sultat publie´ 10−6 9.505 10−3 10 5.428 10−2 400
Pompage corrige´ 10−6 9.473 10−3 10 5.424 10−2 400
Re´sultat publie´ 10−6 −11.08 10−3 8 −2.060 10−2 400
Pompage corrige´ 10−6 −11.10 10−3 8 −2.063 10−2 400
Les diffe´rences sont infe´rieures au pourcent.
3.1 La couche de Stewartson
Les couches de cisaillement internes qui apparaissent dans les fluides en rotation rapide
ont e´te´ e´tudie´es d’abord the´oriquement par Proudman (1956). Stewartson re´solut la struc-
ture d’une telle couche de cisaillement d’abord dans un cylindre (Stewartson, 1957) puis
dans une sphe`re (Stewartson, 1966).
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ΩΩ+∆Ω
Ekman layer
Stewartson layers : 1/3, 1/4
2L
Fig. 3.1 – La couche de Stewartson et l’e´coulement associe´, pour ∆Ω > 0. Pour ∆Ω < 0 il
faudrait inverser le sens des fle`ches.
3.1.1 Ge´ne´ralite´s
La situation est de´crite par la figure 3.1. La partie inte´rieure du re´cipient tourne le´ge`re-
ment plus vite ou plus lentement que la partie externe. Le saut de vitesse est accommode´
au sein du fluide par une couche de cisaillement : la couche de Stewartson. Elle re´sulte
d’un e´quilibre entre pompage d’Ekman (qui tend a` synchroniser le fluide avec la paroi)
et viscosite´ dans le volume (qui interdit les variations trop brusques de vitesse). L’e´qua-
tion 2.14 de´crit cet e´quilibre, et pour un e´coulement stationnaire en ne´gligeant les termes
non-line´aires, on obtient :
Ek1/2
α
L
(uφ − Ub) = Ek
(
∇2uφ − uφ
r2
)
ce qui permet d’obtenir simplement la couche de Stewartson. On peut d’ailleurs en de´duire
sa taille (voir §3.3.4).
Les couches de cisaillement ont une e´paisseur ∆ ∼ Ek1/4, dans laquelle la contrainte de
Proudman-Taylor (§1.2.2) est partiellement leve´e, puisqu’on a
∂uz
∂z
6= 0
Pour un cylindre plat, on peut re´soudre analytiquement le profil de vitesse de la couche
de Stewartson. En ne´gligeant la courbure et les termes non-line´aires dans l’e´quation 2.14
on se rame`ne a`
1
L
(uφ − Ub) = Ek1/2 ∂
2uφ
∂r2
avec Ub = RoΘ(r) ou` Θ est la fonction de Heaviside, qui vaut 1 lorsque son argument
est ne´gatif, et 0 sinon. On a e´galement introduit le nombre de Rossby Ro qui mesure
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l’amplitude relative du forc¸age duˆ a` l’entraˆınement des parois, et on a choisi le rayon de
coupure rsplit comme e´tant l’origine. On obtient alors
uφ =
Ro
2
{
e−r/∆ si r > 0
2− er/∆ si r < 0
avec ∆ = L1/2 Ek1/4 ou encore, avec des dimensions :
∆ = L1/2
( ν
Ω
)1/4
c’est-a`-dire que l’e´paisseur de la couche de Stewartson est la moyenne ge´ome´trique de la
hauteur du re´cipient et de l’e´paisseur de la couche d’Ekman1.
Des profils de vitesse obtenus nume´riquement sont repre´sente´s sur les figures 3.15 et
3.3. On remarque d’ailleurs sur la figure 3.15 que la de´rive´e seconde de uφ est discontinue
en r = 0 :
∂2uφ
∂r2
=
Ro
2
{
∆−2 si r = 0+
−∆−2 si r = 0−
De meˆme, le pompage lie´ au saut de vorticite´ est singulier puisque la vorticite´ au niveau
de la coupure est la de´rive´e de RoΘ(r), soit Ωb = −Ro δ(r) avec δ(r) la distribution de
Dirac.
On peut maintenant expliquer le sens du pompage indique´ sur la figure 3.1 pour Ro > 0.
La vorticite´ associe´e a` la couche de Stewartson est toujours infe´rieure a` celle des parois, d’ou`
une aspiration (voir §1.2.3) partout dans la couche. Au niveau de la coupure, la vorticite´
des parois infiniment ne´gative est infe´rieure a` la vorticite´ de la couche de Stewartson, ce
qui explique la pre´sence d’un jet, qui permet d’ailleurs de conserver la matie`re.
La singularite´ du pompage d’Ekman au niveau de la coupure que nous venons de de´crire
se re´gularise en acceptant de violer encore davantage la contrainte de Proudman-Taylor, en
permettant a` l’e´coulement zonal de de´pendre lui aussi de z, dans une couche d’e´paisseur
Ek1/3 : c’est la couche interne de Stewartson (Stewartson, 1957, 1966; Moore & Saffman,
1969).
Notre mode`le quasi-ge´ostrophique ne permet pas de tenir compte de cette couche in-
terne, ce qui a plusieurs conse´quences :
– une singularite´ dans la de´rive´e de la vorticite´ pour la couche de Stewartson ;
– la matie`re n’est pas conserve´e (absence du jet).
On peut e´valuer le temps qu’il faut pour renouveler comple`tement la couche de Stewartson.
Le flux de masse a` travers la couche d’Ekman peut eˆtre estime´, pour une tranche a` φ
constant, par
QEk ∼ Ek1/2 Ro
∆
∆ = Ek1/2Ro
1Nous avons de´fini notre nombre d’Ekman a` partir de la longueur radiale R ce qui est tout a` fait
le´gitime. On voit cependant ici que la longueur physiquement pertinente est celle mesure´e dans la direction
de l’axe de rotation, note´e ici L.
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tandis que l’aire de la couche de Stewartson vaut A = L∆, d’ou` un temps caracte´ristique
pour la renouveler
TS =
A
QEk
= Ek−1/4Ro−1 L (3.1)
Rappelons que toutes ces grandeurs sont sans dimensions. Au seuil d’instabilite´ de la
couche, on a Ro ∼ Ek1/2, ce qui nous donne un temps TS ∼ Ek−3/4 supe´rieur au temps de
spin-up Tspin-up ∼ Ek−1/2 ne´cessaire a` atteindre le re´gime permanent dans une expe´rience.
On peut donc raisonnablement supposer que cet effet sera ne´gligeable au seuil.
3.1.2 Les ge´ome´tries mode´lise´es
Dans l’article (Schaeffer & Cardin, 2005b), nous utilisons plusieurs ge´ome´tries dont
celles correspondant aux montages expe´rimentaux de Fru¨h & Read (1999) et Niino &
Misawa (1984), que nous avons reproduits sur la figure 3.2. Les profils de vitesse pour
diverses configurations sont donne´s par la figure 3.3.
Fig. 3.2 – Les dispositifs expe´rimentaux de Fru¨h & Read (1999) a` gauche, et de Niino & Misawa
(1984) a` droite.
Ainsi nous avons pu comparer les re´sultats de notre mode`le nume´rique aux re´sultats
expe´rimentaux de Fru¨h & Read (1999) et Niino & Misawa (1984) concernant le seuil des
instabilite´s. Les conclusions de cette e´tude sont discute´es par Schaeffer & Cardin (2005b)
et au §3.3.7.
On remarque que si le dispositif de Niino & Misawa (1984) respecte une certaine sy-
me´trie, il introduit une seconde couche de cisaillement au bord externe. Nous avons ve´rifie´
nume´riquement que cette couche ne devient pas instable avant la couche de Stewartson.
Nous avons e´galement conside´re´ le cas β = −1 dans tout le re´cipient, ce qui correspond
a` une forme en exponentielle : L(r) = e−r.
La coquille sphe´rique (spherical shell) est e´galement abordable par notre mode`le quasi-
ge´ostrophique, pour le profil de base tout au moins. Proudman (1956) avait de´ja` obtenu
le profil asymptotique correct, et Dormy et al. (1998) pre´sente des calculs nume´riques
3D complets, qui incluent donc la couche en Ek1/3. La comparaison de nos calculs quasi-
ge´ostrophiques avec ces calculs 3D complets montre un bon accord pour Ek < 10−6. Les
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Fruh & Read, Ek=10−4
Niino & Misawa, Ek=10−4
Split−sphere, Ek=10−6
Spherical shell, Ek=10−6
β = −1, Ek=10−6
Fig. 3.3 – Les profils de base des couches de Stewartson des diffe´rentes ge´ome´tries conside´re´es.
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Proudman (Ek=0)
3D Ek=10
−4
3D Ek=10
−6
3D Ek=10
−8
2D Ek=10
−4
2D Ek=10
−6
2D Ek=10
−8
Fig. 3.4 – Couche de Stewartson dans le cas d’une coquille sphe´rique : comparaison entre le
calcul 3D de Dormy et al. (1998) et le re´sultat de notre mode`le quasi-ge´ostrophique note´ 2D. On
a aussi repre´sente´ le profil asymptotique obtenu par Proudman (1956).
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profils obtenus sont repre´sente´s sur la figure 3.4. Nous trouvons que les diffe´rences d’am-
plitude entre les e´coulements de base sont toujours plus petit que 0.03 pour Ek = 10−6 ;
et pour Ek = 10−8 la diffe´rence ne de´passe jamais 0.008. Ainsi nous pouvons supposer que
la couche en Ek1/3 va jouer un roˆle ne´gligeable a` ces nombres d’Ekman tre`s faibles. La
figure 3.5 montre les profils de base pour diffe´rents nombre d’Ekman pour la configuration
coquille sphe´rique. On voir progressivement apparaˆıtre la “bosse”.
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Fig. 3.5 – Profils de base QG obtenus avec une graine (r0 = 0.35). La couche en Ek1/3 est
absente. Les diffe´rents profils correspondent a` diffe´rents nombres d’Ekman : du plus doux au plus
raide : 10−4, 3 10−5, 10−5, 3 10−6, et 10−6
Le cas que nous avons e´tudie´ le plus est la configuration split-sphere, repre´sente´e sur
la figure 3.6. Le seuil d’instabilite´ dans cette configuration a e´te´ e´tudie´ en de´tail et est
rapporte´ dans l’article (§3.3.6). On retrouvera cette ge´ome´trie dans les chapitres suivants.
3.2 Re´sume´ de l’article
3.2.1 “Abstract”
Nous e´tudions la de´stabilisation d’une couche de cisaillement, produite par la rotation
diffe´rentielle d’un re´cipient axisyme´trique. A` faible forc¸age, on a une couche de cisaillement
(e´tudie´e par Stewartson, 1957) qui est quasi-invariante par translation le long de l’axe de
rotation. Lorsque le forc¸age augmente, des instabilite´s apparaissent. Pour e´tudier le re´gime
asymptotique (tre`s faibles nombres d’Ekman Ek), nous avons de´veloppe´ un mode`le bidi-
mensionnel quasi-ge´ostrophique, avec deux particularite´s : d’une part il prend en compte
l’effet de pente dans la conservation de la masse tri-dimensionnelle, de sorte qu’il est cohe´-
rent pour n’importe quelle ge´ome´trie, tant que les pentes du fond et du couvercle restent
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Fig. 3.6 – La ge´ome´trie split-sphere. La rotation diffe´rentielle produit une couche de Stewartson
axisyme´trique de taille Ek1/4. rsplit = 0.35 dans toute notre e´tude.
finies ; d’autre part nous prenons en compte le frottement aux parois (pompage d’Ekman)
pour les instabilite´s.
Nous utilisons ce mode`le pour e´tablir des lois d’e´chelles asymptotiques par une the´orie
line´aire simple. Nous e´tendons les analyses pre´ce´dentes a` des pentes fortes (comme c’est
le cas dans une sphe`re), pour laquelle nous trouvons des lois d’e´chelle diffe´rentes : Pour
un re´cipient a` fond plat, le nombre de Rossby critique pour l’apparition des instabilite´s
se comporte comme Ek3/4, et la situation peut eˆtre interpre´te´e comme une instabilite´ de
cisaillement de Kelvin-Helmoltz. Pour un re´cipient dont la hauteur varie, l’instabilite´ prend
la forme d’une onde de Rossby et le nombre de Rossby critique est proportionnel a` β Ek1/2,
ou` β est lie´ a` la pente.
Nous e´tudions e´galement l’asyme´trie entre rotation diffe´rentielle positive et ne´gative, et
nous proposons des corrections aux lois d’e´chelle pour des nombres de Rossby et d’Ekman
finis.
Imple´mente´ dans un code nume´rique, notre mode`le quasi-ge´ostrophique nous permet
d’e´tudier le seuil d’instabilite´ sur une large gamme de parame`tres, et de de´terminer le
seuil ainsi que d’autres caracte´ristiques de l’instabilite´ telles que sa structure spatiale.
Nous pre´sentons aussi quelques re´sultats expe´rimentaux qui confirment la validite´ de notre
mode`le et en montrent les limites.
3.2.2 Plan de l’article
Dans l’introduction (§3.3.2), apre`s un bref rappel de la pertinence ge´ophysique des
couches de cisaillement en rotation, nous re´sumons les e´tudes pre´ce´dentes sur ce sujet sur
la structure des couches de cisaillement (Proudman, 1956; Stewartson, 1957, 1966; Dormy
et al., 1998) et leurs instabilite´s, aussi bien de manie`re the´orique (Busse, 1968; Kuo, 1949;
Moore & Saffman, 1969) qu’expe´rimentale (Hide & Titman, 1967; Niino & Misawa, 1984;
Fru¨h & Read, 1999; van de Konijnenberg et al., 1999) ou nume´rique (Hollerbach, 2003).
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Notre mode`le quasi-ge´ostrophique (QG) est de´taille´ au §3.3.3 (et fait l’objet d’une des-
cription encore plus de´taille´ au chapitre 2 de cette the`se). Le §3.3.4 traite de la couche de
Stewartson, et compare le mode`le QG avec les re´sultats existants. Le §3.3.5 e´tudie la struc-
ture radiale des instabilite´s, ainsi que son e´volution asymptotique pour des petits nombre
d’Ekman. Lorsqu’on a un effet β (une pente), l’instabilite´ est une onde de Rossby ce qui
entraˆıne un comportement radicalement diffe´rent selon le signe de Ro. Nous pouvons alors
expliquer la plupart des diffe´rences entre Ro > 0 et Ro < 0 qui e´taient reste´es incomprises
jusqu’alors. Nous montrons e´galement que l’extension radiale de ces instabilite´s est inde´-
pendante du nombre d’Ekman dans certains cas, ce qui est tre`s diffe´rent de l’instabilite´
thermique dans la meˆme situation (voir Dormy et al., 2004).
Dans le §3.3.6 nous e´tablissons les lois d’e´chelle asymptotiques a` partir d’un mode`le
line´aire simple, notamment pour le nombre de Rossby critique d’apparition des instabili-
te´s Roc. Pour un re´cipient a` fond plat on a Roc ∼ Ek3/4 (Busse, 1968), tandis que pour
un re´cipient pre´sentant une pente, on a Roc ∼ β Ek1/2 ou` β = 1/L dL/dr est la pente
logarithmique. C’est ce dernier crite`re qui s’applique aux re´cipients sphe´riques. Nous e´ta-
blissons e´galement un crite`re de type Rayleigh, qui permet d’e´valuer plus quantitativement
le seuil d’instabilite´ et les effets d’asyme´trie induit par la propagation de l’onde de Rossby.
Des re´sultats nume´riques obtenus avec notre mode`le QG pour diffe´rentes ge´ome´tries sont
e´galement donne´s ici.
Dans le §3.3.7, Nous comparons nos re´sultats avec les expe´riences pre´ce´dentes (Hide &
Titman, 1967; Niino & Misawa, 1984; Fru¨h & Read, 1999) ainsi qu’avec nos propres re´sul-
tats expe´rimentaux, afin de confronter notre mode`le a` diffe´rentes ge´ome´tries. Les couches de
Stewartson correspondant a` ces ge´ome´tries sont repre´sente´es sur la figure 3.3. Le compor-
tement global des instabilite´s est bien reproduit, malgre´ un manque d’accord quantitatif.
Enfin, le §3.3.8 ouvre la discussion sur les proble`mes encore ouverts.
L’annexe au §3.3.9 de´veloppe les calculs aboutissant aux re´sultats concernant la struc-
ture radiale des instabilite´s, et celle du §3.3.10 donne les seuils d’instabilite´s expe´rimentaux
et nume´riques dans diverses configurations. On trouvera e´galement a` la fin de ce document
(annexe §C.2) la de´rivation de l’expression explicite du pompage d’Ekman dans une sphe`re,
dont une version alle´ge´e accompagnait l’article.
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3.3 Article : Quasi-geostrophic model of the instabi-
lities of the Stewartson layer
Article (Schaeffer & Cardin, 2005b) soumis a` Phys. Fluids
3.3.1 abstract
We study the destabilization of a shear layer, produced by differential rotation of a rota-
ting axisymmetric container. For small forcing, this produces a shear layer, which has been
studied by Stewartson and is almost invariant along the rotation axis. When the forcing
increases, instabilities develop. To study the asymptotic regime (very low Ekman number
E), we develop a quasi-geostrophic two-dimensional model, whose main original feature is
to handle the mass conservation correctly, resulting in a divergent two-dimensional flow,
and valid for any container provided that the top and bottom have finite slopes. We use
it to derive scalings and asymptotic laws by a simple linear theory, extending the previous
analyses to large slopes (as in a sphere), for which we find different scaling laws. For a flat
container, the critical Rossby number for the onset of instability evolves as E3/4 and may be
understood as a Kelvin-Helmoltz shear instability. For a sloping container, the instability
is a Rossby wave with a critical Rossby number proportional to βE1/2, where β is related
to the slope. We also investigate the asymmetry between positive and negative differential
rotation and propose corrections for finite Ekman and Rossby numbers. Implemented in a
numerical code, our model allows us to study the onset over a broad range of parameters,
determining the threshold but also other features such as the spatial structure. We also
present a few experimental results, validating our model and showing its limits.
3.3.2 Introduction
Background
The destabilization of a shear layer in a rotating system is of general geophysical inter-
est. Shear layers dominated by the Coriolis force, are found in natural systems, as in the
atmosphere or in the ocean, as well as on other planets like the jets of Jupiter, which might
be unstable and responsible for the observed big eddies.
This work considers the shear layer produced by differential rotation of the boundaries
of a fast rotating container, in axisymmetric geometries. The linear problem resulting in
cylindrical shear layers aligned with the axis of rotation has been studied by Stewartson
(1966) in the spherical shell geometry. He pointed out the nested shear layer structure and
their scaling. This problem is closely related to the simpler case of a split cylinder solved
earlier by Stewartson (1957) too. In that case, the structure of the shear layer is simpler,
but there is still a nested structure. The general structure of these detached shear layers is
studied by Moore & Saffman (1969) by focusing on the singularities of the boundary-layer
equations. Later, a numerical study has been done by Dormy et al. (1998), recovering the
features and scalings predicted by Stewartson.
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The linear stability of this kind of layers has been theoretically investigated by Busse
(1968) who applied a linear stability theory to the pressure equation in both cases of
constant and varying depth. He neglected the bulk viscosity but kept the Ekman friction,
recovering some kind of Rayleigh criterion, showing that for the flat case, one should expect
a critical Rossby number Roc ∼ E3/4 (where E is the Ekman number). For a varying depth
container, he discussed the criterion obtained by Kuo (1949).
One may notice that the difference between flat and varying depth containers has been
made explicit by Busse (1970) for thermal instabilities in rapidly rotating systems : for a
flat container the instability is of Be´nard type (critical Rayleigh number Rac independent
of Ekman number), whereas for a spherical shell the instability is a thermal Rossby wave
(Rac ∼ E−1/3).
The setup of Hide & Titman (1967), with a central horizontal disk rotating differentially
in a flat cylindrical tank, gives unexpected results which are not yet well understood. They
also observed a strong asymmetry between positive and negative differential rotation. Later,
Niino & Misawa (1984) performed a similar experiment but with the differential rotation
concentrated on the bottom of their flat tank. They find a critical local Reynolds number
for the destabilization of the flow, independent of the Ekman number. Their linear theory
which includes both Ekman friction and bulk viscosity is in very good agreement with their
results. They point out that the bulk viscosity is very important to reproduce accurately
the experimental results. They showed that a critical local Reynolds number (defined for
the shear layer) describes the threshold of instability properly.
Later, Fru¨h & Read (1999) reproduced almost exactly the case studied by Stewartson
(1957). The stability threshold they found is still governed by a critical local Reynolds
number, but the theory of Niino & Misawa predicts a value much lower than the observed
one. They also observed that the behavior of the flow does not depend strongly on the sign
of the differential rotation.
The shear-flow instabilities in a parabolic tank and a free surface was investigated by
van de Konijnenberg et al. (1999). They studied both cases with constant depth or varying
depth and pointed out that the varying depth has a stabilizing effect, as predicted by the
linear theory. However, their setup uses the centrifugal force to adjust the slope of the free
surface, so that the slope is directly related to the rotation rate.
More recently, using a 3D code, Hollerbach (2003) studied the differences between po-
sitive and negative differential rotation for the onset of these instabilities, pointing out the
importance of the geometry of the container.
Hollerbach (2003) computed numerical solutions for the instability of the Stewartson
layer between two rotating spheres. Meanwhile, we ran the corresponding experiment,
measuring the threshold. Details of the experimental setup can be found in §3.3.7. The
results of theses two studies are in agreement, and summarized in figure 3.7. The study of
Dormy et al. (1998) showed that the asymptotic regime of the Stewartson problem cannot
be illustrated numerically for Ekman numbers higher than 10−5. Unfortunately, neither the
experimental nor the numerical approaches were able to reach Ekman numbers lower than
10−5.5. This number should be compared with geophysical flows, where Ekman numbers
can be much smaller : for the Jovian atmosphere, the oceans and the Earth core the Ekman
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Fig. 3.7 – Critical Rossby number versus Ekman number for the spherical shell geometry. The
results obtained numerically by Hollerbach (2003) and our lab experiment are in good agreement.
The symbols represent established instability, and the error bars the domain where instability
was not always clear. ”3D simul” is a run with our own 3D code.
number is smaller than 10−10.
Outline
To study the very low Ekman number regimes we use a quasi-geostrophic (QG) model,
detailed in §3.3.3 : we derive the equations of an improved QG-model, that will be used to
address the problem in the next sections, through numerical computations and theoretical
analysis of the equations. This QG-model is improved over previous ones by taking into
account the mass conservation and Ekman friction. The latter is also dynamically important
for non-linear regimes because of its dissipative nature. We were able to benchmark this
model with some fully 3D computations by Hollerbach (2003) and the results are quite
encouraging.
§3.3.4 presents results concerning the Stewartson layer, comparing the QG-model with
existing results, showing its ability to reproduce the axisymmetric flow. A numerical code
based on the quasi-geostrophic approximation allows us to reach Ekman numbers as low
as 10−10 which is very likely to lie in the asymptotic regime, from which extrapolations can
be made to even lower Ekman numbers.
In §3.3.5, using numerical calculations as well as theoretical arguments, we investigate
the spatial structure of the instability and its asymptotic evolution when lowering the Ek-
man number. When a β-effect is present, the instability is a Rossby wave, and consequently
we find that its spatial structure changes dramatically with the sign of the differential ro-
tation. This explains the asymmetric sensitivity to geometry studied by Hollerbach (2003).
Another interesting feature is that the radial extent of the instability may be independent
of the Ekman number in some particular cases.
In §3.3.6 we derive the scaling laws expected in the asymptotic regime, focusing on the
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stability threshold. For a flat container, an E3/4 law is recovered for the critical Rossby
number. We extend this study to finite slopes, in which case the scaling changes to βE1/2,
where β is related to the slope. This scaling is the one that should be applied to spheri-
cal shells. We perform an analysis leading to a Rayleigh-like criterion, which allows us to
evaluate quantitatively the effect of the asymmetry induced by the Rossby wave mecha-
nism. Numerical results obtained with our QG-model are also reported here, for various
geometries.
§3.3.7 compares our results with previous experiments, as well as with our own, to
span a wide range of different geometries. Despite the lack of quantitative agreement bet-
ween numerical results obtained with the QG-model and the experimental data, the global
behaviour of the instability is captured. Finally we conclude in §3.3.8 with a discussion.
3.3.3 Quasi-geostrophic model
The two-dimensional quasi-geostrophic (QG) model we present here has been developed
to study the dynamics of a fluid in a rapidly rotating container, invariant by rotation around
the rotation axis, without being restricted to the small slope case. We use the cylindrical
coordinate system (
−→
er ,
−→
eφ ,
−→
ez ), with r the distance to the axis, φ the angle in the plane
perpendicular to that axis, and z the height. The container is defined by two functions
z = L+(r) and z = L−(r), for the top and the bottom surfaces respectively. Here, we first
restrict to the simpler case where L(r) = L+(r) = −L−(r).
In a frame rotating at angular velocity Ω0 around the vertical axis z, the flow is described
by the Navier-Stokes equation for an incompressible fluid with constant density, including
the Coriolis force :
∂
−→
u
∂t
+
(−→
u .
−→∇
)−→
u + 2
−→
Ω0∧−→u = −
−→∇Π+ ν∇2−→u (3.2)
where
−→
u is the fluid velocity field, ν the kinematic viscosity, and Π the reduced pressure
field, including centrifugal and gravity potentials. We introduce a velocity scale U, a time
scale Ω0
−1 and as typical length scale R the radial size of the container. We then rewrite
equation 3.2 with non-dimensional quantities :
∂
−→
u
∂t
+Ro
(−→
u .
−→∇
)−→
u + 2
−→
ez∧−→u = −
−→∇Π+ E∇2−→u (3.3)
with Ro ≡ U/RΩ0 the Rossby number, E ≡ ν/R2Ω0 the Ekman number, and −→ez the unit
vector along the rotation axis.
In our study, we take for typical velocity the one based on the differential rotation U =
R∆Ω, which is supposed to dominate. Hence, the Rossby number reduces to ∆Ω/Ω0.
z-averaged vorticity equation
For vanishing Ekman and Rossby number, the Proudman-Taylor theorem ensures that
the flow is invariant along the rotation axis direction (
∂
−→
u
∂z
= 0). This suggests that for
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small Rossby and Ekman numbers, the z-variations should be weak and we expect the flow
to be mainly two-dimensional for long-period motions ( Ω−10 ).
We define the z-averaging 〈 〉 by
〈u〉 = 1
2L
∫ +L
−L
u(r, z) dz (3.4)
Keeping in mind that L depends on r, we have
∂ 〈u〉
∂r
=
〈
∂u
∂r
〉
+
1
L
∂L
∂r
(
u(r,+L) + u(r,−L)
2
− 〈u(r, z)〉
)
Hence, a sufficient condition for the r-derivative to commute with z-averaging is that u is
independent of z, that is u = 〈u〉.
We now average the z-component of the curl of equation 3.3 with the additional
constraint that ur and uφ are independent of z (so that we can permute r-derivation and
z-averaging). The z-component of the vorticity
−→
ω is denoted by ω and is also z-invariant.
We obtain
∂ω
∂t
+Ro
(
ur
∂ω
∂r
+
uφ
r
∂ω
∂φ
)
− (2 + Ro ω)
〈
∂uz
∂z
〉
= E∇2ω (3.5)
Note that we keep the vortex stretching term
〈
∂uz
∂z
〉
. All other terms vanish, without any
condition on uz.
Mass conservation
The local mass conservation equation for an incompressible fluid,
1
r
∂rur
∂r
+
1
r
∂uφ
∂φ
+
∂uz
∂z
= 0 (3.6)
implies that
∂uz
∂z
is independent of z, so that we can now draw a global picture of the flow
in the frame of our QG-model.
– ur and uφ are z-invariant
– uz depends linearly on z.
Boundary conditions and Ekman pumping
At the boundaries, Ekman layers will smooth out the vorticity jump. Their thickness
is supposed to be small (E  1), and we will use the asymptotic expression given by
Greenspan (1968), equation 2.6.13 :
−→
u
1
.
−→
n
∣∣∣
±L
= −1
2
E1/2
−→
n .
−→∇∧
−→n ∧
(−→
u −−→Ub
)
±
(−→
u −−→Ub
)
√∣∣−→n .−→ez ∣∣
 (3.7)
56 CHAPITRE 3. INSTABILITE´S DE CISAILLEMENT
where
−→
Ub is the velocity of the boundary. An important point is that expression 3.7 is valid
for time-dependent flows with time scales larger than a few rotation periods. Greenspan
used that expression to study the spin-up process in a sphere, which is a time-dependent
flow with time scale of order E−1/2, and Brito et al. (2004) show experimental data in very
good agreement with this linear theory. It is the suitable approximation for our study, as
we will find typical period of order E−1/4 in section 3.3.6. This gives us the appropriate
boundary conditions for our problem, allowing us to express the vertical velocity. Defining
β
β ≡ 1
L
∂L
∂r
∣∣∣∣
z=L
(3.8)
we have
∂uz
∂z
= E1/2.P(ur, uφ, r) + βur (3.9)
where P is a function depending on the geometry of the container and linear with respect
to the jump of ur and uφ at the boundary and to their first order derivatives. See Appendix
C.2 for the explicit expression for a spherical container.
In the case of a constant-depth container, equation 3.9 reduces to
∂uz
∂z
= −E
1/2
2L
(ω − Ωb) (3.10)
where Ωb is the vorticity at the boundary.
In the case of vanishing Ekman number, the Ekman pumping could be neglected com-
pared to the β term (see §3.4). However, the Ekman friction is a dissipative term whereas
the β-term is not, it is thus expected to play an important role for the non-linear dynamics
of quasi-geostrophic flows.
The problem is now reduced to the determination of two components of the velocity, ur
and uφ, depending only on r and φ. We also need to set a boundary condition on the sides
of the container, to be consistent with the modeling of
〈
∂uz
∂z
〉
, we have to use a no-slip
boundary condition ur = uφ = 0. At the center (r = 0) we impose that ur and uφ remain
finite.
Scalar pseudo-stream function
We introduce a scalar field ψ, defined by
ur ≡ 1
r
∂ψ
∂φ
(3.11)
uφ is now constrained by the three-dimensional mass conservation equation 3.6, so that for
non-axisymmetric flows,
uφ = −∂ψ
∂r
− βψ (3.12)
ω = −∇2ψ − β
(
∂ψ
∂r
+
ψ
r
)
− dβ
dr
ψ (3.13)
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With these equations, we can see that the β-terms are negligible for βλ  1, where λ
is a typical radial length scale of the velocity field variations. The model then reduces to
the widely used small slope approximation (see e.g. Busse, 1970; Aubert et al., 2003; Kiss,
2003). It will be shown later, that at the stability threshold, the typical length scale is
of order E1/4, so that asymptotically and at the threshold of instability, the small slope
approximation may even be valid in a sphere. However, increasing the forcing, large scale
structures will eventually appear, with up to order-one scales, so that we cannot neglect
the β-terms any more in a fully turbulent computation.
Similar approaches have been developed recently. Kiss (2003) proposed a formulation
for ocean modeling but without the mass conservation correction. Zavala Sanson & van
Heijst (2002) include the effect of weak topography and Ekman friction. The advantage
of their formulation is that the Ekman pumping is considered as a source of horizontal
divergence. However the simple expression they used for the Ekman boundary condition
implicitly assumes nearly flat topography (small β).
Axisymmetric flow
For the axisymmetric flow, the scalar function formalism cannot be applied. As it is
simpler to work with the velocity field rather than with the vorticity, we project the Navier-
Stokes equation 3.3 on
−→
eφ , noting that
(−→
ez∧−→u
)
.
−→
eφ = ur and remembering that
∂uφ
∂z
= 0.
Averaging over φ to keep only the axisymmetric component, we obtain
∂uφ
∂t
+Ro
(
ur
∂uφ
∂r
+
uφur
r
)
+ 2ur = E
(
∇2uφ − uφ
r2
)
(3.14)
where u stands for the φ-average of u.
The mass conservation equation reduces to
1
r
∂r ur
∂r
+
∂uz
∂z
= 0
and using equation 3.9, we can show that ur is only due to the Ekman pumping and is
directly related to uφ so that the axisymmetric part is actually one-dimensional :
−→
u =
uφ(r)
−→
eφ + O(E
1/2). However, non-linear interactions of non-axisymmetric modes can pro-
duce axisymmetric flow, so that we keep the terms involving ur. Furthermore, the Ekman
pumping flow u1r of order E
1/2 cannot be neglected. Equation 3.7 reduces to
u1r = E
1/2 α
2L
(uφ − Ub) (3.15)
with
α ≡
(
1 +
(
dL
dr
)2)1/4
(3.16)
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Numerical implementation
We wrote a numerical code, that solves the equation of the model described above
using the pseudo-stream function formulation. We use a finite difference scheme in the
radial direction, and a Fourier expansion in azimuth. The time integration is done using the
semi-implicit Cranck Nicholson scheme for the linear part, and a simple Adams-Bashforth
scheme for the non-linear terms, which are computed in direct space, as in Aubert et al.
(2003).
Our numerical implementation is able to handle various geometries from flat containers
to spherical ones.
When compared to fully 3D computations, our QG-model gives quite good results for
the basic state flow (see §3.3.4) as well as for the stability threshold (see fig. 3.18 and §3.3.7
for more details).
3.3.4 Stewartson layers
The linear study of shear layers due to differential rotation of the walls has been done
in the case of two concentric co-rotating disks (Stewartson, 1957), and in the case of two
concentric differentially rotating spheres (Stewartson, 1966).
ΩΩ+∆Ω
Ekman layer
Stewartson layers : 1/3, 1/4
Fig. 3.8 – Sketch of the nested Stewartson layers. The arrows show the Ekman pumping inside
these layers.
At first order, the flow is invariant along the direction of the rotation axis, and consists
of a shear layer which is smoothing out the velocity discontinuity. There are actually two
nested layers (see fig. 3.8) with width scaling like E1/3 for the inner layer, and E1/4 for the
outer one. Note that the 1/3 layer is not two-dimensional and smoothes out the singularity
in the Ekman pumping due to the outer layer. For the spherical shell case, the outer layer
width scaling is slightly modified to E2/7 for r < r0 only. Thus, we can expect that the
destabilization of the shear layer in both cases will be closely related.
QG-model predictions
In the linear and stationary regime, when the Rossby number is small equation 3.14
reduces to a balance between the Ekman pumping term 3.15 and the viscous forces in the
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bulk.
2E1/2
α
2L
(uφ − Ub) = E
(
∇2uφ − uφ
r2
)
(3.17)
which defines the Stewartson layer. Introducing ∆, the width of the Stewartson shear layer
we easily recover the scaling obtained by Stewartson.
∆ ∼ E1/4 (3.18)
Note that the neglected non-linear terms are small if Ro /∆  1. In §3.3.6 we will find
that Ro ∼ Ea with a > 1/2, validating this approximation near the threshold.
One of the major issues with the QG-model, is that it cannot model the inner E1/3-
layer. However, according to the numerical study of Dormy et al. (1998), the E1/3-layer has
a negligible effect on the velocity profile at Ekman numbers smaller than E = 10−6.
Numerical results
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Fig. 3.9 – (a) the spherical shell geometry, studied by Stewartson (1966). (b) the split-sphere
geometry this paper focuses on.
The split-sphere geometry consists of a sphere, split at a given cylindrical radius r0
(see fig. 3.9). We solve equation 3.17 in the frame rotating with the outer part at angular
velocity Ω0, while the inner part rotates differentially at ∆Ω (positive or negative). This
linear problem is solved by a simple matrix inversion using a finite difference radial scheme
with variable grid spacing. In this case, the boundary velocity Ub is a simple function,
Ub = r if r < r0 and Ub = 0 if r > r0. The resulting shear layer for r0 = 0.35 is shown
on figure 3.10. Properly scaled, all these profiles can be superposed in the asymptotic,
small Ekman number, regime. The size of the shear layer scales like E1/4, as predicted by
Stewartson (1957) and the asymptotic regime seems to be attained for E < 10−6.
The spherical shell (see fig. 3.9) geometry is the one studied originally by Proudman
(1956), and is also of geophysical relevance because the core of the Earth is composed of a
solid iron ball (r0 = 0.35) surrounded by liquid iron. The structure of the Stewartson layer
in a spherical shell (including the E1/3-layer), has been modelled numerically by Dormy
et al. (1998), with a fully three dimensional code. We have compared their results with the
ones obtained with our QG-model for the spherical shell geometry for Ro = 0 and find that
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Fig. 3.10 – Basic state flow showing the shear layer which scales with E1/4 in the asymptotic
low Ekman number regime, for r0 = 0.35 in the split-sphere geometry. (a) shows the raw radial
profiles and (b) the same profiles rescaled radially, which merge together when E is sufficiently
low (E 6 10−6).
the difference between the two basic state profiles of the angular velocity is always smaller
than 0.03 for E = 10−6 ; and for E = 10−8 the difference never exceeds 0.008. Hence, we
may expect the E1/3-layer to play only a minor role at such small Ekman numbers.
3.3.5 Spatial structure at the onset
Using our QG-model, we obtained numerically the first unstable mode for four geome-
tries : the flat container ; a container with an exponential shape (β = −1 everywhere) ;
the split-sphere geometry (see fig. 3.9) ; and the disk geometry. The latter is a split-sphere
where the polar caps have been replaced by flat disks, to mimic our experimental setup
(see fig. 3.19). The first unstable mode is represented on figure 3.11 for all these geometries.
Note that in the reference frame chosen for our computations and for small enough Ekman
numbers, the mean flow vanishes in the outer region, whereas the inner region is almost in
solid body rotation at the angular velocity ∆Ω = RoΩ0 (see figure 3.10).
Dependence on the sign of the Rossby number for β 6= 0
We can observe on figure 3.11 that many features depend on the sign of the Rossby
number, for β 6= 0. The most striking one is the spatial behaviour of the split-sphere
arrangement (fig. 3.11b) : for Ro > 0 the instability fills the outer region (r > r0) with
spiralling arms, whereas for Ro < 0 the critical mode seems to extend more in the inner
region (r < r0), leaving the outer region almost at rest. The constant β case (fig. 3.11a)
also shows long range extension in the outer region for Ro > 0, but no spiralling.
To understand all these features, we must turn to the instability mechanism, which is
strongly dominated by the slope β. Figure 3.12 sketches this mechanism. For a column of
local vorticity ω moved to a deeper region, the conservation of mass and total vorticity
(2Ω0 + ω > 0) leads to the following behaviour : If ω > 0 the local vorticity is amplified,
and if ω < 0 it is damped.
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Fig. 3.11 – North-pole views of the radial velocity for the first unstable mode at E = 10−6 for
various geometries. Red is positive, blue negative, and green zero. The picture on the left is for
Ro > 0, and the one on the right is for Ro < 0. On each picture, (a) shows the constant β = −1
geometry ; (b) shows the split-sphere case ; (c) is the disk setup ; and (d) is the unstable mode for
a flat container (β = 0).
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Fig. 3.12 – Instability mechanism showing a different spatial behavior depending on the sign of
the Rossby number
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Hence, for Ro > 0 the vorticity sheet is negative implying that the perturbation is
damped in the deeper region, whereas it is amplified in the shallow region. For Ro < 0, it
is the opposite. In both cases, the amplified vorticity will induce a flow which induces a
drift of the pattern in the prograde direction (as for any Rossby wave).
This fundamental asymmetry between positive and negative Rossby numbers partly
explains the results obtained by Hollerbach (2003). We will discuss an example in §3.3.7.
Radial scalings
In figure 3.11abc the perturbation of the shear layer spreads across the whole volume
whereas in the flat container case (fig. 3.11d) or the thermal convection instability in a
sphere (see Dormy et al., 2004), it is radially localized. This is explained by a simple model
detailed in appendix 3.3.9, and the main results obtained are summarized in the following
lines.
For small β as in the inner part of the split-sphere arrangement, the critical mode has
a radial extension comparable to its azimuthal scale, without oscillations ; but for large β
as it is the case for the outer part of the split-sphere arrangement, the instability consists
of a rapid oscillation of radial length scale λ related to the azimuthal wave-number m by
λ ∼ m
√
|2β| (3.19)
This rapid oscillation is contained in an envelope of radial size
Λ ∼ (2 |β|)−1/2 α−1E0 (3.20)
Equation 3.20 implies that the radial extent of the perturbation is independent of E. This
spatial structure corresponds to the spiralling of the Rossby wave observed for variable β
(see fig. 3.11bc). We may also notice a fundamental difference with the thermal convection
case investigated by Yano (1992) and Jones et al. (2000) where the E1/6 radial extension
decreases with E, so that the instability remains localized for small enough E.
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Fig. 3.13 – Vorticity profile at fixed φ at the stability threshold for Ro > 0 in the outer region.
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Numerical results We show in figure 3.13 a radial vorticity profile (at a fixed φ) obtained
with the split-sphere setup. It shows that the vorticity gets amplified by the decreasing
depth as approaching the equator, while the spatial frequency of the oscillations increases,
in agreement with equation 3.19. In addition even when decreasing E, the perturbation
seems to spread across the whole width of the tank, as predicted by the scaling 3.20. This
is not due to the singularity of the QG-model at the equator, because we also observed the
same phenomena with a truncated sphere, where the slope remains finite (see §3.3.6).
The scaling 3.19 is observed quantitatively in numerical simulations as shown on figure
3.14. On this curves we can also see the effect of the equatorial boundary, which modifies
the scaling near r = 1. When β is constant, there is no spiralling but the instability still
fills the whole gap, as figure 3.11a shows.
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Fig. 3.14 – Evolution of the radial size (evaluated using spatial derivation) of the unstable mode
near the equatorial singularity for the split-sphere geometry. All these curves exhibit a wide range
of slope 1/2, which is the expected trend to cancel phase-mixing. Near the equatorial boundary
(r = 1) this scaling is no longer valid.
3.3.6 Asymptotic laws for the onset
Scaling analysis
We perform a linear stability analysis on equation 3.5. Let U(r)
−→
eφ be the basic state
velocity profile solution of the linear equation 3.17 (for Ro = 0), and
−→
u the perturbation.
With Ω the vorticity associated with U(r) :
Ω =
∂U
∂r
+
U
r
we find
∂ω
∂t
+Ro
(
ur
∂Ω
∂r
+
U
r
∂ω
∂φ
)
− 2
〈
∂uz
∂z
〉
= E∇2ω (3.21)
where we have neglected the small local vorticity Ro Ω. We now introduce the frequency
f of the disturbance, and its azimuthal wave-number m.
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At the stability threshold, we expect the inertial terms to be both of the same magni-
tude,
∆−2 ∼ m2
which implies the wave-number of the perturbation to be comparable to the thickness of
the shear layer
m ∼ ∆−1 ∼ E−1/4
Without slope When there is no slope equation 3.9 reduces to〈
∂uz
∂z
〉
= −E
1/2
2L
ω (3.22)
so that equation 3.21 gives in terms of order of magnitude :
mf +Ro ∆−2 +Ro m2 ∼ E
1/2
L
m+ Em3
With m ∼ E−1/4, the stability threshold is given by a balance between the non-linear
forcing and the viscous damping :
Roc ∼ E3/4
which is the result obtained by the linear theory of Busse (1968) and by the critical local
Reynolds number (Re ∼ RoE−3/4) theory of Niino & Misawa (1984). It is also consistent
with the experimental results of Niino & Misawa (1984) and Fru¨h & Read (1999) and
corresponds to a Kelvin-Helmoltz instability of the shear layer.
For an oscillatory instability, the frequency f should be consistent with mf ∼ Ro m2,
and so
f ∼ E1/2
This effect, if present, may be very difficult to separate from the advection of the pattern,
because they are of similar amplitudes.
With slope When the slope is important,
∂uz
∂z
' βur, and so equation 3.21 gives the
following balance :
mf +Ro ∆−2 +Ro m2 + 2β ∼ Em3
If again m ∼ E−1/4, the viscosity is negligible and the stabilization is due to the slope : the
instability has to overcome the Proudman-Taylor constraint. As a matter of fact, from a
balance between slope and forcing, we find
Roc ∼ 2βE1/2 (3.23)
This is the expected scaling for non-flat containers such as spherical shells, and is quite
different from the flat case. This result agrees with the criterion obtained by Kuo (1949)
applied to a Stewartson layer.
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For a time-dependent instability, the frequency f verifies mf ∼ 2β, and
f ∼ 2β
m
which is the Rossby wave dispersion relation. At the onset, we may notice that the Ekman
pumping is comparable to viscous dissipation in the bulk of the fluid.
Rossby wave asymmetry effect
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Fig. 3.15 – Basic state axisymmetric flow profiles (solution of eq. 3.17), as a function of radius r
for E = 10−6 and a split-sphere geometry with r0 = 0.35. (a) rotation velocity U/r ; (b) vorticity
Ω ; (c) radial derivative of vorticity
∂Ω
∂r
.
As stated in §3.3.5, the instability develops as a Rossby wave. Here we give a Rayleigh-
like criterion for the onset of instability and use it to evaluate the asymmetry induced by
the Rossby wave.
The basic state flow U, represented on figure 3.15 is the solution of the linear equation
3.17. The sign and amplitude of the forcing are both controlled by the parameter Ro in
equation 3.21. We are looking for solutions of the form ψ(r, φ, t) = eimφ+λtψ(r). We use
the ψ formulation introduced in section 3.3.3, but without the β-terms to keep simpler
expressions. Ignoring Ekman friction and viscosity, we obtain from equation 3.21(
λ+
im
r
RoU
)
ω [ψ] =
(
2β − Ro ∂Ω
∂r
)
im
r
ψ (3.24)
Multiplying by ψ∗L(r)r and integrating over r we have
∫ 1
0
ω [ψ]ψ∗Lr dr =
∫ 1
0
2β − Ro ∂Ω
∂r
λ+
im
r
RoU
im |ψ|2 L dr (3.25)
Expanding the left hand side of this equation, and integrating by part, we obtain∫ 1
0
ψ∗
(
m2
r2
ψ − 1
r
∂
∂r
(
r
∂ψ
∂r
))
Lr dr =
∫ 1
0
m2
r2
ψψ∗Lr dr +
[
ψ∗
∂ψ
∂r
]1
0
−
∫ 1
0
∣∣∣∣∂ψ∂r
∣∣∣∣2 Lr dr
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and from the boundary conditions the bracketed term vanishes, leading to
∫ 1
0
(
m2
r2
|ψ|2 +
∣∣∣∣∂ψ∂r
∣∣∣∣2
)
Lr dr =
∫ 1
0
im |ψ|2
(
2β − Ro ∂Ω
∂r
)(
λ∗ − im
r
RoU
)
∣∣∣∣λ+ imr RoU
∣∣∣∣2 L dr
With Re(λ) the real part of the complex number λ, the imaginary part of this equation
gives
0 = Re(λ∗)
∫ 1
0
|ψ|2
(
2β − Ro ∂Ω
∂r
)
∣∣∣∣λ+ imr RoU
∣∣∣∣2 L dr (3.26)
For a mode to be unstable, we need Re(λ∗) 6= 0, which means that there is an r for
which
2β − Ro ∂Ω
∂r
= 0 (3.27)
This is exactly the criterion already obtained by Kuo (1949). Using the complete pseudo-
stream function given in section 3.3.3 would lead to the same result. Therefore, the determi-
nation of the stability threshold will not be affected by using the small slope approximation,
as it is usually done for the thermal convection case (see Busse, 1970).
The critical Rossby number Roc that will satisfy 3.27 will be obtained for the maximum
value M of
∣∣∣∣∂Ω∂r
∣∣∣∣. We must now take care of what value of β comes into that expression.
Actually, the shear layer samples the values of β about ∆ to the left or to the right of the
split radius r0, depending on the sign of Ro. Then we have∣∣Ro±c ∣∣ = 2 |β(r0 ±∆)|M (3.28)
At that point, remembering that the E1/3-layer smoothes out discontinuities in
∂Ω
∂r
, we can
expect that it will reduce the value of M, resulting in an higher Roc. Hence, the effect of
the E1/3-layer may be essentially to increase the critical Rossby number.
Assuming β is a smooth function and ∆ is small enough to use a Taylor expansion
|β(r0 ±∆)| = |β0| ±∆
(
∂ |β|
∂r
)
0
we obtain ∣∣Ro±∣∣ = 2∆2(|β0| ±∆(∂ |β|
∂r
)
0
)
This shows a fundamental asymmetry between positive and negative Ro due to the Rossby-
wave nature of the instability.
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Numerical results
Split-sphere geometry In the split-sphere geometry, the slope parameter β becomes
very large near the equator and the expression of the Ekman pumping we use is no longer
valid near the equator as the Ekman layer becomes singular (Roberts & Stewartson (1963) ;
see also §C.2.3). However, this area is very small and so we expect that it will not affect
the determination of the stability threshold. To test this we followed the idea of Yano et al.
(2003) and truncated our container at r = 0.9 to prevent the slope from growing to large
near the equator. The solutions showed the same features as the untruncated calculation
and very similar stability thresholds.
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Fig. 3.16 – Stability threshold data (given in table 3.3) as a function of the Ekman number.
(a) represents the threshold ; (b) shows the critical wave number ; (c) is the raw pulsation at the
threshold ; (d) is the pulsation corrected for advection effects. Dotted lines indicate the asymptotic
exponent obtained in §3.3.6.
The results for the stability threshold are given in appendix 3.3 and plotted in figure
3.16. They seem to match the asymptotical scaling obtained previously, especially for small
Ekman numbers. We expect the perturbation to be a Rossby wave and in order to compare
its pulsation with the asymptotic laws, we need to correct for the advection by the mean
flow. Considering that the outer region (where the Ro > 0 instability develops) is not
advected, we don’t correct the Ro > 0 data. However the inner region (where the Ro < 0
case develops) can be considered as in solid body rotation (for small Ekman numbers) and
the simplest way to correct for the advection is then to subtract the rotation rate ∆Ω from
the phase speed c = ω/m for Ro < 0. The pulsations of the Rossby waves are plotted
in figure 3.16d, and they agree quite well with the asymptotic law, for both positive and
68 CHAPITRE 3. INSTABILITE´S DE CISAILLEMENT
negative Ro.
We checked that the difference between critical positive and negative Rossby number
is proportional to E1/4, in agreement with the findings of §3.3.6.
With our numerical code, we are able to test various boundary conditions. We report
that the boundary conditions (free-slip or no-slip) hardly affect the stability threshold,
whereas the presence of Ekman friction has a small yet visible effect. The divergence cor-
rection we introduced in §3.3.3 seems to be negligible at the threshold. The results of these
tests are summarized in table 3.4.
Other geometries We report the results of the numerical computations for the four
studied geometries. To compare the flat and non-flat case, we set up different geometries
and do all the computation using our numerical implementation of the QG-model described
in §3.3.3. For the flat geometry we choose a flat cylindrical container with a height equal
to its diameter. We also set up a container with an exponential shape, defined by β = −1
everywhere. The split-sphere geometry studied in detail in §3.3.6 and finally the disk setup.
This latter geometry is a split-sphere where the polar caps have been replaced by flat disks
to mimic our experimental setup (see fig. 3.19). However, with the QG-model we are not
able to take the height-jump at the edge of the disks into account, so the resulting disk
geometry is in fact flat for r < r0 and spherical for r > r0, with no height jump. The
results obtained are summarized in figure 3.17. The critical wave-number data shows that
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Fig. 3.17 – Critical Rossby number (a) and critical wavenumber (b) for various geometries.
Dotted lines indicate the asymptotic exponent obtained in §3.3.6.
the evolution ofmc follows an E
1/4 law, for both flat and non-flat cases, as expected from the
asymptotic study (§3.3.6). For the flat geometry, there is no difference between positive and
negative Rossby number. The split-sphere setup, the β = −1 case and the disk geometry
for Ro > 0 have comparable critical wave-numbers.
The flat geometry has much lower critical wave-numbers and Rossby numbers. From
figure 3.11d we also see that the first unstable mode is totally symmetric when changing the
sign of Ro. It is also different from all the other cases (a,b and c) which present important
slopes. The disk geometry seem to be a hybrid case between flat and non-flat geometry :
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E RoFc m
F
c Ro
S
c m
S
c
1.1 10−5 0.044 6-8 0.021 6
8.3 10−6 0.032 6-8 0.017 6
5.6 10−6 0.025 6-8 0.013 7
Tab. 3.1 – Comparison between the experimental results of Fru¨h & Read (1999) (denoted by
.F) and the numerical results we obtain (.S) for the stability threshold.
E RoNc m
N
c Ro
S
c m
S
c
3.0 10−5 0.050 5-6 0.048 5
6.0 10−6 0.015 7-9 0.0145 8
Tab. 3.2 – Comparison between the experimental results of Niino & Misawa (1984) (denoted by
.N) and the numerical results we obtain (.S)for the stability threshold.
From 3.11c, the spatial structure for Ro > 0 is very much like the split-sphere setup,
whereas for Ro < 0 it seems to be somewhere in between split-sphere and flat geometry.
The figure 3.17b confirm this, with a critical wave-number between flat and non-flat. This
is because the Ro < 0 instability develops in the flat inner region. On the other hand, figure
3.17a shows a critical Rossby number for Ro < 0 very close to the split-sphere arrangement,
whereas the Ro > 0 seems to follow rather a slope-like E3/4 law, even if the threshold is
significantly higher than for the flat container.
3.3.7 Comparison with experiments
Flat container
We reproduce numerically the constant depth experiments done by Fru¨h & Read (1999).
The results of our linear calculation for the threshold are significantly lower than the
experimental ones, but are in good agreement with the theory of Niino & Misawa (1984).
The critical wave-length is in good agreement as shown in table 3.1.
To explain the discrepancy between experiment and theory, Fru¨h & Read (1999) invoke
the lack of the inner E1/3 layer in the modeling of Niino & Misawa (1984), which is also
missing in this QG-model.
We also reproduce numerically the experiments of Niino & Misawa (1984), which has
the particularity of having differential rotation only at the bottom of the tank, while the
top is rotating at the mean angular velocity. Results are reported in table 3.2 and agree
surprisingly well with the original experimental data, as did their numerical calculations.
Spherical shell geometry
The case of a spherical shell is quite singular : β has opposite sign for r < r0 and r > r0,
and the magnitude of β is much higher for r < r0. This implies that Rossby waves travel in
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opposite directions in these two regions. For positive Ro, the instability may develop either
in the r > r0 region or in the r < r0 one (see §3.3.5 and fig. 3.12). In both directions the
depth is decreasing, but from eq. 3.23 we know that the instability will appear in the outer
region (r > r0) where the magnitude of β is lower. However, for negative Ro there is no
deeper region around the shear layer, where the instability may be amplified by β-effect,
so that we expect the threshold to be much higher and maybe the instability to be of a
different kind, as the very small azimuthal wave-number observed by Hollerbach (2003)
may suggest.
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Fig. 3.18 – Critical Rossby numbers obtained by Hollerbach (2003, summary of his fig. 4 and
8a) showing the impact of the slope on the stability threshold. We also plotted the corresponding
results obtained with our QG-model (basic state shear layer obtained with an inner core, insta-
bilities computed without) including the critical mode. When removing the inner core (ic), the
threshold drops, and positive and negative Rossby numbers get closer. Our QG-model is close to
the fully 3D results of Hollerbach
We reported on figure 3.18 the data found in his paper. To check the effect of the
geometry, he computed the basic-state shear layer in a spherical shell geometry, then took
the profile obtained at mid-depth and extended it to all z, generating a z-invariant profile
in a full sphere (see Hollerbach, 2003, §5). He finally computed the instabilities of that flow.
By artificially removing the inner sphere (and by that way loosing the singular geometrical
property described above), Hollerbach recovers stability thresholds very close to the Ro > 0
case, which is much less modified by this process, for it is anyway controlled by the moderate
slopes of the outer sphere.
We repeated exactly the same procedure with our QG-model : we computed the basic
state shear layer with an inner-core (r0 = 0.35), and then computed the stability threshold
of this velocity profile in a full sphere geometry (without inner core). The results are
compared with the 3D computations of Hollerbach on figure 3.18. For Ro < 0, the QG-
model gives thresholds about 30% higher, and only 6% higher for Ro > 0. The critical
modes obtained are also in very good agreement.
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This geometrical singularity also prevents any attempt to compute the instabilities of
the spherical shell setup with a QG-model. We used the dynamo benchmark code described
by Christensen et al. (2001) to perform a fully 3D numerical calculation at E = 10−4.5. The
critical Rossby number we find Roc = 0.16 is in very good agreement with the experimental
one and with the numerical results of Hollerbach (2003) as shown in figure 3.7.
Experimental study
Experimental setup Figure 3.19 shows a sketch of the experimental set-up we use to
study the onset of instability of the Stewartson layer. It consists of a plexiglass ellipsoid
put in rotation by a brushless motor along its minor axis with a controlled angular velocity
Ω0. The working fluid is water. On the axis of rotation a shaft associated to a step motor
can drive either an inner core or two disks. Exact dimensions are reported in fig. 3.19 and
further details can be found in Noir et al. (2003).
φ= 0.8cm
(Ω)
(∆Ω)
Motor
Ω
Step motor
d=4cm
a=12.5cm
c=12cm
h=1cm
Ω+∆Ω
Fig. 3.19 – Sketch of the experimental setup with disks geometry. Spherical shell geometry is
obtained by replacing the disks by a sphere (4cm radius) on the inner rotating axis.
To determine the stability threshold, we use a flake solution (Kalliroscope AQ 1000) and
illuminate our container with a light sheet in a plane including the rotation axis. Variations
of brightness allow us to visualize the shear-field in the illuminated plane. When the shear-
field is steady, we assume that the flow is stable, and when the shear becomes unsteady
(oscillations in time), the flow is unstable. Two pictures of the observed patterns are shown
on figure 3.20, showing that the features of the flow are aligned with the rotation axis. The
thin bright and dark columns appear at the onset and are blinking, showing the advection of
the pattern of alternating vortices. Our visual determination shown in figure 3.7 is in good
agreement with the numerical calculations of Hollerbach (2003). This makes us confident
in the reliability of the optical method.
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Fig. 3.20 – Instabilities near the threshold as seen in our experiments (for E ' 10−5). The
vertical shaft is along the rotation axis. The features shown by the flakes are vertical, supporting
the QG-approximation for our model.
Experimental results The threshold is obtained for different values of the Ekman num-
ber with the two geometries (inner core or two disks) for prograde differential rotation.
Results for the stability threshold are summarized in figure 3.21 and quantitative data are
reported in tables 3.5 and 3.6
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Fig. 3.21 – Experimental determination of the stability threshold for two geometries, compared
with the numerical calculations using a quasi-geostrophic model. sphere 3D is computed with a
fully 3D model. The negative differential rotation data are not well defined. The numbers are the
slopes of the linear fits.
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Note that in the case of negative differential rotation, we were not able to determine
accurately a stability threshold. In some experiments hysteresis appeared, correlated with
the apparition of air bubbles in the tank. We have also observed very low frequency os-
cillation is some cases. We do not completely understand these results. For the disks the
data are not even on a straight line. This may be correct, as the numerical simulations also
show some oscillations, due to the integer nature of the azimuthal wave number (see fig.
3.21).
The disk case seems to agree with the E1/2 scaling, whereas the sphere case is signifi-
cantly steeper. However with only one decade of data, and for such high Ekman numbers,
we do not expect the asymptotic laws to hold.
The numerical calculations for the disk model (see also §3.3.6), also shown in figure
3.21 try to mimic the experimental setup : it is a split-sphere with flat polar caps with no
height jump (we cannot model discontinuities in the height of the container).
The spherical-shell experiments are in agreement with the numerical calculations of
Hollerbach (2003), as shown on figure 3.7. The strong difference between positive and
negative differential rotation is explained by the geometrical properties of this setup, as
discussed above.
3.3.8 Conclusion and Discussion
In this study, we give some insight into the instability of a Stewartson shear layer in
the very low Ekman regime. The QG-model with the pseudo-stream function formalism
is designed for finite slopes as it handles the mass conservation correctly. Despite failing
to describe the E1/3-layer, it has proved to be a valuable tool for numerical experiments
to study very low Ekman numbers. It can also be used for non-linear calculations as long
as the quasi-geostrophic hypothesis stands, and may be thus useful for other ocean and
planetary interior models.
At very low Ekman numbers E < 10−6, we report an interesting radial structure, compa-
rable to the one exhibited in the thermal instability case by Dormy et al. (2004). However,
if the global structure of the flow is quite similar to the spiralling thermal convection flow
in a rapidly rotating spherical shell, the radial extension of the instability is surprisingly
independent of the Ekman number.
Our model allows us to compare flat top and bottom geometries with varying depth
containers. Two different stabilizing processes are at work, leading to different balances
and scalings for the threshold : for flat containers the Busse (1968) E3/4 scaling applies,
whereas with a slope a βE1/2 scaling is predicted. This is supported by numerical simu-
lations for different geometries, and the following table summarizes the different cases for
the instability of a Stewartson layer :
geometry Roc sign of Ro mc fc comment
β = 0 E3/4 Ro+c = −Ro−c E−1/4 0 ? Rec = Cte, Kelvin-Helmholtz-like
constant β 6= 0 βE1/2 Ro+c ' −Ro−c E−1/4 E1/4 curvature effect, Rossby wave
variable β βE1/2 Ro+c 6= −Ro−c E−1/4 E1/4 spiralized Rossby wave
height jump ? not symmetric E−1/4 ? QG-model breaks down
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Hollerbach (2003) studied the difference between positive and negative Rossby numbers,
and pointed out that the geometry is the crucial feature, through the radial derivative of
the height of the container. The numerical calculations he made shed some light on the
dramatic changes in the critical mode when switching from positive to negative Rossby
numbers observed in some real experiments. However, ignoring the Rossby wave processes
at work in varying depth containers, he misunderstood his numerical results.
As we demonstrated in this paper, all the geometrical effects are due to a fundamental
symmetry breaking in the Rossby wave propagation mechanism : depending on the sign
of Ro and β, the instability will develop on one side of the shear layer or the other.
This symmetry breaking happens with any geometry, without the need for abrupt changes
in the height of the container (even though this asymmetry will be magnified by such
discontinuities). Furthermore, the spherical shell setup is singular : when Ro < 0, the
Rossby wave instability cannot develop on either side of the shear layer, leading to the
singular results observed in this configuration. Within this framework, the recent results
of Hollerbach (2003) may be interpreted correctly.
What still remains unclear is the nature of the instability in that particular case
(spherical-shell and Ro < 0). Is it just a Rossby wave that needs much stronger for-
cing to grow, or another type of instability with significant 3D effects ? This is even more
annoying because this geometry is of geophysical interest for gaseous planets or planetary
interiors. It is also the geometry used in the sodium experiment presented by Cardin et al.
(2002), aimed at the study of induction processes in this type of flow, which are suspected
to be able to drive a dynamo. In addition, the non-linear and turbulent regimes have to be
investigated, by means of numerical calculations and quantitative velocity measurement in
experiments. It is clear that we need experiments at lower Ekman numbers, especially for
spherical shells.
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3.3.9 A simple model for the radial scaling
Approximations and assumptions
In figure 3.11abc the perturbation of the shear layer spreads across the whole volume
whereas in the flat container case (fig. 3.11d) or even the thermal convection case in a
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sphere (see Dormy et al., 2004), it is radially localized. In this section we derive a simple
heuristic model that predict all these properties outside the Stewartson shear layer.
To simplify our study, we make a few approximations :
– we neglect the curvature ;
– we drop the viscous dissipation term, but keep the Ekman friction ;
– we assume small forcing, ignoring the local vorticity term.
The curvature may be negligible if the scales involved are small enough. Looking at the
results from section 3.3.6, we expect the scales to shrink while lowering the Ekman number.
Thus, we replace the angular variable φ by y. Dropping the viscous term lowers the order
of the differential equation and makes it easier to handle. Numerical simulations with no
viscous term or an artificially weakened viscous term show that the structure stays very
similar. In addition, the threshold is expected to be only slightly affected in the asymptotic
regime. This is because the Ekman friction is also a dissipative term. Finally, we can neglect
the local vorticity term because in the linear stability case it is a higher order effect, as
shown in section 3.3.6. We end up with
∂ω
∂t
+Ro
(
U
∂ω
∂y
+ ur
∂Ω
∂r
)
= 2
〈
∂uz
∂z
〉
(3.29)
The expression of the Ekman friction involves several terms. We will only keep the vorticity
contribution, so that 〈
∂uz
∂z
〉
' βur − αE1/2ω (3.30)
where α is the geometrical factor for the Ekman friction term, and for a sphere α =
1/2(1− r2)−3/4 (see eq. C.12).
We now assume a perturbation of the form
Ψ(r, y, t) = ψ(r)ei(ky−ωt)
and we obtain
(−iω +RoUik + E1/2α)(k2 − ∂2
∂r2
)
ψ +
(
Ro
∂Ω
∂r
− 2β
)
ikψ = 0 (3.31)
In a more convenient form, we can write
∂2ψ
∂r2
= k2
1 + 1k
(
2β − Ro ∂Ω
∂r
)(
ω − RoUk − iE1/2α)
(ω − RoUk)2 + Eα2
ψ (3.32)
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Outer part, large β
In the outer part the basic state velocity profile U is vanishing, as well as
∂Ω
∂r
. This
simplifies the previously established relation 3.32 :
∂2ψ
∂r2
= k2
(
1 +
2β
k
ω − iE1/2α
ω2 + Eα2
)
ψ (3.33)
In the case of small Ekman number, Eα2 is negligible compared to ω2 ∼ E1/2, but we have
to keep the small imaginary part. We now set
γ = k
∣∣∣∣1 + 2βkω
∣∣∣∣1/2
If |2β|  1, we can rewrite 3.33 as
∂2ψ
∂r2
= −γ2
(
1− 2iβE
1/2α
kω2 + 2βω
)
ψ (3.34)
and the solution for constant α and β is of the form
ψ = exp
(
±γ βE
1/2α
kω2 + 2βω
r
)
exp(±iγr)
This implies a rapid oscillation of typical length scale γ
γ ∼ k
√
|2β| (3.35)
modulated by a slow exponential decay with typical length scale δ given by
δ ∼ γ−1E−1/2α−1ω (3.36)
Inside this envelope, the radial length scale γ−1 of the perturbation decreases when β
increases. It corresponds to the spiralling of the Rossby wave observed for variable β (see
fig. 3.11bc)
Using the scalings for the Stewartson layer instability k ∼ E−1/4 and ω ∼ E1/4, relation
3.36 leads to
δ ∼ (2 |β|)−1/2 α−1E0 (3.37)
which implies that the radial extension of the perturbation is independent of E. This is a
fundamental difference with the thermal convection case investigated by Yano (1992) and
Jones et al. (2000) where the scaling k ∼ E−1/3 and ω ∼ E1/3 implies
δ ∼ (2 |β|)−1/2 α−1E1/6 (3.38)
which corresponds to a slowly decaying radial extension when decreasing E.
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Inner part, small β
The inner part behaves exactly as the outer one, replacing ω by ω − RoUk. For a
spherical shell it corresponds to the small β case.
If |2β| < kω, we can rewrite 3.33 as
∂2ψ
∂r2
= γ2
(
1− 2iβE
1/2α
kω2 + 2βω
)
ψ (3.39)
which actually exchanges the length scale of the exponential decay and of the oscillation
compared to the outer region. The solution for constant α and β is then
ψ = exp(±γr) exp
(
∓iγ βE
1/2α
kω2 + 2βω
r
)
which is an exponential decay of characteristic length γ−1, inside which there are much
larger length scale oscillations, which cannot be detected.
For the Rossby wave, we have ω ∼ k−1, so that γ ∼ k, with a correction independent of
E. This shows that in the small β case the critical mode has a radial extension comparable
to its azimuthal scale.
3.3.10 Stability threshold data
E Roc mc ωc NR
10−5 4.017 10−2 5 9.886 10−2 300
−5.122 10−2 4 −3.495 10−2
10−6 9.505 10−3 10 5.428 10−2 400
−11.08 10−3 8 −2.060 10−2
10−7 2.326 10−3 18 2.689 10−2 600
−2.674 10−3 15 −0.999 10−2
10−8 6.314 10−4 33 1.388 10−3 800
−7.018 10−4 31 −6.446 10−3
10−9 1.821 10−4 63 7.505 10−3 1200
−1.938 10−4 61 −3.844 10−3
10−10 5.357 10−5 121 4.128 10−3 1500
−5.543 10−5 119 −2.317 10−3
Tab. 3.3 – Split-sphere stability threshold values for different Ekman numbers E. NR denotes
the number of radial grid points used for the calculation. These values where obtained by QG
numerical calculations with no-slip boundary conditions and including Ekman friction.
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E ns, ep ns, ep0 fs, ep0 ns, ep, dv0 ns, ep, vs0 ns, ep,×2
10−6 1.0 0.86 0.87 0.995 0.64 0.999
10−7 1.0 0.91 0.91 1.001 0.72 1.000
10−8 1.0 0.94 0.94 1.002 0.78 1.000
Tab. 3.4 – Boundary conditions and viscosity dependence. Comparison between Roc of different
numerical models for the split-sphere geometry. Values are the Roc obtained by a model divided
by the reference Roc (ns,ep) for Ro > 0 at a given Ekman number. The models are referenced by
ns and fs respectively for no-slip and free-slip boundary conditions, ep for the Ekman pumping,
dv for horizontal divergence and vs for bulk viscosity ; ×2 stands for calculation with doubled
number of radial grid points. A 0 denotes the absence of this feature.
E stable Ro unstable Ro
3.51 10−5 0.175 0.183
2.30 10−5 0.135 0.141
1.21 10−5 9.29 10−2 9.56 10−2
7.30 10−6 6.93 10−2 7.10 10−2
4.88 10−6 5.30 10−2 5.52 10−2
3.67 10−6 4.48 10−2 4.56 10−2
2.30 10−5 −0.302 −0.313
1.21 10−5 −0.232 −0.246
6.09 10−6 −0.165 −0.179
Tab. 3.5 – Stability threshold experimental data obtained for the spherical shell geometry, in
water (ν = 10−6 m2/s). See §3.3.7 for details about the experimental setup.
E stable Ro unstable Ro
2.23 10−5 10.1 10−2 11.1 10−2
1.19 10−5 7.53 10−2 8.06 10−2
7.30 10−6 5.61 10−2 5.94 10−2
4.88 10−6 4.86 10−2 5.08 10−2
3.68 10−6 4.17 10−2 4.33 10−2
3.04 10−6 3.72 10−2 3.99 10−2
2.38 10−5 −12.5 10−2 −15.0 10−2
1.23 10−5 −9.27 10−2 −9.53 10−2
9.21 10−6 −6.95 10−2 −7.14 10−2
6.70 10−6 −4.92 10−2 −5.20 10−2
4.91 10−6 −4.63 10−2 −4.93 10−2
3.68 10−6 −3.93 10−2 −4.00 10−2
Tab. 3.6 – Stability threshold experimental data obtained for the disks geometry, in water
(ν = 10−6 m2/s). See §3.3.7 for details about the experimental setup.
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3.4 Les instabilite´s de la couche de Stewartson
Les instabilite´s de la couche de Stewartson font l’objet de notre article (Schaeffer &
Cardin, 2005b). On y discute de leur structure spatiale et de leurs me´canismes (§3.3.5).
– Dans le cas d’un re´cipient plat, l’instabilite´ est de type Kelvin-Helmoltz, et se de´-
clenche lorsque le couche de Stewartson atteint un nombre de Reynolds critique.
– Dans le cas d’un re´cipient pentu (comme pour une sphe`re), l’instabilite´ doit vaincre
la contraite de Proudman-Taylor, et se de´veloppe alors sous forme d’une onde de
Rossby.
Nous avons montre´ que cette diffe´rence permet d’expliquer la plupart des phe´nome`nes
observe´s lors de la de´stabilisation de ces couches de cisaillement.
La figure 3.22 montre le mode instable au seuil pour la ge´ome´trie split-sphere (fig. 3.6).
Ro > 0 Ro < 0
a
d
b
c
a
d
b
c
Fig. 3.22 – Premier mode instable pour une couche de Stewartson a` Ek = 10−6 dans une sphe`re,
pour Ro positif et ne´gatif. Diffe´rentes quantite´s sont repre´sente´es dans les quartiers : uφ (a), ur
(b), ω (c),
∂Ω
∂r
(d).
On peut voir sur cette figure l’amplification de la vorticite´ dans le cas Ro > 0 par l’effet
β. On pourrait croire qu’elle devient infinie au bord (l’e´quateur), mais ce n’est pas le cas
comme le montre la figure 3.13.
En plus des donne´es sur le seuil (§3.3.10), nous avons e´galement re´alise´e une e´tude
pre´cise sur le seuil a` grand nombre d’Ekman (fig. 3.4), qui montre que la nature discre`te
du nombre d’onde se fait sentir, comme les calculs 3D de Hollerbach (2003) l’avaient de´ja`
montre´. Nous avons e´galement compare´ nos calculs quasi-ge´ostrophique aux calculs 3D de
Hollerbach (2003) et l’accord est bon (voir §3.3.7).
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Fig. 3.23 – Ondulations du seuil d’instabilite´ due a` la nature discre`te du nombre d’onde (ge´o-
me´trie split-sphere)
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3.5 E´tude expe´rimentale
3.5.1 Seuils d’instabilite´
Nous avons de´termine´ les seuils d’instabilite´s expe´rimentalement dans le cas des disques
et le cas de la coquille sphe´rique. Ils sont donne´s dans notre article (3.3.10). Le cas Ro < 0
pose proble`me : l’instabilite´ se de´veloppant a` l’inte´rieur, elle semble tre`s sensible aux bulles
qui apparaissent ine´vitablement a` cet endroit. Ainsi nous avons eu beaucoup de mal a`
de´terminer le seuil dans ce cas. De plus, des phe´nome`nes e´tranges apparaissent dans le cas
Ro < 0 (voir photos de l’annexe A.2.2)
3.5.2 Mesures Doppler
Nous avons re´alise´ quelques mesures de profils de vitesse Doppler (voir A.3). Cependant
la difficulte´ de faire des mesures longues et pre´cise dues a` la centrifugation rapide des
particules de pollen ne nous a pas encourage´ a` poursuivre dans cette voie. . .
On peut tout de meˆme remarquer sur ces profils la structure spirale´e attendue pour
une sphe`re (voir figures de la section A.3) a` l’exte´rieur des disques ou de la graine, et une
structure droite entre les disques (hauteur constante). La diffe´rence entre Ro > 0 et Ro < 0
est e´galement visible sur la figure A.3 : pour Ro < 0 les perturbations pe´ne`trent plus vers
le centre, et disparaissent rapidement a` l’exte´rieur des disques, tandis que pour Ro > 0 on
voit les instabilite´s envahir la re´gion externe. Comme l’inte´rieur entre les disques est plat,
dans les deux cas rien ne s’oppose vraiment a` l’e´tablissement de l’instabilite´ au centre.
C’est d’ailleurs un des proble`mes de cette configuration : c’est une ge´ome´trie hybride entre
fond plat et pentu ce qui complique beaucoup son e´tude.
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Chapitre 4
Vers la turbulence
quasi-ge´ostrophique
Dans ce chapitre, l’intensite´ du forc¸age de la couche de Stewartson est augmente´ loin
au-dessus du seuil, mais toujours pour des nombres de Rossby tre`s faibles. Quelques carac-
te´ristiques de ces e´coulements turbulents fortement domine´s par la force de Coriolis y sont
de´crites.
4.1 Turbulence, bidimensionalite´ et rotation
En turbulence 3D, homoge`ne et isotrope, on s’attend a` ce que dans la zone inertielle
(gamme d’e´chelles situe´es entre le forc¸age a` grande e´chelle et la dissipation a` petite e´chelle)
le spectre d’e´nergie cine´tique se comporte comme Eu ∼ k−5/3 avec k le nombre d’onde. C’est
le ce´le`bre spectre de Kolmogorov. D’autres re´sultats ont e´te´ obtenus sur la turbulence et
on pourra consulter le livre de Rieutord (1997) pour une introduction rapide ou a` celui de
Frisch (1995) ou de Lesieur (1990) pour plus de de´tails.
La turbulence 2D au sens strict (2 dimensions d’espace, 2 composantes de vitesse) a
e´te´ e´tudie´e par Kraichnan (1967). Une rapide revue est faite a` la fin du livre de Frisch
(1995). La principale diffe´rence avec la turbulence 3D est que le terme d’e´tirement de
vortex
−→
ω .
−→∇−→u disparaˆıt, ce qui implique que la vorticite´ est mate´riellement conserve´e le
long de la trajectoire d’une particule fluide (si on ne´glige la dissipation et le forc¸age).
Kraichnan (1967) propose que si on injecte de l’e´nergie a` une e´chelle donne´e `0, celle-ci va
peupler les grandes e´chelles. Le spectre d’e´nergie cine´tique dans ce cas est e´galement en
Eu ∼ k−5/3. Mais d’autres cas de figure peuvent eˆtre envisage´s, avec d’autres exposants
pour le spectre. De l’autre coˆte´ de l’e´chelle d’injection, c’est l’enstrophie qui cascade vers
les petites e´chelles, et la the´orie de Kraichnan (1967) pre´dit un spectre Eu ∼ k−3 (avec
une correction logarithmique), mais les simulations nume´riques montrent plutoˆt d’autres
comportements.
Mais cette turbulence 2D au sens strict n’existe pas (ou tre`s peu) dans la re´alite´, comme
en te´moigne le peu d’expe´riences sur le sujet. Dans un contexte ge´ophysique, nous avons vu
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que la contrainte de Proudman-Taylor (§1.2.2) impose la bidimensionalite´ a` l’e´coulement,
d’autant plus fortement que le nombre de Rossby est faible. Ainsi on peut introduire un
nombre de Rossby local
Ro` =
u(`)
`Ω
et le rayon de Rossby ` telle que Ro` = 1, en dessous de laquelle l’e´coulement ne sentira
plus l’effet de la rotation. `/u(`) est aussi connu comme le temps de retournement (d’un
vortex). Ainsi Ro` compare la pe´riode de rotation avec le temps de retournement. Si ce
dernier est plus petit que la premie`re, l’e´coulement sera peu sensible a` la force de Coriolis1.
Nous avons de´ja` mis en e´vidence au chapitre pre´ce´dent (§3.3.5) que la dynamique e´tait
profonde´ment diffe´rente selon la pente que pre´sente le re´cipient. En fait, l’effet β lie´ a` la
pente, re´-introduit un terme d’e´tirement de vortex, et c’est pourquoi la turbulence qu’on
peut obtenir dans des syste`mes comportant un effet β est diffe´rente de la turbulence 2D
au sens strict.
Rhines (1975) propose pour le cas de la turbulence influence´e par un effet β (pente) un
e´quilibre entre non-line´arite´s et terme en β (voir e´quation 2.15) donne ce qui se traduit par
l’apparition d’un nombre d’onde, dit de Rhines :
kβ =
√
β
2U
(4.1)
Ce nombre d’onde est une limite infe´rieure qui bloque la cascade inverse d’e´nergie. Remar-
quons que pour une sphe`re, β varie avec r, et on peu se demander quelle longueur va eˆtre
pertinente. Si cet e´quilibre est re´alise´ sur une gamme d’e´chelle, on obtient un spectre de la
forme2
Eu ∼ 4β2 k−5 (4.2)
Danilov & Gurarie (2004) font une revue de´taille´e de la turbulence en pre´sence d’effet β,
dont nous donnons ici seulement quelques e´le´ments. Les spectres en k−5 qui sont longtemps
reste´s inobserve´s, sont maintenant mis en e´vidence. Galperin et al. (2001) montrent un
comportement en n−5 pour les e´coulements zonaux des plane`tes ge´antes (n est le degre´
d’harmonique sphe´rique). Un travail expe´rimental important a e´te´ re´alise´ par Baroud et al.
(2002). Ils pre´sentent des re´sultats expe´rimentaux de turbulence en rotation, et notamment
des analyses statistiques, sur de longues se´ries temporelles de film chaud.
4.2 Re´sultats nume´riques
Notre code nume´rique quasi-ge´ostrophique, utilise´ pour de´terminer les instabilite´s de la
couche de Stewartson permet d’e´tudier e´galement le re´gime fortement non-line´aire. En effet,
la prise en compte du frottement d’Ekman assure la dissipation de l’e´nergie aux grandes
e´chelles, et la prise en compte de la pente du re´cipient dans l’e´quation de conservation de
1Ainsi le lavabo ou la baignoire qui se vide n’est absolument pas sensible a` cet effet
2Pour un spectre E(k) ∼ k−α, l’amplitude des vitesses u(k) peut eˆtre estime´e par u(k) ∼√kE(k).
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la masse permet de simuler ces grandes e´chelles de manie`re plus re´aliste. L’imple´mentation
nume´rique est aborde´e dans l’annexe B.1.
Tous les calculs pre´sente´s ici ont e´te´ re´alise´s dans la ge´ome´trie split-sphere (fig. 3.6).
La table 4.1 montre les re´gimes extreˆmes atteints avec le code nume´rique pour diffe´rents
nombres d’Ekman. Pour des forc¸ages (Ro) plus importants, nous n’avons pas retenu les
re´sultats car le spectre semblait mal re´solu, ou, tout simplement, le code finissait par
exploser (NaN).
id Ek NR mmax dtU Ro Ro /Roc Re rms kβ
e6+ 10−6 400 64 0.1 0.04 4.2 1.85 103 6
e6− 10−6 400 64 0.1 −0.08 7.3 1.85 103 4
e7+ 10−7 500 170 0.05 0.015 6.5 7 103 9
e8+ 10−8 600 170 0.01 0.02 31.7 60 103 8
e8− 10−8 600 170 0.05 −0.02 28.5 40 103 7
Tab. 4.1 – Les calculs les plus extreˆmes pour diffe´rents nombres d’Ekman. Le nombre de Rey-
nolds Re rms est ici calcule´ a` partir des vitesses rms non-zonales. Le calcul de kβ est donne´ par
l’expression (B.6).
Ainsi, on remarque que notre code semble eˆtre limite´ par Ro ∼ 0.1 plutoˆt que par
Ro /Roc. Nous parvenons ainsi a` atteindre des nombre de Reynolds (rms) tre`s grands :
6 104, pour un forc¸age correspondant a` Re = Ro /Ek = 2 106.
4.2.1 Saturation
L’ensemble des calculs non-line´aires a e´te´ utilise´ pour e´tudier comment l’e´nergie sature
au-dessus du seuil. Les re´sultats sont repre´sente´s sur la figure 4.1.
L’e´nergie axisyme´trique comprend la couche de Stewartson. Elle semble de´pendre assez
peu du nombre d’Ekman, et du signe de la rotation diffe´rentielle. Une couche de cisaillement
qui garderait la meˆme forme verrait son e´nergie e´voluer comme Ro2 ; au lieu de c¸a on observe
Ro1.8, qui te´moigne de l’e´largissement de la couche. Ce qui est plus inte´ressant c’est que le
comportement de l’e´nergie semble peu de´pendre du nombre d’Ekman.
Pour l’e´nergie non-axisyme´trique c’est plus complique´. Pour Ro > 0 on observe une
e´volution de l’e´nergie proche de Ro2.8 sur toute la gamme e´tudie´e, sans grande influence
du nombre d’Ekman. Cette courbe d’e´nergie va croiser la courbe d’e´nergie axisyme´trique
vers Ro ∼ 1.
Par contre, pour Ro < 0 les choses sont moins claires et on manque de points, mais il
semble que le comportement soit diffe´rent.
4.2.2 E´volution de la couche de Stewartson
On a repre´sente´ sur la figure 4.2 l’e´volution de l’e´coulement axisyme´trique pour dif-
fe´rents forc¸age a` Ek = 10−6. La table 4.2 donne les largeurs des couches de cisaillement
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Fig. 4.1 – Energies en fonction du nombre de Rossby pour des e´coulements loin du seuil. RedSpot
de´signe un re´gime quasi-stationnaire (voir §4.2.4).
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Fig. 4.2 – Couche de Stewartson (e´coulement axisyme´trique Ω = U/s) pour Ek = 10−6 et
diffe´rents forc¸age : Ro = 0 (cas line´aire), Ro = −0.02,−0.04,−0.08 et Ro = 0.02, 0.04. A` gauche
on a repre´sente´ les profils de vitesse angulaires normalise´s Ω/Ro, et a` droite la diffe´rences entre
ces profils et le profil line´aire (Ro = 0).
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Ek = 10−6
Ro 0 0.02 0.03 0.04 −0.02 −0.04 −0.06 −0.08
∆Ek−1/4 1.002 1.08 1.23 1.52 1.04 1.52 1.83 2.06
Ek = 10−8
Ro 0 0.005 0.02 −0.005 −0.02
∆Ek−1/4 0.957 1.4 2.8 2.43 3.8
Tab. 4.2 – Largeurs de la couche de Stewartson calcule´es par la formule B.7 et normalise´ par
Ek1/4, pour diffe´rents Ro et Ek.
axisyme´triques calcule´es par la formule B.7. Il faut garder a` l’esprit que cette formule est
valable pour une couche de cisaillement simple et exponentielle, ce qui n’est pas toujours
le cas, comme le montre les profils visibles sur les figures 4.2 et 4.3. C’est donc une mesure
quantitative mais qui ne peut pas remplacer un examen direct du profil.
On remarque plusieurs choses :
– La couche de cisaillement s’e´largit lorsque |Ro| augmente
– Au centre, de la vorticite´ positive s’accumule et s’ajoute au profil de base, inde´pen-
damment du signe de Ro. Ce n’est pas l’effet des instabilite´s, mais plutoˆt des non-
line´arite´s axisyme´triques (courbure), puisqu’on observe cet effet avant l’apparition
des instabilite´s (non-repre´sente´ ici).
– Pour Ro > 0 on observe des ondulations pour r > 0.5, qui sont des jets progrades
dues aux interactions non-line´aires des “bras spirales”. Elles sont aussi pre´sentes pour
Ro < 0, progrades e´galement, mais beaucoup plus atte´nue´es. Le fait que ces jets
soient progrades provient du sens de spiralisation, identique pour Ro > 0 et Ro < 0.
4.2.3 Images
Les plus grands nombres de Reynolds sont atteints pour Ek = 10−8 et Ro = ±0.02. Nous
avons repre´sente´ le champ de vorticite´ dans le plan de l’e´quateur pour ces deux e´coulement
sur la figure 4.3. Pour chaque re´gime, c’est une photo instantane´e de la vorticite´ qui est
montre´e, avec ou sans l’e´coulement zonal (c’est-a`-dire axisyme´trique).
On constate de profondes diffe´rences entre les cas Ro > 0 et Ro < 0 comme c’e´tait
de´ja` le cas pour le mode marginalement stable (fig. 3.22). Dans les deux cas, on observe de
fins filaments de vorticite´, produits au niveau du cisaillement, et une amplification de la
vorticite´ pre`s des bords externes (e´quateur), qui sont en fait les couches limites visqueuses
observe´es dans les calculs 3D. Le cas e8+ semble plus chahute´ que le cas e8−, ce qui est en
accord avec les nombres de Reynolds rms affiche´s par la table 4.1.
Le profil de vitesse angulaire semble e´galement montrer qu’une structure prograde axi-
syme´trique apparaˆıt dans les deux cas au centre.
Pour Ro < 0, le mode m = 5 domine clairement, et constitue l’e´chelle d’injection
d’e´nergie, qui est voisine de l’e´chelle de Rhines kβ, calcule´e comme dans l’annexe B.1.7.
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Fig. 4.3 – Les cartes de vorticite´ (non-zonale a` gauche, totale a` droite) pour E = 10−8 et
Ro = 0.02 (en haut) et Ro = −0.02 (en bas). La re´solution spatiale est NR=600 et Mmax=170
(cas e8+ et e8−). Le profil de vitesse angulaire est repre´sente´ par un trait noir. Il est normalise´
par 2Ro
4.2.4 Bifurcations
Lorsqu’on augmente le forc¸age (Ro) au-dela` du seuil, on observe des changements de
comportements (bifurcations). Prenons l’exemple de Ek = 10−6, et augmentons progressi-
vement Ro > 0 au dessus du seuil. Tout d’abord, l’e´nergie augmente avec Ro et se stabilise
a` une valeur bien de´finie. Le nombre d’onde azimutal m qui domine l’e´coulement de´croˆıt
avec Ro. C’est le re´gime faiblement non-line´aire (Roc < Ro < 0.02). Le fait que la taille
des structure augmente correspond a` la coalescence des tourbillons, une caracte´ristique de
la turbulence 2D (Sommeria et al., 1988; Robert & Sommeria, 1991).
Ensuite, d’une simple onde de Rossby de´rivant avec le temps et ayant une e´nergie
constante, on passe a` des re´gimes ou` l’e´nergie cine´tique oscille re´gulie`rement (re´gime quasi-
pe´riodique). Encore plus loin du seuil, l’e´volution de l’e´nergie en fonction du temps devient
impre´visible, et on peut parler alors de re´gime chaotique (Ro ∼ 0.03). Et puis, curieuse-
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ment, pour des tre`s forts forc¸ages (Ro = 0.04 par exemple) on retrouve un e´coulement dont
l’e´nergie varie tre`s peu au cours du temps, avec des modes dominants de l’ordre de quelques
unite´s (m = 1 dans le cas e6+, Ek = 10−6, Ro = 0.04). Ces e´coulements pre´sentant un
spectre tre`s e´tale´ mais montrant une grande stabilite´ ne sont pas sans rappeler la tache
rouge de Jupiter. C’est pourquoi on parlera de re´gime Tache rouge.
4.2.5 Re´gime “Tache Rouge”
Dans une gamme e´troite de parame`tres, nous avons observe´ la mise en place d’un re´gime
turbulent dont l’e´nergie et la topologie sont stationnaires. Ainsi, le mode m = 1 domine
l’e´coulement, faisant apparaˆıtre un tourbillon unique qui rappelle les caracte´ristiques de
la tache rouge de Jupiter (fig. 4.4) qui existe depuis aussi longtemps que les observations
de Jupiter ont commence´ : depuis les anne´es 1660, avec Hooke et Cassini. Bien que la
pertinence de nos calculs pour le tache rouge de Jupiter ne soit pas e´tablie, il est inte´ressant
de mentionner cette ressemblance, d’autant plus que Yano et al. (2003) e´tudient les vents
zonaux des plane`tes ge´antes a` l’aide d’un mode`le quasi-ge´ostrophique.
Fig. 4.4 – Vue de Jupiter montrant la grande tache rouge.
La figure 4.5 montre ce re´gime : l’e´coulement ne ressemble pas vraiment a` un e´coulement
turbulent, bien que le spectre (fig. 4.6) soit tre`s e´tendu. En effet, sa raideur Eu ∼ m−5 fait
que les petites e´chelles sont rapidement insignifiantes. Le mode m = 1 qui constitue la
tache rouge a une vitesse de phase c = 0.032, a` comparer avec Ro = 0.04. Il est donc
difficile de trancher entre advection ou propagation.
4.2.6 Spectres
Quelques spectres de turbulence quasi-ge´ostrophique re´sultant de nos calculs nume´-
riques sont repre´sente´s sur la figure 4.6. Ce sont des spectres spatiaux instantane´s (non-
90 CHAPITRE 4. VERS LA TURBULENCE QG
Fig. 4.5 – Cartes de vorticite´ non-axisyme´trique a` gauche et totale a` droite, pour Ek = 10−6,
Ro = 0.04 (calcul e6+).
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Fig. 4.6 – Spectres d’e´nergie instantane´s pour diffe´rents parame`tres. Le de´tail des parame`tres
est donne´e par la table 4.1.
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Fig. 4.7 – Spectres azimutaux turbulents moyenne´s sur les rayons, instantane´s et moyenne´s dans
le temps pour Ek = 10−8, Ro = ±0.02.
moyenne´s dans le temps) moyenne´s sur tous les rayons. On remarque que le re´gime tache
rouge est tre`s re´gulier, et les autres (instationnaires) sont plus chahute´s, mais tous pre´-
sentent une gamme ou` Eu = Cβm
−5 est une bonne approximation, et il semble meˆme
que toutes les courbes tendent vers une constante unique Cβ ∼ 1.5 10−4 (a` un facteur 3
pre`s). On peut supposer que l’e´chelle d’injection de l’e´nergie est la “bosse” pre´sente vers les
grandes e´chelles. Le comportement en m−5 pour les e´chelles plus petites que l’e´chelle d’in-
jection semble eˆtre une caracte´ristique tre`s robuste. De l’autre coˆte´ de l’e´chelle d’injection,
une cascade inverse vers les grandes e´chelles permet a` l’e´nergie d’eˆtre dissipe´e de manie`re
efficace par frottement d’Ekman.
La figure 4.7 montre les spectres spatiaux instantane´s et moyenne´s, pour les cas e8+ et
e8−. On y retrouve toujours un re´gime important ou` EU ∼ m−5. Un rapide coup d’œil a`
la structure spatiale de nos e´coulements (fig. 4.3) suffit pour remarquer la forte inhomoge´-
ne´ite´ de l’e´coulement, et les densite´s spectrales d’e´nergie en fonction du rayon (fig. 4.8) le
montrent e´galement.
D’autres travaux ont mis en e´vidence des spectres aussi raides, mais dans des situations
diffe´rentes. Galperin et al. (2001) observe, pour une coquille sphe´rique mince (atmosphe`re),
des spectres Eu ∼ n−5, ou` n est le degre´ de l’harmonique sphe´rique. Il en va de meˆme pour
l’atmosphe`re des plane`tes ge´antes. Les situations e´tudie´es dans tous ces travaux semblent
eˆtre toutes diffe´rentes, et Danilov & Gurarie (2004) met en e´vidence l’importance des
mouvements zonaux et du frottement d’Ekman.
Nous avons e´galement accumule´ des donne´es de type “fil chaud”. Seule une se´rie est
suffisamment longue pour permettre une analyse spectrale correcte. La figure 4.9 montre
ces spectres temporels. Les statistiques d’ordre supe´rieur ne sont pas significatives. La zone
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Fig. 4.8 – Moyenne temporelle de la densite´ spectrale d’e´nergie en fonction du rayon pour
Ek = 10−8, Ro = 0.02 (e8+, en haut) et Ro = −0.02 (e8−, en bas).
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Fig. 4.9 – Spectres temporels d’e´nergie cine´tique pour E = 10−8 et Ro = −0.02 (e8−) a` plusieurs
rayons, moyenne´s sur 301 feneˆtres temporelles. f est la pulsation adimensionne´e par Ω.
en f−5 est beaucoup moins visible sur ces spectres temporels que sur les spectres spatiaux.
Pourtant l’hypothe`se de Taylor de la turbulence gele´e et advecte´e semble valable : les
vitesses zonales de l’ordre de Ro sont bien supe´rieures aux fluctuations (voir fig. 4.10).
Sur les spectres de fil chaud, on peut aussi voir une se´rie de pics qui ne correspondent
pas a` des harmoniques simples. Cependant, comme β varie, c¸a ne suffit pas pour rejeter
l’hypothe`se des ondes de Rossby.
Si les donne´es temporelles ne suffisent pas pour faire une e´tude statistique pousse´e, nous
pouvons tout de meˆme calculer le second moment des vitesses radiales et azimutales en plu-
sieurs points. Les re´sultats reporte´s sur la figure 4.10 permettent de quantifier l’anisotropie
de la turbulence.
On remarque la forte anisotropie, et toujours la forte inhomoge´ne´ite´. L’effet β est fort,
puisque les fluctuations de vitesse radiale sont beaucoup plus faibles que les fluctuations
de vitesse azimutales au meˆme point, et ce d’autant plus que l’on s’approche de l’e´quateur
(r = 1) ou` β devient tre`s grand. Pour r = 0.1 ou` β est faible, on constate une quasi-isotropie.
La diffe´rence entre Ro > 0 et Ro < 0 est conside´rable : les deux courbes n’ont rien a` voir.
Ces diffe´rences ressemblent fort aux diffe´rences entre les modes instables pour Ro > 0 et
Ro < 0 (voir 3.22), et poussent a` penser que nous sommes toujours en pre´sence d’ondes
de Rossby. Les oscillations radiales pour Ro > 0 dans les amplitudes des fluctuations de la
vitesse azimutale restent cependant incomprises.
4.2.7 Une turbulence d’ondes de Rossby ?
Les spectres en m−5 comme les cartes spatiales montrant des structures spirale´es (fig.
4.3) sugge`rent une turbulence forme´e d’ondes de Rossby. Pour essayer de trancher, nous
avons calcule´ la vitesse de phase c du mode de Fourier dominantmd. Avant de nous pencher
sur les re´sultats, il faut bien comprendre ce que l’on mesure par la vitesse angulaire de
phase c (voir §B.1.7 pour le de´tail nume´rique). La mesure est faite dans le re´fe´rentiel
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Fig. 4.10 – Second moment des vitesses en fonction du rayon, montrant l’anisotropie de la
turbulence. La ligne pointille´e indique le rayon de coupure r = 0.35.
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lie´ a` l’enveloppe externe (tournant a` Ω, voir fig. 3.6). Comme on a un e´coulement zonal
axisyme´trique fort (la couche de Stewartson), toutes les structures sont advecte´es. Ainsi
c 6= 0 ne signifie pas force´ment qu’une onde se propage. A` l’inverse, c = 0 signifie qu’on est
en pre´sence d’une onde qui se propage en compensant l’advection de manie`re a` paraˆıtre
stationnaire dans le repe`re de mesure. De plus, si c est une constante inde´pendante du
rayon, cela signifie que la vitesse de phase de´pend du rayon de telle sorte que la propagation
compense exactement les effets de l’advection la` ou` il y en a. C’est ce dernier cas qu’on
observe au seuil, ou` la spiralisation des ondes de Rossby permet d’ajuster la phase de
l’onde. (voir §3.4 et §3.3).
id e6+ e6− e7+ e8+ e8−
Ro 0.04 −0.08 0.015 0.02 −0.02
r 0.44 0.44 0.40 0.38 0.38
md 1 3 2 2 5
c(r) 0.032 −0.013 0.012 0.02 −0.003
Ω(r) 5.8 10−4 −0.0026 3.6 10−5 0.0014 −0.0037
Tab. 4.3 – Vitesse (angulaire) de phase c du mode dominant md dans les calculs de turbulence,
a` un rayon r fixe´.
La table 4.3 donne les vitesses de phase mesure´es dans les calculs de turbulence. Pour
Ro > 0, il est clair que les vitesses de phases c sont supe´rieures a` l’advection locale Ω(r).
La situation est moins claire pour Ro < 0 mais il semblerait qu’on ait e´galement une onde
prograde qui se propage donc a` contre-sens de l’advection (cas e6−). On peut retenir que
les vitesses de phase c sont infe´rieures a` Ro tout en restant du meˆme ordre.
4.2.8 Dissipation
De´finitions
Pour e´valuer la dissipation dans les couches d’Ekman et la dissipation visqueuse dans le
volume inte´rieur, on se´pare l’e´coulement en la partie motrice m = 0 et la partie dissipative
m > 0. Cette se´paration n’est pas exacte, car il y a des composantes m = 0 issues des
interactions non-line´aires, et qui ne sont pas motrices.
La dissipation visqueuse est relie´e a` l’enstrophie 〈ω2〉 :
Dν = Ek
∫
V
〈
ω2
〉
dV ∼ Ek 〈ω2〉
La dissipation par frottement d’Ekman est lie´e au gradient de vitesse dans la couche
d’Ekman d’e´paisseur δEk =
√
2Ek /L (voir eq. 1.7). La dissipation volumique dans la
couche peut eˆtre estime´e par
DEk = Ek
(−→
n ∧−→u )2
δ2Ek
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Pour inte´grer cette quantite´ sur tout le volume de la couche d’Ekman, on multiplie par
δEk puis par l’e´le´ment de surface correspondant a` une inte´gration selon r, c’est-a`-dire dS =
2pirdr/ cos θ = 2pir/L(r)dr. Et donc par l’ensemble on obtient :
DEk =
√
2Ek
∫ 1
0
L−1/2
(
u2φ + L
−2u2s
)
rdφdr ∼ Ek1/2 〈u2〉
Le rapport des dissipations permet d’e´valuer laquelle est la plus importante
Dν
DEk
∼ Ek1/2 〈ω
2〉
〈u2〉 ∼ Ek
1/2m2
Ainsi
– m < Ek−1/4, c’est le frottement aux parois qui domine la dissipation
– m > Ek−1/4, c’est les effets visqueux en volume qui dominent
On retrouve ici l’e´quilibre qui a donne´ la taille de la couche de Stewartson. Ainsi, au seuil,
la dissipation visqueuse dans le volume et le frottement d’Ekman aux parois sont du meˆme
ordre de grandeur.
Re´sultats
Les dissipations et les e´nergies pour les calculs pre´sente´s dans la table 4.1 sont donne´s
dans la table 4.4. L’annexe B.1.7 de´taille le calcul de ces grandeurs.
id E0U Eu D
0
ν D
0
Ek Dν DEk
e6+ 3.8 10−5 3.4 10−6 3.6 10−9 6.0 10−9 1.7 10−9 2.4 10−9
e6− 1.8 10−4 3.4 10−6 1.6 10−8 2.2 10−8 1.3 10−9 1.9 10−9
e7+ 5.7 10−6 4.9 10−7 7.2 10−11 2.6 10−10 9.3 10−11 1.2 10−10
e8+ 1.1 10−5 3.8 10−7 1.2 10−11 1.4 10−10 2.2 10−11 3.0 10−11
e8− 1.5 10−5 1.4 10−7 1.9 10−11 7.4 10−11 2.3 10−12 8.0 10−12
Tab. 4.4 – E´nergies et dissipations pour les calculs de turbulence. Les parame`tres des diffe´rents
calculs sont donne´s par la table 4.1. E0U est l’e´nergie zonale (m = 0), Eu est l’e´nergie non-zonale
(m 6= 0), DEk est la dissipation due au frottement d’Ekman et Dν la dissipation due a` la viscosite´
dans le volume. L’exposant 0 signifiant une grandeur zonale, et son absence une grandeur non-
zonale. Toutes ces grandeurs sont moyenne´es dans le temps et on trouvera leurs de´finition a`
l’annexe B.1.7.
C’est toujours la dissipation par frottement d’Ekman qui domine sur la dissipation
visqueuse, axisyme´trique ou non. La dissipation par frottement d’Ekman non-zonal est
d’ailleurs tre`s importante et c’est bien sa prise en compte par notre mode`le qui nous
permet d’atteindre ces re´gimes tre`s turbulents (plusieurs dizaines de fois critiques).
On remarque que pour Ro > 0, la dissipation visqueuse m 6= 0 est nettement plus
e´leve´e (comparaison e8+ et e8−) : c’est sans-doute que plus d’e´nergie est dissipe´e dans les
couches limites e´quatoriales (ou` la vorticite´ est forte, voir fig. 4.3).
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4.3 Re´sume´ et discussion
Graˆce a` la prise en compte du frottement d’Ekman et de la conservation de la masse,
nous parvenons a` un re´gime tre`s turbulent (Re rms > 10
4) dans nos simulations nume´riques
a` tre`s faibles Ro et Ek. La turbulence observe´e est fortement anisotrope et inhomoge`ne ; le
spectre des vitesses semble s’organiser comme Eu ∼ m−5 de manie`re syste´matique pour des
nombres d’ondes supe´rieurs a` ceux correspondant a` l’injection de l’e´nergie, et ceci quel que
soit le signe de Ro. Ce type de spectre sugge`re une turbulence d’ondes de Rossby, vision
qui semble cohe´rente avec tous les phe´nome`nes observe´s. La pente du re´cipient joue donc
un roˆle pre´ponde´rant dans cette turbulence via un effet β omnipre´sent.
La figure 4.11 re´sume la phe´nome´nologie de cette turbulence. La forte influence de la
rotation empeˆche la cascade d’e´nergie vers les petites e´chelles ou` elle pourrait eˆtre dissipe´e.
Au lieu de c¸a, l’e´nergie envahit les grandes e´chelles et elle y est dissipe´e par frottement
d’Ekman. Vers les petites e´chelles, seules quelques ondes de Rossby (sans doute excite´es de
la meˆme manie`re que le sont les instabilite´s primaires de cisaillement, voir §3.3.5) atteignent
les e´chelles les plus petites.
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Fig. 4.11 – Un spectre typique (cas e8−) sur lequel on a rajoute´ un peu de phe´nome´nologie,
pour re´sumer le comportement des e´coulements turbulents observe´s.
La turbulence quasi-ge´ostrophique est un sujet tre`s riche ou` beaucoup de questions res-
tent actuellement sans re´ponse, et notre code nume´rique pourrait permettre d’e´tudier plus
en profondeur ces phe´nome`nes de turbulence a` faibles Ro et Ek, apre`s une confrontation
avec les expe´riences de Baroud et al. (2002), qui permettrait de le valider ou pas.
En effet, nous avons montre´ que notre code nume´rique quasi-ge´ostrophique peut per-
mettre d’atteindre des re´gimes turbulents pour des fluides en rotation rapide, mais la
question de la validite´ de cette approche est e´videmment cruciale. On peut de´ja` se faire
une ide´e a` ce propos en comparant les figures A.3a et A.5 : on a un accord qualitatif entre
expe´riences et calcul nume´rique, mais le quantitatif fait de´faut.
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Baroud et al. (2002) conside`rent leur e´coulement expe´rimental comme e´tant quasi-
bidimensionnel pour des nombres de Rossby Ro ∼ 0.1, en s’appuyant sur des corre´lations
entre deux sondes situe´es a` la verticale l’une de l’autre. Nos expe´riences montrent e´galement
que visuellement, l’e´coulement reste bidimensionnel jusqu’a` Ro ∼ 0.2. Les re´gimes explore´s
satisfont ces conditions.
La singularite´ e´quatoriale dans la sphe`re pose e´galement des questions. Comme nous
l’avons mentionne´ dans Schaeffer & Cardin (2005b), dans le cas des instabilite´s, l’effet
peut eˆtre ne´glige´. Cependant, la vorticite´ (e´quivalent a` un nombre de Rossby local) vers
l’e´quateur devient souvent tre`s grande, sans qu’il faille force´ment y attacher une re´alite´
physique. Le mode`le n’est plus valable lorsqu’on est proche de l’e´quateur (voir §2.5 et
§C.2.3). C’est ce qui a amene´ Yano et al. (2003) a tronquer ces calculs quasi-ge´ostrophiques
dans la zone e´quatoriale.
Un autre effet qui pourrait briser la bidimensionalite´ est le temps de propagation de
la colonne de Taylor sur toute la hauteur du re´cipient. La vitesse de groupe des ondes
inertielles (voir §1.2.4) vg ∼ Ω/k diminue lorsque k augmente. Ainsi le temps mis par la
colonne de Taylor pour se propager dans tout le domaine est t = R/vg ∼ kR/Ω. Il faudrait
alors comparer ce temps de propagation a` un temps caracte´ristique du cisaillement vertical,
seul cisaillement qui pourrait s’opposer a` la propagation de la colonne de Taylor. Ce temps
n’est pas disponible dans notre mode`le car il n’y a pas de cisaillement vertical : toute la
colonne de fluide est advecte´e en bloc. La question reste donc ouverte, et ce temps semble
devoir jouer un roˆle important.
Chapitre 5
Instabilite´ Magne´tique : L’effet
dynamo
Le seuil de l’action dynamo pour les e´coulements e´tudie´s pre´ce´demment est de´termine´,
dans une gamme de parame`tres proche des me´taux liquides et du noyau terrestre. Les
me´canismes mis en jeu sont de´crits.
Olson et al. (1999) montrent que dans certains cas, les simulations nume´riques de la
ge´odynamo pre´sentent des re´gimes “en colonnes”, et que l’e´coulement est syme´trique par
rapport a` l’e´quateur. Il y a e´galement une de´rive de ces colonnes qui n’est pas lie´e a`
l’advection, mais plutoˆt une propagation d’onde. L’he´licite´ est ne´gative dans l’he´misphe`re
nord, et positive dans l’he´misphe`re sud.
Une grande partie des re´sultats pre´sente´s dans ce chapitre a fait l’objet d’un article
(Schaeffer & Cardin, 2005a), reproduit au §5.3, et qui est aussi disponible en ligne :
http://hal.ccsd.cnrs.fr/ccsd-00003095
Apre`s une partie (§5.1) de´veloppant les concepts de cette approche, un rapide re´sume´
de l’article (§5.2) suivi de ce dernier (§5.3), nous nous pencherons plus attentivement sur
les me´canismes mis en jeu dans nos dynamos (§5.5).
Dans tout ce qui suit, nous travaillons avec deux syste`mes de coordonne´es ayant la meˆme
origine. Ainsi au repe`re cylindrique (
−→
es ,
−→
eφ ,
−→
ez ) s’ajoute le repe`re sphe´rique (
−→
er ,
−→
eθ ,
−→
eφ). r
est le rayon sphe´rique qui mesure la distance au centre, tandis que s est le rayon cylindrique
qui mesure la distance a` l’axe de rotation. Les coordonne´es naturelles pour le champ de
vitesse sont (s, φ, z) et celles du champ magne´tique (r, θ, φ).
5.1 Le concept de dynamo hybride
Ces dernie`res anne´es on a pu voir de nombreuses expe´riences (Gailitis et al., 2001; Stie-
glitz & Mu¨ller, 2001; Cardin & Brito, 2004) et calculs nume´riques (Glatzmaier & Roberts,
1995; Kageyama & Sato, 1997; Kuang & Bloxham, 1997; Christensen et al., 1999) dont le
but e´tait d’e´tudier l’auto-induction de champ magne´tique, dans des contextes a` pertinence
plus ou moins ge´ophysiques. Si les simulations nume´riques de la ge´odynamo ont re´ussi a`
99
100 CHAPITRE 5. INSTABILITE´ MAGNE´TIQUE : L’EFFET DYNAMO
reproduire des champs magne´tiques proches de celui de la Terre, dont certains pre´sentent
meˆme des inversions de polarite´, elles utilisent des parame`tres tre`s e´loigne´s de la re´alite´, a`
cause des limitations des ordinateurs. Ainsi le nombre de Prandtl magne´tique est souvent
de l’ordre de l’unite´, et toujours supe´rieur a` 0.1 tandis qu’il serait de 10−5 dans les me´taux
liquides, y compris aux conditions qui re`gnent dans le noyau (Poirier, 1994). Mais pour
obtenir une dynamo avec de tels nombres de Prandtl magne´tique, il faut que l’e´coulement
atteigne des hauts nombres de Reynolds, ce qui implique l’apparition de turbulence et donc
d’une large gamme d’e´chelles spatiales, qui va ne´cessiter des moyens informatiques qui sont
hors de porte´e pour encore un bon moment.
Pour atteindre des re´gimes plus re´alistes, nous avons voulu tirer parti des syme´tries du
proble`me afin d’alle´ger les calculs. En effet, la rotation forte tend a` aligner les structures
selon l’axe de rotation, ce qui peut permettre l’utilisation d’un mode`le quasi-ge´ostrophique.
De plus, avec une diffusivite´ magne´tique tre`s e´leve´e (Pm petit), on peut s’attendre a` ce
que les e´chelles de temps et d’espace du champ magne´tique soient principalement grandes
tandis que le champ de vitesse peut aussi se de´velopper aux petites e´chelles spatiales et
temporelles.
5.1.1 Se´paration d’e´chelle
Le champ magne´tique n’e´tant pas soumis a` une bidimensionnalisation, nous devons le
re´soudre comple`tement, sur une grille 3D. Cependant, il semble raisonnable de penser que
pour Pm  1, l’e´chelle de coupure pour le champ magne´tique est plus grande que pour
le champ de vitesse. Ce type d’approche a de´ja` permis a` Ponty et al. (2004) de calculer
des dynamos cine´matiques pour Pm petit en ne calculant que les grandes e´chelles de la
turbulence par un code LES1.
Conside´rons que les principales interactions non-line´aires sont locales (interaction a`
meˆme vecteur d’onde). On peut alors de´finir l’e´chelle de coupure `u du champ de vitesse
telle que le nombre de Reynolds local soit d’ordre 1 :
Re(`u) =
u(`u).`u
ν
= 1
De meˆme, l’e´chelle de coupure du champ magne´tique `B est de´finie telle que le nombre de
Reynolds magne´tique local soit d’ordre 1 :
Rm(`B) =
u(`B).`B
η
= 1
Le champ magne´tique aux e´chelles plus petites que `B est force´ par le champ de vitesse,
mais le temps caracte´ristique de diffusion en dessous de cette e´chelle `2B/η est infe´rieur au
temps de retournement `B/u(`B), de sorte que le champ magne´tique est en e´quilibre avec
le forc¸age et peut eˆtre e´value´ explicitement (voir §C.5).
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Avec un spectre d’e´nergie cine´tique E(k) ∼ k−α, on peut estimer u(`u) ∼ `
α−1
2
u . En
substituant cette expression dans le rapport des e´chelles obtenues ci-dessus, on trouve
`u
`B
∼ Pm 2α+1 (5.1)
Ainsi, pour un spectre de Kolmogorov E(k) ∼ k−5/3, on a `/L ∼ Pm3/4 ' 10−4 pour
des me´taux liquides. Et pour un spectre tre`s raide E(k) ∼ k−5 qu’on peut observer en
turbulence en rotation, on a encore `/L ∼ Pm1/3 ' 10−2 pour ces meˆmes me´taux liquides.
Nous avons donc montre´ que pour des Pm suffisamment petits, le champ magne´tique
e´volue a` des e´chelles bien plus grandes que l’e´chelle de coupure visqueuse. Dans les me´taux
liquides, Pm ∼ 10−5, et donc le champ magne´tique vivra a` des e´chelles au moins 100 fois
plus grandes que l’e´chelle de coupure visqueuse.
En conse´quence, dans nos simulations nume´riques, nous pouvons limiter le calcul du
champ magne´tique aux grandes e´chelles et ne pas re´soudre les plus petites e´chelles, ce qui
permet de re´duire conside´rablement le temps de calcul.
5.1.2 Dipoles et quadrupoles
Notre champ de vitesse quasi-ge´ostrophique posse`de une syme´trie par rapport au plan
de l’e´quateur :
us(s,−z, φ) = us(s, z, φ)
uφ(s,−z, φ) = uφ(s, z, φ)
uz(s,−z, φ) = −uz(s, z, φ)
qu’on note Sequ = u, et on dira que u est syme´trique par rapport au plan de l’e´quateur.
Soit deux champ magne´tiques Bdip et Bquad tels que Bdip = −SeqBdip (anti-syme´trique)
et Bquad = SeqBquad (syme´trique).
−→
u ∧−→B est de syme´trie contraire a` −→B et −→∇∧
(−→
u ∧−→B
)
est
de meˆme syme´trie que
−→
B . Le terme de diffusion∇2−→B est quant a` lui, de meˆme syme´trie que−→
B . Ainsi en partant d’un champ syme´trique (respectivement anti-syme´trique) par rapport
a` l’e´quateur, on ne peut obtenir que cette meˆme syme´trie par diffusion et par induction
avec notre e´coulement quasi-ge´ostrophique (voir par exemple Roberts, 1972).
On a donc deux familles de solutions a` l’e´quation d’induction, qui sont disjointes : les
quadrupoles (syme´triques) et les dipoˆles (anti-syme´triques).
5.1.3 Imple´mentation nume´rique
Le code utilise´ pour l’induction magne´tique est de´crit dans l’annexe B.2 et est base´
sur le code dynamo benchmark (Christensen et al., 2001). En conside´rant les arguments
ci-dessus, on va pouvoir calculer le champ magne´tique uniquement sur les plus grandes
e´chelles. On travaille alors sur une grille 3D sphe´rique avec NR points de grille radiaux, et
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une de´composition spectrale sur les coquilles sphe´riques tronque´e a` l = lmax et m = m
B
max,
ou` m de´signe le nombre d’onde azimutal et l le degre´ de l’harmonique sphe´rique.
De meˆme le pas de temps pour l’e´quation d’induction dtB peut eˆtre plus grand que celui
pour l’e´quation de vorticite´ dtU. Il n’existe pas vraiment de re`gle ici, mais en pratique on
cherchera toujours a` avoir des pas de temps le plus grand possible, et souvent dtB/dtU = 6
a` 20.
Grille 3D
Le champ de vitesse calcule´ en 2D avec le mode`le quasi-ge´ostrophique (dont le code nu-
me´rique est de´crit dans l’annexe B.1) va eˆtre transpose´ sur la grille 3D (L’annexe B.3 de´crit
la me´thode nume´rique utilise´e). Pour que les structures verticales soient bien repre´sente´es
par les harmoniques sphe´riques, il faut garder un grand nombre de ces harmoniques, et en
pratique nous utiliserons lmax > 59. Des calculs effectue´s avec lmax = 79, et les spectres
obtenus montrent que lmax = 59 suffit a` bien de´crire les structures verticales.
De meˆme la relative finesse des structures radiales contraint NR, et en pratique nous
utilisons NR = 100. La` encore des calculs pour NR = 150 montrent que NR = 100 est
largement suffisant.
La de´pendance azimutale e´tant assure´e par des se´ries de Fourier, la pre´cision reste
grande meˆme pour des mBmax petits. Un test de convergence (§5.1.4) montre que mBmax
peut eˆtre tre`s petit sans perdre le taux de croissance dynamo. Il suffit de s’assurer qu’on
capture toute l’action dynamo. En pratique nous choisissons souvent mBmax = 21.
Test : De´croissance du dipoˆle
Pour s’assurer que le code magne´tique est juste2, nous avons effectue´ plusieurs tests,
dont le calcul de la “diffusion libre du dipoˆle”. Nous avons ve´rifie´ que nous retrouvions
bien le bon taux de de´croissance de l’e´nergie magne´tique pour des temps long, a` partir
d’une superposition d’harmoniques sphe´riques. En effet le mode propre qui de´croˆıt le plus
lentement a un taux de croissance de −pi2 (Gubbins & Roberts, 1987). Apre`s 6 temps de
diffusion, nous obtenons un taux de croissance tre`s satisfaisant pour l’e´nergie :
λ = −19.7402 = −2× 3.1417 2
Ce calcul a e´te´ re´alise´ avec une grille radiale de 50 points seulement. A noter que dans
toute notre e´tude nous parlerons du taux de croissance de l’e´nergie, qui est le double du
taux de croissance de l’amplitude.
5.1.4 Se´paration d’e´chelle en pratique
Sur la figure 5.1 on a repre´sente´ le taux de croissance obtenu pour les meˆmes parame`tres
par deux mode`les nume´riques qui diffe`rent par la re´solution avec laquelle est calcule´e le
2ce test a permis de de´celer une erreur dans les conditions limites magne´tiques
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champ magne´tique. La simulation la moins re´solue est de´marre´e avec le re´sultat de la
simulation pleine re´solution. On constate dans ce cas que calculer jusque m = 16 et tous
les 6 pas de temps hydro suffit a` reproduire le bon taux de croissance, ce qui justifie
a posteriori notre hypothe`se de se´paration d’e´chelles pour l’advection et la diffusion du
champ magne´tique (§5.1.1).
On remarque que pour Pm = 0.3 la se´paration d’e´chelle est de´ja` bien marque´e. Ceci
est duˆ a` la raideur du spectre d’e´nergie cine´tique, qui rend les petites e´chelles de vitesse
insignifiantes.
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Fig. 5.1 – Effet de la se´paration d’e´chelle nume´rique sur le seuil dynamo : taux de croissance de
l’e´nergie magne´tique en fonction du temps pour Ek = 10−6,Ro = 0.04,Pm = 0.3 et deux mode`les
nume´riques.
5.2 Re´sume´ de l’article
5.2.1 “Abstract”
Graˆce a` un mode`le quasi-ge´ostrophique d’e´coulement et un code d’induction classique,
nous avons obtenu des dynamos cine´matiques dans une sphe`re en rotation rapide. D’une
part, l’e´coulement quasi-ge´ostrophique est calcule´ dans le plan e´quatorial d’une sphe`re
et correspond aux instabilite´s d’une couche de cisaillement interne, produite par rotation
diffe´rentielle. D’autre part, l’e´quation d’induction est re´solue dans toute la sphe`re, apre`s
avoir e´tendu le champ de vitesse par continuite´ dans la direction de l’axe de rotation.
La rotation diffe´rentielle et la propagation d’ondes de Rossby sont les ingre´dients es-
sentiels du me´canisme dynamo mis en jeu, et qui peut eˆtre interpre´te´ en terme de dynamo
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αΩ.
En utilisant la quasi-ge´ostrophie de l’e´coulement pour augmenter la re´solution spatiale
et temporelle, nous avons pu calculer des dynamos a` tre`s petit nombre d’Ekman (rotation
rapide) et tre`s faibles nombre de Prandtl (me´taux liquides) qui sont pertinentes pour la
mode´lisation des noyaux plane´taires.
5.2.2 Le seuil dynamo
Le §5.3.5 traite du seuil d’action dynamo. La figure 5.5 montre tous les seuils d’action
dynamo obtenus. Les valeurs nume´riques sont e´galement reporte´es dans le tableau 5.1.
Quelques constatations essentielles :
1. Lorsqu’on fige l’e´coulement (c’est-a`-dire qu’on prend une photo a` un instant donne´,
et qu’on ne fait plus e´voluer le champ de vitesse), nous n’avons jamais pu observer
d’action dynamo.
2. Avec ou sans pompage d’Ekman, le seuil dynamo reste pratiquement le meˆme.
3. Les dipoˆles ont un seuil d’apparition toujours plus e´leve´ que les quadrupoles.
4. Le seuil est plus bas pour Ro < 0 que pour Ro > 0.
5.2.3 Dynamos oscillantes
Un autre aspect remarquable des dynamos obtenues, est la pre´sence d’inversions. En
effet, beaucoup d’entre elles sont en fait des solutions oscillantes, dont le champ magne´-
tique s’inverse tre`s re´gulie`rement. Le §5.3.6 et la figure 5.8 de´crivent ces solutions. Il faut
souligner que ces inversions sont obtenues dans un syste`me purement line´aire, sans avoir
de re´troaction de la force de Laplace. Le trace´ du taux de croissance en fonction du temps
fait apparaˆıtre plusieurs e´chelles de temps :
1. des fluctuations de faible amplitude et de courte pe´riode : elles sont le reflet de la
turbulence de l’e´coulement ;
2. la pe´riode propre de l’inversion, qui est lie´ au temps de diffusion magne´tique, et qui
est tre`s bien de´crite par un mode`le a` deux niveaux.
3. un temps d’inversion (ou de relaxation) plus court, qui correspond a` l’e´limination de
l’ancien champ magne´tique central.
Bien suˆr, nous avons ve´rifie´ que ce n’e´tait pas duˆ a` un proble`me de re´solution : en
augmentant conside´rablement la re´solution (NR× 2, mBmax× 2, lmax+33%) ces proprie´te´s
restent inchange´es. Ce comportement ressemble aux ondes verticales de´crites par Parker
(1955) dans un milieu infini et repris par Roberts (1972) dans une sphe`re. Nous le de´cor-
tiquons au §5.4.3.
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5.3 Article : Quasi-geostrophic kinematic dynamos at
low magnetic Prandtl number
Article (Schaeffer & Cardin, 2005a) soumis a` Earth Planet. Sci. Lett.
5.3.1 abstract
Rapidly rotating spherical kinematic dynamos are computed using the combination of
a quasi geostrophic (QG) model for the velocity field and a classical spectral 3D code for
the magnetic field. On one hand, the QG flow is computed in the equatorial plane of a
sphere and corresponds to Rossby wave instabilities of a geostrophic internal shear layer
produced by differential rotation. On the other hand, the induction equation is computed
in the full sphere after a continuation of the QG flow along the rotation axis. Differential
rotation and Rossby-wave propagation are the key ingredients of the dynamo process which
can be interpreted in terms of αΩ dynamo. Taking into account the quasi geostrophy of
the velocity field to increase its time and space resolution enables us to exhibit numerical
dynamos with very low Ekman (rapidly rotating) and Prandtl numbers (liquid metals)
which are asymptotically relevant to model planetary core dynamos.
5.3.2 Introduction
The magnetic field of the Earth is produced by a dynamo effect in the metallic liquid
core of our rotating planet. Many efforts have been made successfully in the last decade
to describe the mechanism of a self induced magnetic field either with experimental mo-
dels (Gailitis et al., 2001; Stieglitz & Mu¨ller, 2001; Cardin & Brito, 2004) or numerical
simulations (Glatzmaier & Roberts, 1995; Kageyama & Sato, 1997; Kuang & Bloxham,
1997; Christensen et al., 1999). Both approaches have limitations. No experiment has been
done in rotation while rotation is seen as a key ingredient by geophysicists to explain the
geometry and the amplitude of the geomagnetic field (Gubbins & Roberts, 1987). All nu-
merical models (Dormy et al., 2000; Kono & Roberts, 2002) have introduced the Coriolis
force in solving the Navier-Stokes equation and the quasi geostrophy (two dimensionality
imposed by the Taylor Proudman theorem (Greenspan, 1968)) of the flow participates in
the generation of the magnetic field. Thermal convective vortices aligned with the rota-
tion axis are associated to surface patches of magnetic field (Christensen et al., 1999) and
spatio-temporal behaviors of magnetic and vorticity field are similar. This effect is a direct
consequence of the prescribed magnetic Prandtl number (Pm = ν/η, where ν is the kine-
matic viscosity and η the magnetic diffusivity) in the simulations. The current computer
capacities limit the computation to magnetic Prandtl number of the order of unity (Dormy
et al., 2000) while liquid metals exhibit magnetic Prandtl number lower than 10−5, even in
the planetary core conditions (Poirier, 1994).
In this paper, we propose an approach that aims at computing very low magnetic
Prandtl number dynamos taking advantage of the quasi-geostrophic behavior of the velocity
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field. For very low Ekman number (E = ν/ΩR2, where Ω is the rotation rate of the spherical
container, and R its radius), a quasi-geostrophic (QG) approach models correctly the flow in
a rapidly rotating sphere (Busse, 1970; Cardin & Olson, 1994). It consists of the integration
of the flow equations along the rotation axis. Even if the numerical resolution is done with
a stream function in the equatorial plane (2D), the top and bottom boundary conditions
are taken into account through slope (β) and Ekman pumping effects. In the context of
the study of thermal convection in rapidly rotating spherical shells, Aubert et al. (2003)
have compared successfully their QG results with 3D calculations (Dormy et al., 2004) and
experimental measurement (Aubert et al., 2001). Low value of Pm may imply a separation
in term of scales and frequencies, between the velocity and magnetic fields in a metallic
dynamo. This idea has already been applied to kinematic dynamo computations at low Pm
(Ponty et al., 2004).
In this work, we compute the QG flow in the equatorial plane with a fine spatio-temporal
resolution and the velocity is extrapolated to a coarse 3D spherical grid where the induction
equation is solved.
In order to demonstrate the validity of this approach, we have decided to apply it
to a simple case. Instead of a thermal convective flow for which heat transport has to be
modeled, we model the instabilities of an internal geostrophic shear layer. This layer, known
as the Stewartson layer, is produced by a differentially rotating inner core in a rotating
sphere and consists of two nested viscous shear layers (Stewartson, 1966; Dormy et al.,
1998). For a critical Ro number (Ro = ∆Ω/Ω, where ∆Ω is the differential rate of rotation
of the inner core), the Stewartson layer becomes unstable (Hollerbach, 2003) and generates
Rossby waves (Schaeffer & Cardin, 2005b).
As we will show in this paper, such kind of flow can generate and sustain a magnetic
field. The QG-model allows us to compute dynamos at very low Ekman (down to 10−8)
and Prandtl numbers (as low as 3 10−3).
5.3.3 The equations
Hydrodynamics
Let us consider a sphere of radius R filled with an incompressible liquid metal of viscosity
ν and magnetic diffusivity η. The sphere is rotating at Ω along the z-axis of a cylindrical
reference frame (es, eφ, ez). The sphere is split at the colatitude ± sin−1(Rs/R) (Rs/R is set
to 0.35). The two polar caps are differentially rotating at ∆Ω as shown in figure 5.2. Ω−1
is chosen to scale the time, R the length, (µ0ρ)
1/2RΩ the magnetic field. For low Ekman
and Rossby numbers, the flow is quasi geostrophic (Greenspan, 1968). Taking the curl of
the Navier-Stokes equation and averaging along the rotation axis z (noted by an overbar),
we get the QG equation for the z-component of the vorticity ω = ez · ∇×u, provided that
us and uφ are independent of z (Schaeffer & Cardin, 2005b).
∂ω
∂t
+ us
∂ω
∂s
+
uφ
s
∂ω
∂φ
− (2 + ω)duz
dz
= ∇× (j×B) · ez + E∆ω (5.2)
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Fig. 5.2 – Sketch of the split sphere geometry. The differential rotation produces an axisymmetric
Stewartson E1/4 shear layer which is cylindrical and aligned with the rotation axis z.
The Coriolis term needs the evaluation of duz
dz
. We deduce that uz is a linear function of z
from the averaged mass conservation equation. Consequently, its vertical derivative may be
deduced from the non penetration boundary condition (β effect) and the viscous boundary
condition (the Ekman pumping effect) (Schaeffer & Cardin, 2005b). It gives :
duz
dz
= E1/2P(us, uφ, s) + β(s)us (5.3)
where β(s) ≡ 1
L
dL
ds
∣∣
z=L
and L(s) =
√
1− s2 is the half height of a column of fluid and
P(us, uφ, s) =
1
2(1− s2)3/4
[
−ω + s
1− s2
(
∂us
∂φ
− 1
2
uφ
)
− 5s
2(1− s2)3/2us
]
(5.4)
is the pumping boundary condition in a rigid sphere deduced from Greenspan’s formula
(Schaeffer & Cardin, 2005b).
The axisymmetric flow is computed directly from the velocity equation.
∂ 〈uφ〉
∂t
+
〈
us
∂uφ
∂s
〉
+
〈uφus〉
s
+ 2 〈us〉 =
〈
(j×B) · eφ
〉
+ E
(
∆ 〈uφ〉 − 〈uφ〉
s2
)
(5.5)
where 〈 〉 stands for the φ-average operator. Rigid boundary conditions are assumed for the
velocity at s = 1. For s < Rs/R, the top and bottom azimuthal velocity are imposed as uφ =
sRo. The velocity field is computed using a generalised stream function in the equatorial
plane as in Schaeffer & Cardin (2005b), which guarantees the 3D mass conservation. The
stream function is expanded in Fourier components along the φ component. It may be
interesting to introduce the Reynolds number Re = RoE−1 directly related to the two
controlling dimensionless numbers E and Ro.
In this paper, as a first step, we will only consider kinematic dynamos and the magnetic
terms in (5.2, 5.5) will be neglected.
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Induction equation
The velocity field computed with equations (5.2, 5.5) in the equatorial plane is extra-
polated to a spherical grid (on Gauss collocation points) in the physical space. This is a
straightforward process because us and uφ are independent of z and uz is a linear function
of z. Then, the velocity field is changed into spherical coordinates (er, eθ, eφ) to compute
the non linear induction term. The dimensionless equation of evolution of the magnetic
field is :
∂B
∂t
= ∇× (u× B) + P−1m E∆B (5.6)
Changes of magnetic Prandtl number P−1m would change directly the magnetic Reynolds
number Rm = RePm = RoE
−1Pm which is more commonly used in dynamo modeling. This
equation is solved using spherical harmonics where the magnetic boundary conditions are
easy to write (Gubbins & Roberts, 1987). The induction part of the code has been checked
using kinematic dynamo results (Dudley & James, 1989) and the dynamo benchmark
(Christensen et al., 2001).
Numerical implementation
A finite difference scheme is used on an irregular radial grid (denser in the Stewartson
and Ekman layers). A semi implicit Crank-Nicholson scheme is used for linear terms in
time whereas an Adams-Bashforth procedure is implemented for non linear terms. For low
Pm, cylindrical and spherical radial grid steps may differ by a factor 20. Similarly, time
steps for the induction equation may be much longer than the velocity time steps (as much
as 20 times). For a run at E = 10−8, the stream function is computed on a cylindrical
mesh made of 600 radial points and expanded in Fourier series up to degree m = 170 while
the magnetic field is expanded in spherical harmonics (Lmax = 79,Mmax = 32) with an
irregular radial grid of 150 points for Pm = 10
−2.5. By increasing Mmax and reducing the
time step factor, we checked that such truncatures do not influence the onset of dynamo
action.
5.3.4 Hydrodynamics
For low Rossby numbers, the split at the spherical boundary produces an internal shear
layer in the fluid on a cylinder of radius Rs aligned with the rotation axis. This geostrophic
viscous layer consists of two nested layers of different widths as revealed by the asymptotic
study of Stewartson (Stewartson, 1966) and illustrated later by a numerical study of Dormy
et al. (1998) ; a larger one of size E1/4 which accommodates the jump in azimuthal velocity
geostrophically and a narrower one of size E1/3, ageostrophic, which corresponds to an axial
jet insuring the mass conservation.
In our previous study (Schaeffer & Cardin, 2005b), we presented the QG model, which
can reproduce only the E1/4 layer, and we studied the linear perturbations of this geostro-
phic internal viscous layer. It becomes unstable when the Rossby number exceeds a critical
value Roc which varies as βE1/2 (Schaeffer & Cardin, 2005b). At the onset, the instability
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Fig. 5.3 – z-vorticity maps in the equatorial plane. (a) and (b) : E = 10−6, Ro = 0.0096 and
Ro = −0.0111 respectively. It shows the flow at the onset of hydrodynamic instabilities for both
signs of the Rossby number. (c) and (d) : E = 10−8, Ro = 0.02 and Ro = −0.02 respectively. It
shows a typical view of the ”turbulent” regime for Rossby numbers about 30 times critical. The
color bar gives the local vorticity scale for (c) and (d) only.
is a Rossby wave, azimuthal necklace of cyclones and anticyclones of size E1/4 which propa-
gates in the prograde direction as shown in figure 5.3ab. Super rotation (Ro > 0) generates
a spiraling flow outside the shear layer while the flow is mainly located inside the shear
layer for Ro < 0. For supercritical Ro, the flow exhibits larger vortices (fig. 5.3cd) which
are time dependent but still drifting as Rossby waves. The flow stays mainly concentrated
in the shear layer. Figure 5.4 shows the kinetic energy spectra E(k) of this QG turbulent
flow. It is very steep : E(k) ∼ k−5 which is the spectrum predicted by Rhines (1975) for
turbulence in presence of Rossby waves. This steep spectrum suggests that the small scales
of the flow may be neglected in the induction equation.
5.3.5 Dynamo action
For a given Ekman number (E = 10−6 to 10−8), we vary the Rossby number Ro from
critical to a few times critical and we find the critical magnetic Prandtl number Pm of the
onset of dynamo action by trial and error tests. As the flow is time dependent, we detect
dynamo criticality on long term time variations of the magnetic energy. Unlike most of
the kinematic dynamo models (Gubbins et al., 2000), a critical magnetic Prandtl number
was found for every set of dimensionless numbers (E,Ro) we have computed. In figure 5.5,
we plot the calculated critical magnetic Prandtl number Pcm as function of the Reynolds
number Re = Ro/E. As expected, we found that an increase of the forcing (Ro) for a
given E reduces the critical magnetic Prandtl number. A decrease of the critical magnetic
Prandtl number is also observed as we lower the Ekman number. These two effects may be
summarised by the use of the magnetic Reynolds number Rm. The data points in figure 5.5
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Fig. 5.4 – Spectra of the kinetic energy, and both toroidal and poloidal magnetic energy for
E = 10−8, Ro = 0.02 (30 times critical) and Pm = 510−3 (equivalent to Re = 2106).
are roughly compatible with the line Rm = 10
4. A critical magnetic Reynolds number Rcm
of 104 is only indicative because the details of the flow generate large deviations (factor 3)
from this simple law. The minimum critical magnetic Prandtl number of 0.003 has been
found for E = 10−8 and Ro = 0.02.
The critical magnetic Prandtl number is not independent of the sign of the differential
rotation (sign of Ro). This is expected because the flow is quite different in the two cases as
shown in figure 5.3. A negative differential rotation seems to lead to slightly lower dynamo
thresholds.
Antisymmetric axial velocities (uz(z) = −uz(−z)) and symmetric orthoaxial velocities
(us,φ(z) = us,φ(−z)) generate two independent families of growing magnetic field in kinema-
tic dynamos known as the dipole and quadrupole families (Roberts, 1972). The geometry
of the two families are shown in figure 5.6a and 5.6b : the dipole family is dominated by an
axial dipole, whereas the quadrupole family exhibit a strong axial quadrupole. Each family
has a different critical magnetic Prandtl number. As shown in figure 5.5, we found that the
dipole family has always a larger critical magnetic Reynolds number than the quadrupole
family. This result is quite different from the conclusion of the work of Sarson & Busse
(1998). Using Kumar and Roberts kinematic dynamos, they found that prograde spiraling
of columns and prograde zonal flows favor dipole magnetic fields.
In both families, the strongest magnetic fields are produced in the Stewartson shear layer
deep inside the sphere. The typical spectra given in figure 5.4 show that the computed
magnetic fields are dominated by both toroidal and axisymmetric components. At the
surface of the sphere (figure 5.6c), the radial magnetic field is also mostly axisymmetric,
and the non-axisymmetric part is clearly associated to the geostrophic vortices produced
in the Stewartson shear layer.
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Fig. 5.5 – Dynamo onset for different parameters : Critical magnetic Prandtl number Pcm versus
the absolute Reynolds number Re = |Ro|E−1. Dipole and quadrupole thresholds are respectively
denoted by circles and squares while solid and open symbols represent positive and negative
differential rotation. All the points lie around the Rm = 104 line.
The geometry of the magnetic field may be understood in term of αΩ effects (Roberts,
1972; Gubbins & Roberts, 1987). A very large toroidal magnetic field compatible with the
azimuthal flow is converted to a poloidal magnetic field by the columnar flow through an α
effect. Any non azimuthal component of the magnetic field is transformed into an azimuthal
component by the strong differential rotation in the Stewartson layer by Ω effect.
If we consider the magnetic Reynolds number associated to the shear flow RΩm =
RoPmE
−1 and the magnetic Reynolds number based on the vertical velocity Rαm = uzPmE
−1k−1
where uz is deduced from the calculation, as well as the Rhines wave number k (Rhines,
1975). We may compute the dynamo number Dy =
√
RΩmR
α
m (Roberts, 1972). Figure 5.7
shows that Dy stays roughly constant (between 200 and 300) as the flow becomes more and
more vigorous for the quadrupole family. The dipole family seems more easy to excite for
negative Rossby number. As proposed by Roberts (1972), this feature may indicate that
we have αΩ′ < 0 (where Ω′ is the radial derivative of Ω) in the northern hemisphere for
Ro < 0.
Both the geometry and the onset in term of dynamo number Dy indicate that we may
look the Stewartson QG dynamo as an αΩ dynamo where the Ω effect is produced by the
azimuthal shear layer and the α effect by the vortex necklace.
Busse (1975) suggested that the Ekman pumping is important for the dynamo process :
although the β-effect produces axial velocities, they are out of phase with the axial vorticity
at the onset of thermal convection in a rapidly rotating annulus and cannot contribute to
the mean helicity, whereas axial velocities due to Ekman pumping are in phase with the
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Fig. 5.6 – Growing magnetic field in kinematic dynamos for E = 10−8. (a) and (b) are meridian
cut of the sphere showing the axisymmetric part of the magnetic field. The solid lines are the
poloidal field lines and the color map represent the azimuthal field. (a) shows a quadrupole
field obtained at Ro = 0.02 and Pm = 0.005. (b) shows a dipole field obtained at Ro = −0.02
and Pm = 0.003. (c) is a spherical map of the radial magnetic field at the surface of the core,
corresponding to case (b), the dashed line being the rotation axis. The corresponding vorticity
fields are given in figure 5.3cd.
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Fig. 5.7 – Onset of the dynamo instability for E = 10−6 to 10−8. The critical dynamo number
Dyc is plotted versus log10(Ro/Roc).sgn(Ro).
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E Ro quadrupole Pcm dipole P
c
m
10−6 1.0 10−2 1.56
10−6 1.1 10−2 1.2
10−6 1.2 10−2 0.66
10−6 1.3 10−2 0.53 1.47
10−6 2.5 10−2 0.37 0.59
10−6 4.0 10−2 0.2 0.47
10−6 −8.0 10−2 0.062 0.085
10−6 −6.0 10−2 0.089 0.13
10−6 −4.0 10−2 0.16 0.24
10−6 −2.0 10−2 0.475 0.8
10−7 1.5 10−2 0.034 0.053
10−8 5.0 10−3 0.023 0.026
10−8 −5.0 10−3 0.018 0.019
10−8 2.0 10−2 0.004 0.005
10−8 −2.0 10−2 0.003 0.003
Tab. 5.1 – Table of the critical magnetic Prandtl numbers for the different calculations.
axial vorticity. However, the Ekman pumping flow is of order E1/2, so that the dynamo
process proposed by Busse becomes very weak when lowering the Ekman number. In ad-
dition, when artificially removing the Ekman pumping flow in our dynamo simulations,
we still observe dynamo action with nearly the same threshold. It seems to indicate that
the β-effect alone may produce an efficient α effect, without requiring an Ekman pumping
flow.
Furthermore, we have not been able to find a critical magnetic Prandtl number with a
steady flow (either a time averaged flow or a flow with its time evolution stopped at a given
time). It implies that the time evolution of the flow is a key ingredient for dynamo action
in these quasi-geostrophic dynamos. The propagation of the Rossby waves is required to
put in phase the non axisymmetric magnetic fields and velocities in order to produce a
axisymmetric poloidal magnetic field. This type of α effect was proposed in the model
of Braginsky (1964). Currently, many dynamo experiments are designed with the help of
numerical simulations (kinematic dynamos). Even if the flow is highly turbulent (Re > 106),
mean flow approaches are used for simplicity purposes to find the dynamo onset (Gailitis
et al., 2001; Tilgner, 2002; W. Dobler & Stepanov, 2003; L. Marie´ & Le´orat, 2003). This
method would fail in the case of Stewartson dynamos.
5.3.6 Oscillating solution
As in many αΩ dynamo (Roberts, 1972), we sometimes obtain a time oscillating solution
for the Stewartson dynamo. Dipole solutions for E = 10−6 do exhibit such a behavior. The
growth rate of one of these dynamos is plotted on figure 5.8, showing three time scales :
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Reversal
Fig. 5.8 – Magnetic field reversal observed at E = 10−6, Ro = −0.08 and Pm = 0.1. The graph
shows the evolution of the growth rate of the magnetic energy as a function of time (in magnetic
diffusion time units).
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the smallest one is the time scale of the velocity fluctuations. The intermediate time scale
is the time needed for the growth rate to go from its minimum value to its maximum. The
large time scale is the period of oscillation, not linked to any time scale of the flow.
In the context of kinematic dynamos, this behavior correspond to a complex eigenvalue
of the linear set of equation (Roberts, 1972; Gubbins & Roberts, 1987; Dudley & James,
1989). We use the same formalism to explain our result. It may be explained by two coupled
magnetic modes B1 and B2. Let assume that the induction equation may be approximated
by the following system :
dB1
dt
= λ1 B1 +K12 B2 (5.7)
dB2
dt
= λ2 B2 −K21 B1 (5.8)
with all real values. For low coupling (K12K21 < (λ1−λ2)2/2) the eigenvalues of this system
are real, so that the growing solution is a combination of B1 and B2. This is the case for the
quadrupole family at Ro < 0. However, when the coupling K12K21 is sufficiently strong, the
eigenvalues are complex and as a result the growing magnetic field oscillates periodically
between B1 and B2. The intermediate time scale (time for the growth rate to go from its
minimum to its maximum) is very close to the phase shift between B1 and B2, and one of
the two modes is dominant near the minimum of the growth rate cycle, while the other
one is dominant near the maximum, with growth rate close to λ1 and λ2.
The reversal process at work in our simulations is a smooth periodic evolution of the
magnetic field, but at the surface it appears to be a sudden sign reversal. In fact, a reversed
poloidal magnetic field is slowly growing inside the Stewartson layer, moving away the
initial poloidal magnetic field until it reaches the outer boundary. Then, the reversed dipole
magnetic field suddenly appears at the surface and ultimately the poloidal field reverses at
the center. During the time oscillation, the axisymmetric toroidal magnetic field patches
in the Stewartson layer migrate toward the equator as reversed polarity toroidal fields are
formed at higher latitudes. This migration could be understood in terms of Parker dynamo
waves (Parker, 1955; Roberts, 1972).
5.3.7 Conclusion
In summary, we have computed a quasi-geostrophic dynamo based on a Stewartson
shear layer flow. The scale separation approach works because the small scales of the flow
in our rotating sphere are negligible (very steep kinetic energy spectrum E(k) ∼ k−5). Our
preliminary results may be interpreted in terms of αΩ dynamo. The Ω effect is done by the
shear of the Stewartson layer itself whereas the α effect is produced by vortices associated
with the Rossby waves due to the instability of the shear layer. These understandings are
very encouraging for our on-going experimental modeling of the geodynamo. As described
in Cardin et al. (2002), we are building a spherical Couette experiment using liquid sodium
which may validate and enlarge our present numerical findings.
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For the first time, we have computed a spherical dynamo with a very low magnetic
Prandtl number (< 10−2) and a very low Ekman number (10−8) (corresponding to a very
high Reynolds number Re > 106). Even if our dimensionless parameters stay far away
from parameters of planetary cores, our calculations use dimensionless numbers which are
in the correct asymptotic regime for the modeling of the geodynamo. The key ingredients
of our approach is to take into account a specific property of the rotating fluid (QG) which
allows us to use a 2D model to compute the flow evolution, and the separation of scales
between the magnetic field and the velocity field, allowing us to use a coarse 3D mesh for
the magnetic field.
We also showed that in the case studied in this paper, the mean flow or the static flow
fails to produce a dynamo while the fully resolved time-dependent flow succeeds. Indeed,
the time evolution of the flow and the β effect are key ingredients for dynamo action in
our models, while the Ekman pumping can be neglected without losing the dynamo effect.
The next step will be to add the Lorentz force in the QG equation to compute saturated
dynamos. One of the difficulty is to compute the action of the large magnetic field on the
small scale motions of the fluid. Preliminary results are encouraging and exhibit saturated
dynamos very close to the kinematic dynamos described here.
A quasi geostrophic approach could also be used to build thermal convective dynamos.
A zonal geostrophic flow is produced by the Reynolds stress of the thermal columns (Aubert
et al., 2001; Christensen, 2002) but its amplitude is much lower compared to the differential
rotation imposed in the Stewartson problem. Would it be enough to start an Stewartson
dynamo type ? for what forcing ? Would it work for very low Ekman and magnetic Prandtl
numbers ?
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5.4 Inversions
5.4.1 Pe´riode des inversions
Aux observations de´crites au §5.3.6 et sur la figure 5.8, s’ajoute l’e´volution de la pe´riode
des inversions avec Pm, qui est donne´e par la table 5.2.
Pm 0.2 0.18 0.16 0.14 0.12 0.1 0.09 0.08 0.07
Toscill 0.0135 0.0164 0.0206 0.0273 0.0394 0.0665 0.095 0.1524 0.3282
Tab. 5.2 – E´volution de la pe´riode des inversions avec Pm, pour la dynamo dipolaire obtenue avec
Ek = 10−6, Ro = −0.08 et Pmc = 0.085. L’unite´ de temps est le temps de diffusion magne´tique.
L’e´volution de la fre´quence des inversions f oscill = Tdiff/Toscill (ou` Tdiff est le temps de
diffusion magne´tique) de la table 5.2 est tre`s bien ajuste´e par une loi de type transition de
phase :
f oscill = f0
(
Pm−Pmo
Pmo
)γ
avec f0 = 22, γ = 4/3 et Pmo = 0.057. Ceci montre l’existence de Pmo, nombre de Prandtl
magne´tique critique pour l’apparition des solutions oscillantes. On remarque qu’ici, et c’est
toujours le cas pour la famille dipolaire, Pmo < Pmc, c’est-a`-dire qu’au seuil dynamo on
observe toujours des inversions de champ magne´tique. Pour la famille quadrupolaire nous
n’avons observe´ de dynamos oscillantes qu’au-dela` du seuil dynamo, c’est-a`-dire qu’on a
Pmo > Pmc.
5.4.2 Taux de croissance
Le comportement d’inversion de´crit dans l’article au §5.3.6 peut eˆtre obtenu en consi-
de´rant deux modes spatiaux de champ magne´tique, B1 et B2, qui seraient couple´s par
l’e´quation d’induction (par exemple B1 = sin(piz) et B2 = sin(2piz)).
Ainsi, en notation complexe on peut e´crire
Btot =
(
B1e
iωt + B2e
iωt+φ
)
eλt (5.9)
et pour l’e´nergie
E =
(
E1 cos
2(ωt) + E2 cos
2(ωt+ φ)
)
e2λt
et pour le taux de croissance de l’e´nergie
tx =
1
E
dE
dt
= 2λ− ωE1 sin(2ωt) + E2 sin(2ωt+ 2ϕ)
E1 cos2(ωt) + E2 cos2(ωt+ ϕ)
(5.10)
Si les deux composantes ont la meˆme intensite´ (c’est-a`-dire E1 = E2), alors on a l’un des 2
modes pratiquement pur aux temps ou` le taux de croissance est maximum ou minimum,
ce qui permet de les identifier sur la figure 5.8.
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On a repre´sente´ sur la figure 5.9 le taux de croissance (eq. 5.10). On retrouve bien la
forme des taux de croissance obtenus dans les calculs nume´riques (fig. 5.8 et 5.11).
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Fig. 5.9 – Taux de croissance pour un mode`le a` 2 modes, avec E1 = E2 = 1, λ = 5, ω = pi, et
un de´phasage φ = 0.1pi pour la courbe rouge, 0.2pi (bleue), 0.3pi (noire), 0.4pi (verte), pi/2 (cyan).
5.4.3 Mode`le d’inversion cine´matique
Un syste`me re´el qui donne de telles solutions est
∂B1
∂t
= λ1 B1 +K12 B2 (5.11)
∂B2
∂t
= λ2 B2 −K21 B1 (5.12)
ou` Kij est un terme de couplage entre les 2 modes. On peut aussi l’e´crire sous forme
matricielle
∂B
∂t
= AB (5.13)
avec A et B de´finis par
A =
(
λ1 K12
−K21 λ2
)
B =
(
B1
B2
)
(5.14)
Les valeurs propres de A sont les solutions λ de
det(A− λI) = (λ1 − λ)(λ2 − λ) + K12K21 = 0
Il faut distinguer deux cas selon que ∆ = (λ1 − λ2)2 − 4K12K21 est positif ou ne´gatif.
Si ∆ > 0, on a deux valeurs propres re´elles dont la plus grande est λ = (λ1 + λ2)/2 +√
∆/2. Le vecteur propre est re´el, et une superposition des modes B1 et B2 est mode propre
du proble`me d’induction, et croit donc avec un taux de croissance λ > (λ1 + λ2)/2.
5.5. ME´CANISMES 119
Si ∆ < 0, c’est-a`-dire K12K21 > (λ1 − λ2)2 /2 alors les valeurs propres sont complexes,
et on a donc une solution oscillante pour le champ magne´tique. Le taux de croissance est
alors λr = (λ1 + λ2)/2, tandis que la fre´quence vaut
ω =
√
K12K21 −
(
λ1 − λ2
2
)2
Le taux de croissance de l’e´nergie est repre´sente´ sur la figure 5.10 pour les 3 cas (∆ > 0,
∆ = 0, ∆ < 0), ce qui correspond bien au comportement donne´ par la table 5.2.
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Fig. 5.10 – Taux de croissance de l’e´nergie pour le mode`le a` 2 modes couple´s (eq. 5.11) pour
B1 = B2 = 1, λ1 = 8, λ2 = 2, K12 = K21 = K avec K = 2.5 pour la courbe rouge (sous-critique),
K = 3 pour la bleue (critique) et K = 3.5 pour la noire (sur-critique). On voit les inversions
apparaˆıtre lorsque 4K2 > (λ1 − λ2)2
Dans le cas ∆ < 0, les vecteurs propres associe´s sont complexes, ce qui veut dire que
B1 et B2 n’e´voluent pas en phase. On obtient
B2
B1
=
1
K12
(
λ2 − λ1
2
+ iω
)
= reiϕ
avec
r2 =
K21
K12
et tanϕ =
2ω
λ2 − λ1 =
√
4K12K21
(λ2 − λ1)2 − 1
On voit que pre`s de la transition oscillante, on a ω → 0 et ϕ→ 0, ce qui est en accord avec
les donne´es de la table 5.2.
5.5 Me´canismes
5.5.1 Pompage d’Ekman et ondes de Rossby
Il est clair que notre e´coulement moyen, purement axisyme´trique et toro¨ıdal, n’est pas
capable d’entretenir un champ magne´tique, axisyme´trique ou non.
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L’e´coulement qui brise la bidimensionalite´ est l’e´coulement axial uz qui a deux compo-
santes : l’une est associe´e a` la pente (effet β) et l’autre est due au pompage d’Ekman (voir
§2.5).
He´licite´
Pour caracte´riser l’efficacite´ d’un e´ventuel effet α associe´ a` l’e´coulement non-axisyme´trique,
Olson et al. (1999) introduisent l’he´licite´ relative
Hrel =
〈−→
u .
−→
ω
〉
〈u2〉1/2 〈ω2〉1/2
dont les valeurs tournent autour de 0.2 pour les dynamos convectives qu’ils de´crivent.
Nous nous inspirons de ces travaux et calculons la quantite´
H˜ =
〈ωuz〉
〈u2〉1/2 〈ω2〉1/2
En plus, nous introduisons H′ qui mesure les fluctuations spatiales autour de cette moyenne :
H′ =
〈
ω2u2z − 〈ωuz〉2
〉1/2
〈u2〉1/2 〈ω2〉1/2
Ek Ro H˜ H′
10−6 0.04 10−3 0.2
10−8 0.005 10−4 0.1
Les re´sultats obtenus sont concluants : Le pompage d’Ekman en phase avec la vorticite´
participe a` H˜ qui e´volue donc comme Ek1/2, tandis que l’effet β hors phase entraˆıne un fort
H′.
Efficacite´ du pompage d’Ekman
Busse (1975) propose que le pompage d’Ekman associe´ a` l’e´coulement non-axisyme´trique
joue un roˆle dominant dans les processus de la ge´odynamo du fait de sa contribution a` l’he´-
licite´ moyenne, et ce malgre´ sa tre`s faible amplitude. En effet, les vitesses axiales uz induites
par la pente (effet β) sont en phase avec ur (voir §2.5) et en quadrature de phase avec la
vorticite´ axiale ω et ne contribuent donc pas a` l’he´licite´ moyenne.
Cependant, le pompage d’Ekman est trop faible pour eˆtre efficace. En effet, par un
simple calcul d’ordre de grandeur a` partir de l’e´quation du pompage axisyme´trique 2.12,
on peut e´valuer le nombre de Reynolds ReEk associe´ au pompage :
ReEk ∼ Ek
1/2Ro
Ek
= Ek−1/2Ro
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Or au seuil d’instabilite´ hydrodynamique Ro ∼ Ek1/2 et donc on a ReEk ∼ 1 au seuil. Pour
l’e´coulement non-axisyme´trique, le nombre de Reynolds associe´ au pompage est encore plus
faible, et meˆme loin du seuil hydro, les nombres de Reynolds obtenus ne permettent pas
l’action dynamo a` faible Pm (Rm ∼ PmRe).
Pour conclure sur l’efficacite´ du pompage d’Ekman dans le processus dynamo, nous
avons calcule´ une dynamo en supprimant le pompage d’Ekman dans le terme d’induction.
La figure 5.11 montre que le taux de croissance de l’e´nergie magne´tique n’est absolument
pas affecte´ par le pre´sence ou l’absence du pompage d’Ekman dans le terme d’induction
(le pompage d’Ekman e´tant toujours pre´sent dans l’e´quation du champ de vitesse ou` son
roˆle dynamique n’est pas remis en cause).
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Fig. 5.11 – Taux de croissance de l’e´nergie magne´tique en fonction du temps (magne´tique), avec
Ek = 10−6, Ro = −0.08 et Pm = 0.1. Il n’y a pas de re´elle diffe´rence entre le calcul incluant
le pompage d’Ekman dans l’induction (with Ekman pumping) et celui ou` le pompage d’Ekman
n’agit que sur la dynamique de l’e´coulement (without).
A` l’inverse, lorsqu’on fige artificiellement l’e´coulement (c’est-a`-dire qu’on ne fait plus
e´voluer le champ de vitesse dans le temps), il nous a e´te´ impossible d’obtenir une dynamo.
Il faut se rendre a` l’e´vidence : le pompage d’Ekman n’a pas d’utilite´ pour la dynamo, alors
que l’instation
Trajectoire de particules
Pour comprendre pourquoi l’instation Ainsi nous observons que dans les deux cas (fige´
ou dynamique), la trajectoire des particules est sinuso¨ıdale
r(t) = r0 + δr(r0) sin(2pit/τ) et φ(t) = φ0 + δφ(r0) cos(2pit/τ) + Ω(r0)t
Par contre, les amplitudes (δr et δφ) et la pe´riode τ sont diffe´rents. On trouve pour r0 =
0.25 :
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δr δφ τ
statique 16 10−5 1.8 10−5 55.5
dynamique 37 10−5 10 10−5 130
On voit que la pe´riode et l’amplitude sont plus grandes dans le cas dynamique, ou` l’onde
de Rossby se propage. La vitesse e´tant la meˆme dans les deux cas, on voit que le nombre
de Reynolds local (u`/ν) associe´ a` ces e´coulements n’est pas le meˆme. Et par conse´quent,
l’induction peut eˆtre plus efficace pour le cas dynamique.
Ainsi nous avons montre´ que la propagation de l’onde de Rossby est un e´le´ment impor-
tant pour l’action dynamo. L’e´coulement moyen axisyme´trique n’est pas capable d’entre-
tenir la dynamo, mais en y ajoutant une onde de Rossby, la dynamo peut de´marrer.
C’est une situation remarquable, car dans la plupart des cas (L. Marie´ & Le´orat, 2003),
l’e´coulement moyen est une dynamo, mais l’e´coulement turbulent re´el ne l’est pas !
5.5.2 Mode`le simplifie´
Pour mieux comprendre le me´canisme d’induction de nos dynamos, nous allons exami-
ner sur un mode`le simplifie´, quels sont les termes et donc les phe´nome`nes qui dominent
dans nos dynamos. Ce mode`le n’est pas un calcul exact.
Conside´rons un e´coulement compose´ d’un cisaillement axisyme´trique
−→
U = U(s)
−→
eφ , et
d’un e´coulement non-axisyme´trique
−→
u (s, φ, z). De meˆme le champ magne´tique se de´com-
pose en :
– un champ toro¨ıdal axisyme´trique BT(s, z)
−→
eφ ,
– un champ polo¨ıdal axisyme´trique
−→
BP(s, z),
– et un champ non-axisyme´trique
−→
b (s, φ, z).
On suppose a aussi uz = zβus, et on suppose une forme ondulatoire
−→
u (s, φ, z) =
−→
u (s, z)ei(mφ−ωRt)
−→
B = BT(s, z)e
λt−→eφ +
−→
BP(s, z)e
λt +
−→
b (s, z)ei(mφ−ωRt)+λt
et en plus
u U BP  BT b BT
L’e´quation d’induction se se´pare alors ainsi (Gubbins & Roberts, 1987, p. 223), avec λ
le taux de croissance du champ magne´tique :
λBT =
−→∇∧
(−→
U∧−→BP
)
T
+
−→∇∧
(−→
u ∧−→b
)
T
+ η∇2BT (5.15)
λ
−→
BP =
−→∇∧
(−→
u ∧−→b
)
P
+ η∇2−→BP (5.16)
(λ− iωR)
−→
b =
−→∇∧
(−→
U∧−→b
)
+
−→∇∧
(−→
u ∧
(−→
BT +
−→
BP
))
+ η∇2−→b (5.17)
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On voit tout de suite (eq. 5.16) que le champ polo¨ıdal ne peut provenir que de l’induction
moyenne petite e´chelle
−→∇∧(u∧b).
L’e´quation 5.17 projete´e sur
−→
es donne alors, en ne´gligeant BP devant BT, une relation
3
entre bs et us : (
λ− iωR + imU
s
− η∇2
)
bs = i
m
s
BT us (5.18)
On appelle c = ωR/m−U/s la ce´le´rite´ de l’onde dans le repe`re advecte´ par le fluide. Pour
une onde de Rossby on a alors c ∼ −β/m2, tandis que pour un e´coulement non-propagatif,
on a c = 0. Remarquons que U de´pend de s, de meˆme que ωR. Au seuil, c ne de´pend pas
de s (accord de phase), mais en re´gime non-line´aire rien n’est moins sur.
Dans la suite, nous ne tenons plus compte d’e´ventuelles variations radiales (approche
locale).
Cas d’une onde
Dans le cas d’une onde, on peut ne´gliger le terme diffusif dans l’expression 5.18 si
c/(mη) 1
ce qui est toujours le cas dans nos dynamos. Ainsi on peut e´crire pour le mode marginale-
ment stable (λ = 0) :
bs(s, z) = −BT us
c
∼ −u
c
BT (5.19)
ou` u est une vitesse caracte´ristique non-zonale. On remarque que bs et us sont en phase
(on a ne´glige´ la diffusion), et que plus l’onde est rapide (c grand), plus bs est atte´nue´.
bz est lie´ a` uz, par le meˆme relation
4 qui lie bs a` us (eq. 5.18). S’il n’y avait pas le
terme diffusif η∇2, on aurait la relation exacte bz = zβbs, mais le terme diffusif en fait une
relation approche´e :
bz ∼ zβbs
Le terme d’induction dans l’e´quation (5.16)s, une fois moyenne´ suivant φ ne fait plus
intervenir que uzbs − usbz :
η∇2BPs =
∂
∂z
(uzbs − usbz)
En formant zβ(5.17)s − (5.17)z on peut e´valuer
uzbs − usbz = us η
λ− imc
(
zβ∇2bs −∇2bz
)
et en utilisant l’approximation bz ∼ zβbs dans le membre de droite, on trouve
uzbs − usbz ∼ η
λ− imc
m
s
β usbs
3on a ne´glige´ les termes de courbure du laplacien vectoriel.
4sauf que le terme de courbure qu’on a ne´glige´ pour bs n’existe pas pour bz.
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ou` on voit que la pente du re´cipient intervient a` travers β dans ce processus. On peut alors
e´crire, pour le mode marginalement stable :
BPs ∼ −iβ
(us
c
)2
BT ∼ βu
2
c2
BT (5.20)
Enfin, l’e´quation 5.15 permet de re´ge´ne´rer le champ magne´tique toro¨ıdal de de´part, soit
a` partir du champ polo¨ıdal, soit a` partir des composantes non-axisyme´triques. Le terme
issu des composantes non-axisyme´triques s’e´crit
∂
∂z
(uφbz − uzbφ)− ∂
∂s
(usbφ − uφbs) (5.21)
or tous ces produits sont compose´s de termes en quadrature de phase, qui ne contribuent
donc pas (ou peu en tenant compte d’une diffusion faible) a` la composante axisyme´trique.
Nous ne´gligeons donc ce terme et il reste alors(
λ− η∇2)BT = U∂BPz
∂z
+
∂UBPs
∂s
∼ ∂U
∂s
BPs
En remplac¸ant alors BPs par son expression (5.20), on peut former un nombre de Reynolds
magne´tique spe´cifique :
R˜m ∼ 1
η
u2
c2
∂U
∂s
∼ u
2U
ηc2∆
ou` ∆ est la taille caracte´ristique de la couche de cisaillement turbulente U(s). En terme de
nombres adimensionne´s, on a donc
R˜m ∼ PmRo
Ek
u2
c2∆
(5.22)
ou` on a se´pare´ les parame`tres de controˆles (Ek, Ro, Pm) des parame`tres de sorties (u2, c2
et ∆) qui ne sont a priori pas connus. Dans nos dynamos au seuil, on a toujours R˜m > 50.
Pour re´sumer, nous avons le me´canisme suivant :
BT
u→ b ∼ u
c
BT
u→ BP ∼ u
c
b
U→ BT ∼ 1
η
∂U
∂s
BP
Il parait donc naturel de parler de dynamo αΩ.
E´coulement non-propagatif
Dans le cas ou` l’e´coulement n’est pas propagatif, on a c = 0 et donc l’expression 5.18
se re´duit a`
bs = i
BT us
ηm
en quadrature de phase avec us, ce qui ne permet pas de ge´ne´rer un champ polo¨ıdal axisy-
me´trique, et donc BP = 0.
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Cependant, l’e´quation 5.15 fait intervenir e´galement les termes non-axisyme´triques.
Dans ce cas, le cisaillement a` grande e´chelle U(s) n’intervient pas, c’est plutoˆt un me´canisme
de type α2. L’induction issu des termes non-axisyme´triques (eq. 5.21) ne se moyenne pas a`
ze´ro dans le cas ou` bs et uφ sont en phase. Par contre la diffe´rence est la` aussi uniquement
due aux effets diffusifs et on peut l’e´valuer comme :
η∇2BT ∼ ηm2bsuφ
D’ou` on tire un nombre de Reynolds magne´tique spe´cifique
R˜m ∼ mu
2
η
∼ Pm u
2
Ek
qui est toujours petit dans notre cas (entre 0.04 et 2 au seuil de nos dynamos). Ainsi si
on voulait faire des dynamos non-propagatives a` partir de nos e´coulements propagatifs, il
faudrait prendre des Pm environ 100 fois supe´rieurs a` ceux de nos dynamos. . . C’est un
me´canisme de type α2, qui ne profite donc pas du tout de notre fort e´coulement zonal.
Ve´rification du mode`le
On peut ve´rifier la pertinence de ce mode`le en calculant divers grandeurs a` partir des
simulations nume´riques. Ainsi les expressions 5.19 et 5.20 est tre`s bien ve´rifie´e dans tous
nos calculs dynamos, et on trouve, pour les dynamos sature´es (voir §6.3) :
b/BT
u/U
= 1.26± 0.3 et BP/BT
u2/U2
= 3.0± 1.3
ou` on a remplace´ c par U car ils sont du meˆme ordre de grandeurs pour les e´coulements
loin du seuil (d’instabilite´ hydrodynamique) que nous avons choisis.
De plus, ces e´quations sont compatibles avec le mode`les a` 2 modes pour l’inversion
de´crit au §5.4.3. En effet, l’expression 5.20 montre que le champ magne´tique polo¨ıdal BP
contient une forte composante en quadrature de phase avec le champ toro¨ıdal BT. Si on
prend le cas d’une variation verticale sinuso¨ıdale, on obtient ainsi notre deuxie`me mode
(voir §5.4.3).
La table 5.3 montre les seuils dynamos et le nombre de Reynolds magne´tique the´o-
rique obtenu avec notre mode`le simplifie´. Comme il est difficile de mesurer c, nous l’avons
remplace´ par Ro pour obtenir
Rm th =
Pm
RoEk
u2
∆
(5.23)
S’il y a une certaine dispersion, les valeurs donne´es semblent eˆtre pertinentes, et ne re-
mettent pas en cause notre mode`le. Une estimation de R˜m en utilisant c ∼ β/m2 ne donne
pas de bons re´sultats, sans doute parce que cette relation de dispersion n’est pas valable
pour des ondes de Rossby non-line´aires (voir aussi 4.2.7).
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Ek Roc Ro Pm
c quad Pmc dip Rm th quad Rm th dip
10−6 9.5 10−3 1.0 10−2 1.56 50
10−6 9.5 10−3 1.1 10−2 1.2 59
10−6 9.5 10−3 1.2 10−2 0.66 154
10−6 9.5 10−3 1.3 10−2 0.53 1.47 175 486
10−6 9.5 10−3 2.5 10−2 0.37 0.59 400 638
10−6 9.5 10−3 4.0 10−2 0.2 0.47 359 845
10−7 2.3 10−3 1.5 10−2 0.034 0.053 285 444
10−8 6.3 10−4 0.5 10−2 0.023 0.026 329 371
10−8 6.3 10−4 2.0 10−2 0.004 0.005 264 330
10−6 −11.1 10−3 −2.0 10−2 0.475 0.8 42 70
10−6 −11.1 10−3 −4.0 10−2 0.16 0.24 42 62
10−6 −11.1 10−3 −6.0 10−2 0.089 0.13 43 62
10−6 −11.1 10−3 −8.0 10−2 0.062 0.085 41 57
10−8 −7.9 10−4 −0.5 10−2 0.018 0.019 239 252
10−8 −7.9 10−4 −2.0 10−2 0.003 0.003 57 57
Tab. 5.3 – Seuil dynamo : Rm th (expression 5.23) pour des parame`tres varie´s.
5.6 Re´sume´ et discussion
Notre approche hybride 2D/3D nous a permis de calculer des dynamos pour des nombres
de Prandtl tre`s faibles et des nombres de Reynolds tre`s e´leve´s. Nous avons montre´ que des
e´coulements quasi-ge´ostrophiques sont capables d’auto-induire du champ magne´tique, et
ce pour des parame`tres qui repre´sentent asymptotiquement bien les me´taux liquides et les
fluides en rotation rapides ge´ophysiques (noyau de la terre).
Des solutions oscillantes sont fre´quemment observe´es, pour toute la gamme de nombres
d’Ekman balaye´e (Ek = 10−6 a` 10−8). Ces inversions sont interpre´te´es par un couplage
entre deux modes de champ magne´tique, entre lesquels la solution oscille, sans faire appel
a` la force de Laplace. Ainsi, contrairement a` ce qui est souvent admis, les inversions du
champ magne´tique terrestre ne sont pas force´ment lie´es a` un changement important dans
la structure de l’e´coulement.
Nous avons e´galement montre´ que le me´canisme d’induction repose entie`rement sur
la nature ondulatoire de l’e´coulement et ne fait pas appel au pompage d’Ekman, qui est
asymptotiquement faible.
Enfin, il faut signaler les similitudes de ce mode`le avec la dynamo solaire, qui est
suppose´e eˆtre de type αΩ a` cause de la rotation diffe´rentielle importante observe´e a` la
surface du soleil (l’e´quateur tourne plus vite que les poˆles). Bien que les me´canismes et
les forc¸ages n’aient pas grand chose en commun avec le soleil, notons tout d’abord que la
dynamo solaire pre´sente un cycle a` 22 ans, durant lequel le champ magne´tique change de
signe. De plus, la de´rive des taˆches solaires qui apparaissent durant ce cycle se fait vers
l’e´quateur, ce qui correspond a` ce que l’on peut voir sur la figure 1.9 qui montre que le
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champ magne´tique de´rive e´galement vers le centre pour les dynamos oscillantes.
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Chapitre 6
L’influence du champ magne´tique :
La force de Laplace
Apre`s l’e´tude line´aire pre´ce´dente, nous ajoutons la force de Laplace. Malgre´ les pro-
ble`mes lie´s a` son introduction dans un mode`le quasi-ge´ostrophique, que nous discutons au
§6.1, nous parvenons a` e´tablir un mode`le nume´rique. Dans un premier temps nous exami-
nons les effets du champ magne´tique sur les e´coulements turbulents du chapitre 4. Ensuite
nous examinerons quelques cas de dynamos comple`tes, ou` la force de Laplace enraye la
croissance de l’e´nergie magne´tique. E´nergies et dissipations sont donne´es pour divers pa-
rame`tres. Quels sont les me´canismes de saturation ? La contrainte de Proudman-Taylor
est-elle brise´e ?
Cette e´tude n’est pas comple`te. Son aspect exploratoire a pris beaucoup de temps
(de´veloppement des ide´es et du code), et elle n’a e´te´ entreprise que tardivement.
A` cause d’une erreur dans le code nume´rique de´couverte a` l’e´criture de ces pages, la
force de Laplace axisyme´trique est fausse dans presque tous les calculs pre´sente´s ici : elle est
sous-estime´e au centre. Heureusement les conse´quences ne sont pas dramatiques, comme
le montre la comparaison faite avec un code corrige´ (fig. 6.11).
6.1 Avec la force de Laplace : QG-MHD
Supposons maintenant que le fluide puisse eˆtre le sie`ge de courants e´lectriques impor-
tants comme c’est le cas d’un me´tal liquide. Nous devons donc tenir compte de la force de
Laplace (ou de Lorentz pour les anglophones). Cette taˆche n’est pas aise´e, car le champ
magne´tique n’a aucune raison d’eˆtre bidimensionnel !
Notons ici que les deux familles dipoˆles et quadrupoles identifie´es au chapitre 5 restent
inde´pendantes.
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6.1.1 Prise en compte de la force de Laplace
En partant de l’e´quation de Navier-Stokes avec la force de Laplace (eq. 1.15), l’equation
2.15 devient :
∂ω
∂t
+
(
ur
∂ω
∂r
+
uφ
r
∂ω
∂φ
)
− (2 + ω)∂uz
∂z
= Ek∇2ω +
〈−→∇∧(−→∇∧−→B ∧−→B)〉 (6.1)
Pour re´soudre cette e´quation nous devons e´valuer la moyenne selon z du rotationnel de la
force de Laplace. L’annexe §B.3 de´taille les me´thodes nume´riques utilise´es.
Pour que l’approximation quasi-ge´ostrophique soit encore valide, il faut s’assurer que la
force de Laplace reste petite compare´e a` la force de Coriolis. C’est le nombre d’Elsasser qui
mesure ce rapport, mais il peut prendre plusieurs formes (voir par exemple Cardin et al.,
2002). En re´gime diffusif (Rm 1) on a −→j = σ−→u ∧−→B , et on trouve le nombre d’Elsasser
de´ja` introduit au §1.3.4 :
Λ =
σuB2
ρΩu
=
Pm
Ek
B2
En re´gime dynamo (Rm > 1), on calcule explicitement µ0
−→
j =
−→∇∧−→B , et dans ce cas on
obtient
Λ0 =
B2
Lµ0ρΩu
=
B2
Lu
=
Λ
Rm
ou` L est une e´chelle caracte´ristique de l’induction. On remarque alors que si Λ  1 et
Rm > 1, alors Λ0  1.
Ainsi, dans le cas d’un champ magne´tique impose´, il faudra se limiter a` Λ 1. Dans le
cas d’un calcul dynamo, comme on a toujours des petites e´chelles pour lesquelles on atteint
le re´gime diffusif, il faudra ve´rifier a posteriori que Λ  1, ce qui assure e´galement que
Λ0  1.
Pour avoir une ide´e des effets d’un champ magne´tique fort, on a reporte´ sur la figure 6.1
le champ de vorticite´ donne´ par Olson et al. (1999). Avec un nombre de Rossby Ro ∼ 10−2
base´ sur la vitesse rms, et un nombre d’Elsasser Λ ∼ 1, on a un e´coulement qui est loin
d’eˆtre invariant selon l’axe de rotation, bien qu’on ait toujours cette tendance a` l’e´longation
suivant cet axe.
6.1.2 Effet des petites e´chelles du champ magne´tique
Une estimation rigoureuse de la force de Laplace aux petites e´chelles (c’est-a`-dire en
re´gime diffusif) est donne´e a` l’annexe C.5. L’imple´mentation nume´rique correspondante
ne´cessiterait beaucoup d’efforts et de temps de calcul (transforme´e de Fourier, filtrage).
Une approche plus simple consiste a` conside´rer qu’en re´gime diffusif
−→
j ' Pm
Ek
−→
u ∧−→B
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Fig. 6.1 – Le champ de vorticite´ tire´ de Olson et al. (1999). On distingue bien la structure en
colonnes de l’e´coulement. On a Ro ∼ 10−2 et Λ ∼ 1.
ou` on ne´glige le champ e´lectrique associe´ a` la contrainte
−→∇ .−→j = 0, qui est donc ici relaˆche´e.
On obtient dans ce cas, pour la force de Laplace a` petite e´chelle
−→
F LSS = −Pm
Ek
B2
−→
u⊥
ou`
−→
u⊥ est la vitesse perpendiculaire a`
−→
B .
Pour nos dynamos quasi-ge´ostrophiques, on a vu au chapitre 5 que pratiquement toute
l’e´nergie magne´tique se trouve dans le mode toro¨ıdal axisyme´trique, et on va donc ne´gliger
toutes les autres composantes pour le calcul de la force de Laplace a` petite e´chelle. Ainsi
−→
F LSS = −Pm
Ek
B2φ,0
(
ur
−→
er + uz
−→
ez
)
(6.2)
L’imple´mentation nume´rique correspondante est de´crite dans l’annexe B.3.3.
6.1.3 Saturation
A partir de l’e´quation 1.15, on peut imaginer deux me´canismes de saturation. Le re´gime
magne´tostrophique pour lequel Λ ∼ 1 par de´finition, ou` la force de Laplace est e´quilibre´e
par la force de Coriolis.
L’autre possibilite´ est que la force de Laplace soit e´quilibre´e par les forces d’inerties,
auquel cas on aurait EB ∼ EU.
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6.2 Influence d’un champ magne´tique impose´
Pour e´tudier l’influence d’un champ magne´tique sur nos e´coulements a` petits Rm, nous
avons impose´ un champ magne´tique purement toro¨ıdal (parce que c’est celui qui domine les
dynamos cine´matiques obtenues au chapitre 5) tel que Λ ∼ 1 pour Ek = 10−8, Ro = −0.02,
et Pm = 10−5. Le champ magne´tique impose´ est repre´sente´ sur la figure 6.2. Les re´sultats
des trois calculs avec trois mode`les diffe´rents (sans force de Laplace, force de Laplace grande
e´chelle, et force de Laplace grande et petite e´chelles)1 tous aux meˆmes parame`tres, sont
donne´s par le tableau 6.1. Les cartes de vorticite´ des e´coulements sont repre´sente´es sur la
figure 6.4.
On a trace´ sur les spectres (fig. 6.5) les lignes correspondant a` Re = 1 et Rm = 1. La
partie du spectre sous ces lignes correspond a` des e´chelles pour lesquelles la dissipation
visqueuse ou par effet Joule est suppose´e eˆtre importante. On voit par exemple que le
nombre de Reynolds magne´tique Rm est petit, sauf pour le mode axisyme´trique.
Fig. 6.2 – Le champ magne´tique impose´, purement toro¨ıdal, repre´sente´ ici dans un plan me´ridien.
Son e´nergie est B2 = 4.25 10−5, et les intensite´s lues sur la figure donnent Λ ∼ 1 pour Ek = 10−8
et Pm = 10−5.
6.2.1 E´coulement axisyme´trique
Sur la figure 6.3, on compare la force de Laplace et la vitesse angulaire. Ce qui sur-
prend d’abord c’est l’intensite´ du “freinage axisyme´trique”. En effet, comme
−→
B et
−→
U0 sont
coline´aires, on pourrait s’attendre a` une force nulle. Cependant l’interaction non-line´aire
de
−→
j et
−→
b a` petites e´chelles peut tout a` fait agir sur l’e´coulement axisyme´trique. C’est ce
que semble confirmer la comparaison entre la force de Laplace axisyme´trique (∼ 10−6) et
les autres composantes de cette force (10−4, non repre´sente´es).
1La force de Laplace axisyme´trique dans ces mode`les a e´te´ calcule´e apre`s correction de l’erreur men-
tionne´e au de´but de ce chapitre.
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cin hyb lss
E0U 1.49 10
−5 1.31 10−5 1.28 10−5
Eu 14.1 10
−8 6.14 10−8 7.31 10−8
Eb 3.84 10
−9 0.79 10−9 1.15 10−9
D0ν 0.19 10
−10 0.21 10−10 0.20 10−10
D0Ek 0.74 10
−10 1.07 10−10 1.10 10−10
Dν 2.31 10
−12 0.95 10−12 1.01 10−12
DEk 8.07 10
−12 3.22 10−12 3.85 10−12
DJ 15.4 10
−10 2.3 10−10 3.0 10−10
Dlss − − 0.65 10−12
∆ 0.04 0.15 0.16
Tab. 6.1 – Influence d’un champ magne´tique impose´ sur l’e´coulement a` Ek = 10−8,Ro =
−0.02,Pm = 10−5,Λ ∼ 1, pour diffe´rents mode`les : cin de´signe un mode`le sans aucune re´tro-
action de la force de Laplace ; hyb tient compte de la force de Laplace aux grandes e´chelles ; lss
tient comprend une parame´trisation de la force de Laplace aux petites e´chelles. Les grandeurs
donne´es sont moyenne´es dans le temps : E0U et Eu sont l’e´nergie cine´tique axisyme´trique et non-
axisyme´trique respectivement, Eb est l’e´nergie magne´tique non-axisyme´trique ; Dν , DEk, DJ et
Dlss sont les dissipations visqueuse en volume, par frottement d’Ekman, par dissipation ohmique,
et par la force de Laplace aux petites e´chelles respectivement. L’exposant 0 indique une grandeur
axisyme´trique, et son absence indique une grandeur non-axisyme´trique. Enfin, ∆ mesure l’e´pais-
seur de la couche de Stewartson. Le de´tail du calcul de ces grandeurs est donne´ au §B.1.7 et
§B.2.3.
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Fig. 6.3 – Force de Laplace axisyme´trique dans le mode`le lss, normalise´e par Pm /Ek et compare´e
a` la vitesse angulaire avec et sans force de Laplace.
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Fig. 6.4 – Cartes de vorticite´. De haut en bas on a les cas cin, hyb, lss (voir table 6.1). A` gauche
c’est la vorticite´ totale qui est repre´sente´e, et a` droite c’est un zoom sur la vorticite´ non-zonale,
avec la meˆme e´chelle. Le trace´ donne la vitesse angulaire zonale.
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Fig. 6.5 – Spectres cine´tiques et magne´tiques moyenne´s en pre´sence d’un champ magne´tique
impose´ Λ = 1, pour diffe´rents mode`les cin, hyb et lss (voir table 6.1).
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Fig. 6.6 – Spectres cine´tiques et magne´tiques moyenne´s en pre´sence d’un champ magne´tique
impose´ Λ = 1, pour le cas lss.
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Si on compare les effets moteurs du pompage d’Ekman (de l’ordre de RoEk1/2 ∼ 10−6)
avec la force de Laplace axisyme´trique (∼ 10−9), on se rend compte que la force de Laplace
ne peut pas freiner l’e´coulement axisyme´trique. C’est donc vraisemblablement l’œuvre de
l’effet qui creuse la couche au centre pour le mode`le cin, a` savoir les non-line´arite´s.
Sur la table 6.1, on voit aussi une augmentation de ∆, qui traduit l’e´largissement de la
couche de cisaillement lorsque la force de Laplace est pre´sente. Cette force s’oppose donc
au cisaillement du champ magne´tique. On voit aussi que l’e´nergie du champ magne´tique
induit est conside´rablement re´duite lorsque la force de Laplace est pre´sente, de meˆme que
l’e´nergie des vitesses non-zonales. Ceci traduit le fait que le champ magne´tique s’oppose
fortement a` l’apparition de vitesses qui lui sont perpendiculaires. On remarque aussi que
c’est la dissipation par effet Joule qui domine toutes les autres. Rien d’e´tonnant a` cela vu
le tre`s faible Pm et l’intensite´ du champ magne´tique applique´.
6.2.2 L’effet de la force de Laplace aux grandes e´chelles
Sur les cartes de vorticite´ (fig. 6.4), on voit bien l’atte´nuation des bras spirales a` l’ex-
te´rieur de la couche de cisaillement. On voit aussi l’allongement des structures de vorticite´
de la couche de cisaillement dans la direction du champ magne´tique (
−→
eφ). Dans le spectre
(fig. 6.5), il est assez clair que la dissipation aux petites e´chelles est sous-estime´e, puisque
la queue du spectre d’e´nergie cine´tique pour le mode`le hyb passe au-dessus du niveau de
ce spectre sans force de Laplace (mode`le cin). Cet effet est aussi visible sur les cartes de
vorticite´.
6.2.3 L’effet de la force de Laplace aux petites e´chelles
Sur les figures 6.5 et 6.6 qui repre´sentent les spectres, on voit bien l’effet de l’introduction
de la force de Laplace aux grandes et petites e´chelles. Si l’introduction de la force de Laplace
aux grandes e´chelles seulement n’est pas suffisante (on oublie la dissipation aux petites
e´chelles), lorsqu’on inclut la force de Laplace aux petites e´chelles c’est pire : on surestime
beaucoup la dissipation aux petites e´chelles, comme en te´moigne la baisse brutale du niveau
d’e´nergie des petites e´chelles dans le spectre du mode`le lss.
On remarque e´galement les pentes tre`s raides des spectres magne´tiques. En re´gime
diffusif (pour Rm  1, comme c’est le cas ici), pour un spectre de vitesse en Eu(m), on
attend des spectres d’e´nergie magne´tique en Eb(m) ∼ m−2Eu(m) soit ici m−7, ce qui est
loin d’eˆtre le cas.
Plusieurs hypothe`ses pour expliquer cela peuvent eˆtre avance´es :
1. L’hypothe`se d’e´quilibre instantane´ (re´gime diffusif) qui consiste a` ne´gliger
∂
−→
b
∂t
est-
elle justifie´e pour notre e´coulement (voir 6.1.2) ?
2. En utilisant l’approximation
−→
F LSS =
−→
j ∧−→B , on oublie aussi le terme −→J ∧−→b et les
courants dus au champ e´lectrique, qui tout en e´tant plus faibles ne sont pas force´ment
ne´gligeables pour autant.
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A priori l’hypothe`se 2 ne devrait pas aboutir a` une surestimation de la dissipation, et
ne devrait pas alte´rer la pente des spectres d’e´nergie magne´tique. Par contre, les courants
de l’hypothe`se 1 sont ceux qui vont s’opposer a` la variation rapide des courants.
Pour tester l’hypothe`se 1, on peut comparer le temps de diffusion du champ magne´tique
pour un nombre d’onde m, avec le temps de propagation des ondes de Rossby. Le temps
de diffusion est
Tdiff =
Pm
Ek
m−2
et le temps que mettrait une onde se propageant a` c pour traverser la longueur correspon-
dant a` m est
Tcin =
1
cm
Pour que l’approximation de diffusion instantane´e soit valable, il faut Tdiff/Tcin  1 soit
Tdiff
Tcin
=
Pm
Ek
c
m
= Rmc
Si on estime la vitesse de propagation des ondes par c ∼ Ro, et qu’on calcule Rmc avec
les parame`tres employe´s ici : Pm = 10−5, Ek = 10−8, Ro = −0.02, mBmax = 21, on trouve
Rmc(mBmax) ∼ 1, ce qui semble effectivement un peu juste pour utiliser l’approximation
du re´gime diffusif2
On ne peut donc pas ne´gliger
∂
−→
b
∂t
dans l’e´quation d’induction, meˆme pour Rm local  1 :
Il faut aussi avoir Rmc  1. Dans notre cas, pour pouvoir utiliser le´gitimement notre
parame´trisation de la force de Laplace aux petites e´chelles, il faudrait prendre mBmax
beaucoup plus grand, ce qui diminue fortement l’inte´reˆt d’une telle approche. En plus,
avec les parame`tres dynamo du style E = 10−8 et Pm = 10−2, ce n’est plus du tout
possible : il faudrait prendre mBmax ∼ mUmax.
Pour Rmc > 1, le passage rapide de l’onde ne laisse pas aux courants e´lectriques le
temps de s’e´tablir, limitant ainsi leur intensite´ et re´duisant la dissipation Joule. Ainsi on
re´duit nettement la dissipation aux petites e´chelles, ce qui pourrait expliquer les spectres
d’e´nergie magne´tique raides observe´s.
On remarque ici une fois encore que c’est le comportement ondulatoire de notre e´cou-
lement qui le rend particulier : avec une advection pure on n’aurait pas de proble`mes.
2Si on estime la vitesse des ondes par celle des ondes de Rossby c ∼ β/m2, qui n’est a priori plus
valable pour l’e´coulement non-line´aire utilise´ ici, on trouve Rmc(mBmax) ∼ 0.1 ce qui reste tout de meˆme
important.
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6.3 Re´gime dynamo
De nombreux calculs de dynamos ont e´te´ lance´s, de manie`re exploratoire, afin de voir
ce qu’on pourrait tirer de ces dynamos sature´es. Beaucoup de ces calculs ont explose´ (NaN),
a` cause d’une troncature excessive ou d’un pas de temps trop ambitieux. Cependant, des
dynamos sature´es ont e´te´ obtenues a` Ek = 10−8 et Ek = 10−6, et certaines d’entre elles
pre´sentent meˆme des inversions. La table 6.2 donne les parame`tres de ces dynamos.
id dtB/ dtU NR lmax m
B
max Ek Ro Pmc Pm Λ
Q6f 1 101 64 64 10
−6 −0.08 0.062 0.1 1− 4
Q6h 6 101 59 21 10
−6 −0.08 0.062 0.1 1− 4
D6f 1 100 64 64 10
−6 −0.08 0.085 0.1 ∼ 1
D6h 6 100 59 21 10
−6 −0.08 0.085 0.1 ∼ 1
D6l 6 100 59 21 10
−6 −0.08 0.085 0.1 ∼ 1
D6ok
a 6 100 59 21 10−6 −0.08 0.085 0.1 ∼ 1
Q6+f 6 101 64 64 10
−6 0.04 0.2 0.3 1.5 10−2
D8l 10 101 59 21 10
−8 −0.02 0.003 0.005 0.65
Q879 20 149 79 32 10
−8 0.02 0.004 0.005 2.925
Q832 10 149 59 32 10
−8 0.02 0.004 0.005 2.9
Q842 10 149 59 42 10
−8 0.02 0.004 0.005 2.1
Q853 10 149 59 53 10
−8 0.02 0.004 0.005 1.61
Q864 10 149 64 64 10
−8 0.02 0.004 0.005 1.3
Q885 10 149 85 85 10
−8 0.02 0.004 0.005 1
aSeule dynamo sature´e avec la force de Laplace axisyme´trique juste.
Tab. 6.2 – Liste des calculs de dynamos sature´es. D ou Q pour famille dipoˆle ou quadrupole ; 6
ou 8 pour Ek = 10−6 (NS = 400,mUmax = 64) ou Ek = 10−8 (NS = 600,mUmax = 170) ; f pour
full re´solution, un calcul ou` la re´solution de B est celle de U ; h pour hybrid, force de Laplace
grandes e´chelles ; l pour Lorentz Small Scale, inclut la parame´trisation de la force de Laplace aux
petites e´chelles.
6.3.1 De´pendance avec la troncature
Nous avons montre´ au chapitre 5.1.4 qu’on pouvait calculer le champ magne´tique avec
un pas de temps plus grand et avec une grille plus fine. Lorsqu’on rajoute la force de Laplace,
sans tenir compte des petites e´chelles du champ magne´tique, la dissipation d’e´nergie est
sous-estime´e (voir §6.2). La figure 6.7 montre l’e´volution de l’e´nergie magne´tique en fonction
du temps pour diffe´rents mode`les de dynamo. On constate que l’e´nergie magne´tique de´croˆıt
lorsqu’on augmente le re´solution. En effet, en augmentant la re´solution, on augmente aussi
la dissipation d’e´nergie par les petites e´chelles et on arrive ainsi a` un nouvel e´quilibre. A`
noter que dans ce cas, on a Rm loc < 1 pour m > 20.
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Fig. 6.7 – E´volution de l’e´nergie magne´tique en fonction du temps pour les mode`les Q8xx. Les
courbes sont marque´es par mBmax × lmax. Λ = 1 correspond donc a` < B2 >= 2 10−6.
Cependant, les formes ge´ne´rales du champ magne´tique et du champ de vorticite´ sont
tre`s peu affecte´es pour des re´solutions supe´rieures a` (mBmax = 42, lmax = 59), comme
l’illustre la figure 6.8 Pour la plus basse re´solution pre´sente´e ici, le champ magne´tique
devient trop intense et l’e´coulement en ressent davantage les effets.
On peut donc raisonnablement penser que meˆme si l’e´nergie magne´tique n’est pas cor-
recte, les formes des champs restent bonnes, pour des re´solutions raisonnables, ce que
semble aussi confirmer le temps de dissipation de´fini comme Tdiss = EB/DJ.
Le crite`re e´tabli au §6.1.1, n’est pas ve´rifie´ : on a Λ > 1, bien que l’e´cart ne soit pas
tre`s grand (voir figure 6.7).
6.3.2 E´nergie et dissipation
La table 6.3 donne les e´nergies et les dissipations obtenues avec quelques dynamos
sature´es. Les grandeurs sont moyenne´es dans le temps et calcule´es comme indique´ dans les
annexes §B.1.7 et §B.2.3. On constate que les Λ moyens indique´s ici sont plus faibles que
les maximums donne´s dans la table 6.2.
On remarque que la dissipation lie´e a` la force de Laplace aux petites e´chelles Dlss est
relativement faible compare´e aux autres dissipations, bien que son effet soit important
comme l’a montre´ l’e´tude de la de´pendance avec la troncature (voir §6.3.1)
Si la dissipation par effet Joule DJ domine clairement pour D8l, ce n’est pas du tout le
cas pour D6l et D6ok, ou` les dissipations visqueuses axisyme´triques dominent. Il ne semble
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Q832, Λ = 2.9, Tdiss = 0.0144
Q842, Λ = 2.1, Tdiss = 0.0139
Q885, Λ = 1, Tdiss = 0.0139
Fig. 6.8 – Effet de la troncature sur les dynamos sature´es. Champ de vorticite´ totale et vitesse
angulaire zonale (a` gauche), et champ magne´tique (a` droite) pour des dynamos sature´es Q8xx
(avec E = 10−8, Ro = 0.02, Pm = 0.005).
6.3. RE´GIME DYNAMO 141
id D8l D6l D6ok Q6h Q853
EU 1.36 10
−5 1.84 10−4 1.80 10−4 1.75 10−4 9.5 10−6
Eu 1.0 10
−7 2.60 10−6 2.66 10−6 2.67 10−6 1.39 10−7
EB 1.3 10
−6 5.5 10−6 2.73 10−6 1.76 10−5 3.22 10−6
Rm 1840 1360 1340 1320 1540
Λ 0.65 0.55 0.27 1.8 1.61
Tdissip 4.0 10
−4 1.2 10−3 8.6 10−3 8.2 10−3 1.37 10−2
DJ 4.44 10
−10 6.26 10−9 3.16 10−9 2.13 10−8
DU 1.7 10
−11 1.58 10−8 1.53 10−8 1.41 10−8
Du 1.5 10
−12 1.1 10−9 1.11 10−9 1.20 10−9
D0Ek 8.94 10
−11 2.17 10−8 2.24 10−8 2.40 10−8
DEk 5.8 10
−12 1.44 10−9 1.48 10−9 1.52 10−9
Dlss 3 10
−12 3.0 10−11 6.43 10−12
Tab. 6.3 – Re´sultats des calculs de dynamo sature´es. voir table 6.2 pour les parame`tres d’entre´e.
Toutes les grandeurs sont moyenne´es dans le temps.
pas y avoir de re`gle, si ce n’est que le champ magne´tique semble presque toujours s’ajuster
de manie`re a` avoir Λ ∼ 1. C’est vrai pour toutes les dynamos de la table 6.2, sauf Q6+f
qui reste cepdendant la seule dynamo calcule´e avec la meˆme re´solution pour le champ
magne´tique et le champ de vitesse, assurant la bonne prise en compte de la dissipation a`
toutes les e´chelles.
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6.3.3 Force de Laplace aux petites e´chelles
Comme on l’a vu au §6.2, l’approximation employe´e pour parame´triser les forces de
Laplace aux petites e´chelles n’est pas satisfaisante. Le proble`me est encore plus prononce´
pour les dynamos, comme on peut le voir sur la figure 6.9, ou` le saut dans le spectre,
localise´ au nombre d’onde pour lequel on introduit la force de Laplace aux petites e´chelles
(ici mBmax = 21), est tre`s important. On a Rm
c(mBmax) ' 500 et Rmc(mUmax) ' 50.
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Fig. 6.9 – Spectres moyenne´s pour la dynamo sature´e D8l (Ek = 10−8,Ro = −0.02,Pm = 0.005).
6.3.4 Inversions
Certaines dynamos sature´es pre´sentent e´galement des inversions. Les mode`les D6x et
Q6x (mais pas Q6
+) s’inversent, tout comme les dynamos cine´matiques correspondantes
(voir §5.3.6). Les oscillations de l’e´nergie magne´tique pour diffe´rents mode`les sont donne´es
par la figure 6.10. La pe´riode des inversions a cependant change´ : par exemple on passe de
Tcin = 0.0665 pour la dynamo cine´matique aux meˆmes parame`tres a` Tsat = 0.115 pour D6h
et Tsat = 0.10 pour D6ok. Graˆce aux grandes variations de l’intensite´ du champ magne´tique,
on voit bien l’effet de ce dernier sur les vitesses du fluide : les fluctuations de vitesse et
l’e´nergie cine´tique sont plus faibles lorsque le champ magne´tique est le plus fort.
Notons que la ge´ome´trie du champ magne´tique reste la meˆme qu’au seuil. On a repre´-
sente´ sur les figures 6.12 et 6.13 le champ magne´tique et le champ de vorticite´ pour les
minima et maxima de l’e´nergie magne´tique au cours des inversions Q6h et D6l. Pour D6l,
on retrouve le meˆme aspect que dans le cas de l’inversion visible sur la figure 5.8, a` peu pre`s
au voisinage des ze´ros du taux de croissance (correspondant aux extremums de l’e´nergie).
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Fig. 6.10 – E´nergie magne´tique et cine´tique en fonction du temps D6h, Q6f et Q6h (voir tableau
6.2)
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Fig. 6.11 – E´nergie magne´tique et cine´tique en fonction du temps pour les quatre dynamos
sature´es de la famille D6x (E = 10−6, Ro = −0.08, Pm = 0.1).
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Enfin pour e´valuer les effets des diverses approximations, on a repre´sente´ les 4 mode`les
D6x sur la figure 6.11. On voit que la force de Laplace corrige´e a un effet non-ne´gligeable,
mais que le comportement global reste le meˆme. Le cas D6ok pre´sente le plus faible Λ, et
une forte influence de la force de Laplace axisyme´trique sur l’e´coulement zonal, bien plus
importante que dans les autres cas.
Fig. 6.12 – Vorticite´ (a` gauche), et champ magne´tique (a` droite) pour la dynamo quadrupolaire
sature´e Q6h (E = 10−6, Ro = −0.08, Pm = 0.1) qui s’inverse. La ligne du haut pre´sente l’e´tat
pour le maximum du champ magne´tique, et la ligne du bas pour le minimum (voir fig. 6.10).
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Fig. 6.13 – Vorticite´ (a` gauche), et champ magne´tique (a` droite) pour la dynamo dipolaire
sature´e D6l (E = 10−6, Ro = −0.08, Pm = 0.1), avec force de Laplace a` petite e´chelle) qui
s’inverse. La ligne du haut pre´sente l’e´tat pour le maximum du champ magne´tique, et la ligne du
bas pour le minimum (voir fig. 6.10).
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6.3.5 Force de Laplace
Nous comparons dans cette section les forces de Laplace obtenues dans les deux dynamos
sature´es nomme´es D6ok et Q853. Rappelons que dans D6ok la force de Laplace axisyme´trique
est calcule´e correctement alors qu’elle est fausse dans Q853.
Nous avons repre´sente´ sur la figure 6.14 la force de Laplace axisyme´trique. On peut voir
qu’elle s’oppose a` l’e´coulement axisyme´trique. En la comparant avec le pompage d’Ekman,
on voit tout de meˆme que ces deux forces sont comparables en dehors de la couche de
cisaillement (ou` le frottement d’Ekman est le moteur).
Les figures 6.15 et 6.16 repre´sentent la force de Laplace non-axisyme´trique pour D6ok
pris au maximum du champ magne´tique, et celle obtenue dans la dynamo Q853. La figure
6.15 repre´sente le rotationnel de cette force, terme qui agit sur l’e´quation de la vorticite´
axiale (eq. 2.15).
Les composantes susceptibles de briser la contrainte de Proudman-Taylor sont repre´-
sente´es sur la figure 6.16 et sont bien plus grandes que la force de Coriolis (par rapport a`
laquelle la force de Laplace est normalise´e), bien que Λ ∼ 1. Pour ces situations, il semble
donc peu probable que notre mode`le quasi-ge´ostrophique puisse rendre compte de la re´alite´.
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Fig. 6.14 – Force de Laplace axisyme´trique pour D6ok (pour le maximum de EB) a` gauche et
Q853 a` droite. La ligne du haut compare la force de Laplace a` l’e´coulement axisyme´trique, tandis
que celle du bas la compare au frottement d’Ekman.
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Fig. 6.15 – Composante verticale du rotationnel de la force de Laplace normalise´e par Ek /Pm,
pour D6ok (pour le maximum de EB) a` gauche et Q853 a` droite.
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Fig. 6.16 – Coupes me´ridiennes de la force de Laplace normalise´e par Ek /Pm, pour D6ok (pour
le maximum de EB) a` gauche et Q853 a` droite.
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6.4 Re´sume´ et discussion
Nous avons vu qu’il y a des proble`mes fondamentaux a` inte´grer la force de Laplace dans
les mode`les quasi-ge´ostrophiques : a` cause de l’aspect ondulatoire, on doit tenir compte de
la de´pendance temporelle dans l’e´quation d’induction pour des e´chelles bien plus petites
que pre´vues initialement.
En plus, les champs magne´tiques obtenus sont presque toujours trop forts pour que
l’hypothe`se d’e´coulement quasi-ge´ostrophique reste valable.
Toutefois, les dynamos quasi-ge´ostrophiques calcule´es montrent des re´gimes d’e´coule-
ment proches de ceux qu’on observe en l’absence de champ magne´tique, et la ge´ome´trie
du champ magne´tique est celle obtenue avec nos dynamos cine´matiques (voir chapitre 5).
La ge´ome´trie du champ magne´tique se montre e´galement peu sensible au de´tail des petites
e´chelles, par ailleurs tre`s peu e´nerge´tiques.
Les dynamos calcule´es saturent presque toujours de manie`re a` ve´rifier Λ ∼ 1. Est-ce
une co¨ıncidence ? Qu’en est-t il de celle qui n’obe´it pas a` cette re`gle ? Il serait e´galement
inte´ressant de savoir ce qui se passe lorsque le nombre de Prandtl magne´tique varie : nous
pouvons explorer une assez grande gamme de Pm, compare´e a` celle qui est accessible avec
des calculs 3D.
Les questions des dynamos sous-critiques et de la possibilite´ d’abaisser le seuil des in-
stabilite´s hydrodynamiques en pre´sence d’un champ magne´tique n’ont pas e´te´ aborde´es.
Pour obtenir une dynamo sous-critique il faudrait que la force de Laplace change comple`-
tement la topologie de l’e´coulement3, ce qui est difficilement concevable dans la limite des
dynamos quasi-ge´ostrophiques, puisqu’il faut en meˆme temps que Λ 1.
Dans le cas de la convection thermique, un tel phe´nome`ne existe (Soward, 1977). Il y
a cependant une diffe´rence fondamentale : les instabilite´s thermiques utilisent les forces
visqueuses pour e´quilibrer la force de Coriolis. Lorsque le champ magne´tique devient im-
portant, les forces d’Archime`de s’e´quilibrent avec les forces de Laplace ce qui entraˆıne un
changement de re´gime. L’instabilite´ de la couche de Stewartson est, quant a` elle, de nature
comple`tement diffe´rente : il s’agit d’une instabilite´ non-visqueuse.
Notons enfin que nous n’avons pas de´cele´ la pre´sence d’ondes de torsion : le freinage
d’Ekman est plus important que la force de Laplace axisyme´trique, et les non-line´arite´s ne
sont pas ne´gligeables.
3Nous avons observe´ un tel phe´nome`ne accompagne´ effectivement d’une dynamo sous-critique, mais le
calcul n’e´tait pas bon
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En fin de compte, cette the`se nous aura mene´ loin des ide´es de de´part. En effet, l’ide´e
a` l’origine de l’expe´rience DTS e´tait que le forc¸age thermique qui entretenait la dynamo
terrestre ne´cessite trop d’e´nergie pour re´aliser une dynamo a` l’e´chelle du laboratoire. Le
forc¸age me´canique par une rotation diffe´rentielle, bien plus efficace, e´tait cense´ produire un
e´coulement tre`s semblable a` la convection thermique.
Notre e´tude a montre´ qu’au seuil d’instabilite´, l’e´coulement issu de la de´stabilisation de
la couche de Stewartson s’organisait a` des e´chelles bien plus importantes (λstew ∼ Ek1/4)
que la convection thermique (λconv ∼ Ek1/3). De plus lorsqu’on augmente le forc¸age et
qu’on va vers des re´gimes turbulents, l’e´chelle dominante augmente rapidement dans le cas
d’un forc¸age par rotation diffe´rentielle, alors que Gillet (2004) montre que ce n’est pas du
tout le cas en convection thermique (en tout cas dans la gamme qu’il a explore´e). Ainsi le
forc¸age par rotation diffe´rentiel semble n’eˆtre qu’un pie`tre ersatz de convection thermique.
Cependant nous avons e´galement montre´ qu’un e´coulement ge´ostrophique issu d’un tel
forc¸age est capable d’action dynamo. Il est meˆme tre`s facile de de´marrer une dynamo avec
un tel e´coulement : Pour des re´gimes quasi-ge´ostrophiques, quels que soient les parame`tres
Ek et Pm, on arrive toujours a` de´marrer une dynamo nume´riquement, sans meˆme avoir a`
choisir un champ magne´tique initial particulier.
Le mode`le quasi-ge´ostrophique que nous avons e´tendu aux pentes finies et aux re´gimes
turbulents (introduction du frottement d’Ekman), associe´ a` des approches the´oriques nous
ont permis de mieux comprendre les instabilite´s de la couche de Stewartson, leur ge´ome´trie,
et l’influence du signe de la rotation diffe´rentielle, reste´e auparavant tre`s obscure.
C’est aussi graˆce ce mode`le quasi-ge´ostrophique ame´liore´ que nous avons pu atteindre
des re´gimes turbulents, jamais atteints nume´riquement dans ce type de configuration, et par
la meˆme occasion des dynamos pour des parame`tres hors de porte´e d’un calcul 3D : Re =
2 106 et Pm = 10−2.5. Les inversions que nous avons observe´es, bien que de´ja` connues pour
des dynamos parame´trise´es αΩ, laissent penser que les inversions du champ magne´tique
terrestre ou encore celles du soleil, ne sont pas lie´es a` l’action de la force de Laplace.
La relative simplicite´ de notre mode`le (compare´ a` un calcul 3D complet), nous a per-
mis de comprendre le de´tail des me´canismes d’induction a` l’origine des dynamos quasi-
ge´ostrophiques observe´es. Contrairement aux ide´es avance´es jusqu’a` pre´sent par la com-
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munaute´ scientifique, ce n’est pas le pompage d’Ekman qui est a` l’origine de l’effet α, mais
un me´canisme subtil lie´ a` la nature propagative de l’e´coulement.
Et c’est encore la nature propagative de l’e´coulement qui fait e´chouer la parame´trisation
des forces de Laplace aux petites e´chelles, la` ou` on n’attendait qu’un simple re´gime diffusif.
Il est maintenant clair que le comportement ondulatoire des e´coulements e´tudie´s ici est
tre`s important et qu’il faut en tenir compte. En effet, les instabilite´s au seuil, la turbulence,
le me´canisme d’action dynamo, et la re´tro-action du champ magne´tique sur l’e´coulement
sont fortement marque´s par cet aspect ondulatoire.
Il reste encore beaucoup a` faire. En ce qui concerne les instabilite´s, les pentes infinies et
les sauts de hauteur du re´cipient jouent sans aucun doute un roˆle particulier qu’il reste a`
e´lucider. Les nombreuses diffe´rences entre l’e´coulement obtenu par la de´stabilisation d’une
couche de Stewartson et celui produit par la convection thermique posent la question de
la pertinence de ces re´sultats pour le noyau terrestre en particulier et pour les dynamos
convectives en ge´ne´ral. Par exemple, le cisaillement zonal fort n’est pas une caracte´ristique
de la convection thermique, alors qu’il s’est montre´ tre`s important pour nos dynamos. La
mode´lisation du champ de tempe´rature dans notre code nume´rique, en 3D tout comme le
champ magne´tique, devrait pouvoir re´pondre a` ces questions.
Comme le champ toro¨ıdal domine fortement les champs magne´tiques dynamos observe´s,
il peut eˆtre judicieux d’essayer de parame´triser les autres composantes, pour augmenter
encore l’efficacite´ du code. Ce ne sera pas chose facile vu les difficulte´s rencontre´es pour
mode´liser la force de Laplace aux petites e´chelles.
Pour les dynamos sature´es, l’avenir semble peu sur : bien que l’outil soit puissant, de
nombreux proble`mes y compris la validite´ de l’hypothe`se quasi-ge´ostrophique semblent
compromettre leur pertinence physique, sauf pour les re´gimes a` Λ 1.
Enfin nous avons a` peine eﬄeurer le vaste sujet de la turbulence en rotation, qui touche
aussi bien les atmosphe`res des plane`tes ge´antes (comme Jupiter et sa tache rouge) que les
courants oce´aniques. La mode´lisation de l’expe´rience de turbulence en rotation d’Austin au
Texas (Baroud et al., 2002), serait un bon test pour notre mode`le quasi-ge´ostrophique, et s’il
s’ave`re pertinent, il constituerait un outil inte´ressant permettant d’e´tudier ces phe´nome`nes.
Annexe A
Observations expe´rimentales
A.1 Dispositif expe´rimental
La figure A.1 montre une sche´ma de notre montage expe´rimental. C’est un ellipso¨ıde de
plexiglas qui peut eˆtre mis en rotation rapide autour de son axe principal. Toute notre e´tude
est faite avec de l’eau. Sur l’axe de rotation de l’ellipso¨ıde, un axe est entraˆıne´ par un petit
moteur (pas-a`-pas ou moteur a` courant continu avec de´multiplicateur). Sur l’axe on peut
fixer des disques de plastique comme sur la figure A.1, ou une sphe`re de 4cm de diame`tre.
Nous avons en fait adapte´ l’expe´rience de pre´cession utilise´e par Noir et al. (2003). On se
reportera donc a` cette e´tude pour plus de de´tails sur le montage expe´rimental.
φ= 0.8cm
(Ω)
(∆Ω)
Motor
Ω
Step motor
d=4cm
a=12.5cm
c=12cm
h=1cm
Ω+∆Ω
Fig. A.1 – Montage expe´rimental avec des disques. On peut remplacer les disques par une sphe`re
(diame`tre 4cm) pour faire des expe´riences en coquille sphe´rique.
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A.2 “Album of rotating shear flow instabilities”
Pour observer les instabilite´s dans notre ellipso¨ıde en rotation nous utilisons une sus-
pension de particules “Kalliroscape AQ 1000”. Ces particules ont la forme de disque et
re´fle´chissent la lumie`re. Elles vont donc s’aligner avec le cisaillement du fluide et renvoyer
plus ou moins de lumie`re selon leur orientation. Nous e´clairons une tranche de fluide avec
un projecteur a` diapo et une fente, ou une lampe flash colimate´e par une succession de
deux fentes. On peut alors visualiser les cisaillements de l’e´coulement, et de´terminer le seuil
d’instabilite´ : lorsque les motifs de´pendent du temps.
A.2.1 Disques
Les 8 photos ci-dessous montrent l’e´volution de l’e´coulement avec le forc¸age Ro, pour
Ek = 2.10−5 dans le cas des disques.
Ek = 2.10−5 Ek = 2.10−5Ro = 0.05 Ro = 0.015
Ek = 2.10−5 Ek = 2.10−5Ro = 0.2 Ro = 0.4
A.2. “ALBUM OF ROTATING SHEAR FLOW INSTABILITIES” 153
Ek = 2.10−5 Ek = 2.10−5Ro = 0.8 Ro = 1.5
Ek = 2.10−5 Ek = 2.10−5Ro = 2 Ro = 2
A.2.2 Coquille sphe´rique
Les 4 cliche´s suivants montrent la de´stabilisation de la couche de Stewartson dans le
cas sphe´rique avec une graine (coquille sphe´rique) et Ro > 0 pour Ek = 2.10−5.
Ek = 2.10−5 Ek = 2.10−5Ro > 0 Ro > 0
stable instable
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Ek = 2.10−5 Ek = 2.10−5Ro > 0 Ro > 0
fort forc¸age instable, vu du poˆle nord
Meˆme chose pour Ek = 3.10−6 sur les 2 images suivantes :
Ek = 3.10−6 Ek = 3.10−6
Ro > 0 Ro > 0
stable instable
Il semble e´galement que pour Ek = 3.10−6 on distingue la profil caracte´ristique de la
couche de Stewartson dans une coquille sphe´rique par la ligne blanche verticale tangente
a` la graine (voir §3.1.2). En effet pour des nombres d’Ekman suffisamment petits on voit
que le cisaillement change de signe au voisinage de l’e´quateur.
Les 2 photos ci-dessous montrent les phe´nome`nes e´tranges visibles pour Ro < 0 et qui
e´chappent encore a` toute explication : on observe en effet ce qui ressemble a` un de´collement
de la couche d’Ekman : du fluide “noir” semble eˆtre injecte´ par les couches limites dans
le volume. Sur une des photos on voit meˆme des petits tourbillons qui suivent une ligne
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diagonale. Lors de l’expe´rience, on a pu les voir de´filer vers le centre. Ces phe´nome`nes
sont parfaitement reproductibles et apparaissent syste´matiquement dans la ge´ome´trie de
la coquille sphe´rique et pour Ro < 0.
Ro < 0 Ro < 0
Enfin sur les 2 derniers cliche´s, seule la sphe`re interne tourne. On voit alors ce qu’est
l’e´coulement en l’absence de rotation globale : la force centrifuge e´jecte du fluide acce´le´re´
par la graine au niveau de l’e´quateur de cette dernie`re. Des recirculations me´ridiennes se
mettent en place. En comparant avec les photos pre´ce´dentes , on peut se rendre compte de
l’effet de la contrainte de Proudman-Taylor.
Ω = 0 Ω = 0
∆Ω petit ∆Ω grand
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A.3 Profils de vitesse
Voici quelques profils radiaux de vitesse radiale obtenus par e´cho Doppler. Pour ces
profils, r = 0 correspond a` l’e´quateur externe, r = r0 = 85 mm correspond a` la localisation
du saut de vitesse (disques ou graine), et r = 125 mm est le centre, qui comporte un axe
de 4 mm de rayon.
t (tours)
r 
(m
m)
60 70 80 90 100 110 120
0
20
40
60
80
100
120
v (RΩ)
−0.06 −0.04 −0.02 0 0.02 0.04
0 20 40 60 80 100 120
−0.015
−0.01
−0.005
0
0.005
0.01
r (mm)
v 
(R
Ω
)
Fig. A.2 – En haut : Profil radial des vitesses radiales en fonctions du temps, obtenu par e´cho
Doppler pour des disques avec Ek = 4.4 10−5 et Ro = 0.4. Le rayon des disques est indique´ par les
pointille´s. En bas : moyenne sur la deuxie`me moitie´ (90 a` 120 tours) du profil radial pre´ce´dent. On
voit apparaˆıtre l’effet du pompage d’Ekman, dont le signe change au niveau du rayon du disque
(a` r = 85 mm).
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Fig. A.3 – Profil radial des vitesses radiales obtenues par e´cho Doppler pour des disques avec
Ek = 2.2 10−5. Le rayon des disques est indique´ par les pointille´s. De haut en bas : Ro = 0.3 ∼
2Roc, Ro = 0.45 ∼ 3Roc, Ro = −0.3 ∼ 2Roc
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Fig. A.4 – Profil radial des vitesses radiales obtenues par e´cho Doppler pour la configuration en
coquille sphe´rique, avec Ek = 2.1 10−5. De haut en bas : Ro = 0.17, Ro = 0.39, Ro = 0.68
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A.3.1 Simulation nume´rique
La figure A.5 montre l’e´quivalent des profils doppler obtenus par simulations nume´-
riques, pour des parame`tres voisins de ceux de la figure A.3a et sur une dure´e similaire.
Ainsi on s’aperc¸oit que, entre simulation nume´rique et expe´rience :
– l’amplitude des vitesses diffe`re d’un facteur 2,
– la pe´riode des ondes est plutoˆt bien restitue´e,
– La spiralisation des structures est sous-estime´e.
Mais il faut garder a` l’esprit que si les nombres de Rossby sont identiques, le nombre de
Rossby critique pour l’apparition des instabilite´s n’est pas le meˆme dans les simulations
nume´riques et dans l’expe´rience.
Comme pour le seuil d’instabilite´, on a un accord qualitatif mais pas quantitatif.
Fig. A.5 – Profil radial des vitesses radiales obtenues par simulation nume´rique dans la ge´ome´trie
DTO (inte´rieur plat, exte´rieur sphe´rique) avec Ek = 2 10−5 et Ro = 0.3. Le rayon des disques est
indique´ par les pointille´s.
160 ANNEXE A. OBSERVATIONS EXPE´RIMENTALES
Annexe B
Le code nume´rique
Le code nume´rique utilise´ a` e´te´ de´veloppe´ par l’auteur a` partir de codes de Philippe
Cardin. Il est e´crit en Fortran 90, et a e´te´ exe´cute´ sur machines IBM (Power3 et Power4)
et Intel (Pentium IV). La paralle´lisation du code avec l’interface OpenMP, permet un
gain conside´rable en temps d’execution. Pour les transforme´es de Fourier, nous utilisons la
librairie FFTW (sur Intel) ou ESSL (sur IBM) qui offrent les meilleures performances sur
ces machines.
De plus la structure modulaire permet une adaptation et une e´volution aise´e. Le support
des versions successives pour les fichiers de donne´es (en entre´e et en sortie) permet de
re´utiliser des donne´es anciennes avec toutes les fonctionnalite´s de la dernie`re version des
programmes. Les fonctions sont re´parties dans 3 fichiers :
– com.F contient les parties communes ainsi que les routines pour passer de l’univers
2D du champ de vitesse a` l’univers 3D du champ magne´tique ;
– vit2D.F contient tout ce qui concerne l’e´volution du champ de vitesse ;
– ind3D.F contient tout ce qui concerne l’e´volution du champ magne´tique.
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B.1 Partie hydrodynamique
La me´thode de re´solution des e´quations hydrodynamiques dans un syste`me de coor-
donne´es polaire (r, φ, z) est la suivante :
– de´composition en se´rie de Fourier azimutale
– calcul sur la fonction scalaire (voir §2.2) pour m 6= 0
– calcul sur W0 = uφ/r pour m = 0.
– diffe´rences finies au 2e`me ordre pour la direction radiale,
Le de´veloppement en se´rie de Fourier est tronque´ a` l’ordre mUmax Pour les termes non-
line´aires, nous repassons dans l’espace physique pour faire le produit des termes concerne´s
a` l’aide d’une transforme´e de Fourier rapide (FFT), puis nous repassons dans l’espace
spectral (FFT inverse). La grille cylindrique comporte NS points en rayon et au moins1
NUFFT > 3mUmax, afin de nous affranchir des proble`mes de repliement (aliasing). Le pas
radial n’est pas force´ment constant mais peut eˆtre densifie´ dans les zones correspondant
aux couches de cisaillement (Stewartson et a` la paroi externe).
B.1.1 E´coulement de base axisyme´trique
L’e´coulement de base est la solution stationnaire de l’e´quation 2.14 line´arise´e :
α
L
uφ − E1/2
(
∇2uφ − uφ
r2
)
=
α
L
Ub
qui se re´sout nume´riquement par une simple inversion de matrice. La routine CalcW0 qui
effectue cette ope´ration travaille avec W0 = uφ/r pour des raisons de pre´cision au centre
(r = 0).
B.1.2 Seuil d’instabilite´
Pour l’e´tude de stabilite´ line´aire, on line´arise l’e´quation 2.15 autour de l’e´coulement de
base U obtenu pre´ce´demment. Avec Λ la vorticite´ associe´e a` U, on a au premier ordre :
∂ω
∂t
=
(
E∇2 − U
r
∂
∂φ
)
ω +
1
r
∂ψ
∂φ
(
(2 + Λ)η − dΛ
dr
)
Pour re´soudre nume´riquement cette e´quation, nous utilisons un sche´ma aux diffe´rences
finies selon r, et un de´veloppement en se´ries de Fourier selon φ :
u(r, φ) =
+∞∑
m=1
um(r)e
−imφ
1en fait le premier entier correspondant e´ligible pour la FFT
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Pour l’inte´gration temporelle, nous utilisons le sche´ma de Cranck-Nickolson. Pour une
e´quation line´aire
∂Aψ
∂t
= Bψ
on a (
1
dt
A− 1
2
B
)
︸ ︷︷ ︸
A2
ψn+1 =
(
1
dt
A+
1
2
B
)
︸ ︷︷ ︸
B2
ψn
et en identifiant avec notre e´quation en ψ, on trouve
A2 =
(
1
dt
− 1
2
(
E∇2 + im
r
U
))
︸ ︷︷ ︸
A1
ω − im
2
1
r
(
dΛ
dr
− η (2 + Λ)
)
︸ ︷︷ ︸
C
B2 =
2
dt
ω − A2
En remplac¸ant Λ =
dU
dr
+
U
r
et
dΛ
dr
= ∇2U− U
r2
, on a
C = −η
r
(
2 +
dU
dr
+
U
r
)
+
1
r
(
∇2U− U
r2
)
B.1.3 Conditions limites
Non-glissement : pour m 6= 0, la vitesse s’annule a` la paroi, ce qui donne
ur = 0 =⇒ ψ = 0
uφ = 0 =⇒ ∂ψ
∂r
= 0
et nous avons alors ω = −∂
2ψ
∂r2
.
Stress-free : la contrainte tangentielle s’annule a` la paroi (σrθ = 0). En plus on impose
la non-pe´ne´tration (
−→
u .
−→
n = 0). Pour m 6= 0, on a alors
ur = 0 =⇒ ψ = 0
σrθ = 0 =⇒ ∂uθ
∂r
=
uθ
r
et donc ω = −2
s
∂ψ
∂r
.
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Au centre r = 0 il n’y a pas vraiment de condition limite. Cependant, ur et uφ doivent
rester finies, de sorte que
ψ(r = 0) = 0 pour m 6= 0
De plus, pour un syste`me de coordonne´es cylindrique, il y a une contrainte ge´ome´trique
pour un tenseur A d’ordre n :
Am = 0 pour m 6= n
Ainsi, la vorticite´ e´tant un scalaire, on a
ω(r = 0) = 0 pour m 6= 0
Nous avons donc suffisamment de conditions au centre sans imposer
−→
u = 0. Nous
autorisons donc l’e´coulement a` croiser l’axe de rotation du syste`me.
Pour l’e´coulement axisyme´trique, on a simplement U(0) = 0 et U(r = 1) = 0.
B.1.4 Code non-line´aire
E´quation de ψ pour m 6= 0
En introduisant la fonction scalaire de´finie au §2.2 dans l’e´quation 2.15, on obtient
∂ω
∂t
= E∇2ω + (2 + ω)η 1
r
∂ψ
∂φ︸ ︷︷ ︸
ur
−
(
ur
∂ω
∂r
+
uφ
r
∂ω
∂φ
)
On peut se´parer les termes line´aires et non-line´aires :
∂ω
∂t
= E∇2ω + 2η1
r
∂ψ
∂φ︸ ︷︷ ︸
Bψ
+ur
(
−∂ω
∂r
+ ηω
)
− uφ
r
∂ω
∂φ︸ ︷︷ ︸
NL
Le terme NL est calcule´ dans l’espace direct, apre`s avoir calcule´ la Transforme´e de Fourier
rapide (FFT) des quatre quantite´s concerne´es.
E´quation de uφ pour m = 0
Pour m = 0, l’e´volution de l’e´coulement est donne´e par l’e´quation 2.14. Les moyennes
re´sultent de l’interaction entre termes de meˆme ordre m. Ainsi le premier terme s’e´crit
ur
∂uφ
∂r
=
M∑
m=1
Re
(−im
r
ψm
)
Re
(
∂umφ
∂r
)
=
M∑
m=1
m
r
Im (ψm) Re
(
∂umφ
∂r
)
et le second
uφur
r
=
M∑
m=1
m
r2
Im (ψm) Re
(
umφ
)
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Qui tous deux impliquent le produit de la partie re´elle et de la partie imaginaire de deux
fonctions complexes Ψ et Φ de meˆme m :
(ReΨ Im Φ)m=0 =
ReΨ Im Φ− Im ΨReΦ
2
(B.1)
En posant
αm =
∂umφ
∂r
+
umφ
r
pour m 6= 0
on obtient
∂u0φ
∂t
= E
(
∇2u0φ −
u0φ
r2
)
︸ ︷︷ ︸
Bu0φ
−2u0r − u0r
(
∂u0φ
∂r
+
u0φ
r
)
−
M∑
m=1
m
2r
(Im ΨmRe (αm)− ReΨm Im (αm))
B.1.5 Grille radiale
Nous utilisons une discre´tisation par diffe´rences finies au 2e`me ordre dans la direction
radiale. Le choix de la grille est tre`s important. Elle doit eˆtre suffisamment fine pour
re´soudre la couche de Stewartson, ainsi qu’une e´ventuelle couche limite au bord. Si le
nombre de points NS de grille est suffisant, une simple grille re´gulie`re est utilise´e. Dans le
cas contraire, elle est construite comme suit :
– NS/4 points sont re´serve´s a` la couche de Stewartson,
– NS/12 points sont re´serve´s a` la couche limite externe.
La couche de Stewartson ayant une taille ∆ = 5E1/4, nous en de´duisons le pas a` utiliser
dans cette zone : 4∆/NS. Ce meˆme pas est utilise´ dans la couche externe. Le raccord est
fait par des polynoˆmes de degre´ 3.
B.1.6 Ge´ome´trie sphe´rique
La ge´ome´trie sphe´rique est beaucoup utilise´e dans ce travail, et nous donnons ici les
principaux facteurs ge´ome´triques dans le cas d’une sphe`re.
Dans la sphe`re de rayon 1, on a L2 + r2 = 1 et donc
L =
√
1− r2 et dL
dr
=
−r√
1− r2
Le vecteur normal
−→
n
∣∣
±L = α
−2
(
−dL
dr
−→
er ±−→ez
)
avec α =
(
1 +
(
dL
dr
)2)1/4
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et pour la sphe`re
α =
(
1 +
(
dL
dr
)2)1/4
=
(
1− r2)−1/4
qui entre aussi dans l’expression du pompage axisyme´trique 2.12.
Le parame`tre de pente β vaut quant a` lui
β =
1
L
dL
dr
=
−r
1− r2
B.1.7 Grandeurs de sortie
Le code nume´rique produit le champ de vitesse. On peut a` partir de celui-ci calculer
divers grandeurs de sortie (e´nergie, dissipation, Re, ...) que nous de´finissons comme suit.
L’e´nergie cine´tique Eu est calcule´e en inte´grant u
2 sur tout le volume :
Eu(m) =
∫ 1
0
(
u2r(s,m) + u
2
φ(s,m)
)
2L(s) 2pisds =
∫ 1
0
Eu(m, s)ds (B.2)
c’est donc une e´nergie e´quatoriale puisqu’on a ne´glige´ la contribution de uz. Il faut noter
aussi qu’il manque un facteur 1/2 pour que ce soit l’e´nergie cine´tique habituellement de´finie.
Le nombre de Reynolds rms est de´fini a` partir de l’e´nergie :
Re rms = E
−1√Eu(m 6= 0)
Les dissipations sont discute´es au §4.2.8 : La dissipation dans le volume du fluide Dν
est lie´e a` l’enstrophie (e´nergie de la vorticite´) :
Dν(m) = E
∫ 1
0
ω2(s,m) 2L(s) 2pisds (B.3)
ou` nous n’avons garde´ que la vorticite´ axiale (projete´e sur l’axe de rotation), car c’est
effectivement elle seule qui dissipe de l’e´nergie dans notre mode`le (eq. 2.15).
Pour la dissipation par frottement d’Ekman DEk lie´e au cisaillement dans la couche
limite, une erreur s’est glisse´e dans le code nume´rique, et nous avons calcule´
DEk =
√
Ek
∫
S
(
L1/2u2φ + L
−3/2u2s
)
rdφdr (B.4)
dans laquelle il aurait fallu diviser par L l’expression inte´gre´e, pour tenir compte de la
pente...
Le nombre de Reynolds est base´ sur la vitesse maximale non-zonale, sans tenir compte
d’une e´chelle de longueur :
Re = max(u).E−1 (B.5)
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Le nombre de Rossby local est mesure´ directement par la vorticite´ locale.
L’e´chelle de Rhines est donne´e par
kRhines =
√
β
2Urms
(B.6)
Nous avons choisi d’estimer β par sa valeur a` la coupure, a` savoir 0.4, et Urms =
√
Eu
La taille de la couche de Stewartson ∆ est mesure´e a` partir du saut de vitesse
angulaire axisyme´trique Ω(s)− Ωp(s), ou` Ωp est la vitesse angulaire de la paroi.
∆ =
1
Ro
∫ 1
0
|Ω(s)− Ωp(s)| ds (B.7)
La vitesse angulaire de phase c est mesure´e en prenant la partie imaginaire du taux
de croissance du mode dominant md, entre deux pas de temps dtU. On divise la pulsation
obtenue par md pour obtenir la vitesse de phase. Tout ceci est fait a` un rayon donne´ en
supposant que c varie peu avec le rayon. (on a choisi le rayon comme s(NS/2), soit un peu
a` l’exte´rieur de la couche de Stewartson).
c =
1
md
Im
(
Ψmd(t)−Ψmd(t+ dtU)
Ψmd(t)
)
(B.8)
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B.2 Partie magne´tique
Nous voulons re´soudre l’e´quation 1.16 dans une sphe`re de rayon unite´. On se place
naturellement en coordonne´es sphe´riques (r, θ, φ), et les vecteurs peuvent s’exprimer dans
la base locale canonique
(−→
er ,
−→
eθ ,
−→
eφ
)
. Les fonctions propres de l’ope´rateur Laplacien sont
les harmoniques sphe´riques Ylm(θ, φ), et les fonctions de Bessels radiales. On de´compose
les champs scalaires sur les harmoniques sphe´riques :
S(r, θ, φ) =
∑
l,m
Slm(r)Ylm(θ, φ)
La me´thode de re´solution de l’e´quation d’induction est donc la suivante :
– de´composition polo¨ıdale/toro¨ıdale,
– diffe´rences finies au 2e`me ordre pour la direction radiale,
– de´composition en harmoniques sphe´rique pour les coquilles sphe´riques.
Pour le terme d’induction, nous repassons dans l’espace physique pour faire le calcul du
produit vectoriel, puis nous retournons dans l’espace spectral (Harmoniques sphe´riques
ge´ne´ralise´es) pour calculer le rotationnel.
La grille radiale comportant NR points est re´gulie`re sauf aux bords, ou` le pas est
raffine´ exponentiellement pour ame´liorer la re´solution d’e´ventuelles couches limites. La
base d’harmoniques sphe´riques est tronque´e a` l = lmax et m = m
B
max.
La grille correspondante dans l’espace physique est sure´chantillonne´e de manie`re a e´viter
les proble`mes de repliement de spectre (aliasing). Ainsi en latitude (θ) nous prenons Nlat
points de Gauss (voir ...) avec Nlat = 2 lmax + 2, et en longitude (φ) nous avons N
B
FFT >
3mBmax points de collocation.
B.2.1 De´composition polo¨ıdal/toro¨ıdal
Comme on a
−→∇ .−→B = 0, il est avantageux d’e´crire le champ magne´tique comme
−→
B =
−→∇∧(T−→r )︸ ︷︷ ︸−→
BT
+
−→∇∧−→∇∧(P−→r )︸ ︷︷ ︸−→
BP
(B.9)
ou` P est le scalaire polo¨ıdal, et T le scalaire toro¨ıdal.
−→
r est le rayon en coordonne´es
sphe´riques (r, θ, φ). Au lieu des 3 composantes du champ
−→
B , nous n’avons plus que les
deux composantes polo¨ıdales et toro¨ıdales.
On a explicitement
−→
BT =

0
1
sin θ
∂T
∂φ
−∂T
∂θ
 −→BP =

1
r
L2(P)
∂S
∂θ
1
sin θ
∂S
∂φ
 (B.10)
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avec
S =
∂P
∂r
+
P
r
=
1
r
∂rP
∂r
et L2(.) = − 1
sin θ
∂
∂θ
(
sin θ
∂.
∂θ
)
− 1
sin2 θ
∂2.
∂φ2
Proprie´te´s :
L2∇2 = ∇2L2
Trot B = −∇2PB Prot B = TB
T∆B = ∇2TB P∆B = ∇2TB
E´quations scalaires
En projetant 1.16 sur
−→
r , on obtient l’e´quation polo¨ıdale :
∂PlB
∂t
=
1
l(l + 1)
[−→
r .
−→∇∧
(−→
u ∧−→B
)]l
+ η∇2PlB
et en prenant le rotationnel de 1.16 avant de projeter sur
−→
r , on trouve
∂TlB
∂t
=
1
l(l + 1)
[−→
r .
−→∇∧−→∇∧
(−→
u ∧−→B
)]l
+ η∇2TlB
Le produit
−→
u∧−→B est forme´ dans l’espace physique puis est projete´ dans l’espace spectral
sur les harmoniques sphe´riques ge´ne´ralise´es.
B.2.2 Conditions limites
On se sert de l’expression B.10 pour relier les conditions sur
−→
B et
−→
j a` des conditions
sur PB et TB. Notons que pour l = 0, on a simplement
−→
B = 0, de sorte qu’il n’existe pas
de champ magne´tique a` l = 0 (monopole magne´tique interdit par
−→∇ .−→B = 0).
Au centre (r = 0) :
−→
B et
−→
j doivent eˆtre finis, et donc
PB = 0 et TB = 0
A` l’exte´rieur (r > 1) : on a isolant, et donc
−→
j = 0 c’est-a`-dire TB = 0 et ∇2PB = 0.
Graˆce aux harmoniques sphe´riques, cette e´quation se re´duit simplement a`(
1
r
∂2 r
∂r2
− l(l + 1)
)
PlB = 0
dont les solutions sont de la forme
PlB(r) = C− r
l + C+ r
−(l+1)
La solution devant tendre vers 0 a` l’infini, on a donc C− = 0 et on a
∂PlB
∂r
= − l + 1
r
PlB pour r > 1 (B.11)
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Au bord (r = 1) :
−→
j .
−→
er est continu et donc TB = 0 pour r = 1. On a aussi continuite´
de
−→
B , et donc PB et
∂PB
∂r
sont continus, ce qui permet d’e´tendre la relation B.11 a` r = 1.
Pour re´sumer, on a
TB = 0 et
∂PlB
∂r
= − l + 1
r
PlB
On est donc capable de re´soudre l’e´quation de l’induction dans la sphe`re seulement, le
raccord a` un champ potentiel a` l’exte´rieur se faisant pour chaque harmonique sphe´rique
se´pare´ment, et se traduit en une condition limite simple.
B.2.3 Grandeurs de sortie
Le code magne´tique e´tant 3D, nous n’avons pas de proble`me particulier pour de´finir et
calculer les diverses grandeurs de sortie.
L’e´nergie magne´tique EB est calcule´e dans l’espace physique par l’inte´grale de B
2 sur
toute la boule, et normalise´ par le volume de la sphe`re :
EB =
3
4pi
∫
V
B2dV (B.12)
La dissipation magne´tique par effet Joule DJ =
1
σ
J2, est calcule´e comme suit :
DJ =
Ek
Pm
3
4pi
∫
V
J2 dV (B.13)
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B.3 Partie hybride
Le jeu consiste a` assembler le code hydro et le code magne´tique. Il va falloir passer
continuellement du syste`me de coordonne´e cylindrique propre au champ de vitesse (s, φ, z)
aux coordonne´es sphe´riques propres au champ magne´tique (r, θ, φ), et vice-versa. Comme
notre objectif est de calculer pour Pm  1, on peut se´parer les e´chelles spatiales (en
choisissant correctement les parame`tres des grilles) mais aussi les e´chelles temporelles, en
calculant l’e´volution du champ magne´tique tous les modB pas de temps.
B.3.1 Note sur les transforme´es de Fourier
On a raboute´ un code dynamo et un code hydro. La convention de signe pour la TF
n’e´tait pas la meˆme.
Code hydro :
ψ(φ) =
∑
m
ψme
−imφ =⇒ ∂
∂φ
= −im
Code magne´tique :
ψ(φ) =
∑
m
ψme
imφ =⇒ ∂
∂φ
= im
Comme les termes croise´s sont toujours calcule´s dans l’espace re´el, il n’y a pas de
pre´caution particulie`re a` prendre.
B.3.2 Extrapolation du champ de vitesse
Pour calculer le terme d’induction dans l’e´quation 1.16, nous avons besoin de connaˆıtre
le champ de vitesse sur la grille 3D, dans l’espace physique. Pour cela, le champ de vitesse
est calcule´ sur une grille interme´diaire, compose´e de la grille radiale 2D (NS points) mais
avec seulement (NBFFT) points en azimut. Ceci est obtenu en tronquant la se´rie de Fourier
a` mBmax avant de faire la transforme´e de Fourier inverse. Le champ de vitesse est alors
simplement interpole´ line´airement (selon le rayon cylindrique) pour e´valuer sa valeur sur
la grille 3D.
Cette ope´ration est effectue´e par la routine Vit2Dto3D.
B.3.3 Force de Laplace
Pour e´valuer la contribution moyenne sur une colonne de fluide de la force de Laplace,
on commence par la calculer sur la grille 3D spatiale. Seules les composantes suivant s et φ
sont retenues, car elles seules interviennent dans la composante verticale (z) du rotationnel
cylindrique.
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Pour obtenir la moyenne verticale de ces deux composantes dans un temps raisonnable,
on pre´-calcule au de´but du programme et pour chaque point de la grille cylindrique, la
liste des points de la grille sphe´rique ne´cessaires a` l’interpolation, ainsi que les coefficients
correspondants a` l’ope´ration de moyennage (routine PrepInterp3Dto2D). C’est la manie`re
optimale de faire, puisque les ope´rations d’interpolation et de moyennage sont effectue´es
en une seule e´tape ou` les points sphe´riques ne sont lu qu’une seule fois pour chaque point
cylindrique, et seulement si leur coefficient est non-nul. La direction azimutale e´chappe a`
cette ope´ration couˆteuse graˆce a` la correspondance exacte des points de collocation des
deux grilles.
Ensuite, on effectue la transforme´e de Fourier de ces deux composantes moyenne´es
(qui sont donc de´finies sur la grille cylindrique 2D) avant de calculer le rotationnel, qui
peut directement eˆtre ajoute´ aux autres termes non-line´aires de l’e´quation pour la fonction
scalaire ψ.
Cependant, la calcul du rotationnel ne´cessite des conditions aux limites, puisqu’il fait
intervenir une de´rive´e radiale d’une quantite´ moyenne´e en z (voir C.1). Nous tenons compte
de ceci en calculant e´galement les termes de bords.
On proce`de de meˆme pour la composante axisyme´trique, qui ne pose pas de proble`me
particulier.
Toutes ces ope´rations sont effectue´es par la routine Lorentz2D.
Interpolation/moyennage 3D vers 2D
Pour pre´parer l’ope´ration d’interpolation/moyennage afin qu’elle s’effectue le plus ra-
pidement possible, on proce`de comme suit.
On cre´e une grille virtuelle en z qui prolonge la grille cylindrique 2D dans tout le volume
de la sphe`re. Pour chaque point de cette grille cylindrique 3D (s, z), on cherche alors les
points P(s, z) de la grille sphe´rique les plus proches, et on calcule le poids w(P) de ces
points pour une interpolation biline´aire.
La deuxie`me e´tape consiste a` calculer le poids A(s, z) des points de la grille cylindrique
dans une moyenne verticale. On cre´e alors pour chaque point de la grille cylindrique, la liste
Pi(s)de tous les points de la grille sphe´rique qui apparaissent dans le calcul de l’interpolation
sur la ligne verticale correspondante, et on leur assigne un poids Wi(s) = A(s, z) ∗ w(Pi)
correspondant a` la moyenne verticale.
Ainsi, pour calculer la moyenne en z d’un champ 3D de´fini sur la grille sphe´rique, il
suffira de lire pour chaque point de la grille cylindrique 2D la liste des points sphe´riques
Pi(s) correspondant et d’en faire la somme ponde´re´e par leur poids respectif Wi(s).
Tout ceci est effectue´ par la routine PrepInterp3Dto2D.
Force de Laplace aux petites e´chelles
Aux petites e´chelles (en re´gime diffusif), pour lesquelles nous ne calculons pas le champ
magne´tique, la force de Laplace peut s’exprimer simplement en fonction du champ magne´-
tique grande e´chelle et de la vitesse locale (voir §6.1.2) par l’expression 6.2. Dans l’e´quation
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de vorticite´, on a besoin de la composante verticale du rotationnel de cette force moyenne´e
suivant z c’est-a`-dire 〈(−→∇∧−→F LSS) .−→ez〉 = Pm
Ek
〈
B2φ,0
〉 1
s
∂us
∂φ
(B.14)
L’imple´mentation nume´rique de cette force est simple : comme on calcule la moyenne de
la Force de Laplace a` grande e´chelle, il suffit de calculer la moyenne de B2φ,0, et de l’utiliser
pour les e´chelles ou` ne calcule pas
−→
B , c’est-a`-dire pour m > mBmax, ou` m
B
max est le
nombre d’onde maximal pour lequel on calcule le champ magne´tique (se´paration d’e´chelle,
voir §5.1.1).
A` chaque pas de temps magne´tique, LorentzLSS calcule le pre´facteur
LSS =
Pm
Ek
〈
B2φ,0
〉
qui pourra eˆtre utilise´ par Add_LorentzLSS a` chaque pas de temps cine´tique pour ajouter
la force de Laplace petite e´chelle (Lorentz Small Scale) aux autres termes non-line´aires
avant de re´soudre l’e´quation de vorticite´.
De´couverte tardive d’un bug a` l’e´criture de ces pages
Une erreur s’e´tait glisse´e dans le programme et la Force de Laplace axisyme´trique e´tait
fausse : il fallait la diviser par s pour pouvoir l’appliquer a` l’e´coulement axisyme´trique
qui est repre´sente´ nume´riquement avec U/s, et non U. Le programme est corrige´, mais
pratiquement tous les calculs pre´sente´s ici ont ce de´faut : la force de Laplace est sous-
estime´e au centre. Heureusement, les conse´quences ne sont pas dramatiques, car il ne se
passe pas grand chose au centre. Nous nous en sommes assure´ en comparant des calculs
avec la force de Laplace fausse et l’erreur corrige´e (voir fig. 6.11).
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Annexe C
Quelques calculs
C.1 Moyenne verticale
C.1.1 De´finition
On de´finit la moyenne en z d’une fonction u(r, z) sur la hauteur L(r) par
〈u(r, z)〉 = 1
2L(r)
∫ +L(r)
−L(r)
u(r, z) dz (C.1)
Pour moyenner l’e´quation de Navier-Stokes 2.15, on a besoin de calculer la moyenne de
de´rive´es spatiales.
C.1.2 De´rive´e en z
La moyenne en z et la de´rive´e en z ne commutent pas.〈
∂u(r, z)
∂z
〉
=
1
2L
∫ +L
−L
∂u(r, z)
∂z
dz
=
1
2L
[u(r, z)]+L−L
=
1
2L
(u(r,+L)− u(r,−L)) (C.2)
Il faut maintenant utiliser les conditions limites pour e´valuer u(r, z) a` la frontie`re infe´rieure
et supe´rieure. Dans l’e´quation de vorticite´ 2.15 ainsi que dans l’e´quation de conservation
de la masse 1.3, ∂zuz est la seule de´rive´e en z. La condition limite permet de la relier
aux autres composantes de la vitesse, de sorte qu’on peut l’estimer a` partir de grandeurs
moyennes.
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C.1.3 De´rive´e en r
Comme L de´pend de r, la de´rive´e radiale ne commute pas non-plus avec la moyenne en
z. Si on introduit la variable ζ = z/L(r) telle que dz = L(r) dζ a` r constant, on a
〈u(r, z)〉 = 1
2L(r)
∫ +1
−1
u(r, z = Lζ)L(r) dz
=
1
2
∫ +1
−1
u(r, z = Lζ) dζ (C.3)
Et avec la nouvelle expression, on peut e´crire
∂ 〈u(r, z)〉
∂r
=
∂
∂r
(
1
2
∫ +1
−1
u(r, z = Lζ) dζ
)
=
1
2
∫ +1
−1
(
∂u
∂r
+
∂u
∂z
dz
dr
)
dζ
=
〈
∂u
∂r
〉
+
1
2L
∫ +L
−L
∂u
∂z
z
L′
L
dz
=
〈
∂u
∂r
〉
+
L′
L
1
2L
∫ +L
−L
∂u
∂z
z dz
En inte´grant par parties, on obtient
1
2L
∫ +L
−L
∂u
∂z
z dz =
1
2L
(
[u(r, z)z]+L−L −
∫ +L
−L
u(r, z) dz
)
=
u(r,+L) + u(r,−L)
2
− 〈u(r, z)〉
et finalement
∂ 〈u(r, z)〉
∂r
=
〈
∂u
∂r
〉
+
L′
L
(
u(r,+L) + u(r,−L)
2
− 〈u(r, z)〉
)
(C.4)
A` nouveau, nous avons besoin des conditions aux limites. Si u(r,±L) = 〈u(r, z)〉 alors
la de´rivation radiale et la moyenne verticale commutent. Cependant, quand L′/L devient
grand, une faible de´viation a` la bidimensionalite´ casse cette proprie´te´, et l’e´quation moyen-
ne´e n’est alors plus valide. C’est le cas par exemple dans une sphe`re, ou` L′/L n’est pas
borne´, et devient tre`s grand pre`s de l’e´quateur.
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C.2 Pompage d’Ekman dans une sphe`re
Le pompage d’Ekman (voir Greenspan, 1968) est donne´1 par
−→
u .
−→
n
∣∣
±L = −
Ek1/2
2
−→
n .
−→∇∧
−→n ∧−→u ±−→u√∣∣−→n .−→ez ∣∣
 (C.5)
avec
−→
n la normale aux parois dirige´e vers l’exte´rieur (du fluide vers le solide).
Cet e´coulement est la suite d’un de´veloppement en Ek1/2, et est de´duit de l’e´coulement
quasi-ge´ostrophique (ordre 0). Il est important car il a une action dynamique sur l’e´coule-
ment ge´ostrophique. De plus il produit de l’he´licite´, et peut eˆtre un bon ingre´dient pour
l’action dynamo (Busse, 1975).
C.2.1 Syste`me de coordonne´es sphe´rique
Se´parons l’expression C.5 en deux termes :
−1
2
Ek1/2
−→n .
−→∇∧
 −→n ∧−→u√∣∣−→n .−→ez ∣∣

︸ ︷︷ ︸
a
±−→n .−→∇∧
 −→u√∣∣−→n .−→ez ∣∣

︸ ︷︷ ︸
b

On utilise maintenant le syste`me de coordonne´es sphe´riques (
−→
er ,
−→
eθ ,
−→
eφ) pour de´velopper
cette expression, car c’est le syste`me de coordonne´es naturel pour la couche limite dans
une sphe`re (
−→
n =
−→
er ). Ainsi
−→∇ .−→n = 2
r
−→∇∧−→n = 0 (C.6)
−→
n .
−→
ez = cos θ (C.7)
terme a :
−→∇∧
( −→
n ∧−→u√± cos θ
)
=
−→∇ (± cos θ)−1/2∧(−→n ∧−→u )+ (± cos θ)−1/2−→∇∧(−→n ∧−→u )
Pour le premier terme, on a besoin de
−→∇ (± cos θ)−1/2 = ± 1
2r
(± cos θ)−3/2 sin θ −→eθ
1cette expression a en fait une longue histoire. Je remercie Chris Jones pour avoir ve´rifie´ mon calcul,
corrige´ une erreur, et mis tout le monde d’accord. Dans l’expression de Gubbins & Roberts (1987), le signe
devant −→n ∧−→u est faux.
178 ANNEXE C. QUELQUES CALCULS
et ensuite −→
eθ∧
(−→
er∧−→u
)
= uθ
−→
er
Le second terme peut eˆtre de´veloppe´
−→∇∧(−→n ∧−→u ) = −→n−→∇ .−→u −−→u−→∇ .−→n + (−→u .−→∇)−→n − (−→n .−→∇)−→u
−→
n .
−→∇∧(−→n ∧−→u ) = −2
r
ur − ∂ur
∂r
et enfin on trouve
a = |cos θ|−1/2
(
±|tan θ|
2r
uθ − ∂ur
∂r
− 2
r
ur
)
term b :
−→∇∧
( −→
u√± cos θ
)
= ± 1
2r
(± cos θ)−3/2 sin θ −→eθ∧−→u + (± cos θ)−1/2
−→∇∧−→u
et
b = |cos θ|−1/2
(
±|tan θ|
2r
uφ + ωr
)
Re´sultat : A la frontie`re on a r = 1, et donc
−→
u .
−→
n
∣∣
±L =
Ek1/2
2 |cos θ|1/2
( |tan θ|
2
(±uθ − uφ) ± ωr − 2ur − ∂ur
∂r
)
(C.8)
C.2.2 Application a` l’e´coulement quasi-ge´ostrophique
Si on utilise notre mode`le quasi-ge´ostrophique, il faut transformer C.8 en coordonne´es
cylindriques (s, φ, z). On a
r sin θ = s r cos θ = z
uθ = us cos θ − uz sin θ ur = us sin θ + uz cos θ
∂
∂r
=
∂s
∂r
∂
∂s
+
∂z
∂r
∂
∂z
= sin θ
∂
∂s
+ cos θ
∂
∂z
De plus, us and uφ sont inde´pendant de z et uz est une fonction line´aire de z :
uz = z
−s
1− s2 us(s, φ) (C.9)
Pour obtenir cette expression, on a utilise´ la condition de non-pe´ne´tration
−→
u .
−→
n = 0 pour
l’e´coulement quasi-ge´ostrophique d’ordre 0.
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Il faut exprimer ∂rur dans le syste`me de coordonne´es (s, z). On a
∂ur
∂r
=
∂
∂r
(sin θus + uz cos θ) = sin θ
∂us
∂r
+ cos θ
∂uz
∂r
= sin2 θ
∂us
∂s
+ cos2 θ
∂uz
∂z
+ cos θ sin θ
∂uz
∂s
En utilisant C.9, on obtient
∂uz
∂s
= −z
(
s
1− s2
∂us
∂s
+
1 + s2
(1− s2)2us
)
∂ur
∂r
= s2
∂us
∂s
+ z2
−s
1− s2us + zs
−z
1− s2
(
s
∂us
∂s
+ us
1 + s2
1− s2
)
=
−2s
1− s2us
Il faut aussi de´velopper ωr :
ωr = ωz cos θ + ωs sin θ
ou` ωs est donne´ par
ωs =
1
s
∂uz
∂φ
=
−z
1− s2
∂us
∂φ
et enfin
−→
u .
−→
n
∣∣
±L =
Ek1/2
2(1− s2)1/4
( −s
2(1− s2)1/2uφ −
5
2
s
1− s2us
− (1− s2)1/2
(
ωz − s
1− s2
∂us
∂φ
))
(C.10)
Cette expression peut eˆtre traite´e comme la condition limite de non-glissement d’ordre 0 :
−→
u .
−→
n
∣∣
±L = sus ±
√
1− s2uz
de laquelle on de´duit uz aux frontie`res supe´rieures et infe´rieures :
±uz|±L =
(
1− s2)−1/2 (−→u .−→n ∣∣±L − sus)
En supposant que uz est une fonction line´aire en z, on a
∂uz
∂z
=
1
2L
(
uz|+L − uz|−L
)
=
1
1− s2
−→
u .
−→
n
∣∣
+L
+
−→
u .
−→
n
∣∣
−L
2
− s
1− s2us (C.11)
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et enfin :
∂uz
∂z
=
Ek1/2
2(1− s2)3/4
(
−ωz + s
1− s2
(
∂us
∂φ
− 1
2
uφ
)
− 5s
2(1− s2)3/2us
)
+
−s
1− s2︸ ︷︷ ︸
β
us (C.12)
Il faut garder a` l’esprit que tous ces re´sultats proviennent d’un de´veloppement a` l’ordre
Ek1/2, qui n’est plus valable lorsqu’on se rapproche de l’e´quateur externe.
C.2.3 Validite´
Dans l’expression C.12, on a a` la fois l’ordre 0 et l’ordre 1. Le de´veloppement n’est plus
valide lorsque ces deux termes sont du meˆme ordre. Ainsi, avec s = 1− ε, on a 1− s2 ∼ 2ε.
En ne gardant que les termes dominants en 1/ε, la limite de validite´ est donne´e par
Ek1/2
2(2ε)3/4
5
2
1
(2ε)3/2
us ∼ 1
2ε
us
d’ou` on tire
ε ∼ 1
2
(
5
4
)4/5
Ek2/5 (C.13)
qui montre la singularite´ en Ek2/5 a` l’e´quateur. L’extension angulaire est alors obtenue par
des conside´rations ge´ome´triques
s = cos δθ ∼ 1− δθ2/2 ∼ 1− ε
et donc δθ = (2ε)1/2 ou encore
δθ ∼
(
5
4
)2/5
Ek1/5 (C.14)
C.3 A propos de vorticite´ potentielle
Dans le contexte ge´ophysique, les gens utilisent souvent le concept de vorticite´ poten-
tielle. Quand il n’y a pas de dissipation, la vorticite´ est une quantite´ conserve´e le long des
lignes de courants. Dans un repe`re galile´en :
ωgal = ω + 2Ω
Comme suppose que l’e´coulement ne de´pend pas de z, on a
ωtot(r, φ) = 2L(r)ω(r, φ) + 4L(r)Ω
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Et on peut de´finir une nouvelle quantite´ conserve´e en enlevant 4L0Ω puis en divisant par
2L0 de sorte que :
q(r, φ) =
L(r)
L0
ω(r, φ) + 2
L(r)− L0
L0
Ω
Quand L(r) ∼ L0 + r ∂rL(r), ω  Ω et r ∂rL(r)  L0 on peut de´finir une quantite´
conserve´e approximativement (au premier ordre) :
q(r, φ) ∼ ω(r, φ) + 2r 1
L0
∂L
∂r︸ ︷︷ ︸
β
Ω
C’est l’approximation dite du plan β. Il faut garder a` l’esprit que lorsque la pente varie
fortement, comme c’est le cas pour une sphe`re, on ne peut pas e´crire ce type d’approxima-
tion !
Si ω  Ω, on peut introduire une autre quantite´
λ(r, φ) = ω(r, φ) + 2Ω ln L(r)
qui est presque conserve´e :
dλ
dt
=
∂ω
∂t
+
(−→
u .
−→∇
)
ω + 2Ω ur
1
L
∂L
∂r
On a alors ne´glige´ le terme ω ur
1
L
∂L
∂r
(voir eq. 2.15)
De plus, pour notre e´tude des couches de cisaillement, on a un re´servoir de vorticite´
toujours alimente´ par le forc¸age, de sorte que la vorticite´ potentielle n’est pas un concept
pertinent.
C.4 Lignes de champ magne´tique
A partir de l’expression B.9, on peut e´crire le champ magne´tique polo¨ıdal axisyme´trique
(me´ridien) :
−→
B0 =

− 1
r sin θ
∂
∂θ
(
sin θ
∂P
∂θ
)
1
r
∂
∂r
(
r
∂P
∂θ
)
0

En posant
U = −r sin θ∂P
∂θ
(C.15)
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on obtient
−→
B0 =
1
r sin θ

1
r
∂U
∂θ
−∂U
∂r
0
 ⊥
−→∇U
Ainsi les iso-valeurs de U sont les lignes de champ polo¨ıdales axisyme´triques.
C.5 Force de Laplace en re´gime diffusif
Braginsky (1990) a montre´ qu’un champ magne´tique uniforme impose´ a` un fluide
conducteur agit sur le fluide comme une force de freinage anisotrope. Nous e´tendons cette
ide´e a` notre mode`le, pour e´valuer l’effet du champ magne´tique de grande e´chelle sur la
dynamique des petites e´chelles du champ de vitesse (< L).
Pour e´tudier l’influence des grandes e´chelles de champ magne´tique sur les petites, les
champs sont de´compose´s comme suit :
−→
u =
〈−→
u
〉
=
−→
u +
−→
v = 〈u〉+ 〈−→v 〉
−→
B =
〈−→
B
〉
+ B′ =
−→
B +
−→
b =
〈−→
B
〉
+
−→
B
′
+
〈−→
b
〉
+
−→
b
′
avec 〈.〉 la moyenne en z et .¯ un filtre passe bas (qui ne conserve que les grandes e´chelles
spatiales). Le ′ indique les e´carts a` la bidimensionalite´, tandis que −→v et −→b sont les champs
de petite e´chelle.
Afin de re´soudre l’e´quation d’induction filtre´e, nous devons estimer
−→
u ×−→B = −→u ×−→B +−→v ×−→B +−→u ×−→b +−→v ×−→b (C.16)
Il faut remarquer que u.B 6= u.B et v.B 6= 0 car .¯ n’est pas une moyenne, mais un filtre.
Cependant, si on suppose qu’il n’y a pas de corre´lation de phase entre les grandes et les
petites e´chelles, on peut ne´gliger les produits croise´s et les termes restants sont alors
−→
u ×−→B = −→u ×−→B +−→v ×−→b (C.17)
Le dernier terme
−→
v ×−→b ne´cessite de re´soudre −→b a` l’aide de l’e´quation d’induction
∂
−→
b
∂t
=
−→∇∧
(
−→
u ×−→B −−→u ×−→B
)
+ η∇2−→B (C.18)
Les termes dominants sont alors (pour Rm 1)(−→
B .
−→∇
)
−→
v = −η∇2−→b (C.19)
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et apre`s une transforme´e de Fourier,
−→
b =
i
−→
k .
−→
B
ηk2
−→
v (C.20)
La force de Laplace
−→
J ×−→B s’e´crit alors :
−→
J ×−→B '
(−→∇∧−→B)×−→B + (−→∇∧−→b )×−→B (C.21)
et de C.20 on peut obtenir l’effet de la force de Laplace associe´e aux courants de petite
e´chelle.
(−→∇∧−→b )×−→B = −
(−→
B .
−→
k
)2
ηk2
−→
v +
(−→
B .
−→
v
)(−→
B .
−→
k
)
ηk2
−→
k (C.22)
qui ne de´pend pas de l’e´chelle ! Elle peut eˆtre vue comme une force de freinage magne´tique
anisotrope −γ−→u et une force de pression magne´tique. La force de freinage est exactement
celle obtenue par Braginsky (1990). Cette expression montre que
– si
−→
B est paralle`le a`
−→
v (ce qui implique que
−→
B est orthogonal a`
−→
k ) il n’y a pas de
friction ;
– pour
−→
B orthogonal a`
−→
v , la pression magne´tique est nulle ;
– et pour
−→
B orthogonal a`
−→
k , la force de Laplace s’annule, meˆme si
−→
v croise des lignes
de champ.
Comme nous travaillons avec l’e´quation de vorticite´, nous avons besoin du rotationnel
de cette force, qui est simplement
−→∇∧
(−→
B .
−→∇
)−→
b = −
(−→
B .
−→
k
)2
ηk2
−→
ω (C.23)
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