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1. INTRODUCCION. CONCEPTOS BASICOS
1.1. Observaciones sobre la notación utilizada
Trataremos el tema con matrices. Naturalmente, las letras
mayúsculas como A, B, C, etc. representarán matrices. Los vec-
tores se denotarán por letras minúsculas: ~' ~' ~' etc.
La matriz traspuesta de una matriz A se designará por Al
. r bT l tY lo mlsmo para los vectores traspuestos: ~ , _ ' ~ , e c.
En el cálculo de compensación utilizaremos siempre A para
la matriz de ecuaciones de observación y B o Bl para la matriz
de ecuaciones de condición. Por ejemplo, las ecuaciones de ob-
servación se escriben entonces:
A x = 1. + Y..
y, por ejemplo, las ecuaciones de condición son:
Siempre será P la matriz de pesos. Si P es diagonal, na-
turalmente se trata de observaciones independientes. En caso co~
trario se trata de observaciones correladas. Q será la matriz
cofactor. Es claro que P es la inversa de O:
A veces estas matrices figurarán con índices. Por ejemplo,
la matriz P es la matriz de pesos para las cantidades t. y es-
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cribiremos P si se trata de pesos para los valores x, etc.xx
ción
x serán los pará~et~os incógnita. En el caso de lineal iza-
los valores aproximados se designarán por x • En las li--o
nealizaciones aparecerán también diferenciales que designaremos
por dx. Así:
x + dx = x.-o
Pero en las ecuaciones se representan las incógnitas tanto por
x como d~ dependiendo del contexto.
Otros vectores utilizados son:
~: usualmente parámetros de Lagrange.
1(0 1): observaciones.
v: residuales o correcciones.
w: términos independientes de las ecuaciones de condición.
Además de estas matrices y vectores se utilizarán los si-
guientes escalares:
n: número de observaciones en un problema de compensación.
h: número de incógnitas.
r: número de condiciones correspondientes a la redundan-
cia del problema.
Ejemplos de aplicación
Ejemplo 1. Compensación de observaciones indirectas:Las ecuacio
nes de observación son (problema lineal):
A x = 11. + v.
Las ecuaciones normales son entonces:
y la solución es:
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EjemplO 2. Compensación de condiciones: Las ecuaciones de condi-
ción son:
donde w está definido por
w '= cte - BR..
Las ecuaciones normales en la misma no t.ac i ón son entonces:
con la solución general:
y las correcciones:
v: p"; I B k.
Con esta notación estamos utilizando además otro sistematismo.
En efecto, para las ecuaciones de observación hemos escrito
A x '= L + ~, mientras que para las condiciones hemos utiliza-
do Br, escribiendo BTv '= w. La matriz A tiene n filas (número
de observaciones) y h columnas (número de incógnitas) con n>h.
La matriz BT tiene n columnas (número de observaciones) y r fi-
las (redundancia) con n>r. El sistematismo de notación consis-
te en que si se trata de una matriz no traspuesta, el número de
filas es mayor que el número de columnas, y si se designa la ma
triz como una matriz traspuesta, el número de columnas es más
grande que el número de filas. Con este criterio es posible sa-
ber siempre si la matriz es 'ancha' o 'alta'. Naturalmente, el
mismo criterio se aplica a vectores. Si escribimos a es claro
que nos referimos a un vector columna:
a '=
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y si escribimos bT nos estamos refiriendo a un vector fila:
~T = (b1• ba ••••• bt).
Los elementos de las matrices normalmente se designan con























Es la notación de Gauss. En muchas publicaciones antiguas, prác-
ticamente en todas. se utiliza esta notación de diferentes le-
tras con un indice en lugar de una letra con doble índice como
se utiliza en la matemática.
1.2. Observaciones sobre la linealización y la ley de cadena de
funciones de varias variables
Sabemos bien que la mayoría de los problemas de compensa-
ción tienen base no lineal y la notación que se utiliza normal-
mente en los libros de compensación es una notación lineal.
Es un hecho que la mayoría de los problemas no son lineales
¿cómo es que se tratan siempre como lineales?
Distinguiremos entre problemas con base lineal y problemas
no lineales. y para dar una notación un poco clara utilizaremos
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las matrices de Jacobi que contienen las derivadas parciales de
estas funciones.
Naturalmente. la base para linealizar problemas en el cál-
culo de compensación es el desarrollo de Taylor y la derivación.
Base: Linealización por Taylor. Diferencial total,
Si. por ejemplo. tenemos una función
y=f(x¡.x •....• xn)
la diferencial total se escribe:
y esto. naturalmente. es una forma lineal. Utilizando ahora dos
vectores podemos escribir esta diferencial total en forma de ma-
trices. por eso introducimos el vector:
(af/a~)T = (af/ax¡ •• f/ax •••..• af/.xn).
y el vector de diferenciales:
d~ T = (dx¡ dx 2 ••• dx n ) •
Con esta notación la diferencial total se escribe. como se ve fá-
cilmente:
dy = (.f/a~)Td~ (producto escalar)
Generalización de diferencial total
Sean Yl, Ya' ••.• y. funciones rlelas mismas variables x,,
••• t
El conjunto de estas funciones puede considerarse como una apli-
cación f de Rn en Rm. y, naturalmente. la forma d i I'cr-e nriaI será :
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dy = (ai/a~) T d~.
(ai/a~) se trata de un conjunto de funciones de una aplicación
de Rn en RI, y, naturalmente, podemos escribir las diferentes di
ferenciales totales de la forma:




Podemos escribir estas ecuaciones en forma matricial Con
ayuda de la matriz que contiene todas las derivadas parciales,




Las ecuaciones se expresan en forma matricial dando el vec-
tor columna dy como el producto de la matriz de Jacobi. por el
vector de diferenciales dx.
Podemos dar ahora algunas observaciones sobre la matriz de
Jacobi. Dicha matriz puede escribirse como vector columna:
(af¡{a~)TI
(df ¡ax)TI _
cuyos elementos son vectores fila, o como una fila:
En estas dos diferentes maneras se ve claramente la sistematiza-
ción. (ai/a~) indica que se trata de una matriz, ya que ~ es un
vector y f es un vector. Si se escribe esta matriz en la forma:
(afJa~)T
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es claro que cada elemento corresponde a una fila porque ~ es un
vector mientras que fl' ••• , f8 son escalares. Pero si la escr- j
bimos en la forma:
af/ax )_ r
los elementos de este vector son columnas, porque f tien~ forma
de vector y x. (i = 1,
1
n) son escalares.
Supongamos ahora que XI' x2' ...• xn sean a su vez funcio-




Sustituyendo en la aplicación original las x por las fun-
ciones g, podemos expresar:
f1(gl(t1,
f2(gl(t1•








f (g( t ) ) .- -
De donde:
La ley de la cadena dice que la matriz de Jacobi resultdnle
es el producto de las matrices de Jacobi correspondientes a i y
,g:
Esta importante ley puede obtenerse mediante la sustitución
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lineal de diferenciales. Combinando:
resulta:
lo cual es equivalente a la ley de la cadena. En estas últimas
expresiones hemos efectuado sustituciones lineales. ~sto resul-
ta válido ya que se trata de elementos diferenciales correspon-
dientes al primer término del desarrollo de Taylor. los cuales
tienen estructura de relaciones lineales aunque las funciones
f. 3 dadas no sean lineales. Esta propiedad se aplica en los c~
culos de compensaci6n partiendo de funciones no lineales y efeE
tuando el desarrollo de Taylor para cuyos primeros términos se
aplican propiedades de funciones lineales que facilitan el cam~
bio de variables. Veamos unos pequeños ejemplos.
EjemplO 1 de aplicaci6n: Propagación de errores en un sis-
tema poligonal.
Sea una poligonal de puntos PI• Pa' ...• Pn' con ángulos
111.11 •••• IIn-ly lados SI' sa •...• sn_l' Introducimos un siste-
ma de coordenadas locales x. y.
x
111 SI





p'¡ Pa PJ Pn-I
Buscamos la expresi6n de las variaciones (diferencial total) de
las coordenadas xn• Yn de Pn en funci9n de las distancias. de los
ángulos. y. naturalmente. de las diferenciales dlli• dsi• i ; 1 •
...• n-1. Basta considerar
dXn (af/all.)dll.+ ..• + (af/alln_1)dlln_1 + (af/~sl)ds. +
+ •.• + (af/asn_1)dsn_1
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donde f ha de ser tal que:
Xn = f(SI' 52' •••• 50-1' al' al' ... ,8"_1)'
y se trata entonces de un problema clásico. En particular pode-
mos considerar sólo la expresión de lOS efectos da sobre dx.
P l. P2 p. P n - I Pn
Supongamos ahora una cadena de triángulos, según la figura.
en la que se han medido, además. los lados si' sk de estos triá~
gulos. Introducimos un sistema de coordenadas x, y. Consideremos
el punto Pn y deseamos un expresión de las variaciones dXn en
función de las mediciones Si y de la forma de las cadenas:
dx, = (af/asl J ds, + ... + (af/asn_1 )dsn_l·
Este nuevo problema puede resolverse utilizando el problema an-
terior más fácil y aplicando la regla de la cadena. En efecto.
podemos tratar la cadena de triángulos como construida sobre la
poligonal anterior y usar la expresión de dx en función de da.
Por otra parte, es posible hallar expresiones de los ángulOS a
de los triángulos de la cadena en función de los lados que for-
man los triángulos respectivos, del tipo
da = (ag/as)ds.
que sustituidas en los ds , •...• dan_1 de la fórmula correspon-
diente a la poligonal nos permite resolver el problema. En este
proceso cada punto tiene asociada una peque~a matriz de Jacobl.
Ejemplo 2: Red de trilateración
El ejemplO más fácil es un ~uadrilátero como el de la fi-
gura.
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Sean li, i = " •.. , 6,dis-
tancias observadas. Se trata de
una compensación por condicio-
nes de la forma:
f(ll' ...,l.) = c = cte.
El problema es deducir di-
cha función, que posteriormente
habrá que linealizar. Con cinco
de las distancias medidas la figura queda determinada siendo la
sexta superabundante. Debe existir, por tanto, una relación en-
tre las seis medidas. La formulación de esta relación no es tri
vial. Hay soluciones que utilizan el área de diferentes trián-
gulos para formular la ecuación. Hay también métodos que utili-
zan una analogía entre el cálculo de compensación y el de sist~
mas elásticos de la Mecánica en forma de ecuación de equilibrio.
Estos métodos son difíciles.
Un procedimiento completa-
mente diferente es el siguiente:
Consideremos los triángulosde la-
dos 1.,1",1, Y 1.,1 •• l •. En
éstos pueden deducirse los án-
gulos al' a. y a" a". Por otra
parte. utilizando el lado 16' podemos deducir o,. Efectuada esta
transformación resulta más fácil establecer la condición de su-
perabundancia para el nuevo conjunto de incógnitas. Se trata aho
ra de una ecuación de lado de uso habitual en Geodesia que pode-
mos lineal izar para los elemontos diferenciales y en la que fi-
nalmente podemos sustituir las relaciones diferenciales entre
los a y los 1.
Este ~étodo ha sido muy utilizado en la literatura clisica de
la Geodesia entre los a~os 1950 y 1970 con el uso de la trilate-
ración. El procedimiento de sustitución facilita la compensación
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de redes de trilateración por medio de condiciones.
1.3. Compensación de observaciones indirectas
En las últimas decadas se ha desarrollado la compensacióñ
de observaciones indirectas para compensar grandes redes en sus-
titución del método de observaciones condicionadas. Las antigua
triangulaciones europeas, por ejemplo, las de Francia, Alemania.
Espafta, fueron compensadas prácticamente siempre con el mptodu
de condiciones.Ello es debido a que la redundancia que, natural-
mente coincide con el número de ecuaciones condicionadas a resol
ver y con el número de ecuaciones normales, no era muy grande.
Por ejemplo, en la compensación de la triangulación nacional de
Sajonia (Alemania) calculada por Nagel en el último siglo se re-
solvieron (en 10 años éon ayuda de logaritmos) 80 ecuaciones.
La resolución del sistema de ecuaciones normales era el pr~
blema principal. Sin embargo, con el advenimiento de computado-
ras, este problema ya no es decisivo. Hoy en día, el número de
ecuaciones no tiene mucha importancia y la cuestión principal
es la organización de datos. Por ejemplO, en la compensación de
las trilateraciones de segundo, tercer y cuarto orden con miles
de puntos hay soluciones directas por el método de observaciones
indirectas. Por esto el método de condiciones es poco usado ac-
tualmente prevaleciendo el tratamiento de observaciones indirec-
tas. Este último método es bien conoc1do, sin embargo, haremos
unas observaciones.
Sean ~I' 12' , •• , ln las observaciones y sean mi' m2,
mn los correspondientes errores medios. Los pesos respectivos
vienen dados por:
PI = c/mt, ..., Pn = e/m:.
A las observaciones corresponde el vector ~, y a los pesos la ma-
triz P:
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~ 1 P1 I O
f. '" P
f. n O Pnn
en caso de independencia. En el caso de que las observaciones es
tén correladas la matriz de pesos e~·
p '"
y sea v el vector de correcciones (residuales) a las observacio-
v
nes:
Las ecuaciones de observación son entonces:
( 1 )
o bien, escritas en componentes:
Las observaciones ~ podrán ser ángulos, direcciones, distan
cias, acimutes, etc. En general, ~ y la estructura de la matriz
de pesos (observaciones independientes o correladas) dependerán
solamente del método de observación. Así es diferente la observa
ción de ángulos mediante vuelta completa del horizonte, observa-
ción por sectores, medida de ángulos en todas las combinaciones.
Según el método de medición la matriz P puede tener elementos
fuera de la diagonal.
En compensación de redes ~ corresponde a coordenadas o di-
ferenciales de coordenadas y también, inclusive, naturalmente,
las incógnitas de orientación. Pueden considerarse diversos ti-
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pos de coordenadas: coordenadas de tipo plano (x, y), de tipo
proyección, coordenadas esféricas (6, A) o elipsóidicas (B, L).
Está claro que la relación entre estas coordenadas de diferen-
tes tipos y las observaciones que a su vez pueden ser direccio-
nes, ángulos, distancias, acimutes, etc., prácticamente siempre
es no lineal, y por eso es correcto escribir que t + V es una
función de x:
2. + ':!.. = i (~).
Naturalmente, ~T " (Xl' ... , Xh) Y siempre n debe ser más
grande q~e h. Deben resolverse las ecuaciones (1) que tienen co-
mo incógnita los 3 (de 1 a h) y los ~ (de 1 a n). Se trata enton
ces de h + n incógnitas y n ecuaciones. Por esto no existe una
solución única de este sistema y debe introducirse una condición
para obtener unicidad de solución. La condición que se añade es
que la forma cuadrática vTp v sea mínima. Con esto el matemáti-
co puede resolver el sistema de ecuaciones, originalmente no li-
neales, y la solución será tal que
que corresponde a:
Utilizando la regla del productG para las derivaciones par-
ciales, podemos traducir dichas derivadas parciales en ecuacio-
nes, que, ya que las v son funciones no lineales de ~, darán lu-
gar a las ecuaciones normales no lineales:





Entonces las ecuaciones normales adoptarán la forma:
y si trasponemos y sustituimos v de (1), resulta finalmente:
T(él.ua~) P(.f(~) - ~) = O. ( 2)
Estas son las ecuaciones normales no lineales y contienen, como
se ve, las incógnitas ~ y la matriz de Jacobi traspuesta, pero
no aparecen las incógnitas y. Hay exactamente h ecuaciones para
res~lver con h inc6gnitas ~. Podemos dar una vez más el proble-
ma al matemático el cual va a resolver estas ecuaciones no li-
neales por un método numérico, normalmente por un método que
utiliza valores aproximados ~o de x:
o bien: x ~o + ~1 + ~2
si se trata de un método iterativo. En este caso se ha de utili-
zar la derivaci6n en la proximidad de ~ resultando una expresi6n
en dx. Ya que en la matriz de Jacobi y en la funci6n f las inc6g
nitas son las ~, se debe aplicar la ley de la cadena o de produ~
to. El resultado son unas ecuaciones normales de tipo lineal, p~
ro que son diferentes de las que se utilizan habitualmente. Sie~
do x = ~o + d~, las expresiones resultantes para las ecuaciones
normales son (la demostraci6n es algo laboriosa):
ecuaciones lineales de un problema no lineal. Esta soluci6n es
"exacta" en el sentido de que las ecuaciones y la condici6n
vTpv = mín. se han utilizado en su forma original de ecuaciones
no lineales aunque después se ha recurrido a una linealizaci6n
aproximativa.
Normalmente el término B no se utiliza. Pero hay problemas
en los cuales dicho término (que corresponde a la no linealidad
del problema original) debe ser utilizado. Esta situaciAn ocurre,
Compensaci6n de grandes redes ••• 87
por ejemplo, en un caso particular de grandes redes: grandes re
des de cables de tensado como por ejemplo, en los tejado:; olím-
picos de Munich. El análisis de estas redes corresponde comple-
tamente a una compensación de obse~vaciones indirectas no linea
les utilizando el término S. Si el términoS nu se utiliza re-
sulta un sistema singular carente de solución, mientras que la
adición de este término no lineal da como solución una figura
de equilibrio de esfuerzos en cada punto de la red. Es una apl~
cación muy interesante. Incluso, los métodos que existen hoy
día en Stuttgart para calcular grandes redes geodésicas tienen
su origen en este problema desarrollado entre 1970 y 1971 para
determinar la forma de equilibrio en sistemas de hasta 6000 in-
cógnitas. Posteriormente se ha realizado un estudio en Stuttgart
para averiguar si el tratamiento no lineal en redes geodésica~
es ventajoso. La respuesta fue decepcionante: si los valores
aproximados están lejos de los valores definitivos, la conver-
gencia de la formulación normal sin este término S es, al con-
trario, mucho más rápida que la convergencia con la matriz S.
Naturalmente, sin el término S tenemos:
Estas son las ecuaciones habituales en observaciones indirectas.
Generalmente se utiliza la notación:
f(x) - i. - t.
Si además escribimos
(a.ua~)r = A
resultan las ecuaciones normales en su forma más conocida, obte-
nidas aplicando la condición~Tp~ mín. a las ecuaciones de ob
servación linealizadas. La matriz A contiene las derivadas par-
ciales de las funciones con respecto a las incógnitas. Son dos
caminos diferentes.
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Las incógnitas d~ pueden ser sustituidas por otras incógni-
tas más cómodas utilizando la ley de la cadena aplicada anterior
mente. Por ejemplo, en lugar de utilizar los d~ correspondientes
a longitud y latitud, podemos introducir coordenadas planas me-
diante una sustitución lineal utilizando la ley de la cadena. G~
te método facilita el tratamiento de la compensación de grande~
redes aplicándola mediante sustitución al caso plano.
El conjunto de todas las fórmulas que se utilizan en la com
pensación por ecuaciones indirectas figura en las tablas (1) y
(2) siguientes:










~; [(ATpA)-1 ATp]~ 1 ~
---- ----------------- f-------- ~---------------
3 [A(ATpAf1 ATp-I]L = 1 v =
Y.. = _ ( ) - = [I':-A(ATpA)-'-ATp]y"
- Ao - 1 ~ = (1 -Ao) v
---- -------------------~--------~--------~-----
TABLA nº 2. Observaciones indirecta~. Cufactores
t 1 o = A(ATpA)1 O =A(ATpA)-'AT-I O _=A(ATpA)-'ATLX 2,V . u.
-------------------------- ----------------~--------------O =(ATpA)-IAT O = (ATpA)-' O O _=(ATpA)-'AT
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La Tabla número 1, de cuatro filas y cuatro columnas, con-
tiene las relaciones lineales en la compensación por indírecta&
Numeramos las columnas con 1~ 2, 3 Y 4 Y lo mismo las filas. El
objeto de la tabla es expresar cada cantidad de una fila en fu~
ción de cada cantidad de una columna mediante una relación li-
neal. Por ejemplo, los parámetros ~ se pueden expresar en fun-
ción de las observaciones originales ~ en la forma:
La tabla número sirve de preparaéión para la número 2.
Esta última contiene todas las matrices cofactor y está distri-
buida también en cuatro filas y cuatro columnas. La deducción
de las matrices cofactor se realiza mediante la ley de propaga-
ción de errores. Por ejemplo:
Estas tablas son la base del cálculo de compensación y sir
ven además para otros estudios como, por ejemplo, el estudio de
confianzas y errores groseros.
2. METODOS MODERNOS PARA COMPENSAR GRANDES REDES
2.1. Motivación
Consideremos la figura adjunta. ¿Qué tipo de red geodésica
representa dicho gráfico? Si las líneas representan direcciones,
se trata de una triangulación.Si
las líneas representan distancias
es una trilateración. Si repres~~
tan direcciones y distancias medi
das es una red de triangulación-
trilateración. Si las líneas re-
presentan diferencias de alturas,
se trata de una red de nivelación.
Si las líneas corresponden a diferencias de gravedad se trata "
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una red gravimétrica. Con esto queremos decir que una misma con
figuración de puntos de puntos puede determinar una red con di-
ferentes tipos de mediciones: las líneas pueden representar di-
recciones, distancias, diferencias de altura, diferencias de gr~
vedad, etc. Surge la cuestión de si existe un método de compen-
sación que tenga en cuenta, por un lado la situación reldtiva
de los puntos y por otro)as mediciones que se realizan entre
éstos. La respuesta es afirmativa: se puede describir mediante
una matriz la "topología" de la red (qué puntos están comunica-
dos con cuáles otros) y las mediciones pueden describirse a tr~
vés de otra matriz. Este método permite estudiar separadamente
la topología o relaciones entre puntos y el impacto de estas re
laciones representadas por la matriz de ramas y nudos, en la so
lución del sistema. En efecto, la existencia o no de relaciones
entre puntos dará lugar a valores cero o no cero en los lugares
respectivos de la matriz del sistema de ecuaciones normales.
A cada problema de compensación de una red pertenece una ma
triz de ramas y nudos designada por C que se construye de la ma-
nera siguiente:
1. Tamaño de la matriz: Si el problema considera h puntos y n o~
servaciones entonces la matriz C de ramas y nudos tien h colum~
nas y n filas.
2. Cada fila correspondí.entea una observación o relación consta de
ceros, un -1 en la posición correspondiente al punto de partida
de la observación y un +1 en la posición correspondiente al pun-
to extremo final de la observación.
Ej~lo:P.equeña red de cuatro puntos con cuatro observaciones
En la figura se indica con una flecha el sentido de la ob-
servación. Las observaciones son las siguientes:
P. r, P,
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rl de P1 a p••
r. de P, a p.
r. de P1 a p.
r, de P, a p.
r. de p. a P,
r\ de p•• a P,P1La correspondiente matriz e es:
P1 p. P, P,
rl -1 O O +1 h núm. de columnas
r. +1 O -1 O núm. de puntos = 4
r, -1 +~ O O núm.e n de filas =r. O +1 O -1 núm. de abservacio....,
r. O -1 +1 O 6.nes =
r, O O +1 -1
Por ejemplo, la segunda fila corresponde a la segunda observa-
ción y lleva un -1 en la tercera columna po~ ser P, el punto in~
cial y un +1 en la primera por ser P1 el punto final; los demás
elementos son cero.
Si este gráfico corresponde a una red de nivelación, la ma-
triz A de las ecuaciones de observacjón coincide con esta matriz
e, A e, y la flecha puede indicar la dirección desde el punto
más alto al más bajo. Naturalmente las ecuaciones normales son:
donde ¡ representa diferencias de altura. Por lo tanto debemos
asignar un valor fijo a un punto, si no,se trata de una red li
bre. Pero podemos suponer nula la altitud de ese punto y utili·
zar ia matriz de ramas y nudos en todos los casos en que compen-
semos redes de nivelación.
El mismo tipo de matriz sirve para describir redes detri~
gulación, trilateración, etc. Los números de las diferentes co-
lumnas describen claramente la estructura de la matriz dp. las
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ecuaciones normales: cada columna de e determina un elemento de
la diagonal de las normales. Y, por otra parte, habrá elementos
no nulos en los lugares fuera de la diagonal de las ecuaciones
normales solamente si en las dos columnas correspondientes de e
(una columna corresponde al número de la fila del elemento con-
siderado y la otra columna al número de la columna de dicho ele
mento) hay elementos no nulos situados en la misma fila. Poste-
riormente aplicaremos la matriz de ramas y nudos a problemas de
triangulación y trilateración de redes.
2.2. Observaciones §obre la linealización de diferentes tipos
de ecuaciones de observación
En el caso general:
donde la función i puede tener muchas formas que habrán de linea
lizarse casi siempre. En triangulaciones, cada observación im-
plica dos puntos: p¡ y Pk. Por ejemplO, en una observación de
dirección t, Pi será el punto estación donde se encuentra el teo
dolito y corresponde al punto inicial en la matriz de ramas y
nudos, mientras que Pk será la señal observada y corresponde al
punto final de la respectiva fila de la matriz.
Podemos establecer en p¡ un sistema de coordenadas para-
lelo al sistema x,y dado. La ecuación de observación para una
dirección es siempre del tipo
a r-e t g [ (y k - y. ) /.( X k - x . ) J - o
lit
0t indica la incógnita de orienta-




-ot+1t (1) p¡ ~-------------- •• y
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p.
1 • 1
En el caso de que la observación
sea un ángulo puede repetirse e~
ta ecuación dos veces, o bien,
p.
I
plantear la fórmula directamente.
Sean tres puntos Pi-\,p¡,p¡.\
y sea ~¡ e.lángulo p¡ -1 p¡p¡ + l' Es claro que la ecuación no lineal
para B¡ es la diferencia entre las de las direcciones p¡ hacia
p¡.\ y p¡ hacia P¡-I:
11·+ vi ::;arctg[(y.1- y.l/ex. 1- x. ) 1 - arctg[(y.\- y.)/(x· 1- x.) 1 •1 1+ 1 1+ 1 1- 1 1- 1
Observamos que la ecuación es similar a la correspondiente a di-
recciones, pero ahora la diferencia de las dos direcciones eli-
mina la incógnita de orientación. Efectuando la linealización
se obtiene un~ ecuación en dx¡_\, dx¡.¡. dx¡, dYi-l' dY¡.I' d~
del mismo tipo que la correspondiente a direcciones.
Consideremos ahora el caso en que se haya observado una dis
Xancia Lt entre dos puntos, p¡ Y Pk.




dx¡ + (Yok - Yoi)/Sik
dxk - (Yok - Yoi)/sik
dYi -
dYk - ¡; (2)
Estas ecuaciones corresponden al caso de coordenadas planas.
Si se considera otro tipo de coordenadas pueden utilizarse ecua-
ciones similares efectuando previamente una proyección mediante
ciertas correcciones a las observaciones.
Incluso, si deseamos compensar una red en coordenadas es-
féricas o coordenadas elips6idicas las ecuaciones son del mis-
mo tipo, tanto para ángulos como par~ distancias. En general,
en los coeficientes de las ecuaciones linealizadas los numera-
dores siempre contienen diferencias de coordenadas Y los deno-
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minadores son distancias o distancias al cuadrado. Siendo. por
tanto, similar la estructura podemos utilizar la matriz e para
construir las ecuaciones típicas de los dos problemas. La idea
básica es la siguiente: si multiplicamos la matriz C por el ve~
tor x de coordenadas obtenemos un vector que contiene las dife-
rencias de coordenadas que forman los coeficientes de las ecua-






2.3. Tratamiento de redes de tipo trilateración pura
Consideraremos aquí con detalle la utilización de la matriz
C en una trilateración pura. Para redes de tipo triangulación y
triangulación-trilateración el procedimiento es similar.
Sea una red constituida por t pu~tos fijos (red con datum
prefijado) y h puntos incógnita en la que se h~n efectuado n ob
servaciones de distancias. La correspondiente matriz C tendrá n
filas y h + t columnas, h referentes a lOS puntos incógnita y t
a los puntos fijos. Por conveniencia en notación llamaremos C
s
a la matriz total y C y Cf a las submatrices correspondientes
a los puntos incógnita y fijos respectivamente:
-, = I_c [C;]n n filash + t columnas
h t
Definición de algunos vectores y matrices
Llamaremos x . en lugar de !. ~1 veclor de coordenadas de-s
x s









La notación ~o no es accidental ya que los valores asigna-
dos a los puntos 1, ..., h serán los valores aproximados para
los puntos incógnita. Observemos que las incógnitas son los di-
ferenciales dXi' dYi, i = 1, h~ mientras que los ~f son cons
tantes correspondientes a los puntos fijos, y los ~o son valo-
res aproximados provisionales. Análogo para las coordenadas y:
y.
X.o
Sea ahora R una matriz diagonal definida por:
R
donde cada elemento rt viene dado por:
I't = J<Xok - Yoi)2 + (Yok - Yoi)2









Podemos construir los vectores diferencia de coordenadas multi-
plicando e una vez por el vector X y otra vez por el vector y .s -s -s
Consideremos el vector u definido por:
u = C . ·X •s -s
Teniendo. en cuenta la partición de C y ~, podemos escribir:
Análogamente, si definimos el vector t por t
podemos escribir:
C • ys s
En el ejemplo del cuadrilátero si consideramos el punto 4
como fijo, resultará:
-1 + 1 x s , Xo 1
+1 -1 xol x01 - xOJ
-1 +1 Xo 1 Xo 1 - X01
+1 - 1 XOJ x02 x s ,
-1 +1 xo• xOJ - x01
-1 - 1 xOJ x , ,
En este caso ~f es un escalar.
Para las Ys las expresiones son análogas. La matriz R es
ahora:
donde:
r,=/(x -x )2+(y _y)2
01 O.. DI Otlt
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En nuestro ejemplo la matriz U corresponde a diferencias de coor-
denadas.
Con ayuda de los vectores y matrices anteriormente defini-
dos se pueden escribir directamente las ecuaclones de observa
ción y las ecuaciones normales. Pero antes de hacer esta cons-
trucción trataremos el problema de trilateración con notación
convencional, para, posteriormente, traducir las fórmulas resul
tantes a la notación con matriz C.
Las ecuaciones no lineales son del tipo:
Efectuando la linealización resulta:
v =(If!ax)! dx ¡= A dx - ¡xo - -
donde A es la matriz de Jacobi evaluada en ~o.
Para preparar la traducción de nuestra formulación conven-
cional descomponemos la matriz A en dos submatrices de la forma
(A, B). (6 )
El vector de incógnitas es:
dx T = (dx , dXh' dy , ... , dy g )




(dx , , ... ,
A es la parte correspondiente a dx y B la parte correspondien-
te a dy.
Las ecuaciones de observación se escriben entonces:
v = A d~ + B dy - 1. (7)
La matriz de ecuaciones normales es:
I :: I P(A B) = I ::: :
y el sistema de ecuaciones normales se escribe:
ATp A d~ + ATp B dy
BTp A dx + BTp B dy ( 8)
Con esto hemos dividido las ecuaciones de observación y las ecu~
ciones normales en una parte que correspond~ a las incógnitas
dx y en otra que corresponde a las incógnitas dy. Hemos organiza-





: ATp A ATp B
h
I





La traducción de las expresiones (1), ••. , (5) en las ecua-
ciones convencionales (6), ...• (8) es muy simple. En las ecua-
ciones (6) a (8) las matrices A, B Y sus traspuestas son:
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A = U R- 1 • e
AT= e T. f{ - 1 • U
( 9)
8 = T R- 1 • e
8T= ~T R- 1 • T\.., .
el R-1 U P U R-1 e
el R-1 T P U R-1 e
eT R- 1 U P T R- 1
el R- 1 T P T R-1
u p 9;
l' P i I '
(las matrices R, U Y T son simétricas). eon ayuda de (9) pode-
mos formular las ecuaciones normales que corresponden a (8). En
forma matricial resulta:
que puede es~ribirse también en la forma siguiente:
leT (R-Z P UZ) eel (R-a l'P u ic el (R-a U P Tlelel (R-a P T2) e 1:: I I U l' 9; I-=- (10)T P 1
Las cuatro matrices entre paréntesis son matrices diagonales Sl
las observaciones son independientes. Ya que el producto de la
matriz eT por una matriz diagonal y por la matriz e tiene la mis
ma estructura que la matriz eT por la matriz identidad y por la
matriz e, resulta que las ecuaciones normales tienen la estruc-
tura correspondiente a la matriz eTe, lo cual permite organizar
ya la solución sin el contenido de las diagonales.
Ello facilita el mismo análisis previo para diversos tipo~
de redes (redes de electromecánica, de canales en hidrografía,
eléctricas, de comunicaciones, etc.) que tienen la misma matriz
e. La matriz e describe, independientemente de qué tipo de red
se trate, la relación entre puntos y ramas, y la parte diagonaJ
U, T, describe el contenido físico del problema. Los métodos nu-
méricos de resolución como el de matrices, con huecos o el del
gradiente conjugado se pueden aplicar de forma análoga a todos
estos proble-mas que utilizan la m i sma estructura de la matri z. e.
Así, en nuestrO caso de triangul~ciünes la estructura e y la rp-
solución es la misma, pero U y T so rán d iFer-entec en cada ea:.".
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2.4. Tratamiento de redes de tipo.triangulación pura
El desarrollo es completamente análogo y la estructura de
las ecuaciones lineales por triangulaclón e~¡similar a] caso dn-
terior.
2.5. Tratamiento de redes de tlpU trilateración y trianguiación
(redes mixtas)
Es una combinación de los dos casos anteriores.
2.6. Ideas básicas sobre la resolución numérica de grandes sis-
temas de ecuaciones normales.
2.6.1. Generalidades. Importancia de una estructura adecuada de
las ecuaciones normales: Organización de datos.
Hay dos razones por las cuales es importante que la estruc
tura se organice de forma adecuada;
1. El tiempo para resolver grandes sistemas ha de ser pequefto
por razones de economía. El progreso en este campo es verdade-
ramente grande. En 1970 se resolvían los grandes sistemas con
2000 ó 3000 incógnitas empleando para ello media hora. Hoy día
los mismos sistemas se resuelven en algunos minutos. La reduc-
ción del tiempo ha sido del orden de más de cien veces. Por
otra parte, si las coordenadas provisionales son poco aproxima-
das o bien si hay errores groseros (según la experiencia en cual
quier material geodésico de observación suele haber de un 3 a
un 5 por ciento de errores groseros, de identiffcación, etc.)
es necesario repetir los cálculos algunas veces.
2. El tamafto de la computadora y especialmente el espacio nece-
sario en su memoria central. Con una adecuada organización es
posible utilizar computadoras muy pequeñas para resolver grandes
sistemas.
Estas dos exigencias condiclonan lor,métodos que Sp utili-
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zan hoy dia en soluciones prácticas. Nos limitaremos aquí a dar
algunas ideas básicas considerando con algún detalle el método
del gradiente conjugado.
2.6.2. Métodos exactos
En cualquier caso, tendremos la matriz ATPA, de tamaño hxh,
correspondiente a las ecuaciones normales. Según el método gene-
ral de Gauss de eliminación, la resolución consiste en la conver
sión de esta matriz en una matriz triangular para la cual se de-
terminan las incógnitas mediante un proceso recursivo. Este pro-
ceso de convertir la matriz original en una matriz triangularco~
siste en la multiplicación de esta matriz por otras que se desa-
rrollan en el proceso de cá i cuj.o . En este proceso resulta part i-
cularmente interesante, por la simplificación que supone, el ca-
so de matrices banda, para las que sólo hay elementos no nulos
en las proximidades de la diagonal. No obstante, en Geodesia es
muy dificil organizar los datos de modo que la matriz resulte
con estructura de banda por lo que el método de matrices banda
tiene poca importancia en redes geodésicas. En cambio en Fotogra-
metría sí hay problemas en que su regularidad permite el trata-
miento de estructura de banda, habiéndose desarrollado algorit-
mos especialmente adecuados. Un ejemplo conocido es el algoritmo
de HYCHOL desarrollado hace quince años y que utiliza la estruc-
tura de banda y el método de Cholesky ..EI algoritmo es muy rápi-
do en caso de estructuras regulares como en Fotogrametría mien-
tras que en problemas de Geodesia hay otros métodos más rápidos.
- Matrices con huecos-------------------
Es asimismo interesante el caso de matrices con gran nÚmfJ-
ro de ceros. El problema consiste en organizar las filas y co-
lumnas de manera que haya un máximo de ceros.
En este sentido hay dos métodos alternativos: la factoríza-
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ción O descomposición matricial y el método del gradiente con-
iuaarlo. T·as caracteristicas de ambos son di~erentes: mientras
l~ ~~s~omoosición matricial ocupa bastante memoria y poco tie~
p1 m~to~o rlpl aradiente conjuaarlo, al contrario, ocupa mc-
noS mpmoria pero necesita rpalizar más itpraciones. La plpc-
~iAn ~~l m~torlo rlppende rle las características y exigencias de'
or~pnarlor' as{, si rlisponemos de una pequeña computadora para
la cual el tiempo de ejecución es barato, no resulta acon~eja-
hl~ el método del aradiente conjugado. Sin embargo, con una com
Dutarlora arlpcuada, como el TBM capaz de tratar grandes sistemas
con una organización adecuada se puede aplicar el método del
gradiente con tiempos cortos. Por ejemplo, para unos 1000 pun-
tos, que corresponden prácticamente a 6000 incógnitas, y con
tres iteraciones no lineales, el tiempo de ejecución puede re-
ducirse prácticamente a cuatro minutos. La elección entre ite-
raciones lineales y no lineales no es absoluta sino que depen-
de del problema y de la computadora.
2.6.3. Métodos iterativos
Expondremos aqui las ideas básicas (debidas a los matemá-
ticos suecos Hestenes y Stiefel, 1952) sobre el algoritmo "gra-
diente conjugado". Este método es muy interesante y permite so-
luciones en pequeñas (?) computadoras,
Sea Hx = k un sistema de ecuaciones lineales. La idea de
Hestenes y Stiefel consiste en considerar primeramente la for-
ma cuadrática asociada siguiente:
que puede ser interpretada como la aplicación del vector x en
el escalar f(x). Si buscamo~ p]0rtor ! para el que la forma
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Se pueden resolver las ecuaciones lineales buscando directamen-
te el mínimo de la forma cuadrática. El problema es exactamente
el de la compensación ya que la forma cuadrática ~Tp~ correspo~
de del mismo modo a las ecuaciones de observación indirectas.
Para éstas tenemos:
que corresponde a la forma cuadrática:
F(~) xTH ~ - 2 k ~ + cte.
con H ATp A
1 tTp A
tTp t cte.
Hay pues una traducción directa entre la notación de Slie-
fel y Hestenes y la notación de observaciones indirectas en la
que se apoya el método del gradiente conjugado.
Se selecciona primeramente un valor aproximado ~o de las
incógnitas que sustituido en las ecuaciones H~o = ~ da lugar a
unos residuos ro
que expresan que los ~o no son lo suficientemente exactos para
hacer consistente el sistema de ecuaciones. Con estos primeros
residuos se calc~la un factor Q¡
compuesto a partir de los residuos y del valor f¡ del primer ri
cIa. Con estos valores se calcula una segunda aproximarión:
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x·_1
y unos segundos residuos:
!:i o- .!:i-I - a¡H !:¡,
Se calcula ahora un factor Si en la forma:
. T / TSi = .!:i .!:i .!:i - 1
esto es, el cociente de dos formas cuadráticas. Con Si se corri-
ge el valor !:i. El procedimiento es recursivo y en la siguiente
iteración tendremos:
!:i+1 - .!:i + 11. p.
1
._1
d T !:i + 1a i + 1 = .!:i/!:i+IA
~i+l x· + a i + 1 Pi + I_1
.!:i + 1 r· - a i + 1 H !:i + I_1
11i + 1 rT .!:i + 1 /.!:I r· ._i +1 _1
Este método da una solución exacta en h iteraciones.
Es interesante observar ahora que el método se puede tradu-
cir una vez más en la notación introducida mediante las matri-
ces U, T, ~ Y C. Cada vector P se divide en un !: correspondie~
te a las coordenadas y y un !: correspondiente a las orientacio-
nes o. En general, al igual que en la organización de las incó~
nitas, los factores del método del gradiente conjugado se orga-
nizan en tipos que pertenecen a ~, a y y a las orientaciones.
El cálculo de la forma cuadrática que utiliza la matriz H
que corresponde a las ecuaciones normales, consume mucho tiem-
po y es interesante la traducción de esta forma cuadrática en
términos de la matriz de ramas y nudos y se ve (el desarrollo
es un poco extenso) que puede transformarse en una forma cua-
drática completamente diferente quP tiene solamente los pesos
y los vectores.
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La misma técnica se aplica al cálculo de ~ .·r en la for-
mulación general se calcula por:
~i = ~i - 1 - a i H Ei
y la traducción consiste en descomponer ~i en una parte que peE
tenece a las incógnitas ~, otra que pertenece a las incógnitas
y, y otra que pertenece a la orientación.
Los elementos de la matriz A se expresan en función de las
diferencias en ~, de las diferencias en y y de las distancias.
Si en una red las distancias más pequeñas son de 10 cm y las más
grandes de 50 cm, podrán aparecer errores de redondeo en una com
putadora. Por esto existe un tratamiento que consiste en esca-
lar los elementos de la matriz A con lo que en lugar de hacer h
pasos para obtener el valor de ~ suficientemente aproximado ba~
ta con hacer un número de pasos comprendido entre h/5 y h/3. OQ
tenido x se recalculan las derivaciones parciales de A. Las ecua
ciones no lineales se determinan con valores aproximados cerca-
nos a los definitivos y se repite el proceso. Los valores ~ en
el primer paso pueden ser muy poco aproximados: es suficiente
darlos gráficamente en la mayoría de los casos. Por la misma ra-
zón no se necesita una división entre puntos céntricos y excén-
tricos; los excéntricos se tratan como incógnitas y las medidas
entre pares de puntos céntricos y excéntricos se trata, en el
cálculO, como una observación de alto Peso. Si el algoritmo
del gradiente conjugado se descompone según hemos visto la téc
nica es muy fuerte.
2.6.4. Unas observaciones más sobre la técnica del método del
gradiente conjugado
Según 1.3. las ecuaciones normales exactas para observa-
ciones indirectas son las siguientes:
(af/ax)T P(f(x)/- - ~ - - 2 3:.) = O, (10)
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Las ecuaciones de observación son:
(11)
En lugar de las ecuaciones normales (10) resolvemos las ecuacio-
nes lineales normales:
(3f/ax)/1 p(af/ax)/ dx = (af/ax)/' p t
- - lO - - lo - - - lo -
( 1 2)
Utilizando la matriz de ramas y nudos escribimos:
( 9)
Observemos que los términos de las ecuaciones (10) se calculan
en los valores x de la solución definitiva mientras que en las
ecuaciones normales lineales las derivadas se calculan para los
valores ~o.
~2~§~~~~~~i~§.Se comienza la compensación partiendo de unos va-
lores provisionales ~o burdamente estimados.
1) Con estos ~o se determina la matriz de (9) que corresponde a
las derivadas parciales de las funciones en ~o.
2) Mediante el método del gradiente conjugado se busca la solu-
ción de (12) en forma de proceso iterativo, ~o' ~I' ••• , ~r' El
proceso se term~na en la iteración i-ésima si para un E fijado
IXi+1 - xii < E, considerando el último valor hallado como solu-
ción.




y con esta matriz A se controlan las ecuaciones no lineales (10).
Si el segundo miembro de estas ecuaciones es cero se termina la
iteración, pero si la diferencia entre cero y el resultado de
sustituir ~r es más grande que un 6 dado, volvemos una vez más
al apartado númro 2) utilizando los valores ~r como valores ini-
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ciales y hallando otros ~r +1' ••• , ~r.t. De nuc.v o , :;L la d l Fnr-o n
cia elltre dos ~ consecutivos es menor que E se termina el ciclo
interior y calculando' las derivadas parciales en ~r+1 se prueDa
una vez más si el segundo miembro de (10) es mayor o menor que
el o fijado. Si es menor, el proceso finaliza, y si es mayor se
repite una vez más el ciclo lineal 2). Este es el proceso a se-
guir hasta que las ecuaciones no lineales (10).se cumplan para
los X definitivos.
La división de la resolución numérica en ciclos interiores
lineales mediante el método del gradiente conjugado y ciclos ex-
teriores no lineales para comprobar las ecuaciones (10) y corre
gil" cada vez la matriz (ai/a~)tiene muchas ventajas:
1. En los cielos interiores no se necesitan las h iteraciones
ya que es suficiente terminar el ciclo cuando xi+l - xi I < E.
Normalmente bastan de h/3 a h/5 iteraciones.
2. La estimación de los valores iniciales ~o puede ser grosera;
es suficiente una estimación por métodos gráficos.
3. Los errores muy groseros se detectan ya en los primeros ci-
clos internos con el ~o aproximado.
4. La técnica de escalonar las matrices permite hallar una so-
lución a pesar de que las observaciones puedan ser muy hetero-
géneas. Por ejemplo, es posible un tratamiento simultáneo de
distancias entre 0.0001 km y 50 km en una compensación. Como
consecuencia, no es necesario distinguir entre puntos "céntri-
cos" y puntos "excéntricos". Todos son igualmente tratados co-
mo incógnitas no siendo necesaria la reducción de excéntricos
a céntricos.
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3. ERRORES GROSEROS (PEQUENOS) y TECNICAS PARA SU DETECCION. EL
PROBLEMA DE LA FIABILIDAD
3.1. Motivación
Ejemplo nº 1.
Sea un sistema de coordenadas rectangulares y consideremos
un problema de intersección directa: desde los puntos A y B se
miden los ángulos Q y 6 indica
dos en la figura para determi-
nar el punto P. La precisi6n
del punto P determinado se de~
cribe mediante la matriz Q. Po
demos preguntar ¿cuáles son los
valores de Q y 8 que correspo~
den a la determinación "óptima"





depende de los pesos de Q y de 6. Cuando los pesos son simila-
res, los valores de Q y 6 deben verificar:Q + 6 = 902.
La fiabilidad de la configuración con dos observaciones a,
8 es igual a cero ya que al no existir observaciones superabun-
dantes no hay ni compensación ni residuos y no existe método pa-
ra detectar errores.
Ejemplo nQ 2.
Sean tres puntos dados PI, p., P, desde los que se miden
las distancias 11' 1.,L, a un punnto P situado según la figura.
Sea·6L, un error grosero en la ob-
servación L •• En este caso hay re-
dundancia y puede realizarse liicOl.!!
pensaci6n obteniendo los residuos
VI' va' V.' que serán todos ellos
muy pequeños. Aunque hay un error
grosero, a causa de la configura-
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ción de la figura no resultan grandes diferencias en los resi-
duos. Vemos cómo en es~e tipo de problemas puede haber configu-
raciones para las que sea difícil detectar errores groseros.
3.2. Base del estudio analítico de problemas como los expues-
tos en 3.1.
El medio para estudiar analíticamente el problema son to-
das las relaciones lineales que hemos tratado en las tablas nú
meros 1 y 2.
En el lugar (3,1) de la tabla nQ 1, los residuos se expr~
san en función de las observaciones por:
y del lugar (3,3) de la tabla n s 2 tenemos que la matriz cofactor
de ~ es:
De estas dos expresiones deducimos:
- Qyy P ~v ( 1 )
con lo que ~ es función de la matriz cofactor de los residuos.
Buscamos ahora una interpretación de esta última ecuación. Pa-










Seleccionemos la observación ti' y asignémosle un error
grosero ~t¡. t contiene ahora la 6bservación original y la cons
tante ~t¡,
En la fórmula anterior se multiplica el vector ti por la
matriz - Oyy P que no depende del error grosero supuesto ya que
sus elementos q,. se determinan solamente con los valores apro-
i J
ximados de las icógnitas (solamente con la configuración de la
red). En consecuencia. el error grosero 6t repercute en los re-
siduos en la forma siguiente:
6V¡ qli 6t¡
6V2 = q2i 6t¡
Es decir. el efecto de un error grosero se transmite sola
mente por los elementos de la columna i-ésima de la matriz -O.yP
y especialmente el efecto del error grosero ót¡ sobre el residuo
v¡ sólo depende del elemento qi¡' Si q¡¡ es muy pequeño. un~
grosero grande ót¡ no tiene apenas influencia en el residuo vi'
Es interesante. pues. conocer cuáles son los valores numéricos
de la matriz - O.yp. y especialmente de los elementos de la dia
gonal. Dejemos de momento este problema y veamos 'ahora el efecto
de un error grosero ót¡ sobre la solución X.
Según la casilla (2.1) de la tabla nQ sabemos que:
(naturalmente. en problemas diferenciales ~ representa las co-
rrecciones dx a los parámetros), qll~ podemos representar en la
forma:
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X2 el e 2 6i en
~ J.i + Hi
xh IC 1 IC 2 K· IC n J.1
asignando el mismo error grosero a la observación i-ésima. El
efecto en el vector X es:
Es claro que un error grosero influirá en todas las incóg-
nitas ya que normalmente la columna i-ésima de la matriz
(Al? A)-I Al? ~o tiene elementos cero, Estas relaciones permi-
ten estudiar la influencia de cada error grosero en las icóg-
nitas si conocemos previamente el error grosero, pero, natural
mente, éste es el problema.
A grandes rasgos, un error grosero corresponde a un resi-
duo grande, Hemos de aclarar un poco más esta cuestión,
En nuestro resultado básico oVi = qii0J.i (2) se indica có-
mo todo depende de los valores qii' Por ejemplo, en el caso de
que qii = O resulta oVi = O para todo oJ.i,Por supuesto, en es-
te caso, ningún error oJ.iinfluye en el residuo correspondiente
a la misma observación y la confianza de la observación i-ésima
es cero como en el ejemplo anterior. Si qi i = 1, entoncesóVi=oJ.i,
lo que nos dice que un error grosero se transmite integramente
al residuo correspondiente a la misma observación. Por ahora no
sabemos cuales son los posibles valores de q'.., puede ser cero
1 I
si el problema tiene redundancia, o también uno o más de uno.
Es interesante por tanto estudiar los yalores numéricos q~e pue-
den corresponder a q ... Dichos valores numéricos pueden estudiar
11
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se con ayuda de las tablas núms. Y 2.
Según la casilla número (3,3) de la tabla n2 2:
c., = p-¡ - A(ATp A)-¡ AT.
y según la casilla (4,4) de la misma tabla:
Otra relación muy importante de la misma tabla es:
Ov ¡ = Q¡ v = O,
que expresa que la correlación de v y 2. es cero. Por otra parte,
sabemos que:
P- ¡ = O •u.
De estas cuatro relaciones se deduce:
Qv v = 011 - On· (3)
011 corresponde a la inversa de los pesos dados y es, por
tanto, una matriz diagonal. Entonces, si conociésemos los valo-
res de la matriz cofactor de las observaciones compensadas po-
dríamos determinar 0vv'
Para estimar O¡¡ tenemos varias posibilidades: Podemos, me-
diante las ecuaciones (3), estimar directamente los elementos
de O¡¡ en lugar de 0vv' Un elemento q¡i¡i de O¡¡ debe verificar
O < q¡ i¡i < 1
ya que, como el error de cada observación compensada se calcula
después de la compensación por:
si la compensación tiene un efecto favorable, debe ser q¡iii me
nor que i.
Es posible dar ahora una acotación más exacta de los valo-
res de 0il' En efecto, por un l~do la traza de la matriz
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O¡¡ A(ATp A)-IAT
es igual a:
traza (O¡¡) = q- - + q- - + ... + q- - .t,2., tata thth
Por otro lado, se demuestra, mediante algunos cálculos, que la
traza de ~¡ es igual a h. Entonces, el promedio de los q¡.¡., ,
es:
n
t q- - )/n h/nti" i
i=1





si P-' = O"". Se deduce que el valor de un elemento de esta ma-
triz depende concretamente de la redundancia. Normalmente la re
dundancia en problemas de compensación no es grande y por ello
se puede decir que si la redundancia es pequeña, se puede aco-
tar qZlli en la forma:
0.8 < q¡. r. < 0.9.
1 1
Este resultado, teniendo en cuenta la ecuación base de la depe~
dencia entre las matrices 0¡1 y OyV' es equivalente a:
0.1 < qy y < 0.2
i i
ya que:
qy v = 1 - q¡ ¡ si P = Ii i i i
este es un resultado muy importante. El aumento de la precisión
a causa de la compensación no es muy grande; los errores medios
de antes de la compensación se multiplican por 15:91 ó ícflr.
lo cual es prácticamente equivaLente a un aumento de precisión
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del 10 por ciento si la redundancia es del 20 por ciento.
Mediante la ecuación qy y = 1 - q¡.i se ve que si la p~
i i 1 i
cisión de los ¡ es pequeí'la,la'precisión de los residuos será
grande. Si, por ejemplo, qy y se aproxima más y más al, lo
i i
que significa que aumenta la precisión de las observaciones com
pensadas, la precisión de los residuos es más y más grande. En
nuestra estimación, los factores q¡ son más pequeí'loscuanto me
nor es la redundancia del problema, y si la redundancia es ce~,
los valores q son igualmente cero como hemos visto. Y este efec
to se aprecia también en la expresión de q definido por:
qii=qyy Pi'
i i
En el caso de que la precisión de las observaciones sea peque-
í'la,(P es pequeí'lo)q.. también será pequeí'lo,y por tanto un
i 1 1
error grosero en ti afectará poco al residuo Vi' Es posible e~
tonces que todos los residuos sean pequeí'losy sin embargo, ha-
ya errores groseros, No obstante, la única posibilidad que exis
te es la investigación a través de los valores v. que podemos
1
conocer ¿Cómo podemos detectar entonces errores groseros? El
único camino son los test estadísticos, que pueden aplicarse en
diversas circunstancias y a diversos parámetros:
1) mo se calcula mediante la fórmula:
m = IvTp v/ho
y podemos comparar este valor con una estimación previa ~r eje~
plo, la unidad).
2) Podemos contrastar también los residuos mismos. Para ello'uti
lizamos el valor w dado por Baarda:




LoS valores de qYiYi son pequeños, por lo que el 'valor mYi será
en general mucho más pequeño que mQ• La redundancia tiene gran
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efecto. w¡ es un n6mero comprendido entre 1 y 4 ~ la aplicación
del test consiste en comparar este valor con un valor Ow (del
orden de 3 ó 4, dependiendo de la confianza). Si w¡ > oW¡ en-
tonces es probable que la observación tenga un error grosero.
En el test entra directamente la redundancia.
Con esta técnica es posible seleccionar residuos que, me-
diante este test, tienen la posibilidad de terner errores gro-
seros y, entonces, solamente entonces, se calcula el 6t¡ que
pertenece a un 6V¡ detectado en este test. Y normalmente por
eso se da el límite de posibilidades donde pueden detectarse
errores groseros, porque solamente si los factores qi¡ son ap~
ximados a 1 es posible seleccionar también el error grosero que
pertenece a QV¡. Esta es la base de la técnica.
Las relaciones lineales nos permiten investigar la influen
cia de errores groseros en los residuos. En función de la redu~
dancia los factores de multiplicación tienen diferentes valores:
son más pequeños cuanto menor es la redundancia, se aproxima a
cero si la redundancia es cero (lo cual nos dice que no se de-
tectan errores groseros). Todo el proceso de detectar errores
groseros es una cuestión de redundancia. La 6nica posibilidad
que existe es investigar los residuos y para ello hay principal
mente dos posibilidades. podemos comparar la estimación ante-
rior de mo con el mo calculado como resultado de la compensa-
ción. Si esto nos da pie para suponer que hay errores groseros,
podemos entrar en un test de diferentes residuos. En éste, sa-
biendo que las qi¡ reflejan para cada residuo la redundancia.
si el valor calculado es más grande que el prescrito por el
test podemos suponer que Vi está causado por un error grosero.
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4. APLICACION DE LA COMPENSACION A DIFERENTES ORDENES DE REDES
NACIONALES
4.1. Ejemplos de compensaciones recientes
Mencionaremos aquí dos ejemplos de grandes compensaciones
recientes. La primera es la redefinición del datum norteamerica
no, trabajo que se efectúa prácticamente desde 1970. La idea es
utilizar todas las observaciones del último siglo en el conti-
rien t e norteamericano.
La vieja compensación, a ca~
sa de las dificultades numéricas,
se realizaba por el método apro-
ximado de Bowie. En el método de
Bowie se consideran cadenas que
forman poligonales de redes del
tipo de la figura.
Cada cadena se compensaba independientemente cielas otras
cadenas y, posteriormente, se procedía a una unificación de es-
tas diferentes triangulaciones. Naturalmente, se incluían unas
determinaciones astronómicas para la ecuación de Laplace, unas
observaciones para la orientación y unas mediciones de bases
para la escala. A partir de 1970 se procedió a una recompensa-
ción utilizando todas las observaciones.
La técnica que se aplicaba era dividir la totalidad de
la Ted en subredes diferentes y hacer la compensación en las
subredes para detectar errores groseros. La experiencIa nos
dice que el número de errores groseros de los datos (no de las
observaciones) es del 3 al 5 por ciento (errores de copia, de
identificación, intercambio de céntricos y excéntricos, falsos
números asignados, etc). Para eliminar esos errores se efectúan
compensaciones parciales, porqup al tratar un material de ~.OOO
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observaciones es muy difícil detectar errores groseros.
Una segunda gran compensación interesante es la compensa-
ción de la red australiana. En
Australia la técnica que se apli-
caba data de hace treinta a~os.
Es uná red solamente de pOligo-
nales (hay algunas triangulacio-
nes y trilateraciones, pero la
mayor parte son poligonales).
Las longitudes de los lados de las poligonales son aproximada-
mente de 10 a 15 km. Las configuraciones no tienen mucha redun-
dancia. La redundancia en cada pOligonal entre dos puntos fijos
(si observomos todo lo posible) es 3, lo que nos dice que n-h es
3 independiente del número de puntos. Hay 3 condiciones: dos de
coordenadas y una de ángulo. Por eso ya sabemos que el factor
crítico h/n es aproximadamente 1, ya qye n y h son grandes. Por
eso la confianza de una red de poligonales es pequeña.
4.2. La nueva observación de las redes de segundo. tercero y
cuarto orden en Baden-Württemberg desde 1970. Métodos utiliza-
dos.
Es un gran trabajo que se efectúa hoy en día y que se es-
tá terminando en estos años. Daremos una estadística que demue~
tra la magnitud de este trabajo. Daremos el número .de puntos en
los diferentes órdenes año por año, lo que mostrará claramente
el progreso en este trabajo.
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Tabla de los trabajos Nú.ero de puntos observados J eo.pensados
P.Is Red 1971 1972 1973 1975 1977 1979 1981 1984
1 orden 102 102 102 102 102 102------- ------ ----- ---- ---- ---- ----
Baden- U " 250 319 389 463 463 463------- ------ id id ----- ---- ---- ---- ----Württemberg UI " 1022 2012 3322 4577 5677 5677
35750 km' ------- ------ ----- ---- ---- ---- ----IV " 12131 16493 25152 34180 42820 49188
1 orden 58 58------- ------ ----- ---- ---- ---- ----
Baviera U " 397 397------- ------ ----- .,.--- ---- ---- ----
70550 kal UI " 9551
id id 9551------- ------ ----- ---- ---- ---- ----
IV 11 26356 26356
En 1971, en Baden-Württemberg, había prácticamente 1 punto
de primer orden por cada 3 km'. A.partir de 1975, en Baden-Wi..irt-·
temberg aumenta el número de puntos observados y compensados
gracias al programa ASTRI. En aftas anterio~es las compensacio-
nes se habían efectuado por métodos gráficos y por métodos nu-
méricos, pero con pequeftos ordenadores que sólo permitían el
tratamiento simultáneo de 20 puntos. Pero con el programa ASTRI
(de la Universidad de Stuttgart) que utiliza la técnica del gr~
diente conjugado, ya en 1975 había una capacidad de tratamien-
to de 3000 puntos simultáneos (prácticamente 9000 incógnitas),
con una capacidad de 58 K en la memoria central. El programa
permite, además, que todas las observaciones de los trabajos
de campo se traten al final de la campaña en el campo. Prác-
ticamente, se ve que hay 9000 nuevos puntos en 2 años en la
red de cuarto orden.
En los primeros aftos había uno o dos observadores en el
campo, pero en la época en que se termina en 22 orden (entre
1979 y 1981) había hasta 34 nbsprvadores en el campo. con to-
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rres temporales para la acomodación de reflectores, que podían
construirse en hora y media o dos horas, capaces de soportar
vientos de una velocidad de 50 m/seg. Era posible tratar un
gran número de puntos (unos 1000 por año) ya que la compensa-
ción era posible con ayuda de la programación. Hoy en día, se
realiza un preanálisis de las planificaciones de las redes de
cuarto orden, que hace posible detectar, ya en la planificación,
partes débiles de la red, y orientar las observaciones en con-
secuencia.
Es muy interesante ver la precisión de estas redes:
II orden: mR ~ ~ 1.1 cm y 2.1 cm
mH ~ + 1.3 cm y 3.0 cm
IV orden:
mR ~ 0.7 cm y 1 .O cm
mH '" 0.6 cm y 1 .O cm
mR
""
0.4 cm y 1 .1 cm
itiH ~ O.4.cm y 1 .2 cm
IrI orden:
Prácticamente BadenWüttemberg dispone hoy en día de mAs de un
punto por kml con precisión de 1 cm. Se está revolucionando la
medición de distancias de las bases. Es posible analizar y com-
pensar los miles de observaciones en cada invierno que sucede
a la campaña de verano en que el número de obser-vador-es aumen-
ta hasta 34.
Al'principio había muchas medidas de ángulo, pero al final
es prácticamente una trilateración pura con muy pocas observa-
ciones de ángulos.
4.3. Aplicación en redes taquimétricas
En 52 y 62 orden (tareas cat~s~rales, de agrimensura, etc.)
se encuentran redes taquimétricas con un estacionamiento lib~e.
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Esta técnica se utiliza en los levantamientos topográficos.
~ Puntos con teodolito
() Puntos de vinculaci6n
~ ,0, ~
~'.. "'~""........... I
",," <, I -O
')';::0'\"" ~,~ ""-----_".--1.. _----" ... --Ier* I








-+ <; oPuntos libres.
Consideremos la figura adjunta: hay tres puntos de teodoli-
to, hay puntos de vinculación y puntos libres. Hay puntos comu-
nes con redundancias. Se trata entonces de compensar una red de
este tipo. Es un sistema de puntos de estación en los que se ob
servan otros puntos, algunos de los cuales se observan más tarde
desde otra estación (puntos de vinculaci6n). En cada estaci6n
se observan puntos libres, puntos de vinculaci6n, puntos de le.
vantamientos catastrales, etc. Hay redes que se constituyen de
200 a 300 puntos de teodolito, 100 a 300 puntos de vinculación
y 2000 a 5000 puntos libres. La superficie es peque~a y los mé-
todos de compensación permiten analizar y compensar estas redes
simultáneamente mediante transformación de coordenadas; cada
sistema de teodolito es tratado al principio como un sistema
libre de coordenadas que se vincula entonces con otros siste-
mas mediante los puntos de vinculación. Finalmente se realiza
una compensación total de los datos.
El método es fuerte y con mucha libertad para el geóme-
tra a la hora de determinar las uniones y seleccionar puntos
de vinculación. Es una consecuencia más del desarrollo de po-
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sibilidades de análisis y compensación de grandes redes. Tene-
mos nosotros un sistema denominado T.A.N.A. que puede aplicar-
se en ordenadores personales y que se utiliza en oficinas pe-
queñas y en las empresas privadas que tratan nct~ tipo de le-
vantamientos.
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