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1
Introduction
The Standard Model of elementary particles and forces is a showcase for a scientific theory. From its
first foundations in the early 1960s, the Standard Model has been extended and refined. Since its early
days, every experimental finding in particle physics could be described within the Standard Model and
many predictions have been successfully tested – up to the discovery of the Higgs boson in 2012 [1].
At the same time, this theory inspired experiments of ever increasing ingenuity and an astonishing
race for ever more energy and precision, culminating in the fascinating Large Hadron Collider and its
associated experiments. Many technological advances have been made to enable scientists to pursue
their curiosity and fill in the last white spaces in the landscape of the Standard Model.
The Standard Model describes the constituents of matter and the interactions between those on a
fundamental, microscopic level. Describing the normal, everyday world is achieved with only three
matter particles and two interactions. Including radioactivity in the framework requires the introduction
of one additional matter particle, one additional interaction and the concept of anti-matter. But the
Standard Model offers much more. In a laboratory environment, other, short lived forms of matter
can be produced. In fact there are so many possible forms of matter that people referred to them as a
“particle zoo” in the late 1960s. Within the Standard Model all of them could be ordered and described
by introducing two additional, heavier copies of the particles that make up ordinary matter. Millions
of measurements1 from experiments performed over more than five decades can be described by only
three interactions acting on thirteen different particles.
At the same time, it becomes more and more evident that this theory cannot be the “final word” in
particle physics. Some evident shortcomings give very strong hints that the present theory is a (tremend-
ously successful!) approximation which will not be able to provide all explanations up to the highest
energies. One very promising and arguably the best studied candidate for an extension of the Standard
Model is Supersymmetry.
1 INSPIRE-HEP, the international database of particle physics publications contains 1094781 entries to date (19th May 2105)
[2]. The 2014 edition of the “Review of particle physics” [3] alone includes 3283 new measurements compared to the 2013
edition
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There are many possibilities to search for the influence of physics beyond the Standard Model. One
approach are indirect searches, where the presence of undiscovered massive particles manifests in a tiny
deviation of measured observables from the predictions of the Standard Model. This can be studied
in precision measurements, e.g. of the electroweak symmetry breaking or in flavor physics. Another
approach are direct searches. Here one uses high energies and high luminosities to directly produce the
new particles and observe their decay products. Although the predicted phenomenologies of Supersym-
metry vary over a wider range of possible decay signatures, a few properties are likely to occur in many
variants. Due to the high mass of the produced new particles, one expects their decay products to carry a
large momentum, also and especially in a direction perpendicular to the beam direction (transverse mo-
mentum, pT ). Additionally, often the existence of new, weakly interacting particles is predicted. Those
particles can escape undetected, causing an imbalance of the measured energy in the transverse plane
(missing transverse energy, 6ET ). For the detection, one can either focus on signatures where the pre-
dicted abundance of new particles is as large as possible, or where the expected backgrounds from the
Standard Model are minimal. Both approaches come with their own specific challenges and difficulties.
In this thesis, the latter approach is followed. The search for Supersymmetry in events with large
missing transverse momentum, jets and at least two tau leptons in 20 fb−1 of
√
s = 8TeV proton–proton
collision data with the ATLAS detector will be described. This particular signature is highly unlikely
to occur in the Standard Model but is predicted by many theories of new physics. The topic of this
thesis is the last and most mature analysis of a long-term program that followed the ever increasing
performance of the Large Hadron Collider and resulted in three publications [4–6] with two more ([7,
8]) being in preparation. Most figures have been produced in this thesis. Figures that are included in
refereed publications carry the official “ATLAS” label. The earlier analyses are outlined in detail in
the thesis of Dörthe Kennedy [9] and Anthony Rose [10], respectively. The analysis is tailored to be
combined with orthogonal search channels for signatures with one single tau [11] and one single lighter
lepton plus at least one tau [12]. Some details of the analysis might be easier to understand in the light
of this design choice.
Unfortunately, no evidence for any physics beyond the Standard Model is found. However, the non-
discovery is translated into a significant reduction of the possible settings of various Supersymmetry
scenarios.
In this thesis, first, the Standard Model and Supersymmetry will be explained in Section 2. The tools
for the search, the LHC accelerator and the ATLAS detector will be introduced in Section 3. To find
the unexpected, it is crucial to understand the expected to a high level of detail. To that end some
explanations on the simulation of the Standard Model will be given in Section 4. The main analysis is
presented in four steps: A selection is established to isolate configurations that might be promising for
catching some glimpses of new physics (Section 5). Then the expected level of background from known
processes is estimated (Section 6) together with its uncertainty (Section 7). Finally, those expectations
are compared to the experimental observations and consequences for possible supersymmetric models
beyond the Standard Model are inferred (Section 8).
2
2
Theory
The Standard Model (SM) of particle physics describes the fundamental particles and the interaction
between them on microscopic level. It is a very successful theory in the sense that nearly all experimental
results obtained in laboratory experiments so far can accurately be described within the framework of
the SM. The SM has a few shortcomings, however, and it is generally believed to only be a low-energy
approximation of a more complex theory.
In this chapter, first the SM is introduced and a short overview of its foundations and features is
given. Then a few examples of the shortcomings of the SM are discussed and finally Supersymmetry
(SUSY) as one – and arguably the most attractive – possibility for a high-energy completion of the SM
is introduced.
2.1 Standard Model of particle physics
In principle, the particle content of the SM can be summarized in one picture (Figure 2.1). It shows an
overview of the matter particles (in purple and green) and the messenger particles (in orange). Matter
particles are grouped in three families where the respective families only differ in the masses of the
particles but are otherwise identical. Ordinary, stable matter is made out of the particles of the first
family only. The second and third families have to be produced in experiments and are short-lived.
The messenger particles convey different types of interactions between them. Not all matter particles
participating in all types of interactions (indicated by the shaded areas).
In the SM, fermions are described by the components of a fieldΨµ . The kinematics of these field com-
ponents are determined by the Lagrange density L via the Euler-Lagrange equations. The Lagrangian
has to be invariant under local gauge transformations, which leads to the introduction of additional
gauge fields that couple to the fermion fields. These gauge fields can be interpreted as messengers that
convey interactions between the fermions.
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Figure 2.1: Particles of the Standard Model. The overview gives the masses, spins and electric charges of the
fermions and bosons of the SM. It also depicts which particles participate in which type of interaction. (from [13])
In the following, a short introduction into the theory behind the SM will be given. The matter particles
will be taken for granted1 and emphasis will be put on the description of the interactions between the
particles. The overview is loosely based on [14].
2.1.1 Electroweak interaction
Electrodynamics and the weak interaction originate from two separate ideas. Electrodynamics describes
the interactions of electrically charged matter with electric and magnetic fields, while the weak inter-
action is responsible for e.g. radioactive decays. For electromagnetic interactions, already in the late
1940s there was a working quantum gauge theory (Quantum-Electrodynamics, QED) which described
the observable phenomena on a microscopic level. The weak interaction was interpreted as a contact
interaction between four fermions without protecting gauge symmetry. This approach has serious flaws,
e.g. diverging cross sections for increasing energies. This is remedied by unifying electromagnetic and
weak interaction in one quantum field theory with a common set of gauge groups and exchange bosons.
In the following, QED will be briefly presented as an educative example to demonstrate some ba-
sic concepts of gauge theories. Following the unification of weak and electromagnetic theory into a
consistent picture of both interactions will be outlined.
Quantum-electrodynamics
In classic electrodynamics, the interaction between an electron with four-momentum pµ and an electro-
magnetic field Aµ is modeled by replacing the momentum pµ → pµ + eAµ [15].
1 The history of the discovery of the various particles and the brilliant ideas behind their detection and classification could
easily fill a whole thesis.
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For a quantum theory of the electron, the classical equation of motion is replaced by the Dirac-
Equation
(iγµ∂µ −m)Ψ = 0
where the partial derivative acting on the electron wave function Ψ replaces the classical momentum.
Introducing an electrodynamic interaction analogously to the classical case, one can replace the mo-
mentum operator to obtain
(iγµ(∂µ − ieAµ)−m)Ψ = 0.
This ad-hoc description can also be obtained from first principle. In general, physical observables are
independent of phases of the wave function, i.e. the transformation Ψ(x)→ eiαΨ(x) does not alter the
free Lagrangian
L = iΨγµ∂µΨ−mΨΨ.
Imposing local gauge invariance, i.e. the invariance of the equations of motion when applying a
phase-transformation that is a function of space-time itself Ψ(x)→ eiα(x)Ψ(x), this is obviously not the
case for the momentum term in the Lagrangian anymore. The invariance can however be recovered by
replacing the derivative with the “covariant derivative”
Dµ = ∂µ − ieAµ
where the auxiliary vector field transforms as Aµ → Aµ + 1e∂µα .
The Lagrangian
L = iΨγµDµΨ−mΨΨ = Ψ(iγµ(∂µ − ieAµ)−m)Ψ
is invariant under the local phase transformation and matches the equation obtained by introducing the
external electrodynamic field.
The transformation applied in this case is a general element of the U(1) gauge group. Requiring the
invariance of the Lagrangian under transformations from this group, an additional vector field has to
be introduced with the properties of the electrodynamic field. Adding a gauge invariant term using the
field strength tensor Fµν = ∂µAν − ∂νAµ to allow the propagation of the gauge field one obtains the
Lagrangian of QED
LQED = Ψ(iγµ∂µ −m)Ψ+ eΨγµAµΨ− 14FµνF
µν .
The new field can be identified with the photon field, propagating and coupling to charged fields, re-
spectively.
Summarizing the above, an invariance of a freely propagating field under a given group transformation
is imposed. To ensure this invariance, an additional field had to be introduced to gauge the transforma-
tion. This led to a gauge interaction and is completed by adding a propagation term for the gauge field
to the Lagrangian which is invariant under the transformation. This approach is a general description of
how the interactions of the fermion fields in the SM are mathematically modeled.
In the case of QED, the gauge field can be identified with the photon. In this theory it is the quantum
of the electromagnetic field and conveys the interaction between any charged field by coupling to them.
Historically, QED was the first gauge quantum field theory formulated. It allowed precisely calculating
and explaining differences between measurements and classical quantum dynamics as e.g. the Lamb
shift in the spectrum of the hydrogen atom [16].
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One of the virtues of quantum field theories like QED is the possibility to compute prediction of
observables in perturbation theory in orders of the coupling constant between the matter fields and the
gauge bosons. In leading-order (LO), only the minimal possible number of interactions between the
incoming and the outgoing particles is considered. This is represented by tree-like Feynman graphs,
where the lines symbolize the propagation of particles and the contact between the lines stands for an
interaction. Figure 2.2 a) shows an example for a LO scattering process in QED. The solid lines symbol-
ize the incoming and outgoing fermions, while the dashed line stands for the photon being exchanged.
At next-to-leading-order (NLO), one allows for one additional set of interaction. Multiple possibilities
exist for one defined process, which all have to be considered. Figure 2.2 b) and c) show two possible
NLO graphs for the same process as depicted in 2.2 a). The additional interactions lead to closed loops
in the graphs, which is why NLO is frequently referred to as “one-loop order”. Going beyond NLO
leads to graphs with multiple loops.
(a) Leading-order (b) Next-to-leading-order vertex (c) Next-to-leading-order propagator
Figure 2.2: Example for Feynman graphs in QED. Figure a) shows a simple scattering process in leading-order.
Figures b) and c) show next-to-leading-order versions of the same graph.
Electroweak unification
From experimental results [17, 18] it was known since the 1950s that the weak interaction violates par-
ity and acts only on left-handed particles (and right-handed antiparticles). To reflect this behavior, one
can extend the fields that describe the matter content of the SM by splitting them up into a left- and a
right-handed component which are treated differently. For a unified theory of weak and electromagnetic
interaction, not only the left-handed fields can be considered. Since the electromagnetic coupling does
not depend on any parity state, the right-handed fields have to be included as well. For this reason,
two symmetry transformations are considered, the SU(2) which acts on the “Isospin” of left-handed
fermions only, and the U(1) transformation which is independent on the chirality and acts on the “Hy-
percharge” [19–21]. Both symmetries come with their own gauge fields, analogously to the introduction
of the photon field in QED. The SU(2) has three gauge fields instead of one as in the case of the U(1)
symmetry group due to its more complex group structure.
For the leptons, the right-handed electron also couples to the photon, while the right-handed neutrino
would not participate in any interaction and is not included in the Standard Model2. This finding has
to be reflected in the electroweak theory as well. The left-handed particles are grouped into doublets
(νL,`L) which are subject to both the isospin and the hypercharge interaction while the right-handed
2 Note that within the SM neutrinos are massless and a right-handed neutrino would not even couple to gravity.
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charged lepton `R carries only a hypercharge. The resulting Lagrangian
Lew =
(
νL,`L
)
γµ
(
i∂µ −g
~τ
2
· ~Wµ −g′YL2 Bµ
)(
νL
`L
)
+
`Rγµ
(
i∂µ −g′YR2 Bµ
)
`R− 14
~Wµν~W µν − 14BµνB
µν
with
Bµν = ∂ µBν −∂ νBµ and W µνi = ∂ µW νi −∂ νW µi −gε i jkW µj W νk
describes the interaction of the leptons with both the messengers W of the isospin and B of the hy-
percharge interaction. ~τ , ε i jk and g are the generators, structure constants and coupling of the SU(2)
symmetry and YR/L and g′ are the charge and the coupling of the U(1) symmetry.
Obviously, this introduces four new vector fields W µ1 , W
µ
2 , W
µ
3 and B
µ , which do not correspond to
the observed gauge Bosons W±, Z and γ , so these fields mix to obtain the physical fields:
W±µ =
1√
2
(
W 1µ ∓ iW 2µ
)
(
Aµ
Zµ
)
=
(
cosθW sinθW
−sinθW cosθW
)(
Bµ
W 3µ
)
The weak mixing angle θW also relates the couplings to the electric charge
gsinθW = g′ cosθW = e.
For quarks, the electroweak interaction works very similarly. Left-handed up- and down-type quarks
are grouped into an SU(2) doublet, while all right-handed quarks remain singlets only coupling to the
hypercharge. An additional complication arises from the fact that all quarks have masses. In general,
the mass eigenstates and the eigenstates under the electroweak interaction do not have to be identical.
In the lepton sector, there is no mass eigenstate for the up-type fermions, the neutrinos. Accordingly,
for those particles only the weak eigenstate is well defined.
In the quark sector, the up-type quarks are chosen to have congruent mass- and electroweak eigen-
states. The full SU(2) doublets are the pairs(
u
d′
)
,
(
c
s′
)
,
(
t
b′
)
where the down-type coupling eigenstates are related to the mass eigenstates by the Cabibbo-Kobayashi-
Maskawa matrix [22, 23] (CKM matrix) d′s′
b′
=
 Vud Vus VubVcd Vcs Vcb
Vtd Vts Vtb
 ds
b
 .
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2.1.2 Strong interaction
In the 1960s a wealth of new particles with similar properties was discovered in accelerator experiments
(“particle zoo”). Soon it became evident that these particles could not be fundamental and there had
to be an underlying structure. It was proposed that all the observed particles were actually composites
of a few fundamental “quarks” [24, 25]. By introducing an ordering scheme, one could relate a zoo of
observed states to only three underlying quarks that were combined in states of either three quarks or
one quark and one antiquark [26]. This approach is somewhat similar to the arrangement of the chemical
elements in the periodic table of elements [27] according to the configuration of their electron shell. The
quark model became widely accepted when the Ω− state that was predicted by the model, but not yet
discovered, was observed with exactly the properties predicted by the quark model [28].
The force needed to bind the quarks can neither be the electromagnetic nor the weak force since both
of them are too weak for that purpose. It is hence called the “strong” interaction. From observations
within the quark model3, one can conclude that the charge of quarks under the strong force has to have
three values [29], called “red”, “blue” and “green”.
The corresponding gauge symmetry is a SU(3)c transformation. Requiring the Lagrangian of “Quan-
tum Chromodynamics” (QCD) [30] to be invariant under this transformation one obtains the form
LQCD = q(iγµ∂µ −m)q−gs(qγµTaq)Gaµ −
1
4
GaµνG
µν
a
with Gaµν = ∂µGaν−∂νGaµ−gs fabcGbµGcν . Here q is the quark field (there are actually six of them, one for
each quark flavor), Gµ the massless gluon field, gs the coupling constant and Ta and fabc the generators
and structure constants of the SU(3)c, respectively. To preserve invariance, one has to introduce eight
gluons which all carry a color charge themselves. Note that the quark fields are still subject to the
electroweak interaction as well, i.e. each quark field also has a left- and right-handed component that
couple to the gauge bosons of the electroweak interaction!
In a very simplified way this Lagrangian can be described as
LQCD = “qq”+ “G2”+ gs“qqG”+ gs“G3”+ g2s “G
4”
with the corresponding graph representations:
”q¯q” ”G2” gs”q¯qG” gs”G
3” g2s”G
4”
While the first three graphs represent the propagation of quarks and gluons and the coupling of a gluon
to a quark, the latter two graphs represent the self-coupling of gluons, which is unique to QCD. This self-
coupling of the force carriers has some implications on the nature of the strong force. Despite the gluons
3 I.e. the existence of the ∆++ resonance of the proton is only possible if the strong interaction part of its wave function is
antisymmetric which is not possible with a “normal” charge with only two values.
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being massless, the range of the strong interaction is very limited. When separating two color-charged
quarks, the self-coupling of the gluons leads to a very strong force between the quarks which increases
with the distance. The energy of the binding eventually surpasses the threshold for the production of
additional quark-antiquark pairs. Those additional colored particles bind with the separated quarks, thus
preventing the observation of bare color charge (“confinement”).
QCD features a strongly running of the coupling constant αs (c.f. Figure 2.3), which is large at low
energies and small at high energies. As a consequence, at very short length scales and corresponding
high momenta the quark can be considered as free (“asymptotic freedom” [31, 32]). The perturbative
description of QCD is hence only possible at high energies. At low energies the coupling becomes too
large, forcing quarks into bound states of three quarks (“baryon”) or a quark and an antiquark (“meson”).
Phenomenological approaches like the “Bonn Model” [33–35] are needed to describe the masses and
decays of these bound states.
QCD αs(Mz) = 0.1185 ± 0.0006
Z pole fit  
0.1
0.2
0.3
αs (Q)
1 10 100Q [GeV]
Heavy Quarkonia (NLO)
e+e–   jets & shapes (res. NNLO)
DIS jets (NLO)
Sept. 2013
Lattice QCD (NNLO)
(N3LO)
τ decays (N3LO)
1000
pp –> jets (NLO)(–)
Figure 2.3: “Running” of the strong coupling constant αs as measured by various experiments (figure from [3]).
A direct consequence of the coupling of the strong force is the structure of the proton. In a naive
quark model, it consists of two up quarks and one down quark, bound together by gluons. This picture
does not fit the results of scattering experiments at a broad range of energies and values of momentum
transfer, which revealed that the picture is more complex. Due to increasing coupling strength at low
energies, virtual quark-antiquark pairs can be created and annihilated and gluons can be radiated and
absorbed. In that picture, the proton consists of a wealth of different quarks of all flavors and gluons
(“partons”). If two protons collide, only two of the partons collide and the rest of the partons remain
relatively unaffected by the collision (“spectators”). The cross section for producing any particle X in a
proton–proton collision σpp→X can be factorized as
σpp→X =∑
a,b
∫ 1
0
∫ 1
0
dx1dx2 fa(x1,Q2) fb(x2,Q2)σˆab→X (sˆ).
Here a,b denote the partons, x1 and x2 the fraction of the proton momentum that is carried by one
parton and
√
sˆ =
√
x1x2
√
s the available center of mass energy for a collision of two partons from
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two protons with the full center of mass energy
√
s. The proton structure is described by means of
“parton distribution functions” (PDFs) fa(x,Q2) which parametrize the probability to find a parton a
with a momentum fraction x in a scattering process with momentum transfer Q2. The PDFs cannot be
computed from theory but have to be parametrized from measurements. One examples of proton PDFs
at two different Q2 are displayed in Figure 2.4. A precise knowledge and understanding of the proton
PDFs is essential for the interpretation and simulation of proton–proton collisions.
x
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Figure 2.4: Parton density functions from a global fit to experimental data with NNPDF 2.3 [36]. Shown is the
product of the momentum fraction and actual density function x× f (x) for two different values of momentum
transfer µ(figure from [3]).
2.1.3 Higgs mechanism
None of the Lagrangians formulated above contains any mass terms, except for the QED. The reason
for this is that any explicit mass term, for both fermions and gauge bosons is forbidden. For gauge
bosons, an explicit mass term would directly break the gauge invariance. For fermions, a mass term
would directly lead to a coupling of left- and right-handed fields, which again would break the gauge
invariance of the electroweak theory4. However, from measurement and practical experience the masses
of the fermions and the W and Z is well established. This flaw of the theory is remedied by introducing
the Higgs-mechanism [37–40].
4 For this reason an explicit mass term for the electron can be introduced in QED: here the handedness of the fields does not
play a role.
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In addition to the fields already introduced four new scalar fields are added to the SM, in the form of
one weak isospin doublet of complex fields with hypercharge Y = 1
φ =
(
φ+
φ 0
)
with φ+ = 1√
2
(φ1+ iφ2) and φ 0 = 1√2 (φ3+ iφ4).
Additionally to having the normal SM operators acting on the Higgs field, a potential V (φ ) is intro-
duced containing a “mass” and a “self-interaction” term:
LHiggs =
∣∣∣∣(i∂µ −g~τ2 · ~Wµ −g′YL2 Bµ
)
φ
∣∣∣∣2+V (φ )
with
V (φ ) = µ2φ †φ +λ (φ †φ )2.
While λ has to be positive for the potential to be bound from below, µ2 can be chosen to be negative.
In that case the potential has a “Mexican Hat” shape. The minimum forms a rim which is not located at
the origin but at
〈φ〉=
√
−µ2
2λ
=:
1√
2
v.
While the potential preserves electroweak symmetry, the ground state does not. Due to the rotational
symmetry of the potential the ground state can be chosen anywhere around the rim. It is typically fixed
in the neutral part of the doublet to conserve QED symmetry
φ0 =
1√
2
(
0
v
)
.
This way the electrically charged component of the Higgs field does not acquire a vacuum expectation
value which in turn ensures that the photon remains massless.
Fluctuations around the ground state can be parametrized introducing a scalar field h adding to the
ground state
φ (x) =
1√
2
(
0
v+ h(x)
)
.
Fluctuation in the other three originally introduced fields can be absorbed into a SU(2) phase which
by construction leaves the observable physics invariant. Inserting the chosen ground state for φ into the
Lagrangian LHiggs, one obtains not only mass terms for the W and B bosons, but also a mass term for
the h field and hW+W−, hhW+W−, hZZ, hhZZ as well as hhh and hhhh couplings. After rotation the
masses of the bosons turn out to be
mW =
1
2
vg, mZ =
1
2
v
√
g2+ g′2 =
mW
cosθW
, mγ = 0, and mh =
√
2λv.
By this construction the electroweak gauge bosons and the Higgs boson5 acquire their masses. The
5 Note that the mass mh =
√
2λv is only valid at leading-order. At higher orders it receives large corrections from loops of
all other SM particles which leads to the hierarchy problem (c.f. Section 2.1.5).
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fermions are still massless after introducing the Higgs field. The same field can opportunistically also
give masses to the fermions of the SM. Due to its quantum numbers the Higgs couples to one isospin
doublet and one singlet at a time. The Lagrangian for this “Yukawa” coupling reads (e.g. for the electron)
LYukawa = −Ge
[(
νe,e
)
L
(
φ+
φ 0
)
eR+ eR
(
φ−,φ 0
)( νe
e
)
L
]
.
Inserting the ground state values this simplifies to
LYukawa = − Ge√
2
v (eLeR+ eReL)− Ge√
2
(eLeR+ eReL)h = −meee− me
v
eeh
when setting Ge =
√
2 mev . The coupling of the fermion fields to the Higgs field provide a mass term for
the fermions and a coupling of the fermions to the Higgs boson, where the coupling is proportional to
the masses of the fermions. For this reason the observation of the decay of the Higgs boson into two
fermions, e.g. in two taus [41], is needed in addition to the observation of the decay into gauge boson to
really establish the observed state as the Higgs boson of the SM.
For the quark masses the mechanism works similarly. The only difference is that also the up-type
partners of the isospin doublet carry a mass. To give mass to those using the Yukawa couplings, one
has to introduce a second Higgs doublet which can be chosen to be essentially the conjugate of φ . This
results in mass terms and Higgs boson couplings analogously to the electron case.
2.1.4 Physics of the tau decay
The decay of the tau lepton is an interesting and very diverse topic in itself. In contrast to the muon
the tau, with a mass of 1.78 GeV, is relatively heavy, so many decay modes are accessible. Due to the
importance for the analysis documented in this thesis, a short overview will be given.
The tau always decays weakly into a tau neutrino and a W ∗ boson. The W in turn decays either to a
lepton-neutrino pair or into two quarks (c.f. Figure 2.5 a)). In a hadron collider environment, with the
undetermined boost of the initial state, the light lepton decays are barely distinguishable from the direct
production of light leptons. Only the hadronic decays are accessible. Figure 2.5 b) gives an overview of
the six most abundant decay modes. They represent only a small fraction of the possible decay modes
accessible. Reference [3] e.g. lists 131 measured branching fractions and gives upper limits for 39
more. These values are determined from global fits [42] to measurements and limits, mainly obtained
at electron-positron colliders designed for the production of hadrons with b-quarks.
Obviously, the main hadronic tau decay modes feature a low number of pions in the final state. Due
to charge conservation, an odd number of charged pions has to be included, dominantly one or three
of them. The 10% of “other” decay modes comprise also signatures with K-mesons, in total however
they only amount to a few percent. The low multiplicity is accompanied by a general “narrowness” of
the jets6 initiated by the hadronic decay products of the tau, which can be used to distinguish taus from
quark or gluon jets, as depicted in Figure 2.5 c). Bare quarks and gluons carry a color charge which has
to be “dressed” in the observable final object. While the tau is a color neutral singlet, a quark or gluon
carries a color charge itself. The color exchange that is needed to achieve a singlet final state in the tau
6 The final states of multiple charged and neutral particles that emerge from the production of a strongly interacting particle
or a hadron decay of a tau are referred to as “jets”. For a precise definition c.f. Section 3.3.1.
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τ
ντ
ℓ, qd
ν¯ℓ, q¯
′
u
W−
(a) Decay graph
17.8 %
νe
17.4 %
νµ
10.8 %
-pi
25.5 %
0pi-pi
9.0 %
-pi-pi+pi
9.3 %
0pi0pi-pi
10.1 %
Other
(b) Branching fractions (c) Difference to quark/gluon jets
Figure 2.5: Physics of the tau decay. Figure a) shows the decay graph while figure b) gives the most important
decay channels (numbers from [3]).
decay happens only between the two quarks produced in the weak decay of the tau itself. In the simplest
case they can just bind to form a single charged pion.
For a quark- (or analogously gluon-) initiated jet this is not the case. The quark has to interact with
another object, either a second quark that is produced at the same time or with the remnants of the
proton collisions. This “color flow” is a higher order, low energy QCD effect that has to be modeled
phenomenologically (e.g. see [43]). Its effect however is clear: in a jet initiated by a single colored
particle, more particles are produced in a wider cone with more activity outside the original direction of
the quark, compared to a tau initiated jet.
Naturally, there is a considerable overlap and there are still plenty of jets that look like a tau. For that
reason, sophisticated identification techniques are employed to separate jets and taus (c.f. Section 3.3.4).
On the other hand, this interplay between tau identification and higher order QCD effects makes the
modeling and understanding of how jets can fake taus a very delicate and complicated issue which
ultimately causes much of the complications that had to be overcome in this analysis.
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2.1.5 Shortcomings of the Standard Model
Despite its tremendous success, the SM has a few shortcomings. One of the most severe ones is the so
called “hierarchy problem” [44–47] as e.g. seen in the Higgs mass:
H
f
(a)
H
S
(b)
Figure 2.6: One-loop contributions of both fermions (a) and scalars (b) to the Higgs mass. The Higgs boson, being
a spin 0 particle, acquires positive mass contributions by both type of graphs leading to the hierarchy problem
Due to the coupling of the Higgs, it acquires mass corrections at one-loop level from every fermion
of the SM as depicted in Figure 2.6 a). These corrections are dominated by top quark loops since the t
has the largest Yukawa coupling of all SM particles. Assuming the Higgs Yukawa coupling −λ f H f f ,
the loop yields a mass correction
∆m2H = −
|λ f |2
8pi2
ΛUV+ · · ·
where Λ2UV can be interpreted as the mass scale at which the SM is not valid anymore. This naturally
happens at the Planck scale MP = 2.4×1018 GeV where quantum gravity effects become strong. If this
was the case, the mass corrections would be some 30 orders of magnitudes larger than the observed
Higgs mass which would have to be countered by an appropriate bare mass of the Higgs – an incredible
fine-tuning would be needed.
Considering the coupling of a scalar to the Higgs with−λS|H|2|S|2 one obtains a one-loop correction
∆m2H =
λS
16pi2
ΛUV−·· ·
(c.f. Figure 2.6 b)). If one postulates that for each SM fermion there are two scalars with λS = |λ f |2
(i.e. equal mass due to the Yukawa-couplings to the Higgs field), the contributions to the Higgs mass
would naturally cancel without any tuning needed. As will be shown later, this is exactly the effect of
Supersymmetry [48–53].
Another shortcoming arises from cosmology: By indirect observations, e.g. of rotational velocities of
galaxies, the cosmic microwave background and the expansion of the universe, one can conclude that
the universe must contain not only “ordinary” matter but also a kind of weakly interacting “dark matter”
and some form of “dark energy”. Latest measurements as depicted in Figure 2.7 show the baryonic
content of the universe to contribute less than 5% to the total energy content. But only that part is
covered in the SM.
Supersymmetry can provide candidates for the dark matter [55, 56] – although the nature of dark
energy remains still mysterious and an exiting topic for future research.
Another shortcoming of the SM is the lack of providing the right structure for unifying the three
14
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Figure 2.7: Distribution of matter and energy in the universe. Data taken from [54].
known fundamental forces. One of the virtues of the SM is the unification of the weak and the electro-
magnetic interaction in one common theory. Similarly, one hopes to be able to deduce the electroweak
theory and QCD from one common “Grand Unified Theory” (GUT). For this to work the gauge coup-
lings of the three forces have to meet in one point. This is not the case in the SM where there is a few
orders of magnitude between the intersection of the running of the three coupling strength (c.f. Sec-
tion 2.8). Assuming the electroweak precision measurements at LEP, esp. of the electroweak missing
angle θW , a unification within the SM can be excluded by more than seven standard deviations. Assum-
ing Supersymmetry however, the runnings are modified in a way the couplings unite in one point [52,
57–64]. Assuming a Supersymmetric unification of the coupling allows to obtain a prediction of the
electroweak mixing angle at the unification scale, which matches remarkably well to the values meas-
ured at existing experiments [65].
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Figure 2.8: Running of the coupling constants of the three fundamental forces with and without Supersymmetry
(from [66]).
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2.2 Supersymmetry
The concept behind SUSY [67–75] is very simple yet intriguing: A symmetry between bosons and
fermions is postulated. A new operator Q is introduced that transfers between fermions and bosons.
Q |boson〉= |fermion〉 , Q |fermion〉= |boson〉 .
Due to this transformation properties, Q has to be fermionic itself. SUSY is hence a fermionic ex-
tension of the Poincaré spacetime. Indeed, the Coleman-Mandula theorem [76] states that the Poincaré
group already contains all possible symmetry generators in four dimensional spacetime. In the Haag-
Łopuszan´ski-Sohnius extension [77] it was later laid out that this does only hold for bosonic generators.
A full maximal content is only achieved when including one additional fermionic Supersymmetry that
follows the algebra {
Q,Q†
}
= Pµ
{Q,Q}= {Q†,Q†}= 0
[Pµ ,Q] =
[
Pµ ,Q†
]
= 0.
Moreover the SUSY generator commutes also with the gauge generators, leading to equal gauge inter-
actions for the SM and SUSY versions of one particle type and the particles are expected to have the
same masses.
2.2.1 Minimal Supersymmetric Standard Model
The SM does not offer the particle content to realize the symmetry described before. The particle con-
tent is essentially to be doubled resulting in the Minimal Supersymmetric Standard Model (MSSM) [48,
78–81]. For each SM fermion, an additional scalar superpartner is introduced. Since each fermion has
essentially two (spin) degrees of freedoms it has to have two superpartners. Conveniently the SM fermi-
ons are treated as Weyl spinors in SUSY, e.g. e= (eL eR), having two components which are eigenstates
of the weak interaction instead of spin eigenstates. For each of these components, a superpartner exists,
e.g. e˜L, e˜R, where the index now purely denotes the charges under the electroweak interaction. Since the
partners are scalars, the left and right labeling has no resemblance in helicity.
For each gauge vector boson a fermionic partner is introduced. Since the massless gauge bosons
of the SM before electroweak symmetry breaking carry only two possible spin states, the degrees of
freedoms even out in the gauge sector.
For the superpartners introduced this way, the following naming convention is commonly used: For
fermions the superpartner is denoted with an “s” prefix, e.g. the superpartner of the tau lepton is the
“stau”. Generally this convention is also employed when speaking of all fermions (“sfermions”) or
all particles in general (“sparticles”). The superpartners of the SM bosons are denoted with an “ino”
appendix, i.e. the superpartner of the gluon is called “gluino”. Generally this is also used when referring
to a whole class of bosons (“gauginos”).
Also the Higgs sector has to be extended. It can be shown that a SM Higgs in SUSY could cause
triangle gauge anomalies, i.e. the gauge invariance in the coupling of three gauge bosons is violated by a
Higgs loop. Moreover, the “trick” to provide Yukawa masses to both up- and down-type quarks with one
Higgs field using the conjugate does not work with the additional symmetry. Hence two Higgs fields
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are introduced, one for the up-type fermions Hu with hypercharge Y = 12 and one for the down-type
fermions Hd with Y = −12 . Both have a charged and a neutral component.
The SM fields and their SUSY partners are grouped in supermultiplets that share the same charge
under the gauge interactions. Table 2.1 lists the chiral supermultiplets that contain a spin-0 and a spin- 12
part and Table 2.2 lists the gauge supermultiplets.
Names Spin 0 Spin 12 SU(3)C, SU(2)L, U(1)Y
Squarks, quarks Q (u˜L d˜L) (uL dL) (3,2,
1
6 )
(3 families) u u˜∗R u
†
R (3,1,−23 )
d d˜
∗
R d
†
R (3,1,
1
3 )
Sleptons, leptons L (ν˜ e˜L) (ν eL) (1,2,−12 )
(3 families) e e˜∗R e
†
R (1,1,1)
Higgs, Higgsinos Hu (H+u H
0
u ) (H˜
+
u H˜
0
u) (1,2,
1
2 )
Hd (H0d H
−
d ) (H˜
0
d H˜
−
d ) (1,2,−12 )
Table 2.1: Chiral supermultiplets in the MSSM together with their transformation properties under the SM gauge
interactions and their U(1) hypercharge. Spin-0 fields are complex scalars while spin- 12 are left-handed Weyl
spinors (from [66]).
Names Spin 12 Spin 1 SU(3)C, SU(2)L, U(1)Y
gluino, gluon g˜ g (8,1,0)
Wino, W boson W˜
(1,2,3)
W (1,2,3) (1,3,0)
Bino, B boson B˜
0
B0 (1,1,0)
Table 2.2: Gauge supermultiplets in the MSSM together with their quantum numbers under the SM gauge inter-
actions (from [66]).
With these supermultiplets, a superpotential can be written as
WMSSM = uyuQHu−dydQHd− eyeLHd + µHuHd ,
in analogy to the Higgs potential and the Yukawa couplings in the SM. Here yu, yd and ye are 3× 3
matrices in family space which determine the Yukawa couplings after electroweak symmetry breaking.
Due to the much larger masses in the third generations it is useful to approximate them in a way that the
other families are neglected, i.e.
yu =
 0 0 00 0 0
0 0 yt
 , yd =
 0 0 00 0 0
0 0 yb
 , ye =
 0 0 00 0 0
0 0 yτ
 .
17
Chapter 2 Theory
Electroweak symmetry breaking is slightly more complicated than in the SM due to the dual Higgs
fields. Again, gauge symmetries can be exploited to rotate the ground states into the neutral components
of the Higgs doublets. Each of the neutral fields obtains an own vacuum expectation value
vu =
〈
H0u
〉
, vd =
〈
H0d
〉
where the quadratic sum is fixed by the Z mass and the gauge coupling, and the ratio is usually para-
metrized by an angle β :
v2u + v
2
d = v
2 = 2
mZ
g2+ g′2
≈ (174GeV)2, vu
vd
=: tanβ .
As in the SM, three of the degrees of freedom of the Higgs field are used to generate the masses of the
physical gauge bosons. In SUSY five degrees of freedom remain which yield five physical Higgs bosons,
two CP-even scalars h0 and H0, one CP-odd scalar A0 and two charged states H+ and its conjugate H−.
Commonly h0 labels the lightest of the Higgs bosons. Its mass is at tree level bound from above by the
Z mass. This is, however, not the hard upper bound on the observable Higgs mass. Loops of heavy
fermions and scalars, dominantly the top and stop, lead to large positive corrections that result in an
upper limit of
mh0 . 135GeV
which is in accordance with the determined mass of the neutral particle recently discovered in the search
for the SM Higgs boson [1].
2.2.2 External constraints
While the theory presented above is conceptual elegant and highly predictive, it is unfortunately not
compatible with all fundamental observations and general theoretical considerations. In the following
some constraints are presented that have to be considered when refining the theory.
Experimental considerations
The superpotential introduced in the last section is not complete in the sense that it contains not all terms
that are invariant under gauge and SUSY transformations. Terms that violate either lepton number (L)
or baryon number (B) conservation have been omitted. Introducing B- or L-violating terms in the
theory has dramatic consequences that would render SUSY incompatible with established observations
and measurements. Most strikingly an inclusion of all allowed terms would lead to a rapid decay of the
proton in contrast to the observed lifetime which has been measured to be larger 2.1×1029 years [3]. But
also individual L- or B-violating processes that might protect the proton can easily generate predictions
that are incompatible with the many measured limits on such decays. In the SM in contrast, there are no
allowed terms that violate B or L so their conservation is ensured naturally.
Instead of forcing the conservation of baryon and lepton number individually in the MSSM, one
elegant way is to introduce a new fundamental symmetry called R-parity which for a particle with spin
s is defined as:
PR = (−1)3(B−L)+2s.
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This symmetry is in fact a kind of SUSY quantum number with all particles of the SM having RP = 1
and all particles added by assuming SUSY having RP = −1. This fundamental symmetry has a few
important phenomenological consequences:
• The lightest SUSY particle (LSP) has to be stable. If it is electrically neutral and interacts only
weakly with the baryonic matter of the SM, it can provide a viable candidate for cosmological
dark matter.
• Each heavier SUSY particle (sparticle) has eventually to decay to an odd number of LSPs and an
arbitrary number of particles of the SM.
• In collider experiments, sparticles can only be produced in pairs since they result from a RP = 1
initial state.
Another important constraint comes from the non-observation of SUSY to date. If it was an ex-
act symmetry, a scalar, electrically charged particle of 511 keV mass, the selectron, would have been
observed yet. Since this is obviously not the case, SUSY has to be broken in the sense that the super-
partners of the SM have to have a different mass. Within the MSSM, SUSY is not broken, so it has to be
extended by adding additional fields at a higher mass scale. Indeed many such mechanisms have been
proposed and some will be discussed later.
Theoretical considerations
The values of the gauge couplings generally depend on the energy scale they are evaluated at. This
behavior is described by the Renormalization Group Equations (RGEs) that quantify the change of the
gauge coupling with a change of the momentum scale. The actual running depends on the field content
of the theory and hence the gauge couplings of the three fundamental forces g1, g2 and g37 unify in
SUSY at a scale of about QGUT = 2×1016 GeV to one common value gu.
Naturally, one may also assume that the masses of the SUSY fermions and bosons unify to a common
mass m1/2 and m0, respectively. The couplings and mass parameters in the soft breaking Lagrangian
would thus unify as
g1 = g2 = g3 = gu
M1 = M2 = M3 = m1/2
m2Q =m
2
L =m
2
u =m2d =m
2
e = m
2
01
at Q≈ 2×1016 GeV.
The ratios of the gaugino masses and the corresponding couplings are then fixed at any scale to
M1
g21
=
M2
g22
=
M3
g23
=
m1/2
g2u
which yields at the electroweak scale a mass hierarchy of
M3 : M2 : M1 ≈ 6 : 2 : 1.
7 Up to some normalization constants that depend on the theory assumed for the actual unification the three couplings g1, g2
and g3 corresponding to the hypercharge, weak isospin and strong coupling of the SM, respectively.
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This has direct phenomenological consequences since the gluino mass that depends strongly on M3, is
much larger than the mass of the other gauginos.
Similar considerations are valid for the scalars. The exact mass hierarchy depends on the breaking
mechanism assumed. An example of a mSUGRA scenario is displayed in Figure 2.9. The general
hierarchy
M3 > mq˜ > M2 > m˜`> M1
is however quite common for many assumed breaking mechanisms.
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Figure 2.9: RGE running of both scalar and gaugino mass parameters assuming a mSUGRA SUSY breaking
mechanism (from [66]).
2.2.3 Mass mixing
As seen in Tables 2.1 and 2.2, the SUSY partners of the Higgs and the electroweak gauge bosons carry
the same quantum numbers so they can mix to mass eigenstates called neutralinos (χ0) for B˜, W˜
0
and
H˜
0
u,d and charginos (χ±) for W˜
±
and H˜
±
u,d , respectively. In the neutralino sector, the mass matrix is
determined by
Mχ˜0 =

M1 0 −cβ sW mZ sβ sW mZ
0 M2 cβ cW mZ −sβ cW mZ
−cβ sW mZ cβ cW mZ 0 −µ
sβ sW mZ −sβ cW mZ −µ 0

where sβ = sinβ , cβ = cosβ (β being the angle determining the ratio of the vacuum expectation values
of the two Higgs fields), sW = sinθW , cW = cosθW and µ the Higgs mass parameter from the superpo-
tential. The mass matrix can be diagonalized resulting in the masses of the four neutralinos. In scenarios
where mZ << |µ±M1|, |µ±M2|, the mixing results in a dominantly bino-like χ˜ 01, a wino-like χ˜ 02 and
Higgsino like χ˜ 03 and χ˜ 04. The lightest neutralino is often the lightest SUSY particle and stable in
R-parity conserving scenarios. Due to its weak coupling it is a good candidate for dark matter [55, 56].
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In the chargino sector, the charge conjugate states have equal masses. The resulting 2× 2 mixing
matrix can be written in explicit mass terms for the two charginos
m2
χ˜±1 ,χ˜±2
=
1
2
[
|M2|2+ |µ|2+ 2m2W ∓
√
(|M2|2+ |µ|2+ 2m2W )2−4|µM2−m2W sin2β |2
]
.
In the same limit of mZ << |µ±M1|, |µ±M2| this yields a wino like χ˜±1 and a Higgsino like χ˜±2.
Mixing also happens in the fermionic sector of SUSY. Both the Yukawa terms in the superpotential
and the trilinear couplings in the soft breaking Lagrangian (c.f. Section 2.2.5) couple left- to right-
handed superfields, giving rise to a mixture of the respective sparticles. Due to the large difference
between the third family and the lighter families, Yukawa couplings and the strong experimental con-
straints of flavor changing processes, the mixing is expected to play a role only in the third generation.
Of particular interest for the analysis described here is the mixing of the stau. It is described by the
mixing matrix
M2τ˜ =
(
m2τ˜ L +m
2
τ +∆L mτ(A0−µ tanβ )
mτ(A0−µ tanβ ) m2τ˜ R +m
2
τ +∆R
)
with ∆L =
(
−1
2
+ sin2 θW
)
m2Z cos2β and ∆R =
1
3
sin2 θW m2Z cos2β .
The off-diagonal elements cause a mixing of the left- and right-chiral states to two mass eigenstates
τ˜ 1 and τ˜ 2. Depending on the values of the other theory parameters in the mixing matrix, the lighter of
these states can be significantly lighter than the chirality eigenstates which automatically renders the τ˜ 1
the lightest slepton. Since the off-diagonal elements scale with the mass of the SM particle, mixing in
the first and second generation can be neglected and the mass eigenstates equal the chiral eigenstates.
Besides the tau, mixing is of particular importance in the top-stop system. For SUSY to provide
a viable solution to the hierarchy problem, the superpartners must not acquire too large masses. In
practice, the mass corrections to the Higgs boson by top loops matter the most due to the very large
Yukawa coupling of the top. Consequently the mass of the lighter stop mass eigenstate is the most
relevant mass term in the cancellation by the SUSY partners. At the same time, the large Yukawa
coupling of the top results in a large mixing of t˜ L and t˜ R, generally making the t˜ 1 the lightest squark.
2.2.4 The gravitino
SUSY can generally be extended to describe gravity as well by promoting the global symmetry to a
local symmetry. This local Supersymmetry is then called Supergravity [82–89]. While theoretically of
great interest, the general concepts are not very relevant for collider physics, except for the gauge field
of the local SUSY transformation. This is the graviton with spin sgraviton = 2 and its superpartner, the
gravitino, with sgravitino = 3/2.
In unbroken SUSY, the graviton and its superpartner are both massless. However after spontaneous
breaking, the gravitino absorbs the degrees of freedoms associated with the breaking (“goldstino”), in
the very same way the W and Z absorb degrees of freedom in the electroweak symmetry breaking.
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This way it acquires a mass that depends strongly on the scale of the SUSY breaking
m3/2 ∼
〈F〉
MP
where 〈F〉 is an energy scale associated with the breaking mechanism and MP is the Planck mass.
While the graviton couples only with gravitational interaction strength, the gravitino can also couple
to any particle-sparticle pair via its goldstino component. The exact coupling strength depends on the
masses of the involved particles, the gravitino itself and the breaking scale. Generally it is smaller than
the MSSM couplings but can be large enough to lead to prompt decays.
2.2.5 SUSY breaking
As already mentioned and shown in detail in [66], the breaking of SUSY cannot be attributed to any
possible mechanism inside the MSSM. For general considerations, it is useful to simply parametrize
our current ignorance by introducing all possible SUSY breaking terms in the Lagrangian LMSSMsoft that
are soft in the sense that they yield masses of the sparticles that are in the TeV range and still useful for
keeping SUSY as a possible solution to the shortcomings of the SM.
LMSSMsoft =−
1
2
(
M3g˜g˜+M2W˜ W˜ +M1B˜B˜+ h.c.
)
−
(
u˜auQ˜Hu− d˜adQ˜Hd− e˜aeL˜Hd + h.c.
)
− Q˜†m2QQ˜− L˜†m2LL˜− u˜m2uu˜
†− d˜m2dd˜
†
− e˜m2e e˜
†
−m2HuH∗u Hu−m2Hd H∗d Hd− (bHuHd + h.c.) .
M1,2,3 denote gaugino mass parameters, au,d,e are 3× 3 matrices in family space that parametrize
trilinear couplings, m2Q,L,u,d,e are again family-space matrices yielding sparticle mass terms and m
2
Hu,Hd
and b are additional Higgs mass contributions.
The origin of the breaking is transfered into some high-energy “hidden” regime in this approach.
The soft SUSY breaking introduces more than 100 additional parameters [90], which make the theory
far from predictive. However, there are serious constraints from observation that somehow limit the
arbitrariness of the parameter choice. Off-diagonal terms in the mass matrices would directly result in
flavor mixing in the SUSY sector. By one-loop effects, this would also propagate into the SM realm
which is highly constrained by measurements. Another possible source of flavor mixing are the trilinear
couplings. This can be avoided, assuming they are of the same structure as the Yukawa couplings in the
superpotential and only differ from them by a common constant factor A0
au = A0yu, ad = A0yd, ae = A0ye.
Besides these considerations, some theoretically well motivated speculations over the origin of the
breaking exist and are exploited to generate benchmark simulations searches can be tuned to. These
ideas and the resulting signal models are introduced in this section. The theory behind the breaking is
only sketched, for a detailed explanation the reader is referred to [66] and the references therein.
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Gauge mediated breaking
In Gauge Mediated SUSY Breaking (GMSB) [91–96], the breaking happens in a hidden regime. Here,
additional so called “messenger” supermultiplets exist. These multiplets acquire their (very high) mass
by coupling to a gauge singlet S. SUSY is broken in this mass generation process by having S acquiring
a two-fold vacuum expectation value 〈S〉 and 〈FS〉 that breaks the mass degeneracy for the messenger
supermultiplets. For those, the following mass relations hold:
m2fermions = |yS 〈S〉 |2, m2scalars = |yS 〈S〉 |2±|yS 〈FS〉 |.
Obviously, the symmetry is broken if 〈FS〉 6= 0.
The symmetry is then communicated to the MSSM by loop diagrams, where the MSSM particles
couple to messenger loops by means of the normal gauge couplings (hence the name “gauge” mediated).
An example is depicted in Figure 2.10. The gaugino mass are generated in one-loop order, whereas the
scalar masses need two-loop diagrams.
〈FS〉
〈S〉
B˜, W˜ , g˜
Ψs
Ψf Ψ¯f
Ψ¯s
Figure 2.10: Contributions to the gaugino masses by one-loop diagrams in GMSB. Ψ f and Ψs denote the fermi-
onic and scalar content of the messenger multiplets, respectively.
One of the very attractive features of GMSB is that the breaking happens based on the SM quantum
numbers so it is intrinsically flavor blind. Many of the simplifying assumptions introduced in Sec-
tion 2.2.2, especially the suppression of flavor changing terms in the superpotential and the soft breaking
Lagrangian, come naturally.
Phenomenology The one distinctive feature of GMSB is the LSP, which is always the gravitino.
Since breaking is connected to the GUT scale, well below the Planck scale, the mass of the gravitino is
in the keV range. Due to the low coupling of the gravitino, it is only relevant in the last decay in every
decay chain which is dominantly the decay LSP→ G˜ where the next-to-lightest SUSY particle (NLSP)
decays into the gravitino and a matching SM particle.
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GMSB can be described by six parameters only:
〈S〉 gives the mass scale of the messenger fields.
Λ denotes the ratio of the two vacuum expectation values associated to the mass-generating supermul-
tiplet S:
Λ =
〈FS〉
〈S〉 .
N5 is the number of messenger fields8.
CG˜ is a mass scale parameter for the gravitino.
tanβ quantifies the ratio of the vacuum expectation values of the two Higgs fields.
sgn(µ) is the sign of the Higgs mass parameter.
The masses of the gauginos and the scalars of the MSSM depend on these parameters. In a simplified
approach
Mgauginos ∝ ΛN5, Mscalars ∝ Λ
√
N5.
Λ and N5 have the greatest influence on the mass spectrum of a GMSB SUSY model. Λ scales the
masses of all sparticles. N5 determines the hierarchy between gauginos and scalars. The differing
dependence is based on the differing loop order in which the messenger fields give mass to the SUSY
particles. For N5 = 1 the LSP is a neutralino. In a case of a larger N5 the gaugino masses increase
more than the scalar masses so the lightest scalar, typically the lightest slepton becomes the NLSP.
Consequently, the last decay step and by this the phenomenology of the model depend strongly on N5:
N5 = 1 : χ01 → γG˜
N5 = 3 : ˜`→ `G˜
Also tanβ has significant influence on the phenomenology as it determines the mixing. For low val-
ues, there is no significant mixing in the stau and the masses of the sleptons are more or less degenerate.
For higher values, the mixing increases and the τ˜ 1 becomes the NLSP.
〈S〉 has to be large enough to ensure the messengers do not play a direct role. sgn(µ) has relatively
little influence on observables at the electroweak scale. CG˜ determines the lifetime of the NLSP. If it is
large, the NLSP is (meta-) stable, resulting in possibly charged, long-lived particles.
For the analysis of this thesis, a GMSB model is chosen with
N5 = 3, 〈S〉= 250TeV, CG˜ = 1, µ > 1.
Λ is varied between 40 TeV and 110 TeV while the tanβ range is scanned between 2 and 62. Figure 2.11
gives an overview of the resulting grid.
Within the grid, areas of different NLSPs are marked. For very low Λ, there is still a neutralino
NLSP. This area is not considered in this analysis since there are no taus present in the final state. For
the rest of the grid, the nature of the NLSP depends on tanβ . For low values there is a co-NLSP zone
8 The index ’5’ is linked to the assumed unification of the SM couplings in a SU(5) GUT at the breaking scale.
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Figure 2.11: NLO cross section (a) and average number of true taus with pT > 20GeV per event for the GMSB
grid. The study is based on a gird for an earlier analysis but has the same parameter values fixed [97]. The lines
in the grid denote regions with varying LSP.
where all sleptons are of essentially equal mass and have hence similar probabilities to decay into the
gravitino. For larger tanβ , the mixing dominates and decreases the mass of the τ˜ 1 so it becomes the
dominant NLSP. The three-body-decay of the first and second generation sleptons to a stau, a tau and a
light lepton becomes accessible as soon as the mass difference between the slepton generations exceeds
1.8 GeV. Accordingly, the number of taus increases with tanβ over the whole grid (c.f. Figure 2.11
b)), reaching a maximum of four (two taus in every decay chain). At the upper border of the grid there
is a zone which is excluded theoretically, meaning the parameters yield unphysical mass spectra, e.g.
tachyonic states. The cross section in contrast is largely independent on tanβ (c.f. Figure 2.11 a)). It
depends dominantly on the masses of the squarks and the gluino, which depend only on Λ in the chosen
parametrization.
Figure 2.12 displays the mass spectra for two different points in the GMSB grid.
With all it’s attractive features, GMSB has one big drawback: Within GMSB it is practically im-
possible to push the lightest Higgs up to values that it has been found at. For the outlined grid, this
tension is simply ignored. There are several ways to achieve physical Higgs masses in GMSB without
changing the phenomenology, e.g. by introducing additional vector-like quarks [98]. Thus the general
signatures predicted by the GMSB model are still very interesting to search for.
Another way is to modify GMSB in a way it allows for physical Higgs masses. A first step is to relax
constraints on the physics in the hidden sector, effectively decoupling the breaking mechanism from
its effect at the electroweak scale while still preserving the typical characteristics of a gauge mediated
breaking. This class of models is referred to as “General Gauge Mediation” (GGM) [99]. Also this
class of models generally fails to accommodate a physical Higgs mass [100]. Consequently they are
extended to preserve the characteristics of gauge mediation but treat the masses of the involved particles
in a “natural” [101, 102] way keeping only the masses of the particles that are needed to ensure a
physical Higgs mass at a low values and decouple the other particles. The resulting class of models is
referred to as “Natural Gauge Mediation” (nGM) [103] models.
In nGM, only the stop, the gluino and the Higgsinos have to be light (the gravitino remains the light
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Figure 2.12: Mass spectra for two different points from the GMSB grid.
LSP anyway). All other particles can be decoupled. Additional light particles can be introduced to
achieve a certain signature without breaking the naturalness that ensures physical Higgs masses. Here,
this is the stau which serves as the NLSP. To ensure conservative limits on the sparticle masses, the
nGM scenario is split in two grids, one where only the gluino is light and another where only the stop
is light. Only the former case is considered in this analysis, for the latter case another search exploiting
the special characteristics of the stop is in preparation. This leaves mg˜ and mτ˜ as free parameters for the
grid. The other parameters are fixed to
m0 = 2.5TeV, M1 = M2 = 2.5TeV, A0 = 0, µ = 400GeV.
As a result, the possible decay modes are
1. g˜→ gχ˜ 0→ gττ˜ → gττG˜,
2. g˜→ qq′χ˜ 0→ qq′ττ˜ → qq′ττG˜,
3. g˜→ qq′χ˜±→ qq′ντ τ˜ → qq′νττG˜.
The second and third modes employ an off-shell squark in the first decay. The relative fraction between
these three modes depends on the ratio of the gluino and the squark mass parameters. For light gluinos,
the first process dominates. As the gluino mass rises that shifts more towards the second and third
chain. For mg˜ > 1TeV, the latter processes dominate entirely with a roughly equal sharing between
them. Quarks in these decays are almost entirely from the third family. Since the gauginos are more
or less pure Higgsinos, the decay coupling is of Yukawa type and hence highly enhanced for top and
bottom quarks. Due to the large squark masses, certain production modes are suppressed as mentioned
in Section 2.2.6.
The choice of µ influences the mass of the chargino and the neutralino. Since those are produced in
the first decay step, the choice is somewhat arbitrary as long as they are sufficiently separated from both
the gluino and the stau. This has been checked and is the case for µ = 400GeV.
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Gravity mediated breaking
Gravity is another possibility to communicate SUSY breaking from a hidden sector to the electroweak
scale. In this scenario, the breaking itself usually happens at the Planck scale. The effect is then
communicated to the MSSM scale by gravitational interactions, including Supergravity. The general
framework is not intrinsically flavor blind, so further assumptions are needed. Often so called “minimal”
constraints are imposed leading to minimal Supergravity SUSY breaking (mSUGRA) [104–109].
MSUGRA is highly predictive by reducing the number of free parameters to only five. While in
principle the RGEs could start from the breaking scale and parameters could be imposed there, it is
common to start from the unification scale instead. In that case, the five parameters are the familiar
common scalar mass m0, the common gaugino mass m1/2, the common trilinear couplings A0 and
the two Higgs sector parameters tanβ and sgn(µ). Figure 2.9 shows an examples of the RGE mass
evolution in an mSUGRA scenario with m0 = 200GeV, m1/2 =−A0 = 600GeV, tanβ = 10 and µ > 0.
Due to the high breaking scale, the gravitino does not play a role in mSUGRA. Instead, parameters
have to be chosen to ensure the χ˜ 01 becomes the LSP to evade cosmological constraints. The mSU-
GRA scenario has the big advantage that many different phenomenologies can be described within the
framework. In contrast to GMSB it is also possible to generate a light Higgs that has a mass of about
126 GeV as measured at the LHC. One choice of parameters that ensures physical Higgs masses over a
wide range of m0 and m1/2 values is tanβ = 30, A0 =−2m0 and µ > 0. The resulting grid is commonly
used in ATLAS for various searches.
Unfortunately, in this scenario the number of taus in the final state is very limited. Although there is
a significant tau content for some regions, in general the multiplicity is small so a search for multi-tau
final states is not promising.
R-parity violating mSUGRA The picture changes if one allows for R-parity violating (RPV) terms.
Originally, R-parity was introduced to protect the proton from decaying and evade bounds from non-
observation of lepton or baryon number breaking processes. The same effect can also be achieved by
allowing only single terms that violate L or B conservation. One examples of such a theory is bilinear
R-parity violation (bRPV) [110, 111] where the superpotential and the soft breaking Lagrangian are
extended by one term each
WbRPV =WMSSM+ εLHu, LbRPV =Lsoft−BεL˜Hu.
This addition has two effects: first, the neutralinos can mix with the neutrinos. The mixing is effect-
ively extended to have not only the neutral Wino, Bino and the two neutral Higgsinos but also three
neutrinos. This offers a very elegant method to generate neutrino masses and predict neutrino mixing
parameters. Existing mass and mixing measurements constrain the choice of ε . Second, the term allows
a decay of the neutralino LSP in a lepton and a gauge boson. If the gauge boson is not accessible kin-
ematically, a three-body decay via an off-shell W or Z happens. The rest of the mSUGRA determined
decay chains are not altered.
The phenomenological consequence is a boost in the numbers of leptons compared to R-parity con-
serving (RPC) mSUGRA. This comes at the cost of less missing transverse momentum since the neut-
ralino LSP decays and does not leave the detector undetected. However, most of the LSP decays feature
one or more neutrinos, so there is still a good chance to get a significant amount of 6ET .
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Figure 2.13: Characteristics of the bRPV mSUGRA grid. Figure a) shows the fraction of events that are produced
via strong interaction and figure b) shows the fraction of events that have at least two true tau leptons in the final
state.
Figure 2.13 shows some characteristics about the resulting bRPV mSUGRA grid. For this analysis to
be sensitive, production of the SUSY state has to happen via strong interaction to ensure a sufficiently
large number of high pT jets. At the same time, multiple tau leptons are needed to fulfill the search
signature. Obviously, there is an exclusion potential in the low m0 region of the grid.
2.2.6 Supersymmetry at the LHC
The LHC with its unprecedented energy range is an excellent tool to search for evidence for any heavy
particle as predicted by SUSY. The general purpose experiments ATLAS and CMS are flexible enough
to detect and reconstruct virtually every possible decay topology within SUSY. In the following, pro-
duction and decay channels as to be expected at the LHC are presented.
Production
With the general properties of SUSY outlined above, the possible signatures in a hadron collider are
quite evident.
First, assuming R-parity conservation, sparticles will always be produced in pairs. The production of
the partner particles happens via gauge interactions. Since in a hadron collider the initial state carries
a color charge, production processes via the strong force will largely dominate. Figures 2.14 and 2.15
show Feynman graphs for the strong production of sparticles from initial states with only gluons or
gluons and quarks or only quarks, respectively. Note that in all cases squarks and/or gluinos are pro-
duced. The t- and u-channel productions feature a virtual sparticle. For this reason they can be sup-
pressed should the respective sparticle happen to be heavy. This is e.g. the case for the second and third
production mode from two quarks in the nGM model.
Apart from the strong interaction, also the electroweak interaction can be responsible for producing
sparticles from a hadronic initial state. Due to the lower relative interaction strength, this is generally
only relevant when the masses of the sparticles carrying color charge are too large to be accessible at
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Figure 10.2: Feynman diagrams for gluino and squark production at hadron colliders from gluon-gluon
and gluon-quark fusion.
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Figure 2.14: Production graphs for SUSY particles that are produced via the strong interaction from initial states
with gluons or quarks and gluons (from [66]).
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Figure 10.3: Feynman diagrams for gluino and squark production at hadron colliders from strong
quark-antiquark annihilation and quark-quark scattering.
the component of the missing energy that is manifest as momenta transverse to the colliding beams,
usually denoted /ET or E
miss
T (although
~/pT or ~p
miss
T might be more logical names) is observable. So,
in general the observable signals for supersymmetry at hadron colliders are n leptons + m jets +
/ET , where either n or m might be 0. There are important Standard Model backgrounds to these
signals, especially from processes involving production of W and Z bosons that decay to neutrinos,
which provide the /ET . Therefore it is important to identify specific signal region cuts for which the
backgrounds can be reduced. Of course, the optimal choice of cuts depends on which sparticles are
being produced and how they decay, facts that are not known in advance.
The classic /ET signal for supersymmetry at hadron colliders is events with jets and /ET but no
energetic isolated leptons. The latter requirement reduces backgrounds from Standard Model processes
with leptonic W decays, and is obviously most effective if the relevant sparticle decays have sizable
branching fractions into channels with no leptons in the final state. The most important potential
backgrounds are:
• Detector mismeasurements of jet energies,
• W+jets, with the W decaying to ℓν, when the charged lepton is missed or absorbed into a jet,
• Z+jets, with Z → νν¯,
• tt production, with W → ℓν, when the charged lepton is missed.
One must choose the /ET cut high enough to reduce these backgrounds, and also to assist in efficient
triggering. Requiring at least one very high-pT jet can also satisfy a trigger requirement. In addition,
the first (QCD) background can be reduced by requiring that the transverse direction of the /ET is
not too close to the transverse direction of a jet. Backgrounds can be further reduced by requiring at
least some number n of energetic jets, and imposing a cut on a variable HT , typically defined to be
the sum of the largest few (or all) of the pT ’s of the jets in each event. (There is no fixed standard
definition of HT .) Different signal regions can be defined by how many jets are required in the event,
the minimum pT cuts on those jets, how many jets are included in the definition of HT , and other fine
details. Alternatively, one can cut on meff ≡ HT + /ET rather than HT . Another cut that is often used
in searches is to require a minimum value for the ratio of /ET to either HT or meff ; the backgrounds
tend to have smaller values of this ratio than a supersymmetric signal would. The jets+/ET signature
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Figure 2.15: Production graphs for SUSY particles that are produced via the strong interaction from initial states
with quarks (from [66]).
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the available energy. This is e.g. the case for high Λ values in the GMSB scenario. Figures 2.16 depicts
the possible weak production modes for sparticles at the LHC. Note that the couplings to charginos
and neutralinos can be either a gauge or a Yukawa coupling, depending on the process and the mixing
considered.
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Figure 10.1: Feynman diagrams for electroweak production of sparticles at hadron colliders from quark-
antiquark annihilation. The charginos and neutralinos in the t-channel diagrams only couple because
of their gaugino content, for massless initial-state quarks, and so are drawn as wavy lines superimposed
on solid.
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Figure 2.16: Production graphs for SUSY particles that are produced via the electroweak interaction from initial
states with quarks. Here, “C” denotes charginos and “N” neutralinos in contrast to the notation used otherwise
(from [66]).
Generally, also the associate production of a neutralino or chargino together with a squark or gluino
is possible, featuring an even lower cross section than pure electroweak production processes.
Decay
The decay of the sparticles determines the signature observable in the detector.
Assuming the generally plausible mass hierarchy, decay chains start from colored particles. The
gluino can only decay in a squark and a quark
g˜→ q˜q.
The squark in turn decays electroweakly to either a neutralino or a chargino
q˜→ χ˜ 0q, q˜→ χ˜±q′.
The actual neutralino or chargino generation the squark decays into depends both on the chirality of the
squark and the mixing of the gauginos. A right-handed squark will decay preferably in a bino dominated
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gaugino while a left-handed squark will prefer the stronger isospin coupling and pick a wino dominated
state, even if it is more heavily. The Higgsino dominated states play a role only for the third generation
squarks since here the Yukawa coupling is of significant strength.
In case of an inverted mass hierarchy in the colored sector, the squark can directly decay into a gluino
q˜→ g˜q.
The gluino in turn can only decay via an off-shell squark in a three body decay
g˜→ χ˜ 0qq′, g˜→ χ˜±qq′.
The neutralinos and charginos decay via their gauge or Higgs content. The most likely two-body
decays are
χ˜ 0i→ Z χ˜ 0 j, W χ˜± j, h0χ˜ 0 j, `˜`, νν˜ ,
χ˜±i→W χ˜ 0 j, Z χ˜± j, h0χ˜± j, `ν˜ , ν ˜`.
The couplings would allow also for the decays into a heavier Higgs boson or a quark and a squark. Due
to the common mass hierarchy these decay modes are often highly suppressed or not allowed.
In case there is no open two body decay, e.g. in case of a small splitting between χ˜ 02 and χ˜ 01, the
heavier sparticle can decay to the lighter one in a three body decay including an off-shell gauge boson
or Higgs.
The sleptons decay via electroweak interactions in cases where either a neutralino or chargino is
lighter ˜`→ `χ˜ 0i, ˜`→ νχ˜±i, ν˜ → νχ˜ 0i, ν˜ → `χ˜±i.
Again the generation the slepton decays into depends on the chirality of the slepton and the mixing
of the gauginos. Decays via Yukawa couplings to the Higgsino content is highly unlikely due to the
relatively small couplings and the usually higher mass of the Higgsino dominated gauginos.
Finally, in cases where the gravitino is light, every sparticle can decay into its SM partner and a
gravitino. Since the coupling for this decay is usually very small, it is only significant for the next-to-
lightest SUSY particle (NLSP) which has no other decay channel open.
Figure 2.17 shows a typical decay tree for a production of two squarks via gluon fusion in a gauge
mediated breaking scenario (explained below) relevant for the analysis described in this thesis. In this
case, the gravitino is the LSP and the stau the NLSP. The colored sparticles are heavier than the other
particles in the MSSM. This decay would lead to a signature of multiple jets, multiple taus and missing
transverse momentum.
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Figure 2.17: Typical decay graph in a GMSB scenario. The blue objects are detectable as jets, the green ones as
taus and the red objects cause a signature of missing transverse momentum.
2.2.7 Current status of SUSY
Despite all its theoretical virtues, no sign of SUSY has been observed yet, but many past and present
measurements can be used to infer properties of SUSY if it should be existing. These measurements
are not limited to the most recent results of direct SUSY searches. On the contrary, low energy meas-
urements, observations from flavor physics, astrophysical constraints and especially the measurement
of the SM-like Higgs boson do limit the possible implementations of SUSY severely.
To quantify the impact of all these constraints simultaneously, global parameter fits are performed
that use a global likelihood function including a large set of seemingly unconnected measurements.
Using these likelihoods, large parameter spaces of various SUSY models are sampled. Involved Monte
Carlo techniques are employed to derived preferred corners of the parameter space where the SUSY
predictions are at least as compatible with all measurements as the SM and hopefully even allow to
incorporate small deviations from the SM predictions. The p-value of individual points to agree with all
measurements is assessed using toy Monte Carlo.
Indeed, these studies find that many “high scale” models that make explicit assumptions about the
SUSY breaking and predict mass spectra and couplings based on these assumptions – as e.g. mSUGRA
– are under severe stress by the current existing set of measurements [113]9. In Figure 2.18, a parameter
scan in the m0−m1/2 and in the A0− tanβ planes is displayed. These plots represents two dimensional
projections of the total five dimensional scan. For the best fit point, also a distribution for evaluating
the p-value for this point is displayed. With 4.9± 0.7% even the best fit point is at the edge of being
excluded at 95% C.L.
These type of models cover only a tiny fraction of the possible solutions to the full MSSM. Giving
9 More precisely the constraint MSSM (CMSSM) has been studied in this reference. For all practical purpose the CMSSM is
identical to mSUGRA, however.
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Figure 2.18: Results of the parameter scan for the CMSSM/mSUGRA in the m0−m1/2 (a) and the A0− tanβ (b)
planes. For the best fit point the distribution used to derive the p-value is also shown. (plots from [112], updated
version of the ones included in [113])
up on the high predictive power and only considering the most stringent theoretical constraints (like the
suppression of flavor changing processes at low energies), one can construct models like the phenomen-
ological MSSM (pMSSM) [114, 115]. Having in the order of 20 free parameters, this class of models
is still not arbitrary, but allows for much more possible mass spectra and coupling structures within the
MSSM. Indeed, parameter scans show that within the pMSSM current measurements leave a lot of room
for possible realizations of SUSY [116]. Interestingly, even mass spectra that seem to be ruled out by
studying other “high scale” models are still perfectly compatible within these more involved scenarios.
In case of the MSSM, gluino masses down to 1000 GeV and stau masses down to 100 GeV are perfectly
valid, which is well below the range that is excluded in typical high scale model searches.
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2.3 Background processes
Estimating background contributions and their uncertainties is a major part of every search for new
physics. With the sufficient knowledge about the physics of the SM, one can identify the contributions
that are likely to dominate one respective search. In this analysis, the signature is defined by the presence
of two tau leptons, large missing transverse momentum and at least one high pT and one additional jet.
Figure 2.19 gives an overview of various SM processes and their production cross section as measured
by the ATLAS experiment. For comparison, typical a typical cross section for SUSY production has
been added to the figure.
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Figure 2.19: Summary of several Standard Model total and fiducial production cross section measurements, cor-
rected for leptonic branching fractions, compared to the corresponding theoretical expectations. All theoret-
ical expectations were calculated at NLO or higher. The W and Z vector-boson inclusive cross sections were
measured with 35 pb−1 of integrated luminosity from the 2010 dataset. All other measurements were performed
using the 2011 dataset or the 2012 dataset. The luminosity used for each measurement is indicated close to
the data point. Uncertainties for the theoretical predictions are quoted from the original ATLAS papers. They
were not always evaluated using the same prescriptions for PDFs and scales. For the di-jets measurement,
y∗ = |y1− y2|/2 [117]. To the right a typical SUSY production and fiducial cross section (production of a gluino
pair with mg˜ = 1400GeV, assuming an acceptance of 2% , c.f. Section 8.2) has been added to the overview,
showing the relative magnitudes of the searched-for signal.
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The largest cross section by far is attributed to the production of multiple jets. Luckily, the acceptance
for multijets production is highly suppressed in the studied final state since it contains neither taus nor
any possible source of missing transverse momentum. Hence both tau leptons and 6ET have to result
from mis-measurements and/or mis-identification. Despite this suppression, this background cannot be
neglected no matter how small the mis-identification probabilities for the underlying objects are due to
the huge cross section for multijets production.
The next process in the cross section ranking is the production of a W boson. Due to the analysis
requirements, additional jets are needed to produce a sufficiently high number of hadronic objects (jets
or taus with hadronic decays). Figure 2.20 displays three example Feynman graphs for the various decay
modes of the W with the minimal number of jets from initial state and final state radiation needed to
yield enough objects.
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Figure 2.20: Example production graphs for W+jets production with four hadronic objects in the final state. The
blue objects are detectable as jets, the green ones as taus and the red objects cause a signature of missing transverse
momentum. Yellow objects must not be reconstructed. a) shows the case where the W decays into two quarks.
Two taus have to be mis-identified and 6ET has to arise from a mis-measurement of the jets. b) shows the case
where the W decays into a τ and a neutrino. One additional jet from ISR/FSR is needed, but only one tau has
to arise from mis-identification and the neutrino causes real 6ET . c) shows the case where the W decays into a
light lepton. Here again two taus have to be faked, an additional jet is needed and the light lepton must escape
detection.
In the case of a W decay into quarks, one additional jet is needed resulting in the highest cross section.
The final state contains neither taus nor any source of 6ET and is indistinguishable from pure multijets
production (without any specialized selection), which has a far higher cross section still. In the case
where the W decays into a tau and a neutrino, two additional jets are needed reducing the cross section
significantly. This final state has one true tau and a neutrino as source of 6ET , so only one tau has to be
faked by a quark or gluino. In practice, the latter is the only relevant decay mode for this search.
The signature where the W decays into a light lepton and a neutrino can be neglected for all practical
purpose. Not only is even one more additional jet needed reducing the cross section even further, but
again two taus have to be faked and the light lepton must not be detected – which is highly unlikely due
to the large efficiency of the corresponding reconstruction algorithms. For this reason, signatures with
light leptons will be neglected in the description of the following processes.
Following in the cross section ranking is the production of Z bosons. Figure 2.21 displays possible
minimal Feynman graphs of different decay modes.
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Figure 2.21: Example production graphs for Z+jets production with four hadronic objects in the final state. The
blue objects are detectable as jets, the green ones as taus and the red objects cause a signature of missing transverse
momentum. a) shows the case where the Z decays into two quarks. Two taus have to be mis-identified and 6ET
has to arise from a mis-measurement of the jets. b) shows the case where the Z decays into two τ . Here two
real tau leptons are present and the neutrinos from the tau decays causes real 6ET . c) shows the case where the Z
decays into two neutrinos. Here again two taus have to be faked and two more jets are needed but the neutrinos
cause real 6ET . Decay modes into light leptons are omitted due to the small probability to miss a light lepton in
the reconstruction.
Again, the decay modes into two quarks results in the same signature as for W+jets with a quark
decay of the W or pure multijets production. More relevant are signatures where the Z decays into two
taus. Here, all requested final state objects are really present without the need for any fakes. Since the
neutrinos from the τ decays are the only source of missing energy, these events can rather efficiently
be rejected with a suitable selection (c.f. Section 5). Topologies with invisible Z decays into neutrinos
are in contrast much more likely to produce sufficiently high and well isolated 6ET . Here again, two tau
candidates have to be faked by other hadronic objects and two additional jets are needed.
Next in the list of cross sections is the production of tt¯. Figure 2.22 again shows some minimal
examples. Since in this case two vector bosons are involved, there are many possible combinations.
The remaining contributions are a multijets-like signature and signatures involving real tau leptons.
The case where both top decay into a tau and a neutrino is a priory irreducible and has to be reduced
by a suitable selection. The configuration where one top decays hadronically needs in contrast a fake
tau to pass the selection. Due to the higher branching ratio of the quark decay and the relatively weak
rejection power of the tau identification employed in this search, this process is still relevant and has to
be considered. In general, tt¯ production is distinguishable from other SM backgrounds by the presence
of two b-jets. Unfortunately, this is also the case for many SUSY scenarios that favor third generation
sparticles. For this reason b-jets will not be used as a selection characteristics in this analysis, but to
separate W+jets from tt¯ events in control and validation measurements.
From the long list of other SM processes also Dibosons production can yield irreducible backgrounds.
Since the production cross section is rather low, especially since at least two additional jets have to be
present, this process constitutes only a minor background source, compared to tt¯.
Other backgrounds like the decay of a Standard Model Higgs into two tau leptons, low-mass Drell-
Yan production and associate production of tt¯ with a vector boson have been checked and found to be
negligible.
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Figure 2.22: Example production graphs for tt¯ production with four hadronic objects in the final state. The blue
objects are detectable as jets, the green ones as taus and the red objects cause a signature of missing transverse
momentum. a) shows the case where both top quark decay into two quarks (plus a b-jet). Two taus have to be
mis-identified and 6ET has to arise from a mis-measurement of the jets. b) shows the case where one top decays
into a τ and a neutrino (plus a b-jet) and the other decays into a b-jet and two quarks. One tau has to arise from
mis-identification and the neutrino causes real 6ET . c) shows the case where both top quarks decay into a τ and a
neutrino (plus a b-jet). All final state objects are present without the need for any fakes. Combinations with decay
modes into light leptons are omitted due to the small probability to miss a light lepton in the reconstruction.
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Experimental setup
The presence of SUSY will most likely manifest itself in the presence of distinct decay patterns of
previously not observed heavy particles. To be able to find SUSY in this way one has to be able to pro-
duce these particles, to measure the signatures of the decay products, and to reconstruct their properties.
These three experimental requirements are excellently fulfilled in the Large Hadron Collider accelerator
and the ATLAS detector, which are presented in the following, together with the techniques used to
reconstruct and identify individual objects from the measured signatures.
3.1 The LHC accelerator
The Large Hadron Collider (LHC) [118] is an accelerator and collider which is located in an under-
ground tunnel of 27 km circumference at the Swiss-French border near Geneva. The LHC consists of
two rings where protons with energies of up to 7 TeV are stored and collided. The protons are grouped
in 2808 “bunches” which are separated by 25 ns1.
The protons are accelerated to 450 GeV in the injector complex comprising the Proton Synchrotron
Booster (PSB) [119], the Proton Synchrotron (PS) [120] and the Super Proton Synchrotron (SPS) [121]
(c.f. Figure 3.1). At the same time, the bunch structure for the LHC is created by staggering subsequent
fills of one accelerator in the next, larger accelerator. The beam is then guided to the LHC, where
it is then accelerated to the desired energy. The beam circulates clockwise in one of the rings and
counterclockwise in the other.
For the acceleration of charged particles with charge q, the energy gain on passing an electric field ~E
over a distance s
∆Ekin =
∫
~s
(
~F ·d~s
)
= q
∫
~s
(
~E ·d~s
)
1 For the 2012 running data which this thesis is based on the beam energy was 4 TeV with a 50 ns bunch spacing
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Figure 3.1: CERN’s accelerator complex including the LHC and its injectors [122].
is exploited. Technically this is realized by feeding high frequency radio waves to a cylindrical cavity.
With an appropriate design, a standing wave forms inside the cavity with a longitudinal component on
the axis where the particles pass. For an accelerating effect, the protons have to be in phase with the field
in the cavities. The LHC uses eight superconducting cavities per ring which are fed by a 400.8 MHz
microwave source and which create a gradient of 5.5 MV/m. By guiding the protons in a ring, the same
cavities are passed many times and accelerate the beam at each revolution until the desired beam energy
is reached. Alternatively, one can also build a linear accelerator with a large straight line equipped with
many cavities2, which is however less cost-effective for the acceleration of protons.
A charged particle moving with velocity~v experiences a force in a magnetic field ~B perpendicular to
its direction of movement and the direction of the magnetic field line.
FLorentz = q
(
~v×~B
)
This Lorentz force is exploited to guide charge particles in an arc in the field of magnetic dipoles
ultimately forming a full circle. The LHC uses 1232 dipole magnets of 15 m length each. The coils are
made of superconducting Niobium-Titanium cable which is cooled down to 1.9 K, making the LHC the
2 For the next large electron–positron collider, a linear accelerator is indeed the favored option. Currently there are two
proposed projects, CLIC [123] and the ILC [124].
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largest cryogenic installation world wide [125]. The dipoles are able to generate a field of up to 8.36 T
and feature a special “two in one” design which allows both beams with particles of the same charge
circulating in opposite direction to be deflected in only one magnet.
Magnets are not only used to deflect but also to focus the protons. With a combination of magnetic
quadrupole structures, a net focusing effect in all directions can be achieved. Aberrations that occur
in the focusing and other disturbances of the beam quality are remedied by introducing higher order
multipole magnets. The LHC has 858 quadrupoles and uses multipoles up to dodecapoles.
When deflecting charged particles they lose energy which they radiate off as synchrotron radiation.
The energy loss for relativistic particles (v≈ c) with mass m in a circular accelerator with radius R scales
like
∆Esync ∝
q2E4
Rm4
.
The synchrotron radiation increases with the fourth power of the energy but scales also with the fourth
power of the inverse mass. It is much stronger for light particles like electrons than for the relatively
heavy protons. For an electron at the Large Electron Positron collider (LEP) that was located at the
LHC tunnel before, the loss due to synchrotron radiation was roughly 3 GeV per turn at 100 GeV beam
energy, compared to 6 keV at nominal energy at the LHC. That energy loss has to be compensated by
the accelerating cavities and effectively limits the maximum energy for circular electron accelerators.
After acceleration the protons are stored for up to 12 hours and brought to collision at four interaction
points where the four large experiments ATLAS, CMS, ALICE and LHCb are located. The ATLAS (A
Toroidal LHC ApparatuS) detector is used for the analysis presented in this thesis and is described in
detail below. CMS (Compact Muon Solenoid) is located at the opposite side of the LHC ring. It features
a design and physics program similar to the ATLAS detector. LHCb (LHC beauty) is only sensitive in
the very forward regions where ATLAS and CMS are lacking acceptance. The physics program is
focused on flavor physics in the b quark sector. ALICE (A Large Ion Collider Experiment) is designed
to study collision of lead ions, which can also be accelerated and collided at the LHC3.
3.2 The ATLAS detector
The ATLAS detector is a multi-layer, multi-purpose detector designed to detect the decay products of
heavy particles produced in proton–proton collisions at the LHC. Figure 3.2 shows a LEGO® model4 of
the ATLAS detector.
The detector has a typical onion-like structure with several layers of detectors being stacked from the
inside where the collisions happen to the outside. It has a cylindrical shape where particles emerging
from the collisions transverse to the beam directions are detected in the barrel part while particles being
emitted close to the beam are measured in so called end-caps. ATLAS uses a right-handed coordinate
system with its origin at the nominal interaction point (IP) in the center of the detector and the z-axis
along the beam pipe. The x-axis points from the IP to the center of the LHC ring and the y-axis points
3 Since the heavy ion program of the LHC is not relevant for this work it will not be discussed further.
4 This model was assembled as outreach project as part of this thesis. It was originally designed by Sasha Mehlhase and
has been build after his instructions. It consists of 9500 individual LEGO® bricks and has a length of roughly 1 m and a
diameter of 0.5 m. The model has been used in several outreach workshops and has been displayed at an exhibition at the
Deutsche Museum Bonn [126] and at several university events.
41
Chapter 3 Experimental setup
upward. Cylindrical coordinates (r,φ ) are used in the transverse plane, φ being the azimuthal angle
around the beam pipe. The pseudorapidity η is used as third coordinate and is defined in terms of
the polar angle θ as η = − ln tan(θ/2). This quantity is used instead of the polar angle since it is
invariant under logitudinal Lorentz boosts5. This has the advantage that – in contrast to the polar angle
– differences in the pseudorapidity between two particles ∆η are invariant of the boost parallel to the
beam axis which is not known in a hadron collider. Using these coordinates a boost invariant distance
measure
∆R =
√
(∆η)2+(∆φ )2
is defined which is universally employed to quantify the distance between physical objects in the de-
tector.
In this section, a brief overview of the different functional components of the detector and the com-
prising sub-detectors will be given. A bit more in-depth explanation of the working principle and the
operation of a modern detector will be given for the Transition Radiation Tracker. A detailed discussion
of the full detector setup can be found in [127].
Figure 3.2: LEGO® model [128] of the ATLAS detector. The model is roughly to scale with the LEGO® man.
All sub-detectors are included: The Pixel detector is modeled in green, the SCT is red and the TRT brown. The
calorimeters are displayed in orange (electromagnetic calorimeter), black (tile calorimeter) and blue (forward
calorimeter), respectively. The muon system consists of the white tiles, while magnets are modeled in gray.
5 This is only exactly true for massless particles where the pseudorapidity η equals the relativistic rapidity y = 12 ln
E+pL
E−pL
with the longitudinal momentum pL parallel to the beam direction. For all practical purpose in this work, the mass of the
measured particles is much smaller than their momentum so this difference is small.
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3.2.1 Inner detector
The inner detector (ID) is designed to record the tracks of charged particles transversing the detector
volume. At the same time it is used to reconstruct the momentum of these particle. For that purpose the
whole detector is immersed in a magnetic field of 2 T which is generated by a superconducting solenoid
coil enclosing the volume of the ID. In this magnetic field the trajectories of charged particles are bend
by the Lorentz force much like the protons in the magnetic field of the LHC. From the radius of the
curvature one can compute the momentum of the particles assuming they carry one unit of elementary
charge. Figure 3.3 shows a drawing of the ID. It comprises three sub-detectors employing different
techniques for particle detection.
Figure 3.3: Drawing of the ATLAS inner detector with all sub-detectors [129].
Pixel detector
The innermost part of the ID consists of the Pixel detector. It comprises three disks in the end-cap
regions and three layers in the barrel regions, covering a rapidity region |η |< 2.5. The innermost layer
is located at a radial distance of 50.5 mm from the IP, just outside the beam pipe. The outermost layer
resides at a radius of 122.5 mm. The sensitive elements of this sub-detector are over 80 million silicon
pixels with a size of 400µm×50µm which are grouped in chips and modules. The division into small
individual sensor elements has been chosen to compensate for the very high occupations at the center of
the detector just next to the interactions. The Pixel detector is designed to allow a precise reconstruction
of the interaction vertex and a precise first tracking step.
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Silicon Tracker
The Silicon Tracker (SCT) encloses the Pixel detector. The barrel part consists of four layers at radii
between 299 mm and 514 mm. Each end-cap comprises nine disks in a configuration that ensures track-
ing up to |η | = 2.5. Each detector module holds two layers of 768 active silicon strips with a pitch of
80 µm in back-to-back configurations. The two layers are rotated with respect to each other by 20 mrad
thus allowing for a position measurement along the direction of the strips. The length of the strips de-
pends on the position in the detector and varies between 5 cm and 12 cm. The design of the detector
allows for at least four precision measurements with an rφ resolution of 17 µm and a z-resolution of
580 µm for each charged particle traversing the detector volume.
Transition Radiation Tracker
The Transition Radiation Tracker (TRT) is the outermost tracking detector in the ATLAS inner detector
volume and extends to a radius of 1082 mm from the interaction region. Its design was driven by the
need to get continuous tracking with a long lever arm and electron identification in the pseudorapidity
range |η |< 2, providing a point resolution of 130 µm.
The TRT is explained in some more detail as an example of an ATLAS sub-detector. The description
follows the content of [130].
Design In contrast to the other inner tracking detectors, the TRT is not a semiconductor detector but a
gaseous detector. It consists of 4 mm diameter straw tubes made from a multilayer film reinforced with
carbon fibers and containing a 30 µm gold plated tungsten wire in the center [131]. The straw wall is
set to a voltage of −1.5 kV while the wire is kept at ground potential. Thus the charge clusters created
through primary ionization undergo avalanche multiplication close to the wire.
Basically each straw operates as a single drift chamber. The basic working principles of gaseous
detectors in general and drift chambers in particular can be found in many text books, e.g. in [132].
The straws are filled with a gas mixture of 70% Xenon, 27% CO2 and 3% Oxygen. Gas composition
and high voltage are chosen to ensure that the maximum drift time for hits close to the wall is below
50 ns with a gas amplification factor of 2.5× 104. The gas gain is continuously monitored by the Gas
Gain Stabilization System and the high voltage is adjusted to keep the gain value stable. The system
achieves a stabilization of the gain factor on a 2% level compensating changes in temperature, pressure
and gas composition.
For electron identification the TRT exploits transition radiation (TR), soft X-ray photons emitted by
charged particles traversing a boundary between material layers of varying refractive index. The emitted
photons are detected in the straw tubes through absorption by Xenon atoms and subsequent ionization.
In this way TR deposits a much higher energy in a single straw than an ionizing particle usually does.
In ATLAS, usually only electrons reach a velocity which exceeds the threshold for generating transition
radiation, thus the detection of a TR photon indicates the passage of an electron. The emission of TR
happens in dedicated radiators which are interleaved with the straws. By introducing multiple layers of
radiator material and choosing the spacing between those in the right way, the emission of TR can be
stimulated coherently, amplifying the yield of emitted transition radiation.
The barrel region covers the range |η | < 1 and comprises 52544 straws parallel to the beam axis
arranged in 73 layers [133]. Each straw has a length of 144 cm and the outermost 64 straw layers are
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electrically split in the middle so both sides can be read out independently. The innermost nine layers
are split in three parts with only the outer 31.2 cm being read out while the middle parts remain inactive.
This design was chosen to ensure that the hit rate of a single readout channel is kept below 20 MHz at
LHC design luminosity. As radiator, a matrix of oriented polymer fibers was chosen filling the TRT
volume and embedding the straws. Mechanically, the barrel consists of three layers of 32 modules
which provide stabilization and cooling for the straws they contain. The modules are arranged in a
non-projective geometry to avoid insensitive gaps.
The end-cap region covers the range 1 < |η | < 2. Each end-cap contains 122880 37 cm long straws
in 160 layers [134]. The straws are oriented radially and are mechanically and electrically arranged in
20 wheels of eight layers. Thin polymer foils are interleaved with the wheels and serve as radiator.
In total each track traversing the detector volume crosses approximately 35 straws (except in the gap
region between end-cap and barrel) over a distance of roughly half a meter. With these measurements,
the TRT significantly improves the momentum resolution for charged tracks.
Figure 3.4: Digitization and timing of a TRT pulse. The colored arrows are depicting different timings important
for the reconstruction of a physical hit (figure from [130]).
Signal Formation and Digitization A charged particle crossing a straw causes primary ionization
in the drift gas thus creating charge clusters. In the electric field of the straw, the electrons drift towards
the wire where they are multiplied in an electromagnetic avalanche. A transition radiation photon,
created in one of the radiator layers, is absorbed in the Xenon gas and creates primary ionization as
well. The individual straws are directly coupled to the ASDBLR6 front-end chip, where the analogue
pulses are amplified, shaped and the slow ion drift tail of the signal is suppressed [135]. This way, the
net signal is the superposition of several smaller signals each generated when a primary cluster reaches
the wire. An illustration is shown in Figure 3.4. The ASDBLR moreover contains two independent
6 Amplifier-Shaper-Discriminator with Baseline Restoration
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discriminators set to different thresholds. The lower one is set to approximately 300 eV which is well
below the median energy deposition of a minimum ionizing particle. The upper one is set to 6 keV and
thus primarily sensitive to energy deposition by a TR photon. Those thresholds are tuned with reference
to the electronic noise and a test pulser on the ASDBLR chip once a week during special calibration
runs. In practice, the low threshold is set in a way to give a uniform noise detector occupancy of 2%
while the high threshold is tuned to give a uniform probability for high threshold hits over the detector.
The ASDBLRs are coupled to DTMROC7 digitization chips. For each triggered event, 75 ns (i.e.
three bunch crossings) of the signal are digitized with different timing characteristics.
The low threshold signal (LT) is digitized in bins of 3.125 ns width. Its leading edge (i.e. the first bin in
a readout window which is high) corresponds to the arrival of the first cluster at the wire determining the
drift time and hence the distance of closest approach of the track to the wire. The trailing edge contains
the same information about the last ionization cluster and can be used for e.g. pileup suppression. The
time over threshold (ToT, i.e. the time between leading and trailing edge) contains information about
the distance the particle traveled through the straw, its deposited energy etc. and can be used for particle
identification. By design, the maximal pulse length of a real signal is about 50 ns so the readout timing
has to be adjusted with respect to the collision timing in a way that 50 ns are contained within the readout
window. This is done using cosmic and single beam events with an achieved precision below 1 ns. The
high threshold signal (HT) is only sampled three times per readout window. The mere presence of a HT
hit indicates a possible electron so no further timing is required. The tracking is done with the LT hits.
Figure 3.4 shows also some timings relevant for the readout. The readout window is adjusted relative
to the LHC clock in a way that the pulse is completely contained in the readout window. This adjustment
is made in hardware during special calibration runs once per week. The “physical” time of arrival of a
particle Tparticle is not coincident with the start of the readout window but has an offset T0 due to time
of flight and signal propagation time along the straw. This offset is calibrated offline for every run and
chip (see Sec. 3.2.5) [136]. The measured time Tmeasured contains the drift time Tdrift and this offset.
Particle Identification The TRT offers two different ways of identifying particles. For separating
pions from electrons, the fraction of high threshold hits on a track can be used. As described above,
the probability for generating a transition radiation photon and a subsequent high threshold hit is much
higher for electrons than for pions. An example plot for the onset of transition radiation can be seen in
Figure 3.5. At high values of γ (above γ = 1000), a nearly pure sample of electrons is obtained from
photon conversions. For low values of γ , all selected tracks in the event are used and assumed to have the
mass of the charged pion. As expected from the production of TR, the probability of a HT hit increases
for particles with a γ-factor above 1000, which enables the TRT to separate electrons from pions over a
momentum range between 1 GeV and 150 GeV.
The second possibility of identifying particles in the TRT is by utilizing the specific energy deposit
dE/dx in the gas volume. As an estimator for this quantity, the measured time over threshold is taken as
a starting point. After applying various corrections to accommodate for physical variation (e.g. the actual
length of the track passing through the straw varies with the distance to the wire and the incident angle
of the passing particle) a good estimator for the specific energy loss can be achieved as demonstrated in
Figure 3.5. Proton and kaon bands are clearly visible and distinguishable.
7 Digital Time Measurement Read-Out Chip
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(a) HT probability (b) ToT estimator
Figure 3.5: Particle identification with the TRT. Figure a) displays the probability of a TRT high threshold hit as a
function of the Lorentz factor, γ = Em , for the TRT end-cap region, as measured in 7 TeV collision events. Figure
b) shows an estimator for specific charged particle energy loss based on the time over threshold measured by the
TRT. The estimator demonstrates the capability to use ToT as an observable for particle identification for heavily
ionizing particles. The tracks are required to have at least one pixel, at least six SCT and at least 15 TRT hits
(figures from [130]).
3.2.2 Calorimeters
The calorimeter system is intended to stop both charged and neutral particles and measure their re-
spective energies. Due to the very different interactions of different particle species with matter there
are several types of calorimeters which enclose each other. Figure 3.6 displays a drawing where the
different calorimeters are nicely visible.
Electrons and photons undergo a cascade production reaction that involves only electrons, positrons
and photons. Those electromagnetic showers8 are comparably narrow and loose their energy on a short
length scale. The inner calorimeter layer is the “electromagnetic calorimeter” (ECAL) which is designed
for the purpose of measuring these particles.
In contrast to that any hadrons escaping (protons, neutrons, charged pions and kaons) initiate hadronic
showers that show a much larger extension, both lateral and longitudinal and have a much larger fluc-
tuation9. To contain and measure those particles as well, the ECAL is enclosed by a larger and coarser
“hadronic calorimeter” (HCAL).
The forward regions of the detector show again a different situation. Here, the flux of particles is
particularly high due to the boost of the colliding protons. The calorimeters have to be adapted to the
more demanding conditions to prevent radiation damage after a short time of operation.
8 Electromagnetic showers are characterized by the radiation length X0 as the distance after which the average energy of an
incoming electron decreased to 1/e of its initial energy due to bremsstrahlung.
9 Hadronic showers are characterized by the interaction length λ analogously to X0 for electromagnetic showers.
47
Chapter 3 Experimental setup
Figure 3.6: Drawing of the ATLAS calorimeter system with all sub-detectors [137].
Electromagnetic calorimeter
Similar to the inner detectors, the ECAL consists of a barrel part covering the region |η | < 1.475 and
an end-cap part extending up to |η | = 3.2. In the central region |η | < 2.5, the calorimeter has three
layers with the innermost having a very fine segmentation down to ∆η ≈ 0.003 to allow the precision
measurement of photons. The largest, second layer has a typical granularity of ∆η ×∆φ = 0.025×
0.025. The depth of the ECAL varies between 22 and 38 X0 depending on η .
The ECAL uses an accordion structure where steel clad lead plates are folded in a zig-zag fashion –
much like an accordion. Those absorber plates are stacked interleaved with electrodes. A gap of 2.1 mm
between the absorber and the electrode is maintained by a honeycomb spacer structure. The gaps are
filled with liquid Argon, which acts as an ionization and detection medium.
Since the boiling point of Argon is 87 K, the electromagnetic calorimeters have to be kept at cryogenic
temperatures. They are thus housed in three cryostats, one for each end-cap and one for the barrel.
Hadronic calorimeter
For the energy measurement of hadronic particles two very different techniques are employed. In the
barrel region |η | < 1.7 a sandwich structure made from steel and plastic scintillator tiles is used (Tile
Calorimeter, Tilecal). The Tilecal has a depth of 7.4λ and is located outside the electromagnetic calori-
meter (c.f. Figure 3.6). It consists of 64 wedge-like modules that form a hermetic barrel. The scintillat-
ing tiles are connected to photomultipliers using wavelength shifting fibers. Fibers from multiple tiles
are grouped together to form three layers of cells, 1.5, 4.1 and 1.8 λ thick, respectively. The first and
second layer cells have a lateral size of ∆η×∆φ = 0.1×0.1 in the first and second and 0.2×0.1 in the
third layer.
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The hadronic end-cap calorimeter (HEC) uses again a liquid Argon technique. Here, the absorbers
consist of copper plates that are stacked parallel to the beam direction. The HEC covers the range
1.5 < |η | < 3.2 and is housed in the same cryostat as the end-cap ECAL. The HEC comprises two
submodules with 24 copper plates of 25 mm and 16 plates of 50 mm thickness, respectively. Between
each pair of absorber layers, there is a gap of 8.5 mm that is filled with liquid Argon. In the center
of each gap, a segmented readout electrode is located providing a readout granularity of 0.1× 0.1 for
|η |< 2.5 and 0.2×0.2 for larger values of η .
Forward calorimeter
In the very forward direction, the calorimeter system is completed by the forward calorimeter (FCAL)
covering pseudorapidities up to |η | = 4.9. In this region, the detector has to deal with very high occu-
pancy and radiation doses. It was hence chosen to utilize the liquid Argon technique as well. To cope
with the high particle fluxes, the Argon gaps have to be much smaller than in the other sub-detectors.
This is achieved by manufacturing the FCAL from a metal matrix in which ten-thousands of holes paral-
lel to the beam axis are drilled. In these holes, small rods are inserted as electrodes with a sub-millimeter
gap remaining between rod and matrix which is then filled with Argon.
Each side of the FCAL consists of three modules, the innermost machined from copper while the
outermost consist of tungsten. The copper module is optimized for the measurement of electromagnetic
showers and has a depth of 28X0 while the tungsten modules are optimized for hadronic showers and
have a depth of 3.6λ each.
3.2.3 Muon system
The outer part of the ATLAS detector is made up by the muon systems. Muons, undergoing neither had-
ronic interactions nor emitting significant amounts of bremsstrahlung, are the only (detectable) particles
escaping the detector. For detecting and measuring the muons, an independent tracking system is in-
stalled outside the calorimeters. Figure 3.7 shows a drawing of the ATLAS detector where the muon
chambers are visible as light blue components outside the central part.
The muon system covers the pseudorapidity range |η | < 2.7. It is designed to achieve a momentum
resolution of 10% for a 1 TeV muon track. To achieve this resolution, an additional magnet system is
installed outside the central detector. It consists of eight air-core coils arranged parallel to the beam
axis that generate a toroidal magnetic field of approximately 0.5 T around the detector. In the end-cap
regions, it is complemented by the end-cap toroids, which generate a field of approximately 1 T. While
in the barrel region each coil is housed in its own cryostat, the eight coils of each end-cap toroid system
share one common cryostat.
The muon system consists of different detector types fulfilling different purposes. The precision
measurement of the muon tracks is performed by Monitored Drift Tube (MDT) chambers. They are
installed in three layers around the barrel toroid coils forming three cylinders of 5 m, 7.5 m and 10 m,
respectively. They are also installed in the forward region, where they form wheels at a distance of
7.4 m, 10.8 m, 14 m and 21.5 m from the interaction point, respectively. Only in the forward regions
(2 < |η |< 2.7) of the innermost wheels, Cathode Strip Chambers (CSCs) are used instead to cope with
the high particle rates and provide a better timing resolution.
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Figure 3.7: Drawing of the ATLAS detector with all sub-detectors [138].
The MDTs use a technique very similar to the TRT. Each chamber comprises up to 432 individual
drift tubes of approximately 3 cm diameter. The tubes are filled with a mixture of Argon and CO2 at a
pressure of 3 bar. The tubes achieve a tracking resolution of 80 µm which results in an average resolution
of ∼ 35µm per chamber. To achieve this resolution, the position of each tube and deformations of the
chambers have to be monitored with high precision. For that purpose the MDT chambers are equipped
with a special optical monitoring system that allows an alignment precision in the 100 µm regime. The
required precision is achieved in combination with a track based alignment.
The CSCs are gaseous detectors as well, but with a planar geometry and readout. Essentially they are
regular multi-wire proportional chambers (MWPC) with segmented cathode planes. The segmentation
is perpendicular in the two cathodes, so a two dimensional measurement is obtained by reading out both
cathode signals. The wire signal is not read out. The segmentation of the cathode in the bending plane
of the tracks is of the order of 5 mm resulting in a resolution of 60 µm per plane. In the other direction,
the segmentation is coarser leading to a resolution of 5 mm. The CSCs are functional for rates up to
1000 Hz /cm2, compared to a limiting rate of 150 Hz /cm2 for the MDTs.
The muon system is used not only for measuring muons, but also for providing a fast muon trigger.
For that purpose, special trigger chambers are employed that are mounted interleaved with the track-
ing chambers. The trigger chambers have to provide a fast reaction time and a high time resolution.
Some coarse spatial resolution is also required to obtain a rough estimate of the track momentum. This
segmentation is also used to provide a second space coordinate in the regions where MDTs, which by
construction can only provide a measurement perpendicular to the straw direction, are used for tracking.
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Two different techniques are chosen due to the different requirements in the barrel and the end-caps.
In the barrel, Resistive Plate Chambers (RPCs) are used which are basically parallel plate gaseous
detectors. The plates are segmented perpendicular to each other with strip widths of 25 mm to 35 mm.
The PRCs achieve a timing jitter of less than 10 ns, good enough to assign individual muons to single
LHC bunch crossings.
In the end-cap, Thin Gap Chambers (TGCs) are used. Those are again essentially MWPC detectors
where the distance between wires and cathode is smaller than between the wires. Combined with a
highly quenching gas mixture, this leads to a high rate stability and fast timing characteristics. The
cathode plates are segmented perpendicular to the wire directions so a two dimensional coordinate in-
formation can be reconstructed. In this setup, the wires are measuring the bending coordinate, while
the cathode strips measure the azimuthal direction. Wires are grouped to reduce the numbers of readout
channels, with the grouping depending on the location in the chambers to ensure the desired η resolu-
tion. The timing resolution is good enough to assign more than 99% of the measured hits to the correct
bunch crossing.
3.2.4 Trigger
At design luminosity, every 25 ns a collision happens in the center of the ATLAS detector. At this rate it
is impossible to record every event. Therefore, a fast decision system, the trigger, is employed to select
which events are to be recorded and which are to be discarded.
The ATLAS trigger comprises three levels. The Level 1 trigger (L1) runs on custom hardware and is
implemented close to the detector. The Level 2 trigger (L2) and the event filter (EF) are running mainly
on commercially available computing hardware and are commonly referred to as the high level trigger
(HLT).
The Level 1 trigger uses detector information with a reduced granularity. It can process information
from the muon trigger chambers and from the calorimeters. The L1 is mainly intended to preselect
events of possible interest. It has a maximum acceptance rate of 75 kHz and a latency of 2.5 µs. This
maximum decision time is limited by the buffers in the detector electronics which can store the inform-
ation of one bunch crossing only for that time. For accepted events, the data is transferred from the
detector to the data acquisition system (DAQ).
Accepted events are further processed in the L2. This trigger uses the full details of the detector
information, albeit only in a region of interest (RoI) around the possible trigger object. The L2 has a
maximum acceptance rate of 3.5 kHz and an average running time of 40 ms. If an event is accepted
by the L2, the full data is transferred to the EF computing farm where a full event reconstruction is
performed. Based on this information, the more complex EF trigger algorithms are run and a final trigger
decision is obtained. The EF triggering step can take up to several seconds and produces an output rate
of at most 200 Hz, which is then moved to permanent storage. Although the EF algorithms can make use
of the full detector information, the objects and physical quantities are still slightly different between
EF and the offline reconstruction. The main reason for that is the lack of calibration and correction
information, which is only derived a posteriori, based on the data taken. Also due to computing and
time restrictions, it is not possible to run e.g. very complex multivariate identification algorithms on EF
level.
For the analysis documented in this thesis a trigger combining information on jets and 6ET is em-
ployed. On L1, both trigger types rely on calorimeter “trigger towers” of a fixed size of ∆η ×∆φ =
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0.2× 0.2, which contain the full depth of both the electromagnetic and the hadronic calorimeters. Jets
are found by a sliding window algorithm. One window of the size of 2×2 trigger towers is used to find
local maxima. The energy of the candidate jets is summed over up to 4×4 trigger towers depending on
the threshold of the actual trigger. The 6ET L1 trigger is constructed using a map of all trigger towers
over the whole detector.
On L2, the jet definition is refined by using a simple clustering algorithm on smaller towers (∆η ×
∆φ = 0.1× 0.1) in a RoI around the L1 trigger jet. At L2, calibrations and thresholds can be applied
per cell, significantly improving the measurement of the energy of the jet. Due to the RoI concept, no
significant improvements of the 6ET trigger can be achieved on L2.
On EF level finally, full jet algorithms are applied to calibrated cells. Also 6ET is refined using the
full calorimeter granularity. Studies about trigger thresholds and the correspondence between energy
measurements on trigger level and on offline level are documented in Section 5.3.
3.2.5 Operating the detector
Taking data with the ATLAS detector is not a self-running task. With its large number of sub-detectors
and the high complexity of each one of them, it is not easy to monitor whether the detector is working
as intended or not.
To ensure the best possible performance of the data and the fastest possible delivery after the end
of the run, a “36-hour calibration loop” procedure has been installed. Right after the data taking, a
small portion (typically 10%) of the whole data stream is reconstructed. This “express stream” data is
examined by shifters and experts for data quality (DQ) to spot possible problems that went unnoticed
during data taking. This data is also used to verify or update calibrations of the various detectors,
to reconstruct the actual position of the beam spot and to identify and flag periods of non-optimal
conditions, e.g. due to a higher noise level in some sub-detector.
Only after all sub-system experts sign off a given run, which is to happen within 36 hours after the
end of the run, the full dataset is processed with the updated conditions and all events are reconstructed.
This full processing is then again examined by the DQ shifters and experts. Based on their findings, a so
called “Good Runs List” (GRL) is created, which lists all data taking periods where the whole detector
was in optimal running condition on the granularity of a “Lumi Block” (LB), which corresponds to one
minute of data taking.
Again, some insight into operating the ATLAS detector will be given on example of the TRT, however
very similar tasks are performed in every sub-detector. First, the task of calibrating the detector based
on data and on specific calibration information will be discussed (this part is again taken from [130]),
then some details on the monitoring of the quality of the recorded data will be given.
Event data model
Events that pass at least one of the triggers are recorded on disk. They are sorted in different data
streams according to the triggers they were selected by. Events that were triggered by an electron or
photon trigger are recorded in the “EGamma” stream. Events that caused a muon trigger are sorted into
the “Muon” stream and all other events end up in the “JetTauEtmiss” stream. Only the latter one is
considered in this work.
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After being recorded, the processing and reconstruction of the data is performed in multiple steps
following the ATLAS Event Data Model (EDM) [139]. First, the RAW byte-stream data from the
detector is grouped into Raw Data Objects (RDO), which is essentially a computational modeling of the
detector objects. On these objects all low-level reconstruction like tracking and clustering of calorimeter
cells is run and results in the Event Summary Data (ESD). This intermediate data format contains still the
relevant basic data, like a selection of individual detector hits but also some basic reconstructed physics
objects. It can be used e.g. for performing re-fits of tracks or advanced identification algorithms that
need access to individual calorimeter cells. In the next step, the underlying information is removed and
the reconstruction and identification of the physics objects is refined, resulting in the Analysis Object
Data (AOD). At this processing step, the data size is drastically reduced and the files contain only high
level physics objects. In a last step, Derived Physics Data (D3PD10) is produced.
D3PDs do not hold an object representation anymore but are “flat n-tuples”, i.e. they contain a list
of individual float and integer variables per event collected in a ROOT [140] TTree structure. In the
D3PD production step, updated recommendations of the individual performance groups like e.g. updated
calibrations can be implemented. All production steps are versioned ensuring identical reconstruction
algorithms for all reconstructions. The relevant D3PD production release for this analysis is p1512 for
simulations and p1542 for data.
Data Quality Monitoring
The first key component to ensure a stable operation and high quality data are the shifters in the control
room during operation. Indeed, the whole detector has to be supervised at all times. This does not only
cover the obvious parts like monitoring voltages, pressures, gas flows etc., but also the monitoring of the
quality of the data that is recorded. To assess the DQ, a set of histograms is defined. These histograms
show primary and derived physical quantities that allow a take on the performance of both the detector
and the reconstruction algorithms. For the TRT, those histograms comprise occupancy plots, both on hit
and on track level, resolution plots, tracking quality plots and many more. Although the human eye is
the ultimate tool in judging the quality, the sheer number of distributions to check for each run makes it
impracticable to rely on shifters alone. Automatic evaluation algorithms are needed to draw the shifters
attention to possibly problematic distributions instead.
Figure 3.8 gives an examples of a monitoring plot and an automatic check. Displayed in the plot is
the distribution of the time residuals, i.e. the difference between the measured drift time and the drift
time expected from the track fit. The large tails to both high and low values are due to outliers, spurious
hits that are falsely assigned to a given track and hits where the drift time could not be measured due to
noise. Those tails do not give any insight into the working of the detector. The gaussian core on the other
hand does, since the width is highly sensitive to the calibration applied. A very small deviation from
the ideal calibration already leads to a significant widening of that core. To monitor this, an algorithm
has been developed that iteratively narrows the fitting range of a gaussian fit until a stable solution is
reached. Thresholds can be set on both the center and the width of the fit. Exceeding these thresholds
will trigger a notification to the shifter who in turn can verify the automatic result and ask for an update
of the calibration if needed.
10 DPDs can be produced from any intermediate step in the EDM chain. They are labeled according to the base format they
are derived from, e.g. D3PD for DPDs derived from AODs, the third step in the EDM.
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Figure 3.8: Example for the “iterative gauss fit” DQ algorithm that finds a gaussian core of an arbitrarily shaped
distribution and measures its width. The fit range is iteratively narrowed based on the result of the last fit until the
width of the resulting distribution converges.
Figure 3.9 shows another example. Here the number of reconstructed tracks versus the φ coordinate
in the detector is displayed. From first principle, this distribution is expected to be flat. However
inefficiencies lead to small deficits in certain ranges, e.g. where a part of any of the tracking detectors
is permanently broken. Such inefficiencies have to be taken into account in the tracking when running
the final reconstruction. Monitoring data for these effects proves difficult for both automatic checks and
human shifter, since known inefficiencies have to be separated from new inefficiencies. To facilitate this,
an algorithm has been developed that looks for outliers, i.e. entries that are further away from the mean
of a distribution than expected from the uncertainties of the individual entries and for the flatness of a
histogram. The flatness is evaluated by fitting a sine function to the distribution and setting thresholds
on the amplitude. To enable an efficient checking even in the presence of known defects, all checks can
be done not only on absolute values but also in comparison to a given reference.
Figure 3.9 depicts the individual steps in this check. Subfigure a) shows the data alone. Four in-
efficiencies are clearly visible. Subfigure b) shows the same distribution overlayed with a reference.
Obviously, one of these inefficiencies is new (in this case it was caused by a failure in the high voltage
supply). Looking at the ratio of both distributions in subfigure c) this new inefficiency translates into
a deep dip which can easily be identified. Subfigure d) finally shows the ratio with the peak of the dip
removed and the sine fitted to the distribution. The two remaining data points at the edge of the dip
introduce a clear skew in the distribution. Both the outlier and the skew would have raised the alarm in
that case. Note that even without the two points the distribution is not completely flat but shows a small
skew with slightly lower occupancies for low angles and higher values for large angles. This is caused
by a small displacement of the beam spot with respect to the reference histogram. While this would be
detectable with the algorithm, the configuration is chosen such that a deviation in that size is below the
warning threshold.
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Figure 3.9: Example for the “outlier and flatness test” DQ algorithm. Figure a) shows the track occupancy versus
the φ coordinate. Figure b) shows the same, only overlaid with a reference distribution. A newly developed
region of inefficiency is clearly visible to the eye. Figure c) displays the ratio of the test and the reference
distribution. Figure d) shows the results of the automatic control algorithm. The data point deviating most from a
flat distribution is identified as outlier while the two neighboring points distort the subsequent fit to deviate from
a straight line. Both issues would independently result in the plot to be marked to be checked by a shifter
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Calibration
Calibrating the TRT is essential for ensuring its high precision and reliability. By design, each drift-type
detector measures a time which has to be converted into one or more spatial coordinates. This conversion
requires a mapping which is often highly sensitive to external effects and has to be calibrated regularly.
There are two different quantities requiring a regular offline calibration with collisions data. T0, the
time between the beginning of the readout window and the physical arrival of a particle originating from
the bunch crossing associated with that window. And the relation between the measured (and corrected)
drift time and the distance of closest approach of the track to the wire (r− t relation).
(a) Signal path on the frontend board (b) r− t calibration curve
Figure 3.10: Calibration of the TRT. Figure a) shows the signal path of the timing signal along one frontend
board. Readout chips are fed serially so the timing offset has to be calibrated (T0 calibration). Figure b) shows an
examples of a r− t calibration curve. The track-to-wire distance computed from the track fit is plotted versus the
measured drift time. Dots show time-slice-wise fit means of the distributions while the red curve represents the
calibration used(figures from [130]).
In hardware, the timing of the readout window can only be tuned for single readout boards in fixed
steps of 0.5 ns. Within a given board, there is still a timing spread of up to 3 ns. For the desired
resolution, a precision in the order of 100 ps has to be achieved. One of the main effects requiring offline
calibration is illustrated in Figure 3.10. The timing signal is distributed to the different DTMROCs on
a readout board serially resulting in a small offset between neighboring chips. The offset is measured
for every straw in each run and a calibration is run on the level of single chips. Straws connected to
one chip were found to show no major variations in timing. Experience shows that calibration constants
have to be updated every few weeks. The main reasons for such frequent updates are linked to the slow
drifts of the time reference provided by the LHC and replacements of single hardware components in
the readout or triggering chain.
The r− t relation is measured by comparing the measured drift time with the distance of closest
approach computed from the overall track fit. An example can be seen in Figure 3.10. This relation is
affected by changes in the high voltage or the gas composition and by the presence or absence of the
magnetic field. Since both quantities are calibrated iteratively and in parallel and are related to each
other, one point has to be fixed in the r− t relation to ensure fit convergence. This is taken to be the drift
radius of 1 mm at a drift time of 18 ns.
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Datataking performance
The data this thesis is build upon has been recorded between March and November 2012 with a center
of mass energy of 8 TeV. In that period, 22.8 fb−1 of integrated luminosity11 have been delivered by the
LHC (c.f. Figure 3.11) in 308 individual runs. The luminosity is determined using the same procedure
as described in [141] and has an uncertainty of 2.8%. 21.3 fb−1 of the delivered luminosity have been
recorded by ATLAS which corresponds to 93.5% datataking efficiency. This inefficiency is driven by the
time needed to bring the detector to full working conditions after “stable beams” have been declared by
the operators of the accelerator. After requiring all sub-detectors being in optimal conditions based on
the results of the DQ assessment, 20.3 fb−1 remain to be analyzed, which corresponds to an efficiency
of 95.5%. That implies that the detector was working so stable that more data was lost in the time
needed to actually turn on the detector than by malfunctions of individual subsystems. The recording
efficiency of every subsystem alone exceeded 99% in 2012 (c.f. [142]). The instantaneous luminosity in
that period peaked at 7.73×1033 cm−2 s−1 which corresponds to more than 40 interactions per bunch
crossing. On average, at each bunch crossing about 21 individual collisions happened. While one of
them might lead to an interesting signature, the others are so called “Pileup” events of limited physics
interest which have to be taken care of in reconstruction, calibration and simulation.
In total, 3.15 billion individual events have been recorded. 748 million of these ended up in the
JetTauEtmiss data stream and are hence considered for this analysis. After requiring the one single jet
+ 6ET trigger used for this work to be activated and all sub-detectors being in optimal conditions, 200
million data events remain to be analyzed.
11 The luminosity L relates the rate of events of a given physics process n with cross section σ and the accelerator parameters
as n = σ ×L.
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Figure 3.11: Luminosity in the 2012 data taking of the ATLAS detector. Displayed are the integrated luminosity
(a), the peak luminosity per LHC Fill (b) and the distribution of numbers of interactions per bunch crossing (c).
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3.3 Object reconstruction
Thanks to the multitude of specialized sub-detectors, ATLAS can reconstruct and identify virtually every
(meta-)stable particle being produced in collision events. Figure 3.12 depicts how different particles
leave traces in different parts of the detector.
Figure 3.12: Signatures of various objects in the ATLAS detector. Different particles interact differently with
matter leaving signatures in varying sets of sub-detectors. [143]
The other way round, observed signatures can be used to infer the nature of the particle causing them,
e.g. finding signatures in all sub-detectors well aligned with respect to each other is a “smoking gun”
for a muon.
In the following, the reconstruction and identification of the physics objects used in this analysis is
presented.
3.3.1 Jets
Jets are final state objects that are the result of strongly interacting particles (quarks and gluons). Due to
confinement, these objects hadronize immediately after production. This results in a spray of particles
which are more or less collimated. Since the originally produced partons are not accessible at meas-
urement levels, one has to find a way to classify a bundle of final state particles unambiguously as one
object.
The same question arises on the theory level as well. Due to the coupling structure of QCD, addi-
tional emissions of low energy partons or a collinear splitting are highly likely and not fundamentally
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distinguishable from a single parton at higher order calculations. For that reason, a jet definition has to
be a) “collinear safe” and b) “infrared safe” meaning the observable must not change if one a) splits a
hard object into two softer, collinear objects or b) adds an additional, low energy particle.
Finally, a jet algorithm has to perform on detector level, e.g. on calorimeter cells, in the same way
as on theory (partons) or on simulated events (simulated final state particles). Only this way one can
compare between theory, simulation and experiment.
One class of algorithms that fulfill these conditions are jet clustering algorithms. They are generally
defined by an iterative approach, where the possible constituents are pairwise clustered until a defined
stop condition is met. For the exploited jet algorithms, there are two distance measures:
di j = min
((
k2pT
)
i
,
(
k2pT
)
j
)
(∆Ri j)
2
R
diB =
(
k2pT
)
i
where k2pT is the magnitude of the transverse momentum of an object, ∆Ri j is the distance in φ–η
space and R and p are free parameters.
In each iteration, di j is computed for each pair of object and diB is computed for each individual object.
These are then collected in a list sorted by magnitude. If a di j is the smallest entry, the underlying objects
are grouped together and the list is remade. If a diB is the smallest object, it is considered as a jet and
removed from the list.
The parameter R governs the size of a jet. The larger R, the larger the resulting jets get. The parameter
p steers the priorities of the clustering process. Common choices are p = 1 (kT algorithm [144]), p = 0
(Cambridge/Aachen algorithm [145, 146]) and p = −1 (anti-kT algorithm [147]).
For p = 1, soft constituents are merged first. In some way this mimics the soft radiation process of
QCD. The advantage of the kT variant is that the substructure of the jet is preserved by the ordering of
the merging. The disadvantage is the large number of soft jets that remain not merged and is “lost”.
In the Cambridge/Aachen variant, objects are merged only according to their geometrical vicinity and
regardless of their momentum. While this preserves the substructure of a jet (the last merge is the one
over the largest distance), it leads to a highly irregular structure.
The anti-kT algorithm starts with hard objects and iteratively merges soft objects to them. This leads
to a regular structure of the hardest jets with the softer objects being interleaved between them. While
this eradicates any information of the structure, the regularity of the jet area is a highly beneficial feature
for calibration and correction for pileup events.
For ATLAS, these and some other jet implementations have been tested. The anti-kT algorithm with
a distance parameter of R = 0.4 has been shown to exhibit the best performance in a “standard” physics
analysis. Other approaches are used where the jet structure is crucial, e.g. when trying to identify highly
boosted top quarks decaying in one large jet.
On detector level, jets are formed on so called topo-clusters of calorimeter cells [148]. That means that
each individual calorimeter cell that has an energy entry above a defined noise threshold is considered
in the clustering. Clusters start with calorimeter cells having a signal to noise ratio of SN > 4. In the next
step all neighbors and neighbors of neighbors are added that have SN > 2. Finally all neighboring cells
of that cluster are added regardless of their content. In cases where the resulting cluster has two distinct
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maxima, it is split and cells lying in between the tow sub-clusters are shared.
The resulting clusters are then calibrated using a local hadronic calibration. This implies that the
“hadron-nes” of a cluster is derived from the cluster properties and a calibration is applied based on the
estimated fraction of hadronic energy in the cluster. The calibration includes corrections for invisible
and escaped energy as well as for dead material and detector effects. It also (partially) cancels the
non-compensating12 properties of the ATLAS calorimeters.
The resulting jets are then further calibrated to the Jet Energy Scale (JES) [149]. The JES contains
corrections for pileup following [150] and the direction of the jet with respect to the reconstructed
vertex. It is derived from Monte Carlo simulations by comparing the reconstructed energy of a jet with
its true energy. In a last step, residual corrections derived from auxiliary measurements are applied to
measured jets in data.
For the analysis, “baseline” jets are required to have at least pT > 20GeV and must have been re-
constructed in the region |η | < 2.8. A jet cleaning is applied to distinguish real jets from spurious
calorimeter measurements associated to beam particles, cosmic muons or noise. The cleaning is ex-
plained in [149] and the “Looser” working point is employed for this analysis. Jets failing the cleaning
but satisfy the other minimal selection criteria are flagged as “bad” jets.
A further, tighter jet selection is introduced to help distinguishing jets from hard interactions from
those originating from pileup events. It is realized by raising the transverse momentum requirement to
pT > 30GeV and requiring the jets to be reconstructed within the coverage of the tracking detectors
(|η | < 2.5). Additionally, the jet-vertex-fraction (JVF) [151] is calculated for each jet. This number
encodes the estimated fraction of the energy of a jet that originates from the primary interaction vertex
and is evaluated by matching tracks to a given jet. For central, low energy jets (|η |< 2.4, pT < 50GeV)
the JVF is required to be larger than 0.5. Jets fulfilling these criteria are flagged as “signal” jets.
3.3.2 B-jets
Jets emerging from b-quarks have a slightly different topology than “light flavor” jets. In the first had-
ronization step, the b binds with a light quark to a hadron. Typically, b-hadrons have a much longer
lifetime than light flavor hadrons, resulting in a measurable flight distance before they decay. This
results in a slight displacement of the jet with respect to other jets from the same interaction vertex.
Additionally, b-hadrons have often very distinctive decay modes, e.g. including light leptons that can be
identified even inside the residual jet activity from the hadronization process. Multiple algorithms have
been developed to identify (“tag”) b-jets based on these characteristics [152]: The IP3D tagger uses
the “impact parameter”, i.e. the displacement of the jet axis with respect to the reconstructed primary
vertex, the SV1 tagger tries to reconstruct a secondary vertex based on the tracks within the jets and the
JetFitter algorithm tries to identify decays of b- hadrons and links them to a secondary decay vertex.
The discrimination power of these three approaches is enhanced by combining them within an artifi-
cial neural network resulting in the MV1 tagger [153]. The MV1 algorithm calculates a flavor weight
between zero and one for each jet, where the jet is more likely to originate from a b-quark the higher the
flavor weight.
By choosing a fixed cut value on the flavor weight, a defined combination of efficiency for b detection
and light flavor jet rejection can be achieved. The efficiencies for various cut values are calibrated in
12 A calorimeter is called compensating if the response depends only on the energy of a stopped particle and not on the type
of the particle.
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dedicated analyses [154] using the b-quarks that are produced in the decay of top quarks as a benchmark.
The rate for light flavor jets to be erroneously tagged as b-jets is calibrated differently on an inclusive
sample [153]. For this analysis, a cut is chosen that corresponds to a detection efficiency of 60% with a
rejection factor for light flavor jets of about 600. The information about the flavor of the jet is in general
only used to separate W+jets and top quark background contributions, hence the actual choice of the
working point is not of paramount importance. It was decided to employ a cut value in the middle of
the range of working points provided. As to be seen later (c.f. Section 6.2.2) this choice results in a
sufficiently clean sample of top quark events.
3.3.3 Light leptons
Light leptons do not play a large role in the analysis presented in this thesis. Their only use is to
ensure that there is no overlap to parallel searches for events with taus and light leptons as e.g. in detail
described in [12]. Details to the reconstruction and identification of electrons and muons can be found
there and e.g. in [155, 156] for electrons and [157–159] for muons, respectively.
For this analysis only the loosest possible identification strength (“baseline”) is employed – leading
to the strongest possible veto condition. Electrons are required to have pT > 20GeV and |η | < 2.47
while muons must have pT > 10GeV and |η | < 2.4. No isolation requirement is imposed to the light
leptons.
3.3.4 Tau leptons
Tau leptons are the key signature particles in this work and many analysis steps are driven by the special
properties of the tau leptons. In general in ATLAS, “tau leptons” refers to the hadronic decay products of
the original tau leptons. Due to the unknown initial state and the various possible sources of unmeasured
energy, a reconstruction of the leptonic decay modes is de-facto impossible. Due to the neutrino in the
tau decay, the hadronic decay products do not carry the full energy of the original tau but only a fraction.
In a hadron collider environment however, this “visible” part is generally the only achievable way of
“seeing” taus. The following summary is largely compiled from [160]. A comprehensive overview of
the reconstruction of hadronic taus and the performance thereof can be found there.
The tau reconstruction is seeded by jets with a pT of at least 10 GeV reconstructed using the same
algorithms as described above (although without the JES calibration). For each jet, a tau vertex associ-
ation (TV) is performed. The TV matches good quality tracks in a cone with size ∆R = 0.2 around the
jet direction to reconstructed primary vertices in the event. The vertex which “contributes” the highest
fraction to the tau pT is chosen as reference for the tau reconstruction. For events with relatively low
total energy like Z → ττ , the tau vertex coincides in more than 90% with the vertex with the highest
total transverse momentum. For harder topologies, this number rises to more than 99%.
The visible momentum of the tau pT ,vis is calculated from the topo cluster of the seed jet. First
the barycenter of the jet cluster is calculated assuming no mass for each cell. Then the four vectors
of all cells in a cone of ∆R = 0.2 around the barycenter are recalculated using the tau vertex. The
sum of those constitutes the visible four momentum of the tau assuming again zero mass. Tracks in
the “core region” of ∆R < 0.2 around the visible tau direction are associated to the tau if they have
pT > 1GeV and at least seven hits in the silicon trackers (Pixel and SCT) with at least two of them in
the Pixel detector. Additionally, the impact parameters to the tau vertex have to fulfill |d0| < 1mm in
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the transverse plane and |z0 sinθ |< 1.5mm in longitudinal direction. Tracks fulfilling the same quality
criteria in the “isolation region” 0.2<∆R< 0.4 are needed for the calculation of identification variables.
Special care is taken to identify possible pi0 from the tau decays. Both cluster shapes and track
information in the core region are used to identify possible pi0 and assign a likelihood to them. The
information about the pi0 is used in the tau identification described in the following.
The tau objects reconstructed this way do not offer a good discrimination against jets. As outlined in
Section 2.1.4, there are some subtle differences that can be exploited to distinguish hadronic tau decays
from QCD jets. A first suppression can be gained by requiring tau candidates to have either one or
three associated tracks, since this covers 99.9% of all hadronic tau decays [3]. But even then, some
– especially high pT , quark initiated – jets can be tightly collimated as well and end up having only
very few reconstructed tracks. To increase the rejection power, a multivariate Boosted Decision Tree
(BDT) [161] discriminate implemented in the TMVA package [162] is constructed from the following
variables:
Centrality fraction fcent Ratio of the transverse energy in a cone of ∆R< 0.1 around the tau direction
over the transverse energy in a ∆R < 0.2 cone. A possible bias due to pileup is remedied by
applying a correction based on the number of reconstructed primary vertices in the event.
Leading track momentum fraction ftrack Ratio of the transverse momentum of the highest pT track
in the core region over the transverse energy in a ∆R < 0.2 cone. Again a pileup correction is
applied the same way as for fcent.
Track radius Rtrack Distance of the tracks to the direction of the tau. All tracks in the core and isolation
region are used pT -weighted.
Leading track IP significance Slead track Significance of the impact parameter of the track with the
highest pT in the core region.
Number of tracks in isolation region N isotrack
Maximum track separation ∆Rmax Maximum distance between any track in the core region and the
tau direction.
Transverse flight path significance SflightT Significance of the decay length of the secondary vertex
reconstructed from the core region tracks. Only defined for multi-track candidates
Track mass mtrack Invariant mass of the four momenta of all tracks in the core and isolation regions.
Track-plus-pi0-system mass mpi0 +track Invariant mass of the four momenta of all tracks in the core
regions and all reconstructed pi0.
Number of pi0 Npi0 in the core region.
Track-plus-pi0-system fraction ppi
0 +track
T /pT Ratio of the combined pT of all tracks and pi
0 in the
core region to the pT measured from the calorimeter measurement.
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Figure 3.13: Example distributions for discriminating variables to distinguish taus from jets. For each variable a
signal distribution from a Z→ ττ simulation and a background distribution from data applying a di-jet selection
are displayed. Figures a) and b) show candidates with one track, figures c) and d) with three tracks (all figures
from [160]).
Figure 3.13 shows example distributions for some of the variables.
A BDT is trained for one-track and three-track candidates separately on a set of true taus from sim-
ulation and jets from data, obtained by applying a di-jet selection. The signal efficiency is defined as
the fraction of true hadronic taus with n associated tracks being reconstructed as having n tracks and
passing the tau identification criteria. The background efficiency is defined as the fraction of jets being
reconstructed as taus with n tracks in a background dominated sample. Figure 3.14 displays the inverse
background efficiency versus the signal efficiency in two pT ranges. Three working points “loose”, “me-
dium” and “tight” are defined that correspond to a fixed signal efficiency, independent of the pT of the
tau candidate. Due to the selection of the input variables, the efficiency is independent of the pileup. For
this analysis, the loose working point is selected. Since two tau leptons are required, a higher efficiency
and a lower rejection are preferred to maximize the acceptance of the search.
Taus cannot only be confused with jets but also with electrons. Both one-track hadronic tau decays
and electrons have isolated tracks and collimated clusters in the calorimeters. A second BDT is trained
to distinguish taus from electrons. It uses various shower shape variables and the fraction of high
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Figure 3.14: Inverse background efficiency vs. signal efficiency for one-track and three-track tau candidates in
two different pT ranges. The red dots on the curves correspond to the three working points mentioned in the text
(all figures from [160]).
threshold hits in the TRT as input variables. The electron BDT is trained separately in different η
regions to account for the different detector capabilities. Again, three working points are defined with
the “loose” one, corresponding to 95% signal efficiency, being employed in this analysis.
The energy of the taus is reconstructed from calorimeter cells that have been calibrated for the typical
composition in jets (local calibration). Since taus have a somewhat different constitution and the energy
is reconstructed from a tighter cone, additional corrections are needed to ensure a reliable measurement
of the tau energies. These corrections are derived from simulation. Figures 3.15 a) and b) show these
calibration functions. On top of this, additional small corrections are applied to compensate a small
bias in the η reconstruction in poorly instrumented regions of the calorimeter and to energy shifts from
pileup interactions. The achieved resolution is displayed in Figures 3.15 c) and d) separately for single-
track and multi-track tau candidates in different η-regions. With about 20% it is largest for low tau
energies and goes down to about 5% for high-pT taus. In general, the resolution is better in the central
part of the detector.
Summarizing, tau hadrons have to be reconstructed with one or three tracks, must have pT > 20GeV,
|η |< 2.5 and have to pass the “loose” identification criteria for both jet and electron rejection.
Performance of the tau reconstruction
Due to the complexity of the tau decays, the reconstruction performance has to be validated and cross
checked between data and simulation. At the same time, these measurements serve to derive additional
correction factors and to determine uncertainties that come with the tau reconstruction.
For the identification algorithm this is done using tag-and-probe techniques in events with Z → ττ
where one tau decays hadronically and the other one into a light lepton. The light lepton is taken as
“tag”, while the presence of a hadronic tau candidate is required as “probe”. After a suitable event
selection, the distribution of tracks in a cone of size ∆R < 0.6 around the tau candidate direction is
fitted (c.f. Figure 3.16). Templates for jets and light leptons are derived from auxiliary measurements
taking contributions from various background sources into account. Templates for 1-track and 3-track
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Figure 3.15: Calibration functions (top row) as function of the local calibration energy and energy resolution
(bottom row) for hadronic taus. Calibration and resolution measurement are separated for single- and multi-track
tau candidates and for different η regions (all figures from [160]).
taus are derived from candidates having exactly one or three tracks in the inner core region, respectively.
The relative contributions are fitted before and after applying the tau identification, thus measuring the
effective efficiency and rejection.
By comparing the results between data and simulation, correction factors are derived. No significant
dependence on the pT of the tau is observed, hence the scale factors between data and simulation are
measured separately for single- and multi-track candidates and for barrel and end-cap regions, respect-
ively. The obtained factors are displayed in Figure 3.16. For the loose working point, they are generally
slightly larger than one. Uncertainties from the method – dominated by uncertainties on the shape and
normalization on the background templates – are propagated to the correction factors resulting in un-
certainties in the order of 3%-4%. In the analysis described in this thesis, these scale factors are applied
as a correction to the simulation and the uncertainty is considered as a systematic uncertainty on the
final results. Similar measurements are performed for the discrimination of taus and electrons and the
resulting correction factors and their respective uncertainties are applied as well.
Also the reconstruction of the tau energy is validated in data. An in-situ method is employed using
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(d) Multi-track correction factors
Figure 3.16: Sub-figures a) and b) show the distribution of the track multiplicity in a cone of size 0.6 around the
tau candidate direction before and after applying the tau identification, respectively. Theses distributions are fitted
with templates for taus and background objects to obtain the efficiency and rejection. Scale factors compensating
the difference of the tau identification between data and simulation and their associated uncertainties are derived
from these measurement, displayed in sub-figures c) and d) (all figures from [160]).
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events with one muon and one hadronic tau. The selection is similar as for the identification measure-
ment, dominantly events with Z→ ττ decays are enriched. The invisible mass of the muon and the tau
is fitted allowing the tau energy to vary between data and simulation. The effective shift is determined,
for which distributions in data and simulation agree best. Figure 3.17 shows the resulting distributions.
A difference in the order of 1% of the nominal calibration is observed. Uncertainties on this shift in the
tau energy scale are evaluated from the method and amount to below 1%. For the analysis documented
in this thesis, the correction factor is applied to simulated tau candidates and the uncertainty is evaluated
as uncertainty on the tau energy scale.
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(a) Visible mass of the muon and an 1-track tau candidate
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(b) Visible mass of the muon and an 1-track tau candidate
Figure 3.17: Distribution of the invariant mass of one muon and one reconstructed tau candidate for 1-track and
3-track candidates separately. The distributions are fitted allowing the tau energy calibration to float around its
nominal value to determine possible corrections on the tau energy calibration (all figures from [160]).
3.3.5 Missing transverse momentum
Another important quantity, both for this analysis and for SUSY searches in general, is the missing
transverse momentum 6pT and its magnitude 6ET (missing transverse energy). Momentum conservation
generally ensures that all transverse momenta in one collision event should be balanced. However, if
there are particles produced that carry away some of the energy and are not detectable in the experiment,
this balance is disturbed. In the SM, neutrinos are the obvious candidates for causing 6ET . In other
models like SUSY there are additional neutral and only weakly interacting particles, which makes large
6ET one of the key signatures for physics beyond the SM. Since it is obviously not directly measurable,
it is reconstructed from all reconstructed objects and additionally from unassociated energy depositions
in the calorimeter [163, 164]:
6Ex(y) = 6Eex(y)+ 6E
γ
x(y)+ 6Eτx(y)+ 6E
jets
x(y)+ 6ESoftTermx(y) + 6E
µ
x(y).
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Each term is the x and y projection, respectively, of the negative sum of the four momenta of the
underlying objects. In each term the objects are reconstructed and calibrated according to their “normal”
reconstruction. Terms are ranked in the order as they are summed up, e.g. if one energy deposit enters as
an electron it will not enter again as another object. 6ESoftTermx(y) contains all jets below the reconstruction
threshold of pT > 20GeV and all tracks and clusters which are not assigned to any physics object. For
those, tracks and clusters are matched to avoid double counting and exploit the higher resolution of
the tracking system for low energy objects. 6Eµx(y) is build from all combined muons that have matched
measurements in the inner detector and in the muon system and from all segment tagged muon, i.e.
muon candidates where an inner detector track is matched to a signal in the muon system but the energy
of the object was not sufficient to yield an independent measurement in the outer trackers. For combined
muons the estimated energy loss in the calorimeters is subtracted from the calorimeter contributions.
Similarly, from the same objects the total transverse energy in the calorimeters ∑ET is computed as:
∑ET =∑EeT +∑EγT +∑EτT +∑E jetsT +∑ESoftTermT
One specialty of SUSY searches is that the hadronic decay products of taus are not used as independ-
ent objects but are treated as jets for the computation of 6ET . This is common for all ATLAS SUSY
analyses. As long as the signature of the search does not comprise tau leptons, it’s only a matter of
definition. Since this search relies heavily on tau leptons, it is not so clear however.
To assess the impact of the definition of individual objects as taus or as jets, dedicated studies have
been performed which are documented in Appendix C. No indication for any bias from treating taus as
jets for the 6ET calculation are found. For this analysis the standard “SUSY style” 6ET is hence used.
3.3.6 Overlap removal
In general, one physical particle traversing the detector can be reconstructed as different objects. For
example, each tau will with a high probability also be reconstructed as a jet. The resulting reconstructed
objects will point in the same direction. To ensure that each measured signal in the detector is only
accounted for in one reconstructed object, an overlap removal procedure is applied after all individual
object reconstruction algorithms. The ranking is determined by the efficiency and rejection power of
the individual reconstruction algorithms. In general, light leptons can be reconstructed with the highest
precission, followed by taus. Jets are very inclusive in the sense that taus, electrons and real jets in the
detector are reconstructed as jets, independently of their true nature. The following scheme ensures that
each signature in the detector is attributed to the most likely source:
• A (hadronic) tau candidate is rejected if it overlaps with either an electron or a muon within
∆R < 0.2.
• A jet is rejected if it overlaps with a tau or an electron within ∆R < 0.2.
• A muon is rejected if it overlaps with a jet within ∆R < 0.2.
• Finally, an electron or a muon is rejected if it overlaps with a jet within 0.2 < ∆R < 0.4.
The last two steps aim at discarding light leptons that are generated by leptonic decays of secondary
hadrons within a jet. The overlap removal is performed on “baseline” objects, i.e. before any further
“signal” level requirements are applied.
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Simulation
For most particle physics analyses, a reliable simulation is an nonnegotiable requirement. Simulation is
used to optimize selections, predict yields and evaluate the influence of systematic uncertainties. Since
generally the cross section for the production SUSY events is relatively low, one establishes selections
where no or at least a very small number of events is expected by our current understanding. To do this,
and to assess whether the actual observed number of events is a hint for any new processes, one needs a
precise simulation of all signatures expected by the SM. Moreover one also needs simulations of signal
events to quantify the sensitivity of the established selections.
In the following some general considerations about simulation in particle physics are presented, fol-
lowed by details about the simulation of both background and signal events used for this analysis.
4.1 Simulating particle physics
Naturally, new phenomena are expected to first appear in the tails of kinematic distributions as predicted
by the Standard Model. Those tails are difficult to simulate. Theory descriptions for extreme kinematic
configurations often are lacking precision and are intrinsically difficult to calculate, e.g. the pT of the
vector boson in W+jets production. Additionally, these configurations have a very low cross section so
one needs to simulate a process with very high statistics to obtain a sufficient number of events in the
tail regions. Despite various attempts to remedy those limitations where possible by e.g. constructing
binned Monte Carlo simulations, data-driven estimates are still needed to constrain and correct those
simulations.
For the simulation of events at a hadron collider the concept of “factorization” is crucial. This term
describes the separation between the hard scattering, which happens at short distances and can be com-
puted using perturbation theory, and the long distance processes, like hadronization and the modeling
of the underlying event, which can be addressed only phenomenologically. Figure 4.1 depicts this
approach. The red part represents a hard scattering which can be computed up to higher orders of
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perturbation theory. The blue lines represent initial and final state radiations that occur from the hard in-
coming and outgoing particles. The purple part is the underlying event which describes the interactions
of the parts of the incoming protons that do not participate in the hard scattering. These are typically
processes with low momentum transfer and inaccessible for a perturbative treatment. Finally the green
part symbolizes the hadronization of partons and the subsequent showering to jets which happens at
a purely phenomenological level. Additionally, also the structure of the protons has to be taken into
account, i.e. the probability to find a given parton carrying a given fraction of the proton momentum,
which is described by the parton density function (c.f. Section 2.1.2).
Figure 4.1: Schematic view on the simulation of a proton–proton collision at the LHC [165]. Red parts denote
the hard interaction which is calculated at matrix level. Blue lines are radiation processes that are modeled in
phenomenological fragmentation models. The purple part denotes the underlying event from the proton remnants
while the green part symbolizes the hadronization to detectable final state particles.
Factorization can be exploited by sub-dividing the task of simulating events into smaller subtasks.
At the beginning one has to determine the relevant input quantities, i.e. the masses and couplings of
the considered particles. For Standard Model backgrounds this is relatively straightforward since all
relevant parameters have been measured with good accuracy. For signal samples however, the particle
spectrum has to be computed before any event generation is possible.
Simulation is done using a multitude of software packages. There are integrated frameworks, most
notably PYTHIA [166, 167], HERWIG [168, 169] and SHERPA [170–173], that simulate the full re-
action. Starting from tree-level hard interaction matrix elements, a phase-space integration is performed,
parton level events are generated and the final state particles are decayed, hadronized and showered.
Multi-particle final states are realized in the showering. The integrated frameworks take care of initial
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and final state radiation, gluon emissions etc. They also include a simulation of the underlying event.
To improve the predictions of the simulated events, more involved approaches for the matrix element
calculation are employed. ALPGEN [174] was developed to improve the description of events with
multiple final state partons. Matrix elements are computed at tree level in slices of final state partons.
This way one can e.g. simulate the production of a W boson with up to six additional final state partons
at matrix element level, which typically yields a better description than taking only the matrix element
for the boson production and obtaining the additional partons from showering. ALPGEN has to be
interfaced to one of the other codes for showering, hadronization and the underlying event.
Another approach is followed by MC@NLO [175–177] and POWHEG [178–180]. They offer a full
NLO computation of the matrix element. At NLO, there is a strong overlap between the matrix element
and the showering which has to be accounted for. Different approaches are taken to overcome this
problem. In MC@NLO the characteristics of the showering are encoded in the simulation framework
for the NLO matrix element. Counter-events with negative event weights are generated to subtract the
effect of the showering while keeping the NLO accuracy for inclusive observables. Hence it is necessary
to know the details of the showering, i.e. which simulation framework the calculated matrix elements
will be interfaced to, prior to the computation. In POWHEG, a different approach is taken. Here the
showering is required to be pT -ordered. Matrix elements are then generated up to the first emission at
NLO level. The subsequent showering (PYTHIA or HERWIG) is vetoed to stay below the momentum
scale of the first emission.
The radiation of photons from charged particles and the decay of tau leptons can be handled externally.
For SHERPA, HERWIG++ 2.5.2 and PYTHIA 8.165, the decays of tau leptons are simulated directly
in the generators, while in all other cases TAUOLA 2.4 [181, 182] is used. Final state photon radiation
is realized using PHOTOS [183].
All samples are processed either through the GEANT4-based simulation of the ATLAS detector [184,
185] or a fast simulation framework (AFII) where showers in the calorimeters are simulated with a para-
metrized description [186] and the rest of the detector is simulated with GEANT4. The fast simulation
framework is used only for top quark pair production with POWHEG and the low-pT W/Z+jets samples
simulated with SHERPA. The fast simulation is validated against full GEANT4 simulation on the tt¯
sample, where a fraction of the events were simulated in both frameworks.
The following sections give an overview of the simulated processes considered in this thesis and the
tools used to generate these.
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4.2 Background simulation
The most relevant backgrounds for this analysis are W/Z+jets and events with top quarks. For these pro-
cesses, special care has been taken for choosing a simulation. Moreover, these samples are corrected and
validated by comparing the resulting prediction to data in dedicated control regions (c.f. Section 6.2).
Dibosons production, i.e. events where two vector bosons are produced, could in principle also pro-
duce the desired final state. However, the cross sections are much smaller. Dibosons production has
hence been estimated from simulation only. Since it is not feasible to simulate QCD events in sufficient
amount, multijets production is estimated from data (c.f. Section 6.1).
For the initial comparison with data, all SM background cross sections are normalized to the results
of higher-order calculations when available.
W/Z+jets Samples of W+jets and Z+jets events with up to four jets from matrix elements (ME) are
simulated by SHERPA. To improve the agreement between data and simulation, events are re-weighted
based on the pT of the vector boson (c.f. Section 4.4.3).
W/Z+jets samples are simulated separately for events containing only light quarks at ME level (which
are assumed to be massless), events containing c- but no b-quarks, and events with b-quarks. The
simulation is binned in pT of the produced vector boson. This separations ensures higher statistics
in the tails of the various kinematic distributions. While the higher pT slices are non-overlapping by
construction, the lowest momentum regime is only covered in an inclusive sample. The overlap of
the latter with the pT -binned ones is removed by rejecting all events with a boson pT larger 40 GeV
(70 GeV in case of the Z decaying to neutrinos). For Z samples an implicit invariant mass requirement
of mll > 40GeV is applied to all events.
For the purpose of evaluating generator uncertainties, additional W/Z+jets samples are produced with
the ALPGEN generator, which simulates W and Z/γ∗ production with up to five accompanying partons.
For each parton number all leading-order graphs are taken into account. While in the bulk samples all
quarks are treated as massless and heavy quarks appear only in the showering, heavy flavor samples
are produced with heavy quarks at realistic masses in the matrix elements. The overlap between these
samples is removed using the ATLAS Heavy Flavor Overlap Removal [187] (HFOR) tool. In the ALP-
GEN samples JIMMY [188] is used for the underlying event simulation.
The theoretical cross sections for W and Z production are calculated with DYNNLO [189] with the
MSTW 2008 NNLO [190] PDF set. The same ratio of the next-to-next-to-leading-order (NNLO) to
leading-order cross sections is applied to the production of W /Z in association with heavy-flavor quark
jets.
Top quarks Top quark pair production is simulated with POWHEG. This generator was chosen from
four available ones after comparing key quantities among those (c.f. Appendix D.1). The simulation is
corrected for most recent results obtained in the differential cross section measurements in tt¯ events (c.f.
Section 4.4.4).
The detector response in the POWHEG tt¯ sample is simulated with the AFII fast simulation tool.
Taus are known to be less reliably described in AFII than in the full simulation. Extensive studies
showed, however, that the performance of the AFII tt¯ sample is comparable to that of the full simulation
for the phase space relevant for this analysis. These studies are documented in Appendix D.2.
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Alternative samples to evaluate systematic uncertainties are generated with a very similar setting as
the one used for W/Z+jets, using ALPGEN with up to four additional partons in the ME.
The inclusive tt¯ cross section is calculated at NNLO, including resummation of next-to-next-to-
leading-logarithmic (NNLL) soft gluon terms, with TOP++ 2.0 [191, 192] using MSTW 2008 NNLO
PDFs.
The production of single-top-quark events in the s- and Wt-channels is simulated using MC@NLO,
while for the t-channel ACER MC [193] is used. In all samples a top quark mass of 172.5 GeV is used
consistently.
Approximate NLO+NNLL (next-to-next-to-leading-logarithm) calculations are used for single top
quark production cross sections [194–196].
Dibosons The SHERPA MC generator is also used for simulating the production of Dibosons events
(WW , WZ and ZZ). Alternative samples for the evaluation of systematic uncertainties are generated by
POWHEG. The cross section is calculated at NLO with MCFM [197], using MSTW 2008 PDFs.
Table 4.1 gives an overview of the generators used for all backgrounds together with the versions, the
tools used for showering and the tunes of the underlying events. A detailed list of all individual datasets
is compiled in Appendix A.
Channel Generator PDF set Showering Underlying event
tune
Nominal
samples
W+jets SHERPA 1.4.1 CT10 [198] – SHERPA default
Z+jets SHERPA 1.4.1 CT10 – SHERPA default
tt¯ POWHEG r2129 CT10 PYTHIA 6.426 Perugia2011C [199]
Dibosons SHERPA 1.4.1 CT10 – SHERPA default
Single t
s-channel and Wt MC@NLO 4.06 CT10 HERWIG 6.520 AUET2B [200]
t-channel ACER MC 3.8 CTEQ6L1 [201] PYTHIA 6.426 Perugia2011C
Systematic
samples
W+jets ALPGEN 2.14 CTEQ6L1 HERWIG 6.520 AUET2B
Z→ νν+ jets ALPGEN 2.14 CTEQ6L1 HERWIG 6.520 AUET2B
Z→ ``+ jets ALPGEN 2.14 CTEQ6L1 PYTHIA 6.427 Perugia2011C
tt¯ ALPGEN 2.14 CTEQ6L1 HERWIG 6.520 AUET2B
Dibosons POWHEG r2129 CT10 PYTHIA 8.165 AU2 [202]
Signal
samples
GMSB HERWIG++ 2.5.2 CTEQ6L1 – UEEE [203]
nGM HERWIG++ 2.5.2 CTEQ6L1 – UEEE
bRPV mSUGRA PYTHIA 6.426 CTEQ6L1 – Perugia2011C
Table 4.1: Overview of the simulated samples used in this thesis for both background and signal together with the
generators, the parton distribution function, the showering and the underlying event modeling used.
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4.3 Signal simulation
Similarly to the expected background, events for various hypothetical SUSY models as presented in
Section 2.2.5 are simulated. These samples are arranged in “grids”, where two theory parameters are
varied while all others are kept constant.
For GMSB, the varied parameters are Λ between 40 TeV and 110 TeV and tanβ ranging from 2 to
62. The other parameters are fixed at 〈S〉 = 250TeV, N5 = 3, µ > 0 and CG˜ = 1. 79 samples are
simulated using HERWIG++. For the nGM model, mg˜ and mτ˜ are the only two free parameters. 70
samples are produced with HERWIG++ in a mτ˜ range of 117 GeV–337 GeV with mg˜ varying between
400 GeV and 1260 GeV for each of the stau masses. For bRPV, 125 samples are available simulated
with PYTHIA. Common parameters are A0 =−2m0, tanβ = 30 and µ > 0. m0 is varied from 400 GeV
to 2200 GeV while m1/2 is changed in the range of 200 GeV to 800 GeV.
Table 4.1 lists all used generator versions and tunes while all individual samples are compiled in
Appendix B. For all signal models, the signal cross sections are calculated to next-to-leading-order in
the strong coupling constant using PROSPINO2 [204] adding the re-summation of soft gluon emission
at next-to-leading-logarithmic accuracy (NLO+NLL) [204–208] for strong SUSY pair production.
In the computation, uncertainties due to the choices of parameters in the generation process, the PDF
uncertainties and the uncertainties on the strong coupling constant are evaluated by re-computing the
cross section under different parameters. The resulting cross section values form an envelope where
the median is taken as nominal value and the upper and lower extremes are symmetrized to yield one
uncertainty as described in [209].
4.4 Corrections of the simulation
When comparing simulation to data, one will most likely not find perfect agreement. Many differences
can be accounted for correcting individual objects or even reconstruct them differently in data and in
simulation to yield the same performance. One example for this kind of corrections are tau leptons
(c.f. Section 3.3.4), where scale factors on the event weight are applied for each reconstructed tau in
simulation to match the reconstruction performance observed in data. Other differences depend on the
properties of the full event or arise due to lack of information or precision in theoretical calculations
a priori to performing the actual measurements. Corrections of the latter type, which are used in this
work, are presented in the following.
4.4.1 Pileup re-weighting
The simulation of physics processes a priori to the data taking faces the challenge that the exact con-
ditions under which the data will be recorded are not known. This is especially critical concerning the
pileup, the soft proton–proton interactions that happen in the interaction point at the same time as the
hard interaction of interest. Ideally, one would directly simulate the distribution observed in data. On the
other hand, one needs simulated datasets prior to the actual data taking to develop and test the analysis
strategies.
To remedy this contradiction, a hypothetical distribution of the number of pileup events per interaction
is assumed. This distribution is compared to the real, observed pileup distribution and a re-weighting
is performed to ensure an agreement between the conditions in simulation and data. Unfortunately,
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the number of soft interactions cannot be measured directly. Often the average number of interactions
per bunch crossing 〈µ〉 is chosen as a measure. Figure 4.2 shows the simulated (red) and measured
(blue) distribution of 〈µ〉 for the 2012 data taking and simulation campaign, respectively. Clearly the
agreement is not sufficient to exclude a pileup bias on any prediction computed from the simulation.
In the same figure, the re-weighted distribution of 〈µ〉 in the simulation is shown in green. The shape
matches well the data after the re-weighting, however there is a systematic shift towards lower values.
This has multiple reasons: The real quantity of interest for the effect of pileup is not the number of
interactions but the activity in the detector, i.e. the number of particles from underlying interactions
per area and time, which is however only accessible in dedicated analyses. For the 2012 Monte Carlo
production, the pileup is modeled using PYTHIA 8. This modeling is known to not exactly describe
the correspondence of the number of interactions and detector activity as seen in data. To remedy this,
the number of interactions is shifted by a factor 1.09 in Monte Carlo, which was found to give the best
description of the actual background due to pileup in the detector.
Additionally, the size of the beam spot is not correctly modeled in the simulation. This results in
a different resolution power for nearby vertices in data and simulation. For this reason, the number of
primary vertices reconstructed from the tracks in an event differ between data and simulation, even if the
pileup is correctly modeled. The needed corrections to correctly describe the activity in an event result
in a situation where neither the average interactions per bunch crossing nor the number of reconstructed
primary vertices can match between data and simulation [210].
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Figure 4.2: Distribution of the mean numbers of interactions per bunch crossing as simulated (red) and as meas-
ured in data (blue). A re-weighting procedure is used to bring the shape of both distributions in agreement
(green). The remaining shift is due to a difference of the size of the beams at the interaction point between data
and simulation.
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4.4.2 B-tag re-weighting
Top quark decays pose an important background to the search presented in this thesis. To constrain
the simulation, a sample of events enriched with top quark decays, especially from tt¯ production, is
selected. In this sample data is compared to simulation (c.f. Section 6.2). The enrichment is achieved
by requiring jets identified as originating from a b-quark decay, which in turn is likely to be produced
in the decay of a top quark (given the other selection applied). The identification of b-jets is sketched
in Section 3.3.2. As explained there, the efficiency of the selection algorithms is calibrated in dedicated
studies. In the context of constraining top quark simulation with data in an event sample that is defined
using the detection of b-jets, one has hence to ensure that the identification yields the same results in
data and in simulation.
Unfortunately this is not a-priori the case. For this reason scale factors are provided that recover the
measured performance in the simulation. The corrections for b-jets depend on the kinematics of the
full event, the number of real b- and c-jets and the response of the tagging algorithm and has thus to be
computed on an event basis rather than on an object basis. The re-weighting is only applied to those
events fulfilling all kinematic requirements on the control sample to avoid any bias in selections that do
not utilize the information about b-quarks.
4.4.3 Correction of the pT of the vector boson
The calculation of the pT distribution of the vector boson in W/Z+jets production is one of the most
difficult tasks in the theoretical calculation of collisions of strongly interacting particles. Consequently,
for the simulation samples used in this analysis, previous studies have shown that the pT of the boson
is not correctly modeled in kinematic regions with high 6ET and hard jet pT where little experimental
data was available prior to the start of the LHC. This is exactly the configuration enforced by the trigger
employed in this analysis.
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Figure 4.3: Comparison of HT in the W kinematic control region with and without the boson pT re-weighting
procedure for the Sherpa W+jets and Z+jets samples. An improvement is clearly visible.
A correction factor in several bins of the simulated pT of the boson has been derived in an analysis
searching for decays of the stop quark into scharm quarks [211]. These correction factors have been
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derived in control regions that exhibit kinematic properties very similar to this search. Indeed, studies
in the kinematic control regions (c.f. Section 6.3) show a slope in the data/MC ratio for distributions
sensitive to boson pT mis-modeling. This bias is removed by applying the re-weighting factors (c.f.
Figure 4.3). Further studies on a potential bias introduced by varying jet multiplicities is documented in
Appendix D.4.
4.4.4 Correction of the differential cross section in tt¯ production
The LHC allows to measure detailed properties of processes that were hardly accessibly at all before.
Often these measurements find results that differ from the a priori expectations, especially in complex
processes that are hard to calculate to high precision. One example is the differential cross section in
tt¯ production, where the theoretical prediction is known to disagree with the most recent measurements
of the differential cross section as a function of the pT of the tt¯ system [212, 213]. To remedy this
shortcoming, events from the tt¯ simulation are re-weighted according to the simulated-pT of the tt¯
system. Weights vary in four steps from 0.997 for very low tt¯ pT (pT < 40GeV) to 0.570 for the highest
tt¯ pT slice (pT > 340GeV). Figure 4.4 shows an example distribution in a dedicated validation region
before and after applying the correction. The improvement is clearly visible. Details on these validation
studies are compiled in Appendix D.3.
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Figure 4.4: HT shape comparison with and without cross section re-weighting for the tt¯ background in a specific
validation region that is designed to highlight the effect of the mis-modeling.
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Event selection & optimization
The goal of every search analysis is to isolate “signal regions” (SR) where a number of events is pre-
dicted from a new theory that is significantly higher than the expected number of background events
from the Standard Model. The selection used in this analysis and how cuts on individual kinematic
quantities are defined is presented in this chapter. First, the general analysis concept is motivated in
Section 5.1. Then important kinematic variables that are used in the definition of the SRs are introduced
in Section 5.2. The common selection that is the baseline for all signal regions is outlined in Section 5.3
and individual optimizations for the various SRs are explained in Section 5.4. The final selections are
summarized in Section 5.5
5.1 Analysis concept
The target of this analysis are final states of SUSY particles being produced via the strong interaction
and decaying into tau leptons. More specific, gluinos and squarks are targeted at the production side,
independent of their flavor. No attempts are made to select any special initially produced particles like
i.e. third generation squarks (parallel efforts that target electroweak gaugino production with tau final
states and the decay of stop quarks via staus are followed by other ATLAS groups [214]).
On the decay side, final states with at least two hadronically decaying tau leptons are selected. This
analysis is part of a common search for SUSY in tau final states. The other target signatures are one
single hadronic tau and one hadronic tau and one light lepton. All analyses are designed to be mutually
exclusive to be combined in one common exclusion in case no excess is observed (c.f. Section 8.3.4).
To ensure this orthogonality, events containing a light lepton are vetoed in this analysis.
The focus on a production via squarks and gluinos implies that a high jet activity is expected in
the detector. Moreover, only scenarios with neutral, long-lived LSPs or neutrino-rich final states are
considered, so a large 6ET is also expected. Figure 5.1 shows the distribution of pjet1T and 6ET before
applying any analysis cut. The relative normalization of the background compared to the signal is
biased in these distribution since some selections are applied a priori to reduce the amount of data that
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Figure 5.1: pjet1T and 6ET before applying any analysis cuts except for the event cleaning. Note that a preselection
for data reduction is applied to all samples, hence a certain bias is expected. For comparison three benchmark
points from the three considered grids are shown. The much more pronounced tails in the signal simulation
compared to the background simulation are however clearly visible.
has to be handled. However, it is still obvious that all considered models exhibit significantly harder
tails than the expected SM backgrounds, which fall off rapidly. This is exploited for triggering and to
reduce electroweak backgrounds.
Based on these characteristics, a common selection is established. Since multiple promising scenarios
are studied, an individual optimization for each is performed to achieve the best possible exclusion
performance in case no sign of SUSY is found.
5.2 Important kinematic variables
Several kinematic variables are used throughout the analysis to distinguish SUSY from SM back-
grounds. The most important of these are defined below:
• mT, the transverse mass formed by 6pT and the pT of the tau lepton
mT =
√
2pτT 6ET (1− cos(∆φ (τ , 6pT ))).
The sum of the transverse masses of the two leading taus mτ1T +m
τ2
T is then used as a discriminating
variable.
• HT , the scalar sum of the transverse momenta of the tau candidates and the two jets with the
largest transverse momenta in the event:
HT = ∑all τ pτT +∑i=1,2 p
jeti
T .
• the magnitude of the missing transverse momentum 6ET ;
• the number of reconstructed signal jets Njet.
Often HT is defined to include the sum of the pT of all jets. However, with this definition it has
been found to be correlated with Njet since every additional jet adds at least its minimal pT to the sum.
To enable the independent optimization of a cut on Njet, only the two leading jets which are required
explicitly are considered in the computation of HT .
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5.3 Common selection
A basic event cleaning and preselection is applied that ensures that only well reconstructed events re-
corded with a fully functional detector enter the analysis. These preselection cuts require:
• The event originates from a data taking period included in the the GRL. This rejects pp collision
data with unacceptable detector conditions, in the way described in Section 3.2.5. It ensures that
only well reconstructed physics objects enter the analysis.
• The event has a primary vertex with at least five tracks.
• The event was not flagged as containing noise from one of the calorimeters.
• The event is not likely to contain large instrumental 6ET due to dis-functional cells in the Tile
Calorimeter.
• The event does not contain a cosmic muon candidate (muon with large impact parameter).
• The event does not contain a badly-reconstructed muon.
• The events does not contain any “bad jets” that prevail after overlap removal.
To ensure only events matching roughly the desired kinematic properties expected from SUSY and to
reduce the amount of data an initial reduction is applied. On data a trigger requiring at least 100 GeV of
6ET and pjet1T > 80GeV1 is imposed. With the initial trigger requirement applying only to data, additional
kinematic cuts are imposed to the reconstructed objects in data and simulation in order to exclude trigger
turn-on (c.f. Figure 5.2) effects. These trigger plateau cuts require the presence of at least two jets, one
with pT > 130GeV and the second with pT > 30GeV, as well as 6ET > 150GeV. The same trigger is
employed by the search for SUSY in events with no leptons and multiple jets [215]. In this context the
efficiency is studied in detail and appropriate cuts are derived to ensure the trigger has a nearly 100%
efficiency. Figure 5.2 shows the efficiency curves for both the jet and the 6ET terms of this combined
trigger. Clearly, for a cut of pjet1T > 130GeV the trigger has reached a plateau. For the 6ET term the
efficiency turn-on depends on the imposed momentum cut on the leading jet. For high momenta the
trigger reaches a plateau around the value of 150 GeV chosen for this analysis.
The structure of the trigger chosen would in principle allow for a softer pjet1T cut at the cost of a harder
6ET cut. Also a pure 6ET trigger with a similar nominal threshold would be available. Studies have shown
that the cut of pjet1T > 130GeV does not limit the signal efficiency in the interesting kinematic regions. A
higher 6ET cut, in contrast, would cut into the acceptance for some models. For this reason the combined
trigger with a relative high jet cut and a 6ET cut as low as possible is used.
The search channel for this analysis is defined by the presence of two taus fulfilling “loose” identific-
ation criteria and a pT of at least 20 GeV. Due to the requirement of two taus, the rejection power of the
tau identification is “squared”. Hence it is desirable to use the loosest available identification level to
maximize sensitivity. Additionally, a veto for events containing baseline muons or baseline electrons is
applied. This veto is not designed to improve this analysis but ensures that there is no overlap between
this search and other searches focusing on final states with light leptons.
1 The name of the trigger item is “EF_J80_A4TCHAD_XE100_TCLCW_VERYLOOSE”
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Figure 5.2: Efficiency curves of the pjet1T (a) and 6ET (b) components of the combined trigger used in this ana-
lysis (EF_J80_A4TCHAD_XE100_TCLCW_VERYLOOSE). The turn-on curves are determined by computing
the efficiency of the used trigger in a data sample that was triggered by the looser missing energy trigger
EF_XE50_A4TCHAD. The 6ET turn-on is derived after varying cuts on pjet1T . The jet turn-on is derived without
any explicit 6ET cut (except for the intrinsic cut imposed by the trigger of the underlying data sample). Red lines
indicate the threshold cuts employed in this analysis to ensure a full efficiency of the chosen trigger. Figures are
taken from [216].
After requiring the trigger plateau cuts and the presence of two taus, the background from mul-
tijets production is rejected almost completely. In the remaining events the 6ET results from a mis-
measurement of one jet while the taus are faked by collimated jets. This contribution is further reduced
by requiring the leading and sub-leading jet to be separated from 6pT by at least a distance of 0.3 in φ :
∆Φ(jet1/2, 6pT ) > 0.3.
The dominant contributions to the remaining background are W+jets, Z+jets and top quark production.
Rejection cuts for these backgrounds are optimized relative to the targeted signal as outlined in the
following section.
5.4 Optimization for individual signal models
Targeting multiple models implies that one has to consider more than one signal region to obtain op-
timal performance. Figure 5.3 shows the distributions of both HT and Njet after applying the common
selection. Displayed are the expected background as well as three benchmark points from the three
considered grids. In the HT distribution one can clearly see that all signal models exhibit shapes that are
shifted to higher values compared to the expected background. However, only in the case of GMSB it is
significant enough to serve as a dominant separator between signal and background. On the other hand,
the Njet distribution is shifted to high values for nGM while for the other models no large excess over
the SM expectation is visible in the higher jet bins. For this reason, cuts are optimized for each model
(and in case of bRPV even for two distinct regions of the grid) individually.
The analysis cuts defining the signal region for each model are chosen by statistical optimization. The
optimization is based on benchmark points for each SUSY model under investigation. They are chosen
such that their kinematic properties are representative of a wide range of the parameter space, offering
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Figure 5.3: Comparison of HT (a) and Njet (b) for three benchmark signals. All distributions are shown after
applying the common selection. For comparison three benchmark points from the three considered grids are
shown. The different behaviour of the different signal samples is clearly visible.
large inclusive τ production cross sections while not yet being excluded by former experiments.
The optimization procedure maximizes the Asimov approximation of the discovery significance [217]
zA ≡
√
2
[
(NSig+NBG) ln
(
1+
NSig
NBG
)
−NSig
]
,
where the signal yield NSig corresponds to one of the benchmark points used for optimization and the
background yield NBG is the sum of all SM backgrounds, expected for 20.3 fb−1 of data. The quantity zA
reduces to the familiar formula NSig/
√
NBG in the large-statistics limit, but provides a better description
of the Poisson fluctuations for low event yields.
In the case that uncertainties on the number of background events are taken into account, the formula
above will overestimate the expected significance and the estimate must be modified to [218]:
zA ≡
√√√√2{(NSig+NBG)ln[ (NSig+NBG)(NBG+σ2NBG)N2BG+(NSig+NBG)σ2NBG
]
− N
2
BG
σ2NBG
ln
[
1+
NSigσ2NBG
NBG(NBG+σ2NBG)
]}
Uncertainties due to limited Monte Carlo statistics are evaluated bin by bin. Additionally, a constant
uncertainty of 30% is assumed and added in quadrature to account for the various systematic uncer-
tainties. For all plots and scans the different background contributions are scaled with the respective
correction factors obtained in the background estimation (c.f. Section 6). Corresponding uncertainties
are also considered.
For background estimation and validation it is useful to have one common cut on one variable that
separates signal and background for all possible hypotheses. For this analysis HT is chosen since it is
a relatively unbiased quantity that scales mainly with the masses of the particles involved in the decay
chains of the events. The region HT < 550GeV is identified as background dominated region. Hence a
minimum cut on HT > 600GeV is required for all signal regions.
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Inclusive signal region For general considerations and for having a signal region which is maxim-
ally unbiased and minimally dependent on any assumption on the signal hypothesis, an Inclusive SR is
designed. This region will not be used in the actual limit setting but will serve as a basis for comparisons
and detailed studies.
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Figure 5.4: The sum of the mT of the two leading τ after (a) requiring separation between the leading jets and 6ET
and (b) requiring a minimal HT of 600 GeV. The vertical line indicates the intended cut value. The intended cut
clearly suppresses most of the remaining Z+jets backgrounds.
Of all expected backgrounds, the Z+jets background contribution can be addressed most easily. Fol-
lowing the definition in Section 5.2, it is expected that for Z → ττ background the transverse mass is
small since the missing transverse momentum is mainly caused by the neutrinos of the tau decays. For
the top and W+jets background a higher mT can arise from additional neutrinos involved in the decay of
a W . Similarly, in SUSY signals the missing transverse momentum is caused by the LSPs causing the
transverse mass to adopt high values exceeding those from SM background.
Figure 5.4(a) shows the sum mτ1T +m
τ2
T . Before any cut is applied, there is a clear accumulation of
Z+jets events for low regions of the mτ1T +m
τ2
T distribution. To cross check correlations between this
distribution and the minimal signal cut on HT , the same distribution is shown after a HT cut of 600 GeV
in Figure 5.4(b). Still the Z contribution is peaked for low values. A cut of mτ1T +m
τ2
T > 150GeV is
chosen yielding a good Z+jets suppression while avoiding a high rejection of signal events.
A cut on the transverse mass alone is unfortunately not enough to isolate possible signal signatures.
To suppress SM backgrounds further, a tighter cut on HT is also applied. It is employed as the main
selection variable for the Inclusive SR due to its property of being largely unspecific to any SUSY
model.
Figure 5.5 shows the obtained HT distribution after the cut on the transverse masses of the leading taus
as well as a significance scan against three GMSB benchmark points as one example. Note that the SR
is not intended to target GMSB specifically. However being a general SUSY model with a quite com-
mon mass hierarchy, the GMSB points are chosen to stand for generic possible new physics scenarios
here. The significance scan (including uncertainties) suggests a cut around 1.2 TeV. For comparison
a S/
√
S+B+∆B2 scan is also shown. This scan suggests a slightly softer cut demonstrating the de-
pendence of any optimization procedure on the measure employed for quantification of the significance.
Since this region is supposed to be as inclusive as possible, a conservative approach is taken. Selecting
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Figure 5.5: HT after requiring the transverse mass cut (a). Background contributions accumulate at low values
while signal predictions extend to higher values. (b) and (c) show scans of the discovery significance for the
GMSB benchmark points. For comparison two different significance measures are employed with the Asimov
significance being the one generally used for optimization in this analysis. The vertical lines indicate the intended
cut value. All backgrounds are scaled with their respective scale factors.
events above 1 TeV yields a good background suppression while retaining sensitivity for many physics
scenarios.
The background rejection and signal selection cuts are:
• mτ1T +m
τ2
T ≥ 150GeV
• HT ≥ 1000GeV
Starting from this minimal selection, further optimization towards the different signal scenarios are
attempted.
GMSB signal region A set of GMSB points is used as typical benchmark points in the optimization
procedure. The parameters defining those points are (a) tanβ = 30, Λ = 60TeV, (b) tanβ = 40, Λ =
70TeV and (c) tanβ = 50, Λ = 80TeV.
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Starting from the Inclusive signal region, it first was verified that indeed the cut of 1000 GeV in HT
yields also an optimal exclusion performance for GMSB. For this purpose the full exclusion, including
all systematic uncertainties, are computed for various HT cuts. Note that for these and for all following
exclusion plots in this section the “pseudo-observed” exclusion line gives the exclusion one would
achieve assuming the number of observed events to be the integer closest to the number of expected
events. It is shown to assess the influence of small changes in the expected event numbers and of the
signal uncertainties. Corresponding exclusion plots are shown in Figure E.2 in Appendix E.1. Indeed
relaxing the cut reduces the exclusion power while tightening the cut further increases the uncertainties
with no significant exclusion gain.
Starting from the inclusive region, significance scans on various variables were performed. The two
most promising ones are displayed in Figure 5.6, the rest can again be found in Appendix E.1.
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Figure 5.6: Significance scans for the GMSB signal model starting from the Inclusive SR. Displayed are the two
variables identified as yielding the largest separation power. The vertical lines indicate the intended cut value. All
backgrounds are scaled with their respective scale factors.
To optimize the reach of the analysis for GMSB, an additional cut on Njet and a tightening of the
mτ1T +m
τ2
T cut are studied, both independent on each other and in combination. A significant gain over
the Inclusive signal region can only be achieved by raising the mτ1T +m
τ2
T cut up to 250GeV while at
the same time requiring at least four jets. This set of cuts is referred to as “GMSB signal region”. A
comparison of the exclusion reach of the Inclusive and the GMSB SR is displayed in Figure 5.7. A
clearly wider reach of the GMSB SR is obvious - albeit at the cost of a larger uncertainty.
The position of the exclusion line is not a very elaborate measure in itself. At the end of the day, the
line is a contour line at a value of around 1.6 on a plane of significance values. Differing SR cuts might
however influence the overall level of the significance plane without a large effect on the position of the
actual exclusion line. Figure 5.8 shows both the significance map of the Inclusive SR and the difference
between GMSB SR and Inclusive SR across the grid. Note that the significance increases over a wide
range of parameters by a notable margin. This is especially important for the statistical combination with
other channels, where a boost of the significance in not excluded regions can contribute significantly to
a possible exclusion in the combination. It is also important that although there is a slight degradation
observed for lower values of Λ these are not very severe and by far compensated by the gain at higher
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Figure 5.7: Comparison of the exclusion reach of the inclusive and the GMSB SR on the GMSB grid. The
“pseudo-observed” line gives the exclusion achieved by assuming the closest integer to the expected number of
events as “observed” number of events. The GMSB SR performs better at the cost of a slightly higher uncertainty.
Λ. Significance comparisons for other possible cut combinations can be found in Appendix E.1.
The full list of background rejection and signal selection cuts for the GMSB SR is thus:
• HT ≥ 1000GeV
• mτ1T +m
τ2
T ≥ 250GeV
• Njet ≥ 4
Natural gauge mediation signal region To optimize the cuts for the SR targeting the nGM phys-
ics model, a slice with a fixed stau mass of 210 GeV and gluino masses varying between 860 GeV
and 1180 GeV was chosen as benchmark. Earlier studies have shown that the significance of a given
cut is nearly independent of the stau mass of a given signal point. Hence fixing the stau mass in the
optimization will not result in any bias of the resulting cuts.
The HT distribution is sensitive to the mass difference between the gluino and the other sparticles
and is shifted to higher values than the SM background for points with large gluino mass, as displayed
in Figure 5.9(a). A significance scan over different HT (c.f. Figure 5.9(b)) cuts shows that already the
minimal cut of 600 GeV is yielding a good significance for the points.
Due to the dominant g˜→ χ˜0,±1,2 qq¯ decay in the first step of the decay chain, one expects four jets from
the decay of the produced SUSY particles in the nGM signal grid. This is exploited establishing an
additional cut on the jet multiplicity as done for the GMSB SR. The jet multiplicity distribution after
the previous cuts is shown in Figure 5.9(c).
A cut on NJet ≥ 4 increases the significance for high gluino mass points visibly while not affecting
the acceptance for low mass points too much (not shown in this scan, c.f. [219]). A tighter cut on the
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Figure 5.8: Significance map for the Inclusive SR (a). The level of the 95% CL exclusion line is indicated on
the color axis. (b) shows the difference in significance between the GMSB SR and the Inclusive SR. A higher
significance is achieved in the GMSB SR especially for high values of Λ.
jet multiplicity would decrease the significance for all low gluino mass points and would result in a
search where the multiplicity of hadronic objects dominates the significance and not the presence of
taus. Moreover, different approaches for the background estimation would have to be devised. With the
current concept, requiring a large jet multiplicity in the control regions reduces the available statistics
too much. While the current extrapolation from two to four jets is well described and justified, an
extrapolation over a larger distance is hard to validate. Detailed studies are documented in Section 6.2.2.
mτ1T +m
τ2
T scales with the stau-gravitino mass difference which exceeds the W -neutrino mass differ-
ence for all models considered here. Consequently, the distribution is shifted to higher values for the
signal relative to the dominant EW backgrounds(Figure 5.9(e)). A cut value of 250 GeV at the low edge
of the optimal region is chosen to keep the maximum possible sensitivity (c.f Figure 5.9(f)).
Ways of increasing the significance by tightening cuts or cutting on other variables are tested and no
obvious further potential is identified (c.f. Appendix E.2).
Following this optimization one obtains the following cuts for the nGM signal region:
• mτ1T +m
τ2
T ≥ 250GeV
• HT ≥ 600GeV
• NJet ≥ 4
Bilinear R-parity violating signal region The bRPV model shows very distinctive phenomenology
depending on the region of the grid which makes it difficult to use a significance scanning approach.
Instead, exclusion contours are computed on the full grid for various cut combinations. These plots are
compiled in Appendix E.3.
First, a cut on HT is studied (c.f. Figure E.5). With raising the HT cut, the exclusion is pushed out to
larger values of m1/2. Selection cuts above 1000 GeV yield only very little improvement towards higher
values of m1/2 while limiting the total excluded area.
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Figure 5.9: Kinematic dsitributions and significance scans for the nGM SR after consecutively applying all cuts.
(a) and (b) show the HT distribution and significance scan of the discovery significance for the various nGM signal
points after the common selection. (c) and (d) show the same for Njet after the HT > 600GeV cut and (e) and
(f) for mτ1T +m
τ2
T after requiring Njet ≥ 4. The vertical lines indicate the intended cut value. All backgrounds are
scaled with their respective scale factors.
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Subsequently, various cuts on mτ1T +m
τ2
T are tested for HT > 1000GeV both with (Figure E.8) and
without (Figure E.6) a cut on Njet ≥ 4 and for HT > 600GeV with additionally requiring Njet ≥ 4 (Fig-
ure E.7).
Two cut sets are identified yielding optimal performance for different regions of the bRPV grid, hence
two tentative signal regions are established:
• bRPV m1/2
– mτ1T +m
τ2
T ≥ 150GeV
– HT ≥ 1000GeV
– NJet ≥ 4
• bRPV m0
– mτ1T +m
τ2
T ≥ 200GeV
– HT ≥ 600GeV
– NJet ≥ 4
The two exclusions are displayed in Figure 5.10. The individual strengths of the two regions can
clearly be seen.
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Figure 5.10: bRPV exclusion plots for the two bRPV signal regions. Systematic uncertainties are re-computed
for the chosen cut value for each plot. The “pseudo-observed” line gives the exclusion achieved by assuming the
closest integer to the expected number of events as “observed” number of events. While the m1/2 signal region
performs better along the m1/2 axis for low m0, the m0 SR has generally the wider reach along the m0 axis.
The two signal regions can be combined using for each grid point the SR with the best expected
significance. For the final statistical combination with the other final states only the bRPV m1/2 signal
region is considered since the m0 signal region is largely covered by the exclusions derived from the
search for a light lepton and a tau in the final state.
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5.5 Summary
After optimizing for different models, five similar but distinct signal regions have been defined. All
signal regions feature the same selection steps up to and including the multijets rejection cut. One
region is designed to be inclusive in a sense that its cuts do not rely on details of the assumed model.
Depending on the targeted signal model, the other regions comprise varying cuts on mτ1T +m
τ2
T and HT .
All signal specific SRs contain a cut on Njet which in intentionally omitted for the Inclusive SR. All cuts
are summarized in Table 5.1. For each of the SRs, an individual background estimate is performed and
systematic uncertainties are calculated, as presented in the following chapters.
Inclusive SR bRPV m1/2 SR GMSB SR nGM SR bRPV m0 SR
Trigger pjet1T > 130GeV, p
jet2
T > 30GeV
6ET > 150GeV
Tau leptons Nlooseτ ≥ 2
pT > 20GeV
Light leptons Nbaseline` = 0
Multijets ∆Φ(jet1/2, 6pT ) ≥ 0.3
rejection
Signal HT > 1000GeV HT > 600GeV
selection mτ1T +m
τ2
T > 150GeV m
τ1
T +m
τ2
T > 250GeV m
τ1
T +m
τ2
T > 200GeV
– Njet ≥ 4
Table 5.1: Overview of the cuts defining the different signal regions used in the analysis.
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Background estimates
As already stressed several times, a precise knowledge of the expected backgrounds is crucial for any
attempt to discover new physics. Despite the best effort of both theorists and experimentalists to come
up with reliable predictions by simulation, the complex signatures employed in SUSY searches require
background estimates that are derived from or constrained by actual measurements.
For this search, the number of real taus offers a natural choice for a classification of background.
Events that have no true tau lepton are dominated by multijets production. This process is a relevant
background for all searches at the LHC, simply due to its large production cross section. For this
analysis, not only both of the taus but also the missing transverse momentum have to result from a
mis-measurement. This class of background is particularly challenging due to the difficult simulation
of fake taus. Moreover, as a consequence of the large production cross section, Monte Carlo production
with sufficiently high statistics in the kinematic tails is virtually impossible. It is hence estimated purely
from data, the procedure is described in Section 6.1.
In the case where at least one tau lepton is real, the decay of an electroweak gauge boson into a tau
has to be involved. Those can either result from direct W+jets or Z+jets production, or come from a
decay of a top quark. These “electroweak” (EW) backgrounds are estimated from simulation, but their
normalization is constrained by measurements in dedicated control regions. This procedure is described
in detail in Section 6.21.
The background estimates are validated in dedicated validation regions (VR). For the multijets estim-
ate, the description is included in Section 6.1, the validation of the electroweak background estimates is
described in Section 6.3.
The various regimes for multijets dominated, electroweak control and electroweak validation kin-
ematics are separated by cuts on the same variables used to define the signal regions. Figure 6.1 displays
an overview of all cuts used for this purpose.
1 Of course, production of electroweak gauge bosons can also result in all-hadronic final states. For the purpose of this
analysis, this background class is indistinguishable from pure QCD multijets production, since it does also not contain any
real missing transverse momentum.
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Nτ ≥ 2
Electroweak regime Signal regime
HT
Multijets regime
∆Φ(jet1/2, 6pT ) > 0.3
Preselection, trigger cuts
Nµ = 0
Ne = 0
Validation regime
> 600 GeV< 550 GeV
yesno
Figure 6.1: Cut flow tree showing the definition of the various background regimes (and the signal regime as
detailedly outlined in Section 5). The multijets regime is used to estimate and validate background contributions
with two fake taus as described in Section 6.1. The contributions from decays of electroweak gauge bosons is
estimated in the electroweak regime (c.f. Section 6.2) and validated in the validation regime (c.f. Section 6.3).
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6.1 Backgrounds with mis-identified tau leptons
While the problem of the fake taus is unique to this analysis, fake 6ET in multijets events is common to
many SUSY searches. The so called “Jet Smearing” [220] technique has been developed in the context
of the search for SUSY in events with 6ET , multiple jets and no light leptons [215].
Nµ = 0
Ne = 0
Multijet NR Multijet VR
6ET
meff
< 0.4
Nτ ≥ 1
Multijets
regime
yesno
Figure 6.2: Cut flow tree showing the definitions of the
multijets validation and normalization regions. The nor-
malization is described in Section 6.1.3 while the valida-
tion is outlined in Section 6.1.4. For the definition of the
“multijets regime” c.f. Figure 6.1.
This method is based on the idea that the dom-
inant source of 6ET in multijets events is a mis-
measurement of one or multiple jets. Following
this reasoning, one can artificially produce events
with fake 6ET by starting from well measured mul-
tijets events (c.f. Section 6.1.1) and smearing the
measured jets within their physical response un-
certainty (c.f. Section 6.1.2).
Applying this technique results in a large set of
multijets pseudo-data. The events of this set have
artificially increased 6ET to ensure they are above
the trigger threshold. Due to the technical details
of the smearing, it is not possible to preserve a
correct normalization for this pseudo-data tem-
plate. It has hence to be normalized in a dedicated
normalization region (NR) (c.f. Section 6.1.3).
On the other hand, these events have the “true”
fake tau content as seen in data, assuming that the
presence of a fake tau lepton in a given event is
uncorrelated with the probability to get large fake
6ET . This implies that one can expect fake effi-
ciencies and all the subtleties that influence the
fake description to be “right” by construction. A
correction of a mis-modeling of fake probabilit-
ies or kinematic properties that might influence
this, should not be necessary anymore. This as-
pect is validated in a dedicated validation region
(c.f. Section 6.1.4). Figure 6.2 gives an overview
of the selection of those two regions.
The resulting normalized and validated pseudo-data can then be used to obtain a prediction for the
multijets background in the different signal regions (c.f. Section 6.1.5).
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6.1.1 Seed selection
As a starting point for the Jet Smearing, multijets events are selected from the single-jet triggers with
nominal thresholds between 55 GeV and 460 GeV2. Most of these triggers have been heavily prescaled
throughout the 2012 data taking, meaning that only a fixed fraction of all triggered events is recorded
to disk. Prescaling allows to use triggers that otherwise would result in a prohibitively large event rate.
Usually, lower thresholds imply a larger prescaling factor. This is accounted for by applying an event
weight according to the highest trigger one specific event has fired, and the prescaling in use for the
respective run. The normal event cleaning procedure and a light-lepton veto are applied to those events.
For the smearing to work, those “seed” events are required to be well measured, i.e. not having a
significant amount of missing transverse energy. Studies have shown [220] that imposing a cut directly
on 6ET results in a bias in the jet pT . Instead a cut on the 6ET significance
S =
6ET√
∑ET
< 0.6GeV
1
2
is applied. While it has been studied in detail that this cut ensures a clear multijets domination when
vetoing light leptons at the same time, this is not a priori clear for tau enriched events. To verify
this, a validation is established by requiring all steps of the seed selection plus additionally one or two
tau leptons. In simulation, no trigger requirement is imposed. All events having at least one jet of
pT > 90GeV, the plateau threshold of the lowest single jet trigger employed in the jet selection, were
considered instead.
Figure 6.3 shows both the pure 6ET and the 6ET significance S in the one tau and two tau seed selection.
The large spread of the data is owed to the fact that triggers with very high prescales are employed,
resulting in high weights of single data events3.
For the high 6ET tails of the one tau selection, the normalization of the electroweak MC is correct
within the large statistical spread of the data. One can also clearly see the strong dominance of multijets
over electroweak contributions for small 6ET and 6ET significance values.
The same holds in the two tau selection, where for small 6ET significance values the multijets con-
tribution is two orders of magnitude larger than the EW backgrounds. A clear statement about the
normalization in the tails is not possible anymore due to the large fluctuations of data events. Since the
second tau in the EW contributions is a fake tau, and those are shown to be overestimated in MC (c.f.
Section 6.2), any possible normalization error would reduce the number of non-QCD events in the low
6ET significance region.
Concluding one can safely say that the selected seed events are clearly multijets-dominated with
approximately 3% admixture of electroweak events when requiring two taus. Given the large uncertain-
ties and the low impact on the signal region estimates of multijets production in general, this possible
admixture will be neglected.
2 The names of the trigger items used for the selection of the smearing seeds are EF_J460_A4TCHAD, EF_J360_A4TCHAD,
EF_J280_A4TCHAD, EF_J220_A4TCHAD, EF_J180_A4TCHAD, EF_J110_A4TCHAD, EF_J80_A4TCHAD and
EF_J55_A4TCHAD.
3 The large event weights of the data in the seed selection is not accounted for in the error bars of the data points due to
technical reasons. Errors on data are computed as 68% Poisson confidence intervals on the actual value, not taking into
account weights, since for the main analysis all data events are unweighted.
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Figure 6.3: 6ET and 6ET significance for the seed event selection for the Jet Smearing. The top row shows distribu-
tions requiring one tau lepton, the bottom row requiring two tau leptons. All plots are before the 6ET significance
cut. A dominance of multijets events (i.e. difference between data and MC) is visible for low 6ET and 6ET sig-
nificance, respectively. Data points include partially high prescaling factors that are for technical reasons not
included in the uncertainties. The normalization of MC is taken from the nominal control regions which does not
necessarily have to be identical to the normalization in the seed selection.
6.1.2 Smearing
The selected seed events are smeared according to the observed jet energy resolution. To do this, the
response function of the energy measurement of jets has to be measured and parametrized. This is
initially done in Monte Carlo simulation by comparing the generated and the reconstructed energy of
a jet. The response functions derived this way are validated and constrained in dedicated jet response
measurements in data. Details to the techniques, the measurements and the parametrization can be found
in [220]. Figure 6.4 shows some examples of measured jet response shapes derived for this technique.
The response can be divided into a gaussian core and a tail towards low energies.
These response shapes are used to randomly vary the energy of the jets in the selected seeds. Addi-
tionally to the techniques explained in [220], also a smearing of the jet’s φ direction is performed, which
results in an improved description of the separation between the leading jets and the (fake) 6ET direction.
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ball fits and the fitting ranges determined are shown in Figure 10. Also shown are Gaussians fitted to the394
tail region. The full jet response is then the Gaussian fit in the tail region and the original MC response395
histogram outside of the tail region.396
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MCR
0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
-510
-410
-310
-210
-110
 Response from MC
 Crystal Ball fit
 Tail region
 Gaussian fit to tail
 Gaussian fit to core
(b) 140 GeV < pT(true) < 160 GeV
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Figure 10: Fitting the MC response tail. For every pT slice, a Crystal Ball function is fitted to the R
distribution in the region 0.0 < R < 1.2. The tail region is then defined as 0 < R < x¯ − ασ − 0.1 (see
Equation 22 and text). A Gaussian is then fitted in this region. Also shown is the Gaussian component
of the Crystal Ball fit, this is used in producing a sample of pseudo-data with only Gaussian smearing as
described in §9.3.2.
The response tail can now be modified by changing the shape of the Gaussian fit. This is achieved397
by multiplying the width of the Gaussian (σtail) by a factor ∆σtail. The mean of the Gaussian is fixed398
and the normalisation is set such that the value of the function at x = x¯ − ασ − 0.1 is fixed. Figure 11399
shows examples of how the response varies with the choice of ∆σtail for jets with 140 GeV < pT(true) <400
160 GeV.401
9.3.2 Determining ∆σtail and its uncertainty402
In order to test the compatability of the modified tails with the observation in the data, pseudo-data403
samples are produced with different ∆σtail values. χ2 tests are then performed between the Mercedes404
distributions in the pseudo-data samples and in the data.405
The first task of this analysis is to define the regions in which the χ2 tests are performed. This is406
important as only differences in the tail shape should be probed, and not differences in the Gaussian407
Figure 6.4: Example response shapes for different jet-pT evaluated from multijets simulation. RMC denotes the
ratio of the reconstructed over the generated transverse momentum RMC =
precoT
ptrueT
. The response shapes are used as
an input for the Jet Smearing by randomly varying the energy f jets in t e ell measured seed events to create
artificial 6ET . (from [220])
Each seed event is smeared 1000 times to obtain a probability for the kinematic configuration of
each event to fake a large 6ET signature. Since here he tau content, which is not modified by the
smearing, is of paramount importance, it is not possible t keep all smeared pseudo- ata events as is
done in other analyses. Taking every iteration would result in a collection of events that each share
the identical tau content but differ slightly in their jet content. As a result, bin-to-bin and event-to-
event correlations would be introduced, depending on the quality of the seed event and the nature of
the quantity considered. On the other hand, taking only one smear event from each seed event is not
justifie , either. Seed events might have a very different probability to result in sm ared events exceeding
the trigger thresholds of the analysis trigger, depending on their topology. This information is, of course,
important and would be lost when accepting each seed event in only one smeared version.
As a compromise, for each seed event the particle content of the first smearing iteration that satisfies
all trigger cuts is kept. Additionally, a survival probability is defined by counting how often in 1000
attempts to smear the event the resulting 6ET and pjet1T are above the trigger thresholds. This survival
probability is attributed to the event as an additional weight. Due to the weighting and the chance of
discarding events entirely, the normalization of the resulting pseudo-data sample is completely arbitrary
and has to be constrained externally.
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6.1.3 Normalization
A normalization region is defined by inverting the cuts designed to suppress the multijets background,
i.e. the ∆φ cut between 6ET and the two leading pT jets in the event. In order to further enrich the
multijets contribution, an additional cut on the variable 6ET/meff is introduced. Events containing a
reconstructed tau are vetoed to keep the normalization free of any tau related bias. The full list of
requirements used to define this normalization region is:
• Cleaning cuts
• Trigger plateau cuts
• Veto events containing an electron or muon
• ∆Φ(jet1, 6pT ) < 0.3 or ∆Φ(jet2, 6pT ) < 0.3
• 6ET/meff < 0.4
• Nτ = 0
Figure 6.5 shows distributions of all background contributions before introducing the multijets nor-
malization selection. The difference between data and the simulated backgrounds is due to the missing
multijets contribution. The enrichment of the desired contributions by the listed cuts can be seen in the
lower values for all distributions.
In the NR, a multijets normalization scale factor ωmultijets is determined as:
ωmultijets =
Ndatamultijets−NnonQCDmultijets
NQCDmultijets
(6.1)
where Ndatamultijets denotes the number of data events and the other two terms denote the number of
other background events from simulation and smeared pseudo-data events in the normalization region.
All other MC contributions are used without applying any additional scaling. Alternatively apply-
ing the correction factors obtained in the kinematic validation region for electroweak backgrounds
does not affect the obtained normalization for the multijets template (c.f. Table 6.1. A value of
ωmultijets = (1.056±0.005)×10−3 is obtained. Distributions for several kinematic variables including
the normalized smeared multijets events are shown in Figure 6.6.
In general, these distributions show a very nice agreement between data on the one hand and data-
driven multijets estimate and electroweak MC simulation on the other hand. Some deviations in the
shapes beyond the statistical uncertainties are visible, however. For the sub-leading jet pT and HT , the
estimate exhibits some structure which is not visible in data. Also the missing transverse energy is
slightly harder in data than in the smeared distribution.
The only larger difference is visible in the φ separation between the two leading jets and the missing
transverse momentum. For small separations between jet and 6pT , an excess of estimate over data for the
leading jet and a slight deficit for the sub-leading jet is visible. This implies that the fraction of events
where the 6ET arises dominantly from a mis-measurement of the leading jet is larger in the estimate than
in data. This difference is not a problem for the estimation method itself, since these “extreme” topo-
logies are rejected in the signal selection anyway. For intermediate separation regions, the agreement
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Figure 6.5: Kinematic variables used to define the multijets normalization region. All displayed backgrounds are
normalized to luminosity. The difference between background prediction and data can be attributed to the missing
multijets background.
between estimate and data is rather good. Most importantly, this difference does not translate into any
obvious problem in the kinematic variables.
To assess the significance of these deviations, the tail systematic uncertainties is applied, as described
in Section 7.5. The resulting distributions are displayed in Figure 6.7. The electroweak MC prediction
is also added to allow for an easy estimate where the multijets contribution to the total data is significant.
The uncertainties on the estimate are very large and cover all remaining differences between actual
data and multijets pseudo-data, except for small angles in the separation between jets and 6ET . Even here,
the uncertainty nearly covers the difference between data and estimate. For intermediate separations,
which are relevant for the signal selection, any difference is clearly covered.
Moreover, these plots show that the uncertainties are very conservative spanning a band which largely
exceeds remaining differences in all other distributions. The size of the uncertainties does not have a
large effect though, since only a very minor multijets contribution is expected in the signal regions. Only
the very good description of the data in the control region and the coverage of any remaining difference
within the systematic uncertainties is of importance.
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Figure 6.6: Kinematic variables in the multijets normalization region. The multijets background is taken from
smeared and normalized pseudo-data. All other backgrounds are taken from simulation without any additional
normalization scaling.
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Figure 6.7: Kinematic variables in the multijets normalization region. The red markers give the multijets back-
ground taken from smeared and normalized pseudo-data plus all other backgrounds taken from simulation without
any additional normalization correction applied. The shaded band gives the approximate effect of the systematic
uncertainties on the Jet Smearing technique. The black markers display the data distributions. For comparison of
the relative abundances, the electroweak simulation is also shown separately.
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6.1.4 Validation
The observed agreement between smeared pseudo-data and actual measurement in the normalization
region does not allow for a statement about the quality of the fake tau description by the obtained
multijets template. To assess the performance in this critical field, a validation region is derived from
the normalization region by requiring the presence of one reconstructed tau instead of vetoing any tau.
For multijets, the normalization derived in the NR is applied while the EW simulation is scaled with the
scale factors derived in the true-tau electroweak validation regions (c.f. Section 6.3.1). Note that the
normalization of the multijets template is completely tau-blind, i.e. completely relies on the fact that the
tau fakes are taken from actual data and thus should be “right” a priori.
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Figure 6.8: Kinematic variables in the validation region. The multijets background is taken from smeared pseudo-
data normalized in the NR. All other backgrounds are taken from simulation with normalization scaling derived
in the electroweak true-tau validation region.
Figures 6.8 and 6.9 show general and tau-specific kinematic distributions. The agreement is excellent
with all deviations being covered by the statistical uncertainties on the background predictions alone.
For very large and low pT of the reconstructed tau, the multijets contribution to the total background
estimate is significant. In both parts, data and the data-driven multijets estimate agree excellently. The
distribution of the transverse mass of the tau displays an equally good agreement. This is particularly
remarkable since both the fake tau and the fake 6ET enter this quantity. Note that even the feature in the
multijets contribution around 120 GeV in mτ1T is extremely well described.
To validate the normalization of the multijets template independently of the kinematic distributions
shown above, a normalization factor has been computed analogously to the computation in the NR. Note
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Figure 6.9: Kinematic variables in the validation region. The multijets background is taken from smeared pseudo-
data normalized in the NR. All other backgrounds are taken from simulation with normalization scaling derived
in the electroweak true-tau validation region.
that this factor serves only as a cross check and is not used anywhere in the analysis.
In contrast to the normalization region, the fraction of events from electroweak processes is much
higher in the validation region. A significant influence of the chosen EW scaling factors on the multijets
normalization cannot be excluded a priori. To asses the influence, the multijets normalization in the
validation region has been computed with two different sets of scale factors for the EW backgrounds.
The corrections obtained from the kinematic and the true-tau validation regions, respectively, as defined
in Section 6.3 have been chosen. The different resulting normalizations for the multijets template are
collected in Table 6.1.
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Multijets region EW MC scaling applied Resulting multijets normalization
NR Unscaled (1.056±0.005)×10−3
NR Kinematic (1.065±0.006)×10−3
VR Kinematic (0.978±0.070)×10−3
VR True-tau (1.068±0.073)×10−3
Table 6.1: Multijets normalizations derived in both NR and VR and with different scalings applied to the EW MC.
The normalizations of the electroweak backgrounds is derived in the electroweak validation regions. All derived
multijets normalizations agree within their statistical uncertainties regardless of the treatment of the electroweak
background.
All factors agree within their statistical uncertainties. Concluding, not only the assumption of the
“right” fake modeling in the derived multijets background template holds to a very large extent, but
also the choice of the EW MC scaling is of negligible influence for the normalization of the multijets
template.
6.1.5 Results
The multijets background template, obtained by Jet Smearing, normalized in the NR and validated in VR
can now be used to obtain a background estimate for the signal regions. To do this, all signal region cuts
are applied to this sample. The resulting number directly gives the expected background contributions
of multijets events in the respective signal regions.
Table 6.2 lists these estimates together with the electroweak estimates obtained from the procedure
described in Section 6.2 for comparison. Both numbers comprise all uncertainties, both statistical and
systematic. In all signal regions, the multijets contribution is less than 10% of the EW contribution.
The statistical uncertainties on the data-driven estimate vary between 36% and 84% with the systematic
uncertainties being generally similar but slightly smaller.
Signal region Expected events
Total background estimates Multijets estimate
Inclusive 2.90±0.40±0.70 0.12±0.05±0.06
GMSB 0.28±0.10±0.22 0.06±0.05±0.02
nGM 3.10±0.50±0.90 0.07±0.05±0.03
bRPV m1/2 1.09±0.19±0.39 0.11±0.05±0.04
bRPV m0 6.22±0.91±1.38 0.14±0.06±0.20
Table 6.2: Number of events predicted by the multijets and total background estimates for the different signal
regions. For both, the second number gives the statistical, the third the systematic uncertainties uncertainty.
Systematic uncertainties comprise all detector and theoretical uncertainties.
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6.2 Backgrounds with real tau leptons
Backgrounds with real tau leptons are dominated by events where an electroweak gauge boson decays
into a tau. This can happen in direct production of the bosons or in the decay chain of a top quark.
Electroweak contributions (including top quark production) can be simulated with high precision and
large statistics. Remaining discrepancies between data and MC need to be studied in dedicated control
regions (CR). These discrepancies might arise from the particular kinematics studied in this analysis
(which is rather untypical for electroweak production due to the hard requirements on 6ET and pjet1T ) or the
mis-modeling of either true or fake taus. Scale factors, obtained from comparing data with simulation
in these CRs, are used to correct these background contributions in both the control and signal regions.
Ideally, one would construct independent CRs with only one isolated background contribution in each
of them. Since this is generally not feasible, other methods have to be employed to treat correlations
between the various background sources and control regions correctly. In this analysis, the matrix
inversion method is used for this task.
In the following, first the method used to obtain scale factors and their uncertainties in multiple CRs
for multiple background sources is presented (Section 6.2.1). Then the choice of the CRs is motivated
and validated (Section 6.2.2). The resulting scale factors are presented and discussed (Section 6.2.3),
and finally the truth or fake origin of the taus in the different control and signal regions is compared
(Section 6.2.4).
6.2.1 The matrix inversion method
Consider a CR relative to background A, where NdataCR events are observed in data and N
A,MC
CR are expected
for background A. Then the prediction for this background in the signal region is obtained as
NA,predictedSR = ωAN
A,MC
SR =
NdataCR −Nother,MCCR
NA,MCCR
NA,MCSR (6.2)
where the prediction from simulation is corrected by a scale factor
ωA =
NdataCR −Nother,MCCR
NA,MCCR
. (6.3)
For the discussion of systematic uncertainties resulting from this hypothesis, the above Equation 6.2
for the background prediction can be re-interpreted in a way that defines a purely Monte Carlo based
transfer factor tA.
tA =
NA,MCSR
NA,MCCR
(6.4)
This factor is in turn applied to the observed number of data events in the control region corrected for
contaminations from other background sources.
NA,predictedSR = tA
(
NdataCR −Nother,MCCR
)
=
NA,MCSR
NA,MCCR
(
NdataCR −Nother,MCCR
)
(6.5)
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In practice, scale factors are often needed for several backgrounds. In addition, it is often impossible
to construct control regions that are reasonably pure in one background. Generally, all CRs contain
contributions from other backgrounds that might be mis-modeled as well. To address this issue, scale
factors are to be determined for all studied backgrounds simultaneously. This can e.g. be done using a
matrix inversion technique.
Assume three backgrounds A, B and C. Control region A is constructed such that it is dominated by
background A, while backgrounds B and C contribute to a lower degree. The same holds analogously
for the B and C control regions. Additionally, one can allow for some contamination from other back-
grounds that are assumed to be modeled correctly. In this analysis, this is the case for multijets events,
which are estimated with a different method but accounted for in this estimation technique, and Dibo-
sons background, which is estimated from simulation only. Equation 6.6 gives a matrix equation that
relates the observed data events and the different background predictions in each CR with scale factors
applied to correct the A, B and C contributions.Ndata1 −N
QCD,data
1 −NMC,rest1
Ndata2 −NQCD,data2 −NMC,rest2
Ndata3 −NQCD,data3 −NMC,rest3

︸ ︷︷ ︸
~N
=
NA1 NB1 NC1NA2 NB2 NC2
NA3 N
B
3 N
C
3

︸ ︷︷ ︸
M
ωAωB
ωC

︸ ︷︷ ︸
~ω
(6.6)
In this notation, Ndatai is the observed number of data events in the control region i, N
QCD,data
i is the
data-driven multijets estimate and NMC,resti is the remaining Monte Carlo contribution from events not
being of type A, B or C. In general, these are small and of minor importance in both the CRs and the
signal regions. The matrix M is obtained from the Monte Carlo expectation. The vector ~ω of the scale
factors needed to correct all three background types can be obtained by simply inverting the matrix M:
~ω = M−1~N (6.7)
This technique enables the simultaneous determination of scale factors for N backgrounds, to make
predictions and observations agree within N control regions. Moreover, this method allows for an easy
determination of the uncertainties on the scale factors, arising from the limited statistics available, and
the correlation between them. This is achieved by means of toy Monte Carlo4. The scale factors are
evaluated multiple times, where in each iteration the input numbers are randomly varied within their
respective uncertainties. For simulated events a gaussian probability density function (pdf) is assumed,
while data is sampled following a Poisson distribution. By computing the covariance matrix for each
iteration, one obtains a measure of the uncertainty on the scaling factors due to the limited statistics
available for both data and simulation in the control regions. This automatically takes into account all
correlations between and within the control regions.
Finally, the same toy MC method can be used to obtain the background uncertainty in the signal
region, now including correlations between control and signal regions. For a given background, yields
obtained in the control and signal regions are statistically independent. Thus, together with the input
4 “Toy Monte Carlo” refers to a method often used in statistics in particle physics. It is usually employed when to obtain
probability distributions for computations that depend on multiple quantities that are derived from a large simulated dataset
in the first place. Instead of repeating the full simulation many times, the quantities resulting from the initial simulation are
randomly varied within their uncertainties and the computation is repeated many times with the altered quantities
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numbers in the CRs, the MC background prediction in the SR is separately smeared for each iteration,
then scaled with the data-driven scalings derived for each iteration. This results in a distribution for the
predicted background in the SR, with a width that is determined by the statistical uncertainty of all input
values and their correlations.
The entanglement between the scale-factor uncertainties in the CR and the MC statistical uncertainty
in the SR can be evaluated by comparing this distribution with and without sampling the pure MC
prediction in the signal region.
6.2.2 Control regions
After all cuts, the dominant backgrounds are W+jets, top consisting of tt¯ and single top production and
Z+jets with the Z boson decaying into two taus. To obtain a data-driven estimate for those backgrounds
following the method outlined above, three control regions are defined. Each of these is dominated by
one of the backgrounds to be estimated. Depending on the cut on mτ1T +m
τ2
T employed in the signal re-
gion, two of these regions use varying cuts on mτ1T +m
τ2
T themselves to reproduce the relevant kinematic
properties of the signal regions as closely as possible.
Design of the control regions To ensure an optimal similarity between SRs and CRs, all selection
cuts up to and including the QCD rejection are applied a priori. Since all signal regions feature a minimal
HT cut of HT > 600GeV, an inverted cut of HT < 550GeV is applied as a separation cut for all CRs.
This cut ensures the orthogonality of control and signal regions and keeps the contamination of the CRs
by possible signal events low.
The separation of Z from the other backgrounds by means of a cut on mτ1T +m
τ2
T comes natural since
the cut on this variable has been introduced to reduce Z contamination in the first place. Figure 5.4
in Section 5 shows the distribution of mτ1T +m
τ2
T used to derived the Z suppression cut. The same
distribution suggests that a cut on mτ1T +m
τ2
T < 80GeV leads to an enrichment of the Z content in the
CR.
Also the separation between W and top by means of a b-tag cut is a natural choice, since the produc-
tion of a W boson in a top decay goes always together with a b quark.
For the W and top CRs, a minimal cut of mτ1T +m
τ2
T > 150GeV has to be applied to reduce Z contri-
butions as in the SRs.
To ensure the best possible congruence between control and signal regions, cuts on mτ1T +m
τ2
T and
Njet remain to be optimized. In principle, loose CR cuts are desirable to increase the available statistics
hence reducing uncertainties on the background estimate. At the same time, it has to be ensured that the
difference between control and signal region cuts does not introduce a bias in the estimation technique.
To quantify this, scalings are computed with incremental tightening of the Njet and m
τ1
T +m
τ2
T cuts in
the W and top CR.
Figure 6.10 (left hand side) shows the values and uncertainties of the computed scale factors with
increasingly tighter Njet cuts. The dashed line shows the nominal choice with its statistical uncertainty
indicated by the yellow band. Up to and including a cut on at least four jets, all scale factor predictions
lie within the uncertainty band on the central scale factor. For higher jet multiplicities, the uncertainty
on the scale factors increases strongly, making the use of the corrections obtained that way questionable.
Indeed, the distribution of the jet multiplicity is found to be well described in MC (c.f. Figure 6.11).
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Figure 6.10: Change of the computed scaling factor with tighter Njet cuts (left column) and with tighter m
τ1
T +m
τ2
T
cuts (right column). All other control region cuts are fixed to the nominal values. The final choices are indicated
by a dashed line. For the plots showing the dependency on mτ1T +m
τ2
T the nominal value is shown separately for
the regions below and above 200 GeV respectively. The yellow bands show the (statistical) uncertainties on the
nominal choices.
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(b) W200/Top200 control region
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(c) Z control region
Figure 6.11: Njet in the control regions with the computed scaling factors applied. For this comparison the W and
the top control regions are unified. Plots are shown for both sets of CRs requiring mτ1T +m
τ2
T > 150GeV and
mτ1T +m
τ2
T > 200GeV, respectively. The jet multiplicity is well described, even up to high multiplicity tails.
A similar scan is displayed in Figure 6.10 (right hand side) for the mτ1T +m
τ2
T cut. The nominal choice
is separated in regions below and above mτ1T +m
τ2
T = 200GeV. The changes of the Z scaling are a
result of the correlations between the scale factors, since the Z CR itself is not modified. The W scaling
exhibits a good stability across the full range. For cuts above 210 GeV, the uncertainties increase rapidly.
For the top contribution on the other hand, there is a clear drop in the scale factor visible between
190 GeV and 200 GeV. Figure 6.12 shows the underlying mτ1T +m
τ2
T distribution as well as its constitu-
ents’ distributions in the top CR. The change in the scale factor coincides with one single bin in the
mτ1T +m
τ2
T distribution, where data fluctuates up above the simulation prediction. Otherwise the data is
well described. A cross check in the underlying mτ1T and m
τ2
T distributions shows no fundamental differ-
ences between data and simulation as well. Two bins show slight upward fluctuations, while the overall
distribution is well described in MC.
The difference in the top scale factor is most likely the effect of a statistical fluctuation. To remedy this
bias, two sets of control regions are defined with mτ1T +m
τ2
T cuts of 150 GeV and 200 GeV, respectively.
In the following, these regions are referred to as W150/Top150 and W200/Top200.
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Figure 6.12: Distributions of the transverse masses mτ1T , m
τ2
T of the two reconstructed taus and the sum m
τ1
T +m
τ2
T
in the top control region. Besides the general good agreement, one single bin having a significant over-fluctuation
of data is visible in the mτ1T +m
τ2
T spectrum around 200 GeV.
Control region cuts and yields Figure 6.13 gives an overview of the kinematic cuts of the elec-
troweak control regions. Figure 6.14 shows the definition of the CRs and the SRs in the HT –m
τ1
T +m
τ2
T
plane and illustrates the orthogonality between the regions. Figure 6.15 finally displays the leading jet
pT distributions in each of the CRs, demonstrating the dominance of one background contribution as
intended.
The yields for the various uncorrected background contributions and their uncertainties together with
the observed data events are compiled in Table 6.3. A possible contamination by signal events is studied
separately as discussed in section 8.2.
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W CR Top CRZ CR
mτ1T +m
τ2
T
Nb-jets > 0
yes
Electroweak
regime
> 150/200 GeV
no
< 80 GeV
Figure 6.13: Cut flow tree showing the definitions of the electroweak control regions. For the definition of the
“electroweak regime” c.f. Figure 6.1.
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Figure 6.14: Overview of the kinematic definitions of the control and signal regions. The two main kinematic
variables employed to separate these are HT on the x-axis and m
τ1
T +m
τ2
T on the y-axis. Multiple SRs are defined
by varying cut combinations on these two quantities and additional Njet cuts (c.f. Section 5). CRs for W and top
are sub-divided by using b-tagging information.
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(b) Top control region
Ev
en
ts
 / 
25
 G
eV
10
20
30
40
50
60
70
80
-1
 L dt = 20.3 fb∫
 = 8 TeVs      
Data 2012 Standard Model
W+jets Z+jets
Top Quarks Dibosons
 = 50β = 80 TeV tan ΛGMSB - 
 = 40β = 70 TeV tan ΛGMSB - 
 = 30β = 60 TeV tan ΛGMSB - 
 [GeV]1Jet
T
p
100 150 200 250 300 350 400 450 500D
at
a/
SM
 
1
2
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Figure 6.15: pjet1T in the three control regions defined for the analysis. The dominance of a single background in
each region is clearly visible. All simulated backgrounds are shown uncorrected. The difference between data
and simulation demonstrates the need for scaling factors.
Control region W+jets Top Z+jets Other All MC Data
backgrounds
W150 132.1±4.9 44.7±2.0 21.6±1.7 7.4±1.6 205.8±5.8 161
Top150 8.5±0.3 102.9±2.9 2.5±0.7 1.3±0.3 115.2±3.0 103
W200 55.8±3.3 21.9±1.5 12.9±1.2 3.7±0.5 94.3±3.9 71
Top200 3.9±0.6 53.6±2.2 1.5±0.4 1.0±0.3 60±2.3 43
Z 45.5±2.9 28.4±1.9 107.2±3.0 1.3±0.3 182.4±4.6 210
Table 6.3: Contributions of different background channels and observed events for the control regions defined for
the analysis. “Other backgrounds” comprises the data-driven multijets estimate and Dibosons estimated from
simulation. Uncertainties are statistical only. These event numbers are used to calculate the scalings correcting
the normalization of the simulation.
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6.2.3 Scale factors
For all numbers computed in this section, the data-driven multijets estimate, as described in Section 6.1,
is taken into account. It is treated – together with the Dibosons background – as “other backgrounds”.
The influence of these additional contributions is found to be negligible as expected and they are hence
neglected in all plots.
Background Scale factor
W+jets 0.62±0.12
Top 0.90±0.11
Z+jets 1.44±0.16
(a) mτ1T +m
τ2
T > 150GeV Scalings
Background Scale factor
W+jets 0.58±0.19
Top 0.70±0.13
Z+jets 1.51±0.18
(b) mτ1T +m
τ2
T > 200GeV Scalings
Table 6.4: Measured scale factors for Standard Model background contributions and their uncertainties arising
from limited MC and data statistics in the control regions. For the two sets of CRs with differing mτ1T +m
τ2
T cuts
only the top scaling changes significantly, as expected.
The scaling factors and their uncertainties are obtained by using the matrix inversion method outlined
in Section 6.2.1 on the control regions defined in Section 6.2.2. The resulting scale factors are listed in
Table 6.4. Histograms showing the distributions are displayed in Figure 6.16.
Correlation factors are listed in Table 6.5. There is a significant anti-correlation between W and top
on one hand and W and Z on the other hand, while top and Z are nearly uncorrelated. The reason for this
behavior lies in the larger admixtures of both Z+jets and top in the W control region, while the top and
Z CRs are much purer themselves. This anti-correlation has to be taken into account when computing
the uncertainties on the background expectation due to the limited statistics in the control region and in
the signal region. The obtained expected numbers of background events for the different signal regions
are compiled in Table 6.6.
W+jets Top Z+jets
W+jets 1 -0.35 -0.44
Top -0.35 1 -0.08
Z+jets -0.44 -0.08 1
(a) mτ1T +m
τ2
T > 150GeV CRs
W+jets Top Z+jets
W+jets 1 -0.33 -0.55
Top -0.33 1 -0.06
Z+jets -0.55 -0.06 1
(b) mτ1T +m
τ2
T > 200GeV CRs
Table 6.5: Correlations between the obtained scale factors. Z and top are uncorrelated while the other combina-
tions of scale factors show significant anti-correlations.
The overall effect of the scalings is visible in Figure 6.17 in which scaled and unscaled pτ1T distri-
butions are shown side by side before any mτ1T +m
τ2
T cut and with the two cuts applied for the control
regions. Independently of the mτ1T +m
τ2
T cut, the distributions in data are well described by the final
background estimates. More comparison plots are displayed in Figures 6.18 to 6.21 showing different
kinematic variables in the different control regions. The scaled simulation matches nicely in both shape
and normalization the observed data in all cases within the respective statistical uncertainties.
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Figure 6.16: Distributions of the computed scale factors. Each entry corresponds to one iteration of toy Monte
Carlo with all input quantities varied randomly within their statistical uncertainties. Shown are the distributions
for the cut mτ1T +m
τ2
T > 150GeV in red and for the cut m
τ1
T +m
τ2
T > 200GeV in blue. The change in the central
value of the top scaling can be attributed to one single bin showing an upward fluctuation.
Signal region Background estimates Top fraction W fraction Z fraction
Inclusive 2.88±0.34stat±0.21sf 20% 44% 19%
GMSB 0.28±0.08stat±0.04sf 18% 47% 13%
nGM 3.14±0.39stat±0.30sf 52% 25% 21%
bRPV m1/2 1.09±0.17stat±0.08sf 29% 44% 17%
bRPV m0 6.22±0.61stat±0.66sf 51% 30% 13%
Table 6.6: Background estimations and their associated uncertainties due to limited MC statistics in the signal
region (“stat”) and the statistical uncertainty on the scale factors due to limited data and MC statistics in the
control regions (“sf”). Numbers include all backgrounds including multijets from separate estimate and Dibosons
from MC. Fractions include all scalings for the respective channels.
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(d) mτ1T +m
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T > 150GeV, scaled
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Figure 6.17: pτ1T after requiring separation between jets and 6ET (first row) and with the two mτ1T +mτ2T cuts applied
for the two sets of control regions, respectively, with and without the computed scaling factors applied. An overall
improvement of the data/Monte Carlo agreement is visible, under all selections shown.
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Figure 6.18: Various kinematic variables unscaled (left column) and scaled (right column) in the W control region.
An overall improvement of the data/Monte Carlo agreement is clearly visible.
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Figure 6.19: Various kinematic variables unscaled (left column) and scaled (right column) in the top control re-
gion. An overall improvement of the data/Monte Carlo agreement is clearly visible.
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Figure 6.20: Various kinematic variables unscaled (left column) and scaled (right column) in the Z control region.
An overall improvement of the data/Monte Carlo agreement is clearly visible.
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Figure 6.21: Invariant mass of the two tau candidates after applying the scale factors in the Z control region. The
expected mass peak together is visible with a good agreement in both data and simulation.
6.2.4 Truth-composition of the control regions
One major issue for all tau-based analyses is the modeling of taus in the simulation. As outlined above,
the separation of taus and jets is challenging in itself, and a correct simulation of this difference even
more so.
Ideally, one would determine the influence of true taus and fake taus separately. Unfortunately, in this
analysis one always has to deal with a mixture of true and fake taus. A separation is not possible without
changing the particle types required, which in itself is likely to introduce a bias into the estimate. An
attempt for such a separation is attempted in Section 6.3 and employed as a cross check.
Instead of separating true and fake taus, one can also ensure that the composition is similar in the
signal and control regions. Since reconstructed true taus are in general much better described in simu-
lation than fake taus, a large difference in this composition would introduce a wrong estimation of the
background in the SR.
For this verification, the number of reconstructed true taus per event, i.e. the reconstructed taus that
overlap with the visible decay products of a generated tau within a cone of ∆R< 0.2, is evaluated in the
various control and signal regions. Figures 6.22 and 6.23 show the distribution of these numbers. It can
be seen that for both W+jets and top backgrounds signal and control regions are clearly dominated by
events containing one true tau (≈75%). While for top a small number of events with two truth-matched
taus is observed in all regions, a small fraction (less than 10%) of W events in the control region contains
no truth matched tau.
For Z+jets in the Z control region, the largest fraction of events contain two true taus. This is not the
case for the small contributions of Z+jets events in the signal regions. Here, some part of the background
has one fake and one true tau. Assuming the same difference between the truth and the fake scale factor
as computed for the similar W sample in Section 6.3, this would shift the Z scale factor down towards
unity. In the W control region there is a sizable content of Z events which do not have any truth-matched
taus. Those contributions originate from Z → νν events, where two jets are mis-identified as taus. To
assess the effect of including this component in the Z estimation procedure, all scalings are recomputed
with taking Z→ νν directly from MC while only scaling the Z→ ττ component. As expected, top and
Z scale factors stay virtually identical, while the correction factor for W is notably larger. It increases
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Figure 6.22: Number of reconstructed true taus per event in the control regions.
123
Chapter 6 Background estimates
Truth Matched Tau Multiplicity
0 1 2 3
Ev
en
ts
0
0.5
1
1.5
2
2.5
3
3.5
4
-1
=8 TeV, 20.3 fbs
Standard Model Multijets
W+jets Z+jets
Top Quarks Dibosons
=600 GeV1/2=600 GeV m0bRPV - m
 = 210 GeV
τ∼
 = 940 GeV mg~nGM - m
 = 30β = 60 TeV tan ΛGMSB - 
(a) Inclusive signal region
Truth Matched Tau Multiplicity
0 1 2 3
Ev
en
ts
0
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9
1
-1
=8 TeV, 20.3 fbs
Standard Model Multijets
W+jets Z+jets
Top Quarks Dibosons
=600 GeV1/2=600 GeV m0bRPV - m
 = 210 GeV
τ∼
 = 940 GeV mg~nGM - m
 = 30β = 60 TeV tan ΛGMSB - 
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Figure 6.23: Number of reconstructed true taus per event in the signal regions.
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from ditauWScaling to 0.77±0.12. The resulting effect on the signal region expectations is very small,
however. The largest difference is observed in the GMSB signal region with a relative increase of the
background expectation of 19%. The statistical uncertainty on this expectation amounts to 33%, let
alone the 79% systematic uncertainty on this number. In all other signal regions, the relative change is
below 10%. For this reason it was decided not to assign an extra uncertainty for this effect.
Another aspect in correcting the MC modeling of taus is the actual source of a reconstructed tau. It
is well possible that the fake probability might be different for different objects. To determine the true
origin of a tau candidate, a multi step matching scheme is applied:
1. If a tau candidate matches within a cone of ∆R< 0.2 to a truth lepton (electron, muon or tau) it is
a lepton.
2. If a tau candidate matches within a cone of ∆R < 0.2 to a jet which is tagged as a heavy jet
(originating from c or b quark decays) it is a heavy quark fake.
3. If a tau candidate matches within a cone of ∆R< 0.2 to a quark originating directly from a W→ qq¯
decay it is a W quark fake.
4. If none of the above applies, the tau candidate is matched to the light quark or gluon in a cone of
∆R < 0.4 around the direction of the reconstructed tau having the largest transverse momentum.
The tau truth de-composition for all control regions and signal regions is shown in Figures 6.24
and 6.25, respectively. The composition for the individual channels is very similar between signal
regions and the respective control regions. One of the most striking features is the fact that for fakes
in top events a significant fraction originates from heavy quarks, while for W events fakes are entirely
dominated by fakes from light quarks and gluons. This might provide some insight in the difference
between the scaling factors for W and top events, although a more thorough study on the details is left
to the simulation experts and would be much beyond the scope of this thesis.
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Figure 6.24: Truth source of a tau candidate in the control regions. The algorithm used to determine the source is
described in Section 6.2.4. Numbers 1-5 correspond to up-bottom quarks, 7-9 to light quarks from W decays, 11,
13 and 15 to electron, muon and tau, respectively, and 21 to gluons.
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Figure 6.25: Truth source of a tau candidate in the signal regions. The algorithm used to determine the source is
described in Section 6.2.4. Numbers 1-5 correspond to up-bottom quarks, 7-9 to light quarks from W decays, 11,
13 and 15 to electron, muon and tau, respectively, and 21 to gluons.
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6.3 Validation
The background estimation technique for multijets events is validated in a specific validation region
requiring one (fake) tau. This validation shows an excellent agreement (c.f. Section 6.1.4). At the end
of Section 6.2.3, the performance of the employed background estimation technique for the dominant
electroweak backgrounds is demonstrated within the used control regions. Additional validation checks
are compiled in this section. First cross checks in dedicated validation regions are presented in Sec-
tion 6.3.1. These allow for a consistency check of the scale factors and for a validation of the modeling
of the HT variable. The other main selection variables are validated with a signal-region like selection.
It is blinded in the region where signatures of new physics are expected to show up to avoid actual
signal contamination (c.f. Section 6.3.2). Finally, the independence of the analysis and the background
estimates of the pileup conditions is proven (Section 6.3.3).
6.3.1 Validation with differing particle content
To validate the electroweak background estimate, validation regions (VRs) are designed that differ from
the nominal selection in the requested particle content. These regions serve a dual purpose:
In the most general approach, a difference of Monte Carlo to data for this search channel can arise
both due the rather specific kinematics and due to mis-modeling of both true and fake taus. In the case
where both taus are fake, the single dominant background is multijets production. It is addressed using
the Jet Smearing technique to emulate the overall event kinematics and taking the fake taus from data.
As argued before, a clear separation of the different effects is nearly impossible for events with real
taus, since the selected final state consists of a mixture of true and fake taus in one event for all relevant
backgrounds. This can be partially overcome by the use of VRs with differing particle compositions.
These regions can also be used to test the extrapolation of the scale factors. To avoid any effects
by possible signal events the HT distributions can only be checked up to HT < 600GeV in a nominal
two-tau selection. Above that value, the signal regions begin. With a different particle content, one is
a priori free of any of the targeted signal. This is not entirely the case for tau rich final states however.
Since taus can also decay into muons or be identified as jets, a signal from a two-tau final state can still
be present in e.g. a muon-jet selection. The level of contamination is much lower due to the smaller
branching ratios, such that the HT distribution can be evaluated up to higher values.
Design of the validation regions To disentangle the different effects to the best possible level,
three additional validation regions are defined5. Those validation regions share all kinematic cuts with
the nominal regions. Some very small multijets contribution is found in kinematic contributions where
the missing transverse momentum is opposite to the leading jet but not aligned to the sub-leading. This
is accounted for by additionally rejecting those events. The requirement of one isolated signal muon
and one additional jet is imposed to mimic the selection of one true and one fake tau in the kinematic
region. In the true tau region, a requirement on one tau and one jet is imposed. Here, the effective tau
identification ensures a dominance of true taus over fake taus. To enrich fake taus, one tau and one
muon is required. Due to the high efficiency and purity of the muon identification, this requirement
selects events where one muon comes from the decay of an electroweak boson and the tau is faked by
5 For the sake of consistency, the same tau identification and overlap removal procedure is applied in all of the regions as in
the main selection.
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a jet. The three regions are again split into W and top quark dominated parts. The validation of Z+jets
backgrounds is not possible in this way, since the Z decays always in two leptons of the same flavor.
All validation regions include a control region by requiring HT < 550GeV and the sum of the trans-
verse masses of the two defining objects to be larger than 150 GeV6, thus mirroring the CR cuts in the
nominal selection. This technique allows to compare the derived scale factors and checking the HT
distribution up to high levels at the same time. The selection cuts for all VRs and their subsequent CRs
are summarized in Table 6.7.
Kinematic region True tau region Fake tau region
W Top W Top W Top
Trigger plateau pjet1T > 130GeV, p
jet2
T > 30GeV
6ET > 150GeV
Taus Nlooseτ = 0 N
loose
τ = 1 N
loose
τ = 1
Light leptons Nbaselineµ = 1 N
baseline
µ = 0 N
baseline
µ = 1
Nbaselinee = 0
QCD rejection ∆φ (jet1,2, 6ET ) ≥ 0.3 AND ∆φ (jet1,2, 6ET ) ≤ pi−0.3
W/top separation Nb-jet = 0 Nb-jet ≥ 1 Nb-jet = 0 Nb-jet ≥ 1 Nb-jet = 0 Nb-jet ≥ 1
VR cuts HT < 1200GeV HT < 800GeV
CR cuts HT < 550GeV
mµT +m
jet3
T > 150GeV m
τ1
T +m
jet3
T > 150GeV m
τ
T+m
µ
T > 150GeV
Table 6.7: Overview of the definition validation regions and their respective control regions.
Figures 6.26 and 6.27 show the true and fake tau content in the true and fake tau dominated CRs,
respectively. As expected, the regions are largely dominated by the contributions for W+jets. For top
quarks, there is a larger admixture of non-desired events. In the true tau region, there is a non-negligible
fraction of fake tau events, while in the fake tau region the fraction of events having a true and a fake
tau is approximately equal. This has to be considered when interpreting the results. Both regions show
a negligible fraction of events with more than one tau candidate.
6 Note that here only the equivalents of the control regions employing a cut on mτ1T +m
τ2
T > 150GeV are documented.
Completely analogues studies are performed on regions having an corresponding cut at 200 GeV. While the numbers are
slightly different, still all numbers are consistent between the various regions.
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(d) True tau top control region
Figure 6.26: True tau (top row) and fake tau (bottom row) content of the events in the true tau control region. Both
regions are clearly dominated by events containing only one true tau.
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Figure 6.27: True tau (top row) and fake tau (bottom row) content of the events in the fake tau control region. The
W content in the W validation region consists of nearly 100% fake taus. For top there is a roughly 50% fraction
of both true and fake taus.
Computing scale factors For the validation, scale factors are derived from the control regions with a
similar method as for the nominal control regions, only reduced to a 2×2 matrix. The correction factors
are determined independently for the three regions applying the cuts listed as “CR cuts” in Table 6.7.
They are listed in Table 6.8.
Kinematic CR True tau CR Fake tau CR
W+jets Scaling 0.97±0.02 0.85±0.02 0.75±0.07
Top Scaling 0.97±0.02 0.98±0.02 0.87±0.05
Table 6.8: Computed scaling factors and their uncertainties arising from limited MC and data statistics in the
validation control regions. The uncertainties are much smaller than for the nominal backgrounds. Top and W
show significantly different behaviour.
One finds that the kinematic scalings for both W and top quarks are compatible with unity. The
corrections applied (c.f. Section 4) compensate remaining discrepancies in the simulation. For the true
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tau region, the scaling factor computed in the top dominated region is nearly identical to the kinematic
scale factor, while for W+jets it is significantly lower. The reconstruction efficiency for real taus is
somewhat over-estimated in the simulation of W+jets events. In the fake region, one finds a value
smaller than one in both the W and the top dominated regions. Again, the simulation over-estimates the
reconstruction efficiency for fake taus.
Assuming that the different effects of mis-description in the simulation are not correlated, the overall
correction factors can be interpreted as the product of three fundamental scaling factors ωkin, ωtrue and
ωfake describing the necessary corrections due to kinematics, true tau modeling and fake tau modeling,
respectively. Under this assumption, the scale factor in the kinematic control region would be identical
to ωkin. The scale factor in the true and fake tau regions are the product of ωkin with ωtrue and ωfake,
respectively. Vice versa, the fundamental scale factors can be computed from the measured factors in
the three regions. They are listed in Table 6.9.
ωkin ωtrue ωfake
W+jets 0.97±0.02 0.88±0.03 0.77±0.07
Top 0.97±0.02 1.01±0.03 0.89±0.05
Table 6.9: De-composed scale factors for the influence of kinematics, true tau and fake tau description. These
component scalings are derived from the validation control regions.
The full scaling factors ωW and ω t , measured in the nominal control regions, can be interpreted as
being the product ω =ωkin×ωtrue×ωfake of all three fundamental scalings. For the W CR this approach
yields an expected scale factor of ωWexp = 0.66± 0.07 (to be compared to the measured ωW = 0.62±
0.12). For the top control region, one would expect ω texp = 0.87±0.06 (to be compared to the measured
ω t = 0.90± 0.11). In both cases, the expected and observed scalings agree within their respective
uncertainties. This consistence gives a good confidence in the validity of the employed method.
The evaluation of the fundamental scale factors is performed assuming a 100% purity of either true
or fake taus in the validation regions. While for W this holds to a good approximation, for top quarks
it is not the case. A cross check is done assuming the top fake tau validation region consists of 50%
fake and 50% true taus. In this case, the fake scaling factor reduces to ω tfake = 0.77± 0.11, while the
expected nominal scale factor would reduces to ω texp = 0.75± 0.11. While this is clearly below the
observed value, it is still consistent within the statistical uncertainties. Again, this approach neglects
that the events in all regions are actually a mixture of true and fake events. For a fully consistent picture,
a full simultaneous fit in all control and validation regions separating all backgrounds in truth and fake
tau events would be necessary. The good agreement under different simplifying assumptions proves,
however, that the chosen method is indeed working as intended and more detailed studies are left for
future iterations of this analysis.
Validation of the HT shape With the correct normalization determined for the three validation re-
gions, the shape of the HT distribution can be evaluated to higher values as possible in the nominal
control regions. Figure 6.28 shows the respective distributions up to a level where signal events could
begin to have an effect. All distributions show an excellent agreement between data and simulation.
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Figure 6.28: Distributions of the HT variable in all three validation regions, subdivided for top and W dominated
regions. The plots are shown up to a level where possible signal events could begin to play a role. An excellent
agreement is achieved. The validation of the mτ1T +m
τ2
T and Njet distributions is discussed in Section 6.3.2.
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6.3.2 Validation with blinded data
While the validation regions presented in Section 6.3.1 offer a conclusive way to check the consistency
of the scaling factors and validate the shape of the HT distribution up to high values, they offer no
way to validate the description of the other two main selection variables. For mτ1T +m
τ2
T , two taus
are needed, which is not fulfilled in the validation regions. Exchanging a tau for another particle is
useful for achieving similar kinematic configurations but it does not help to validate the modeling of
mτ1T +m
τ2
T since the invisible neutrino of the tau decay is missing. For Njet, the validation in the VRs is
not conclusive, since additional requirements on the jet multiplicity are made.
For those reasons, mτ1T +m
τ2
T and Njet is validated with signal region-like cuts. All requirements up to
the separation cuts between jets and 6ET are imposed. Additionally, mτ1T +mτ2T > 150GeV is required to
suppress Z+jets contributions. The HT cut is inverted to HT < 550GeV to avoid any signal influence.
The resulting distributions are shown in Figure 6.29. Good agreement between data and simulation is
visible over the full range of the distributions.
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Figure 6.29: Distributions of the main selection variables in a signal-like region. The minimal cut of mτ1T +m
τ2
T >
150GeV is applied and both data and simulation are blinded above HT = 550GeV (c.f. figure a)) to avoid any
influence by possible signal events. Both the mτ1T +m
τ2
T and the Njet distribution show an excellent agreement
between data and simulation. The validation of the HT shape is discussed in Section 6.3.1.
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6.3.3 Pileup robustness of the background estimate
The pileup, i.e. the influence of spurious collisions and detector activity not associated with the hard
interaction, is of paramount importance. This holds even more for searches which focus on the tails of
kinematic variables like 6ET or HT that are by construction sensitive to all activity in the detector. Suitable
measures are taken in the object reconstruction to account for pileup and to suppress the effect in the
analysis, e.g. by requiring jets to originate from the primary interaction vertex. The agreement between
simulation and data is improved by re-weighting the simulated pileup conditions to the observed ones
(c.f. Section 4.4.1).
Despite all these efforts, the independence of the employed background estimation techniques of
the pileup conditions still has to be evaluated. The most thorough way to achieve this is to prove the
independence of the analysis of the pileup conditions. Ideally, this would be done by splitting the
analysis for different conditions and comparing the results. A re-computation of scaling factors and
background predictions in bins of pileup conditions is however not viable, given the low statistics in the
various control regions. Instead, key kinematic distributions are compared in three bins of pileup for
low, medium and high activity.
This comparison is performed on the full expected background distributions. It is carried out after
requiring all trigger and preselection cuts and the presence of two hadronic taus. Since the comparison
is only based on simulation, no measures for signal suppression have to be taken. To obtain a cross
check in a less statistic limited region, the same control plots are constructed for the kinematic and true
tau validation regions defined in Section 6.3.1 omitting the upper cut on HT .
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Figure 6.30: Distributions of the mean interactions per bunchcrossing µ (a) and the number of reconstructed
vertices (b) binned in three mean interactions per bunchcrossing bins for the kinematic validation region. The
two quantities are clearly correlated yet not identical, but the devised separation yields three configurations of
different detector activity.
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Figure 6.30 shows the distributions for the mean interactions per bunch crossing and the number of
reconstructed primary vertices per event for the three activity bins. All distributions are normalized
to unity for each bin. This sanity check proves that the subdivision describes three distinctive activity
regions.
Figure 6.31 shows the studied distributions in the nominal control regions. All distributions agree
within their statistical uncertainties. Even for the high tails, there is no obvious bias visible.
Figures 6.32 and 6.33 show the same or comparable distributions in the kinematic and true tau valid-
ation regions. Again, even with the much higher statistics available here, no bias can be observed.
Since all cuts and estimates rely on the distributions studied here, one can safely conclude that the
impact of the pileup on the result of the analysis is negligible. Moreover, to determine the systematic
uncertainty on the pileup modeling the distribution is shifted by 5% up and down, which for sure covers
all deviations that may still be present.
136
6.3 Validation
 [GeV]1Jet
T
p
0 100 200 300 400 500 600 700 800 900 1000
-510
-410
-310
-210
-110
1
<14µ
<22µ≤14
µ≤22
(a) pjet1T
 [GeV]1τ
T
p
0 50 100 150 200 250 300 350 400 450 500
-510
-410
-310
-210
-110
<14µ
<22µ≤14
µ≤22
(b) pτ1T
 [GeV]T,missE
0 100 200 300 400 500 600 700 800 900 1000
-510
-410
-310
-210
-110
1
<14µ
<22µ≤14
µ≤22
(c) 6ET
 [GeV]TH
0 200 400 600 800 1000 12001400 16001800 2000
-410
-310
-210
-110
<14µ
<22µ≤14
µ≤22
(d) HT
 [GeV]2τT + m1
τ
Tm
0 100 200 300 400 500 600 700 800 900 1000
-310
-210
-110
<14µ
<22µ≤14
µ≤22
(e) mτ1T +m
τ2
T
Figure 6.31: Distributions of important kinematic variables binned in three mean interactions per bunch crossing
bins after requiring two hadronic taus. All distributions agree within their statistical uncertainties.
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Figure 6.32: Distributions of important kinematic variables binned in three mean interactions per bunchcrossing
bins for the true-tau validation region. All distributions agree within their statistical uncertainties.
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Figure 6.33: Distributions of important kinematic variables binned in three mean interactions per bunchcrossing
bins for the kinematic validation region. All distributions agree within their statistical uncertainties.
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6.4 Summary
In this chapter, the estimation techniques for the expected backgrounds from SM processes have been
presented. Both for multijets and for electroweak backgrounds, methods have been employed to derive
or constrain the background estimations from actual data. For all background estimates, a convincing
performance and an excellent agreement between data and estimates have been found in different valid-
ation studies. The obtained estimates are the basis for the determination of systematic uncertainties and
the evaluation of the actual results obtained in the signal regions, presented in the following chapters.
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Every measurement is subject to uncertainties. Some are of statistical nature, which means they are
limited by the available amount of individual measurements and can be reduced by repeating the ex-
periment. Other errors do not scale with the available statistics. They generally arise from the limited
knowledge of the experimental conditions. This kind of uncertainties are referred to as systematic un-
certainties.
In this analysis, systematic uncertainties arise predominantly from the estimation of the number of
background events in the signal regions, but also from uncertainties in simulating the efficiencies to
detect possible signal events. Various sources can lead to a bias in these estimations, such as uncertainty
on the luminosity, modeling of the detector response or identification efficiencies for certain objects.
Many of these possible sources of uncertainties are studied and quantified, as described in the following.
7.1 Concepts
For the discussion of systematic uncertainties it is more useful to consider the prediction of the number
of events in the SR by means of transfer factors as described in Equation 6.4 rather than by scaling
simulation to match the data. As demonstrated in Section 6.2.1, these two approaches are equivalent.
In the transfer factor interpretation, however, all dependencies on the simulation are absorbed into the
transfer factor which is then applied to data, while the scale factors have a mixed dependency on data
and MC. Since systematic uncertainties are evaluated by varying the simulation, it comes natural to
consider the transfer factors.
The approach of transferring an observed number of events in a control region into the signal region
using a transfer factor relies on the assumption that the shape of the observable used to separate the
regions is well reproduced in Monte Carlo. This assumption is tested by varying detector parameters
that could alter this shape and by studying directly how it depends on the fine tuning of parameters in
the event generation process.
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Every simulated event is modified according to the studied systematic uncertainty (e.g. rescaling jet
energies to study the influence of a possible bias in the energy measurement of jets). The analysis is
re-run on all signal and background samples under the same systematic variation. The full background
estimation for the background with real taus is repeated on the modified sample yielding a new total
background estimate that might differ from the nominal value. To obtain relative uncertainties, the
relative difference of the yields on the modified samples to the yields in the nominal samples is com-
puted. The total uncertainty comprising all systematic uncertainties is then computed as the quadratic
sum of all individual uncertainties. In cases where uncertainties are provided as up and down variation
separately, those are symmetrized, i.e. the average of the absolute values of the two is used.
Due to this approach, the influence of systematic variations on different background contributions can
weaken or compensate each other. One example of weakening is the jet energy scale uncertainty in the
Inclusive SR (c.f. “JES up” in Table F.2 in Appendix F). On the Z+jets sample this variation leads to a
23% increase of the expected number of events in the SR. Since Z+jets contributes only about 20% of the
total and the effect of increasing the jet energy scale on the other backgrounds is only small, the effect
on the total background expectation is only about 8%. An example of compensation effects can e.g.
be observed for the Z generator uncertainties. Exchanging the generator for Z leads to a large decrease
of the expected yield. However Z and W are strongly anti-correlated by the background estimation
technique, hence the W expectation increases. These two effects partially cancel so the net effect on the
total background expectation is much larger than the effect on the individual channels.
Since these cancellations are only effective when taking all background channels into account, the
total number for the systematic uncertainty is much larger for the individual channel than for the com-
bined total background yield.
Many of the predicted cross sections for the Standard Model backgrounds have very large theoretical
uncertainties in the extreme kinematic region studied by this analysis. Their influence on the analysis is
removed by measuring the background expectation on the data as described in the various chapters on
background estimates in this note. Instead, the statistical error of the data sample in the control region
and secondary effects such as the uncertainty associated to the extrapolation from a control region into
the signal region enter the analysis.
7.2 Uncertainties from machine and detector performance
All uncertainties here relate to uncertainties on the detector response or the reconstruction performance
for a certain object. These are derived and quantified by the various performance groups that also study
and provide the reconstruction algorithms. For reference, the software packages used for the individual
sources of uncertainties and their versions are listed in Table F.1 in Appendix F.1.
Jet energy scale The relation between a calorimeter signal and the corresponding jet energy is not
known precisely. This uncertainty on the jet energy scale (JES) is determined in MC studies, where
nominal results are compared to samples with varied hadronic shower and physics models, alternative
detector configurations and by a data vs. MC comparison of the jet response as function of η . Additional
corrections are taken into account for close-by jets in the region |η | < 2.9 where a sufficiently good
double jet resolution is provided. All techniques are documented in [221], while the actual size of the
uncertainties has been updated to match the data taking performance in the 2012 8 TeV measurements.
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Changes in the jet energies are propagated to 6ET by the following relation:
Emiss,newx,y = E
miss,old
x,y +∑
jets
poldx,y −∑
jets
pnewx,y . (7.1)
These variations are applied before the jet-tau overlap removal step, i.e. also to all objects that are
later identified as taus. This is important since taus are treated as jets for the computation of the missing
transverse momentum.
Furthermore, jet energy scale and tau energy scale are treated as uncorrelated, because the methods
and measurement employed to derive and constrain the energy scale calibrations are very different and
no significant overlap is expected.
Jet energy resolution The jet energy resolution (JER) can only be simulated with finite precision
by the GEANT4 detector simulation. The agreement between the jet energy resolution in data and
simulation has been studied using the spread of the pT imbalance in di-jet events and with different in-
situ techniques. Methods are described in [221], while again the individual numbers have been updated.
Deviations have been found to be in the order of 10% depending on pT and η of the jet. All jets in
an event are smeared uncorrelated and randomly with a Gaussian of mean one and a standard deviation
according to the jet resolution measurements.
The modified jet energies are propagated to the 6ET calculation following Equation 7.1. These cor-
rections are applied before the jet-tau overlap removal, so these uncertainties are applied to the tau
candidates as well as far as the 6ET measurement is considered.
Tau energy scale Systematic uncertainties for the tau energy scale (TES) are determined in Monte
Carlo truth studies varying parameters affecting the tau energy reconstruction and evaluating the influ-
ence on the energy scale. Largest uncertainties are found to come from the hadronic shower model and
the data-simulation difference. These results are documented in [160]. A few examples of tau perform-
ance studies are also documented in Section 3.3.4. The uncertainty depends on pT , η and the number
of associated tracks of the tau candidate and is ranging from 2% up to 4%.
The systematic influence of the tau energy scale is evaluated in the same way as described for the jet
energy scale. Scaling of the taus is not propagated to the missing transverse energy since the definition
of 6ET does not include a tau term; since all selected taus are seeded by jets, the influence of varying
energy scales is already covered in the jet energy scale studies.
Tau identification Systematic uncertainties on the tau identification (Tau ID) efficiency for the 2012
dataset, in general, depend on the tau identification algorithm, the kinematics of the τ sample, and the
number of associated tracks. Several studies are performed using tag and probe methods, one of them
using Z→ ττ events while the other one uses W → τν events. They are documented in [160]; a short
overview is also compiled in Section 3.3.4. In a similar way, also the uncertainty on the electron-tau
separation is derived.
To evaluate the resulting systematic effects on the analysis, the MC samples are re-weighted. The
total event weight is increased or decreased by the measured uncertainty for each selected tau object.
When performing this efficiency re-weighting, only τ candidates are considered that can be matched to
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simulated real taus or electrons, respectively. The modeling of fake taus from jets is addressed by the
various background estimation techniques.
In general, the effect of mis-modeled tau identification in MC is largely compensated by the applied
background scaling methods. The uncertainties described above are only effective in the background
contributions estimated from Monte Carlo only. In data-driven estimates they cancel to a large extent.
Missing transverse energy The missing transverse energy is affected by all kinds of fluctuations
in the energy measurement of objects in the ATLAS detector. Variations of the jet and tau energies are
hence propagated to the 6ET calculation as described in the respective sections. Those contributions are
the main uncertainties on the 6ET measurement.
Additionally, the influence of uncertainties on “soft terms” (ST), related to objects below the recon-
struction thresholds and energy depositions in the calorimeter which cannot be related to physical ob-
jects, is quantified. For those terms, a scale uncertainty is evaluated varying the individual magnitudes.
Also a resolution uncertainty is included by applying a smearing depending on the total deposited energy
in the calorimeter.
Pileup influence The influence depends on the model assumed for the determination of the pileup
conditions in the data. To quantify this effect, the analysis is repeated with changing the nominal value
for the average interactions per bunch crossing in data by 10% and the relative deviations from the
nominal analysis has been taken as the influence of systematic uncertainties related to the pileup.
The analysis additionally requires a JVF cut for the definition of signal jets. This cut is source of
an individual uncertainty which directly affects the ability to separate activity from pileup events from
activity from hard interactions. To evaluate this uncertainty, the nominal cut value for the JVF cut is
varied to emulate the uncertainty on the cut definition.
B-tag efficiencies Since in the analysis b-tagging is used to separate top and W contributions in the
control regions, the uncertainties on the b quark identification techniques has to be evaluated. For the b-
tagging, uncertainties based on the efficiencies for tagging jets from c quarks and from b quarks as well
as the mis-tag rate are studied. The three sources on uncertainties are treated as statistically independent
and have all been varied both up and down.
Trigger efficiencies For the Jet + 6ET trigger used, no special treatment of trigger systematic uncer-
tainties is necessary. As described in Section 5, trigger plateau cuts on both the leading jet pT and 6ET
ensure a 100% efficiency of the trigger in data in selected events. In Monte Carlo, no trigger requirement
is made but the plateau cuts are applied directly to ensure direct comparability between data and MC.
Luminosity Uncertainties on the luminosity measurement are neglected for background simulation,
but is included for signal samples. The Dibosons contribution is the only background estimated directly
from Monte Carlo and is thus affected by luminosity uncertainties. Since other systematic uncertainties
on this channel are much larger than the uncertainty on the luminosity, this part is neglected.
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7.3 Theory uncertainties
Besides uncertainties on the measurements itself and the modeling of detector effects in the simulation,
the process of simulating the physics can be subject to uncertainties. Indeed, many choices in the
generation process are at least partially arbitrary. While the effect of varying these choices is generally
small, it might lead to larger effects in certain kinematic configurations.
Other inputs like the values of the strong coupling αs or the parton density function of the proton do
have an intrinsic uncertainty themselves. For the PDFs moreover, various competing fits from different
groups are available.
Finally, details of the later steps in the simulation chain can influence the prediction of the back-
grounds as well. Typical examples are the choice of the showering algorithm or the interface between
event generation and showering.
The evaluation of this kind of uncertainties is described in the following, separately for signal and
background simulation.
7.3.1 Uncertainties on the background
A consistent way to evaluate the influence of the sources of uncertainties mentioned above would be to
change one parameter at a time, re-simulate the full sample and then evaluate the effect on the back-
ground estimation. While in principle this is possible and has been done for numerous other analysis,
there are some drawbacks on this approach for this work. Many of the available comparison samples
focus on one flavor of light leptons assuming the difference between electron and muon reconstruction
is negligible compared to the differences in the theory settings. Often those samples are only available
without the detector simulation and reconstruction applied. One of the most important sources of uncer-
tainties in this analysis is the modeling of taus and especially of objects that fake taus. For this reason
these samples are not useful in this context.
Instead of having many millions of simulation events being produced only for the purpose of assessing
the uncertainty for one analysis, one can instead compare existing, different simulations of the same
process. Ideally, the comparison sample should be as different from the nominal sample as possible.
This approach is also motivated by the differences between different generators that have been found
when identifying the optimal background sample for tt¯ (c.f. Appendix D.1).
The three dominant backgrounds (W , tt¯ and Z) have thus been recomputed using different generat-
ors. For tt¯, POWHEG interfaced to PYTHIA is compared to ALPGEN interfaced to HERWIG (c.f.
Table A.2). Indeed, this comparison between the nominal and the alternative sample comprises many of
the possible features discussed above:
• Two different generators (POWHEG vs. ALPGEN) with very different approaches (NLO vs.
sliced final state parton multiplicities)
• Two different shower algorithms (PYTHIA vs. HERWIG)
• Two different detector simulations (AFII vs. GEANT4)
Similarly for W+jets, SHERPA is compared to ALPGEN interfaced to HERWIG (c.f. Table A.7).
Here the integrated approach of SHERPA faces the sliced generation approach of ALPGEN that is
chosen with focus on higher additional jet multiplicities. Using samples that are filtered at generator
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level to exhibit hard jets and high 6ET the available MC statistics in the studied kinematic range can be
increased. For Z, SHERPA is compared to ALPGEN interfaced to PYTHIA for the charged lepton
decays of the Z (c.f. Table A.9) and ALPGEN interfaced to HERWIG for the neutrino decays (c.f.
Table A.11).
For Dibosons, which is taken directly from simulation without any data-driven corrections, SHERPA
is compared to POWHEG +PYTHIA 8 (c.f. Table A.13). In cases where no Dibosons background was
observed with the nominal but with the alternative sample, this is accounted for in the total uncertainty
(10% uncertainty on the Dibosons generator in the nGM SR). For the limit setting, a conservative ap-
proach is taken for the channels where the nominal generator predicts no Dibosons content in the signal
region: If any of the studied systematic variations yields some Dibosons contribution to a specific SR,
the highest expectation under any systematic is taken as central value with a 100% uncertainty.
For all comparisons, the difference between the estimated background of one type between the two
generators compared is evaluated. Due to the correlation between samples through the background
estimation procedure, the estimates for other backgrounds change as well by a small amount. The result
is a one-sided variation in the total background prediction, which is added in quadrature to a second
contribution arising from the limited statistical precision of the comparison generator.
This second contribution has to be evaluated carefully. The total statistical uncertainty of the back-
ground estimate includes uncertainties in the control regions on all MC samples (not only the one stud-
ied) and the data. This uncertainty, however, is already included in the uncertainty on the central es-
timate. Hence taking the full statistical uncertainty would yield significant double counting. For this
reason, only the statistical uncertainty on the uncorrected simulation prediction of the channel in study
in the respective signal region is considered as additional statistic factor in the generator comparison.
The relevant variables that are used in defining the signal and control regions and which are extrapol-
ated over are HT , m
τ1
T +m
τ2
T and Njet. Figure 7.1 shows for example the different shapes for the nominal
and the comparison generator in the HT variable. For this comparison, all samples are normalized in the
respective control regions. For HT this is roughly equivalent to the region below 550 GeV, however, the
different cuts on mτ1T +m
τ2
T also do have an effect which is not visible in this figure. While the general
trend is quite similar in all distributions, they differ especially in the high tails. This is most striking
for Z+jets where ALPGEN virtually runs out of statistics for values above HT > 1400GeV, while
SHERPA continues way beyond. More comparison plots for all three variables and all backgrounds are
compiled in Appendix F.2.
Additional deviations that are not covered in the generator comparisons could arise e.g. from the
simulation of initial and final state radiation (ISR/FSR). To evaluate this, two samples produced with
ACER MC are available which are identical except for the simulated phase space for ISR/FSR. Fig-
ure 7.2 shows the main kinematic distributions for the phase space comparison and for the nominal tt¯
sample after requiring two taus. The samples are again normalized in the top control region.
Clearly in the signal region of high HT , the tails in the systematic samples run out of statistics. This
makes it hard to evaluate the effect at all. Moreover, in the region which is sufficiently populated, the
difference between the two phase space configurations is smaller than the difference between the two tt¯
samples. Conclusively, this uncertainty has been neglected.
In the same way, the effect of exchanging the showering algorithm is studied by comparing the same
set of POWHEG generated events, once with PYTHIA showering and once with HERWIG shower-
ing. Respective plots are also collected in Appendix F.2. As expected the difference between the two
showering algorithms is much smaller than the total difference between ALPGEN and POWHEG.
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Figure 7.1: HT -shape comparison for the three main backgrounds. All plots are made after requiring all ob-
jects selected in the analysis. All samples are normalized in the respective control region matching the samples
compared.
7.3.2 Uncertainties on the predicted signal
In contrast to the Standard Model backgrounds, for the SUSY signals there is no external constraint
on the total production cross section available. Hence the total cross section uncertainty is of great
importance. The calculation of the SUSY cross section depends on the process and is performed at
NLO accuracy for electroweak and mixed production and at NLO+NLL accuracy for strong production
(c.f. Section 4.3). In the computation, uncertainties due to the choices of parameters in the generation
process, the PDF uncertainties and the uncertainties on the strong coupling constant are evaluated by
re-computing the cross section under different parameters. The resulting cross section values form an
envelope where the median is taken as nominal value and the upper and lower extremes are symmetrized
to yield one uncertainty as described in [209].
The cross section uncertainty is not combined with other uncertainties, but treated as separate source.
This results in three exclusion lines presented in the final plots, one for the nominal value of the cross
section and one for the ±1σ values. This allows to disentangle the effect of systematic uncertainties
that are unavoidable from external uncertainties that come with the definition of the signal models.
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Figure 7.2: Comparison between the phase-space uncertainty and the overall generator uncertainty for the main
kinematic variables. All plots are made after requiring all objects selected in the analysis. All samples are
normalized in the respective control region matching the samples compared. Note that the shapes for the phase-
space comparison cannot be compared to the shapes of the overall comparison since the underlying generators
are different. In general a much larger difference between the different generators than between the different
phase-space configurations is observed.
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7.4 Uncertainties on external corrections
Both the vector boson and the top backgrounds are re-weighted with scalings that have been derived out-
side this analysis. For both backgrounds, the re-weighting is applied to remedy trends and discrepancies
observed in certain control regions. In that sense it is not a “blind” modification of the background
simulation but a well defined and specific correction.
Nevertheless, in case of the tt¯ sample the effect of the weighting on the signal region estimates and
the systematic uncertainties has been studied in detail. It is found that by applying the weights both
the signal region estimates and the absolute difference between nominal and comparison generator (i.e.
generator systematic) decrease. Especially the latter implies a higher level of consistency being achieved
by applying the weights. Moreover, it is verified that the difference between re-weighted and original
MC is covered by the generator uncertainty on the original MC.
For all those reasons it is justified to apply the weighting without assigning an extra uncertainty to the
procedure but refrain to the (anyhow conservative) uncertainties in place already.
7.5 Uncertainties on the data-driven estimate of the multijets
background
Smear response
0.2 0.4 0.6 0.8 1 1.2 1.4
1
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Figure 7.3: Response shapes for the jet smearing in the multijets estimate. Shown are the response shape to
yield optimal results in dedicated studies as well as modified response shapes which are employed for deriving
systematic uncertainties on the multijets estimate.
Since the multijets background is not estimated using any simulation, the aforementioned detector
and generator uncertainties do not apply here. There are however uncertainties on the JetSmearing
method used to estimate the uncertainties. As described in Section 6.1, the detector response of a jet
hitting the calorimeters is modeled and parametrized. This response is then constraint in dedicated
measurements of the jet response using di-jet and so called “Mercedes” (tri-jet) events. The general
shape of the response is a gaussian core with tails to low energies.
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For both the tail contributions and the width of the gaussian core, the measured constraints still
leave quite a large uncertainty. To evaluate systematic uncertainties on the multijets estimate, the tail
contributions are varied up and down and the width of the core is increased. Figure 7.3 gives response
shapes for the leading jet in one example seed event for the optimal smearing configuration and the three
systematic configurations. The difference is clearly visible.
To estimate the influence of the different response shapes, the multijets background is re-computed
using the different smearing settings and is compared to the optimal settings.
7.6 Resulting uncertainties
Tables F.2 to F.6 in Appendix F.3 give a full breakdown of all systematic uncertainties for all back-
grounds and all signal regions. For nearly all signal regions the generator uncertainties dominate the
total uncertainty. In fact, except for the bRPVm1/2 region, the generator uncertainties amount to at least
twice the value as the next higher uncertainty.
Among the detector systematic uncertainties, the jet and tau energy related ones dominate. For the
bRPVm1/2 selection they are nearly as large as the generator uncertainties. In contrast to that, tau
identification related uncertainties are negligible due to the background estimation technique which is
specifically designed to account for deficits in the description of taus in MC. Also the pileup related
uncertainties are very small in accordance with what is found in the specific pileup studies.
In all signal regions, the total uncertainty is dominated by the systematic uncertainty with the statist-
ical uncertainty being considerably smaller. Hereby the statistical uncertainty is not only the uncertainty
arising from the limited amount of Monte Carlo events available in the signal region, but contains also
the uncertainties due to limited statistics of both data and Monte Carlo in the control regions. In this
case, the statistical uncertainty of the total expected background is driven by the uncertainty on the
Monte Carlo statistics in the signal regions and not on the scaling factors.
For the signal simulation, all sources of “detector systematic uncertainties” (i.e. those that affect the
object and event reconstruction) are evaluated as well, besides the cross uncertainties as described in
Section 7.6.
Figure F.5 in Appendix F.4 shows statistical, systematic and cross section uncertainties for the GMSB
and nGM signal region in the respective grid. Figure F.6 holds the same plots for the bRPV signal
regions. All detector uncertainties are summed up for this plot.
While for GMSB systematic and statistical uncertainties are roughly equal, the nGM grid is clearly
dominated by systematic uncertainties. This grid also shows a smooth behavior of the cross section
uncertainty. This is due to the fact that in the nGM grid only one production process is evaluated, hence
the uncertainty is independent of the actual events in the signal region. For GMSB on the other hand,
both the cross section and its uncertainty is evaluated per production process. Hence the observed total
uncertainty in the signal region depends on the admixture of different production processes that enter
the signal region for one given signal point. Note that the theory uncertainty does not enter the limit
calculation but is treated as an extra and completely uncorrelated uncertainty on the actual limit position
in the grid. The same behavior is seen in the bRPV grid. Moreover the larger statistical uncertainty in
the m1/2 signal region due to the tighter cuts is clearly visible.
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Results
In the previous chapters, a selection has been established, background simulation has been validated and
corrected in control regions and uncertainties have been computed. In this chapter, finally, the focus lies
on the signal region and the observed data.
The background expectations with all their uncertainties are compiled in Section 8.1 and are compared
to the actual observations. In Section 8.2, the predictions of the various signal models together with
their uncertainties is compiled. Finally, in Section 8.3, all predictions and observations are combined
into limits and exclusions, using statistical interpretations.
8.1 Background predictions and observations in the signal regions
Table 8.1 gives the cut flow of all individual background contributions for all cut steps after the trigger
plateau requirement up to the various signal regions. The expected number of electroweak background
events comprising W , t and Z is scaled to data in dedicated control regions (c.f. Section 6.2). Dibosons
production is estimated purely from Monte Carlo simulations and multijets events are estimated using
the Jet Smearing method (c.f. Section 6.1). The numbers for the electroweak backgrounds include data-
driven scalings appropriate to the given cut. Table 8.2 compares the sum of all expected backgrounds
to the actual data observed after each cut. To reduce data to a reasonable amount, minimal kinematic
selections are applied to all data and simulation a priori. Unfortunately, it is not possible to use identical
data reduction schemes in data and simulation. In the present event selection, only after the first tau
requirement those differences are expected to be small. Indeed, starting with the Nτ ≥ 2 requirement a
very nice agreement between data and background expectation is observed.
For the Inclusive signal region, a total background of 2.88±0.34stat±0.21sf±0.67syst = 2.88±0.77
events is expected. For the GMSB SR, the total background is estimated to be 0.28±0.08stat±0.04sf±
0.22syst = 0.28±0.24 events. For bRPVm1/2, the estimate is 1.09±0.17stat±0.08sf±0.39syst = 1.09±
0.44 events. A background of 3.14± 0.39stat± 0.30sf± 0.93syst = 3.14± 1.06 events is expected for
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Expected events by background contribution
Dibosons Multijets Top W+jets Z+jets
Trigger Cuts 2394±13 (1.350±0.009)×105 68435±1415 3.39×105±6.99×103 62355±116
p jet2T > 30GeV 1477±10 1.34×105±9.13×102 64615±1336 1.83×105±3.78×103 34189±71
Lepton Veto 375±5 1.34×105±9.13×102 28172±585 88597±1833 31058±67
Nτ ≥ 1 140±3 1740±72 8341±174 21340±500 3800±22
Nτ ≥ 2 17±1 10±2 287±35 231±45 319±36
∆Φ(jet1/2, 6pT ) > 0.3 16±1 2.69±1.49 266±33 221±43 304±34
HT > 1000GeV 0.78±0.27 0.14±0.06 1.09±0.22 2.12±0.55 5.98±0.91
mτ1T +m
τ2
T > 150GeV 0.39±0.19±0.30 0.12±0.05±0.06 0.57±0.14±0.32 1.26±0.33±0.54 0.54±0.15±0.64
HT > 1000GeV 0.78±0.27 0.14±0.06 1.09±0.22 2.12±0.55 5.98±0.91
Njet ≥ 4 0 0.13±0.06 0.64±0.16 0.73±0.21 1.56±0.32
mτ1T +m
τ2
T > 150GeV 0±0 0.11±0.05±0.04 0.32±0.10±0.19 0.48±0.15±0.31 0.18±0.07±0.21
mτ1T +m
τ2
T > 250GeV 0±0 0.062±0.045±0.021 0.050±0.031±0.053 0.14±0.07±0.18 0.037±0.020±0.042
HT > 600GeV 3.49±0.56 0.84±0.26 21±3 22±4 61±7
Njet ≥ 4 0.46±0.17 0.29±0.07 12±2 6.26±1.36 14±2
mτ1T +m
τ2
T > 200GeV 0.20±0.13±0.14 0.14±0.06±0.20 3.18±0.75±1.10 1.87±0.67±1.05 0.82±0.31±1.18
mτ1T +m
τ2
T > 250GeV 0±0 0.066±0.045±0.032 1.65±0.38±0.65 0.78±0.31±0.47 0.65±0.28±0.94
Table 8.1: Cut-flow table for the individual background components expected to contribute to the signal regions. For all cuts up to the one tau cut only the
kinematic scale factors are applied. For the one tau cut the true tau scale factors are applied. For all following cuts the full scaling is applied. Uncertainties
quoted gives the uncertainty due to both the limited available mc statistics at the respective cut and the uncertainty due to the scaling where applied. For the
final cut additionally the systematic uncertainty for all channels are given.
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Data Background estimate
Trigger Cuts 1.65×106 6.07×105±7.19×103
p jet2T > 30GeV 6.84×105 4.17×105±4.11×103
Lepton Veto 5.34×105 2.82×105±2.13×103
Nτ ≥ 1 37504 35362±535
Nτ ≥ 2 859 865±68
∆Φ(jet1/2, 6pT ) > 0.3 804 810±64
HT > 1000GeV 7 10±1
Inclusive SR mτ1T +m
τ2
T > 150GeV 3 2.88±0.40±0.67
HT > 1000GeV 7 10±1
Njet ≥ 4 4 3.06±0.42
bRPVm1/2 SR m
τ1
T +m
τ2
T > 150GeV 1 1.09±0.19±0.39
GMSB SR mτ1T +m
τ2
T > 250GeV 0 0.28±0.10±0.22
HT > 600GeV 105 109±9
Njet ≥ 4 42 34±3
bRPVm0 SR m
τ1
T +m
τ2
T > 200GeV 5 6.22±0.91±1.38
nGM SR mτ1T +m
τ2
T > 250GeV 1 3.14±0.50±0.93
Table 8.2: Cut-flow table for data and the sum of all expected background events. For all cuts up to the one tau
cut only the kinematic scale factors are applied. For the one tau cut the true tau scale factors are applied. For
all following cuts the full scaling is applied. Uncertainties quoted give the uncertainty due to both the limited
available MC statistics at the respective cut stepand the uncertainty due to the scaling where applied. For the final
cut additionally the systematic uncertainty is given. The total background prediction for the final cuts is computed
taking into account correlations between the different channels. Hence, the uncertainties are different from the
quadratic sum of the individual uncertainties from Table 8.1. Note due to technical reasons of the data processing,
agreement is not expected before the single tau requirement.
the nGM SR, while the bRPVm0 SR has the largest background expectation of all regions, namely
6.22±0.61stat±0.66sf±1.38syst = 6.22±1.65 events.
At all cut steps a reasonable agreement between the expected and observed number of events is ob-
served. The only significant exception is the Njet ≥ 4 cut after the HT > 600GeV requirement, where
42 events are observed compared to 34± 3(stat) expected. Unfortunately, the method employed to cal-
culate the systematic uncertainties does not allow for a computation at this cut step. Since the bRPVm0
SR is reasonably similar to the considered selection, however, one can consider the systematic uncer-
tainty from this cut step. This amounts to an additional uncertainty of 7.5 events and hence to a total
uncertainty of 8 events, which covers the observed difference.
Table 8.3 lists cut flows for two example points from each signal model. These points are chosen to
be close to the expected exclusion line. The yields at these points are compared to the expected number
of background events for all Standard Model processes. An enrichment of the signal with respect to the
background with each cut step is visible.
After looking in data, unfortunately a good agreement between the observed number of events and the
prediction from the background estimates is found. In the nGM signal region, there is a small downward
fluctuation exceeding the computed uncertainties. However, the observation is still within two standard
deviations of the expected background level.
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Background GMSB bRPV nGM
estimate Λ = 70TeV Λ = 80TeV m0 = 1000GeV m0 = 600GeV mτ˜ = 210 mτ˜ = 210
tanβ = 40 tanβ = 50 m1/2 = 500GeV m1/2 = 750GeV mg˜ = 1020 mg˜ = 1180
Nτ ≥ 2 865±68 14±1 6.10±0.28 9.16±1.05 3.99±0.19 22±1 5.39±0.16
∆φ (EmissT , jet1,2) > 0.3 810±64 13±1 5.76±0.27 8.14±1.00 3.67±0.19 20±1 5.13±0.15
HT > 600GeV 109±9 9.07±0.51 3.34±0.22 4.88±0.85 2.47±0.16 13±1 3.98±0.14
HT > 1000GeV 10±1 6.25±0.44 1.72±0.17 1.59±0.47 1.47±0.13 1.92±0.19 0.88±0.06
mτ1T +m
τ2
T > 150GeV 2.88±0.77 5.29±0.40 1.56±0.16 1.19±0.35 1.29±0.12 1.82±0.18 0.83±0.06
Njet ≥ 4 34±3 6.40±0.45 1.96±0.18 4.88±0.85 1.99±0.15 13±1 3.94±0.14
mτ1T +m
τ2
T > 200GeV 6.22±1.65 4.86±0.39 1.70±0.17 2.49±0.61 1.58±0.13 11±0 3.41±0.13
mτ1T +m
τ2
T > 250GeV 3.14±1.06 4.25±0.36 1.51±0.16 2.29±0.60 1.41±0.12 9.94±0.43 3.07±0.12
HT > 1000GeV 10±1 6.25±0.44 1.72±0.17 1.59±0.47 1.47±0.13 1.92±0.19 0.88±0.06
Njet ≥ 4 3.06±0.42 4.88±0.41 1.33±0.16 1.59±0.47 1.33±0.12 1.83±0.18 0.86±0.06
mτ1T +m
τ2
T > 150GeV 1.09±0.44 4.10±0.37 1.19±0.15 1.19±0.35 1.16±0.12 1.73±0.18 0.80±0.06
mτ1T +m
τ2
T > 250GeV 0.28±0.24 3.28±0.33 0.98±0.14 0.78±0.29 0.94±0.10 1.51±0.16 0.68±0.06
Table 8.3: Cut flow table for all signal regions comparing event yields at example points to the sum of expected SM background events. For all cuts the full
scaling is applied according to the control region matching the respective mτ1T +m
τ2
T cut. Uncertainties quoted comprise statistical and scale uncertainties.
For the numbers in the signal regions, the total uncertainties including systematic uncertainties are given for the SM expectation.
Run Event SR pjet1T p
jet2
T Njet 6ET pτ1T pτ2T mτ1T +mτ2T HT
200987 2347305 Inclusive 760 GeV 619 GeV 2 246 GeV 48 GeV 39 GeV 190 GeV 1466 GeV
201006 49494410 Inclusive / bRPV m1/2 634 GeV 374 GeV 4 370 GeV 109 GeV 22 GeV 154 GeV 1138 GeV
201257 105423728 bRPV m0 465 GeV 280 GeV 4 213 GeV 33 GeV 26 GeV 222 GeV 805 GeV
204857 15371783 Inclusive 675 GeV 270 GeV 3 224 GeV 220 GeV 26 GeV 161 GeV 1191 GeV
208781 17455496 bRPV m0 444 GeV 114 GeV 4 306 GeV 48 GeV 36 GeV 207 GeV 643 GeV
208189 17862563 bRPV m0 194 GeV 150 GeV 4 208 GeV 226 GeV 31 GeV 207 GeV 601 GeV
213964 15937747 bRPV m0 / nGM 483 GeV 100 GeV 4 378 GeV 105 GeV 32 GeV 300 GeV 720 GeV
214680 165560353 bRPV m0 389 GeV 149 GeV 4 349 GeV 74 GeV 31 GeV 222 GeV 643 GeV
Table 8.4: Events from the 2012 p–p collisions at
√
s = 8TeV selected in the analysis with their kinematic properties.
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8.1 Background predictions and observations in the signal regions
The run and event numbers of the data events passing the full selection as well as their basic kinematic
properties are listed in Table 8.4. Detector displays of these events are compiled in Appendix G.
Figure 8.1 shows some data-to-simulation comparison for the main kinematic variables used for se-
lecting the signal regions. The agreement in all quantities, both before and after cutting on mτ1T +m
τ2
T , is
very good. For very high values in mτ1T +m
τ2
T the simulation predicts overall slightly higher levels than
observed in the data, which leads to the under-fluctuation in the nGM SR (low HT , high m
τ1
T +m
τ2
T cut).
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Figure 8.1: Distribution of the the kinematic selection variables mτ1T +m
τ2
T , HT and Njet after the QCD suppression
cuts (left column) and after the soft mτ1T +m
τ2
T cut on 150GeV (right column). All uncertainties are statistical
only.
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8.2 Details on the studied signal grids
Figure 8.2 a)-b) show the expected number of events for the various points in the nGM grid as well
as their combined uncertainties due to limited statistics and systematic uncertainties. As expected, the
number of events and statistical uncertainty drop rather steeply with the gluino mass as the cross section
does. At the same time the uncertainty on the cross section increases. Uncertainties are rather flat over
the grid amounting to about 10% to 15% for most of the studied parameter space. Those numbers enter
the exclusion and combination procedure as individual signal hypotheses. Correlations between signal
and background in the individual uncertainties are taken care of.
Subfigure c)-e) show acceptance (the fraction of generated events that have generator-level properties
that would in general allow the detection in the employed selection), efficiency (the fraction of generated
events within the acceptance that are actually selected based on the reconstructed particles) and the
product of those numbers. The acceptance is rather high at 15% for large gluino masses and drops with
mg˜ below the percent level. The efficiency shows the reverse trend, dropping from more than 50% to
below 25% as the gluino mass increases. Subfigure f) shows the signal contamination in the control
region. In the area of high gluino masses – where the limit is set – a small contamination is observed.
For low gluino masses there is a significant leakage.
If there was signal present in the CR, it would manifest as an overshoot of data over the simulated
backgrounds. Considering the observed event numbers in the CRs, there is no sign of any excess,
however. On the contrary, significantly less data than expected is observed, which results in the low
scale factor of 0.58±0.19. A large signal contamination is hence highly unlikely.
For low gluino masses, the expected number of signal events exceeds the observed number of events
by far, allowing for an exclusion using the control region alone. For regions above 1000 GeV gluino
mass, where the limit is set, the leakage in the control region is small, but not negligible.
Figure 8.3 shows the fraction of signal events in the W and top control regions for all grid points in
the region of interest. Clearly, the dominant part of the contamination ends up in the top control region
while the fraction of events in the W region is negligible.
To assess the effect, the background estimates are recomputed assuming a 16% signal contamination
(average at mg˜ = 960GeV well below the lowest uncertainty border of the final exclusion contour) and
a 1% contamination (average at mg˜ = 1180GeV above the highest uncertainty border). The expected
background drops from 3.14± 0.50 to 3.12± 0.50 (1% contamination) to 2.90± 0.48 (16% contam-
ination). These numbers include 0.06 events from multijets background, which is not affected by the
contamination.
With these modified background expectations the limit is recomputed. As a simplification, the sys-
tematic uncertainties are kept the same since the effect of contamination is expected to be the same for
both the nominal and the varied sample.
Figure 8.4 shows the expected and observed limits for the different signal contamination hypotheses.
For 1% contamination, no difference to the nominal limit (c.f. Figure 8.9) is visible. For 16% contam-
ination there is a small difference. However, it is completely negligible compared to the uncertainties
on the limits. For the purpose of the limit calculation it can hence be neglected.
Figure 8.5 shows the same plots for the GMSB signal grid and the GMSB SR. Uncertainties vary
between 10% in the center of the grid and 30% for high Λ and small tanβ where the grid runs out of
statistics. The acceptance varies between 2% and 0.2% while the efficiency is rather uniformly scattered
around 25%. Contamination of signal events in the control region is well below 5%.
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Figure 8.2: Details on the results for the nGM SR in the nGM signal grid. Empty columns and rows are due to the
non-regular spacing of the grid.
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Figure 8.3: Fraction of signal events of the nGM grid on the total expectation in the W and Top control region.
The dominant contamination is located in the Top CR while the contamination in the W CR is negligible.
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Figure 8.4: Expected and observed limits in the nGM grid for various hypothetical levels of signal contamination
in the top control region. No significant effect on the limits is observed.
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Figure 8.5: Details on the results for the GMSB SR in the GMSB signal grid. Empty columns and rows are due
to the non-regular spacing of the grid.
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8.2 Details on the studied signal grids
For the bRPV grid, two signal regions are employed. Figures 8.7 and 8.6 give an overview of the
performance of the bRPVm1/2 and the bRPVm0 SRs respectively. Both exhibit comparable acceptance
and uncertainties with neither showing any significant signal contamination in the respective control
regions. The uncertainties are around 12% at the most sensitive areas and rapidly rise to larger numbers
at the outer parts of the grid. In the same way the acceptance drops from around 5% to below 0.1%.
Efficiencies are again rather uniform in the order of 25% to 30%.
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Figure 8.6: Details on the results for the bPRVm0 SR in the bRPV signal grid.
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Figure 8.7: Details on the results for the bRPVm1/2 SR in the bRPV signal grid.
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8.3 Interpretation and limits
The non-observation of any excess of observed events over the expected background events in all signal
regions is clearly a null-result. This null-result provides valuable information nevertheless, since it
allows to exclude a certain level of non-SM events in the signal regions and certain parameter values
for individual models. While often exclusions are intuitive, they nevertheless have to be formalized to
achieve an objective way to exclude certain theories. This is done using hypothesis testing, where the
compatibility of an observation with a prediction over defined hypotheses – in this case “background-
only” and “signal + background” – is quantified. In the following, the statistical method used in this
analysis is briefly summarized and then the interpretation of the results is presented.
8.3.1 Statistical method
The statistical methods to quantify the results of LHC searches has been developed by and agreed
upon between experts of both major experiments. They are summarized in [222]. Below a condensed
summary is given.
A probability distribution of some variable x that depends on some external parameter µ can be
described by a joint function p (x,µ). Interpreting this function as a p (x|µ) yields the probability
density function (pdf). However, for a typical particle physics analysis one does not have access to a
full distribution but has to rely on a single observation and faces a large variety of possible parameters.
Hence, we are more interested in the likelihoodL (µ) = p (µ|x).
In the case of a counting experiment, the likelihood is essentially described by a Poisson distribution
that describe the probability to observe n events given the prediction of b background and s signal events,
where the latter is scaled by a strength parameter µ:
L (µ) = PPoisson (n,b+ µs) = e−(b+µs)
(b+ µs)n
n!
This likelihood can be extended to incorporate the effect of systematic uncertainties. For this purpose,
the signal and background expectations are re-defined as
s→ s
(
~θ
)
= s∏
k
(1+θkσ sk ) and b→ b
(
~θ
)
= b∏
k
(
1+θkσbk
)
where the σ s/bk describe the relative uncertainty due to the k
th systematic uncertainty on the signal and
background prediction, respectively. Each of these uncertainties is scaled by a nuisance parameter θk.
The nuisance parameters themselves are constrained by an additional term inL
Psyst (θ ) =∏
k
1√
2pi
e−
θ2k
2 ,
a gaussian pdf with unity width, centered around zero. Correlations between uncertainties on signal and
background can be modeled by assigning to them one common (correlated) or different (uncorrelated)
nuisance parameters.
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The full likelihood is thus:
L
(
µ ,~θ
)
= PPoisson
(
n,b
(
~θ
)
+ µs
(
~θ
))
×Psyst (θ ) .
Based on the likelihood, the compatibility of the observed data with different hypotheses (predicted
signal, no signal, etc.) can be quantified using hypothesis testing [223]. For this purpose, the profile
likelihood ratio λ (µ) is constructed as
λ (µ) =
L
(
µ , ~ˆˆθµ
)
L
(
µˆ ,~ˆθ
) .
Here
~ˆˆθµ is the set of nuisance parameters that maximize the likelihood for a given signal strength µ
while µˆ and ~ˆθ denote the strength and the corresponding set of parameters that maximize the likelihood
globally. µˆ may only assume values in a physically meaningful range, e.g. negative signal strength para-
meters are excluded. Moreover, µˆ is bound from above by µ to avoid the exclusion of small parameters
in the presence of a large signal.
To obtain a test statistics q˜µ [217] for a given signal strength parameter µ , which increases as the
compatibility with the data decreases, λ is slightly redefined as
q˜µ = −2ln (λ (µ)) , with 0≤ µˆ ≤ µ .
For a given signal under study and a real observation, the observed value of the test statistics q˜obsµ can
be computed. To quantify the level of agreement, however, the pdf of the test statistics for the signal
case f
(
q˜µ |µ ,~ˆθµ
)
and the background-only case f
(
q˜µ |0,~ˆθ0
)
are needed. To obtain these, pseudo-data
is generated using toy Monte Carlo experiments from the expected number of events in each case. The
nuisance parameters are fixed to the values obtained by minimizing q˜ under the real observation for
the generation of the pseudo-data, but are fitted for the evaluation of the test statistics for each toy MC
event [224].
From these distributions the p-values that quantify the level of agreement between the observed value
of the test statistics and the signal + background and background-only hypothesis can be computed by
evaluating in which fraction of the pseudo-data events a value is obtained that is at least as incompatible
with the hypothesis as the observation:
pµ = P
(
q˜µ ≥ q˜obsµ |signal + background
)
=
∞∫
q˜obsµ
f
(
q˜µ |µ ,~ˆθµ
)
dq˜µ
1− pb = P
(
q˜µ ≥ q˜obsµ |background-only
)
=
∞∫
q˜obsµ
f
(
q˜µ |0,~ˆθ0
)
dq˜µ .
pµ directly quantifies the probability of the observed number of events under the signal + background
hypothesis. A low pµ value is however not sufficient alone to exclude a scenario. In the case of a serious
downward fluctuation in the number of observed events it would allow to exclude models which one is
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by construction not sensitive to. To prevent this, the CLs method is employed. From the two p-values
defined above, the confidence level for the signal hypothesis is finally computed as (c.f. [225])
CLs =
pµ
1− pb .
A signal hypothesis is excluded at 95% confidence level if CLs < 0.05. Similarly, an upper limit on µ can
be derived by varying µ until reaching CLs = 0.05. This construction of CLs prevents an exclusion of a
possible signal if the observation is incompatible with both the signal + background and the background-
only hypothesis.
To obtain an expected exclusion and its uncertainty, the same procedure as above is performed only
with replacing the one observation by a large set of background-only pseudo-data. This results in a
distribution of upper limits of which the 50% quantile gives the central expected limit and the 16% and
84% quantiles give the ±1σ uncertainties, respectively.
This process of obtaining the pdf of the test statistics from toy Monte Carlo is computationally rather
expensive. To effectively deal with a high number of hypothesis tests, as e.g. needed when computing
expected and observed limits on a grid of signal points, effective approximation methods have been
developed [217]. They rely on analytical approximations of the profile likelihood ratio (“Asimov ap-
proximation”) that yield exact results in the case of large sample sets. A special dataset where all
observed values are set to their expectations is used to evaluate p-values which otherwise would need
the full pdf to be generated from toy datasets. Although being exact only in the limit of infinite data-
sets, the method has been proven to yield good results down to small sample sizes, e.g. for an expected
background of five events the pdf for the null-hypothesis shows very good agreement even in the tails
(c.f. [217]).
All statistical operations are implemented in the HISTFITTER [226] package, which was used for all
limits in this analysis. It relies on components of the RooStats software package [227] for the calculation
of the CLs and p-values.
In HISTFITTER, no fits in control regions or extrapolations are performed. All backgrounds are
provided as they result from the various background estimation techniques described above. HIST-
FITTER is then only used to model the likelihoods and perform the statistical tests to obtain model
independent limits and exclusion contours.
8.3.2 Model independent limits
For all five signal regions, model independent exclusions are computed using only the expected back-
ground and its uncertainty, as well as the observed number of events in the signal regions. Technically,
the number of expected signal events is set to one and all uncertainties on the prediction are set to zero.
The numbers for the background prediction is left unaltered. This way the 95% CL on the value of the
signal strength parameter µ can directly be interpreted as a model independent limit on the number of
bsm signal events. All limits are computed using HISTFITTER by running over 5000 events of toy MC.
The excluded number of events has also been converted in a limit on the visible cross section using the
integrated luminosity employed for this analysis. The limits are listed in Table 8.5.
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Signal channel 〈εσ〉95obs[fb] S95obs S95exp CLB p(s = 0)
Inclusive 0.28 5.6 5.3+1.9−1.3 0.58 0.48
GMSB 0.17 3.5 3.5+0.6−0.1 0.36 0.50
nGM 0.18 3.7 5.1+2.0−1.2 0.12 0.50
bRPVm1/2 0.20 4.0 4.0+1.6−0.4 0.52 0.50
bRPVm0 0.31 6.2 7.0+2.6−2.0 0.36 0.50
Table 8.5: Left to right: 95% CL upper limits on the visible cross section (〈εσ〉95obs) and on the number of signal
events (S95obs ). The third column (S
95
exp) shows the 95% CL upper limit on the number of signal events, given the
expected number (and ±1σ excursions on the expectation) of background events. The last two columns indicate
the CLB value, i.e. the confidence level observed for the background-only hypothesis and the discovery p-value
(p(s = 0)). The last value is bound from above to a value of 0.5 in cases where the observation is below the
background prediction.
8.3.3 Signal model exclusions
Besides model independent limits, also exclusions are computed. Again HISTFITTER is used albeit not
running on toy MC but using the Asimov approximation. It is verified that the use of the approximation
is justified and working well by re-computing the model independent limits with the approximation
method. A good level of agreement within the expected statistical uncertainty is observed.
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Figure 8.8: Expected and observed 95 % CL limits on the minimal GMSB model parameters Λ and tanβ . The
dark grey area indicates the region which is theoretically excluded due to unphysical sparticle mass values. Addi-
tional model parameters are Mmess = 250TeV, N5 = 3, µ > 0 and Cgrav = 1.
The exclusion plot obtained in this analysis for the GMSB grid using the aforementioned expectation
and observation can be seen in Figure 8.8. Due to the smaller uncertainties and the more aggressive
selection, the limit is significantly stronger than any previously achieved exclusion with tau final states
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in this model. It now extends up to values of Λ = 75TeV for large tanβ , which corresponds to gluino
masses of mg˜ ≈ 1600GeV.
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Figure 8.9: Expected and observed 95 % CL limits on the nGM model parameters mg˜ and mτ˜ . Additional model
parameters are µ = 400GeV while all particles not involved in the modeled decay chain are set to very high
masses > 4TeV.
Figure 8.9 shows an exclusion for the nGM region. Gluino masses of about mg˜ = 1150GeV can be
excluded regardless of the stau mass. The nGM signal hypothesis yields a significant signal contamina-
tion in the control regions of this analysis. The effect of a possible contamination on the limit has been
studied and found to be negligible (c.f. Section 8.2).
Finally, Figure 8.10 displays exclusions for the bRPV signal grid. As intended, each of the two signal
regions has its strength in a different part of the grid. To exploit the exclusion power of both SRs, a
combination by best expected significance is performed. For every point in the signal grid the one result
from the signal region which yields the highest expected exclusion significance is considered. This
way one does not have to worry about orthogonality of signal regions but can still exploit the varying
phenomenologies across the bRPV grid. The combined limit is basically the union of the individual limit
with some additionally excluded region. The additional exclusion is mainly due to the interpolation done
across the significance plane between the individual signal points.
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(b) bRPVm1/2
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Figure 8.10: Expected and observed 95 % CL limits on the bRPV model parameters m0 and m1/2. Figures a) and
b) give the individual exclusion for each signal region while figure c) gives an combined exclusion taking for
every signal point the one signal region with the best expected significance. Additional model parameters are
A0 = 2m0, tanβ = 30 and µ > 0.
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8.3.4 Combination with other search channels
As stated in the introduction already, the analysis in this thesis is designed to be a part of a larger effort
covering multiple search channels. Indeed, the published version [6] comprises four combined chan-
nels. The presented “two-tau” analysis, however, has a strong influence on the achieved results. This
is clearly visible from Figure 8.11, which displays the exclusions from this thesis together with the
published combined exclusions. The combination is performed by the same method as the individual
limits, only formulating one likelihood covering all search channels as the product of the individual
likelihoods. Correlations between the channels are considered in the modeling of the systematic un-
certainties with common nuisance parameters. This combination method is possible since the search
channels are orthogonal to each other by construction.
For GMSB, the limit in the high tanβ region is clearly driven by the two-tau analysis. In the lower
tanβ regions, the search channels for a light lepton together with a tau lepton can add some extra
reach. Here the mass splitting between the stau and the selectron/smuon is small so that decay chains
comprising light leptons have a higher relevance. In the nGM scenario, the other search channels do
not play a significant role. The observed combined limit follows the two-tau exclusion due to the
small under-fluctuation of data observed. In the bRPV setting, the two-tau limit pushes the combined
exclusion up to higher m1/2 values for very low m0. While the combined limit is significantly stronger
than the limit obtained from the bRPV m1/2 signal region alone, the combination of the m1/2 and the
m0 region can compete with the combination over a large area. However, the combination is much
smoother, resulting from the large statistical fluctuations the two-tau bRPV m0 signal region suffers for
large areas of the grid.
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Figure 8.11: Comparison between the exclusions obtained in this analysis (red lines) and the published combined
exclusions (blue lines). For the bRPV model only the bRPV m1/2 signal region is included in the combination
since the bRPV m0 exclusion is superseded by exclusions from other channels.
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8.4 Summary
No excess of observed events over the predicted number of background events has been found in any of
the signal regions. Instead, a good agreement between prediction and observation has been found both
in absolute values and in the distribution of all important kinematic variables. The non-observation of
any excess has been interpreted as a limit on the possible number of extra events in each signal region.
Moreover, exclusions have been set in the parameter planes for the signal models studied. The achieved
exclusions contribute significantly to the published results obtained by combining four independent
search channels in all models studied.
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Conclusion
The Standard Model of particle physics is a tremendously successful theory. However, many indica-
tions point toward it not being the “final theory”, but an effective low-energy approximation of a more
fundamental, “larger” theory. One of the best motivated candidates for such a theory is Supersymmetry.
In the search for signs of possible physics beyond the Standard Model, signatures with multiple tau
leptons, jets and missing transverse momentum are promising candidates for a discovery. A search in
this final state has been performed using 20.3fb−1 integrated luminosity of 8TeV proton–proton colli-
sion data recorded with the ATLAS detector at the LHC in 2012. Five search regions are considered, four
of them targeted at specific theory predictions from assumed models of SUSY breaking. The expected
backgrounds are estimated from data for pure multijets production and from Monte Carlo simulation for
electroweak backgrounds and top quark production. The simulated estimates are normalized in control
regions, correcting mainly for a mis-modeling of the fake probability of a tau lepton from a quark or
gluon jet. The uncertainty on the expected backgrounds is dominated by uncertainties on the shapes of
the kinematic variables which are used to separate the control from the the signal regions. In the end, an
excellent agreement between the predictions and the observed data is achieved.
Unfortunately, this also implies no excess is found and the recorded number of events is consistent
with the prediction of the Standard Model in all search regions.
The lack of any excess above the predicted backgrounds is translated into model independent ex-
clusions of event numbers from any possible new physics scenario for the five search regions. Those
limits range from 3.5 to 6.2 events at 95% confidence level. At the same time, exclusions are computed
in various hypothetical scenarios of SUSY breaking. In GMSB, values of Λ . 64TeV are excluded
for tanβ & 10. The limit increases with tanβ , leading to an exclusion of Λ . 74TeV for tanβ & 30.
These values correspond to gluino masses of mg˜ . 1.4TeV and mg˜ . 1.6TeV, respectively, making this
analysis competitive to the strongest ATLAS SUSY limits published to date (c.f. Figure 9.1).
In the nGM scenario, gluino masses of mg˜ . 1.15TeV can be excluded over the full range of stau
masses considered. The excluded mass range is lower in this approach than in GMSB since only one
production channel and a very limited set of decay possibilities are considered. The model and the
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Model e, µ, τ, γ Jets EmissT
∫L dt[fb−1] Mass limit Reference
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MSUGRA/CMSSM 0 2-6 jets Yes 20.3 m(q˜)=m(g˜) 1405.78751.7 TeVq˜, g˜
MSUGRA/CMSSM 1 e, µ 3-6 jets Yes 20.3 any m(q˜) ATLAS-CONF-2013-0621.2 TeVg˜
MSUGRA/CMSSM 0 7-10 jets Yes 20.3 any m(q˜) 1308.18411.1 TeVg˜
q˜q˜, q˜→qχ˜01 0 2-6 jets Yes 20.3 m(χ˜01)=0 GeV, m(1st gen. q˜)=m(2nd gen. q˜) 1405.7875850 GeVq˜
g˜g˜, g˜→qq¯χ˜01 0 2-6 jets Yes 20.3 m(χ˜01)=0 GeV 1405.78751.33 TeVg˜
g˜g˜, g˜→qqχ˜±1→qqW±χ˜01 1 e, µ 3-6 jets Yes 20.3 m(χ˜01)<200 GeV, m(χ˜±)=0.5(m(χ˜01)+m(g˜)) ATLAS-CONF-2013-0621.18 TeVg˜
g˜g˜, g˜→qq(ℓℓ/ℓν/νν)χ˜01 2 e, µ 0-3 jets - 20.3 m(χ˜01)=0 GeV ATLAS-CONF-2013-0891.12 TeVg˜
GMSB ( ˜ℓ NLSP) 2 e, µ 2-4 jets Yes 4.7 tanβ<15 1208.46881.24 TeVg˜
GMSB ( ˜ℓ NLSP) 1-2 τ + 0-1 ℓ 0-2 jets Yes 20.3 tanβ >20 1407.06031.6 TeVg˜
GGM (bino NLSP) 2 γ - Yes 20.3 m(χ˜01)>50 GeV ATLAS-CONF-2014-0011.28 TeVg˜
GGM (wino NLSP) 1 e, µ + γ - Yes 4.8 m(χ˜01)>50 GeV ATLAS-CONF-2012-144619 GeVg˜
GGM (higgsino-bino NLSP) γ 1 b Yes 4.8 m(χ˜01)>220 GeV 1211.1167900 GeVg˜
GGM (higgsino NLSP) 2 e, µ (Z) 0-3 jets Yes 5.8 m(NLSP)>200 GeV ATLAS-CONF-2012-152690 GeVg˜
Gravitino LSP 0 mono-jet Yes 10.5 m( ˜G)>10−4 eV ATLAS-CONF-2012-147645 GeVF1/2 scale
g˜→b¯bχ˜01 0 3 b Yes 20.1 m(χ˜01)<400 GeV 1407.06001.25 TeVg˜
g˜→t¯tχ˜01 0 7-10 jets Yes 20.3 m(χ˜01) <350 GeV 1308.18411.1 TeVg˜
g˜→t¯tχ˜01 0-1 e, µ 3 b Yes 20.1 m(χ˜01)<400 GeV 1407.06001.34 TeVg˜
g˜→b¯tχ˜+1 0-1 e, µ 3 b Yes 20.1 m(χ˜01)<300 GeV 1407.06001.3 TeVg˜
˜b1 ˜b1, ˜b1→bχ˜01 0 2 b Yes 20.1 m(χ˜01)<90 GeV 1308.2631100-620 GeV˜b1
˜b1 ˜b1, ˜b1→tχ˜±1 2 e, µ (SS) 0-3 b Yes 20.3 m(χ˜±1 )=2 m(χ˜01) 1404.2500275-440 GeV˜b1
t˜1 t˜1(light), t˜1→bχ˜±1 1-2 e, µ 1-2 b Yes 4.7 m(χ˜01)=55 GeV 1208.4305, 1209.2102110-167 GeV˜t1
t˜1 t˜1(light), t˜1→Wbχ˜01 2 e, µ 0-2 jets Yes 20.3 m(χ˜01) =m(t˜1)-m(W)-50 GeV, m(t˜1)<<m(χ˜±1 ) 1403.4853130-210 GeV˜t1
t˜1 t˜1(medium), t˜1→tχ˜01 2 e, µ 2 jets Yes 20.3 m(χ˜01)=1 GeV 1403.4853215-530 GeV˜t1
t˜1 t˜1(medium), t˜1→bχ˜±1 0 2 b Yes 20.1 m(χ˜01)<200 GeV, m(χ˜±1 )-m(χ˜01)=5 GeV 1308.2631150-580 GeV˜t1
t˜1 t˜1(heavy), t˜1→tχ˜01 1 e, µ 1 b Yes 20 m(χ˜01)=0 GeV 1407.0583210-640 GeV˜t1
t˜1 t˜1(heavy), t˜1→tχ˜01 0 2 b Yes 20.1 m(χ˜01)=0 GeV 1406.1122260-640 GeV˜t1
t˜1 t˜1, t˜1→cχ˜01 0 mono-jet/c-tag Yes 20.3 m(t˜1)-m(χ˜01 )<85 GeV 1407.060890-240 GeV˜t1
t˜1 t˜1(natural GMSB) 2 e, µ (Z) 1 b Yes 20.3 m(χ˜01)>150 GeV 1403.5222150-580 GeV˜t1
t˜2 t˜2, t˜2→t˜1 + Z 3 e, µ (Z) 1 b Yes 20.3 m(χ˜01)<200 GeV 1403.5222290-600 GeV˜t2
˜ℓL,R ˜ℓL,R, ˜ℓ→ℓχ˜01 2 e, µ 0 Yes 20.3 m(χ˜01)=0 GeV 1403.529490-325 GeV˜ℓ
χ˜+1 χ˜
−
1 , χ˜
+
1→ ˜ℓν(ℓν˜) 2 e, µ 0 Yes 20.3 m(χ˜01)=0 GeV, m(˜ℓ, ν˜)=0.5(m(χ˜±1 )+m(χ˜01)) 1403.5294140-465 GeVχ˜±1
χ˜+1 χ˜
−
1 , χ˜
+
1→τ˜ν(τν˜) 2 τ - Yes 20.3 m(χ˜01)=0 GeV, m(τ˜, ν˜)=0.5(m(χ˜±1 )+m(χ˜01)) 1407.0350100-350 GeVχ˜±1
χ˜±1 χ˜
0
2→ ˜ℓLν ˜ℓLℓ(ν˜ν), ℓν˜˜ℓLℓ(ν˜ν) 3 e, µ 0 Yes 20.3 m(χ˜±1 )=m(χ˜02), m(χ˜01)=0, m(˜ℓ, ν˜)=0.5(m(χ˜±1 )+m(χ˜01)) 1402.7029700 GeVχ˜±1 , χ˜02
χ˜±1 χ˜
0
2→Wχ˜01Zχ˜01 2-3 e, µ 0 Yes 20.3 m(χ˜±1 )=m(χ˜02), m(χ˜01)=0, sleptons decoupled 1403.5294, 1402.7029420 GeVχ˜±1 , χ˜02
χ˜±1 χ˜
0
2→Wχ˜01h χ˜01 1 e, µ 2 b Yes 20.3 m(χ˜±1 )=m(χ˜02), m(χ˜01)=0, sleptons decoupled ATLAS-CONF-2013-093285 GeVχ˜±1 , χ˜02
χ˜02χ˜
0
3, χ˜
0
2,3 → ˜ℓRℓ 4 e, µ 0 Yes 20.3 m(χ˜02)=m(χ˜03), m(χ˜01)=0, m(˜ℓ, ν˜)=0.5(m(χ˜02)+m(χ˜01)) 1405.5086620 GeVχ˜02,3
Direct χ˜+1 χ˜
−
1 prod., long-lived χ˜
±
1 Disapp. trk 1 jet Yes 20.3 m(χ˜±1 )-m(χ˜01)=160 MeV, τ(χ˜±1 )=0.2 ns ATLAS-CONF-2013-069270 GeVχ˜±1
Stable, stopped g˜ R-hadron 0 1-5 jets Yes 27.9 m(χ˜01)=100 GeV, 10 µs<τ(g˜)<1000 s 1310.6584832 GeVg˜
GMSB, stable τ˜, χ˜01→τ˜(e˜, µ˜)+τ(e, µ) 1-2 µ - - 15.9 10<tanβ<50 ATLAS-CONF-2013-058475 GeVχ˜01
GMSB, χ˜01→γ ˜G, long-lived χ˜01 2 γ - Yes 4.7 0.4<τ(χ˜01)<2 ns 1304.6310230 GeVχ˜01
q˜q˜, χ˜01→qqµ (RPV) 1 µ, displ. vtx - - 20.3 1.5 <cτ<156 mm, BR(µ)=1, m(χ˜01)=108 GeV ATLAS-CONF-2013-0921.0 TeVq˜
LFV pp→ν˜τ + X, ν˜τ→e + µ 2 e, µ - - 4.6 λ′311=0.10, λ132=0.05 1212.12721.61 TeVν˜τ
LFV pp→ν˜τ + X, ν˜τ→e(µ) + τ 1 e, µ + τ - - 4.6 λ′311=0.10, λ1(2)33=0.05 1212.12721.1 TeVν˜τ
Bilinear RPV CMSSM 2 e, µ (SS) 0-3 b Yes 20.3 m(q˜)=m(g˜), cτLS P<1 mm 1404.25001.35 TeVq˜, g˜
χ˜+1 χ˜
−
1 , χ˜
+
1→Wχ˜01, χ˜01→eeν˜µ, eµν˜e 4 e, µ - Yes 20.3 m(χ˜01)>0.2×m(χ˜±1 ), λ121,0 1405.5086750 GeVχ˜±1
χ˜+1 χ˜
−
1 , χ˜
+
1→Wχ˜01, χ˜01→ττν˜e, eτν˜τ 3 e, µ + τ - Yes 20.3 m(χ˜01)>0.2×m(χ˜±1 ), λ133,0 1405.5086450 GeVχ˜±1
g˜→qqq 0 6-7 jets - 20.3 BR(t)=BR(b)=BR(c)=0% ATLAS-CONF-2013-091916 GeVg˜
g˜→t˜1t, t˜1→bs 2 e, µ (SS) 0-3 b Yes 20.3 1404.250850 GeVg˜
Scalar gluon pair, sgluon→qq¯ 0 4 jets - 4.6 incl. limit from 1110.2693 1210.4826100-287 GeVsgluon
Scalar gluon pair, sgluon→t¯t 2 e, µ (SS) 2 b Yes 14.3 ATLAS-CONF-2013-051350-800 GeVsgluon
WIMP interaction (D5, Dirac χ) 0 mono-jet Yes 10.5 m(χ)<80 GeV, limit of<687 GeV for D8 ATLAS-CONF-2012-147704 GeVM* scale
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Figure 9.1: Comparison of the reaches of all ATLAS SUSY exclusions to date [228]. The red box indicates the
exclusion reach of the analysis presented in this thesis. It is overlayed with the exclusion obtained by combining
this analysis with the other three search channels as published in [6].
obtained limit are of high interest nevertheless. Comprising only a very limited set of particles and
couplings between those, the exclusion can directly be translated into other models which feature a
similar mass hierarchy and branching ratios – independent of all other SUSY particles not considered
in the nGM model.
In the bRPV mSUGRA scenario, finally, an area of parameters at lower m0 values can be excluded.
The exclusion range peaks at m1/2 . 700GeV for m0 = 400GeV.
Limiting factors
A large limiting factor is the mis-modeling of the probabilities for fake taus in the Monte Carlo simu-
lation. Although this is efficiently corrected for, the method employed comes at a high cost. It requires
an extrapolation of normalization factors from a HT region below 550 GeV to a region above 1000 GeV
for some signal regions. This approach is highly susceptible to mis-modelings of the shapes of various
kinematic quantities. Together with the large corrections, this leads to sizable uncertainties in the final
prediction.
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One way of improving the whole analysis is the improvement of the fake tau modeling in the simu-
lation. This proves, however, very difficult since the process is very sensitive to highly complex QCD
phenomena like the color flow between the partons produced in the hard interaction and the proton rem-
nant. A large-scale effort between tau experts, simulation experts and people that actually use taus in
their analyses is needed. Alternatively, methods could be investigated to separate the tau modeling more
efficiently from the non tau-related corrections in the data-driven estimate of the backgrounds.
Another limiting factor, especially for the GMSB scenario, is the design of this analysis to be sensitive
nearly exclusively to the production of squarks and gluinos. For increasing Λ, the mass of the colored
sparticles increases until the direct production of electroweak gauginos and even sleptons dominates.
At Λ = 90TeV, 96% of the total cross section consists of electroweak production processes. There are
multiple ways to improve on this. First one could include triggers that are not relying on hard jets or large
6ET , especially two-tau triggers. These suffer a low efficiency, limiting the sensitivity of the analysis.
A dedicated analysis for electroweak SUSY production with tau final states using a two-tau trigger is
already performed within the ATLAS SUSY group [214]. This analysis has not been interpreted in the
GMSB scenario yet. Also a search for final states with multiple light leptons targets the GMSB scenario,
but has not been published yet. Although these signatures are only sparsely produced in GMSB (from
tau decays), the expected backgrounds from Standard Model physics are very low and these signatures
can be triggered very efficiently and independently of any other kinematic constraints. One published
result comes from the search for final states with two same-sign light leptons [229]. In this analysis, a
comparable reach inΛ is achieved for large tanβ while it performs better for low tanβ where signatures
with light leptons occur in higher abundance.
Outlook
In many searches for new physics, as in this work, no hint for SUSY in the LHC Run-I data has
been found. As a result, together with the observation of the Higgs boson at a mass of approxim-
ately 125 GeV, many “high scale” SUSY benchmark models like mSUGRA or GMSB are under severe
stress. However, these models represent only a tiny fraction of the possibilities in the MSSM. In other
scenarios there is still a lot of room for SUSY to be realized in nature.
Despite the signal regions of the current analysis being tailored towards specific physics scenarios,
at least some of them exhibit fairly generic properties. A natural extension of this work is hence a
re-interpretation of the obtained results in the context of other, less constrained signal models. Indeed,
re-interpretations of this search will be included in two upcoming ATLAS publications that summarize
the concerted efforts within the collaboration during Run-I.
In one of these publications [8], a large scan over the parameter space within the pMSSM is presented
(c.f. Section 2.2.7). For this study, more than 100000 signal points have been considered. Points that
are either highly unlikely or highly likely to be excluded by any ATLAS analysis based on the cross
section and generator level acceptance studies are not considered any further. The remaining models
are simulated on full reconstruction level and are studied by the analyses which are most promising to
exclude these individual signal points. For the tau analyses, this amounts to 171 signal models, of which
11(26) can be excluded based on the expected (observed) exclusion of any of the signal regions in this
analysis.
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Chapter 9 Conclusion
The other publication [7] will summarize all efforts for finding SUSY in strong production events. In
this publication, special emphasis will be put on simplified models. This class of models circumvents
external constraints by not assuming any full model at all but focusing on single decay topologies.
This way, limits can be set directly on the mass of the involved particles in this one decay chain. This
approach has the advantage that the resulting limits are easily adoptable for a wide range of theories
and scenarios by simply comparing the mass and branching ratio predictions of a given theory with the
model independent mass limits. For the tau strong production analyses, two grids are considered where
either gluinos or squarks are produced which decay via a gaugino and a stau into a tau and a neutralino.
All other SUSY particles are put to arbitrarily high mass, while all branching ratios and couplings are
assumed to be the same. The mass of the initial particle and the neutralino are treated as free parameters
while the mass of the two intermediate particles is fixed to a mass halfway down their decay. Figure 9.2
shows the resulting limits.
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Figure 9.2: Limits on simplified model grids with gluinos (a) and squarks (b) as initially produced particles. The
limits are based on nGM SR however a different limit setting approach has to be used due to non-negligible signal
contamination in the CRs. Details will be included in [7]
These limits are based on the results obtained for the nGM SR. The limit setting procedure is however
different, owing to the fact that a non-negligible signal contamination in the control regions is observed
for these signal models. Details on the limit setting and refined results performing a combination with
the single tau search channel will be documented in [7].
The simplified model grids used in the aforementioned summary publication have relatively strong
and somewhat arbitrary constraints. In the future, new simplified models tailored towards analyses using
tau final states will be available. First studies within the master thesis of Oliver Ricken [230] show
that some of the ad-hoc assumptions in the existing grids are not necessarily ideal and more suitable
simplifications should be attempted.
The limited reach for strong production will naturally be boosted dramatically with the increase of the
center of mass energy of the LHC in Run II. A study on the impact on the analysis in this thesis has been
performed within a bachelor thesis [231]. An enormous gain was observed. ForΛ= 90TeV e.g. a strong
production fraction of the leading-order cross section of 45% was found at
√
s = 14TeV, compared to
4% at
√
s = 8TeV. With some optimization the exclusion reach should be easily expendable in the
Λ = 90TeV region with an initial 13 TeV dataset.
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Also the limit setting holds optimization potential. Instead of computing background expectations
from discrete control regions for discrete signal regions one could perform a global fit of all background
and signal contributions to one or multiple kinematic variables over a larger number of bins. This way
one could possibly limit the sensitivity to the modeling by limiting the extrapolation distance and at the
same time increase the sensitivity by exploiting the differences between signal and background in more
detail. While being promising, this approach is also very challenging. It requires a deep understanding
of not only the statistics behind the approach but also of the properties of the involved simulation,
data and the various kinematic distributions. With the understanding and experience gained during this
iteration of the analysis, this approach is now an attractive option for further improvements.
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A
Simulated backgrounds
Sample Name Generator xsec k-factor filter No. of
ID [pb] eff. events
117050 ttbar NoAllHad PowhegPythia+AFII 253 1.00 0.543 74947917
108343 SingleTopSChanWenu McAtNloJimmy 0.560 1.07 1.00 169183
108344 SingleTopSChanWmunu McAtNloJimmy 0.560 1.07 1.00 169100
108345 SingleTopSChanWtaunu McAtNloJimmy 0.560 1.07 1.00 169061
108346 SingleTopWtChanIncl McAtNloJimmy 20.6 1.08 1.00 1766958
117360 t-channel t→ eν AcerMCPythia 8.60 1.10 1.00 256853
117361 t-channel t→ µν AcerMCPythia 8.60 1.10 1.00 256914
117362 t-channel t→ τν AcerMCPythia 8.60 1.10 1.00 251341
Table A.1: Used tt¯ and single t MC samples with their corresponding sample ID, event generator, cross sec-
tion [232], k-factor, filter efficiency and number of generated events.
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Appendix A Simulated backgrounds
Sample ID Name Generator LO k-factor No. of
[pb] events
164440 ttbarlnlnNp0_baseline AlpgenJimmy 4.79 1.74 799897
164441 ttbarlnlnNp1_baseline AlpgenJimmy 5.07 1.74 808897
164442 ttbarlnlnNp2_baseline AlpgenJimmy 3.26 1.74 529996
164444 ttbarlnlnNp3_baseline AlpgenJimmy 1.52 1.74 410000
164445 ttbarlnlnNp4p_baseline AlpgenJimmy 0.771 1.74 187997
164450 ttbarlnqqNp0_baseline AlpgenJimmy 19.2 1.81 3359080
164451 ttbarlnqqNp1_baseline AlpgenJimmy 20.3 1.81 3398787
164452 ttbarlnqqNp2_baseline AlpgenJimmy 13.1 1.81 2209980
164454 ttbarlnqqNp3_baseline AlpgenJimmy 6.08 1.81 1499794
164455 ttbarlnqqNp4p_baseline AlpgenJimmy 3.08 1.81 556989
116108 ttbbincl AlpgenJimmy 1.43 1.69 299998
116109 ttccincl AlpgenJimmy 2.72 1.69 499997
Table A.2: Additional tt¯ samples with their corresponding sample ID, event generator, LO cross section and num-
ber of generated events. Applying the k-factor yields the NNLO cross sections.Those samples have helped valid-
ating the analyses and are used to compare to the prediction from the baseline tt¯ sample in order to estimate the
size of systematic uncertainty of the MC generator.
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Sample Name plowT p
high
T Flavor AFII/FS NLO k-factor filter No. of
ID [GeV] [GeV] Filter [pb] eff. events
167749 Zee 0 BFilter AFII 1110 1.12 0.0280 3999000
167750 Zee 0 CFilterBVeto AFII 1110 1.12 0.283 2999995
167751 Zee 0 CVetoBVeto AFII 1110 1.12 0.686 4978999
167752 Zmumu 0 BFilter AFII 1110 1.12 0.0280 3997997
167753 Zmumu 0 CFilterBVeto AFII 1110 1.12 0.283 2987995
167754 Zmumu 0 CVetoBVeto AFII 1110 1.12 0.690 4413999
167755 Ztautau 0 BFilter AFII 1110 1.12 0.0278 3997994
167756 Ztautau 0 CFilterBVeto AFII 1110 1.12 0.284 2998998
167757 Ztautau 0 CVetoBVeto AFII 1110 1.12 0.689 4979999
167758 Znunu 0 BFilter AFII 5990 1.12 0.0294 24992972
167759 Znunu 0 CFilterBVeto AFII 5990 1.12 0.280 19957480
167760 Znunu 0 CVetoBVeto AFII 5990 1.12 0.690 23359980
180543 Zee 40 70 BFilter AFII 70.5 1.12 0.0706 600000
180544 Zee 40 70 CFilterBVeto AFII 70.5 1.12 0.342 600000
180545 Zee 40 70 CVetoBVeto AFII 70.4 1.12 0.588 1049998
180546 Zmumu 40 70 BFilter AFII 70.5 1.12 0.0707 599000
180547 Zmumu 40 70 CFilterBVeto AFII 70.5 1.12 0.341 599000
180548 Zmumu 40 70 CVetoBVeto AFII 70.5 1.12 0.588 1398999
180549 Ztautau 40 70 BFilter AFII 70.4 1.12 0.0709 598999
180550 Ztautau 40 70 CFilterBVeto AFII 70.5 1.12 0.342 600000
180551 Ztautau 40 70 CVetoBVeto AFII 70.5 1.12 0.588 1399996
167797 Zee 70 140 BFilter AFII 29.5 1.12 0.0825 1396999
167798 Zee 70 140 CFilterBVeto AFII 29.5 1.12 0.355 999999
167799 Zee 70 140 CVetoBVeto AFII 29.5 1.12 0.563 1999998
167800 Zmumu 70 140 BFilter AFII 29.5 1.12 0.0826 1159000
167801 Zmumu 70 140 CFilterBVeto AFII 29.4 1.12 0.355 1000000
167802 Zmumu 70 140 CVetoBVeto AFII 29.5 1.12 0.562 1996998
167803 Ztautau 70 140 BFilter FS 29.5 1.12 0.0826 1199396
167804 Ztautau 70 140 CFilterBVeto FS 29.5 1.12 0.355 979998
167805 Ztautau 70 140 CVetoBVeto FS 29.5 1.12 0.562 1999693
167806 Znunu 70 140 BFilter AFII 167 1.12 0.0841 5078993
167807 Znunu 70 140 CFilterBVeto AFII 167 1.12 0.352 2998998
167808 Znunu 70 140 CVetoBVeto AFII 167 1.12 0.564 4999996
Table A.3: Used Sherpa Z+jets MC samples with their corresponding sample ID, event generator, pT slices, flavor
filter, detector simulation, NLO cross section, k-factor, filter efficiency and number of generated events. These
simulated with massive c and b quarks and massless light quarks. Moreover they are binned in the pT of the Z
boson. (continued in Table A.4)
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Sample Name plowT p
high
T Flavor AFII/FS NLO k-factor filter No. of
ID [GeV] [GeV] Filter [pb] eff. events
167809 Zee 140 280 BFilter AFII 3.99 1.12 0.0952 200000
167810 Zee 140 280 CFilterBVeto AFII 3.98 1.12 0.369 399999
167811 Zee 140 280 CVetoBVeto AFII 3.99 1.12 0.534 600000
167812 Zmumu 140 280 BFilter AFII 3.98 1.12 0.0954 200000
167813 Zmumu 140 280 CFilterBVeto AFII 3.99 1.12 0.370 389000
167814 Zmumu 140 280 CVetoBVeto AFII 3.98 1.12 0.534 599500
167815 Ztautau 140 280 BFilter FS 3.99 1.12 0.0958 199900
167816 Ztautau 140 280 CFilterBVeto FS 3.99 1.12 0.370 399999
167817 Ztautau 140 280 CVetoBVeto FS 3.99 1.12 0.533 598897
167818 Znunu 140 280 BFilter AFII 22.5 1.12 0.0969 1000000
167819 Znunu 140 280 CFilterBVeto AFII 22.5 1.12 0.368 1989998
167820 Znunu 140 280 CVetoBVeto AFII 22.5 1.12 0.535 2979999
167821 Zee 280 500 BFilter FS 0.242 1.12 0.109 20000
167822 Zee 280 500 CFilterBVeto FS 0.241 1.12 0.387 49899
167823 Zee 280 500 CVetoBVeto FS 0.242 1.12 0.506 39999
167824 Zmumu 280 500 BFilter FS 0.242 1.12 0.108 19900
167825 Zmumu 280 500 CFilterBVeto FS 0.242 1.12 0.386 50000
167826 Zmumu 280 500 CVetoBVeto FS 0.243 1.12 0.505 50000
167827 Ztautau 280 500 BFilter FS 0.241 1.12 0.107 19999
167828 Ztautau 280 500 CFilterBVeto FS 0.241 1.12 0.385 50000
167829 Ztautau 280 500 CVetoBVeto FS 0.241 1.12 0.507 49899
167830 Znunu 280 500 BFilter FS 1.35 1.12 0.109 199999
167831 Znunu 280 500 CFilterBVeto FS 1.36 1.12 0.384 239999
167832 Znunu 280 500 CVetoBVeto FS 1.35 1.12 0.507 999892
167833 Zee 500 Bfilter FS 0.0132 1.12 0.116 9600
167834 Zee 500 CFilterBVeto FS 0.0135 1.12 0.398 10000
167835 Zee 500 CVetoBVeto FS 0.0133 1.12 0.485 50000
167836 Zmumu 500 BFilter FS 0.0132 1.12 0.114 10000
167837 Zmumu 500 CfilterBVeto FS 0.0135 1.12 0.399 10000
167838 Zmumu 500 CVetoBVeto FS 0.0133 1.12 0.487 10000
167839 Ztautau 500 BFilter FS 0.0132 1.12 0.115 10000
167840 Ztautau 500 CFilterBVeto FS 0.0133 1.12 0.393 10000
167841 Ztautau 500 CvetoBVeto FS 0.0133 1.12 0.486 50000
167842 Znunu 500 BFilter FS 0.0731 1.12 0.118 49999
167843 Znunu 500 CFilterBVeto FS 0.0733 1.12 0.396 50000
167844 Znunu 500 CVetoBVeto FS 0.0733 1.12 0.484 199699
Table A.4: Used Sherpa Z+jets MC samples continued from Table A.3.
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Sample Name plowT p
high
T Flavor AFII/FS NLO k-factor filter No. of
ID [GeV] [GeV] Filter [pb] eff. events
167740 Wenu 0 BFilter AFII 11000 1.11 0.0128 14977980
167741 Wenu 0 CFilterBVeto AFII 11000 1.11 0.0490 9998989
167742 Wenu 0 CVetoBVeto AFII 11000 1.11 0.938 48415976
167743 Wmunu 0 BFilter AFII 11000 1.11 0.0128 14989485
167744 Wmunu 0 CFilterBVeto AFII 11000 1.11 0.0425 9872485
167745 Wmunu 0 CVetoBVeto AFII 11000 1.11 0.945 48856968
167746 Wtaunu 0 BFilter AFII 11000 1.11 0.0128 14850862
167747 Wtaunu 0 CFilterBVeto AFII 11000 1.11 0.0461 9993984
167748 Wtaunu 0 CVetoBVeto AFII 11000 1.11 0.941 49640972
180534 Wenu 40 70 BFilter AFII 653 1.11 0.0345 1100000
180535 Wenu 40 70 CFilterBVeto AFII 653 1.11 0.171 899999
180536 Wenu 40 70 CVetoBVeto AFII 653 1.11 0.793 16947492
180537 Wmunu 40 70 BFilter AFII 653 1.11 0.0346 1097999
180538 Wmunu 40 70 CFilterBVeto AFII 653 1.11 0.166 900000
180539 Wmunu 40 70 CVetoBVeto AFII 653 1.11 0.800 16978984
180540 Wtaunu 40 70 BFilter AFII 653 1.11 0.0346 1099999
180541 Wtaunu 40 70 CFilterBVeto AFII 653 1.11 0.169 889999
180542 Wtaunu 40 70 CVetoBVeto AFII 653 1.11 0.796 15166494
167761 Wenu 70 140 BFilter AFII 251 1.11 0.0459 2000000
167762 Wenu 70 140 CFilterBVeto AFII 251 1.11 0.201 2996497
167763 Wenu 70 140 CVetoBVeto AFII 250 1.11 0.753 14908986
167764 Wmunu 70 140 BFilter AFII 251 1.11 0.0459 1988999
167765 Wmunu 70 140 CFilterBVeto AFII 251 1.11 0.199 2995999
167766 Wmunu 70 140 CVetoBVeto AFII 251 1.11 0.759 14931984
167767 Wtaunu 70 140 BFilter FS 251 1.11 0.0459 1999893
167768 Wtaunu 70 140 CFilterBVeto FS 251 1.11 0.199 2999890
167769 Wtaunu 70 140 CVetoBVeto FS 251 1.11 0.755 14928649
Table A.5: Used Sherpa W+jets MC samples with their corresponding sample ID, event generator, pT slices, flavor
filter, detector simulation, NLO cross section, k-factor, filter efficiency and number of generated events. These
simulated with massive c and b quarks and massless light quarks. Moreover they are binned in the pT of the W
boson. (continued in Table A.6)
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Sample Name plowT p
high
T Flavor AFII/FS NLO k-factor filter No. of
ID [GeV] [GeV] Filter [pb] eff. events
167770 Wenu 140 280 BFilter AFII 31.2 1.11 0.0632 999999
167771 Wenu 140 280 CFilterBVeto AFII 31.2 1.11 0.222 1999997
167772 Wenu 140 280 CVetoBVeto AFII 31.1 1.11 0.715 2000000
167773 Wmunu 140 280 BFilter AFII 31.2 1.11 0.0631 997497
167774 Wmunu 140 280 CFilterBVeto AFII 31.2 1.11 0.216 1985998
167775 Wmunu 140 280 CVetoBVeto AFII 31.2 1.11 0.720 1993999
167776 Wtaunu 140 280 BFilter FS 31.2 1.11 0.0631 989797
167777 Wtaunu 140 280 CFilterBVeto FS 31.2 1.11 0.220 1998688
167778 Wtaunu 140 280 CVetoBVeto FS 31.2 1.11 0.716 1999994
167779 Wenu 280 500 BFilter FS 1.84 1.11 0.0829 99998
167780 Wenu 280 500 CFilterBVeto FS 1.84 1.11 0.235 199898
167781 Wenu 280 500 CVetoBVeto FS 1.84 1.11 0.682 499891
167782 Wmunu 280 500 BFilter FS 1.84 1.11 0.0829 100000
167783 Wmunu 280 500 CFilterBVeto FS 1.84 1.11 0.228 199998
167784 Wmunu 280 500 CVetoBVeto FS 1.84 1.11 0.688 499698
167785 Wtaunu 280 500 BFilter FS 1.84 1.11 0.0830 100000
167786 Wtaunu 280 500 CFilterBVeto FS 1.84 1.11 0.233 199998
167787 Wtaunu 280 500 CVetoBVeto FS 1.84 1.11 0.684 499998
167788 Wenu 500 BFilter FS 0.102 1.11 0.0997 10000
167789 Wenu 500 CFilterBVeto FS 0.101 1.11 0.244 10000
167790 Wenu 500 CVetoBVeto FS 0.101 1.11 0.657 10000
167791 Wmunu 500 BFilter FS 0.102 1.11 0.100 10000
167792 Wmunu 500 CFilterBVeto FS 0.102 1.11 0.239 10000
167793 Wmunu 500 CVetoBVeto FS 0.102 1.11 0.658 49700
167794 Wtaunu 500 BFilter FS 0.102 1.11 0.0997 10000
167795 Wtaunu 500 CFilterBVeto FS 0.101 1.11 0.242 10000
167796 Wtaunu 500 CVetoBVeto FS 0.102 1.11 0.660 49998
Table A.6: Used Sherpa W+jets MC samples continued from Table A.5.
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Sample ID Name Generator LO k-factor No. of
[pb] events
107680 WenuNp0 AlpgenJimmy 8040 1.19 3459718
107681 WenuNp1 AlpgenJimmy 1580 1.19 2499797
107682 WenuNp2 AlpgenJimmy 477 1.19 3769889
107683 WenuNp3 AlpgenJimmy 134 1.19 1009965
107684 WenuNp4 AlpgenJimmy 35.6 1.19 249999
107685 WenuNp5 AlpgenJimmy 10.5 1.19 70000
107690 WmunuNp0 AlpgenJimmy 8040 1.19 3469591
107691 WmunuNp1 AlpgenJimmy 1580 1.19 2499893
107692 WmunuNp2 AlpgenJimmy 478 1.19 3769890
107693 WmunuNp3 AlpgenJimmy 134 1.19 1009896
107694 WmunuNp4 AlpgenJimmy 35.6 1.19 255000
107695 WmunuNp5 AlpgenJimmy 10.5 1.19 20000
107700 WtaunuNp0 AlpgenJimmy 8040 1.19 3364789
107701 WtaunuNp1 AlpgenJimmy 1580 1.19 2449991
107702 WtaunuNp2 AlpgenJimmy 478 1.19 3719888
107703 WtaunuNp3 AlpgenJimmy 134 1.19 1009993
107704 WtaunuNp4 AlpgenJimmy 35.5 1.19 249898
107705 WtaunuNp5 AlpgenJimmy 10.5 1.19 65000
117284 WccNp0 AlpgenJimmy 150 1.19 1274998
117285 WccNp1 AlpgenJimmy 133 1.19 1049997
117286 WccNp2 AlpgenJimmy 71.8 1.19 552899
117287 WccNp3 AlpgenJimmy 30.3 1.19 170000
117293 WcNp0 AlpgenJimmy 808 1.19 6489181
117294 WcNp1 AlpgenJimmy 268 1.19 2069695
117295 WcNp2 AlpgenJimmy 69.8 1.19 519999
117296 WcNp3 AlpgenJimmy 20.5 1.19 110000
117297 WcNp4 AlpgenJimmy 4.30 1.19 20000
107280 WbbNp0 AlpgenJimmy 55.7 1.19 474999
107281 WbbNp1 AlpgenJimmy 45.2 1.19 359999
107282 WbbNp2 AlpgenJimmy 23.2 1.19 174999
107283 WbbNp3 AlpgenJimmy 11.1 1.19 50000
Table A.7: Additional W+jets MC samples with their corresponding sample ID, event generator, LO cross section,
k-factor, and number of generated events. The overlap between nominal and heavy flavor samples is removed
using the heavy flavor overlap prescription (HFOR).
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Sample ID Name Generator LO k-factor filter No. of
[pb] eff. events
172001 WenuNp1_susyfilt AlpgenJimmy 12.7 1.19 1.00 1999991
172002 WenuNp2_susyfilt AlpgenJimmy 8.95 1.19 1.00 1492993
172003 WenuNp3_susyfilt AlpgenJimmy 4.33 1.19 1.00 1249989
172004 WenuNp4_susyfilt AlpgenJimmy 1.70 1.19 1.00 399498
172005 WenuNp5_susyfilt AlpgenJimmy 0.550 1.19 1.00 109899
172006 WenuNp6_susyfilt AlpgenJimmy 0.190 1.19 1.00 20000
172011 WmunuNp1_susyfilt AlpgenJimmy 12.7 1.19 1.00 1999795
172012 WmunuNp2_susyfilt AlpgenJimmy 8.96 1.19 1.00 1499993
172013 WmunuNp3_susyfilt AlpgenJimmy 4.33 1.19 1.00 1249296
172014 WmunuNp4_susyfilt AlpgenJimmy 1.70 1.19 1.00 399898
172015 WmunuNp5_susyfilt AlpgenJimmy 0.560 1.19 1.00 109998
172016 WmunuNp6_susyfilt AlpgenJimmy 0.190 1.19 1.00 20000
172021 WtaunuNp1_susyfilt AlpgenJimmy 46.4 1.19 0.348 3994886
172022 WtaunuNp2_susyfilt AlpgenJimmy 34.3 1.19 0.335 2794687
172023 WtaunuNp3_susyfilt AlpgenJimmy 17.1 1.19 0.327 1234793
172024 WtaunuNp4_susyfilt AlpgenJimmy 6.55 1.19 0.336 549496
172025 WtaunuNp5_susyfilt AlpgenJimmy 2.04 1.19 0.354 150000
172026 WtaunuNp6_susyfilt AlpgenJimmy 0.660 1.19 0.381 30000
Table A.8: Additional W+jets MC samples with their corresponding sample ID, event generator, LO cross section,
k-factor, and number of generated events. These “susyfilt” samples have been produced with a truth level filter
requiring one jet of at least 80 GeV pT and at least 100 GeV of missing transverse energy. Overlap between those
and the inclusive samples is removed by applying corresponding veto cuts to the inclusive samples.
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Sample ID Name Generator LO k-factor No. of
[pb] events
147105 ZeeNp0 AlpgenPythia 719 1.18 6298988
147106 ZeeNp1 AlpgenPythia 176 1.18 8199476
147107 ZeeNp2 AlpgenPythia 58.9 1.18 3175991
147108 ZeeNp3 AlpgenPythia 15.6 1.18 814995
147109 ZeeNp4 AlpgenPythia 4.01 1.18 348597
147110 ZeeNp5Incl AlpgenPythia 1.26 1.18 219700
147113 ZmumuNp0 AlpgenPythia 719 1.18 6288796
147114 ZmumuNp1 AlpgenPythia 176 1.18 8088384
147115 ZmumuNp2 AlpgenPythia 58.9 1.18 3175488
147116 ZmumuNp3 AlpgenPythia 15.7 1.18 844799
147117 ZmumuNp4 AlpgenPythia 4.01 1.18 378200
147118 ZmumuNp5Incl AlpgenPythia 1.25 1.18 179200
147121 ZtautauNp0 AlpgenPythia 719 1.18 16797868
147122 ZtautauNp1 AlpgenPythia 176 1.18 10679582
147123 ZtautauNp2 AlpgenPythia 58.9 1.18 3740893
147124 ZtautauNp3 AlpgenPythia 15.7 1.18 1011994
147125 ZtautauNp4 AlpgenPythia 4.01 1.18 378798
147126 ZtautauNp5Incl AlpgenPythia 1.26 1.18 209799
Table A.9: Additional Z+jets MC samples for Z decaying to charged leptons listed with their corresponding
sample ID, event generator, LO cross section, k-factor and number of generated events.
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Sample ID Name Generator LO k-factor No. of
[pb] events
200332 ZeebbNp0 AlpgenPythia 0.460 1.18 1629895
200333 ZeebbNp1 AlpgenPythia 0.331 1.18 619997
200334 ZeebbNp2 AlpgenPythia 0.148 1.18 170000
200335 ZeebbNp3Incl AlpgenPythia 0.0796 1.18 109997
200340 ZmuumbbNp0 AlpgenPythia 0.459 1.18 1529994
200341 ZmumubbNp1 AlpgenPythia 0.330 1.18 449700
200342 ZmumubbNp2 AlpgenPythia 0.149 1.18 219999
200343 ZmumubbNp3Incl AlpgenPythia 0.0798 1.18 109499
200348 ZtautaubbNp0 AlpgenPythia 0.459 1.18 259999
200349 ZtautaubbNp1 AlpgenPythia 0.330 1.18 90000
200350 ZtautaubbNp2 AlpgenPythia 0.148 1.18 50000
200351 ZtautaubbNp3Incl AlpgenPythia 0.0799 1.18 50000
200432 ZeeccNp0 AlpgenPythia 0.412 1.18 279998
200433 ZeeccNp1 AlpgenPythia 0.298 1.18 169499
200434 ZeeccNp2 AlpgenPythia 0.137 1.18 100000
200435 ZeeccNp3Incl AlpgenPythia 0.0764 1.18 50000
200440 ZmuumccNp0 AlpgenPythia 0.411 1.18 289798
200441 ZmumuccNp1 AlpgenPythia 0.298 1.18 190000
200442 ZmumuccNp2 AlpgenPythia 0.137 1.18 90000
200443 ZmumuccNp3Incl AlpgenPythia 0.0764 1.18 40000
200448 ZtautauccNp0 AlpgenPythia 0.412 1.18 269999
200449 ZtautauccNp1 AlpgenPythia 0.298 1.18 159900
200450 ZtautauccNp2 AlpgenPythia 0.137 1.18 100000
200451 ZtautauccNp3Incl AlpgenPythia 0.0766 1.18 49999
Table A.10: Additional Z+jets MC samples for Z decaying to charged leptons in production with heavy flavor
quarks listed with their corresponding sample ID, event generator, LO cross section, k-factor and number of
generated events. The overlap between nominal and heavy flavor samples is removed using the heavy flavor
overlap prescription (HFOR).
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Sample ID Name LO k-factor filter No. of
(event generator: AlpgenJimmy) [pb] eff. events
156803 ZnunuNp0_filt1jet 4150 1.23 0.00646 5000
156804 ZnunuNp1_filt1jet 892 1.23 0.455 85000
156808 ZnunuNp1_met70_filt1jet 69.5 1.00 0.999 75000
156805 ZnunuNp1_met140_filt1jet 6.03 1.00 1.00 95000
156806 ZnunuNp1_met280_filt1jet 0.243 1.00 1.00 25000
156807 ZnunuNp1_met500_filt1jet 0.00895 1.00 1.00 5000
156809 ZnunuNp2_filt1jet 282 1.23 0.761 40000
156813 ZnunuNp2_met70_filt1jet 61.0 1.00 0.991 100000
156810 ZnunuNp2_met140_filt1jet 8.00 1.00 1.00 150000
156811 ZnunuNp2_met280_filt1jet 0.460 1.00 1.00 50000
156812 ZnunuNp2_met500_filt1jet 0.0229 1.00 1.00 13000
156814 ZnunuNp3_filt1jet 82.0 1.23 0.906 15000
156818 ZnunuNp3_met70_filt1jet 27.5 1.00 0.986 75000
156815 ZnunuNp3_met140_filt1jet 5.24 1.00 1.00 110000
156816 ZnunuNp3_met280_filt1jet 0.392 1.00 1.00 50000
156817 ZnunuNp3_met500_filt1jet 0.0227 1.00 1.00 13000
156819 ZnunuNp4_filt1jet 21.6 1.23 0.965 4000
156823 ZnunuNp4_met70_filt1jet 9.43 1.00 0.993 25000
156820 ZnunuNp4_met140_filt1jet 2.35 1.00 1.00 120000
156821 ZnunuNp4_met280_filt1jet 0.220 1.00 1.00 45000
156822 ZnunuNp4_met500_filt1jet 0.0142 1.00 1.00 10000
156824 ZnunuNp5_filt1jet 6.60 1.23 0.989 8000
156828 ZnunuNp5_met70_filt1jet 3.35 1.00 0.998 19000
156825 ZnunuNp5_met140_filt1jet 1.04 1.00 1.00 30000
156826 ZnunuNp5_met280_filt1jet 0.121 1.00 1.00 17000
156827 ZnunuNp5_met500_filt1jet 0.00876 1.00 1.00 4000
Table A.11: Additional Z+jets MC samples with the Z decaying to neutrino pairs, generated with AlpgenJimmy
and listed with their corresponding sample ID, LO cross section, k-factor, filter efficiency, NNLO cross section,and
number of generated events. The event generator version corresponds to the ATLAS release (tag E1601), which
has the meson energy deposits correctly simulated. They are filtered for the presence of at least one jet and various
levels of 6ET from 0 to 500 GeV. Double counting of cross section is prevented by excluding from a given sample
the 6ET filtered range of all higher filters.
Sample ID Generator Final state NLO [pb] k-factor No. of events
126892 Sherpa W+W−→ `ν`ν 5.50 1.06 2699994
126893 Sherpa W±Z→ ```ν 9.75 1.05 2699893
126894 Sherpa ZZ→ ```` 8.74 1.00 3799491
126895 Sherpa ZZ→ ``ν`ν 0.496 1.05 899899
Table A.12: Used Dibosons MC samples with their corresponding sample ID, event generator, final state, NLO
cross section, k-factor and number of generated events.
189
Appendix A Simulated backgrounds
Sample ID Name NLO k-factor filter No. of
(event generator: Powheg+Pythia8) [pb] eff. events
126928 WpWm_ee 0.598 1.08 1.00 599700
126929 WpWm_me 0.597 1.08 1.00 600000
126930 WpWm_te 0.598 1.08 1.00 580000
126931 WpWm_em 0.598 1.08 1.00 589999
126932 WpWm_mm 0.597 1.08 1.00 600000
126933 WpWm_tm 0.597 1.08 1.00 599798
126934 WpWm_et 0.597 1.08 1.00 580000
126935 WpWm_mt 0.598 1.08 1.00 599999
126936 WpWm_tt 0.598 1.08 1.00 580000
126937 ZZ_4e_mll4_2pt5 0.0770 1.00 0.908 1099997
126938 ZZ_2e2mu_mll4_2pt5 0.176 1.00 0.827 1599696
126939 ZZ_2e2tau_mll4_2pt5 0.175 1.00 0.583 1079798
126940 ZZ_4mu_mll4_2pt5 0.0770 1.00 0.912 1099798
126941 ZZ_2mu2tau_mll4_2pt5 0.175 1.00 0.587 1069799
126942 ZZ_4tau_mll4_2pt5 0.0770 1.00 0.106 299999
126949 ZZllnunu_ee_mll4 0.0540 3.00 1.00 299400
126950 ZZllnunu_mm_mll4 0.0540 3.00 1.00 300000
126951 ZZllnunu_tt_mll4 0.0540 3.00 1.00 299999
129477 WZ_Wm11Z11_mll0p250d0_2LeptonFilter5 1.41 1.12 0.295 190000
129478 WZ_Wm11Z13_mll0p4614d0_2LeptonFilter5 0.938 1.12 0.352 190000
129479 WZ_Wm11Z15_mll3p804d0_2LeptonFilter5 0.175 1.12 0.167 75999
129480 WZ_Wm13Z11_mll0p250d0_2LeptonFilter5 1.40 1.12 0.294 159999
129481 WZ_Wm13Z13_mll0p4614d0_2LeptonFilter5 0.954 1.12 0.351 190000
129482 WZ_Wm13Z15_mll3p804d0_2LeptonFilter5 0.175 1.12 0.169 76000
129483 WZ_Wm15Z11_mll0p250d0_2LeptonFilter5 1.40 1.12 0.143 70000
129484 WZ_Wm15Z13_mll0p4614d0_2LeptonFilter5 0.938 1.12 0.183 76000
129485 WZ_Wm15Z15_mll3p804d0_2LeptonFilter5 0.172 1.12 0.0590 9000
129486 WZ_W11Z11_mll0p250d0_2LeptonFilter5 0.980 1.14 0.297 189899
129487 WZ_W11Z13_mll0p4614d0_2LeptonFilter5 0.639 1.14 0.353 190000
129488 WZ_W11Z15_mll3p804d0_2LeptonFilter5 0.113 1.14 0.160 76000
129489 WZ_W13Z11_mll0p250d0_2LeptonFilter5 0.936 1.14 0.298 190000
129490 WZ_W13Z13_mll0p4614d0_2LeptonFilter5 0.649 1.14 0.354 190000
129491 WZ_W13Z15_mll3p804d0_2LeptonFilter5 0.113 1.14 0.160 76000
129492 WZ_W15Z11_mll0p250d0_2LeptonFilter5 0.936 1.14 0.148 76000
129493 WZ_W15Z13_mll0p4614d0_2LeptonFilter5 0.639 1.14 0.187 75999
129494 WZ_W15Z15_mll3p804d0_2LeptonFilter5 0.111 1.14 0.0570 19000
178411 ZZ_2e2tau_mll4_taufilter 0.175 1.00 0.0840 100000
178412 ZZ_2mu2tau_mll4_taufilter 0.175 1.00 0.0820 100000
178413 ZZ_4tau_mll4_taufilter 0.0770 1.00 0.324 299998
Table A.13: Additional Powheg+Pythia8 Dibosons MC samples with their corresponding sample ID, final state,
NLO cross section, k-factor filter efficiency and number of generated events. These samples are used for comput-
ing generator systematic uncertainties on the Dibosons prediction in the hadronic channels.
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Sample ID Name NLO k-factor filter No. of
(event generator: Powheg+Pythia8) [pb] eff. events
179385 WZ_Wm11Z15_mll3p80d40_taufilter 0.175 1.12 0.163 76000
179386 WZ_Wm13Z15_mll3p80d40_taufilter 0.175 1.12 0.164 66000
179387 WZ_Wm15Z11_mll0p250d0_taufilter 1.40 1.12 0.0530 19000
179388 WZ_Wm15Z13_mll0p4614d0_taufilter 0.938 1.12 0.0580 19000
179389 WZ_Wm15Z15_mll3p804d0_taufilter 0.172 1.12 0.198 19000
179390 WZ_W11Z15_mll3p80d40_taufilter 0.113 1.14 0.151 75999
179391 WZ_W13Z15_mll3p80d40_taufilter 0.113 1.14 0.152 76000
179392 WZ_W15Z11_mll0p250d0_taufilter 0.936 1.14 0.0570 19000
179393 WZ_W15Z13_mll0p4614d0_taufilter 0.639 1.14 0.0660 19000
179394 WZ_W15Z15_mll3p804d0_taufilter 0.111 1.14 0.183 19000
Table A.14: Additional Powheg+Pythia8 Dibosons MC samples continued from Table A.13
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Appendix B Simulated signals
Sample ID Λ [TeV] tanβ σ [pb]
175821 40 2 0.71
175822 40 5 0.76
175823 40 10 0.77
175824 40 15 0.77
175825 40 20 0.78
175826 40 30 0.80
175827 40 36 0.84
175828 40 37 0.85
175829 50 2 0.18
175830 50 5 0.20
175831 50 10 0.21
175832 50 15 0.21
175833 50 20 0.21
175834 50 30 0.21
175835 50 40 0.23
175836 50 43 0.25
175837 50 44 0.26
175838 60 2 0.057
175839 60 5 0.067
175840 60 10 0.070
175841 60 15 0.070
175842 60 20 0.071
175843 60 30 0.073
175844 60 40 0.079
175845 60 49 0.095
175846 60 50 0.099
175847 70 2 0.021
175848 70 5 0.026
175849 70 10 0.028
175850 70 15 0.028
175851 70 20 0.029
175852 70 30 0.030
175853 70 40 0.032
175854 70 50 0.038
175855 70 57 0.049
175856 70 58 0.051
175857 80 2 0.0093
175858 80 5 0.012
175859 80 10 0.013
175860 80 15 0.013
Sample ID Λ [TeV] tanβ σ [pb]
175861 80 20 0.013
175862 80 30 0.014
175863 80 40 0.015
175864 80 50 0.017
175865 80 58 0.022
175866 80 59 0.023
175867 90 2 0.0045
175868 90 5 0.0061
175869 90 10 0.0067
175870 90 15 0.0068
175871 90 20 0.0069
175872 90 30 0.0072
175873 90 40 0.0078
175874 90 50 0.0089
175875 90 60 0.011
175876 90 61 0.012
175877 90 62 0.012
175878 100 2 0.0024
175879 100 5 0.0033
175880 100 10 0.0037
175881 100 15 0.0038
175882 100 20 0.0039
175883 100 30 0.0040
175884 100 40 0.0043
175885 100 50 0.0049
175886 100 60 0.0061
175887 100 61 0.0063
175888 100 62 0.0065
175889 110 2 0.0014
175890 110 5 0.0019
175891 110 10 0.0022
175892 110 15 0.0022
175893 110 20 0.0023
175894 110 30 0.0024
175895 110 40 0.0026
175896 110 50 0.0029
175897 110 60 0.0035
175898 110 61 0.0036
175899 110 62 0.0037
Table B.1: List of MC signal samples for various points in the SUSY GMSB parameter grid. All samples are
generated using Herwig++. Four out of six parameters defining the GMSB points are the same for all samples:
〈S〉 = 250TeV, N5 = 3, sign(µ) = + and CG˜ = 1. The parameters Λ and tanβ are varied as shown in the table.
The leading-order cross section is also given. Note that the samples are re-weighted using the NLO cross section
per process.
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Sample ID Λ [TeV] tanβ σ [pb]
174170 117 700 0.36
174171 117 860 0.068
174172 117 940 0.031
174173 117 1020 0.015
174174 117 1100 0.0071
174175 117 1180 0.0035
174176 117 400 17
174177 117 520 3.1
174178 117 640 0.71
174179 179 700 0.36
174180 179 860 0.068
174181 179 940 0.031
174182 179 1020 0.015
174183 179 1100 0.0071
174184 179 1180 0.0035
174185 179 400 17
174186 179 520 3.1
174187 179 640 0.71
174188 210 700 0.36
174189 210 860 0.068
174190 210 940 0.031
174191 210 1020 0.015
174192 210 1100 0.0071
174193 210 1180 0.0035
174194 210 400 17
174195 210 520 3.1
174196 210 640 0.71
174197 242 700 0.36
174198 242 860 0.068
174199 242 940 0.031
174200 242 1020 0.015
174201 242 1100 0.0071
174202 242 1180 0.0035
174203 242 400 17
174204 242 520 3.1
Sample ID Λ [TeV] tanβ σ [pb]
174205 242 640 0.71
174206 274 700 0.36
174207 274 860 0.068
174208 274 940 0.031
174209 274 1020 0.015
174210 274 1100 0.0071
174211 274 1180 0.0035
174212 274 400 17
174213 274 520 3.1
174214 274 640 0.71
174215 305 700 0.36
174216 305 860 0.068
174217 305 940 0.031
174218 305 1020 0.015
174219 305 1100 0.0071
174220 305 1180 0.0035
174221 305 400 17
174222 305 520 3.1
174223 305 640 0.71
174224 337 700 0.36
174225 337 860 0.068
174226 337 940 0.031
174227 337 1020 0.015
174228 337 1100 0.0071
174229 337 1180 0.0035
174230 337 400 17
174231 337 520 3.1
174232 337 640 0.71
177275 117 1260 0.0020
177276 179 1260 0.0020
177277 210 1260 0.0020
177278 242 1260 0.0020
177279 274 1260 0.0020
177280 305 1260 0.0020
177281 337 1260 0.0020
Table B.2: List of MC samples for the SUSY signal in the nGM model. Masses are quoted in GeV. All samples
are generated using Herwig++. The next-to-leading-order cross section is also given.
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Sample ID Λ [TeV] tanβ σ [pb]
174053 400 250 6.1
174054 400 300 2.3
174055 400 350 1.00
174056 400 400 0.46
174057 400 450 0.23
174058 400 500 0.12
174059 400 550 0.063
174060 400 600 0.035
174061 400 650 0.020
174062 400 700 0.012
174063 400 750 0.0075
174064 400 800 0.0048
174065 600 250 4.6
174066 600 300 1.7
174067 600 350 0.72
174068 600 400 0.34
174069 600 450 0.17
174070 600 500 0.088
174071 600 550 0.048
174072 600 600 0.027
174073 600 650 0.016
174074 600 700 0.0092
174075 600 750 0.0056
174076 600 800 0.0035
174077 800 250 3.9
174078 800 300 1.4
174079 800 350 0.56
174080 800 400 0.26
174081 800 450 0.13
174082 800 500 0.069
174083 800 550 0.038
174084 800 600 0.022
174085 800 650 0.013
174086 800 700 0.0076
174087 800 750 0.0047
174088 800 800 0.0029
174089 1000 250 3.4
174090 1000 300 1.2
174091 1000 350 0.48
174092 1000 400 0.22
174093 1000 450 0.11
174094 1000 500 0.059
Sample ID Λ [TeV] tanβ σ [pb]
174095 1000 550 0.033
174096 1000 600 0.019
174097 1000 650 0.011
174098 1000 700 0.0067
174099 1000 750 0.0042
174100 1000 800 0.0026
174101 1200 250 2.9
174102 1200 300 1.1
174103 1200 350 0.44
174104 1200 400 0.20
174105 1200 450 0.10
174106 1200 500 0.053
174107 1200 550 0.030
174108 1200 600 0.017
174109 1200 650 0.010
174110 1200 700 0.0063
174111 1200 750 0.0039
174112 1200 800 0.0025
174113 1400 250 2.4
174114 1400 300 0.92
174115 1400 350 0.40
174116 1400 400 0.19
174117 1400 450 0.095
174118 1400 500 0.051
174119 1400 550 0.028
174120 1400 600 0.017
174121 1400 650 0.0099
174122 1400 700 0.0061
174123 1400 750 0.0039
174124 1400 800 0.0025
174125 1600 250 1.9
174126 1600 300 0.81
174127 1600 350 0.37
174128 1600 400 0.18
174129 1600 450 0.091
174130 1600 500 0.049
174131 1600 550 0.028
174132 1600 600 0.016
174133 1600 650 0.0098
174134 1600 700 0.0061
174135 1600 750 0.0038
174136 1600 800 0.0025
Table B.3: List of MC samples for the SUSY signal in the bRPV model (part 1). Masses are quoted in GeV. All
samples are generated using PYTHIA6. Common parameters are A0 = −2m0, tanβ = 30 and sign µ = +1. The
leading-order cross section is also given. Note that the samples are re-weighted using the NLO cross section per
process.
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Sample ID Λ [TeV] tanβ σ [pb]
174137 1800 250 1.6
174138 1800 300 0.70
174139 1800 350 0.33
174140 1800 400 0.17
174141 1800 450 0.087
174142 1800 500 0.048
174143 1800 550 0.028
174144 1800 600 0.016
174145 1800 650 0.0098
174146 1800 700 0.0061
174147 1800 750 0.0039
174148 1800 800 0.0025
174149 2000 250 1.4
174150 2000 300 0.62
174151 2000 350 0.30
174152 2000 400 0.15
174153 2000 450 0.083
174154 2000 500 0.047
174155 2000 550 0.027
174156 2000 600 0.016
174157 2000 650 0.0098
174158 2000 700 0.0061
174159 2000 750 0.0039
174160 2000 800 0.0025
174161 2200 250 1.3
174162 2200 300 0.56
174163 2200 350 0.27
174164 2200 400 0.14
174165 2200 450 0.079
174166 2200 500 0.045
174167 2200 550 0.026
174168 2200 600 0.016
174169 2200 650 0.0098
174980 400 200 20
174981 600 200 17
174982 800 200 16
174983 1000 200 13
174984 1200 200 9.2
174985 1400 200 6.6
174986 1600 200 5.1
174987 1800 200 4.3
Table B.4: List of MC samples for the SUSY signal in the bRPV model continued from Table B.3.
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C
Computation of missing energy
In contrast to particle objects, “Missing Energy” has no unambiguous physical definition. It is computed
by building the balance of all energy measurements in one event. By this approach it is susceptible to
energy calibrations and definitions in all underlying object. For the tau based searches, especially the
difference between taus and jets is of particular interest.
The default 6ET definition “MET RefFinal” comprises a tau term which is build from all taus fulfilling
“medium” tau identification criteria. However for most SUSY analyses, a different kind of 6ET (“MET
Egamma10NoTau”) computation which treats all hadronic objects as jets, independent of any tau iden-
tification has emerged as most widespread approach. The difference between these two flavors boils
down to the choice of calibration for some hadronic object. In MET RefFinal, it is calibrated as a tau
if it fulfills medium tau identification criteria and as jet otherwise while in MET Egamma10NoTau it is
calibrated as a jet in any case.
The following studies are based on the p1328 SUSYD3PD production. It compares the two afore-
mentioned 6ET flavors for both a tt¯ sample (sample id 117809, Sherpa, tt¯ → ττ) and one Z+jets sample
(sample id 147772, Sherpa, Z→ ττ). These samples are not used in the main analysis, however the find-
ings are general and also applicable for the nominal samples, since neither the computational approach
nor the basic definitions have changed. These samples are chosen to represent different kinematic ex-
tremes. tt¯ events tend to have a high level of general activity with multiple sources of 6ET from the decay
of the W . On the contrary, in Z+jets one expects events where the neutrinos of the tau decays are the
only source of 6ET .
In general, there are two approaches for the computation of “6ET ”. All flavors of missing energy are
computed centrally and stored in the data files. One can also compute this quantity at analysis level based
on all identified objects in the event. However, even the latter approach relies on a priory information
since it employs “weight maps” which are computed centrally. It is only possible to change the energy
calibration of a given object at analysis level but not the association to a given class of physics objects.
Figure C.1 shows a closure test between the centrally computed and the custom computed 6ET . It also
gives some impression of the influence of the tau term in the 6ET computation.
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Figure C.1: Closure test for the re-computation of 6ET terms from analysis objects. The solid line shows the
distributions obtained from precomputed information stored in the data files while the points show the distributions
obtained from analysis objects. A very good agreement is obtained for both flavors of 6ET considered (a and b).
Note the effect of omitting the tau term in the generally tau-aware MET RefFinal flavor (c).
Additional complication arises due to the choice of identification strength of the tau candidates. For
the analyses “loose” taus are considered, while MET RefFinal relies on medium taus. However, there
is no easy way to recompute 6ET for different tau ID levels due to the weight map. The influence of a
discrepancy between object ID level and 6ET ID level has also to be evaluated.
Figure C.2 shows comparisons for the different 6ET flavors on the tt¯ sample at one and two tau cut
stages both for medium and loose taus. Note that MET RefFinal is computed from medium taus in all
cases. While at one tau level, no difference is visible some difference seem to arise at two tau level.
This difference is well covered by the statistical uncertainty on the samples alone.
Figure C.3 shows the same comparisons for the Z+jets sample. Here, a clear difference is visible at
both one tau and two tau cut stage. Note that the difference is significantly more pronounced for medium
taus in the cut than for loose taus.
These comparisons show that one is sensitive to the 6ET definition only in cases where the invisible
part of the tau decay contributed significantly to the physical missing energy. This is easily understood
since in such a topology the 6ET vector is expected to point in the direction of the taus. Hence, a
difference of the calibration of the tau object (what the different 6ET flavors boil down to) translates
directly in a difference in the 6ET magnitude. In tt¯ events on the other hand, the neutrinos from the W
decays contribute probably more to the physical 6ET . Hence the direction of the taus and the 6ET are
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Figure C.2: Comparison of the 6ET distribution for both 6ET flavors for the tt¯ sample. Comparisons are made after
requiring one or two taus with both medium and loose tau ID criteria. MET RefFinal is computed using medium
taus in all cases.
more or less uncorrelated.
Given that the aim of these searches are SUSY scenarios with invisible particles, the expected topo-
logy is much more tt¯ like than Z like. In fact, the analysis employs some cuts that explicitly suppress
topologies where the 6ET vector and the tau direction are aligned (e.g. the mτ1T +mτ2T cuts). Moreover
these studies show that care has to be taken when employing different identification strengths to tau
objects in analysis and 6ET level so ideally one would have to have a different 6ET flavor for each tau
identification strength.
Concluding, it was decided to choose the standard SUSY MET Egamma10NoTau computation to be
independent of the tau ID applied and since effects of SUSY-like topologies are expected to be small.
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Figure C.3: Comparison of the 6ET distribution for both 6ET flavors for the Z+jets sample. Comparisons are made
after requiring one or two taus with both medium and loose tau ID criteria. MET RefFinal is computed using
medium taus in all cases.
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D
Studies on background simulations
D.1 Choice of a tt¯ generator
In earlier production campaigns, a mis-modeling of the mτ1T +m
τ2
T -shape in the SHERPA tt¯ samples has
been observed. This mis-modeling is clearly visible in Figure D.1 a). Figure D.1 b)-e) shows the same
distribution with the same kinematic selection in the production p1512 used for this thesis. Clearly, the
bias is reduced or even vanished. The tau ID has undergone significant improvements between the two
production releases which obviously cured the problem observed before.
In the current production there are four different samples available, all containing a similar number
of simulated events. Looking at the shapes for the four available generators, no clear preference for any
of them is striking. This is cross-checked with various others kinematic distributions (c.f. Figures D.2-
D.7). While in some one generator may outperform the others there is no clear “winner”.
Since for POWHEG there is a large extension with the fast simulation AFII available (c.f. Sec-
tion D.2), it was chosen as baseline generator. For deriving systematic uncertainties, ALPGEN is
chosen as comparison generator. This decision was driven by the fact that the ALPGEN sample is
different from the POWHEG in nearly all aspects so an uncertainty derived from this comparison is
expected to cover many possible sources of differences.
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Figure D.1: mτ1T +m
τ2
T shape comparison in the top CR in p1318 usingSHERPA (a) and in p1512 for four different
generators (b-e). The observer bias in p1318 is largely cured with the new tau ID in p1512. All four generators
show a reasonable agreement.
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(c) HT in MC@NLO
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(d) HT in POWHEG
Figure D.2: HT shape comparison in the top CR for four different generators. All four generators show a reason-
able agreement.
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(a) pjet1T in SHERPA
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(c) pjet1T in MC@NLO
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(d) pjet1T in POWHEG
Figure D.3: pjet1T shape comparison in the top CR for four different generators. All four generators show a reas-
onable agreement.
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(c) pτ1T in MC@NLO
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(d) pτ1T in POWHEG
Figure D.4: pτ1T shape comparison in the top CR for four different generators. All four generators show a reason-
able agreement.
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(c) pτ2T in MC@NLO
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Figure D.5: pτ2T shape comparison in the top CR for four different generators. All four generators show a reason-
able agreement.
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(c) 6ET in MC@NLO
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(d) 6ET in POWHEG
Figure D.6: 6ET shape comparison in the top CR for four different generators. All four generators show a reason-
able agreement.
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Figure D.7: Njet shape comparison in the top CR for four different generators. All four generators show a reason-
able agreement.
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D.2 Validation of fast simulation samples
As shown before, there is no clear preference on the choice of a particular generator for tt¯ from initial
physics studies. However, the available number of simulated events for tt¯ production simulated with
POWHEG and AFII exceeds the number of events generated with full simulation (FS) by a factor
of five. It is highly desirable to use this sample to decrease statistical uncertainties. The use of fast
simulation for jets and light leptons is validated centrally by the respective performance groups and
needed corrections are implemented in the respective reconstruction.
In former studies, results of varying quality are found when using AFII, depending on the generator
and the studies kinematics. An individual evaluation is required for each analysis. This affects only
true taus since fake taus are generally found to be unreliably described in simulation and have to be
constraint from data anyway.
To account for possible mis-modeling of the taus in AFII, two corrections are provided by the Tau
working group: One correction for the efficiency in terms of a kinematic dependent scaling factor and
one correction for a pT mis-modeling in terms of a pT shift. In principle, both corrections are intended
to be applied at the same time. However, some studies suggest that certain samples require the use of
only one of the corrections while others don’t require any treatment.
Also for the nominal W/Z+jets samples, some samples are only available in fast simulation depending
on the vector boson pT and the decay channels. For the decay of the W /Z to light lepton this comprises
all samples with pW/ZT < 280GeV. Since those simulations contain only fake taus and are more or
less negligible for the analysis due to the applied veto on light leptons, no further investigations are
made. For those samples with bosons decaying into tau leptons, only samples with pW/ZT < 70GeV
are simulated in fast simulation. Studies show that events with these relatively low boson momenta are
highly unlikely to end up in any signal region due to the pjet1T cut that requires a hard recoiling object in
vector boson production events. Hence, the validation is focused on tt¯.
A first comparison is made between full simulation, fast simulation and fast simulation including
both tau specific corrections. Results for this are collected in Figure D.8. Obviously the agreement
in the overall normalization and hence the efficiency of the tau ID is far better when not applying any
correction to the AFII taus. The shape of the tau kinematic variables is well modeled both with and
without corrections. No significant shape deviations are visible between corrected and uncorrected taus.
The correction on the tau efficiency actually lowers the tau ID performance in the AFII samples. A
second comparison is made between FS, AFII and AFII using only the pT correction. Special atten-
tion is given to subtle shape differences that might arise by correcting the tau candidates momentum.
Figure D.9 shows a display of cutflows for different control and signal regions used in the analysis.
Figure D.10 shows comparisons for different tau related kinematic variables used in the analysis for
all events in the top control region. Figures D.11-D.12 show tau kinematics for various subsets of tau
candidates in the same region. All comparisons show an excellent agreement between AFII and FS on
the level of statistical uncertainties. No significant effect of the pT correction on the quality of the shape
agreement can be observed.
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Figure D.8: Comparison of various tau kinematic distributions and the cut flow in the top control region for Full
Simulation (FS), Fast Simulation (AFII) and Fast Simulation including full tau corrections (AFII Corrected). A
good agreement between FS and AFII is observed while the tau corrections clearly underestimate the efficiency
of the tau ID.
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Figure D.9: Comparison of cutflows in different regions for Full Simulation (FS), Fast Simulation (AFII) and
Fast Simulation including tau pT corrections (AFII pT -Corrected). A good agreement between FS and AFII is
observed while the tau pT corrections have only a very small effect.
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Figure D.10: Comparison of various kinematic distributions in different regions for Full Simulation (FS), Fast
Simulation (AFII) and Fast Simulation including tau pT corrections (AFII pT -Corrected). A good agreement
between FS and AFII is observed while the tau pT corrections have only a very small effect.
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Figure D.11: Comparison of various kinematic distributions for true and fake taus in different regions for Full
Simulation (FS), Fast Simulation (AFII) and Fast Simulation including tau pT corrections (AFII pT -Corrected).
A good agreement between FS and AFII is observed while the tau pT corrections have only a very small effect.
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Figure D.12: Comparison of various kinematic distributions for 1-prong and 3-prong taus in different regions
for Full Simulation (FS), Fast Simulation (AFII) and Fast Simulation including tau pT corrections (AFII pT -
Corrected). A good agreement between FS and AFII is observed while the tau pT corrections have only a very
small effect.
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D.3 Differential cross section re-weighting on POWHEG tt¯ sample
In the light of these studies, it was decided together with the tau combined performance working group
that the use of the large AFII tt¯ sample is safe for the purpose of the analysis. Deviations observed are
minimal and are on the level of the statistical uncertainty. Any overall normalization difference will
be caught by the background estimation procedure and no notable shape difference can be found. An
estimate of any possible normalization difference can be drawn from the distributions of the Jet-BDT
score displayed for all tau candidates in a subset of the samples in study shown in Figure D.13. The
very small shift between full simulation and AFII shape manifests in form of slight differences in the
identification efficiency. Shifts are at a level of percent, while uncertainties of the choice of tt¯ generators
alone are typically in the order of few ten percents. Note that these plots include all tau candidates
regardless of the event kinematics. For this reason, no further uncertainty is assigned to the use of fast
simulation for taus.
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Figure D.13: Comparison of the shape of the tau ID BDT for all candidates (a) and only truth matched candidates
(b) in a subset of the sample studied. The small shift observed between Full Simulation (FS) and Fast Simulation
(AFII) is the source of any remaining difference in the tau ID efficiency.
D.3 Differential cross section re-weighting on POWHEG tt¯ sample
As explained in Section 4, the used tt¯ sample generated with POWHEG exhibits a deviation compared
to data. This is remedied by applying a re-weighting procedure that is based on an ATLAS differential
tt¯ cross section measurement [212, 213].
Although in the main selections no obvious deviations are observed, a validation region can easily be
constructed to find such deviations. To do so, the kinematic control region introduced in Section 6.3.1 is
extended by dropping the HT and the m
µ
T +m
jet3
T cut. In this region, a clear trend is observable in many
kinematic variables.
After applying the correction however the trend vanishes and an excellent agreement between data
and simulation is achieved. This is nicely displayed in Figure D.14 that compiles various kinematic
distributions with and without re-weighting in the specific validation region.
In the nominal control regions the effect on shapes is barely visible. However, the re-weighting
influences the scaling factors derived in Section 6.2.3 bringing them closer to unity.
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Figure D.14: Shape comparison for various kinematic variables with and without cross section re-weighting for
the tt¯ background. Plots are made in a specific validation region that is susceptible to this kind of problems. The
re-weighting clearly improves the agreement between data and simulation.
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Figure D.15: Further shape comparison for various kinematic variables with and without cross section re-
weighting for the tt¯ background. Plots are made in a specific validation region that is susceptible to this kind
of problems. The re-weighting clearly improves the agreement between data and simulation.
For the final background estimate, the expected level of background is slightly decreased with the
difference being covered by the generator uncertainties on the nominal tt¯ prediction. Systematic uncer-
tainties evaluated by comparing ALPGEN to POWHEG also decrease.
D.4 Boson pT re-weighting on SHERPAW+jets/Z+jets samples
For the central W+jets and Z+jets samples, previous studies have shown that the pT of the boson is
not correctly modeled in kinematic regions with high 6ET and hard jet pT . This is however exactly the
configuration enforced by the trigger employed in the analysis. A correction factor in several bins of
the true pT of the boson is derived in the context of the stop-charm search (section 8.1 of [233]). These
corrections are derived in control regions that exhibit kinematic properties very similar to the ones of
this search. Indeed, studies in the kinematic control regions (c.f. definition in Section 6.3.1) show a
slope in the data/MC ratio for distributions sensitive to boson pT mis-modeling. This bias is cured by
applying the re-weighting factors (c.f. Figure D.16).
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Figure D.16: Comparison of pjet1T , HT and Njet in a W → µν enriched W kinematic control region with and without
the boson pT re-weighting procedure for theSHERPA W and Z samples. A clear improvement of the agreement
between data and MC is observed after applying the re-weighting.
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D.4 Boson pT re-weighting on SHERPAW+jets/Z+jets samples
The re-weighting of the vector boson samples according to the pT of the boson is derived in a region
with a fixed jet multiplicity cut. To validate the applicability to other multiplicities, the effect of the
re-weighting on pjet1T is studied for different jet multiplicities in the W kinematic control region. The jet
pT is chosen since it should be directly correlated to the boson pT under the assumption that most of
the recoil is absorbed by one jet. The said control region was chosen since it allowed for independent
variations of the jet multiplicity cut and has been shown to be sensitive to the boson pT mis-modeling
before.
Figures D.17 and D.18 show these distributions. Clearly, the re-weighting improves the data-MC
agreement regardless of the selected jet multiplicity.
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(a) pjet1T after 1 µ , 3 jets and CR kinematic w/o re-weighting
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Figure D.17: pjet1T without and with the boson pT re-weighting applied for different jet multiplicity cuts in the
kinematic W control region.
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Figure D.18: pjet1T without and with the boson pT re-weighting applied for different jet multiplicity cuts in the
kinematic W control region (cont’d).
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Figure E.1: Significance scans for optimization of the GMSB signal region starting from the Inclusive signal
region. All backgrounds are scaled with their respective scale factors.
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Figure E.2: GMSB exclusion plots for different HT cuts. All exclusions are computed employing a m
τ1
T +m
τ2
T >
150GeV cut. Systematic uncertainties are re-computed for the chosen cut value for each plot. The “observed”
line gives the exclusion achieved by assuming the closest integer to the expected number of events as “observed”
number of events.
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Figure E.3: Difference in significance between various hypothetical signal regions and the Inclusive SR for the
GMSB grid.
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Figure E.4: Significance scans for optimization of the nGM signal region starting from the nGM signal rsegion.
All backgrounds are scaled with their respective scale factors.
227
Appendix E Additional plots on the event selection
E.3 bRPV
 [GeV]0m
400 600 800 1000 1200 1400 1600 1800 2000 2200 2400
 
[G
eV
]
1/
2
m
200
300
400
500
600
700
800
>0µ=30, β, tan0=-2m0Bilinear RPV Model, A
=8 TeVs, -1L dt = 20.3 fb∫
 Exclusionτ2
)theorySUSYσ1 ±Pseudo-observed limit (
)expσ1 ±Expected limit (
All Limits at 95% CL
(a) HT > 900GeV
 [GeV]0m
400 600 800 1000 1200 1400 1600 1800 2000 2200 2400
 
[G
eV
]
1/
2
m
200
300
400
500
600
700
800
>0µ=30, β, tan0=-2m0Bilinear RPV Model, A
=8 TeVs, -1L dt = 20.3 fb∫
 Exclusionτ2
)theorySUSYσ1 ±Pseudo-observed limit (
)expσ1 ±Expected limit (
All Limits at 95% CL
(b) HT > 1000GeV
 [GeV]0m
400 600 800 1000 1200 1400 1600 1800 2000 2200 2400
 
[G
eV
]
1/
2
m
200
300
400
500
600
700
800
>0µ=30, β, tan0=-2m0Bilinear RPV Model, A
=8 TeVs, -1L dt = 20.3 fb∫
 Exclusionτ2
)theorySUSYσ1 ±Pseudo-observed limit (
)expσ1 ±Expected limit (
All Limits at 95% CL
(c) HT > 1100GeV
 [GeV]0m
400 600 800 1000 1200 1400 1600 1800 2000 2200 2400
 
[G
eV
]
1/
2
m
200
300
400
500
600
700
800
>0µ=30, β, tan0=-2m0Bilinear RPV Model, A
=8 TeVs, -1L dt = 20.3 fb∫
 Exclusionτ2
)theorySUSYσ1 ±Pseudo-observed limit (
)expσ1 ±Expected limit (
All Limits at 95% CL
(d) HT > 1200GeV
Figure E.5: bRPV exclusion plots for different HT cuts. All exclusions are computed employing a m
τ1
T +m
τ2
T >
150GeV cut. Systematic uncertainties are re-computed for the chosen cut value for each plot. The “observed”
line gives the exclusion achieved by assuming the closest integer to the expected number of events as “observed”
number of events.
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Figure E.6: bRPV exclusion plots for different mτ1T +m
τ2
T cuts. All exclusions are computed employing a HT >
1000GeV cut. Systematic uncertainties are re-computed for the chosen cut value for each plot. The “observed”
line gives the exclusion achieved by assuming the closest integer to the expected number of events as “observed”
number of events.
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Figure E.7: bRPV exclusion plots for different mτ1T +m
τ2
T cuts. All exclusions are computed employing a HT >
600GeV and a Njet ≥ 4 cut. Systematic uncertainties are re-computed for the chosen cut value for each plot. The
“observed” line gives the exclusion achieved by assuming the closest integer to the expected number of events as
“observed” number of events.
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Figure E.8: bRPV exclusion plots for different mτ1T +m
τ2
T cuts. All exclusions are computed employing a HT >
1000GeV and a Njet ≥ 4 cut. Systematic uncertainties are re-computed for the chosen cut value for each plot. The
“observed” line gives the exclusion achieved by assuming the closest integer to the expected number of events as
“observed” number of events.
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Figure E.9: Significance maps for the two bRPV signal regions (a and b). The shape of the excluded regions is
reflected in the shape of the significance landscape. (c) shows the difference between the two maps. Depending
on the position in the grid the performance of the two SRs changes rapidly.
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F
Additional information on systematic
uncertainties
F.1 Software packages used for the computation of systematic
uncertainties
Uncertainty Package Version
Jet energy scale JETUNCERTAINTIES 00-08-06
Jet energy resolution JETENERGYRESOLUTIONPROVIDER 02-00-02
Tau energy scale TAUCORRUNCERTPROVIDER 00-00-07
Tau identification TAUCORRUNCERTPROVIDER 00-00-07
Missing transverse momentum MISSINGETUTILITY 01-02-06
Pileup re-weighting PILEUPREWEIGHTING 00-02-11
B-tag efficiency CALIBRATIONDATAINTERFACE 00-03-06
Jet-vertex-fraction JVFUNCERTAINTYTOOL 00-00-04
Table F.1: Overview of the software packages used to compute the various systematic uncertainties considered.
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F.2 Generator comparisons
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Figure F.1: Shape comparison for the main kinematic variables. Compared are the tt¯ generators POWHEG and
ALPGEN. All plots are made after requiring all objects selected in the analysis. All samples are normalized in
the respective control region matching the samples compared.
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Figure F.2: Shape comparison for the main kinematic variables. Compared are the W+jets generators SHERPA
and ALPGEN. All plots are made after requiring all objects selected in the analysis. All samples are normalized
in the respective control region matching the samples compared.
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Figure F.3: Shape comparison for the main kinematic variables. Compared are the Z+jets generators SHERPA
and ALPGEN. All plots are made after requiring all objects selected in the analysis. All samples are normalized
in the respective control region matching the samples compared.
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Figure F.4: Comparison between the uncertainty due to the choice of the showering algortihm and the overall
generator uncertainty for the main kinematic variables. All plots are made after requiring all objects selected
in the analysis. All samples are normalized in the respective control region matching the samples compared.
Note that the shapes for the showering comparison cannot directly be compared to the shapes of the overall
comparison. In general a much larger difference between the different generators than between the different
phase-space configurations is observed.
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Appendix F Additional information on systematic uncertainties
F.3 Detailed tables of background uncertainties
Systematic Total Dibosons Multijets W Top Z
JER −0.021 0. - −0.043 −0.0020 −0.012
JES up 0.071 0. - 0.025 0.083 0.23
JES down 0.034 −0.036 - 0.12 0.0060 −0.087
TES up −0.028 0. - −0.067 −0.045 0.052
TES down −0.018 0. - 0.021 0.073 −0.22
Tau ID up 0.0070 0.041 - 0.0070 0.0010 −0.010
Tau ID down −0.0070 −0.040 - −0.0080 −0.0010 0.011
Tau EVETO up 0.016 0. - 0.022 0.033 0.0010
Tau EVETO down −0.016 0. - −0.023 −0.030 −0.0010
BTag down 0.019 0. - 0.018 0.074 −0.015
BTag up −0.017 0. - −0.014 −0.068 0.014
6ET resolution 0.0090 0. - −0.023 −0.061 0.17
6ET scale down −0.011 0. - −0.018 −0.049 0.034
6ET scale up 0.010 0. - 0.0010 0.083 −0.037
Pileup up −0.015 −0.19 - 0.028 −0.039 0.034
Pileup down 0.013 0.16 - −0.016 0.026 −0.038
Top Generator 0.11 - - 0.066 0.34 0.045
Top Generator Stat 0.087 - - - 0.43 -
W Generator 0.026 - - 0.090 0.031 0.040
W Generator Stat 0.14 - - 0.34 - -
Z Generator 0.056 - - 0.21 0.023 0.82
Z Generator Stat 0.029 - - - - 0.82
Dibosons Generator 0.065 0.53 - 0.010 0.011 0.0030
Dibosons Generator Stat 0.035 0.51 - - - -
JVF up 0.0030 0. - 0.0050 0.0030 0.
JVF down −0.0020 0. - −0.0030 −0.0010 −0.0010
QCD Tails up 0.0020 - −0.12 0.016 −0.0010 −0.0030
QCD Tails down 0.040 - 0.78 0.022 −0.0010 −0.0040
QCD Gauss 0.0020 - 0.29 −0.023 −0.0040 0.0050
Total systematic uncertainty 0.23 0.75 0.54 0.43 0.57 1.2
Statistical uncertainty 0.13 0.50 0.47 0.26 0.25 0.27
Total uncertainty 0.27 0.90 0.72 0.50 0.62 1.2
Table F.2: Breakdown of all systematic and statistical uncertainties for the Inclusive signal region. Acronyms are
introduced in Section 7.2. Systematic uncertainties are evaluated as relative changes in the background prediction
for the signal region including changes in the data-driven background prediction due to changes in the transfer
factors.
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F.3 Detailed tables of background uncertainties
Systematic Total Multijets W Top Z
JER −0.047 - −0.037 −0.015 −0.20
JES up −0.020 - −0.12 −0.10 0.41
JES down −0.028 - 0.024 0.11 −0.45
TES up −0.024 - −0.031 −0.064 0.011
TES down −0.15 - −0.23 0.10 −0.46
Tau ID up 0.0080 - 0.023 −0.0070 −0.0070
Tau ID down −0.0090 - −0.025 0.0070 0.0070
Tau EVETO up −0.0030 - −0.0050 −0.0070 0.0010
Tau EVETO down 0.0040 - 0.0050 0.0070 −0.0010
BTag down 0.022 - 0.020 0.079 −0.013
BTag up −0.019 - −0.016 −0.072 0.012
6ET resolution −0.012 - −0.030 0. 0.015
6ET scale down −0.022 - −0.068 0.014 0.050
6ET scale up −0.083 - −0.16 −0.012 −0.044
Pileup up 0.023 - 0.026 0.010 0.067
Pileup down 0.0070 - 0.050 −0.061 −0.042
Top Generator 0.10 - 0.057 0.46 0.039
Top Generator Stat 0.32 - - 0.94 -
W Generator 0.52 - 1.1 0.033 0.043
W Generator Stat 0.46 - 0.71 - -
Z Generator 0.061 - 0.40 0.028 1.0
Z Generator Stat 0. - - - 0.
Dibosons Generator 0.013 - 0.021 0.023 0.0060
Dibosons Generator Stat 0. - - - -
JVF up 0.0020 - 0.0010 0.0070 0.
JVF down −0.0030 - −0.0050 −0.0020 0.
QCD Tails up −0.15 −0.66 −0.0030 0. 0.0010
QCD Tails down 0.0020 −0.0050 0.0080 0. −0.0010
QCD gauss 0.0060 0.017 0.010 −0.014 0.
Total systematic uncertainty 0.79 0.33 1.4 1.1 1.1
Statistical uncertainty 0.33 0.72 0.55 0.62 0.54
Total uncertainty 0.85 0.79 1.5 1.2 1.3
Table F.3: Breakdown of all systematic and statistical uncertainties for the GMSB signal region. Acronyms are
introduced in Section 7.2. Systematic uncertainties are evaluated as relative changes in the background prediction
for the signal region including changes in the data-driven background prediction due to changes in the transfer
factors.
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Systematic Total Multijets W Top Z
JER 0.021 - 0.028 −0.0060 −0.16
JES up 0.049 - −0.19 0.064 0.13
JES down −0.048 - 0.043 −0.0050 −0.27
TES up 0.031 - −0.15 0.062 0.18
TES down 0.028 - 0.052 0.043 −0.037
Tau ID up 0.0020 - 0.024 0.0010 −0.022
Tau ID down −0.0020 - −0.026 −0.0010 0.025
Tau EVETO up −0.0040 - −0.0050 −0.0060 0.0010
Tau EVETO down 0.0040 - 0.0050 0.0060 −0.0010
BTag down 0.044 - 0.020 0.079 −0.013
BTag up −0.040 - −0.016 −0.072 0.012
6ET resolution −0.014 - −0.040 −0.014 0.015
6ET scale down 0.010 - −0.068 0.031 0.050
6ET scale up −0.031 - 0.012 −0.027 −0.092
Pileup up −0.013 - −0.032 −0.018 0.018
Pileup down 0.018 - 0.048 0.021 −0.024
Top Generator 0.17 - 0.057 0.28 0.039
Top Generator Stat 0.13 - - 0.25 -
W Generator 0.081 - 0.22 0.033 0.043
W Generator Stat 0.099 - 0.35 - -
Z Generator 0.093 - 0.40 0.028 1.0
Z Generator Stat 0. - - - 1.0
Dibosons Generator 0.096 - 0.021 0.023 0.0060
Dibosons Generator Stat 0.032 - - - -
JVF up 0.0010 - −0.012 0.0070 0.
JVF down −0.0010 - −0.0050 0. 0.
QCD Tails up −0.012 −0.53 −0.0030 0. 0.0010
QCD Tails down 0.0030 0.078 0.0080 0. −0.0010
QCD gauss 0.0040 0.39 0.010 −0.014 0.
Total systematic uncertainty 0.30 0.50 0.61 0.39 1.4
Statistical uncertainty 0.16 0.68 0.40 0.23 0.43
Total uncertainty 0.34 0.84 0.73 0.46 1.5
Table F.4: Breakdown of all systematic and statistical uncertainties for the nGM signal region. Acronyms are
introduced in Section 7.2. Systematic uncertainties are evaluated as relative changes in the background prediction
for the signal region including changes in the data-driven background prediction due to changes in the transfer
factors.
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F.3 Detailed tables of background uncertainties
Systematic Total Multijets W Top Z
JER 0.094 - 0.019 0.099 0.34
JES up 0.12 - −0.11 0.22 0.65
JES down 0.032 - 0.11 0.036 −0.17
TES up 0.015 - 0.037 −0.012 0.012
TES down −0.041 - −0.071 0.073 −0.19
Tau ID up 0.0010 - 0.0080 −0.0040 −0.012
Tau ID down −0.0010 - −0.010 0.0040 0.013
Tau EVETO up 0.016 - −0.0050 0.063 0.0010
Tau EVETO down −0.015 - 0.0050 −0.058 −0.0010
BTag down 0.027 - 0.018 0.074 −0.015
BTag up −0.024 - −0.014 −0.068 0.014
6ET resolution −0.0090 - −0.024 −0.0060 0.017
6ET scale down −0.0040 - −0.018 0.0070 0.014
6ET scale up 0.041 - 0.0010 0.16 −0.037
Pileup up 0.017 - 0.054 −0.044 0.037
Pileup down −0.0080 - −0.022 0.035 −0.050
Top Generator 0.090 - 0.066 0.19 0.045
Top Generator Stat 0.18 - - 0.53 -
W Generator 0.012 - 0. 0.031 0.040
W Generator Stat 0.25 - 0.58 - -
Z Generator 0.065 - 0.21 0.023 1.0
Z Generator Stat 0. - - - 0.
Dibosons Generator 0.0070 - 0.010 0.011 0.0030
Dibosons Generator Stat 0. - - - -
JVF up 0.0030 - 0.0050 0.0030 0.
JVF down −0.0020 - −0.0030 −0.0010 −0.0010
QCD Tails up −0.016 −0.22 0.016 −0.0010 −0.0030
QCD Tails down 0.056 0.46 0.022 −0.0010 −0.0040
QCD gauss −0.010 0.011 −0.023 −0.0040 0.0050
Total systematic uncertainty 0.36 0.34 0.64 0.60 1.1
Statistical uncertainty 0.18 0.48 0.32 0.31 0.38
Total uncertainty 0.40 0.59 0.71 0.68 1.2
Table F.5: Breakdown of all systematic and statistical uncertainties for the bRPVm1/2 signal region. Acronyms are
introduced in Section 7.2. Systematic uncertainties are evaluated as relative changes in the background prediction
for the signal region including changes in the data-driven background prediction due to changes in the transfer
factors.
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Systematic Total Dibosons Multijets W Top Z
JER 0.023 0.042 - 0.028 0.033 −0.023
JES up 0.016 0.55 - −0.14 0.044 0.15
JES down −0.0040 −0.23 - 0.11 0.0060 −0.25
TES up 0.014 0. - −0.055 0.024 0.14
TES down 0. 0. - 0.0050 0.017 −0.077
Tau ID up 0.0090 0.064 - 0.027 0.0040 −0.023
Tau ID down −0.010 −0.062 - −0.029 −0.0040 0.025
Tau EVETO up −0.0040 0. - −0.0050 −0.0060 0.0010
Tau EVETO down 0.0040 0. - 0.0050 0.0060 −0.0010
BTag down 0.045 0. - 0.020 0.079 −0.013
BTag up −0.040 0. - −0.016 −0.072 0.012
6ET resolution 0.0040 0. - 0.0010 0.0040 0.016
6ET scale down 0.0080 0. - −0.050 0.032 0.051
6ET scale up 0.011 0. - 0.075 −0.012 −0.038
Pileup up −0.019 −0.080 - −0.023 −0.026 0.025
Pileup down 0.020 0.065 - 0.032 0.025 −0.035
Top Generator 0.17 - - 0.057 0.27 0.039
Top Generator Stat 0.098 - - - 0.19 -
W Generator 0.039 - - 0.20 0.033 0.043
W Generator Stat 0.073 - - 0.29 - -
Z Generator 0.0030 - - 0.40 0.028 1.0
Z Generator Stat 0. - - - - 1.0
Dibosons Generator 0.030 0.39 - 0.021 0.023 0.0060
Dibosons Generator Stat 0.018 0.40 - - - -
JVF up 0.0020 0. - −0.0040 0.0070 0.
JVF down −0.0020 0. - −0.0050 −0.0010 0.
QCD Tails up −0.0020 - −0.072 −0.0030 0. 0.0010
QCD Tails down 0.0090 - 0.32 0.0080 0. −0.0010
QCD gauss 0.028 - 1.4 0.010 −0.014 0.
Total systematic uncertainty 0.22 0.69 1.4 0.56 0.35 1.4
Statistical uncertainty 0.15 0.62 0.40 0.36 0.24 0.37
Total uncertainty 0.27 0.93 1.5 0.67 0.42 1.5
Table F.6: Breakdown of all systematic and statistical uncertainties for the bRPVm0 signal region. Acronyms are
introduced in Section 7.2. Systematic uncertainties are evaluated as relative changes in the background prediction
for the signal region including changes in the data-driven background prediction due to changes in the transfer
factors.
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F.4 Detailed plots of signal uncertainties
F.4 Detailed plots of signal uncertainties
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(c) GMSB systematic uncertainty
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(d) nGM systematic uncertainty
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Figure F.5: Details on the uncertainties of the GMSB (lef column) and nGM (right column) signal regions for the
respective signal grids. Empty columns and rows are due to the non-regular spacing of the grid.
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(b) bRPV m0 statistical uncertainty
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(c) bRPV m1/2 systematic uncertainty
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(d) bRPV m0 systematic uncertainty
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Figure F.6: Details on the uncertainties of the bRPV signal regions for the bRPV signal grid. Empty columns and
rows are due to the non-regular spacing of the grid.
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G
Event Displays
In this appendix detector displays of the data events selected in the 2τ analysis are compiled. Details on
kinematic properties of these events can be found in Table 8.4 in Section 8.
245
Appendix G Event Displays
Figure G.1: Display of event 2347305 in run 200987. This event is part of the Inclusive signal region. 6ET is
marked by the red arrow.
246
Figure G.2: Display of event 49494410 in run 201006. This event is part of the Inclusive and the bRPV m1/2
signal region. 6ET is marked by the red arrow.
247
Appendix G Event Displays
Figure G.3: Display of event 105423728 in run 201257. This event is part of the bRPV m0 signal region. 6ET is
marked by the red arrow.
248
Figure G.4: Display of event 15371783 in run 204857. This event is part of the Inclusive signal region. 6ET is
marked by the red arrow.
249
Appendix G Event Displays
Figure G.5: Display of event 17862563 in run 208189. This event is part of the bRPV m0 signal region. 6ET is
marked by the red arrow.
250
Figure G.6: Display of event 17455496 in run 208781. This event is part of the bRPV m0 signal region. 6ET is
marked by the red arrow.
251
Appendix G Event Displays
Figure G.7: Display of event 15937747 in run 213964. This event is part of the bRPV m0 and the nGM signal
region. 6ET is marked by the red arrow.
252
Figure G.8: Display of event 165560353 in run 214680. This event is part of the bRPV m0 signal region. 6ET is
marked by the red arrow.
253
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