Высшая математика by Голёнова, И. А. & Орехова, И. А.
Министерство здравоохранения Республики Беларусь 
УО «Витебский государственный медицинский университет»
кафедра медицинской и биологической физики
И.А. Голёнова, И. А. Орехова
ВЫСШАЯ МАТЕМАТИКА
пособие для студентов 
фармацевтического факультета
Рекомендовано Учебно-методическим объединением 
Республики Беларусь по медицинскому образованию 
по специальности высшего образования 1-318003 «Математика» 
в качестве пособия для студентов высших учебных заведений.
Витебск -  2013
УДК 51(07) 
ББК 22.11я73 
Г60
Рецензенты.
заведующий кафедрой теоретической физики У О «Витебский государствен­
ный университет им. П М. Машерова», доктор физико-математических наук, 
профессор Ю.В. Трубников;
доцент кафедры теории функций Белорусского государственного универси­
тета, доктор педагогических наук Н.В. Бровка.
Голёнова И.А.
Г60 Высшая математика; пособие для студентов фармацевтических 
факультетов / И.А. Голёнова, И.А. Орехова- Витебск: ВГМУ, 
2 0 1 3 - 3 1 4 С .
ISBN 978-985-466-508-5
Пособие подготовлено в соответствии с типовой учебной програм­
мой по высшей математике для фармацевтических факультетов В нем 
изложены основные вопросы высшей математики, теории вероятностей 
и статистики, необходимые для решения прикладных задач физики, 
химии, фармации, биологии и медицины. В пособии приводятся вопро­
сы и задачи для самоконтроля. Пособие предназначено для студентов 
первого курса фармацевтического факультета, может быть полезно 
преподавателями и студентами лечебного и стоматологического фа­
культетов.
Утверждено и рекомендовано к печати Центральным учебно­
методическим Советом У О «Витебский государственный ордена 
Дружбы народов медицинский университет» (30.11.2011г., протокол 
№9).
УДК 51(07) 
ББК  22.11и73
ISBN 978-985-466-508-5 © Г олёнова И. А, Орехова И. А 2 0 1 3  
© УО «Витебский государственный 
медицинский университет», 2 0 13
3СО Д ЕРЖ А Н И Е
П Р Е Д И С Л О В И Е ................................................................................................ 8
Тема №1 П роизводная функции. Дифференциал функции
1.1 Функциональная связь. Предел ф у н к ц и и ....................................  9
1.2 Производная ф у н к ц и и ........................................................................... 10
1.3 М еханический (физический) и геометрический смысл про­
изводной ....................................................................................................  11
1.4 Основные правила диф ф еренцирования...................................... 12
1.5 Производная сложной ф у н к ц и и ......................................................  15
1.6 Производные высших порядков функции. Физический
смысл производной 2-го п о р яд к а ..................................................  16
1.7 Дифференциал функции как главная часть приращения
функции. Применение дифференциала к приближенным 
вы числениям ........................................................................................... 17
1.8 Функции многих переменных. Частные производные перво­
го порядка. Частные производные высших п оряд ков ............ 18
1.9 Частный и полный дифференциалы функции двух перемен­
ных ...............................................................................................................  19
Вопросы для сам оконтроля................................................................  20
Задания для р еш ен и я ............................................................................ 21
Тема №2 Определенный и неопределенный интегралы
2.1 Первообразная функции и неопределенный интеграл. Свой­
ства неопределенного интеграла. Основные формулы интег­
рирования ................................................................................................  24
2.2 Простейшие способы интегрирования: непосредственное
интегрирование, интегрирование методом подстановки и по 
частям ........................................................................................................  26
2.3 Понятие определенного и нтеграла...............................................  28
2.4 Основные свойства определенного интеграла........................  30
2.5 Определенный интеграл с переменным верхним пределом ... 31
2.6 Связь между определенным и неопределенным интеграла­
ми. Формула Н ью тона-Л ейбница  32
2.7 Замена переменных интегрирования в определенных инте­
гралах. Интегрирование по ч астям .................................................  33
2.8 Применение определенного интеграла к вычислению пло­
щади плоской фигуры и расчету работы переменной силы ... 34
Вопросы для самоконтроля.........................................................  36
Задания для решения....................................................................  37
Тема №3 Дифференциальные уравнения
3.1 Основные определения теории обыкновенных дифференци­
альных уравнений.........................................................................  40
3.2 Дифференциальные уравнения первого порядка с разде­
ляющимися переменными............................................................ 41
3.3 Однородные дифференциальные уравнения первого порядка 44
3.4 Дифференциальные уравнения второго порядка, допускаю­
щие понижение порядка............................................................... 45
3.5 Линейные однородные дифференциальные уравнения вто­
рого порядка с постоянными коэффициентами.......................  48
3.6 Моделирование задач физико-химического, фармацевтиче­
ского и медико-биологического содержания с помощью 
дифференциальных уравнений...................................................  50
Вопросы для самоконтроля.......................................................... 57
Задания для решения....................................................................  59
Тема №4 Элементы теории вероятностей
4.1 Основные понятия теории вероятностей..................................  63
4.2 Виды случайных событий............................................................ 65
4.3 Статистическое и классическое определение вероятности .... 66
4.4 Теоремы сложения вероятностей для совместных и несо­
вместных событий. Произведение событий. Формула пол­
ной вероятности............................................................................  68
4.5 Повторные независимые испытания. Формула Байеса..........  74
4.6 Формула Бернулли, локальная и интегральная теоремы Лап­
ласа. Закон Пуассона....................................................................  78
Вопросы для самоконтроля.........................................................  83
Задания для решения....................................................................  84
Тема №5 Случайные величины
5.1 Случайные величины. Дискретные и непрерывные случай­
ные величины................................................................................. 88
5.2 Закон распределения дискретной случайной величины........  89
5.3 Числовые характеристики дискретных случайных величин .. 90
5.4 Биномиальное распределение, распределение Пуассона.......  95
4
55.5 Функция распределения и плотность распределения вероят­
ностей непрерывной случайной величины................................ 97
5.6 Характеристики распределения непрерывных случайных
величин............................................................................................  102
5.7 Равномерное и нормальное распределение случайной вели­
чины .................................................................................................  103
5.8 Закон больших чисел. Теорема Чебышева, теорема Бернул­
ли, их вероятностный смысл. Понятие о теореме Ляпунова .. 108
Вопросы для самоконтроля............................................................ 112
Задания для решения....................................................................  113
Тема №6 Элементы математической статистики
6.1 Задачи математической статистики. Генеральная и выбо­
рочная совокупности, способы отбора, представительность 
выборки.............................................................................................  117
6.2 Статистическое распределение выборки. Дискретный и ин­
тервальный ряды распределения...................................................  120
6.3 Графическое представление статистических распределений
выборок.............................................................................................  124
6.4 Эмпирическая функция распределения.......................................  126
6.5 Понятие о несмещенности, состоятельности и эффективно- 128
сти оценок параметров распределения......................................
6.6 Выборочная средняя, выборочная и исправленная диспер­
сии ....................................................................................................... 129
6.7 Доверительный интервал для оценки математического ожи­
дания нормального распределения. Распределение Стью- 
дента................................................................................................... 130
6.8 Понятие нормы для медицинских показателей..........................  133
Вопросы для самоконтроля............................................................ 134
Задания для решения....................................................................... 135
Тема №7 Элементы теории ошибок (погрешностей)
7.1 Погрешности измерений и их виды.............................................. 140
7.2 Абсолютная и относительная погрешности, класс точности.. 141
7.3 Прямые (непосредственные) измерения. Оценка случайных
погрешностей прямых измерений................................................. 143
7.4 Косвенные измерения. Оценка случайных погрешностей
косвенных измерений.....................................................................  144
7.5 Выражение результатов анализа. Построение графиков.......  146
6Вопросы для самоконтроля........................................................  149
Задания для решения................................................................... 150
Тема №8 Статистическая проверка гипотез
8.1 Понятие статистической гипотезы. Нулевая и альтернатив­
ная гипотезы. Общая постановка задачи проверки гипотез... 153
8.2 Ошибки первого и второго рода. Уровень значимости........... 155
8.3 Статистический критерий. Критические области...................  157
8.4 Зависимые и независимые выборки. Сравнение дисперсий
двух нормальных генеральных совокупностей...................... 161
8.5 Сравнение средних двух нормальных генеральных совокуп­
ностей при известных дисперсиях............................................  165
8.6 Критерий Стьюдента. Сравнение средних двух нормальных
генеральных совокупностей при неизвестных одинаковых 
дисперсиях..................................................................................... 166
8.7 Критерий знаков...........................................................................  169
8.8 Проверка гипотезы о равенстве генеральных дисперсий не­
скольких нормальных генеральных совокупностей...............  171
Вопросы для самоконтроля......................................................... 175
Задания для решения...................................................................  176
Тема №9 Элементы теории корреляции
9.1 Функциональная, статистическая и корреляционная зависи­
мости. Уравнение линейной регрессии.....................................  178
9.2 Оценка параметров линейной регрессии по несгруппиро-
ванным данным. Метод наименьших квадратов...................... 181
9.3 Оценка параметров линейной корреляции по сгруппирован­
ным данным. Корреляционная таблица....................................  184
9.4 Линейная корреляция и её характеристики. Понятие о ко­
эффициенте корреляции..............................................................  187
9.5 Проверка значимости коэффициента корреляции................... 189
9.6 Понятие о множественной корреляции....................................  193
Вопросы для самоконтроля........................................................  197
Задания для решения...................................................................  198
Тема №10 Основы дисперсионного анализа
10.1 Понятие о дисперсионном анализе..........................................  203
710.2 Однофакторный дисперсионный анализ при одинаковом
числе испытаний на уровнях....................................................... 205
10.3 Однофакторный дисперсионный анализ при неодинаковом
числе испытаний на уровнях.......................................................  208
10.4 Понятие о двухфакторном и многофакторном анализах.......  211
Вопросы для самоконтроля......................................................... 213
Задания для решения.................................................................  213
Тема №11 Анализ временных рядов
11.1 Виды временных рядов и их характеристики.......................... 221
11.2 Отыскание тренда временного ряда..........................................  223
11.3 Сглаживание временных рядов: метод скользящего средне­
го, экспоненциальное сглаживание...........................................  229
11.4 Прогнозирование временных рядов..........................................  235
Вопросы для самоконтроля......................................................... 236
Задания для решения...................................................................  237
Тема №12 Методы оптимизации и управления в фармации
12.1 Задачи линейного программирования......................................  241
12.2 Основная задача линейного программирования...................... 244
12.3 Графическое решение задач оптимизации в случае целевой
двух аргументов............................................................................ 245
12.4 Решение основной задачи линейного программирования
симплекс-методом......................................................................... 248
12.5 Решение основной задачи линейного программирования
табличным методом.....................................................................  250
12.6 Транспортная задача линейного программирования.............  254
12.7 Метод потенциалов......................................................................  258
Вопросы для самоконтроля......................................................... 264
Задания для решения...................................................................  265
ПРИЛОЖЕНИЯ....................................................................................  268
ГЛОССАРИЙ........................................................................................  295
ЛИТЕРАТУРА......................................................................................  312
8Предисловие
Цель математической подготовки студентов фармацевтических 
факультетов медицинских университетов -  ознакомление их с основ­
ными понятиями и методами современного математического аппарата 
как средства решения задач физического, химического, биологическо­
го и иного характера, встречающихся как в процессе изучения про­
фильных дисциплин, так и в дальнейшей профессиональной деятель­
ности.
Содержание данного учебного пособия соответствует типовой 
учебной программе по высшей математике для студентов фармацев­
тических факультетов медицинских университетов, утвержденной МО 
РБ в 2008г.
Материалы учебного пособия могут быть также использованы 
студентами лечебных и стоматологических факультетов при изучении 
отдельных тем курса «Медицинская и биологическая физика».
С учетом прикладного характера изложения основных понятий и 
методов, а также, как правило, недостаточно высокого исходного 
уровня подготовки студентов по математике при изложении теорети­
ческой части материала упор сделан не на строгих математических 
доказательствах соответствующих теорем, а на их смысле и возмож­
ностях практического применения.
Структура пособия такова: весь материал разбит на темы, темы — 
на параграфы. Каждая тема содержит подробный разбор примеров 
решения задач и заканчивается упражнениями, предназначенными как 
для закрепления изучаемого материала, так и для более углубленного 
усвоения курса. Изложение теоретического материала иллюстрирует­
ся решением прикладных задач физики, химии, фармации, биологии и 
медицины.
9ТЕМА №1
ПРОИЗВОДНАЯ ФУНКЦИИ. ДИФФЕРЕНЦИАЛ ФУНКЦИИ
ПРОГРАММНЫЕ ВОПРОСЫ:
1.1. Функциональная связь. Предел функции.
1.2. Производная функции.
1.3. Механический (физический) и геометрический смысл производной.
1.4. Основные правила дифференцирования.
1.5. Производная сложной функции.
1.6. Производные высших порядков функции. Физический смысл про­
изводной 2-го порядка.
1.7. Дифференциал функции как главная часть приращения функции. 
Применение дифференциала к приближенным вычислениям.
1.8. Функции многих переменных. Частные производные первого по­
рядка. Частные производные высших порядков.
1.9. Частный и полный дифференциалы функции двух переменных.
1.1. Функциональная связь. Предел функции
Функцией называется отношение /  между множествами X  и Y, 
при котором каждому элементу хе X соответствует единственный 
элемент y s Y . При этом используется запись у  = /(* ). Множество X 
называется областью определения EXJ) функции, а множество У — 
множеством E(f) значений функции. Другими словами, если каж­
дому значению х из некоторого множества действительных чисел по­
ставлено в соответствии по определённому правилу не более одного 
числа у ,  то говорят, что на этом множестве задана функция от пере­
менной х, и записывают у  = /(х). Функцию называют также отобра­
жением множества LXJ) на множество £ (/)  (рис. 1.1).
Примечание. Для того, чтобы данное множество являлось графи­
ком функции* необходимо и достаточно, чтобы прямая, параллельная 
оси OY, пересекалась с указанным графиком не более, чем в одной 
точке.
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Способы задания (Ьункиии
Функция может быть задана:
1. Формулой, т.е. аналитически.
Например,
. (х, если х <, 0
y = jc ,y  = sinx или у = 1 ит.д.
[дг, если х > 0
2. Таблицей:
X 2 2,5 3 3,5 4 4,1
У 3 4 5 7 7,5 8
3. С помощью графика.
Графиком функции у = f(x) на­
зывается изображение на координат­
ной плоскости множества пар (х, у) 
(рис. 1.2).
Рис. 1.2
].2.Производная (Ьункиии
Прежде всего, рассмотрим такие понятия, как приращение аргу­
мента и приращение функции (рис. 1.3).
Пусть х  и х0 -  значение независимой 
переменной из области определения 
функции f(x). Тогда х - х 0 = Ах называется 
приращением независимой переменной 
(или приращением аргумента), следова­
тельно, х = х0+Ддг. Вследствие этого зна­
чение функции изменится на величину 
/(•*) -  Я*О ) = /(*0 + Л*) -  /(*0 ) •
Разность между новым значением функции / (дгэ + Ах) и первона­
чальным ее значением /(*„) называется приращением функции /(*) 
в точке х0: Af(x0) = f(x 0+Ax)-f(xa).
Пример 1.1: Найти приращение функции у=х2, если х=2,5; х0=2. 
Решение:
Ах = х -  *0 =  2,5 -  2 =  0,5;  Ay =  Af(x0) =  f ( x 0 - Ах)  -  / ( * о )  = /(2,5) -  /(2) =
11
= 6,25 -  4 = 2,25.
Функция называется возрастающей, если Д/(х0) > 0 при любых 
Дх > О. Функция называется убывающей, если Д/(х0) < О при любых
Дх<0.
Производной функции в точке х 0 называется предел отношения 
приращения функции в точке х0 к приращению аргумента (Ах), когда
, , ,  , .. Д /(х)
последнее стремится к нулю: ]  (х0)= п т ——  (читается «эф штрих
от х0у>).
Нахождение производной /'(*) от данной функции/(3^ называ­
ют дифференцированием данной функции.
Примечание. Из определения производной следует, что функция 
может иметь производную в точке х0 только в том случае, если она 
определена в некоторой окрестности точки х0, включая эту точку. Это 
утверждение сформулировано в следующей теореме.
Теорема 1.1. Если функция f(x) дифференцируема в некоторой 
точке х, то она непрерывна в этой точке. Обратное утверждение не
верно.
Следствие. Если функция разрывна в некоторой точке, то она не 
имеет производной в этой точке.
1.3. Механический (Физический) и геометрический 
смысл производной
Геометрический смысл производной 
Пусть через точку М(х,у) кривой, представляющей собой график 
функций у = /(х), непрерывной в некоторой окрестности этой точки, 
проведена секущая MN, образующая с положительным направлением 
оси Ох угол р  (рис 1.4). Напишем определение производной и попро­
буем из рисунка и некоторых рассуждений понять её геометрический 
смысл:
Ах ’
Из прямоугольного треугольни­
ка MNO, образованного секущей,
Лх и Av имеем: —  = tgfi или уг- 
Дх
ловой коэффициент секущей. 
При стремлении Дх к нулю по­
лучаем:
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1. Точка N  стремится к точке М  (N—+M).
2. Секущая MN стремится к касательной в точке М.
3. Угол Р стремится к углу а.
Следовательно, tgP—ftga (тангенс угла наклона секущей стремится к 
тангенсу угла наклона касательной).
Таким образом, получаем: Г  -  Нт —  = lim tgP = tga  = кг Лг-»0 Ду Дх—>0
где к -угловой коэффициент наклона касательной.
Следовательно, геометрический смысл производной заключает­
ся в том, что производная функции в данной точке равна угловому ко­
эффициенту касательной к графику функции в данной точке, т. е. 
Г Ы  = tga.
Физический смысл производной
Рассмотрим случай: материальная точка движется по координат­
ной прямой, причём задан закон движения S = S(t). За промежуток 
времени от t0 до /0 + At перемещение точки равно S(t0 + At)-S(t0) = AS,
а её средняя скорость ocp(At) = ^ - .  С уменьшением промежутка вре­
мени At средняя скорость всё точнее характеризует скорость точки в 
данный момент времени t0 (мгновенную скорость). Следовательно,
AS0 оср (А/) = —  ->и(10) т. е. средняя скорость будет стре-при At
миться к u(t0) (к мгновенной скорости):
Нт ^  = S ’(t0) = o(tB) = .
Таким образом, мгновенная скорость точки в данный момент 
времени равна значению производной от закона движения. Это и есть 
физический смысл производной.
С помощью производной выражается быстрота протекания фи­
зических, химических и других природных процессов.
1.4. Основные правила дифференцирования
Пользуясь определением производной функции можно находить 
производные любых функций. Для этого нужно придерживаться сле­
дующей схемы нахождения производной:
1) Выбрав некоторое значение аргумента х, дают ему приращение 
Ах и находят значение функции в точке х + Ах, равное /(х  + Ах).
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2) Находят приращение функции, вычитая из последующего зна­
чения /(х  + Дх) её первоначальное значение / ( х):
Ay = f(x  + Ах) -  /О )
3) Делят приращение функции Ду на приращение аргумента Лх:
Ау _ f ( x  + Дх) -  /( х )
Ах Ах
4) Находят предел этого отношения:
Дг-»0 Ду Дг-»0 Ах
Найденный предел и есть производная от функции у  = f ix ) .
Пример 1.2: Дана функция /(х) = х2 -3 . Найти производную этой 
функции.
Решение:
1) Даем аргументу х  приращение А х . Тогда новое, приращенное 
значение аргумента будет х  + Лх.
Находим приращенное значение функции, подставив в выраже­
ние для функции вместо х  величину х + Лх, получим:
/ ( х  + Дх) = (х + Ах)1 -  3 .
2) Находим приращение функции:
Ду = f ( x  + Ах) -  /(х) = ((х + Дх)2 -  3) -  (х2 -  3).
Раскроем все скобки и приведем подобные члены:
Ду = х 2 + 2хДх + (Дх)2 -  3 -  х 2 + 3 = 2хДх + (Дх)2
3) Делим приращение функции Ду на приращение аргумента Дх:
Ду _ 2хДхчТДх)^ = 2х +Ах.
Ах Ах
4) Находим предел этого отношения при Дх-»0, т.е. производ­
ную:
f'(x )  = lim ^  = lim (2х + Дх) = 2х
Д г-* 0  Д у  Дг—>0
Таким образом, производной для функции /(х) = х2 -3  является 
функция /'(х ) = 2х.
Производные элементарных (Ьункиий
Из предыдущего материала видно, что нахождение производной 
функции с использованием определения производной весьма трудо­
емкий процесс, и для функции любого вида данная процедура проде­
лывается аналогично приведённому выше примеру. Подобным спосо­
бом были найдены производные всех элементарных функций. Мы
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опускаем этап нахождения производной как предела отношения при­
ращения функции к приращению аргумента и приводим только ре­
зультат -  таблицу производных элементарных функций.
Таблица производных элементарных функций
1. (С)'=0 2. (x) = 1
3. И  = kxk~' где keQ 4. (Cx)'=C(x)’
5. (sinx) = cosx 6. (cosx) =-sin
7. (igx) -  , х *  + л п ,п е : 8. (crgx) -  . .cos x 2 sin
9. (arcsinx) = -= = ■ , (—1 <x < 1) 
V l-x2 10.
(arccosx) = -
11. (arctgx) = —Ц- 12. (arcctzx) = -1 + x
13. II
''h 14. (lnx)'=-jcln a X
15. (a") =a'lno 16. (e')'=e*
-, X лп, п 6 г
, (-1<х<1)
1 + х2
Производные суммы , произведения и частного
Производная суммы. Пусть и и v -  две дифференцируемые 
функции, определённые на одном и том же промежутке. Тогда произ­
водная алгебраической суммы этих функций равна алгебраической 
сумме производных этих функций: (а(х) + у(х))'=а'(х) + у'(х). Методом 
математической индукции доказывается, что эта формула справедлива 
для любого конечного числа слагаемых:
(a, + а, +... + ut )'=M,1+a'2+... + u't .
Производная постоянной величины равна нулю:
(С) =0, где c=const.
Пример!.3: Найти /'(дг), если /(х) = х + 3.
Решение: / '( х )  = (х + 3) = (х) +(3) =1 + 0 = 1.
Производная произведения двух дифференцируемых функций и 
и v равна сумме произведений второй функции на производную пер­
вой и первой функции на производную второй:
(av)’ = a'v + av' '
Пример 1.4: Найти производную функции / ( х )  = х2 (х +1).
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Решение:
(дг2 (jc + 1))' = (х2)'(х + 1) + х 2(х + 1)' = 2х(х + 1) + х 2 • 1 = 2х2 + 2х + х2 = Зх2 + 2 х . 
эту же производную можно найти другим способом:
(х2(х + 1))' = (х5 + х 2)' = 3х2 +2х .
Производная частного. Если функции и и v имеют в точке х 
производные и если v(x) ф 0, то в этой точке существует производная
их частного u/v, которая вычисляется по формуле:
/
Г гЛ _ u'v-uv'U J  v2
3 + 5хПример 1.5: Найти /'(х ), если /(х) = -—— .
Решение:
Г 3 + 5х V (3 + 5х)'(1 -  Зх) -  (3 + 5х)(1 -  Зх)' _  (3'+(5х)')(1 -  Зх) -  (3 + 5х)(1' -  (Зх)’)
V1 -  Зх J _ (1 — Зх)2 (1 -Зх )2
_ 5(1 -  Зх) -  (3 + 5х)(-3) _ 14
(1 -  Зх)2 (1 + Зх)2
1.5. Производная сложной функции
Функция y=F(x), которая числу х ставит в соответствие число 
f(g (x)), называется функцией от функции или сложной функцией, 
образованной из функций /  и g  в указанном порядке: У = f(g(x)), где 
у  = /  (и), и -  g(x). Любую сложную функцию можно представить в ви­
де элементарных (простых) функций, которые являются ее промежу­
точными аргументами. Приведем некоторые примеры простых и 
сложных функций:
Простые функции: х2, Igx, cosx, ctgx...
Сложные функции: Inx2, (Igx)2, cosx5, ctg!x...
Сложную функцию Inx2 можно представить, как функцию 1п(и), 
где и=х2. Функция и является промежуточным аргументом. Правило 
дифференцирования сложной функции выражается следующей теоре­
мой:
Теорема 1.2. Если функция u=g(x) имеет производную и'(х) = g'(x) 
в точке х, а функция у = /(и) — производную у' = /'(и) в соответст­
вующей точке и, то сложная функция у  = /(g(x)) в данной точке х  име­
ет производную:
У* = /'(« ) ■ "'(*) •
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Примечание. Можно рассуждать по-другому: в формуле
y(x) =f(s(x)) функция g(x) -  внутренняя функция или промежуточ­
ный аргумент, функция f(g(x)) -  внешняя. Сначала дифференцируем 
внешнюю функцию по промежуточному аргументу, а затем — проме­
жуточный аргумент (внутреннюю функцию) по аргументу х, и нахо­
дим их произведение. По-другому, данная теорема называегся прави­
лом «цепочки».
Пример 1.6: Найти производную функции у=(3-5х+х2/ 00 
Решение:
Пусть u=g(x)=3-5x+x2 -  внутренняя функция или промежуточ­
ный аргумент, тогда функция у=(3-5х+х2) 100 приобретает вид: у=иш . 
Используя теорему о дифференцировании сложной функции, получа­
ем:
у'(х) = {ит)’ы ■ и’х(х) = ЮОи99 • и'х(х) = 100(3 -  5х + х1)99 ■ (3 - 5* + х2)'х =
= 100(3 -  5х + х2)” ( 2 х - 5 ) .
1.6. Производные высших порядков функиии.
Физический смысл производной 2-го порядка
Производной первого порядка называется первая производная 
функции у' = Г(х). Производной второго порядка или второй произ­
водной функции называется производная от её производной. Она обо­
значается символами:
у ' = (у’У или / ' «  = ( / '« ) '•
Вторая производная в свою очередь есть функция от х  и ее тоже 
можно продифференцировать. Производная от второй производной 
называется производной третьего порядка или третьей производной и 
обозначается у " \х ) . Производная (л -1) производной (и -  натуральное 
число) называется производной n-ого порядка или n-ой производной и 
обозначается у{"\х).
Мгновенная скорость v(t) также как и закон движения, является 
функцией времени. Поэтому можно рассматривать вторую производ­
ную от закона движения как скорость изменения скорости, или вто­
рую производную от функции закона движения: u'(t) = S \t)  = а . В фи­
зике данная величина называется ускорением и, также как и скорость, 
имеет важное значение для исследования различных биологических 
процессов.
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Таким образом, физический (или механический) смысл второй 
производной заключается в следующем: если задан закон, которому 
подчиняется движение материальной точки, то вторая производная 
есть ускорение этого движения.
1.7. Дифференциал функции как главная часть приращения функ­
ции. Применение дифференциала к приближенным вычислениям
С понятием производной тесно связано понятие дифференциала 
функции. Пусть непрерывная функция f(x) имеет производную в точке 
х0, тогда, согласно определению производной функции f(x) в точке х0, 
имеем:
/ 'О о ) =  Jim„
А/Оо)
Ах
Отсюда следует, что для всех достаточно малых Ах справедливо при­
ближенное равенство — и / ’(х0) . Следовательно, Л/(х0) = / '(х 0)Лх.
Ах
Выражение /'(х 0)Дх называется главной частью приращения функ­
ции или дифференциалом функции и обозначается df.
df = f ‘(x0)Ax и А/(х0) .
Например, если рассматривать функцию f(x)—x, то на основании фор­
мулы для дифференциала имеем df = dx = f'(x)Ax = x'Ax = Ax, следова­
тельно, df = dx = Ах. Таким образом, дифференциал функции равен 
произведению производной этой функции на дифференциал аргу­
мента:
d f  = f ' ( x ) d x .
Примечание. Короткая запись данных рассуждений имеет вид:
/ '(х 0)=  lim ^ ^ 2  а f '( x a) ■ Ах я Af(x0);f'(x0)Ax = d f =>df « Д/"(х0)
Д*-*0 Дх Ax
Пользуясь определением дифференциала df(x) = f(x)dx, получаем вы­
ражение производной функции через дифференциал (или другую 
запись определения производной функции):
/'(*) = dx
Применение ди<Ь<Ьеренииапа к приближенным вычислениям
Используя выражение Af(xa)~ / '(х 0)Лх, можно получить основ­
ную формулу для простейших приближенных вычислений. Учитывая,
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что приращение функции имеет вид ДДх0) = / ( х 0 + Д х )- /(х 0) , получа­
ем:
А/ (*о) = f ix о + Ах) -  / ( х 0) к / '  (х0 )Дх => /(х 0 + Дх) * /'(х0 )Дх + Дх0).
Формула/ ( х 0 + Дх) я  / ,(х0)Дх+ / ( х 0) применяется для приближен­
ных вычислений значений функции в точке. Из нее следует, что 
приближенное значение функции в некоторой точке х0+Ах равно 
произведению производной функции в точке х0 на приращение аргу­
мента плюс значение функции в точке х0.
Пример 1.7: Найдем приближенное значение кубического корня
V26.19.
Решение:
Полагая х0 = 27, Дх = 27 -  26Д 9 = -0,81; /(х) = Vx, / '  (х) = и используя
формулу для приближенных вычислений / ( х 0 + Д х ) « / ’(х0)Дх + / ( х 0) ,  
получим:
/(х 0) = V27, /'(*„)
ЪЧТР’
/ ( х 0 + Дх) = \]П  + (-0,81) = V26.19 * = - М 1  + з = 2,97
3V27 3-9
7.8. Функции многих переменных. Частные производные первого 
порядка. Частные производные высших порядков
Большинство процессов, явлений в окружающем нас мире опре­
деляются не одной независимой переменной, а несколькими, функ­
ционально связанными между собой. Для изучения подобных зависи­
мостей введено понятие функции нескольких аргументов.
Например, площадь прямоугольника S = ab есть функция двух 
независимых переменных сторон а и Ь. Объем прямоугольного парал­
лелепипеда У = аЬс является функцией трех независимых переменных 
— ребер а , Ь, с параллелепипеда.
Для функции двух или нескольких переменных рассматриваются 
вместо обычных производных -  частные производные.
Пусть дана некоторая функция двух аргументов z=f(x,y). Если мы 
дадим приращение только одному аргументу, например х, а второй 
аргумент у зафиксируем, то можно получить частное приращение 
функции по этому аргументу:
Л */(*. У )  =  /(х  + Лх,у)-/(х, у).
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Аналогично разность Ayf(x ,y )  = f ( x ,y  + Ду) -  f i x ,  у) называется ча­
стным приращением функции z=f(x,y) по аргументу у.
Частной производной функции двух независимых переменных 
z=f(x,y) называется производная, взятая по одному из аргументов, а 
второй аргумент при этом считается постоянным.
Например, частной производной функции z=f(x,y) по аргументу х 
Af  .. f { x  + Д х ,у )- /(л г ,у )называется предел hm —  = hm — ————у если он существует,Л<-Л Дх Дх
а частной производной по аргументу у  называется предел 
lim —  = lim
\ у  - * 0  Д у  Л »-+0 Д у
Частные производные по аргументам х н у  обозначаются сле­
дующим образом: 2',;z ' ; f'x(х,у); f  (х,у );— ; — ; — ; — .
Эх ду дх ду
Частные производные 1-го порядка функции г = / (х, у) также яв­
ляются функциями аргументов х н у .  Частные производные этих 
функций называются частными производными второго порядка иско­
мой функции 2 = f i x , у ) . Для этой функции можно определить четыре 
частные производные 2-го порядка:
д1 f  _ д ( д \  # ± = Э _{К \. _ d ( d f \  e2f  д ШЛ
дх2 д х \д х ) ' ду2 Эу^Эу/ дудх сЬг^Эу ’^ дхду (5yl,axJ
2^ т 02 г
Частные производные —— и отличаются порядком диффе-
дудх дхду
ренцирования и называются смешанными частными производными 
второго порядка.
1.9. Частный и полный дифференциалы функции двух переменных
По аналогии с дифференциалом функции одной независимой пе­
ременной частные дифференциалы функции по х  и по у  будут рав­
ны:
dxz = j-dx-, d :  = ^ -d y .
дх ЧУ
Полный дифференциал функции двух независимых переменных 
будет равен сумме частных дифференциалов:
, , , Й2 , dzcb = d .z  + d  z = — cfo+ — d y . 
y дх ду
Полный дифференциал функции двух независимых переменных 
является главной частью полного приращения и может быть исполь-
9*
|a*
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зован для приближенных расчетов полного приращения функции 
z=f(x,y), т.е. Д /= df.
Д: = Дf a Stdx + ^ d y  дх ду
Абсолютная величина полного приращения функции |Дг|«|д/| 
при расчете погрешности измерения называется её абсолютной ошиб­
кой. Если заменить полное приращение функции дифференциалом, то 
её абсолютная ошибка рассчитывается по приведенной формуле пол­
ного дифференциала.
Пример 1.8: Найти частные производные и полный дифференци­
ал функции:
Z = 3 х2у 2 + х2у 2 +у*
Решение:
= (3 х2у 2 +х2у 2 + у*)\ = 9х2у 2 + 2 ху2 (у  = const);
= (3 хгу 2 + х 2 у 2 + у* )'у = бдг2 у  + 2дг2у + 4 у2 (х = const);
dz- — dx + — efy = (9 x2y 2 + 2xy2 )dx + (6x3y + 2 x2y + 4y3 )dy 
Ex dy
Вопросы для самоконтроля:
1. Что называется функцией?
2. Дайте определение области определения функции, множеству 
значений функции.
3. Перечислите способы задания функции. Приведите примеры.
4. Что называется графиком функции?
5. Дайте определения приращению аргумента, приращению 
функции. Запишите соответствующие формулы.
6. Какие условия должны выполняться для того чтобы множество 
являлось графиком функции?
7. Функцию называют возрастающей (убывающей), если...
8. Какие задачи приводят к понятию производной?
9. Что называется производной функции?
10. Какая математическая операция называется дифференцирова­
нием?
11. Что изучает дифференциальное исчисление?
12. Назовите условие непрерывности функции. Сформулируйте 
соответствующую теорему.
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13. В чём заключается механический (физический) смысл произ­
водной?
14. Охарактеризуйте геометрический смысл производной. Ответ 
подкрепите соответствующими формулами и графиком.
15. Как вычисляется производная по её определению?
16. Сформулируйте и запишите основные теоремы о вычислении 
производной.
17. Какая функция называется сложной?
18. Как вычисляется производная сложной функции?
19. Что называется производными высшего порядка? Какой 
смысл они имеют?
20. Сформулируйте механический (физический) смысл производ­
ной второго порядка.
21. Что называется дифференциалом функции?
22. Как дифференциал функции связан с приращением функции?
23. Можно ли использовать дифференциал применительно для 
приближенных вычислений?
24. Что называется функцией нескольких аргументов?
25. Что называется частной производной функции нескольких 
переменных?
26. Что называется частной производной второго порядка? Запи­
шите соответствующие формулы.
27. В чем суть смешанной производной второго порядка?
28. Что называется частным дифференциалом функции несколь­
ких переменных?
29. Что называется полным дифференциалом функции?
30. Что такое абсолютная ошибка измерений?
Задания для решения:
Вычислить производные функций:
1. у  = хг 2. у  = х7 - Зх1-.
3. у  = хг ~ - 4. х2У = - j—-X X +1
5. у -  sin х + cos х 6. у = a'arctgx
х - \ In*
7.
У~ Гх
8.
У К*
Вычислить производные сложных функций:
9. у = л/Зх2 + 1 10. y = tg 2*
11. у  = lnlnx 12. у  = 4ctg(x/2)
13. , Х-a  у  = In----- 14. . ех +е"хУ = 1п - .х + а
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15. у  = д/4-Vx 16. у  = -J l- x 2 arccos.x
Вычислить производные второго порядка от функций:
17. у  = 3sin х 18. y  = (ax2 - b )2
19. у  = jeln* 20. y  = tgx
21. у  =e*+arctgx 22. y  = lnx
Вычислить дифференциалы функций:
23. у  = cos2 X 24. у  = 1 — 3sin 5jc
25. у  = х 2 1пх 26. y = (*2- l )2
27. у = 1n j 1 + 2x
Ь - 2х
28. y  = a rc tg (l-x )2
Вычислить частные производные для следующих функций:
29. z = е,1*у' 30. z  = x 2siny
31. z  = x y 32.
Xz -  arctg — 
у
33. г = (5х2у - /  +7)3 34. z -  sm(jc2 + y)
Вычислить частные производные второго порядка функции:
35. z  = х 2 + 4 у 1 36. z = X~y x + y
37. z  = ln(x -  2y) 38. z^e**
39. z = ln* 40. z = cosx + 3siny2
Вычислить полный дифференциал функций:
41. z - x 2+y2 42. z  = ylnx
43. z = J x 2 - y ' 44.
. Xz -  arcs in — 
у
45. z = cos(2x + 5y4) 46. z = e%yy
47. Зависимость между количеством х вещества, полученного в 
некоторой химической реакции, и временем t выражается уравнением 
х = А( 1 + е'*'), где А й к -  постоянные. Определить скорость реакции.
48. Растворение лекарственных веществ из таблеток подчиняется 
уравнению с = с0е‘“ , где с -  количество лекарственного вещества в 
таблетке, оставшееся к времени растворения, с0-  исходное количество 
лекарственного вещества в таблетке; к -  постоянная скорости раство­
рения. Определить скорость растворения лекарственных веществ из 
таблеток.
49. Смещение в ответ на одиночное мышечное сокращение (еди­
ничный импульс) описывается уравнением y = te~rn ,t>  0. Определить 
скорость и ускорение в зависимости от времени.
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50. Рост числа бактерий подчиняется закону /(/) = --------------.
1 + 0,1(е' -1 )
Определить скорость роста числа бактерий.
51. Форму комплекса потенциалов, возникающих при возбужде­
нии сетчатки глаза светом (электроретинограмма), можно выразить 
уравнением и = rsin(-3,05-10~V  +5,6-1(Г2<2 -+-1,59-10-1 г), где г  — постоян­
ная, t — время. Определить скорость изменения потенциала в началь­
ный момент времени t=0.
52. Для увеличения сокоотдачи при обработке свежего лекарст­
венного растительного сырья используется ультразвук. Общее урав­
нение сокоотдачи при использовании ультразвука имеет вид 
у=А{\ + к Г е ^ '™ к), где А, к -  постоянные, t— продолжительность про­
цесса, h -  толщина озвучиваемого слоя сырья. Записать уравнения 
скорости сокоотдачи: 1) для h=const, 2) для t=const.
53. Скорость химической реакции под действием ультразвука оп­
ределяется формулой и = > где А — постоянная, Е — звуковая
энергия, поглощенная в объеме V за время t. Записать уравнение ско­
рости v химической реакции для Е = В К sin2 m t, где В и со -  постоян­
ные.
54. При лечении некоторых заболеваний одновременно назнача­
ются два препарата. Реакция организма (например, понижение темпе­
ратуры) на дозу х первого препарата и дозу у  второго препарата опи­
сывается зависимостью / (х, у) = х2у г(а-х)(Ь -  у ) , где а, Ь -  постоянные. 
Определить дозу у  второго препарата, которая вызовет максимальную 
реакцию при фиксированной дозе х  первого препарата.
55. Реакция организма на дозу лекарственного препарата спустя t 
часов после приема описывается зависимостью f(x,i) = x 2(a-x)t2e". 
При какой дозе х реакция организма окажется максимальной и когда 
она наступит?
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ТЕМА №2
ОПРЕДЕЛЕННЫЙ И НЕОПРЕДЕЛЕННЫЙ ИНТЕГРАЛЫ
ПРОГРАММНЫЕ ВОПРОСЫ:
2.1. Первообразная функции и неопределенный интеграл. Свойства 
неопределенного интеграла. Основные формулы интегрирования.
2.2. Простейшие способы интегрирования: непосредственное интег­
рирование, интегрирование методом подстановки и по частям.
2.3. Понятие определенного интеграла.
2.4. Основные свойства определенного интеграла.
2.5. Определенный интеграл с переменным верхним пределом.
2.6. Связь между определенным и неопределенным интегралами. 
Формула Ньютона-Лейбница.
2.7. Замена переменных интегрирования в определенных интегралах. 
Интегрирование по частям.
2.8. Применение определенного интеграла к вычислению площади пло­
ской фигуры и расчету работы переменной силы.
2.1. Первообразная функции и неопределенный интеграл. 
Свойства неопределенного интеграла. 
Основные Ф о р м у л ы  интегрирования
Известно, что многие математические операции образуют пары 
взаимно обратных действий. Например, сложение и вычитание, ум­
ножение и деление, логарифмирование и потенцирование. Точно так­
же и для операции дифференцирования существует обратная операция 
-  интегрирование или нахождение функции F(x) по известной ее про­
изводной /О ) = F'(x) или дифференциалу f{x)dx. Функцию F(x) назы­
вают первообразной на заданном промежутке для функции f(x), если 
для всех х  из этого промежутка F'(x)=f(x) или dF{x) = f{x)dx. Напри-
х* змер, функция F(x) = — есть первообразная для функции f(x)=x на 
4
всехпромежутке (-оо;+а>), т. к. F'(x) = ^ ^ -j = i-4j: = x3 = /(х) для 
х е (-<*>;+ оо). Можно заметить, что функция j^^-j+б имеет ту же самую
производную х3; поэтому также есть первообразная для
/ ( х) = х* на всей области определения. Ясно, что вместо «6» можно 
поставить любую постоянную «С». Таким образом, задача нахожде­
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ния первообразной неоднозначна. Она имеет бесконечное множество 
решений.
Совокупность первообразных F(x)+C для данной функции /(x)dx 
называют неопределённым интегралом от функции f(x) и обозна­
чают jf(x)dx:
j f ( x ) d x  = F (x ) + C
-  читается «неопределенный интеграл эф от икс дэ икс», где f(x)dx -  
подынтегральное выражение; f(x) -  подынтегральная функция; С -  
постоянная интегрирования; символ \ -  знак неопределенного инте­
грала. Под знаком неопределенного интеграла мы имеем не производ­
ную искомой функции, а ее дифференциал.
Вычисление интеграла от данной функции называется интегри­
рованием этой функции.
Свойства неопределённого интеграла
1. Производная от неопределённого интеграла равна подынтегральной 
функции:
[J /M *  I -И * )  + С]' = F'(x) = /(*)
2. Дифференциал от неопределённого интеграла равен подынтеграль­
ному выражению (дифференциал уничтожает интеграл):
d[\f(x)dx]= d[F(x) + С]= [F(jc) + с /  dx = F’(x)dx = f(x)dx
3. Интеграл от дифференциала первообразной равен самой первооб­
разной:
\d(F(x) + С)= \dF(x) = \F'(x)dx = \f(x)dx = F(x) + С
4. Постоянный множитель можно выносить за знак неопределённого 
интеграла:
fe(x)dx = k^f(x)dx
5. Интеграл от алгебраической суммы равен алгебраической сумме 
интегралов слагаемых:
/(/,(*) +Л W - Л (*))*= J/i(*)<&+ j f 2(x)dx-\Ux)dx
6. Дополнительное свойство: Если F'(x)=0 на некотором промежутке, 
то функция F(x) -  постоянна на этом промежутке.
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1. jdx = x + C
3. \x"dx = —  + C, л* -1  3 и + 1
5. jexdx = ex +C
7. Jsinjw6c = -cosjc + C
9. f ~ --ctgx + C 
Jsm x
Основные Формулы интегрирования
2. j f  = lnH + C
r dx _i t  ■ ■ - = arcsinx + C
13. jc/g;t<ir = ln|sin.x| + C
15. jsecxatf = ln
, _ r dx 1 , a + x  _17. j - ----r  = — ln----- + CJa - x  2a a - x
с'4 1 ^||+с
r * =  = arcsin —+ C 
•2 a
fa’abc = ——ь C J lna
jcosjtabr = sin* -t- C
J - ^ -= ig x + c
J COS X
10. f—~ r  = arctg x  + C
3\ + x
12. \<gxdx = -ln|cosx| + C
14. Jcosecxa!x = lnfg^+C
r dx 1 , i  .|—---- r  = -arctg  -  + C
3a +x a a
16.
18.
20 .
f ^ 4 -  = - L l n ^ +C
Jx - a  2a x + a
jVa2 2 j / 2 2 О ^-  - dx = —da - x  +— arcsin — 2 2 a
2.2. Простейшие способы интегрирования: непосредственное 
интегрирование, интегрирование методом подстановки 
и по частям
а) Непосредственное интегрирование
Непосредственное интегрирование -  это нахождение интегра­
лов функции, основанное на прямом применении свойств неопреде­
лённых интегралов и таблицы основных формул интегрирования.
Пример 2.1:
3
1) |(х -3 )гЛ  = J(xJ -6x+9>£t= Jx2A-6jx<& + 9|o!x = y - 3 x 2+9jM-C;
2) |2cosxotr = 2sinx + C.
В подавляющем большинстве случаев мы имеем дело с интегра­
лами функций, которые нельзя найти непосредственным интегриро­
ванием. В этом случае необходимо сделать подстановку (заменить пе­
ременную).
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б) Интегрирование подстановкой (замена переменной)
Способ подстановки заключается в том, чтобы перейти от данной 
переменной интегрирования к другой переменной с целью упростить 
подынтегральное выражение и привести его к одному из табличных 
интегралов. Общих правил для выбора вида новой переменной не су­
ществует, задача решается в каждом конкретном случае индивидуаль­
но. Однако существует определённая последовательность действий 
для данного метода.
Пример 2.2.Найти следующий интеграл: je 2x+3d x .
Решение:
1. Введём новую переменную f, связанную с х  следующей зави­
симостью:
2x+3=t
2. Возьмём дифференциал от левой и правой части этого равенст­
ва:
d(2x + 3) = dt
(2х + 3 )'dx = dt
2 dx = dt=>dx = —
2
3. Теперь вместо 2х+3 и dx в подынтегральное выражение под­
ставим их выражения через новую переменную t. Тогда получим:
fe2x*3dx = - \ e 'd t  = - e '  + С 
} 2 J 2
4. Возвращаемся к прежней переменной х:
- е '  + С = - е 2х*3+С
2 2
Таким образом, мы получили искомый интеграл: 
fe 2x*3dx = ^ e 2x*3+C. Можно убедиться в правильности решения, если 
продифференцировать полученную первообразную:
I
Q-e2” 3 + С j  = j e 2**3 ■ (2х + 3)' = | е 2’+3 ■ 2 = е2,+3.
в) Интегрирование по частям
Данный метод применяется в том случае, когда подынтегральное 
выражение представляет собой произведение какой-то функции и на 
дифференциал совсем другой функции dv.
Интегрирование производится по формуле:
|шЛ’ = uv -  jvdu
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Способ интегрирования по частям применяется в том случае, ко­
гда интеграл jvdu оказывается более удобным для интегрирования
(возможно даже, табличным), чем исходный интеграл judv.
Пример 2.3: Вычислить интеграл: jxlnxdx.
Решение:
Применим формулу интегрирования по частям judv = u v -  jvd u .
1 х 2Положим и = In х, dv = xdx, тогда du -  rf(lnx) = —dx\ jdv = jxdx => v = — .
* jp px* 1 1 x*
По формуле получим: jxlnxdx = —  lnx- j—--- dx =— I n — + C .
В некоторых случаях для сведения данного интеграла к табличному 
формула интегрирования по частям применяется несколько раз.
2.3. Понятие определенного интеграла
Понятие определенного интеграла широко используется в мате­
матике и в различных прокладных науках. Например, при вычислении 
площадей фигур, ограниченных кривыми, объемов тел произвольной 
формы, работы переменной силы, и т. д. В свою очередь, задача вы­
числения площади криволинейной трапеции приводит к определению 
понятия определенного интеграла.
Пусть имеется непрерывная функция у = /(х) на отрезке [а,Ь]. 
Фигура, ограниченная данной кривой у = /(* ), отрезком [а; Ь] оси абс­
цисс и прямыми х = а и у - Ь ,  называется криволинейной трапецией 
(рис. 2.1).
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Предположим, что /(х) > О на отрезке [а;6], т.е. криволинейная 
трапеция расположена над осью Ох. Найдём площадь этой криволи­
нейной трапеции. Для этого:
1) Разобьем отрезок [а\Ь] на п необязательно равных частей и 
обозначим точки деления следующим образом:
а = х0 <х, <х2...<х„=Ь
2) Из этих точек Хо, Xj,...x„ восстановим перпендикуляры до 
пересечения с кривой у -  /(х ) . Получим значения функции в этих 
точках:
У = Я * о); У\ = /(* ,), y1= f ( x 1)\ ...; у„_, = /0„-,); = /(* .)
Таким образом, мы всю нашу криволинейную трапецию разби­
ли на п элементарных трапеций.
3) На отрезках Ах^Ах,,...,^^, возьмем произвольные точки 
С0,С,,С2,...,С„_| и проведем перпендикуляры из этих точек до пере­
сечения с кривой у -  /О ). Получим /(СД/(С,),/(СД...,/(С„_,). По­
строим ступенчатую фигуру, состоящую из прямоугольников с ос­
нованиями Дх, и высотами /(СД.
4) Элементарная площадь /-го прямоугольника будет равна:
= /(С, )(xitl -  х,) = /(С ,) • Дх,
5) Площадь всей ступенчатой фигуры, покрывающей криво­
линейную трапецию, будет равна сумме площадей прямоугольни­
ков, из которых состоит ступенчатая фигура:
= /(С 0 )(х, -  х0 ) + /(С, )(х2 -  х,) +... + ДС„Ч )(х„ -х„Д =
= /(С 0) • Дх0 + /(С,) ■ Дх, +...+/(С„_,).ДхяЧ
Для сокращения записи этой суммы вводят символ £  (сигма) — 
знак, означающий суммирование величин. Тогда
* ,= 2 /(С Д (х м -х,) = £/(С ,)-Дх,.
1=0 /=О
Эта сумма S„, которая называется интегральной суммой, может 
быть больше или меньше истинного значения площади искомой тра­
пеции. Наиболее близким значением к истинной величине площади 
будет предел интегральной суммы при условии, что элементарные от­
резки Axi будут очень маленькими, т. е. длинна наибольшего из них 
будет стремиться к нулю (тахДх, ->о), а их самих будет больше 
(п—ко).Тогда:
5= lim  £ / ( с ,) -Д * .
max Дг, -*0  ,=0 и
Этот предел интегральной суммы (если он существует) называет­
ся определённым интегралом от функции /(х) на отрезке [a,b\ и 
обозначается:
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\f{x)dx=  lim
£  max (Xtj -> 0  /= 0
— читается «определённый интеграл от ad o  b эф от икс дэ икс». Чис­
ла а и Ъ называются соответственно нижним и верхним пределами ин­
тегрирования, f{x) — подынтегральной функцией, f(x)dx — подынте­
гральным выражением, х  -  переменной интегрирования.
Таким образом, площадь криволинейной трапеции численно 
равна интегралу от функции, ограничивающей трапецию, взя­
тому на интервале интегрирования [а;б]:
S = ] fix )d x .
а
Это и есть геометрический смысл определённого интеграла.
Примечание: Определённый интеграл -  это число, в отличие от 
неопределённого интеграла, который равен совокупности функций -  
первообразных.
2.4. Основные свойства определенного интеграла
Рассмотрим свойства определенного интеграла:
1. Определённый интеграл не зависит от обозначения переменной 
интегрирования, т.е.
\f{x )dx  = \f{ t)d t = '\ fiu )d u .
* '« *0
2. Определённый интеграл от суммы конечного числа непрерыв­
ных функций, заданных на отрезке [a,i] равен сумме определённых 
интегралов слагаемых функций:
J(/,W  + / 2W + ■■■)*= J/iO)<fc+ j f 1ix)dx+...
a  a a
3. Постоянный множитель «А» в подынтегральном выражении 
выносится за знак интеграла:
^kf(x)dx = k^ f{x )d x .
а а
4. Если верхний и нижний пределы интегрирования поменять 
местами, то определённый интеграл изменит свой знак на противопо­
ложный, сохранив абсолютную величину:
\f(x )d x  = - \ f { x ) d x .
а  Ь
Если пределы интегрирования равны между собой {Ь = а), то опреде­
ленные интеграл равен нулю:
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°\f(x)dx = 0.
с  Ь
5. Если существуют интегралы J/(*)c£r и J/(x)cfc, то существует
Ь
также для любого взаимного расположения точек а, с:
а
\f(x)dx = \f(x)dx + \f(x)dx.
а  а  с
Ь
6. = Ь -а  при а фЬ. Это свойство вытекает из того, что неопре-
а
Ь
делённый интеграл |а£с = х, т. е. равен некоторой длине отрезка, нача-
а
лом и концом которого будут точки а и b этого отрезка.
7. Если подынтегральная функция на отрезке \а,ъ\ сохраняет по­
стоянный знак, то и определенный интеграл будет представлен чис-
Ь
лом того же знака, что и функция, т.е. если /(*)> 0, то и |/(х)<&> 0.
а
Существуют и другие свойства определенного интеграла, которые мы 
рассматривать не будем.
2.5. Определенный интеграл с переменным верхним пределом
Введем понятие интеграла с переменным верхним пределом. Ка­
ждому числу х поставим в соответствие число
}/(/)<* = Ф(х),
а
т.е. получим функцию от х. Эта функция называется определенным 
интегралом с переменным верхним пределом.
х
Примечание. В интеграле jf(i)dt = <P(x) переменная интегрирова-
а
ния обозначена буквой t для отличия ее от переменной х  верхнего пре­
дела интеграла. Так как определенный интеграл от обозначения пере­
менной не зависит, можно записать его в виде | f(x)dx.
Теорема 2.1. Производная определенного интеграла от непрерыв­
ной функции f(x) по его верхнему пределу равна подынтегральной 
функции с заменой переменной интегрирования верхним пределом,
32
или определенный интеграл с переменным верхним пределом есть 
первообразная для подынтегральной функции:
m a t =ф'(*)= /(* ).
2.6. Связь между определенным и неопределенным интегралами. 
Формула Ньютона-Лейбнииа
Как отмечалось выше, неопределённый интеграл — это совокуп­
ность первообразных функций, а определённый интеграл -  число. 
Между ними существует определённая связь, которую устанавливает 
формула Ньютона -  Лейбница и выражается в виде теоремы.
Теорема 2.2. Значение определённого интеграла равно разности 
значений любой первообразной от подынтегральной функции, взятой 
при верхнем и нижним пределах интегрирования:
) f(x)dx = F{x) |‘ = F(b) -  F(a), где Г(дг) = /(*).
Таким образом, нахождение определённого интеграла сводится к 
следующим операциям:
1) находят первообразную для данной функции;
2) вычисляют первообразную для данных частных значений 
верхнего и
нижнего пределов интегрирования (подставляют пределы интег­
рирования в первообразную вместо х);
3) находят разность частных значений первообразной
F(b)-F(a).
3
Пример 2.4: Вычислить интеграл jx3dx
2
Решение:
- -  — = 20 ,25-4  = 16,25. 
4 4
Как и для неопределённого интеграла, этот метод называется 
методом непосредственного интегрирования. Он применим для 
наиболее простых функций и использует первообразные, которые есть 
в таблице неопределенных интегралов. Если же интегрируемая функ­
ция является сложной, и её непосредственно проинтегрировать не по­
лучается, то применяют другие методы, например, метод замены пе­
ременной.
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2.7. Замена переменных интегрирования в определенных 
интегралах. Интегрирование по частям
Из установленной с помощью формулы Ньютона-Лейбница связи 
между определённым и неопределенным интегралами следует, что 
для вычисления определённого интеграла можно также применять 
метод замены переменной. Так же, как и для неопределенного инте­
грала, вводится новая переменная, с помощью которой интеграл ста­
новится табличным. Отличие состоит в том, что при этом обязательно 
нужно заменить пределы интегрирования определенного интеграла. 
Рассмотрим применение метода замены переменной интегрирования 
для вычисления определенного интеграла на примере. Найдем опре­
деленный интеграл
О
Последовательность действий следующая:
1. Введём новую переменную t, связанную с х  следующей зави­
симостью:
t = sin*;
2. Возьмём дифференциал от левой и правой части этого равенст­
ва:
rf(sin *) = dt 
cos xdx = dt ;
.  d tdx = ------
cos*
3. Найдем новые пределы интегрирования, т. к., согласно свойст­
ву определенного интеграла, изменение переменной интегрирования 
требует изменения пределов интегрирования:
■ я  ,W = s m -  = 1 . ^ 9
t = sin 0 = Опилен
4. Теперь вместо sinx и at* в подынтегральное выражение подста­
вим их выражения через новую переменную t, а вместо старых преде­
лов подставим новые и применим формулу Ньютона -  Лейбница:
•Л
Ге™* • cos xdx =
sinx = < 
d(sinx) = dt 
cos xdx = dt
(__ = sin — = 1
2
= fe'dt -e ' I' = e'-e° = 2,7 -1  = 1,7.
«, =sin0 = 0
Таким образом, мы вычислили определенный интеграл.
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Примечание. Новая переменная выбирается так, чтобы новый ин­
теграл стал табличным.
Определенный интеграл может быть вычислен методом интегри­
рования по частям. Если функции и и v имеют непрерывные произ­
водные на отрезке [а,й], то для определенного интеграла справедлива 
формула:
2
Пример 2.5: Вычислить интеграл: jlimfr.
I
Решение:
Ь Ь
Применим формулу интегрирования по частям judv = uv |* -  Jvdu.
Положим и = \пх, dv = dx, тогда 
= Jdx => v = х .
du = d(\nx) = —dx;
д:
По формуле получим:
2 2 .
Jlimit = дс1пдс|* -  jx -—dx = 21n2-lnl-x|* =
I 1 *
= 21n2-2 + l = 21n2-l
2.8. Применение определенного интеграла к вычислению площади 
плоской Фигуры и расчету работы переменной силы
а) Вычисление площадей плоских фигур 
Пусть функция /(дг) непрерывна на отрезке [а;Ь]. Если /(* )> О, 
то площадь криволинейной трапеции, ограниченной линиями у  = /(дг), 
у = 0, х = а , х -Ъ , численно равна интегралу:
S = ]f(x)dx.
Если /(дг)SO, то площадь соответствующей криволинейной тра­
пеции определяется формулой
5 = J /W *  •
Если кривая у = /(дг) пересекает ось Ох, то отрезок [а\Ь\ нужно 
разбить на части, в пределах которых / ( х) не меняет знака. К каждой
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такой площади необходимо применить формулу S=\f{x)dx или
|/(x)£fe , и общая площадь будет равна сумме частей.
б) Работа переменной силы
Пусть под действием переменной силы F = f(s) тело движется по 
прямой MN (рис. 2.2). Направление силы совпадает с направлением 
движения. Требуется определить работу, производимую силой 
F = f(s) при перемещении тела из положения М и положение N.
о ( ш | —4— н—  ■4— I  4- -—о
М s< °г h  °5 Ь  V /  N
sc-°
Рис.2.2
Разобьем путь MN точками s0 = О,su s2, ..., s„_„ s„ = S на n элемен­
тарных отрезков [jM, j,] длиной As, = s, -  sM (/ = 0, l, 2,..., n). В каждом 
элементарном отрезке выберем точку сг, (/ = 0,1,2,...,л). Положим, 
что сила /(с ,)  на каждом элементарном отрезке постоянна. Тогда 
произведение /(<7,)As, будет приближенно равно работе силы на пути 
As,. Сумма работ на элементарных отрезках
4, = YdfiP’,)^s,/=0
приближенно равна работе силы F = f(s) на пути MN.
Данная сумма является интегральной. Предел ее при л -» »  и 
max As, -> 0 выражает работу переменной силы F -  f(s) на пути MN:
A- = J ^ S ^ a‘)As‘ = )^s)ds>=0 о
Т.е. работа переменной силы F = f(s)  численно равна интегралу 
от силы, взятому по пути S.
Пример 2.6: Вычислить работу, совершенную одним молем иде­
ального газа при обратимом изотермическом расширении от 2,24-10'3 
до 22,4-10'3 м3 при / =0"С.
Решение:
При обратимом расширении одного моля идеального газа давле­
ние p -R T IV . Совершаемая газом при изменении объема на величину 
dV элементарная работа dA = pdV. Полная работа расширения газа от 
начального объема V, до конечного объема V2.
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A= \pdV  = f—  dV  = F T \n V $  = Д П п ^ -  = 8,32-2731п ??2 ^ - ^ 4  = 5,23 *ф*с 
j V '*■ V, 2,24 10-5
Вопросы для самоконтроля:
1. Какое действие называется интегрированием?
2. Какую функцию называют первообразной для данной функции
/ « ?
3. Сколько первообразных может существовать для каждой 
функции? Чем отличаются друг от друга эти первообразные?
4. Что называется неопределённым интегралом?
5. Что значит проинтегрировать функцию?
6. Каким действием проверяется результат интегрирования?
7. Какими свойствами обладает неопределённый интеграл?
8. Указать известные методы вычисления неопределённых инте­
гралов?
9. Правила нахождения неопределённых интегралов методом не­
посредственного интегрирования.
10. Правила нахождения неопределённого интеграла методом за­
мены переменных (методом подстановки).
11. Правила нахождения неопределённого интеграла методом ин­
тегрирования по частям.
12. Что называется криволинейной трапецией?
13. Что такое интегральная сумма?
14. Что называется определённым интегралом?
В чём заключается геометрический смысл определённого инте­
грала?
15. Свойства определенного интеграла.
16. Что называется определённым интегралом с переменным 
верхним пределом?
17. Какая связь существует между неопределенным и определен­
ным интегралом? Запишите соответствующую формулу.
18. Какие Вам известны методы вычисления определённых инте­
гралов?
19. Правила нахождения определённого интеграла методом заме­
ны переменных (методом подстановки).
20. Правила нахождения определённого интеграла методом ин­
тегрирования по частям.
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1.
3.
5.
7.
9.
11.
13.
15.
17.
19.
21.
23.
25.
27.
29.
31.
33.
35.
Задания для решения:
Вычислить неопределенный интеграл:
|(дг2+1)Л 2.
J(cosjc + x)dx 4.
dx
Ч З х-2 6.
f dx 8.Jcos 5jc
f dx 10.J 2 2■'sin XCOS X 
Jsin2 —dx 12.3 2
jcos2 xdx 14.
У  ■x2dx 16.
jex sin xdx 18.
fin xdx 20.
|(5дг2 -\)dx 
|(1 -  cos3x)dx
f----— -dx
j (5jc- 7 ) ’
С7 sin — +3 co s24*
f——dx 
1^ + .х2
\ l e ,inx cosxdx 
Jcos1 x ■ sin xdx 
fxe 'dx  
jjrsin 2xdx 
fx ln 2 xdx
Вычислить определенный интеграл:
2
\x 2dx 22.
J(cos x + x )dx
Ж
24.
JsinArcfa
0
26.
Jelx~2dx
0
» /
28.
/ъ
je““x sin xdx
0
%
30.
[sin* cos2 xdx
0
«•/
32.
4
Jsin2 jc<abc 
0 
2
34.
Jjc3 In xdx 36.
1
Xdx
$25r"dx
0
J(l-co s3 * )< £ r
dx/ 4
/ '--- ---
Jsin 2xdx
о
f —  ■
-i (2jc +1)2
f e
j(x  + i)e Xdx
0
[ - *  
lMl + 5x
37. 38.
38
39. I x co s  xdx 40.
'r e'dx 
oJ l + e2*
41. Скорость укорочения мышцы описывается уравнением
—  = В(х0-х ) ,  где х0 -  полное укорочение мышцы; х -  укорочениеdt
мышцы в данный момент; В -  постоянная, зависящая от нагрузки. За­
писать закон сокращения мышцы х  = x ( t ) , если в момент времени t=0 
укорочение мышцы было равно нулю.
42. Скорость движения кисти руки задана уравнением
и = +3 (см /с). Найти уравнение движения кисти, если за первые 6
секунд было пройдено 40 см.
43. Угловая скорость вращения барабана кимографа
а  = 6t2 -  М + 5. Найти угол поворота, если за t = 2 с был совершен пово­
рот на <р = 2 рад.
44. Скорость распада радиоактивного вещества и = -кт0е~“, где к
-  постоянная, т0 — масса радиоактивного вещества при t — to. Соста­
вить уравнение изменения массы m(t).
45. Скорость растворения лекарственного вещества из таблетки 
и = -c0kFe~tF‘, где с0 -  концентрация лекарственного вещества при t=0, 
к -  постоянная растворения, F -  площадь поверхности растворяемого 
вещества в единице объема. Составить уравнение растворения лекар­
ственного вещества, если при t = 0 с = с ,-с 0, где с, -  концентрация 
насыщения.
46. Вычислить площадь фигуры, заключенной между кривой 
у — sin х и осью Ох, в пределах от 0 до п.
47. Вычислить площадь фигуры, заключенной между кривыми
у, = х 3 И у 2 = 4 х .
48. Определить площадь фигуры, ограниченной параболой 
у  = х 2 +2  и прямой х + у = 4.
49. Пользуясь методом интегрирования, вычислить площадь кру­
га хг + у 2 = Л2.
50. Определить силу давления воды на стенку аквариума с осно­
ванием 1,8 м и высотой 0,6м.
51. Через участок тела животного проходит импульс тока, кото­
рый изменяется с течением времени по закону У = 20e“s' (мА). Дли­
тельность импульса 0,1 с. Определить работу, совершаемую током за 
это время, если сопротивление участка 20 кОм.
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52. Найти работу при растяжении мышцы на 4 см, если для ее 
растяжения на 1 см требуется нагрузка ЮН. Считать, что сила, необ­
ходимая для растяжения мышц, пропорциональна ее удлинению.
53. Через участок тела животного проходит импульс тока, кото­
рый изменяется с течением времени по закону J = Юе'3* (мА). Длитель­
ность импульса 0,1 с. Определить заряд, протекающий через тело жи­
вотного.
54. Вычислить работу, произведенную при сжатии пружины на 
0,03 м, если известно, что для укорочения ее на 0,005 м нужно прило­
жить силу в 10 Н.
55. Реакция организма на определенную дозу лекарственного 
препарата /(/) = 1/(1 +г2) в момент времени t. Определить суммарную 
реакцию на данную дозу.
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ТЕМ А№ 3
ДИФФЕРЕНЦИАЛЬНЫЕ УРАВНЕНИЯ 
ПРОГРАММНЫЕ ВОПРОСЫ:
3.1. Основные определения теории обыкновенных дифференци­
альных уравнений.
3.2. Дифференциальные уравнения первого порядка с разделяю­
щимися переменными.
3.3. Однородные дифференциальные уравнения первого порядка.
3.4. Дифференциальные уравнения второго порядка, допускаю­
щие понижение порядка.
3.5. Линейные однородные дифференциальные уравнения второго 
порядка с постоянными коэффициентами.
3.6. Моделирование задач физико-химического, фармацевтиче­
ского и медико-биологического содержания с помощью диффе­
ренциальных уравнений.
3.1. Основные определения теории обыкновенных 
дифференциальных уравнений
Многие задачи естествознания приводят к появлению уравнений, 
в которых помимо неизвестной функции у  и аргумента х  входят про­
изводные (или дифференциалы) этой функции.
Уравнение, связывающее аргумент х, искомую функцию f(x) и её 
производные f(x );  f'(x); f"(x); ...; / п>(х) или дифференциалы df; <ff; 
ctf; ...; <ff называется дифференциальным уравнением.
Дифференциальное уравнение в общем виде можно записать так: 
F ^ ,f{x ),f\x ) ,f\x ),...,f" \x )]=  0 
или F\x,y,y',y',...,y(n)\= 0.
Если искомая функция зависит только от одного аргумента, то 
дифференциальное уравнение называется обыкновенным. Если же 
искомая функция зависит от нескольких аргументов, то дифференци­
альное уравнение называется уравнением в частных производных.
Дифференциальные уравнения принято классифицировать по по­
рядку производной (или дифференциала) от искомой функции, вхо­
дящей в уравнение. Наивысший порядок этой производной и опреде­
ляет порядок дифференциального уравнения. Например,
ут + 2ху* =0
есть обыкновенное дифференциальное уравнение третьего порядка, а 
уравнение не затухающего гармонического колебания
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является обыкновенным дифференциальным уравнением второго по­
рядка.
Примером дифференциального уравнения в частных производ­
ных являются уравнения Максвелла. Для случая плоской электромаг­
нитной волны они имеют вид:
дЕ дН дН дЕ
---- --  11-----  И -----=  £ -----
дх dt дх dt
и являются дифференциальными уравнениями первого порядка.
Решением или интегралом дифференциального уравнения на­
зывается всякая функция у = / ( х), которая, будучи подставлена в 
уравнение, превращает его в тождество. Решить уравнение или, как 
говорят, проинтегрировать его -  это значит найти его решение.
Общим решением дифференциального уравнения п-го порядка 
называется функция у = f(x,C,,C2....С„) от х с произвольными посто­
янными С,,С2,...,С„ обращающая это уравнение в тождество.
При любом наборе конкретных постоянных получаются частное 
решение. При этом задаются не сами постоянные, а условие, которо­
му должно удовлетворять искомое частное решение. Задание таких 
условий называется заданием начальных условий и кратко записыва­
ется так: при х = х0, f(x 0) = Уо, f'(x0) = у'0 и т.д.
Задача нахождения частного решения удовлетворяющего его на­
чальным условиям, называется задачей Коши.
К сожалению, для многих типов дифференциальных уравнений 
решение можно найти далеко не всегда. Это является сложнейшей ма­
тематической задачей. Однако для некоторых типов дифференциаль­
ных уравнений решение находится сравнительно легко. К таким урав­
нениям относятся дифференциальные уравнения 1-го порядка; диф­
ференциальные уравнения второго порядка, допускающие понижение 
порядка; линейные однородные дифференциальные уравнения второ­
го порядка с постоянными коэффициентами.
3.2. Дифференциальные уравнения первого порядка 
с разделяющимися переменными
Дифференциальное уравнение вида
f  (*)Р. (УУЬ + /г (х)<Рг (у)Ф> = О
называется дифференциальным уравнением с разделяющимися пе­
ременными.
42
Суть такого разделения сводится к тому, чтобы путем некоторых 
математических операций, произвести группировку переменных, про­
изводных, дифференциалов в отдельные слагаемые так, чтобы они со­
держали только один вид переменных. Слагаемые, включающие толь­
ко одну переменную, можно получить, если дифференциальное урав­
нение разделить на <г>, (у)Л С1) • Тогда получим:
/■(*МОО^  + Л ( ^ гО 'К 0 
М у)Л(х) <Р,(у)М х)
при условии, что (5, ОО/г О) * 0. После сокращения получаем
Л  О) <рАу)
Интегрируя это уравнение, мы получим общее решение диффе­
ренциального уравнения в виде:
( Ш а х = г Ш фг+с
J/ 2W  *<р>(у)
Это выражение является общим решением приведенного уравне­
ния.
Пример 3.1: Найти общее и частное решение дифференциального 
уравнения /  = 2ху при х = 0у у = 2.
Решение:
Перепишем уравнение иначе — = 2ху или — = 2xdx.
dx у
Интегрируя, получаем Г— = 2 [xdx или Inу = хг +С.
1 у  J
Преобразуем полученное уравнение 1пу = 1пе1’ +1пС, у  = е*‘ С -общее 
решение.
Запишем частное решение данного уравнения исходя из начальных 
данных:
2 = е ° С , С = 2, 
у = 2ег‘ -  частное решение.
Общие правила решения диф<Ьеренииальных уравнений
1. Производные у', входящие в уравнения, надо представить в ви­
де дроби ^ .
dx
2. С помощью алгебраических операций преобразовать уравне­
ние так, чтобы члены, содержащие у, находились в левой части равен­
ства, а члены, содержащие х, в правой.
3. Проинтегрировать полученное равенство в соответствии с пра­
вилами вычисления интегралов. При этом левая часть интегрируется 
по аргументу у, а правая по аргументу х. Постоянная интегрирования
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С добавляется в правую часть равенства после вычисления интеграла 
по х.
4. Полученное после интегрирования уравнение решается отно­
сительно у  (если нужно) и находится общее решение.
5. Подставляя в общее решение, значения х к у  из начальных (до­
полнительных) условий, находят значение постоянной С и вид част­
ного решения.
В силу того, что постоянная интегрирования С может быть какой 
угодно, ей часто придают вид наиболее удобный для решения уравне­
ния. Рассмотрим два варианта введения С при решении одного и того 
же дифференциального уравнения.
Пример 3.2: Найти общее и частное решения дифференциального 
уравнения ху' = у при условии, что у = 3, если дг = 1.
Решение:
Поступая в соответствии с правилами решения, получаем:
dtyх —  = у dx
Интегрируя, находим: Г— = Г—
J у  1 X
dy dx или — = — 
У X
или In у = 1пх + С
Потенцируя, получаем общее решение: у = е'""с
Подставляя значения у  и х  и з начальных условий, получаем 3 = ес , 
т.е. С = 1пЗ.
Тогда частное решение будет иметь вид
у  = е =еы, =3л
Обращаем внимание на то, что произвольная постоянная С в 
данном случае выражается через логарифм. Это позволяет в тех слу­
чаях, когда решение получается в логарифмической форме вводить С 
сразу под знаком логарифма, то есть
1пу = 1пдг + 1пС = 1пСх
Тогда общее решение будет иметь вид у = Сх
Подставляя значения у  и х  т  начальных условий, получим значение 
3 = С 1, то есть С = 3 и частное решение будет у = 3>х.
В итоге получается, что введение С по второму варианту не из­
меняет существа решения, но делает его проще и удобнее для объяс­
нения.
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3.3. Однородные дифференциальные уравнения первого порядка
Дифференциальное уравнение вида
7 1 = /(дг,у)dx
называется однородным дифференциальным уравнением первого 
порядка, если функция / ( х , у )  может быть представлена как функция 
отношения своих аргументов: f ( x , y )  = <р(у!х). Тогда
%  = <р(у/х). 
dx
Однородное дифференциальное уравнение $  = *) приводит-
dx
ся к уравнению с разделяющимися переменными подстановкой 
и = у  / х , где и -  новая неизвестная функция. Произведя замену у = хи ,  
мы придем к уравнению с разделяющимися переменными. Продиф­
ференцируем у  = хи:
dy du—  = и + х — , dx dx
dyи уравнение — = <p(ylx) примет вид
dx
и + * ^  = ?>(и)dx
или xdu = (<р(и) -  u)dx.
Разделим в последнем уравнении переменные:
du _ dx 
(<р(и)-и) х '
Выполнив интегрирование, найдем
h.
du fdx или k du ■ = ln|jc| + Cs(<p(u)-u) 1 X 3{(p(u)-u)
Взяв интеграл в левой части последнего равенства и выполнив 
обратную замену и = у /х ,  получим общее решение однородного урав­
нения —  = <р(у/х). 
dx
Пример 3.3: Решить однородное дифференциальное уравнение:
(д:2 + y 2)dx -  xydy = 0.
Решение:
dy х2 + у2Запишем исходное уравнение виде: ~  =----- — . Поделив числи-dx ху
тель и знаменатель правой части уравнения на х2, получим:
dx
1 +0
У
х
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Данное уравнение является однородным.
Для решения этого уравнения введем новую функцию и = у /х ,  откуда 
у = хи. Дифференцируя у = хи, получаем
dy_
dx
d . du= — (их) = u + x — . dx dx
Подставим это выражение в последнее уравнение, получим:
du 1 + иги + х — = ------ .
dx и
Данное уравнение является дифференциальным уравнением с
du 1 +и1 du 1разделяющимися переменными: х—  = -------- и или х — = —, отку-
dx и dx и
dxда udu = — .
X
Интегрируя это уравнение, получим
2 ? ч2U X и —1п* = — + 1пС, откуда In —= — , т.е. х = Се2 .
judu = J-dx
х
ИЛИ
Выполнив обратную замену u = y l x , окончательно получим:
у1
х = Се2*1. Это и есть общее решение.
3.4. Дифференциальные уравнения второго порядка, 
допускающие понижение порядка
Дифференциальное уравнение вида F(x,y,y',y’) = 0, в которое вхо­
дит вторая производная неизвестной функции у = f(x ), называют 
дифференциальным уравнением второго порядка.
Рассмотрим уравнения второго порядка, которые могут быть за­
писаны в виде, разрешенном относительно второй производной: 
У’ = f ( x ,  У, У')-
Дифференциальное уравнение второго порядка у" = f(x, у, у') име­
ет общее решение у = р(х,С„С2) , содержащее две произвольные посто­
янные.
Рассмотрим некоторые виды дифференциальных уравнений вто­
рого порядка, приводимых к дифференциальным уравнениям первого 
порядка.
ДиФФеренииальные уравнения второго порядка, не содержащие 
искомой (Ьункиии и её производной
Уравнение вида у’ = f(x)  называют дифференциальным уравне­
нием второго порядка, не содержащим искомой функции и её про-
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изводной. Такие уравнения решаются двукратным интегрированием с 
введением новой функции, дающей возможность понизить их поря­
док.
Введем новую функцию Ил), положив у' = м(х), тогда 
у" = (у')' = и'О), ц’О) = / ( х); или — = /(х ). Разделив переменные и про­
интегрировав, получим:
du = f(x)dx; jdu= J f(x)dx; u(x) = J/(x) dx + C,
или y' = J/(x)<& + C,; J/(x)A  + C,;
Снова разделим переменные и проинтегрируем:
dy = ( |/(х )Л  + С, = j(j/(x)<£c + С, .
Таким образом, у = j(j/ (x)dx'\lx + С,х + С2 — общее решение диффе­
ренциального уравнения у’ = /(х).
Пример 3.4: Найти общее решение уравнения у ' = х .
Решение:
Обозначим у’ = м(х), тогда у" = (у')' = и’(х) и и'(х) = х или — = х .
dx
Разделив переменные и проинтегрировав, найдем первую производ­
ную:
х2du = xdx; j du = ^xdx ; и = — + С,
или y  = £ . £ L +Cl.
Л  2 1
Разделив в последнем уравнении переменные и проинтегрировав 
его, найдем саму функцию у:
dy = Y dx + C,dx', Jdy = J— dx + JC |A .
Таким образом, y = — +C,x + C2 
6
общее решение уравнения, со­
держащее две произвольные постоянные С/ и С2.
Ди(Ь(Ьеренииапъные уравнения второго порядка, 
не содержащие искомой функиии
Уравнение вида у ' = /(х,у'> называют дифференциальным урав­
нением второго порядка, не содержащим искомой функции.
Введем новую функцию у’ = г(х), получим уравнение первого по­
рядка относительно z :
Z' =  / ( X ,2 ) .
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Если решение этого уравнения z = <г>0,С,), то искомое решение
dvполучим, интегрируя равенство у = z, т.е. — = <р(х,С.);
dx
dy = С,)сйс; jdy = j<p(x,C,)dx, откуда у = j<p(x,C,)dx + С2 -  общее ре­
шение дифференциального уравнения у’ = f(x ,y ').
Пример 3.5: Найдем общее решение уравнения (1 + х1)у’ -2у'х = 0. 
Решение:
Это уравнение не содержит искомой функции у. Обозначим 
у' = Ф ) , у ' = (у')' = г'(х) , тогда
(l + x2)z'-2zx = 0 ИЛИ (l + x2) — -2zx = 0 
dx
Разделив переменные и проинтегрировав, получим:
7 l f =fi7 ^ dx; ‘пИ=Н1+дг1+1п1с >1
Потенцируем последнее выражение: г = (1 + х2) - С,. Так как z = у 1,
то у' = (1 + *2)-С, или — = (1 + z2)-C,. Разделив в последнем уравнении 
dx
переменные и проинтегрировав его, найдем саму функцию у:
dy = Cl(l + x2)dx', jdy= jC,(l + x2)dx, У- С,  — + С,дг + С2
Таким образом, у = С, — +С,х + С2 -  общее решение уравнения, 
содержащее две произвольные постоянные С; и С2.
ДийнЬеренииапьные уравнения второго порядка, 
не содержащие аргумента
Уравнение вида у’ = /(у ,у') называют дифференциальным урав­
нением второго порядка, не содержащим явным образом аргумен-
Для нахождения решения данного уравнения введем новую
функцию у’ = р , аргумент которой у: у ' = р' = — . Из равенства
dx
, dy - , dy . dp dpу  =— = p  найдем d x - —  и подставим в равенство у = —  = — ■ р . 
dx р dx dy
Подставив выражения у" к у' в уравнения у’ = /(у ,у '). получим
Р ^  = /(У.Р>- dy
Найдя решение последнего уравнения в виде р= ?>(у,С,) или 
^  = <Ky,Q.dx
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Разделив переменные и проинтегрировав, получим: dy
«ЧУ.С,)
= dx;
Г—£ — = Гdx, imivCA J, 9КУ,С,)
dy
V O ’.c,)
= x + C2 — общее решение уравнения у" = f  (у,у').
Пример 3.6: Найти общее решение уравнения уу' + (у')2 = 0. 
Решение:
Введем подстановку у' = р = —  , откуда dx = — . Так как
dx р
у" = — = р — , то ур— - р 2 = 0 есть уравнение с разделяющимися пе-dx dy dy
ременными. Разделим переменные и проинтегрируем уравнение:
ypdp-p2dy = О, — -  — = 0, J— -J^  = lnC,,
Р У  J P  J y
ln p -ln y  = InC,.
Потенцируя, получим — = С,, откуда р = С,у.
У
Подставляя вместо р  его значение — , получим уравнение с раз-
dx
деляющимися переменными:
— = С.у , Q- = Ctdx, f ^ =  [ctdx, lny = C,jr + lnC2,
rfx у 1 У 1
lny = lneC|1 +lnC2.
Потенцируя, найдем общее решение в виде у  = С2ес’1
3.5. Линейные однородные дифференциальные уравнения 
второго порядка с постоянными коэффициентами
Уравнение вида: у"+ py' + qy = /(* ), где р, q -  постоянные коэффи­
циенты, a f(x) -  некоторая функция, называют линейными дифферен­
циальными уравнениями второго порядка с постоянными коэффи­
циентами.
Если f(x ) = 0 ДДЯ всех х, то уравнение y" + py' + qy = 0 называют 
линейным однородным дифференциальным уравнением (ЛОДУ) 
второго порядка с постоянными коэффициентами.
Решение такого дифференциального уравнения, как показал Эй­
лер, следует искать в виде следующих функций: у  = еь , где к -  неко­
торый коэффициент. Подставим значения у' = кеь  и у" = к2еь , найден-
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ные из этой функции в уравнение. Тогда получим: 
к2еь + ркеь +qekx = 0 или е* (к2 + рк + q) = 0 .
Для того чтобы функция у  = еь была решением дифференциаль­
ного уравнения, достаточно, чтобы к2 +pk+q = 0 . Это уравнение на­
зывают характеристическим уравнением и корни его определяются 
по формуле:
Для нахождения общих решений уравнения у’ + ру' + qy -  0 вос­
пользуемся теоремой.
Теорема. Пусть дано дифференциальное уравнение и его харак­
теристическое уравнение k2 + pk+q = 0 .
1) если корни к, и к2 характеристического уравнения
k2+pk + q = 0 — действительные и различные числа (к, Ф к2), то все ре­
шения уравнения у ' + py' + qy = 0 даются формулой:
y = C1ek’* + С2ек'х,
где С] и С2 — произвольные постоянные.
2) если корни Kt и к2 характеристического уравнения
k2 +pk + q = 0 -  действительные и равные числа к, = к2 = к, то все ре­
шения уравнения у’ + ру’ + qy = 0 даются в виде такой формулы:
У -  (С1х+С2)е1х,
где С/ и С2 -  произвольные постоянные.
3) если же корни К| и к2 характеристического уравнения 
k2+pk + q = 0 -  комплексные числа, т.е. ki2 = a± fii, то все решения 
уравнения у" + ру' + qy = 0 даются такой формулой:
у = ет(С, cos рх + Сг sin рх), 
где С1 к С2 — произвольные постоянные.
Все приведенные выше три вида решений представляют собой 
общее решение ЛОДУ. Частные решения находят по заданным на­
чальным условиям.
Пример 3.7: Найти общее решение дифференциального уравне­
ния у ' - 4 /  + Зу = 0.
Решение:
Характеристическое уравнение:
*2-4* + 3 = 0
имеет корни kx = 1, к2 -  3. Это действительные и различные числа. 
Согласно формуле y = C,ev  +СгекгХ, общее решение уравнения имеет 
вид:
у = С1е‘ +С2е,х.
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Пример 3.8: Найти общее решение дифференциального уравне­
ния у" + 4у' + 4у = 0.
Решение:
Характеристическое уравнение:
*2+4* + 4 = 0
имеет корни fc, = *2 = -2. Это действительные и равные числа.
Согласно формуле у = (С,х + С2)еь , общее решение уравнения имеет 
вид:
У = (С1х + С2)е~2х.
Пример 3.9: Найти общее решение дифференциального уравне­
ния у’ -4у ' + 13у = 0.
Решение:
Характеристическое уравнение:
к 1 -4 к  + 13 = 0
имеет корни kt =k2-2± 3 i. Это комплексные числа.
Согласно формуле у = е“ (С, cos ptx + C2 sin /&), общее решение уравнения 
имеет вид:
у -  е2х (С, cos Зх + С2 sin Зт).
3.6. Моделирование задач Физико-химического, фармацевтического 
и медико-биологического содержания с помощью 
дифференциальных уравнений
Дифференциальные уравнения занимают важное место в реше­
нии задач физико-химического и медико-биологического содержания. 
Пользуясь ими, мы устанавливаем связь между переменными величи­
нами, характеризующими данный процесс или явление.
Прикладные задачи Физики
Закон радиоактивного распада атомов 
Ядра атомов радиоактивных элементов с течением времени рас­
падаются. Опытным путем установлено, что скорость распада про­
порциональна числу не распавшихся в данный момент ядер атомов. В 
аналитической форме это можно записать так:
dN = -AN dt,
где N  -  число не распавшихся в данный момент ядер атомов; t -время; 
X -  постоянная распада. Данное уравнение является дифференциаль­
ным уравнением с разделяющимися переменными. Знак минус берет­
ся потому, что с течением времени число нераспавшихся атомов 
уменьшается, а производная убывающей функции отрицательна. Ско­
рость же по смыслу -  положительная величина.
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Установим зависимость числа нераспавшихся ядер атомов ра­
диоактивного вещества от времени, если при t -  0 число нераспав­
шихся ядер атомов N  = N0.
Разделим переменные в уравнении -  = -XN и проинтегрируем
dt
левую часть по N, а правую -  по t:
—  = - Ы :; f— = - f Adi; inJV = -/U + lnC;
N 3 N 3
1пУ = 1ле'*+1пС; N = Се_д' .
Полагая в последнем уравнении t = 0 и N = N0, находим С - N 0. 
Тогда N  = N0е~*“
Формула N -  представляет закон радиоактивного распада, 
выраженный экспоненциальной функцией в интегральной Форме. 
График закона радиоактивного распада N = приведен на рис 3.1:
Из формулы N -  можно определить период полураспада Т, 
т. е. время, в течение которого число ядер атомов уменьшается вдвое.
NПоложив в формуле N = N„e~M t = T и N  = получим:
ЛГ» = N„e- 1 -хт -  = е "  .
2
Прологарифмируем последнее выражение: In ^  = -XT , откуда
Т = In 2 0,693
Из формулы Т = видно, что период полураспада связан с по­
стоянной распада и является характеристикой данного радиоактивно­
го вещества. Например, для радона Л = 2,084-10~6с ' \  Подставив ее зна­
чение в формулу Г = — , получим период полураспада радона Т = 3,15 
Я
суток.
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Закон поглощения света Бугера —Ламберта — Бера
Пусть через слой раствора толщиной / 
проходит пучок параллельных лучей света 
(рис. 3.2). Выделим в растворе тонкий слой 
толщиной dl, ограниченный параллельными 
поверхностями, перпендикулярными к на­
правлению распространения света. Интен­
сивность света, прошедшего через слой dl, 
изменится на величину dl. Изменение ин­
тенсивности света пропорционально интен­
сивности света I, концентрации вещества с и 
его толщине dl: Рис 3.2
dl = -klcdl
Коэффициент к зависит от свойств поглощающего вещества и 
носит название коэффициента поглощения. Постоянство коэффициен­
та к указывает на то, что в каждом слое поглощается одна и та же доля 
интенсивности света, дошедшего до слоя. Коэффициент к зависит от 
длины волны света, от свойств растворителя и температуры. Уравне­
ние -d l  = klcdl является дифференциальным уравнением с разделяю­
щимися переменными. Разделим переменные и проинтегрируем его:
j  = -kcdl; $ j  = -jkcdl;
ln/ = -*e/ + lnC,; ln/ = lne-fc'+lnC,
Потенцируя, получим /  = С,е~ы
Постоянную С; найдем из начальных условий: при 1 = 0, I = /0:
/0 = C,e"t0 , откуда С, = / 0 и I = 1йе~ы .
Из формулы I = 10е~ы найдем величину оптической плотности 
раствора D:
D = \g!j- = kcl\ge = Ае/ -0,4343,
где, 0,4343к=е носит название молярного коэффициента поглощения, 
и поэтому D = ecl = lgty.
Преобразовав последнее выражение, получим /  = /„10"“ '.
Выражение I  = Io\0 ‘d представляет собой объединенный закон 
Бугера -  Ламберта — Бера в интегральной форме.
Закон поглощения ионизирующих излучений веществом
На опыте установлено, что ослабление интенсивности излучения 
dl при прохождении его через слой вещества толщиной dx пропорцио­
нально интенсивности /  излучения:
dl = -fddx,
d l
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где ц — коэффициент поглощения вещества.
Разделяя переменные и интегрируя данное уравнение, имеем:
dl , tdl г ,
1п/ = -дх + 1пС; In /= lne"'*+1пС.
Потенцируя последнее выражение, получим I = Се-'*.
Исходя из начальных условий: при * = 0, /  = /„, С = /0 найдем
/  = V " -
Из формулы /  = /0е~'“ видно, что интенсивность поглощения из­
меняется с толщиной поглощающего слоя по экспоненциальному за­
кону.
Прикладные задачи химии
Химическая кинетика занимается изучением механизма процесса 
и определением скорости, при которой система достигает равновесия. 
При определении скорости протекания процесса важно учесть влия­
ние на нее таких факторов, как концентрация, температура, природа 
растворителя, присутствие катализатора.
В общем случае скорость химической реакции зависит от кон­
центрации реагирующих веществ. Однако скорость реакции может за­
висеть также от концентрации других веществ не входящих в стехио­
метрическое уравнение. Уравнение, выражающее зависимость скоро­
сти реакции от концентрации каждого вещества, влияющего на ско­
рость, называется кинетическим дифференциальным уравнением ре­
акции. Рассмотрим химические процессы первого, второго и третьего 
порядка.
Закон реакции первого порядка 
Скорость реакции первого порядка выражается уравнением
dC 1г L> = ---= —КС,
dt
где с -  концентрация реагирующего вещества; t -  время; к — постоян­
ная скорости реакции.
dcЗнак минус в уравнении и = — = -кс  означает, что концентрация
dt
реагирующего вещества с течением времени убывает. Производная 
убывающей функции отрицательна, скорость имеет смысл положи­
тельной величины.
dcВ дифференциальном уравнении и = — = -кс  разделим перемен-
dt
ные и проинтегрируем его:
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— = -kdt; J— = -  jkdl; ln|c| = -kt + lnjc, ];
ln l^ ln e ”**+ln|C,|; c = Cle~b .
Полагая при t -  0 и с = c0, получаем С, = c0, следовательно,
с = с0е~ь .
Таким образом, закон с = с0е~ь реакции первого порядка в инте­
гральной форме выражается экспоненциальной функцией.
Пользуясь уравнением с = с0е~ь , можно найти время, за которое 
концентрация исходного вещества уменьшается наполовину. Это вре­
мя называют периодом полупревращения или полупериодом протека­
ния реакции и обозначают г или тй.
Подставив значения < = т, в уравнение с = сае~ь , получим
£о
2
1, откуда -  = е 0,693
к
Период полупревращения для реакции первого порядка не зави­
сит от исходной концентрации вещества, и за равные промежутки 
времени расходуется одна и та же доля вещества.
Закон реакции второго порядка
Для реакций второго порядка скорость реакции пропорциональна 
концентрации каждого из двух реагирующих веществ или квадрату 
концентрации одного из реагентов:
dcо = -  = -*с,с2.
Знак минус в уравнении означает, что концентрации реагирую­
щих веществ с течением времени убывают.
Если с, =с2= с, то
dt
dcУравнение ^ - - - к с г есть дифференциальное уравнение с разде-
Ш
ляющимися переменными. Разделим переменные и проинтегрируем 
его:
kdt; J ^  = - f  kdt; - i  = -to + C,.
c Jc 1 c
Определим постоянную С/ из условия, что при t -  0 и с = с0:
—-  = С,. Подставив значение С, в последнее уравнение, получим
1 , 1  1 1 ^  , 1 Сп с—  = -k t---- и ли --------= kt, откуда к = —-— .
с с0 с с0 t с0с
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Период полупревращения для реакции второго порядка при t = т,
са 1с = — равен х = — .
2 кс0
Закон реакции третьего порядка 
Для реакций третьего порядка скорость реакции пропорциональ­
на концентрации каждого из трех реагирующих веществ или кубу 
концентрации одного из реагентов:
dc
Знак минус в уравнении означает, что концентрации реагирую­
щих веществ с течением времени убывают.
Если = с2 = с, = с , то
dc
*  = -k c \  
dt
Уравнение — = -kc5 есть дифференциальное уравнение с разде-dt
ляющимися переменными. Разделим переменные и проинтегрируем 
его:
Определим постоянную С/ из условия, что при t = 0 и с = с0:
___ 1_
2 с„:
- = С ,.
Подставив значение С/ в последнее уравнение, получим
2с2
1
2с„:
откуда
1 1или —Т-----r  = kt,
2с2 2с02
1 с02 - с 2
Ь  с 2с2
Период полупревращения для реакции третьего порядка при
t = x, с = — равен т =-----:
2 2ксп
Прикладные задачи (Ьармаиии. биологии и медииины
Закон размножения бактерий с течением времени 
Скорость размножения некоторых бактерий пропорциональна 
количеству бактерий в данный момент. Найти зависимость изменения 
количества бактерий от времени.
Обозначим количество бактерий, имеющихся в данный момент, 
через х. Тогда
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где к — коэффициент пропорциональности.
_ dx ,В уравнении —  = кх разделим переменные и проинтегрируем его: 
dt
ln|jr| = kt + ln|C|; ln[x| = In eb + ln|C|.
Потенцируем последнее выражение: x  = Ceb . Полагая, что при 
i = 0 и х  = х0, получим С = х0. Следовательно, х  = х0е ь .
Уравнение х = х0еь выражает закон размножения бактерий с те­
чением времени. Таким образом, при благоприятных условиях увели­
чение бактерий с течением времени происходит по экспоненциально­
му закону.
Этот закон представляет интерес не только с теоретической, но и с 
практической точки зрения. Он говорит о том, что создавая для полезной попу­
ляции благоприятные условия, можно очень быстро получить популяцию с боль­
шой численностью. Весьма показательна в этом смысле история с пеницилли­
ном. Когда был открыт этот антибиотик, грибки, его выделяющие, стали вы­
ращивать в наилучших условиях. Их неограниченно подкармливали, следили, что­
бы им не было тесно, и, конечно, оберегали от вредных видов. Будущий урожай 
можно было совершенно точно подсчитать по формуле. Размножаясь в соот­
ветствии с экспоненциальным законом, пенициллиновые грибки в короткий срок 
обеспечили весь мир ценным лекарством.
Экспоненциальному закону размножения подчиняется так называемый 
«экологический взрыв», когда тот или иной биологический вид, попав в благопри­
ятные условия, за короткий срок достигает большой численности. Для примера 
можно указать на губительные нашествия полчищ насекомых (саранчи, шелко­
пряда и др.) или на неожиданные последствия акклиматизации кроликов в Авст­
ралии.
Закон роста клеток с течением времени
Для палочковидных клеток, у которых отношение поверхности
клетки к ее объему сохраняется постоянным, скорость роста клетки
dl ,пропорциональна длине клетки / в данный момент:
Л
§  = (а-Д)1 ,at
где а  и р — постоянные, характеризующие процессы синтеза и распада.
В уравнении — = (а-Д)1 разделим переменные и проинтегриру-
dt
у  = ( a - f i ) d t ;  j j =  f ( a - / J ) d t ;  ln|/| = (or-/?)/ + ln|C|;
ем его:
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lnj/j = In e(a~fi)l + ln|C|; / = Се<а~ю‘.
При t = О и / = /0, получим С = 10. Следовательно, / = /0е("'Л',  т.е. 
рост палочковидных клеток происходит по экспоненциальному зако­
ну.
Закон разрушения клеток в звуковом поле 
Ультразвуковые колебания, распространяясь в суспензии бакте­
риальных клеток, водорослей или эритроцитов создают в жидкой дис­
персионной среде переменное давление. При отрицательном давлении 
(разрежение) в интенсивном ультразвуковом поле происходит разрыв 
жидкости и образование микрополостей, пузырьков или каверн (кави­
тация). Во время полупериода сжатия кавитационные пузырьки за­
хлопываются, возникает ударная волна, которая разрушает клетки.
В очень широком диапазоне частот относительные скорости разруше­
ния биологических клеток различных видов остаются постоянными. 
Эти скорости могут характеризовать относительную прочность клеток 
различных видов. Чтобы выразить это количественно, нужно опреде­
лить скорость разрушения клетки в постоянном звуковом поле. Изу­
чение этого вопроса показывает, что, пока по крайней мере 1% попу­
ляции остается неразрушенным, можно написать, что:
Л
где N -  концентрация клеток; t — время; R— постоянная.
Разделим в уравнении -  = -RN переменные и проинтегрируем
dt
его:
~~ = -Rdt; = 1п|У| = -Л/ + 1п|С|;
ln|y| = 1п<г*' + ln|C|; N -  Се'*.
Постоянную С найдем из условия, что при t = 0 и N = N0, полу­
чим C = N0.
Тогда N = , т.е. разрушение клеток в постоянном звуковом поле
происходит по экспоненциальному закону.
Вопросы для самоконтроля:
1. Какие уравнения называются дифференциальными?
2. Дайте определение обыкновенному дифференциальному урав­
нению. Приведите примеры таких уравнений.
3. Какое дифференциальное уравнение называется уравнением в 
частных производных? Приведите примеры таких уравнений.
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4. Что называется порядком дифференциального уравнения? 
Приведите примеры.
5. Что называется решением дифференциального уравнения?
6. Что называется общим решением дифференциального уравне­
ния?
7. Что называется частным решением дифференциального урав­
нения?
8. Как от общего решения дифференциального уравнения перей­
ти к его частному решению?
9. В чём заключается задача Коши?
10. Какие дифференциальные уравнения называются уравнения­
ми с разделяющимися переменными?
11. Сформулируйте правила решения дифференциальных урав­
нений с разделяющимися переменными.
12. Какие дифференциальные уравнения называются однородные 
дифференциальные уравнения первого порядка? Приведите при­
меры таких уравнений.
13. Какие уравнения относятся к дифференциальным уравнениям 
второго порядка, допускающие понижение порядка? Приведите 
примеры таких уравнений.
14. Дайте определение дифференциальным уравнениям второго 
порядка, не содержащим искомой функции и её производной. 
Приведите примеры.
15. Дайте определение дифференциальным уравнениям второго 
порядка, не содержащим искомой функции. Приведите примеры.
16. Дайте определение дифференциальным уравнениям второго 
порядка, не содержащим аргумента. Приведите примеры.
17. Что называется линейным дифференциальным уравнением 
второго порядка с постоянными коэффициентами? Запишите со­
ответствующую формулу.
18. Какие дифференциальные уравнения называются линейными 
однородными дифференциальными уравнениями второго поряд­
ка с постоянными коэффициентами? Приведите примеры таких 
уравнений.
19. Что называется характеристическим уравнением? Запишите 
формулу.
20. Назовите виды решений характеристического уравнения в за­
висимости от значений его корней. Дайте пояснения по каждому 
из видов.
21. В чём заключается закон радиоактивного распада.
22. Запишите формулу для закона поглощения света. Дайте пояс­
нения по каждому составляющему данной формулы.
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23. Запишите формулу для закона поглощения ионизирующий 
излучений веществом. Дайте пояснения по каждому составляю­
щему данной формулы.
24. Перечислите прикладные законы химии, в которых использу­
ется теория дифференциальных уравнений. Дайте пояснению по 
каждому из законов.
25. Перечислите основные задачи фармации, биологии, медици­
ны в которых используется теория дифференциальных уравне­
ний. Дайте соответствующие пояснения по каждой из задач.
Задания для решения:
Выяснить, являются ли решением данных дифференциаль­
ных уравнений указанные функции?
1. у" + У + 2sin jc = 1 У = Х COSX+1
2. у" -х -ут = 0 н1II>>
3. х у ' Л п х -  х - у
-
иII
4. у’ -  у' + У = ех sin* у = ех cos*
5. у' ■ у" - х - у ’ + 1 = 0 *3
,И Т " *
6.
ух • у -  — = х-у \п2 
2 у = 2хГх
7. у' + — -  у = 0 2 у ~ е х cos*
8. ysinx + y'(x + l) = 0 у = х + sin*
Найти общие и частные решения дифференциальных уравнений
первого порядка с разделяющимися переменными:
9. у'-у = х - 2 если у  = 1 при х = 0
10. /  = ^ Г  * + 3 если у = е при дг = -2
11. 4 xdy -  3ydx = 0 если у - е при х = 1
12. у' = cos2 у если у = л / 4 при дг = 0
13. У' = -j2y + 3 если у = 1/2 при дс = 0
14. у' -у1 -(у* -  2)2 = 0 если у = 1 при дг = 0
15. ydy-\nxdx = 0 если у = 0 при дс = 1
16. (дс -1 )dy -  2 ydx = 0 если у = е2 при дг = 2
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Найти общие решения однородных дифференциальных уравне­
ний первого порядка:
17. 2хуу' = у 2 -  4дг2 18. xdy -  ydx = xdx
19. у 2 -4ху + 4х2у' = 0 20. xy + у 2 = (2x2 + xy)y'
21. xydx -  (х2 + y 2)dy = 0 22. xy' = y - x e ylx
23. хг -  у 2 + 2хуу'= 0 24. (x -  y)dx + (x + y)dy = 0
Найти общие решения дифференциальных уравнений второго по­
рядка, допускающих понижение порядка:
25. У = sinx 26. У' == sin.xcos.x
27. y" = xe~“ 28. - /  = 0
29. (l + x2)y’ + 2xy' = 0 30. (1- x2)y '-xy ' = 2
31. У V  = i 32. УУ'
ОIIГЧ/--Vъ1
Найти общие и, где указано, частные решения линейных одно­
родных дифференциальных уравнений второго порядка:
33. у" + 2y' + 2y = 0 34. У  + у  + у  = 0
35. у ’ -  6y' + &y = 0 36. У -7 У  + 10у =
37. У  -  4y' + 5y = 0 38. У - у  = 0
39. у" -  6У + 8y = 0 при X II о V II о if
40. y’ -2 y ' + y  = 0 при * = 1, У = 0, у' - е
41. Скорость укорочения мышцы описывается уравнением
— = В(х0 -  х), где Хо -  полное укорочение мышцы; В -  постоянная, за- 
dt
висящая от нагрузки; х  -  укорочение мышцы в данный момент. Найти 
закон сокращения мышцы, если в момент времени t = 0 величина уко­
рочения мышцы была равно 0.
42. В ультрацентрифугах скорость смещения молекул исследуе­
мого полимера в направлении от оси вращения выражается формулой 
и = Ьсо2х, где Ъ -  постоянная величина, характеризующая данный по­
лимер; со -  угловая скорость вращения центрифуги; х  -  расстояние от 
оси вращения до движущейся границы оседающего полимера. Найти 
уравнение движения границы полимера, если в момент времени t = 0 
она находилась на расстоянии 0,5 см от оси вращения.
43. Если первоначально количество фермента равно 1 г, а через 1 
час становится равным 1,2 г, то чему оно будет равно через 5 часов 
после начала брожения? Скорость приросту фермента считать про­
порциональной его наличному количеству.
44. Скорости ферментативных каталитических реакций подчиня­
ются следующему уравнению:
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dx k(a -  лг)
dt 1 + к'(a -  x) ’
где x  — концентрация продукта в момент времени t; а -  начальная кон­
центрация реагента. Найти закон зависимости изменения концентра­
ции продукта от времени.
45. Популяция бактерий увеличивается таким образом, что 
удельная скорость роста в момент t (час) составляет величину ■
Допустим, что начальной популяции соответствует х(0) - 1000. Какой 
будет популяция после 4 часов роста? После 12 часов?
46. За 30 дней распалось 50% первоначального количества ра­
диоактивного вещества. Через сколько времени останется 1% от пер­
воначального количества?
47. Определить период полураспада радия и радона, если посто­
янные распада данных веществ соответственно равны 1,354 10*" сл и 
2,1-IC V 1.
48. Имеется 1000 относительных единиц радона. Сколько дейст­
вующих единиц радона останется спустя 1ч? Постоянная распада ра­
дона Л = 2,1-10 'V 1.
49. Скорость растворения лекарственного вещества в таблетках 
пропорциональна количеству лекарства в таблетке. Известно, что 
при / = 0, т = т0. Найти закон растворения таблетки (т.е. закон изме­
нения массы), если период полурастворения таблетки Т.
50. В культуре дрожжей быстрота прироста дрожжевого фер­
мента пропорциональна количеству, имеющемуся в наличии. В на­
чальный момент х = х0. Если количество удваивается в течение часа, 
то во сколько раз оно возрастет за 2,5 часа. То есть определить закон 
прироста дрожжевого фермента в зависимости от времени.
51. Известно, что скорость распада радия пропорциональна его 
конечному количеству и что половина его первоначального количест­
ва распадается в течение 1600 лет. Определить какой процент т0 ра­
дия распадется в течение 100 лет, если первоначальное его значение 
равно т0.
52. В воде с температурой 20 °С в течение 10 минут тело охлаж­
дается от 100°С до 60 °С. До какой температуры охладится тело за 30 
минут, если по закону Ньютона скорость охлаждения пропорциональ­
на разности температур тела и охлаждающей среды?
53. Найдите закон убывания лекарственного препарата в орга­
низме человека, если через 1 час после введения 10 мг препарата его 
масса уменьшилась вдвое. Какое количество препарата останется в 
организме после двух часов?
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54. Уменьшение интенсивности света при прохождении через 
поглощающее вещество пропорционально интенсивности падающего 
света и толщине поглощающего слоя. Найдите закон убывания интен­
сивности света, если известно, что при прохождении слоя 1 = 0,5 м ин­
тенсивность света убывает в 2 раза.
55. Скорость роста числа микроорганизмов пропорциональна их 
количеству в данный момент. В начальный момент имелось 100 мик­
роорганизмов, и их число удвоилось за 6 часов. Найти зависимость 
количества микроорганизмов от времени и количество микроорганиз­
мов через сутки.
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ТЕМА №4
ЭЛЕМЕНТЫ ТЕОРИИ ВЕРОЯТНОСТЕЙ 
ПРОГРАММНЫЕ ВОПРОСЫ:
4.1. Основные понятия теории вероятностей.
4.2. Виды случайных событий.
4.3. Статистическое и классическое определение вероятности.
4.4. Теоремы сложения вероятностей для совместных и несо­
вместных событий. Произведение событий. Формула полной ве­
роятности.
4.5. Повторные независимые испытания. Формула Байеса.
4.6. Формула Бернулли, локальная и интегральная теоремы Лап­
ласа. Закон Пуассона.
4.1. Основные понятия теории вероятностей
Теория вероятностей -  область математики, изучающая зако­
номерности в случайных явлениях. Случайное явление — это явление, 
которое при неоднократном воспроизведении одного и того же опыта 
может протекать каждый раз несколько по-иному.
Очевидно, что в природе нет ни одного явления, в котором не 
присутствовали бы в той или иной мере элементы случайности, но в 
различных ситуациях мы учитываем их по-разному. Так, в ряде прак­
тических задач ими можно пренебречь и рассматривать вместо реаль­
ного явления его упрощенную схему -  «модель», предполагая, что в 
данных условиях опыта явление протекает вполне определенным об­
разом. При этом выделяются самые главные, решающие факторы, ха­
рактеризующие явление. Именно такая схема изучения явлений чаще 
всего применяется в физике, технике, механике. Именно так выявля­
ется основная закономерность, свойственная данному явлению и 
дающая возможность предсказать результат опыта по заданным ис­
ходным условиям.
Однако описанная классическая схема так называемых точных 
наук плохо приспособлена для решения многих задач, в которых мно­
гочисленные, тесно переплетающиеся между собой случайные факто­
ры играют заметную (часто определяющую) роль. Здесь на первый 
план выступает случайная природа явления, которой уже нельзя пре­
небречь. Это явление необходимо изучать именно с точки зрения за­
кономерностей, присущих ему как случайному явлению. В физике 
примерами таких явлений служат броуновское движение, радиоактив­
ный распад, ряд квантово-механических процессов и др.
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Предмет изучения биологов и медиков -  живой организм, зарож­
дение, развитие и существование которого определяется очень мно­
гими и разнообразными, часто случайными внешними и внутренними 
факторами. Именно поэтому явления и события живого мира во мно­
гом тоже случайны по своей природе.
Элементы неопределенности, сложности, многопричинности, 
присущие случайным явлениям, обусловливают необходимость соз­
дания специальных математических методов для изучения этих явле­
ний. Разработка таких методов, установление специфических законо­
мерностей, свойственных случайным явлениям, -  главные задачи 
теории вероятностей.
Рассмотрим основные понятия теории вероятностей.
Исходным понятием теории вероятностей является испытание.
Испытанием называется осуществление некоторого определен­
ного комплекса условий, который может быть воспроизведен сколь 
угодно большое число раз.
Организация одних испытаний зависит от нас самих (например, 
подбрасывание монеты или игрального кубика, извлечение шаров из 
ящика), организация других -  нет (например, простое наблюдение за 
средней температурой данного дня года, проводимое в течение мно­
гих лет).
Пусть каждое испытание может привести или не привести к не­
которому исходу, результату. Исход испытания называется событи­
ем.
Например, стрелок стреляет по мишени, разделенной на четыре 
области. Выстрел -  это испытание. Попадание в определенную об­
ласть мишени -  событие.
Случайным событием называется всякий факт, который в ре­
зультате опыта (испытания) может произойти или не произойти.
Различные случайные события обозначаются латинскими буква­
ми А,В,С,...
Например, событие А -  появление герба при бросании монеты; 
событие В -  попадание в цель при выстреле; событие С — появление 
цветного шара при извлечении шаров из ящика.
Случайные события зависят от многих причин, имеющих между 
собой отдаленную связь, проследить которую мы не можем. Так, при 
бросании игрального кубика мы не знаем заранее, какая из граней 
окажется сверху, так как это зависит от очень многих обстоятельств 
(движения руки, положения игрального кубика в момент броска, осо­
бенностей поверхности, на которую падает кубик, и т. д.).
65
4.2. Виды случайных событий
Пусть производится опыт, который имеет ряд возможных собы­
тий (исходов): А,В,С,... И Т .  Д .
1. Е д и н с т в е н н о  в о з м о ж н ы е  со б ы т и я .  События А, В,С  называ­
ются единственно возможными, если в результате каждого испыта­
ния хотя бы одно из них наверное наступит. Говорят также, что рас­
сматриваемые события образуют полную группу событий.
Пример 4.1: При бросании игрального кубика единственно воз­
можные события, состоящие в выпадении одного, двух, трех, четы­
рех, пяти и шести очков, образуют полную группу событий.
2. События несовместные. События называются несовместны­
ми, если в результате опыта появление одного из них, исключает по­
явление остальных событий.
Пример 4.2: В ящике находится пять шаров, помеченных номе­
рами: 1, 2, 3, 4, 5. При извлечении шара вскроется только один из пя­
ти номеров, значит, события, состоящие в появлении этого номера 
при дальнейшем извлечении шаров из ящика, являются несовмест­
ными.
3. События совместные. Два события называются совместны­
ми, если появление одного из них не исключает появление другого в 
одном и том же испытании.
Пример 4.3: При бросании игрального кубика событие А -  появ­
ление четырех очков, событие В — появление четного числа очков. В 
этом случае события А и В совместные.
4. События равновозможные. События называются равновоз­
можными, если при испытании не существует никаких объективных 
причин, вследствие которых одно из них могло бы наступать чаще, 
чем другое.
Пример 4.4: Появление герба или решки при бросании монеты -  
события равновозможные. Но если в ящике находится восемь белых 
и два черных шара, то появления белого или черного шара не могут 
быть событиями равновозможными. Они носят название событий не­
равновозможных.
Единственно возможные, несовместные и равновозможные со­
бытия называются случаями.
5. Достоверные события. Событие называется достоверным, 
если оно в данном опыте непременно произойдет.
Пример 4.5: Достоверное событие -  появление белого шара из 
урны, содержащей только белые шары.
6. Невозможные события. Событие называется невозможным, 
если оно заведомо не может произойти. Все невозможные события 
равносильны между собой.
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Пример 4.6: Невозможное событие -  извлечение красного шара 
из урны, содержащей только белые и черные шары.
4.3. Статистическое и классическое определение вероятности
Классическое определение вероятности
Вероятность — одно из основных понятий теории вероятностей. 
Существует несколько определений этого понятия.
Рассмотрим пример. Пусть в урне содержится 6 одинаковых, 
тщательно перемешанных шаров, причем 2 из них -  красные, 3 -  си­
ние и 1 -  белый. Очевидно, возможность вынуть наудачу из урны 
цветной (т. е. красный или синий) шар больше, чем возможность из­
влечь белый шар. Можно ли охарактеризовать эту возможность чис­
лом? Оказывается, можно. Это число и называют вероятностью собы­
тия (появления цветного шара). Таким образом, вероятность есть 
число, характеризующее степень возможности появления события.
Поставим перед собой задачу дать количественную оценку воз­
можности того, что взятый наудачу шар цветной. Появление цветного 
шара будем рассматривать в качестве события А . Каждый из воз­
можных результатов испытания (испытание состоит в извлечении 
шара из урны) назовем элементарным исходом (элементарным со­
бытием). Элементарные исходы обозначим через Ю], со2, са3 и т. д. В 
нашем примере возможны следующие 6 элементарных исходов: ш i -  
появился белый шар; со2, ю3 -  появился красный шар; 0)4, ю5, со6 -  поя­
вился синий шар.
Те элементарные исходы, в которых интересующее нас событие 
наступает, назовем благоприятствующими этому событию. В нашем 
примере благоприятствуют событию А (появлению цветного шара) 
следующие 5 исходов: со2, ю3> со4, ш5, со6
Таким образом, событие А наблюдается, если в испытании на­
ступает один, безразлично какой, из элементарных исходов, благо­
приятствующих А ; в нашем примере А наблюдается, если наступит 
ю2 или <в3 или ш4, или <а5 или га6.
Отношение числа благоприятствующих событию А элементар­
ных исходов к их общему числу называют вероятностью события 
А и обозначают через Р(А). В рассматриваемом примере всего эле­
ментарных исходов 6 ; из них 5 благоприятствуют событию А . Следо­
вательно, вероятность того, что взятый шар окажется цветным, равна
Р(А) = \ . Это число и дает ту количественную оценку степени воз- 
6
можности появления цветного шара, которую мы хотели найти. Да­
дим теперь определение вероятности.
67
Вероятностью события А  называют отношение числа благо­
приятствующих этому событию исходов к общему числу всех равно­
возможных несовместных элементарных исходов, образующих пол­
ную группу. Итак, вероятность события А определяется формулой
Р(А) = —, 
п
где т -  число случаев благоприятствующих появлению события А ; п 
-  общее число всех равновозможных случаев.
Здесь предполагается, что элементарные исходы несовместны, 
равновозможны и образуют полную группу. Из определения вероят­
ности вытекают следующие ее свойства:
Свойство 1. Вероятность достоверного события равна единице. 
Действительно, для достоверного события U т = п, следовательно
Р(У) = -  = 1 
п
Свойство 2. Вероятность невозможного события равна нулю.
Для невозможного события V т = 0 , откуда P(V) = — = о .
п
Свойство 3. Вероятность случайного события есть положитель­
ное число, заключенное между нулем и единицей. Действительно, 
любому событию благоприятствует число элементарных событий т ,  
удовлетворяющих неравенству 0 < т < п . Следовательно 0 < Р(А) <, 1
Пример 4.7: Набирая номер телефона, абонент забыл одну циф­
ру и набрал ее наудачу. Найдем вероятность того, что набрана нужная 
цифра.
Решение:
Обозначим через А событие -  набрана нужная цифра. Абонент 
мог набрать любую из 10 цифр, поэтому общее число возможных 
элементарных исходов равно 10. Эти исходы несовместны, равновоз­
можны и образуют полную группу. Благоприятствует событию А 
лишь один исход (нужная цифра лишь одна). Искомая вероятность 
равна отношению числа исходов, благоприятствующих событию, к 
числу всех элементарных исходов
Статистическое определение вероятности
При рассмотрении классического определения вероятности 
предполагалось, что случайные события равновозможны. Обычно о 
равновозможности случайных событий судят исходя из соображений 
симметрии. Например, при бросании игрального кубика предполага­
ют, что он имеет форму правильного куба. Однако таких задач на
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практике встречается весьма мало. Поэтому в естественнонаучных и 
технических вопросах пользуются так называемым статистическим 
определением вероятности.
Допустим, что имеется возможность неограниченного повторе­
ния испытаний, в каждом из которых при сохранении неизменных 
условий отмечается появление или непоявление некоторого события 
А (бросание монеты, извлечение шара из урны, стрельба по цели).
Пусть при достаточно большом числе п испытаний интересую­
щее нас событие А произошло т раз. Отношение
Р*(А) = -п
называется относительной частотой события А  в данной серии 
испытаний или просто частотой события А.
Частоту события иначе называют его статистической вероят­
ностью.
Несмотря на внешнее сходство, формулы Р{А) -  — и Р *{А)~  —
п п
различны по существу. Первая формула служит для теоретического 
вычисления вероятности события по заданным условиям опыта. Вто­
рая же -  для экспериментального определения частоты события; что­
бы ею воспользоваться, необходим опытный, статистический матери­
ал.
Между частотой события и его вероятностью существует неко­
торая связь: ясно, что более вероятные события происходят чаще, чем 
маловероятные.
Практически невозможным событием называется событие, 
вероятность которого весьма близка к нулю, но не равна нулю.
Практически достоверным называется событие, вероятность 
которого весьма близка к единице, но не равна единице.
4.4. Теоремы сложения вероятностей для совместных 
и несовместных событий. Произведение событий.
Формула полной вероятности
Теоремы сложения для несовместных событий
Суммой или объединением двух событий А я В называется та­
кое событие С, которое состоит или в осуществлении события А, или 
события В, или событий А я В вместе.
Сумма событий обозначается как С - А  +В  или С = А<и В .
Суммой любого числа событий А„А2,...,АЯ называется событие С, 
которое состоит в осуществлении хотя бы одного из этих событий.
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Например, если из орудия произведены два выстрела и А -  попа­
дание при первом выстреле, В — попадание при втором выстреле, то 
А+В -  попадание при первом выстреле, или при втором, или в обоих 
выстрелах.
Разностью событий А и В называется событие С, состоящее в 
том, что в результате испытания произошло событие А и одновремен­
но не произошло событие В.
Разность событий обозначается как С = А -  В .
Теорема 4.1 (сложения). Вероятность события, состоящего в том, 
что осуществляется событие А или несовместное с ним событие В, 
равна сумме вероятностей этик событий:
Р(А + В) = Р(А) + Р(В)
Следствие. Вероятность появления одного из нескольких попар­
но несовместных событий равна сумме вероятностей этих событий: 
Р(А, + А2 +... + АЛ) = Р(А, ) + Р(А2) + ... + Р(А„)
Теорема 4.2. Сумма вероятностей двух противоположных собы­
тий равна единице.
Противоположными называют два единственно возможных 
события, образующих полную группу. Если одно из двух противопо­
ложных событий обозначено через А , то другое принято обозначать
А .
Например, попадание и промах при выстреле по цели -  противо­
положные события. Если А -  попадание, то А -  промах.
Замечание. Если вероятность одного из двух противоположных 
событий обозначена через р, то вероятность другого события обозна­
чают через q. Таким образом, в силу предыдущей теоремы
p  + q = l
Пример 4.8: Вероятность того, что день будет дождливым, 
Р = 0,7. Найдем вероятность того, что день будет ясным. События 
«день дождливый» и «день ясный» -  противоположные, поэтому ис­
комая вероятность
q = l - p  = l - 0 , 7 = 0,3.
Теорема 4.3. Сумма вероятностей несовместных событий, обра­
зующих полную систему равна единице.
Р(.А,) + Р(Аг) + ... + Р(А , ) = 1
Умножение вероятностей независимых событий
Для рассмотрения последующих теорем необходимо ввести по­
нятия зависимых и независимых событий.
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Событие А называется независимым от события В, если вероят­
ность события А не зависит от того, произошло событие В или нет.
Несколько событий называются независимыми в совокупности, 
если каждое из них и любая комбинация остальных событий есть со­
бытия независимые.
Несколько событий называются попарно независимыми, если 
любые два из этих событий независимы.
Например, если монета брошена 2 раза, вероятность появления 
герба в первом испытании (событие А) не зависит от появления или 
непоявления герба во втором испытании (событие В). В свою очередь 
вероятность выпадения герба во втором испытании не зависит от ре­
зультата первого испытания. Такие события А и В будут независимы­
ми.
Произведением или пересечением (совмещением) двух событий 
А и В называется событие С, которое состоит в осуществлении и со­
бытия А и события В.
Произведение событий обозначается как С = А ■ В
Например, если А -  деталь годная, В -  деталь окрашенная, то 
АВ- деталь годна и окрашена.
Произведением нескольких событий называют событие, со­
стоящее в совместном появлении всех этих событий.
Например, если А, В, С -  появление «герба» соотвегственно в 
первом, втором и третьем бросаниях монеты, то АВС -  выпадение 
«герба» во всех трех испытаниях.
Теорема 4.4. Вероятность сложного события, состоящего из сов­
падения двух независимых событий, равна произведению вероятно­
стей этих событий:
Р(АВ) = Р (А )Р (В ) .
Пример 4.9: Медицинская сестра обслуживает в палате четырех 
больных. Вероятность того, что в течение часа первый больной по­
требует внимания сестры, Р(А) = 0,2, второй больной -  Р(В) = 0,3, тре­
тий больной -  Р(С) = 0,25, четвертый больной -  P(D) = 0,1. Найти ве­
роятность того, что в течение часа все больные потребуют к себе 
внимания сестры.
Решение:
Считая требования больных независимыми друг от друга, по 
теореме умножения и находим, что искомая вероятность
P(ABCD) = Р(А) ■ Р(В) ■ Р(С) ■ P(D) = 0,2 ■ 0,3 • 0,25 • 0,1 = 0,0015.
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Вероятность осуществления хотя бы одного события
Вероятность появления (наступления) события А, состоящего в 
появлении хотя бы одного из событий Л„Л2,...,Л„, независимых в со­
вокупности, равна разности между единицей и произведением, веро­
ятностей противоположных событий А„А2,...,А,:
Р(А) = 1-Т г А~2-...-Т' и л и  P(A) = \ - q xq2..jqn
В частности, если все события имеют одинаковую вероятность, 
равную р, то вероятность появления хотя бы одного из этих событий
Р(А) = l-q"
Пример 4.10: Медсестра обслуживает четырех больных. Вероят­
ность того, что в течение часа первый больной потребует внимания 
медсестры, равна р , = 0,7; второй -  рг = 0,6 ; третий -  рг = 0,5; четвер­
тый -  р, = 0,4. Найти вероятность того, что хотя бы один больной в 
течение часа потребует внимания медсестры.
Решение:
Вероятности того, что больные не потребуют внимания медсест­
ры в течение часа равны:
<?i = 1 -  р, = 1 -  0,7 = 0,3;
Яг = 1 ~ Рг = 1-0,6 = 0,4;
Яг = 1 -  Рг = 1 -  0,5 = 0,5 ;
qt = 1 -  р4 = 1 — 0,4 = 0,6.
Искомую вероятность находим по формуле Р(А) = \ - q 1qJ..jqn: 
р  = 1 -  0,3 • 0,4 • 0,5 ■ 0,6 = 0,964
Зависимые события. Условная вероятность.
Теорема умножения вероятностей зависимых событий.
Событие В называется зависимым от события А, если вероят­
ность события В меняется в зависимости от того, произошло событие 
А или нет.
Во введении случайное событие определено как событие, кото­
рое при осуществлении совокупности условий S  может произойти 
или не произойти. Если при вычислении вероятности события ника­
ких других ограничений, кроме условий S, не налагается, то такую 
вероятность называют безусловной; если же налагаются и другие до­
полнительные условия, то вероятность события называют условной. 
Например, часто вычисляют вероятность события В при дополни­
тельном условии, что произошло событие А.
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Вероятность события В, вычисленная при условии, что имело 
место событие А, называется условной вероятностью события В  и 
обозначается как РЛ(В) или Р(В/А).
Пример 4.11: В урне два белых шара и один черный. Пусть появ­
ление белого шара при первом извлечении будет событием А, при 
втором извлечении — событием В. При первом извлечении шара веро­
ятность события А Р(А)=2/3. Шары после извлечения в урну не воз­
вращаются. Найти вероятность события В при условии, что: 1) собы­
тие А произошло; 2) событие А не произошло.
Решение:
1) Если событие А произошло, то условная вероятность события В
Р(В/А) =1/2.
2) Если известно, что событие А не произошло, то условная вероят­
ность события В Р(В/А) =2/2=1.
Теорема 4.5. Вероятность сложного события, состоящего из сов­
падения двух зависимых между собою событий, равна произведению 
вероятности одного из событий на условную вероятность другого в 
предположении, что первое событие имело место:
Р(АВ) = Р(А)Р(В/А) .
Следствие. Вероятность совместного появления нескольких со­
бытий равна произведению вероятности одного из них на условные 
вероятности всех остальных, причем вероятность каждого после­
дующего события вычисляется в предположении, что все предыду­
щие события уже появились:
Р(АВС) = Р(А)- РЛ (В) ■ Рм  (С ).
Заметим, что порядок, в котором расположены события, может 
быть выбран любым, т. е. безразлично какое событие считать первым, 
вторым и т. д.
Пример 4.12: Студент пришел на экзамен, зная лишь 40 из 50 во­
просов программы. В билете три вопроса. Найти вероятность того, что 
студент ответит на первый вопрос билета -  событие А, на второй во­
прос билета -  событие В и на третий вопрос билета -  событие С. 
Решение:
Вероятность того, что студент ответит на первый вопрос 
40 4Р{А) = — = - ;  вероятность того, что студент ответит на второй вопрос,
вычисленная при условии, что он ответил на первый вопрос, т. е. ус-
39ловная вероятность, равна Р(В/ А) = — ; вероятность того, что студент
49
ответит на третий вопрос билета в предположении, что он ответил на
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первый и второй вопрос, т. е. условная вероятность, равна
Р (С /А В )  = —  = — . 
v '  48 24
Тогда искомая вероятность
Р(АВС)  = Р {А )  Р (В / А ) -Р (С / А В )  = т ' 4 г ' Г Т я 0,5.
5 49 24
Формула полной вероятности.
Следствием теоремы 4.3 сложения вероятностей для несовмест­
ных событий и теоремы 4.5 умножения вероятностей для зависимых 
событий является так называемая формула полной вероятности.
Пусть некоторое событие А может произойти при условии, что 
появляется одно из несовместных событий А „ А 2,...,А11, образующих 
полную систему.
Теорема 4.6. Вероятность события А, которое может наступить 
лишь при условии появления одного из несовместных событий
А „ А 2.....А , ,  образующих полную систему, равна сумме произведений
вероятностей каждого из этих событий на соответствующую услов­
ную вероятность события А:
P(A )  = P (A , ) -P (A / A , )  + P (A 2) - P ( A / A 2) + ... + P ( A J P ( A / A . )
Р (А )  = £ Р ( А , ) - Р ( А / А , ) .
1=1
Формулу называют формулой полной вероятности.
Пример 4.13: Даны три одинаковые на вид аптечки. В первой ап­
течке находится 2 тюбика кодеина и 2 тюбика фталазола, во второй — 
4 тюбика кодеина и 2 тюбика фталазола, в третьей 5 тюбиков кодеина 
и 3 тюбика фталазола. Выбирают наудачу одну из аптечек и вынима­
ют из нее тюбик. Найти вероятность того, что вынутый тюбик будет 
тюбиком кодеина.
Решение:
Здесь событие А -  появление тюбика кодеина — может произойти 
с одним из событий: А/ — выбор первой аптечки, А2 -  выбор второй 
аптечки, А} -  выбор третьей аптечки.
Выбор каждой аптечки равновозможен, поэтому
Р{А1) = Р{А2) = Р Ц 2) Л
Условные вероятности события А при событиях А,,А2 и А, соот­
ветственно равны
Р { А ! А , ) Л Л ,  Р(А1Аг) Л Л ,  Р(А1Ау) Л .
По формуле полной вероятности
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Р(А) = РЦ,)-Р(А/А,) + Р(.А2)-Р(А/А1) +Р(А,) . ^ / ^ )  = I . I  + I . |  + i . |» 0 ,6
т. е. вероятность того, что вынутый тюбик будет тюбиком кодеина, 
равна 0,6
4.5. Повторные независимые испытания. Формула Байеса
Некоторые сведения из комбинаторики.
Перестановки, размещения, сочетания
Комбинаторика изучает способы подсчета числа элементов в 
различных множествах. К этому подсчету сводятся многие практиче­
ские и теоретические задачи. Комбинаторные методы применяются в 
теории вероятностей, статистике, экономике, физике, химии, биоло­
гии и других науках.
Рассмотрим наиболее употребительные формулы комбинатори­
ки.
Перестановки.
Пусть М -  некоторое конечное множество, состоящее из и эле­
ментов:
М={а, Ь, е,
Перестановкой называется всякое расположение элементов дан­
ного конечного множества, получающееся при некотором упорядоче­
нии этого множества.
Упорядочить множество -  значит выбрать какой-либо элемент 
этого множества и назвать его первым, выбрать какой-либо другой 
элемент и назвать его вторым и т. д., а последний элемент назвать п.
Число перестановок из п элементов равно произведению первых 
п натуральных чисел, т. е.
/>„ = 1-2-3-(л-1)л = л!
Произведение п первых натуральных чисел обозначают через п! 
(читается: «эн факториал»).
л!= (л - 1)!л
Пример 4.14: Сколькими способами можно разместить 7 больных 
в палате, насчитывающей 7 коек.
Решение:
Число способов равно 71=12 3 4-5 6 7 = 5040
Размещения.
Число упорядоченных множеств по т элементов, которые можно 
образовать из элементов множества, содержащего п элементов, назы-
а т
вается размещением из и по т. Это число обозначается через » (чи­
тается: «А из и по от»).
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Число размещений из п по от вычисляется по формуле
А" = п(п -  1)(л -  2)...(л -  т +1)
Пример 4.15: Найти количество всех трехзначных чисел, состоя­
щих из цифр 1, 2, 3, 4, 5, 6 , 7, 8, 9.
Решение:
А ’ = 9- 8 - ( 9 -  3 + 1) = 504
Сочетания.
Пусть множество М  содержит п элементов. Число подмножеств 
множества М, состоящих из т элементов (безразлично в каком поряд­
ке выбираются элементы), называется сочетанием из п по т и обозна- 
С"чается символом ».
Основная формула для вычисления числа сочетаний из п элемен­
тов, взятых по от, 0<т<п, имеет вид
С;  = — - —  т\(п-т)!
С тИногда при вычислении числа " удобнее пользоваться форму­
лой
с „ _ л(я-1Хл-2)...(л-ст + 1) _ А£_ 
ml ml
Некоторые свойства числа сочетаний:
1. с;-" = с ;
2. Сумма С° +С\ +С\ + ... + С; = 2"
3. с;*' =
4. с ;  + с
п - т  я
т + \ "
*+1 _ »«+1п
Пример 4.16: Найти число равновозможных случаев распределе­
ния пяти лотерейных билетов среди 25 студентов.
Решение:
Число всех равновозможных случаев распределения 5 билетов 
среди 25 студентов равно числу сочетаний из 25 элементов по 5, т. е.
< 251С’ = —  = 53130 
25 5!20!
Числа А " , Ря и С" связаны соотношением А” = Р т С“
Формула Байеса
Если вероятность совместного появления зависимых событий А и 
В не зависит от того, в каком порядке они происходят, то 
Р(АВ) = Р(А) ■ Р(В I А) -  Р(В) ■ Р{А /  В ) . В этом случае условную вероят­
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ность одного из событий можно найти, зная вероятности обоих собы­
тий и условную вероятность второго:
п в у р щ !
Р(А)
Обобщением данной формулы на случай многих событий являет­
ся формула Байеса.
Пусть п  несовместных случайных событий А1,А 2,...,Ап образуют 
полную группу событий. Вероятности этих событий -  
Р(АХ),Р(А2 Р(А ')  -  известны и, так как они образуют полную груп­
пу, то 2 >(Л,) = I.
/=1
Некоторое случайное событие А  связано с событиями А„А2,...,А„. 
Причем известны условные вероятности появления события А с каж­
дым из событий А , , т.е. известны Р (А /А ,) ,Р (А /А 2).....Р(А/ A J . При этом
сумма условных вероятностей Р(А/А,)  может быть не равна единице,
т.е. ^TPiA/A , )#  1. Тогда условная вероятность появления события А,
»=1
при реализации события А (т.е. при условии, что событие А произош­
ло) определяется формулой Байеса:
Р(А,/А) =
_______________ Р Щ- Р(А /А , )
Р(А1) Р ( А / А 1) + Р(А2)-Р(А/А2) + ... + Р(Ап) Р (А /А „ ) '
Причем для этих условных вероятностей ]ГР(Л, /А) = 1 .
1=1
Формула Байеса нашла широкое применение не только в матема­
тике, но и в медицине. Например, она используется для вычисления 
вероятности тех или иных заболеваний. Так, если АХ,А2,...,А„ — предпо­
лагаемые диагнозы для данного пациента, А -  некоторый признак, 
имеющий отношение к ним (симптом, определенный показатель ана­
лиза крови или мочи, деталь рентгенограммы и т.д.), а условные веро­
ятности Р(А/А,)  проявления этого признака при каждом диагнозе А. 
(i = 1,2,..л) заранее известны, то формула Байеса позволяет вычислить 
условные вероятности заболеваний (диагнозов) Р(А,/А)  после того 
как установлено, что характерный признак присутствует у пациента.
Пример 4.17: При первичном осмотре больного предполагаются 
3 диагноза — А,,А2,А3. Их вероятности, по мнению врача, распределя­
ются так: Р(А,) = 0,5; Р(А2) = 0,17; Р(А,) = 0,33. Следовательно, предва­
рительно наиболее вероятным кажется первый диагноз. Для его уточ­
нения назначается, например, анализ крови, в котором ожидается уве­
личение СОЭ (событие А). Заранее известно (на основании результа­
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тов исследований), что вероятности увеличения СОЭ при предпола­
гаемых заболеваниях равны: Р(А/А,) = 0,1; Р (А /А г) = 0,2; Р (А /А ,)  = 0,9.
В полученном анализе зафиксировано увеличение СОЭ (событие 
А произошло). Тогда расчет по формуле Байеса дает значения вероят­
ностей предполагаемых заболеваний при увеличенном значении СОЭ: 
Р(А, /  А) = 0,13; Р(Л2 /  А) = 0,09; Р(А, /  А) = 0,78
Эти цифры показывают, что с учетом лабораторных данных наи­
более реален не первый, а третий диагноз, вероятность которого те­
перь оказалась достаточно большой.
Приведенный пример -  простейшая иллюстрация того, как с по­
мощью формулы Байеса можно формализовать логику врача при по­
становке диагноза и благодаря этому создать методы компьютерной 
диагностики.
Пример 4.18: Определите вероятность, оценивающую степень 
риска перинатальной1 смертности ребенка у женщин с анатомически 
узким тазом.
Решение:
Пусть событие А, — благополучные роды; согласно клиническим 
отчетам, Р(А,) = 0,975 = 97,5%, тогда, если Л2 -  факт перинатальной 
смертности, то Р(А2) = 1 -  0,975 = 0,025 = 2,5%
Обозначим А -  факт наличия узкого таза у роженицы. Из прове­
денных исследований известны: а) Р (А /А Х) -  вероятность узкого таза 
при благоприятных родах, Р(А1А,) = 0,029, б) Р (А /А 2) -  вероятность 
узкого таза при перинатальной смертности, Р {А/А г) = 0,051. Тогда ис­
комая вероятность перинатальной смертности при узком тазе у роже­
ницы рассчитывается по формуле Байеса и равна:
Р(А2 / А) =
Р(Л2 / А) =
Р(А2)Р(Л/А2)
Р(А,)Р(А/А1) + Р(А2)Р(А/А2) 
0,025 0,05!
0,975 0,029 + 0,025 0,051
= 0,044 = 4,4%.
Таким образом, риск перинатальной смертности при анатомиче­
ски узком тазе значительно выше (почти вдвое) среднего риска (4,4% 
против 2,5%).
Подобные расчеты, обычно выполняемые с помощью компьюте­
ра, лежат в основе методов формирования групп пациентов повышен­
ного риска, связанного с наличием того или иного отягощающего 
фактора.
1 Перинатальный период охватывает внутриутробное развитие плода, начинав с 28-й недели бере- 
менности, период родов и первые 7 суток жизни ребенка.
78
4.6. Формула Бернулли, локальная и интегральная теоремы 
Лапласа. Закон Пуассона
Формула Бернулли
При практическом применении теории вероятностей особое зна­
чение имеют события, связанные с независимыми повторными испы­
таниями, для которых:
1) число испытаний и конечное;
2) каждое испытание имеет только два исхода:
а) событие А произошло;
б) событие А не произошло;
3) все испытания независимы друг от друга, т. е. вероятность по­
явления события А в каждом из них не зависит от того, какие резуль­
таты наступили или наступят в остальных испытаниях;
4) вероятность появления события А в каждом испытании посто­
янна.
Приведенные выше условия получили название схемы Бернулли.
Примерами повторных испытаний, описываемых схемой Бернул­
ли, могут служить: многократное подбрасывание монеты или много­
кратное извлечение из урны одного шара при условии, что вынутый 
шар после регистрации его цвета возвращается обратно в урну.
Во многих задачах требуется найти не вероятность каждого от­
дельного испытания, а вероятность появления события А ровно т раз 
в данной серии из п испытаний Бернулли, независимо от того, в каких 
испытаниях оно наступило.
Если производится несколько испытаний, причем вероятность 
события А в каждом испытании не зависит от исходов других испы­
таний, то такие испытания называют независимыми относительно 
события А.
В разных независимых испытаниях событие А может иметь либо 
различные вероятности, либо одну и ту же вероятность. Будем далее 
рассматривать лишь такие независимые испытания, в которых собы­
тие А имеет одну и ту же вероятность.
Ниже воспользуемся понятием сложного события, понимая под 
ним совмещение нескольких отдельных событий, которые называют 
простыми.
Пусть производится и независимых испытаний, в каждом из ко­
торых событие А может появиться либо не появиться. Условимся счи­
тать, что вероятность события А в каждом испытании одна и та же, а 
именно равна р. Следовательно, вероятность ненаступления события 
А в каждом испытании также постоянна и равна q = \ - р.
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Поставим перед собой задачу вычислить вероятность того, что 
при п испытаниях событие А осуществится ровно т раз и, следова­
тельно, не осуществится п-т раз. Важно подчеркнуть, что не требует­
ся, чтобы событие А повторилось ровно т раз в определенной после­
довательности.
Искомую вероятность обозначим Р„(т). Например, символ Р;(3) 
означает вероятность того, что в пяти испытаниях событие появится 
ровно 3 раза и, следовательно, не наступит 2 раза.
Поставленную задачу можно решить с помощью так называемой 
формулы Бернулли:
Л(*>» c :p mq"-m =
п\
т\(п-т)\ Р Я
Рассмотрим частные случаи формулы Бернулли.
1. Вероятность появления события А в п испытаниях ровно п раз 
равна
P .W -C lp -q ’- ^ — p" =р"
2. Вероятность появления события А в п испытаниях нуль раз 
равна
Л (°)=— p V  = 7"” 0!лГ 4
3. Вероятность появления события А в п испытаниях не более т 
раз равна
*„(«) = РЛ 0) + Я„(1) + />.(2) + -. + /».(«)
4. Вероятность появления события А в п  испытаниях не менее т 
раз равна
Л„(т) = Рг(т) + Рщ(т +1) + ...+ />„(«)
Пример 4.19: Появление колонии микроорганизмов данного вида 
в определенных условиях оценивается вероятностью р = 0,9. Какова 
вероятность того, что из 5 случаев эта колония микроорганизмов поя­
вится 3 раза?
Решение:
Вероятность непоявления колонии микроорганизмов равна 
9 = 1 - р  = 1_0,9 = 0,1.
По формуле Бернулли
А ( 3) = C lp V  = ^ щ ( 0 , 9 ) 3(0,!)2 = 0,07.
Теорема Лапласа локальная (в ди<Ы>еренииальной Аопме)
Формула Бернулли позволяет вычислить вероятность того, что 
событие появится в п испытаниях ровно т раз. При выводе предпола­
галось, что вероятность появления события в каждом испытании по­
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стоянна. Легко видеть, что пользоваться формулой Бернулли при 
больших значениях п достаточно трудно, так как формула требует вы­
полнения действий над громадными числами.
Естественно возникает вопрос: нельзя ли вычислить интересую­
щую нас вероятность, не прибегая к формуле Бернулли? Оказывается, 
можно. Локальная теорема Лапласа и дает асимптотическую формулу, 
которая позволяет приближенно найти вероятность появления собы­
тия ровно т раз в п испытаниях, если число испытаний достаточно 
велико.
Заметим, что для частного случая, а именно для р  = 1/ 2 , асимпто­
тическая формула была найдена в 1730г. Муавром; в 1783 г. Лаплас 
обобщил формулу Муавра для произвольного р, отличного от 0 и 1. 
Поэтому теорему, о которой здесь идет речь, иногда называют тео­
ремой Муавра-Лапласа.
Доказательство локальной теоремы Лапласа довольно сложно, 
поэтому мы приведем лишь формулировку теоремы и примеры, ил­
люстрирующие ее использование.
Локальная теорема Муаера-Лапласа:
Если вероятность наступления некоторого события А в п незави­
симых испытаниях постоянна и отлична от нуля и единицы (0<р<1), 
то вероятность Р„(т) того, что в п испытаниях событие А наступит 
ровно т раз, приближенно равна (тем точнее, чем больше и) значению 
функции
1 1 .-,= /2 1 _,„ч
У -  I----------  р г — е  I---------- <Р(Х ) ,
•Jnpq -Jin •Jnpq
где <Ф0 =
т - п р
■Jnpq
Функция (р(х) четная, т. е. <р{-х)-<р{х). Значения функции <р(х) для 
положительных значений аргумента х  приведены в приложении. Та­
ким образом, вероятность того, что событие А появится в п независи­
мых испытаниях т раз, приближенно равна
1
4пря
<Кх), где X = т - п р
■fiw
Пример 4.20: Найти вероятность того, что событие А наступит 
ровно 50 раз в 600 испытаниях, если вероятность появления этого со­
бытия в каждом испытании равна 0,1 .
Решение:
По условию задачи п = 600, т = 50; р-0,1; q = 0,9.
Значение х =т - п р  50- 600-0,1 
■Jnpq ~ 7600 -0,1-0,9
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Из приложения находим <р{-1,3) = <р(\,У) = 0,1714 
Искомая вероятность
б^сю (50) « 0,13 -0Д714 = 0,02
Теорема Лапласа интегральная
Предположим, что производится и испытаний, в каждом из кото­
рых вероятность появления события А постоянна и равна р  (0<р<1). 
Как вычислить вероятность Рп(тит^) того, что событие А появится в 
п испытаниях не менее mt и не более т2 раз (для краткости будем го­
ворить «от /Я/ до от2»)? На этот вопрос отвечает интегральная теорема 
Лапласа, которая приводится ниже, опустив доказательство.
Если вероятность р  наступления события А в каждом испытании 
постоянна и отлична от нуля (0<р<1), то вероятность Pn(mi,m2)  того, 
что событие А появится в п испытаниях от mt до т2 раз, определяется 
по формуле
Неопределенный интеграл ]e~‘2,2dz не выражается через элемен­
тарные функции, поэтому в приложении приведены значения функ­
ции
В приложении даны значения функции Ф(х) для положительных 
значений х и для х=0. Для х<0 пользуются той же таблицей, используя 
нечетность функции Ф(х), т. е. Ф(-х) =-Ф(х). Функцию Ф(х) часто на­
зывают функцией Лапласа.
Таким образом, вероятность того, что событие А появится в п не­
зависимых испытаниях от т2 до т2 раз равна
Р. ("*„ Щ ) * Ф(*2 ) -  Ф(*|) >
где тх- п р  и х т2- п р
где
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Пример 4.21: Вероятность того, что студент не прошел профи­
лактического осмотра, равна 0,1. Найти вероятность того, что среди 
100 случайно отобранных студентов не прошли профилактического 
осмотра от 10 до 20 человек.
Решение:
По условию задачи р=0,1, q=0,9, п-100, т,=10, т2=20.
/>«,(10,20) *Ф(*2)-Ф(*,);
т , - л р  10-100 0,1 п 
' "  ~ л/Ю0 0,1 0,9 ~
_ т 1- п р  _ 20-100 0,1 
2 ~ ~ л/И>0 0,1 0,9 ~
Из приложения находим Ф(0)=0, Ф(3,3)=0,49.
Искомая вероятность
/>100 (10,20) * Ф(3,3) -  Ф(0) = 0,49 
^«о(70,100) * Ф(2,5) - Ф(-1,25) = Ф(2,5) + Ф(1,25) = 0,8882
Закон Пуассона
При определении вероятности того, что в п независимых испыта­
ниях (испытаниях Бернулли) событие произойдет т раз, используют 
формулу Бернулли. В случае, когда п велико, пользуются асимптоти­
ческой формулой Лапласа Однако эта формула непригодна, если ве­
роятность события мала.
При больших п и малых р  пользуются асимптотической фор­
мулой Пуассона
Р. (">) * ^ -ге‘“ , где р = пр т\
Последнюю формулу нередко называют законом Пуассона или 
законом редких событий. Точное выражение для Р,(т) зависит от 
трех параметров: и, т, р, в приближенном выражении параметры п и р  
связаны в один параметр р = пр.
Пример 4.22: Фармзавод отправил на аптечный склад 10 000 ам­
пул витамина «С». Вероятность того, что в пути ампула повредится, 
равна 0,0002. Найти вероятность того, что на склад прибудут 5 негод­
ных ампул.
Решение:
По условию п=10000, р=0,0002, т=5.
Параметр р = пр = 2
По формуле />„(т)» е"" получаем: />|мюо(5) * —  е'“ = — е'1 = 0,035.
83
Вопросы для самоконтроля:
1. Что изучает теория вероятности?
2. Назовите основные задачи теории вероятностей.
3. Что такое испытание? Приведите примеры.
4. Дайте определение событию. Приведите примеры.
5. Что называют случайным событием? Приведите примеры.
6 . Перечислите виды случайных событий.
7. Какое событие называют достоверным? Приведите примеры.
8. Какое событие называют невозможным? Приведите примеры.
9. Какие два события называют несовместными? совместными? 
Приведите примеры.
10. Какие п событий (п > 2) называют несовместными попарно? в 
совокупности? Приведите примеры.
11. Какие события называют противоположными?
12. Какие действия над событиями вы знаете?
13. Что называется суммой, разностью, произведением событий? 
Приведите примеры.
14. Что такое вероятность?
15. Приведите классическое определение вероятности.
16. Приведите статистическое определение вероятности.
17. Перечислите основные свойства вероятности.
18. Сформулируйте теоремы сложения вероятностей для совме­
стных и несовместных событий.
19. Какие два события называют независимыми? зависимыми? 
Приведите примеры.
20. Дайте определение условной вероятности.
21. Какие п событий называют независимыми в совокупности? 
попарно?
22. Какая существует связь между совместными и зависимыми 
событиями?
23. Напишите формулу полной вероятности.
24. Что называют сочетанием? размещением? перестановкой?
25. Напишите формулу Байеса. Приведите примеры использова­
ния данной формулы.
26. Что называют схемой Бернулли?
27. Напишите формулу Бернулли. В каких случаях можно приме­
нять формулу Бернулли?
28. Сформулируйте локальную и интегральную теоремы Лапласа.
29. В каких случаях можно применять локальную теорему Лапла­
са? интегральную теорему Лапласа?
30. Напишите формулу Пуассона. В каких случаях можно приме­
нять формулу Пуассона?
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Задания для решения:
1. Среди 500 ампул проверенных на герметичность, оказалось 10 
ампул с трещинами. Определить относительную частоту появления 
ампул, имеющих трещины.
2. Среди 300 пробирок, изготовленных на автоматической линии, 
оказалось 15 не отвечающих стандарту. Найти частоту появления 
стандартных пробирок.
3. Примерно 1 ребенок из 700 рождается с синдромом Дауна. В 
больнице большого города в год рождается 3500 детей. Каково ожи­
даемое число новорожденных с синдромом Дауна?
4. В коробке 30 таблеток: 10 красных, 5 желтых, 15 белых. Найти 
вероятность появления цветной таблетки (т.е. или красной или жел­
той).
5. Опухоль -  «мишень» разделена на три области. При использо­
вании радионуклидного препарата вероятность поражения первой об­
ласти равна 0,45; второй — 0,35. Найти вероятность того, что при од­
нократном использовании радионуклид попадет либо в первую, либо 
во вторую мишень.
6 . В коробке имеется 7 желтых и несколько белых таблеток. Ка­
кова вероятность извлечь белую таблетку, если вероятность извлечь
желтую таблетку равна -  ? Сколько белых таблеток в коробке? 
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7. В картотеке имеются истории болезней 8 пациентов. Если нау­
гад взять первую, затем вторую, третью и т.д. истории болезней, то 
какова вероятность в каждом случае изъятия нужной истории болез­
ни? Предполагается, что искомая история болезни имеется в картоте­
ке. Рассмотрите 2 варианта: а) взятые истории болезней не возвраща­
ются в картотеку; б) взятые истории болезней каждый раз возвраща­
ются в картотеку и хаотически располагаются в ней.
8. С первого предприятия поступило 200 пробирок, из которых 
190 стандартных, а со второго -  300, из которых 280 стандартных. 
Найти вероятность того, что наудачу взятая пробирка будет стандарт­
ной.
9. На тридцати историях болезни написаны 30 двузначных чисел 
от 1 до 30 (их порядковые номера). Эти истории болезни лежат на 
полке в случайном порядке. Какова вероятность вынуть историю бо­
лезни с номером, кратным 2 или 3?
10. Известно, что в партии из 1000 стандартных ампул с новокаи­
ном 400 ампул изготовлено на одном заводе, 350 -  на втором и 250 
ампул -  на третьем. Известны также вероятности 0,75; 0,80; 0,85 того, 
что ампула окажется без дефекта при изготовлении ее соответственно 
на первом, втором и третьем заводах. Какова вероятность того, что
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наугад выбранная из данной партии ампула с новокаином окажется 
без дефекта?
11. Во время эпидемии в одном из населенных пунктов 60% жи­
телей оказались больными. Из каждых 100 больных 10 требуют сроч­
ной медицинской помощи. Найти вероятность того, что любому взя­
тому наугад жителю необходима срочная медицинская помощь.
12. Два автомата производят одинаковые хирургические зажимы. 
Производительность первого автомата вдвое больше, чем второго. 
Первый автомат производит в среднем 60% зажимов отличного каче­
ства, а второй — 84%. Наудачу взятый зажим оказался отличного каче­
ства. Найти вероятность того, что он произведен первым автоматом.
13. Три врача независимо друг от друга осмотрели одного и того 
же больного. Вероятность того, что первый врач допустит ошибку при 
установлении диагноза, равна 0,01. Для второго и третьего врачей эта 
вероятность соответственно 0,015 и 0,02. Найти вероятность того, что 
при осмотре больного хотя бы один из врачей допустит ошибку в ди­
агнозе.
14. Вероятность того, что в течение дня прибор для определения 
распадаемости таблеток выйдет из строя, равна 0,03. Какова вероят­
ность того, что в течение четырех дней подряд прибор не выйдет из 
строя?
15. При синтезировании в лабораторных условиях какого-то ве­
щества вероятность взрыва в отдельном опыте р=0,02. Определить ве­
роятность того, что: 1) в серии из 10  синтезов взрыв произойдет три 
раза; 2) взрыва не произойдет.
16. Лечение определенного заболевания дает эффект (выздоров­
ление) в 75% случаев. Оно проводилось шести больным. Какова веро­
ятность того, что: 1) выздоровеют все шестеро; 2) не выздоровеет ни 
один?
17. Вероятность удачного выполнения сложного химического
опыта равна р = ~. Найти вероятность того, что из 10 испытаний
удачными будут два.
18. Операция пересадки кожи дает успех в 40% всех случаев. Па­
циенту делают пересадку кожи несколько раз подряд до тех пор, пока 
она не удается. Какова вероятность того, что пересадка окажется ус­
пешной: 1) с первой попытки; 2) с третьей попытки?
19. Имеется 1000 медицинских карточек, в которых интересую­
щее нас заболевание встречается 100 раз. Определить вероятность то­
го, что это заболевание встретится в 100 наугад отобранных карточ­
ках.
20. Завод медицинского оборудования выпускает 90% фонендо­
скопов первого сорта и 10% фонендоскопов второго сорта. Наугад
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выбирают 1000 фонендоскопов. Найти вероятность того, что число 
фонендоскопов первого сорта будет равно 900.
21. Завод отправил на аптечный склад 5000 термометров. Веро­
ятность повреждений каждого термометра в пути равна 0,0002. Какова 
вероятность того, что на аптечный склад прибудет ровно 3 повреж­
денных термометра?
22. В аптеку поступило 1000 бутылок минеральной воды. Веро­
ятность того, что при перевозке бутылка окажется разбитой, равна 
0,003. Определить вероятность того, что аптека получит разбитых бу­
тылок: 1) ровно две; 2) менее двух; 3) более двух; 4) хотя бы одну.
23. Вероятность заболевания туберкулезом легких в данной ме­
стности равна 0,003. Какова вероятность того, что при осмотре 1000 
человек будет выявлено трое больных?
24. Пусть вероятность того, что электрокардиограф потребует 
ремонта в течение гарантийного срока, равна 0,2. Найти вероятность 
того, что в течение гарантийного срока из шести электрокардиогра­
фов: 1) не более одного потребует ремонта; 2) хотя бы один потребу­
ет ремонта.
25. Аптечный склад получает лекарственные препараты с трех 
фармацевтических заводов, причем количество препаратов, посту­
пающих с каждого завода в среднем одинаково. Для аптечного склада 
желательно получить очередную партию лекарств с завода №1 либо 
№2. Определить вероятность этого события.
26. Имеется три аппарата для изготовления таблеток. Вероят­
ность остановки на протяжении часа составляет: для первого аппарата 
— 0,2, для второго -  0,15 и для третьего -  0,12. Какова вероятность 
бесперебойной работы всех трех аппаратов на протяжении одного ча­
са?
27. Вероятность бесперебойной работы двух аппаратов для за­
паивания ампул на протяжении одного часа составляет: для первого — 
0,75; для второго -  0,8. Какова вероятность того, что оба аппарата бу­
дут бесперебойно работать на протяжении двух часов?
28. В партии из 1000 стандартных ампул с новокаином 400 ампул 
изготовлено на первом заводе, а остальные -  на втором. Вероятность 
того, что без дефекта окажется ампула, изготовленная на первом заво­
де, равна 0,75, на втором заводе 0,80. Найти вероятность того, что лю­
бая наугад взятая ампула окажется без дефекта.
29. В пяти аптечках находится одинаковые по массе и размерам 
таблетки. В двух -  по 6 зеленых и 4 желтых таблеток. (Это аптечка со­
става А]) . В двух других аптечках (состава А2) -  по 8 зеленых и 2 
желтых таблеток. В одной аптечке (состава А3) -  2 зеленых и 8 жел­
тых таблеток. Наудачу выбирается аптечка и из нее извлекается таб­
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летка, которая оказалась зеленой. Какова вероятность того, что зеле­
ная таблетка извлечена из аптечки первого состава?
30. Одна вакцина формирует иммунитет по отношению к красну­
хе в 95% случаев. Предположим, что вакцинировались 30% населения 
и что вероятность заболеть краснухой у вакцинированного человека 
без иммунитета такая же, как и у невакцинированного. Какова вероят­
ность того, что человек, заболевший краснухой, был вакцинирован?
31. Некоторое заболевание, встречающееся у 5% населения, с 
трудом поддается диагностике. Один грубый тест на это заболевание 
дает положительный результат (указывает на наличие заболевания) в 
60% случаев, когда пациент действительно болен, и в 30% случаев, 
когда у пациента этого заболевания нет. Пусть для конкретного паци­
ента этот тест дает положительный результат. Какова вероятность то­
го, что у него есть данное заболевание?
32. Пациенты разбиты на две группы одинаковой численности. 
Одна группа придерживалась специальной диеты с высоким содержа­
нием ненасыщенных жиров, а контрольная группа питалась по обыч­
ной диете, богатой насыщенными жирами. После 10 лет пребывания 
на этих диетах возникновение сердечно-сосудистых заболеваний в 
группах составило соответственно 31% и 48%. Случайно выбранный 
из обследуемых человек страдает сердечно-сосудистым заболеванием. 
Какова вероятность того, что он принадлежит к контрольной группе?
33. Установлено, что курящие мужчины в возрасте свыше 40 лет 
умирают от рака легких в 10 раз чаще, чем некурящие. Предположим, 
60% мужчин курят. Найдите вероятность того, что мужчина, умерший 
от рака легких, был курящим.
34. Установлено, что в среднем один из 700 детей мужского пола 
рождается с лишней Y-хромосомой и что среди таких детей крайне 
агрессивное поведение встречается в 20 раз чаще. Опираясь на эти 
данные, представьте, что у мальчика крайне агрессивное поведение. 
Какова вероятность того, что ребенок имеет лишнюю У-хромосому?
35. На одном производстве было установлено, что 3% рабочих 
являются алкоголиками с показателем прогулов втрое выше, чем у ос­
тальных. Если случайно выбранный рабочий отсутствует на работе, то 
какова вероятность того, что он алкоголик?
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ТЕМА №5
СЛУЧАЙНЫЕ ВЕЛИЧИНЫ 
ПРОГРАММНЫЕ ВОПРОСЫ:
5.1. Случайные величины. Дискретные и непрерывные случайные вели­
чины.
5.2. Закон распределения дискретной случайной величины.
5.3. Числовые характеристики дискретных случайных величин.
5.4. Биномиальное распределение, распределение Пуассона.
5.5. Функция распределения и плотность распределения вероятно­
стей непрерывной случайной величины.
5.6. Характеристики распределения непрерывных случайных величин.
5.7. Равномерное и нормальное распределение случайной величины.
5.8. Закон больших чисел. Теорема Чебышева, теорема Бернулли, их 
вероятностный смысл. Понятие о теореме Ляпунова.
5.1. Случайные величины.
Дискретные и непрерывные случайные величины
В математике величина -  это общее название различных количе­
ственных характеристик предметов и явлений. Длина, площадь, тем­
пература, давление и т.д. -  примеры разных величин.
Величину, которая принимает различные числовые значения под 
влиянием случайных обстоятельств, называют случайной величиной.
Примерами случайных величин являются: число больных на 
приеме у врача; количество рецептов, поступивших в аптеку в течение 
рабочего дня; продолжительность человеческой жизни и др.
Случайные величины обозначают прописными буквами латин­
ского алфавита X, Y, Z,..., а их возможные значения -  соответствую­
щими строчными буквами х, у, z, ...
Вероятности случайных величин обозначают буквами с соответ­
ствующими индексами: Р(Х = дг,) = Р(х,) = Р, и т.д.
Различают дискретные и непрерывные величины.
Случайная величина называется дискретной, если она принима­
ет только определенные, отдельные друг от друга значения, которые 
можно установить и перечислить.
Примерами дискретной случайной величины являются:
— число студентов в аудитории — может быть только целым по­
ложительным числом: 0, 1 , 2 , 3 , . . . ,  20 ;
-  цифра, которая появляется на верхней грани при бросании иг­
ральной кости -  может принимать лишь целые значения от 1 до 6 ;
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-  относительная частота попадания в цель при 10 выстрелах -  ее 
значения: 0; 0,1 ; 0,2 ; . . . ,  1 ;
-  число событий, происходящих за одинаковые промежутки вре­
мени: частота пульса, число вызовов скорой помощи за 1 час, количе­
ство операций в месяц с летальным исходом и т.д.
Случайная величина называется непрерывной, если она может 
принимать любые значения внутри определенного интервала, конеч­
ного или бесконечного.
К непрерывным случайным величинам относятся, например, 
масса тела и рост взрослых людей, объем мозга, продолжительность 
жизни, количественное содержание ферментов у здоровых людей, 
размеры форменных элементов крови, pH крови и т.д.
Понятие случайной величины играет определяющую роль в со­
временной теории вероятностей, разработавшей специальные приемы 
перехода от случайных событий к случайным величинам.
Если случайная величина зависит от времени, то можно говорить 
о случайном процессе.
5.2. Закон распределения дискретной случайной величины
Чтобы дать полную характеристику дискретной случайной вели­
чины, необходимо указать все ее возможные значения и их вероятно­
сти.
Соответствие между возможными значениями дискретной слу­
чайной величины и их вероятностями называется законом распреде­
ления  этой величины.
Обозначим возможные значения случайной величины X  через х„ 
а соответствующие им вероятности -  через р Тогда закон распреде­
ления дискретной случайной величины можно задать тремя способа­
ми: в виде таблицы, графика или формулы.
В таблице, которая называется рядом распределения, перечис­
ляются все возможные значения дискретной случайной величины X  и 
соответствующие этим значениям вероятности р:
X X/ Х2 х, Х„
р__ Pi Р2 Pi Рп
При этом сумма всех вероятностей р, должна быть равна единице 
(условие нормировки):
и
Х а = А + Р 2+ - + Л =1
/=1
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Графически закон представляется 
ломаной линией, которую принято на­
зывать многоугольником распределе­
ния (рис.5.1). Здесь по оси абсцисс от­
кладывают все возможные значения 
случайной величины , а по оси орди­
нат -  соответствующие им вероятно­
сти pi . Полученные точки соединяют 
отрезками прямых.
Аналитически закон выражается формулой. Например, если ве­
роятность попадания в цель при одном выстреле равна р, то вероят­
ность поражения цели один раз при п выстрелах выражается форму­
лой: Р(п) = гщ"~'р, где q = \ - р — вероятность промаха при одном вы­
стреле.
Пример 5.1: В денежной лотерее выпушено 100 билетов. Разыг­
рывается один выигрыш в 50 рублей и 10 выигрышей по 1 рублю. 
Найти закон распределения случайной величины X -  стоимости воз­
можного выигрыша для владельца одного лотерейного билета.
Решение:
Возможные значения для X: х, =50, х2 = 1 , х3 =0. Вероятности 
этих значений:
Pi = —  = 0,01, р. = —  = 0,1, р. = 1 - ( р 2 + р ,) = 1-(0,01 + 0,1) = 0,89.
1 100 100
Закон распределения выигрыша задан в виде таблицы:
X 50 1 0
р 0,01 0,1 0,89
Контроль: 0,01 + 0,1 + 0,89 = 1 .
5.3. Числовые характеристики дискретных 
случайных величин
Полную характеристику дискретных и непрерывных случайных 
величин можно получить, зная законы их распределения. Однако во 
многих практически значимых ситуациях пользуются так называемы­
ми числовыми характеристиками случайных величин. Главное на­
значение этих характеристик -  выразить в сжатой форме наиболее 
существенные особенности распределения случайных величин. Важ­
но, что данные параметры представляют собой конкретные (постоян­
ные) значения, которые можно оценивать с помощью полученных в 
опытах данных.
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В теории вероятностей и математической статистике использует­
ся достаточно много различных характеристик, но мы рассмотрим 
только наиболее употребляемые.
Рассмотрим характеристики положения — математическое 
ожидание и моду. Они характеризуют положение случайной величи­
ны на числовой оси, т. е. указывают некоторое ее ориентировочное 
значение, около которого группируются все другие возможные значе­
ния случайной величины. Среди них важнейшую роль играет матема­
тическое ожидание М(Х).
Математическим ожиданием М(Х) дискретной случайной ве­
личины X  называется сумма произведений всех возможных значений 
величины X  на вероятности этих значений:
я
М{Х) = и  = дг,р, + х2р2 + ... + x„pr = YjXiP* ■
/=1
Отметим, что при большом числе испытаний среднее арифмети­
ческое наблюдаемых значений случайной величины приближается к 
ее математическому ожиданию.
М(Х) « X .
Замечание: Математическое ожидание случайной величины есть 
величина неслучайная.
Математическое ожидание случайной величины X  называют 
центром распределения. Это название введено по аналогии с назва­
нием «центр тяжести». Если на оси ОХ в точках с абсциссами 
х1,х2,...,х„ помещены массы р,,р2,.. ,р ,, то абсцисса центра тяжести
Учитывая, что М(Х) = ^ х ,р 1 и =1, получим хс = М(Х),  т.е.
|=! Ы
математическое ожидание равно абсциссе центра тяжести системы 
материальных точек, абсциссы которых равны возможным значениям 
случайной величины, а массы -  их вероятностям.
Физический смысл математического ожидания как характеристи­
ки положения центра распределения можно проиллюстрировать ря­
дом примеров. Так, при многократных измерениях некоторой величи­
ны в одних и тех же условиях математическое ожидание можно рас­
сматривать как «истинное» значение этой величины. При наблюдении 
колебаний массы отдельных таблеток, изготовленных на фармацевти­
ческом заводе, математическое ожидание имеет смысл массы, на ко­
торую настроена таблеточная машина.
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Основные свойства математического ожидания
1 .Математическое ожидание постоянной величины С равно этой 
постоянной, т.е. С = const, М(С) = С.
2. Постоянный множитель С можно выносить за знак математи­
ческого ожидания, т.е М(СХ) = СМ(Х).
3. Математическое ожидание алгебраической суммы случайных 
величин равно алгебраической сумме их математических ожиданий, 
Т.е. M(X±Y) = M(X)±M(Y).
4. Математическое ожидание произведения независимых случай­
ных величин равно произведению их математических ожиданий, т.е.
M(XY) = M(X)M(Y).
5. Если производится п независимых испытаний, в каждом из ко­
торых вероятность появления события А постоянна и равна р, тогда 
математическое ожидание М(Х) числа появления события А в п неза­
висимых испытаниях М(Х) = пр.
Модой Мо(Х) дискретной случайной величины называют ее наи­
более вероятное значение (рис. 5.2).
Pi Pi
Если многоугольник распределения имеет более одного макси­
мума, распределение называется полимодальным (рис. 5.3).
Пример 5.2: Пусть дана случайная величина X  с известным зако­
ном распределения, заданным следующей таблицей:
X 0 1 2 3 4
__ Е__ 0,1 0,2 0,4 0,1 0,2
Из этой таблице видно, что мода случайной величины X  равна 2, 
так как этому значению соответствует наибольшая вероятность 
/>(2) = 0,4.
При составлении годичного плана потребности населения в ка­
ком-то лекарственном препарате определяют не ее математическое
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ожидание, а моду, т.е. месяц, в котором чаще всего требуется данный 
препарат.
В микробиологии для закона распределения вероятностей появ­
ления колонии микроорганизмов в пробах также определяют обычно 
не математическое ожидание, а моду, т.е. пробу, которой соответству­
ет наибольшая вероятность появления колонии микроорганизмов.
В медицине знание среднего возраста детей, заболевших ангиной, 
менее интересно, чем знание возраста, в котором чаще всего происхо­
дит заболевание (в частности, при решении вопроса о том, где должны 
быть сосредоточены главные профилактические условия: в школах 
или дошкольных учреждениях).
Кроме характеристик положения -  средних, типичных значений 
случайной величины, -  употребляется еще ряд характеристик, каждая 
из которых описывает то или иное свойство распределения.
Характеристики рассеяния -  это дисперсия и стандартное от­
клонение (среднее квадратическое отклонение).
Дисперсией £>(Х) дискретной случайной величины называют ма­
тематическое ожидание квадрата отклонения случайной величины X  
от ее математического ожидания р:
£>(Х) = ег2 = А/((Х- р )2) , или D(X) = а 2 -  М(Х2) - р 1.
Основные свойства дисперсии
1. Дисперсия постоянной величины С равна нулю: D(C) = 0.
2. Постоянный множитель можно выносить за знак дисперсии, 
возводя его в квадрат: £>(СХ) = C2D(X).
3. Дисперсия суммы двух независимых случайных величин равна 
сумме дисперсий этих величин: D{X + Y) = ЩХ) + D(Y).
4. Дисперсия разности двух независимых случайных величин 
равна сумме их дисперсий: Д Х  -Y)= D(X) + D(Y).
5. Дисперсия числа появления события А в п независимых испы­
таниях, в каждом из которых вероятность события А постоянна, равна 
произведению числа испытаний на вероятности появления и непояв­
ления события в одном испытании: = пРЯ.
Следствие. D(X ± С) = D{ X) + D(C) = D(X) + 0 = Д Х ), где С -  посто­
янная.
Дисперсия характеризует рассеяние, разбросанность значений 
случайной величины X  относительно ее математического ожидания. 
Само слово «дисперсия» означает «рассеяние».
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Однако дисперсия D{X) имеет размерность квадрата случайной 
величины, что весьма неудобно при оценке разброса в физических, 
биологических, медицинских и других приложениях. Поэтому обычно 
пользуются параметром, размерность которого совпадает с размерно­
стью X. Это -  среднее квадратическое (стандартное) отклонение.
Средним квадратическим отклонением случайной величины 
называется корень квадратный из ее дисперсии:
Отметим, что среднее квадратическое отклонение суммы конеч­
ного числа взаимно независимых случайных величин:
о (Х 1 + Х 2 +... + = JLKX,) + D (X 2) +... + D(XJ
Пример 5.3: Закон распределения случайной величины X  задан 
таблицей. Определить дисперсию D(X).
X 1 2 5
___ р 0,3 0,5 0,2
Решение:
По определению D(X) = <г2 = М((Х -  р)г) . Вычислим математиче­
ское ожидание величины X:
р  = \ -0,3+2-0,5+5-0,2 = 2.3
Найдем квадраты всех возможных отклонений величины X  от р:
[х1- д ]2 =(1-2 ,3)2 =1,69,
[* 2- д ]2 = (2 -2 ,3 )2 =0,09,
[дг, - д ]2 = (5 -2 ,3 )2 =7,29.
Напишем закон распределения квадрата отклонения:
[Х-р]1 1,69 0,09 7,29
Р 0,3 0,5 0,2
Тогда дисперсия равна:
ЩХ) = 1,69-0,3+0,09-0,5+7,29-0,2 = 2.01 
Пример 5.4: Закон распределения случайной величины X  задан 
следующей таблицей:
X 0 1 2 3 4
Р 0,13 0,35 0,35 0,15 0,02
Вычислить ее математическое ожидание, дисперсию и среднее 
квадратическое отклонение.
Решение:
Сначала находим математическое ожидание случайной величины X:
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M (x )= 0  0,13+1 0,35+ 2 0,35 + 3 0,15+ 4 0,02 = 1,58. 
Далее запишем закон распределения Л"2:
X 2 0 1 4 9 16
р 0,13 0,35 0,35 0,15 0,02
Математическое ожидание случайной величины Xг:
м ( х 2)= 0■ 0,13+1 0,35+4-0,35+9■ 0,15+16 0,02 = 3,42 
Находим дисперсию:
й{х)= М (Х 2 )-[М (Х)]2 = 3,42-1,582 =0,92.
Отсюда находим среднеквадратическое отклонение 
ег ( х )  = Щ х )  = 4 ^9 2  «0,96.
5.4. Биномиальное распределение, распределение Пуассона
Биномиальное распределение
Пусть производится и независимых испытаний, в каждом из ко­
торых событие А может появиться, либо не появиться. Вероятность 
наступления события во всех испытаниях постоянна и равна р  (следо­
вательно, вероятность непоявления q = \ -  р ). Рассмотрим в качестве 
дискретной случайной величины X  число появлений события А в этих 
испытаниях.
Поставим перед собой задачу: найти закон распределения вели­
чины X. Для ее решения требуется определить возможные значения X  
и их вероятности. Очевидно, событие А в  п испытаниях может либо не 
появиться, либо появиться 1 раз, либо 2 раза, ..., либо п раз. Таким 
образом, возможные значения X  таковы: х0 = О, х, = 1, ..., хщ=п. Оста­
ется найти вероятности этих возможных значений, для чего достаточ­
но воспользоваться формулой Бернулли:
РЯ(Х) = Сх p xq"-x
Данная формула является аналитическим выражением искомого 
закона распределения.
Биноминальным называют распределение вероятностей, опреде­
ляемое формулой Бернулли. Закон назван «биноминальным» потому, 
что правую часть равенства Р„(Х) = СХ pxq"~x можно рассматривать 
как общий член разложения бинома Ньютона:
(P + q)"=C:p' +C^'p’~'q + ... + C*pkq"~t +... + C.Y
Таким образом, первый член разложения р" определяет вероят­
ность наступления рассматриваемого события п раз в п независимых
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испытаниях; второй член np"~'q определяет вероятность наступления
пщсобытия л - 1  раз; ...; последний член 4 определяет вероятность того, 
что событие не появится ни разу.
Напишем биноминальный закон в виде таблицы:
X п п-1 к 0
р р " np-'q
*-*к it п—кС„Р q ч"
Математическое ожидание случайной величины, подчиняющейся 
биномиальному распределению, М(Х) = пр.
Дисперсия случайной величины, подчиняющейся биномиально­
му закону равна D(X) = npq.
Среднее квадратическое отклонение: а  = -Jnpq.
Пример5.5: Предполагая одинаковыми вероятности рождения 
мальчика и девочки, установить закон распределения случайной вели­
чины X, которая выражает число мальчиков в семье, имеющей пять 
детей.
Решение:
Пусть X  -  количество мальчиков в семье. Величина X  может 
принимать значения 0,1,2,3,4,5. Найдем вероятности этих значений по 
формуле Бернулли: 
f . N  = C . V r ;
Р5(0)=0,5s =0,03125; Р5(1) = -Ц - 0 ,5 4 0,5' =0,15625;41 1!
Р,(2) = - ^ — 0,53 0,52 =0,3125; Р,(3) = 0,52 0,53 =0,3125;3\ '  3121 2131
Р.(4) = - ^ — 0,5‘ 0,54 = 0,15625; Р,(5) = 0,5s =0,03125;я / j !4! 51 '
Закон распределения имеет вид:
X 0 1 2 3 4 5
__ Е___ 0,03125 0,15625 0,3125 0,3125 0,15625 0,03125
Контроль: 0,03125 + 0,15625 + 0,3125 + 0,3125 + 0,15625 + 0,03125 = 1
Распределение Пуассона
Пусть производится п независимых испытаний, в каждом из ко­
торых вероятность появления события А равна р. Для определения ве­
роятности к появлений события в этих испытаниях используют фор­
мулу Бернулли. Если же п велико, то пользуются асимптотической
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формулой Лапласа. Однако, эта формула непригодна, если вероят­
ность события мала (р<0,1). В этих случаях (п велико, р  мало) прибе­
гают к асимптотической формуле Пуассона.
Итак, поставим перед собой задачу: найти закон распределения 
величины X  если число испытаний велико, а вероятность события 
очень мала. Для ее решения требуется определить возможные значе­
ния А' и их вероятности. Очевидно, событие А в п испытаниях может 
либо не появиться, либо появиться I раз, либо 2 раза, ..., либо п раз. 
Таким образом, возможные значения X  таковы: х0 = 0, х, = 1 ,..., хп = п . 
Остается найти вероятности этих возможных значений, воспользо­
вавшись формулой Пуассона:
P , ( X ) * ^ e - \  где р = пр
Эта формула выражает закон распределения Пуассона вероятно­
стей массовых (п велико) редких (р мало) событий.
Распределение Пуассона является дискретным и характеризуется 
только одним параметром -  математическим ожиданием р. Среднее 
квадратическое отклонение
5.5. Функция распределения и плотность распределения 
вероятностей непрерывной случайной величины
Для описания реальных величин, зависящих от случая, класса 
дискретных случайных величин недостаточно. Действительно, таким 
величинам, как размеры любых физических объектов, температура, 
давление, длительность тех или иных биологических процессов неес­
тественно приписывать дискретное множество возможных значений. 
Напротив, естественно считать, что их возможные значения в прин­
ципе могут быть любыми числами в некоторых пределах, т.е. они яв­
ляются непрерывными величинами.
В отличие от дискретной величины закон распределения непре­
рывной случайной величины невозможно задать в виде таблицы, в ко­
торой были бы перечислены все возможные значения этой величины и 
их вероятности. Нельзя также задать непрерывную величину с помо­
щью формулы, которая позволила бы для каждого значения этой ве­
личины найти соответствующую вероятность.
Одним из возможных способов задания непрерывной случайной 
величины является использование с этой целью соответствующей 
функции распределения.
Функцией распределения случайной величины X  называют 
функцию F(x), равную вероятности Р{Х < х) того, что случайная вели­
чина примет значение X, меньшее х :
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F(x) = P(X < x)
Функцию распределения иногда называют интегральной функци­
ей распределения или интегральным законом распределения.
Геометрически равенство F(x) = Р(Х < х) можно истолковать так: 
F(x) есть вероятность того, что случайная величина примет значение, 
которое изображается на числовой оси точкой, лежащей левее точки х 
(рис.5.4)
О X  х
Рис.5.4
Функция распределения полностью характеризует случайную ве­
личину с вероятностной точки зрения, т.е. является одной из форм за­
кона распределения. Она существует для всех случайных величин, как 
дискретных, так и непрерывных.
Свойства (Ьункиии распределения
1. Значения функции распределения принадлежат отрезку [0; 1]:
0 < F(x) < 1.
Это свойство вытекает из определения функции распределения как 
вероятности: вероятность всегда вероятность есть неотрицательное 
число, не превышающее единицы (0 s  Р < 1).
2. Функция распределения является неубывающей функцией, т.е. 
из неравенства х2 > х, следует неравенство F(x2) > F(xt).
Следствие 1. Вероятность попадания случайной величины X  в 
интервал (а,Ь) равна разности между значениями функции распреде­
ления в правом и левом концах интервала (а, Ь):
Р{а < X <Ь)= F(b) -  F(a).
Следствие 2. Вероятность того, что непрерывная случайная ве­
личина X  примет одно определенное значение, равна нулю:
Р(Х = а) = 0.
Так, вероятность того, что наугад выбранная таблетка будет 
иметь массу, в точности равную некоторому фиксированному значе­
нию, например 0,20 г, равна нулю.
3. Если возможные значения случайной величины принадлежат 
интервалу (а,Ь), то: 1) F(x) = 0 при х <.а; 2) F(x) = 1 при хгЬ .
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Следствие 3. Если возможные значения непрерывной случайной 
величины расположены на всей числовой оси, то справедливы сле­
дующие предельные соотношения:
ton F(x) = F(-oo) = 0; lim F(x) = F(+oo) = 1 .
x-*+oo
Данные свойства позволяют представить, как выглядит график 
функции распределения непрерывной случайной величины.
Г рафик функции распределения непрерывной случайной величи­
ны расположен в бесконечной полосе, ограниченной прямыми линия­
ми у = 0 и у = 1 (первое свойство).
При возрастании х в интервале (а, Ь), в котором заключены все 
возможные значения случайной величины, график «подымается 
вверх» (второе свойство).
При х<а ординаты графика равны нулю; при х>Ь ординаты 
графика равны единице (третье свойство).
В общем случае он имеет вид, изображенный на рисунке 5.5.
Для дискретной случайной величины функция распределения 
F(x) = £ /> (*  = х,), где неравенство х, < х под знаком суммы указывает,
х,<*
что суммирование распространяется на все значения х,, меньшие х.
В точках возможных значений дискретной случайной величины X  
функция распределения меняется скачкообразно, причем величина 
скачка равна вероятности этого значения.
Пример 5.6: Дан ряд распределения дискретной случайной вели­
чины:
X 2 3 5 6 8
__ Е__ 0,1 0,2 0,4 0,2 0,1
Построить функцию распределения вероятностей этой случайной ве­
личины X.
Решение:
Если х < 2, то F(x) = Р(Х < х) = 0; 
если 2 < х £ 3, то F(x) = Р(Х  < х) = ОД;
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если 3 < х <, 5 , то F(x) = Р (Х  <х) = 0,1 + 0,2 = 0,3 ; 
если 5 < х <, 6 , то F(x) = Р (Х  < *) = 0,1 + 0,2 + 0,4 = 0,7; 
если 6 < дг < 8 , то F(x) = Р (Х  <х) = 0,1 + 0,2 + 0,4 + 0,2 = 0,9; 
если х > 8 , то F(x) = Р (Х  <х) = 0,1 + 0,2 + 0,4 + 0,2 + 0,1 = 1.
F(x)f
1,0 I 
0,9 ! 
0,8 ! 
0,7 !
0.6 ! 
0,5 I 
0,4 ! 
0,3 ! 
0,2 ! 
0,1 !
Выше непрерывная случайная величина задавалась при помощи 
функции распределения. Этот способ задания не является единствен­
ным. Непрерывную случайную величину можно также задать, исполь­
зуя другую функцию, которую называют плотностью распределения 
или плотностью вероятности (иногда ее называют дифференциаль­
ной функцией распределения).
Плотностью распределения вероятностей непрерывной слу­
чайной величины X называют функцию /(дг), равную первой произ­
водной от интегральной функции распределения:
f(x ) = F \x).
Из приведенного определения следует, что функция распределе­
ния является первообразной для плотности распределения.
Заметим, что для описания распределения вероятностей дискрет­
ной случайной величины дифференциальная функция неприменима.
Свойства плотности распределения вероятностей
1. Вероятность того, что непрерывная случайная величина X  в ре­
зультате испытания примет значение, принадлежащее интервалу (а, Ь), 
равна определенному интегралу от плотности вероятности, взятому в 
пределах от а  до Ь:
Ь
Р(а < X  < Ь) = jf(x)dx  = F(b) -  F(a)
а
Геометрически полученный результат можно истолковать так: 
вероятность того, что непрерывная случайная величина примет зна­
чение, принадлежащее интервалу (а,Ь), равна площади криволиней-
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ной трапеции, ограниченной осью х, кривой распределения f(x) и пря­
мыми х  = а и х = Ь (рис. 5.6). Это следует из геометрического смысла 
определенного интеграла.
Следствие 1. Если известна функция f(x), то, изменяя пределы 
интегрирования а на и b на х, получим:
)f{x)dx = F{x) -  F (-о) = F(x) -0  = F(x).
-<c
Следствие 2. Несобственный интеграл от плотности вероятности 
в пределах от -  <х> до + оо равен единице:
*]f{x)dx = \.
Данное равенство называется условием нормировки плотности 
вероятностей.
Если все значения X  лежат в интервале (а,А), то условие норми­
ровки можно записать в виде:
)f{x)dx = 1 .
а
2. Плотность вероятности -  неотрицательная функция: f(x)kO .
Пуимер5.1: Для плотности вероятности случайной величины X
ах2 при 0< ,х< 1  
0 при х < 0  или х  > 1 
найти коэффициент а и вероятность попадания случайной величины X
fW  =
в интервал (4
Решение:
Так как все значения данной случайной величины заключены на 
отрезке (0;1), то, согласно условию нормировки, плотность распреде­
ления
1; " = / ,  а = 3 
3
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Вероятность того, что X  примет значение из заданного интервала, 
равно приращению интегральной функции в этом интервале, т.е.
Р(а< X  <b)= F(b)- F(a).
В нашем случае а = 0 и Ъ = поэтому
F(x) = j3x2dx = = х3
S.6. Характеристики распределения непрерывных 
случайных величин
Под основными числовыми характеристиками непрерывной слу­
чайной величины понимают, как и в случае дискретной случайной ве­
личины, математическое ожидание, дисперсию и среднее квадратиче­
ское отклонение.
Как и для дискретной величины, математическое ожидание пред­
ставляет собой среднее значение этой величины, а дисперсия и сред­
нее квадратическое отклонение являются усредненными характери­
стиками степени разброса возможных значений этой величины отно­
сительно ее математического ожидания.
Однако формулы, определяющие математическое ожидание 
М(Х) = р  и дисперсию D(X) = а 2 непрерывной случайной величины, 
отличаются от соответствующих формул для дискретной величины.
Математическим ожиданием непрерывной случайной величи­
ны X, возможные значения которой принадлежат отрезку [о,й], назы­
вают величину определенного интеграла:
M(X) = p = ]xf(x)dx
а
где fix) -  плотность вероятности случайной величины X.
Если возможные значения принадлежат всей оси х, то
+0О
М{Х) = М= \xf(x)dx
Математическое ожидание называют центром распределения 
вероятностей случайной величины X.
По аналогии с дисперсией дискретной величины определяется и 
дисперсия непрерывной величины.
Дисперсией непрерывной случайной величины X, возможные 
значения которой принадлежат отрезку [а,*], называют величину оп­
ределенного интеграла
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D(X) = <t1 = \ (x -pf f (x)dx ,
a
где p — математическое ожидание, f(x) -  плотность вероятности слу­
чайной величины.
Если возможные значения X  принадлежат всей оси х, то
D(X) = <r2 = *\(x-p)2f(x)dx
Среднее квадратическое отклонение непрерывной случайной 
величины определяется, как и для величины дискретной, равенством
£7 = Щ Х )
Замечание 1. Свойства математического ожидания и дисперсии 
дискретных величии сохраняются и для непрерывных величин.
Замечание 2. Для вычисления дисперсии более удобны формулы:
D(X) = ]x2f(x)dx -  (MW)1 D(X) = \ 1f(x)dx -  (Mix))1
5.7. Равномерное и нормальное распределение случайной величины
При решении задач, которые выдвигает практика, приходится 
сталкиваться с различными распределениями непрерывных случай­
ных величин. Плотности распределений непрерывных случайных ве­
личин называют также законами распределений. Часто встречаются, 
например, законы равномерного и нормального распределений.
Равномерное распределение случайной величины
Распределение вероятностей называют равномерным, если на 
интервале (а, Ь), которому принадлежат все возможные значения не­
прерывной случайной величины, плотность вероятности сохраняет 
постоянное значение, а вне этого отрезка равна нулю.
(0 при х<а,С при а <х<Ь,
0 при х > Ь
График плотности вероятности равномерно распределенной слу­
чайной величины приведен на рисунке 5.7.
Я*)*
а Ъ
Рис.5.7
х
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Найдем плотность равномерного распределения f(x), считая, что 
все возможные значения случайной величины заключены в интервале 
(а, Ь), на котором функция f(x) сохраняет постоянное значение
/(*) = С .
По условию, X  не принимает значений вне интервала (а, Ь), по­
этому /(*) = 0 при х < а и х > Ь.
Найдем значение постоянной С. Так как все возможные значения 
случайной величины принадлежат интервалу (а, Ь), то должно выпол­
няться соотношение
Ь Ь j
|/0 )Л г = 1, или jCatc = 1, отсюда С = ----- .
а а ^
Таким образом, для равномерно распределенной случайной ве­
личины X, возможные значения которой принадлежат интервалу (а, Ь) 
(рис. 5.7), плотность вероятности имеет вид:
0 при х<,а,
1
/(■*) = Ь -а
0
при а < х< Ь,  
при х > Ь
Функция распределения случайной величины X  с плотностью ве­
роятности f(x) имеет вид:
0 при х  < а, 
х - а
Г ( * )  = Ь -а
1 при х  > Ь 
График функции F(x) изображен на рисунке 5.8.
при а < х < Ь ,
Основные числовые характеристики равномерно распределенной 
непрерывной случайной величины равны:
Математическое ожидание М ( Х )  =
Дисперсия D (X ) = (Ь-а)1
12
Среднее квадратическое отклонение сг(Х) = Ь -а
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Нормальное распределение случайной величины
Нормальный закон распределения (закон Гаусса) играет исклю­
чительно важную роль в теории вероятностей. Во-первых, это наибо­
лее часто встречающийся на практике закон распределения непрерыв­
ных случайных величин. Во-вторых, он является предельным законом 
в том смысле, что к нему при определенных условиях приближаются 
другие законы распределения.
Закон распределения вероятностей непрерывной случайной ве­
личины X  называют нормальным, если плотность вероятности опре­
деляется формулой
/(*) = -
1
aVSF
где х  -  значения случайной величины Х; д и <т -  математическое ожи­
дание и среднее квадратическое отклонение.
Из формулы видно, что если случайная величина распределена по 
нормальному закону, то достаточно знать только два числовых пара­
метра -  д и <т, чтобы полностью знать закон ее распределения.
График функции f(x) называ­
ется нормальной кривой распреде­
ления или кривой Гаусса. Он имеет 
симметричный вид относительно 
ординаты х = д . Максимальная 
вероятности, равнаяплотность
1___ 0А
о
, соответствует матема-
crjb i
тическому ожиданию ц = Х \  по 
мере удаления максимума f(x) па­
дает и постепенно приближается 
к нулю. (рис. 5.9)
Величина д называется также центром рассеяния. Среднее квад­
ратическое отклонение о характеризует ширину кривой распределе-
Установим, как влияют параметры д и а на форму кривой Гаус­
са.
При изменении значения д нормальная кривая не меняется по 
форме, но сдвигается вдоль оси абсцисс (рис.5.10). Параметр а опре­
деляет форму кривой нормального распределения. С возрастанием а 
максимальная ордината кривой убывает, а сама кривая, становясь бо­
лее пологой, растягивается вдоль оси абсцисс; при уменьшении а кри­
вая вытягивается вверх, одновременно сжимаясь с боков. Вид кривой
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распределения при разных значениях а (<т, <аг < аг) показан на ри­
сунке 5.11.
Естественно, что при любых значениях ц  и а площадь, ограни­
ченная нормальной кривой и осью X, остается равной 1 (условие нор­
мировки):
Ь +00
J/(x)£& = 1 или \f(x)dx = 1 .
а -ао
Вероятность попадания значений случайной величины X  в интер­
вал (jc,,jc2), т.е. Р(х, < X  <х2), равна:
P(Xj < X  < ) = г-—
trV 2 т
или Р(х,<Х<х 2) =
где Ф(х) -  функция Лапласа.
На практике часто приходиться вычислять вероятности попадания 
значений нормально распределенной случайной величины на участки, 
симметричные относительно ц. В частности, рассмотрим следующую, 
важную в прикладном отношении задачу. Отложим от р  вправо и вле­
во отрезки, равные а, 2а и За (рис. 5.12) и проанализируем результат 
вычисления вероятности попадания X в соответствующие интервалы: 
P (ji-a < X < p  + a) = 0,6827 = 68,27%;
P(jx- 2 а < X <р + 2а) = 0,9545 = 95,45%;
Р(р-Ъа < X  < ц  + За) -  0,9973 = 99,73%;
Из последнего неравенства следует: практически достоверно, что 
значения нормально распределенной случайной величины X  с пара­
метрами р и а лежат в интервале ц±Ъо . Иначе говоря, зная р  = X  и а, 
можно указать интервал, в который с вероятностью Р — 99,73% попа­
дают значения данной случайной величины. Такой способ оценки 
диапазона возможных значений X  известен как «правило трех сигм».
*2
je 2°г dx
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Другими словами, вероятность того, что абсолютная величина 
отклонения превысит утроенное среднее квадратическое отклонение, 
очень мала, а именно равна 
0,0027. Это означает, что лишь в 
0,27% случаев так может произой­
ти. Такие события, исходя из прин­
ципа невозможности маловероят­
ных событий, можно считать прак­
тически невозможными. В этом и 
состоит сущность правила трех 
сигм: если случайная величина рас­
пределена нормально, то абсолют­
ная величина ее отклонения от ма­
тематического ожидания не превос- м ~с‘а______ t*=x ______ х
ходит утроенного среднего квадра­
тического отклонения. Рис.5.12
На практике правило трех сигм применяется так: если распреде­
ление изучаемой случайной величины неизвестно, но условие, ука­
занное в приведенном правиле, выполняется, то имеются основания 
предполагать, что изучаемая величина распределена нормально; в 
противном случае она не распределена нормально.
Пуимеу5.8: Известно, что для здорового человека pH крови яв­
ляется нормально распределенной величиной со средним значением 
(математическим ожиданием) 7,4 и стандартным отклонением 0,2. 
Определите диапазон значений этого параметра.
Решение:
Для ответа на данный вопрос воспользуемся «правилом трех 
сигм»; с вероятностью, равной 99,73%, можно утверждать, что диапа­
зон значений pH для здорового человека составляет [6 ,8; 8].
Пиимеу 5.9: Случайная величина X  подчинена нормальному за­
кону с математическим ожиданием д = 375 и средним квадратическим 
отклонением о = 25. Найти вероятность того, что значение этой слу­
чайной величины будет заключено в пределах от 300 до 425.
Решение:
Запишем вначале закон распределения. Общая формула имеет
вид:
т - * еЧх-^ )г/2<г’<тЛя
Подставляя ц = 375 и а = 25, после вычислений:
f(x) =
fr-371)’
1250
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Вероятность того, что X  примет значение из интервала х , < Х < х 2, 
имеет вид:
Р(х, < Х < х 2) =
1 Ж Iгде Ф(дг) = -= =  \e~x'^dx— функция Лапласа. Эта функция определяется с 
v2/r Z
помощью таблиц. В нашем случае:
( 425 -375^  . ( 300-375^
Р(300 < < 425) = ф | -----—-----I -  Ф |------—---- I = Ф(2) -  Ф(-3) = Ф(2) + Ф (3).
По таблице находим: Ф(2) = 0,4772; Ф(3) = 0,49865, следовательно:
Р(300 < X  < 425) = 0,4772 + 0,49865 = 0,97585.
Нормально распределенные случайные величины широко встре­
чаются в природе, на практике. Выдающимся русским математиком 
А.М. Ляпуновым была доказана центральная предельная теорема тео­
рии вероятностей, из которой вытекает следующее следствие: если 
случайная величина представляет собой сумму очень большого числа 
взаимно независимых случайных величин, влияние каждой из кото­
рых на всю сумму ничтожно мало, то эта случайная величина имеет 
распределение, близкое к нормальному.
5.8. Закон больших чисел. Теорема Чебышева, теорема Бернулли, 
их вероятностный смысл. Понятие о теореме Ляпунова
Как мы знаем, нельзя заранее уверенно предвидеть, какое из воз­
можных значений примет случайная величина в итоге испытании; это 
зависит от многих случайных причин, учесть которые мы не в состоя­
нии. Казалось бы, что поскольку о каждой случайной величине мы 
располагаем в этом смысле весьма незначительными сведениями, то 
вряд ли можно установить закономерности поведения и суммы доста­
точно большого числа случайных величин. На самом деле это не так. 
Оказывается, что при некоторых сравнительно широких условиях 
суммарное поведение достаточно большого числа случайных величин 
почти утрачивает случайный характер и становится закономерным. 
Для практики очень важно знание условий, при выполнении которых 
совокупное действие очень многих случайных причин приводит к ре­
зультату, почти не зависящему от случая, так как позволяет предви­
деть ход явлений. Эти условия и указываются в теоремах, носящих 
общее название закона больших чисел. К ним относятся теоремы Че­
бышева и Бернулли. Теорема Чебышева является наиболее общим за­
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коном больших чисел, теорема Бернулли — простейшим.
Теорема Чебышева
Если случайные величины Хх,Х г,..Х,,...,Хт попарно независимые, 
имеют одинаковые математические ожидания М(Х:) = ц (/' = 1,2,..л) и 
ограниченные дисперсии сг2(Х1) <С (/ = 1,2,..л ) , то, какова бы ни была 
положительная постоянная с, вероятность осуществления неравенства
-  р  < е  стремится к единице при п -> да, т.е.
limя-*® -ц  <«•=!-
Таким образом, теорема Чебышева утверждает, что если рас­
сматривается достаточно большое число независимых случайных ве­
личин, имеющих ограниченные дисперсии, то почти достоверным 
можно считать событие, состоящее в том, что отклонение среднего 
арифметического случайных величин от среднего арифметического их
математических —Y  X. -  ц < е ожиданий будет по абсолютной вели-
чине сколь угодно малым.
Выше, формулируя теорему Чебышева, мы предполагали, что 
случайные, величины имеют различные математические ожидания. На 
практике часто бывает, что случайные величины имеют одно и то же 
математической ожидание. Очевидно, что если вновь допустить, что 
дисперсии этих величин ограничены то к ним будет применима тео­
рема Чебышева.
Обозначим математическое ожидание каждой из случайных ве­
личин через //; в рассматриваемом случае среднее арифметическое ма­
тематических ожиданий, как легко видеть, также равно ц.
Мы можем сформулировать теорему Чебышева для рассматри­
ваемого частного случая.
Если Х„Х2,..Х1,...,ХЯ -  попарно независимые случайные величи­
ны, имеющие одно и то же математическое ожидание /л, и если дис­
персия этих величин равномерно ограничены, то как бы мало ни было 
число е>0, вероятность неравенства
|^ Г, +Х2 +... + Х, +... + Х,
будет как угодно близка к единице, если число случайных величин 
достаточно велико.
Другими словами, в условиях теоремы будет иметь место равен-
с т в о
X]+X2+... + X l +... + X n 
п
< £  = 1 .
Сущность данной теоремы такова: хотя отдельные независимые 
случайные величины могут принимать значения далекие от своих ма­
тематических ожиданий, -  среднее арифметическое достаточно боль­
шого числа случайных величин с большой вероятностью принимает 
значения близкие к определенному постоянному числу, а именно к
числу +^ 2 — —  (или к числу р  в частном случае). Иными слова-
п
ми, отдельные случайные величины могут иметь значительный раз­
брос, а их среднее арифметическое рассеянно мало.
Таким образом, нельзя уверенно предсказать, какое возможное 
значение примет каждая из случайных величин, но можно предвидеть 
какое значение примет их среднее арифметическое.
Итак, среднее арифметическое достаточно большого числа неза­
висимых случайных величин (дисперсии которых равномерно ограни­
чены) утрачивает характер случайной величины. Объясняется это тем, 
что отклонения каждой из величин от своих математических ожида­
нии могут быть как положительными, так и отрицательными, а в 
среднем арифметическом они взаимно погашаются.
Теорема Чебышева справедлива не только для дискретных, но и 
для непрерывных случайных величии.
Теорема Бернулли
Пусть производится п независимых испытаний, в каждом из ко­
торых вероятность появления события А равна р. Можно ли предви­
деть какова будет примерно относительная частота появлений собы­
тия? Положительный ответ на этот вопрос дает теорема, доказанная 
Яковом Бернулли, которая получила название «закона больших чи­
сел» и положила начало теории вероятностей как науке.
Теорема Бернулли. Если в каждом из п независимых испытаний 
вероятность р  появления события А постоянна, то как угодно близка к 
единице вероятность того, что отклонение относительной частоты от 
вероятности р  по абсолютной величине будет сколь угодно малым, 
если число испытаний достаточно велико.
Другими словами, если е сколь угодно малое положительное 
число, то при соблюдении условий теоремы будет иметь место равен-
I l l
Практическое значение теоремы Бернулли заключается в том, что 
она раскрывает те условия, при которых вероятность появления собы­
тия становится сколь угодно близкой к единице (или к нулю), и ут­
верждает устойчивость относительной частоты при постоянных усло­
виях опыта.
Практика требует, чтобы мы располагали надежными данными о 
достоверности или невозможности наступления интересующих нас 
событий. Огромный опыт, накопленный человечеством, свидетельст­
вует, что явления, имеющие вероятность, весьма близкую к единице, 
принято считать практически достоверными. События, вероятность 
осуществления которых очень мала (близка к нулю), наступают очень 
редко. Их принято считать практически невозможными. Но эти сооб­
ражения не могут найти практического применения, пока они не 
обоснованы необходимыми расчетами. Здесь выявляется особая прак­
тическая важность закона больших чисел, раскрывающего те условия, 
при которых вероятность появления события становится сколь угодно 
близкой к единице (или к нулю).
Приведенные выше теоремы и неравенства дают ответы на ряд 
вопросов: начиная с какого числа испытаний заданная вероятность 
отклонения будет находиться в требуемых границах; какова граница 
возможного отклонения при заданных числе испытаний и вероятно­
сти; при каком соотношении между объемами выборки и всей сово­
купности будет обеспечена заданная вероятность допустимого откло­
нения выборочной средней от общей средней и т. д.
Понятие о теореме Ляпунова
В теории вероятностей некоторые весьма общие достаточные ус­
ловия для сходимости распределения суммы независимых случайных 
величин к нормальному закону устанавливает теорема Ляпунова.
Приведем одну из простейших форм этой теоремы.
Если Х х,Х г,...Хп...,Хт -  независимые случайные величины, 
имеющие один и тот же закон распределения с математическим ожи­
данием fi и дисперсией o'2, то при неограниченном увеличении п закон
и
распределения суммы X  = ^ Х ,  неограниченно приближается к нор-
(“I
мальному.
Сущность теоремы Ляпунова заключается в том, что сумма п не­
зависимых случайных величин, заданных произвольными распреде­
лениями, имеет распределение, которое по мере возрастания числа п 
стремится к нормальному при условии, что влияние каждой случай­
ной величины невелико по сравнению с их суммарным влиянием. 
Значительное число случайных явлений, встречающихся в природе,
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протекает именно по такой схеме. В связи с этим теорема Ляпунова 
имеет большое значение, а нормальный закон является одним из ос­
новных в теории вероятностей.
Например, производится измерение некоторой физической вели­
чины с помощью измерительного прибора. Любое измерение дает 
лишь приблизительный результат, так как на него оказывают влияние 
очень многие случайные факторы (изменение температуры, колебания 
атомов, несовершенство органов зрения наблюдателя и др.). Каждый 
из этих факторов порождает ничтожную частную погрешность. По­
скольку число факторов очень велико, совокупное их влияние дает 
уже заметную суммарную погрешность. Рассматривая суммарную по­
грешность как сумму очень большого числа взаимно независимых ча­
стных погрешностей, мы можем заключить, что суммарная погреш­
ность будет иметь распределение вероятностей, близкое к нормально­
му. Опыт подтверждает справедливость такого заключения.
Вопросы для самоконтроля:
1. Дайте определение случайной величины.
2. Какую случайную величину называют дискретной? непрерыв­
ной? Приведите примеры.
3. Что называют рядом распределения дискретной случайной ве­
личины? Как еще можно задать закон распределения дискретной 
случайной величины?
4. Что называют математическим ожиданием дискретной случай­
ной величины?
5. Перечислите свойства математического ожидания случайной 
величины.
6 . Что называют дисперсией случайной величины?
7. Перечислите свойства дисперсии случайной величины.
8. Что называют средним квадратичным отклонением случайной 
величины?
9. Какое распределение называют биномиальным?
10. Какое распределение называют распределением Пуассона?
11. Дайте определение функции распределения вероятностей. Пе­
речислите свойства функции распределения.
12. Как, зная функцию распределения, найти вероятность попада­
ния случайной величины в заданный интервал?
13. Какие свойства должна иметь некоторая функция для того, 
чтобы она могла быть функцией распределения?
14. Дайте определение плотности распределения вероятностей. 
Перечислите свойства плотности распределения. Существует ли 
плотность распределения у дискретной случайной величины?
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15. Как, зная плотность распределения, найти вероятность попа­
дания случайной величины в заданный интервал?
16. Чем различаются графики функций распределения дискретной 
и непрерывной случайных величин?
17. Что называют математическим ожиданием непрерывной слу­
чайной величины?
18. Что называют дисперсией непрерывной случайной величины?
19. Какое распределение называют равномерным?
20. Какое распределение называют нормальным?
Задания для решения:
1. Задают ли закон распределения дискретной случайной величи­
ны следующие таблицы?
2. Дискретная случайная величина X имеет закон распределения:
X 3 4 5 6 7
___Е___ El__ 0,15 Рз 0,25 0,35
а) Найдите вероятности р, = Р(Х = 3) и р, = Р{Х = 5), если известно, что 
р3 в 4 раза больше р , .
б) Получив ответ на первый вопрос, постройте многоугольник рас­
пределения.
3. Случайная величина X задана законом распределения
X 2 3 10
Р 0,1 0,4 0,5
Найти математическое ожидание и среднее квадратическое отклоне­
ние сг(Х). Построить многоугольник распределения.
4. Найти дисперсию случайной величины X, зная закон ее рас­
пределения. Построить многоугольник распределения.
X 0,1 2 10 20
Р 0,4 0,2 0,15 0,25
5. Дискретная случайная величина X имеет закон распределения
X 1 2 3 4
Р 0,1 0,2 0,3 0,5
X 5 6 7 8
Е 0,2 0,4 0,1 0,3
X 0,2 0,4 0,6 0,8 1
Р 0,1 0,2 0,4 Р4 0,1
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Чему равна вероятность Р4(Х=0,8)? Построить многоугольник рас­
пределения. Найти математическое ожидание и дисперсию.
6 . Закон распределения случайной величины X задан следующей 
таблицей:
X 0 1 2 3 4
р 0,13 0,35 0,35 0,15 0,02
Вычислить ее математическое ожидание, дисперсию и среднее квад­
ратическое отклонение.
7. Число а-частиц, достигающих счетчика в некотором опыте за 
равные промежутки времени, является случайной величиной, распре­
деленной по закону, заданному следующей таблицей:
а Р а Р а Р а Р
0 0,021 3 0,201 6 0,097 9 0,011
1 0,081 4 0,195 7 0,054 10 0,007
2 0,156 5 0,151 8 0,026
Найти: 1) математическое ожидание и дисперсию числа частиц, дос­
тигающих счетчика; 2) вероятность того что число частиц, достигаю­
щих счетчика, будет не меньше четырех.
8. Медсестра обслуживает трех больных. Вероятность того, что 
каждому больному в течение часа потребуется внимание сестры, рав­
на 0,4. Построить функцию распределения числа вызовов медсестры в 
течение часа.
9. По оценкам, в городе N происходит в среднем одно рождение в 
час. Какова вероятность того, что за данный час: 1) не произойдет ни 
одного рождения; 2) произойдет более двух рождений?
10. Для функции распределения непрерывной случайной величи­
ны
0
F(x) =
при х<,0 
при 0 < х < 2
1 при х > 2
Найти коэффициент а и плотность вероятности случайной величины 
X. Определить вероятность попадания случайной величины X в ин­
тервале (0;1) .
11. Случайная величина задана интегральной функцией. Найти 
дифференциальную функцию (плотность вероятности).
0 при х<,0
F(x) = i ( l- c o s x )
1
при 0 < х S тт 
при X > тт
12. Случайная величина задана интегральной функцией:
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F(x) =
О
1+ -  
3
/
при х<,~1 
при -1  <х<2 
при х >2
Найти вероятность того, что в результате испытания X примет значе­
ние, заключенное в интервале [0;l]
13. Случайная величина задана дифференциальной функцией:
О при х<,0
/(*) =
1 .<—sinx
2
при 0 <х< л
О при х > тт
Найти вероятность того, что в результате испытания случайная вели-
лчина примет значение, заключенное в интервале
’ 4
14. Плотность распределения вероятностей непрерывной случай­
ной величины X в интервале л  л  
2 ’2 равна /(*) = —cos *, вне этого л
интервала / (jc) = 0 . Найти вероятность того, что в двух независимых 
испытаниях X примет ровно два раза значение, заключенное в интер­
вале оЛ4
15. Для плотности вероятности случайной величины X
f(x) = Csin2x (0 <х< 2л)определить параметр С.
16. Случайная величина X подчинена нормальному закону с ма­
тематическим ожиданием р = 375 и средним квадратическим откло­
нением о = 25. Найти вероятность того, что значение этой случайной 
величины будет заключено в пределах от 300 до 425.
17. Плотность вероятности случайной величины X задана выра-
<х-»'
жением f(x) = ае ‘ . Найти коэффициент а и определить вероятность 
того, что в результате опыта случайная величина X отклонится от сво­
его математического ожидания не более чем на 1,5.
18. Случайная величина X подчиняется нормальному закону 
распределения с математическим ожиданием 30 и дисперсией 10. 
Найти вероятность того, что значение случайной величины заключено 
в интервале (10, 50).
19. Среди 10 000 обследованных были выявлены два человека с 
редким заболеванием. Какова вероятность того, что из 10 000 случай­
но выбранных человек ровно у двух окажется редкое заболевание?
20. Известно, что для человека pH крови является случайной ве­
личиной, имеющей нормальное распределение с математическим 
ожиданием р  = 7,4 и средним квадратическим отклонением сг = 0,2.
Найти вероятность того, что уровень pH находится между 7,35 и 7,45.
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21. Вероятность того, что среди стандартных ампул имеются ам­
пулы с дефектом, равна 0,25. Составить биноминальное распределе­
ние вероятностей бездефектных взятых наугад 6  ампул.
22. Всхожесть семян лекарственного растения оценивается веро­
ятностью 0,9. Составить биноминальное распределение вероятностей 
появления всхожих семян из пяти наугад взятых.
23. Вероятность изготовления нестандартного продукта равна 
0,004. Найти вероятность того, что в партии из 1000 единиц окажется 
5 нестандартных.
24. Из 1000 рецептов, поступивших в аптеку, 10 оказались непра­
вильными. Какова вероятность того, что из 300 рецептов два будут 
неправильными?
25. Предполагается подвергнуть испытанию на прочность 100 
таблеток. Для каждой таблетки вероятность разрушения равна 0,03. 
Какова вероятность того, что данная таблетка при испытании разру­
шится?
26. На аналитических весах производится взвешивание некоторо­
го вещества без учета систематических ошибок. Случайные погреш­
ности распределены по нормальному закону со средним квадратиче­
ским отклонением 2 мг. Определить вероятность того, что отклонение 
результата взвешивания от математического ожидания не превзойдет 
по абсолютной величине 1 мг.
27. По данным ОТК, брак при выпуске таблеток составляет 0,02. 
Найти вероятность того, что в серии из 1000 таблеток отклонение ко­
личества пригодных от 900 не превысит 0,05.
28. Для определения средней урожайности лекарственного расте­
ния взято на выборку по 1м2 с каждого гектара. Известно, что диспер­
сия по всему участку не превышает 4кг. Оценить вероятность того, 
что среднее значение урожайности от средней урожайности по всему 
участку отличается не более чем на 2 кг. Всего засеяно 5 га.
29. Вероятность спроса на данную лекарственную форму 0,8. 
Оценить вероятность того, что при 1000 обращениях в аптеку откло­
нение частоты спроса на данную лекарственную форму от вероятно­
сти спроса по абсолютной величине будет меньше 0,05.
30. Дисперсия данных независимых случайных величин не пре­
вышает 4. Найти число величин, при котором вероятность отклонения 
их среднего арифметического от среднего арифметического их мате­
матических ожиданий не более чем на 0,25 превысит 0,99.
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ТЕМА №6
ЭЛЕМЕНТЫ МАТЕМАТИЧЕСКОЙ СТАТИСТИКИ
ПРОГРАММНЫЕ ВОПРОСЫ:
6.1.Задачи математической статистики. Генеральная и выборочная 
совокупности, способы отбора, представительность выборки.
6.2. Статистическое распределение выборки. Дискретный и интер­
вальный ряды распределения.
6.3. Графическое представление статистических распределений вы­
борок.
6.4. Эмпирическая функция распределения.
6.5. Понятие о несмещенности, состоятельности и эффективности 
оценок параметров распределения.
6.6. Выборочная средняя, выборочная и исправленная дисперсии.
6.7. Доверительный интервал для оценки математического ожида­
ния нормального распределения. Распределение Стьюдента.
6.8. Понятие нормы для медицинских показателей.
6.1.Задачи математической статистики. 
Генеральная и выборочная совокупности, способы отбора, 
представительность выборки
Математическая статистика -  раздел прикладной математи­
ки, непосредственно примыкающий к теории вероятностей. Основное 
отличие математической статистики от теории вероятностей состоит в 
том, что в математической статистике рассматриваются не действия 
над законами распределения и числовыми характеристиками случай­
ных величин, а приближенные методы отыскания этих законов и ха­
рактеристик по результатам экспериментов.
Разработка методов получения, описания и анализа эксперимен­
тальных данных, определенных в результате исследования случайных 
явлений, составляет предмет специальной науки -  математической 
статистики. Эти данные принято называть статистическими. Ста­
тистические данные часто можно рассматривать как совокупность 
экспериментальных результатов, которые представляют собой набор 
возможных значений случайных однородных величин (роста, массы 
тела, содержания сахара в крови, длительности пребывания больного 
на койке и т. д.).
Фундаментальными понятиями математической статистики яв­
ляются генеральная совокупность и выборочная совокупность (вы­
борка).
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Генеральная совокупность -  это множество подлежащих стати­
стическому изучению однородных объектов, которые характеризуют­
ся качественными или количественными признаками. Например: все 
жители Беларуси в фиксированный момент времени, или только все 
мужчины, или женщины, или дети; множество действительных чисел, 
лежащих между 0 и 1 ; количество больных ревматизмом на земном 
шаре и т.д. Число объектов генеральной совокупности называют ее 
объемом и обозначают N.
Чтобы изучить генеральную совокупность по какому-либо из её 
количественных признаков X  (острота зрения, показатели анализа 
крови и т.д.), нужно определить закон распределения данного призна­
ка и основные характеристики этого распределения (математическое 
ожидание, дисперсию). Однако на практике это сложно сделать (либо 
физически невозможно, либо экономически невыгодно). Поэтому ис­
следуют только часть объектов, так называемую выборку.
Выборочная совокупность -  множество объектов, случайно ото­
бранных из интересующей нас генеральной совокупности для кон­
кретного статистического исследования. Число объектов выборки на­
зывают ее объемом и обозначают п. Например, для контроля качества 
растворов в ампулах для инъекций на отсутствие в них механических 
загрязнений из серии 5000 ампул отбирают 150 ампул (N=5000 -  объ­
ем генеральной совокупности, п=150 -  объем выборки).
Исследование выборок дает приближенное оценочное значение 
для интересующего нас параметра. Следовательно, постоянная вели­
чина -  значение нужной характеристики для генеральной совокупно­
сти -  заменяется значением случайной величины, полученным по ре­
зультатам выборки на основании некоторого правила. Главная цель 
выборочного метода -  по вычисленной характеристике выборки как 
можно точнее определить соответствующую характеристику гене­
ральной совокупности. Это возможно лишь в том случае, когда ото­
бранная для работы часть объектов репрезентативна целому, т.е. ти­
пична, обладает теми же основными чертами, что и все целое. Иначе 
говоря, выборка должна быть представительной, т.е. по возможности 
полнее «представлять» свою генеральную совокупность. Это одно из 
важнейших требований, предъявляемых к выборке, невыполнение ко­
торого ведет к грубым ошибкам и обесценивает результаты исследо­
вания. Например, если при изучении заболеваемости населения рес­
публики (генеральная совокупность) ишемической болезнью сердца в 
качестве выборки будет взята группа студентов, то результаты ока­
жутся ошибочными, поскольку свойства выборки не будут соответст­
вовать свойствам генеральной совокупности, как и в случае, когда в 
качестве выборки будут взяты только пациенты кардиологического
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диспансера. Репрезентативность выборки обеспечивается ее достаточ­
ным объемом и определенными правилами ее формирования.
В зависимости от техники отбора объектов из генеральной сово­
купности выборки делятся на повторные и бесповторные.
Если выборку отбирают по одному объекту, который обследуют 
и снова возвращают в генеральную совокупность, то выборка называ­
ется повторной. Если объекты выборки не возвращаются в генераль­
ную совокупность, то выборка называется бесповторной. На практи­
ке обычно пользуются бесповторной выборкой.
На практике применяются различные способы отбора. Различают 
случайный отбор, т. е. проводимый с помощью какого-либо случай­
ного механизма, и неслучайный (по закономерности). В статистике 
применяется в основном случайный отбор как более надежный в от­
ражении свойств генеральной совокупности.
Простым случайным отбором называется отбор, удовлетво­
ряющий следующим требованиям:
1 . выбор является случайным;
2 . каждый элемент совокупности может быть выбран;
3. каждый элемент выбирается независимо от остальных;
4. все элементы выборки получаются в равных условиях.
Осуществить простой отбор можно различными способами. На­
пример, для извлечения п объектов из генеральной совокупности объ­
ема N  поступают так: выписывают номера от 1 до N  на карточках, ко­
торые тщательно перемешивают и наугад вынимают одну карточку, 
объект, имеющий одинаковый номер с извлеченной карточкой, под­
вергают обследованию; затем карточка возвращается в пачку и про­
цесс повторяется, т. е. карточки перемешиваются, наугад вынимают 
одну из них и т. д. Так поступают п раз; в итоге получают простую 
случайную повторную выборку объема п.
Если извлеченные карточки не возвращать в пачку, то выборка 
будет простой случайной бесповторной.
Так можно выбирать группу людей для обследования, ампулы 
партии для испытания, лекарственные препараты для контроля и т. д.
В реальных условиях простой случайный отбор не всегда осуще­
ствим. Он является как бы эталонным идеальным отбором. Его нельзя, 
например, осуществить из бесконечной генеральной совокупности 
(время обслуживания, отклонение результата измерения от нормы), из 
генеральной совокупности, образование которой не завершено и мо­
жет продолжаться бесконечно долго.
Виды реальных отборов:
1. Типическим называют отбор, при котором объекты отбирают­
ся не из всей генеральной совокупности, а из каждой ее «типической» 
части. Например, если ампулы изготовляют на нескольких станках, то
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отбор производят не из всей совокупности ампул, произведенных 
всеми станками, а из продукции каждого станка в отдельности. Типи­
ческим отбором пользуются тогда, когда обследуемый признак замет­
но колеблется в различных типических частях генеральной совокуп­
ности.
2. Механическим называют отбор, при котором элементы гене­
ральной совокупности выбираются по какой-либо закономерности. 
Например, измерения производятся через равные промежутки време­
ни; контролируется каждая десятая ампула, сходящая с конвейера; 
каждый пятый человек по списку и т.д.
3. Серийным называют отбор, при котором объекты отбирают из 
генеральной совокупности не по одному, а «сериями», которые под­
вергаются сплошному обследованию. Например, контролю подверга­
ется не одна таблетка лекарства, а упаковка, не один человек из какой- 
либо группы, а вся группа. Серийным отбором пользуются тогда, ко­
гда обследуемый признак колеблется в различных сериях незначи­
тельно.
4. Субъективным называют отбор на основе какого-либо субъ­
ективного принципа. Например, обследуются не вся партия лекарст­
венных препаратов, а лишь одна, наиболее подозрительная часть. Он 
экономит время, средства, но может привести к большим ошибкам.
5. Выбор с помощью случайных независимых измерений (тем­
пература среды, загрязненность атмосферы). Характерен для естест­
веннонаучных исследований.
На практике часто применяется комбинированный отбор, при ко­
тором сочетаются указанные выше способы.
6.2. Статистическое распределение выборки.
Дискретный и интервальный ряды распределения
Итак, мы хотим знать распределение признака X  в генеральной 
совокупности, но реально исследуем лишь некоторую выборку из неё.
В серии экспериментов, проводимых с выборкой, величина X  
принимает определенные значения. Эти значения, записанные для 
всех элементов выборки в том порядке, в котором они были получены 
в опытах, представляют собой простой статистический ряд. Полу­
ченные данные и подлежат статистической обработке, статистическо­
му анализу.
Первый шаг при обработке этого материала -  наведение в нем 
определенного порядка, ведущего к получению статистического рас­
пределения выборки.
Статистическое распределение выборки — это составление 
дискретного или интервального рядов, соответственно, когда количе­
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ственный признак, по которому исследуют данную выборку, является 
дискретной или непрерывной величиной.
Дискретный ряд распределения
Пусть из генеральной совокупности извлечена выборка объемом 
п. В имеющемся у нас простом статистическом ряду варианта х/ 
встречается (повторяется) т, раз, х2 -  т2 раза, ... хк - т к раз и т.д. На­
блюдавшиеся значения х, признака X  называют вариантами, а после­
довательность вариант, записанную в возрастающем порядке, вариа­
ционным рядом.
Дискретный вариационный ряд удобно представить в виде таб­
лицы, включающей в себя:
1) различные по значению варианты X/, расположенные в опреде­
ленной, заранее выбранной последовательности (обычно в порядке 
возрастания);
2 ) т ,  — частоты вариантов, т.е. числа наблюдений (повторений) 
варианты х, в простом статистическом ряду;
3) Pi = ——  относительные частоты вариант, т.е. отношения час-
п
тот /и, к объему выборки п; они являются выборочными (эмпириче­
скими) оценками вероятностей появления значений х,.
Каждая относительная частота указывает, какая доля общего объ­
ёма выборки приходится на данное значение вариантов xt
Итак, для дискретной величины X  вариационный ряд -  статисти­
ческое распределение выборки -  имеет следующий вид:
Варианта x t 
( x ,< X 2< X 3. . .< X k )
х , Х2 Xj ... х к Контроль
Частота mi т, т2 т3 ... тк
к
X X  = Я
«=1
Относительная 
• т,частота р, =  —  
п
ЩL 
п
щ
п п
...
п Х - = 1п
Напомним, что под распределением дискретной случайной вели­
чины в теории вероятностей понимается соответствие между возмож­
ными значениями случайной величины и их вероятностями; в матема­
тической статистике -  соответствие между наблюдаемыми варианта­
ми х, и их частотами или относительными частотами.
Пример 6.1: В результате отдельных испытаний активности тет­
рациклина были получены следующие значения (в единицах действия
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на 1 мг): 925, 940, 760, 905, 995, 965, 940, 925, 940, 905. Составить ряд 
распределения.
Решение:
Расположив значения активности, частоты и относительные час­
тоты в порядке возрастания, получим дискретный ряд распределения 
в виде таблицы:
Xi 760 905 925 940 965 995 Контроль
т, 1 2 2 3 1 1
оиБ
4
^
1
• т.
Pi = —  п
0,1 0,2 0,2 0,3 0,1 0,1 и
s
i с
4лч1з
Полезность подобного представления данных очевидна по сле­
дующей причине: мы получаем практически важный результат -  воз­
можность оценить более и менее вероятные значения признака.
Интервальный ряд распределения
Интервальный ряд распределения составляется тогда, когда ко­
личественный признак X, является непрерывной случайной величи­
ной, т.е. может принимать любые значения в некотором интервале.
В этом случае статистическое распределение выборки (интер­
вальный ряд) строится следующим образом.
Для начала область изменения признака (хжкс -  хтн) разбивают на 
несколько интервалов равной ширины. Число интервалов к, как пра­
вило, не менее 5 и не более 25 приближенно определяется следую­
щими эмпирическими формулами:
к = Гн , или к » 1  + 3,331g п (формула Стерджесса) 
где и -  объем выборки.
Ширину интервалов вычисляли по следующей формуле:
дx = h = x’*“‘c~x'“" 
к
Затем находят границы интервалов:
■Гтш= *0 . * , =  * 0 + К  Хг = X, + А, .... Хтю= Х к .
Поскольку некоторые варианты могут являться границей двух 
соседних интервалов, то, во избежание недоразумений, придержива­
ются следующего правила: к интервалу (а,Ь), относят варианты удов­
летворяющему неравенству айх< Ь.
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Затем для каждого интервала подсчитывают частоты и (или)
относительные частоты р '  = —  попадания вариант в данный интер-п
вал. Нередко используют также плотность относительной частоты:
ml _ т ,  
пАх nh
Данную величину можно считать выборочной (эмпирической) 
оценкой плотности вероятности.
Рассмотренное выборочное распределение непрерывной случай­
ной величины X -  интервальный ряд — обычно представляется в виде 
таблицы, имеющей, в частности, следующий вид:
Интервал х<г-х, Х г-х2 хт-хз ... Хк-Г-Хк
Частота т, т, т2 т3 тк
Относительная
« т,частота р{ -  —  п
т, т2 тг Щ
п п п п
Пример 6.2: Анализируемый показатель X  -  масса тела новорож­
денного. Определение массы тела 100 новорожденных показало, что 
минимальная масса составляет 2,7кг, максимальная -  4,4 кг. Соста­
вить ряд распределения.
Решение:
Интервал (2,7-4,4) кг разбиваем на 10 равных интервалов
(* = -Л00 = 10) шириной Л = 4,4-2,7 
10
= 0,17 кг и строим интервальный
ряд:
Номер
интервала I 2 3 4 5 6 7 8 9 10
Интервал, 
масса тела, кг
2,7-
2,87
2,87-
3,04
3,04-
3.21
3,21-
3,38
3.38-
3,55
3.55-
3.72
3,72-
3,89
3,89-
4,06
4,06-
4,23
4.23-
4,4
Частота т, 4 8 12 16 21 15 11 7 4 2
Относительная
частота
• т,
Pi = —  п
0,04 0,08 0,12 0,16 0,21 0,15 0,11 0,07 0,04 0,02
Плотность
относительной
частоты —  
nh
0,235 0,47 0,7 0,94 1,235 0,88 0,65 0,41 0,235 0.118
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Контроль: Л = 10, ]Гот, = 4  + 8 + 12 + 16 + 21 + 15 + 11 + 7 + 4 + 2 = 100 = п (объ-
1=1
ем выборки),
10 т
= 0,04 + 0,08 + 0,12 + 0,16 + 0,21 + 0,15 + 0,11 + 0,07 + 0,04 + 0,02 = 1.
1=1 П
ю
6.3. Графическое представление статистических 
распределений выборок
Для получения наглядного представления о распределении выбо­
рок строят соответствующие графики, в частности, полигон частот 
или гистограмму распределения.
Вариационный ряд часто изображают графически в виде полиго­
на частот или полигона относительных частот.
Для построения полигона частот на оси абсцисс откладывают ва­
рианты Xi а на оси ординат -  соответствующие им частоты т,. Точки 
(х,, от,) соединяют отрезками прямых.
Полигоном частот называют ломаную линию, отрезки которой
соединяют точки (х,,т,), (х2,от2) ...... (xk,mt ).
Полигоном относительных частот называют ломаную линию,
отрезки которой соединяют точки (х,, —), (х2,— ), ..., (х4,— ). На ри-
п п п
сунке 6.1 показан полигон частот.
Рис.6.1
Для непрерывной случайной величины обычно строят гисто­
граммы частот или гистограммы относительных частот.
Гистограммой частот называют диаграмму, состоящую из вер­
тикальных прямоугольников, основаниями которых являются интер­
валы длиной Дх = h , а высоты равны отношению — (плотности час-
Дх
тоты).
Для построения гистограммы частот на оси абсцисс откладывают 
интервалы значений исследуемого показателя (интервалы вариант) и
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на них строят прямоугольники высотой — . Площадь i-го прямо-Лх
угольника равна Аде — = от,, т.е. равна количеству вариант в i-м интер- 
Дх
вале. Следовательно, площадь гистограммы частот равна сумме час­
тот для всех интервалов, иначе говоря, равна объему выборки.
Гистограмма относительных частот отличается от предыду­
щей гистограммы тем, что на ней высоты прямоугольников равны от­
ношению , т. е. равны плотности относительной частоты (эмпири- 
пАх
ческой плотности вероятности). В этом случае площадь i-го прямо­
угольника равна Дх -^ -=  р ' -  относительной частоте вариант, попав- 
пАх
ших в i- й  интервал (рис.6.2). Напомним, что р  -  оценка вероятности 
попадания значений X  в выбранный интервал. Площадь гистограммы 
относительных частот равна сумме относительных частот для всех 
интервалов, т. е. равна единице.
Отметим, что гистограммой называют и фигуру, состоящую из 
вертикальных прямоугольников, высотами которых являются непо­
средственно частоты от, для соответствующих интервалов или относи­
тельные частоты (в нормированной гистограмме), а также относи­
тельные частоты в процентах (процентная гистограмма). Два послед­
ние варианта позволяют сравнивать гистограммы, построенные на од­
них и тех же интервалах, но для различных выборок из той же гене­
ральной совокупности.
Важно, что гистограммы можно использовать для оценки закона 
распределения признака в генеральной совокупности. Соединяя сред­
ние точки верхних оснований прямоугольников гистограммы относи­
тельных частот плавной линией, можно по данным выборки получить 
примерный вид графика зависимости плотности вероятности f ( x ) .  
Можно предположить, что анализируемый показатель в генеральной 
совокупности распределен по нормальному закону, т. е. нормальный 
закон является вероятностной моделью для данного признака.
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Пример 6.3: Построить полигон частот и относительных частот 
по распределению выборки
X 2 3 5 6
/я, 10 15 5 20
Решение:
Полигон частот (рис. 6.3).
Полигон относительных частот (рис. 6.4).
/** = -*-; л = 10 + 15 + 5 + 25 = 50;
",
Р* = —  = 0,2; />* = —  = 0,3;
1 50 2 50Щ
5 20/>* = — = 0,1; Р *  = —  = 0,4.
3 50 4 50
6.4. Эмпирическая функции распределения
Предположим, что изучается некоторая случайная величина X, 
закон распределения которой неизвестен. Требуется определить этот 
закон на основании опыта или проверить экспериментально гипотезу о 
том, что величина X  подчинена тому или иному закону. С этой целью 
над случайной величиной X  проводится ряд независимых опытов и со­
ставляется статистическое распределение выборки количественного 
признака X. Чтобы получить представление о распределении случай­
ной величины X, строят эмпирическую функцию распределения.
Эмпирической функцией распределения (функцией распреде­
ления выборки) — называют функцию F‘(x), определяющую для каж­
дого значения х  относительную частоту события Х<х:
Г ( х ) = ^ ,
п
где т{х) — число наблюдений, при которых значение признака X  
меньше х; п -  объём выборки.
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В отличии от эмпирической функции распределения F' (ж) вы­
борки, функцию распределения F(x) генеральной совокупности назы­
вают теоретической функцией.
Различие между эмпирической F \x )  и теоретической F(x) функ­
циями состоит в том, что F(x) определяет вероятность события Х<х, а 
F \x )  — относительную частоту этого же события. Поэтому эмпириче­
скую функцию распределения выборки F’(x) можно использовать для 
приближённого представления теоретической функции распределения 
генеральной совокупности.
Функция F \x)  имеет следующие свойства:
1. Значения эмпирической функции принадлежит отрезку [0;1].
2. F'(x) -  неубывающая функция.
3. Если хI -  наименьшая варианта, то F'(x) = 0 при х<хг, если хк — 
наибольшая варианта, то F'(x) = 1 , при х>хк.
График эмпирической функции представлен на рисунке 6.5:
F'M
*i ** *n X
Рис. 6.5
Пример 6.4: Построить эмпирическую функцию по данному рас­
пределению выборки:
Xi 2 6 10
Щ 12 18 30
Решение:
Найдем объем выборки « = 12 + 18 + 30 = 60. Наименьшая варианта 
равна 2, следовательно, F \ x )  = 0 прих< .2 .
Значение X <6,  а именно х , = 2 ,  наблюдалось 12 раз, следова- . 12тельно, F  (дг) = — = 0,2 при 2 < х < 6 .
60
Значения А"< 10, а именно х, = 2 и х2 = 6 , наблюдалось 12+18 = 30 
раз,следовательно, F'(x)  = — = 0,5 при 6 < х < 1 0 .
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Так как х = 10 -  наибольшая варианта, то F'(x) = 1 при х > 10. 
Искомая эмпирическая функция
О при х <, 2
F \x )
0,2 при 2<х<6 
0,5 при 6 <хй 10
1 при х> 10
График этой функции изображен на рисунке 6.6
F \x)  
1-----
0,5
0,2 -
Рис 6.6
6.5. Понятие о несмещенности, состоятельности и 
эффективности оиенок параметров распределения
К статистическому распределению выборки применимы многие 
характеристики распределения вероятностей. Таковы например, вы­
борочная средняя, выборочная дисперсия, выборочное среднее квад­
ратическое отклонение.
Характеристики статистического распределения выборки приме­
няются для оценки неизвестных параметров теоретического распре­
деления вероятностей. Различают точечные и интервальные оценки.
Точечной называют оценку, которая определяется одним числом. 
Пусть мы имеем выборку, состоящую из значений х,,х2,...,х„, взятую 
из генеральной совокупности с известным законом распределения, 
параметр в  имеет постоянное, но неизвестное значение. При условии, 
что оценке подлежит единственный параметр в , точечная оценка 
представляет собой функцию от результатов наблюдений 
0’(х,,х2, . Д л я  того, чтобы оценка давала хорошее приближение, 
она должна удовлетворять определённым требованиям: быть несме­
щённой, эффективной и состоятельной.
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Точечная оценка в ' параметра в  называется несмещенной, если 
её математическое ожидание равно оцениваемому параметру при лю­
бом объёме выборки, т.е. М{в') = в .
Оценку, математическое ожидание которой не равно оценивае­
мому параметру, называют смещенной.
За меру точности несмещенной оценки в ' для параметра в  при­
нимают дисперсию Щв"). Оценку с наименьшей дисперсией называ­
ют наилучшей.
В качестве характеристики для сравнения точности различных 
оценок применяют эффективность -  отношение дисперсий наилуч­
шей оценки и данной несмещенной оценки.
При большом количестве наблюдений обычно требуется, чтобы 
выбранная оценка в ' стремилась по вероятности к истинному значе­
нию неизвестного параметра в , т.е. чтобы для любого е > 0 выполня­
лось равенство:
НтР|<9*-0|<£)=1
Такие оценки называют состоятельными.
Из отмеченных требований, предъявляемых к оценке, наиболее 
важными являются требования несмещенности и состоятельности.
6.6. Выборочные характеристики распределения: 
выборочное среднее, выборочная дисперсия и 
среднее квадратическое отклонение
Методы описательной статистики — это методы описания 
выборок, исследуемых по количественному признаку X, с помощью 
различных числовых характеристик. Преимущество данных методов 
заключается в следующем: несколько простых и достаточно информа­
тивных статистических показателей, если они известны, во-первых, 
избавляют нас от просмотра сотен, а порой и тысяч значений вариант, 
во-вторых, позволяют получить более или менее точную оценку ха­
рактеристик распределения признака в генеральной совокупности.
Описывающие выборку показатели разбиваются на несколько 
групп; в своем большинстве они имеют аналоги в виде числовых ха­
рактеристик случайных величин в теории вероятностей.
Показатели положения описывают положение вариант выборки 
на числовой оси. Сюда относят:
а) минимальную и максимальную варианты;
б) выборочное среднее арифметическое значение (выборочное 
среднее).
Выборочное среднее — среднее арифметическое значение призна­
ка выборочной совокупности:
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1
к
Y .М
п
Л п
где х, -  i-я варианта, полученная в опыте с i-м элементом выборки; п -  
объем выборки.
Выборочная мода Мо, -  варианта, которая чаще всего встречается 
в исследуемой выборке, т. е. имеет наибольшую частоту.
Показатели разброса описывают степень разброса данных отно­
сительно своего центра. Здесь обычно используются:
а) стандартное отклонение о и выборочная дисперсия ЩХ), ха­
рактеризующие рассеяние вариант вокруг их среднего выборочного 
значения х, .
Выборочной дисперсией называют среднее арифметическое 
квадратов отклонения полученных значений х],х1,...,хп от выборочной 
средней:
£(*, -*,)2 £<Х -х,)1™,
D(X) = -^---------- ; D{X) = ------------- .
п п
Среднее квадратическое отклонение (стандартное отклонение) 
рассчитывается по формуле:
о(Х) = Щ Х ).
б) размах выборки -  разность между максимальной и минималь­
ной вариантами: х ^ с - х ^ ;
в) коэффициент вариации:
v = iL-100%.
х.
Данный коэффициент применяется для сравнения величин рас­
сеяния двух вариационных рядов. Тот из рядов имеет большее рассея­
ние, у которого коэффициент вариации больше.
К показателям, описывающим закон распределения, прежде всего 
относят гистограмму и полигон частот.
6.7. Доверительный интервал для оиенки математического 
ожидания нормального распределения.
Распределение Стьюдента
Под интервальной оценкой параметров генеральной совокуп­
ности понимают определение некоторого интервала, в который с за­
данной вероятностью попадает истинное значение исследуемого при­
знака. Такой интервал называется доверительным интервалом, а ве­
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роятность того, что истинное значение оцениваемой величины нахо­
дится внутри этого интервала, — доверительной вероятностью или 
надежностью.
В медицинской литературе для этой величины используется тер­
мин «вероятность безошибочного прогноза». Обозначим ее у. Значе­
ния у задаются заранее (обычно в медико-биологических исследова­
ниях выбирают значения у = 0,95 = 95% или у = 0,99 = 99%), после че­
го находят соответствующий доверительный интервал.'
Для построения надежных интервальных оценок необходимо 
знать закон, по которому оцениваемый случайный признак распреде­
лен в генеральной совокупности.
Рассмотрим, вначале для малых выборок ( ж 30), как строится 
интервальная оценка генеральной средней хг = М{Х) признака, кото­
рый в генеральной совокупности распределен по нормальному закону. 
В этом случае интервальной оценкой (с доверительной вероятностью 
у) генеральной средней (математического ожидания) хг = М(Х) коли­
чественного признака X  по выборочной средней х. при неизвестном
а. является доверительный интервал:
x~'-6<M(X)<7' + S,
или в другой форме записи:
7г =м{Х) = 7 '± 8 ,
где 8 = / • —j= — полуширина доверительного интервала (точность 
vn
оценки); п -  объем выборки; S -  выборочное среднее квадратическое
отклонение; -4= — стандартная ошибка выборочного среднего; гг„ — 
■яп
коэффициент Стьюдента (его значения либо определяются по соот­
ветствующим таблицам, либо содержатся в программных статистиче­
ских пакетах обработки данных).
Анализ формулы х, -  8 < М(Х) < х, + в  показывает, что:
а) чем больше доверительная вероятность у, тем больше коэффи­
циент ir n и шире доверительный интервал;
б) чем больше объем выборки и, тем уже доверительный интер­
вал.
При большой выборке (п>30) полуширину доверительного интер­
вала 5 определяют по соотношениям:
8 = 1,96 - 7= — при у = 95% или <5 = 2,58 —  при у = 99%.
<п Vn 1
1 Иногда вместо доверительной вероятности используется величина а  *  I - 7, которая 
называется уровнем значимости.
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Подобные интервальные оценки с заданной надежностью даются 
и тогда, когда рассматриваемый случайный признак распределен в ге­
неральной совокупности не по нормальному, а по другим законам.
Распределение Стьюдента
Пусть случайная величина X  генеральной совокупности распре­
делена нормально, причем среднее квадратическое отклонение а не­
известно. Требуется оценить неизвестное математическое ожидание ц  
при помощи доверительных интервалов.
По данным выборки из независимых наблюдений можно полу­
чить случайную величину
(х-ЩХ))
S- *х
которая имеет распределение Стьюдента с /  = л - 1 степенями свобо­
ды; здесь х -  выборочная средняя, S- -  оценка среднего квадратиче­
ского отклонения выборочной средней, М(Х) -  математическое ожи­
дание.
Плотность вероятности величины Т  (ее возможные значения обо­
значены через 0  выражается формулой
•Pi 0 = Ж
V ^ 7 ( / /2 ) ! ( l  + f2/ / )
/+!
Мы видим, что распределение Стьюдента определяется парамет­
ром л -  объемом выборки (или, что то же, числом степеней свободы 
/  = л-1 ) и не зависит от неизвестных параметров М(Х) и <г, эта осо­
бенность является его большим достоинством).
Кривая плотности вероятности 
приведена на рисунке 6.7. Как видно 
из рисунка, кривая распределения 
симметрична относительно оси, про­
ходящей через / = 0 ; ее ветви асим­
птотически приближаются к оси Ot.
С ростом числа степеней свободы 
распределение Стьюдента приближа­
ется к нормальному и уже при п ^  30 
практически не отличается от него.
Следовательно, при оценке неизвест­
ных параметров по выборке малого Рис. 6.7
объема п < 30 пользуются распределением Стьюдента.
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Если известна функция плотности вероятности, можно найти ве­
роятность того, что в результате испытания будет получено значение 
/, не превосходящее заданного t0 по абсолютной величине: |/ |< /0. т.е. 
Г = P(-t0 <<<<„). На рис. 6.7 эта вероятность для /  = 1 численно равна 
площади заштрихованной фигуры и может быть вычислена по форму­
ле
*0
P(-i0 <t<t0)=
Наоборот, для заданных и и у можно указать такое t0 , что слу­
чайно выбранное t должно находиться в пределах от -  t0 до t0, т.е. с 
вероятностью у выполняется неравенство
5-г
11< »
где коэффициент Стьюдента t0 зависит от числа степеней свободы 
f  = п - 1 и доверительной вероятности у. Поэтому его обозначают tr f .
Из последнего неравенства следует: 
откуда x - t r J -S- <М(Х) йх + tr f  ■ S-.
Таким образом, интервальной оценкой математического ожидание яв­
ляется доверительный интервал
(x -tr J S-~x+tr<fS-)
6 .8 . Понятие н о р м ы  для медииинеких показателей
«Нормальные» значения медико-биологических показателей яв­
ляются своеобразным стандартом, характеризующим состояние здо­
ровья человека.
Обычно используют два типа норм — точечную норму и нормаль­
ный диапазон, причем при их установлении работают с выборками 
достаточно большого объема. Точечную норму определяют по значе­
нию центра распределения. Нормальные диапазоны в большинстве 
случаев устанавливаются так, чтобы внутрь их границ гарантированно 
попадали 95 % случайно отобранных здоровых людей. Когда соответ­
ствующий показатель -  случайная величина — распределен по нор­
мальному закону, точечной нормой для него считается х, = х, , а нор­
мальный диапазон определяется так: х, ±1,965 = хг ±1,96огг; иногда ис­
пользуют менее точное приближение, заменяя 1,96 на 2.
Очень часто нормальные значения некоторого показателя неоди­
наковы у лиц, живущих в разных географических регионах, у мужчин 
и женщин; у лиц разных возрастных групп. Поэтому при установле­
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нии нормального значения необходимо указывать популяционные 
группы, к которым оно относится.
Вопросы для самоконтроля:
1. В чём состоит основное отличие математической статистики от 
теории вероятностей?
2. Что понимается под статистическими данными?
3. Дайте определение генеральной совокупности. Что понимается 
под объёмом генеральной совокупности? Приведите примеры.
4. Дайте определение выборочной совокупности. Что понимается 
под объёмом выборочной совокупности? Приведите примеры.
5. В чём состоит главная цель выборочного метода?
6 . Дайте определение повторной, бесповторной выборки.
7. Каким требованиям должен удовлетворять простой случайный 
отбор?
8 . Перечислите виды реальных отборов. Дайте определение каж­
дому виду реальных отборов.
9. Что такое простой статистический ряд?
10. Что понимается под статистическим распределением выбор­
ки?
11. Что понимается под вариационным рядом распределения?
12. Укажите все составные части таблицы, с помощью которой 
может быть представлен дискретный вариационный ряд? интер­
вальный ряд?
13. Дайте определение полигону частот, полигону относительных 
частот.
14. Что понимают под гистограммой частот, гистограммой отно­
сительных частот?
15. Что такое эмпирическая функция распределения? Для каких 
целей необходимо ее построение?
16. Назовите основные свойства эмпирической функции распре­
деления. Дайте необходимые пояснения для каждого из ее 
свойств.
17. Что понимается под точечной оценкой?
18. При каких условиях точечная оценка является несмещенной? 
смещенной?
19. Что такое эффективность?
20. Какие оценки называются состоятельными?
21. Что такое выборочное среднее? Запишите соответствующую 
формулу.
22. Дайте определение выборочной дисперсии. Запишите соот­
ветствующую формулу.
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23. Что такое среднее квадратическое отклонение? Запишите со­
ответствующую формулу.
24. Что такое размах выборки?
25. Что понимают под интервальной оценкой параметров гене­
ральной совокупности?
26. Дайте определение доверительному интервалу.
27. Что называется доверительной вероятностью или надёжно­
стью?
28. Расскажите принцип построения интервальной оценки гене­
ральной средней хг = М(Х) признака, который в генеральной со­
вокупности распределен по нормальному закону для выборок 
объёма п<30 (п> 30). Запишите соответствующие формулы.
29. Чем определяется и от чего зависит (не зависит) распределе­
ние Стьюдента?
30. Что является интервальной оценкой математического ожида­
ния в соответствии с распределением Стьюдента? Запишите фор­
мулу.
Задания для решения:
1. Записать выборку 5 ,6 ,7 ,1 0 ,7 ,2 ,7 ,7 ,4 ,2 ,4  в виде: а) вариа­
ционного статистического ряда, б) интервального статистического ря­
да.
2. Представить в виде статистического дискретного ряда данные 
о длине листьев садовой земляники (в см) и построить полигон час­
тот: 8,2; 9,7; 6 ,6 ; 7,4;6,4; 6 ,6 ; 6 ,8; 8,4; 7,1; 8,0; 9,0; 6,0; 7,6; 8,1; 11,8; 5,8; 
9,3; 7,3; 8,2; 7,2; 7,2; 6,4; 7,7; 9,0; 8,1; 7,1; 7,1; 8,8; 7,5; 9,2; 7,5; 6 ,8; 7,0; 
6,4; 7,4; 8,2; 6,3; 7,0; 8,1; 7,0; 7,1; 8,7; 6,3; 8,6 ; 7,7; 7,3; 8,0; 8,4; 9,3.
3. В приведенной ниже таблице указаны значения случайной ве­
личины и число случаев, в которых они наблюдалось (т ). Построить 
полигон частот.
X 1 4 5 7
т 20 10 14 6
4. Построить гистограмму выборки, представленной в виде сле­
дующей таблицы.
Границы интервала Число вариант в интервале
0 - 2 20
2 - 4 30
4 - 6 50
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5. В приведенной ниже таблице представлено распределение 25 
кроликов по массе. Построить гистограмму.
Масса (кг) Число п Масса (кг) Число п
3 ,0 -3 ,5 1 5 ,5 -6 ,0 5
3 ,5 -4 ,0 1 6,0 -6 ,5 3
О 1 Ъ» 3 6,5 -  7,0 1
А 1л 1 о 3 7,0 -  7,5 1
5 ,0 -5 ,5 7
6 . Построить полигон частот распределения скорости оседания 
эритроцитов (СОЭ) у 100 человек:
X, 1 3 5 7 9
т, 10 15 30 33 12
7. Построить полигон относительных частот по данному распре­
делению:
xf 1 4 15 7
т, 20 10 14 6
8. Найти эмпирическую функцию по данному распределению 
выборки:
X, 1 4 6
т, 10 15 25
9. Построить гистограмму изменения кровяного давления у 200 
практически здоровых женщин в возрасте 60—65 лет по данным ста­
тистического распределения:
X, мм pm. cm. т X, мм pm. cm. т X, ммрт. cm. т
7 0 -8 0 1 1 0 0 - 1 1 0 17 130-140 57
8 0 -9 0 1 1 1 0 - 1 2 0 36 140-150 30
90-1 0 0 5 120-130 42 150-160 11
10. Построить гистограмму частот и относительных частот по 
данному распределению выборки:
Интервал X 2 - 7 7 - 1 2 1 2 -1 7 1 7-22 2 2 -2 1 2 7 -3 2
т, 5 10 20 8 4 3
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11. Построить гистограмму распределения скорости оседания 
эритроцитов (СОЭ) у 50 человек:
Интервал «/
2 - 5 9
5 - 8 10
8 - 1 1 25
1 1 -1 4 6
12. Ниже приведены результаты измерения веса (мг) случайно 
отобранных 32 препаратов: 2,00; 4,25; 5,00; 4,25; 5,15; 2,25; 5,30; 4,25; 
2,75; 3,10; 4,40; 5,30; 4,50; 5,45; 3,25; 3,40; 3,65; 4,50; 4,75; 5,80; 5,75; 
3,8; 4,85; 5,95; 6,45; 4,00; 4,90; 4,90; 4,15; 7,00; 7,45; 8,00. Построить
гистограмму относительных частот распределения веса препарата, 
сгруппировав данные в 5 интервалов.
13. Наблюдения за сахаром крови у 50 человек дали такие ре­
зультаты: 3,94; 3,84, 3,86; 4,06; 3,67; 3,97; 3,76; 3,61; 3,96; 4,04; 3,82: 
3,94; 3,98; 3,57; 3,87; 4,07; 3,99; 3,69; 3,76; 3,71; 3,81; 3,71; 4,16; 3,76 
4,00; 3,46; 4,08; 3,88; 4,01; 3,93; 3,92; 3,89; 4,02; 4,17; 3,72; 4,09; 3,78 
4,02; 3,73; 3,52; 3,91; 3,62; 4,18; 4,26; 4,03; 4,14; 3,72; 4,33; 3,82; 4,03.
Построить по этим данным интервальный вариационный ряд с рав­
ными интервалами и изобразить его графически, начертить гисто­
грамму.
14. Для выборки 2, 4, 6 , 8, 10 определить: выборочное среднее, 
выборочную дисперсию, среднее квадратическое отклонение.
15. При измерениях получены следующие значения некоторых 
величин:
а) 19,20,21; 6 )37 ,38 ,37 ,39 ,40 ; в )3 ,2 ,3 ; г )4, 5 ,6 ,4 .
Дать интервальную оценку истинного значения измеряемой ве­
личины, рассматривая полученные значения как малую выборку. До­
верительную вероятность принять равной 0,95 и 0,99.
16. Произведено 5 независимых измерений толщины пластины. 
Получены следующие результаты: 2,15; 2,18; 2,14; 2,16; 2,17. Оценить 
истинное значение толщины пластины с помощью доверительного 
интервала, принимая доверительную вероятность 0,95.
17. При подсчете количества листьев у одного из лекарственных 
растений были получены следующие данные: 8, 10 , 7 , 9 , 1 1 , 6 , 9 , 8 ,7. 
Вычислить выборочную среднюю и оценку среднего квадратического 
отклонения выборочной средней.
18. При измерении некоторой величины X  получены следующие 
результаты: 10,9; 10,7; 11,0; 10,5; 10,6; 10,4; 11,3; 10,8; 11,2; 10,9; 10,8; 
10,3; 10,5; 10,9; 10,9; 10,6; 11,3; 10,8; 10,9; 10,7. Вычислить точечную
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и интервальную оценки для величины X  с доверительной вероятно­
стью 0,95.
19. Исследуя продолжительность (в секундах) физической на­
грузки до развития приступа стенокардии у 12 человек с ишемической 
болезнью сердца, получили следующие данные: 289; 203; 359; 243; 
232; 210; 215; 246; 224; 239; 220; 211.Найдите среднюю, среднее квад­
ратическое отклонение. Можно ли считать, что данная выборка извле­
чена из совокупности с нормальным распределением?
20. При исследовании клинической оценки тяжести серповиднок­
леточной анемии была получена выборка объёма 30:
0, 0,0, 1, 1 ,1 ,1 ,1 , 1, 1, 1,1, 2 ,2, 2, 3,3, 3, 3,4, 4, 4, 5, 5, 5, 5 ,6 , 7, 9,10. 
Найдите среднюю, среднее квадратическое отклонение. Можно ли 
считать, что выборка извлечена из совокупности с нормальным рас­
пределением?
21. Случайной величиной является скорость распространения ме­
ханической волны и (м/с), измеренная на пораженных участках кожи у 
больных псориазом в различных стадиях. Получен простой статисти­
ческий ряд для разных стадий.
Регрессирующая стадия: 38, 39, 41, 41, 38, 43, 40, 40, 42, 38, 38, 
39, 41, 42,41,42,41, 39, 43, 38, 42,43, 40,39, 40, 38, 43,42, 39, 42.
Стационарная стадия: 49, 46, 54, 49, 50, 50, 46, 56, 49, 46, 54, 50, 
56,49, 46, 53, 52, 52, 51, 51, 53, 53, 50, 47, 47, 55, 55, 50, 54, 56.
Прогрессирующая стадия: 65, 58, 58, 62, 64, 65, 64, 68, 68, 67, 59, 
66 , 66, 68,70, 72, 69, 67, 65, 68, 71, 71,70, 67, 72, 69,68, 68, 62, 60.
Построить и сравнить гистограммы. Найти и сравнить числовые 
характеристики статистических рядов.
22. При измерении скорости распространения механических волн 
в коже щеки после процедуры криомассажа у пациенток с разным ти­
пом кожи получены значения ц (м/с), представленные простым стати­
стическим рядом.
Сухая кожа: 38,58,46,39, 49,62,62,49,43,44,68,41, 54, 64,64.
Жирная кожа: 41, 54, 54, 41, 64, 42, 56, 56,42, 56, 56, 65,65, 39.
Построить и сравнить гистограммы. Найти и сравнить числовые 
характеристики рядов.
23. Случайной величиной является значение скорости о (м/с) 
распространения механической волны в рубцово-измененных тканях 
разного типа. Получен простой статистический ряд для разных руб­
цов.
Неосложненный рубец: 40, 39, 42, 42, 43, 40, 41, 45, 42, 40, 44, 39, 
40, 40, 41,41, 43,42,45, 42,39, 38,40, 45, 43, 42, 39, 38, 41,42.
Гипертрофический рубец: 60, 64, 65, 63, 66 , 59, 58, 67, 71, 72, 72, 
68, 67, 70,69, 69, 68,67, 70,67, 66 , 67, 70,69, 71, 67, 70.
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Келлоидный рубец: 80, 85, 88, 89, 90, 95, 98, 99, 95, 100, 92, 96, 
97, 99, 98, 89, 89, 100,102, 105, 99, 98, 82, 84, 83, 101, 99, 98, 97, 100.
Построить и сравнить гистограммы для трех типов рубцов. Найти 
и сравнить числовые характеристики рядов.
24. На аналитических весах производится взвешивание некоторо­
го вещества без учета систематических ошибок. Случайные погреш­
ности распределены по нормальному закону со средним квадратиче­
ским отклонением 2 мг. Определить вероятность того, что отклонение 
результата взвешивания от математического ожидания не превзойдет 
по абсолютной величине 1 мг.
25. При исследовании частоты дыхания при выборке объёмом 15 
человек были получены выборочная средняя 18,5 и среднее квадрати­
ческое отклонение 0,6. Определить интервальную оценку математи­
ческого ожидания с доверительной вероятностью 0,95.
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ТЕМА №7
ЭЛЕМЕНТЫ ТЕОРИИ ОШИБОК (ПОГРЕШНОСТЕЙ) 
ПРОГРАММНЫЕ ВОПРОСЫ:
7.1. Погрешности измерений и их виды.
7.2. Абсолютная и относительная погрешности, класс точности.
7.3. Прямые (непосредственные) измерения. Оценка случайных по­
грешностей прямых измерений.
7.4. Косвенные измерения. Оценка случайных погрешностей косвенных 
измерений.
7.5. Выражение результатов анализа. Построение графиков.
7.1. Погрешности измерений и их виды
Теория ошибок -  изучение и оценка погрешностей в измерениях. 
Опыт показывает, что ни одно измерение, как бы тщательно оно ни 
проводилось, не может быть совершенно свободно от ошибок. По­
скольку в основе любой науки и ее применений лежат измерения, ис­
ключительно важно уметь рассчитывать эти ошибки и сводить их к 
минимуму.
Целью любого измерения некоторой физической величины явля­
ется получение ее истинного значения. Однако это весьма непростая 
задача из-за различных ошибок (погрешностей), неизбежно возни­
кающих при измерениях.
Все измерения делятся на прямые и косвенные. Прямые измере­
ния производятся с помощью приборов, которые непосредственно 
измеряют исследуемую величину. При косвенных измерениях опре­
деляемую величину вычисляют по некоторой формуле, а параметры, 
входящие в эту формулу, находят путем прямых измерений. Погреш­
ность, возникающая при прямых измерениях, естественно, ведет к по­
явлению ошибки косвенно определяемой величины.
Все ошибки разделяют на систематические, случайные и грубые 
(промахи).
Систематические ошибки зависят от неправильных показаний 
измерительных приборов, неправильно градуированных приборов, 
мерных колб, пипеток, бюреток, невыверенных разновесов и др. Сис­
тематические ошибки должны быть устранены. Для этого перед рабо­
той все приборы необходимо прокалибровать, неисправные заменить 
на исправные и т. д. В показания выверенных приборов следует вне­
сти соответствующие поправки.
Случайные ошибки возникают от различных помех, несовершен­
ства органов чувств экспериментатора и других случайных причин.
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Ограниченная точность приборов, изменение условий, при которых 
проводится опыт (особенно это имеет значение при параллельных оп­
ределениях), также приводят к возникновению случайных ошибок.
Грубые ошибки в основном связаны с субъективными свойства­
ми экспериментатора: невнимательностью и неряшливостью, заняти­
ем посторонними делами во время работы и др. Это приводит к не­
верным отсчетам, неправильным записям. При обработке результатов 
анализа грубые ошибки во внимание не принимают — их отбрасыва­
ют.
7.2. Абсолютная и относительная погрешности, 
класс точности
Во всякой экспериментальной работе большое значение имеет 
точность измерений, воспроизводимость и правильность результатов 
анализа. Опыт показывает, что любая измеряемая величина имеет 
свою ошибку; это обусловлено несовершенством приборов, их огра­
ниченной точностью, влиянием внешних условий, загрязнениями, не­
правильно проведенными записями и пр.
Кроме того, при измерениях могут появляться ошибки, завися­
щие от ряда причин, природа которых остается неизвестной. Поэтому 
в результате эксперимента аналитик всегда устанавливает только при­
ближенное значение определяемой величины, но никогда не может 
получить истинного ее значения. Вследствие этого измеряемая вели­
чина имеет некоторую ошибку, величину которой принято определять 
как абсолютную и относительную ошибки (погрешности).
Абсолютной погрешностью Ах измеряемой величины называют 
разницу между полученным результатом измерения xXVJ и истинным 
(или более достоверным) значением хИСТ определяемой величины:
X И'^м хИСТ Ах
Абсолютную погрешность определяют в абсолютных единицах, 
ее размерность отвечает размерности измеряемой величины.
Относительной погрешностью е  измеряемой величины назы­
вают отношение абсолютной погрешности Ах к точному значению хнст 
определяемой величины:
Относительная погрешность является отношением двух величин 
одной и той же размерности, поэтому относительные погрешности — 
всегда безразмерные величины. Их, как правило, выражают в процен­
тах.
Точностью измерительного прибора называется та наименьшая 
величина, которую можно вполне надежно определить с его помощью.
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Точность указывается либо на самом приборе, либо в прилагаемом к 
нему паспорте. Если точность прибора неизвестна и измерения прово­
дятся путем сравнения измеряемой величины с какой-либо шкалой, то 
точность прибора определяется половиной цены наименьшего деле­
ния шкалы прибора (например, при измерении длины линейкой или 
температуры термометром). Если измерения проводятся прибором, 
снабженным нониусом (например, штангенциркулем), точность при­
бора принимается равной разности между ценой деления прибора и 
ценой деления нониуса, т. е. точностью нониуса (так, точность штан­
генциркуля равна 0,1 мм).
При измерении с помощью прибора полученный результат от­
личается от истинного значения измеряемой величины и может быть 
больше или меньше его. Поэтому величину погрешности измерения 
записывают со знаками плюс и минус. Например, термометр с ценой 
деления 0,1°С показывает температуру 36,6°С. Абсолютная погреш­
ность измерения At=±0,05 °С, следовательно, измеряемая температура 
равна одному из чисел между 36,55 и 36,65°С. Результат измерения 
записывается в виде t = (36,6 ± 0,05)°С.
Пусть значение z = f(x,y) может быть рассчитано по измеренным 
с помощью приборов значениям величин х  и у, абсолютные по­
грешности которых Ах и Aj>. Абсолютная погрешность величины z 
рассчитывается по формуле
Аг = Щ  = | \Г, (*. y)\dx + 1 / ;  (х, у) jdy 
где dx = |Л х ) ,  dy =  |Д у) всегда положительны.
Относительная погрешность величины z определяется как Az/z и 
обычно выражается в процентах.
Классом точности или приведенной относительной погреш­
ностью электроизмерительного прибора называют выраженное в 
процентах отношение максимальной абсолютной погрешности /}х к 
наибольшему значению измеряемой величины хтах (предел измере­
ния), которое можно определить данным прибором:
* = Лх 100 откуда Ах = к ■ х ^  
100
Отношение абсолютной погрешности к значению измеряемой ве­
личины определяет относительную погрешность, которая и исполь­
зуется в качестве характеристики точности прибора. Если относи­
тельная погрешность определена в долях (процентах) диапазона изме­
рения, то ее называют приведенной погрешностью. По ее величине и 
судят о классе точности прибора. Относительная погрешность зависит 
от величины отсчета по прибору:
х
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7.3. Прямые (непосредственные) измерения. 
Оценка случайных погрешностей прямых измерений
Для надежности оценхи случайных погрешностей необходимо 
выполнить достаточно большое количество измерений п. Допустим, 
что в результате непосредственных измерений получены результаты 
х2, х3, х„. Наиболее вероятное значение определяется как сред­
нее арифметическое, которое при большом числе измерений совпада­
ет с истинным значением:
х. + х, + ... + х„ 1 А
* = . = -J— ---------- -  = ~ L xiп л “
Затем определяют среднюю квадратичную ошибку отдельного 
измерения:
1
( x - x , f  + ( x - x j  +... + ( x - x , f
п - 1
ё м
При этом можно оценить наибольшую среднюю квадратичную 
ошибку отдельного измерения: SHai6 = 3S.
Следующий этап заключается в определении средней квадратич­
ной ошибки среднего арифметического:
Ширина доверительного интервала около среднего значения х 
измеряемой величины будет определяться по абсолютной погрешно­
сти среднего арифметического:
Дх = г  S-
Гп'
гдегг„ -  так называемый коэффициент Стьюдента для числа наблюде­
ний п и доверительной вероятности у (табличная величина).
Обычно доверительная вероятность в условиях учебной лабора­
тории выбирается 0,95 или 95%. Это значит, что при многократном 
повторении опыта в одних и тех же условиях, ошибки в 95 случаях из 
100 не превысят значения Дх.
Интервальной оценкой измеряемой величины х  будет довери­
тельный интервал [х -  Дх ;х+Дх|, в который попадает её истинное зна­
чение с заданной вероятностью у. Результат измерения записывается:
х = х±Дх.
Эту запись можно понимать как неравенство: х-Дх < х й  х + Дх. 
Относительная погрешность: е = ^ - 100%; е< 5% в условиях 
учебной лаборатории.
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7.4. Косвенные измерения.
Оценка случайных погрешностей косвенных измерений
Если величину у  измеряют косвенным методом, т.е. она является 
функцией и независимых величин хь х2, .... х„: у  = f(x h х2, .... х„), а 
значит у  = f (x i , x2,...,x„). Средняя квадратичная ошибка среднего 
арифметического определяется по формуле:
где частные производные вычисляются для средних значений
Xi',S-  вычисляется по формуле средней квадратичной ошибки для не­
посредственного измерения S- = =
* л1п
Доверительная вероятность для всех погрешностей, связанных с 
аргументами х, функции у  задается одинаковый (у = 0,95), такой же 
она задается и для у.
Абсолютная погрешность Ау среднего значения у  определяется 
по формуле:
Дy =tr.rSy-
Тогда у = у±Ау  или у-Ау-йу^у+Ау.
Ду
Относительная погрешность у будет равна е - - / г  100% <5%.
У
Пример 7.1: С помощью вискозиметра проведено измерение ко­
эффициента вязкости спирта. Расчетная формула имеет вид:
PtV -Ро
/Уо
где tj, р, a t — вязкость, плотность и время истечения спирта из капил­
ляра вискозиметра; щ  ро, и -  вязкость, плотность и время истечения 
воды ( г)0=0,01 П; ро= 998,2 кг/м3; р=790,1 кг/м3 -  принять за точные 
числа). В пяти опытах получены следующие результаты:
t, С 80 79 81 83 78
to, с 48 50 47 51 46
Оценить истинное значение коэффициента вязкости с довери­
тельной вероятностью у=0,95. Оценить абсолютную и относительную 
погрешность измерения.
Решение:
Определим выборочные характеристики:
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а) средние значения непосредственно измеренных величин t и t0:
я
. Я 80 + 79 + 81 + 83 + 78 = 80,2 (с);
_  Е'о,
tn 48 + 50 + 47 + 51 + 46 = 48,4 (с),п 5
б) оценки среднего квадратического отклонения среднего непо­
средственно измеренных величин:
II 1 Уа i)2
Ф ~ 1 ) м
Jy-jlf80 - 80.2)2 + (79 - 80,2)J +(81-80,2)3 + (83-80,2)2 +(78-80,2)2]
Ч
1 У  (/ Г)2
л(л-1)£Г °' 'о) ’
Среднее значение коэффициента вязкости:
p t
Рп *о
л=о,01.т т  ■ад» (л).
998,2-48,4 v
Оценка среднего квадратического отклонения среднего значения 
коэффициента вязкости:
*
определим частные производные:
pirj = г/0 - ,  таким образом:
Pain
dfj _ rjBp  0,01 - 790,1
dt p0t0 998,2-48,4 
8j l _ VoPt _  0,01-790,1 • 80,2
= 0,0002,
2 =-0,00027,
A>C 998,2- 48,4*
5- = V(0,0002 • 0,86)2 + (-  0,00027 • 0,93)2 = 0,0003. 
Находим значение коэффициента Стьюдента из приложения 5:
*0.95(4) = 2,78.
Абсолютная погрешность:
Д>7 = S- • 1Г ( / )  = 0,0003 • 2,78 = 0,0008 (77). 
Относительная погрешность:
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Ч
Дт/ 0,0008
0,013
= 0,06 = 6% .
Истинное значение коэффициента вязкости: 
Ч = (0,013 ± 0,0008) ( Я ) .
7.5. Выражение результатов анализа.
Построение графиков
Экспериментальные данные, беспорядочно записанные, не по­
зволяют быстро сделать правильные выводы. От исследователя требу­
ется представлять экспериментальные данные и полученные из них 
расчетные величины в виде четко и ясно записанных таблиц, графи­
ков или уравнений, которые были бы удобны для анализа и выявления 
некоторых закономерностей. В зависимости от изучаемого явления и 
назначения полученных результатов выбор одного из указанных спо­
собов представления опытных данных или их сочетания в каждом от­
дельном случае решается самим экспериментатором. Часто для полу­
чения более наглядных выводов прибегают к изображению экспери­
ментального материала графически и к использованию некоторых эм­
пирических формул.
Все данные, вносимые в таблицу, должны быть написаны четко и 
разборчиво.
Известно, что все измерения содержат по меньшей мере две пе­
ременные величины, одну из которых выбирают в качестве независи­
мой переменной -  она служит аргументом (х), а другая (или другие) 
является зависимой -  это функция (У), т. е. У—f  (х).
Необходимо, чтобы каждая таблица имела четкое краткое назва­
ние, отражающее суть изучаемого явления.
При составлении таблицы значения аргумента и соответствую­
щих функций располагают в столбцах по порядку их возрастания или 
убывания. При внесении в таблицу цифр с десятичными знаками сле­
дует придерживаться правила, что запятые, отделяющие десятичные 
знаки от целых чисел, должны находиться на одной вертикали. При 
заполнении граф таблицы необходимо следить, чтобы каждая цифра 
содержала строго определенное число значащих цифр, не больше и не 
меньше, чем позволяет точность опытных данных.
Точность результатов анализа определяется точностью измери­
тельных приборов, точностью метода и тщательностью проведенного 
эксперимента. Достоверность результатов анализа должна быть видна 
уже из записи: например, если измерение давления пара проведено с 
точностью ±0,5 мм, не нужно записывать результаты измерений с 
точностью до 0,0001 мм.
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Точность вносимых в таблицу данных не может быть повышена 
путем различных арифметических действий, в частности, увеличени­
ем числа знаков после запятой.
При всех измерениях никогда не получают точных чисел, а все­
гда только приближенные значения. Производя арифметические дей­
ствия с приближенными числами, следует придерживаться следую­
щих правил:
1) при сложении и вычитании сохранять после запятой столько 
значащих цифр, сколько их имеется в наименее достоверном числе 
(2,331 + 1,24 = 3,57);
2) при умножении и делении в полученном результате сохранять 
столько цифр, сколько их находится в числе, измеренном с наимень­
шей точностью 4,31 : 2,132 = 2,02; 3,314 • 3,12 = 10,34);
3) при возведении в степень и извлечении корня в результате со­
хранять столько значащих цифр, сколько их было в числе, возведен­
ном в степень, или в подкоренном числе: (1,21 )2= 1,46; ,/3,14 = 1,77;
4) при логарифмировании сохранять в мантиссе столько знача­
щих цифр, сколько их в логарифмируемом числе: lg 1,29 = 0,11;
5) точность измерений какой-либо величины должна быть одна и 
та же, т. е. все числа в одной графе должны кончаться на одном общем 
разряде. Так, если измерения проводятся с точностью до сотых долей, 
то не нужно писать 4,4, 4,463 и 4,42, а следует писать 4,40; 4,46 и 
4,42;
6) точность измерения разных величин, помещенных в различ­
ных графах, может быть неодинакова; определяется она в каждом 
случае точностью измеряемого прибора, которым пользовался экспе­
риментатор;
7) при округлении приближенных чисел надо знать, что:
-  если отбрасываемая цифра меньше пяти, то предшествующая, 
остающаяся в результате цифра не изменяется (3,252 -  3,25);
— если отбрасываемая цифра равна или больше пяти, то остаю­
щуюся в результате цифру увеличивают на единицу (2,448 -  2,45).
Экспериментальный материал и расчетные величины, связанные 
в таблицы, менее приемлемы для получения исчерпывающих данных, 
чем графические методы изображения.
Графический метод изображения экспериментальных данных и 
расчетных величин обладает преимуществом наглядного представле­
ния и взаимной связи между изучаемыми величинами. Кроме того, он 
позволяет непосредственно осуществлять ряд измерительных и вы­
числительных операций: интерполяцию, экстраполяцию, дифферен­
цирование, интегрирование и др. Графики облегчают также сравнение 
величин, позволяют непосредственно обнаруживать эксперименталь­
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ные точки перегиба и минимумы, наибольшие и наименьшие скорости 
изменения величин, периодичность и другие особенности, которые 
нередко ускользают в уравнениях и недостаточно точно проявляются 
в таблицах.
Сущность графических методов заключается в том, что на пря­
моугольную систему координат наносят точки, соответствующие зна­
чениям переменных х н у ,  где у  =f(x), причем по оси абсцисс наносят 
значения независимой переменной х  (аргумента): xh х2, х3... и т. д., а 
по оси ординат -  значения функций у  (у,, у 2,у 3 ... и т. д.).
Обычно при нанесении точек наблюдается некоторый их разброс 
за счет ошибок измерения. Через полученные точки проводят кривую, 
причем не обязательно через самые точки, но так, чтобы она проходи­
ла по возможности ближе ко всем нанесенным точкам.
Как правило, график строят на миллиметровой бумаге, а иногда 
на логарифмической или полулогарифмической. Масштабы осей сле­
дует выбирать так, чтобы координаты любой точки графика могли 
быть определены быстро и легко. Например, берут такой масштаб, в 
котором 1 см разделен на десять равных частей (мм), и это расстояние 
принято за одну, две, ...пять и т. д. единиц, или эти значения умноже­
ны на 10*", где п — целое число. Следует иметь в виду, что очень мел­
кий масштаб будет способствовать уменьшению точности, а крупный 
связан с лишней потерей времени при построении графика. Для удоб­
ства пользования графиком на каждой координатной оси необходимо 
поставить название представляемой ею величины и единицы, в кото­
рых она измеряется.
Масштаб, при котором пользоваться графиком затруднительно, 
считается неудачным.
Построение графика не обязательно начинать от начала коорди­
нат, если это не требуется специальными соображениями. Кривая на 
графике должна занимать почти все поле чертежа. Для этого шкалы х  
и у  должны начинаться с того значения, которое является ближайшим 
к наименьшему округленному, и кончаться ближайшим к наибольше­
му округленному значению данной величины. Например, если х  меня­
ется в пределах 0,46 -  0,92 единиц, то ось абсцисс целесообразно ог­
раничить слева значением 0,4, а справа — значением 1,0.
От выбора масштаба для нанесения на осях координат значений х  
и у  зависит форма кривой. Поэтому соотношение в масштабах по ко­
ординатным осям имеет существенное значение для формы графика. 
Его следует выбирать таким, чтобы кривая была не очень крутой и не 
очень пологой. Если не соблюдать этого условия, то некоторые участ­
ки кривой, которым соответствуют максимумы, или точки перегиба, 
будут представлены неотчетливо, график будет менее наглядным и 
уменьшится точность отсчета по графику.
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Обычно рекомендуют выбирать масштабы такими, чтобы прямая 
была наклонена к оси абсцисс под углом, близким к 45°.
При построении графика для установления хода кривой доста­
точно брать на протяжении всего интервала измерений около 1 0 - 1 5  
точек. Но если на кривой намечается перегиб, то вправо и влево от не­
го точки следует наносить значительно чаще, чтобы установить его 
определенность.
При построении графика иногда бывает, что одна или две точки 
сильно удаляются от хода кривой. В этих случаях надо сначала прове­
рить вычисления и если в них окажутся ошибки, измерения следует 
повторить. При невозможности их повторения эти точки приходится 
считать ошибочными и не принимать во внимание.
Графические изображения результатов измерений не только дают 
наглядное представление о взаимной зависимости исследуемых вели­
чин, но одновременно могут служить для измерительных целей, так 
как по градуированному графику можно находить значения одной ве­
личины, если значения других известны.
Вопросы для самоконтроля:
1. Что изучает теория ошибок?
2. В чем заключается цель любого измерения некоторой физиче­
ской величины?
3. Дайте определение прямому измерению, косвенному измере­
нию.
4. Перечислите виды ошибок. Дайте соответствующие определе­
ния и приведите примеры.
5. Что называется абсолютной погрешностью измерения? Запи­
шите формулу.
6 . Что называется относительной погрешностью измерения? За­
пишите формулу.
7. Что называется точностью измерительного прибора?
8. Дайте определение классу точности. Запишите формулу.
9. Что такое приведенная погрешность? Запишите формулу.
10. Перечислите и дайте определения каждому этапу оценки слу­
чайных погрешностей прямых измерений.
11. Что такое коэффициент Стьюдента? Правила нахождения 
данного коэффициента.
12. Перечислите и дайте определения каждому этапу оценки слу­
чайных погрешностей косвенных измерений.
13. Каким правилам следует придерживаться, производя арифме­
тические действия с приближенными числами?
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14. В чем заключается сущность графических методов изображе­
ния экспериментальных данных и расчетных величин?
15. О чем дают представления графические изображения резуль­
татов измерений?
Задания для решения:
1. При подсчете количества листьев у одного из лекарственных 
растений были получены следующие данные: 8, 10, 7,9, 11,6 ,9 , 8,10, 
7. Вычислить выборочную среднюю и оценку среднего квадратиче­
ского отклонения выборочной средней.
2. В результате десяти измерений диаметра капилляра в стенке 
легочных альвеол были получены следующие данные: 2,83 мкм; 2,82; 
2,81; 2,85; 2,87; 2,86; 2,83; 2,85; 2,83; 2,84 мкм. Вычислить оценку ис­
тинной величины диаметра капилляра и абсолютную и относитель­
ную погрешности при доверительной вероятности 0,95.
3. В результате десяти одинаковых проб были получены следую­
щие значения содержания марганца: 0,69%; 0,70; 0,67; 0,66; 0,67; 0,68; 
0,67; 0,69; 0,68; 0,68%. Вычислить оценку истинного содержания мар­
ганца и абсолютную и относительную погрешности при доверитель­
ной вероятности 0,95.
4. При определении микроаналитическим способом содержания 
азота в данной пробе были получены следующие результаты: 9,29%; 
9,38; 9,35; 9,43; 9,53; 9,48; 9,61; 9,68%. Оценить истинное содержание 
в пробе и абсолютную и относительную погрешности при довери­
тельной вероятности 0,95.
5. При фотоэлектроколориметрическом определении концентра­
ции ацетилсалициловой кислоты на основании реакции с сульфатом 
меди и пиридином были получены следующие результаты: 99,2%; 
99,0; 98,9; 99,3; 98,8; 99,1 %. Вычислить среднее значение получен­
ных результатов и абсолютную и относительную погрешности при 
доверительной вероятности 0,95.
6 . С помощью колориметра-нефелометра проведено измерение 
концентрации С, неизвестного окрашенного раствора путем сравне­
ния с раствором известной концентрации С0. Расчетная формула для 
определения концентрации вещества имеет вид:
где do и ds — толщины слоев, одинаково поглощающих монохромати­
ческий свет, С0=2% (принять за точное число). В пяти опытах полу­
чены следующие результаты:
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d0, мм 5,65 5,70 5,80 5,75 5,70
dx, мм 8,55 8,60 8,65 8,60 8,65
Оценить истинное значение измеряемой концентрации с довери­
тельной вероятностью у=0,95. Оценить абсолютную и относительную 
погрешность измерения.
7. С помощью моста Уитстона проведено измерение неизвестно­
го сопротивления. Расчетная формула имеет вид:
h
где RM = 100 Ом -  стандартное сопротивление (принять за точное 
число), I] и 12 — длины плеч реохорда. В пяти опытах получены сле­
дующие результаты:
//, см 33,4 33,5 33,6 33,5 33,7
h , см 66,6 66,5 66,4 66,5 66,3
Оценить истинное значение сопротивления с доверительной ве­
роятностью у=0,95. Оценить абсолютную и относительную погреш­
ность измерения.
8 . Мощность тока Р определена по силе тока I и напряжению U, 
которые измерялись непосредственно и были получены следующие 
результаты:
I, А 0,48 0,50 0,49 0,52 0,56
и , В 214 2 12 213 210 206
Расчетная формула имеет вид:
Р = Ш
Оценить истинное значение мощности тока с доверительной ве­
роятностью 7=0,9 5 . Оценить абсолютную и относительную погреш­
ность измерения.
9. Объем цилиндра V = (я74)Ы2, где h -  высота, d  -  диаметр ци­
линдра. В пяти опытах получены следующие результаты:
h, мм 51 52 56 54 53
d, мм 30 32 31 35 29
Оценить истинное значение объема цилиндра с доверительной 
вероятностью у=0,95. Оценить абсолютную и относительную погреш­
ность измерения.
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10. Изготовлены таблетки цилиндрической формы. Взвешены 5 
таблеток и измерены толщина h и диаметр d каждой. Результаты из­
мерений занесены в таблицу:
rrii, г 3,30 3,32 3,39 3,41 3,40
hi, см 1,06 1,07 1,06 1,10 1,08
di, см 1,84 1,84 1,88 1,88 1,81
Определить плотность таблетки по формуле:
с доверительной вероятностью у=0,95. Оценить абсолютную и отно­
сительную погрешность измерения.
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ТЕМА №8
СТАТИСТИЧЕСКАЯ ПРОВЕРКА ГИПОТЕЗ
ПРОГРАММНЫЕ ВОПРОСЫ:
8.1. Понятие статистической гипотезы. Нулевая и альтернативная 
гипотезы. Общая постановка задачи проверки гипотез.
8.2. Ошибки первого и второго рода. Уровень значимости.
8.3. Статистический критерий. Критические области.
8.4. Зависимые и независимые выборки. Сравнение дисперсий двух 
нормальных генеральных совокупностей.
8.5. Сравнение средних двух нормальных генеральных совокупностей 
при известных дисперсиях
8.6. Критерий Стьюдента. Сравнение средних двух нормальных гене­
ральных совокупностей при неизвестных одинаковых дисперсиях
8.7. Критерий знаков.
8.8. Проверка гипотезы о равенстве генеральных дисперсий несколь­
ких нормальных генеральных совокупностей.
8.1. Понятие статистической гипотезы.
Нулевая и альтернативная гипотезы.
Общая постановка задачи проверки гипотез
При решении прикладных задач, имеющих вероятностную по­
становку, зачастую необходимо установить неизвестный закон рас­
пределения генеральной совокупности, в других случаях при извест­
ном законе распределения требуется уточнить параметры распреде­
ления, равенство их определенному числу и сравнить либо параметры 
по различным выборкам, либо сами выборки.
В подобных случаях выдвигаются определенные гипотезы, на­
пример «закон распределения генеральной совокупности, является 
биномиальным» или «среднее генеральной совокупности, распреде­
ленной по нормальному закону, равно нулю» и т.д. Возможны и дру­
гие гипотезы относительно параметров и выборок.
Статистической гипотезой называют предположение о неиз­
вестном законе распределения генеральной совокупности либо о па­
раметрах известных распределений. Статистическая гипотеза прове­
ряется исходя из выборочных данных статистическими методами. К 
статистической проверке гипотез сводятся задачи сравнительной про­
верки и оценки различных процессов: эффективности лечения, про­
должительности болезни и восстановительного периода, тяжести за­
болевания, сравнения лечебно-диагностических методик, различных
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характеристик процесса, препаратов и медицинской техники, эконо­
мичности, мер профилактики и т.д.
Утверждения типа «В 2023 г. Земля может сойти со своей орбиты» 
(Нострадамус), «Тысячу лет назад нашу планету посещали иноплане­
тяне» являются гипотезами, но не статистическими, так как в них не 
присутствуют, ни законы распределения, ни параметры.
Статистические гипотезы, не использующие допущений о кон­
кретном законе распределения, называют непараметрическими ги­
потезами, в противном случае гипотезы называют параметрически­
ми. Непараметрические гипотезы -  понятие более общее, нежели па­
раметрические, так как методика их проверки не требует знания зако­
на распределения, что, несомненно, является их достоинством. Одна­
ко методы проверки параметрических гипотез более эффективны, так 
как используют большее количество информации о случайных вели­
чинах (закон распределения известен).
Статистические гипотезы бывают простыми и сложными. Про­
стой называют гипотезу, которая полностью однозначно определяет 
функцию распределения (т.е. закон распределения) случайной вели­
чины. Гипотезу называют сложной, если она состоит из объединения 
конечного или бесконечного числа простых гипотез.
Основную гипотезу, которую намереваются проверять, называют 
нулевой гипотезой и обычно обозначают Н0. Для каждой нулевой 
гипотезы обязательно существует альтернативная гипотеза, противо­
речащая нулевой. Такую альтернативную гипотезу называют конку­
рирующей гипотезой. Обозначим ее Н,.
Нулевая и конкурирующая гипотезы всегда несовместны, но не 
обязательно образуют полную систему событий.
Выдвинутые гипотезы Н0 и Я, проверяются на истинность на ос­
нове выборочных наблюдаемых данных статистическими методами, 
т.е., обладая лишь информацией по выборке (неполной информаци­
ей), о генеральной совокупности можно судить не однозначно, а с оп­
ределенной вероятностью. При этом, полагая нулевую гипотезу спра­
ведливой (потому она и считается основной, что из каких-то сообра­
жений мы верим в ее истинность), мы заинтересованы в том, чтобы 
признать нулевую гипотезу верной, а конкурирующую гипотезу от­
вергнуть. Но вполне возможно, что справедлива не нулевая, а конку­
рирующая гипотеза, в этом случае наш интерес, наоборот, в наиболь­
шей вероятности принятия гипотезы Я/ и, следовательно, в отверже­
нии нулевой гипотезы Но.
Например, пусть партию лекарств контролируют по небольшой 
выборке и сравнивают с нормой; тогда нулевая гипотеза Но: выпу­
щенная партия лекарств нестандартна (брак), а конкурирующая Н |: 
партия соответствует норме.
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Таким образом, задача проверки гипотез заключается в том, что­
бы на основании анализа выборочных данных (неполная информация) 
принять решение о справедливости одной из гипотез.
8.2. Ошибки первого и второго рода. Уровень значимости
При проверке гипотез из-за наличия неполной информации могут 
быть допущены ошибки двух видов (см. таблицу 8.1):
Ошибка первого рода заключается в том, что верная нулевая ги­
потеза Н0 отвергается и принимается конкурирующая ложная гипоте­
за Н,
Ошибка второго рода заключается в том, что ложная гипотеза 
Но принимается, хотя на самом деле верна конкурирующая гипотеза 
Н,.
Таблица 8.1
В действительности
Принята
гипотеза на оснований'-^^ 
исследования
Верна гипотеза Но, 
ложна Н)
Верна гипотеза Нь 
ложна Н0
Принята гипотеза Н0 Гипотеза Н0 верна и принята
Г ипотеза Н] верна, 
но принята ложная 
гипотеза Н0
Принята гипотеза Н]
Гипотеза Н0 вер­
на, но принята 
ложная гипотеза
н ,
Гипотеза Hj верна 
и принята, ложная 
гипотеза Н0 от­
вергнута
Отметим, что гипотезы Н0 и Н/ в исследовании не равноправны. 
Статистическая проверка осуществляется для нулевой гипотезы Н0, 
поэтому гипотезу Н0 и называют основной. Проверить нулевую гипо­
тезу необходимо так, чтобы возможность ошибок обоих типов свести 
к минимуму.
Вероятность допустить ошибку первого рода обозначим а. Число 
а -  вероятность ошибки первого рода (вероятность отклонения нуле­
вой гипотезы, когда она на самом деле верна) -  называют уровнем 
значимости.
Аналогично вероятность допустить ошибку второго рода обозна­
чим р.
Вероятность не допустить ошибку второго рода (т.е. при спра­
ведливости конкурирующей гипотезы Н,, вероятность принять эту
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гипотезу) называют мощностью критерия (чувствительностью 
критерия).
Мощность критерия равна \ - р . Понятно, что чем больше это 
значение, тем лучше, качественнее работает наш критерий. В меди­
цинских исследованиях обычно используют а  = 0,05 или а = 0,01, a 
значение Р = 0,2 или 0,1 .
Задача исследователя — минимизировать обе вероятности -  и а, и 
р. Но эти вероятности оказываются взаимосвязанными и, уменьшая 
одну из них при фиксированных условиях, мы неизбежно компенси­
руем достигнутое уменьшение ростом вероятности другой ошибки. 
Единственный способ одновременного уменьшения вероятностей 
обеих ошибок -  это увеличение объема выборки (вполне естествен­
но, что, увеличивая объем выборки, получаем больше информации о 
генеральной совокупности, и вероятность ошибок уменьшается).
Обычно поступают следующим образом: фиксируют уровень 
значимости а, т.е. задают границу вероятности отклонить нулевую 
гипотезу Но, когда она верна, и пытаются провести исследование так, 
чтобы значение Р оказалось наименьшим. Стандартными уровнями 
значимости а, для которых построены соответствующие таблицы, 
считаются числа 0,2; 0,1; 0,05; 0,02; 0,01; 0,005; 0,002; 0,001.
Естественным является желание выбрать а как можно меньше, 
но тогда вероятность ошибки второго рода р  может оказаться слиш­
ком большой (мощность критерия невелика). Разумный компромисс 
между значениями а и Р находят исходя из тяжести последствий 
каждой из ошибок. Например, пусть проверяется гипотеза отсутствия 
у пациента некоторого заболевания. Признаком заболевания служит 
значение определенного показателя (к примеру, артериальное давле­
ние), тогда нулевая гипотеза Н0 -  значение показателя в норме, т.е. 
пациент здоров. Конкурирующая гипотеза Н, -  значение показателя 
отличается от нормы, т.е. пациент болен. В этом случае ошибка пер­
вого рода -  отклонение нулевой гипотезы, когда она верна, т.е. при­
знаем человека больным, когда он на самом деле здоров. Эта ошибка 
приводит к некоторым неудобствам для пациента, который должен 
пройти дополнительное обследование или курс лечения, и обычно не 
грозит серьезными последствиями. Совсем иная картина в случае до­
пуска ошибки второго рода — принять нулевую гипотезу, когда она 
неверна, т.е. признать человека здоровым, когда он на самом деле бо­
лен: фактически происходит отказ от лечения больного, и в этом слу­
чае последствия ошибки второго рода могут оказаться самыми пла­
чевными.
Следовательно, в рассмотренном примере допустимо пожертво­
вать высоким уровнем значимости а с целью уменьшить вероятность 
ошибки второго рода р. Можно привести примеры других случаев,
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когда, наоборот, более существенным по тяжести последствий оказы­
вается выбор наименьшего разумного значения а, а не/?.
Таким образом, при выборе гипотез нулевой гипотезой (по срав­
нению с альтернативной) должна быть та, которую более опасно 
ошибочно отвергнуть.
8.3. Статистический критерий. Критические области
Для проверки принятой гипотезы используют случайную величи­
ну К, являющуюся функцией от выборочных данных и называемую 
статистическим критерием.
Статистический критерий -  это правило (формула), позво­
ляющее по данным выборки принять либо отвергнуть нулевую гипо­
тезу.
Статистический критерий, являясь случайной величиной, имеет 
какое-то вероятностное распределение. Обычно критерий выбирают 
таким, чтобы он имел одно из следующих распределений: нормаль­
ное, х-квадрат, распределение Стьюдента, распределение Фишера.
Совокупность значений, при которых нулевую гипотезу следует 
принять, называют областью принятия гипотезы. Совокупность 
значений, при которых нулевую гипотезу следует отвергнуть, назы­
вают критической областью.
Поскольку все возможные значения критерия К  образуют интер­
вал, то критическая область и область принятия гипотезы также явля­
ются интервалами. Эти интервалы не могут пересекаться и, следова­
тельно, имеются граничные точки, разделяющие данные области.
Точки, отделяющие критическую область от области принятия 
гипотезы, называют критическими точками. Обозначим их kv .
о
g  |
** О
,  ____________ |
Ч  0
Рис. 8.1
Критическая область в зависимости от выбора ккр. может быть 
односторонней (правосторонней или левосторонней) или двухсто­
ронней.
В случае, изображенном на рис. 8.1 (а), критическая область оп­
ределяется неравенством К>кч,, где к^ > 0 , и называется правосто­
ронней.
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В случае, изображенном на рис. 8.1 (б), критическая область оп­
ределяется неравенством К < kv , где kv  < 0, и называется левосто­
ронней.
В случае, изображенном на рис. 8.1 (в), двусторонняя критиче­
ская область определяется двумя неравенствами K<kv „ К>ккрг где 
*ч>! <ккр2- Часто двустороннюю критическую область выбирают сим­
метричной относительно нуля, тогда {-kvl) = 2 = ^ и  \к\ > kv .
Как видим, критическая область полностью определяется одним 
или двумя (в случае двусторонней и несимметричной областей) кри­
тическими значениями. И здесь возникают два вопроса, первый из ко­
торых -  по какому принципу выбирать критическую область; второй- 
каким образом определить критические значения ккр7
Принцип построения критической области таков: критическая 
область -  эта область возможных значений критерия К, принимаемых 
крайне редко, т.е. достаточно мала вероятность, что в результате на­
блюдения за одной выборкой случайная величина К, созданная по 
этой выборке, примет значение из критической области. Обозначим 
эту вероятность попадания критерия К  в критическую область симво­
лом а  (это значение а является уровнем значимости).
Тогда критическая область при выбранном малом значении а оп­
ределяется условием Р(К >kKf) = a в случае правосторонней критиче­
ской области, Р(К <kkT) = a  в случае левосторонней критической об­
ласти. В случае двусторонней критической области 
Р(К<кчЛ) + Р(К>кч,1) = а .
Заметим, что в последнем равенстве критические точки и ккр2 
определяются неоднозначно. Если же распределение критерия К  сим­
метрично относительно нуля (например, распределение Стьюдента 
или нормальное распределение) и критические точки - к кр1 =ккр2 - kv , 
то Р(К <kv,)= Р(К > к ^ ) и, следовательно, имеем
P(K>kv ) = P(K<-k'P) =
Определив критическую область, а, следовательно, и область 
принятия гипотезы, по выборке вычисляем наблюдаемое значение 
критерия К. Согласно частотной интерпретации следует вывод:
-  если значение К  принадлежит области принятия гипотезы., то нуле­
вая гипотеза Н0 не противоречит наблюдениям и принимается;
-  если значение К  принадлежит критической области, то нулевая ги­
потеза Н0 считается опровергнутой, и принимается конкурирующая 
гипотеза Я/.
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Рис. 8.2.
В случае принятия нулевой гипотезы считается, что различия 
между наблюдаемыми значениями и истинными обусловлены слу­
чайными причинами и являются незначимыми (непринципиальны­
ми).
В случае отторжения нулевой гипотезы говорят, что различия 
между наблюдаемыми значениями и теоретическими (согласно нуле­
вой гипотезе) значимы, т.е. обусловлены принципиальными причи­
нами: ошибочностью нулевой гипотезы.
Еще раз отметим, что опровержение гипотезы Н0 на основании 
опыта вовсе не равноценно логическому опровержению. Вполне воз­
можно, что нам просто не повезло с выборкой: среди множества всех 
возможных выборок заданного объема и попалась именно такая ред­
кая, которая приводит значение критерия К  в критическую область.
Критерии бывают параметрические и непараметрические. Пара­
метрические критерии используются, если выборки взяты из гене­
ральной совокупности, которая подчиняется известному, например, 
нормальному закону распределения. Нормальность распределения 
выборки должна быть статистически доказана до применения пара­
метрических критериев.
Непараметрические критерии используют, если нет подчине­
ния распределения выборки нормальному закону. Например, если 
объём выборки настолько мал, что невозможно оценить закон распре­
деления данных в выборке. Параметрические критерии являются бо­
лее мощными, чем непараметрические в обнаружении реального эф­
фекта.
Критерии общего характера проверки статистических гипотез 
называют критериями значимости. В случае проверки гипотез о со­
гласии выборочного и теоретического распределений критерии зна­
чимости называют критериями согласия.
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Процедура проверки гипотез
Процедура проверки гипотез представляет собой правило, руко­
водствуясь которым принимается статистически обоснованное реше­
ние о справедливости одной из них.
От исследователя, использующего статистическую проверку ги­
потез в прикладных задачах, требуется научиться пользоваться суще­
ствующими критериями.
Проверка гипотез обычно проходит следующие этапы.
1. Исследователь набирается первичный статистический материал 
в виде выборок из одной или нескольких генеральных совокупностей.
2. Исследователь формулирует основную (Но) и альтернативную 
(Н,) гипотезы, а также выбирает уровень значимости а  (0,01 или 
0,05), соответствующие целям исследования.
3. Выбирают метод проверки, который подходит в данной си­
туации, и по соответствующим формулам вычисляют значение ста­
тистического критерия для имеющихся данных (выборок).
4. По таблицам, соответствующим выбранному методу, находят 
границу критической области для принятого уровня значимости.
5. Принимается решение о справедливости гипотезы Но или Hj. 
Если значение критерия, вычисленного в п.З, принадлежит критиче­
ской области (п. 4), то основная гипотеза Но отвергается и принима­
ется альтернативная гипотеза Н) (различия между наблюдаемыми 
значениями и теоретическими значимы, т. е. обусловлены ошибочно­
стью нулевой гипотезы). Если значения критерия не попадают в кри­
тическую область, то гипотеза Но принимается (различия не значимы 
и обусловлены случайными причинами).
Рис. 8.3
В ходе проверки статистических гипотез кроме вычисления ста­
тистического критерия К в современных статистических пакетах вы­
числяется также соответствующее значение р , где р  — это вероятность 
справедливости Но.
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8.4. Зависимые и независимые выборки. Сравнение дисперсий 
двух нормальных генеральных совокупностей.
Примеры независимых выборок:
1) параметры двух групп пациентов, к которым применялись 
различные методики лечения;
2) параметры двух групп пациентов, к одной из которых (опыт­
ная группа) применялось воздействие методики, а к другой, кон­
трольной, -  нет.
Примеры зависимых (связанных или сопряжённых выборок):
1) параметры одной и той же группы пациентов до и после воз­
действия какого-либо фактора, например, методики лечения;
2) параметры различных частей одного и того же объекта, на­
пример, состояние двух конечностей, одна из которых подвергалась 
лечению, а другая -  нет.
Перейдем к рассмотрению некоторых наиболее популярных ста­
тистических гипотез, используемых в медицинских исследованиях, и 
примеров их использования.
Сравнение дисперсий двух нормальных генеуапьных совокупностей
Во многих клинических исследованиях важной является про­
верка гипотезы о равенстве генеральных дисперсий двух нормальных 
выборок. Эта задача может быть решена с помощью критерия Фи­
шера.
Пусть имеются две нормальные генеральные совокупности X  и Y, 
дисперсии которых D(X) и D(Y) неизвестны. По выборкам 
Х 1,Х 2,...,Х„ и Yl ,Y1,...Ym объемов п и т  соответственно требуется срав­
нить дисперсии. Подобные задачи возникают в случаях сравнения 
точности измерений, точности приборов, качества методик. Посколь­
ку дисперсия характеризует степень сосредоточения (рассеяния) зна­
чений относительно среднего, то наилучшей характеристикой являет­
ся та, у которой дисперсия меньше.
Из множества различных гипотез относительно дисперсий (соот­
ношений между дисперсиями) в качестве нулевой гипотезы обычно 
выдвигают гипотезу равенства дисперсий:
H0 :D (X ) = D(Y)
Тогда для конкурирующей гипотезы остаются следующие воз­
можности:
1) D(X) ф D(Y); 2) D(X) > D(Y) ; 3) Щ Х ) < D (Y).
Понятно, что случаи 2) и 3) принципиального различия в мето­
дике не имеют, так как любое из этих неравенств получается из дру­
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гого, если X  и Y  поменять местами. Таким образом, достаточно рас­
смотреть два случая конкурирующей гипотезы.
В нулевой гипотезе Я0 : D(X) = D(Y) числа D(X) и D(Y) заменим 
характеристиками, связанными с выборками:
D{X) = M{Sl), D(Y) = M(S])
где S] и Si -  исправленные выборочные дисперсии рассматриваемых 
генеральных совокупностей. Тогда Я0: M(S]) = M(S2y).
Для проверки нулевой гипотезы используем в качестве критерия 
статистику F  отношения двух исправленных выборочных дисперсий 
Si и Si с ( л - 1) и ( т - 1) степенями свободы соответственно.
Для определенности условимся в отношении оценок и числите­
лем ставить большую из этих оценок, а знаменателем — меньшую. 
Обозначив их и Si,  получим критерий
Далее достаточно выбрать уровень значимости а (например, наи­
более распространенные в медицинских приложениях уровни значи­
мости а  = 0,05 или 0,01) и по таблице определить критические точки 
распределения F. И здесь возникает вопрос, какую критическую об­
ласть выбрать: одностороннюю либо двустороннюю. Наш выбор за­
висит от вида конкурирующей гипотезы Н,. Если есть основания 
предполагать, что одна из дисперсий обязательно не меньше, чем 
другая, например Щ.Х) > D(Y), то
Я0 : D(X) = ДК);
Я, : D(X) > D(Y).
В этом случае критическая область односторонняя, а именно 
правосторонняя.
Если же нет оснований полагать, что одна из дисперсий обя­
зательно больше, чем другая, то конкурирующая гипотеза
Я , : D(X) * D(Y)
и критическая область оказывается двусторонней, а, следовательно, 
уровень значимости а должен быть поделен между двумя интервала­
ми критической области.
Далее находим реальное значение F, наблюдаемое, а точнее, вы­
числяемое по выборочным данным. Обозначим его F ^ .  Если ока­
жется, что приняло значение из критической области, то нулевую 
гипотезу отбрасываем и принимаем конкурирующую, в противном 
случае, когда F^  оказывается в области принятия гипотезы, нулевую 
гипотезу принимаем и полагаем, что она не противоречит опытным 
данным.
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Рассмотрим оба возможных случая конкурирующей гипотезы.
Первый случай:
Пусть
Тогда
•  по выборкам Х „Х2,...,Хп и К„К2,...У„ вычисляем конкретные зна­
чения исправленных выборочных дисперсий S* и ^ ;
•  находим число
где Sj и Si -  соответственно большее и меньшее из чисел S2X и Si 
(при выбранной конкурирующей гипотезе D(X)>D(Y), естественно,
• выбираем уровень значимости а и для правосторонней критиче­
ской области находим по таблице (приложение 6) граничное значе­
ние: критическую точку ккр (при этом / Л/ 2 - количество степеней сво­
боды числителя и знаменателя соответственно);
• обозначим kv  = Fv (a;f] = n - \ , f 2 =/и-1);сравниваем и Fv ;
• делаем выводы: если |^^ ,|>  Fv , то при выбранном уровне значи­
мости различие дисперсий значимо, нулевая гипотеза отбрасывается 
и принимается конкурирующая, если же IF^I < Fv , то принимается 
гипотеза Н0 как не противоречащая опытным данным.
Второй случай:
Тогда
• по выборкам Х„ Хг....Х„ и Y„Y2,...Ym вычисляем конкретные зна­
чения исправленных выборочных дисперсий Si и S2y;
• находим число
где Si и 5] -  соответственно большее и меньшее из чисел S,! и 5 ' ;
• выбираем уровень значимости а  и находим критическую точку
• сравниваем F ^  и Fv  и делаем выводы: если \F^\> F^, то при 
выбранном уровне значимости различие дисперсий значимо, нулевая
H0:D(X)=D(Y); 
Я , : D(X) > D(Y).
Пусть
По: D(X) = D(Y) ; 
Я, : D(X) Ф ЩУ).
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гипотеза отвергается, если же \F^\<FV, то принимается гипотеза Н0 
как не противоречащая опытным данным.
Пример 8.1: Пусть при лечении некоторого заболевания приме­
няются две методики: А и В. Эффективность методик характеризуется 
изменением численных значений определенного показателя. Отобра­
ны две однородные группы больных: первая численностью п=15 чел., 
а вторая -  т=10 чел. В первой группе (с методикой А) значения рас­
смотренного показателя Х 1,Х 2,...,Х20, во второй (с методикой В) - 
У1,У2,...У15. Известно, что соответствующие генеральные совокупности 
X  и У имеют нормальное распределение. Оказалось, что для обеих 
групп средние значения показателя х и у практически равны, а ис­
правленные выборочные дисперсии S* = 21,5; S* =32,8. Требуется со­
поставить две методики лечения при уровне значимости а  = 0,1 .
Решение: Поскольку средние значения наблюдаемого показателя 
в обеих группах равны, то эффективность методик в среднем одина­
кова. Оценим стабильность результата, т.е. различный разброс значе­
ний показателя в группах значим (вызван особенностями применяе­
мых методик) или незначим (вызван случайными причинами, напри­
мер объясняется конкретным подбором больных в группы, малым 
объемом выборок и т.д.).
Выдвигаем нулевую гипотезу
На : D(X) = D(Y),
конкурирующую гипотезу
Я, : D(X) * D(Y)
При такой конкурирующей гипотезе критическая область долж­
на быть двусторонней и критическую точку ищем исходя из соотно­
шения kv  =2r4,^ y ; /l, / 2j .  Так как выбранное значение а  = 0,1, то
ОС
— = 0,05. Для того чтобы воспользоваться таблицей, необходимо опре­
делить также f i  и f 2. Поскольку большее значение исправленной вы­
борочной дисперсии S2y = 32,8 соответствует второй группе, то 
/ ,  = m-1 = 9, / 2 = л -1  = 14. По таблице (приложение 6) находим крити­
ческую точку Fv  ^ ; / , ,  / 2 J = FKp (0,05;9,14) = 2,65.
Вычислим F>Л5, . По нашим данным S* = S* = 32,8, S* = Si = 21,5, 
тогда
_ S%_ _ 32Д1 
“6* S i 21,5
1,526
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Сравнив F ^  = 1,526 с FKr= 2,65, констатируем, что значение 
попадает не в критическую область, а в область принятия гипотезы.
Вывод: Принимается нулевая гипотеза как не противоречащая 
опытным данным. Следовательно, разброс значений показателя при 
обеих методиках не позволяет судить о значимых различиях: 
D(X) = D(Y) . Различие выборочных дисперсий S* и S* объясняется 
случайными причинами. Таким образом, статистически значимых 
различий методик не установлено.
8.5. Сравнение средних двух нормальных генеральных 
совокупностей при известных дисперсиях
Пусть имеются две генеральные совокупности X  и У. Исходя из 
выборочных данных, требуется сравнить математические ожидания
М(Х) и М(У).
Подобная задача возникает при сравнении двух групп элементов, 
подвергшихся определенному воздействию (например, двух групп 
больных, проходящих курс лечения по различным методикам, или 
одна группа больных принимает какой-то лекарственный препарат, а 
другая группа -  контрольная -  принимает плацебо). При этом сравне­
ние средних позволяет судить о степени воздействия, о значимости 
возможных эффектов воздействия или, наоборот, об их отсутствии.
Рассмотрим случай, когда генеральные совокупности X  и Y име­
ют нормальное распределение, что в прикладных задачах бывает дос­
таточно часто.
Данными для исследования будут служить две независимые вы­
борки: Xt,X 2,...,X„ и У,,У2,...У„ объемов п и т  соответственно. Схема 
исследования -  выдвижение гипотез, нулевой и конкурирующей, и 
использование статистики определенного вида в качестве критерия.
Нулевая гипотеза о равенстве математических ожиданий 
М(Х) = M(Y) равносильна гипотезе
_ Н0:М(Х) = ЩУ)
так как М(Х) = М(Х) и М(У) = M(Y) ввиду несмещенности оценок ма­
тематического ожидания. Поскольку значения выборочных средних X  
и Y, вообще говоря, различны, то необходимо проверить, значимо это 
различие (вызвано принципиальными соображениями) либо незначи­
мо (вызвано случайными обстоятельствами, методами отбора именно 
этих, а не других элементов в выборку, малым количеством наблюде­
ний).
Критерием для проверки гипотезы Н0 может служить статистика
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X - Y
Вернемся к проверке выдвинутой нулевой гипотезы. Схема дей­
ствий та же самая, что и в предыдущем разделе. В противовес Н 0 на­
значается конкурирующая гипотеза Я / . Далее по выборочным значе­
ниям вычисляем значение Z^ , выбираем уровень значимости а и на­
ходим критическую точку. Критическое значение 2v  определяется 
соотношением:
где Ф(г) -  функция Лапласа.
Сравниваем Z1нЛ и Zv  и делаем выводы: если \Z^ \> Z v , то при 
выбранном уровне значимости различие дисперсий значимо, нулевая 
гипотеза отвергается, если же |ZHO&,\<Zv , то принимается гипотеза Н0 
как не противоречащая опытным данным.
8.6. Критерий Стъюдента. Сравнение средних двух нормальных 
генеральных совокупностей при неизвестных 
одинаковых дисперсиях
Пусть имеются генеральные совокупности X  и Y нормально рас­
пределенные. Требуется сравнить математические ожидания М (Х ) и 
М (У ), как и в случае, рассмотренном в параграфе 8.5. Но в отличие от 
указанного случая дисперсии генеральных совокупностей неизвест­
ны. Причем удовлетворительных точечных оценок для этих диспер­
сий также невозможно получить, например, в случае малых выборок. 
Поэтому метод, рассмотренный ранее, не работает (для него диспер­
сии должны быть известны).
Приведем другую методику, используя взамен утраченного усло­
вия: известности дисперсий условие равенства неизвестных нам дис­
персий D(X) = D (Y ). Это условие может быть принято из физических 
соображений (например, две партии препаратов, изготовленных од­
ним и тем же коллективом работников) либо проверено (что весьма 
желательно) с помощью критерия Фишера.
Для сравнения М (Х ) и M(Y) в качестве нулевой гипотезы есте­
ственно выбрать
H 0 :M (X ) = M(Y) 
которая, равносильна гипотезе
Н „ :М (Х )  = М(Х)
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где X  и Y — выборочные средние, найденные из независимых выбо­
рок Х 1,Х 1,...,Х„ и Yl,Y1,...Ym объемов п и т  соответственно. Предпола­
гаем числа п и т  достаточно малыми (обычно не более 30).
Для проверки гипотез о равенстве генеральных средних при оди­
наковых генеральных дисперсиях применяется t-критерий Стьюдента, 
значение которого t ^ ,  вычисляется по формуле:
где Si и Si -  выборочные дисперсии, х и у -  средние значения вы­
борок.
Критическое значение tKp( a , f  = п + т -Т) распределения Стью­
дента находим по таблице (приложение 5) для заданного уровня зна­
чимости.
Сравниваем и tv  и делаем выводы: если |/^ ,(> то при вы­
бранном уровне значимости различие дисперсий значимо, нулевая 
гипотеза отвергается, если же 1/^1 </ч>, то принимается гипотеза Н0 
как не противоречащая опытным данным.
Данный критерий применяется в случае малых выборок, что 
свойственно медицинским и биологическим задачам, а это обуслов­
ливает многочисленные приложения критерия Стьюдента.
Пример 8.2: Препарат из группы антагонистов кальция -  нифе- 
дипин — обладает способностью расширять сосуды, и его применяют 
при лечении ишемической болезни сердца. Ш. Хейл и соавторы из­
меряли диаметр коронарных артерий после приёма нифедипина и 
плацебо, и получили следующие две выборки данных диаметра коро­
нарных артерий (в миллиметрах).
Позволяют ли приведенные данные считать, что нифедипин 
влияет на диаметр коронарных артерий?
Решение:
В данной задаче необходимо исследовать, значимо или незначи­
мо различаются средние, представленные двумя выборками. Обозна­
чим генеральную совокупность, из которой извлечена первая выбор­
ка (плацебо), через X. Соответственно обозначим генеральную сово­
купность, из которой извлечена вторая выборка (нифедипин), через Y. 
Авторы полагали, что обе генеральные совокупности X  и Y  имеют 
нормальное распределение (эту гипотезу желательно проверить ста­
тистическими методами).
По выборкам из обеих генеральных совокупностей вычислим 
соответствующие выборочные характеристики:
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х = — Ух, = —(2,5 + 2,2 + 2,6 + 2,0 + 2,1 +1,8 + 2,4 + 2,3 + 2,7 + 2,7 +1,9) = —  * 2,29; 
l l t r  ' 1Г  11
*  = Тг 1 > у = ~ (2’5 + 1,7 + 1,5 + 2’5 + 1>4 + *>9 + 2’3 + 2>0 + 2'6 + 2’3 + 2>2) = Т Г  *  2’08;11 jK | 11 11
Si = - i - £ ( x ,  ~*)2 = — [(2,5-2,29)2 + (2,2-2,29)2 + ...+ (1,9-2,29)2] = 0,1009;
1 1 — 1 10
^ ~ § ^ ^ 2=0’1716-
Поскольку выборки малого объема п = т = 1 1 , для проверки зна­
чимости различий средних применим критерий Стьюдента. Для ис­
пользования критерия необходимо иметь равные дисперсии: 
D(X) = D(Y). В нашем случае эти дисперсии неизвестны, но данное 
равенство можно проверить, воспользовавшись критерием Фишера о 
равенстве дисперсий. Нулевая гипотеза в критерии Фишера
H0 :D(X) = D(Y)
В качестве конкурирующей гипотезы рассмотрим
Н!: D(X) * D(Y) ,
откуда следует, что критическая область -  двусторонняя. Уровень 
значимости полагаем стандартным а  = 0,05. По таблице (прил. 6) на­
ходим критическую точку исходя из равенства:
К  = *•„(§■;/../»]“ F>,025;10;10) = 3,72
Вычисляем . Поскольку среди Si и S2 большей дисперсией 
является S i , то
Si ^ 0,1716 
Si 0,1009
Таким образом, получим, что F
»1,701.
< Fv , следовательно, значение
F^,  принадлежит области принятия гипотезы, и нулевая гипотеза о 
равенстве дисперсий принимается как не противоречащая опытным 
данным.
Установленный факт равенства дисперсий D(X) и D(Y) нор­
мальных генеральных совокупностей позволяет сравнить средние 
М(Х) и М(У) с помощью критерия Стьюдента.
Для средних вновь выдвигаем нулевую гипотезу
H0 :M(X) = M(Y)
и конкурирующую гипотезу
Я, : М(Х) Ф M(Y)
Критическая область -  двусторонняя. Уровень значимости а  = 0,05. 
Вычисляем наблюдаемое значение t^  критерия по формуле:
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* -У |/tm(n + m -2)
Я*' 4(n-\)Sl+{.m-\) -Sl V п + т
2,29-2,08 11111(11 + 1 1 - 2)
-^(11-1)-0,1009+ (11-1)-0,1716 V 11 + 11
По таблице (прил. 5) находим критическую точку исходя из ра­
венства:
' , ( « ; / ) =  '„(0,05:11 + 11-2) = 2,09.
Сравнивая и tv делаем вывод, что находится в области 
принятия гипотезы (т.к. ), следовательно, должна быть приня­
та нулевая гипотеза М(Х)= M(Y) как не противоречащая опытным 
данным.
Вывод: В рассматриваемом примере критерий Стьюдента не вы­
явил существенных различий в диаметрах коронарных артерий при 
сравнении двух групп обследуемых. Проведенный статистический 
анализ не позволяет считать значимым влияние нифедипина на диа­
метр коронарных артерий.
8.7. Критерий знаков
Пусть х1,х2,...,хх и у ,,уг,--,у„ — две группы значений, попарно свя­
занных между собой. Критерий знаков является критерием проверки 
гипотезы об однородности этих групп наблюдений, точнее, о принад­
лежности их к одной и той же генеральной совокупности. Математи­
чески нулевая гипотеза Н0 состоит в равенстве соответствующих 
функций распределения: Fx = Fy. Вид альтернативной гипотезы /// 
определяет критическую область:
• если Я ,: Fx * Fy, то критическая область двусторонняя;
• если Ht .Fx >Fy, то критическая область левосторонняя;
• если H,:Fx <Fy, то критическая область правосторонняя.
Рассматриваемые выборки имеют попарно связанные элементы
xh y t, исходя из чего на практике критерий знаков используется для 
наблюдений до и после эксперимента. Исследуется наличие статисти­
чески значимого сдвига в значениях после эксперимента, которому и 
приписывается заслуга в этом изменении значений при справедливо­
сти гипотезы Hi и отсутствии значимого влияния на формирование 
значений при принятии гипотезы Н0.
Отметим, что критерий знаков является непараметрическим, т.е. 
может быть применен вне зависимости от распределения признака.
В критерии знаков рассматриваются соответствующие разности зна­
чений х, -у , ,  но сама величина разности роли не играет, учитывается
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лишь знак выражения х , -у , .  В случае равенства какой-то из разно­
стей нулю, эта пара наблюдений выводится из исследования. Таким 
образом, исходным пунктом для применения критерия оказывается 
последовательность знаков «+» и «-». Можно сравнивать, например, 
результаты клинических исследований у 2 групп больных, или у од­
них и тех же больных до и после лечения. Следовательно, критерий 
знаков применим и к случаю качественных изменений в наблюдениях 
типа «лучше — хуже», «больше — меньше» и т.д., что является его не­
сомненным достоинством.
При справедливости нулевой гипотезы 
H0 :Fx =Fy ,
означающей, что совокупности однородны, а преобладание знака «+» 
или «-» в последовательности знаков является случайным, количества 
знаков «+» и «-» не должны существенно отличаться. Следовательно, 
для каждой пары наблюдений х„ у, появление того или иного знака 
происходит с вероятностью 0,5, а распределение случайной величи­
ны, принимающей значения от 0 до л, является биномиальным.
Пусть в серии из N  опытов положительные значения Z  наблюда­
лись п, раз, а отрицательные -  раз. Тогда проверка справедливости 
нулевой гипотезы сводится к проверке значимости отличия п+ или л_ 
от 0,5.
В математической статистике показывается, что для такой про­
верки следует ввести еще одну величину nN, определяемую как наи­
меньшее из чисел п+ или п , и сравнить ее со значением критического 
числа п%.
Критические числа п% определяются объемом выборки N  и 
уровнем значимости я. В качестве критического числа п% следует 
принимать целую часть числа
A = ^ — k j N  +1 ,
2
где к = 0,8224 для а  = 0,10 и к - 0,9800 для а  = 0,05.
Если пК > , то нулевую гипотезу следует считать согласую­
щейся с экспериментом. Если nN < п%, то нулевую гипотезу отверга­
ют.
Недостатком критерия знаков является то, что он учитывает 
только знак разностей сравниваемых наблюдений, не отражая вели­
чины этой разности. Поэтому критерий знаков имеет ограниченную 
мощность.
Пример 8.3: Проведено 100 опытов по изучению влияния неко­
торого физического фактора на величину артериального давления у 
двух групп животных, причем от опыта к опыту уровень фактора из­
менялся и регистрировались различия артериального давления у двух
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животных (по одному из каждой группы). При уровне значимости 
а  = 0,05 оценить значимость различия в действии данного фактора на 
указанные группы животных, если в серии из 100 опытов положи­
тельная разность давлений наблюдалась 48 раз, а отрицательная -  44 
раза.
Решение:
В данном случае пv = 44. Находим критическое значение:
А = -  0,98 Vl 00 + 1 = 39,6
2
следовательно, п% = 39. Поскольку nN > п* , то отвергать нулевую ги­
потезу нет оснований, и при уровне значимости а  = 0,05 различие в 
действии изучаемого фактора на рассматриваемые группы животных 
можно считать незначимым.
8.8. Проверка гипотезы о равенстве генеральных дисперсий 
нескольких нормальных генеральных совокупностей
Критерий Кочрена сравнения дисперсий нескольких нормальных 
генеральных совокупностей
Пусть ^обозначает z'-ю генеральную совокупность. Известно, что 
т генеральных совокупностей Х„Х2,...„Хт имеют нормальное рас­
пределение ( т > 2 ). При уровне значимости а требуется проверить 
гипотезу о равенстве дисперсий рассматриваемых генеральных сово­
купностей (также говорят об однородности дисперсий):
H0:D(Xl) = D(Xi) = ..=D(Xm).
Для проверки этой нулевой гипотезы взяты выборки одного и то­
го же объема и каждая и вычислены исправленные выборочные дис­
персии S2,Sj,...,S2, которые, как известно, имеют число степеней сво­
боды /  = л - 1 . Численные значения исправленных выборочных дис­
персий соответственно обозначим s2, s2....s2.
В качестве критерия проверки выдвинутой гипотезы используем 
статистику
S,2+52+... + 52 ’
называемую критерием Кочрена (Кохрана), где -  та из исправ­
ленных выборочных дисперсий, значение которой наибольшее.
Критическое значение распределения Кочрена K^(a,f,m)  опре­
деляем по таблице (приложение 7).
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Если К ^ ' < Kv , то нулевая гипотеза принимается, в противном 
случае > Kv делаем вывод, что дисперсии в рассматриваемых 
генеральных совокупностях различны. Уточнить, в каких именно ге­
неральных совокупностях различаются дисперсии, можно с помощью 
того же или другого критерия, сравнивая меньшее количество выбо­
рок, например сравнивая выборки попарно.
В случае справедливости гипотезы Н0 в качестве оценки гене­
ральной дисперсии используют среднее арифметическое значение 
имеющихся т исправленных выборочных дисперсий.
Пример 8.4: Три лаборатории провели анализ 9 проб исследуемо­
го препарата для определения в нем процентного содержания эфирно­
го масла. Исправленные выборочные дисперсии оказались: в первой 
лаборатории s2 = 0,037, во второй лаборатории s\ = 0,063, в третьей ла­
боратории s\ = 0,052. Предполагая, что случайная величина -  про­
центное содержание эфирного масла в препарате имеет нормальное 
распределение, требуется при уровне значимости а  = 0,01 проверить 
гипотезу об однородности дисперсий.
Решение.
Процентное содержание эфирного масла в препарате -  это слу­
чайная величина (генеральная совокупность). Для каждой из лабора­
торий рассматриваемая генеральная совокупность своя. Таким обра­
зом, имеются три генеральные совокупности Х,,Х2,Х3, из которых 
извлечены по одной выборке одинакового объема и = 9. По вычис­
ленным значениям s2,$2, i 2 проверим нулевую гипотезу однородности 
дисперсий:
H0:D(X,) = D(X2) = D(X,).
Так как все три генеральные совокупности по условию нормаль­
ны, а выборки одинакового объема и = 9, то можно применить крите­
рий Кочрена.
Вычислим наблюдаемое значение критерия
К= -------------- = -------- --------------*0,4257
S2 + S2 +... + S2 0,037 + 0,063 + 0,052
Критическую точку найдем из приложения 7 при а = 0,01: 
Kv (a,f,m) = ^(0,01:8,3) = 0,7107
(напомним, что /  = л - 1 , где и -  объем каждой из выборок; т -  коли­
чество выборок).
Так как < Kv  (0,4257 < 0,7107), то на уровне значимости 
а = 0,01 различие выборочных дисперсий незначимо, и гипотеза об 
однородности дисперсий принимается. Оценка дисперсии -  одна и та
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же для любой из трех рассматриваемых генеральных совокупностей — 
это среднее арифметическое
.2 ■*, + s l  + sj  0,037 + 0,063 + 0,052 QQ1?:
3 3 ’
Критерий Бартлетта сравнения дисперсий 
нескольких генеральных совокупностей
Пусть имеется т нормальных генеральных совокупностей. Обо­
значим их Х„Х2,...,,Хт. При уровне значимости а требуется прове­
рить нулевую гипотезу о равенстве соответствующих генеральных 
дисперсий:
Н0 : Щ.Х,) = Щ_Хг) = ... = D(XM) , 
называемую также гипотезой об однородности дисперсий.
Из каждой генеральной совокупности Xt извлечена выборка объ­
ема и/. Если все Л; равны, то для проверки Н0 можно использовать 
критерий Кочрена. В противном случае, когда выборки, вообще гово­
ря, разного объема, нам необходим другой критерий проверки нуле­
вой гипотезы. Рассмотрим критерий Бартлетта.
Пусть по выборкам найдены исправленные выборочные диспер­
сии , при этом каждая статистика S? имеет число степеней
свободы = л, -1 . Обозначим суммарное число степеней свободы по
всем выборкам
k = k ,+ k2 +... + *„
и среднее арифметическое исправленных выборочных дисперсий, 
взвешенное по числу степеней свободы,
5 2 = + k2S2 +... + kmS l l
Введем еще две величины:
V = k in S 2 -  jT jt,In S 2);
с = 1+— !— ( £
Заметим, что V -  статистика, т.е. случайная величина, а С -  по­
стоянная, причем С > 1.
Отношение
С
является критерием Бартлетта проверки гипотезы Н0. При справедли­
вости нулевой гипотезы критерий В имеет приближенное распределе­
ние х2 с (т-1) степенями свободы.
±_Г|
К к )
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Критическую точку Bv (a , f  = т - 1) при выбранном уровне зна­
чимости а найдем из приложения 8.
Если <BV, то нулевая гипотеза о равенстве дисперсий при­
нимается; если же ВшЛл > В ^ , то различие выборочных дисперсий при­
знается значимым и гипотеза Н0 отвергается.
В случае принятия нулевой гипотезы оценка генеральной дис­
персии -  это значение s , вычисленное по конкретным значениям вы­
борочных дисперсий.
Замечание. Критерий Бартлетта достаточно резко реагирует на 
отклонения от нормального закона распределения, поэтому, если 
имеются сомнения в типе распределения, лучше использовать выбор­
ки одинакового объема и обратиться к критерию Кочрена.
Пример 8.5: Три лаборатории проводили анализ исследуемого 
препарата на процентное содержание в нем эфирного масла. Первая 
лаборатория исследовала 10 проб, вторая -  12 и третья -  17 проб. Ис­
правленные выборочные дисперсии оказались соответственно 
s,2 =0,045, л2 =0,033, *32 =0,040.
Предполагая, что процентное содержание эфирного масла в дан­
ном препарате имеет нормальное распределение, требуется при уров­
не значимости а  = 0,01 проверить гипотезу об однородности диспер­
сий.
Решение.
Процентное содержание эфирного масла в препарате -  случайная 
величина, т.е. генеральная совокупность, своя персональная для каж­
дой лаборатории. Поскольку объемы выборок для каждой генераль­
ной совокупности различны, для проверки гипотезы Н0, равенства ге­
неральных дисперсий воспользуемся критерием Бартлетта.
Так как используется много данных, оформим их в виде табли­
цы:
Номер 
генераль­
ной сово­
купности 
i
Объем
выборки
П,
Число
степеней
свободы
к.
*,2 * л 2 ln j2 к. In sf
1 10 9 0,045 0,405 -3,101 -27,910
2 12 11 0,033 0,363 -3,411 -37,523
3 17 16 0,040 0,640 -3,219 -51,502
ОmII -2S = 0,039 In j 2 =-3,2414 £ = -116 ,9 3 5
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Исходя из найденных значений вычисляем наблюдаемое значе­
ние V: V = 0,245, тогда В ^  ~ •
Из приложения 8 находим Bv ( a , f  = т -1 ) = (0,01;2) = 9,2.
Заметим, что постоянная С всегда больше 1, следовательно,
^ = ^ < 0 . 2 4 5
и разумеется, В ^  <9,2. Следовательно, вычислять значение постоян­
ной С нет необходимости.
Значение В ^  попадает в область принятия гипотезы, тем самым 
статистически доказано равенство дисперсий всех трех генеральных 
совокупностей. Оценка их обшей дисперсии равна s* = 0,039.
Вопросы для самоконтроля:
1. Что такое статистическая гипотеза?
2. Какая гипотеза называется простой?
3. Дайте определение нулевой, альтернативной гипотезам.
4. В чем заключается задача проверки гипотез?
5. Какие могут возникнуть ошибки при проверки гипотез? Дайте 
определение ошибкам первого рода и ошибкам второго рода.
6 . Что такое уровень значимости? Как он связан с доверительной 
вероятностью?
7. Что такое статистический критерий? Почему во многих иссле­
дованиях используют двухсторонний критерий?
8. Что такое критическая область?
9. В чем заключается основной принцип проверки статистиче­
ских гипотез?
10. Дайте определение односторонней критической области (дву­
сторонней критической области).
11. Когда используются параметрические, непараметрические 
критерии?
12. Какова процедура проверки гипотез?
13. Приведите примеры независимых, зависимых выборок.
14. В чем заключается проверка гипотез относительно средних?
15. Дайте понятие критерию Стьюдента (запишите формулу).
16. Дайте определение критерию Фишера (запишите формулы, 
когда применяется данный критерий).
17. В каком случае применяется критерий Вилкоксона-Манна- 
Уитни (U-критерий)? Запишите соответствующие формулы.
18. Дайте понятие критерию знаков.
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19. Когда для проверки соответствующих гипотез можно исполь­
зовать критерий Кочрена? Запишите формулы.
20. В каком случае, для проверки гипотез, можно использовать
критерией Бартлетта? Запишите соответствующие формулы.
Задания для решения:
1. По двум независимым малым выборкам объемов и, = 5 и 
п2 = 6, извлеченным из нормальных генеральных совокупностей X, и 
Хг, найдены выборочные средние х, =33, х2 =2,48. Известно, что ге­
неральные дисперсии примерно равны, то есть а *  = <тХ!2. При уровне 
значимости а  = 0,05 проверить нулевую гипотезу Я0: М(Х,) = М(Х2)
2. По двум независимым выборкам объемов и, =12 и п2 =15,  из­
влеченным из нормальных генеральных совокупностей X, и Х 2, най­
дены исправленные выборочные дисперсии S^1 = 11,41 и St 2 = 6,52. 
При уровне значимости а  = 0,05 проверить нулевую гипотезу о равен­
стве генеральных дисперсий Н0 : а  2 = а  2.
3. По двум независимым малым выборкам объемов и, = 5 и 
п2 = 6 , извлеченным из нормальных генеральных совокупностей Л", и 
Х2, найдены выборочные средние х,= 8,3, х2 = 7,48 и выборочные 
дисперсии 5 , 2 =0,25 и SI;2 = 0,108. При уровне значимости а  = 0,05 
проверить нулевую гипотезу Н0 : М(Х,) = М(Х2)
4. Средняя продолжительность госпитализации 36 больных пие­
лонефритом, получивших правильное, соответствующее официаль­
ным рекомендациям лечение, составила 4,51 суток, а 36 больных, по­
лучивших неправильное лечение, -  6,28 суток. Средние квадратиче­
ские отклонения для этих групп -  1,98 суток и 2,54 суток соответст­
венно. Значимо ли статистически различие в сроках госпитализации, 
если наблюдаемое значение t-критерия 3,3? Другими словами, спо­
собствует ли соблюдение официальных схем лечения сокращению 
госпитализации?
5. Были исследованы две независимые выборки объемом 60 
больных каждая, перенесших операцию на сердце. Использовались 
два способа анестезии. У больных первой выборки (первый способ 
анестезии) минимальное среднее динамическое давление составило 
х, = 66,9 мм pm. cm., а среднее квадратическое отклонение — 
S, = 12,2 мм pm. cm. У больных второй группы (в качестве наркоза ис­
пользовался препарат №2) х2 =73,2лш рт.ст., a S2 =14,4 мм рт.ст. 
Действительно ли препарат №1 в большей степени снижает артери­
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альное давление? Оценить статистическую значимость различия 
средних и дисперсий.
6 . Для проверки эффективности нового лекарственного препара­
та А отобраны две группы больных. Одна группа ( л, = 50 человек) 
контрольная, которая получала плацебо, а вторая группа (л2 = 70 че­
ловек) получала препарат А. Среднее значение некоторого гемодина­
мического показателя составило х, = 78,5 в первой группе и х2 = 85 -  
во второй. Дисперсии в группах равны соответственно а  2 = 100 и
= 74. При уровне значимости а  = 0,05 выяснить, действительно ли 
препарат эффективен?
7. При исследовании влияния курения на развитие ишемической 
болезни сердца изучалась агрегация тромбоцитов. 1 1 1  добровольцев 
выкуривали по сигарете. До и после курения у них были взяты пробы 
крови и определена агрегация тромбоцитов. Используя критерий зна­
ков, получили следующие результаты: 86 разностей -  положитель­
ные, 4 -  нулевые, 20 -  отрицательные. Критическое значение крите­
рия 44,5 при а=0,05. Можно ли сказать, что изменение агрегации 
тромбоцитов статистически значимо или нет?
8. При анализе препарата дифференциальным методом по двум 
независимым выборкам объемов л, = 11 и п2 = 14, извлеченным из 
нормальных генеральных совокупностей АГ, и Х 2, получены исправ­
ленные выборочные дисперсии 5, 2=0,76 и У, 2 =0,38. При уровне 
значимости а  = 0,05 проверить нулевую гипотезу о равенстве гене­
ральных дисперсий.
9. По двум независимым выборкам, объемы которых л, = 14 и 
п2 =10, извлеченных из нормальных генеральных совокупностей Хх и 
Х 2, найдены исправленные выборочные дисперсии летальных доз 
двух препаратов Sx 2 = 0,84 и S 1 =2,52. При уровне значимости 
а  = 0,05 проверить нулевую гипотезу о равенстве генеральных дис­
персий Я0 . аХ[ 2 = ах 2, при конкурирующей гипотезе: Я, -.а 2 *о-х2.
10. При анализе вещества двумя способами по двум независи­
мым выборкам объемов л, =10  и п2 = 8, извлеченным из нормальных 
генеральных совокупностей Х х и Х 2, найдены выборочные средние
= 142,3 и х г - 145,3 и исправленные дисперсии Sx2 = 2,7 и Sx 2 = 3,2. 
При уровне значимости а  = 0,05 проверить:
1) равенство дисперсий по критерию Фишера;
2) проверить нулевую гипотезу: Я 0 : М(Х,) = М(Х2)
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ТЕМА №9
ЭЛЕМЕНТЫ ТЕОРИИ КОРРЕЛЯЦИИ
ПРОГРАММНЫЕ ВОПРОСЫ:
9.1. Функциональная, статистическая и корреляционная зависимо­
сти. Уравнение линейной регрессии.
9.2. Оценка параметров линейной регрессии по несгруппированным 
данным. Метод наименьших квадратов.
9.3. Оценка параметров линейной корреляции по сгруппированным 
данным. Корреляционная таблица.
9.4. Линейная корреляция и её характеристики. Понятие о коэффи­
циенте корреляции.
9.5. Проверка значимости коэффициента корреляции
9.6. Понятие о множественной корреляции.
9.1. Функциональная. статистическая и корреляционная 
зависимости. Уравнение линейной регрессии
Выявление статистических связей между случайными величина­
ми широко используется в медицинской практике. Этим методом ре­
шаются задачи установления обоснованного диагноза, оценки эффек­
тивности лечения. Установление зависимости между различными по­
казателями состояния больного и влияние их изменений на жизнедея­
тельность организма является важной задачей лабораторных и клини­
ческих исследований. Более того, все системы, органы, ткани, клетки 
целостного организма находятся в связи друг с другом; эту связь 
можно измерить, например, с помощью коэффициента корреляции. 
Благодаря различным формам корреляции организм проявляется как 
единая сложная целостная система.
Как известно, случайные величины Х и  Y могут быть либо неза­
висимыми, либо зависимыми. Зависимость случайных величин также 
подразделяется на функциональную и статистическую. Функцио­
нальная зависимость между двумя переменными существует в том 
случае, когда каждому допустимому значению одной из них соответ­
ствует одно вполне определенное значение другой. Функциональные 
зависимости можно выразить аналитически. Так, например, объем
шара зависит от его радиуса V = площадь квадрата от его сторо­
ны S = а1. В общем случае функциональная зависимость выражаются 
формулой у = / ( дг). Функциональная связь свойственна неслучайным 
(детерминированным) переменным.
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В медико-биологических исследованиях чаще встречаются ста­
тистические зависимости между величинами. При этом каждому 
значению одной величины соответствует не единственное значение 
другой величины, а некоторое множество значений с определенным 
законом распределения. Например, между возрастом и ростом детей 
связь выражается в том, что каждому значению возраста соответству­
ет определенное распределение роста (а не одно единственное значе­
ние). При этом с увеличением возраста (до определенных пределов) 
возрастает и среднее значение роста.
Частным случаем статистической зависимости между Х и  Y явля­
ется корреляционная зависимость, когда каждому значению X  ста­
вится в соответствие математическое ожидание (среднее арифметиче­
ское значение) распределения другой величины Y.
Корреляционной является зависимость массы тела от роста: каж­
дому значению роста (X) соответствует множество значений массы 
(Y), причем, несмотря на общую тенденцию, справедливую для сред­
них: большему значению роста соответствует и большее значение 
массы тела, в отдельных наблюдениях субъект с большим ростом мо­
жет иметь и меньшую массу. Корреляционной будет зависимость за­
болеваемости от воздействия внешних факторов, например запылен­
ности, уровня радиации, солнечной активности и т.д. Имеется корре­
ляция между дозой ионизирующего излучения и числом мутаций, 
между пигментом волос человека и цветом глаз, между показателями 
уровня жизни населения и процентом смертности, между количе­
ством пропущенных студентами лекций и оценкой на экзамене. 
Именно корреляционные зависимости наиболее часто встречаются в 
природе в силу взаимовлияния и тесного переплетения огромного 
множества самых различных факторов, определяющих значения изу­
чаемых показателей.
При установлении корреляционной зависимости эксперимен­
тально для каждого обследуемого объекта получают соответствую­
щие пары значений величин Х и  Y (например, роста и массы тела лю­
дей определенного пола и возраста):
Таблица 9.1
Значения величины X X, Х2 Хз
Значения величины Y У1 У2 Уз Уп
Пусть имеется выборка объемом п. Каждой паре значений (х„у,) 
на плоскости соответствует одна точка. Всего будет п точек. Область 
на графике у(х), занятая этими точками, образует поле корреляции 
или корреляционное поле точек.
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По характеру расположения точек на нем можно сделать вывод о 
наличии или отсутствии корреляционной зависимости между величи­
нами Y и X. (табл. 9.2)
Таблица 9.2
Корреляция Вид зависимости
а) Наличие корреляционной 
зависимости
У
/  * Л ''  • |
/  » * •  / '  !х  .  .  J  
/  • •
-----------------------------1»- X
б) Отсутствие корреляционной 
зависимости
У , •• •• •• •  •
• •
• .  . •  •
---------------------------- ►  х
в) Нелинейная корреляционная 
зависимость
У , • •• •
• • •
• •  •
•  • • • .  • ••  • •
----------------------------- ► х
Корреляционную зависимость можно описать с помощью урав­
нения вида
W , ) = / W .
где M(Yt) -  условное математическое ожидание величины У, соответ­
ствующее данному значению х; х  -  отдельные значения величины X; 
f(x) -  некоторая функция.
Уравнение M(YX) = f(x)  называют уравнением регрессии Y на X, 
а его график называют линией регрессии.
Обратную корреляционную зависимость (если она существует) 
можно описать уравнением регрессии X  на Y:
Щ Х у) = <р(у),
где М(Ху) -  условное среднее значение величины X, соответствую­
щее данному значению у; <р(у) -  некоторая функция.
Если функции f(x) и <р(у) -  линейные функции, что можно оце­
нить по характеру расположения точек корреляционного поля, то эти 
функции можно представить в виде:
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M(Yx) = ах + Ь = (наклон) ■ (jc) + (сдвиг),
M ( X y) = cy + d  -  (наклон) ■ (у) + (сдвиг).
Для нахождения коэффициентов а (наклон) и Ь (сдвиг), входящих 
в уравнение прямой, используем метод наименьших квадратов.
9.2. Оценка параметров линейной регрессии по
несгоуппированным данным. Метод наименьших квадратов
При проведении современных клинических исследований обыч­
но нет недостатка в информации: каждому пациенту соответствует 
целое множество различных клинических показателей и данных. В 
них могут быть завуалированы некоторые соотношения, основные 
черты которых и позволяют выявлять методы регрессионного анали­
за. При этом задача регрессионного анализа состоит в подборе упро­
щенной аппроксимации этой связи с помощью математической моде­
ли.
Регрессионный анализ имеет в своем распоряжении специальные 
процедуры проверки, является ли выбранная математическая модель 
адекватной для описания имеющихся данных.
Чаще всего регрессионный анализ используется для прогноза, то 
есть предсказания значений ряда зависимых переменных по извест­
ным значениям других переменных.
Выше указывалось, что результаты наблюдений, приведенные в 
двумерной выборке можно представить в виде корреляционного поля 
точек, где каждая точка соответствует отдельным значениям А" и К В 
результате получается диаграмма рассеяния, позволяющая судить о 
форме и тесноте связи между варьирующими признаками. Довольно 
часто эта связь может быть аппроксимирована прямой линией (рис. 
9.1)
Рис. 9.1
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В 1806 году французский математик Лежандр доказал, что наи­
лучшим образом связь между X  и Y  будет отражать прямая линия 
ух = ах + Ъ, для которой выполняется условие (рис. 9.1):
я
5 = =mm,ы
где — значение Y, полученное из опыта, у1тхор -  расчётное у, ле­
жащее на прямой, 5  -  отклонение. Т. к. у1т^ ,= ах + Ь, то условие
■S’ = - У ,^ ) 2 = min можно записать:
/=1
5(а,*) = Х (у(-ах ,-Л )2 
|=1
= min
Это выражение означает, что значения коэффициентов а и Ь 
должны быть подобраны так, чтобы сумма квадратов отклонений ор­
динат экспериментальных точек от ординат точек сглаживающей 
прямой была бы минимальной.
В соответствии с правилами исследования функции нескольких 
переменных на минимум должны выполняться следующие условия 
для частных производных этой функции первого и второго порядков:
as
да
as 
е ь '
d2S 
да2 > 
d2S 
—г>
0
0
Преобразуем полученные выражения
—  = 2Z  O'» -  «*» -  *х— ) = 0. да t !
а с  и
^  = 2Х (у,-ох( -*Х -1) = 0 00 ,=1
а25 2 л
-ГТ= 22 Х > 0да1 t{
d2S .  „
— -  =  2 V 1 =  2 л  > 0 
дЬ1 t r
Поскольку последняя система неравенств удовлетворяется при 
любых а и Ь, то решим первую систему уравнений. Делим оба урав­
нения на 2  и умножаем на (-1):
аЁ * 2+йХ л  = 1Ё.Х>У<, |=1 М  i=l
я  я
+ А" = 5 > ,
. 1=1 <=1
Данная система называется системой нормальных уравнений Га­
усса. Решая эту систему, найдём а и Ъ, и получим искомое уравнение 
прямой ух =ах + Ь:
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а =
« Ё л л - Ё ^ Ё л<=i_____ 1=1 ы
» Ё  *?-(Ё*<)г
Ё*<1Ё л -Ё * < Ё * < л^ _ 1=1 1=1____1=1 м___
"T .* f-(£ ,* .?
Пример 9.1: Исследуется зависимость площади пораженной час­
ти легких у людей, заболевших эмфиземой легких, от числа лет куре­
ния. Получены следующие данные:
Число лет курения, X, 25 36 22 25 48 39 42 31 28 33
Площадь пораженной 
части (%), Yj 55 60 50 45 75 70 70 55 60 55
Методом наименьших квадратов определите коэффициенты а и b 
сглаживающей прямой ух =ах + Ь. Постройте график.
Решение:
Коэффициенты а и Ъ сглаживающей прямой ух = ах+ Ь 
ляются по формулам:
а = 1=1__  1=1 1=1 ь =
± х } ± У ,-± * ,± х ,У ,  
1=1______ 1=1_________ 1=1 1=1________
* ! > .* - < £ * > *
опреде-
Для этого предварительно найдем Ё л  . I X  > Ё*<Л :
i=l tel f=l
х, yt х? х , У i
25 55 625 1375
36 60 1296 2160
22 50 484 1100
25 45 625 1125
48 75 2304 3600
39 70 1521 2730
42 70 1764 2940
31 JJ 961 1705
28 60 784 1680
33 55 1089 1815
I 329 595 11453 20230
а = 10-20230-329-595
10-11453-3292
«1,0407; b = 11453-595-329-20230
10-11453 — 3292
-*25,261
Искомое уравнение сглаживающей прямой ух = ах + Ь:
у, =1,0407*+ 25,261.
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График искомой сглаживающей прямой приведён на рис. 9.2. 
У
9.3 Оиенка параметров линейной корреляиии по 
сгруппированным данным. Корреляционная таблица
На практике имеют дело с ограниченным объемом (выборкой) 
пар значений изучаемых величин Л' и У, получаемых в результате не­
зависимых наблюдений: (х2,у2) , . . . ,  (х,,у,),...
Первым этапом статистической обработки результатов с целью 
определения наличия и вида корреляционной зависимости между 
изучаемыми величинами является составление корреляционной таб­
лицы  (табл. 9.3)
Поясним, как заполняется корреляционная таблица.
Таблица 9.3
X
у \ X, Х2 Xi Хк Пу
У/ Пц Пц п, 1 Пк1 Пу,
У2 И12 П22 п,2 Пк2 Пу2
yj п ч "2J "0 Hkj И.yj
У1 Пи пц Пц Пи Пу1
Их Их! Пх2 Их/ ... Пхк N
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В первой строке перечисляются все встречающиеся в выборке 
значения величины X: х1,хг,...,х1,...,хк, где к — количество различных 
значений, /= 1 , 2 , ,  к.
В первом столбце перечисляются все встречающиеся в выборке 
значения величины Y: , где I — количество различных
значений, j=  1 , 2 , ..., /.
Если количество различных значений величин X  и Y велико или 
эти величины распределены непрерывно, то производится группи­
ровка значений по интервалам. В этом случае х, и у} представляют со­
бой середины соответствующих интервалов.
На пересечении строк и столбцов указываются частоты л,у, рав­
ные числу появлений в выборке пары (дг,,у,).
В последней строке указываются числа nxi равные количеству по­
явлений в выборке значения х, независимо от того, в паре с каким из 
значении величины Y оно появилось. Значение r.xi равно сумме частот 
соответствующих столбцов, т. е.
I
+ ••• + *,/ *
В последнем столбце находятся числа nyj равные количеству по­
явлений в выборке значения yj независимо от того, в паре с каким из 
значений величины X  оно появлялось. Значения пя  равны суммам 
частот соответствующих строк, т. е.
к
= n u + n v +  ■•■ + '>„+ ...+ и„ =Х"<У ■
1=1
Каждая из сумм чисел пх, , где /'= 1, 2 , . . . ,  к, и nyj, где j= 1, 2, ..., / 
равна объему N  выборки:
к I
i = i  / = 1
Корреляционная таблица содержит всю информацию, получен­
ную в результате выборочных наблюдений величин Х и  Y.
С помощью корреляционной таблицы для каждого значения х, 
можно записать соответствующее эмпирическое распределение ве­
личины Y (табл. 9.4).
В первой строке этой таблицы перечислены все встречающиеся в 
выборке значения величины Y, во второй -  соответствующие часто­
ты.
Таблица 9.4
У/ Уз Уз Уз У/
пц п12 ni3 Пу Пи
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На основании данных таблицы 9.4 можно определить условные 
средние значения величины У, соответствующие значению X=xh по 
формуле среднего арифметического:
_ I
У4 = Н Л  +л,2>,2+■'+"/, Л )/(Ч . +И,2 + ...+п„) =
У-1
Если подобным образом определить средние значения у л ,уж1,...., 
у........ул, то можно составить таблицу, в первой строке которой пере­
числены все встречающиеся в выборке значения величины X, а во 
второй -  соответствующие условные средние значения величины У 
(табл. 9.5)
Таблица 9.5
X Х 2 X , Х к
Y , У,, У, 2 У* Ул
Таблицу 9.5 можно рассматривать как зависимость условного 
среднего значения величины У от величины X, т.е. как эксперимен­
тальную корреляционную зависимость.
Если построить точки в прямоугольной системе коорди­
нат, характер расположения этих точек может привести к предполо­
жению о форме корреляционной зависимости величины У от X  в гене­
ральной статистической совокупности.
Аналогично можно с помощью корреляционной таблицы для ка­
ждого значения yj величины У составить таблицу эмпирического рас­
пределения величины X  (табл. 9.6).
Таблица 9.6
X I Х з Х з X , Х к
п И п V Щ " и П к )
Условные средние значения величины X, соответствующие каж­
дому из значений у, (/= 1 , 2 , ..., Г), можно вычислить по формуле
__ *
X »  =  (" „ * 1  +  « 2у*2 + ' -  +  V е* )  ' (« О  + Л 2 , + -  +  « * , ) =  X > * V» = 1
и составить таблицу, отражающую экспериментальную зависимость 
условного среднего значения величины Хот У (табл. 9.7).
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Таблица 9.7
Y У1 Уз У) У/
Х у Х у \ Х У1 Х у ,
Построив в прямоугольной системе координат точки (У; Х у) ,  по 
характеру их расположения можно определить форму корреляцион­
ной зависимости величины X  от Y, если эта зависимость наблюдается.
Таким образом, составление корреляционной таблицы и на осно­
вании ее -  таблиц типа 9.4 и 9.5, 9.6 и 9.7, а также графическое изо­
бражение полученных результатов позволяет высказать предпо­
ложение о той или иной форме (например, линейной или квадрати­
ческой) корреляционной зависимости величины Y  от величины X  и 
наоборот.
9.4. Линейная корреляция и её характеристики.
Понятие о коэффициенте корреляции
Задача корреляционного анализа заключается в обосновании 
силы и тесноты корреляционной связи. Задачей же регрессионного 
анализа является обоснование формы зависимости между X  и У (ли­
нейная, криволинейная).
Исторически теорию корреляции в биологии стали применять раньше, чем 
в других областях естествознания. Французский биолог Ж. Кювье в 1800-1805 
годах в «Лекциях по сравнительной анатомии» сформулировал известный прин­
цип биологической корреляции: любая часть организма непременно согласована с 
другими частями, следовательно, по одному органу можно судить о целом орга­
низме. В  1899 году англичанин К. Пирсон -  создатель математической теории 
корреляции -  вывел формулу, связывающую рост современного человека с длиной 
его бедра. Используя эту формулу, по длине ископаемого бедра Пирсон определил 
рост доисторического человека.
Для характеристики формы уравнения связи в первую очередь 
необходимо учитывать теоретические соображения относительно ха­
рактера связи между рассматриваемыми величинами. Во-вторых, ха­
рактер расположения точек корреляционного поля также позволяет 
делать выводы о форме связи. Вытянутая форма корреляционного по­
ля и угол с осями графика, близкий к 45°, указывает на наличие кор­
реляционной связи (рис. 9.3 г, 9.3 д). Если же скопление точек обра­
зует круг или эллипс, длинная ось которой параллельна одной из осей 
координат, то можно предположить, что связь между величинами от­
сутствует (рис. 9.3 а).
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Силу связи между X  и У выражает найденный методом наимень­
ших квадратов коэффициент «а» (наклон), называемый коэффициен­
том регрессии (его часто обозначают р^). Коэффициент регрессии р ^  
показывает, на сколько единиц изменится в среднем У , если измене­
ние X  произойдёт ровно на единицу. Чем больше р^, тем связь силь­
нее. Линейное уравнение регрессии можно записать в общепринятой 
форме
У-У = Ру, (х-х)
Тесноту связи (степень разброса точек) оценивают с помощью 
коэффициента корреляции г:
.  ХУ-ХУ
На практике мы имеем данные не обо всей генеральной совокуп­
ности, а только о тех величинах, что получены из эксперимента (вы­
борка). Поэтому определяют выборочный коэффициент корреляции 
г„ приближённо равный генеральному коэффициенту корреляции г. 
Обозначая средние квадратические отклонения для выборки sx и sy , 
получим:
Y S x , - x y y , - y ) ху-ху
(У)2
где *, = \/*2 - ( * ) 2 , ^=\1у2- ( у)2, у 2 = '
1 > 2
Основные свойства выборочного коэФЛиииента коуреляиии
г и 0,0
,  ги-1 ,0
Рис. 9.3
1. Коэффициент корреляции двух величин, не связанных линей­
ной корреляционной зависимостью, равен нулю.
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2. Коэффициент корреляции двух величин, связанных линейной 
корреляционной зависимостью, равен 1 в случае возрастающей зави­
симости и -1 в случае убывающей зависимости.
3. Абсолютная величина коэффициента корреляции двух вели­
чин, связанных линейной корреляционной зависимостью, удовлетво­
ряет неравенству |r| < 1 . При этом коэффициент корреляции положи­
телен, если корреляционная зависимость возрастающая, и отрицате­
лен, если корреляционная зависимость убывающая.
4. Чем ближе |г| к единице, тем теснее корреляция между вели­
чинами У, X.
По своему характеру корреляционная связь может быть прямой и 
обратной, а по силе -  сильной, средней, слабой. Кроме того, связь 
может отсутствовать или быть полной (функциональной).
Сила и характер связи между параметрами
Сила связи Характер связиПрямая (+) Обратная (-)
Полная (функциональная) 1 -1
Сильная от 0,7 до 1 от -0,7 до -1
Средняя (умеренная) от 0,3 до 0,7 от -0,3 до -0,7
Слабая от 0,3 до 0 от -0,3 до 0
Связь отсутсвует 0 0
Между коэффициентом регрессии рух и коэффициентом корреля­
ту t _ции г существует тесная связь: р „ = г — , поэтому Ь = у -  рухх .
Sx
Тогда прогнозируемое значение у  при данном значении х равно:
S S
у(х) = ах + Ъ = г — х + ( у - г — х).
s.
9.5. Проверка значимости коэффициента корреляции
Коэффициент корреляции, как и любой другой выборочный по­
казатель, служит оценкой своего генерального параметра. Выбороч­
ный коэффициент линейной корреляции г, — величина случайная, так 
как он вычисляется по значениям переменных, случайно попавшим в 
выборку из генеральной совокупности, а значит, как и любая случай­
ная величина, имеет ошибку.
Чтобы выяснить, находятся ли случайные величины X  и У гене­
ральной совокупности в линейной корреляционной зависимости, надо
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проверить значимость г,. Для этого проверяют нулевую гипотезу о 
равенстве нулю коэффициента корреляции генеральной совокупности 
Н0: г = 0, то есть линейная корреляционная связь между признаками X  
и У случайна. Выдвигается альтернативная гипотеза Я ,: г ф 0, то есть 
эта линейная корреляционная связь имеется. Задается уровень значи­
мости, например, а  = 0,05.
Критерием для проверки нулевой гипотезы является величина
t
Далее по таблице критических значений распределения Стью- 
дента (см. приложение 5) Стьюдента при заданном уровне значимости 
а (связанном с доверительной вероятностью соотношением а  = 1- у )  и 
при числе степеней свободы f=n-2 находим критическое значение t 
для двусторонней критической области.
Затем сравнивают t^  и t^: если \tHa6. \>tv , то при принятом
y А
уровне значимости делают вывод о значимости коэффициента кор­
реляции (наличие корреляционной связи между признаками), в про­
тивном случае линейная связь может быть вызвана случайными фак­
торами. Если коэффициент корреляции оказывается значимым, то 
можно предсказать значение величины Y при любом значении X.
Замечание: Коэффициент корреляции 
характеризует связь между величинами, но 
• не объясняет её. Наличие корреляции
' между X  и Y может быть вызвано тем, что:
величина X  влияет на У; величина Y влияет 
на X; на X  и Y влияет третий скрытый фак­
тор, что создаёт впечатление связи между 
х Х н  Y (ложная корреляция).
Рис. 9.4
Кроме того, если г = 0, то это не всегда говорит об отсутствии 
статистической связи между X  и У -  связь может быть и нелинейная 
(рис. 9.4).
Пример 9.2: Имеется выборка из 10 наблюдений роста отцов (х) и 
их взрослых сыновей (у), см:
Xj 180 172 173 169 175 170 179 170 167 174
У< 186 180 176 171 182 166 182 172 169 177
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1. Установить, имеется ли корреляционная связь между величинами х  
и У-
2. Найти выборочный коэффициент корреляции г и определить тесно­
ту корреляционной связи.
3. Записать уравнение регрессии.
4. Проверить, зависит ли рост взрослых сыновей от роста их отцов.
Решение:
1. Построим корреляционное поле точек, отложив вдоль оси абс­
цисс величину роста отцов, а вдоль оси ординат -  величину роста 
взрослых сыновей. Тогда каждой паре значений х  и у  на графике бу­
дет соответствовать определённая точка. По характеру расположения 
точек можно предположить существование линейной корреляционной 
связи между х к у.
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У
А
185 - 
180 ' 
175 ■ 
170 - 
165 -
н-----------,----------- - ---------- i----------- 1-----------г-*-х
О 165 170 175 180 185
2. Коэффициент линейной корреляции вычислим по формуле
х у - х у _____
V*2- ( * W /- (> D 2 
■ ± y , i  7  = - £ * * ;  У
м ______  п м
s , = l / * 4 ^ ,  Sy='Jy2 - (у)2 ■
1 А  1 А  , 1 г ,  2 2 1 г 1 2 1
где х^~2_х, ; у = -2^у , ; х ~ Х Х, ;  = ~ Z *У> > ХУ = - Ъ Х<У> 
«Ы Пы «ы  пм
Для удобства вычислений составим вспомогательную расчетную 
таблицу (таблица 9.8).
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Таблица 9.8
i х, У/ ху, Xi у,2
1 180 186 33480 32400 34596
2 172 180 30960 29584 32400
3 173 176 30448 29929 30976
4 169 171 28899 28561 29241
5 175 182 31850 30625 33124
6 170 166 28220 28900 27556
7 179 182 32578 32041 33124
8 ПО 172 29240 28900 29584
9 167 169 28223 27889 28561
10 174 177 30798 30276 31329
£=1729 £=1761 £=304696 £=299105 £=310491
•с = 172,9 у = 176,1 ~ху = 30469,6 •с2 = 29910,5 /=31049,1
: -^29910,5-172,92 = 4,01; j  =-/31049,1-176,l2 =6,16;
30469,6-172,9 176,1 21,91
4,01-6,16 24,7
= 0,887.
Пользуясь таблицей градации оценки тесноты связи, делаем вывод: 
связь х  и у  сильная, положительная.
3. По формуле р ^  = г—  находим коэффициент регрессии:
S x
р„ =0,887—  = 1,3617.
Иух 4,01
Далее, подставляя рух в формулу у - у  = р^ (х -х )  и вычисляя Ь, нахо­
дим уравнение регрессии: у = 1,3617х- 59,34
4. Чтобы проверить, зависит ли рост взрослых сыновей от роста 
их отцов вычислим величину :
—
0,887 >/10- 2 = 5,43
V l-0,8872
По таблице находим величину (0,05;8) = 2,31. Так как |^ , |> f 4
то есть 5,43 >2,31, то делаем вывод о значимости коэффициента кор­
реляции, т.е. рост взрослых сыновей зависит от роста их отцов.
Построим прямую регрессии внутри корреляционного поля:
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У
у= 1,3617*-59,34
О 170 175 180 185
9.6. Понятие о множественной корреляции
В тех случаях, когда исследуется корреляционная связь между 
величинами, число которых более двух, вводят понятие множест­
венной корреляции.
Так, при исследовании в количественной фармакологии корре­
ляционной связи между дозой X, временем Y и наблюдаемым эффек­
том Z можно ввести уравнение регрессии
где Zv  -  среднее значение величины Z, соответствующее опреде­
ленным значениям х н у .  Геометрической интерпретацией этого урав­
нения является некоторая поверхность в прямоугольной системе ко­
ординат в пространстве.
Уравнения регрессии могут быть составлены также по результа­
там исследований корреляционной зависимости наблюдаемого эффек­
та от доз применяемых препаратов при комбинированном действии 
нескольких (двух и более) видов лекарственных веществ.
В наиболее простом случае линейной корреляционной зависимо­
сти эффекта Z от доз X  и Y двух препаратов выборочное уравнение 
регрессии имеет вид
где коэффициенты регрессии А, В и параметр С соответственно рав­
ны:
Z*y = f(x,y)
Zxy = Ах + Ву + С
С = z -  А х -  B y .
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Здесь — выборочные коэффициенты линейной корреляции
между соответствующими величинами; sz,sy,sz — оценки средних 
квадратических отклонений; х, у, г — средние значения.
Формула выборочного совокупного коэффициента корреляции 
имеет вид:
г* -  2 r r r  + rlD  _  I X*_______Ху Х2 у г  ух
С ее помощью оценивают тесноту корреляционной связи вели­
чины ZcXw. Y.
Пример 9.3: В результате регистрации некоторых объектов опре­
деленного вида по заданным значениям признаков х  и у  получены 
числа (частоты) совпадений заданных значений этих признаков, по­
мещенные в таблице. По данным этой таблицы:
1) определить условные средние значения величин д; и у, с их по­
мощью получить изображение корреляционного поля и по характеру 
расположения точек на нем сделать вывод о типе линии регрессион­
ной зависимости между величинами х  и у;
2) найти коэффициенты регрессии у  на х  и х  на у  по методу наи­
меньших квадратов;
3) составить уравнения прямых регрессии у  на х  их  на у;
4) вычислить коэффициент корреляции этих величин;
5) при уровне значимости р  = 0,05 проверить гипотезу о значи­
мости выборочного коэффициента корреляции;
6) построить систему координат и в ней прямые регрессий.
\ х
у \
51 53 55 57 П у
41 1 2 3
42 2 5 5 2 14
43 2 1 3
пх 3 7 7 3 20
Решение:
На основании данных, приведенных в таблице, найдем условные 
средние у„ величины у  для всех значений х  по формуле:
у * = £  
/-1
ПчУ,
У^и
1-41 + 2-42
= 417; У v 5J :
2-41 + 5-42
= 417;
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5-42 + 2-43
У x=55 ~ - = 42,3; 2-42 + 1-43У i=S7 ~ j = 42.3.
По полученным результатам составим таблицу:
X 51 53 55 57
Ух 41,7 41,7 42,3 42,3
На основании данных, приведенных в таблице, найдем условные 
средние величины х для всех значений .у по формуле:
_ у 1 ПЦХ! 
х» ~ 2-,~  >
'=■ ПУ7
= 1 ^ 3  =52,3;
2-51 + 5-53+ 5-55 + 2-57 CJ х^ .42 --------------- —------------- = 54;
X у=43 — -
14
2-55+1-57 = 55,7.
По полученным результатам составим таблицу:
У 41 42 43
ХУ 52,3 54 55,7
Данные таблиц отражены на рисунке -  корреляционном поле 
(крестики соответствуют данным первой таблицы, точки -  данным 
второй таблицы).
43 
42 
41
51 53 55 57
Как видно из рисунка, характер расположения построенных то­
чек указывает на приблизительную линейную зависимость ух от х  и 
ху от у. Поэтому уравнения регрессии следует искать в виде:
У, = Ру.*+ Ь, (*)
xy =Pvy  + d, (**)
где Ру» -  выборочные коэффициенты регрессии, составим вспомо­
гательную расчетную таблицу для их нахождения. Так как значения
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вариант признаков X  и Y  достаточно велики, то введем условные ва­
рианты и и v следующим образом:
Сх = 53, Су = 42 -  варианты х н у ,  на которые приходятся условные ва­
рианты m=v=0;
hx = 2 , hy = 1 -  длина интервалов вариации значений признаков хн у .
и -1 0 1 2
V х
У
51 53 55 57 % riyjVj % v/
-1 41 1 2 3 -3 3
0 42 2 5 5 2 14 0 0
1 43 2 1 3 3 3
Их/ 3 7 7 3 20 0 6
n„Ui -3 0 7 6 10
ПхМ? 3 0 7 12 22
I  П,У! -1 -2 2 1 0
ЩI  «„V, 1 0 2 2 5
По результатам вычислений, сведенным в таблицу, находим:
-  У  п^и. 10
' = — =0,5, п 20
IX  v, 0
=  0 .
и 20
Тогда выборочные средние признаков х  и у»:
х = Сх + и ■ hx = 53 + 0J ■ 2 = 54, 
y = Cy +v-hy =42 + 0 - l -4 2
Для вычисления дисперсий признаков х  и у  находим дисперсии 
условных вариант и и v по формулам:
52 =и2 • Й Г -
IX ",2 ГЕ«Л = — -  (0,5)2 = 1,1 -  0,25 = 0,85, 
20
S2 =v2- ( ^  = 
Тогда
I X v,
п 20 -О2 =0,3-0 = 0,3.
5. =0,92, S„ = 0,55.
S. = S .-h .=  0,92 • 2 =  1,84, Sy =Sv hy = 0,55 • 1 =  0,55.
Коэффициент корреляции признаков х н у  совпадает с коэффициен­
том корреляции условных вариант и вычисляется по формуле:
1
S.-S. S . S
' I w _  1
п
1 ^  1
Z L * » « ur - l d" * v  i
1
0,92 0,55
ГА_0,5.о1 = ^
U0 ) 0,5
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Следовательно, коэффициенты регрессии:
Р*
0,55
1.84
1.84 
0J5
*0,15, 
* 1.67;
коэффициенты Ъ и d  в уравнениях (*) и (**):
Ь = У -Р „ х  = 42-0 .15-54 = 33,9, 
d  = х -  p v y  = 54-1,67 -42 = -16,14.
Таким образом, уравнение прямой регрессии у  на х запишется в
виде:
у~х = 0,15х + 33,9.
Прямая регрессии х  на у имеет вид:
Ту = 1,67 у - 16,14.
Проверим гипотезу о значимости полученного выборочного ко­
эффициента корреляции г=0,5. Определим экспериментальное значе­
ние /-критерия:
У л ~ -2  0 ^ л / 2 0 - 2
Ь - r 2 j l - ( O J )
Далее по таблице критических значений распределения Стью- 
дента при заданном уровне значимости а= 0,05 и числе степеней сво­
боды /  = л - 2 = 2 0 -2  = 18 находим критическое значение tkp для дву­
сторонней критической области: tv = 2,10 .
Так как |/,га,|< /ч,, можно сделать вывод о незначительности вы­
борочного коэффициента корреляции.
Построим прямые регрессии внутри корреляционного поля:
У
Вопросы для самоконтроля:
1. Какая связь между X  и Y называется функциональной? стати­
стической? корреляционной?
2. Что такое корреляционное поле?
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3. Что такое регрессия? линия регрессии? Запишите соответст­
вующие формулы.
4. В чем преимущество регрессии по сравнению с корреляцией?
5. В чем состоит метод наименьших квадратов? Запишите рас­
чётные формулы для аиЬ .
6 . Какие задачи решает корреляционный и регрессионный ана­
лиз?
7. Как оценить форму связи?
8. Какая разница между положительной и отрицательной корре­
ляциями?
9. Как найти коэффициент линейной регрессии ру, (два способа) и 
сдвиг Ы
10. Что оценивают с помощью коэффициента корреляции? Запи­
шите расчётную формулу для коэффициента корреляции и его 
свойства.
11. В каком диапазоне значений находится коэффициент корре­
ляции, если теснота связи слабая, умеренная, сильная, функцио­
нальная?
12. Всегда ли при г=0 корреляционная связь отсутствует?
13. Как проверить значимость коэффициента корреляции? Запи­
шите соответствующие формулы.
14. Как найти прогнозируемое значение у при данном х?
15. С какой целью составляют корреляционную таблицу?
16. Перечислите все этапы оценки линейной корреляции по 
сгруппированным данным.
17. Дайте понятие множественной корреляции.
Задания для решения:
1. Построить корреляционное поле точек и вычислить коэффи­
циент корреляции между ростом (X) и массой (У) некоторых живот­
ных. Исходные данные приведены в выборке объема п = 10.
31 32 33 34 35 35 40 41 42 46
У. 7,8 8,1 7,6 9,1 9,6 9,8 11,8 17,1 14,7 13,0
2. По данным таблицы исследовать зависимость урожайности 
зерновых культур Y  (кг/га) от количества осадков X  (см), выпавших в 
вегетационный период.
п 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Xi 25 27 30 35 36 38 39 41 42 45 46 47 50 52 53
У, 23 24 27 27 32 31 33 35 34 32 29 28 25 24 25
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Построить корреляционное поле точек и предложить наиболее подхо­
дящий вид уравнения регрессии.
3. Изучали зависимость между содержанием коллагена Y и эла­
стина X  в магистральных артериях головы (г/100 г сухого вещества, 
возраст 36-50 лет). Результаты наблюдений приведены в виде дву­
мерной выборки объема 5:
Xi 13,98 15,84 7,26 7,74 8,82
У, 32,50 42,82 47,79 43,29 49,47
Провести корреляционно-регрессионный анализ:
1) построить корреляционное поле точек;
2) проверить значимость коэффициента корреляции между перемен­
ными X  и У, уровень значимости а=0,05.
3) построить линию регрессии.
4. Изучали зависимость между систолическим давлением Y  (мм 
рт. ст.) у мужчин в начальной стадии шока и возрастом X  (годы). Ре­
зультаты наблюдений приведены в виде двумерной выборки объема 
11:
х, 68 37 50 53 75 66 52 65 74 65 54
У< 114 149 146 141 114 112 124 105 141 120 124
Провести корреляционно-регрессионный анализ:
1) построить корреляционное поле точек;
2) проверить значимость коэффициента корреляции между перемен­
ными X  и У, уровень значимости а=0,05.
3) построить линию регрессии.
5. Имеется двумерная выборка объемом 9: X  -  масса новорож­
денных павианов-гамадрилов (кг) и У -  масса их матерей (кг).
Xj 0,70 0,73 0,75 0,70 0,65 0,70 0,61 0,70 0,63
У< 10,0 10,8 11,3 10,0 1 U 11,3 10,2 13,5 12,0
Провести корреляционно-регрессионный анализ:
1) построить корреляционное поле точек;
2) проверить значимость коэффициента корреляции между перемен­
ными X  и У, уровень значимости а=0,05.
3) построить линию регрессии.
6 . Изучали зависимость между суточной выработкой продукции 
на медицинском предприятии Y (т) и величиной основных произвол-
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ственных фондов X  (млн. руб). Результаты наблюдений приведены в 
виде двумерной выборки объема 5:
X, 2 5 ,5 29 ,5 3 1 ,9 35 ,4 39 ,2
__Y i__ 9 13 17 21 25
Провести корреляционно-регрессионный анализ:
1) построить корреляционное поле точек;
2) проверить значимость коэффициента корреляции между перемен­
ными X  и У, уровень значимости а=0,05.
3) построить линию регрессии.
7. Изучали зависимость между минутным объемом сердца Y 
(л/мин) и средним давлением в левом предсердии X  (см рт. ст.). Ре­
зультаты наблюдений приведены в виде двумерной выборки объемом
5:
Xi 4 ,8 6 ,4 9,3 11,2 17,7
У■ 0 ,4 0 0 ,6 9 1,29 1,64 2 ,4 0
Провести корреляционно-регрессионный анализ:
1) построить корреляционное поле точек;
2) проверить значимость коэффициента корреляции между перемен­
ными Х и У ,  уровень значимости а=0,05.
3) построить линию регрессии.
8. Изучали зависимость между объемом Y (мкм3) и диаметром X  
(мкм) сухого эритроцита у млекопитающих. Результаты наблюдений 
приведены в виде двумерной выборки объемом 9:
х, 7,6 8 ,9 5,5 9 ,2 3 ,5 4 ,8 7,3 7 ,4 6 ,8
У< 87 81 50 112 18 37 71 69 54
Провести корреляционно-регрессионный анализ:
1) построить корреляционное поле точек;
2) проверить значимость коэффициента корреляции между перемен­
ными Х и У ,  уровень значимости а=0,05.
3) построить линию регрессии.
9. Изучали зависимость между количеством гемоглобина в крови 
(%) Y и массой животных X  (кг). Результаты наблюдений приведены в 
виде двумерной выборки объема 9:
х , 17,7 18,0 18,0 19,0 19 ,0 2 0 ,0 2 1 ,0 2 2 ,0 3 0 ,0
* 74 70 80 72 77 76 89 80 86
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Провести корреляционно-регрессионный анализ:
1) построить корреляционное поле точек;
2) проверить значимость коэффициента корреляции между перемен­
ными Х и  У, уровень значимости а=0,05.
3) построить линию регрессии.
10. Изучали зависимость между массой тела гамадрилов-матерей 
X  (кг) и их новорожденных детенышей Y (кг). Под наблюдением на­
ходилось 20 обезьян.
10,0 10,8 11,3 10,0 10,1 11,3 10,2 13,5 12,3 14,5■Я» 11,0 12,0 11,8 13,4 11,4 12,0 15,5 13,0 12,1 11,0
У>
0,70 0,73 0,75 0,70 0,65 0,65 0,70 0,61 0,70 0,63
0,65 0,72 0,69 0,78 0,70 0,0 0,85 0,80 0,75 0,65
Провести корреляционно-регрессионный анализ:
1) построить корреляционное поле точек;
2) проверить значимость коэффициента корреляции между перемен­
ными Л" и У, уровень значимости а=0,05.
3) построить линию регрессии.
11. Изучали зависимость между площадью поверхности тела Y 
(м2) и ростом женщин X  (см). Результаты наблюдений приведены в 
виде выборки объемом 1 1 :
** 157 169 155 168 152 152 169 152 152 154 161
у. 1,74 1,74 1,67 1,51 1,52 1,55 1,58 1,58 1,44 1,67 1,42
Провести корреляционно-регрессионный анализ:
1) построить корреляционное поле точек;
2) проверить значимость коэффициента корреляции между перемен­
ными Х и  У, уровень значимости а=0,05.
3) построить линию регрессии.
12 -  15. В результате регистрации некоторых объектов опреде­
ленного вида по заданным значениям признаков х  и у  получены числа 
(частоты) совпадений заданных значений этих признаков, помещен­
ные в следующей таблице (см. табл.). По данным этой таблицы:
1) определить условные средние значения величин х и у, с их помо­
щью получить изображение корреляционного поля и по характеру 
расположения точек на нем сделать вывод о типе линии регресси­
онной зависимости между величинами х  и у;
2) найти коэффициенты регрессии у  на х  и х  на у  по методу наимень­
ших квадратов;
3) составить уравнения прямых регрессии у  на х и х иау\
4) вычислить коэффициент корреляции этих величин;
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5) при уровне значимости а  = 0,05 проверить гипотезу о значимости 
выборочного коэффициента корреляции;
6) построить систему координат и в ней прямые регрессий.
12.
\  х 
У 1 1 1 113 115 117
44 1 1
45 1 2 2 1
46 1 1
14.
\  X
У >ч
1 1 1 113 115 117
и 2 1
12 2 5 5 2
13 1 2
13.
\  X
У 41 43 45 47
31 1 2 1
32 2 4 4 2
33 1 2 1
15.
\  X
У Х 71 73 75 77
61 1 2 1
62 2 4 4 2
63 1 2 1
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ТЕМА №10
ОСНОВЫ ДИСПЕРСИОННОГО АНАЛИЗА
ПРОГРАММНЫЕ ВОПРОСЫ:
10.1. Понятие о дисперсионном анализе.
10.2. Однофакторный дисперсионный анализ при одинаковом числе 
испытаний на уровнях.
10.3. Однофакторный дисперсионный анализ при неодинаковом числе 
испытаний на уровнях.
10.4. Понятие о двухфакторном и многофакторном анализах.
10.1. Понятие о дисперсионном анализе
В практической деятельности врачей при проведении медико­
биологических, социологических и экспериментальных исследований 
возникает необходимость установить влияние факторов на результаты 
изучения состояния здоровья населения, при оценке профессиональ­
ной деятельности, эффективности нововведений.
Существует ряд статистических методов, позволяющих опреде­
лить силу, направление, закономерности влияния факторов на резуль­
тат в генеральной или выборочной совокупностях (корреляционный 
анализ, регрессия и др.). Дисперсионный анализ был разработан и 
предложен английским ученым, математиком и генетиком Рональдом 
Фишером в 20-х годах XX века.
Дисперсионный анализ чаще используют в научно-практических 
исследованиях общественного здоровья и здравоохранения для изуче­
ния влияния одного или нескольких факторов на результативный при­
знак.
Сущность метода дисперсионного анализа заключается в измере­
нии отдельных дисперсий (общая, факторная, остаточная), и дальней­
шем определении силы влияния изучаемых факторов (оценки роли 
каждого из факторов, либо их совместного влияния) на результатив­
ный признак.
Дисперсионный анализ — это статистический метод анализа ре­
зультатов наблюдений, зависящих от различных одновременно дейст­
вующих факторов, основанный на сравнении оценок дисперсий соот­
ветствующих групп выборочных данных.
Под фактором понимают различные, независимые, качествен­
ные показатели, влияющие на изучаемей признаки. Факторы обозна­
чаются прописными начальными буквами латинского алфавита. На­
пример: А, В, С .... Факторы контролируемые и измеряемые в процессе 
исследования, называются регулируемыми.
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Важным методическим значением для применения дисперсион­
ного анализа является правильное формирование выборки. В зависи­
мости от поставленной цели и задач выборочные группы могут фор­
мироваться случайным образом независимо друг от друга (контроль­
ная и экспериментальная группы для изучения некоторого показателя, 
например, влияние высокого артериального давления на развитие ин­
сульта). Такие выборки называются независимыми.
Нередко результаты воздействия факторов исследуются у одной 
и той же выборочной группы (например, у одних и тех же пациентов) 
до и после воздействия (лечение, профилактика, реабилитационные 
мероприятия), такие выборки называются зависимыми.
Дисперсионный анализ, в котором проверяется влияние одного 
фактора, называется однофакторным (одномерный анализ). При изу­
чении влияния более чем одного фактора используют многофактор­
ный дисперсионный анализ (многомерный анализ).
Признаки, изменяющиеся под воздействием тех или иных факто­
ров, называют результативными. Для их обозначения используются 
конечные буквы латинского алфавита: X, У, Z.
Для проведения дисперсионного анализа могут использоваться 
как качественные (пол, профессия), так и количественные признаки 
(число инъекций, больных в палате, число койко-дней).
Методы дисперсионного анализа:
1. Метод по Фишеру (Fisher) -  критерий F. Метод применяется в 
однофакторном дисперсионном анализе, когда совокупная дисперсия 
всех наблюдаемых значений раскладывается на дисперсию внутри от­
дельных групп и дисперсию между группами.
2. Метод "общей линейной модели". В его основе лежит корреля­
ционный или регрессионный анализ, применяемый в многофакторном 
анализе.
Обычно в медико-биологических исследованиях используются 
только однофакторные, максимум двухфакторные дисперсионные 
комплексы. Многофакторные комплексы можно исследовать, после­
довательно анализируя одно- или двухфакторные комплексы, выде­
ляемые из всей наблюдаемой совокупности.
Условия применения дисперсионного анализа:
1. Задачей исследования является определение силы влияния од­
ного (до 3) факторов на результат или определение силы совместного 
влияния различных факторов (пол и возраст, физическая активность и 
питание и т.д.).
2. Изучаемые факторы должны быть независимые (несвязанные) 
между собой. Например, нельзя изучать совместное влияние стажа 
работы и возраста, роста и веса детей и т.д. на заболеваемость населе­
ния.
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3. Подбор групп для исследования проводится рандомизированно 
(случайный отбор). Организация дисперсионного комплекса с выпол­
нением принципа случайности отбора вариантов называется рандоми­
зацией (перев. с англ -  random), т.е. выбранные наугад.
4. Можно применять как количественные, так и качественные 
(атрибутивные) признаки.
10.2. Однофакторный дисперсионный анализ 
при одинаковом числе испытаний на уровнях
Рассмотрим нормально распределенную величину X, на которую 
действует некоторый фактор А, имеющий I постоянных уровней, при­
чем на всех уровнях распределение значений X  является нормальным, 
а дисперсии одинаковы, хотя и неизвестны.
Пусть число проведенных наблюдений при действии каждого из 
уровней фактора одинаково (q) и результаты представлены в таблице 
10.1
Таблица 10.1
Номер Уровень фактора Л,
испытания А, а 2 1 Г г  ......... 1 А,
1 Хц Х,2 Хзз Хц
2 Х21 Х22 Х 23 Х21
3 Х31 Х 3 2 X  33 Х31
Я Ха, Х а2 хаз Х 01
Групповая _ _ _ __
средняя X j *1 *2 X, X,
Все значения величины X, наблюдаемые при каждом фиксиро­
ванном уровне фактора Ajy составляют группу, и в последней строке 
табл. 10.1 представлены соответствующие выборочные групповые 
средние, вычисленные по формуле
В основе однофакторного дисперсионного анализа лежит тесная 
связь между различием в групповых средних ху и соотношением ме­
жду двумя видами дисперсий -  остаточной и факторной, которые рас­
считываются по формулам:
С 2 — °факт -
м  я i q \ j i
I - 1
S2 _  >=» Я j =i
'(<7-1)
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Здесь R j= ^ x t -  сумма значений величины X  на уровне А/,
Ы
Pj = — сумма квадратов значений величины X  на уровне Аг
i=]
В методе однофакторного дисперсионного анализа факторная 
дисперсия характеризует влияние фактора на исследуемую величину, 
а остаточная -  влияние случайных причин, в связи с чем справедливо 
следующее правило.
Правило 10.1: Если 5 ^  < 5^ ,, то следует сделать вывод об от­
сутствии существенного влияния фактора А на величину X. Если же 
s l<*m > SL* > т0 необходимо проверить значимость различия этих дис­
персий, т. е. при заданном (или выбранном) уровне значимости р  про­
верить нулевую гипотезу о равенстве соответствующих генеральных
дисперсий а]..= о£_ при конкурирующей гипотезе вида а 1. > сг]^.
При этом возможны следующие варианты.
1. Если проверка покажет значимость различия между S^ m, для
которой число степеней свободы /, = / - 1 , и S^m для которой 
Л = Чч - 1). то отсюда также следует значимость различия между най­
денными по результатам наблюдений выборочными групповыми 
средними, что соответствует выводу о существенном влиянии фактора 
А на величину X.
2. Если различие между факторной и остаточной дисперсиями 
окажется незначимым, то нельзя сделать вывод о существенном влия­
нии фактора А на величину X.
Обычно для упрощения расчетов факторную и остаточную дис­
персию рассчитывают не по экспериментальным значениям Х у  вели­
чины X, а по значениям = xtj -  С , где С представляет собой произ­
вольное число, близкое к среднему значению х всех результатов на­
блюдений Х у .
Пример 10.1: При уровне значимости а=0,05 методом дисперси­
онного анализа проверить эффективность внешнего воздействия (фак­
торы А /,А 2, А3) на темп размножения определенного вида бактерий по 
данным, приведенным ниже в таблице:
Номер Уровень фактора А,
испытания A i а 2 Аз
1 426 429 430
2 425 433 431
3 427 427 436
4 423 426 429
*/ 425,3 428,8 431,5
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Решение:
Пусть число проведенных наблюдений при действии каждого из 
уровней фактора А одинаково и равно q =4. Все значения величины X, 
наблюдаемые при каждом фиксированном уровне фактора Ah состав­
ляют группу, и в последней строке таблицы представим соответст­
вующие выборочные групповые средние, вычисленные по формуле:
Для упрощения расчетов будем использовать не эксперименталь­
ные значения xfJ величины X, а значения ytJ = xt -  С , где постоянная С 
представляет собой произвольное число, близкое к среднему значению 
х всех результатов наблюдений Хц, таким образом:
-  425,3 + 428,8 + 431,5 .
” 5 т * ------------ з-------------' 42!-! -
где / - количество уровней фактора А (1=3).
Введем новые переменные:
У у ~ ХУ ~ С = Х„ ~ х = ху -  428>5
Преобразуем таблицу с дальнейшим использованием ее в качест­
ве расчетной.
Номер
испытания
Уровень фактора А,
А, А2 Аз
Ун У.2 Го
1 -2,5 0,5 1,5
2 -3,5 4,5 2,5
3 -1,5 -1,5 7,5
4 -5,5 -2,5 0,5
С помощью таблицы определим вспомогательные величины: 
pj = ^ЦУу > Rt ~i=i /=i
Р, =  i > „ 2 = ( - 2.5)2 + ( - 3,5)2 + (—1,5)2 + (—5,5)2 = 51;
/=1
Рг = Т у* = (0.5)2 + (4,5)2 + (-1.5)2 + (-2,5)2 = 29;
1=1
Р, = Т у» = (1,5)2 + (2,5)2 + (7,5)2 + (0,5)2 = 65 ;
1=1
Л, = £ > „  =-2,5 -3,5 -1,5 -5,5 = -13;
1=1
Pi = T y »  = 0,5 + 4,5 -1,5 -  2,5 = 1;
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Л, = £  уа = 1,5 + 2,5 + 7,5 + 0,5 = 1 2 .
Рассчитаем значения факторной и остаточной дисперсии:
у X __1_
£  <7 /? I XW*1
факт !  j  7 ос*
таким образом, получим:
~[(-13)2 + 12 +122] - - 1-[_13 + 1 + 12]2
I X  ^ 1 Хм Ч i=' 
/(<?-!)
4-3
J факт 3-1
- = 39,25,
(51 + 29 + 65)- —-[(-13)2 + 12 + 122]
3(4-1)
—  7,4.
Так как S1^ ,  > , следует проверить значимость их различия.
Вычислим экспериментальное значение критерия:
= 5,3.
По таблице критических значений распределений Фишера — Сне- 
декора при уровне значимости а = 0,05, определим критическое зна­
чение (а,/ „ / , ) .  Здесь / , = / - 1  = 3-1 = 2 -  число степеней свободы
факторное, / 2 = % -1 ) = 3(4-1) = 9 -  число степеней свободы остаточ­
ное. Таким образом:
Fv (fi‘, f , f 1) = (0,05;2;9) = 4,26
Так как Fmm > F , то нулевая гипотеза отвергается в пользу кон­
курирующей, т.е. групповые средние различаются значимо. Внешнее 
воздействие надо признать эффективным.
9.3. Однофакторный дисперсионный анализ 
при неодинаковом числе испытаний на уровнях
Если число испытаний, проведенных на различных уровнях дей­
ствия фактора, различно, а именно: на уровне At проведено qt испы­
таний, на уровне Л2 -  q2 испытаний и т.д., на уровне At -  qi испыта­
ний, то факторную и остаточную дисперсии находят по следующим 
формулам:
t f - (  i * A ' »
/ - 1
I I R2
I X - i fj=\ i 4 j
N - l
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Здесь Rj = 2 Х  -  сумма значений величины X  на уровне А/,
i=\
I ь
N = — общее количество результатов испытаний; = Х * /  —
У*1 1=1
сумма квадратов значений величины X  на уровне А}.
Далее следует действовать так же, как и в случае одинакового 
числа наблюдений на различных уровнях, но при нахождении крити­
ческого значения распределения Фишера — Снедекора число степеней 
свободы факторной дисперсии принимают равным f = l - 1 , остаточ­
н о й - / 2 =N -1.
Обычно для упрощения расчетов от значений Хц переходят к рас­
смотрению значений yv =х,4-  С, где постоянная С близка по величине 
к общей средней х всех измерений величины X.
Пример 10.2: По результатам, представленным в таблице, при 
уровне значимости а=0,05 проверить, имеется ли различие между 
способами А/, А2, А} и А4 обработки фармацевтического сырья с точки 
зрения большего выхода продукта.
Номер Способ обработки At
испытания А, а 2 Аз А4
1 70 71 78 73
2 75 70 74 72
3 73 72 70 71
4 72 73 76 74
5 71 72 72
6 74
72,5 71,5 74,0 72,4
Решение:
Предполагая, что распределения значений, характеризующих вы­
ход сырья, при каждом способе обработки являются нормальными, а 
соответствующие генеральные дисперсии равны, применим метод од­
нофакторного дисперсионного анализа. Обработку сырья будем счи­
тать фактором, а способы обработки -  уровнями.
Общая средняя всех измерений
-  72,5 + 71,5 + 74,0 + 72,4
х = Х 7- = — --------- ~А '------- -- = 72,65,
где / - количество уровней фактора А (/=4).
Введем новые переменные:
У у ~ *у — xfj — х — Ху — 73
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Преобразуем таблицу с дальнейшим использованием ее в качест­
ве расчетной.
Номер
испытания
Уровень (>актора A t
А, а 2 A3 At
Уп У,2 Ун Уи
1 -3 -2 5 0
2 2 -3 1 -1
3 0 -1 -3 -2
4 -1 0 3 1
5 -2 -1 -1
6 1
С помощью таблицы определим вспомогательные величины:
Pj = Х л  > ~ ^.Уи
/=1 /=1
Р, = Т.У« = (-3)2 + 2г + О2 + (-1)2 + (-2)2 +12 = 19;
1=1
Рг = 14; /*, = 45; Л =  7.
Л, = 5>« = (-3) + 2 + 0+(-1) + (-2) + 1 = -3;
1=1
R2=-6; R3 = 5; Л4 = -3. 
Рассчитаем значения факторной и остаточной дисперсии:
С 2^ факт
м Я
(  1
v/-> i r j - ' - i v
Jфакт
l - l  
= 4,95,
si я ~
/(9-1)
= 4,23,
Так как , следует проверить значимость различия меж­
ду этими дисперсиями. Вычислим экспериментальное значение крите­
рия:
Fm  = ^ $ -  = —  *1Д7.S2 4,23
По таблице критических значений распределений Фишера -  Сне- 
декора при уровне значимости а = 0,05, определим критическое зна­
чение Fv (a ,fx, f 2). Здесь /  = /  —1 = 4 —1 = 3 -  число степеней свободы 
факторное, / 2 = N - /  = 2 0- 4  = 16 — число степеней свободы остаточное. 
Таким образом:
*■„(«./,,/,) = ^(0,05;3;16) * 3,24
Так как F ^< F V, то различие между факторной и остаточной 
дисперсиями не является значимым. В соответствии с методом дис­
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персионного анализа отсюда следует вывод о незначимости различия 
между групповыми средними, что соответствует отсутствию сущест­
венного различия между рассмотренными способами обработки сы­
рья.
9.4, Понятие о двухфакторном и многофакторном анализах
Оценим влияние двух одновременно действующих факторов А и 
В на формирование значений нормально распределенной случайной 
величины X, причем фактор А имеет т уровней действия (А/, А2, ..., 
Ат), фактор В -  п уровней (В,, В2, ..., В„). Для простоты ограничимся 
рассмотрением результатов таких экспериментов, когда при действии 
каждой пары уровней фактора (А„ В,) (i=l,2,...,w;y—1,2,..., п) произво­
дится лишь одно наблюдение величины X. В этом случае результаты 
эксперимента могут быть представлены в виде таблицы 10 .2 .
Таблица 10.2
Уровни Уровни Bi — А
А, в ; в2 1 1 Вп Xi
А, хц Х , 2 Хщ —АXI
а 2 Х 2 1 Х 2 2 Х 2 п — АХг
Ат X m l Х т 2 Х т л —АX  т
- В
Xj —вХ \ —вхг
-в
X  Я
В последнем столбце таблицы 10.2 представлены средние груп­
повые (по строкам) значения в последней строке — средние
П
—В ** X
групповые (по столбцам) xj = У  — .
м ж
В соответствии с методом дисперсионного анализа для проверки
„  - Азначимости различии между отдельными значениями xi , а также ме­
жду отдельными значениями х“ рассчитывают оценки двух фактор­
ных S j, Sj и остаточной УД. дисперсий по формулам:
S 2А
t t f - fz V f / - .  £»7-(£*Т'«
«=1______ V i*l у  <т>2 _  j =I V м  J
п(т - 1) ’ ® т (п-1)
£ 2    1=1 j - 1 \  «=1 )
°сп~ (Ж-1ХЯ-1)
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где R, = 5 > .  ; VJ = ' £ l x i >  Р‘ = Ъ x l  •
/ * I H  J - 1
Поскольку оценки S*, Si и S i,  характеризуют роль соответст­
венно фактора А, фактора В и случайных причин, то значимость влия­
ния каждого из факторов А и В на величину X  определяют, сравнивая 
S\ и Si (в отдельности) с S i,  так же, как и при однофакторном анали­
зе. При этом числа степеней свободы Si, Si и S i,  равны соответст­
венно т-1, п—1, (т-1)(п-1).
Пример 10.3: При выяснении влияния реагентов А н В на синтез 
лекарственного препарата получены результаты (выход X  в условных 
единицах), представленные в таблице.
Уровни Уровни В, —А
А, В, в2 Вз в4 Xi
А, 4,5 3,0 4,0 3,5 3,75
^2 3,5 2,5 3,5 2,0 2,88
Лз 6,5 5,5 4,5 6,0 5,62
A4 7,5 7,0 8,5 7,0 7,50
— В
Xj 5,5 4,5 5,12 4,62
В предположении нормальности распределения величины X  ме­
тодом дисперсионного анализа при уровне значимости 0,05 проверить 
значимость влияния каждого из реагентов А и В на выход препарата.
Решение:
Найдем значения / ) ,  Л, и
У  г
В, =57,5; Рг =  34,75; Р 2 =128,75; Pt =  226,5;
В, =15; В2 =11,5; Л ,  =  22,5; II U> О
У ,  = 22; II СХ •Оo'<NII
Ы
=18,5.
Вычислим S i , Si и S i , :
S*=16,9, S2B =  0,854, 5L  =0,451
Поскольку Si и S2B превышают S i,, рассчитаем эксперименталь-
ные значения критерия Фишера -  Снедекора:
о2
F A = - ^ -  = 37 5 ' F B =- = 1.89
и сравним их с критическими :
F * = F v (p c ,m -U m -  1)(л -1)) = Fyp (0,05;3;9) *  3,86; 
К  = («, п ~  1, (т - 1  Хл -1)) = Fv  (0,05;3;9) *  3,86.
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Так как F*^ > f£ , при уровне значимости а  = 0,05 следует сделать вы­
вод о существенном влиянии реагента А на выход препарата. В отно­
шении реагента В такого вывода сделать нельзя, поскольку F ^  < F®.
Вопросы для самоконтроля:
1. В чем заключается сущность метода дисперсионного анализа?
2. Что понимается под фактором? Приведите примеры.
3. Какие факторы называются регулируемыми?
4. Какие выборки называются независимыми, зависимыми?
5. Какой дисперсионный анализ называется однофакторным?
6 . Что понимается под результативными признаками?
7. Перечислите методы дисперсионного анализа.
8 . Назовите условия применения дисперсионного анализа.
9. Что понимают под выборочными групповыми средними при 
одинаковом числе испытаний? Запишите соответствующие фор­
мулы.
10. В чем заключается метод дисперсионного анализа при одина­
ковом числе испытаний на уровнях?
11. Что такое остаточная дисперсия при одинаковом числе испы­
таний на уровнях? Запишите формулу.
12. Что такое факторная дисперсия при одинаковом числе испы­
таний на уровнях? Запишите формулу.
13. При каком условии можно сделать вывод об отсутствии су­
щественного влияния фактора А на величину X  при одинаковом 
числе испытаний на уровнях?
14. Запишите формулы, по которым находят остаточную и фак­
торную дисперсии при неодинаковом числе испытаний.
15. В чем заключается метод дисперсионного анализа при неоди­
наковом числе испытаний на уровнях?
16. Дайте понятие двухфакторного дисперсионного анализа.
17. В чем заключается многофакторный дисперсионный анализ?
18. Запишите формулы для расчета двухфакторных остаточных и 
факторных дисперсий.
Задания для решения:
1. Проведено исследование влияния трех уровней фактора А на 4 
испытуемых. Методом дисперсионного анализа при уровне значимо­
сти а = 0,05 проверить нулевую гипотезу о влиянии фактора А на ре­
зультативный признак. Предполагается, что выборки извлечены из 
нормальных совокупностей с одинаковыми дисперсиями.
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Номер Уровни фактора Л
испытания A i а 2 Аз
1 и 12 2
2 12 14 4
3 16 16 10
4 17 18 12
14 15 7
2. Исследовалось влияние различных режимов питания (фактор 
А) на увеличение веса экспериментальных животных (кг). Требуется 
проверить влияние фактора А на вес животных. Считать, что выборка 
взята из генеральных совокупностей с нормальным законом распреде­
ления и одинаковыми дисперсиями.
Количество Уровни ()актора А
ЖИВОТНЫХ A j а 2 А , А ,
1 2,4 1,6 2,0 2,4
2 2,5 2,1 1,6 2,2
3 2,1 1,9 1,8 -
4 2,6 1,7 - -
5 - 1,7 - -
2,4 1,8 1,8 2,6
3. У больных острым инфарктом миокарда в первый месяц лече­
ния наряду с общепринятым лечением назначали ежедневный прием 
аспирина в разных дозировках. При этом оценивали снижение отно­
сительного риска смерти через 30 дней от начала лечения острого ин­
фаркта миокарда. Влияет ли на эффективность лечения острого ин­
фаркта миокарда назначение различных доз аспирина?
Номер
испытания
Суточная дозировка аспирина, мг/сут
75 160 325 500 1500
1 5 21 22 14 15
2 9 24 33 17 21
3 14 26 24 27 24
4 17 31 26 21 28
5 18 33 29 22 26
6 16 22 31 25 20
4. У испытуемых было изучено потребление кислорода при раз­
личной физической активности. Влияет ли уровень физической ак­
тивности на потребление кислорода?
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Номер
испытания
Ходьба (км/ч)
1,5 3 5 6,5
1 2,5 3,1 4,9 5,8
2 2,4 3,3 5,4 6,0
3 2,7 2,9 5.2 5,7
4 2,2 3,0 5,7 5,4
5 2,6 2,9 5,3 5,1
5. При обострениях хронической обструктивной болезни легких 
используют лекарственный препарата будесонид. В таблице представ­
лены значения парциального давления углекислого газа крови (РаС02, 
мм рт. ст.) в зависимости от длительности терапии. Влияет ли про­
должительность лечения будесонидом на парциальное давление угле­
кислого газа крови?
Номер
испытания
Продолжительность лечения, дни
2 4 7 10
1 44,2 43,7 41,6 40,1
2 43,9 43,1 42,0 40,7
3 44,1 43,5 41,5 40,4
4 44,0 43,9 41,9 40,9
5 43,8 43,0 41,2 41,0
6 . В исследовании изучали изменение вязкости крови больных 
стенокардией II и III функционального класса под влиянием электро­
магнитного излучения КВЧ-диапазона на частоте молекулярного 
спектра излучения и поглощения атмосферного кислорода с различ­
ной продолжительностью периода облучения образца крови. Влияет 
ли продолжительность облучения на вязкость крови?
Номер
испытания
Продолжительность облучения крови, мин
0-15 15-30 30-60 60-80
1 5,4 4,6 3,5 3,0
2 5,0 4,4 3,7 3,1
3 4,5 4,0 4,0 за
4 5,1 4,3 3,4 3,4
5 4,7 4,2 3,0 3,3
6 4,9 4,6 3,3 3,1
7. У больных острым инфарктом миокарда в различные дни от 
начала заболевания определяли количество эритроцитов (1 0 12/л). В 
таблице представлены значения эритроцитов в различные сроки от
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начала острого инфаркта миокарда. Влияет ли продолжительность за­
болевания на содержание эритроцитов в крови?
Номер
испытания
Продолжительность заболевания, дни
1 7 21
1 4,2 5,2 4,2
2 4,1 5,3 4,4
3 4,8 5,0 4,7
4 4,5 4,9 4,9
5 4,0 5,1 4,6
6 4,5 4,8 4,1
8 . В таблице отражены показатели фракции выброса левого же­
лудочка у больных с хронической недостаточностью кровообращения 
различных функциональных классов. Определите, влияет ли функ­
циональный класс недостаточности кровообращения на сократитель­
ную способность левого желудочка?
Номер
испытания
Функциональный класс СН
I 11 III IV
1 0,47 0,48 0,33 0,23
2 0,45 0,43 0,32 0,21
3 0,41 0,41 0,34 0,20
4 0,40 0,42 0,30 0,24
5 0,43 0,41 0,35 0,25
9. В таблице отражены показатели индекса массы миокарда лево­
го желудочка (г/м2) у  больных с хронической недостаточностью кро­
вообращения различных функциональных классов. Определите, влия­
ет ли функциональный класс недостаточности кровообращения на 
массу левого желудочка?
Номер
испытания
Функциональный класс СН
I II III IV
1 140 138 190 250
2 141 139 187 252
3 142 142 192 255
4 145 140 189 254
5 141 143 191 247
10. Проверьте эффективность влияния оликарда на количество 
приступов стенокардии в сутки после курсового лечения пациентов с 
ранней постинфарктной стенокардией.
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Номер
испытания
Доза оликарда
40 мг/сут 60 мг/сут 80 мг/сут
1 2 3 1
2 1 4 1
3 3 2 2
4 5 1 1
5 2 5 3
6 1 5 1
11. Проверьте, влияет ли дозировка пикамилона на частоту со­
кращений сердца.
Номер Суточная доза пикамилона, г
испытания 0,1 0,2 0,3
1 84 71 73
2 81 77 78
3 80 80 81
4 79 81 83
5 78 83 85
6 72 84 72
12. Проверьте, влияет ли уровень диастолического артериально­
го давления на относительный риск развития ишемической болезни 
сердца.
Номер
испытания
Диастолическое АД, мм рт. ст.
70 80 90 100
1 0,5 1,2 1,7 2,4
2 0,4 1,1 1,6 2,3
3 0,3 1,3 1,8 2,5
4 0,5 1,2 1,6 2,4
5 0,6 1,1 1,7 2,6
13. Проверьте, влияет ли уровень холестерина в крови на смерт­
ность от ишемической болезни сердца в различных регионах страны.
Регионы Сывороточный холестерин, ммоль/л4 5 6 7
1 9 12 17 28
2 8 13 16 27
3 9 13 18 27
4 7 14 17 26
5 8 14 17 29
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14. Оцените эффективность влияния небиволола на максималь­
ную скорость кровотока в плечевой артерии (в м/с) через 6 мес лече­
ния у пациентов с сердечной недостаточностью.
Номер
испытания
Доза небиволола
1,25 мг/сут 2,5 мг/сут 5 мг/сут
1 0,34 0,54 0,61
2 0,32 0,53 0,63
3 0,33 0,55 0,64
4 0,35 0,56 0,62
5 0,34 0,54 0,63
6 0,32 0,53 0,66
15. Проверьте, влияет ли степень тяжести хронической обструк­
тивной болезни легких на объем форсированного выдоха за 1 сек (в% 
от должного).
Номер
испытания
Степень тяжести заболевания
Легкая Средняя Тяжелая
1 70 61 45
2 75 56 49
3 74 62 50
4 80 60 45
5 72 53 47
6 76 52 42
16. Оценить влияние мощности и продолжительности нагрузки 
на велоэргометре на частоту сердечных сокращений. Данные взяты 
из совокупностей с нормальным законом распределения и одинако­
выми дисперсиями.
Мощность,
Вт
Частота сердечных сокращений (уд/мин)
Продолжительность нагрузки
В ,=200 В2=300 В3=400 В4=500
А,=40
98 105 125 132
93 99 121 144
103 111 129 156
А2=70
110 101 123 142
96 111 131 147
103 121 139 152
А3=100
106 107 130 153
108 117 134 141
110 127 138 165
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17. У мужчин различного возраста при различных величинах от­
ношения общего холестерина к холестерину липопротеидов высокой 
плотности (ХЛ/ХЛ ЛПВГГ) было зарегистрировано систолическое АД 
(мм рт. ст.). Влияют ли возраст и липидный состав крови на величину 
систолического АД?
Уровни 
хл/хл лпвп
Возраст, годы
40 50 60 70
4
140 150 147 162
139 152 146 160
137 151 149 163
5
145 153 153 168
146 152 154 167
148 155 152 170
6
155 162 161 175
154 161 162 174
156 164 160 177
7
152 160 172 184
153 161 170 183
155 162 175 186
8
161 168 175 190
162 167 173 191
160 166 174 193
18. Проверьте, влияют ли пол и возраст на частоту госпитализа­
ции пациентов с диагнозом хроническая обструктивная болезнь лег­
ких. В таблице указаны показатели госпитализации по поводу хрони­
ческой обструктивной болезни легких на 100 000 населения.
Пол Возраст, годы
30 40 50 60 70 80
Мужской
1 2 5 25 61 90
1 1 2 24 60 89
2 2 3 26 59 86
1 3 4 23 56 87
Женский
1 2 4 21 40 39
1 1 2 20 41 40
2 2 3 19 39 42
1 1 2 22 37 40
19. Проверьте, влияют ли пол и возраст на смертность пациентов 
от хронической обструктивной болезни легких. В таблице указаны 
показатели смертности от хронической обструктивной болезни лег­
ких на 100 000 населения.
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Пол
Возраст, годы
30 40 50 60 70 80
Мужской
0 1 1 4 16 34
0 1 1 3 15 35
0 0 0 4 17 37
1 0 1 2 16 34
Женский
0 0 1 3 14 27
0 0 0 1 13 26
0 0 0 2 12 24
о 0 0 2 14 28
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ТЕМА №11
АНАЛИЗ ВРЕМЕННЫХ РЯДОВ
ПРОГРАММНЫЕ ВОПРОСЫ:
11.1. Виды временных рядов и их характеристики.
11.2. Отыскание тренда временного ряда.
11.3. Сглаживание временных рядов: метод скользящего средне­
го, экспоненциальное сглаживание.
11.4. Прогнозирование временных рядов.
11.1. Виды временных рядов и их  характеристики
Временным рядом  называют множество результатов наблюде­
ний изучаемого процесса, проводимых последовательно во времени. 
Отдельные наблюдения называют значениями или уровнями времен­
ного ряда. Значения временного ряда обозначаются: x(ti), x(t2), ..., 
x(t„).
По характеру проявления временные ряды делятся на непрерыв­
ные и дискретные.
Непрерывным называют временной ряд, значение которого оп­
ределены в любой произвольный момент времени. К непрерывным 
временным рядам относятся, например, запись электрокардиограммы, 
кривая, вычерчиваемая барографом, изменение скорости химической 
реакции в технологическом процессе и т. д.
К дискретным относят моментные и интервальные временные 
ряды.
Моментные дискретные временные ряды получают обычно пу­
тем определения значений временного ряда в заданные моменты вре­
мени. Например, измеряя в течение суток через каждый час темпера­
туру, при которой протекает химическая реакция, мы получим мо- 
ментный временной ряд. Моментными будут также временные ряды, 
отражающие изменение численности врачей за несколько лет, количе­
ства пациентов, приходящихся на одну больницу, и т. п.
Интервальные дискретные временные ряды получают обычно 
путем усреднения показателей за определенные промежутки време­
ни. Например, абсолютные значения показателей товарооборота ап­
теки формируются за некоторый период времени (месяц, квартал, 
год). Потребление медикаментов на душу населения также опреде­
ляется как усредненное за некоторый период времени. Его измене­
ния за несколько лет составляют интервальный временной ряд, ко­
торый и используется в основном для описания работы аптечной се­
ти.
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Дискретные временные ряды легче подвергаются статистической 
обработке, поэтому непрерывные временные ряды обычно преобра­
зуют в дискретные.
Временной ряд является случайным, если значения, которые он 
будет принимать, могут быть описаны с помощью плотности рас­
пределения вероятностей. Все рассмотренные ранее примеры отно­
сятся к случайным временным рядам.
Временной ряд называется детерминированным, если его значе­
ния в будущие моменты времени могут быть точно определены по из­
вестной функциональной зависимости. В чистом виде детерминиро­
ванные временные ряды встречаются очень редко. Обычно временной 
ряд содержит несколько компонент:
х(0  = А О  + s(t) + c(l) + e(t).
С учетом особенностей анализа медико-биологических времен­
ных рядов эти составляющие могут включать:
А О  — тренд или долгосрочные изменения, отражающие дли­
тельно протекающие процессы (например, рост количества врачей на 
определенное количество населения, увеличение коечного фонда, 
увеличение или уменьшение количества больных, страдающих раз­
личными заболеваниями); временные рамки изменения этой состав­
ляющей измеряться столетиями или даже тысячелетиями;
s(t) -  сезонная компонента, отражаемая повторяемость измене­
ния некоторых процессов в течение определенных периодов (года, ме­
сяца, недели, дня), например, количество больных гриппом в течение 
года, обострение аллергических заболеваний в весенний и летний пе­
риоды;
c(f) -  циклическая компонента, характеризует колебания некото­
рого показателя относительно среднего или нулевого значения. В ка­
честве примера можно привести различные электрограммы: электро­
кардиограмма, электроэнцефалограмма, электромиограмма и т.д. Пе­
риодичность этих процессов очень мала: минуты, секунды, миллисе­
кунды;
e(t) — случайная компонента, отражает влияние различных неуч­
тенных или случайных факторов.
Временные ряды могут содержать одновременно все перечислен­
ные компоненты или их различные комбинации. Поэтому анализ вре­
менного ряда направлен на выявление природы факторов, влияющих 
на показатели временного ряда, а также установления и изучения 
вклада каждого компонента в изменении временного ряда.
Основные задачи временных рядов:
-  выделение и анализ основных составляющих временного ряда
(тренда, сезонных, циклических и случайных компонентов);
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— построений математических моделей временного ряда и проверка 
их адекватности;
— выявление связей между значениями одного или нескольких вре­
менных радов;
— прогнозирование изменения изучаемого процесса на основе его 
временного ряда.
Для решения каждой из этих задач используются различные ме­
тоды анализа временных рядов. Эти методы различаются в зависимо­
сти от преобладания той или иной компоненты.
В общем случае временной ряд в каждый момент времени можно 
полностью описать как случайную величину функцией распределения 
или плотностью распределения вероятностей. Однако получение та­
кого рода информации на практике связано с длительными исследова­
ниями, поэтому широкого распространения оно не получило. Кроме 
того, такая полная информация часто и не нужна. Поэтому для описа­
ния временных рядов используют числовые характеристики: матема­
тическое ожидание, дисперсию и др. В общем случае эти характери­
стики зависят от времени, и поэтому их надо обозначать как функцию 
от времени: M(x(t)) -  математическое ожидание; D(x(t)) -  дисперсия 
временного ряда.
Если свойства временного ряда не изменяются во времени, т.е. 
математическое ожидание, дисперсия и другие характеристики оста­
ются постоянными, такой ряд называется стационарным.
Характеристики стационарного временного ряда не зависят от 
времени, и поэтому их оценки можно находить путем усреднения по 
времени.
Укажем основные формулы, по которым можно вычислять харак­
теристики стационарного временного ряда.
Оценку математического ожидания находят как среднее арифме­
тическое значений временного ряда:
*(') = - £ * ,  • п Ы
Оценка дисперсии
/=1
11.2. Отыскание тренда временного ряда 
Пусть имеется последовательность значений временного ряда:
X I X l Х 2 Х 3
t i t l h и t n
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Необходимо выявить основную тенденцию изменения ряда, на 
которую налагаются случайные отклонения. Эту задачу принято на­
зывать задачей сглаживания временных рядов. Основная тенденция 
изменения ряда, часто называемая трендом, проявляется как резуль­
тат регулярного влияния большого числа факторов на изучаемый про­
цесс.
В тех случаях, когда вид исследуемой зависимости тренда от 
времени известен и нужно вычислить ее параметры, широко применя­
ется метод наименьших квадратов. Для линейной зависимости
x(tl) = a + b{l, - / ) ,
где а, b -  коэффициенты, которые надо вычислить; / = -У Ч  .
п w
Согласно методу наименьших квадратов лучшими считаются та­
кие значения коэффициентов а и Ь, при которых сумма квадратов от­
клонений эмпирических значений х, от расчетных значений х(<() в 
формуле x(t,) = a+b(tl -t)  окажется наименьшей.
Формула, описывающая тренд изучаемого процесса, должна быть 
достаточно проста и в то же время довольно точно отражать его изме­
нения.
Наиболее часто применяются следующие зависимости:
-  линейная x(t) = a + bt;
-  квадратическая x(i) = a + bi+ct2;
-  экспоненциальная x(t) = а + bea ;
-  гиперболическая x(t) = a+ -;
-логарифмическая x(t) = a\nt + b .
В частности, установлено, что изменение товарооборота аптеко­
управления имеет вид экспоненциальной зависимости, основная тен­
денция потребления сульфаниламидных препаратов -  линейной, 
стрептоцида, этазола, сульгина, уросульфана -  квадратической.
Часто трудно сразу оценить вид возможной функциональной за­
висимости. В этом случае необходимо сравнить несколько наиболее 
вероятных зависимостей по какому-либо критерию.
Удобным критерием является оценка дисперсий отклонений, вы­
числяемая по формуле
S2 = £ (* ,-* ,)2/ ( л - р - 1),
м
где X, -  фактические значения временного ряда; х, -  теоретически вы­
численные по формуле значения; п — число значений временного ряда; 
р  — число искомых параметров уравнения тренда.
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Существуют и более сложные критерии, например остаточная 
дисперсия отклонений:
После вычисления коэффициентов уравнений тренда определяют 
значения либо дисперсии отклонения, либо остаточной дисперсии и 
выбирают то из них, для которого величина критерия меньше.
Рассмотрим случай, когда уравнение тренда имеет линейный вид
*(*,) = а+ЬО, - ?).
Коэффициенты а и b найдем по следующим формулам:
-  , - t*A
а = х= -2_х1; 
п ы
ш
где
П /=1
Полученное таким образом уравнение соответствует переносу 
начала координат из точки t = 0 в точку t - t .
Рассмотрим теперь уравнение второго порядка
х (t) = a+bt+ct1
Найдем коэффициенты а ,Ь и с  для этого уравнения.
Сумма квадратов отклонений вычисленных значений тренда от 
соответствующих значений временного ряда:
U = Y 4(x ,~ (a  + bt, + ctf))2 .
/=1
Данное выражение имеет минимум при условии, что все его ча­
стные производные равны нулю:
^  = - 2j > , - ( a  + 6f,.+Cf,2)) = 0;
да 7?
Л Т  J  и
• —  = - 2£ (* f -  (a + bt, + ctf ))/, = 0; 
до /=1
ЯТТ п
—  = - 2Х (*1 -  (в + bti + c‘f Ж2 = 0.. ОС Ы
Коэффициенты перед суммами не равны нулю. Раскрыв скобки, 
получим:
Ё *, ~ па- bj?I, - c £  f,2 = 0; 
■ i x j t , - a ± t - b ± t ; - c ± t =  0;
j:| 1=1 /=1 1=1
Ё ж 2 - a Z </2 = о.
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Произведем замену f, на t' =t, - I  (как и для линейного тренда), 
что соответствует переносу начала координат в точку t - t .  На осно­
вании свойств выборочной средней слагаемые, содержащие суммы /' 
в нечетных степенях, равны нулю:
1 <;=о; 1<;3=о.
1*1 /=1
Тогда система примет вид:
± x , - n a - c ± , ] ' = b  
/=1 /=1
• ± * А - Ь ± ? -  0;
1=1 »=1
2 >.<2-« 1 > ;2-с]£<;4=о.
.f=i i=i w
Из второго уравнения системы находим формулу для коэффици­
ента Ь:
* = -?-----•
Шi=i
Решив совместно первое и третье уравнения системы, получим:
(У   /=1_____ <=I 1=1 ■
( .  V  *
<=1 V м  J
^ [ Ь ^ т ХМ \ И )
С учетом переноса начала координат получаем для тренда урав­
нение второго порядка
*(/, ) = а + К<,-1) + с(‘, -  О2 •
Пример 11.1: Таблица содержит сведения об оптовом товарообо­
роте в аптеке по годам (млн. руб.).
Год 2002 2003 2004 2005 2006 2007 2008 2009
1 1 2 3 4 5 6 7 8
Х(0 13 20 28 31 36 41 48 47
Какое уравнение лучше описывает тренд временного ряда -  ли­
нейное или квадратичное?
Решение.
Для вычисления коэффициентов линейного и квадратичного 
трендов определим промежуточные величины.
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Оценку математического ожидания временного ряда найдем по 
формуле:
„ - J v ,  - 264-чч
а 1 -  Х  ~  _ Z - i X ‘  -  о ~  "  •л y=i а
Среднее значение аргумента:
1 1+2+3+4+5+6+7+8 36 . _
-^------------ = — =4.5-л м 8 8
Для удобства осуществим перенос начала координат из точки 
( = 0 в точку t = i,  таким образом: </=<,-*. Исходные данные и полу­
ченные значения занесем в таблицу:
Год t, t', x,f, « у (<;Y
2002 1 13 -3,5 -45,5 12,25 159,25 150,06
2003 2 20 -2,5 -50 6,25 125 39,06
2004 3 28 -1,5 -42 2,25 63 5,06
2005 4 31 -0,5 -15,5 0,25 7,75 0,06
2006 5 36 0,5 18 0,25 9 0,06
2007 6 41 1,5 61,5 2,25 92,25 5,06
2008 7 48 2,5 120 6,25 300 39,06
2009 8 47 3,5 164,5 12,25 575,75 150,06
Е 36 264 0 211 42 1332 388,5
Коэффициент b для линейного и квадратичного трендов:
2 > А'
А =  - 2Л  = 5,02.
т  42
Коэффициенты с и а2 для квадратичного тренда:
s.m 2_ !6<<2
8 ■ 388J  -  422
•± М  - ( Ш ) ’
= -0,32,
= f(j!>< - с £ к У у ^ ( 2 6 4  + 012-42)=34.69.
Таким образом, уравнения для линейного и квадратичного трен­
дов примут вид:
- О )х =33 + 5,02(1,- I ) ,
х !‘ = 34,69 + 5.02(1,- I ) - 0,32(1, - 1)2 ■
Изобразим на координатной плоскости вместе с эксперименталь­
ными точками прямую и параболу, определяемые полученными урав­
нениями..
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x(t)
Для проверки адекватности полученных трендов исходным дан­
ным рассчитаем для каждого из них остаточную дисперсию по фор­
муле:
Расчетные значения сведем в таблицы, 
а) для линейного тренда:
X 13 20 28 31 36 41 48 47 Z
х-х , -2,4 -0,4 2,5 0,5 0,5 0,5 2,4 -3,6 0
Ь - Я 5,8 0,2 6,4 0,3 0,2 0,2 6,0 12,8 32,0
Остаточная дисперсия для линейного тренда:
б) для квадратичного тренда:
X 13 20 28 31 36 41 48 47 X
х-х , -0,2 -0,1 1,6 -1,1 -U -0,5 2,8 -1,3 0
0,0 0,0 2,5 1,2 1,3 0,3 7,6 1,8 14,6
Остаточная дисперсия для квадратичного тренда:
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Таким образом, так как S„2 <5„,, то можно сделать вывод, что 
квадратичное уравнение лучше описывает тренд исследуемого вре­
менного ряда.
11.3. Сглаживание временных рядов: метод скользящего 
среднего, экспоненциальное сглаживание^
Метод скользящего среднего
В практических задачах тренд может иметь сложный вид. Одним 
из возможных вариантов при этом является сглаживание временного 
ряда прямыми на достаточно коротких его отрезках. Например, по 
трем значениям х /, х2 и х3 можно построить прямую, заданную урав­
нением x(f,) = a+ 6(/, - / ) ,  которая будет проходить через точку с коор­
динатами < = (<,+/2+<,)/3 и х = (х,+х2+х3)/3. Значение х естественно 
отнести к середине интервала, т.е. считать его сглаженным значением 
*2. Сглаженное значение хз можно вычислить, найдя предварительно 
коэффициент Ь, но проще определить его как среднее арифметическое 
значений х2, х3 и х4:
хз = (х2 + х3 + х4)/3.
Интервал сглаживания при этом сдвинется на одно значение ар­
гумента временного ряда вправо. Так же можно найти х*. х$ и т.д. 
Интервал сглаживания при этом как бы «скользит» по временному 
ряду. Отсюда и название -м ет од скользящего среднего.
Метод скользящего среднего состоит в усреднении последова­
тельности п значений и отнесении результата усреднения к середине 
интервала сглаживания, после чего интервал сдвигается на одно зна­
чение аргумента временного ряда вправо.
При нечетном числе отсчетов (п=2т+ ]) в интервале сглаживания 
скользящее среднее:
+ *, + +*i„ )/ (2  т + 1).
Если число значений временного ряда в интервале сглаживания 
является четным, т.е. п=2т, то скользящие средние располагаются в 
промежутках между соседними, средними по времени, значениями 
временного ряда:
х, = (0,5дг_+лг,_+| + ... + *, +... + 0,5х1+„)/(2 т).
При использовании метода скользящего среднего удобно выби­
рать нечетное число значений временного ряда в интервале сглажи­
вания, так как в этом случае сглаженное значение будет соответст­
вовать моментам времени th в которые брались реальные значения х,.
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Ряд сглаженных значений имеет дисперсию в п раз меньшую, 
чем дисперсия значений исходного временного ряда. Поэтому сгла­
женный ряд более точно отражает характер тренда, он может быть 
представлен графически и использован для дальнейшей обработки.
Длину интервала сглаживания надо выбирать с учетом скорости 
изменения ряда и величины разброса значений. Если относительно 
отрезков прямых разброс небольшой, а скорость изменения тренда 
ряда велика, то можно сглаживать ряд по малому числу -  трем-пяти 
соседним значениям. Если скорость изменения тренда мала, а разброс 
значений большой, то, не теряя информации об изменении тренда, 
можно усреднять по большому числу значений (7 -  9) временного ря­
да, что позволит уменьшить влияние случайной составляющей. Если 
велики и скорость изменения тренда, и разброс значений временного 
ряда, то надо проводить сглаживание несколько раз по небольшим ин­
тервалам (например, на первом этапе по трем отсчетам). Результаты 
первого сглаживания при этом принимаются за новый временной ряд, 
который можно сгладить в зависимости от его характера или по 
большому, или по малому интервалу сглаживания.
Рассмотрим, например, изменение товарооборота аптеки в расче­
те на душу населения (в рублях), приведенное в таблице.
Год 2002 2003 2004 2005 2006 2007 2008 2009
t 1 2 3 4 5 6 7 8
х(‘) 33 35 37 42 45 51 51 54
Произведем сглаживание данного временного ряда по трем точ­
кам.
Сглаженные значения:
7г = (*, + х2 + х3)/3 = (33+35 + 37)/3 = 35,
= (х2 + х3 + дг4)/3 = (35 + 37 + 42)/3 = 38,
7а = (х3 + *4 + х5)/3 = (37 + 42 + 45)/3 = 41,33,
7$=(хА+х5 + х6)/3 = (42+ 45 + 51)/3 = 46, 
jij =(х5+лс6+х7)/3 = (45+51+ 51)/3 = 49, 
х^ = (х6+х1 +х,)/3 = (51+51+54)/3 = 52.
Казалось бы, потеряны первое и последнее значения временного 
ряда. Однако х> можно определить, зная х0:
Xl =(дг0+х, +х2)/3
Для вычисления х0 составим уравнение прямой тренда по значе­
ниям X/, х2 и X}, затем путем обратной экстраполяции вычислим х0- 
Определяем:
Г = (1 + 2 + 3)/3 = 2; а = х = (х,+хг+х,)/3; Ь = (х ,-х 1)/2.
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Уравнение тренда, составленное по первым трем значениям, име­
ет вид:
х(0 = (х, + х2 + х3)/3 + (х3 -х,Х*-1)12.
По данному уравнению найдем при t = 0 значение хл предыдущее 
по отношению к х,\
хо = (4х, +х2 -2Xj)/3.
Теперь вычисляем:
xi = (хо+х,+х2)/3 = (7х,+4х2-2х3)/9.
Эта формула справедлива и для последнего сглаженного значе­
ния, только порядок нумерации надо вести с конца.
Так, для рассматриваемого примера:
х^  = (7х, +4х2 -2х3)/9 = (7-33+4-35-2-37)/9 = 33, 
х  ^= (7х8 + 4х7 -2х6)/9 = (7-54+4-51-2-51)/9 = 53,33.
Это сглаживание является сглаживанием первого порядка. Необ­
ходимо обратить внимание на то, что метод скользящего среднего со­
ответствует сглаживанию отрезками прямых. Поэтому на графике со­
седние сглаженные по этому методу значения должны соединяться 
прямыми.
Построим временной ряд для нашего примера. Эксперименталь­
ные точки — указаны крестиками, сглаженные — соединены отрезками 
прямых.
x(t)
Если сглаженные один раз значения сгладить еще раз, получится 
сглаживание второго порядка. При этом оказывается, что значения 
дискретного временного ряда берутся с различными весовыми коэф­
фициентами.
Например, при сглаживании по трем отсчетам на первом этапе 
имеем:
Х2° =(х1+х2+х3)/3; хэ° = (х2+х3+х4)/3 ; ...
На втором этапе для сглаживания второго порядка находим:
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-(2) -о) -о) -о)ч/-
Х з  = ( Х 2  + * 3  + * 4  )/3; . гГОч,*.JC4 — (ДГЗ + J C 4  +  JC5 ) / 3 ,  . . .
Вычислив хотя бы для первого сглаженного значения весовые 
коэффициенты, получим
х ?  = (х, + 1хг + Зх3 + 2х, + х5)/9.
Отсюда ясно, что сглаживание второго порядка по трем значени­
ям эквивалентно однократному сглаживанию по пяти отсчетам с весо­
выми коэффициентами 1/9, 2/9, 3/9, 2/9, 1/9. Сумма этих весовых 
множителей равна единице. Сглаживая исходный временной ряд не­
сколько раз по трем или более значениям, получаем в результате не 
просто средние арифметические значения выравненных рядов, а 
взвешенные скользящие средние.
Хорошие результаты можно получить при сглаживании мето­
дом взвешенного скользящего среднего по большим интервалам, если 
проводить его отрезками кривых, например по параболе второго по­
рядка. Весовые коэффициенты при этом определяются методом наи­
меньших квадратов для центральных в интервале сглаживаемых зна­
чений х , . Расчеты показывают, что при сглаживании по пяти значени­
ям участками параболы получают следующие весовые коэффициенты: 
- 1/ 12 ,4/12, 6/12,4/12, - 1/ 12 .
В теории сглаживания доказывается, что сумма весовых коэф­
фициентов при любом сглаживании равна единице. Это видно и из 
приведенных примеров.
Сглаживание можно проводить и участками какой-либо другой 
кривой. Например, нетрудно убедиться, что при четырехкратном 
сглаживании по скользящему среднему по двум значениям получается 
набор коэффициентов 1/16,4/16, 6/16, 4/16, 1/16.
На разных участках тренд имеет различный аналитический вид и 
различную скорость изменения. Поэтому оптимального набора весо­
вых коэффициентов не существует и часто наборы коэффициентов 
удобно выбирать из условия простоты расчетов.
Для ручных расчетов удобны наборы коэффициентов со знаме­
нателем 10. Например, рекомендуется следующий набор:
0,1; 0,2; 0,4; 0,2; 0,1- _
При этом первые сглаженные значения х\ и хг определяют по пред­
шествующим значениям хо и х-\, вычисленным путем обратной экст­
раполяции кривой, параметры которой находят методом наименьших 
квадратов по первым четырем значениям. Такой способ рассмотрен 
при вычислении крайних сглаженных значений по скользящим сред­
ним. Опустив сложные расчеты, приведем конечные формулы: 
xi = (7х, + 5х2 -х 3 — х4) /10; хг = (Зх, + 5х2 + х3 + х4)/10.
Последние значения вычисляются по этим же формулам, только ну­
мерация изменяется на обратную.
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Метод экспоненииапъного сглаживания
Суть метода экспоненциального сглаживания заключается в 
сглаживании временного ряда по взвешенному скользящему сред не­
му, причем для сглаживаемого значения ряда весовой коэффициент 
максимален. Он уменьшается по экспоненциальному закону для пре­
дыдущих значений по мере удаления в «прошлое». Следующие после 
сглаживаемого значения временного ряда при этом не учитываются.
Экспоненциальные средние вычисляются по рекуррентной фор­
муле. При сглаживании первого порядка она имеет вид
-го .—тоxi = ах, + (1 -  a )x i-i,
где х, -  экспоненциальное среднее первого порядка для данного зна­
чения х, временного ряда; а -  параметр экспоненциального сгла­
живания; хм -  экспоненциальное среднее первого порядка, полу­
ченное на предыдущем шаге для значения Х/./ временного ряда.
При экспоненциальном сглаживании к-го порядка используется 
формула
-(*) -(‘“И .-(*>X/ = a  xi + (1 -  а)хм .
Параметр а определяет степень различия между значениями вре­
менного ряда и соответствующими сглаженными значениями. Так, 
при а=1 сглаженные значения в точности повторяют значения вре­
менного ряда, а при уменьшении величины а сглаженные значения 
все больше отличаются от соответствующих значений временного ря­
да.
Методов выбора оптимальной величины параметра а не сущест­
вует, однако в литературе отмечается связь между его величиной и 
длиной интервала сглаживания:
2а  = -----.
л + 1
Длина интервала сглаживания при этом выбирается исходя из тех 
соображений, что и при сглаживании по скользящему среднему или 
взвешенному скользящему среднему.
При сглаживании первого значения временного ряда необходимо
-О) -(2)знать предыдущее сглаженное значение, т. е. хо или хо . Их величи­
ны можно вычислить, определив предварительно коэффициенты 
уравнения тренда (линейного или нелинейного), соответствующего 
значениям хЛ х3, х3......аналогично тому, как это делается при исполь­
зовании метода скользящего среднего и взвешенного скользящего 
среднего. В полученное уравнение тренда подставляется t = 0 , и вы­
числяются соответствующие сглаженные значения. Такой способ тре­
бует довольно громоздких вычислений, а весовые коэффициенты этих
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значений временного ряда для последующих сглаженных значений 
довольно малы.
Рассмотрим временной ряд, характеризующий изменения размера 
заготовок лекарственного сырья (в центнерах) в аптеке по годам.
Исходные данные и результаты расчетов приведены в таблице
11.1.
Во втором столбце таблицы 11.1 указаны номера значений вре­
менного ряда, в третьем — значения временного ряда, в четвертом — 
сглаженные значения, полученные методом скользящего среднего, в 
пятом -  сглаженные значения, полученные методом взвешенного 
скользящего среднего, в шестом -  значения, полученные методом 
экспоненциального сглаживания первого порядка.
Для сравнения точности методов сглаживания при различных ин­
тервалах сглаживания для скользящего среднего и экспоненциального 
сглаживания взят интервал л = 3, а для взвешенного скользящего 
среднего л = 5. Поясним процесс расчета.
Таблица 11.1
Год
Номер значения 
временного ряда Х е к Х е м X  жеп
1 2 3 4 5 6
2002 1 10 12 12,2 10
2003 2 17 14 15,8 13,5
2004 3 15 16,7 16,3 14,25
2005 4 18 18,7 17,6 16,1
2005 5 23 20,7 21 19,6
2007 6 21 23 22,7 20,3
2008 7 25 25 25,6 22,4
2009 8 29 29 28,4 25,7
Для метода скользящего среднего:
xi = (7-10+4-17-215)/9 = 12;
Х2 = (10+17 + 15)/3 = 14;
= (17+15+18)/3 = 16,7; 
х* = (15+18+23)/3 = 18,7; 
xs =(18+23 + 21)/3 = 20,7;
Хб = (23+21 + 25)/3 = 23; 
х7=(21 + 25 + 29)/3 = 25; 
х> =(7-29 + 4-25-2-21)/9 = 29. 
Для метода взвешенного скользящего среднего: 
xi =(7-10 + 5-17-15-18)/10 = 12,2; 
хг =(ЗТ0 + 5Т7 + 15+18)/10 = 15,8;
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*э=(10+2-17 + 4-15+218+23)/10 = 16,3; 
ха = (17 + 2-15 + 4-18 + 2-23 + 21)/10 = 17,б; 
xs = (15 + 2-18 + 4-23+2-21 + 25)/10 = 21; 
Хб = (18 + 2-23 + 4-21 + 2-25 + 29)/10 = 22,7 
*7 = (3-29+5-25 + 21 + 23)/10 = 25,6 
~х% = (7-29 + 5-25-21-23)/10 = 28,4 
Для метода экспоненциального сглаживания: 
дй0 =0,5-17+0,5-10 = 13,5; 
л ” = 0,5 • 15 + 0,5-13,5 = 14,25;
■и =0,5 -18 + 0,5 -14,25 = 16,1;
Is” = 0,5 -23 + 0,5 -16,1 = 19,6; 
х?  = 0,5 • 21 + 0,5 ■ 19,6 = 20,3; 
хТ = 0,5 ■ 25 + 0,5 • 20,3 = 22,4; 
х?' = 0,5 • 29 + 0,5 • 22,4 = 25,7.
11.4. Прогнозирование временных рядов
Задачу прогнозирования в общем виде можно описать следую­
щим образом: имеются экспериментально полученные значения вре­
менных рядов х1г х2.......х„; необходимо составить по этим данным ма­
тематическую модель и вычислить ожидаемое значение временного 
ряда х,а* в момент времени />+4.
Прогнозирование является статистической задачей и может осу­
ществляться путем экстраполяции сформировавшейся к настоящему 
моменту времени тенденции в будущее.
Для решения этой задачи наиболее часто применяются методы 
наименьших квадратов и экспоненциального сглаживания, которые 
довольно просты, наглядны и учитывают различные факторы, влияю­
щие на изменение тенденции временного ряда.
Для прогнозирования составляют математическую модель тренда 
по имеющимся значениям временного ряда и рассчитывают его воз­
можные значения в будущие моменты времени. Прогнозирование по 
методу наименьших квадратов осуществляется обычно по линейной, 
квадратической и другим полиномиальным моделям.
Если тренд временного ряда описывается уравнением порядка р, 
то, согласно теореме Брауна -  Майера, коэффициенты а0, а/, ..., ар 
можно выразить через экспоненциальные средние до (р+1)-го порядка 
включительно. Опустив сложные промежуточные выкладки, приведем 
формулы, связывающие экспоненциальные средние с коэф­
фициентами полиномиального уравнения.
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Для линейной модели
х(1 + Л/) = а0 + а, А/
оценки коэффициентов определяются формулами:
Для квадратической зависимости вида
оценки коэффициентов определяются формулами:
о, = а  2 ((6 -  5а)хт(1) -  2(5 -  4а)хт (() + (4 -  За)*<3>(/)); 
2(1 - а )1
Вопросы для самоконтроля:
1. Что называется временным рядом?
2. Дайте определение уровням временного ряда.
3. На какие виды делятся временные ряды по характеру проявле­
ния?
4. Что представляет собой непрерывный временной ряд, дискрет­
ный временной ряд? Приведите примеры.
5. Что такое моментальный дискретный временной ряд? Приве­
дите примеры.
6 . Что такое интервальный дискретный временной ряд? Приведи­
те примеры.
7. В каком случае временной ряд называется случайным?
8. Что такое детерминированный временной ряд?
9. Перечислите основные компоненты временного ряда?
10. Что такое тренд, сезонная компонента, циклическая компо­
нента, случайная компонента?
11. Перечислите основные задачи временных рядов.
12. Перечислите числовые характеристики, которыми можно 
описать временной ряд.
13. В каком случае временной ряд называется стационарным?
14. Как найти оценку математического ожидания, оценку диспер­
сии для временного ряда? Запишите соответствующую формулу.
15. В чём заключается задача сглаживания временных рядов?
16. В каком случае для временных рядов, применяется метод 
наименьших квадратов?
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17. Какими формулами пользуются для описания тренда времен­
ного ряда?
18. С помощью какой формулы можно вычислить оценку диспер­
сий отклонений?
19. В чем заключается метод скользящего среднего? метод взве­
шенного скользящего среднего? метода экспоненциального сгла­
живания?
20. В чем заключается прогнозирование временных рядов.
Задания для решения:
1. Количество больных гриппом, зарегистрированных на участке 
в первые две недели января, приведены в таблице
t 1 2 3 4 5 6 7 8 9 10 11 12
X 5 10 8 11 12 7 14 15 10 18 20 15
Выделить тренд методом скользящего среднего и построить график.
2. Динамика содержания белка в моче (в г/сут) у больной сис­
темной красной волчанкой в процессе лечения преднизолоном и цик- 
лофосфаном.
t 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
X 15 4,5 1 5,5 4 1,5 1 3,5 6 2,2
Предполагая нормальность распределения значений временного ряда, 
провести следующий анализ:
1) выявить наличие тренда с помощью критерия Стьюдента;
2) провести сглаживание временного ряда по трем точкам и построить 
график;
3) определить вид зависимости, которая описывает тренд временного 
ряда и построить график.
3. Первичная заболеваемость стенокардией на 100 тыс. населения 
России приведена в таблице:
t 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
X 45 51 53 54 55 60 85 90 95 100
Предполагая нормальность распределения значений временного ряда, 
провести следующий анализ:
1) выявить наличие тренда с помощью критерия Стьюдента;
2) провести сглаживание временного ряда по трем точкам и построить 
график;
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3) определить вид зависимости, которая описывает тренд временного 
ряда и построить график.
4. Первичная заболеваемость острым инфарктом миокарда на 100 
тыс. населения России приведена в таблице:
t 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
X 80 112 90 92 95 99 130 135 139 150
Предполагая нормальность распределения значений временного ряда, 
провести следующий анализ:
1) выявить наличие тренда с помощью критерия Стьюдента;
2) провести сглаживание временного ряда по трем точкам и построить 
график;
3) определить вид зависимости, которая описывает тренд временного 
ряда и построить график.
5. Изменение летальности от ИБС при ограничении потребления 
насыщенных жиров на 100 тыс. человек (мужчины 36-64 лет, Фин­
ляндия) приведено в таблице:
t 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
X 700 650 550 510 480 400 390 330 310 300
Предполагая нормальность распределения значений временного ряда, 
провести следующий анализ:
1) выявить наличие тренда с помощью критерия Стьюдента;
2) провести сглаживание временного ряда по трем точкам и построить 
график;
3) определить вид зависимости, которая описывает тренд временного 
ряда и построить график.
6 . Изменение летальности от ИБС при ограничении потребления 
насыщенных жиров на 100 тыс. человек (женщины 36-64 лет, Фин­
ляндия), приведено в таблице:
t 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
X 150 120 100 90 80 55 45 42 40 35
Предполагая нормальность распределения значений временного ряда, 
провести следующий анализ:
1) выявить наличие тренда с помощью критерия Стьюдента;
2) провести сглаживание временного ряда по трем точкам и построить 
график;
3) определить вид зависимости, которая описывает тренд временного 
ряда и построить график.
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7. Изменение диастолического артериального давления (мм рт. 
ст.) при ограничении потребления насыщенных жиров (мужчины 36- 
64 лет, Финляндия) приведено в таблице:
t 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009
X 92 90 87 86 86 85 85 84 82 82
Предполагая нормальность распределения значений временного ряда, 
провести следующий анализ:
1) выявить наличие тренда с помощью критерия Стьюдента;
2) провести сглаживание временного ряда по трем точкам и построить 
график;
3) определить вид зависимости, которая описывает тренд временного 
ряда и построить график.
8. Изменение суммарного балла по шкале тревоги Гамильтона в 
процессе 6-недельной терапии пароксетином у больных с панически­
ми расстройствами, приведено в таблице:
Дни 1 7 14 21 28 35 42 56 70 100
Суммарный
балл 26 24 19 15 13 10 9 8 9 7
Предполагая нормальность распределения значений временного ряда, 
провести следующий анализ:
1) выявить наличие тренда с помощью критерия Стьюдента;
2) провести сглаживание временного ряда по трем точкам и построить 
график;
3) определить вид зависимости, которая описывает тренд временного 
ряда и построить график.
9. Артериальное давление у больных артериальной гипертензией, 
получавших плацебо, приведено в таблице:
Время после 
приема (часы) 1 2 3 4 5 6 7 8 9 10
АД, мм рт. ст. 172 178 178 176 178 185 189 191 193 182
Предполагая нормальность распределения значений временного ряда, 
провести следующий анализ:
1) выявить наличие тренда с помощью критерия Стьюдента;
2 ) провести сглаживание временного ряда по трем точкам и построить 
график;
3) определить вид зависимости, которая описывает тренд временного 
ряда и построить график.
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10. Артериальное давление у больных артериальной гипертензи­
ей, получавших престариум, приведено в таблице:
Время после 
приема (часы) 1 2 3 4 5 6 7 8 9 10
АД, мм рт. ст. 172 161 159 155 152 160 163 166 173 173
Предполагая нормальность распределения значений временного ряда, 
провести следующий анализ:
1) выявить наличие тренда с помощью критерия Стьюдента;
2) провести сглаживание временного ряда по трем точкам и построить 
график;
3) определить вид зависимости, которая описывает тренд временного 
ряда и построить график.
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ТЕМА №12
МЕТОДЫ ОПТИМИЗАЦИИ И УПРАВЛЕНИЯ В ФАРМАЦИИ
ПРОГРАММНЫЕ ВОПРОСЫ:
12.1. Задачи линейного программирования.
12.2. Основная задача линейного программирования.
12.3. Графическое решение задач оптимизации в случае целевой функ­
ции двух аргументов.
12.4. Решение основной задачи линейного программирования сим­
плекс-методом.
12.5. Решение основной задачи линейного программирования таблич­
ным методом.
12.6. Транспортная задача линейного программирования.
12.7. Метод потенциалов.
12.1. Задачи линейного программирования
Математические методы оптимизации применяются при исследо­
вании и решении задач распределения ресурсов, планирования произ­
водства запасов и перевозок медикаментов, организации медицинско­
го обслуживания населения, снабжения его лекарственными препара­
тами и т.д. Суть их заключается в том, что из множества возможных 
вариантов необходимо выбрать оптимальный. Для решения задач оп­
тимизации разработан ряд методов: градиентный, линейного, нели­
нейного и динамического программирования, ветвей и границ, сетево­
го планирования и др.
Во многих случаях решение задачи оптимизации сводится к оты­
сканию максимума или минимума некоторой функции (например, оп­
ределение минимальной дозы лекарственного препарата для достиже­
ния нужного лечебного эффекта, получение максимальной массы ле­
карственного препарата из имеющегося сырья и т. п.).
Рассмотрим несколько примеров.
Составление химической смеси
Необходимо составить смесь, содержащую химические вещества 
А, В, D, которые находятся в исходном сырье двух видов в следующих 
концентрациях: А,, А2, В, , В2 , Dt , D2. Стоимость единицы сырья 
первого виды — с2, второго -  с2. При этом вещества А в смеси должно 
быть не меньше ЬА , вещества В -  не меньше Ьв , а вещества D -  не 
меньше bD; стоимость смеси должна быть минимальной.
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Ограничения на количественный состав каждого вещества будут 
иметь вид неравенств. Масса вещества А из первого вида сырья опре­
деляется массой Xi этого сырья и концентрацией А,, поэтому сырьё 
первого вида даёт в смесь Ai х, единиц вещества А. Аналогично сырьё 
второго вида даёт А2х2 единиц этого вещества; их суммарная масса не 
должна быть меньше Ьл , т.е.
х,А,+х2Аг>Ьл .
Для вещества В и D  аналогичные ограничения будут иметь вид:
X) В\ + х2В2 — Ьв , 
х,Ц + x2D2 > bD.
Общая стоимость сырья равна сумме стоимостей сырья первого и 
второго вида: с,х, + с2х2. Очевидно, что количество сырья каждого вида 
не может быть отрицательным, т.е. х, > О, х2>0.
Таким образом, математически эта задача записывается в виде 
системы линейных неравенств:
Atxt + А2х2 ^ Ьл 
В1х[ + В2х2 £ Ьв 
Qx1 + В)2х2 ^ bD 
дг, ^ 0, х2> 0.
При этом значение функции
Ь = с]х1+с1х2
должно быть минимальным.
Функцию L = c,x,+c2x2 принято называть целевой функцией. Как 
видно, целевая функция и неравенства являются линейными уравне­
ниями относительно переменных xt и х2 , и ограничения имеют вид 
неравенств.
Составление раииона
При составлении рациона питания необходимо учитывать кало­
рийность, содержание белков, жиров, углеводов и т.д. Для простоты 
ограничимся случаем, когда имеются три продукта питания, каждый 
из которых имеет свою стоимость и содержит определенное количест­
во питательных веществ А, В ,С. Необходимо составить рацион пита­
ния так, чтобы стоимость его была минимальной. Количество единиц 
продуктов обозначим X/ , х2 , х3, а стоимость единицы продукта -  со­
ответственно Ci , с2 , с3 . В рацион должно входить не менее bt еди­
ниц вещества А, не менее Ь2 единиц вещества В и не менее Ь3 единиц 
вещества С. Концентрация аи питательных веществ в единице продук­
та задается следующей таблицей:
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Продукт Питательное вещество Стоимость
А В С
1 ап ап ап Cl
2 a2i а22 а23 С2
3 a3i а32 а33 Сз
Стоимость рациона равна сумме стоимостей использованных 
продуктов:
L = ctxl +c1x2+c1x,.
Ограничения на количественный состав рациона запишем в сле­
дующем виде:
ai 1* 1 +  aiixi + в эт*з  S  Ь, 
ai2xi + апхг + аггх, £ Ьг
При этом надо иметь в виду, что по смыслу задачи количества 
веществ xt , х2 , х3 должны быть неотрицательными. Здесь, как и в 
предыдущей задаче, ограничения и целевая функция являются линей­
ными функциями относительно переменных X1 , х2 , х3.
Распределение и поставка медикаментов по аптекам
Пусть имеются две аптеки, в каждой из которых требуется неко­
торый препарат X  соответственно в количествах Ъ3 и Ь2. Этот препарат 
производится на трёх фармацевтических заводах, возможности поста­
вок которых а/, а2, а3 . Суммарная потребность аптек равна сумме 
возможных поставок, т.е. Ь, + Ьг = а, + аг + аг.
Стоимости Су поставок некоторого количества препарата из пунк­
тов производства At в пункты потребления В, различны. Необходимо 
так организовать поставки, чтобы их суммарная стоимость была ми­
нимальной. В этом случае ограничения на объём поставок для каждо­
го завода будут иметь вид:
* 1 1  +  * 2 |  +  * 3 |  =  ^ 1  > * 1 2  +  * 2 2  +  * 3 2  =  ^ 2  >
где Хц, х21, х3/ -  поставки в первую аптеку; х /2,х22,х32 -  поставки во 
вторую аптеку.
Общая стоимость поставок равна сумме стоимостей поставок с 
каждого завода в каждую аптеку:
L  —  С | 1 *11 + С 2 | Х 2 |  + С | 2Х , 2  + С 22х 22 + С 31ДГ31 + С 32ЛГ3 2 .
Кроме того, необходимо учесть, что заводы могут поставить 
только аи а2, а3 медикаментов:
£7| =  Х ) |  +  X t 2  ,  а2 * 2 1  * 2 2  J а 3 ~  * 3 1  * 3 2  ■
При этом, естественно, обратных перевозок не может быть, т.е. все 
перевозки должны быть неотрицательными (%>0).
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Таким образом, имеется пять уравнений с шестью неизвестными:
*1 1 + * 1 2 = а , ;
* 2 1 + * 2 2 = < V >
* 3 1 + * 3 2 = я , ;
*1 1 + * 2 1 + * 3 !
* 1 2 + * 2 2 + * 3 2
и с ограничениями х,^ >0.
Целевая функция при заданных условиях должна быть мини­
мальной.
Рассмотренная задача известна под названием транспортной 
задачи линейного программирования. Отметим, что система уравне­
ний и целевая функция являются линейными функциями своих пере­
менных.
Мы рассмотрели два типа задач линейного программирования, 
причём они сходны между собой, и различие заключается только в 
том, что в одном случае ограничения носят характер неравенств, в 
другом -  равенств. Как будет показано ниже, переход от неравенств к 
равенствам и обратно легко осуществим.
12.2. Основная задача линейного программирования
Для того чтобы решить основную задачу линейного программиро­
вания, надо свести её к стандартной (или канонической) форме, т.е. 
найти неотрицательные значения переменных Xi,X2,...xn, которые 
удовлетворяют уравнениям
апх\ +а11х1 + ...+а1тхЛ = 6,;
emixt +am2x2+... + a^xn=bm
и обращают в минимум целефую функцию:
L = с0 + с,дг, +...+спхп = min.
Если необходимо найти максимальное значение целевой функ­
ции, достаточно изменить её знак, т.е. ввести функцию
L' = -L = -с,*, -  с2х2 -... -  с,х.
и найти min V -  min(-Z.) = max L .
Довольно часто ограничения имеют вид неравенств. Тогда от не­
равенств вида
ацХ\+а,2хг + - +ашхп ^Ь 1 или а„х, +а12х2 +... + в„х, йЬ,. 
путём введения добавочных переменных х„ч переходят к равенствам 
типа
а„х, + а12х2 +... + аыхп - =  Ь, или о,,*, + а:2х1+... + атхп + = Ь,.
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При этом число переменных увеличивается, однако в целевую 
функцию они входят с нулевым коэффициентами, поэтому суть зада­
чи не меняется.
Особенностью задач линейного программирования является то, 
что число уравнений меньше числа неизвестных переменных, т.е. 
m>n. Когда число уравнений совпадает с числом неизвестных пере­
менных, система уравнений имеет единственное решение (если оно 
существует). Способы решения таких систем изучаются в алгебре. Ес­
ли число уравнений меньше числа неизвестных переменных, система 
имеет множество возможных решений, из которых надо выбрать одно, 
удовлетворяющее условию Z, = c0+c1x,+...+c„x„ = min и условию неот­
рицательности переменных.
Чтобы найти одно из возможных решений, можно п — т перемен­
ных приравнять к нулю, и тогда получится система из т уравнений с 
т неизвестными, которая решается обычными алгебраическими мето­
дами. Если такое решение существует, его называют базисным, а со­
ответствующий ему набор переменных -  базисом или базисными пе­
ременными. Остальные переменные называют свободными.
Очевидно, что базисных решений может быть много и часть из 
них содержит отрицательные значения переменных, а это противоре­
чит постановке задачи. Поэтому допустимыми базисными решениями 
будут только те, которые содержат наборы неотрицательных пере­
менных х,.
12.3. Графическое решение задач оптимизаиии 
в случае целевой функции двух аргументов
Рассмотрим случай, когда свободных переменных только две, т.е. 
п-т  = 2. Выразим т базисных переменных через свободные, решив 
систему ограничений:
а ,Л + а .Л + . . .  + а,
“. 2*2
Пусть, например, заданы система ограничений
х, + х2+ х3-10  = 0;
• х ,-0 ,5х2- х 4+1 = 0;
-0,5х, + х2 - х 5 +1 = О
и целевая функция L = х, -х 2.
Требуется найти значения х, 2 0, удовлетворяющие последней 
системе и превращающие в минимум целевую функцию L = х, - х 2.
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В нашем случае имеется 5 переменных и 3 уравнения, поэтому 
л-in = 2 переменных можно принять в качестве свободных, выразив 
через них базисные переменные.
Возьмем в качестве свободных переменных ху и х2. Тогда для х3, 
х4,х 5 получим:
|*э = 10-х, -х 2;
^х4 = 1 + х, -0,5х2;
|х5 = 1-0,5х, +х2.
Каждая переменная в данной системе может принимать только 
неотрицательные значения. Геометрически это соответствует некото­
рой полуплоскости в системе координат х3Ох2.
Например, условие х, s  О соответствует верхней полуплоскости, 
условие х2 > 0 -  правой, условие х3 > 0 — полуплоскости, расположен­
ной НИЖе ПРЯМОЙ X, = 10 — JCj - х 2 =0
Действительно, при х, =х2 =0  получим х3 = 10, следовательно, на­
чало координат лежит в полуплоскости, соответствующей положи­
тельным значениям переменной х3.
Построив далее прямые, соответст­
вующие х4 = 0, х5 = 0 , получим область, в 
которой все переменные неотрицательны, 
т.е. область допустимых решений (ОДР) 
(на рис. 12.1 она заштрихована). Много­
угольник, соответствующий области до­
пустимых решений, является выпуклым, 
поскольку представляет собой пересече­
ние выпуклых областей, определяемых 
условиями х, £ 0 .
В точках пересечения прямых х, = 0 выполняется следующее ус­
ловие: и-от = 2 переменные равны нулю, остальные от = 3 переменные 
при этом образуют базисное решение.
Итак, точки пересечения прямых х( =0, т.е. вершины много­
угольника OABCD, соответствуют базисным решениям задачи линей­
ного программирования. Однако допустимыми являются не все ба­
зисные решения, а только те, которые принадлежат области допусти­
мых решений.
Например, точка Е соответствует базисному решению х,=10, 
х2 = 0 , х4 = 22 , х, = -9 , х3 = 0 , которое не является допустимым, так как 
переменная х5 отрицательна.
247
Поскольку оптимальное решение следует искать среди допусти­
мых базисных, то ему будет соответствовать одна из вершин много­
угольника OABCD. Вычислив значение целевой функции для каждой 
из вершин, т.е. точек пересечения прямых х, = 0 , определим вершину,
соответствующую оптимальному решению.
Геометрическую интерпретацию оптимального решения можно 
представить следующим образом. Построим прямую, соответствую­
щую случаю, когда целевая функция равна нулю, т.е. L = x]- x 1=0. По 
одну сторону от этой прямой лежит область значений х, и х2, для ко­
торых целевая функция отрицательна, по другую сторону от прямой 
она положительна. В данном случае нас интересует минимальное зна­
чение целевой функции.
Если прямую, графически представляющую целевую функцию, 
передвигать вверх параллельно самой себе, что соответствует увели­
чению х2, то значение целевой функции уменьшается и будет мини­
мальным в крайней точке ОДР, в данном случае в вершине В. Коор­
динаты этой точки найдем, решив совместно уравнения х3 = 0 и xt = 0 .
Получим: х5 = 7. При этом значение целевой функции
А™.
Если прямую, графически представляющую целевую функцию, 
передвигать вниз параллельно самой себе, что в данном случае соот­
ветствует уменьшению х2, то значение целевой функции увеличивает­
ся и будет максимальным в вершине С. Координаты этой точки най-
22дем, решив совместно уравнения х3=0 и xs =0. Получим: х, =— ,
х2 = |  и = y  . Но точки В к С соответствуют допустимым базис­
ным решениям. Следовательно, оптимальное решение задачи линей­
ного программирования находится только среди допустимых базис­
ных решений. Этот вывод является общим и при п-т >  2 и подсказы­
вает путь решения задачи линейного программирования. Поскольку 
число допустимых базисных решений конечно, то, вычислив для всех 
их значение целевой функции, можно найти оптимальное решение.
Правильно поставленные задачи обычно имеют оптимальное ре­
шение, хотя оно может оказаться не единственным. Графически это 
соответствует случаю, когда прямая L = const параллельна какой-либо 
прямой х, = 0 и тогда оптимальным решениям будут отвечать все точ­
ки этой прямой в области допустимых решений. На практике выбира­
ют только базисные решения, т.е. одну из двух вершин многоугольни­
ка на прямой х, = 0 .
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Простой перебор всех допустимых базисных решений для нахо­
ждения оптимального решения трудоемок, особенно при большом 
числе переменных, поэтому разработаны специальные методы, позво­
ляющие рационально организовать процесс вычисления.
12.4. Решение основной задачи линейного программирования 
симплекс-методом
При произвольном числе свободных переменных графический 
метод решения основной задачи линейного программирования прак­
тически не используется. В этом случае удобен симплекс-метод, суть 
которого состоит в последовательном улучшении решения.
Вначале находят какое-либо допустимое базисное решение. Если 
имеется и переменных и т уравнений, то, приравняв п-т  перемен­
ных нулю, т.е. считая их свободными, находят решение т уравнений с 
т базисными переменными.
Если некоторые базисные переменные отрицательны, то изменя­
ют набор свободных переменных так, чтобы базисное решение стало 
допустимым. После этого целевую функцию выражают через свобод­
ные переменные и определяют, достигла ли она минимума. Если ми­
нимум не достигнут, выбирают новое допустимое базисное решение, 
причем такое, которое уменьшает значение целевой функции. Изучим 
процесс такого решения на примере, рассмотренном в предыдущем 
параграфе.
Система ограничений и целевая функция заданы уравнениями:
х,+х2+х3-10  = 0;
■ х, -  0 ,5 х 2 -  хА + 1  =  0; L = x]-x2.
-0,5.x,+x2- jc5+ 1 = 0
Примем в качестве свободных переменные х2 и х2 и выразим через них 
базисные переменные х3, х4, х5. Система ограничений при этом будет 
иметь вид
дг3 = 10-х, - х 2;
■ хА = 1 + х, -0,5х2; 
х 5 = 1 - 0 ,5 * ,  + х2.
Приравняв нулю свободные переменные х / и х2, получим из последней 
системы следующее базисное решение: х3 = 10, х4 = 1 , х ,= 1 . Это до­
пустимое решение, поскольку базисные переменные неотрицательны. 
Является ли оно оптимальным? Очевидно, что нет, так как значение 
целевой функции £ = х ,-х2 = 0 можно уменьшить, увеличив перемен­
ную х2, которая входит в целевую функцию с коэффициентом -  1. По­
этому переменную х2 надо принять большей нуля, т.е. перевести в ба­
зисные, а одну из базисных переменных перевести в свободные.
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Увеличение х2 при jc, = 0 приводит к уменьшению х3 и х4 и увели­
чению х}, причем х3 достигает нуля при х2 = 10 , а х4 -  при х2 = 2 . Если 
х2 > 2 , то переменная х4 отрицательна.
Это означает, что она быстрее других достигает нуля, а значения 
х2 > 2 приводят к недопустимому решению. Поэтому удобно перевес­
ти в свободные переменные именно х4.
Итак, от свободных переменных Г ;и х г и базиса х3, х4, х5 перехо­
дим к свободным переменным X/ и х4 и базису х3, х2, х3. Выразим но­
вые базисные переменные.
Из второго уравнения системы
[дс, = 10—х ,-х 2;
< х4 = 1 + х, -0,5х2;
[xs = 1 -  0,5х, + х2.
найдем х2 = 2 + 2х, - 2х„, подставим это выражение в уравнения для х3, 
jcj и получим новую систему ограничений:
!х, = 8-Зх, + 2ха; х2 = 2 + 2х, -  2х4; х5 = 3 + 1,5х, -  2х„.
Целевая функция при этом будет иметь вид:
L = х, -  х2 = х, -  2 -  2х, + 2х4 = -2 -  х, + 2х4.
Приняв в данной системе х, = 0 и х4 = 0, найдем базисное реше­
ние: х3 = 8 , х2 = 2 , х5 = 3. Как видно, оно является допустимым. Значе­
ние целевой функции L = - 2. Это уже меньше, чем 1 = 0 на первом 
шаге, но еще не минимум, так как переменная х3 входит в целевую 
функцию с коэффициентом -  1. Следовательно, увеличив х,, можно 
уменьшить L. Поэтому х, переведем в базисные переменные. Из ба­
зисных переменных переведем х3 в свободные переменные, поскольку 
только она уменьшается при увеличении x t.
Найдем выражения для новых базисных переменных и целевой 
функции:
8 1 2
X, = ------ х, + — х4:
1 3 3 ’ 3 4
22 2 2х, = -------- х, — х,;г 3 з з з «•
= 7 -  -х .
, 14 1 4L = --------+  -X, + —х..
3 3 5 3 4
Из полученных уравнений видно, что найденное при х, = х4 = 0 
базисное решение х, = 4, х2 =10, х5 =9 является допустимым, а на ос­
новании выражения для L делаем вывод, что при увеличении х3 и х4,
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целевая функция может только увеличиваться. Это означает, что при 
данном базисе достигнуто минимальное значение целевой функции
Итак, на примере мы рассмотрели основной принцип решения 
общей задачи линейного программирования. Однако более удобен и 
менее громоздок табличный метод решения, сводящийся к пересчету 
коэффициентов уравнений по тем же правилам, которые мы исполь­
зовали в примере.
12.5. Решение основной задачи линейного программирования 
табличным методом
Для решения задач линейного программирования табличным ме­
тодом сначала необходимо привести систему ограничений и целевую 
функцию к так называемой стандартной форме записи.
Обозначим через х^, г = 1,... ,ш, базисные переменные, а через х’ , 
j  = 1,..., и -  /я, — свободные переменные. При этом система ограничений 
[ «11*1 + °|2*2+ —+ в|»*|.
|e«i*i +ат2х1+...+атмхп = Ьт
и целевая функция 2. = с0 + с,х, +...+c„jtn = min примут следующий вид:
А  = *i -  («, IА +«12*' + - + «1.-.Х -.);
* 1 = ьш -(« „ ,* :+ « „ 2 * ;+ - + « „ » - r C j ;
L = b0-  (а„дг'+а02х" +... + а0^ тх\_т , 
где сс], = — at j , сс 12 = —о12 j • • • 9 а .  я-т = » b0 = с0, cxi:, — —с,, ...
Для рассмотренного примера уравнения
[*з=10- * , - * 2;
•|х4 = 1 + х, -0,5х2; и L = x, - x2
[*5 = 1- 0,5ДГ| + х2. 
будут иметь соответственно вид:
[т; = 10- К  + ^ ); 
j *2 = ! - (-* ' + 0,5дг’);
[*з = 1-(0,5x' - j:2);
£ = 0 -(-Х  + х2').
Все данные о задаче представим в таблице 12.1, во втором столб­
це которой запишем свободные члены, в остальных -  коэффициенты 
при свободных переменных, а в первой строке — коэффициенты целе­
вой функции.
251
Таблица 12.1
Свободный
член *г А - .
L к а о\ «0 —
а А, «п « 1.-»
А- «»> « . „
Для примера рассмотрим таблицу 12.2, в каждой клетке которой 
в левом верхнем углу проставлены коэффициенты уравнений:
r*; = io-(*r+*D;
■ * 2  = 1 -  ( - х ’ + 0,5jc');
L = 0-(-дгГ+Х),
а в нижнем -  результаты последующих расчетов.
Таблица 12.2
Свободный
член А
L 0 -2
-1
2
1
-2
А
10
-2
1
2
1
-2
А
1
2
-1
-2
0,5
2
А
1
2
0,5
-2
-1
2
По столбцу свободных членов (кроме первого) можно опреде­
лить, является ли данное базисное решение допустимым.
Для нашего примера, полагая *’ = *![ = 0 , из последней системы 
получаем: = 6, =10, х'г = Ьг = 1, х'г = Ь, = 1. Следовательно, если свобод­
ные члены Ь, неотрицательны, решение допустимо.
По элементам первой строки таблицы 12.2 можно определить 
значение целевой функции L = b0 и узнать, является ли решение опти­
мальным. В нашем примере коэффициент при х\ положительный, 
значит, при увеличении х'г уменьшится целевая функция. Если хотя 
бы один из коэффициентов аг01, а02 положителен, решение неопти­
мальное и его модно улучшить, переведя соответствующую свобод­
ную переменную в базисные. Величина Ь0 является значением целе­
вой функции и на допустимость или оптимальность решения не ука­
зывает.
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Рассмотрим процесс получения оптимального решения для сле­
дующих систем уравнений
f*t = 10- ( jc'  + jcJ);
Ц  = 1-( -* ' +0,5*;);
£ = о-(-*;+*;),
представленных в табличной форме. Как мы видели, полученное ба­
зисное решение является допустимым и неоптимальным.
Для уменьшения целевой функции необходимо перевести пере­
менную *; в базисные. Обозначим соответствующий столбец двой­
ными линиями. Теперь необходимо решить вопрос о том, какую ба­
зисную переменную перевести в свободные. Элементы первой строки 
при этом не учитываются, так как содержат информацию только о це­
левой функции. Для всех других строк вычислим отношение свобод­
ных членов к положительным коэффициентам выбранного столбца и 
определим ту строку, для которой это отношение наименьшее. Такое 
условие соответствует наиболее быстрому обращению в нуль базис­
ной переменной.
В нашем примере -^- = — = 10 , —  = 2 , коэффициент аг32 = —1 OT- 
вц 1 «22
рицательный, поэтому его из рассмотрения исключаем.
Таким образом, в свободные переменные переходит Выделен­
ную строку обозначим двойными линиями. Коэффициент, стоящий в 
клетке, образованной пересечением выделенных строки и столбца, на­
зывается разрешающим элементом Я. В таблице 12.2 это коэффици­
ент, стоящий в клетке на пересечении строки и столбца, выделенных 
двойными линиями: Я = ап = 0,5. Его мы обозначим жирным шрифтом.
Далее нужно пересчитать коэффициенты для нового набора сво­
бодных переменных. Для этого вначале заполним правые нижние уг­
лы клеток по следующей схеме:
1) в клетке с разрешающим элементом запишем внизу справа об­
ратную ему величину 1/Я (в примере 1/Я = 2);
2) в выбранной строке исходные (верхние левые) коэффициенты, 
стоящие в левых верхних углах клеток, выделит курсивом, умножим 
на 1/Я , а результат запишем в правые нижние углы;
3) в выбранном столбце исходные коэффициенты умножим на 
- 1/Я , результат запишем в правых нижних углах клеток и выделим их 
курсивом (кроме клетки с разрешающим элементом), во всех осталь­
ных клетках запишем произведение выделенных коэффициентов из 
строки и столбца, на пересечении которых стоит клетка;
4) заполним верхние левые углы клеток новой таблицы, подоб­
ной исходной, но вместо д/2 в ней будет стоять *;, а вместо *; -
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5) в верхних углах выделенных строки и столбца запишем стоя­
щие в нижних правых углах клеток исходной таблицы коэффициенты, 
соответствующие новым базисным и свободным переменным; в ос­
тальных клетках новой таблицы (таблица 12.3) запишем суммы коэф­
фициентов из соответствующих клеток исходной таблицы.
Проанализируем полученное решение х |= 8 , х '= 2 , х'2=3. Оно 
допустимое, но не оптимальное, так как коэффициент при х' положи­
телен. Следовательно, целевую функцию можно уменьшить, переведя 
х’ из свободных в базисные переменные.
Таблица 12.3
Свободный
член А А
L
-2
-8/3
1
-1/3
-2
2/3
А
8
8/3
3
1/3
-2
-2/3
А
2
16/3
-2
2/3
2
-4/3
А
3
4
-1,5
1/2
2
-1
Проделаем процедуру, аналогичную описанной выше. Выделим в 
таблице 12.3 столбец х’ и строку х[. В клетке, образованной при их 
пересечении, разрешающим элементом будет Л = 3. После пересчета 
коэффициентов заполним новую таблицу (табл. 12.4).
Таблица 12.4
Свободный
член А *2
L -14/3 -1/3 -4/3
А 8/3 1/3 -2/3
А 22/3 2/3 2/3
А 7 1/2 1
Полученное в таблице 12.4 базисное рушение jc' = 8/3 , х"2 = 22/3, 
х'у = 7 является допустимым, так как все переменные неотрицательны, 
и оптимальным, поскольку все коэффициенты целевой функции отри­
цательны. При этом =-14/3.
При решении основной задачи линейного программирования мо­
жет оказаться, что из свободных в базисные можно перевести не­
сколько переменных. В этом случае в базисные переводят любую сво­
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бодную переменную, у которой в целевой функции коэффициент a0J 
положителен.
При выборе свободных и базисных переменных возможен вари­
ант, когда одна или несколько базисных переменных меньше нуля. В 
этом случае необходимо изменить набор базисных переменных таким 
образом, чтобы отрицательных решений не было. Для этого можно 
поступить следующим образом. Вначале выбирается строка с отрица­
тельным свободным членом, затем определяется, есть ли в этой строке 
отрицательные коэффициенты. Если есть, то один из соответствую­
щих столбцов выбирается в качестве разрешающего.
Разрешающий элемент в столбце находится по правилу, противо­
положному тому, по которому его выбирали с помощью симплекс- 
метода. А именно: в качестве разрешающей строки выбирают ту, для 
которой отношение свободного члена к коэффициенту выбранного 
столбца (имеющему одинаковый знак со свободным членом) будет 
наибольшим. Далее переход к новым базисным переменным аналоги­
чен.
Если в строке с отрицательным свободным членом нет отрица­
тельного коэффициента ( аи < 0), это означает, что условия задачи не­
совместимы и она не имеет решения.
12.6. Транспортная задача линейного программирования
Пример транспортной задачи приведен в параграфе 12.1. В об­
щем виде она формулируется следующим образом.
В пунктах поставки А„А2,...,АЯ имеется а],аг,...,ап единиц одно­
родной продукции (например, упаковок какого-то лекарства). Необ­
ходимо распределить их по пунктам назначения В1,В 2,..,,Вт в количе­
ствах 6„й2, т а к и м  образом, чтобы суммарная стоимость доставки 
была минимальной.
Стоимость доставки из Af, в Bjt известна и равна Сф объем пере­
возки из из А» в Bj обозначим хц. В простейшем случае объем запасов 
в пунктах поставки должен быть равен объему заявок из пунктов по­
требления, т. е
i > . = z vЫ J. 1
Если это условие выполняется, транспортная задача называется 
сбалансированной, если нет, то путем введения фиктивного постав­
щика А„+1 или фиктивного заказчика Bm+t она приводится к сбаланси­
рованной. При этом условие баланса в общем случае можно записать 
в виде
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п+1 я  m от-И
2 >< = Y'bj или = X * /»
/=1 >=1 Ы  >=l
где an+l -  объем недостающей продукции, bm+1 -  объем не вывезенной 
продукции. В дальнейшем будем считать, что транспортная задача яв­
ляется сбалансированной.
При выполнении условия баланса должны выполняться и условия 
равенства объемов перевозок хч и поставок а„ из пункта А, во все 
пункты В/.
я
0  = 1,2,..., п).
Аналогичное условие должно соблюдаться и для объемов пере­
возок и потребностей bj в пункте В/.
я
Yjx«=bi 0  = 1.2,..., от).
Ы\
Суммарная стоимость перевозок в данном случае является функ­
цией, которую надо минимизировать:
я  я
Z, = ДГ„С„ + Jf,2C|2 +... + х„тстт = X Z ‘
I=1 У«1
Для несбалансированной задачи при введении фиктивных пунк­
тов поставки A„+i или фиктивных пунктов потребления Bn+i стои­
мости перевозок сл+/7 , или с, „+;, как правило, принимают равными 
нулю. Однако в некоторых задачах коэффициенты c„+i /, или с, m+t по­
лагают отличными от нуля. В этом случае они имеют смысл издержек 
на хранение и издержек дефицита соответственно.
Издержки на хранение продукции возникают вследствие затрат 
на создание условий для хранения, возможной порчи продукции, ее 
морального старения и т. п.
Издержки дефицита являются следствием недопоставок про­
дукции; при этом выпуск конечного продукта сокращается либо ста­
новится невозможным.
я  я
Система = а, из п уравнений и система £ х .  = bt из т уравне-
У-1 1=1
ний представляют собой типичные ограничения задачи линейного 
программирования, а функция стоимости L является целевой функци­
ей задачи линейного программирования, так как эти системы линейны 
относительно xt . Однако транспортная задача имеет свои особенно­
сти:
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1) все коэффициенты перед переменными дс# в системах = а,
j-i
и ]T iiy = bj равны единице. Это значительно упрощает расчеты при
/-1
поиске оптимального решения;
2) число уравнений-ограничений равно т + п . При этом число не­
зависимых переменных, определяющих базисное решение, на единицу 
меньше, так как все переменные связаны линейным уравнением
я т
2 > .=Т л  •i=i j=\
Число базисных переменных г = т + п-1 . Как и при решении ос­
новной задачи линейного программирования, их выражают через сво­
бодные переменные, число которых равно разности между общим ко­
личеством переменных и базисных переменных:
к = тп-г = тп-(т + п -\)  = (п- 1Х/п - 1).
Любое базисное допустимое решение, а следовательно, и оп­
тимальное, содержит не более т  + л - 1  значений перевозок. Значения 
всех остальных перевозок равны нулю. Это позволяет значительно со­
кратить число расчетных операций при нахождении оптимального 
решения. Например, при /и = л = 100 только 1 % переменных хи * 0 , а 
остальные 99% равны нулю.
Как и при решении основной задачи линейного программиро­
вания симплекс-методом, первым этапом решения транспортной зада­
чи является определение допустимого базисного решения. Ока­
зывается, при решении сбалансированной транспортной задачи любое 
базисное решение является допустимым.
Действительно, если общий запас в пунктах поставок равен об­
щей потребности в пунктах потребления, любой план перевозок,
т я
удовлетворяющий условиям £  *1у = а, и xtj = 6у, будет базисным и
1-1 м
допустимым, так как обратные перевозки (т. е. отрицательные зна­
чения лг1у) не имеет смысла вводить.
Транспортную задачу можно решить симплекс-методом, но ука­
занные отличительные особенности позволяют решать ее более прос­
тыми методами, которые являются упрощенными модификациями 
симплекс-метода.
Все данные о транспортной задаче удобно представить в виде 
транспортной таблицы, в которой указаны пункты поставки 
А„А2,...,Ат и запасы а1,а2,...,а„, пункты потребления Bt,B2,...,Bm их по­
требности Ь^ Ъ2,...,Ьт. Стоимости перевозок будем записывать в верх­
них правых углах соответствующих клеток таблицы.
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Рассмотрим метод потенциалов на примере таблицы 12.5.
Т аблица 12.5
Bj
А, \ в, в2 в3 в4 О/
А,
-  10
6
3
4
+ 8 2
10
А: 6+
5
3
i и
9
10
2
14
Аз
4 5 3 7
8
8
bj 6 7 9 10 32
Решение начинается с поиска допустимого базисного решения. 
Как уже говорилось в предыдущем параграфе, любое базисное ре­
шение транспортной задачи является одновременно и допустимым из- 
за отсутствия обратных перевозок (отрицательных переменных). Ба­
зисное решение можно найти, распределив запасы таким образом, 
чтобы все заявки были удовлетворены.
Такое решение проще получить мет одом северо-западного угла, 
суть которого заключается в следующем. Рассмотрим первый пункт 
потребления Bj. Его заявка содержит Ь, = 6 единиц груза; удовлетво­
рим ее за счет первого пункта поставки и запишем в нижней части 
клетки, образованной пересечением строки А3, и столбца В/, перевозку 
*„= 6 . Оставшиеся в пункте А, четыре единицы груза отправим в 
пункт By, запишем хп= 4 в нижнюю часть клетки, образованной пере­
сечением строки А), и столбца В2 (обозначим сокращенно эту клетку 
(А/В2) ) .  Недостающие в пункте В2 три единицы продукции удовле­
творим из пункта поставки А2 и перевозку х22= 3 запишем в клетку 
(А2В2) .  Потребности пункта В2 теперь полностью удовлетворены. 
Пункту В} необходимо Ь, = 9 единиц продукции, в пункте поставки А2 
осталось а2 -  х22 = 14 -  3 = 11 единиц. Девять единиц отправим из А2 в В3, 
т. е. дг23= 9; запишем это число в нижнюю часть клетки (А2В3). Остав­
шиеся в пункте А2 две единицы отправим в В4, т. е. хи= 2 . И наконец, 
перевозка х34 из пункта А3 в В4 равна восьми. Итак, базисный допус­
тимый план перевозок составлен. Является л и он оптимальным?
Стоимость этого плана равна величине его целевой функции
L  =  ^  ^  С ЧХ '1 ~  С 11*11 +  С 1 2 *1 2  +  С 2 2 * 2 2  +  С 23-*2Э +  C 2 4 * 2 4  +  С 3 4 *Э 4  =Ы М
= 10-6 + 3 -4 + 5-3 + 9-14 + 10-2 + 7-8 = 289
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Можно уменьшить величину целевой функции, заменив дорогие 
перевозки более дешевыми. Например, стоимость перевозки х, ,с,, = 10. 
Потребности пункта В/ дешевле удовлетворить из пункта Л2, так как 
стоимость перевозки с12 = 6 . Чтобы соблюдался баланс, нужно груз та­
кой же величины, т. е. 6 единиц, из пункта A j отправить в один из 
пунктов потребления, например В3. Таким образом, мы заменили пе­
ревозку 6 единиц груза из А / в Bh перевозкой 6 единиц груза из А2 в 
Bj, и 6 единиц груза перебросили из A j в В3, уменьшив перевозку из 
А 2 в В3 на шесть единиц (что также уменьшает стоимость перевозок). 
Обозначим эти переброски стрелками, соединим ими центры рассмот­
ренных клеток и проставим плюс там, где перевозки увеличивают, и 
минус, где их уменьшают. Полученная таким путем геометрическая 
фигура, соединяющая несколько клеток, состоит из прямых, соеди­
ненных под углом 90°, и называется циклом транспортной табли­
цы. Транспортная таблица для нового плана перевозок будет иметь 
вид таблицы 1 2 .6 .
Таблица 12.6
Bj
А, \ в , В3 в 3 В4 а,
А,
10
4
3
6
8 2
10
А.7
6
6
3
5
3
14
2
10 14
А3 4 5 3
8
7
8
bj 6 7 9 10 32
При этом целевая функция
1 = 3-4 + 8-6 + 6 6  + 5-3 + 14-3 +10-2 +7-8 = 229 
Таким образом, изменив план перевозок путем переброски грузов 
по циклу, мы уменьшили значение целевой функции. Очевидно, что 
надо использовать только те циклы, которые уменьшают стоимость 
перевозок.
12.7. Метод потенииалов
Поиск циклов, улучшающих план перевозок, -  довольно трудо­
емкая задача, требующая известных навыков. Одним из формальных 
методов, позволяющих рационализировать этот процесс, является ме­
тод потенциалов, суть которого заключается в последовательном 
улучшении решения путем перевода переменных из свободных в ба­
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зисные. Как и при использовании симплекс-метода, в базисные пере­
водят те переменные, которые уменьшают целевую функцию. В при­
мере, рассмотренном в параграфе 12 .6 , мы фактически перевели ба­
зисную переменную хц  в свободные, а переменную х2/ — из свободных 
в базисные.
Будем считать, что каждый поставщик платит некоторую «цену» 
а/ за вывоз из пункта Ah Каждый потребитель также платит некоторую 
«цену» Pj за перевозку в пункт Вг  Суммарная величина этих «цен» на­
зывается псевдостоимостью единицы груза или потенциалом и вы­
числяется по формуле
су = а, + Ру
Платежи а* и Pj могут быть как положительными, так и отрица­
тельными.
Для базисных переменных будем считать стоимость и псевдо­
стоимость равными, т. е
<zl +0J =Cy=ctl при хч > 0 .
Поскольку число базисных переменных, а следовательно, и число 
уравнений ctj = or, + pt , равно m + n - 1  и число неизвестных величин at и 
Pj равно т + п , то одну из неизвестных можно взять любой по величи­
не, удобнее всего равной нулю. При этом система платежей а, и pj оп­
ределяется из условий а, + Ру = Су = Су, Ху > 0 .
После того как из последних уравнений, справедливых только 
для базисных переменных, будут найдены все а, и Pj можно подсчи­
тать псевдостоимости для свободных переменных по формуле 
Су = «, + P j  ■
Для свободных переменных псевдостоимость может быть больше 
стоимости, равна ей или меньше ее:
Су > С у ; Су = С у ; Су < С у .
Рассмотрим вычисление псевдостоимостей. Условия заданы 
транспортной таблицей (табл. 12.7).
В этой таблице добавлены новая строка для платежей Pj потре­
бителя и столбец для платежей а, поставщика. Для заданных объемов 
запасов и заявок составим базисный план методом северо-западного 
угла. Полученные значения перевозок проставим в нижних средних 
частях клеток, в правых верхних углах укажем стоимости перевозок, а 
в левых верхних -  псевдостоимости.
Для клетки (А|В,), которая является базисной, запишем ра­
венство вида a,+Pj -Су = Су, Ху >0:
+0, =с„ или в, + Д = 2 .
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Таблица 12.7
А, \ В, в 2 В, в 4 Я/ а*
А, 2 2 
1 8
1 + 1 
i 1
1 3 0 2 9 0
а 2
4 1 2
+
3 1 3 
5
3 3 
2
2 1 7 2
Лз 3 3 2 3 2 2 
2
1 1
3 5 1
bj 8 6 4 3 21
Pj 2 1 1 0
Положим одну из величин платежей равной нулю, напри- 
м ера,= 0 , тогда Д = 2 . Запишем значения а/ и Д  в первые клетки 
столбца а, и строки Д.
Составим уравнения для второй базисной клетки (А ^ ) :
«1 +Д2=1; 0 + Д2 = 1 ; Д2 = 1 .
Аналогично составляем уравнения для остальных клеток и опре­
деляем а2, а3, Рз, р4:
(а2 + Д2 = 3; я 2 +1 = 3; а 2 = 2; а , + Д, = 2; а} = 1 
[а2 + Д, =3; 2 + Д3 = 3; Д5 =1; а 3+Д4 =1; Д4 =0.
По полученной системе платежей находим псевдостоимости для 
всех клеток транспортной таблицы. Для базисных клеток они должны 
быть равны стоимостям (что можно использовать для проверки пра­
вильности вычислений). В свободных клетках транспортной таблицы 
они могут различаться.
Итак, вычисляем псевдостоимости c j:
с„ = « ,+ Д = 2 ; с 12=а,+Д 2 =1;
с,з=а, + Д,=1; ?|4 =а, + Д, = 0 ;...
Полученные значения заносим в левые верхние углы клеток таб­
лицы 12.7.
Значение целевой функции для полученного базисного плана пе­
ревозок (т. е. с# =cj) можно записать в виде
i  = Z Z ^ = 2 ' 8 + 1 1  + 3-5 + 3-2 + 2-2 + l-3 = 45
i=l j=i
Изменим этот план, переведя одну из свободных переменных в 
базисные. Получится новое значение целевой функции:
Г  = £ Ё СЛ  •/=1 1
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Ее величина в общем случае может быть меньше, равна или боль­
ше L. Если для переводимой в базисные свободной переменной стои­
мость меньше псевдостоимосги, то, поскольку для оставшихся преж­
ними базисных переменных они равны, новое значение целевой 
функции окажется меньше. Этим переводом из свободных перемен­
ных в базисные мы улучшили план перевозок.
В таблице 12.7, например, такими свободными являются клетки 
(A2Bi), (А2В4). Д л я  остальных свободных клеток нашей транспортной 
таблицы с„ > £у. Поэтому, если какую-нибудь из этих свободных пе­
ременных перевести в базисные, значение целевой функции либо ос­
танется прежним, либо увеличится.
Сформулируем условия оптимальности плана:
1) целевую функцию можно уменьшать до тех пор, пока в транс­
портной таблице не останется свободных переменных, для которых 
стоимость меньше псевдостоимости;
2) если в каждой свободной клетке транспортной таблицы зна­
чение стоимости больше или равно значению псевдостоимости, целе­
вую функцию уменьшить нельзя, следовательно, данный план пере­
возок оптимален, т. е.:
Су=Су при Jr, >0 ; Су^Су при Ху = 0 .
В нашем примере переведем переменную (клетку) (А2В/) из сво­
бодных в базисные. Для этого построим цикл, проходящий через эту и 
соседние клетки:
(Л2Я,) -» (л А )  -> (ЛА) -> (ЛА) -> {А А )  ■
При этом по циклу переносится 5 единиц груза, т. е. минималь­
ное значение из тех базисных переменных (в данном случае это пере­
менная (А2В2)), которые уменьшаются.
Таким образом, в клетку (A2Bj) переносится из клетки (А2В2) 5 
единиц груза. Для соблюдения условия баланса из клетки (А]В2) в 
клетку (А ,В2) нужно перенести также 5 единиц груза. При этом полу­
чается транспортная таблица 12 .8 .
При изменении плана перевозок меняются поставщики и потре­
бители, система платежей, а следовательно, и псевдостоимости пере­
возок (стоимости су остаются прежними). Для рассматриваемого при­
мера получим: а, = 0, аг = 0, а, = - 1, /?, = 2, р2 = 1, /?3 = 3, Д, = 2 .
Данные заносим в таблицу и находим свободную клетку, в которой 
псевдостоимость больше стоимости. Такой является клетка (А2В4). 
Строим цикл, проходящий через эту клетку. По циклу перебрасываем 
2 единицы груза из клетки (А2В3) в клетку (А2В4) и из (А3В4) в {А2Вз), 
что в таблице 12.7 отмечено соответствующими знаками.
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Т аблица 12.8
А, \ в, в2 В3 в4 at Я/
А, 2 3
2 1
6
1 3 3 2 2 9 0
а 2 2 5
2 1 3 3
2
3 2 1 7 0
Аз
1 3 0 3 2
2
2 1
3
1 5 - 1
b j 8 6 4 3
P j 2 1 3 2
Для нового плана перевозок вычисляем псевдостоимости и полу­
чаем новую транспортную таблицу (табл. 12.9).
Таблица 12.9
А, \ в, Вз Вз в4 а/ я,
Ai
2
3
2 1
б
1 2 3 1 2 9 0
Аз 2 5
2 1 3 2 3 1
2
1 7 0
Аз
2 3 1 3 2
4
2 1
1
1 5 0
bj 8 6 4 3
Pi 2 1 2 1
Как видно, полученный план является оптимальным, поскольку 
для каждой клетки выполняются условия:
= с, при xv > 0 ; с.. >су при х, = 0 .
Выпишем оптимальный план перевозок и найдем значение L:
JC,! =3; х12 = 6; х21 = 5; x2i = 2; хп =4; хм = 1;
* 1 3  =  * 1 4  =  * 2 2  —  * 2 3  =  * 3 1  =  * 3 2  =
£ = 2-3+1-6 + 2-5 + 1-2 + 2-4 + 1-1 = 33 
По сравнению с первым вариантом выигрыш составляет 12 еди­
ниц.
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Рассмотренный метод решения хорошо реализуется на компью­
тере. При небольших объемах вычислений его можно использовать и 
для расчетов с помощью микрокалькуляторов.
Алгоритм решения транспортной задачи имеет следующий вид:
я  я
1. Проверяется выполнение условий баланса и состав-
(=1 i‘i
ляется транспортная таблица с указанием заявок bj, объема запасов 
и стоимости перевозок с у.
2. Находится допустимый базисный план перевозок (ху).
3. Для базисных переменных составляется система уравнений ви­
да а, +рл =ct =с^ при хч > 0 .
4. Полученная система решается в предположении, что одно из 
неизвестных, например а„ равно нулю.
5. По формуле с#. = а, + pj вычисляются псевдостоимости сч и 
проставляются в верхних левых углах клеток транспортной таблицы.
6 . Выбирается одна свободная переменная (клетка), для которой 
псевдостоимость больше стоимости, и строится цикл переброски гру­
зов. При этом в составленном цикле в свободные переводится базис­
ная переменная, имеющая минимальное значение. Если таких свобод­
ных клеток нет, то процесс заканчивается.
7. Составляются новый план перевозок и новая транспортная 
таблица. Далее процесс вычислений аналогичен пунктам 3 - 6 .
При преобразовании транспортной таблицы может получиться, 
что в свободные перейдут несколько базисных переменных. Число их 
в этом случае будет меньше т + п - 1 , что соответствует так называе­
мому вырожденному решению.
Вырожденное решение неудобно тем, что в этом случае имеется 
т + п переменных, а уравнений, по которым находятся платежи а, к pj 
меньше т + п - 1 . Поэтому такую систему уравнений решить рассмот­
ренным методом нельзя.
Для сведения вырожденного решения к невырожденному базис­
ному имеется несколько способов. Самый простой -  введение нуле­
вых (фиктивных) перевозок. При этом переведенной в свободные пе­
ременные считается только одна, стоящая в первой по циклу клетке, а 
остальные, для которых в построенном цикле х# = 0 , считаются базис­
ными. Это позволяет использовать приведенный выше алгоритм без 
изменений.
Пусть, например, в результате преобразования транспортная таб­
лица примет вид таблицы 12 .10 .
После переброски единицы груза по построенному циклу (А,В3) -> 
->(А1В4)->(Л2В4)-+(А2В,) получается, что в свободные переменные пе­
реходит не одна базисная, а сразу две — (A iB3) и (А 2В4), что приводит к
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Таблица 12.10
\ Я /
А, \ В, в. В3 В4 я, а,
А, - 2  10 -3  3 8 _ 8 
1 1
2 + 2  
\ 9 10
0
м 6 6 
6
5 5 
7
16 | 14
+
1 0 ; 10
1
14 8
Лз
-7  4 - 8  5 3 3 
8
-3  7
8 -5
bj 6 7 9 10
P j - 2 -3 8 2
вырожденному решению. Чтобы получить невырожденное базисное 
решение, в клетке (A2BJ  ставим объем перевозок 0 и считаем эту пе­
ременную базисной. Система платежей при этом определяется анало­
гично ранее рассмотренным случаям. Как видно из таблицы 12.11, по­
лученное решение является оптимальным, хотя и вырожденным.
Таблица 12.11
А, \ в, в2 В3 в4 Я/ «/
- 2  10 -3  3 6 8 2 2 
10
10 0
А2 6 6 
6
5 5 
7
14 14 
1
10 10 
0
14 8
А3 -5 4 - 6  5 3 3 
8
-1 7
8 -3
b j 6 7 9 10
P j - 2 -3 6 2
Вопросы для самоконтроля:
1. В каком случае применяются математические методы оптими­
зации?
2. Перечислите разработанные методы оптимизации.
3. К чему сводится решение задачи оптимизации? Приведите 
примеры.
4. Что называется целевой функцией?
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5. Дайте определение транспортной задачи линейного програм­
мирования.
6 . Какие существуют типы задач линейного программирования?
7. Что необходимо сделать, чтобы решить основную задачу ли­
нейного программирования?
8. В чем заключается особенность задач линейного программиро­
вания?
9. Что такое базис или базисное решение?
10. Какие переменные называются базисными, а какие свобод­
ными?
11. Перечислите основные этапы, к которым сводится графиче­
ское решение задач оптимизации в случае целевой функции двух 
аргументов.
12. Что понимается под областью допустимых решений в графи­
ческом решении задачи оптимизации?
13. Каким образом можно представить геометрическую интер­
претацию оптимального решения задачи оптимизации?
14. В чем заключается смысл симплекс-метода?
15. Перечислите основные этапы для решения задачи линейного 
программирования табличным методом?
16. Что такое разрешающий элемент?
17. Возможен ли случай, когда одна или несколько базисных пе­
ременных будут иметь значение меньше нуля?
18. При каком условии транспортная задача является сбалансиро­
ванной?
19. Для каких целей служит транспортная таблица?
20. В чем заключается метод северо-западного угла?
21. Что называется циклом транспортной таблицы?
22. В каком случае можно применять метод потенциалов?
23. Что такое потенциал?
24. Сформулируйте условия оптимального плана при использо­
вании метода потенциалов.
25. Какое решение называют вырожденным?
Задания для решения:
1. При переработке некоторого лекарственного сырья возможно 
использование одной из двух технологий. При переработке сырья по 
первой технологии выход полезного продукта составляет 15%, на пе­
реработку 1 кг сырья затрачивается 8 чел.-ч и 12 р. При переработке 
сырья по второй технологии выход полезного продукта составляет 
10%, на переработку 1 кг сырья затрачивается 14 чел.-ч и 9 р. Фонд 
заработной платы не превышает 3960р., трудовые ресурсы -  4480
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чел.-ч. Масса лекарственного сырья 400 кг. Какое количество сырья 
надо переработать по первой технологии и по второй технологии, 
чтобы получить максимальный выход полезного продукта?
2. Аптека закупает у населения плоды шиповника по цене 2 р. за 
1 кг и рябины по цене 0,5 р. за 1 кг, а затем, расфасовав их, продает по 
цене соответственно 3 р. и 1 р. за 1 кг. На закупку аптеке разрешено 
использовать не более 800 р., а план закупок составляет 200 кг ши­
повника и 300 кг рябины. Аптека закупила у населения 300 кг шипов­
ника и 500 кг рябины. Оптимальны ли результаты в отношении при­
были от закупок и продажи плодов? Найти оптимальный план, соот­
ветствующий оптимальный прибыли.
3. Размещение аптек в сельской местности определяется по кри­
терию минимума времени на получение лекарства. В приведенной 
ниже таблице указаны запасы а, и заявки bj (сотен упаковок), а также 
время (в часах). Найти оптимальный план размещения аптек.
Bj
А, \
В, в 2 в 3 В4 Я/
А, 4 3 2 7 46
А , 1 1 6 4 34
Лз 3 5 9 4 40
____ Ъ,____ 40 35 30 45
4. В трех аптечных управлениях скопился излишек at (тыс. упа­
ковок) витамина С. В пяти других аптечных управлениях его недоста­
ток составил bj (тыс. упаковок). Стоимости перевозки 1 тыс. упаковок 
(в десятках рублей) указаны в приведенной ниже таблице. Найти оп­
тимальный план перевозок.
Bj
А, \ В, в 2 В3
в 4 я,
Л] 8 6 4 7 11
Л.2 9 5 6 3 14
А, 7 5 5 4 15
bj____ 5 7 13 9
5. При срочных поставках медикаментов критерием является ми­
нимальное время их доставки. Запасы вакцины и потребность в ней 
bj указаны в приведенной ниже таблице (в центнерах). Время достав­
ки указано в часах. Найти оптимальный план поставок.
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\  Bj
А, В, Вз Вз в4 а1
А, 5 10 5 10 16
А2 8 4 4 8 40
А3 6 3 6 3 32
а4 4 7 7 5 12
______ h ______ 30 10 20 40
6 . При размещении аптек в качестве критерия может быть приня­
то расстояние от аптек до населенных пунктов. В приведенной ниже 
таблице указаны запасы антибиотиков, заявки (тыс. упаковок) и рас­
стояния (в километрах). Найти оптимальный план размещения аптек.
А, \ в, Вз Я5 В6 а,
А, 2 1 2 4 3 5 120
а2 5 4 2 8 6 7 60
Аз 1 2 3 2 1 3 80
30 10 50 70 30 70
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12. Некоторые сведения из элементарной математики 
АЛГЕБРА
Действия над многочленами
(а + 6 + с )т  = am + Ьт + cm ;
(а + Ь + с )(т + л) = а {т  + л) + Ь{т + л) + с (т  + л) =. 
= am + an+bm + bn + cm+cn 
a + b + c _ а b с 
т  т  т  т
Действия над дробями
умножение,
деление.
, а с a-d  + c-b 
Ь d
2.
Ь d
b d  
a - d - c - b  
b d
сложение,
вычитание,
_ а с 
b d
а-с
T d
^  а с _ a d  
b d b-c
Формулы сокращённого умножения
1. а2 -  Ь2 = (а -  b\a + b) разность квадратов.
2. {р-b  У = а2 -2ab + b2 квадрат разности.
3. (a+ bf = а2+2аЬ + Ь2 квадрат суммы
4. i f l-b j = а3 -Ъа2Ь + ЪаЬ2- b 3 = а3- b 3 -3ab(a-b) куб разности
5. {a + b f = а3 + 3a2b+3ab2 + Ь3 = а3 + b3 + 3ab(a+b) куб суммы
6 . а2 + Ь2 = (а + b)2 -  2ab сумма квадратов
7. а2 + Ь2 =(a-b)2 +2аЬ сумма квадратов
8. а2 - Ь3 = (а- b f + ЪаЬ{а-  б) = (а - Ь%а2 +ab+b2) разность кубов
Неполный
квадрат
суммы
9. a3 +b3 =(a + b f  -3 ab(a + b) = (a+b)[a2-ab+b2) сумма кубов
Неполный
квадрат
разности
10. (х + у + а)2 = х2 + у 2 + а2 +2ху+2ах + 2ау квадрат трехчлена
11. ( х -у -а )2 =х2 + у 2 + а2 -2 ху- 2ах-2 ау квадрат трехчлена
Действия со степенями
п ж+н . _0 _ aа а — а , а = I, а*  0 ,
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(ab)m=a-bm; Г = 1
Преобразование арифметических корней
Va='Vo\(a> 0);
J a -J b  = Ja-b,(a  ^ 0,й > О);
(т/a)" = Vo", (а £ 0, л -  натуральное);
„0 = ( а £ 0;л1,яеЛГ5?Va =’ -?а,ГДе
> 2, л S: 2
7  Па|-если_л-че/лное,налг>ральное, л > 2.
\а  -  если _п-нечетное, натуральное, п > 3.
Если а; >а2 >0, то ifa^>aja^ ■
Частным случаем корня и-ой степени является квадратный корень 
из числа: -1а = Ь или Ь1 = а .
Преобразование квадратного корня
Ja-b = Ja-Jb \
{ ja f = -la" , где (а > 0, л -  натур); 
fa _ Ja
\b  = J b ’
■Ja > J b , если a > b ;
Ja <Jb , если a < b .
где (a > 0,6 > 0);
Комплексные числа
Алгебраическая форма а + Ы, 
где а — действительная часть комплексного числа, 
b -  мнимая часть,
i — мнимая единица i = V-T; i2 = - 1 .
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Решение уравнений
Л и н е й н ы е  у р а в н е н и я  с  од н о й  п е р е м е н н о й
Это уравнения вида: ах+Ь = 0 , где а*  0 , х — неизвестное.
Данное уравнения имеет решение: ах = -Ь, х = - ~  -  корень уравнения.
а
К ва д р а т н ы е  у р а в н е н и я
В общем случае квадратное уравнение ах1 +Ьх +с имеет решение:
2 . £> = 0 , тогда уравнение имеет два одинаковых действительных корня:
3. D < 0 -  уравнение не имеет действительных корней.
П р и м е ч а н и е :
1) Иногда квадратное уравнение имеет вид x2+px + q = О и называется 
п р и ве д е н н ы м ,  оно не содержит коэффициента а. Тогда его решение 
выглядит несколько по-другому:
2) Уравнения вида ах* + Ьхг + с = 0 называются би ква д р а т н ы м и . С по­
мощью замены переменной х2 = у  оно приводится к стандартному 
квадратному уравнению вида ау2+Ьу + с = 0 и далее решается по 
формуле для корней обычного квадратного уравнения.
, где D = b2 -  4ас — дискриминант.
Далее возможны три случая:
1. D > 0, тогда уравнение имеет два действительных корня:
- Ь ± 4 Ъ
*1.2 “  т2а
Ь
Теорема Виета
Ь с
* 1  + * 2  = - / ?  =  - *Г*2 =? = - •  аа
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Логарифмы
Логарифм — показатель степени, в которую надо возвести данное 
основание, чтобы получить данное число.
logb N — х У  =N (b -  основание) 
ak>*‘ v -  N — основное логарифмическое тождество
Основные свойства логарифмов:
1 . log„(x-у) = log„ * + log„ у ;
2. lo g .^ j  = log„ дг -  Iog„ у ;
3. logвх* =k ■ loga дс;
Частными случаями свойства 3 являются:
За. log„^j = -1°Е„ Ь; 36. logV* = ^ logax ;
4. Формула перехода к новому основанию: logаЬ= ^ ;
bgca
5. log„ 1 = 0 , так как а0 = 1 ;
6 . log„a=l, так как а' =а.
Десятичные логарифмы
\gN = x 10 X=N
(основание логарифма Ь=10).
1 . Igl0" = n; 2 . Igl0” =-n; 3. Igl0 = l.
Натуральные логарифмы
1пЛГ = д: е‘ = N
Основание логарифма е=2,71&...~2,7.
Например, In 6 = 1,79. Это значит, что е1,79 = 6 .
InJV = lnlO-lg# » 2,3 lg Л7; 
lgAf = lgeln//*0,431n^.
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ТРИГОНОМЕТРИЯ 
Радианное измерение угла
За 1 радиан принимается величина центрального угла, которому 
соответствует дуга окружности, длина которой равна радиусу
Углы в 
градусах 
а°
1 °
ОО
45°
оОVO 90°
оО00 270° 360°
Углы в 
радианах 
a i  р а д
0,0175 л
6
Л
~4
Л
J
Л
2 л
3 л  
~2
1п
Определения тригонометрических функций
Синусом угла а  называется отношение:
ВС аsin or = ----= —
АВ с
Косинусом угла а  называется отношение:
АСcos от = ----
АВ
Ь
с
Тангенсом угла а  называется отношение:
tg a  -  ^  -  s*n a  _ а
АС cosar Ь
Котангенсом угла а  называется отношение:
АС cosar Ьctga = ----= ------ = —
ВС sin a  а
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Значения синуса, косинуса, тангенса для различных углов
a 0 It
~6
n
4
/Г
У
n
2
2 n
T
Ъл
T Л
4—л
3
3—л2 2я-
sin a 0
1
2
V2
2
s
2
i VI
2
V2
2
0
S
2
- 1 0
cosar 1 S
2
V2
2
1
2
0
1
2
Л
2
- 1
1
2
0 1
tga 0
1
s
1 S - -V 3 - 1 0 л/3 - 0
ctga - s 1
1
s
0
1
- 1 -
1
VI
0 -
Основные тригонометрические тождества
sin2 а + cos2 а = 1 ;.
sin а = ±Vl-cos1 а ; 
ig ■ ctga = 1 ;
tga = ——,(cosa*0); ctga
1 + ctg2a  = -
sar = ±Vl-sin2a ;
-, (cosa * 0);1 + fg2a  = -
cos'a
c/ga = —— (sin a *6). tga
Формулы сложения и вычитания
Синус суммы и разности двух аргументов:
sin(a + р) = sin a  • cos р  + cosa ■ sin p 
sin(a -  p) = sin a ■ cos p -  cos a  • sin p
Косинус суммы и разности двух аргументов:
cos(a + Р) = cos а ■ cos р -  sin а ■ sin Р 
cos(a -  р) = cosa • cos/9 + sin а • sin р
Тангенс суммы и разности двух аргументов:
tg{a + p) = 
tg(a -  Р ) =
tga + tgp 
1 - tga- tgP 
tga -  tgp 
1 + tga ■ tgP
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Формулы приведения
1 . sinfoo* + а)= cosa
2 . sin (l 80” +a)= -sina
3. sin(270” + a l = -cosa
4. sin(360” + a)=sina
1. cos(90”+a) = -sina
2 . cos("180” + a) = -  cos a
3. cos(270” + a) = sin or
4. cos(360° +a) = cosa
Д ля синуса
5. sin(90’ -a )=  cos a
6 . sin(l80‘ -a )= sina
7. sin(270* -a )=  -  cosa
8. sin(360“- a ) = — sina
Д ля косинуса
4. cos(90" - a )  = sina
6 . cos("180*-a) = -cosa
7. cos(270’ -  a) = -sina
8. cos(360- -  a) = cosa
Все формулы приведения можно представить в виде таблицы:
v^ аргумент
90"- a 90°+a 180” - a 180”+a 270”- a 270”+a 360”- a 360“ + a
функция
sin coscr cosa sina -sina -cosa -cosa -sina sina
cos sina -sina -cosa -cosa -sina sina cosa cosa
tg ctga -ctga -tga tga ctga -ctga -tga tga
ctg tga -tga -ctga ctga tga -tga -ctga ctga
Тригонометрические функции двойного аргумента
sin 2а = 2 sin a  cos a  ; cos 2a  = cos2 a -s in 2 a ;
cos2a  = l - 2sin2a ;  cos2a  = 2cos2a - l ;
/g2a  =
ctgla =
2/ga 2 
l - /g 2a  c tg a -tg a ’ 
ctg2a -  \ _ ctga -  tga 
2ctga 2
Степени синуса и косинуса
sin2 a  = (l-cos2a ) / 2 , cos2 a  = (1+ cos2a ) /2 ;
4sin3a  = 3sina-sin3a; 4cos3a  = 3cosa + cos3a
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Тригонометрические функции половинного аргумента
1) Синус половинного угла ... X _ ( 1-COS*
Sm 2 \ 2
2) Косинус половинного угла хcos — = ±, 
2
1 + COS*
2
3) Тангенс половинного угла • Н 1-COS* 1 + COS*
4) Котангенс половинного угла
* sin* 1-cosx
'S r  = :------- = —:------
2 1 + cos* sin*
ctg:.X ^  / 1 7! 2 "  v r r
, *  ctg —
cos* 
sin* 1 + cos*
2 1 -  cos *
Преобразование суммы и разности тригонометрических 
функций в произведение
sina + sin/? = 2sina  + ^ cos———;
2 2
а - p  а + рsin a -sin  P = 2 sin---— • cos----—;
2 2
a  + >9 a - /?cos a  + cos P -  2 cos--- — - cos —;
2 2
. a  + /? . a - /?cos a  -  cos P = -2sm----— sin--- —;
2 2
Формулы преобразования произведения
sin(* + у) + sin(* -  у) sm*cosy = —1 ^ i ;
cos(* + y) + cos(* -  y) cos*cosy = — ^ -----— —;
cos(* -  y) -  cos(* + y) sm*smy = —-— i .
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Глоссарий
Анализ дисперсионный — это статистический метод анализа резуль­
татов наблюдений, зависящих от различных одновременно дейст­
вующих факторов, основанный на сравнении оценок дисперсий соот­
ветствующих групп выборочных данных.
Анализ дисперсионный многофакторный (многомерный) — диспер­
сионный анализ, в котором изучается влияние более чем одного фак­
тора.
Анализ дисперсионный однофакторный (одномерный) — дисперси­
онный анализ, в котором проверяется влияние одного фактора.
Аргумент  -  независимая переменная х, от значений которой зависят 
значения функции
Бином Ньютона -  формула для разложения на отдельные слагаемые 
целой неотрицательной степени суммы двух переменных, имеющая 
вид
(а+Ь)" =С°а" +С'та’-'Ь+...+С:а"-ч"Ь" +...+C„"6"
Варианта -  наблюдаемые значения признака.
Величина дискретная (прерывная) -  случайная величина, прини­
мающая отдельные друг от друга возможные значения с определен­
ными вероятностями, которые можно пронумеровать.
Величина непрерывная — случайная величина, которая может прини­
мать любые значения внутри определенного интервала, конечного или 
бесконечного.
Величина переменная -  величина, которая в данных условиях может 
принимать множество различных числовых значений.
Величина случайная -  величина, которая в результате испытания 
принимает одно и только одно возможное значение (при этом заранее 
не известно, какое именно).
Вероятность доверительная — вероятность того, что истинное зна­
чение оцениваемой величины находится внутри доверительного ин­
тервала.
2%
Вероятность классическая -  отношение числа т элементарных со­
бытий, благоприятствующих событию А, к числу л всех элементарных 
событий
Р{А) = ~ .  п
Вероятность статистическая -  число Р(А), около которого груп­
пируются значения относительной частоты при больших л.
Вероятность условная -  вероятность события В, вычисленная при 
условии, что имело место событие А.
Выборка -  множество объектов, случайно отобранных из генеральной 
совокупности.
Выборка бесповторная -  выборка, объекты которой не возвращаются 
в генеральную совокупность.
Выборка повторная -  выборка, отбирающаяся по одному объекту, 
который обследуют и снова возвращают в генеральную совокупность.
Выборка репрезентативная (представительная) -  выборка, объект 
которой считается отобранным из генеральной совокупности случай­
но, если все объекты имеют одинаковую вероятность попасть в вы­
борку.
Геометрический смысл дифференциала -  дифференциал функции 
y=f(x) в точке с абсциссой х  равен приращению ординаты касатель­
ной, проведенной к графику функции в этой точке, при переходе из 
данной точки в точку с абсциссой х + Дх.
Геометрический смысл определённого интеграла -  площадь криво­
линейной трапеции численно равна интегралу от функции, ограничи­
вающей трапецию, взятому на интервале интегрирования [а;б]:
S = \f(x)dx.
Геометрический смысл производной -  производная функции в дан­
ной точке равна угловому коэффициенту касательной к графику 
функции в данной точке, т.е. f '(x0) = tga.
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Гипотеза альтернативная (конкурирующая) — предположение, 
принимаемое в случае отклонения нулевой гипотезы.
Гипотеза нулевая -  это основное проверяемое предположение, кото­
рое обычно формулируется как отсутствие различий, отсутствие 
влияние фактора, отсутствие эффекта, равенство нулю значений вы­
борочных характеристик и т.п.
Гипотеза статистическая -  это предположение о виде или о пара­
метрах генеральной совокупности, которое проверяется на основе вы­
борочных данных.
Гистограмма относительных частот — диаграмма, состоящая из 
вертикальных прямоугольников, основаниями которых являются ин­
тервалы длиной Дх = И, а высоты прямоугольников равны отношению 
т, / лДх, т. е. равны плотности относительной частоты (эмпирической 
плотности вероятности).
Гистограмма частот -  диаграмма, состоящая из вертикальных пря­
моугольников, основаниями которых являются интервалы длиной 
Дх = h , а высоты равны отношению т, / Дх (плотности частоты).
Главная цель выборочного метода -  по вычисленной характеристике 
выборки как можно точнее определить соответствующую характери­
стику генеральной совокупности.
График функции -  изображение на координатной плоскости множе­
ства пар (х,у).
Группа случайных событий полная -  при каждом испытании может 
осуществиться любое из событий и не может осуществиться событие, 
несовместимое с ними.
Дисперсия -  мера разброса данной случайной величины, т.е. её от­
клонение от математического ожидания.
Дисперсия выборочная -  среднее арифметическое квадратов откло­
нения полученных значений х1,х1,...,х„ от выборочной средней:
D(X) = ; D(X) =
£ (х , -*,)2т,
П п
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Дисперсия генеральная -  среднее арифметическое квадратов откло­
нений величин xx,x2,...,xs генеральной совокупности объемом N от их 
среднего арифметического X  = р
М  1-1
Дисперсия дискретной случайной величины-  математическое ожи­
дание квадрата отклонения случайной величины X от ее математиче­
ского ожидания р:
D(X) = o 1 = М { { Х - р ) 1) ,  D(X)  = cr2 = М { Х г) - р г .
Дисперсия непрерывной случайной величины  -  величина определен­
ного интеграла
D(X)=]{x-pff{x)dx.
Дифференциал функции -  главная часть приращения функции, рав­
ная произведению производной функции на дифференциал аргумента:
Дифференциал функции полный -  главная часть полного прираще­
ния функции, равная сумме произведений частных производных 
функции на дифференциалы соответствующих независимых перемен­
ных
, , , &  , d z
а: = a z  +  d z  = — ахл----ау .дх ду
Дифференциал функции частный — произведение соответствующей 
частной производной функции на дифференциал этой переменной:
d j  = У-d x .дх
Дифференцирование -  процесс нахождения производной.
Зависимость корреляционная -  зависимость, когда каждому значе­
нию X  ставится в соответствие математическое ожидание (среднее 
арифметическое значение) распределения другой величины.
Зависимость статистическая -  зависимость, при которой каждому 
значению величины X  из множества ее возможных значений соответ­
ствует некоторое множество возможных значений величины Y, харак­
теризуемое определенным законом распределения.
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Задача Коши -  задача нахождения частного решения удовлетворяю­
щего его начальным условиям.
Задача линейного программирования основная -  задача, которая со-
и
стоит в определении максимального значения функции F = ^ C jXj при
у-|
т ____  ■
выполнении условий £ а^х^Ъ,  ( j  = k + l,m) и дт, > 0 (у = 1, / )  1<.п, где
у*1
£ =0  и л = 1 .
Задача сглаживания временного ряда -  выявить основную тенден­
цию изменения ряда, на которую налагаются случайные отклонения.
Закон больших чисел -  группа близких по содержанию теорем теории 
вероятности, указывающих условия возникновения тех или иных за­
кономерностей в результате действия большого числа случайных фак­
торов.
Закон Гаусса — распределение вероятностей непрерывной случайной 
величины X, если плотность вероятности определяется формулой
/ «  =
С»-*)1
2 а 1
Закон Пуассона -  закон, моделирующий определение того, что в п не­
зависимых испытаниях событие осуществится т раз
/* .(«)«-т« '"-т)
Закон распределения дискретной случайной величины  -  соответст­
вие между возможными значениями дискретной случайной величины 
и их вероятностями
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Закон распределения случайной величины (дифференциальный) -  
функция / ( дг), равная производной ее интегральной функции распре­
деления: /(*) = F'(x).
Измерения косвенные — измерения, при которых определяемую вели­
чину вычисляют по некоторой формуле, а параметры, входящие в эту 
формулу, находят путем прямых измерений.
Измерения прямые -  измерения, которые производятся с помощью 
приборов непосредственно измеряющих исследуемую величину.
Интеграл неопределенный -  совокупность первообразных F(x) + C 
для данной функции f(x)dx.
Интеграл определенный -  конечный предел интегральной суммы, не 
зависящий от способа разбиения отрезка [а, 6] и выбора точек с,
Интегрирование -  вычисление интеграла от данной функции.
Интегрирование непосредственное -  нахождение интегралов функ­
ции, основанное на прямом применении свойств неопределённых ин­
тегралов и таблицы основных формул интегрирования.
Интегрирование подстановкой -  переход от данной переменой ин­
тегрирования к другой переменной для упрощения подынтегрального 
выражения и приведение его к одному из табличных.
Интервал доверительный -  интервал, в который с заданной вероят­
ностью попадает истинное значение исследуемого признака.
Испытание -  осуществление некоторого определенного комплекса 
условий, который может быть воспроизведен сколь угодно большое 
число раз.
Исход -  каждый из возможных результатов испытания.
Класс точности (приведенная относительная погрешность) — вы­
раженное в процентах отношение максимальной абсолютной погреш­
ности Ах к наибольшему значению измеряемой величины хпшх (предел 
измерения), которое можно определить данным прибором:
Ь п-1
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Дх-100
Комбинаторика -  это раздел статистики, в котором изучается, сколь­
ко комбинаций определенного типа можно составить из данных эле­
ментов.
Компонента сезонная — компонента, отражаемая повторяемость из­
менения некоторых процессов в течение определенных периодов (го­
да, месяца, недели, дня).
Компонента случайная -  компонента, отражающая влияние различ­
ных неучтенных или случайных факторов.
Компонента циклическая -  компонента, характеризующая колеба­
ния некоторого показателя относительно среднего или нулевого зна­
чения.
Корреляция множественная -  корреляционная связь между величи­
нами, число которых более двух.
Коэффициент — величина, постоянная только в условиях данной за­
дачи.
Коэффициент линейной корреляции -  количественная характери­
стика тесноты линейной корреляционной связи между двумя величи­
нами X и Y в генеральной совокупности их пар значений:
. мдх-щ хщ -щ т
Кривая распределения — кривая у  = f ix) ,  изображающая плотность 
распределения случайной величины
0  а  Ь  >
Критерий знаков -  критерий для оценки различия в степени воздей­
ствия некоторого изменяющегося по величине фактора на изучаемые 
величины X  и Y, законы распределения которых неизвестны, но пред­
полагаются одинаковыми.
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Критерий Кочрена -  критерий для проверки нулевой гипотезы о ра­
венстве генеральных дисперсий по выборкам одинакового объема в 
случае нескольких совокупностей.
Критерий непараметрический -  критерий, который используется, 
если нет подчинения распределения выборки нормальному закону.
Критерий параметрический — критерий, который используется, ес­
ли выборки взяты из генеральной совокупности, которая подчиняется 
известному, например, нормальному закону распределения.
Критерий статистический -  это правило (формула), позволяющее 
по данным выборки принять либо отвергнуть нулевую гипотезу.
Линии регрессии -  графики регрессий Y  на X  и X  на Y.
Метод скользящего среднего — усреднение последовательности п 
значений и отнесение результата усреднения к середине интервала 
сглаживания, после чего интервал сдвигается на одно значение аргу­
мента временного ряда направо.
Метод экспоненциального сглаживания -  сглаживание временного 
ряда по взвешенному скользящему среднему, причем для сглаживае­
мого значения ряда весовой коэффициент максимален.
Методы описательной статистики -  это методы описания выбо­
рок, исследуемых по количественному признаку X, с помощью раз­
личных числовых характеристик.
Многоугольник распределения — графическое представление закона 
распределения ломаной линией.
Мода — наиболее вероятное значение дискретной случайной величи­
ны.
Область значения функции -  совокупность всех значений, прини­
маемой переменной х.
Область критическая -  область, попадание в которую значения ста­
тистического критерия приводит к отклонению нулевой гипотезы.
Область определения функции -  совокупность всех значений аргу­
мента х, для которых функция у  = /(*) определена.
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Область принятия нулевой гипотезы -  совокупность значений кри­
терия, при котором нулевую гипотезу принимают.
Объем выборочной совокупности — число объектов выборки.
Объем генеральной совокупности — число объектов генеральной со­
вокупности.
Ожидание математическое случайной дискретной величины — 
сумма произведений всех возможных значений величины X на веро­
ятности этих значений:
п
М(Х) = р  = xlPl +хгрг +... + х,рп = .
1-1
Ожидание математическое случайной непрерывной величины— 
величина определенного интеграла:
Ь
Л/(Х) = р= Jx/(x)dx.
Отбор механический -  отбор, при котором элементы генеральной 
совокупности выбираются по какой-либо закономерности.
Отбор серийный -  отбор, при котором объекты отбирают из гене­
ральной совокупности не по одному, а «сериями», которые подверга­
ются сплошному обследованию.
Отбор (объективный — отбор на основе какого-либо субъективного 
принципа.
Отбор типический -  отбор, при котором объекты отбираются не из 
всей генеральной совокупности, а из каждой ее «типической» части.
Отклонение среднее квадратическое (стандартное отклонение) 
корень квадратный из ее дисперсии:
a = jD(X) = j M ( ( X - p ) 2)
Оценка интервальная — определение некоторого интервала, в кото­
рый с заданной вероятностью попадает истинное значение исследуе­
мого признака.
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Оценка несмещенная -  оценка, математическое ожидание которой 
равно оцениваемому параметру при любом объеме выборки М(в') = 0 .
Оценка смещенная -  оценка, математическое ожидание которой не 
равно оцениваемому параметру.
Оценка точечная -  оценка, которая определяется одним числом.
Ошибка второго рода -  принимается нулевая гипотеза, когда она на 
самом деле не верна.
Ошибка первого рода -  отвергается нулевая гипотеза, когда она на 
самом деле верна.
Первообразная функции -  функция F(x), заданная на некотором про­
межутке, для которой для всех х из этого промежутка F\x) = /О ) или 
dF(x) = f(x)dx.
Перестановка -  всякое расположение элементов данного конечного 
множества, получающееся при некотором упорядочении этого множе­
ства.
Плотность вероятности непрерывной случайной величины -  
функция / ( дг), равная первой производной от интегральной функции 
распределения f{x) = F’(x).
Плотность частоты (относительной частоты) -  частота, которая 
приходится на единицу интервала.
Погрешности систематические -  погрешности, которые при мно­
гократном измерении одной и той же величины остаются постоянны­
ми или изменяются по определенному закону.
Погрешности случайные -  неопределенные по величине и природе 
погрешности измерений, обусловленные причинами, зависящими от 
измерительного устройства и внешних условий.
Погрешность абсолютная -  разница между полученным результа­
том измерения и истинным (или более достоверным) значением опре­
деляемой величины: Дх = -  хист.
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Погрешность относительная -  отношение абсолютной погрешно­
сти Ах к точному значению определяемой величины:
с._ К .  - ^ - l
Показатели положения -  показатели, описывающие положение ва­
риант выборки на числовой оси (минимальная и максимальная вари­
анты; выборочное среднее арифметическое значение).
Показатели разброса — показатели, описывающие степень разброса 
данных относительно своего центра (стандартное отклонение, выбо­
рочная дисперсия, размах выборки, коэффициент вариации).
Полигон относительных частот -  ломаная линия, отрезки которой 
соединяют точки (*„/>,*), (х2,р '2) , ..., (xt ,p‘).
Полигон частот — ломаная линия, отрезки которой соединяют точки
(х„т,), (х2, т 2), ..., (xt ,mt ).
т
X
Приращение аргумента -  разность между двумя значениями аргу­
мента Лх = х-л :0
Приращение функции — разность между двумя значениями функции
Лу = дг = f (xa + Ax)- f (x0)
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Приращение функции полное -  приращение, которое получает функ­
ция Z  = f ( x , y )  при произвольных совместных изменениях ее обоих ар­
гументов:
AZ = f ( x  + Дх, у  + Лу) -  / (* , у)
Приращение функции частное -  приращение, которое получает 
функция Z  = f ( x , y ) ,  когда изменяется только одна из переменных:
= f ( x  + Дх,у) -  Д х , у ) ,
AZ = f ( x , y  + A y ) - f ( x , y )
Произведение событий -  событие, состоящее в совместном появле­
нии всех событий
АВ
Производная функции -  предел отношения приращения функции в 
точке Хо к приращению аргумента (Ах), когда последнее стремится к 
нулю:
Л*»)=Нп> 4Я*)Дх
Разность событий -  событие С, состоящее в том, что в результате 
испытания произошло событие А и одновременно не произошло со­
бытие В.
А - В
Распределение биноминальное -  распределение вероятностей, опре­
деляемое формулой Бернулли Р„(Х) = Cxpxq"'x
307
Распределение полимодальное -  распределение при котором много­
угольник распределения имеет более одного максимума- распределе­
ние при котором многоугольник распределения имеет более одного 
максимума
Распределение Пуассона — распределение вероятностей, определяе­
ма
мое законом Пуассона Р„(Х)и е '« гДе М = пР
Распределение равномерное- распределение вероятностей на интер­
вале (а, Ь),  которому принадлежат все возможные значения непрерыв­
ной случайной величины, плотность вероятности сохраняет постоян­
ное значение, а вне этого отрезка равна нулю.
О  при х < а,
/ ( * )  =  • С  при а<хйЬ,
0  при х > Ь
Распределение статистическое -  составление дискретного или ин­
тервального рядов, соответственно, когда количественный признак, по 
которому исследуют данную выборку, является дискретной или не­
прерывной величиной.
Решение дифференциального уравнения — функция у = f(x),  которая, 
будучи подставлена в уравнение, превращает его в тождество.
Ряд вариационный -  последовательность вариант, записанная в воз­
растающем порядке.
Ряд временной— множество результатов наблюдений изучаемого про­
цесса, проводимых последовательно во времени.
Ряд временной детерминированный -  временной ряд, значения ко­
торого в будущие моменты времени могут быть точно определены по 
известной функциональной зависимости.
Ряд временной интервальный- временной ряд, значений которого 
получены путем усреднения показателей за определенные промежут­
ки времени.
Ряд временной моментный — временной ряд, значения которого оп­
ределены в заданные моменты времени.
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Ряд временной непрерывный -  временной ряд, значения которого 
определены в любой произвольный момент времени.
Ряд временной случайный — временной ряд, значения которого могут 
быть описаны с помощью плотности распределения вероятностей.
Ряд простой статистический -  значения, записанные для всех 
элементов выборки в том порядке, в котором они были получены в 
опытах.
Событие достоверное -  событие, которое в данном опыте непре­
менно произойдет.
Событие зависимое -  событие, вероятность которого может меняет­
ся в зависимости от того, произошло событие А или нет.
Событие невозможное -  событие, которое заведомо не может про­
изойти.
Событие независимое -  событие А, вероятность которого не зависит 
от того, произошло событие В или нет.
Событие практически достоверное -  событие, вероятность которо­
го весьма близка к единице, но не равна единице.
Событие практически невозможное -  событие, вероятность кото­
рого весьма близка к нулю, но не равна нулю.
Событие сложное -  совмещение нескольких отдельных событий, 
которые называют простыми.
Событие случайное -  всякий факт, который в результате опыта (ис­
пытания) может произойти или не произойти.
Событие совместное -  событие, при котором появление одного из 
события не исключает появление другого в одном и том же испыта­
нии.
События несовместные — в результате опыта появление одного из 
событий, исключает появление остальных.
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События равновозможные -  при испытании не существует никаких 
объективных причин, вследствие которых одно из событий могло бы 
наступать чаще, чем другое.
Совокупность выборочная (выборка) -  множество объектов, случай­
но отобранных из интересующей нас генеральной совокупности для 
конкретного статистического исследования.
Совокупность генеральная -  это множество подлежащих статистиче­
скому изучению однородных объектов, которые характеризуются ка­
чественными или количественными признаками.
Среднее выборочное — среднее арифметическое значение признака 
выборочной совокупности:
Сумма (объединение) двух событий -  событие С, которое состоит 
или в осуществлении события А, или события В, или событий А и В 
вместе.
А + В
Теория ошибок -  изучение и оценка погрешностей в измерениях.
Точность измерительного прибора -  та наименьшая величина, кото­
рую можно вполне надежно определить с его помощью.
Тренд (долгосрочные изменения) -  долгосрочные изменения, отра­
жающие длительно протекающие процессы; временные рамки изме­
нения этой составляющей измеряться столетиями или даже тысячеле­
тиями.
Уравнение дифференциальное -  уравнение, связывающее аргумент х, 
искомую функцию f(x)  и её производные /'(* ); /'(дг); / ’(*); ...; 
f in\x)  или дифференциалы d f ; d2f ; d ' f ; . . . ;  d”f .
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Уравнение дифференциальное в частных производных -  дифферен­
циальное уравнение в котором искомая функция зависит от несколь­
ких аргументов.
Уравнение дифференциальное обыкновенное -  дифференциальное 
уравнение в котором искомая функция зависит только от одного ар­
гумента.
Уровень значимости а  -  вероятность отклонения нулевой гипотезы, 
когда она на самом деле верна.
Уровни временного ряда — отдельные наблюдения временного ряд.
Фактор -  различные, независимые, качественные показатели, 
влияющие на изучаемей признаки.
Фактор регулируемый -  фактор контролируемый и измеряемый в 
процессе исследования.
Физический (механический) смысл производной -  мгновенная ско­
рость точки в данный момент времени равна значению производной 
от закона движения.
Функция -  отношение /  между множествами X  и ¥ , при котором 
каждому элементу х е X  соответствует единственный элемент у е Y .
Функция возрастающая -  если для любых двух точек х , и х2 из ин­
тервала [а,6] из неравенства х2 >х, следует неравенство f (x2)> /(*,)
Функция распределения -  функция F(x), равная вероятности Р(Х < х) 
того, что случайная величина приняла значение, меньшее х:
F(x) = Р(Х < х)
Функция распределения эмпирическая -  функция F'(x), определяю­
щая для каждого значения х относительную частоту события Х <х:
. т(х)F Сх) = —— , 
п
где т(х) — число наблюдений, при которых значение признака X  
меньше х ; п -  объём выборки.
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Функция сложная -  функция у = F(x), которая числу х  ставит в соот­
ветствие число f(g(x)), образованное из функций /  и g  в указанном 
порядке: у  = f(g(x)), где у = /(« ), и = g(x).
Функция убывающая -  если для любых двух точек x t и х2 из интерва­
ла [а, Ь] из неравенства х2 >х, следует неравенство /(лг2 )£ /(* ,) .
Явление случайное -  это явление, которое при неоднократном вос­
произведении одного и того же опыта может протекать каждый раз 
несколько по-иному.
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