sodium and calcium ion channels ( Figure 1B,C) . This discovery has widespread implications for the ways neurons integrate the many thousands of synaptic inputs they receive.
Theoretical studies pioneered by Rall [2] laid the foundations for the way neuroscientists think about synaptic integration. He suggested that dendrites behave like electrical filters, reducing the amplitude of synaptic potentials as they travel from their dendritic site of generation to the cell body. This electrical filtering property would mean that synaptic inputs generated at dendritic sites close to the soma and axon will powerfully influence action potential firing, whereas synapses located on small caliber dendrites remote in the dendritic tree will have a dwindling influence on neuronal output.
Recently, simultaneous electrical recordings from the soma and dendrites of central neurons maintained in vitro have tested the predictions of these theoretical studies. The results show that the amplitude of excitatory postsynaptic potentials in cortical pyramidal neurons are massively attenuated as they spread from basal and apical dendritic sites of generation through the dendritic tree to the cell body and axon [4, 5] . Therefore, each synaptic input provides a diminutive drive for the generation of action potential firing. So why have dendritic synapses that seemingly have such a weak impact on neuronal output?
Classically, it has been assumed that, although each synaptic input has little influence on neuronal output when activated alone, the activation of groups of dendritic synaptic inputs will produce a coherent signal that drives action potential firing. But this idea seems to be wrong, at least for synaptic inputs generated at dendritic sites remote from the cell body. Direct dendritic recordings have shown that barrages of excitatory synaptic input generated distally in the dendritic tree of cortical pyramidal neurons do not summate to form a coherent signal, but rather are heavily attenuated and provide a weak direct drive for action potential firing [6] . This behaviour arises because the time-course Figure 1A ). Within these dendritic trees, synaptic computation is performed when excitatory and inhibitory synapses are activated in specific spatial and temporal patterns [1, 2] . This interaction defines the level of synaptic drive that is funneled through the dendritic tree to the cell body and finally to the site of action potential generation in the axon.
Recent work has, however, shown that dendrites do not act simply as funnels, but rather are important sites for synaptic integration. Direct electrical recordings from the thin dendrites of central neurons, and sophisticated imaging techniques have revealed that the dendrites of central neurons are highly electrically excitable [3] . Electrical recording from dendrites has shown that synaptic input can lead to the generation of powerful regenerative electrical activity, termed dendritic spikes, which are mediated by the local recruitment of voltage-activated Primer of dendritic synaptic potentials in cortical pyramidal neurons is constrained by their interaction with a class of dendritically located voltage-activated ion channel. This interaction not only acts to dampen the spatial and temporal summation of barrages of excitatory and inhibitory postsynaptic potentials, but also exaggerates the electrical compartmentalization of cortical pyramidal neurons. How then do remote dendritic synapses influence neuronal output?
The active properties of dendrites offer a solution to this problem. Many dendritic synaptic inputs may not be integrated at the level of the cell body and axon, but rather locally in the dendritic tree, leading to the generation of dendritic spikes. Dendritic spikes could therefore be considered as amplifiers, giving a boost to the synaptic signal and so increasing its impact on neuronal output. Indeed, dendritic spikes generated in the apical dendritic tree of cortical pyramidal neurons actively propagate from their dendritic site of generation to the cell body and axon, where they powerfully drive action potential output ( Figure 1B ,C).
Dendritic spikes do not, however, simply amplify the impact of individual synaptic inputs: rather they represent the output of local synaptic integration compartments [7] . Importantly, dendritic spikes are only generated during the near simultaneous activation of groups of excitatory synapses, primarily because of the extremely fast timecourse of synaptic events at their dendritic site of generation [4, 8] . In contrast, at the cell body, synaptic potentials have a longer time-course and so integration occurs over a broader time-window ( Figure 1D ). Dendritic mechanisms therefore allow compartmentalized synaptic integration in central neurons, where specific temporal features of synaptic input are decoded locally in the dendritic tree. Synaptic input is therefore integrated not only at the level of the axon, but also within the dendritic tree. In this view of synaptic integration, the rate and pattern of neuronal output is not only determined by the amount of dendritic synaptic input that directly reaches the axonal site of action potential generation, but in addition is powerfully influenced by the forward propagation of dendritic spikes.
Dendritic spikes are generated in many regions of the dendritic tree of a given class of neuron. In hippocampal and neocortical pyramidal neurons, dendritic spikes can be generated in individual branches of the major apical and basal dendritic trees [3, 9] . Indeed, the number of dendritic integration compartments is defined by the electrical geometry of the neuron together with the dendritic distribution of voltage-activated ion channels [7] . This arrangement provides the neuron with enormous computational flexibility. For example, if excitatory synapses from a group of presynaptic neurons are targeted to a specific dendritic branch, their impact on neuronal output will be augmented when a dendritic spike is generated.
Interestingly, the requirement for near simultaneous activation of groups of excitatory synapses to generate a dendritic spike suggests that this mechanism operates only during the coherent activation of a number of presynaptic neurons, and not when individual presynaptic neurons fire alone. Dendritic mechanisms may therefore act to decode specific activity patterns in the presynaptic neuronal network. Moreover, this situation allows for the precise control of synaptic integration by inhibitory neurons of the network. Indeed, in neocortical pyramidal neurons, the activation of a single dendritically targeted inhibitory interneuron has been found to prevent dendritic spike generation [10] . This result suggests that inhibitory synapses placed on individual dendritic branches can act as 'gate-keepers', controlling whether or not a dendritic spike is generated.
Recently, the functional relevance of dendritic synaptic integration has been further highlighted. Losonczy and colleagues [9] used multi-site two-photon un-caging of glutamate to mimic the activation of a number of presynaptic excitatory neurons. They found that, when a group of synapses on single dendritic branches of a hippocampal pyramidal neuron were activated nearly synchronously, either a weak or strong dendritic spike was generated. Importantly, the coupling between weak dendritic spikes and neuronal output was found to be modifiable, and the ability of dendritic spikes to drive neuronal output stably potentiated according to an activity-dependent learning rule [9] .
The requirement for the coincident activation of groups of excitatory synapses to evoke dendritic spikes suggests that the impact of the activation of specific spatio-temporal patterns of synaptic input can be potentiated; this contrasts with the simple long-term potentiation of individual synapses invoked by synaptic learning rules. This arrangement therefore provides a mechanism by which the postsynaptic impact of activity in defined ensembles of presynaptic neurons can be modulated. The potentiation of dendritic spike to action potential coupling, together with other forms of non-synaptic long-term plasticity are mediated by (D) Dendritic spikes are only generated when artificial EPSPs are clustered in time, resulting in a very narrow time-window of synaptic integration (red symbols). In contrast, when the same synaptic input is delivered to the soma of the cell, a wider integration time-window was found. Dendritic integration therefore can be described as a coincidence detection mechanism. (Data in panels B and C have been modified from [7] .) the activity-dependent regulation of dendritic voltage-activated ion channels [9] . Activity-dependent plasticity of dendritic synaptic integration must therefore be considered to contribute to information storage in the brain.
It is now clear that dendritic spikes are generated in many regions of the dendritic tree of single neurons. The challenge for the future is to dissect the role played by these integration compartments in shaping the action potential output of neurons, and how they are engaged when neurons operate in the working brain. Advances in imaging and in vivo dendritic recording techniques will help answer this question. Such information will be essential to establish a link between neuronal computation and neural circuit function. Nevertheless, the idea that neurons function as simple point processes has passed, and we must consider dendritic synaptic integration as an important determinant of neural circuit function.
after movements than it was before, but the extent to which it was worse depended on the type of visual input. That is, the increase in pain was greatest when participants viewed the magnified image of their arm during the movements (mean ± SD increase = 41 mm ± 15 mm) and least when they viewed the minified image of their arm during the movements (19 mm ± 18 mm; Figure 1) . Swelling -the circumference of the fingers, relative to the unaffected hand -also increased less when participants watched a minified image of their arm during movements than when they watched a magnified image (p < 0.01), or when they viewed their limb as it normally appears (p < 0.02). Recovery to pre-task pain was slowest when the visual input during movements had been magnified but quickest when it had been minified ( Figure 1B ; see Supplemental data for statistics). Two patients terminated movements in every condition because of intolerable pain and two other patients terminated movements because of intolerable pain in the magnified condition only ( Figure S3 in the Supplemental data).
These results support the hypothesis that making a limb look bigger increases the pain and swelling evoked by movement. Remarkably, they also demonstrate that making a limb look smaller decreases the pain and swelling evoked by movement. These findings are not predicted by the current view that emphasises a bottom-up relationship between the tissues and body image, whereby aberrant or absent input from the former causes distortions in the latter [4] .
How might distorting the view of the limb modulate pain and swelling? One possibility relates to the visual enhancement of touch, which is probably mediated by visuotactile cells in the parietal cortex. Notably, magnifying the view of the area being touched further enhances tactile acuity [5] and alters somatosensory cortex (S1) organisation [6] .
Might a different effect occur in patients with chronic pain? Pain emerges from the flow and integration of neural activity within a distributed network of brain areas, usually including the primary The feeling that our body is ours, and is constantly there, is a fundamental aspect of selfawareness [1] . Although it is often taken for granted, our physical self-awareness, or body image, is disrupted in many clinical conditions [2] (see also [3] for a list of such conditions). One common disturbance of body image, in which one limb feels bigger than it really is, can also be induced in healthy volunteers by using local anaesthesia or cutaneous stimulation [4] . Here we report that, in patients with chronic hand pain, magnifying their view of their own limb during movement significantly increases the pain and swelling evoked by movement. By contrast, minifying their view of the limb significantly decreases the pain and swelling evoked by movement. These results show a top-down effect of body image on body tissues, thus demonstrating that the link between body image and the tissues is bi-directional.
Ten right-handed patients with chronic pain and dysfunction of one arm participated in our study (see Table  S1 in the Supplemental data available on-line). Patients watched their own arm while they performed a standardised repertoire of ten hand movements, at a set speed and amplitude, and in randomised and counterbalanced order. Four randomised conditions involved different ways of looking at the arm: Control (looking without any visual manipulation); Clear (looking through binoculars with no magnification); Magnified (binoculars with 2x magnification); and Minified (inverted binoculars).
The patients' pain (on a 100 mm visual analogue scale) was worse
