Abstract-As part of the effort toward building a cognitive radio (CR) network testbed, we have demonstrated real-time spectrum sensing. Spectrum sensing is the cornerstone of CR. However, current hardware platforms for CR introduce time delays that undermine the accuracy of spectrum sensing. The time delay named response delay incurred by hardware and software can be measured at two antennas colocated at a secondary user (SU), the receiving antenna, and the transmitting antenna. In this paper, minimum response delays are experimentally quantified and reported based on two hardware platforms, i.e., the universal software radio peripheral 2 (USRP2) and the small-form-factor software-defined-radio development platform (SFF SDR DP). The response delay has a negative impact on the accuracy of spectrum sensing. 
I. INTRODUCTION C OGNITIVE radio (CR) has been viewed as a promising technology to make efficient use of the radio-frequency (RF) spectrum. It introduces "intelligence" to traditional radios. Spectrum sensing is the cornerstone of CR, which detects the availability of the RF spectrum for secondary users (SUs). The effectiveness of spectrum sensing has a strong impact on the spectrum utilization of CR. A number of spectrum-sensing techniques have been proposed, such as energy detection, matched filter detection, cyclostationary feature detection, covariance-based detection, and wavelet-based detection [1] [2] [3] [4] [5] . Moreover, a multiband joint detection scheme is proposed based on energy detection in [6] for wideband spectrum sensing. In the meanwhile, cooperative spectrum sensing among SUs has been introduced in [4] and [7] [8] [9] to solve the hidden terminal problem [10] , [11] and to improve the performance of spectrum sensing.
In addition to tremendous efforts on theoretical investigation, work on hardware implementation of spectrum sensing has also been reported in [12] [13] [14] [15] . Experience gained in developing software defined radio (SDR) can benefit CR work, and existing SDR hardware platforms can be extended for developing CR transceivers. More recently, real-time spectrum sensing on hardware platform with controllable primary users (PUs) has been demonstrated in [16] .
Implementing effective spectrum sensing schemes is a fundamental part of development effort toward a CR network (CRN) testbed [17] , [18] . It is worth noting that measurement can be critical in guiding implementation work and verifying algorithm performance. In implementing the algorithms on hardware platforms, we have found, however, that time delay introduced by hardware platforms becomes non-negligible, although in theoretical investigations, such a time delay is usually ignored. Accurately quantifying this delay is necessary since it is wise to take into account the measured results in algorithm design and implementation. In verifying our proposed prediction approach, measured Wi-Fi channel data, instead of computer generated data, is used to evaluate the performance.
A. Prediction for CR
A spectrum-sensing scheme uses received signals to detect channel states, and it virtually predicts channel states in the near future simply using previous detected channel states. Intensive work on the prediction for CR has been reported. In [19] , the channel occupancy status is converted into binary form, the autogression model is used to predict the binary channel status, and a generated artificial global system for mobile signals is used to test the prediction. In [20] , the autoregressive moving average model is employed to predict the power of television signals in the time domain. In [21] , an algorithm based on support vector regression and empirical mode decomposition for frequency spectrum prediction in a frequency monitor system is introduced. In [22] , an interference time ratio that represents the 0018-9545/$26.00 © 2011 IEEE fraction of a PU's burst interfered by secondary transmission is proposed to control the transmission probability for SUs, which is predicted using conditional probability. This scheme is tested only by simulation. The idea of predictive dynamic spectrum access is introduced in [23] , which aims at the distribution of the time length that a channel is idle. The existence of Markov chain for subband utilization by PUs is validated in [24] . The hidden Markov model (HMM) is used to predict the usage behavior of a frequency band based on channel usage patterns in [25] to decide whether or not to move to another frequency band. In addition, a channel status predictor using HMM-based pattern recognition is proposed in [26] .
However, none of the previous work takes the time delay incurred by hardware platforms into consideration for prediction. Moreover, the ideas of using HMM for prediction in previous work are all based on pattern recognition. In fact, HMM can be exploited beyond pattern recognition.
B. Hardware Platforms for CR
There have been some hardware platforms that can be used for CR, such as the universal software radio peripheral (USRP), the universal software radio peripheral 2 (USRP2) [27] , the small-form-factor software-defined radio development platform (SFF SDR DP) [28] , the wireless open-access research platform [29] , the Sora [30] , etc.
There exist a few studies on discussions of the time delay of the USRP platform. In [31] , the time delay between the GNU Radio [32] and the field-programmable gate array (FPGA) is reported. The value ranges from 289 μs to 9 ms. In [33] , an elapsed time is measured, where the elapsed time is the length from the start time of sending out a data link control (DLC) frame to the instance of completely receiving an acknowledgment DLC frame of the same size. The average of the time is 3.14 ms. In [34] , the measured receive latency ranges from 1 to 30 ms, and the transmit latency ranges from 28.9 to 36.9 ms.
The measured time delays of USRP differ very much. One reason is that what are reported are different portions of the time delay. We have seen no reported measured time delays of the USRP2 platform and the SFF SDR DP.
C. Contributions of This Paper
The contributions of this paper are summarized as follows: First, the minimum response delays of the USRP2 platform and the SFF SDR DP are measured and reported. Second, Wi-Fi over-the-air signals are simultaneously measured and recorded using multiple antennas at different locations. Third, an approach for channel state prediction based on modified HMM is proposed and examined. Fourth, a soft-combining decision rule for cooperative prediction using a group of individual prediction results is proposed. Finally, the performance of prediction is evaluated using the measured Wi-Fi signals both in the case of single-SU prediction and in the case of cooperative prediction among multiple SUs.
D. Organization of This Paper
The rest of this paper is organized as follows: Section II formulates the problem. Section III reports the measurements of the minimum response delays of the USRP2 platform and the SFF SDR DP, as well as the measurements of Wi-Fi signals. Section IV proposes the single-SU prediction approach in detail. Section V introduces cooperative prediction and the proposed decision rule. Section VI reports the experimental results. In addition, Section VII concludes this paper.
II. PROBLEM FORMULATION
In this section, a scenario of spectrum sensing is described. The time slot and the response delay are introduced.
A. Time Slot Structure
Consider a scenario shown in Fig. 1 , where an SU communicates with another SU or a secondary base station (SBS) through wireless channels, and both uplink and downlink channels comprise a sequence of time slots. Assume time slot level synchronization is performed and the length of the time slots is constant. Each time slot contains two phases: the spectrumsensing phase (the first phase) and the communication phase (the second phase). In the spectrum-sensing phase of a time slot, a potential SU sender or SBS sender senses the availability of the channel, then it may start data transmission in the following communication phase if the sensed channel state is "idle."
To verify the sensed channel states, the actual channel states are required. How can SUs get the actual channel states without the aids of PUs? Consider the following two cases: 1) The sensed channel state is "idle," and therefore, the SU sender can either (1a) send data in the next communication phase or (1b) hold on data transmission in the next communication phase.
2) The sensed channel state is "busy," and therefore, the SU sender holds on data transmission in the next communication phase. In [35] , acknowledgment (ACK) and negative acknowledgment (NAK) messages are employed to indicate whether a transmission is successful or not. The same idea is borrowed here for case-1a verification. As shown in Fig. 1 , ACK or NAK messages are sent from the targeted receiver to the sender, together with other kinds of data in the communication phase. Take an uplink data transmission as an example: If an SU sender receives an ACK (or NAK) message from the targeted SU receiver, it means that the uplink data transmitted in the particular time slot have been successfully (or unsuccessfully) received, which confirms that the uplink in that time slot is "idle" (or "busy"). Note that the verification process introduces a time delay contributed by propagation and signal processing. On the other hand, for case-1b and case-2 verification, it is assumed that the SU sender is able to verify the channel state by itself using the signals received in the following communication phase.
In addition, it is assumed that there is a way for communications among SUs so that spectrum-sensing results from individual SUs may be shared, and further cooperative decisions may be made.
B. Response Delay
To explain the response delay, a simplified data path of SU is shown in Fig. 2 . Received RF signals are filtered, amplified, down-converted, and digitized by an analog-to-digital converter (ADC). Then, the digital signals are fed to a data processing module through a digital data interface, which ends the reception process. The transmission process starts with sending the digital data from the data processing module and ends at the transmitting antenna, through a data interface, a digital-toanalog converter (DAC), and an up-conversion module. Note that the down-conversion and up-conversion modules are optional. For instance, in [36] , down-conversion is employed, whereas in [18] , the wideband spectrum is measured directly without down conversion. In addition, note that data interfaces and buffers on the data path may introduce delay.
The response delay is a delay as a CR device receives a signal from a channel over the air for spectrum sensing and then transmits data to the air using the channel if the channel is believed to be available. This delay is contributed by three sections partitioned by test points A, B, C, and D (referring to Figs. 2 and 3). The corresponding delays are denoted by t rl , t pl , and t tl , respectively. Then, the total time delay t l or response delay is
The response delay can vary, depending on how heavy the data processing is. The minimum response delay refers to the response delay with minimum processing work, i.e., loopback (just passing through data without actual processing), in the data-processing module.
If the response delay t l is comparable with or greater than the length of a time slot, it cannot be ignored. Fig. 3 shows a special case in which the response delay is equal to the length of a time slot. In this case, if an SU detects the channel state to be "idle" during the spectrum-sensing phase of time slot 0, it may immediately start a data transmission. However, the actual data transmission over the air happens during the communication phase of time slot 1. Since the channel state may change in one time slot, the data transmission of the SU can interfere PUs during time slot 1. To minimize such a negative impact caused by the response delay, channel state prediction is proposed in this paper. Obviously, the response delay leads to a reduced correlation between the current spectrum-sensing phase and the next targeted communication phase(s). Achieving accurate prediction at least t l ahead can be very challenging.
We are building a CR network testbed with tens of nodes at Tennessee Technological University to demonstrate the concept of CR network and dig out more problems from the aspect of the system for future research. Response delay is the first problem we met. Such a delay is inherent in many off-the-shelf hardware platforms for CR, as demonstrated in Section III-A. No matter how long the response delay is, it is there. Channel state prediction approaches are proposed to be employed in CR to increase the accuracy of spectrum sensing and minimize the negative impact of response delay caused by hardware platforms. As an example, Section IV proposes an approach for channel state prediction to show the benefits from prediction.
III. MEASUREMENT WORK

A. Measurement of Minimum Response Delays
As previously mentioned, hardware platforms for CR introduce unwanted time delays. However, how long are they? What are the minimum response delays? These can be answered using the measurements reported here.
Two candidates are chosen from existing commercial hardware platforms that can be used for CR. One is the USRP2, which uses an architecture of host-based processing. In this architecture, RF front-end and data conversion modules are colocated on external boards, and the converted digital data are transferred to a host computer for further processing. The other one is the SFF SDR DP, which uses a stand-alone architecture and is able to handle all the signal processing on its boards.
Figs. 4 and 5 show the measurement setups for the two platforms. Basically, the way is to feed a signal to the receiving antenna and check the time delay at the transmitting antenna. An arbitrary waveform generator (AWG), i.e., Tektronix AWG7122B, generates a sequence of gated sinusoidal waveforms of 250 MHz. The sinusoidal burst lasts 50 μs (for the measurement of USRP2) or 500 μs (for the measurement of SFF SDR DP), and the burst appears once every 2 s. We have found that the duty cycle of 2 s is sufficient since none of the minimum response delays exceeds 2 s.
The output of the AWG is connected with both the receiving antenna port and a digital phosphor oscilloscope (DPO), i.e., the Tektronix DPO72004, using two subminiature version A (SMA) cables through a power divider PE2068. The transmit- ting antenna port is also connected to the DPO using an SMA cable. The DPO is employed to display the signals at both the receiving antenna port and the transmitting antenna port on the same screen so that the response delay can be read out. The DPO supports a maximum bandwidth of 20 GHz and a maximum sampling rate of 50 GS/s. It has four channels and the ability of recording 250 Msamples per channel. The AWG supports a maximum sampling rate of 12 GS/s. It has two channels and is able to store 64 Msamples for each channel.
The USRP2 consists of a motherboard and one or more selectable RF daughterboards [27] . The major computing power on the motherboard comes from a Xilinx Spartan-3 XC3S2000 FPGA. The motherboard is also equipped with a 100-MS/s 14-bit dual-channel ADC, a 400-MS/s 16-bit dual-channel DAC, and a Gigabit Ethernet port that connects to a host computer. Among the RF daughterboards available for USRP2, there is a newly developed one called WBX that covers a wide frequency range from 50 MHz to 2.2 GHz, with a nominal noise figure of 5-7 dB. In the measurement of the minimum response delay of USRP2, a USRP2 motherboard with the WBX RF daughterboard is directly connected to a host laptop computer via the Gigabit Ethernet. The GNU Radio companion (GRC) runs on the host computer with Linux operating system. Using the GRC, a USRP2 source block and a USRP2 sink block are directly connected to form a loopback configuration.
Five hundred consecutive readouts of the minimum response delay of USRP2 are recorded. Fig. 6 shows one readout on the DPO. Fig. 7 shows the distribution of the measured minimum response delays that spread from about 2 ms to about 16 ms. Random minimum response delays of USRP2 are observed, which is not surprising since both the Ethernet and the computer operating system can introduce randomness.
The SFF SDR DP consists of three separate boards: 1) digital processing module; 2) data conversion module; and 3) RF module [28] . The digital processing module is designed based on the TMS320DM6446 system-on-chip (SoC) from Texas Instruments (TI) and the Virtex-4 SX35 FPGA from Xilinx. The TMS320DM6446 SoC has a C64x+ digital signal processor (DSP) core running at 594 MHz, together with an advanced RISC machine 9 (ARM9) core running at 297 MHz. The digital-processing module also comes with a 10/100-Mb/s Ethernet port. The data conversion module is equipped with a 125-MS/s 14-bit dual-channel ADC, a 500-MS/s 16-bit dualchannel DAC, and a Xilinx Virtex-4 LX25 FPGA. The lowband tunable RF module employed in this measurement can be configured to have either 5-or 20-MHz bandwidth with working frequencies in the range of 200-1050 MHz for the transmitter and 200-1000 MHz for the receiver. The nominal noise figure of this RF module is 5 dB. In the minimum response delay measurement for SFF SDR DP, an example project called SFF_SDR_RF_Loopback_ADACIII coming with the Lyrtech software package runs on both the FPGA and the DSP on the digital-processing module. The function TASK_Transmit for the DSP in the example project is slightly modified to simply loop back all the received data.
One hundred consecutive readouts of the minimum response delay of SFF SDR DP are recorded. All the readout values are unanimously around 48 ms. Fig. 8 shows one readout on the DPO. Although it is somewhat surprising to observe that the minimum response delay of SFF SDR DP is larger than that of USRP2, its constant minimum time delay is a desired feature for system design. A larger minimum response delay may be contributed by the interfaces and data buffers on the data path.
From these measurements, one can see that the minimum response delays can be up to tens of milliseconds. The minimum response delays are measured without performing sophisticated base-band processing. In practice, additional time delay will be added on the top of the minimum response delay. The total response delay and the uncertainty range have to be considered in the CR system design.
B. Measurement of Wi-Fi Signals
To evaluate the performance of channel state prediction approaches proposed in Sections IV and V using real-world data, Wi-Fi signals are measured and recorded. There are several reasons to consider Wi-Fi as PUs in evaluating channel state prediction approaches. First, the frequency bands that Wi-Fi employs are unlicensed, which means experiments on these bands can be conducted without asking the regulators for permissions. Second, the durations that Wi-Fi devices occupy the channel and the durations that the channel is kept idle are as small as microseconds. This fact enables recording plenty of Wi-Fi accesses in a short time. Third, the durations and intervals of Wi-Fi accesses are random, which poses an additional challenge for channel state prediction. It is hard to learn and predict Wi-Fi accesses. Thus, Wi-Fi signals are ideal for evaluating prediction approaches. It should be noted that, in this paper, Wi-Fi signals are employed only for performance evaluation. Fig. 9 shows the setup for the Wi-Fi signal measurement. The experiment is conducted in an indoor environment. A laptop computer accesses the Internet through a wireless Wi-Fi router, downloading data at a date rate of 2.3 MB/s. To record the Wi-Fi signals at different locations at the same time, the DPO, i.e., Tektronix DPO72004, is connected with four antennas with a frequency range of 800 MHz to 2500 MHz distributed at four locations. Antennas 1, 2, and 3 are 3, 2, and 2 m away from the router, respectively, but a metallic board is placed between antenna 3 and the router to emulate a non-line-of-sight (NLOS) propagation. Antenna 4 is placed closely to the router so that it can monitor the actual channel states. Since the DPO can record 250 Msamples per channel, by setting the sampling rate to 6.25 GS/s, the maximum duration of one measurement is 40 ms. Fig. 10 shows the measured Wi-Fi signals in time domain from the four antennas. Different received signal strengths can be observed: The signal from antenna 4 is the strongest and clearest due to the shortest propagation, whereas the signal from antenna 3 is the weakest because of NLOS.
IV. PREDICTION OF CHANNEL STATE USING MODIFIED HIDDEN MARKOV MODEL
As measured in Section III-A, minimum response delay can be as large as tens of milliseconds. No matter how long the minimum response delay is, a time-slot-based channel state prediction approach can be applied to minimize the negative impact of response delay. As one example, if the total response delay is 1 s, and the length of time slot is set to 500 ms (which means spectrum sensing is preformed every 500 ms), then a 2-time-slot-ahead prediction can be applied. As another example, if the total response delay is 40 μs and the length of time slot is set to 20 μs, then a 2-time-slot-ahead prediction can also be applied. In fact, channel state prediction approaches can be applied no matter how long the total response delay is.
In this section, traditional HMM is modified to take into account prediction, and an approach based on the modified HMM for channel state prediction is proposed.
A. HMM
An HMM is defined by a tuple λ = {π, A, B} [5] , [37] , [38] . π is the initial state probability vector 
where Pr(•) denotes probability, N is the number of states of the Markov chain, {θ 1 , . . . , θ N } are the N states, and q t represents the state at time t, q t ∈ {θ 1 , . . . , θ N }. A is the state transition probability matrix
In addition, B is the emission probability matrix
where M is the number of possible observation values in the observation space {v 1 }, the state sequence that is most likely to have generated the input sequence o and the likelihood probability can be calculated using the Viterbi algorithm. Let δ t (i) be the maximal probability of state sequence of length t that ends in state i. A tailored Viterbi algorithm is shown here. 1) Initialization:
2) Iteration:
3) Termination:
where P * is the calculated likelihood probability, and q * T is the estimated state at time T .
Traditionally, the parameters of HMM are trained using a training algorithm like the popular Baum-Welch algorithm, given a sequence of observation values. However, in this paper, a training algorithm for HMM is not employed. Instead, the parameters of HMM are obtained through a simple statistical process over training sequences.
B. Proposed Single-SU Prediction Approach
During spectrum sensing, what SUs are concerned with are the availabilities of some subfrequency bands of interest within a wide frequency band. An architecture is proposed to predict such availabilities, as shown in Fig. 11 . In the spectrum-sensing phase of every time slot, received time-domain signals are transformed into frequency domain using fast Fourier transform. Then, values from multiple frequency tones within a subfrequency-band of interest are quantified and fed into a modified HMM as a sequence of observation values. Denote the number of input frequency tones as Q. The quantization can be either scalar quantization or vector quantization. Multiple subfrequency bands of interest can be processed in parallel using multiple modified HMMs. Thus, this proposed approach can be applied to any wideband scenarios.
As shown in Fig. 12 , for a subfrequency band, at the end of the spectrum-sensing phase of every time slot, an observation value o t is obtained for a modified HMM. In each time slot, a subfrequency band is associated with a certain channel state, i.e., "busy" or "idle." It is tricky to obtain the actual channel states in practice. As mentioned in Section II, the state verification means can provide information about actual channel states. In this paper, actual channel states are assumed to be determined by such verification means. The maximal verification delay is denoted by Y in time slots.
In Fig. 12 , known observation values, actual channel states, and unknown channel states are labeled. Channel state prediction is to use known observation values and actual channel states to estimate future channel states. However, in the proposed approach, the definition of HMM is slightly different from the standard form. The modified HMM is defined by (2)- (4), (6), as well as the following two equations:
where X is the span of prediction, in time slots, to take care of the maximal possible response delay. Parameters of the modified HMM {π, A, B} are statistically estimated. The equations for extracting parameters of the modified HMM from a training sequence are listed as
where L is the length of the training sequence, in time slots, and
Then, a one-step prediction for the channel state X-slot ahead can be performed based on the trained parameters {π, A, B}. There are two methods for the proposed one-step prediction.
One method named "πB" uses π and B for the prediction. The "πB" method is defined by (8), (10) and (11), with T = 1.
The other method named "AB" uses A and B for the prediction, which is defined by (10) and (11), and the following, with T = 1:
Using either of these methods, the predicted channel state q * T in (11) and the corresponding likelihood probabilities P * in (10) can be calculated.
V. COOPERATIVE PREDICTION OF CHANNEL STATE
Alternatively, cooperative prediction may be considered as an enhancement if there are multiple SUs and if they suffer different channel impairments, assuming that some sort of communication mechanism is available, so that all participant SUs can reliably talk with each other and share the information. Multiple SUs at different locations can combine their independent single-SU prediction results to achieve a joint prediction result. Cooperative prediction is expected to be effective, particularly when individual performance from each SU is significantly different. Of course, it imposes additional delays and causes increased complexity.
A. m-out-of-n Rule: Hard Combining
The m-out-of-n rule (m ≤ n) is naturally suitable for the hard combining of multiple decisions, assuming that there are n SUs cooperatively predicting the channel states. Each SU provides one-bit information d i to reflect a future channel state, with d i = 1 for the "busy" state and d i = 0 for the "idle" state. Then, the m-out-of-n rule can be interpreted by
In particular, when m = 1, the m-out-of-n rule becomes the OR rule, and when m = n, the m-out-of-n rule becomes the AND rule. In general, the prediction performance can be adjusted by changing the threshold m.
B. Proposed Cooperative Prediction Rule: Soft Combining
An important feature of the proposed prediction approach described in Section IV is that it outputs not only predicted channel states but likelihood probabilities for each possible channel state as well. This feature enables a soft combining of individual prediction outputs from multiple SUs. Associated with the ith SU, denote the likelihood probability of the "idle" state as P 0i and the likelihood probability of the "busy" state as P 1i , where the likelihood probabilities are from (10) . Then, the proposed soft-combining decision rule can be expressed as
What this hypothesis does is compare two normalized likelihood probability summations n i=1 (P 0i /(P 0i + P 1i )) and 
, and these two summations can be viewed as approximations of accumulated probability of the "idle" state and accumulated probability of the "busy" state.
VI. PERFORMANCE VALIDATION
In this section, single-SU prediction and cooperative prediction are evaluated using the measured Wi-Fi signals in Section III-B.
The sampling interval is expressed in picoseconds, and 40-ms Wi-Fi signals are recorded at four different locations corresponding to channels 1, 2, 3, and 4. The measured Wi-Fi signals from channels 1, 2, and 3 are fed to three independent SUs for prediction, whereas the measured Wi-Fi signal from channel 4 is served as an indicator of channel states and fed to all the three SUs for reference.
Due to the limitation of measurement equipment, 40 ms is the maximum duration that Wi-Fi signals can be recorded. By setting the length of time slot to 20 μs, there are 2000 time slots available for performance evaluation. It may take one or two time slots for the channel state to change, which can reflect actual channel state changes. Fig. 13 shows the distribution of duration of the measured Wi-Fi channel states. It can be seen that the "busy" state lasts at most 17 time slots, whereas the "idle" state usually lasts for just a few time slots. It should be noted that, for Wi-Fi signals, the measured response delays of the hardware platforms described in Section III-A may be too long for realistic predictions.
The duration of the spectrum-sensing phase of a time slot is set to 4 μs, which is just one fifth of the length of a time slot. In the following, prediction spans of one to three time slots are considered in evaluating the prediction performances.
The proposed prediction approach is configured as follows: Referring to the architecture shown in Fig. 11 , scalar quantization is used, quantified frequency-domain data from one frequency tone of 2.418 GHz are served as observation values, and they are fed into the modified HMM. Unless otherwise stated, the parameters M , N , and Q for the single-SU prediction are set to 288, 2, and 1, respectively. The {π, A, B} parameters of the three modified HMMs for three single SUs are obtained beforehand using (14)- (16) (21) where q t is the channel state for current time slot t, and q t+X is the predicted future channel state X-slot ahead. q t is determined by the following hypothesis:
where o t is the nonquantified observation value from current time slot t, and th is a threshold. In our evaluation, all SUs use the same default value of th, and it is predetermined using all the nonquantified observation values from channel 3 since the weakest measured Wi-Fi signal comes from channel 3. th simply takes the middle between two averages: One is the average of nonquantified observation values from all "idle" slots, and the other is the average of nonquantified observation values from all "busy" slots. The 1-NN approach seems simple, but it is not easy to beat it in terms of prediction performance. The prediction performance is evaluated using two metrics: 1) probability of detection P D and 2) probability of false alarm P FA . Similar to their meanings in the case of detection, in the case of prediction, P D means the rate that a prediction approach correctly predicts the channel state when the actual channel state is "busy," whereas P FA means the rate that it fails to correctly predict the channel state when the actual channel state is "idle." Obviously, a combination of higher P D and lower P FA stands for better prediction performance.
Considerations of choosing between the "πB" method and the "AB" method for the proposed prediction approach are summarized as follows: When Y = 0, using the "AB" method can achieve a higher prediction performance with the measured Wi-Fi signals. However, in a typical case of Y > 0, the performance of the "AB" method would be degraded. On the other hand, the "πB" method is independent of Y , but its performance is slightly lower. Thus, it is recommended to use the "πB" method for the proposed prediction approach when Y > 0, and this method is employed in the following performance evaluation.
A. Performance of Single-SU Prediction
Three independent single-SU predictors of the same type run both the proposed prediction approach and the 1-NN approach. Each single-SU predictor uses one channel of measured Wi-Fi signals as its input. Figs. 14-16 show their performances. Overall, speaking at the cost of a slight increase in complexity, the proposed single-SU prediction is robust to channel conditions and outperforms the 1-NN predictor. It is also confirmed that the performance degrades fast as the prediction span increases, suggesting that the response delay is nonnegligible. 
B. Performance of Cooperative Prediction
The predicted states for the same time slot, which were output from the three independent single-SU predictors running Fig. 17 . Performance of cooperative prediction using the 1-NN prediction and 2-out-of-3 combining rule. Fig. 18 . Performance of cooperative prediction using the proposed prediction approach and the proposed soft-combining decision rule. the 1-NN approach or the proposed prediction approach, can be combined to form a joint channel state prediction, using either the m-out-of-n rule or the proposed soft-combining decision rule. Fig. 17 shows the performances of cooperative prediction using the 2-out-of-3 rule. Since n = 3 in this case, setting m to 2 yields a better overall performance. One can see that the overall performance of cooperative prediction is better than that of most of the single-SU 1-NN predictors. The performance boost is not so significant, which may be due to the limited number of SUs and the limited channel diversity in the SUs' propagation environments.
The performances of cooperative prediction using different combinations of approaches are shown in Fig. 18 . It can be observed that the overall performance of the cooperative prediction using the proposed prediction approach is better than that using the 1-NN approach. Moreover, the overall performance of cooperative prediction using the proposed soft-combining decision rule is slightly better than that using the 2-out-of-3 rule, which confirms that the proposed decision rule is effective, even for just a few SUs.
VII. CONCLUSION
The minimum response delays of USRP2 and SFF SDR DP have been measured. Response delay has been taken into account in designing strategies for channel state prediction, and the strategies have been tested using Wi-Fi signals simultaneously recorded at four locations. An approach of single-SU prediction based on modified HMM and a softcombining decision rule for cooperative prediction have been proposed and tested. Evaluation results have confirmed that the proposed single-SU prediction approach outperforms the 1-NN prediction approach, where the former asks for insignificant complexity increase, and it needs no thresholds. Cooperative prediction can be an alternative enhancement when there are a number of participant SUs, and the channel information can be shared among them. Cooperative gain can be expected if there are a large number of SUs with diverse channel qualities. However, with just three SUs in the experiment, it can be seen that the cooperative prediction helps and that the proposed softcombining decision rule outperforms the m-out-of-n rule.
For Wi-Fi signals, the measured response delays of the hardware platforms under test may be too long for realistic predictions. Many commercial systems definitely do not have such large response delays as measured with the aforementioned two platforms. What we would like to convey is that 1) the response delay exists and should not be ignored in CR, and 2) prediction has the potential to help reduce the negative impact of the response delay.
Building a CR network testbed is the goal of this paper. Although there are possibly many algorithms for prediction, what are tested and reported in this paper are relatively easy to implement. The results based on measured data can guide our future work in developing the CR network testbed.
In the future, more potential applications can be implemented on the CR network testbed, such as smart grid [17] , [39] , [40] and wireless tomography [41] , [42] .
