Model reduction for complex systems is a rather active area of research. For many real-world systems, constructing an accurate reduced model is prohibitively expensive. The main difficulty stems from the tremendous range of spatial and temporal scales present in the solution of such systems. This leads to the need to develop reduced models where, inevitably, the resolved variables do not exhibit (spatial and/or temporal) scale separation from the unresolved ones. We present a brief survey of recent results on the construction of Mori-Zwanzigreduced models for such systems. The construction is inspired by the concepts of scale dependence and renormalization which first appeared in the context of high-energy and statistical physics.
Introduction
The advent of powerful computers has enhanced our ability to study complex systems and understand their dynamics, yet there are many problems that are too complex for computer solution. The task facing the numerical analyst working on such problems is to reduce their complexity to something manageable, yet preserve, perhaps only in a statistical sense, their salient features. Atmospheric flows and, more generally, flows at very high Reynolds numbers provide a prime example of a problem where direct solution is impossible, and some simplification is needed. The representation of the solution involves activity at a range of scales which is much larger than the range of scales that can be presently (or in the foreseeable future) handled by direct numerical simulations. When the solution develops activity at a scale smaller than the smallest scale available to the simulation, the numerically computed solution becomes under-resolved. This leads to a rapid deterioration of the accuracy of the simulation. and the reason for its relative success has remained a mystery. In order to construct better reduced models, we need to incorporate dynamic information from the full system which will help us decide which of the terms appearing in the exact reduced model are the ones that are most important. In this way, we can construct an inexact but accurate reduced model by keeping the important terms and disregarding the unimportant ones.
One way to address the problem of constructing better reduced models is to embed the MZ-reduced models in a larger class of reduced models which share the same functional form as the MZ-reduced models but have different coefficients in front of the various terms that appear in the reduced models. Then, one can estimate these coefficients 'on the fly', whereas the original system of equations is still valid. 'On the fly' means that the computation of the coefficients is performed during the actual simulation of the system. One starts the simulation with the full system and uses it to estimate the appropriate values of the coefficients for the reduced model. This is done at a point in time before the full system becomes under-resolved. Exactly when this will happen is controlled by a user-specified tolerance. The coefficients are computed once and after that one switches to the simulation of the reduced model for the remaining time. 'On the fly' also means that the coefficients computed are the appropriate ones for the given initial condition. This means that, for a different initial condition, the coefficients are allowed to change.
The estimation of the coefficients is achieved by requiring that certain integral quantities (e.g. rates of change of l p norms) involving only resolved scales should acquire the same values when computed from the original system and the reduced model [20] . The constraints used to obtain the coefficients are the analogue of the 'matching conditions' used in effective field theory [21] . Note that, in our case, the constraints are time dependent and this creates an extra complication as to when is the right time to estimate the coefficients from the constraints. This is addressed through a user-specified tolerance that monitors the transfer of activity from the resolved to the unresolved scales (for more details, see §3c). In addition, the approach is the time-dependent analogue of the process of renormalization used in high-energy and condensed matter physics [22] . Before the original system ceases to be valid, one reverts to the reduced model with the various coefficients having their estimated values [20] . We have called this approach the renormalized Mori-Zwanzig (rMZ) formalism (see [20] for more details).
The Mori-Zwanzig formalism
Here, we provide a brief presentation of the MZ formalism (see [4, 11, 12] and references therein for more details).
Suppose we are given the full system
where
We have deliberately written the set of variables of the full system as the union of two sets, F and G. The reason for this is that we use the MZ formalism to construct a reduced model for the set of variables in F (called the resolved variables). The variables in G are called unresolved and are the variables of the full system which will be eliminated and accounted for by the different terms that appear in the reduced model (please see below). The system of ODEs we are asked to solve can be transformed into a system of linear PDEs. The idea behind this transformation is that, while the system (2.1) evolves a specific initial condition u 0 , the solution of the system of PDEs provides the solution for all possible initial conditions. The advantage of the PDE formulation is the linearity of the equations, which facilitates the use of projection operators (see below). After the reduction is performed on the level of the linear PDEs, one can extract the ordinary differential form of the reduced model. In particular, we have [11] 
If we project (2.5), we obtain
because PQ = 0. In addition, for the initial condition
by the same argument. Thus, the solution of (2.5) is at all times orthogonal to the range of P. We call (2. In order to proceed with the computation of the reduced model, we need to compute the Markovian term and the memory term. While the Markovian term is usually rather straightforward to compute (see §4), the memory term computation is rather involved owing to the presence of the orthogonal dynamics evolution operator e tQL . In fact, it is the presence of this operator which makes, in general, the computation of MZ-reduced models prohibitively expensive (see Chorin & Stinis [4] for a thorough discussion).
(a) A class of simplified models We want to rewrite the last expression in a way that allows controlled approximations under certain conditions. To do that, we employ the identity I = P + Q and the Baker-CampbellHausdorff (BCH) series for e −tL e tQL [23] . The BCH formula reads e −tL e tQL = e C(t,u 0 ) , where
All the higher terms involve the commutator [−tL, tQL] = −tLtQL − tQL(−tL). In addition, the last equality comes from noting that
Note that the first term in the BCH series is the operator −tPL. It is very helpful computationally if we can keep this term and discard the higher order ones because it involves only the projected dynamics (see also (2.9)). We want to examine when is the approximation C(t, u 0 ) ≈ −tPL Expansion of the operator e −tPL in Taylor series around t = 0 gives
One can obtain different simplified models by truncating the series in (2.9) after different values of j. In particular, if we omit all the terms after the first one, we obtain the t-model, which has been studied thoroughly [12, 15, 16] . Note that the representation of the memory offered by (2.9) does not involve any integrals. Thus, the resulting reduced models are differential and not integrodifferential equations. This leads to minimal storage requirements and also allows the efficient evaluation of the memory terms. The series representation of the memory term in (2.9) is based on the assumption of analyticity in time of the operator e −tPL . This assumption may be true for small t but it does not have to hold for larger t. In other words, the Taylor expansion of the operator e −tPL has, in general, only a finite radius of convergence. Insisting on using the Taylor expansion of the operator e −tPL as is for later times is dangerous and can lead to the instability of the reduced model [17] . In fact, the breakdown of the Taylor expansion of the operator e −tPL is related to the onset of underresolution on the part of the full system. This can be established by studying numerically the radius of convergence of the Taylor series, which turns out to be comparable to the time it takes for the full system to become under-resolved.
As advertised in section Introduction, we can address the instability of the MZ-reduced models by embedding the MZ models in a larger class of models which share the same functional form but may have different coefficients. These generalized MZ models are presented in the §3. 
Generalized Mori-Zwanzig models
In order to present the generalized MZ models, we need to rewrite a reduced model in an abstract way which does not make reference to any specific reduction formalism. Afterwards, we see how the MZ formalism can be generalized to fit in this framework.
(a) Reformulation of the full and reduced systems Suppose that we want to construct a reduced model for the PDE
where H is a, in general nonlinear, operator and x ∈ D ⊆ R d (the construction extends readily to the case of systems of PDEs). After spatial discretization or expansion of the solution in series, the PDE transforms into a system of ODEs. For the sake of simplicity, we restrict ourselves to the case of periodic boundary conditions, so that a Fourier expansion of the solution leads to a system of ODEs for the Fourier coefficients. To simulate the system for the Fourier coefficients, we need to truncate at some point the Fourier expansion. Let F ∪ G denote the set of Fourier modes retained in the series, where we have split the Fourier modes into two sets, F and G. We call the modes in F resolved and the modes in G unresolved. The reduced model involving only the resolved modes F will be called the reduced system and the system involving both the resolved and unresolved modes F ∪ G will be called the full system.
The main idea behind the algorithm is that the evolution of moments of the reduced set of modes, for example l p norms of the modes in F, should be the same whether computed from the full or the reduced system. This requirement will eventually allow us to compute the coefficients appearing in the reduced model (see §3c).
The full system of equations for the modes F ∪ G is given by
where u = ({u k }), k ∈ F ∪ G is the vector of Fourier coefficients of u, and R is the Fourier transform of the operator H. The system should be supplemented with an initial condition u(0) = u 0 . The vector of Fourier coefficients can be written as u = (û,ũ), whereû are the resolved modes (those in F) andũ the unresolved ones (those in G). Similarly, for the right-hand sides (RHSs), we have R(t, u) = (R(t, u),R(t, u)). Note that the RHS of the resolved modes involves both resolved and unresolved modes. In anticipation of the construction of a reduced model, we can rewrite the RHSs as
In general, when one constructs a reduced model, additional terms appear on the RHS of the equations of the reduced model (see §2 for more details). The role of these additional terms is to account for the interactions between the resolved and unresolved modes, because the unresolved modes no longer appear explicitly in the reduced model. As is standard in renormalization theory [24] , one can augment the RHSs of the equations in the full system by including such additional terms. That is accomplished by multiplying each of these additional terms by a zero coefficient. In this way, the reduced and full systems' RHSs have the same functional form. In particular, for each mode u k , k ∈ F ∪ G, we can rewrite R u(t) ), for i = 2, . . . , m are of the same functional form as the additional terms which appear in the reduced model. This is easy to do by taking a 
Correspondingly, the reduced model for the mode u k , k ∈ F is given by
with initial condition u k (0) = u 0k . We repeat that the functions R This allows one to determine the relation of the full to the reduced system by focusing on the change of the vector a (0) to a (1) . In addition, the vectors a (0) and a (1) do not have to be constant in time.
(b) Generalization of the Mori-Zwanzig models
To proceed, we need to put the MZ model given by (2.6) and (2.9) in the framework of the previous section. To do that, we set R
and R
(1)
With this identification, we have, in essence, embedded the reduced models derived through the MZ formalism in a larger class of reduced models which share the same functional form with the MZ models but which are allowed to have different coefficients. The original MZ models correspond to the coefficient vector a (1) = (1, 1, 1, . .
.).
The original MZ models may suffer from instabilities. This means that if one evolves the models their solution will blow up in finite time even though the solution of the original system does not. On the other hand, the new models can be made stable by assigning to each term in the reduced model the appropriate coefficient. The magnitude of the coefficient of a term reflects the importance of the term in the reduced model. The assignment of the proper magnitude for each coefficient is akin to the 'renormalization' of the expansion (2.9). For this reason, we have called the resulting reduced models renormalized MZ (rMZ) models.
(c) Estimation of the coefficients of the reduced model
In order to implement the generalized-reduced models, we need to estimate the vector of coefficients a (1) . In [20] , this was accomplished by requiring that the reduced model reproduces the rate of change of certain l p norms of the solution of the full system, before the full system becomes under-resolved. These l p norms are computed using only the resolved variables, because the reduced model does not have access to the values of the unresolved variables. If one uses different l p norms, one obtains a linear system of equations for the vector a (1) . As was found in [20] , possible dependencies between the different l p norms lead to difficulties in the numerical solution of the linear system of equations for a (1) .
We now discuss an alternative way to compute the coefficients of the reduced model which is based on the following observation. By construction, all the terms appearing in MZ models have the correct dimensions. This means that the coefficients appearing in front of the terms must be dimensionless. As is usually the case, dimensionless coefficients depend not only on one quantity, but also on ratios of quantities of the same dimensions. The numerical results in [20] suggest that the coefficient of the renormalized t-model exhibits a scaling law dependence on the ratio of the highest wavenumber present in the initial condition to the highest wavenumber allowed in the reduced model. Inspired by this, we have explored the possibility that the coefficients for the higher-order terms also exhibit scaling law dependencies on the same ratio. For the numerical results presented in §4, it was found that this is almost but not quite the case. The situation is more complicated but, still, the scaling law ansatz is a sound guiding principle. If we assume certain scaling laws for the coefficients, we need to have a way to compute the necessary prefactors and scaling exponents. This can be done by enforcing the agreement between the reduced and full model on the estimate of one integral quantity, e.g. the rate of change of the l 2 norm, for a collection of different resolutions. We should enforce the agreement for as many different resolutions as the total number of prefactors and scaling exponents. One then obtains a system of nonlinear algebraic equations which can be solved by standard methods (please see §4b for a concrete example).
For both ways of estimating the coefficients, it is necessary to know when is the right time to compute the coefficients. This must be done at a time before the full system becomes underresolved. A safe way to estimate such a time is by monitoring the contribution of the lowest order memory term, i.e. the t-model term, to the rate of change of the l 2 norm. Recall that the rate of change of the l 2 norm measures the transfer of mass (energy) from the resolved to the unresolved scales. We can prescribe a tolerance TOL and when the contribution of the t-model term to the rate of change of the l 2 norm exceeds TOL we can record the quantities needed in the calculation of the coefficients.
After the calculation of the coefficients for the reduced model, one can stop evolving the full system (which was bound to become under-resolved anyway) and switch to the reduced model.
An illustrative example
To illustrate the renormalized-reduced models discussed in §3b, we present here results for the one-dimensional Burgers equation. To conform with the MZ formalism, we set 
for k ∈ F ∪ G. The system (4.3) is supplemented by the initial condition u 0 = (û 0 ,ũ 0 ) = (û 0 , 0). We focus on initial conditions where the unresolved Fourier modes are set to zero. We also define L by 0k .
Note that Lu 0k = R k (u 0 ). We also need to define a projection operator P. For a function h(u 0 ) of all the variables, the projection operator we will use is defined by P(h(u)) = P(h(û 0 ,ũ 0 )) = h(û 0 , 0), i.e. it replaces the value of the unresolved variablesũ 0 in any function h(u 0 ) by zero. The choice of the projection comes from the fact that we are using Fourier expansions and initial conditions which involve only a few resolved Fourier modes. So, we choose a projection operator which sets to zero the unresolved Fourier modes, as they are also zero in the exact initial condition.
Also, we define the Markovian term
The Markovian term has the same functional form as the RHS of the full system but is restricted to a sum over only the resolved modes in F. The full system conserves the energy With the definition of P given above, we find for QLu 0k
The expression for QLu 0k contains three terms that involve at least one wavenumber in the unresolved range G. The terms in the Taylor expansion of the memory term are given by
For the jth term, we have
For equations with polynomial nonlinearities, the terms (PL) j−1 QLu 0k can be computed recursively using a construction that involves Pascal triangles. The use of a Pascal triangle for Burgers arises as follows. On the one hand, the quantity QLu 0k is quadratic in Fourier modes. On the other hand, each application of the operator PL involves a differentiation. So, the number of terms after each application of PL increases according to the coefficients of the Pascal triangle (like the coefficients in the binomial theorem) [20] . (b) Numerical results Figure 1 shows the evolution of the energy 1 2 k∈F |u k | 2 of the resolved modes computed by reduced models of different orders and the random choice method [25] . The random choice method is a shock-capturing method which operates on a grid in physical space. The solution is obtained as a sequence of approximate solutions which do not smear shocks. Solutions of local Riemann problems on the grid serve as building blocks for the approximate solution. The method is convergent for the one-dimensional Burgers equation considered here as well as more general strictly hyperbolic systems of PDEs (for more details, see [25] ).
The initial condition is u 0 (x) = sin x. This leads to the formation of a standing shock at T = 1 [26] . All the reduced models use n = 16 Fourier modes, whereas the full system has M = 32 modes. The results of the reduced models are compared with a converged solution of the random choice method with n = 4096 points. The energy of the random choice method solution was computed using only n = 16 modes. However, note that practically all the energy of the random choice method solution is concentrated in the first few Fourier modes, so even if we had computed the energy for all n = 4096 Fourier methods the results would not have changed. This is to be expected, because, for the initial condition we are using, a standing shock forms at time T = 1 and, thus, by time T = 100 the only Fourier modes having some energy left in them are the first few.
All the calculations are done in double precision. The tolerance TOL which is used to decide when it is time to switch to the reduced model is set to TOL = 10 −12 . In order to renormalize the coefficients, one needs to know what is the rate of transfer of activity from the resolved to the unresolved modes (from the modes in F to the modes in G). If this transfer is zero, then there is no meaningful information that can be used. On the other hand, if we wait too long, our calculation can become under-resolved. The parameter TOL is used to monitor how activity is transferred. It has to be larger than the precision used (double in our case) but also not too large. We have used the value TOL = 10 −12 , which allows for a few digits of accuracy when computing the renormalized coefficients. The systems of ODEs for the different reduced models were solved using the Runge-Kutta-Fehlberg method with the stepsize control tolerance set to 10 −10 [27] .
The renormalized coefficients were computed using the scaling ansatz outlined in §3c. In particular, for the highest order model considered here (third order) we need to estimate the renormalized coefficients a
3 . According to the scaling hypothesis, the renormalized coefficients should depend on a ratio of the highest Fourier mode present in the initial condition to the highest Fourier mode present in the reduced model. With this in mind, we postulated that the first coefficient is given by a N/2 − β 3 ) ). The reader may wonder about the particular choice for the scaling laws. First, the numerical difficulties with the linear system approach to determining the coefficients suggested that all the information needed is contained in the energy conservation law. However, because there are multiple coefficients there has to be some relation between the coefficients. Second, attempts along the lines of perturbative renormalization [28] suggested that the dependence is more complicated than an order-by-order expansion in a small parameter (the ratio of the highest Fourier mode present in the initial condition to the highest Fourier mode present in the reduced mode). Thus, we made a choice which retained the dependence between the different coefficients while at the same time being one of the simplest possible. Finally, the scaling hypothesis is inspired partly by the incomplete similarity concept pioneered by Barenblatt [29] .
We see that we have a total of four parameters that need to be determined, namely α, β 1 , β 2 and β 3 . To do that we used four different reduced model resolutions n = 6, 8, 10, 12 (with the corresponding full system resolutions M = 12, 16, 20, 24) and we obtained, for each resolution, one equation involving the four unknown parameters. Each one of these equations was obtained by requiring that, at the instant when the TOL is reached, the rate of change of the l 2 norm of the resolved Fourier modes computed by the full system is reproduced by the reduced model. Thus, we obtained a system of four nonlinear algebraic equations which was solved by Newton's method (converged to double precision within a few iterations). The values we found were α = 1.532, β 1 = 0.452, β 2 = −0.661 and β 3 = 0.728. Note that the numerical results we have presented in figure 1 are for n = 16. In order to obtain the values of the coefficients for n = 16, we used the estimated scaling laws.
As shown in figure 1 , the renormalized MZ models of first and second order give practically the same results as the t-model. However, the energy evolution predicted by the third-order model is practically identical to the correct energy evolution of the resolved modes predicted by the random choice method. Note that what we have obtained is a reduced model that is constructed directly in Fourier space, that is based solely on the MZ formalism, that does not assume time-scale separation and thus allows for long memory effects, that is stable and that is accurate in predicting the energy decay rate of a singular solution.
Conclusion
The construction of reduced models for systems exhibiting absence of time-and/or lengthscale separation is a difficult task. The difficulty stems from the fact that the absence of scale separation leads to long memory effects. The accurate representation of long memory effects can be computationally expensive and can also lead to reduced models which are themselves expensive to integrate.
The MZ formalism offers the ability to construct reduced models of arbitrary precision. However, the construction of reduced models based on the original MZ formalism can be quite expensive to obtain and implement. In addition, the reduced models may be unstable [17] . The generalized MZ models which were briefly presented in this article can alleviate these difficulties. To accomplish that one needs to incorporate dynamic information from the evolution of the full system. This additional information allows one to compute the necessary coefficients appearing in the generalized models. This procedure is akin to the renormalization procedure developed first in the context of high-energy and statistical physics [28] . We have presented numerical results for the one-dimensional Burgers equation, which is a standard test case for the development of reliable reduced models. The construction presented here can be straightforwardly extended (at least for the case of spectral methods) to physically relevant systems such as the Navier-Stokes equations (see [20] for an application to the three-dimensional Euler equations of incompressible fluid flow).
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