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ABSTRACT
In this thesis, a joint optimal method for clean speech estimation and ASR
in a mismatched condition will be described with a uniﬁed speech model
under a generalized expectation maximization (GEM) scheme. From this
perspective, multi-microphone optimal speech estimation can be interpreted
as pre-processing to increase reliability of feature components before the ac-
tual speech recognition or model based speech estimation is performed. Also,
ideal binary mask (IBM) estimation from the context of the statistical model
for ASR can be regarded as an initialization step to exclude the unreliable
portion for ASR and to increase the estimation accuracy based only on the
reliable components and trained speech process model.
Optimal multi-microphone speech processing is performed in the short-
time Fourier transform (STFT) domain, since the atomic speech information
can be meaningfully represented with a series of 10 to 30 ms short frames.
Convolution in the time domain is formulated as ﬁltering via a feed-forward
network in the STFT domain, and is shown to be an appropriate representa-
tion under the overlap-add framework. With this structure in mind, suﬃcient
statistics for estimating target speech from the multi-microphone measure-
ments are formulated, and realistic relaxations for them are discussed since
we need to estimate not only the target speech information but also the
room impulse responses (RIRs), which have unavoidable uncertainty due to
the movement of speakers.
Firstly, reverberant speech mixture separation with typical background
noise is tackled. Standard adaptive independent component analysis (ICA)
implemented with the natural gradient method is extended into the STFT
domain with regularized feed-forward ICA (RFFICA) and post-processing
based on direction-per-frequency. This method showed up to almost an order
of magnitude performance improvement (29 dB in C-weighting) compared
with the state of the art methods.
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Secondly, we try to update the ﬁlters fast enough, with a smaller amount of
measured data sharing the same directional information about target and in-
terference location. Expectation maximization beamforming (EMB) followed
by minimum mean squared error (MMSE) post-ﬁltering is proposed to re-
duce the number of ﬁlter taps to update. Because we can obtain generative
model based information about the target speech presence probability per
each frequency bin and per each frame with enhanced robust DOA estima-
tion capability, EMB can also be used to replace the direction-per-frequency
based post-processing, which has been applied independently after RFFICA.
Thirdly, the DOA only based beamforming is extended to early response
based beamforming. We estimate the RIRs from target and interference
speech given the robust estimation on DOAs and construct linearly con-
strained minimum variance (LCMV) beamforming, which can be easily ex-
tended with the EMB framework. Because we perform a two-step approach,
estimating RIR ﬁrst and applying a demixing ﬁlter, without introducing
more taps in the frame for adaptation purposes, we can have good demixing
or dereverberation results.
Finally, IBM estimation and ASR are jointly formulated under a GEM
framework. Even with the optimal front-end pre-processing, there always
exists a mismatched portion with the statistical speech process model which
is going to be used for ASR. Therefore, identifying the corrupted portions
and removing them in ASR from the perspective of ASR itself is a neces-
sary procedure. The cepstral domain ASR models are transformed into the
spectral domain without loss of information through the global tying pro-
cess. The proposed algorithm achieved much higher absolute ASR accuracy,
ranging from 14.69% at 0 dB signal-to-noise ratio (SNR) to 40.10% at 15 dB
SNR, than a normal ASR method with an optimal front-end processing in a
highly non-stationary mismatch environment.
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CHAPTER 1
INTRODUCTION
Speech communication is easily degraded by mismatch between a favorable
and a realistic acoustic quality above certain allowable thresholds. The mis-
match may come from environmental conditions such as the existence of
interference speech, reverberation, and background noise. It may also come
from non-environmental sources such as speaker dependent accents, espe-
cially in the case of people using a target language, which is not their mother
tongue. Note that the source of the mismatch is necessarily neither sta-
tionary nor expected. Figure 1.1 shows a simpliﬁed diagram of the possible
mismatch circumstances.
Although humans are naturally trained to defeat the mismatched circum-
stances, there surely exist practical limits on achieving reasonable decoding
accuracy. In the case of hearing impaired people, the dependency on the
mismatch is much more critical. It is also true that better-matched speech
causes less fatigue, regardless of impairment. The dependence of automatic
speech recognition (ASR) on the degree of mismatch is also critical. There-
fore, speech processing to mitigate or even eliminate the mismatch has been
a very active research topic not only for human-to-human interaction but
also for ASR.
Methods to solve the mismatch problem have progressed in parallel de-
pending on the application purpose. For human-to-human communication,
the problem has been cast into an optimal estimation problem where the
aim is to recover the most probable target speech signal with fewer unnatu-
ral side eﬀects such as musical noise. Depending on the nature of the mis-
match condition, diﬀerently named techniques have been proposed: source
separation [1–4], de-reverberation [5–7], and de-noising or speech enhance-
ment [8–12]. In fact, in a real acoustic environment, those methods should
be combined optimally.
For robust ASR, we can simply use the optimally estimated speech to ob-
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Figure 1.1: Simpliﬁed diagram for computer assisted speech communication.
tain feature vectors such as the mel-frequency cepstral coeﬃcient (MFCC) [13]
or perceptual linear prediction (PLP) [14]. We are also able to adapt or mod-
ify HMMs to explain the feature contamination or model mismatch with a
small number of parameters, under the assumption that the mismatch con-
dition is stationary enough so that the parameters can be trained [15, 16].
Recently, missing data theory has been applied to both approaches: the op-
timal estimation is rephrased as “imputation” [17], and model adaptation is
supplemented with marginalization over missing feature components [18].
The clean speech estimation problem and robust speech recognition prob-
lem have been combined, usually in a straightforward way:
1. Simpliﬁed statistical modeling of the speech process.
2. Clean speech estimation based on 1), which is called “front-end pro-
cessing” if ASR is the ﬁnal destination.
3. Speech recognition using the clean speech estimation, or only the re-
liable portion of observed speech based on more complicated speech
process modeling such as the hidden Markov model (HMM).
The key idea of this thesis work started from this simple discrepancy between
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the statistical models of speech for speech estimation and speech recognition.
In this thesis, a joint optimal method for clean speech estimation and robust
ASR in a mismatched condition will be derived based on a generalized ex-
pectation maximization (GEM) scheme [19]. The following questions will be
addressed.
• How can we estimate the speech signal as optimally as possible in the
adversely mismatched environment?
• How can we use the optimally estimated speech in ASR with the same
statistical model of the speech process?
• How can we use a more complicated statistical speech model, typical
of ASR, for speech estimation purposes?
• How can we actually jointly optimize the performance in both contexts,
speech estimation and ASR?
1.1 Graphical model for joint optimization of
distortionless speech estimation and ASR
Figure 1.2 shows a graphical model representation for ASR and ideal binary
mask (IBM) estimation. Inside the dotted box corresponds to the typical
HMM based ASR [20]. To take the mismatch into consideration, the IBM
part has been added. With perfect estimation of IBM [21], we can per-
form ASR with reliable feature components only [18]. Similarly, with perfect
knowledge of the utterance, we can estimate the missing part in support of
the reliable components [17]. To fulﬁll those two diﬀerent objectives in a
jointly optimal manner, a GEM algorithm is proposed as follows.
The missing speech estimation problem is cast into a maximum likelihood
estimation given the reliable speech parts.
ˆOm(1 : T ) = argmax
Om(1:T )
log p
(
Or(1 : T )| Om(1 : T )
)
, (1.1)
where ˆOm(t) is an estimated missing part, Or(t) is the reliable portion, and
t = 1, 2, · · · , T where T is total number of frames. Estimation of ˆOm can
3
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Figure 1.2: Graphical model representation for ASR and ideal binary mask
estimation: qt is a state in a given model, O(t) is an observation vector or
feature vector, and OL(t) is a binary mask vector of reliability for each
component of OL(t).
be reformulated into a GEM problem, considering the model for ASR as a
latent variable.
ˆOm(1 : T ) = argmax
Om(1:T )
Q( Om(1 : T ), Om(1 : T )
0), (1.2)
where Om(1 : T )
0 corresponds to the previous estimate and
Q( Om(1 : T ), Om(1 : T )
0)
= Ep(C| Or(1:T ), Om(1:T )0)
[
log p( Or(1 : T ), C| Om(1 : T ))
]
=
∑
C∈C
p(C| Or(1 : T ), Om(1 : T )0)
· log p( Or(1 : T )|C, Om(1 : T ))p(C| Om(1 : T ))
∼
∑
C∈C
p(C| Or(1 : T ), Om(1 : T )0)
· log p( Or(1 : T )|C, Om(1 : T )), (1.3)
where C ∈ C represents an utterance model in the space of all possible
models, e.g. a single digit model among all possible digit models.
In the maximization step, we need to solve the following equation to esti-
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mate ˆOm(t).
0 =
∂
∂ Om(t)
∑
C∈C
p(C| Or(1 : T ), Om(1 : T )0)
·
∑
q∈q
[∑
q′∈q
αt−1(q′|C, Or(1 : t− 1), Om(1 : t− 1)0)p(q|q′)
]
(1.4)
· βt(q|C, Or(t+ 1 : T ), Om(t+ 1 : T )0) log p( Or(t)| Om(t), C, q),
where αt(q) and βt(q) are the conventional forward and backward variables at
time t and state q [22]. Under the Gaussian mixture model (GMM) modeling
of the likelihood, the following is the solution of (1.4).
ˆOm(t) ≈
∑
C∈C
p(C| Or(1 : T ), Om(1 : T )0)
·
∑
q∈q
[∑
q′∈q
αt−1(q′|C, Or(1 : t− 1), Om(1 : t− 1)0)p(q|q′)
]
(1.5)
· βt(q|C, Or(t + 1 : T ), Om(t + 1 : T )0)E[ Om(t)| Or(t), C, q].
After the iteration, we do not need to adhere to the initial IBM labeling
about the reliability, because we can re-estimate each feature component
given the estimate of the remaining portion. After the convergence, we can
use the estimated gain to adjust the level of the pre-processed speech: this
is more like a mel-ﬁlter bank graphical equalization using an utterance spe-
ciﬁc HMM. Note that GEM guarantees a local maximum; therefore, a good
initial estimate of the IBM is very important. Also, it is obvious that more
reliable features are better. Therefore, various optimal multi-microphone
based speech processing methods are proposed to provide better opportuni-
ties to get more reliable components. After obtaining optimally estimated
speech, the remaining part is to have optimal estimation of IBM to minimize
the negative inﬂuence due to unavoidable mismatched components even af-
ter the optimal pre-processing. A speech decoder oriented IBM estimation
method is proposed to optimally estimate the mask from the perspective of
ASR. We can employ the trained speech process model using HMM struc-
ture and the location of speech source information to support the estimation
as well. Given the best speech and IBM estimate, we can expect (1.5) will
produce the best solution near the global optimum.
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1.2 Multi-microphone based speech estimation in an
adverse environment
1.2.1 Problem Formulation
The observed signal of yi(t) and i = 1, 2, · · · , Nmic, where Nmic is the total
number of microphones, is given by
yi(t) =
NS∑
j=1
hi,j(t) ∗ sj(t) + ni(t), (1.6)
where hi,j are the RIR from the j
th source speaker to the ith microphone,
sj(t) is the j
th source speech signal, ∗ denotes convolution, and ni is the noise
signal measured by the ith microphone. The frequency domain representation
of (1.6) is given by
Yi(e
jω) =
NS∑
j=1
Hi,j(e
jω)Sj(e
jω) + Ni(e
jω), (1.7)
where Yi(e
jω), Hi,j(e
jω), Sj(e
jω), and Ni(e
jω) denote the spectral component
of yi(t), hi,j(t), sj(t), and ni(t), respectively, and NS represents the number
of speech sources. However, with the fact that speech processing is normally
performed in the short-time Fourier transform (STFT) domain in mind [23],
note that in fact this representation only holds properly when the window
length is much larger than the whole room reverberation time. If it is not
suﬃciently long, Yi(e
jω) is not a function of only the current frame Sj(e
jω)
but needs to include the eﬀects of the previous frames. Therefore, we modify
(1.7) into a STFT domain representation:
Yi(k) =
NS∑
j=1
NH−1∑
l=0
H li,j(k)S
·−l
j (k) + Ni(k), (1.8)
where H li,j(k) represents the k
th bin of the lth frame STFT response of the
original hi,j(t), S
·−l
j (k) represents the k
th bin of l frames before the current
frame Sj(k), and NH is the number of frames to cover the whole impulse
response. The proof, that (1.8) is a precise STFT representation with longer
RIR than the frame length, is given in Appendix C in the context of overlap
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addition [23]. Equation (1.8) can be written conveniently as
Y =
NH−1∑
l=0
HlS ·−l + N, (1.9)
where Y = [Y1 · · ·YNmic]T , S ·−l = [S ·−l1 · · ·S ·−lNS ]T , N = [N1 · · ·NNmic ]T , and
Hl =
⎡⎢⎢⎢⎢⎣
H l1,1 H
l
1,2 · · · H l1,NS
H l2,1 H
l
2,2 · · · H l2,NS
...
...
. . .
...
H lNmic,1 H
l
Nmic,2
· · · H lNmic,NS
⎤⎥⎥⎥⎥⎦
=
[
H l1
H l2 · · · H lNS
]
.
Since we can assume that Ni(k) is a zero mean circularly symmetric com-
plex Gaussian random variable independent of S(k′) and Ni(k′) for k′ = k,
“k” is omitted for readability. Note that (1.9) holds for every speciﬁc fre-
quency bin. We can also assume that N is a zero mean circularly symmetric
complex Gaussian random vector [24] with the spectral covariance matrix
Rn = E[ N N
H ]. These assumptions about the source and noise signals give
the posterior probability density function (PDF).
p(Y |S, S ·−1, · · · , S ·−(NH−1),H0,H1, · · · ,HNH−1)
=
1
πNdet(Rn)
e−(
Y−∑NH−1l=0 Hl S·−l)HR−1n (Y−∑NH−1l=0 Hl S·−l), (1.10)
where superscript H means conjugate transpose. Note a couple of facts:
• To model a noise vector following circularly symmetric complex Gaus-
sian, we assume the relation matrix C = E[ N NT ] [24], which is a
common assumption [9, 25], but we need to be aware that in fact this
is a rather strong assumption.
• Hl is not easily obtainable; therefore, we will estimate it in a blind and
adaptive manner.
• The number of sources NS is not necessarily the same as the number
of microphones Nmic.
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Given the problem formulation and statistical modeling as in (1.10), our
main objective is to estimate the current frame source speech vector S, or
some of them in an optimal manner with some reasonable manipulation of the
ambiguous room impulse response, which will be addressed in the subsequent
chapters.
1.2.2 Suﬃcient Statistic for Multi-Microphone Speech
Balan and Rosca [25] introduced a suﬃcient statistic approach to get a
one-microphone summary of Y using the Fisher-Neyman factorization theo-
rem [26] under the assumption of only one speech source and the frequency
representation of (1.7). Obtaining a suﬃcient statistic is important in the
sense that multi-dimensional manipulation is not needed after having the
one-microphone summary. Also, this leads to the minimum variance un-
biased (or minimum mean squared error (MMSE)) estimator of the target
speech according to the Rao-Blackwell theorem [26]. In this thesis, the suﬃ-
cient statistic is generalized to deal with multiple target sources in a STFT
domain representation as in (1.8).
Because the Gaussian PDF is a member of an exponential family, (1.10)
can be factored as
p(Y |S, · · · , S ·−(NH−1),H0, · · · ,HNH−1)
= C(S, · · · , S ·−(NH−1))
· exp
(
NS∑
j=1
NH−1∑
l=0
S ·−lj
∗ H lj
H
R−1n Y + (S
·−l
j
∗ H lj
H
R−1n Y )
∗
)
h(Y )
= gS1(T H01
(S1)) · · · g·−(NH−1)S1 (T HNH−11 (S
·−(NH−1)
1 ))
· gS2(T H01 (S2)) · · · gS·−(NH−1)2 (T HNH−12 (S
·−(NH−1)
2 ))
· · ·
· gSNS (T H01 (SNS)) · · · gS·−(NH−1)NS (T HNH−1NS (S
·−(NH−1)
NS
))h(Y ), (1.11)
where C, g, and h are arbitrary functions, and
T Hlj
(S ·−lj ) =
H lj
H
R−1n Y
H lj
H
R−1n H
l
j
. (1.12)
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Note that T Hlj
(S ·−lj ) is the maximum likelihood estimate of S
·−l
j , obtained by
taking the derivative of the log likelihood function (1.10) with respect to S ·−lj
and setting it to zero.
0 =
∂ log p(Y |S, · · · , S ·−(NH−1))
∂S ·−lj
(1.13)
= H lj
H
R−1n Y − H lj
H
R−1n
H ljS + (
H lj
H
R−1n Y − H lj
H
R−1n
H ljS)
H .
The Fisher-Neyman factorization theorem observes that, given (1.11),
p(S ·−lj |Y , H lj) = p(S ·−lj |T Hlj(Y )). (1.14)
Therefore, for any function z(S)
p(z(S ·−lj )|Y , H lj) = p(z(S ·−lj )|T Hlj (Y )), (1.15)
and
E[z(S ·−lj )|Y , H lj] = E[z(S ·−lj )|T Hlj(Y )]. (1.16)
Note a couple of important points:
• Again, (1.15) assumes that we know Hl. How can we relax this as-
sumption in such a way that we minimize the loss of optimality?
• We have overlapped observation vectors to estimate a speciﬁc frame of
speech, because the current observation vector is composed not only
of the current speech frame but also the previous frames via the re-
verberation process as in (1.9). If we introduce a suﬃcient statistic
for the observation vector m frame before the current frame Y ·−m as
T ·−mHlj
(S ·−lj ), then
T ·−mHlj
(S ·−lj ) ≈ T H(l+m)j (S
·−(l+m)
j ), (1.17)
where m ≤ NH − 1 − l. Therefore, we can take the previous observa-
tion frames into consideration along with modeling delay to estimate
the speech source as in the case of time domain deconvolution [27].
The Appendix B derives a suﬃcient statistic by taking the series of
observation frames into account.
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In this thesis, various multi-microphone based MMSE optimal speech es-
timation methods that depend on relaxation direction are discussed.
• Regularized feed-forward independent component analysis (ICA) with
post-processing based on direction information is introduced in Chap-
ter 3. In this method, instead of relying on an indirect method, esti-
mation of Hl followed by estimation of S ·−lj , we directly estimate S
·−l
j
through learning the demixing matrix Wl, which is assumed to be the
re-framed STFT representation of the inverse of RIR.
• Joint estimation of direction of arrival (DOA) and speech based on
expectation maximization (EM) beamforming is introduced in Chap-
ter 4. In this method, DOA is assumed to be the only signiﬁcant RIR
so that it can be tracked with much less observation data that share
the same DOAs for the target and interference speech. Note that we
limit the number of frames NH as 1, and the suﬃcient statistic, which
produces a maximum likelihood estimate of the target speech, is imple-
mented under EM formulation so that a generative model based speech
estimation can improve the DOA estimation as well.
• Multipath generalized sidelobe canceller (GSC) based iterative blind
estimation of distinct early room impulse response (RIR) and sequential
MVDR beamforming is introduced in Chapter 5. In this method, the
DOA estimation is extended to include dominant reﬂection paths from
the target and interference speech source positions so that the suﬃcient
statistic includes not only the direct path with DOA but also signiﬁcant
reﬂection paths.
• EM formulation based on modeling of the remaining RIR as a random
variable is introduced in Chapter 5. In this method, the suﬃcient
statistic is updated in the process of expectation by regarding the RIR
as a latent variable.
1.3 Decoder oriented IBM estimation
With the multi-microphone optimal processing introduced in this thesis, a
realizable suﬃcient statistic can be obtained, which means we have an equiv-
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Decoder oriented optimal 
missing feature classification
ASR with dynamic decoder
Enhanced speech
Decoded word lattice
p(C|O (1:T), OL (1:T)0)
Generalized expectation-
maximization (GEM) 
algorithm
OL (1:T)
Figure 1.3: Block diagram for decoder oriented IBM estimation procedure.
alent one-channel summary for not only speech estimation but also ASR.
Decoder oriented ideal binary mask (IBM) estimation is introduced in Chap-
ter 6. In this method, according to (1.15), multi-microphone IBM estimation
can be formulated with single-channel IBM estimation with the suﬃcient
statistic. However, there may still exist unresolved mismatch. This portion
of speech will be regarded as “missing” through the decoder oriented IBM
estimation process. Since the IBM estimation is performed with the goal of
increasing ASR performance, the newly proposed method does not need any
assumptions about the mismatch statistic and can deal with even unseen,
unexpected types of mismatch. Also, to solve the joint optimization prob-
lem (1.2), it is crucial to have the good IBM estimation, so that in the ﬁrst
iteration we can only rely on the reliable portion to estimate the missing
portion.
Figure 1.3 shows a conceptual block diagram for the proposed method.
Features are labeled as “missing” if doing so increases ASR performance;
at the same time, ASR is performed aiming to increase the accuracy of the
missingness label. The IBM estimation produces an estimated binary mask
vector sequence (EBMVS),
ˆOL(1 : T ) = argmax
OL(1:T )
log p
(
O(1 : T )| OL(1 : T )
)
, (1.18)
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where OL(t, f) ∈ {0, 1} according to 1 is for reliable feature, 0 is for unreliable
feature, the frame index t = 1, 2, · · · , T where T is the total number of
frames, the feature index f = 1, 2, · · · , F where F is the total number of
features. Estimation of ˆOL(1 : T ) can be reformulated into a GEM problem,
considering the EBMVS as a parameter to estimate and the model for ASR
as a latent variable.
ˆOL(1 : T ) = argmax
OL(1:T )
Q( OL(1 : T ), OL(1 : T )
0), (1.19)
where
Q( OL(1 : T ), OL(1 : T )
0) (1.20)
= Ep(C| O(1:T ), OL(1:T )0)
[
log p( O(1 : T ), C| OL(1 : T ))
]
.
In the maximization step, we need to solve the following equation to estimate
ˆOL(t, f).
OˆL(t, f)
= argmax
OL(t,f)∈{0,1}
NC∑
i=1
p(Ci| O(1 : T ), OL(1 : T )0)
·
∑
q
[∑
q′
αt−1(q′|Ci, O(1 : t− 1), OL(1 : t− 1)0)p(q|q′)
]
· βt(q|Ci, O(t+ 1 : T ), OL(t+ 1 : T )0) (1.21)
· log p( O(t)|OL(t, f), OL(t,¬f) = OL(t,¬f)0, Ci, q),
where Ci represents an utterance, and NC is the total number of utterance
models, OL(t,¬f) represents OL(t) excluding OL(t, f), OL(1 : T )0 is the
estimate of EBMVS at previous iteration, and αt(q) and βt(q) are the con-
ventional forward and backward variables at time t and state q [22].
1.4 Thesis organization
This thesis derives and tests the methods that have been introduced in Chap-
ter 1, in the same order as they were introduced, except that the joint opti-
mization of ASR and speech estimation will be dealt with last, because all
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the preceeding chapters can be regarded as pre-processing or initialization for
that problem. In Chapter 2, background will be provided, which includes im-
portant concepts of sound capture using microphone arrays, array processing,
source separation, de-reverberation, de-noising, and robust speech recogni-
tion. Chapter 3 presents a reverberant source separation method, where the
reported signal-to-interference ratio (SIR) is almost an order of magnitude
higher than the state of the art in a conventional setup (wide angle and short
distance between speaker and microphones). Chapter 4 describes a joint es-
timation of speech and DOA based on an expectation maximization algo-
rithm newly named “EM beamforming” with a probabilistic representation
of the DOA per each frequency bin. In Chapter 5, the DOA consideration
is expanded to the distinct early RIR estimation problem, if any, via an it-
erative method of system (RIR) identiﬁcation and speech source estimation
in a multi-path GSC setup. The remaining indistinct response is modeled
as a random variable with the justiﬁcation of more modal overlapping in
the higher frequency range; a multi-microphone EM algorithm is derived to
compensate for this statistical response part. Chapter 6 presents a hidden
Markov model (HMM) based decoder oriented IBM estimation method. Af-
ter convergence, since the IBM is estimated in the direction of increasing
ASR performance, we can notice that it provides much better word recog-
nition accuracy, especially in a very non-stationary background noise (e.g.
dance music) situation. The proposed algorithm achieved word error rate
reductions of 14.69% at 0 dB SNR and 40.10% at 15 dB SNR compared to
a normal ASR method with optimal front-end processing. Chapter 7 con-
cludes the thesis with a summary of the proposed methods, and the original
joint optimization problem will be re-envisioned with a discussion about the
direction of future work.
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CHAPTER 2
BACKGROUND
In this chapter, important concepts and methods closely related to the main
objectives of this thesis are addressed and reinterpreted.
2.1 Multi-microphone sound capturing and processing
Microphone array sound capturing provides another dimension (the “spatial
domain”) compared with single microphone sound capturing, which means
we can localize sources by focusing on the desired direction. Figure 2.1 shows
the propagation of an impulse sound in the time domain across a linear array
of eight electret condenser microphones with a three-dimensional plot. The
diameter of each microphone was 6 mm. The actual array can be seen in
Figure 2.2. We can visually conﬁrm the same amount of time delay sd in
samples between microphones, which is actually expected to be calculated
according to the following equation:
sd =
d · sin θ
c
· fs, (2.1)
where, e.g. if d = 37.95 mm, θ = 60◦, and c = 340 m/s, then sd = 4.64
sample with sampling rate of fs = 48 kHz.
Given the direction information on the target source, we can adjust the
inter-delay among the microphone channels to produce a constructive or de-
structive summation. In the time domain multi-microphone representations,
the angle resolution for beamforming is limited by the sampling rate fs be-
cause the sample delay is bounded by the following equation:
|sd| ≤ d
c
· fs, (2.2)
which also determines the angle resolutions. For example, with fs = 16
14
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Figure 2.1: Propagation of an impulse sound in the time domain across a
linear array of eight electret condenser microphones with incident angle of
60◦.
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Figure 2.2: Impulse response measurement setup: mouth simulator (B&K
Type 4227), a linear microphone array with a penny in the center, and
eight channel self-made pre-ampliﬁer (circuit diagram and interior are
shown in Appendix D.)
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kHz, sd ≤ 1.79; therefore, in this case only three diﬀerent angles (−34.05◦,
0◦, and 34.05◦) can be evaluated in an 180◦ angle span. However, with a
frequency domain approach, this restriction is relaxed, because non-integer
delay can be evaluated by applying exp(−j2π k
N
·sd) in the frequency domain,
where N is the total number of samples for discrete Fourier transform (DFT)
and k = 	−N
2

, · · · , N
2
 − 1, or sinc(· − sd) in the time domain with the
consideration on circular shift due to the circular convolution of length N .
Note that we need to sample in the frequency domain as well as in the time
domain to apply DFT; therefore, the accuracy of non-integer delay is limited
not only by the interpolation function, e.g. sinc function [28], but also the
truncation and circular convolution due to DFT.
The distance between microphones is related to the lowest frequency range
and the highest frequency range as well. To have better spatial resolution,
longer distances compared to wavelength can be preferred. Without proper
manipulation to reduce inter-channel correlation due to the background noise
and reverberation, the array gain becomes lower in the lower frequency range.
However, note also that the greater distance between microphones limits the
high-frequency range because of spatial aliasing, called grating lobes, which
is determined by the following equation [29]:
fc =
c
2d
. (2.3)
At frequency fc, the wavelength is twice the distance between microphone.
If the search range is from θ1 = −90◦ to θ2 = 90◦, then with delay of T/2,
where the period T = 1
fc
, the wave coming from left or right can be summed
to be constructive; therefore, two main lobes are visible in the 180◦ angle
span. Above fc, two or more main lobes are produced. Figure 2.3 shows
a conceptual explanation of this mechanism with −90◦ to 90◦ search range.
Note that by decreasing the search angle [θ1 θ2] as in (2.4), the spatial aliasing
eﬀect can be avoided at higher frequency for the purpose of DOA estimation
[30].
fc =
c
2d · (sin(θ1)− sin(θ2)) . (2.4)
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at t = 0
at t = T/2 coming 
from the right
at t = T/2 coming 
from the left
mics
Figure 2.3: Illustration of double main lobes at −90◦ and 90◦ with fc:
inter-microphone delay T
2
corresponds to −90◦ and 90◦ incident angles,
which has the same phase and can be summed to be constructive. Note that
−90◦ and 90◦ incident angles produces the largest inter-microphone delay.
2.1.1 Beamforming
Without background noise and reverberation, all we need to beamform us-
ing a perfectly matched microphone array is “delay and sum” with proper
information on the direction of arrival (DOA). However, because of the back-
ground noise, we need to compensate for the eﬀect of noise, and this can be
formulated as minimum variance distortionless response (MVDR) beamform-
ing:
argmin
W
WHRn W subject to W
H D = 1, (2.5)
where D is a steering vector toward the target direction, Rn is a noise covari-
ance matrix, and WH is a beamforming weight vector for multi-microphone
input vector Y . Often the noise-only covariance Rn is replaced by R, which is
the covariance matrix of the input vector (signal plus noise). The beamformer
with R is known as the minimum power distortionless response (MPDR). In
fact, R should also be estimated and the sample covariance matrix can nor-
mally be used [31]. To prevent instability due to the DOA mismatch, a
regularization term can be added to the sample covariance matrix, which
is called “diagonal loading” [31]. The actual MPDR beamformer in the
frequency domain can be described as
WH =
DH [R+ λI]−1
DH [R+ λI]−1 D
, (2.6)
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where λ is the regularization term for diagonal loading. In fact, the diago-
nal loading is more important in the low-frequency range, where coherence
becomes close to one such that R becomes more ill-conditioned. Coherence
of diﬀuse noise is known to follow the equation given below [32]:
Γ(kd) = sinc
(
2πfd
c
)
, (2.7)
where as frequency f becomes close to 0, Γ becomes close to 1. Due to the
uncorrelated self-noise produced by microphone or pre-ampliﬁer, without the
regularization, unnecessary self-noise boosting may happen.
2.1.2 DOA estimation
Robust estimation of DOA is one of the important parts of array processing.
Estimation of DOA can be the pre-processing for beamforming as in (2.5),
and it can be a main objective in the area of source tracking, e.g. naviga-
tion systems, and speaker tracking can also be a useful tool for smart room
applications [33].
There are several well-established methods in the STFT domain. An over-
all review of them is given in [34]. In the frequency domain, we can estimate
DOA with ﬁner angle resolution with a relatively lower sampling rate. How-
ever, if the computation power is aﬀordable, a higher sampling rate is better,
since we cannot avoid problems from interpolation between integer samples.
The simplest method, which is also fast, of estimating DOA by estimating
the inter-delay td between the microphone pair is based on the weighted
cross-correlation, called GCC-PHAT [35]:
td = argmin
t∈(tl,tr)
N
2
−1∑
k=−N
2
	
Y1(k)Y2(k)
∗
|Y1(k)Y2(k)∗| · e
j2π k
N
t. (2.8)
Note that td will be obtained considering all frequency bins with the weight-
ing function 1|Y1(k)Y2(k)∗| , which actually normalizes the magnitude responses
so that the cross-correlation of all the frequency bins is obtained only by con-
sidering phase diﬀerence with the same weighting. Therefore, we need to be
careful when we use this method in a high-noise or reverberant environment.
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We may use a diﬀerent way of implementing GCC-PHAT:
td = argmin
t∈(tl ,tr)
N−1∑
k=0
Y1(k)Y2(k)
∗
|Y1(k)Y2(k)∗| ·Kernelt(k), (2.9)
where
Kernelt(k) =
N−1∑
n=0
sinc(n+ t[0 N−1])e−j2π
k
N
n, (2.10)
where
t[0 N−1] =
{
t t ≤ 0
t−N t > 0 . (2.11)
Figure 2.4(a) based on (2.9) shows the non-integer delay estimation result
with the angle span of 20◦ of target DOA at 32◦. Note the broad pattern
on the cross-correlation around the target angle span with the GCC-PHAT
based method.
Another category of DOA estimation is based on beamforming by searching
for a maximum power producing angle. Among these methods, a direction
ﬁnding based method called “multiple signal classiﬁcation” (MUSIC) [36] per
each frequency bin k and per each DOA θ can be formulated as follows:
P (k, θ) =
1
||UHN dk,θ||2
=
1
dHk,θ(
UN U
H
N )
dk,θ
=
1
dHk,θ(I− US UHS )
, (2.12)
where
dk,θ = e
−j2π k
N
Δ, (2.13)
and where Δ = [··· −3d/2 −d/2 d/2 3d/2 ··· ] sin θ
c
in the case of a linear array with
distance d between microphones. The vectors US and UN are the signal
and noise subspace obtained from the sample covariance matrix per each
frequency bin [31, 37]:
Rˆk =
1
M
M∑
m=1
YkY
H
k
= [US |UN ]Λ[US|UN ]H , (2.14)
20
0100
200
300
400
500
20
22
24
26
28
30
32
34
36
38
40
0
500
 
Frame
Angle (°)
 
Am
pl
id
ue
50
100
150
200
250
300
350
400
(a)
0
50
100
150
200
250
300
350
400
450
20
22
24
26
28
30
32
34
36
38
40
0
0.5
1
 
FrameAngle (°)
 
Am
pl
id
ue
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
0.6
0.65
(b)
Figure 2.4: Direction of arrival estimation result (target speech spoken at
32◦ up to 300 frames, interference speech was at −32◦ during all frames) (a)
sinc function applied GCC-PHAT based DOA estimation with pair of
microphones at distance 0.076 m, (b) MUSIC based DOA estimation
(8-microphones linear array with 0.03795 m inter-distance).
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where Λ is a diagonal matrix with real value due to the fact that Rˆk is Her-
mitian by spectral theorem [37]. Figure 2.4(b) shows the DOA estimation
result using an eight-microphone linear array, the maximum of which corre-
sponds to the designated DOA as in Figure 2.4(a). However, note that due
to the existence of a strong interference speaker (male) possibly dominating
certain frequency bins more than the target speaker (female), neither MUSIC
nor GCC-PHAT can produce the same DOA estimate during all the target
speech active frames, even with the reduced search angle around the target
angle. This issue will be explored in Chapter 4.
2.1.3 Independent component analysis (ICA)
Independent component analysis (ICA) has been a popular tool for blind
source separation based on the higher-order independence assumption among
the original sources before the mixing process [2,3]. From the perspective of
the original information-maximization (INFOMAX) approach [38], the goal
is to recover the source signal at each time instance by maximizing the mutual
independence of the nonlinear mapping from the demixed outputs. Maximiz-
ing the mutual independence is equivalent to maximization of entropy H(U)
and is also shown to be equivalent to minimization of the Kullback-Leibler
divergence between the joint probability of U and the product of probability
of each component of U [2]
D(p(U)||p(U1)p(U2) · · · p(UNmic)). (2.15)
Figure 2.5 shows a conceptual diagram of blind source separation via ICA.
The nonlinear mapping has the form of the cumulative density function
(CDF) of the source signal so that after convergence (the output of non-
linear mapping follows the uniform probability density function (PDF)) the
PDF of the source signal follows the derivative of the nonlinear mapping.
With a proper choice of the nonlinear mapping function based on the speech
signal statistic [2, 39], maximizing of the mutual independence results in
maximization the super-Gaussianity of the separated speech signals.
To speed up the convergence, we can rescale the learning rule ΔW of the
separation ﬁlters by post-multiplying WHW, which makes the metric in W
independent of the particular point in W. This method, called the natural
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Figure 2.5: Conceptual diagram of blind source separation via ICA.
gradient method [40] is as follows.
W = W+ μ
(
I− g(WY )(WY )H
)
W, (2.16)
where μ is a step-size and g is a nonlinear function to explain the CDF of the
original sources. To follow the convention of notation for beamforming and
ICA, WH is used for beamforming and W is used for ICA, both of which are
actually the same except that beamforming is expressed using vector notation
for a speciﬁc target source, but ICA is expressed using matrix notation for
all sources, with one target source per column. Note that ICA is based on
mutual information, and this objective function can be augmented with other
constraints, if necessary.
The original ICA for the instantaneous mixing case can be extended to
the time domain convolutive mixing such as mixing of multiple simultaneous
speech signals in a reverberant acoustic space. The conventional approach
is performed in the frequency domain as represented by (1.7), which will be
extended to feed-forward network based ICA in Chapter 3. Figure 2.6 shows
the average PDF of the real and imaginary values in all subbands. The clean
speech signals show a typical super-Gaussian shape, but the sharpness of
the peak is reduced when we mix two speeches and more greatly reduced
when the background noise is also added. Note that the noise statistics show
the Gaussian PDF. Therefore, maximizing mutual independence between
separated speeches with a super-Gaussian prior in each subband results in
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Figure 2.6: Histogram of the speech signal in a subband domain: clean
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green curve), mixed speeches with background noise (the third sharpest,
red curve), and noise-only (cyan, typical Gaussian curve).
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the separation of speeches.
2.1.4 Subband microphone array processing for ideal binary
mask estimation
Conventionally, multi-microphone processing has been performed to increase
SNR based on estimated DOA [41]. However, we have noticed that the SNR
improvement is actually diﬀerent depending on the frequency bands. If we
can assume that noisy speech observation follows the MIXMAX condition [42]
shown in (2.17), the frequency bands which exceed some threshold larger than
0 dB SNR can be simply considered as reliable.
log |Y (ω)| ≈ max(log |S(ω)|, log |N(ω)|). (2.17)
Also, because we are now interested in subband-by-subband results rather
than having a single whole-band result, we do the processing independently
on each subband. In fact, the DOA estimation per each subband produces
important cues for deciding whether the subband is reliable or not before
taking the subband beamforming. Most DOA estimation algorithms pro-
duce one best direction, such that the RIR has the highest energy in that
direction [35, 43]. Therefore, if there exists one speaker, the DOA will be
the same regardless of the subbands once the SNR is high enough in those
bands. The noise dominant subband might be able to be enhanced using
beamforming toward the source direction, once the source direction has been
conﬁrmed by other high SNR subbands. We will discuss this issue in more
detail in Chapter 4.
A simple simulation has been performed to validate whether the DOA es-
timation for each subband is actually useful as a reliability criterion. Two
diﬀerent utterances with some amount of delay (four samples) were gener-
ated using one clean utterance (“three” from the TIDIGITS corpus [44]).
Uncorrelated white Gaussian noise was added to each utterance. A wavelet
packet decomposition (WPD) with 24 subbands was generated using Haar
wavelets [45]. The DOA was estimated before downsampling the subband,
in order to maximize the angle resolution of the DOA. Figure 2.7 shows the
WPD which was used for simulating a mel-ﬁlter bank [46], where, to deter-
mine frequency order after decomposition, a gray code method was used [47].
25
L H
0
0
0 0
0
00
1
1
1 111
1
0
0
0
0 0 0
0
0 0 0 0 0
0 0
0 0
1
11
1 11
1 1
1 1 1 1
1 1
114 13
20 19
15 16 18 17
24 23 21 22
1 2 4 3 8 7 5 6 9 10 12 11
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Gray code reads from bottom to top. Bold face digits on leaf nodes represent
the subband ﬁlters from ﬁrst to twenty-fourth. Figure 2.8 shows the DOA
estimation result, actually the inter-microphone delay estimation result, in
signal dominant subbands and noise dominant subbands. In the signal domi-
nant subbands, we can obtain robust delay estimation by using just a simple
cross-correlation method.
2.2 Classical MMSE estimation and suﬃcient statistic
In this section, we ﬁrst brieﬂy review the classical optimal minimum mean
squared error (MMSE) estimators [8, 9, 48] in conjunction with the known
RIR for speech enhancement. After that, we will see how the suﬃcient
statistic can link the multi-microphone measurement into the classical MMSE
estimation.
2.2.1 Classical one-channel MMSE estimation
Based on the assumption that the spectral coeﬃcient of the speech and the
noise can be modeled as a complex Gaussian, MMSE spectral estimation can
26
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Figure 2.8: Subband output of WPD (top ﬁgure: x axis represents sample
and y axis represents amplitude) and delay estimation result (bottom
ﬁgure: x axis represents frame and y axis represents estimated delay in
samples) using cross-correlation from the ﬁrst lowest subband (a) to the
last highest subband (x).
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be deﬁned as following:
E[S|Y1, H1] = E[S] + Cov(S, Y1)
Cov(Y1)
(Y1 −E[Y1]). (2.18)
If we deﬁne Cov(S) = σ2S and Cov(N1) = σ
2
N1
, then (2.18) can be interpreted
as a Wiener ﬁltering:
E[S|Y1, H1] = H
H
1 σ
2
S
|H1|2σ2S + σ2N1
Y1. (2.19)
The MMSE spectral amplitude estimation can also be made under the same
assumption. First, Y1 can be represented in a form a little diﬀerent from
(1.7) with the number of sources NS = 1 and the number of microphones
Nmic = 1:
Y1 = a|H1|ejα + N1, (2.20)
where a = |S| is a Rayleigh random variable, and uniformly distributed
random phase α is the sum of the phase of S and H . Then Y1 follows a
complex Gaussian PDF with mean a|H|ejα:
p(Y1|a, α,H1) = 1
πσ2N1
exp(− 1
σ2N1
∣∣Y1 − a|H1|ejα∣∣2). (2.21)
Therefore, the MMSE estimator of |S| is [49]
|̂S|MMSE−STSA
= E[|S||Y1, H1]
=
∫∞
0 a
2 exp(−( a2
σ2S
+ a
2|H1|2
σ2N1
)) 12π
∫ 2π
0 exp(2a|H1| Yσ2N1 cosβ)dβda∫∞
0
a exp(−( a2
σ2S
+ a
2|H1|2
σ2N1
)) 12π
∫ 2π
0
exp(2a|H1| Y1σ2N1 cosβ)dβda
=
1
|H1|
∫∞
0
a2|H1|2 exp(−( a
2|H1|2
σ2S |H1|2
+ a
2|H1|2
σ2N1
)) 12π
∫ 2π
0
exp(2a|H1| Y1σ2N1 cosβ)dβda(|H1|)∫∞
0 a|H1| exp(−( a
2|H1|2
σ2S |H1|2 +
a2|H1|2
σ2N1
)) 12π
∫ 2π
0 exp(2a|H1| Y1σ2N1 cosβ)dβda(|H1|)
=
1
|H1| |Ĥ1S|MMSE−STSA.
(2.22)
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where |Ĥ1S|MMSE−STSA is the Ephraim-Malah MMSE-STSA estimator [9].
|Ĥ1S|MMSE−STSA = Γ(1.5)
√
υ
γ
exp
(
−υ
2
) [
(1 + υ)I0
(υ
2
)
+ υI1
(υ
2
)]
R.
(2.23)
The gamma function is denoted by Γ; I0 and I1 denote the modiﬁed Bessel
functions of zero and ﬁrst order.
υ  ξ
1 + ξ
γ. (2.24)
ξ  |H1|
2σ2S
σ2N1
. (2.25)
γ  R
2
σ2N1
, (2.26)
where R  |Y1|. Note that the phase response α, which is the sum of the
channel and source phase, can be marginalized; therefore, we can have the
intuitive and simple way of getting MMSE estimation as in (2.22). Similarly
the MMSE-logSA estimator can be obtained as [49]
̂log |S|MMSE−logSA = E[log |S||Y1, H1] (2.27)
= ̂log |H1S|MMSE−logSA − log |H1|,
where ̂log |H1S|MMSE−logSA is the Ephraim-Malah MMSE-logSA estimator
[48].
̂log |H1S| = 1
2
log λ +
1
2
(
log υ′ +
∫ ∞
υ′
e−t
t
dt
)
, (2.28)
where λ satisﬁes
1
λ
=
1
|H1|2σ2S
+
1
σ2N1
, (2.29)
and
υ′  ξ
1 + ξ
λ. (2.30)
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2.2.2 Multi-microphone MMSE estimation with suﬃcient
statistic
Under the Gaussian model of the speech in a subband domain [9,48], multi-
channel MMSE estimation can be described as
E[z(S ·−lj )|Y , H lj] = E[z(S ·−lj )|T Hlj(Y )], (2.31)
where we have used the suﬃcient statistic given in (1.12). Therefore, once we
have the suﬃcient statistic, we can perform the MMSE optimal estimation
in the sense of the one-channel MMSE estimation. In other words, to obtain
MMSE estimation, we need to take two steps, ﬁrst obtaining a suﬃcient
statistic and then applying conventional one-channel MMSE estimation.
2.3 HMM/GMM speech model based approach
In this section, we address how we can use some advanced statistical speech
models for speech enhancement purpose. Conventionally, we assume that the
speech follows the following statistical model [8, 9, 48]:
p(S) ∼ N(0, diag(λS)) ·N(0, diag(λS))
 N2(0, diag(λS)), (2.32)
where S is a vector with K equally spaced frequency bins and diag(λS) is
a K × K diagonal covariance matrix with λS = [λS,1 λS,2 · · · λS,K ]T as the
diagonal entry. Note that S is a complex variable and the real and imaginary
part are assumed to be independent with the same covariance matrix.
Before starting this section, we should note that the suﬃcient statistic is
not dependent on the statistical model of speech, but on the noise. Hereafter,
we assume the statistical model of the noise spectrum is as in (2.33); the
suﬃcient statistic has the same form (1.12) regardless of the speech model:
p( N) ∼ N2(0, diag(λN)). (2.33)
In the speech recognition area, we usually use HMM/GMM as a speech
model [20]. We can easily ﬁnd a large gap between the speech models of
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the classical speech enhancement literature and the speech recognition liter-
ature. There have been many attempts to close the gap [10, 17, 18, 50–57],
but each such approach makes assumptions that can be improved. In speech
recognition, we usually model the speech spectrum with mel-frequency de-
pendent smoothing. This process is a crude dimensional reduction computed
as
S˜(i) =
∑
k∈K
S(k)Mi(k), (2.34)
where S˜(i) is the mel-spectral coeﬃcients, Mi(k) is the mel-ﬁlter, and i =
1, · · · , Nm where Nm is the number of mel-spectral coeﬃcients.
In this section, we do not consider the RIR as in the classical speech
enhancement approach in Section 2.2, because the suﬃcient statistic for the
multi-microphone followed by this type of single-channel MMSE estimator
produces the optimal estimation in the sense of the single-channel estimation.
Y = S + N, (2.35)
where Y , S, N are vectors with K equally spaced frequency bins of the mea-
sured signal, speech signal, and noise signal.
2.3.1 Uncorrelated spectral coeﬃcient model
In speech recognition, we are generally interested in log |S˜i|. The MMSE
estimation of log |S˜i| can be expressed as following:
̂log |S˜i| = E{log |S˜i||y(t), 0 ≤ t ≤ T}
= E{log |S˜i||Y (1), Y (2), · · · , Y (K)}. (2.36)
Let us ﬁrst follow the statistical model of (2.32):
̂log |S˜i| = E{log |S˜i||
∑
k∈K
Y (k)Mi(k)}, (2.37)
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where ∑
k∈K
Y (k)Mi(k) =
∑
k∈K
S(k)Mi(k) +
∑
k∈K
N(k)Mi(k)
Y˜ (i) = S˜(i) + N˜(i), (2.38)
and
S˜(i) ∼ N2(0, λ˜S,i), (2.39)
where
λ˜S,i =
∑
k∈K
λS,kMi(k)
2, (2.40)
and
N˜(i) ∼ N2(0, λ˜N,i), (2.41)
where
λ˜N,i =
∑
k∈K
λN,kMi(k)
2. (2.42)
Therefore, (2.38) is essentially the same as the classical setting without mel-
ﬁltering [8,9,48]; in other words, we can obtain MMSE optimal estimation of
the mel-ﬁlter coeﬃcients under the statistical model of (2.32). The MMSE
log-mel-coeﬃcient amplitude (MMSE-logMCA) estimation can also be de-
rived as
̂log |S˜(i)| = 1
2
log λi +
1
2
(
log υi +
∫ ∞
υi
e−t
t
dt
)
, (2.43)
where λi satisﬁes
1
λi
=
1
2λ˜S,i
+
1
2λ˜N,i
(2.44)
and
υi 
ξi
1 + ξi
λi (2.45)
ξi 
λ˜S,i
λ˜N,i
. (2.46)
2.3.2 Correlated spectral coeﬃcient model
Classical speech enhancement methods are based on the assumption of sta-
tistical independence of the spectral coeﬃcients in order to simplify the al-
gorithms [9, 48]. If the analysis frame length approaches inﬁnity, then this
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assumption might be true asymptotically. However, in fact, the frame length
is quite short (typically 10 to 30 ms) to extract the quasi-stationary non-
stationary speech [23]. Therefore, there surely exist correlations among the
coeﬃcients, and this explains why we might be more successful when we
use the cepstral domain feature with the independence assumption in speech
recognition [17, 56]. In fact, most of dependence with this short-time frame
based representation comes from speech production mechanism, which deter-
mines the frequency response of the frame so that the frequency components
can be correlated each other, e.g. a vowel with some distinct pitch normally
is presented with a typical harmonic structure. Our goal in this section is to
derive the MMSE estimators without the independence assumption.
MMSE spectral estimation under the dependent spectral coeﬃcient as-
sumption is newly derived. According to the linear innovations sequences [58]
under the assumption that S(k), Y (1), Y (2), · · · , Y (K) are jointly Gaussian,
the Wiener estimator can be given as follows:
E[S(k)|Y (1), Y (2), · · · , Y (K)] = E[S(k)|Yˇ (1), Yˇ (2), · · · , Yˇ (K)]
=
K∑
i=1
E[S(k)|Yˇ (i)]
=
K∑
i=1
Cov(S(k), Yˇ (i))
Cov(Yˇ (i))
Yˇ (i), (2.47)
where
Yˇ (k) = Y (k)−
k−1∑
i=1
E[Y (k)|Yˇ (i)], k ≥ 2. (2.48)
In (2.47), the Y˜ (k)s are all Gaussian and the K ×K correlation matrix of S
is assumed to be given; therefore, the single frequency bin Wiener ﬁltering
has been extended to whole-FFT estimation. Note that correlation could be
suﬃciently low, for the coeﬃcients that are far apart, to cause the correlation
matrix to be sparse.
As in the previous case, what if we do the mel-frequency smoothing? The
only diﬀerence with the full spectrum case is just in the reduced size of the
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correlation matrix from K ×K to Nm ×Nm. For example,
E[S˜(i)S˜(j)] = E[(
∑
k∈K
S(k)Mi(k))(
∑
k∈K
S(k)Mj(k))]
=
∑
k∈K
∑
l∈K
Mi(k)Mj(l)E[S(k)S(l)]. (2.49)
Note that the Nm×Nm correlation matrix might also be empirically obtained
after smoothing in the training phase. Given the Nm×Nm covariance matrix,
E[S˜(i)|Y˜ (1), Y˜ (2), · · · , Y˜ (Nm)] = E[S˜(i)| ˇ˜Y (1), ˇ˜Y (2), · · · , ˇ˜Y (Nm)]
=
Nm∑
j=1
E[S˜(i)| ˇ˜Y (j)], (2.50)
where
ˇ˜Y (i) = Y˜ (i)−
i−1∑
j=1
E[Y˜ (i)| ˇ˜Y (j)], j ≥ 2. (2.51)
Without independence assumptions, MMSE-logSA or MMSE-logMCA do
not seem to be easily obtainable, because log |S˜| cannot be modeled to be
a Gaussian PDF if we model S to follow Gaussian. Therefore, the linear
innovation sequences as in (2.47) cannot be directly constructed. However,
note that in speech recognition we usually use the approximation that log |S˜|
follows a Gaussian PDF. Once we assume that this approximation is good
enough, then the same argument can be made as in (2.47). Note that in
this case we assume that we know the correlation between log |S˜(i)| and S˜(j)
rather than S˜(i) and S˜(j). Therefore, MMSE-logMCA can be given as
E[log |S˜(i)||Y˜ (1), Y˜ (2), · · · , Y˜ (Nm)]
 E[log |S˜(i)|| ˇ˜Y (1), ˇ˜Y (2), · · · , ˇ˜Y (Nm)]
=
Nm∑
j=1
E[log |S˜(i)|| ˇ˜Y (j)]. (2.52)
Recently, S(k) has been proposed to be modeled as a super-Gaussian distri-
bution, such as Laplacian, due to the short length of the analysis frame [59,
60]. In this section, we try to use the standard Gaussian modeling with
full-covariance matrix, but the non-Gaussian approaches do not address the
correlation among the DFT coeﬃcients. Note that by using GMM we may
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have similar PDF with the non-Gaussian PDFs. Even for the mel-smoothed
spectrum, the central limit theorem plays a greater role in causing them to
be nearer to the Gaussian PDF. In fact, because of the non-Gaussianity,
Chen et al. also used an approximation [60], and it might be interesting
to compare the GMM approximation of the mel-spectra with Chen et al.’s
approximation with Laplacian. In Appendix F, a Monte Carlo method will
be exploited to replace the integration over the non-Gaussian source PDF.
2.3.3 Uncorrelated spectral coeﬃcient Gaussian mixture
model (GMM)
In this section, we investigate how we can derive MMSE estimation with the
uncorrelated spectral coeﬃcient Gaussian mixture model (GMM). The case
considering correlation will be covered in the following section. The main
diﬃculty in the GMM case lies in the non-Gaussianity of the mixture model.
However, usually when we deal with this mixture model, we assume there
exists a latent variable which speciﬁes the membership of the mixture. Let
us denote this as C. The GMM can be deﬁned as follows:
p(S) ∼
Nc∑
i=1
p(C = i)N2(0, diag(λNi)). (2.53)
MMSE spectral estimation can be given as
E[S(k)|Y (1), Y (2), · · · , Y (K)] = E[S(k)|Y (k)]
=
∫
S
Sp(S|Y )dS
=
∫
S
(
Nc∑
C=1
Sp(S,C|Y )
)
dS
=
Nc∑
C=1
(∫
S
Sp(S|Y, C)dS
)
p(C|Y )
=
Nc∑
C=1
E[S|Y, C]p(C|Y ) (2.54)
=
Nc∑
C=1
(
Cov(S, Y |C)
Cov(Y |C) Y
)
p(C|Y ),
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where we omit k from the second line for readability,
p(C|Y ) ∼ p(Y |C)p(C), (2.55)
and we assume that we know p(S|C) and p(C) in the training phase. Note
that if C is given, E[S|Y, C] is an ordinary MMSE spectral estimation pro-
cess. Therefore, Gaussian mixture MMSE spectral estimation is summa-
rized as a weighted sum of mixture components. Even with mel-frequency
smoothing, the MMSE spectral estimation under GMM is straightforward.
The MMSE-logMCA can be also easily derived as follows:
E[log |S˜(k)||Y (1), Y (2), · · · , Y (K)] =
Nc∑
C=1
E[log |S˜(k)||Y˜ (k), C]p(C|Y˜ (k))
(2.56)
and E[log |S˜(k)||Y (k), C] is almost same with (2.43) except that we do the
estimation for each mixture and average them according to the weights. Note
that (2.54) and (2.56) are the extension of Huang et al.’s approach given in
(10.146) of [51].
2.3.4 Correlated spectral coeﬃcient Gaussian mixture model
(GMM)
Now, MMSE estimation can be extended into the correlated spectral coeﬃ-
cient Gaussian mixture model (GMM) case. We might expect this extension
to be straightforward. However, as we see now, in fact this extension requires
much more computational complexity.
E[S(k)|Y (1), · · · , Y (K)]
=
∫
S(k)
S(k)p(S(k)|Y (1), · · · , Y (K))dS(k)
=
∫
S(k)
(
Nc∑
C1=1
· · ·
Nc∑
CK=1
S(k)p(S(k), C1, · · · , CK |Y (1), · · · , Y (K))
)
dS(k)
=
Nc∑
C1=1
· · ·
Nc∑
CK=1
E[S(k)|Y (1), C1, · · · , Y (K), CK ]
· p(C1, · · · , CK |Y (1), · · · , Y (K)), (2.57)
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where E[S(k)|Y (1), C1, · · · , Y (K), CK ] can be obtained as in (2.47). Simi-
larly, the MMSE-logMCA can be derived.
E[log |S˜(i)||Y˜ (1), · · · , Y˜ (Nm)]

Nc∑
C1=1
· · ·
Nc∑
CK=1
E[log |S˜(i)||Y˜ (1), C1, · · · , Y˜ (Nm), CK ]
· p(C1, · · · , CK|Y˜ (1), · · · , Y˜ (Nm)), (2.58)
where E[log |S˜(i)||Y˜ (1), C1, · · · , Y˜ (Nm), CK ] can be obtained as in (2.52).
2.3.5 Hidden Markov model with GMM
In speech recognition, we generally use hidden Markov models (HMMs) to
model the dynamics of the speech process [20, 22]. Hidden Markov models
for speech recognition can be represented using a probabilistic relationship
among the hidden states, which is responsible for segregating frames shar-
ing similar acoustical characteristics, and using observation vectors such as
MFCCs and PLPs to describe the speech process with suﬃcient dimensional
reduction, which are shown to eﬃciently capture distinctive features, such
as the spectral envelope. To model the dynamics of the speech process,
the inter-state relationship is deﬁned using transition probability. Diﬀerent
types of topology to model the relationship, oftentimes a left-to-right model
allowing the self-looping or transition only from the lower indexed state, are
used for speech modeling, but in some cases an ergodic model can also be
used [61]. Given the state index, the observation probability can be modeled
as a parametric continuous PDF.
The GMM is a popular model for capturing not only the multi-modality
but also the super-Gaussianity of speech observation PDF. With the cepstral
representation, the inter-correlation among the feature components is often
assumed to be zero such that the covariance matrix of each Gaussian is
modeled as a diagonal matrix. With the trained model, speech recognition
is performed on an incoming speech feature stream by searching for a model
producing maximum likelihood with marginalization on possible hidden state
streams. For computational reasons, the likelihood may be calculated with
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the best state sequence by the Viterbi algorithm [20].
The standard HMM can be more generalized to reﬂect a top-down hier-
archy such as a language model or to deal with diﬀerent types of modality
in feature vectors, e.g. a video stream with lip motion detection or an ar-
ticulatory feature stream [62], using a dynamic Bayesian network [63] with
a graphical model based dependency structure representation [64]. Once we
set the structure, inference and learning of the probabilistic relationships
among the network parameters can be performed using message passing al-
gorithms such as the sum-product algorithm [65], belief propagation [66], the
forward-backward algorithm or the Baum-Welch algorithm [22].
With a pre-trained HMM for the speech process, MMSE estimation based
on this model could easily be thought possible. However, note that in this
case we have another important assumption on the given model because
diﬀerent HMMs are trained for each diﬀerent target utterance. Therefore, we
should know what utterances have been spoken to obtain MMSE estimation
of the speech spectral coeﬃcients. This actually contradicts the objective of
speech enhancement as a method for improving speech recognition, and it is
not always possible to have the transcription with the noisy speech for other
applications. In order to avoid this contradiction, we defer hard decisions
about the speech signal until the actual decision stage of speech recognition.
In other words, rather than having an enhanced signal followed by a standard
recognizer. In Chapter 6, we maximally utilize the probabilistic information
of the corrupted speech signal to improve recognition accuracy. Similar ideas
have been already introduced in various recent studies [18, 52–54, 56, 67].
However, all these approaches again start the discussion based on the HMM
with GMM of log(| ˜S|). In the next section, we will discuss the model-based
robust speech recognition method where we will see how we can realize similar
ideas based on the HMM with GMM of S or S˜. After having N-best lattice of
recognized utterances, we might be able to use the HMM with the information
about the transcription for optimal speech enhancement.
2.4 Missing feature approach
In speech recognition with hidden Markov models (HMMs) with Gaussian
mixture models (GMMs) trained to observe cepstral domain features, a sin-
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gle contaminated spectral component aﬀects all the cepstral components. In
the classical estimation approach given in Section 2.2, our objective was to
estimate the source spectrum given the measured noisy spectrum. The esti-
mated source spectrum can produce better recognition accuracy than when
we use the noisy spectrum without any front-end pre-processing. There has
been another approach, the so-called missing feature approach [18,56], where
we simply admit that there exist frequency components which cannot be re-
liably measured. To exclude those components, marginalization over those
components is performed, and the marginalized likelihood function p(Sr|M)
replaces the original one p(Sr, Sr|M), where Sr and Su are the reliable and
unreliable components, respectively, and M is a model or simply an HMM
state.
p(Sr|M) =
∫
p(Sr, Su|M)dSu. (2.59)
To be successful with this approach, the process of classifying the reliable
and unreliable features is critical. There have been several approaches for
solving this classiﬁcation problem [68–71]; we will extend the classiﬁcation
scheme toward increasing speech recognition performance in Chapter 6.
Marginalization over cepstral features does not seem to be done easily,
because a small portion of the spectrum can aﬀect all the cepstral fea-
tures. To mitigate this problem, spectral features with a diagonal covari-
ance matrix have been used [17, 18, 56]. However, spectral components are
not conditionally independent given knowledge of the phoneme; therefore,
diagonal-covariance modeling of the spectrum is ineﬀective. If we try to use
full-covariance with spectral features to reﬂect the inter-correlation among
spectral coeﬃcients, then we should have far more training data; this is not
promising when the training data are limited. We will also discuss how
we can apply the missing feature approach reﬂecting the inter-correlation in
Chapter 6.
2.4.1 Bounded marginalization and weighted likelihood
In the missing feature scheme, it is known that bounded marginalization
works better than complete marginalization. When we classify unreliable
features, sometimes we might not need to discard the observation entirely.
For example, when we know that the observation is dominated by noise, we
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might say that the speech level is at least below the noise level. This infor-
mation is actually valid under the MIXMAX approximation in (2.17) [42].
For example, if we have partial information suﬃcient to specify that Blow <
log |S(ω)| < Bhigh given Y (ω) or log |Y (ω)|, then we can estimate
p(log |Y (ω)||model) =
∫
w(x)p(x|model)dx, (2.60)
where x = log |S(ω)|, and
w(x) =
1
Bhigh − BlowU [Blow : Bhigh](x), (2.61)
and
U [a : b](u) =
{
1 a ≤ u ≤ b
0 otherwise
. (2.62)
Since 1
Bhigh−Blow is the same regardless of the diﬀerent models, the weighted
marginalization scheme with w(x) (2.60) becomes the bounded marginaliza-
tion of p(log |S(ω)||model).
Note that the bounded marginalization scheme for the missing feature
approach is regarded as a problem of ﬁnding the weighting function, and the
weight function has a hard decision boundary. Once classiﬁed as unreliable,
we take the uniform smoothing for those bounds, and otherwise we just
take a delta function on the observation. We study how this problem can
be handled. Multi-microphone processing for reliability decision and SNR
improvement will be introduced, so that the decision can be more accurate,
and more reliable features can be obtained. This approach still potentially
has an uncertainty problem, but it has the merit of low complexity in terms of
performing the integration. However, note that even with this scheme, there
remains a computational issue, because the integration of the multivariate
Gaussian with a full covariance matrix is still demanding [72].
2.4.2 Using p(z(Y )|z(S), H) as weighting function for the
weighted likelihood
In this section, we try to utilize the distribution p(z(Y )|z(S), H) as the
weighting function rather than using E[z(S)|Y , H] to enhance the unreli-
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able speech. In [53], p(log |Y˜1|| log |S˜|) has been introduced, and the idea of
using it in the spectral domain under the independence assumption among
the coeﬃcients is currently the state of the art in terms of speech recognition
accuracy [73]. This section is an extension of the approach into the multi-
microphone case. However, we want to avoid the unnecessary error in the
following approximation, which is a common approximation in the previous
approach, by dropping 2NHHS [53, 73, 74]:
|Y |2 = |H|2|S|2 + |N |2 + 2NHHS
≈ |H|2|S|2 + |N |2. (2.63)
We start our inference from the spectral coeﬃcients themselves by assuming
S or S˜ to be a mixture Gaussian, not by assuming log |S˜| to be a mixture
Gaussian. The weighted likelihood is given as
p(z(Y )| H,M) =
∫
z(S)
p(z(Y )|z(S), H)p(z(S)|M)dz(S)
=
∫
z(S)
p(z(S)|Y , H)p(z(Y )| H)
p(z(S))
p(z(S)|M)dz(S) (2.64)

∫
z(S)
p(z(S)|T H(Y ))p(z(T H(Y )))
p(z(S))
p(z(S)|M)dz(S),
where M is a given model and in the third line we approximate p(z(Y )| H) =
p(z(T H(
Y ))). This weighting scheme is in fact shown to be a generalization
of bounded marginalization in the missing feature approach.
The weighted likelihood has some interesting characteristics. For illustra-
tion, let us deﬁne z(S) as S, which means that the HMMs are assumed to be
trained using spectral coeﬃcients or mel-smoothed spectral coeﬃcients. If
T H(
Y ) is high enough compared with the noise variance, then p(Y |z(S), H)
becomes nearly a delta function centered around T H(
Y ). In other words, this
case is similar to the case of obtaining likelihood using the most likely esti-
mate of S. However, if the noise variance is too large, the weighting function
approximates a wide ﬂat function, which becomes very similar to the missing
feature weighting function as in (2.61).
Unlike the previous case of z(S) as S, if we model z(S) as log |S| or log |S˜|,
then p(z(S)|T (Y )) is no longer Gaussian. Therefore, we should consider re-
alistic approximation methods to perform this integration. The Laplace ap-
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proximation and expectation propagation methods [75] can be used to tackle
this approximation problem. Laplace approximation is a method used to ap-
proximate the posterior as a Gaussian around the maximum of the posterior
using second-order Taylor expansion, and it has been used successfully in
many applications [53, 73, 74]. The expectation propagation (EP) algorithm
is also an approximation method with many applications. In Chapter 6,
the weighting function is simpliﬁed as two extreme functions with IBM esti-
mation in order to avoid multiple integration in a full covariance structure:
Dirac-delta centered on the clean speech Si or uniform regardless of Yi, where
i = 1, 2, · · · , Nfeature, corresponding more to (2.17).
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CHAPTER 3
REVERBERANT SPEECH SEPARATION
USING RFFICA AND IDOA BASED
POST-PROCESSING
In this chapter, independent component analysis (ICA) in a subband domain
has been extended into a regularized feed-forward network with instanta-
neous direction of arrival (IDOA) based post-processing. The feed-forward
network maximizes mutual independence of separated current frames us-
ing information from both the current and previous multi-channel frames
of speech signals captured by a microphone array. Feed-forward realization
in the subband domain is shown to be equivalent to the time domain feed-
forward realization. To ensure a proper separation preventing permutation
and arbitrary scaling, we not only rely on the steered response for the ﬁrst
tap of the demixing ﬁlter but also penalize on the direction, thus drastically
increasing the mean squared error with the spatial ﬁltered output in the ﬁrst
stage. After convergence, by applying IDOA based post-processing, we can
additionally suppress the leakage of the interference as well as the remaining
reverberated target signal. The signal-to-interference ratio (SIR) is improved
more than 20 dB in C-weighting (dBC) for distances up to 2.7 m and angle
diﬀerences down to 26◦. We can achieve up to 29 dBC SIR improvement and
0.6 MOS score increase and more than 11.3 dBC SIR and 0.13 MOS in the
most adverse condition.
3.1 Introduction
Speech separation has been an active research topic for various interesting
applications. One of the compelling applications is simultaneous voice control
of multimedia equipment supplemented by robust speech recognition. In this
scenario, we should be able to successfully handle various realistic acoustic
environments (background noise and reverberation conditions) to achieve a
robust separation of the simultaneous spoken speech streams.
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The speech separation problem has traditionally been tackled from two
distinct disciplines: beamforming and blind source separation such as inde-
pendent component analysis (ICA). The optimal beamforming approach has
been used with the robust estimation of direction of arrival (DOA) for a
target source source to suppress noise or interference speech [31]. The inde-
pendent component analysis (ICA) approach has also been widely attempted
with the assumptions that the original speech sources are independent and we
approximately know the probability distribution function (PDF) of them [2].
Recently, combinations of beamforming and independent component anal-
ysis have been proposed [4,76]. Considering the fact that these two schemes
are based on diﬀerent optimality criteria (minimizing power for non-look
direction signal [31] versus maximizing non-Gaussianity or mutual indepen-
dence [2]), we might be able to expect that combining two heterogeneous tech-
nologies would provide better results than each individual approach alone.
However, in most current approaches, ICA demixing ﬁlters converge near
to a nullformer on interference sources [4, 77, 78]. Although this observa-
tion is appealing because by nulling the interferences we can increase super-
Gaussianity in such a way that we can suppress the unwanted speech signals,
this also means that the ICA does not contribute much to the conventional
beamforming combined with nullforming on the direction of interferences. In
fact, the beamforming plus nullforming scheme seems to be the best we can
achieve using only the information from the current frame, and this observa-
tion will be veriﬁed experimentally in the Section 3.4.3.
Frequency domain ICA was originally proposed to solve convolutive mixing
with separated instantaneous demixing in each individual frequency bin [2].
Although the fact that convolution in the time domain can be represented
as multiplication in the frequency domain has been a reasonable justiﬁcation
for the beneﬁts of the frequency domain approach, this is true only when
the frame length is long enough. In a typical frame length (10 to 30 ms),
the reverberated target and interference cannot be compensated properly,
because reverberation time (typically 100 to 300 ms) far exceeds the frame
length [77]. Low et al. experimentally showed the eﬀectiveness of using tem-
poral processing in the context of the adaptive noise cancellation (ANC) [79]
with the conventional ICA as a pre-processor, where they assume that they
can obtain a target-signal-free reference channel based on the Kurtosis mea-
sure after the conventional ICA for ANC. However, with the aforementioned
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limitation in the conventional ICA, the leakage of speech is unavoidable in a
reverberant environment, and it may cause well-known problem of the tar-
get signal cancellation. Note that if we replace the conventional ICA part
with a ﬁxed-beamformer in a generalized sidelobe canceller (GSC) frame-
work, then Low et. al.’s approach [79] becomes equivalent to the subband
domain GSC [80].
In this chapter, we overcome the fundamental limitation of the subband
domain ICA in a reverberant acoustic environment by taking previous multi-
channel frames into consideration as well as the current frame in the context
of ICA. In other words, we introduce a feed-forward network in the subband
domain, rather than just using current frames for instantaneous demixing.
A feed-forward demixing ﬁlter structure with several taps in the subband
domain is accommodated with natural gradient update rules [1] to speed up
convergence. A feed-forward network followed by a proper nonlinear ﬁlter
is known to be a general way of representing a neural network, which has
the so-called universal approximation property according to Kolmogorov’s
theorem [81]. To prevent permutation and arbitrary scaling and to guide the
separated speech sources into the designated channel outputs, we not only
use the estimated spatial information on the target and interference, but also
add a regularization term on the update equation, thus minimizing the mean
squared error between separated output signals and the outputs of spatial
ﬁlters in the ﬁrst stage of the proposed method. The regularization can also
be interpreted as a priori information in a Bayesian sense as in [82]. After
convergence of the regularized feed-forward demixing ﬁlter, we observe better
separation of the speech signals, with a little late reverberation remaining for
both desired and interference speech signals. These reverberation tails can be
further suppressed by using spatial ﬁltering based on instantaneous direction
of arrival (IDOA), which gives us the probability for each frequency bin to be
in the original source direction [34]. This post-processing also suppresses the
remaining leakage of the interference speech coming from non-look directions.
The proposed method is evaluated using two criteria. Physical separation
is measured by the signal-to-interference ratio (SIR) in dB with C-weighting
(dBC), and separated speech quality is measured by the perceptual evalua-
tion of speech quality (PESQ) algorithm [83]. Experiments are performed in
a relatively adverse acoustic environment (T60 of 375 ms, SNR of 15 dBC,
where dBC stands for dB in C-weighting [34]), with a distance from speak-
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ers to microphone array of 1.5 to 4.3 m, and with an angle between the
two speakers ranging from 6◦ to 70◦. The proposed algorithm achieves an
improvement of 29 dBC in SIR and 0.6 in mean opinion score (MOS) by
PESQ for the best case. These improvements remain above 10 dBC and
0.084 PESQ points in most adverse conditions. For distances up to 2.7 m
and separation angles down to 26◦, the SIR stays above 20 dBC, above which
the interference speech was barely audible.
The remaining parts of the chapter are presented as follows. In Section 3.2,
the speech separation problem is formulated in the subband domain, and
background for beamforming and conventional ICA are brieﬂy introduced
with clear connection with the proposed method. In Section 3.3, we intro-
duce the proposed regularized feed-forward ICA (RFFICA) with IDOA based
post-processing. Firstly, to validate the appropriateness of the feed-forward
network in a subband domain, we explain the equivalence between the sub-
band domain feed-forward network implementation and the time domain
feed-forward network. Secondly, a detailed implementation of the proposed
method is introduced in a step-by-step manner. In Section 3.4, experimental
results are presented and discussed from the several diﬀerent perspectives. In
Section 3.5, we conclude our chapter and mention some directions for future
work.
3.2 Problem formulation and background
Figure 3.1 shows a block diagram for separation of two independent speeches
in a subband domain. Time domain signals captured using multiple micro-
phones are converted to a subband domain using a modulated complex lapped
transform (MCLT) that can produce better separation between frequency
bands in an eﬃcient manner [84]. The source separation can be performed
using a demixing ﬁlter in each individual frequency bin k = 1, 2, · · · , K
where K is the number of the frequency bins. Then the resulting signal can
be converted back to the time domain using inverse MCLT. Conventionally,
subband domain source separation per each bin can be formulated as the
following:
Sk = WkYk, (3.1)
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Figure 3.1: Block diagram of separation for two concurrent speech streams
in the modulated complex lapped transform (MCLT) domain.
where Sk is the separated speech vector, Wk is the demixing matrix, and Yk
is the measured speech vector in a reverberant and noisy environment. We
omit bin indexes k for clarity of presentation hereafter.
In this section, we explore two classical source separation methods given
the conventional problem formulation in (3.1) and discuss how we can im-
prove the performance by extending the problem formulation itself. Firstly,
a linearly constrained minimum variance beamformer is reviewed with the
spatial information on target and interference speech at hand. Secondly,
ICA in the frequency domain is reviewed with the conventional assumption
that the multiplication operation in the frequency domain is equivalent to
convolution operation in the time domain. Finally, the combination of these
two methods is brieﬂy addressed and extended to the proposed method to
overcome its limitations.
3.2.1 Beamforming with nullforming
Beamforming is spatial ﬁltering to suppress the unwanted interference and
noise given the information on DOA for the incoming signals. Usually the
optimal beamforming is constructed on a narrow band signal as in the com-
munication system, but we extend it into the wide band signal such as speech
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by subband decomposition. One of the most commonly used beamformers is
the minimum variance distortionless response (MVDR) beamformer, which
in the frequency domain can be described as
WH =
DHR−1n
DHR−1n D
. (3.2)
Here D is a steering vector, R−1n is a noise covariance matrix, and W
H is a
beamforming weight vector for multi-microphone input vector Y . Often the
noise-only covariance Rn is replaced by R, which is the covariance matrix
of the input vector (signal plus noise). The beamformer with R is known
as minimum power distortionless response (MPDR). In fact, R should also
be estimated and the sample covariance matrix is normally used [31] to es-
timate R. To prevent instability due to the direction of arrival mismatch,
a regularization term can be added to the sample covariance matrix, which
is called “diagonal loading” [31]. In our case, we also add an additional
null constraint in the direction of the interference, which makes sense be-
cause the ICA ﬁlter has been reported to converge toward the nullformer in
the direction of the interference source [4, 78]. The beamformer with extra
nullforming constraint can be formulated as
WH = [1 0]
(
[ Dt Di]
H [R+ λI]−1[ Dt Di]
)−1
[ Dt Di]
H [R+ λI]−1, (3.3)
which is obtained by solving the following constrained optimization problem:
argmin
W
E[| WH Y |2] subject to WH [ Dt Di] = [1 0], (3.4)
where Dt and Di are steering vectors toward the target and interference
direction, respectively, and λ is the regularization term for diagonal loading.
The separation result will be reported in Section 3.4.3. Figures 3.2(a) and
3.2(b) show the directivity patterns of MPDR on DOA 19◦ and MVDR on
DOA 19◦ + nullforming on DOA −9◦, respectively. We can conﬁrm the
direction of target and null clearly. The solution of (3.4) can also be ob-
tained in an adaptive manner. Figure 3.2(c) shows the directivity pattern
of an adaptive MPDR after 1000 frames with DOA 19◦. We can see the
adaptively constructed null around the interference direction of −9◦. Figure
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Figure 3.2: Microphone array magnitude response (dB) from −180◦ to
180◦: (a) MVDR beamforming directivity pattern, (b) MVDR beamforming
with nullforming directivity pattern, (c) adaptive MPDR beamforming
without nullforming directivity pattern, and (d) adaptive MPDR
beamforming with nullforming directivity pattern.
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3.2(d) shows the directivity pattern of the adaptive MPDR with additional
null constraint; the expected null is seen much more clearly. With this clear
beam and null on the target and interference directions, respectively, we can
initialize the ﬁrst tap of the feed-forward ICA ﬁlter for the appropriate chan-
nel assignment. MATLAB implementation of the beamforming was modiﬁed
from the scripts provided in [34].
3.2.2 Combination of beamforming and ICA
The observation that the ICA ﬁlter converges toward the nullformer in the
direction of the interference source has been used in the ICA ﬁlter update [4]
to prevent misleading the convergence and to speed up the convergence itself.
Also, the steered response of the converged ICA ﬁlter per each frequency bin
has been utilized as a cue for solving the permutation and scaling problem.
We report the separation results on this approach [4] as another baseline
result.
As will be noticed in the results section, the performance of this combined
method does not produce impressive results, compared with the individual
conventional ICA and beamforming plus nullforming. From beamforming,
we rely on the spatial information on sources such that we can reliably solve
the permutation and arbitrary scaling problem. Furthermore, we can assign
the output channel for some designated target sources by initializing the sep-
aration ﬁlter with the spatial information and regularizing the permutation
using a ﬁrst-stage separation result. From ICA, we do have identiability
of each source; therefore, with the correct identiﬁcation and alignment, we
should be able to have better results than with ICA alone if the spatial in-
formation gives us extra resources. However, not much improvement can be
expected using the conventional method.
The missing part is that both the conventional beamforming and ICA in
the subband domain do not have the identiability for reverberated sources
exceeding the current frame time length. For alignment purposes, the cur-
rent spatial information only on the direct paths from speakers to multi-
microphones would be enough; therefore, in the next section we propose
a regularized feed-forward ICA (RFFICA) in the subband domain with a
proper alignment procedure. Figure 3.3 shows the conceptual diagram.
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Figure 3.3: Conceptual diagram for the proposed method compared with
individual beamforming and ICA.
3.3 Regularized feed-forward ICA (RFFICA) with
IDOA based post-ﬁltering
Figure 3.4 shows a block diagram of the proposed two-step method for a
speciﬁc subband. The ﬁrst step is the beamforming plus nullforming, fol-
lowed by an IDOA based spatial ﬁlter which produces additional suppression
of the interference signals. The second step is the regularized feed-forward
ICA with post-processing, which uses the output of the ﬁrst step for reg-
ularization. Here we maximize the mutual independence of the separated
speech streams by using both current and previous multi-channel frames. A
secondary spatial ﬁlter is applied at the end of the second step.
3.3.1 Realization of suﬃcient statistic with unknown RIR
Our goal in this chapter is to identify S ·−(NH−1) with the time series of a
multichannel measurement vector Y , · · · , Y ·−(NH−1) in (1.9). For this pur-
pose, as we discussed in Section 1.2.2, we need to have suﬃcient statistics of
T
·−(NH−1)
H01
(S1),· · · ,T HNH−1NS (S
·−(NH−1)
j ). Although we can assume to know or
reasonably estimate R−1n with the stationarity assumption on the background
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Figure 3.4: Proposed regularized feed-forward ICA (RFICA) with IDOA
based post-processing: doubling represents and single line represent vector
and scalar, respectively.
noise or update about the noise statistic, we still need to blindly estimate
H lj, where j = 1, · · · , NS, and l = 0, · · · , NH − 1.
In this chapter, we turn the RIR identiﬁcation problem into a direct decon-
volution and separation problem as in (3.9) and try to blindly estimate the
deconvolution and separation ﬁlter network based on RFFICA. Since we do
not have the source speech signals before the reverberant mixing, the decon-
volution should be implemented in a blind manner. Therefore, the proposed
method can be interpreted as an eﬃcient adaptive way of estimating all the
necessary suﬃcient statistics.
3.3.2 Subband domain separation
When we perform a subband domain decomposition, often a separation ﬁlter
length, should be longer than a frame length as in the case of the current re-
verberant speech separation, since normally a room impulse response (RIR)
is much longer than a frame length. A common mistake is to begin by ignor-
ing this fact and just modeling the separated speech in the subband domain
as instantaneous multiplication of the measured speech and the separation
ﬁlter at each frequency bin and frame as in (3.1). In this section, we ﬁrst
show that a subband domain deconvolution is the correct representation of
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the time domain deconvolution in the context of overlap addition; then we
extend it into the separation scenario. Therefore, a feed-forward network in a
subband domain is shown to be a correct implementation of ICA based rever-
berant speech separation. Proofs are given in Appendix C using separation
ﬁlter W instead of convolutional ﬁlter H .
Proposition 1. Deconvolution in the time domain by a ﬁlter with longer
length than a frame length used for subband decomposition is equivalent to a
subband domain convolution with delay of the frame shift.
S(ejωk) =
NW−1∑
l=0
W l(ejωk)Y ·−l(ejωk), (3.5)
where ωk is the angular frequency at frequency index k, superscript ·−l stands
for the frame l frames before the current frame, and NW stands for the total
number of frames to include the deconvolution ﬁlter length suﬃciently and
the lth tap subband domain convolution ﬁlter
W l(ejωk) =
∞∑
t=−∞
wl[t]e−jωkt, (3.6)
where
wl[t] = w[t]win[lR − t], −∞ < t < ∞, (3.7)
where win[t] is a proper window function and from the overlap-add context
w[t] =
NW−1∑
l=0
wl[t]. (3.8)
Note that the deconvolution ﬁlter has been chopped into NW frames with
the same length as the frame shift. The equivalence between the subband
domain deconvolution operation and the original time domain deconvolution
can be demonstrated by taking the inverse Fourier transform on (3.5) and
summing them over all possible frames, which is eventually shown to be
equivalent to the timd domain deconvolution when we simply implement
the deconvolution in the time domain with the original incoming signal and
the deconvolution ﬁlter before applying subband decomposition. Note that
each chopped deconvolution ﬁlter and source signal do not need to have zero
values outside the frame length such that frequency domain equivalence can
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be satisﬁed without zero padding, because the deconvolution aims not to have
a nonzero value outside the frame. This fact allows FFICA to be constructed
in the subband domain more easily.
Proposition 2. Multi-channel convolutive demixing in the time domain with
room response longer than a frame length used for subband decomposition is
equivalent to a subband domain convolutive demixing with delay of the frame
shift.
Si(e
jωk) =
NS∑
j=1
NW−1∑
l=0
W li,j(e
jωk)Y ·−lj (e
jωk), (3.9)
where the subscript i means the ith convolutive mixing output and j means the
channel index. The number of the mixed sources NS is not necessarily less
than Nmic, but it is generally assumed so to perform source separation [2].
Note that the superiority of the subband domain approach over the time
domain approach is obvious, because we can train each subband individually
in a more stable manner with fewer ﬁlter coeﬃcients.
3.3.3 First stage: beamforming plus nullforming followed by a
spatial ﬁlter
To determine the direction of arrival (DOA) of the desired and interference
speech signals, we use an IDOA based sound source localizer. Instantaneous
direction of arrival (IDOA) space is Nmic−1 dimensional with the axes being
the phase diﬀerences between the non-repetitive pairs [34]. Here Nmic is the
number of microphones. This space allows estimation of the probability
density function pk(θ) as a function of the direction θ for each subband.
The results from all subbands are aggregated and clustered [34]. At this
stage, additional cues (from a video camera, for example) can be applied
to improve localization and tracking precision. The sound source localizer
provides directions to target θ1 and interference θ2 signals. Given the proper
estimation of the DOAs for the target and interference speech signals, we
apply the constrained beamformer plus nullformer according to (3.3).
The consequent spatial ﬁlter is applying a time-varying real gain for each
subband, acting as a spatio-temporal ﬁlter for suppressing the sounds coming
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from non-look directions. The suppression gain is computed as
Gk(n) =
∫ θ1+Δθ
θ1−Δθ pk(θ)dθ∫ +π
−π pk(θ)dθ
, (3.10)
where Δθ is the range around the desired direction θ1 from which we want
to capture the sound.
3.3.4 Regularized feed-forward ICA followed by IDOA based
post-processing
In this chapter, we utilize the virtue of the time domain source separation
approach [1] in the subband domain case by allowing multiple taps in the
demixing ﬁlter structure in each subband:
S =
NW−1∑
l=0
WlY ·−l, (3.11)
where S = [S1 S2 · · · SNS ]T , Y ·−l = [Y ·−l1 Y ·−l2 · · · Y ·−lNmic]T and
Wl =
⎡⎢⎢⎢⎢⎣
W l1,1 W
l
1,2 · · · W l1,NS
W l2,1 W
l
2,2 · · · W l2,NS
...
...
. . .
...
W lNmic,1 W
l
Nmic,2
· · · W lNmic,NS
⎤⎥⎥⎥⎥⎦ .
Note that (3.11) is a vector representation of (3.9).
The proposed update rule for the regularized feed-forward ICA (RFFICA)
is given below:
Wl = Wl + μ
(
(1− α) ·ΔlICA − α ·ΔlFirst stage
)
, (3.12)
where l = 0, 1, · · · , NW − 1, and NW is the number of taps. The terms
ΔlICA and Δ
l
First stage represent the portion of the ICA update and the
regularized portion on the ﬁrst stage output.
ΔlICA = W
l −
〈
g
(
S ·−(NW−1)
)
ˆ
Y ·−l
H
〉
t
, (3.13)
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ˆ
Y =
NW−1∑
l=0
WNW−1−l
H S ·−l, (3.14)
ΔlFirst stage =
〈
Y ·−l|Ref
(
S|Ref − SFirst stage
)H〉
t
, (3.15)
where < · >t represents time averaging, (·−l) represents l sample delay, S|Ref
is the ﬁrst stage output vector for regularization, and |Ref represents the
reference channels. The penalty term has been only applied to the channel
where the references are assigned; the other entries for the mixing matrix
are set to zero so that the penalty term vanishes on those channel updates.
For initialization of the subsequent ﬁlters, we modeled the dereverberation
process as exponential attenuation:
Wlini = exp(−βl) · I, (3.16)
where I is an identity matrix, β is selected to model the average reverberation
time, and l is the tap index. Note that we initialized the ﬁrst tap of RFFICA
for the reference channels as a pseudo-inversion of the steering vector stack
for the current experiment so that we can assign 1 to the target direction
and null to the interference direction:
Wini|Ref =
(
[ Dt Di]
H [ Dt Di]
)−1
[ Dt Di]
H , (3.17)
where Dt and Di are steering vectors toward the target and interference direc-
tion, respectively. Because we update the initialized ﬁlter using ICA, a slight
mismatch with actual DOA can be adjusted in the updating procedure. For
the current experiment, we set α as 0.5 just to penalize the larger deviation
from the ﬁrst stage output. As a nonlinear function g(·), we used a polar-
coordinate based tangent hyperbolic function, suitable to the super-Gaussian
sources with a good convergence property [39]:
g( X) = tanh(| X|) exp(j∠ X), (3.18)
where ∠ X represents the phase response of the complex value X. To deal
with the permutation and scaling, we also used the steered response of the
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converged ﬁrst tap demixing ﬁlter as following:
Si =
Si
Fi
·
(
|Fi|
max(|F |)
)γ
, (3.19)
where i = 1, 2, · · · , Nmic is the designated channel number, Fi is the steered
response for the channel output to the target DOA [4], and F is the steered
response vector to the candidate DOAs. To penalize the non-look direction
in the scaling process we added the nonlinear attenuation with the normal-
ization using the steered response. For our current experiment, we set γ as
1. The spatial ﬁlter also penalizes the non-look directional sources in each
frequency bin.
3.4 Experimental results
In this section, we report the experimental results of the proposed method.
Firstly, for the qualitative evaluation purpose, we generated a simulated cor-
pus for the reverberated speech mixture captured by ith microphone, where
i = 1, 2, · · · , Nmic, by summing after convolving the clean speech streams
sj(t) with the measured room impulse responses from the source positions
j = 1, 2, · · · , NS to the designated ith microphone:
yi(t) =
NS∑
j=1
hi,j(t) ∗ sj(t) + ni(t), (3.20)
where hi,j(t) is a RIR from j
th source to ith microphone and ni(t) is measured
noise by the ith microphone. Secondly, to validate the proposed method,
we applied our algorithm to the spontaneous real speech scenario, where
two speakers have spoken for about 30 seconds in the same space where we
measured the RIRs and background noise.
3.4.1 Experimental setup for corpus generation
For room impulse response measuring, we used a four-element microphone
array with unidirectional microphones of a length 225 mm. In a large oﬃce
room (T60 of 375 ms), we measured the room impulse responses (RIRs) be-
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tween each point of the rectangular grid and each of the microphones. This
was done by using a mouth simulator B&K Type 4227 playing a wideband
chirp signal from the loudspeaker located at each point of the grid. Posi-
tions of the mouth simulator represent the possible positions of the simulated
speaker, and the diagram for the positions is given in Figure 3.5. Using the
same microphone array, we recorded ambient noise in the same space (air
conditioning plus ﬁve computers).
Using a clean speech corpus convolved with the corresponding RIRs and
adding the natural noise, we generated 18 diﬀerent evaluation cases with
two speech sources. The TIMIT corpus has been used as the clean speech
source. We used concatenated 10 utterances; interestingly, all elongated sen-
tences started with the same two utterances but the remaining 8 utterances
are diﬀerent. We assigned speech streams randomly and added randomly
segmented measured noise with the same duration as the speech mixture
among the original 30 minute recordings of the noise. The distance from the
microphone array to the speech source was varied from 1.22 to 4.23 m.
The distance between the two speech sources varied from 0.6 to 1.8 m,
resulting in a angle distance between 6◦ and 70◦ from the microphone array
point of view. Comprehensive detail on the corpus generation is given in the
Appendix E.
3.4.2 Measures to evaluate performance
Due to the fact that we have the clean speech signals for evaluation in our
experimental setup, we used two diﬀerent measures, signal-to-interference
ratio (SIR) and PESQ mean opinion score (MOS) [83]. We deﬁne SIR as
SIR = 10 log10
Target portion energy
Interference portion energy
dBC, (3.21)
where target and interference portions can be estimated precisely using the
clean speech signals. Note that we calculated the decibel with C-weighting so
that we cover all the frequency range almost ﬂat at a 16 kHz sampling rate.
After subtracting each portion in the original mixture, we simply get the noise
plus a negligible level of the leaking speech streams. The accuracy of this
measure has been tested by manually changing the SIR of the reverberated
target and interference with additive measured real noise, and we can obtain
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T60 375 ms 15 dB SNR
Figure 3.5: Multi-microphone room impulse response measurement setup:
total number of measured source positions is 24.
59
0 5 10 15 20 25 30
0
5
10
15
20
25
30
SIR measurement accuracy test
original SIR (dBC)
m
ea
su
re
d 
S
IR
 (d
B
C
)
reference
measurement
Figure 3.6: SIR measurement accuracy test.
an accurate measurement up to 20 dBC as in Figure 3.6. If we exceed 20
dBC, it underestimates the actual SIR. This is a measure of the physical
improvement of the separation quality.
For the perceptual measure, PESQ MOS has been used. The PESQ score is
rated from -0.5 to 4.5, and a higher score represents better perceived quality
of speech [83]. Although PESQ is not a typical measure for source separation
purposes, it allows us to track the distortions in the desired speech signal.
We actually saw the general trend that a better SIR produces a better MOS
score.
3.4.3 Results and discussion
We have evaluated all 18 two-speech reverberant mixing cases. With a con-
servative setting of 1000 iterations and 20-tap ﬁlters for each subband, the
proposed approach improves SIR in the range of 10 to 29 dBC and the PESQ
MOS score in the range of 0.1 to 0.6 points. Figures 3.7(a) and 3.7(b) repre-
sent contour plots of the improvement in SIR and PESQ, respectively. Note
that the contour plots have been generated by interpolating the results of
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Figure 3.7: (a) Contour plot of the improvement in SIR (dBC) as a
function of the distance and separation angle, and (b) PESQ MOS
improvement 2-D contour plot.
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Figure 3.8: SIR improvement comparison for the setup of 1.22 m distance
and 55◦ angle: (1) beamforming plus nullforming, (2) Saruwatari et. al., (3)
beamforming plus nullforming plus IDOA based post-processing, and (4)
RFFICA plus IDOA based post-processing.
18 actual measurements. Assuming 20 dBC separation as good enough for
practical purposes, we can say that the proposed algorithm is good enough
for distances up to 2.7 m for two speakers at 26◦, i.e. standing shoulder to
shoulder. In the most diﬃcult condition of 6◦ between speakers at 4.23 m
distance, we can still maintain a 10 dBC SIR and 0.1 improvement in PESQ
points.
Figure 3.8 provides a comparison of the results for several methods for a
distance of 1.22 m, 55◦ angle between speakers, and T60 of 375 ms. These
conditions are close to those published in [4, 78], but are a more diﬃcult
conﬁguration in general. Just the conventional beamformer plus nullformer
provides nearly a 10 dBC improvement, which is close to the reported results
in those papers. Adding the spatial ﬁlter (the ﬁrst stage of the proposed
algorithm) increases the suppression close to 20 dBC, which is practically
the maximum a spatial separation can achieve. Adding the second stage
increases the SIR to 29 dBC while keeping an acceptable quality of the sep-
arated speech signal. Note that the performance of the beamforming plus
nullforming is already comparable with the result of [4], as we expected.
Figures 3.9 and 3.10 show the time domain speech streams and correspond-
ing spectrograms (1.22 m, 55◦): (a) one of the mixed channels, (b) and (c)
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original clean target speech and separated speech by the proposed method,
(d) and (e) another original clean target speech and separated speech by the
proposed method. We can clearly see the similarity between the original sig-
nals and the outputs. Note also that the interference dominant portion did
not smear into the target separated speech, which is the reason why we can-
not hear the interference speech at all.1 In fact, in this case SIR was around
24 dBC. Figures 3.11(a) and 3.11(b) show the results of the dependency on
iteration number and tap number on the middle conﬁguration (2.44 m and
26◦) among all 18 conﬁgurations. Actually, with 200 iterations and 5 taps,
the SIR score can already reach the satisfactory level.
3.4.4 Results on a real scenario
We applied our algorithm to the spontaneous real speech scenario, where two
speakers have spoken for about 30 seconds in the same space (1.22 m, 55◦)
where we measured the RIRs and background noise. They were asked not to
move their positions while they were speaking, but natural head movement
was allowed. Figures 3.12 and 3.13 show the time domain representations
and spectrograms of the measured reverberant speech mixture together with
the separated two-target speech streams, respectively. As in the simulated
results, we could barely perceive the interference speech.1
3.5 Conclusions and future work
In this chapter, we proposed a subband domain based, two-stage speech
separation method that utilizes spatial ﬁltering and regularized feed-forward
ICA with multi-taps demixing ﬁlter. This approach produces substantial im-
provement in terms of SIR, while maintaining sound quality, measured with
the PESQ algorithm. The proposed approach can be interpreted from both
points of view independently. From the beamforming point of view, with
proper prior knowledge of DOAs for the target and interferences, we can
construct a subband domain ﬁlter structure augmented with higher-order
independence maximization criterion for better suppression of the unwanted
1The wave files of this figure are linked in the following web site:
http://www.isle.uiuc.edu/ lkim9/Demo.
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Figure 3.9: Time domain speech signals: (a) one of the mixed channels, (b)
and (c) original clean target speech and separated speech by the proposed
method, (d) and (e) another original clean target speech and separated
speech by the proposed method.
64
(a)
(b)
(c)
(d)
(e)
Figure 3.10: Spectrogram of speech signals (from 5 to 27.6 seconds and up
to 4 kHz for purpose of clear presentation): (a) one of the mixed channels,
(b) and (c) original clean target speech and separated speech by the
proposed method, (d) and (e) another original clean target speech and
separated speech by the proposed method.
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Figure 3.11: (a) SIR versus iteration numbers, (b) SIR versus tap numbers.
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Figure 3.12: Time domain speech signals (spontaneous real speech scenario,
1.22 m, 55◦): (a) one of the mixed channels, (b) and (c) separated speech
streams by the proposed method.
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Figure 3.13: Spectrogram of speech signals (spontaneous real speech
scenario, 1.22 m, 55◦): (a) one of the mixed channel, (b) and (c) separated
speech streams by the proposed method.
interference and noise. Note that we are relying on the same constraint of
“unity response with zero phase on look direction” but with a diﬀerent cost
function of maximizing independence of separated or beamformed output
signals. With the power minimization criterion, the source signal will be
canceled out unless we have perfect knowledge of room impulse responses to
the microphones, which is not practically possible, or we conﬁne the beam-
forming to be a scalar multiplication process as in the conventional methods
even in a subband domain. Therefore, the proposed method can be inter-
preted as a blind beamforming method overcoming the source cancellation
problem with a simple unity response constraint on look direction.
From the ICA point of view, with a prior knowledge on the DOAs for the
target and interference and a regularization term preventing large deviation
from the beamforming results in the ﬁrst stage, we can expand the conven-
tional instantaneous demixing in the subband domain into the feed-forward
network, which turned out to increase the mutual independence without ad-
ditional processing to solve the permutation problems. The initialization and
regularization based on the beamforming method is useful in solving the per-
mutation problem from the beginning of the iteration. The unity response
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constraint of beamforming is useful in solving the scaling problem. Many
diﬀerent ways of solving the permutation problem can be combined without
hurting current schemes. In our case, we only used the IDOA based sound
source localization information.
There have been other approaches to accomplish speech separation based
on computational auditory scene analysis. Speech model based approaches
have not been combined with ICA yet in this chapter, but combination may
assist current schemes [56]. In this chapter, we have exploited the statistical
aspect of speech with just a simple assumption of super-Gaussianity. A more
complicated dynamic speech model is widely accommodated in the domain
of automatic speech recognition, and this can also be explored to enhance
the separated speech quality.
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CHAPTER 4
JOINT ESTIMATION OF DOA AND
SPEECH BASED ON EM BEAMFORMING
In this chapter, we propose a multi-microphone joint optimal estimation of
the direction of arrival (DOA) and the source speech signal through newly
introduced EM beamforming. This produces a posterior PDF for the DOA,
based only on the reliably estimated speech spectrum. By maximizing over
the posterior PDF of the DOA, we achieve maximum a posteriori DOA
estimation. After convergence, the estimated source spectrum through a
weighted sum in the Bayesian sense is a maximum likelihood estimate (MLE).
This is a suﬃcient statistic for minimum mean squared error (MMSE) opti-
mal estimation using a subsequent single channel MMSE ﬁlter.
4.1 Introduction
Beamforming has been a versatile technology in various ﬁelds of application
including radar, sonar, and speech enhancement. However, due to the fact
that everyday speech is a non-stationary broad-band signal contaminated
with reverberation and noise, the application of beamforming for speech en-
hancement has been a unique issue. Recently, minimum mean squared error
(MMSE) multi-microphone optimal speech enhancement has been theoreti-
cally shown to be achieved using minimum variance distortionless response
(MVDR) beamforming, which is a maximum likelihood estimation (MLE) of
the source speech [85], followed by an MMSE post-ﬁlter, under the assump-
tion of perfect knowledge of channel responses from source position to the
positions of multiple microphones [25,85]. However, the underlying assump-
tion is not realistic, because perfect blind channel response identiﬁcation is
infeasible.
Standard beamforming follows a two-step procedure: (i) direction of ar-
rival (DOA) estimation; and (ii) beamforming based on the best estimation
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Figure 4.1: Conceptual diagram of the proposed joint optimization of DOA
and speech based on EM beamforming.
of DOA [41]. However, mismatch between the “real DOA” and “estimated
DOA” causes challenging robustness problems, which results in poor en-
hancement of the target speech. On the other hand, to estimate DOA ac-
curately, we need to have better-enhanced speech. In the extreme case, if
we know the original speech before convolving with room impulse response
from the speaker to multi-microphones and before being deteriorated by the
environmental background noise, we can much more reliably estimate the
DOA than when we do not have it, because we can adaptively estimate the
RIR including DOA information much more accurately using the source sig-
nal [27]. Note that those two diﬀerent but closely connected problems, speech
enhancement via beamforming and the estimation of DOA, have been solved
independently based on the assumption of the good quality of the preceding
part as illustrated in Figure 4.1. In this chapter, we propose to solve those
two problems in a joint optimal manner by a newly introduced expectation-
maximization (EM) algorithm, where we consider the DOA as a latent ran-
dom variable with a posteriori PDF given the multi-microphone observations
and the maximum likelihood estimate of the target speech in the previous
EM step. Figure 4.1 shows the conceptual diagram of the proposed EM
beamforming.
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Due to the fact that the speech signal is sparse in the short-time spec-
tral domain, a large percentage of the frequency bins are corrupted by the
coexisting noise and reverberation. In the process of EM beamforming, we
only use the speech-dominant reliable frequency bins to update the DOA
posterior. The reliability of each frequency bin is estimated based on the
generative likelihood model, which will be discussed in detail. Because we
avoid using the contaminated bins to estimate the DOA posterior PDF, the
proposed approach provides more robust DOA estimation than the conven-
tional methods based on the whole band, and it results in a better optimal
speech estimation as well. In fact, after convergence, the estimated source
spectrum is the maximum likelihood estimate (MLE) if we follow the solid
loop in Figure 4.1. This is a suﬃcient statistic for an MMSE estimation
using the subsequent single-channel MMSE ﬁlter such as the Wiener ﬁlter.
This separate process, ML estimation of the suﬃcient statistic and MMSE
post-ﬁltering, can be done in the iteration as well if we follow the dotted
loop. Then, after convergence, the estimated source spectrum is now the
maximum a posteriori (MAP) estimate.
The ML estimate of the target speech in the proposed EM beamforming
turns out to have a form similar to the Bayesian beamformer [86], but takes
only the reliably estimated frequency bins into account to update the pos-
terior PDF. Note that through iterative updates of both estimates of source
DOA and signal, we introduce an explicit link between the source signal
estimate and the DOA estimate.
To validate the proposed method, we performed a simple experiment using
real recordings inside the IBM smart room from four microphones arranged
into a T-shape array conﬁguration. In this setting, the distance between
the microphones is 0.26 m, which means that spatial aliasing is unavoidable
above 654 Hz. However, unlike a traditional application such as radar, for
speech inside smart rooms, we often have video as a supplemental modality
that can be used for DOA estimation with limited time and spatial resolution.
For example, [87] reports 3D tracking of the speaker’s head position every
second. Therefore, we may have an acoustic viewﬁnder with narrow beam
angles as candidate DOAs, and need only reﬁne them to accommodate higher
temporal resolution in the audio side (e.g. 16 ms frame rate). We obtained
maximum a posteriori estimation of DOA and compared it with two baselines
(GCC-PHAT and MUSIC based) by plotting DOA estimation per frame with
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the ground truth at every second. The proposed method produces smoothly
changing maximum a posteriori estimation of the DOA around the ground
truth, which yields better spectral enhancement at the high frequency range.
4.2 Multi-microphone speech enhancement
4.2.1 Problem formulation
Multi-microphone speech measurements in a reverberant acoustic space with
background noise can be modeled in the time domain by (1.6). In this chap-
ter, we interpret this problem more from the perspective of a single target
speech estimation. Note that we may do the original multiple target estima-
tion by performing a sequence of target source estimations. We also further
consider tracking of the speaker movement, which means we need to quickly
update the estimation process with small amounts of data to estimate the
source speech. To satisfy this criterion, we reformulate (1.6) as follows:
yi(t) =
NS∑
j=1
(
hd,θi,j (t) ∗ sj(t) + hri,j(t) ∗ sj(t)
)
+ ni(t) , (4.1)
where yi(t) is the measured signal, h
d,θ
i,j (t) and h
r
i,j(t) denote the early room
impulse response (RIR) and late RIR from the jth speech source to the ith
microphone, sj(t) is the j
th source signal, ni(t) is the noise, and i varies from
1 to Nmic, where Nmic represents the number of microphones. Note that only
hd,θi,j (t) is assumed to be dependent on the DOA parameter θ.
In this chapter, we use only the direct path response as the early RIR,
as in previous research where the statistical reverberation model has been
successfully employed [88, 89]. The direct path can be modeled as
hd,θi,j (t) =
1
dθi,j
δ(t− tθi,j) , (4.2)
where dθi,j and t
θ
i,j denote the distance and time delay between the j
th source
and the ith microphone, respectively. Note that if the distance among the
array microphones is relatively much smaller than the distance to the target
speaker, dθi,j can be assumed to be the same without loss of generality.
73
The time domain representation of (4.1) yields a subband domain repre-
sentation as
Y = DS +
NH−1∑
l=1
(
RlS ·−l + N
)
= DS + N ′, (4.3)
where Y = [Y1 · · · YNmic ]T , S ·−l = [S ·−l1 · · · S ·−lNS ]T , N = [N1 · · · NNmic ]T , as
in (1.9),
D =
⎡⎢⎢⎢⎢⎣
D1,1 D1,2 · · · D1,NS
D2,1 D2,2 · · · D2,NS
...
...
. . .
...
DNmic,1 DNmic,2 · · · DNmic,NS
⎤⎥⎥⎥⎥⎦ ,
=
[
D1 D2 · · · DNS
]
.
where Di,j corresponds to short-time Fourier transform of h
d,θ
i,j (t), and
Rl =
⎡⎢⎢⎢⎢⎣
Rl1,1 R
l
1,2 · · · Rl1,NS
Rl2,1 R
l
2,2 · · · Rl2,NS
...
...
. . .
...
RlNmic,1 R
l
Nmic,2
· · · RlNmic,NS
⎤⎥⎥⎥⎥⎦ ,
=
[
Rl1
Rl2 · · · RlNS
]
.
where Rli,j corresponds to short-time Fourier transform of h
r
i,j(t). If we as-
sume we know the DOA response (4.4), the suﬃcient statistic in (1.12) can
be reformulated as MVDR beamforming:
T Dj (Sj) =
Dj
H
R′n
−1Y
Dj
H
R′n
−1 Dj
. (4.4)
Since we can assume that Ni(k) is a zero mean complex Gaussian random
variable independent of S(k′) and Ni(k′) for k′ = k, “k” is omitted for read-
ability.
Our objective is to jointly estimate the source speech and the DOA given
the multi-microphone measurements together with the statistical assump-
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tions about the source speech, late room impulse response, and the additive
noise. We make the following statistical assumptions:
• The spectrum of the late room impulse response follows a normal dis-
tribution with zero mean, i.e.,
Rlj ∼ N(0,ΣRlj ) [88].
• The spectrum of the additive noise follows a normal distribution with
zero mean, i.e.,
N ∼ N(0,Σ N ) [48].
Σ is an N -by-N covariance matrix.
Note that in (4.4), we redeﬁned a noise vector N ′, and this can also be
modeled as a zero mean Gaussian, i.e., N ′ ∼ N(0,Σ N ′). Therefore, in this
chapter, instead of estimating the covariance matrix of the reverberation and
noise individually, we try to estimate the combined noise statistic. Further-
more, we reformulate the MVDR beamforming into the minimum power dis-
tortionless response (MPDR) beamforming, as in Section 3.2.1, which can be
shown to be the same as MVDR under the assumption of a known DOA [31].
4.3 Suﬃcient statistic: EM beamforming
Our goal is to iteratively estimate Sj given the complete observation of Y (k)
and the incomplete observation of θ with the updated PDF
p(θ|Y (1), · · · , Y (K), Sj). (4.5)
This situation ﬁts well into the EM setup by introducing the functional
Q(Sj(k), S
0
j (k)) = Ep(θ|Y (1),...,Y (K),S0j (k))[log p(
Y (k), θ|Sj(k))], (4.6)
where S0j (k) and Sj(k) denote the k
th frequency bin estimate at the previous
and current step, respectively. Hereafter, without the subscript k, all the
terms are assumed to be in the same frequency bin. We decompose p(Y , θ|Sj)
as a product of a likelihood PDF given θ and a priori PDF of θ.
p(Y , θ|Sj) = p(Y |θ, Sj)p(θ|Sj), (4.7)
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where the likelihood PDF is a Gaussian PDF,
p(Y |θ, Sj) ∼ 1
πN |ΣY |
exp−[
Y− DjSj ]HΣ−1Y [Y−DjSj ] . (4.8)
Note that we exploited the assumption that the residual term
NS∑
j′=1, =j
Dj′Sj′ +
NH−1∑
l=1
(
RlS ·−l + N
)
∼ N(0,Σ N ′) (4.9)
can be modeled to follow a zero mean Gaussian PDF. If we simply assume
that Sj , j = 1, 2, · · · , NS are independently modeled to follow a zero mean
Gaussian [9, 48], the assumption of Gaussianity for the residual perfectly
holds. However, even with a non-Gaussian model for speech sources, the
assumption of Gaussianity for the residual is still very reasonable, because
it is composed of not only the speech component but also late reverberation
and background noise, which follow a Gaussian PDF. Therefore, the MMSE
speech estimation can be performed diﬀerently in the post-ﬁltering part by
using a diﬀerent modeling of speech, e.g. super-Gaussian such as Laplacian,
which is known to be more precise [59, 60, 90]. A super-Gaussian prior was
successfully employed in speech source separation in Chapter 3.
In the maximization step, we estimate Sj(k) of the current step:
Sˆj(k) = argmaxSj(k)Q(Sj(k), Sj(k)
0) (4.10)
=
∫
Θ
p(θ|Y (1), · · · , Y (K), Sj(k)0)
·
Dj(k)
HΣ−1Y (k)
Y (k)
Dj(k)HΣ
−1
Y (k)
Dj(k)
dθ .
Equation (4.10) is a weighted average of MPDR beamformers, weighted by
the posterior PDF of θ rather than a single speciﬁc MPDR beamformer with
single DOA estimation, where the weights are given by the a posteriori PDF
of θ. Therefore, (4.10) constitutes a more general formulation of the con-
ventional MPDR beamformer. Note that if we can assume no inter-channel
correlation for the noise covariance matrix, which is not achievable especially
in the low-frequency region with a single DOA estimate, it becomes the well-
known delay-and-sum beamformer. The proposed approach is similar to the
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case of the previous Bayesian beamformer [86], except that we are taking the
current estimate of the source spectrum into consideration, and we are deal-
ing with a sparse broad-band signal. Statistical reverberation Rl plays the
role of increasing the covariance from noise-only to noise-plus-reverberation,
and it also aﬀects the a posteriori PDF of θ.
Equation (4.10) is a maximum likelihood estimate of Sj(k), and by apply-
ing an MMSE post-ﬁlter such as a Wiener ﬁlter after the convergence of EM
iteration, we can optimally estimate Sj(k) in the MMSE sense as depicted in
Figure 4.1 using the solid loop. On the other hand, we can put the MMSE
post-ﬁltering process into the iteration loop as depicted in Figure 4.1 using
the dotted loop, by assuming that the speech source Sj(k) follows a Gaussian,
with the following slight modiﬁcation of (4.6):
Q(Sj(k), S
0
j (k)) = Ep(θ|Y (1),...,Y (K),S0j (k))[Sj(k)| log p(Y (k), θ)]. (4.11)
Because maximum a posteriori (MAP) estimation of Sj(k) is the same as
MMSE estimation with the Gaussian PDF, by performing the two-step,
EM beamforming followed by MMSE post-ﬁltering in each iteration, we can
achieve MAP estimation of Sj(k) instead of ML estimation in (4.10).
The a posteriori PDF of θ follows Bayes’ rule:
p(θ|Y (1),..., Y (K), Sj(k)0) ∼ p(Y (1)..., Y (K)|θ, Sj(k)0)p(θ|Sj(k)0), (4.12)
where p(θ|Sj(k)0) is the a priori PDF of θ, reﬂecting our prior knowledge of
the possible source DOAs.
In the expectation step, we calculate the likelihood
p(Y (1),...,YK |θ,Sj(k)0)∼exp
∑K
k=1M(k)·logN(Dj(k)Sj(k)0,ΣY (k)), (4.13)
where M(k) = 1 if Sj(k) is dominated by the target speech Sj, if not,
M(k) = 0. The determination of M(K) is based on the likelihood simi-
larity, because across all frequency bins the target source should have the
same DOA. Figure 4.2 shows a simple conceptual example, where the sec-
ond, fourth, and sixth bins have a similar likelihood shape within a possible
DOA range set by a priori PDF of θ. If K is below a certain threshold,
which means most frequency bins are dominated by noise or interference, we
consider the entire frame as noise, and this process is interpreted as a gen-
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Figure 4.2: Conceptual diagram of the generative model based
determination of M(k): example of frequency bin N = 6 and target speech
dominated frequency bin K = 3 at k = 2, 4, 6.
erative model based voice activity detection (VAD). The introduction of the
membership classiﬁcation to update the a posteriori PDF is very important,
because it allows us to have much more robust DOA estimation due to the
fact that we only use the target dominated frequency bins. Given the fact
that speech does only occupy a relatively small portion of the frequency bin,
this procedure is thought to be critical.
For prior p(θ|S0j ) we might be able to simply use real prior information
about θ based on the application scenario, e.g. from video tracking results
we may have a possible search range for the target speech region. The hard
binary thresholding of M(k) can be replaced with a soft thresholding as in
(3.19), which can be interpreted as target speech existence probability in that
frequency bin.
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Mouth simulator
Figure 4.3: RIR measurement setup.
4.4 Experiments
4.4.1 Experiment with a generated corpus
In this section, we tested the proposed method with a generated corpus by
measuring the room impulse responses in an oﬃce environment. Generating
the corpus is documented in Appendix E. Natural ambient noise was also
measured in the same place. Twelve diﬀerent conﬁgurations shown in Fig-
ure 4.3 are generated. Among them we tested the most diﬃcult setting of a
two-speaker case, in which angle distance was about 32◦ and distance from
speakers to array was 2.1 m. Note that as the distance from the speaker po-
sition to the microphone array gets longer, the direct-to-reverberation ratio
(DRR) can become less in the same angle direction.
For the DOA accuracy evaluation, in average 17 dB SNR by adding the
recorded noise, we ﬁrst compared the results of our proposed method with the
results of the conventional methods such as GCC-PHAT [35] and MUSIC [36].
As shown in Figure 4.4, we can verify that in this scenario the one best angle
for all the methods closely corresponds to the designated angle 32◦. Note
that since we do not employ inter-frame smoothing such as Kalman ﬁltering
to utilize the information of the previous frames, the estimation results look
noisier around the designated DOA. For MUSIC, the angles corresponding
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to the maximum of mean values for all frequency bins per each search angle
have been assigned [34].
With the capability of ﬁnding a generative model based likelihood per
frequency bin, we can separate the sources by selecting the frequency bins
sharing similar DOA. To validate this idea, we simply estimate the ideal
binary mask for target source location based on EMB, and conﬁrm that EMB
based post-processing can make further separation as shown in Figure 4.5,
where we can compare the EMB result with the original clean speech.1
4.4.2 Real scenario with a more challenging setup
In this real experiment, we used three horizontal channels, which come from
one of the four T-shape microphone arrays of the IBM smart room [87]. ﬁve-
second long speech is arbitrarily selected with the one-second rate of head
tracking results from video data taken as the ground truth. We set the search
DOA angle from 31◦ to 71◦ with a 0.5◦ increase based on the head tracking
result. Initial estimation of the speech spectrum has been performed using an
average MPDR based on uniform distribution among the candidate DOAs.
The sampling rate was 16 kHz and the room geometry was roughly 7 × 6 ×
3 m. The detailed conﬁguration can be found in [87].
Figure 4.6 shows DOA tracking results every 16 ms with the ground truth
marked as a red star every 1 second. Figure 4.7 shows the spectrograms of
one of the three channel measurements, the output of the EM beamforming
based on the result of Figure 4.6, and the MMSE-logSA [48] estimate of
the EM beamforming output. Finally, Figure 4.8 depicts the corresponding
time-domain signals.
We ﬁrst observe that the DOA tracking result of the proposed method
produces a reasonably smooth trajectory connecting the ground truth angles,
compared to conventional methods. Instantaneous update of DOA based on
MUSIC produces severe perturbations due to the unreliable covariance ma-
trix estimation at noise-dominant frequency bins. To perform GCC-PHAT,
the nearer two channels have been used. Again we observe the more severe
jittering due to the same reason, namely that we do not have the ability to
exclude the unreliable frequency portion in the short-time spectral represen-
1The wave files of this figure is linked in the following web site:
http://www.isle.uiuc.edu/ lkim9/Demo.
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tation. We do not introduce a conventional trajectory smoothing method
such as Kalman ﬁltering, but the proposed method can be easily combined
with it because we can obtain the DOA observation likelihood by default.
The DOA estimate performance can be evaluated not only by smoothness
of the trajectory but also by the enhanced spectrogram in the high-frequency
range. As we see in the spectrogram, the estimated DOA actually boosts the
speech spectrum (darker yellow) up to the relatively high frequency range
around 4 kHz and attenuates the region of silence (darker blue) eﬀectively,
which is ultimately further suppressed by the MMSE postﬁltering. Note
that the wavelength of 4 kHz is around 8.5 cm; therefore, enhancement in
the high-frequency range can only be achieved with more accurate DOA esti-
mates. The speech spectrum has been boosted, and these boosted spectra are
still prominent after the MMSE process. Note also that during non-speech
regions, the DOAs have been reported as -10, which is an arbitrarily assigned
number when there exist no reliable frequency bins at a speciﬁc frame, with-
out relying on conventional voice activity detection (VAD) algorithms.
Note that because we are implementing the proposed algorithm in the
short-time Fourier transform domain, we use the overlap-addition method to
synthesize back to a time domain signal with a hanning window and 50%
overlap.
4.5 Conclusions and future work
In this chapter, joint optimal estimation of the DOA and the source spectrum
is proposed through a newly derived EM beamforming algorithm. The EM
beamformed spectrum constitutes a realistic suﬃcient statistic for MMSE
post-ﬁlter. The maximum a posteriori PDF of DOA is obtained after con-
vergence by taking the maximum of the updated PDF. An experiment with
real data shows that the proposed algorithm represents a realistic way to
achieve good speech signal estimation with good instantaneous DOA estima-
tion even at the high-frequency range. The proposed method is a general
approach which can be accommodated with any microphone array conﬁgu-
ration. Combination with trajectory smoothing based on temporal dynamics
will be studied in the near future.
81
0 1 2 3 4 5 6
−0.08
−0.06
−0.04
−0.02
0
0.02
0.04
0.06
0.08
Second
A
m
p
li
tu
de
(a)
0 50 100 150 200 250 300 350 400
20
25
30
35
40
45
50
55
60
Frame
A
n
g
le
 (
°
)
(b)
0 50 100 150 200 250 300 350 400
20
25
30
35
40
45
50
55
60
Frame
A
n
g
le
 (
°
)
(c)
0 50 100 150 200 250 300 350 400
20
25
30
35
40
45
50
55
60
Frame
A
n
g
le
 (
°
)
(d)
Figure 4.4: DOA estimation results with original reverberant speech
mixture (target speech was active up to 280 frames at 32◦, interference
speech was active during the entire frames at −30◦.): (a) reverberant
speech mixture captured by one of the array microphones, (b) DOA
estimation by GCC-PHAT with a pair of microphones at distance 0.076 m,
(c) DOA estimation by MUSIC (8-microphone linear array with 0.03795 m
inter-distance), and (d) DOA estimation by EMB (8-microphone linear
array with 0.03795 m inter-distance).
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Figure 4.5: EMB result: (a) reverberant mixture, (b) EMB result, (c) EMB
with direction-per-frequency based IBM estimation, (d) original clean
target speech.
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Figure 4.6: DOA estimation with ground truth (every 1 second marked as
red star): Proposed method (top), MUSIC (middle), GCC-PHAT (bottom).
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(a)
(b)
(c)
Figure 4.7: Spectrogram: unprocessed channels (top), EM beamforming
with one iteration (middle), EM beamforming + MMSE-logSA (bottom).
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Figure 4.8: Time domain results: unprocessed channels (top), EM
beamforming with one iteration (middle), EM beamforming +
MMSE-logSA (bottom).
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CHAPTER 5
EARLY ROOM IMPULSE RESPONSE
ESTIMATION BEYOND DOA
ESTIMATION
In this chapter, we give more attention to early RIR so that we can speed up
the demixing, dereverberation, and de-noising process to track the moving
sources. The joint estimation of DOA and speech in Chapter 4 is extended to
the distinct early response estimation, if any, and probabilistic compensation
on the remaining part. If we do not compensate the distinct echo paths as
in Chapter 4, we may experience unsatisfactory speech estimation results.
Also, in the situation where we need to update the speech estimation process
fast enough, we noticed that the direct deconvolution and separation method
proposed in Chapter 3 may not be suitable, because it requires several sub-
band taps even for the case of a few distinct early response paths. This
can be easily understood by comparing a simple situation, e.g. estimation
of impulse response of [1 0.5] and its inverse, where its inverse should be
represented using a longer ﬁlter length to ensure suﬃcient inverse ﬁltering.
This requires a much longer observation to estimate all the parameters. If we
can achieve similar performance with the method proposed in Chapter 3 with
fast updating, this might be the method to achieve separation and tracking
at the same time.
If we can assume that we know the early RIRs and treat the late RIR as
a random variable as in (4.3), optimal estimation of the speech signal can be
done using a simple two-step method: the suﬃcient statistic compensating for
the distinct early response followed by a MMSE estimator. In this chapter,
we will ﬁrst address some realistic implementations of the suﬃcient statistic
considering the distinct response based on a deterministic RIR approach ﬁrst
and then consider the remaining part of RIR based on a probabilistic RIR
approach.
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5.1 Multi-path GSC
In this section, we derive a multi-path GSC, which is a generalized version of
a generalized sidelobe canceller (GSC) [41,91] under a multi-path acoustic en-
vironment; we also show that we can get the optimal estimator in a Bayesian
sense via multi-path GSC followed by Bayesian estimation by showing that
the multi-path GSC has the same formulation as the suﬃcient statistic. An
adaptive beamforming algorithm, GSC is quite common in the source signal
enhancement community, but to our knowledge, this is the ﬁrst time that
GSC or multi-path GSC has been shown to be a suﬃcient statistic for multi-
microphone Bayesian optimal spectral estimation. We therefore are showing
that multi-path GSC followed by Bayesian single-channel estimation is the
optimal multi-microphone source signal estimation in a multi-path environ-
ment. The beauty of this approach is in the ﬁxed beamformer (FBF) and
the subsequent blocking matrix, which can be constructed as the null space
of the multi-channel convolution matrix. The FBF can be simply regarded
as a multi-channel deconvolution problem. Therefore, we might be able to
apply any kind of multi-channel deconvolution scheme [6, 7, 92, 93] for this
ﬁxed part. The blocking matrix can also be constructed by using an echo
cancellation scheme [94], because ideally the output of the ﬁxed beamformer
is the deconvolved and beamformed speech signal.
Conventional GSC as shown in Figure 5.1 is derived from the linearly
constrained adaptive beamforming framework (5.1) [91, 95].
argmin
w
E
{
wTyyT w
}
subject to CT w = f, (5.1)
where sˆ(n) = wTy is the time domain estimated source signal, superscript T
is transpose, w = [wT1 w
T
2 · · · wTN ]T and wTi = [w(i−1)L+1 w(i−1)L+2 · · ·w(i−1)L+L]
where i = 1, 2, · · · , N , y = [y1,[1:L] y2,[1:L] · · · yN,[1:L]]T where yi,[1:L] = [yi(n −
(i−1)n0) yi(n−(i−1)n0−1) · · · yi(n−(i−1)n0−(L−1))], i = 1, 2, ...N and n
is the current time index, steered to a look-direction of θ = arcsin(n0Fsd/c)
for microphone spacing d and sampling rate Fs, and C
T w = f is a linear
constraint. To derive the multi-path GSC, we simply need to manipulate the
constraint part in (5.1). The constraint part has the following convolutional
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form:
[
Ch1 Ch2 · · · ChN
]
⎡⎢⎢⎢⎢⎣
w1
w2
...
wNL
⎤⎥⎥⎥⎥⎦ = f =
⎡⎢⎢⎢⎢⎣
1
0
...
0
⎤⎥⎥⎥⎥⎦ , (5.2)
where lh + L − 1 by L matrix Chi is constructed from the room response
hi(n):
Chi =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
hi(0) 0 · · · 0
hi(1) hi(0)
. . .
...
... hi(1)
. . . 0
hi(lh − 1) ... . . . hi(0)
0 hi(lh − 1) ... hi(1)
...
. . .
. . .
...
0 · · · 0 hi(lh − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
,
i = 1, 2, · · · , N (5.3)
Equation (5.3) is a typical linear convolution matrix which has a Toeplitz
structure. The constraint in (5.2) is therefore equivalent to the requirement
that W inverts H , i.e. (5.2) is actually a channel deconvolution in the look-
direction [92]. Note that the length of the constraint vector f is determined
as lh + L − 1 in (5.3). Here is a simple example of an anechoic case where
N = 2, L = 2, and h1(n) = h2(n) = δ(n) so lh = 1; then by (5.3)
Ch1 =
[
1 0
0 1
]
, i = 1, 2 (5.4)
and
CT =
[
1 0 1 0
0 1 0 1
]
. (5.5)
This gives the original GSC [91] result because we consider only the direction
of arrival. Therefore, conventional GSC is a special case of multi-path GSC,
in which the room response is a delta function. Similarly, the anechoic case
is always a special case of the more general (5.2). Equation (5.2) guarantees
deconvolution of the acoustic channel; at the same time, the minimization
of total power (5.1) provides noise suppression in the non-look-directions.
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Figure 5.1: Block diagram of GSC beamformer. y1 through yN are
measured input for beamforming, w0 is a ﬁxed beamformer shown in (5.7),
Cn is the blocking matrix shown in (5.9), and wn is the adaptable
beamforming coeﬃcient vector.
In conventional GSC, the coeﬃcient vector w is decomposed as w = w0 − v,
where w0 is obtained by the Moore-Penrose pseudo-inverse w0 = C(C
TC)−1 f
which guarantees a minimum norm least square (MNLS) solution. The min-
imization of total power in (5.1) is computed by adopting the coeﬃcients
v = Cn wn as shown in Figure 5.1, where the blocking matrix Cn can be
obtained from C using orthogonalization procedures such as singular value
decomposition (SVD) as shown below. The total length of the array ﬁlter,
NL, should be larger than the row count of CT , lh +L− 1, to guarantee the
existence of the solution w0. In other words, the diﬀerence, NL−(lh+L−1),
is the number of degrees of freedom to be used for suppressing noise. First,
the ﬁxed upper part w0 can be obtained easily using singular value decom-
position (SVD) of the rank r, (lh + L− 1)× (NL) constraint matrix CT .
CT = UΣVH , (5.6)
where (lh + L − 1) × r matrix U and (NL) × r matrix V are orthonormal,
UHU = VHV = I, and Σ = diag(σ1, σ2, · · · , σr) is the r× r diagonal matrix
whose diagonal entries, called singular values, are positive values sorted in
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decreasing order. Then w = w0 + v, where
w0 = V ·
⎡⎢⎢⎢⎢⎢⎣
1
σ1
0 · · · 0
0 1
σ2
. . .
...
...
. . .
. . . 0
0 · · · 0 1
σr
⎤⎥⎥⎥⎥⎥⎦ ·UH · f (5.7)
lies in the range space of CT and v lies in the null space of CT such that
CTv = 0, v = Cn · wn where Cn is called the blocking matrix and is obtained
by extending the SVD of CT as shown below.
CT = [U ur+1 ur+2 · · · ulh+L−1]
[
Σ 0
0 0
]
·[V vr+1 vr+2 · · · vN ·L]H (5.8)
Cn = [vr+1 vr+2 · · · vN ·L]. (5.9)
The linearly constrained adaptive beamforming framework as shown in (5.1)
can be reformulated in the discrete frequency domain. First, (5.1) is ex-
panded to include a time frame with length lf as in (5.10).
argmax
w
E
{
wTymy
T
m w
}
subject to CT w = f, (5.10)
where yTm = [y1,m y2,m · · · yN,m] and
yi,m =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
yi(0) 0 · · · 0
yi(1) yi(0)
. . .
...
... yi(1)
. . . 0
yi(lf − 1) ... . . . yi(0)
0 yi(lh − 1) ... yi(1)
...
. . .
. . .
...
0 · · · 0 yi(lh − 1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, i = 1, 2, · · · , N, (5.11)
and we set the beginning time index of the frame as 0 for convenience. After
transforming the convolution matrices in (5.3) and (5.11) into the circulant
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matrices as in (5.12) and (5.13),
C′hi =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
hi(0) hi(L− 1) hi(L− 2) · · · hi(1)
hi(1) hi(0) hi(L− 1) · · · hi(2)
hi(2) hi(1) hi(0) · · · hi(3)
...
...
...
. . .
...
hi(L− 1) hi(L− 2) hi(L− 3) · · · hi(0)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, i = 1, 2, · · · , N, and
(5.12)
y′i,m =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
yi(0) yi(L− 1) yi(L− 2) · · · yi(1)
yi(1) yi(0) yi(L− 1) · · · yi(2)
yi(2) yi(1) yi(0) · · · yi(3)
...
...
...
. . .
...
yi(L− 1) yi(L− 2) yi(L− 3) · · · yi(0)
⎤⎥⎥⎥⎥⎥⎥⎥⎦
, i = 1, 2, · · · , N.
(5.13)
Equation (5.10) can be reformulated as in (5.14).
argmax
w
E
{
N∑
i=1
wHi FF
Hy′i,m
H
F
N∑
i=1
FHy′i,mFF
H wi
}
subject to
N∑
i=1
FHC ′hiFF
H wi = F
H f, (5.14)
where FH and F are discrete Fourier transform (DFT) and inverse DFT
matrices, respectively, and FHF = FFH = I. Equation (5.14) is converted
into the frequency domain representation of (5.15).
argmax
[ WT1
WT2 ··· WTN ]T
E
{
N∑
i=1
WHi Λ
H
y,i
N∑
i=1
Λy,i Wi
}
subject to
N∑
i=1
ΛH,i Wi = F ,
(5.15)
where Λy,i = F
Hy′i,mF and ΛH,i = F
HC ′hiF, where i = 1, 2, · · · , N , are
diagonal matrices, whose diagonal entries Yi and Hi are frequency samples
of the input signal [yi(0) yi(1) · · · yi(lf − 1) 0Ty ]T and the ith room response
[hi(0) hi(1) · · · hi(lh − 1) 0Th ]T computed by applying the DFT, and 0h is a
zero vector with length of L − lh, and Wi = FH wi, F = FH f . In a speciﬁc
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frequency bin, if we assume F = 1, (5.15) is reformulated as in (5.16).
argmax
W
E
{
WH Y Y H W
}
subject to HH W = 1, (5.16)
where W = [W1(f) W2(f) · · · WN(f)]T , Y = [Y1(f) Y2(f) · · · YN(f)]T
and H = [H1(f) H2(f) · · · HN(f)]T . Equation (5.16) can be solved by
the method of Lagrange multipliers at the speciﬁc frequency. The noise
covariance matrix is Rn, and
E{Y Y H} = Rn. (5.17)
The Lagrangian functional for (5.16), with Lagrange multiplier λ, is
J( W ) =
1
2
WHRn W + λ
H( HH W − 1). (5.18)
We get the optimal W by diﬀerentiating J( W ) with respect to W and setting
it to zero.
W = −R−1n Hλ. (5.19)
From the deﬁnition of the constraint
HH W = 1 = − HHR−1n Hλ. (5.20)
From (5.20)
λ =
−1
HHR−1n H
. (5.21)
From (5.21) and (5.19)
W =
R−1n H
HHR−1n H
. (5.22)
WH =
HHR−1n
HHR−1n H
. (5.23)
If we multiply Y , then the solution derived from the frequency domain repre-
sentation of the multi-path GSC has the identical formulation as the suﬃcient
statistic. Therefore, multi-path GSC is the suﬃcient statistic to obtain an op-
timal estimate from the multi-microphone data, and we can get the Bayesian
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optimal estimate of the source signal using multi-path GSC followed by a
single-channel Bayesian estimator.
The ﬁxed part of the multi-path GSC is nothing but a multi-channel de-
convolution problem. Although we might be able to apply any kind of multi-
channel deconvolution scheme [6, 7, 92, 93] for this ﬁxed part, in the subse-
quent chapter we propose a blind multi-channel RIR identiﬁcation algorithm,
which in fact exploits the structure of multi-path GSC. Note that if we can
estimate the channel in a blind manner, we do not have to measure RIRs.
5.1.1 Results of simple simulation experiment
The multi-microphone Bayesian optimal estimate of any function z(S) of the
speech signal S can be obtained by applying multi-path GSC followed by a
single-channel Bayesian estimator. In this section, we implement the two-step
approach in a simple simulation environment to see how each step works in
practice. First, to see the eﬀect of applying beamforming itself, we assumed
that there are two microphones, and that the channel responses from the
source to the microphones are h1 = [1 0 0.2 0]
T and h2 = [1 0 0.2 0.1]
T . The
source speech signal is replaced by an impulse because we are now concen-
trating on the eﬀect of the beamforming. Noise signals for each microphone
are taken from real measurements inside a car. As a beamfomer, we ap-
plied the multi-path GSC. As shown in Figure 5.2 (d), the channel eﬀect is
completely removed. Noise is somewhat suppressed: the beamformed output
usually lies between the two microphone measurements, which usually corre-
spond to noise suppression. With more microphones, noise would be better
suppressed.
Second, we applied a real speech signal as the source: in this case, an
example of the utterance “three” taken from the TIDIGITS corpus. As
a Bayesian estimator, we applied the MMSE-logSA estimator after multi-
path beamforming. Figures 5.3 and 5.4 show the enhancement result. Af-
ter beamforming, we can conﬁrm that we get a slight signal-to-noise ratio
(SNR) improvement (c), and after the Bayesian estimator we get much bet-
ter enhancement of speech (d). In order to demonstrate that a two-channel
Bayesian estimator is better than a one-channel Bayesian estimator, (e) shows
the result of one-channel MMSE-logSA estimation (applied to the signal re-
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Figure 5.2: Results of applying multi-path GSC for the task of
deconvolving the channel response from an impulse input: (a) original
impulse input, (b) measured signal at microphone #1, (c) measured signal
at microphone #2, (d) beamformed output (channel response is entirely
removed and noise is ameliorated).
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Figure 5.3: Time response of utterance “three”: (a) original speech signal
taken from the TIDIGITS corpus, (b) measured speech at microphone #1,
(c) beamformed output, (d) result of the two-step, beamform + estimate
procedure, using an MMSE-logSA estimator, (e) result of applying the
MMSE-logSA to measured speech at microphone #1.
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Figure 5.4: Spectrogram of utterance “three”: (a) original speech signal
taken from the TIDIGITS corpus, (b) measured speech at microphone #1,
(c) beamformed output, (d) result of the two-step, beamform + estimate
procedure, using an MMSE-logSA estimator, (e) result of applying the
MMSE-logSA to measured speech at microphone #1.
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ceived by microphone #1). As we see by comparing (d) and (e), by just using
one more microphone we can get a signiﬁcantly better enhancement result.
Note that SNR of the late part of the original utterance “three” (b) is some-
what less than the SNR of the early part. Beamforming improves the SNR
very slightly; this slight improvement is magniﬁed by the MMSE-logSA es-
timator, whose performance is critically dependent on the SNR of measured
data. The MMSE-STSA and MMSE-logSA estimators are eﬀective above a
threshold SNR and ineﬀective below that threshold [9, 48]; the beamformer
in a multi-microphone optimal spectral estimator serves the function of im-
proving SNR before application of the Bayesian estimator. In this section,
we see simulation results that conﬁrm channel response elimination and noise
suppression. Both results are the essence of our optimal two-step approach.
5.1.2 Summary and discussion
This section showed how we can get an optimal multi-microphone estimate
of any function of the source speech signal via a two-step approach in which
a multi-path GSC beamformer is followed by any optimal classical estimator
such as MMSE-logSA in the multi-path and additive noise environment. The
suﬃcient statistic T (Y ) can be obtained by maximum likelihood estimation
of S given Y ; therefore, beamforming can be interpreted as a maximum likeli-
hood estimation procedure. In other words, in the ﬁrst stage (beamforming),
we get an estimate of S which is as accurate as possible in the maximum like-
lihood sense. Then in the second stage (Bayesian estimation), we reﬁne the
estimate using an a priori source and noise statistics.
The method proposed may be compared to previously published “beam-
form + estimate” procedures. Since [12,43,96,97] are based on the ideal de-
lay assumption, their algorithms do not give optimal results if the reﬂections
are large and cannot be ignored. Gannot and Cohen’s methods [98–100] are
based on a realistic acoustic channel assumption. Therefore, their approach
is close to our optimal two-step approach. However, they modiﬁed the deﬁ-
nition of the acoustic channel: they optimally estimate the speech spectrum
at a reference microphone rather than the original speech signal. In other
words, the acoustic channel eﬀect is not eliminated by this method.
There exist practical matters that should be considered more carefully be-
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fore application of the method proposed in this section. First, we assume
that we know the channel response and it does not change, but actually
this may not be a realistic assumption. If we can track the channel re-
sponse changes due to talker movement, we can still use our current two-step
approach by updating the constraint matrix according to tracked acoustic
channel information. However, note that all of the diﬃculties that plague
the science of dereverberation [5, 7, 89, 101–103] are also practical problems
for multi-path GSC. For example, the room acoustic response is usually non-
minimum phase, so we should apply a “modeling delay” to f [92]. Also, the
room response may change; adequate dereverberation of a changing room
response is also an on-going research topic. In this section, we have demon-
strated a theoretically optimal framework for multi-microphone multi-path
Bayesian spectral estimation; the following sections will address the ways to
ﬁt practical applications into our proposed framework.
5.2 Iterative blind estimation of RIR based on
multi-path GSC
In an acoustic echo cancellation scenario, if we know the source signal, we can
adaptively estimate the channel response [94]. Because more correctly beam-
formed output more closely matches to the source signal, we might be able
to use the beamformed output as an input to estimate the channel response
from the output signal. Good channel estimation makes the beamformer
based on multi-path GSC more accurate, and this again guarantees better
channel estimation, where the multi-path GSC is diﬀerent from the conven-
tional GSC in the sense that it reﬂects the multi-path eﬀect on the constraint
part realized as the ﬁxed beamformer (FBF). Until we can get a satisfactory
channel estimation result, in other words, a satisfactory beamforming result
(satisfactory deconvolution), we keep iterating this adaptive procedure with
some reasonable channel constraint. The iterative procedure can be used for
the multi-channel identiﬁcation as well as the optimal beamforming. Even
though we may not get perfect channel identiﬁcation, this is still a useful
scheme in multi-path GSC, because we might use the converged multichan-
nel information as a coeﬃcient vector for the FBF, rather than using a naive
delay and sum beamformer as in the conventional GSC; and by leveraging
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the converged channel we actually mitigate the inherent signal cancellation
problem due to the reverberation.
To visualize the situation more or less in a simple and tractable way, we
ﬁrst show the convergence of a simpliﬁed version of the proposed scheme.
The preliminary simulation test has been conducted to show how this con-
cept works. The results of the simple preliminary simulation show that this
method seems to achieve suﬃcient blind deconvolution at the output of FBF
after enough iterations. We expand the proposed algorithm into the realis-
tic environment in a car, and it converged into a direct-path-only channel
response, which is reasonable in a small acoustic space like the inside of a
car.
5.2.1 Introduction
The main purpose of this method is to introduce a realistic way of blindly
ﬁnding unknown early distinct echo paths for the multi-path GSC algorithm
given in Section 5.1. The multi-path GSC with the identiﬁcation of the domi-
nant echo paths can be a realistic suﬃcient statistic. This method is inspired
by Hoshuyama et al.’s robust beamforming approach [104]. They tried to
minimize the signal cancellation due to room reverberation by introducing
a new adaptive blocking matrix, where the beamformed output of a ﬁxed
beamformer (FBF) was used as an input to the acoustic channel, and each
delayed channel response was used as an output of the acoustic channel. The
acoustic channel is modeled as an FIR ﬁlter, and the channel identiﬁcation is
performed. The roughly identiﬁed channel response is used for cancellation
of the target signal in the lower part of GSC. Note that GSC often suﬀers
from signal cancellation, due to room reverberation inadequately blocked
by the blocking matrix [41, 86, 104]. Once we have RIR and construct an
FBF W0 in Figure 5.1, the blocking matrix Cn is constructed as the null
space of the space spanned by the RIR. Therefore, it automatically acts like
the blocking matrix introduced in Hoshuyama et al.’s approach. However,
Hoshuyama et al. used a simple delay and sum beamformer (DSB) as the
FBF; therefore, their FBF does not reﬂect the deconvolution property of the
multi-path GSC. In their approach, there cannot be more than one iteration
for the RIR identiﬁcation, because they just used the GSC, in which FBF
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should be made with DSB after ﬁnding the direction of arrival.
We can extend their approach by using the adaptively estimated chan-
nel information from the source to each microphone to make a better FBF.
If we can get better channel estimation using this better FBF output, and
if we keep iterating this procedure, eventually we can get maximally de-
convolved output from the FBF and more complete blocking of the source
signal at the output of the blocking. This can be called optimal beamform-
ing, in the sense that the signal cancellation problem due to reverberation
is maximally alleviated for the single reverberant speech case. With existing
interfering speeches, identiﬁcation of the dominant echo paths for every con-
current speech source is important as in Chapter 3. Once we have reliable
estimate of them, we can deconvolve and separate speech sources with a lin-
early constrained minimum variance (LCMV) framework. The following is
an example of two coexisting reverberant speech sources:
argmin
W
E[| WH Y |2] subject to WH [ Ht Hi] = [1 0], (5.24)
where Ht and Hi are corresponding to Dt and Di, respectively, in (3.4), but
they include the dominant echo paths as well as the direct path.
To make the situation more or less simple and tractable, we ﬁrst prove
the convergence of a simpliﬁed version of the proposed scheme. A simple
experiment has been conducted to make sure that this concept works. The
result of the simple simulation shows that this method achieves suﬃcient
blind deconvolution at the output of FBF after enough iterations.
5.2.2 Problem formulation
The channel response estimation follows the optimization process below.
hˆi(t) = argmin
hˆi(t)
‖s(t) ∗ (h1(t) ∗ w1(t) +
· · · +hN (t) ∗ wN(t)) ∗ hˆi(t)− s(t) ∗ hi(t)‖2, (5.25)
where
ˆ
hi is the estimated channel.
ˆ
hi = argmin
ˆ
hi
‖Cˆˆhi −hi‖2 = (CˆT Cˆ)−1CˆThi, (5.26)
101
where Cˆ is the convolution matrix obtained with the beamformed output of
impulse responses as input for the beamformer. Ideally if Cˆ = I, in other
words if the FBF with RIR as input produces perfectly deconvolved output,
then we can obtain the real channel response. As in (5.26), the estimated
channel responses are obtained in the optimal sense of least squares by forcing
them to have zero values, except for the RIR value at the estimated time
stamps of each dominant reﬂection. This is similar to the concept of acoustic
echo cancellation except for the constraint part.
5.2.3 Algorithm
The proposed algorithm is introduced below step by step. In this section,
we just care about the deconvolution, because the noise suppression after
the deconvolution is quite straightforward. Based on the assumption that
we know the time stamps for the reﬂections, we can successfully estimate
the magnitude of the reﬂections using the following algorithm, where the
number of microphones is N . The way of estimating the time position for
the reﬂections is discussed in the subsequent section.
1. Initialize the magnitude of the time location of reﬂections with  and
0 otherwise.
2. Perform multi-path GSC to get output sˆ and update hˆ1(r) with the
solution of (5.25).
3. Set the updated magnitude hˆ1 of the time location to be 0 if those are
not the position for the designated reﬂections.
4. Iterate 2 and 3 until there is no more signiﬁcant change in the magni-
tude of the reﬂection.
If you follow the ﬁrst iteration, you will get the ﬁrst update of hˆ1(r) ≈
h1(r)− 1N (h1(r)− + h2(r) + · · ·+ hN(r)); and if this number is bigger than
, it will be updated until there is no change of hˆ1(r) and this will be
hˆ1(r) = h1(r)− 1
N − 1(h2(r) + · · ·+ hN(r)). (5.27)
In the early part of the RIR, reﬂections are infrequent; therefore, typically
h2(r) = · · · = hN(r) = 0 or at least h2(r), · · · , hN(r) << h1(r) and there-
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fore hˆ1(r) ∼= h1(r) in (5.27). Even if there exists noise, because we take a
mean of iteration measurements, we can regard it as zero since we can easily
assume that the noise process is zero mean. However, in reality, because
of low-pass ﬁltering for sampling and other low-pass ﬁltering eﬀects acting
on the reﬂections, the response will not contain perfect impulses, and this
imperfection will produce some errors. Therefore, reﬂections with similar
direction of arrival (DOA) will not be estimated correctly using this scheme.
This intuitively makes sense; the beneﬁts of using beamforming are reduced
when the direction of interference is in the DOA of the source.
Figure 5.5 shows the converged result of a two-channel measurement with
a seven-reﬂection RIR, including one negative component and one merged
component in the RIR as in the following:
x1 = [1 0 0 0 0.5 0 0 0.4 0 0.05 0.3 0 0 − 0.1 0.09 0 0 0.04]T , (5.28)
and
x2 = [1 0 0 0 0 0 0.5 0 0.45 0 0 0.3 − 0.1 0 0 0.09 0.04 0]T . (5.29)
The ﬁrst three reﬂection time stamps are assumed to be known and others
are set as zero. We can conﬁrm that by having correct time stamps for
some, but not all, early reﬂections, we can estimate the channel responses up
to the given reﬂection points, and at the same time, the deconvolution can
be performed up to the reﬂection points. These results are very promising
because we can track and deconvolve dominant early reﬂections, which are
usually sparse enough and deterministically treatable within a reasonably
small time frame where we can assume that the early responses are time
invariant.
5.2.4 Algorithm with reﬂection time stamp estimation
In this section, we propose a heuristic dominant reﬂection time stamp esti-
mation together with the proposed algorithm. The algorithm is as follows.
1. Initially we choose DSB as a ﬁrst FBF and perform a normalized least
mean squared algorithm to estimate the RIR as FIR coeﬃcients using
the output of DSB.
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Figure 5.5: (a) FBF output: blue dotted line is DSB output, black dotted
lines are updated FBF output, red line is ﬁnal FBF output after 20
iterations. Updated FBF output produces more impulse-like output by
eliminating the eﬀect of the designated reﬂections, in other words, more
deconvolved output. (b) Estimated channel h1. (c) Estimated channel h2:
red dots show the converged channel response after 20 iterations and the
blue dotted lines are updated responses. The black line is for original RIR.
The designated channel responses are almost perfectly identiﬁed.
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2. Select the time stamps in which the estimated RIR magnitudes are
above a predeﬁned threshold, which determines the signiﬁcance level
of the reﬂection.
3. Perform the proposed algorithm.
4. Iterate 2 and 3 enough until convergence.
Figure 5.6 shows the converged result, where the simulated output of two
channels has been obtained by convolving the channel response with a white
Gaussian noise source and the threshold has been set as “0.08”. Note that
most of the signiﬁcant reﬂection points above the threshold can be estimated
almost correctly.
5.2.5 Experiment with real car data
In this section, we test the proposed algorithm using the real multi-channel
sources measured in cars. The whole procedure for testing can be summarized
as following.
1. Interchannel delay is estimated using the GCC-PHAT method [35] and
adjusting the delay to formulate DSB.
2. Perform the proposed algorithm.
Figure 5.7 shows the two-channel identiﬁcation results with no estimated dis-
tinctive reﬂection except direct path. using one of the single digit utterances
in the AVICAR database [105]. A possible explanation for this result is that
the space inside a car is too small to have distinctive reﬂections which could
be sparsely separable using the proposed algorithm. However, because this
fact also means that there are no signiﬁcantly correlated reﬂections in the
original signals with the beamformed output using the direct path informa-
tion (DSB), we can avoid the signal canceling problem when we use the GSC
structure with DSB as FBF. Optimal signal enhancement result and isolated
digit recognition results with conventional GSC have been reported in [85].
105
0 2 4 6 8 10 12 14 16 18 20
0
0.2
0.4
0.6
0.8
1
Time (samples)
M
ag
ni
tu
de
(a)
0 2 4 6 8 10 12 14 16 18 20
0
0.2
0.4
0.6
0.8
1
Time (samples)
M
ag
ni
tu
de
(b)
Figure 5.6: (a) Estimated channel h1. (b) Estimated channel h2: red dots
show the converged channel response after 20 iteration and the black line is
for original RIR. The designated channel responses above the predeﬁned
threshold are almost correctly identiﬁed.
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Figure 5.7: (a) Estimated channel h1. (b) Estimated channel h2.
107
5.2.6 Summary and discussion
In this section, we propose the multi-path GSC based blind channel identi-
ﬁcation method, which can be plugged in as a realistic replacement for the
suﬃcient statistic for optimal speech enhancement. The simulation with ar-
tiﬁcially generated sparse channels shows that the proposed algorithm can
converge into the original channel responses above a predeﬁned signiﬁcance
threshold. A channel estimation experiment with real data measured in a car
results in the fact that there exists no distinctive signiﬁcant reﬂection which
can contribute to the signal cancellation when we use the GSC structure.
5.3 Sequential MVDR beamforming and postﬁltering
Any Bayesian optimal one-channel estimator for speech enhancement can be
generalized to the multichannel case as a sequentially constructed minimum
variance distortionless response (MVDR) beamformer followed by an optimal
one-channel postﬁlter. We present experimental results using the minimum
mean squared error log-spectral amplitude (MMSE-logSA) optimality crite-
rion, applied to a statistical model with a simpliﬁed channel but realistic
inter-microphone noise coherence. The word error rate in the audio-visual
speech in a car (AVICAR) corpus (moving car, windows open) is reduced
from 18% to 9%.
5.3.1 Fisher-Neyman factorization with the time structure of
channel responses
If we assume that the channel responses have ﬁnite impulse responses
H = d + r1 + r2 · · ·+ rM , (5.30)
where d is the direction or arrival vector, ri = [ri1 ri2 · · · riN ] for i =
1, 2, · · · ,M is the delay response from ith reﬂection to microphones, and M
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is the number of echoes, then
T (Y ) = ρ · H
HR−1n Y
HHR−1n H
(5.31)
= ρ · d
HR−1n Y + r
H
1 R
−1
n Y + · · ·+ rHMR−1n Y
HHR−1n H
,
and if ρ(·) = HHR−1n H
dHR−1n d
(·) then
T (Y ) =
HHR−1n Y
dHR−1n d
(5.32)
=
dHR−1n Y
dHR−1n d
+
rH1 R
−1
n r1
dHR−1n d
· r
H
1 R
−1
n Y
rH1 R
−1
n r1
· · · +r
H
MR
−1
n rM
dHR−1n d
· r
H
MR
−1
n Y
rHMR
−1
n rM
.
The number of dominant reﬂections, M , is dependent on how reverberant
the room is. In a large room, the acoustic wave travels quite far before
any reﬂection reaches a microphone; therefore, the relative response
rHi R
−1
n ri
dHR−1n d
is quite small. As can be seen in (5.32), this suﬃcient statistic T (Y ) can
be interpreted as a sequentially constructed ML beamformer where each se-
quential MVDR beamformer is normalized by the direct term. If we assume
that the direct and a few dominant reﬂections can be found, T (Y ) may be
approximated without knowledge of the whole H . Because we can get the
one-channel summary using the sequentially constructed MVDR beamformer
without loss of the desired source information present in a multi-channel sig-
nal, we can simply apply any classical MMSE speech enhancement technique
based on the speech a priori PDF. From the previously stated suﬃcient
statics, we can get a simpler a priori PDF p(S|Y ) as shown in (5.33).
p(S|Y ) = p(S|T (Y )) = p(T (Y )|S)p(S)∫
p(T (Y )|S)p(S)dS , (5.33)
where T(Y) can be anything with the form of (5.31) including the sequentially
constructed MVDR beamformer as shown in (5.32). From this beamformer
and postﬁltering as shown in Figure 5.8, we can derive any desired multi-
channel speech estimator. The MMSE spectral component estimator (the
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Figure 5.8: Block diagram of optimal multi-microphone speech
enhancement.
Wiener ﬁlter) based on multi-channel input is given by
ŜMMSE = E{S|Y } = E{S|T (Y )}
= ρ−1([
Rs
Rs + Rnout
] · T (Y )), (5.34)
where Rnout =
ρ2
HHR−1n H
. Wiener postﬁltering of an MVDR output has been
previously derived using the matrix inversion lemma [43].
There has been no theoretical basis for generalized postﬁltering after an
MVDR beamformer. The MMSE-STSA postﬁltering of the output signal of
the sequentially cascaded MVDR beamformer provides an optimal MMSE
solution for the spectral amplitude enhancement, which can also be formu-
lated as (5.35).
|̂S|MMSE−STSA = E{|S||Y } = E{|S||T (Y )}
= ρ−1(Γ(1.5)
√
υ
γ
exp(−υ
2
) (5.35)
·[(1 + υ)I0(υ
2
) + υI1(
υ
2
)])
·|T (Y )|,
where Γ{·} denotes the gamma function, with Γ(1.5) =
√
π
2
, I0 and I1 denote
the modiﬁed Bessel functions of zero and ﬁrst order, respectively. We deﬁne
υ by
υ =
ξ
1 + ξ
γ, (5.36)
where ξ and γ are called the a priori and a posteriori signal-to-noise ratio
(SNR) of T (Y ), respectively, as in the Section 2.2. Similarly the multi-
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microphone MMSE-logSA estimator can be described as
|̂S|MMSE−logSA = E{log(|S|)|Y } = E{log(|S|)|T (Y )}
= ρ−1(
ξ
1 + ξ
exp{1
2
∫ ∞
v
e−t
t
dt}) (5.37)
·|T (Y )|,
As a postﬁlter for spectral amplitude enhancement, the MAP estimator
(5.38), (5.39) of Wolfe and Godsill [106] can be used.
|̂S|MAP = argmax|S| p(|S||Y )
= argmax|S| p(T (Y )||S|)p(|S|). (5.38)
|̂S|MAP = ρ−1(
ξ +
√
ξ2 + (1 + ξ) ξ
γ
2(1 + ξ)
· |T (Y )|). (5.39)
5.3.2 Experiment
We applied MVDR beamforming (M = 0 in (5.32)) followed by MMSE-logSA
postﬁltering and conducted a single-digit recognition test using the AVICAR
corpus [105]. We chose M = 0 because the reﬂections are assumed to be
weak relative to the direct sound in the noisy situation. If we consider more
reﬂections, we may get slightly better performance. To do the digit recog-
nition test, we ﬁrst trained 11 HMMs (from “zero” to “nine”, “oh”, which
is a diﬀerently pronounced model for “zero”, and “silence”, which is for the
noise-only period) using data from 25 male speakers and conducted speech
recognition tests using the other twenty ﬁve. We used mel-frequency cepstral
coeﬃcients (MFCC), energy, delta coeﬃcients, and acceleration coeﬃcients,
for a total feature vector of size 39. We then used the HTK toolkit [20] to
build an isolated digit recognition system, and test recognition accuracy. The
number of states per word was 8, and the number of Gaussians per mixture
was 1 to 14. Secondly, we used 55 talkers from TIDIGITS’ training corpus
for training the 11 HMMs, and tested on the AVICAR corpus and enhanced
AVICAR corpus.
The AVICAR corpus [105] is data recorded in a real car environment using
a multi-sensory array consisting of eight microphones on the sun visor and
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Table 5.1: Digit recognition accuracy(%) using half of the AVICAR corpus
or enhanced AVICAR corpus for training
Training
set Test set
Number of Gaussians per Mixture
1 2 4 6 8 10 12 14
Original Original 81.09 82.14 82.98 83.47 83.42 83.39 83.69 83.85
Enhanced Enhanced 89.74 90.98 90.88 90.31 90.79 91.07 90.88 90.79
Table 5.2: Digit recognition accuracy(%) using TIDIGITS training corpus
for training
Training
set Test set
Number of Gaussians per Mixture
1 2 4 6 8 10 12 14
TIDIGIT Original 30.49 37.57 33.84 30.16 30.13 29.67 30.84 32.35
TIDIGIT Enhanced 62.3 58.88 55.94 53.85 54.61 52.14 52.99 53.09
four video cameras on the dashboard. The script for the corpus consists of
four categories: isolated digits, isolated letters, phone numbers, and phonet-
ically balanced sentences. Speakers from various language backgrounds are
included, 50 male and 50 female. Each script has ﬁve diﬀerent noise con-
ditions: idling (IDL), driving at 35 mph with windows up (35U) and down
(35D), and driving at 55 mph with windows up (55U) and down (55D).
We chose the LMS-GSC as an MVDR beamformer with seven ﬁlter taps
per channel [91]. We chose this adaptive ﬁltering algorithm because it can
update the change of noise covariance in real time, and this real time update
is thought to be appropriate for in-car recordings like the AVICAR corpus.
Before applying GSC, we obtained the delays between microphones to align
direction of arrival to the source location using the SRP-PHAT algorithm
[43]. The SRP-PHAT is known to be a robust localizing algorithm even in
reverberant rooms. As a postﬁltering method, we chose the MMSE-logSA
algorithm, because the cepstral features used in speech recognition are nearly
a linear transform of the log spectrum. Figures 5.9 and 5.10 show the time re-
sponse and spectrogram of utterance “three”: original (upper), after MVDR
beamforming (middle), and MMSE-logSA postﬁltering after MVDR (lower).
The proposed algorithm shows well-enhanced results even though the noisy
speech data was recorded in a real moving car with windows down at 55
mph. Informal listening found a remarkable enhancement in signal quality.
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Figure 5.9: Time response of utterance “three” in the 55D condition:
original (upper), after MVDR beamforming (middle), and after MVDR
beamforming and MMSE-logSA postﬁltering (lower).
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Figure 5.10: Spectrogram of utterance “three” in the 55D condition:
original (upper), after MVDR beamforming (middle), and after MVDR
beamforming and MMSE-logSA postﬁltering (lower).
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Table 5.1 contains the results when HMMs are trained using half of the
speakers in the AVICAR corpus and tested on the other half. Both training
set and test set include data from all ﬁve noise conditions in equal pro-
portions. Table 5.2 contains the results when TIDIGITS’ training corpus
is used as the training corpus, and the models are tested on half of the
AVICAR corpus, or of the enhanced AVICAR corpus, respectively. In all of
the experiments, we can conﬁrm the success of our proposed approach. The
proposed approach gives better recognition accuracy than when the HMMs
were trained using speech from ﬁve diﬀerent noise conditions, and tested even
on the same ﬁve diﬀerent noise conditions. This result can be interpreted to
mean that this enhancing algorithm makes the acoustic characteristics of the
enhanced training and test data more similar.
5.4 Probabilistic RIR suﬃcient statistic approach
In this section, we model the frequency response of RIR above the Schroeder
frequency given in (5.40) as a random variable with Gaussian PDF. We ad-
dress an expectation-maximization algorithm based on the statistical models
of the RIR.
5.4.1 Modeling of RIR
From a classical room acoustic theory for a closed space, we introduce a
model of the room impulse response (RIR) from one point to the other in a
closed space, e.g. from a driver to the hands-free microphone for telephone
conversation with his family in a car. This modeling will be done in the
low-frequency range and in the high-frequency range separately, because the
statistical characteristics of the room response in the high-frequency range
are diﬀerent from the statistical characteristics of the room response in the
low-frequency range. In the high-frequency range, the room response can be
assumed to have a Gaussian PDF due to suﬃcient overlapping of modes; by
the central limit theorem, the sum of modal responses with an independent
uniformly distributed phase approaches a Gaussian random variable [107]. In
the low-frequency range, modes are discrete and easily measurable; therefore,
we model the low-frequency range using a deterministic frequency response.
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To get the crossover frequency, we use Schroeder’s frequency formula. Equa-
tion (5.40) speciﬁes the frequency above which the acoustic modes overlap
too much in frequency to be discretely modeled:
fs = c
√
6
A
≈ 2000
√
T
V
, (5.40)
where c is the speed of the sound, A is the absorption area of the room (m2),
Sabine’s reverberation time T = 0.163V/A (sec), and V (m3) is the volume
of the space. In actual computation, we use the measured reverberation
time. For example, a typical automobile space with volume of 5 m3 and
reverberation time of 0.2 s will have a crossover frequency of around 400 Hz.
5.4.2 One-channel optimal estimators based on probabilistic
room response
Above the Schroeder frequency, we can assume that H is a random variable
with Gaussian PDF.
H(ω) ∼ N(0,Σ H(ω)). (5.41)
First of all, the single-channel case is considered; discussion is then extended
to the multi-channel case. In this case, optimal estimators should be based
on the pdf of H . Because many modes overlap at each frequency, by the
central limit theorem, we can assume that H has a complex Gaussian pdf,
and therefore |H| is a Rayleigh random variable. The MMSE estimator is
|Sˆ|MMSE−STSA,prob
= E [|S| |Y ] = E [E [|S| |Y,H ]]
=
∫ ∞
0
|Sˆ|MMSE−STSA,detp(|H|)d|H|, (5.42)
where |Sˆ|MMSE−STSA,det is the spectral amplitude estimator of Ephraim and
Malah [9]. Because we have been unable to analytically integrate the equation
above, a novel ML estimator followed by the conventional optimal ﬁlter is
proposed.
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ML estimator as a suﬃcient statistic
The ML estimate of S given H , SML|H , is a suﬃcient statistic for optimal
estimation of any function f(S):
E [f(S) |Y,H ] = E [f(S) ∣∣SML|H ] , (5.43)
where
SML|H = (H∗H)−1H∗Y. (5.44)
In our formulation, H is a random variable; therefore, SML|H is also a random
variable. We propose a two-step procedure in which S, and H are jointly
estimated according to
(SML, HML) = argmax p(Y |S,H, λN) (5.45)
and then MMSE estimates of functions f(S) are computed. Note that by
including λN,ML in (5.45), the noise variance λN can also be jointly estimated
as in (5.53), but we can also simply assume that we can obtain λN without
this ML estimation as in the previous methods [9, 48].
EM algorithm
The expectation-maximization algorithm (EM) is an iterative method to get
the ML estimates of parameters [108]. Hidden parameters may be deﬁned
to include the expectation and variance of H . Deﬁne (Y,H) to have pdf
p(Y,H|S, λN) = p(Y |H,S, λN)p(H). (5.46)
Assume that the noise N has a zero mean Gaussian pdf of variance λN , and
that H is a zero mean Gaussian with variance λH . The objective function
has the form below.
Q(S, S(i−1)) = E
[
ln p(Y,H|S, λN)
∣∣Y, S(i−1) ] . (5.47)
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From (5.46),
Q(S, S(i−1))
= E
[
ln p(Y |H,S, λN)
∣∣Y, S(i−1) ] (5.48)
∼ − lnλN − |Y |
2
λN
+
E[H∗|Y, S(i−1), λ(i−1)N ](S)∗Y
λN
+
E[H|Y, S(i−1), λ(i−1)N ]SY ∗
λN
− E[H
∗H|Y, S(i−1), λ(i−1)N ]|S|2
λN
,
because p(H) has nothing to do with S. The EM algorithm has two steps:
the “Expectation step” computes (5.48) and the “Maximization step” ﬁnds
S and possibly λN to maximize it.
<Expectation step>
E[H∗|Y, S(i−1)]
= E[H∗] +
Cov(H∗, Y ∗|S(i−1))
Cov(Y ∗|S(i−1)) (Y
∗ − E[Y ∗])
=
λHS
(i−1)Y ∗
|S(i−1)|2λH + λN , (5.49)
where this is obtained from Y = HX i−1 + N i−1.
Cov[H∗|Y ∗, S(i−1)] = λHλN|S(i−1)|2λH + λN , (5.50)
and
E[H∗H|Y, S(i−1)] = Cov[H∗|Y ∗, S(i−1)]
+ |E[H∗|Y ∗, S(i−1)]|2. (5.51)
<Maximization step>
Si =
E[H∗|Y ∗, S(i−1)]
E[H∗H|Y ∗, S(i−1)]Y, (5.52)
where this is obtained from ∂Q
∂S
= 0, and note that S is complex. The update
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formulas for λN,ML may be similarly derived.
λiN = |Y |2 − E[H∗|Y, S(i−1), λ(i−1)N ](Si−1)∗Y − E[H|Y, S(i−1), λ(i−1)N ]Si−1Y ∗
+ E[H∗H|Y, S(i−1), λ(i−1)N ]|Si−1|2. (5.53)
Multiple measurements around a target position may be modeled as inde-
pendent and identically distributed (IID). In this case, the Q function is
Q(S, S(i−1)) =
N∑
j=1
E
[
ln p(Yj, Hj|S, λN)
∣∣Yj, S(i−1) ] , (5.54)
and the maximization step for Si is (5.55).
Si =
∑N
j=1 E[H
∗
j |Y ∗j , S(i−1)]Yj∑N
j=1 E[H
∗
jHj |Y ∗j , S(i−1)]
. (5.55)
The multi-channel case without the assumption of IID will be discussed in
the following section.
Experimental evaluation
In this experimental evaluation, we focus on the newly derived EM algo-
rithm for the suﬃcient statistic SML. To verify the proposed EM algorithm,
50 room impulse responses (RIRs) were simulated with randomly chosen po-
sitions for the source, and 50 receivers using the conventionally used room
simulation method “image-method” [109, 110]. A shoebox type of acoustic
space has been used, the dimension of which are 6.25 × 3.75 × 2.5 m and
the volume of which is 58.59 m3. The speed of sound, the average absorption
coeﬃcient, and the reverberation time are set to 343 m/s, 0.45, and 0.25,
respectively. The source was one copy of the speech waveform “three,” ex-
tracted from TIDIGITS [44]. Figure 5.11(a) shows the source spectrum (an
utterance of the word “three”) contaminated only by additive noise, where
the signal-to-noise ratio (SNR) was about 12 dB. Fifty measurements have
been simulated not only by convolving the source signal with the 50 RIRs but
also by adding noise. Figure 5.11(b) shows one of the measured responses.
At each measurement location, the suﬃcient statistic SML can be esti-
mated using EM. In this experiment, we use multiple measurements to ob-
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Figure 5.11: EM-ML estimate result: (top) source spectrum (an utterance
of the word “three”) only contaminated by additive noise: SNR is about 12
dB, (middle) one of the measurements: source spectrum contaminated by
RIR as well as additive noise, (bottom) EM-ML estimated spectrum:
suﬃcient statistic SML.
tain SML more accurately. Figure 5.11(c) shows the source spectrum |Sˆ|ML
estimated using the proposed EM-based algorithm. Above about 200 Hz, the
estimated source spectrum above the noise ﬂoor is almost the same as the
source spectrum above the noise ﬂoor. In other words, we could successfully
eliminate the eﬀect of the room responses in the maximum likelihood sense,
and this result is the suﬃcient statistic for the classical MMSE speech en-
hancement algorithms. Below 200 Hz, the estimation starts to break down,
apparently because the room response is not a Gaussian random variable at
lower frequencies. Although the range between 100 and 200 Hz is above the
Schroeder frequency, it seems that the modes of the room response do not
overlap thickly enough in this frequency range for the response to approach
a Gaussian distribution.
Discussion
In this section, MMSE optimal estimators of a signal which has been con-
taminated by convolutive noise as well as additive noise are deﬁned. In
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the high-frequency range, the MMSE spectral estimator is expressed as the
conditional expectation of |S| given knowledge of the maximum likelihood
estimate, SML|H. Rather than integrating over the PDF of the random vari-
able SML|H, we approximate p(SML|H) using a point distribution centered at
the joint maximum likelihood estimates SML and HML; these joint maximum
likelihood estimates are computed using EM.
5.4.3 Maximum likelihood estimator using multiple
microphones
Now we expand the previous discussion into the original multi-channel situa-
tion of (1.9) and (1.10). We have seen that the MLE of S has the same form
as the suﬃcient statistic of (1.12). However, if we don’t know the transfer
function vector H and the covariance matrix Rn, the MLE SML is itself a
random variable. Having the EM algorithm in mind, we deﬁne a complete
data vector Z  (Y , H,Rn).
p(Y , H,Rn|S) = p(Y |S, H,Rn) · p( H,Rn). (5.56)
The objective function for the EM algorithm Q(S, Si−1) is deﬁned as
Q(S, Si−1) = E[log p(Y , H|S,Rn)|Y , Si−1]. (5.57)
Our purpose is to get the maximum likelihood estimate of S from the objec-
tive function.
∂ logQ
∂S
= E[ HHR−1n Y |Y , Si−1]−E[ HHR−1n HS|Y , Si−1]
+(E[ HHR−1n Y |Y , Si−1]− E[ HHR−1n HS|Y , Si−1])H .(5.58)
In the “Maximizing step,” by setting the RHS of (5.58) to zero, we ﬁnd the
ML estimator ŜML to be
ŜML =
E[ HHR−1n Y |Y , Si−1]
E[ HHR−1n H|Y , Si−1]
. (5.59)
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We obtain Rˆn as
Rˆn(l,m) = Yl · Y ∗m − E[H∗m|Y , Si−1] · Yl · Si−1
∗ − E[Hl|Y , Si−1] · Y ∗m · Si−1
+ E[Hl ·H∗m|Y , Si−1] · |Si−1|2. (5.60)
To get the solution, E[ HHR−1n Y |Y , Si−1], E[ HHR−1n H|Y , Si−1], E[H∗m|Y , Si−1],
E[Hl|Y , Si−1], and E[Hl ·H∗m|Y , Si−1] should be obtained in the “Expectation
step.” E[Hl|Y , Si−1], E[H∗m|Y , Si−1], E[Hl ·H∗m|Y , Si−1] are obtained as
E[Hl|Y , Si−1] = λHlS
(i−1)∗Yl
|S(i−1)|2λHl + λNl
. (5.61)
E[H∗m|Y , Si−1] =
λHmS
(i−1)Ym
|S(i−1)|2λHm + λNm
. (5.62)
Cov[Hl ·H∗m|Y , Si−1] = E[(Hl − E[Hl|Y , Si−1])(H∗m −E[H∗m|Y , Si−1])]
= Cov(Hl, Hm)− Cov(Hl, Yl)
Cov(Yl)
Cov(Hm, Yl) (5.63)
−Cov(Hm, Ym)
Cov(Ym)
Cov(Hl, Ym)
+
Cov(Hl, Yl)Cov(Hm, Ym)
Cov(Yl)Cov(Ym)
Cov(Hm, Yl)Cov(Yl, Ym)
= Cov(Hl, Hm)− λHlS
(i−1)∗Yl
|S(i−1)|2λHl + λNl
Cov(Hl, Hm)S
∗
− λHmS
(i−1)∗Ym
|S(i−1)|2λHm + λNm
Cov(Hl, Hm)S
∗
+
λHlS
(i−1)∗Yl
|S(i−1)|2λHl + λNl
λHmS
(i−1)∗Ym
|S(i−1)|2λHm + λNm
·(|S(i−1)|2Cov(Hl, Hm) + Cov(Nl, Nm)),
where l,m = 1, 2, · · · , N , and
E[Hl ·H∗m|Y , Si−1] = Cov[Hl ·H∗m|Y , Si−1] + E[Hl|Y , Si−1] · E[H∗m|Y , Si−1].
(5.64)
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From (5.60), (5.61), (5.62), and (5.63), we can get the scalar values of
E[ HHR−1n Y |Y , Si−1] and E[ HHR−1n H|Y , Si−1] as shown below.
E[ HHR−1n H|Y , Si−1] =
N∑
l=1
N∑
m=1
E[H∗l Hm|Y , Si−1] · (Rn)−1(l,m). (5.65)
E[ HHR−1n Y |Y , Si−1] =
N∑
l=1
N∑
m=1
E[H∗l |Y , Si−1] · (Rn)−1(l,m) · Ym. (5.66)
Considering
p(S|Y ) = p(S|T (Y )) = p(T (Y )|S)p(S)∫
p(T (Y )|S)p(S)dS , (5.67)
where
T (Y ) =
HHR−1n Y
HHR−1n H
, (5.68)
and this suﬃcient statistic is the maximum likelihood estimate of S given
Y, H, and Rn, we can replace (1.12) by (5.59). Furthermore the converged
ML estimate of S can be enhanced more by applying a postﬁlter such as the
Wiener ﬁlter. A postﬁltered suﬃcient statistic is optimal in the sense of the
postﬁlter, e.g. the Wiener ﬁlter is optimal in the MMSE sense. Similarly,
MMSE-logSA applied to T (Y ) provides the MMSE estimate of log |S| given
Y and H , and any other function of S may be similarly estimated on the
basis of T (Y ).
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CHAPTER 6
DECODER ORIENTED IDEAL BINARY
MASK ESTIMATION FOR ROBUST ASR
In this chapter, a joint optimal method for automatic speech recognition
(ASR) and ideal binary mask (IBM) estimation in the spectral domain,
which is transformed from the cepstral domain, is introduced through a
newly derived generalized expectation maximization algorithm. First, cep-
stral domain missing feature marginalization is established using a linear
transformation, after tying the mean and variance of non-existing cepstral
coeﬃcients. Second, IBM estimation is formulated using a generalized ex-
pectation maximization algorithm directly to optimize the ASR performance.
Experimental results show that even in highly non-stationary mismatch con-
ditions (e.g. dance music as background noise), the proposed method achieves
much higher absolute ASR accuracy improvement: ranging from 14.69% at
0 dB SNR to 40.10% at 15 dB SNR compared with the conventional noise
suppression method.
6.1 Introduction
Speech intelligibility is easily degraded by unexpected mismatch. Therefore,
speech processing to mitigate or even eliminate the adverse eﬀect of the
mismatch has been a very important research topic not only for human-to-
human interaction but also for robust automatic speech recognition (ASR).
Note that the source of the mismatch is necessarily neither stationary nor
expected. Humans are good at decoding speech even in adverse acoustic
environments, e.g. a cocktail party [56, 111]. However, the dependence of
ASR on the degree of mismatch is much more critical, and is a very important
unsolved problem.
Recently, missing feature theory has been applied to mitigate the negative
inﬂuence of the mismatch. A missing feature theory classiﬁes the reliable
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and unreliable feature components ﬁrst, and uses the reliability informa-
tion to enhance ASR accuracy [17, 18, 56, 71, 112]. The optimal estimation
is rephrased as “imputation,” and model adaptation is supplemented with
marginalization over missing feature components. Missing feature approach
based on complicated spectral domain modeling is reported to be inferior to
the cepstral domain modeling with optimal imputation [17]. However, even
the optimally enhanced feature is not the same as the original clean feature,
and this mismatch is transfered to all the cepstral components, such that
it deteriorates the recognition accuracy. Therefore, one of the important
current issues is how we can import the missing feature approach into the
cepstral domain feature without having to impute a full feature vector from
the pre-processing.
Many papers since the early 1990s have asked how we can optimally clas-
sify the missingness directly for speech recognition performance. Recently,
suppressing the missing part via ideal binary mask (IBM) has been demon-
strated to be eﬀective for increasing the intelligibility of human-to-human
speech communication [21]. Typical methods for automatic IBM estima-
tion use relatively less complicated front-end processing [18, 21, 71], and the
recognition is performed based on the results of the separated pre-processing,
which is not necessarily optimal for speech recognition based on a hidden
Markov model (HMM).
In this chapter, we ﬁrst introduce how we can use the HMMs trained on
the cepstral domain features with a missing feature approach. Our method
has the merits of both: optimal imputation for cepstral domain HMM [17]
and missing feature marginalization in spectral domain HMM [18]. Secondly,
we introduce decoder-oriented IBM estimation such that we can maximally
utilize the information encoded in the parameters of a complete ASR frame-
work. Since the missingness is declared by the speech models, any mismatch
diﬀerent enough from the speech will be classiﬁed as unreliable. For example,
non-stationary abrupt impulsive noise can be detected and removed. There-
fore, limitless cases of mismatch conditions can be handled simply if they are
diﬀerent from the speech used for training the HMMs.
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6.2 Proposed method
6.2.1 Linear transformation of a Gaussian mixture model
(GMM)
Speech is contaminated diﬀerently in each frequency band. Missing features
(features corrupted by mismatch) can be marginalized out, if the HMM has
been trained using spectral features [56]. However, an HMM trained on
cepstral domain features produces a lower word error rate [17]. In this section,
this gap is bridged by using the simple fact that the discrete cosine transform
(DCT) is a linear transformation of the spectrum, and high-order cepstral
coeﬃcients are not useful for discriminating among diﬀerent models. To get
the cepstral features, we apply a DCT operation to the spectral coeﬃcients.
For example, mel-frequency cepstral coeﬃcients (MFCCs) y can be obtained
by the following equation.
y = Dx, (6.1)
where x is mel-frequency spectral coeﬃcients (MFSCs) and D is a DCT
matrix such that
D(i, j) =
√
2
N
cos
(
π(i− 1)
N
(j − 0.5)
)
, (6.2)
where i, j = 1, 2, · · · , F and F is the number of feature components in a
frame. The ﬁrst row is divided by
√
2 to make the DCT matrix orthonormal.
If we train an HMM with a Gaussian mixture model (GMM)
y|q, C ∼
M∑
i=1
ωi|q,CN
(
μi|q,C, diag(σ2i|q,C)
)
, (6.3)
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where C is the target utterance model, q means a speciﬁc state, and usually
we use a diagonal covariance matrix, diag(σ2i|q,C). Then,
x|q, C ∼
M∑
i=1
ωi|q,C
· N
(
DT
[
μi|q,C
μg
]
,DTdiag
[
σ2i|q,C
σ2g
]
D
)
∼
M∑
i=1
ωi|q,CN(μ′i|q,C,Σ
′
i|q,C), (6.4)
i.e. the spectral feature distribution is given by a trained HMM with full
covariance GMM. Note that it is possible to ﬁll the missing mean and vari-
ance for high-order coeﬃcients by using a global mean vector μg and variance
vector σ2g , independent of the utterance models, states, and mixture compo-
nents. For example, our experiments use 13 MFCCs transformed from 26
MFSCs.
This dimensionality reduction is justiﬁed because the remaining coeﬃcients
do not play an important role in diﬀerentiating the trained models. The
replacement with a global mean and variance may be interpreted as a mean
and variance tying process across all the diﬀerent models [20]. Only the
mean and variance for the ﬁrst half of the coeﬃcient vector, multiplied by the
number of mixture components, need to be trained using model dependent
utterances. Compared with the case when we have to train the full-covariance
GMM using spectral features, this is really a huge parameter reduction; at
the same time, we are now able to use the missing feature marginalization
scheme, since we have equivalent spectral domain HMMs. Furthermore, we
may increase the spectral domain feature dimension, e.g. from 26 to 64 as
in [18] if necessary, with relatively small increase of the corresponding cepstral
domain.
Marginalization of a GMM is performed by simply deleting unreliable com-
ponents from the mean vector, and deleting the row and column of the unre-
liable components for the covariance matrix as shown conceptually in Figure
6.1. Therefore, the missing parts will be recognized as “missing” and will
not contribute any false information to the acoustic score produced by each
model.
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mean covariance
Figure 6.1: Conceptual diagram for the marginalization: the ﬁfth feature
has been marginalized by deleting the ﬁfth mean and the ﬁfth column and
row of covariance.
6.2.2 Decoding with missingness classiﬁcation based on the
decoder
In this section, we formulate a generalized expectation maximization (GEM)
procedure to estimate the missingness label for each feature component in
every frame. In the process of GEM iteration, robust ASR can be performed
as well. Therefore, the proposed method is considered jointly optimal not
only for IBM estimation but also for ASR accuracy. Figure 1.3 shows a
conceptual block diagram for the proposed method, where O is used for x
in this chapter. Features are labeled as “missing” if doing so increases ASR
performance; at the same time, ASR is performed aiming to increase the
accuracy of the missingness labels. For the initialization procedure, we may
use conventional IBM estimation methods, but we try to rely only on the
speech model we already have except for the part of estimating the stationary
noise level, if any.
Maximum likelihood estimation (MLE) of missing feature labels
Instead of following (1.21), in this chapter we replace the marginalization
for the state sequence by a forward-backward algorithm with the best se-
quence by Viterbi decoding as shown in (6.5). Then, the expectation step
will be less computationally expensive, and the maximization step can also
be implemented with fewer for-loops, because we are given the states at each
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frame, so all frames can be independently updated.
xˆL(t, f)
= argmax
xL(t,f)∈{0,1}
NC∑
i=1
p(Ci|x(1 : T ), xL(1 : T )0) (6.5)
· log p(x(t)|xL(t, f), xL(t,¬f) = xL(t,¬f)0, Ci, qCit ),
where qCit represents a best path state at time t in a given model Ci. For
a fair comparison, some normalization procedure is needed to prevent the
situation where we always choose xL(t, f) = 0 in (6.5). To prevent this, we
may want to claim that we should know a mismatch source (noise) model
responsible for the missing components. However, because it is often not
available, we introduce a method to resolve this issue without the necessity
of those noise models in the following.
xˆL(t, f) = argmax
xL(t,f)∈{0,1}
f(xL(t, f)), (6.6)
where f(1) is the same as (6.5), but f(0) is formulated as follows:
f(0)
=
NC∑
i=1
p(Ci|x(1 : T ), xL(1 : T )0) (6.7)
· [log p(x(t,¬f)|xL(t,¬f) = xL(t,¬f)0, Ci, qCit )
+ log pn(x(t, f)|xL(t,¬f) = xL(t,¬f)0, Ci, qCit )],
where
pn(x(t, f)|xL(t,¬f) = xL(t,¬f)0, Ci, qCit ) (6.8)
= max
x(t,f)/∈CIα
p(x(t, f)|xL(t,¬f) = xL(t,¬f)0, Ci, qCit ).
In statistics, a conﬁdence interval (CI) is an interval estimate of a random
parameter [113]. The probability that the interval includes the parameter is
determined by the conﬁdence level α. For example, if we simplify (6.8) to
the case of two reliable feature components x(t, f1) = a, x(t, f2) = b in a
given model C and state q, then p(x(t, f)|x(t, f1) = a, x(t, f2) = b, C, q) can
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be described as follows:
p(x(t, f)|x(t, f1) = a, x(t, f2) = b, C, q) ∼ N(μ,Σ), (6.9)
where
μ = E[x(t, f)] + Cov[x(t, f), [x(t, f1) x(t, f2)]] (6.10)
· Cov[[x(t, f1) x(t, f2)]]−1([a b]− E[x(t, f1) x(t, f2)])T ,
and
Σ = Cov[x(t, f)]− Cov[x(t, f), [x(t, f1) x(t, f2)]]
· Cov[[x(t, f1) x(t, f2)]]−1
· Cov[[x(t, f1) x(t, f2)], x(t, f)]. (6.11)
Note that in our approach the conﬁdence interval can be interpreted as a
method of rejecting outliers from the perspective of the trained model [114].
Initialization
Before starting the iterative IBM estimation, a reasonably good starting point
with GEM is important. The following schemes are designed to achieve a
good starting point.
<Stationary background noise ﬁltering>
We can easily obtain the stationary background noise statistics [48]. There-
fore, spectral components below the stationary noise ﬂoor can be initially
labeled as “missing” (xL(t, f)
0 = 0).
<Conﬁdence interval>
The second part of the initialization scheme is formalized as follows:
H0 : x ∈ ∪θ∈ΘCIαhigh,αlow|θ. (6.12)
CIαhigh,αlow|θ = (xL, xH), (6.13)
such that P (x < xL) = αlow and P (x > xH) = αhigh, where Θ includes all
129
states in all models. The basic object of this scheme is to detect the missing
parts based on conﬁdence scores of speech models, which have been already
trained in a target environment, e.g. high-SNR environment.
<Speech model based voice activity detection (VAD)>
At the end of the initialization process, we apply a model based VAD, which is
dependent on the relative number of reliable components in each frame com-
pared with the maximum number of reliable components among all frames in
a given utterance. We declare a frame with fewer reliable components than
the threshold as missing, thereby removing frames with very few reliable
feature components.
6.3 Experiment
To validate the proposed method, isolated digit HMM recognizers with a
single Gaussian per state were built using 13 MFCCs transformed from 26
MFSCs. The hidden Markov model toolkit (HTK) [20] was used to train the
12 diﬀerent models “one”, “two”, · · · , “nine”, “zero”, “oh”, and “silence”
using the TIDIGITS corpus [44]. After training the models, we transformed
the models back to the spectral domain by following (6.4). When we train
HMMs, we can exclude the silence model using forced alignment. Given
only the digit models, the silence frames (presumably contaminated with
background noise) can be classiﬁed as missing. The proposed method has
been implemented based on the HMM toolbox for MATLAB [63].
Three diﬀerent tests were performed to check the validity of (6.4), ﬁrst
using cepstral features, second using spectral features for the testing data,
and third using part of the spectral features to simulate the missing feature
cases. Note that, for the ﬁrst set, we just need to use the original HMM,
trained on 13 MFCCs. For the second and third sets, we need to use the
linearly transformed HMM. As discussed previously, the global mean and
variance have been used to ﬁll the last 13 high-order MFCCs. For the third
case, the 26th MFSC, which summarizes the energy between 3.6 and 4.0
kHz, is simulated as missing. Table 6.1 shows the recognition accuracy in all
three cases. As expected, the transformed HMM produces exactly the same
accuracy as the original HMM. Interestingly, the accuracy of clean-speech
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Table 6.1: Recognition accuracy(%)
MFCC MFSC MFSC-missing one
Accuracy(%) 94.24 94.24 94.64
TIDIGITS recognition is improved slightly when we marginalize out the last
MFSC.
Figure 6.2 shows the ASR accuracy of the noisy speech with white noise
as background noise, after applying enhancement by MMSE-logSA [48], and
after MMSE-logSA together with the proposed scheme. Note that MMSE-
logSA with the proposed method outperforms MMSE-logSA alone. Fig-
ure 6.3 (highly non-stationary dance music as background noise) shows more
interesting results with the proposed scheme. A conventional speech en-
hancement algorithm deteriorates the ASR performance. However, the pro-
posed method highly outperforms the baseline. Normally it is known to be
very hard to achieve robust speech recognition with music-like non-stationary
background noise [71], but the proposed method performs much better than
the baseline in this kind of unexpected, untrainable mismatch condition.
6.4 Conclusions and future work
This chapter uses the knowledge of a trained ASR to classify the reliable
feature components for missing-feature speech recognition, which in turn
contributes to increase the accuracy of ASR. Signal enhancement methods
such as MMSE-logSA [48] can be combined with the proposed scheme with-
out hurting the performance of the front-end processing. In fact, having
more reliable feature components through this separate front-end processing
gives us a better chance to have more accurate speech recognition results.
The GEM iteration iteratively approaches the utterance speciﬁc speech pro-
cess models allowing better estimation of the binary mask. To summarize,
the proposed method can provide better ASR performance not only for the
case of stationary mismatch (by combining with pre-processing) but also for
the case of the non-stationary mismatch, where the mismatch is not easily
modeled or estimated.
131
051015202530
10
20
30
40
50
60
70
80
90
100
SNR (dB)
Ac
cu
ra
cy
 (%
)
 
 
Noisy speech
Enhanced speech
Enhanced speech
+ proposed method
Figure 6.2: Recognition accuracy(%) vs SNR (dB) with white noise as
background noise.
In the experimental study on understanding the cocktail party eﬀect, the
binaural aspect of human hearing has been emphasized [111]. This location-
based multi-channel information will be combined to boost the IBM esti-
mation accuracy with the proposed one-channel scheme given the correct
estimate of the direction of arrival (DOA) of the target speech for each fea-
ture index [30].
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Figure 6.3: Recognition accuracy(%) vs SNR (dB) with dance music in the
movie “Dream Girls” as background noise.
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CHAPTER 7
CONCLUSIONS AND FUTURE
DIRECTION
In this thesis, a general unifying framework has been set up to tie together
multi-microphone clean speech estimation and statistical model based robust
speech recognition. With the generalized EM framework in the short-time
Fourier transform domain, the speech estimation and ASR beneﬁt each other
through iterations: better speech estimation more closely ﬁtted to the ASR
model produces more accurate ASR performance, while a better speciﬁed
statistical model for each speciﬁc utterance gives us a better chance of esti-
mating more suitable speech components for those utterance speciﬁc speech
models.
To achieve a near global optimum in this framework, not only initialization
for GEM with accurate IBM estimation but also assuring as many reliable
feature components as possible by optimal front-end processing is important.
Regularized feed-forward network based ICA followed by postﬁltering based
on DOA per frequency-bin achieved good source separation, dereverbera-
tion, and de-noising performance for the simultaneously speaking speakers
who are assumed to remain in a designated area. The EM beamforming
demonstrated good potential for fast tracking with reasonable separation,
dereverberation, and de-noising performance of target speech for each frame
with a statistical model based generative model. With the assumption of
estimated DOA, DOA estimation was extended to the estimation of distinct
early responses. The remaining portion of the early response above a certain
frequency, called Schroeder’s frequency [107], was modeled as random vari-
ables, and a multi-microphone EM algorithm was derived to compensate for
them. Robust speech recognition has been formulated with optimal estima-
tion of IBM and showed good performance in an unexpected, non-stationary
mismatch condition.
Speech estimation, which is to ﬁll the unreliable portion after the con-
vergence of the decoder oriented GEM algorithm, will be the direction of
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ongoing future work. There exist several issues with utterance speciﬁc sta-
tistical model based speech recognition. First, we need to investigate how we
apply phase information after estimating the unreliable spectral feature com-
ponents. One straightforward way will be a ﬁlter bank approach in which
we treat each mel-frequency bin as a mel-ﬁlter bank and apply the esti-
mated spectral amplitude with noisy phase. This method can be regarded
as applying a gain function as in the case of classical speech estimation, e.g.
Wiener ﬁltering. Another method is to apply the mechanism of bandwidth
extension in the speech coding area, the main goal of which is to generate
high-frequency band signal based on a low-frequency band signal and a sta-
tistical model such as HMM on speech [61]. As in this case, we may be able
to apply the residual extension method to ﬁll the missing phase part.
Another issue involves the model complexity of speech process. We have
veriﬁed that we can use many more mel-ﬁlterbank outputs than the current
number for speech recognition through the linear transformation from the
cepstral domain HMM model with a tying process among the high-order
spectral parts as in Chapter 6. To be more eﬀective for speech estimation,
we need to increase the number of mel-ﬁlterbank channels without much need
of training data.
In Chapter 6, we focused on estimating IBM in the direction of increasing
ASR performance. Once we estimate IBM, we apply a hard decision on the
selection of reliable feature components. There has been another approach
called the soft-decision based missing feature method [71], but this is only
easily applicable when the covariance matrix of the spectral features can
be modeled as a diagonal matrix and when the original and the corrupted
feature components can be modeled with a linear relationship. To perform
the analytically intractable multiple integration, a Monte Carlo based speech
recognition scheme can be considered as in Appendix F, where the Monte
Carlo method has been utilized to solve the integration over the non-Gaussian
PDF. Since the part with the sample generation is not dependent on the
diﬀerent speech models, enough sample vectors per frame can be generated,
and the likelihood function of clean speech is replaced with the likelihood
function of the noisy speech by marginalizing out the clean feature in the joint
PDF of both of them. The marginalization, in fact, can be approximated as
the sample average with the PDF corresponding to the samples generated
with the Monte Carlo method.
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APPENDIX A
DIFFERENT FORMULATIONS FOR
JOINT OPTIMIZATION OF SPEECH
ESTIMATION AND ASR
In this appendix, three diﬀerent problem formulations with (1.2) for joint
optimization are discussed. In the end of each section, some comments why
(1.2) ﬁts better are addressed.
A.1 MLE of both model and missing features
In this case, we treat the model C and the missing feature Om(1 : T ) as
deterministic parameters to be estimated as in the following.
[Cˆ, ˆOm(1 : T )] = argmax
[C, Om(1:T )]
log p
(
Or(1 : T )|[C, Om(0 : T )]
)
. (A.1)
Equation (A.1) can be reformulated as an EM setup by considering the hid-
den state sequence q as a latent variable, which is common in ASR using
HMM [22].
[Cˆ, ˆOm(1 : T )] = argmax
[C, Om(1:T )]
Q([C, Om(1 : T )], [C, Om(1 : T )]
0), (A.2)
where
Q([C, Om(1 : T )], [C, Om(1 : T )]
0) (A.3)
= Ep(q(1:T )| Or(0:T ),[M,ym(0:T )]0)
[
log p( Or(1 : T ), q(0 : T )|C, Om(1 : T ))
]
.
Note that in this problem setting, we do not consider the posterior probability
of the model; therefore, we cannot incorporate the soft information on all
possible models to estimate the missing features.
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A.2 MLE of model and missing features as latent
variables
In this section, we only try to estimate C in a maximum likelihood sense
with marginalization over missing features.
Cˆ = argmax
C
log p
(
Or(1 : T )|C
)
. (A.4)
Equation (A.4) is also reformulated into an EM problem:
Cˆ = argmax
C
Q(C,C0), (A.5)
where
Q(C,C0) = Ep(Om(1:T ),q(1:T )| Or(1:T ),C0)
[
log p( Or(1 : T ), Om(1 : T ), q(1 : T )|C)
]
.
(A.6)
To avoid complex multi-dimensional integrations, we may use the maximum
of p(ym(0 : T )) and Q(0 : T ) at each expectation step instead of integrating
over a posteriori PDF p( Om(0 : T ), q(0 : T )| Or(0 : T ), C0). Then, the
problem setting becomes similar to that in Section A.1.
A.3 Both model and missing features as latent
variables
For the previous cases, we estimated model or missing features in an MLE
sense, but we can actually implement a Bayesian estimate for both of them
such that we can obtain two a posteriori PDFs iteratively based on the data
augmentation (DA) algorithm [115]. However, because it involves a Monte
Carlo sampling, we do not address the derivation due to the high complexity.
This formulation will be one of the possible extensions of this thesis.
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APPENDIX B
SUFFICIENT STATISTIC CONSIDERING
REVERBERATION PROCESS
Equation (1.10) is reformulated as following by considering a series of obser-
vation frames,
p(Y , Y ·−1, · · · , Y ·−(NY −1)|S, S ·−1, · · · , S ·−(NM−1),H0,H1, · · · ,HNH−1)
∼ exp
(
−1
2
(YNY −HNY ×NM SNM )HR′
−1
N (
YNY −HNY ×NM SNM )
)
(B.1)
∼ exp
(
−1
2
(
(HHNY ×NMHNY ×NM )
−1HHNY ×NM
YNY − SNM
)H
· [(HHNY ×NMHNY ×NM )−1HHNY ×NMR′NHNY ×NM (HHNY ×NMHNY ×NM )−1]−1
·
(
(HHNY ×NMHNY ×NM )
−1HHNY ×NM
YNY − SNM
))
,
where superscript H means conjugate transpose, R′N = E[ NNY N
H
NY
], where
NNY = [
NT N ·−1
T · · · N ·−(NY −1)T ]T , YNY = [Y T Y ·−1T · · · Y ·−(NY −1)
T
]T ,
SNM = [
ST S ·−1
T · · · S ·−(NM−1)T ]T , and
HNY ×NM =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
H0 0 · · · · · · 0
H1 H0 0 · · · 0
H2 H1 H0
. . .
...
...
...
. . .
. . .
...
HNH−1 HNH−2 HNH−3 · · · H0
0 HNH−1 HNH−2 · · · H1
...
... · · · . . . ...
0 0 0 · · · HNH−1
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
, (B.2)
where the number of observation frames NY ≥ NM , which is the number
of the source frames due to the reverberation process in the STFT domain.
Then, because the Gaussian PDF is a member of an exponential family, (B.1)
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can be factored as
p(Y , Y ·−1, · · · , Y ·−(NY −1)|S, S ·−1, · · · , S ·−(NM−1),H0,H1, · · · ,HNH−1)
= C(S, · · · , S ·−(NM−1))h(Y , · · · , Y ·−(NY −1))g(SHNMTHNY ×NM (SHNM )),
where C, g, and h are arbitrary functions, and
THNY ×NM (
SHNM )
∼
([
(HHNY ×NMHNY ×NM )
−1HHNY ×NMR
′
NHNY ×NM (H
H
NY ×NMHNY ×NM )
−1]−1
· (HHNY ×NMHNY ×NM )−1HHNY ×NM YNY
)
. (B.3)
With NH = 1, THNY ×NM (
SHNM ) ∼ HHNY ×NMR′
−1
N
YNY , which corresponds to the
original derivation by [25]. Also, note that if RN = I, then THNY ×NM (
SHNM ) ∼
(HHNY ×NMHNY ×NM )
−1HHNY ×NM I
YNY , where (H
H
NY ×NMHNY ×NM )
−1 is an lin-
ear transformation multiplied without loss of generality so that the suﬃcient
statistic has a least squares solution form.
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APPENDIX C
PROOF OF EQUATION (1.8)
In this appendix, we show that the proper representation of multi-channel
convolutive mixing in a short-time Fourier transform (STFT) domain is a
convolutive mixing even in a STFT domain by regarding each subband signal
as a discrete time domain signal with complex variables from the overlap
addition context [23].
Proposition 3. Convolution in the time domain by a ﬁlter with longer length
than a frame length used for STFT is equivalent to a subband domain con-
volution with delay of the frame shift.
Y r(ejωk) =
NH−1∑
l=0
H l(ejωk)Sr−l(ejωk), (C.1)
where ωk is the angular frequency at frequency index k, superscript ·−l stands
for the frame, which is l frames before the current frame, and NH stands for
the total number of frames to include the convolution ﬁlter length suﬃciently
and the lth tap subband domain convolution ﬁlter
H l(ejωk) =
∞∑
t=−∞
hl[t]e−jωkt, (C.2)
where
hl[t] = h[t]win[lR − t], −∞ < t < ∞, (C.3)
where win[t] is a proper window function and from the overlap-add context
h[t] =
NH−1∑
l=0
hl[t]. (C.4)
Proof. The equivalence between the subband domain convolution operation
and the original time domain convolution can be demonstrated by taking
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an inverse Fourier transform on (C.1) and summing them over all possible
frames, which is eventually shown to be equivalent to the results when we
simply implement the convolution in the time domain with the original in-
coming signal and ﬁlter before having subband decomposition. In the time
domain, a convolution can be performed using a ﬁlter h[t] with an incoming
signal s[t].
y[t] =
∞∑
τ=−∞
s[τ ]h[t− τ ], (C.5)
From the perspective of subband convolution, the convolved signal can be
obtained as following.
yˆ[t]
=
∞∑
r=−∞
1
K
K−1∑
k=0
[
NH−1∑
l=0
H l(ejωk)Sr−l(ejωk)
]
ejωkt
=
∞∑
r=−∞
1
K
K−1∑
k=0
[
NH−1∑
l=0
H l(ejωk)
[ ∞∑
τ=−∞
s[τ ]win[(r − l)R− τ ]e−jωkτ
]]
ejωkt
=
∞∑
τ=−∞
s[τ ]
NH−1∑
l=0
[
1
K
K−1∑
k=0
H l(ejωk)ejωk(t−τ)
] ∞∑
r=−∞
win[(r − l)R − τ ]
=
∞∑
τ=−∞
s[τ ]
NH−1∑
l=0
hl[t− τ ]
∞∑
r=−∞
win[(r − l)R − τ ]
=
∞∑
τ=−∞
s[τ ]h[t− τ ]. (C.6)
Note that with a careful choice of the window function, we can fulﬁll
∞∑
r=−∞
win[(r − l)R− τ ] = 1. (C.7)
Therefore,
y[t] = yˆ[t], (C.8)
and the subband domain convolution represented in (C.1) is a correct way
of implementing a convolution in the subband domain.
Note that the RIR has been chopped into NH frames with the same amount
of the frame shift as in the case of framing an incoming signal.
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Proposition 4. Multi-channel convolutive (reverberant) mixing in the time
domain with longer room impulse responses length than a typical frame length
used for subband decomposition is equivalent to a subband domain convolutive
mixing with the delay of the frame shift.
Y ri (e
jωk) =
NS∑
j=1
NH−1∑
l=0
H li,j(e
jωk)Sr−lj (e
jωk), (C.9)
where the subscript i means the ith convolutive mixing output and j means the
channel index. The number of the mixed sources NS is not necessarily less
than Nmic, but it is generally assumed so to perform source separation [2].
Proof. Proof is straightforward from Proposition 3. In the time domain,
multi-channel convolutive mixing can be performed using a multi-channel
ﬁlter hi,j[t] with an incoming signal sj[t].
yi[t] =
NS∑
j=1
∞∑
τ=−∞
sj[τ ]hi,j [t− τ ], (C.10)
yˆi[t]
=
∞∑
r=−∞
1
K
K−1∑
k=0
⎡⎣NS∑
j=1
NH−1∑
l=0
H li,j(e
jωk)Sr−lj (e
jωk)
⎤⎦ ejωkt
=
∞∑
r=−∞
1
K
K−1∑
k=0
⎡⎣NS∑
j=1
NH−1∑
l=0
H li,j(e
jωk)
[ ∞∑
τ=−∞
sj [τ ]win[(r − l)R− τ ]e−jωkτ
]⎤⎦ ejωkt
=
NS∑
j=1
∞∑
τ=−∞
sj [τ ]
NH−1∑
l=0
[
1
K
K−1∑
k=0
H li,j(e
jωk)ejωk(t−τ)
] ∞∑
r=−∞
win[(r − l)R− τ ]
=
NS∑
j=1
∞∑
τ=−∞
sj [τ ]
NH−1∑
l=0
hli,j [t− τ ]
∞∑
r=−∞
win[(r − l)R− τ ]
=
NS∑
j=1
∞∑
τ=−∞
sj [τ ]hi,j [t− τ ]. (C.11)
Therefore, with careful choice of the window function win,
yi[t] = yˆi[t], i = 1, 2, · · · , Nmic (C.12)
and (C.9) is a correct way of implementing the multi-channel convolutive
mixing in the subband domain.
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APPENDIX D
PRE-AMP CIRCUIT DIAGRAM
Figure D.1 shows a block diagram of a pre-amp module for a microphone
array. The same eight units are integrated by sharing only the +12 V power
part denoted by J2. We ensured that each unit operates independently with
similar gain. Maximum gain of up to 200 times ampliﬁcation can be achieved
and can be adjusted using a variable register R3. The linear voltage regulator
U1 not only produces a stabilized constant voltage to the op amp, but also
minimizes the inter-channel leakage due to the high input impedance. The
actual self-made pre-amp is shown in Figure D.2.
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Figure D.1: Block diagram of one unit for the audio pre-amp.
Figure D.2: Inside the actual self-made 8-in 8-out pre-amp.
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APPENDIX E
CORPUS GENERATION FOR SOURCE
SEPARATION EXPERIMENT
In this appendix, we explain how the entire corpus for source separation has
been built. To make the situation aﬀordable in terms of cost and time, we
can generate the corpus under the linear time invariant system assumption
about the acoustic space we measure. In other words, we measure room
impulse responses from the mouth position to the microphone array and by
convolving these with the sets of clean speech utterances, we assume that we
can obtain the reverberated signal which can be similar enough to the real
measurement of the speech in those designated positions. Natural ambient
noise is also measured in the same space so that we can add some segment
of it into the convolved signal to simulate the natural environmental noise
condition with a clean reverberated signal.
E.1 Room impulse response measurement
In this section, we discuss measuring room impulse response, because it is
an unavoidable process in accessing the proposed algorithm with reference to
clean speech sources. We may be able to use some microphones close enough
to the speakers when we capture distant speech situations, but still it would
be hard to collect various diﬀerent environmental conditions or speakers,
etc. Therefore, in this section, under the assumption that the speaker is
positioned at a designated place and the room is modeled as a linear time-
invariant system, we performed a system identiﬁcation process for the room.
After obtaining the RIR, we can generate reverberant speech mixture with
background noise based on (1.6). Figure E.1 shows a conﬁguration to measure
RIR, where the double line represents vector input or output.
To measure RIR accurately, we need to consider which type of source
should be used since it is directly related to the quality of measured RIR. In
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Figure E.1: RIR measurement conﬁguration.
this thesis, we used a swept sine signal, which is known to reject nonlinear
distortions, which may come from the loudspeaker, by using logarithmic
sweep, robust to time variance [116]. Below is the equation to generate
the logarithmic sweep [117]:
s(t) = sin
⎛⎝ 2πfstart
log
(
fend
fstart
) · (exp( t
T
log
fend
fstart
)
− 1
)⎞⎠ , (E.1)
where fstart is a starting frequency, fend is an ending frequency, and T is a time
duration in seconds. Figure E.2 shows a generated signal according to (E.1)
with fstart = 22 Hz, fend = 22 kHz, T = 1, and the sampling rate fs = 48
kHz. Before measuring RIR, we need to compensate for the loudspeaker
response. In this thesis, the generated corpus is designed for the reverberant
speech mixture; therefore, the loudspeaker used for RIR represents the mouth
of the speaker. The mouth simulator B&K Type 4227 was used to simulate
the directivity pattern of the human mouth. Note that since most of the
recorded speech data in a clean environment embed the direct response of the
speaker, not compensating for the loudspeaker response results in duplicating
the direct response of the speaker. This compensation can be performed by
deconvolving the response measured in an anechoic chamber. Instead, in
a quietened room, by taking early response, we can substitute the speaker
response, but there may exist poor compensation in the low-frequency range
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Figure E.2: Logarithmic sweep signal: time domain signal.
because of the short duration of the response.
The room impulse response can be calculated by deconvolving the mea-
sured sweep signal with the source sweep signal. To compensate a possible
distortion by a sound card, we measure line output of source and use it as
the source sweep signal. Note that because of background noise in the region
of the no-energy frequency region, e.g. below 22 Hz and above 22 kHz in the
case of Figure E.2, if we do not properly obtain the deconvolution ﬁlter, we
may end up with unwanted boosting of background noise. Figure E.3 shows
a conceptual diagram to obtain a deconvolution ﬁlter by dividing reference
frequency response by the sweep sine signal. To determine the zero response
frequency region, we need to set the threshold above the background noise
level, not to boost it. After measuring the sweep sine response, we need to
convolve the deconvolution ﬁlter to obtain RIR as shown in Figure E.4(b).
We also can see the harmonic distortion response after the deconvolution by
logarithmic sweep in Figure E.4(a).
We can make sure the quality of one time measurement by comparing
it with series of measurements. For some reason, e.g. extensive attempts
to access the network resource or a hard drive, an unexpected poor impulse
response can be generated. Normally we get around 1/10 (20 dB) attenuation
147
Reference
Sweep
Noise
Frequency
Frequency
Deconvolution filter
A
m
pl
itu
de
A
m
pl
itu
de
Figure E.3: Conceptual diagram for deconvolution ﬁlter
on average by just subtracting the generated signal by convolution from a
series of measured ones. If not, we repeat the measurement. Figure E.5 shows
the generated signals by convolving impulse responses, one of the series of
measured signals, and diﬀerence between them. This is the case with 20 dB
attenuation just by subtracting.
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Figure E.4: Sample room impulse response measured with logarithmic
sweep signal: (a) left smaller repetitions of RIR correspond to harmonic
distortion. (b) RIR by excluding harmonic distortion.
149
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
x 10
4
-0.4
-0.2
0
0.2
Generated Signal
Sample
M
ag
ni
tu
de
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
x 10
4
-0.4
-0.2
0
0.2
Measured Signal
Sample
M
ag
ni
tu
de
0 0.5 1 1.5 2 2.5 3 3.5 4 4.5 5
x 10
4
-0.4
-0.2
0
0.2
Residual after subtracting generated chirp signal
Sample
M
ag
ni
tu
de
Figure E.5: Diﬀerence between generated and measured signal.
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APPENDIX F
ROBUST SPEECH RECOGNITION BASED
ON MONTE CARLO UNCERTAINTY
DECODING
F.1 Problem formulation
In this section, we introduce a Monte Carlo based noisy likelihood given the
following additive assumption on the clean speech and the acoustic noise.
y(t) = s(t) + n(t), (F.1)
where s(t) is the clean speech, n(t) is the noise, and y(t) is the noisy observa-
tion at time t. Generally we train the speech recognizer using the overlapped
series of the framed spectral domain representation such as MFCC [13] or
PLP [14] with the window which can be short enough to meet the stationarity
condition with that frame. This framing is indispensable, since the speech
process is highly non-stationary. Spectral domain representation of (F.1) is
given as following:
Y = S + N, (F.2)
where · represents the spectral vector of the frame. We also assume that
the noise part can be estimated [9]. The HMM based speech recognition in a
given situation can be described in a simple graphical model as in Figure F.1,
where the empty rectangle represents the hidden state, the empty circle rep-
resents clean speech observation, and the shaded circle represents the noisy
observation. If there is no noise, then we simply take the observation for
obtaining the feature vector and perform the recognition by comparing the
likelihood p(Y1, Y2, · · · |Mi) and i = 1, 2, · · · , the number of models. How-
ever, if the noise is not zero, then Yt’s are not the same as St’s any more,
and there exists mismatch we should take into account. Instead of ﬁlling
the missing part St’s by taking an optimal value based on (F.2), we perform
the marginalization over the St’s in the joint PDF of St’s and Yts given each
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Figure F.1: Graphical representation of HMM based speech recognition in a
noisy environment.
model as in the following:
p(Y1, · · · |Mi) =
∫
· · ·
(∫
· · · p(Y1, · · · , S1, · · · , Q1, · · · )dS1, · · ·
)
dQ1 · · · .
(F.3)
Marginalization over the Qi’s can be performed using the dynamic program-
ing method called the forward algorithm [22] in a clean acoustic environment.
The forward algorithm still can be used in this situation because the only
diﬀerent part in the induction process of obtaining αt+(Qt+1) is the noisy
likelihood given the state:
αt+1(Qt+1) =
[∑
Qt
αt(Qt)p(Qt+1|Qt)
]
p(Yt+1|Qt+1), (F.4)
and
p(Yt|Qt) =
∫
p(Yt|St)p(St|Qt)dSt
=
∫
p(St|Yt)p(Yt)
p(St)
p(St|Qt)dSt. (F.5)
Note that as we move forward in the forward algorithm, we marginalize the
St only locally at time t.
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F.2 Monte Carlo method
Because typically we assume that speech spectrum follows the complex Gaus-
sian PDF and the noise spectrum is also assumed to follow the Gaussian PDF,
the analytic solution of (F.5) can be obtained in a straightforward manner.
However, the conventional speech recognizers are not trained by using the
spectrum, but by using a nonlinearly transformed spectrum. Therefore, (F.5)
can be rephrased as in the following (F.6), and the integration with the non-
Gaussian PDF is not a simple matter any more. To deal with that, the Monte
Carlo method is introduced as in (F.6). Note that interestingly p(Yt) can be
omitted since it is the same regardless of diﬀerent models and states such
that it will not aﬀect the diﬀerence among the total likelihoods given each
model. Basically, we are going to sample the ρ(St)’s following p(ρ(St)|Yt)
and calculate the sample mean of 1
p(ρ(St))
p(ρ(St)|Qt).
p(Yt|Qt) =
∫
p(ρ(St)|Yt)p(Yt)
p(ρ(St))
p(ρ(St)|Qt)dρ(St)
= Ep(ρ(St)|Yt)
[
p(Yt)
p(ρ(St))
p(ρ(St)|Qt)
]
∝ Ep(ρ(St)|Yt)
[
1
p(ρ(St))
p(ρ(St)|Qt)
]
≈ 1
Sample size
∑
ρ(St)
1∑
Qt
p(ρ(St)|Qt)p(Qt)
p(ρ(St)|Qt). (F.6)
As ρ(·), we normally use log(| · |). The sampling problem comes down to
sampling the values following p(log |(St)||Yt) because p(ρ(St)|Qt) and p(Qt)
are already given by the trained model. This sampling process can be simply
replaced as the sampling process of p(St|Yt) and applying log(| · |) on the
generated samples. To make the sampling process as eﬃcient as possible,
we assume that the correlation among the frequency bins is zero as in the
conventional assumption [9]; therefore, we sample each frequency bin by bin
separately according to the following:
p(R(St)|R(Yt)) (F.7)
∼ N(Cov(R(St), R(Yt))
Cov(R(Yt))
R(Yt),Cov(R(St))− Cov(R(St), R(Yt))
2
Cov(R(Yt))
),
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where R(·) represents the real part of the spectrum and the imaginary part
is also generated similarly. We can interpret (F.7) as following. If the vari-
ance of the noise is very small (near noise-free situation), then the generated
sample will be just around the measured value of Yt, but if the variance of
the noise is very high (noise-dominating situation), then the state dependent
eﬀect is marginalized out.
F.3 Experiment
To verify the core idea of using a Monte Carlo method, the speech recognition
problem is downsized into a small classiﬁcation problem of recognizing two
diﬀerent models with only one state. The model has been trained by using
two-dimensional nonlinearly transformed log(| · |) feature vectors generated
from two independent Gaussians. For model 1, the ﬁrst dimension has a high
variance and the second dimension has a low variance. For model 2, the ﬁrst
dimension has a low variance and the second dimension has a high variance.
As we commonly assume for the HMM based recognizer, we also assume
that each model follows two-dimensional Gaussian PDF, even though that
assumption is an approximation for the real PDF. (Actually this approach
is working well especially when we use a Gaussian mixture model, but still
it reasonably works well just by using one Gaussian with full-covariance.)
By varying the level of the noise variance for the ﬁrst feature dimension, we
test the classiﬁcation with or without the proposed method. Note that in
this small problem we do not consider the time dynamics as in the HMM
model for the sake of simplicity. For simplicity, we generated the test data;
the ﬁrst half are generated as in the training data for model 1 and the other
half are generated as in the training data for model 2. Without signiﬁcant
noise, the likelihood of the correct model gives higher values than that of the
other model. However, once the noise level becomes signiﬁcantly high, the
likelihood of the correct model does not always give higher values. Figure F.2
shows the case with a very low noise level, and we see that the result with
or without the proposed method shows similar results. However, Figure
F.3 shows the case with high noise level, and we deﬁnitely see the diﬀerence
between the two cases; more speciﬁcally, the proposed model outperforms the
case without it in the second half of the test data, because during the second
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half the ﬁrst dimension of the original clean data has low-level variance, which
means by adding noise this part will be distorted a lot. By washing out the
unreliable part by marginalizing, we can rely more on the reliable part in the
feature vector, in this case the second feature component in the 2-D feature
vector.
F.4 Conclusion
In this section, a Monte Carlo based speech recognition scheme has been
proposed and tested in a down-sized simple problem. As we expect from the
theory part, the experimental result shows that the proposed method pro-
duces noise-robust recognition (classiﬁcation) results. Because the forward
algorithm is shown to be utilized with the proposed method with locally gen-
erated samples, building a real speech recognizer using the proposed scheme
will be part of our future work.
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Figure F.2: (a) Log-likelihood given each model in the almost noise-free
situation: blue is for model 1, red is for model 2. (b) Log-marginalized
likelihood given by (F.6): blue is for model 1, red is for model 2.
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Figure F.3: (a) Log-likelihood given each model in the high-level noise
situation: blue is for model 1, red is for model 2. (b) Log-marginalized
likelihood given by (F.6): blue is for model 1, red is for model 2.
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