A speed-up of a known O(n 3 ) algorithm computing the period of a periodic orbit in max-min algebra is presented. If the critical components (or the transitive closure A + ) of the transition matrix A are known, the computational complexity of the algorithm is O(n 2 ). This is achieved by using only those coordinates of the orbit that are related to the critical components. On the other hand, no critical component can be omitted. As the critical components are pairwise disjoint, the new formula is helpful also in solving the converse problem: generating an orbit with a prescribed period. This is demonstrated by examples. All parts of the paper are connected with the fact that the periodic regime of an orbit is encoded in its critical coordinates. We show that the non-critical coordinates of the state vector after n − 1 steps can be ignored, how to generate a known periodic regime by using a small number of coordinates of the state vector and that the difference between the defect of an orbit and the quasidefect of its critical coordinates is small. The final part deals with the situation when the matrix is reduced after the orbit has reached its periodic regime.
Introduction
An orbit in the max-min algebra is a sequence of the state vectors x(r), r ∈ N of a maxmin system x(r + 1) = A ⊗ x(r), where the matrix multiplication is defined with respect to the operations ⊕ = max and ⊗ = min. The ultimately periodic behaviour of an orbit in max-min algebra, following from the properties of the operations ⊕, ⊗, was studied in [3, 4, 9, 10] . In [10, 11] Gavalec has presented polynomial algorithms for computing the orbit period. The computational complexity of the general algorithm [11] is O(n 4+ε ) with ε → 0. In special cases, including the binary case, the computation can be done in O(n 4 ) time.
A member x(r) of the periodic part of an orbit, called a periodic member, generates a periodic orbit with the same periodic pattern. It is known that in max-min algebra each member x(r) with r (n − 1) 2 + 1 is periodic. An O(n 3 ) algorithm computing the period of a periodic orbit has been presented in [13] . The algorithm can be used for computing the period of a max-min system which has been working for a sufficiently long time. It can also be used for arbitrary orbit provided that the known O(n 3 log n) procedure computing a periodic member of the orbit is applied beforehand.
In this paper (Section 4) the computational complexity of the algorithm [13] is decreased by using only those coordinate-orbits, which correspond to the minimal non-trivial threshold components, called the critical components, of the transition matrix. All parts of the new algorithm except the computing of the critical components have complexity O(n 2 ). It follows from the pairwise disjointness of the node sets of the components. The minimal non-trivial threshold components have been previously used by Gavalec in [8] for an efficient computing of the matrix period.
The formula for the orbit period presented in this paper is optimal in the following sense: the number of coordinate-orbits in the formula cannot be reduced (Section 5). The formula is helpful also in solving the converse problem: to determine if a prescribed period can be reached by an orbit of the given matrix (Section 4 -examples).
Sections 8 and 9 deal with modifications (simplifications) of a state vector leading to an orbit with the same periodic behaviour. We show that for generating a known periodic regime it suffices to use only those coordinates which correspond to the representatives of the cyclic classes of critical components. In Section 10 it is proved that the length of the pre-periodic part (the defect) of an orbit is almost equal to that of the pre-quasiperiodic part (the quasidefect). Even the maximum of the defects of all n-dimensional orbits equals the maximum of their quasidefects. Section 11 deals with keeping the quasiperiodicity (and partly also the period) of a max-min system after the transition matrix has been reduced; particularly with respect to an eigen-regime.
Definitions and known results
Symbol N, or N + , denotes the set of all, or all positive, natural numbers, respectively. For n ∈ N + , the set {1, . . . , n} is denoted by n. For a, b ∈ N, notation a | b means that a divides b. For a subset S of N, the greatest common divisor (briefly g.c.d.) and the least common multiple (l.c.m.) of S are denoted by gcd S and lcm S. For the empty set we have gcd ∅ = 0 and lcm ∅ = 1. We say that a sequence S = (S(r); r ∈ N) is ultimately periodic, if there exist r 0 ∈ N and p ∈ N + such that S(r + p) = S(r) for all r r 0 . The least r 0 with this property is called the defect of S, denoted by def(S), the least p corresponding to def(S) is called the period of S, denoted by per(S). If for some p ∈ N + and r 0 ∈ N the equality S(r + p) = S(r) holds for each r r 0 , then r 0 def(S) and p is a multiple of per(S). For an ultimately periodic sequence S, by the periodic extension of S we understand a periodic sequence S such that S(r) = S(r) for each r def(S).
of S is a divisor of p. By repeated permuting we obtain: the period of any cyclic permutation of S is a divisor of the period of the previous one. Since S is one of the permutations, all the periods equal p. The second statement of the proposition follows from the first one, from the definition of the period and from the fact that a cyclic permutation of a segment (S(r), . . . , S(r + kp − 1)) of an infinite sequence S (having period p) is a segment of S. Now we introduce some graph-theoretical notions used in the paper. The number l 0 is the length of P , denoted by (P ). An elementary path is a path whose nodes are pairwise distinct. A cycle is a path of positive length whose terminal node equals the initial one. A cycle is elementary if its nodes except for the terminal one are pairwise distinct. A path P is a cycle-extension of P if P can be created from P by finitely many (possibly none) replacements of a node in P with a cycle beginning at the node. Every path is a cycle-extension of an elementary path. If P = (v 0 , . . . , v (P ) ) and Q = (v (P ) , . . . , v (P )+ (Q) ) then P Q denotes their concatenation (v 0 , . . . , v (P )+ (Q) ). For a path P and v ∈ P , by P →v we denote the initial segment of P ending at the first occurrence of v in P , by P v→ the terminal segment beginning at the last occurrence of v in P .
A digraph G is strongly connected if any two distinct nodes of G are contained in a common cycle. By a strong component of G (briefly component of G) we mean a maximal strongly connected subdigraph of G. A strong component K is non-trivial if there is a cycle in K, otherwise it is trivial. A trivial strong component consists of a single node without loop. Symbol K denotes the node set of a component K. By SC * G we denote the set of all non-trivial strong components of G, by G[v] the strong component of G containing node v. We say that a node v is trivial (non-trivial) in G, if G[v] is trivial (non-trivial). The period per(K) of a strongly connected digraph K is the greatest common divisor of the lengths of all cycles in K. Definition 2.5. Let K be a non-trivial strongly connected digraph and v 0 ∈ K. For each l = 0, 1, . . . , per(K) − 1, the lth (with respect to v 0 ) cyclic class K l of K is K l = {v ∈ K; there is a path from v 0 to v of length congruent to l modulo per(K)}.
The cyclic classes in the next proposition are numbered cyclically modulo per(K). Definition 2.6. For A ∈ F(n, n), the associated digraph G(A) is the arc-weighted complete digraph (n, n × n, w(A)) with the weight function w(A) assigning to each (i, j ) ∈ n × n the weight w ij (A) = a ij . For A ∈ F(n, n) and x ∈ F(n), the associated digraph G(A, x) is the arc-node-weighted complete digraph obtained from G(A) by appending the weight x i to each node i. Arcs of weight 0 can be omitted in illustrations of the associated digraphs. For a path P = (i 0 , . . . , i (P ) ) of positive length in (n, n × n), the weight of (P ) . The weight of a path P = (i 0 ) is w P (A) = min ∅ = 1. Definition 2.7. If both A ∈ F(n, n) and x ∈ F(n) are binary then by G(A) we understand digraph (n, D) with D = {(i, j ); a ij = 1} and by G(A, x) the corresponding node-weighted digraph. A path in G(A, x) whose terminal node has weight 1 is called the orbit path in G (A, x) . The set of all paths in G(A) from i to j is denoted by P ij (A) . The set of all orbit paths in G(A, x) beginning at i is denoted by P i (A, x). Definition 2.8. For A ∈ F(m, n) and h ∈ F , the threshold matrix A (h) corresponding to threshold h is a binary matrix, of the same type as A, defined as follows:
Since any vector is viewed as an (n × 1)-matrix, the above definition concerns also vectors. The associated (in the sense of Definition 2.7) digraphs G(A (h) ) and G(A (h) , x (h) ) are called the threshold digraphs corresponding to threshold h. If S = (S(r); r ∈ N) is a sequence of matrices over F then the threshold sequence S (h) corresponding to h is the sequence (S(r) (h) ; r ∈ N), i.e. (h) for each r ∈ N.
S (h) (r) = S(r)
The next proposition, due to Cechlárová [4] , describes the connection between (A r ) ij , or O i (A, x)(r), and paths in the associated threshold digraphs. The following two propositions describe properties of the decomposition of a matrix (or sequence) to its threshold matrices (sequences). The properties are taken from [5] and [13] . Proposition 2.4 [4] . For A ∈ F(n, n), x ∈ F(n), 0 < h ∈ F, r ∈ N and i, j ∈ n, (i) (A r ) ij h if and only if there is P ∈ P ij (A (h) 
From now on, symbols A, x and S denote the set of all entries occurring in matrix A, vector x and sequence S respectively (so S = r∈N S(r)).
Proposition 2.5. The threshold matrices of a matrix A over F have the properties: (i) For any h, h ∈ F, if h h then A (h) A (h ) . (ii) For any h ∈ F, if a is the least element of A such that h a then A (h) = A (a) . If there is no such element then
(iv) For any two ⊗-compatible matrices A and B, the threshold matrix of their product equals the product of their threshold matrices.
Remark 2.1. For any h ∈ F , the threshold orbit O (h) (A, x) is identical with the orbit of matrix
is a consequence of Proposition 2.5(iv).
Remark 2.2. By Proposition 2.5 (ii), the set of all nonzero threshold matrices of a matrix A ∈ F(m, n) coincides with the set {A (a) ; a ∈ A}. Moreover, for any formula ϕ of mn free variables,
Proposition 2.6. Let S be a sequence of matrices over F. Leth ∈ F and H be a set of thresholds satisfying S ⊆ H ⊆ F. Then the following hold: The following two propositions deal with the computational complexity of computing a periodic member of an orbit. The first one, concerning an upper bound of def(A), and consequently of def(A, x), follows from a known result presented for binary matrices in [12] , the second one follows from a known procedure of efficient exponentiation of a matrix. A detailed description is in [13] . Proposition 2.7. def(A) (n − 1) 2 + 1 for any A ∈ F(n, n).
Proposition 2.8.
A periodic member of an orbit can be computed in O(n 3 log n) time.
The rest of this section lists some results from [13] that will be used later. Definition 2.9. Let A ∈ F(n, n). By a threshold component of matrix A we understand a strong component in a threshold digraph of A. The set of all non-trivial threshold components of A will be denoted by TC
is partially ordered by the relation "to be a subdigraph", denoted by . Symbol ≺ denotes and / =. The relatively critical threshold, relatively critical component and relatively critical period, all with respect to node i, are:
Lemma 2.1. Let A ∈ F(n, n). For any i ∈ n and h, h ∈ F, the threshold components, the characteristics h(i), d(i) and the set TC * (A) have the following properties:
with the least element K[A, i].
From now on we assume that A ∈ F(n, n) and x ∈ F(n) are arbitrary but fixed. The next theorem modifies the formula for per(A, x) presented in Proposition 2.1(iii). (A, x) ). Definition 2.10. For anyh ∈ F and i ∈ n, the sequenceh , x) is the critically truncated coordinate-orbit. The vector sequence T(A, x) with the coordinates
Remark 2.4. The periodicity of an orbit implies its quasiperiodicity. If an orbit is quasiperiodic in a node j ∈ K[i] (i.e. the sequence h(j ) ⊗ O j is periodic) then also the sequence
The following assertions describe the properties ofh ⊗ O i , and consequently of T i . If both A and x are binary, then it suffices to considerh = 1 in the assertions. The next lemma follows from the definition of s(A, x). The following ones explain the name "saturation". In the assertions we assume that A ∈ F(n, n) and x ∈ F(n). 
Lemma 2.2. per(h ⊗
O i (A, x)) | per(G(A (h) )[i]) for anyh ∈ F and any i ∈ n. Corollary 2.3. per(T i (A, x)) | d(A, i) for each i ∈ n. Lemma 2.4. Leth ∈ F, K ∈ SC * G(A (h) ) and P = (i 0 , . . . , i (P ) ) be a path in K. Then h ⊗ O i 0 (A, x)(r + (P )) =h ⊗ O i (P ) (A, x)(r) for every r def(h ⊗ O i (P ) (A, x)). Corollary 2.5. Leth ∈ F and K ∈ SC * G(A (h) ) with per(K) =d. Let K 0 , . . . , Kd −1 be the cyclic classes of K and let i 0 ∈ K 0 . Then (i) def(h ⊗ O i (A, x)) def(h ⊗ O j (A, x)) + |K| − 1 for any i, j ∈ K, (ii) for each class K l and any i ∈ K l , the periodic pattern ofh ⊗ O i (A, x) is the same as that of h ⊗ O i 0 (A, x) but shifted l positions to the left, i.e.h ⊗ O i (A, x)(r) =h ⊗ O i 0 (A, x)(r + l) for any r max j ∈K def(h ⊗ O j (A, x)).(i) ⊗ x i 0 , . . . , h(i) ⊗ x i d(i)−1 ).
Proof

Computing orbit period by critical components
Theorem 2.1 converts the computation of the orbit period into computing the periods of all critically truncated coordinate-orbits. By Corollary 2.3, the periods of these sequences do not exceed n and each of the periods is a divisor of the corresponding d(i). Since a procedure computing in O(n 3 ) time the characteristics h(i), d(i) for each i ∈ n is known, an O(n 3 ) algorithm for computing the orbit period of a quasiperiodic orbit follows. The algorithm is shortly described in [13, Remark 4.5] . It is based on computing n members of the quasiperiodic orbit and taking the necessary information from them. Another way to compute the period of a quasiperiodic orbit is to work only with the first member of the orbit, using Theorem 2.2. Such an algorithm is described and demonstrated by examples in [13] . Its computational complexity is still O(n 3 ), but in the binary case only O(n 2 ). The lower complexity in the binary case is achieved by taking one coordinate-orbit for each non-trivial component. In the general case it is also possible to use only one sequence T i for each of some special non-trivial threshold components, called the (absolutely) critical components. Similarly to the binary case, the components are pairwise disjoint. The presented speed-up of the previous algorithm is based on this fact. Therefore all parts of the proposed algorithm except for the initial part computing the critical components have the computational complexity O(n 2 ). (In the binary case the critical components are found in O(n 2 ) time by the depth-first search algorithm.)
The next definition of critical components uses thresholds h(i). Afterwards we show that the critical components are the minimal non-trivial threshold components. 
Then the following assertions are equivalent: 
c (A)}, and described an algorithm computing the matrix period by this formula. A procedure computing the minimal non-trivial threshold components is one part of that algorithm. In the following three assertions we assume that A ∈ F(n, n) and x ∈ F(n).
Definition 4.2. For any
A ∈ F(n, n) and K ∈ TC * (A), we denote by h K (A) (or shortly h K ) the maximal threshold h ∈ F such that K is a component of G(A (h) ).
Remark 4.2. The definition of h K is correct and h
An additional improvement of the formula in Theorem 4.1 consists in ignoring the critical components having period 1, as the corresponding T v K have also period 1.
The set of all imprimitive critical components of A and the set of all nodes belonging to the imprimitive critical components are denoted by TC cp (A) and
by excluding the primitive critical components.
It will be shown in Section 5 that the number of coordinates of T used in this formula cannot be reduced. Proof. Algorithm A op is similar to algorithm A in the proof of Theorem 4.3 in [13] . Unlike the cited algorithm, that computes per(T i (A, x)) for each i ∈ n, the algorithm A op only computes the periods per(
The initial part of A op , finding the critical components of A, is similar to the algorithm in [8] , that computes the period of a matrix by means of its critical components.
First we describe the whole algorithm A op . Simultaneously we show how to proceed in case of the additional input I2. At the end of the proof we show how to proceed in case I1.
Algorithm A op consists of six parts, namely
where A m is the main part of the algorithm. Description of the parts follows, together with an estimation of their computational complexity.
A W is the Floyd-Warshall algorithm starting with the given matrix A and using the operations ⊕ = max and ⊗ = min. This algorithm is described e.g. in [6] . A W computes in O(n 3 ) time the weak transitive closure
represent the maximum weight of paths of positive length connecting the corresponding nodes i, j . Thus a
If we omit the part A W , we get an algorithm for the case I2.
A c finds the node sets of all critical components, say
. The procedure presented in [8] is the following: for each i ∈ R, where R = n at the beginning, it finds all nodes of the relatively critical component K[i] and afterwards it verifies the condition a
. Every found critical component is labeled by a current index m and removed from R in order to prevent creating the component once more. The computational complexity of the procedure is O(n 2 ). In Table 1 we present another procedure. Its worst case complexity is also O(n 2 ) but in many cases it works faster. It differs from the procedure [8] mainly in the following: it searches for the nodes of K[i] only in R (because new critical nodes can occur only there) and it removes from R every found node
Since only the elements of R are used in the construction of K [i] , the test of criticality of K[i] must contain a part which verifies that none of the representatives v (l) of the yet found critical components belongs to K[i]. The presented procedure is not slower than that from [8] . It is faster than [8] if the given matrix contains non-critical nodes (as the removing of non-critical nodes spends less time than it is saved by working with smaller sets). The procedure outputs the node sets K (l) , l ∈ m of critical components together with the chosen nodes v (l) ∈ K (l) . Example 4.1 demonstrates the work of the procedure. Example 4.2 shows some extreme cases where the complexity of the presented procedure is either O(n) or equal to the complexity of procedure [8] .
A ec finds the arc sets D (l) of the critical components
Since the node sets are pairwise disjoint and n 2 1 + · · · + n 2 m (n 1 + · · · + n m ) 2 , the arc sets can be found in O(n 2 ) time. 
A BV is the Balcer-Veinott algorithm [1] applied consecutively within the critical components. It computes the periods
The algorithm performs a condensation of nodes of a component K so that a cycle of length per(K) is obtained. The computational complexity of the algorithm is O(|K| 2 ). For the same reason as above, the computation of all the periods does not exceed O(n 2 ) time.
A pa is an O(n 2 ) procedure finding in each critical component
. , x i (P ) ).
If P is the lth fixed path P (l) then we write shortly t (l) (A, x) instead of t P (l) (A, x) .
The main part A m , differing from the main part of the algorithm in [13] only in working with fewer components, constructs the sequences t (l) (A, x) for each l ∈ m and computes their periods. Finally it computes per(A, x). All the sequences t Notice that if K (l) is primitive then the length of t (l) (A, x) is 1 and so is its period. Hence the described procedure A m represents computing of per(A, x) only by those per(t (l) (A, x)) for which
In case of the additional input I1, the required algorithm is
where procedure A h , described below, finds in O(n 2 ) time the critical thresholds of the critical components (whose node sets are given). The computational complexity of the algorithm is O(n 2 ).
Procedure A h : Suppose K (l) , l ∈ m be the given node sets of the critical components. For
. The path, say (u 0 , . . . , u k ), is constructed by induction as follows: u 0 = v (l) and u i+1 is a node u ∈ K (l) with the maximum a u i u (i.e. with the maximum weight of (u i , u)). This is performed until a cycle C (l) occurs in the path. The cycle is elementary, obtained in O(n|K (l) |) time. The weight of each arc of Q (l) is at least h (l) , as every node in K (l) is contained in a cycle of weight h (l) . On the other hand, the weight of C (l) does not exceed h (l) . So the weight of C (l) (and also of Q (l) ) is h (l) . As K (l) , l ∈ m are pairwise disjoint, the computational complexity of A h is O(n 2 ). (l) . However, such a modification needs some additional input data and its effect is small in general, as the difference between quasidefects of various types is small (see Section 10). (2) ∈ K [6] , K [7] ) and end with R = {7} and R = ∅ respectively. [8] computes the critical components in at least 2n 2 time, as it computes and verifies the criticality of each K[i] with i < n, so the number of comparisons is 2n(n − 1) + n. If the rows and columns of A are simultaneously permuted so that a 11 = 1, then the critical components (i.e. K [1] ) are found by Table 1 in O(n) time (namely O(n) + (n − 1) × constant) while procedure [8] needs again n + 2n(n − 1) steps (or n + (n − 1)n, if we abort the test of criticality after it appears that the component cannot be critical). At last, let A satisfy N c (A) = n (e.g. A is binary and each i ∈ n is contained in a cycle). Then the advantage of the presented procedure is only in that it works with the chosen nodes v (l) instead of all nodes of the yet found critical components. If, in addition, every critical component consists of a single loop (e.g. A has all its diagonal entries nonzero and the others 0), then the n critical components are found in O(n 2 ) time by any of the two compared procedures, even the number of steps executed by the procedures is very similar.
The following examples demonstrate the work of algorithm A op , particularly the construction of sequences t (l) (A, x) and computation of per(A, x) (procedure A m ). They also illustrate the converse problem (reaching a prescribed period, if possible). Fig. 1 . The arc weights are presented beside arcs, the node weights inside the corresponding circles. We suppose that it is known that O(A, y) is periodic. We want to compute per(A, y). (This example is presented in [13, Example 4.1] with another initial vector. Vector y is a periodic member whose computation, presented in [13] , is now omitted. The example illustrates the simplification achieved by computing fewer periods per(T i ).) The initial part of algorithm A op finds two critical components K (1) , K (2) with the node sets K (1) = {2, 3, 4} = K [2] and K (2) = {6, 7} = K [6] . The chosen nodes, critical thresholds and periods of the components are
is on the right side of Fig. 1 . In the figure every node i of G c (A) is assigned a weight h (l) ⊗ y i where i ∈ K (l) . Suppose that paths P (1) and P (2) , found by procedure A pa , are P (1) = (2, 4, 3) and P (2) = (6, 7). The corresponding sequences of the critically truncated coordinates of y are: t 
For the other vectors we obtain: A , x) )}, where = (b, a, a, a, a, a, a, a, a, a) c, c, c, b, c, a, a, b, a, a) T .
Are all critical components necessary?
By Theorem 4.1 and Remark 4.5, in the formula per(A, x) = lcm i∈n per (T i (A, x) ), which is taken from Theorem 2.1, only those T i are necessary for which K[A, i] ∈ TC cp (A). It even suffices to choose one node v K in each imprimitive critical component K and use the formula per(A, x) = lcm{per(T v K (A, x)); K ∈ TC cp (A)}. The next theorem shows that the imprimitive critical components are essential in the formula for per(A, x). Actually, if K ∈ TC cp (A), then omitting the periods per(T j ), j ∈ K cannot be fully compensated by the other periods per(T i ), i ∈ n \ K.
There exists a vector x ∈ F(n) such that per(T v K (A, x)) = per(K) and per(T i (A, x)) = 1 for each i ∈ n \ K.
Proof. We assume that h K > 0. (For h K = 0 the theorem evidently holds true.) Denote h
. We define vector x, i.e. we assign to each node i a weight x i . In the definition we shall distinguish whether i belongs to K or not. Let
Let us compute per(T v K ) and the periods per(T i ), i /
) of length r. Let j be the terminal node of P . Since x j h K , there are only two possibilities: j = v K or j / ∈ K. In the both cases there is a path Q ∈ P jv K (A (h K ) ). Path P Q is a cycle in G(A (h K ) ) containing node v K , so it is a cycle in K. Thus j ∈ K, namely j = v K , and path P is also a cycle in K.
Case
per(T i ) with i / ∈ K: We prove that for each h h(i) the threshold sequence (O i ) (h) is a constant sequence. Then per(T
First we show that h(i)
. If i / ∈ K then the equality follows from the fact that nodes i, i are contained in a cycle of weight h(i).
]. Thus both x i h(i) and x i h(i). Now let h h(i). We show the implications: (O i ) (h) (k) = 1 ⇒ x i h ⇒ (O i ) (h) (r) = 1 for each r ∈ N. The second implication follows from the equality h(i) ⊗ x i = h(i) ⊗ x i holding for each i ∈ K[i]. In fact, in K[i] there are paths of arbitrary length beginning in i. If x i h then every such path is an orbit path in G(
. Hence it only remains to prove the first implication. Let (O i ) (h) (k) = 1 for some k. Then there is P ∈ P i (A (h) , x (h) ) of length k. Let j be the terminal node of P . If j / ∈ K then there is Q ∈ P jv K (A (h) ) (because x j h). Thus P Q ∈ P iv K (A (h) ) and consequently 
the set of all subsets Y of n such that the formula per(A, x) = lcm i∈Y per(T i (A, x)) holds true for each x ∈ F(n). Then every Y ∈ Y contains at least one node of each K ∈ TC cp (A). The set {v K ; K ∈ TC cp (A)} belongs to Y and its cardinality is minimal in Y.
Remark 5.1. A similar but not so strong assertion as Theorem 5.1 is the following: Let A ∈ F(n, n) and K ∈ TC c (A). Then there exists a vector w ∈ F(n) such that per(T v K (A, w)) = per(K) and per(T v K (A, w)) = 1 for each K ∈ TC c (A) \ {K}. In the proof of this assertion it suffices to use the following vector w:
Remark 5.2. The orbit generated by vector x described in the proof of Theorem 5.1 need not be quasiperiodic but it is quasiperiodic in every node i / ∈ K (as (O i ) (h) is a constant sequence 
Computing per(T i ) for all i ∈ n, as well as verifying the constancy of T i for i / ∈ K, is like that in the proof of Theorem 5. , y) follows from the definition of vectors x and y. Since x y, it suffices to prove O(A, x)(r) O(A, y)(r) for a sufficiently large r (by using O(A, x)(r + md) = O(A, x)(r)). The equality can be also proved by Theorem 7.1 (then it suffices to prove [1] ), O(A, w [6] ) and O(A, w [10] ) of Example 5.1 Table 3 presents the initial parts of orbits O(A, w [1] ), O(A, w [6] ) and O(A, w [10] ). From the table we can see that def(A, w [1] ) = 3, def(A, w [6] ) = 4 and def(A, w [10] 
The proof of periodicity of T i (A, y), or T i (A, z), for i ∈ K consists in proving that T i (A, y)(r) h ⇔ T i (A, y)(r + d) h for every h
, vectors x, y, z correspond to v K and let w be the vector defined by Remark 5.1 for the same v K . Since the formulas for x, y, z and w do not differ in the part related to i / ∈ K, it follows that x i = y i = z i = w i for every i / ∈ K. Hence it only suffices to find 1 (A (h) ))(4 | (P ))} = b and no path of length divisible by 4 from nodes 2, 4 to node 1 has positive weight. Hence x K = (1, a, a, a), y K = (1, a, b, a) and z K = (c, b, b, b) .
(A (h) )) (4 | (P ))} = a and no path of length divisible by 4 from nodes 7, 9 to node 6 has positive weight. Hence x K = (1, 0, 0, 0), y K = (1, a, a, a) and z K = (b, a, a, a) .
and no path of even length from 11 to 10 has positive weight. So x K = (1, 0), y K = (1, a) and z K = (c, a) . Table 4 presents the initial parts of orbits O(A, x), O(A, y) and O(A, z) with x, y, z constructed to K = K [1] . We see that def(A, x) = def(A, z) = 3 and O(A, x)(r) = O(A, y)(r) for r 1. At the end of this section we turn our attention to computing the period of a matrix A ∈ F(n, n). 
Orbits generated by vectors bounded above
Every vector with coordinates h can be written in the formh ⊗ x and vice versa. We show the role of the critical components ofh ⊗ A in computing per(A,h ⊗ x). Lemma 6.1. For any A ∈ F(n, n),h ∈ F and x ∈ F(n) the following hold:
Proof. Parts (i)-(iii) follow from the definitions, Lemma 2.1 and the following:
Part (vi) follows from (iv), (v), (ii) and the following: Theorem 6.1. Let A ∈ F(n, n) andh ∈ F. For eachK ∈ TC cp (h ⊗ A) let iK be a fixed node ofK. Then for every x ∈ F(n), , x) . We show that the periodic behaviour of the sequences determines the periodic behaviour of the whole orbit O(A, x) and that the difference between max{def (T v K (A, x) ); K ∈ TC c (A)} and def(A, x) is small.
The number of coordinates of T(A, x) which are used in this formula does not exceed that in the formula per(
In this section we still assume that A ∈ F(n, n) and that for each K ∈ TC c (A), v K denotes a fixed node of K.
Proof. Let r n − 1 + max{qd cv (A, y), def(A, x)}, i ∈ n and h = O i (A, x)(r). By Proposition 2.4, there is P ∈ P i (A (h) , x (h) ) of length r. Since r def(A, x), the value h will appear in O i (A, x) infinitely many times, so G(A (h) ) contains a cycle. As r n − 1, path P meets a cycle. Let u be the first non-trivial node of P and
Proof. Let r n − 1 + max{def(A, x), def(A, y)}. By Lemma 7.1, using symmetry of the assumption, O(A, x)(r) = O(A, y)(r). Hence O(A, x) = O(A, y).
Theorem 7.2. For any
Proof. By Lemma 7.1, O(A, x)(r) O(A, s(x) )(r) for every r n − 1 + qd cv (A, x), as def(A, s(x)) = 0. By Lemma 3.4, O(A, x)(r) O(A, s(x))(r) for every r n. Hence O(A, x)(r) = O(A, s(x))(r) for every r max{n, n − 1 + qd cv (A, x)}.
Generating known periodic regime by a small vector
The period of a periodic orbit O(A, x) can be computed from those entries of vector x which correspond to the representatives of the cyclic classes of critical components of matrix A (Section 4). In this section we show that those entries are sufficient for generating the (known) periodic regime.
is periodic for each j ∈ J. Let y ∈ F(n). If y x and h(A, j ) ⊗ y j = h(A, j ) ⊗ x j for each j ∈ J, then the following hold: , y) is quasiperiodic in the nodes of the cycles and def(A, y) T(A, s(A, y) ) = T(A, y) (and similarly for x). Let r ∈ N and l = r mod d K . As T(A, x) and T(A, s(A, y) ) are periodic in each j ∈ J , by Lemma 2.6 and Corollary 3.3 we obtain: T i 0 (A, s(A, y) )(r) = T i 0 (A, s(A, y) (A, s(A, x))(r). Since s(A, y) s(A, x) (because y x) , T i 0 (A, s(A, y) ) T i 0 (A, s(A, x) ). , x) . For any r ∈ N there is a path in K of length r from v K to a node j of , x) by an initial vector y with y j ∈ h(j ) ⊗ x j , x j for j ∈ J , and y j = 0 for j / ∈ J (J contains the representatives of cyclic classes of critical components). As the defect of such an orbit O(A, y) can be considerably large, it is better to use a set J containing cycles in the critical components. A possible obstacle caused by too long cycles (with respect to the periods of the components) can be overcome as is shown below. Definition 8.1. Let K 0 , . . . , K per(K)−1 be the cyclic classes of a non-trivial strongly connected digraph K. A pair (u, v) is a pair of nodes from adjacent cyclic classes of K if u ∈ K l and v ∈ K l+1 for some l ∈ {0, . . . , per(K) − 1} (with K per(K) = K 0 ). The definition concerns also the case per(K) = 1. Then any pair of nodes of K is a pair of nodes from adjacent cyclic classes of K.
and (u, v) be a pair of nodes from adjacent cyclic classes of K. LetĀ ∈ F(n, n) be as follows:
v). Then the following hold: (i) (Ā) + = A + and for any i ∈ n, h ∈ F, components G(Ā (h) )[i], G(A (h) )[i] have the same node sets, periods and cyclic classes (both are either trivial or non-trivial).
(ii) For every x ∈ F(n) and A, x) ).
Proof. Part (i): (Ā)
, may contain new cycles but the length of any of them is a multiple of per(G (A (h) )[i]) (as there is a path in G(A (h) ) from u to v of length 1 + mper(K) and per(G (A (h) (A (h) )[i] ) and the components have the same cyclic classes (because G (A (h) 
Part (ii): As A Ā , it suffices to prove: A, x) ) and T i (A, x)(r) T i (Ā, x)(r) for every r def (T i (A, x) ). We shall suppose a uv <ā uv =h.
There is a path Q uv in K, and consequently in G (A (h) ), from u to v of length (Q uv ) = 1 + mper(K). Let P = (i s , . . . , i r ) be obtained from P by removing its initial segment of length s. Let Q be a path obtained from P by replacing each occurrence of arc (u, v) in P with a path Q uv . It is easy to check that Q ∈ P u (A (h) , x (h) ). Let ρ be the length of a cycle in K containing node u. Since (Q ) = r − s + kmper(K), where k is the number of occurrences of (u, v) 2). As a consequence, O(A, u) converges to m(A) in at most n steps, as it has been shown in [3] (by other reasoning).
set of representatives of cyclic classes of critical components of
A. Let x ∈ F(n) satisfy: T j (A, x) is periodic for each j ∈ J. Let y ∈ F(n) satisfy: y x and h(A, j ) ⊗ y j = h(A, j ) ⊗ x j for each j ∈ J. LetĀ J = A ⊕ C where for each i K l ∈ J the (i K l , i K l+1 )th entry of matrix C is h K (A) (with i K d K = i
Critical coordinates of a current state vector
A similar problem to that in Section 8 is the following: are the critical coordinates of a vector x (i.e. coordinates corresponding to critical nodes of matrix A) sufficient for generating an orbit with the periodic behaviour O(A, x)? Unlike the previous section, O(A, x) need not be periodic, neither quasiperiodic. We just assume that x is at least the (n − 1)th member of some orbit of matrix A. So the question is: assuming that a max-min system has been working for at least n − 1 steps, is its periodic behaviour uniquely determined by the critical coordinates of the current state vector? Proof. All the following considerations concern digraph G (A (h) ). Let x j h. By the assumption, there is a path P of length (n − 1) from j to a node v with b v h. The path meets a cycle, as there is an arc to its initial node. Let u be the last non-trivial node of P . Component G (A (h) ) [u] contains a critical component K. Let P be a path of length (n − 1) from a node j ∈ K to v such that P u→ is a terminal part of P (such a path exists, as any elementary path from K to u remains elementary after its extending by P u→ ). Node j is the desired node, because x j h (it follows from the existence of the path P ) and the concatenation of the initial segment of P ending in the last occurrence of u with an elementary path Q from u to j has the length ρ 2n − 2 such that ρ = (P ) − (P u→ ) + (Q) = (P ) − (P u→ ) + (Q), i.e. ρ equals the length of a cycle in G (A (h) ) [u] containing node u.
Proof. Let r 1 and i ∈ n. If h = O i (A, x)(r) then there is a path R in G(A (h) ) of length r from i to a node j with x j h. By Lemma 9.1, the path R can be extended (in G(A (h) )) to a node j ∈ N c (A) with h(j ) ⊗ x j h by such a path R that (R ) equals the length ρ of a cycle met by the path R . Thus RR ∈ P ij (A (h) 
The defect and quasidefect of an orbit
Algorithm A op described in the proof of Theorem 4.2 computes the period of an orbit on the assumption that the orbit is quasiperiodic in every node of each imprimitive critical component. One way to satisfy the condition is to use a periodic member of the orbit as a new initial vector. By Proposition 2.7, it suffices to take an rth member with r (n − 1) 2 + 1.
Computing all successive members of an orbit up to the ((n − 1) 2 + 1)th member needs O(n 4 ) steps. If an orbit has a small defect then its periodic member can be computed faster but we need to know that the defect is small (an early repetition occurs in the orbit only when both the defect and the period are small -and then the period has been already found). It is known [5] that there are certain types of matrices with the following property: the matrices have O(n) defect and checking if a matrix is of the declared type has complexity O(n 3 ). The computation of a periodic member of an orbit of such a matrix which is performed by computing all members up to the O(n)-upper bound for the defects of the matrices has complexity O(n 3 ).
Another way to obtain a periodic member of an orbit O(A, x) is to compute the matrixĀ = A (n−1) 2 +1 by repeated squaring. Vector y =Ā ⊗ x is then a periodic member of the orbit. The procedure has complexity O(n 3 log n) (Proposition 2.8). By connecting the procedure with algorithm A op we obtain an algorithm computing per(A, x) in O(n 3 log n) time. Since for the periods of various orbits of the same matrix A it suffices to compute matricesĀ, A + only once (and By Theorem 10.2, from any quasiperiodic member a periodic one can be computed in O(n 3 ) time. The next corollary gives reasons for the use of a periodic member as an input vector for algorithm A op (even though a quasiperiodic member suffices). , x) , for each A ∈ F(n, n) and x ∈ F(n), i.e. qd(n) = max{qd(A, x); A ∈ F(n, n), x ∈ F(n)}, and similarly for the others.
The next lemma shows that the computation of the orbit period cannot to speeded up by using the qd cp (n)th member of an orbit as the input vector in algorithm A op (instead of the def(n)th one). The lemma follows from the following Examples 10.1 and 10.2.
Example 10.1. Let n 2, x = e n and V ∈ F(n, n) be a binary matrix such that G(V ) consists of cycle C = (1, n, . . . , 2, 1) and arc (1, n − 1). Digraph G(V , x) with n = 4 is presented in Fig. 6 as the first alternative of the digraph on the left side. The 1-weights of nodes are presented by filling the corresponding circles. Digraph G(V ) is strongly connected, per(G(V )) = gcd{n, n − 1} = 1 and consequently per(V , x) = 1. Hence each periodic member of O(V , x) is equal to vector u. Orbit O(V , x) can be treated as a sequence of consecutive state vectors x(r), r ∈ N of a max-min system given by matrix V and the initial vector x. As x i (r + 1) = 1 ⇔ (∃j ∈ n)(v ij = 1andx j (r) = 1), behaviour of the system can be demonstrated by moving 1-entries of the current state vector (i.e. 1-weights of the corresponding nodes in G(V )) up the arcs incident to the 1-entries, using 1 ⊕ 1 = 1. The only node in which one 1-entry is split into two 1-entries is node n − 1. New "1"s obtained by the splitting coincide with the previous "1"s except one at the head of the group circulating in C, therefore n − 1 steps are necessary (at the beginning even n) to obtain one new "1". Vector u is obtained after (n − 1) 2 + 1 steps. In this example every node is critical and O(V , x) = T(V , x). So qd c (V , x) = qd(V , x) = def(V , x) = def(V , x, n) = (n − 1) 2 + 1 and qd co (V , x) = def(V , x, 1) = (n − 2)(n − 1) + 1 (computing of qd co (V , x) is left to the reader).
Example 10.2. Let 0 < a < 1, n 2, x = e n and W ∈ F(n, n) be such that G(W ) consists of cycle C = (1, n, . . . , 2, 1) of weight 1 and arc (1, n − 1) of weight a. Digraph G(W, x) with n = 4 is presented in Fig. 6 as the second alternative of the digraph on the left side. We have obtained the maximum qd cp by means of a 3-valued matrix W . In the following examples we show that the binary equivalent of qd cp (n), i.e. the characteristic bqd cp (n) = max{qd cp (A, x); A ∈ F(n, n), x ∈ F(n), both A and x binary}, is still a quadratic polynomial in n. Thus even in the binary case the computational complexity of computing the starting vector for A op cannot be decreased significantly by using the bqd cp (n)th member of the orbit. Similarly to Example 10.2, where the value (n − 1) 2 + 1 for qd cp has been achieved by a threshold sequence O (a) (W, x) with per(W (a) ) = 1, also in Example 10.3 the large value of qd cp (M, x) is due to a primitive component to which a path leads from an imprimitive one (the imprimitive component will reach its periodic regime, i.e. steady state, after the primitive one has). The next example contains no primitive component. It even yields a greater qd cp .
Example 10.4. Let n 4 be even, x = e n−1 and B be a binary matrix such that G(B) consists of cycle C = (1, n, . . . , 2, 1) and arc (1, n − 2). Digraph G(B, x) with n = 6 is in Fig. 6 . The defect of O(B, x) can be computed similarly to Example 10.1, regarding that per(B, x) = 2 and the entries of a periodic member of O(B, x) are alternately 1, 0. Generating one new "1" needs n − 2 steps, at the beginning even n; altogether ( n 2 − 1)(n − 2) + 2 steps are necessary to reach the periodic behaviour. So qd cp (B, x) = qd c = qd = def(B, x) = def(B, x, n) = 2(( n 2 − 1) 2 + 1). For any odd n 4, let G(B , x ) consist of digraph G(B, x) of order n − 1 together with one isolated node (node n) of weight 0 (the first n − 1 entries of vector x are equal to those of x, the last one is 0, so x = e n−2 ). Since node n is isolated, 
Orbit of a reduced matrix -keeping quasiperiodicity
This section deals with a max-min system that has been working sufficiently long time (so that it has reached its periodic, or at least quasiperiodic, regime) and afterwards the capacities of its arcs have decreased. (1, 1, 1, a,  a, a) T . Orbit O(A, v) is periodic (v is an eigenvector of A). Matrix A has period 2, therefore it can have (and it has) orbits with period 2. In accordance with Theorem 11.1, orbit O(A , v) is quasiperiodic, with period 1 (it converges to (a, a, a, a, a, a) T in 3 steps). 
