In this paper we prove several complex variables analogs of well known normality criteria of P. Lappan, W. Schwick and T.V. Tan and N.V. Thin.
Introduction and Main Results
A family F of meromorphic functions on a plane domain D is said to be normal if every sequence in F contains a subsequence that converges locally uniformly in the spherical metric to a limit function which is either meromorphic on D or identically equal to ∞. F is said to be normal at a point z 0 ∈ D if it is normal in some neighborhood of z 0 in D. If F is a family of holomorphic functions on D, then the limit functions of convergent subsequences are holomorphic in D or the constant ∞. For detailed introduction to normal families one may refer to J.L. Schiff [11] and L. Zalcman [15] . The notion of normality was introduced by P. Montel [7] in 1912 and the following are the most basic and fundamental normality criteria famously known as Montel's theorem and the Fundamental Normality Test(FNT), respectively: Let f be a meromorphic function on a domain D and let z 0 ∈ D. If σ denotes the spherical metric on C ∞ which is equivalent to the chordal metric, then one can easily see that
|z − z 0 | exits and is called the spherical derivative of f at z 0 , and it is denoted by f ♯ (z 0 ). Further, we find that Further developments in the theory of normal families go around two beautiful and heuristic results in the theory of normal families, viz. Marty's theorem [6] and Zalcman's Lemma [14] : 
uniformly with respect to the spherical metric on compact subsets of C, where g is a non-constant meromorphic function on C.
As an immediate consequence of Marty's theorem one obtains that a family F ⊆ M(D) is normal on D iff it is normal at every point of D which is equivalent to say that normality of a family of meromorphic functions is a local property. In view of this fact, we mostly discuss the normality on the open unit disk D.
In spite of the fact that Marty's theorem gives a necessary and sufficient condition for normality, it does not tell whether the family of functions satisfying, |f ′ | ≤ e |f | , is normal or not. H.L. Royden [10] proved the following criterion for such families: Theorem 1.5. Let F be a family of meromorphic functions on a domain D such that for each compact subset K of D there is a monotone increasing function g such that
Then F is normal on D.
W. Schwick [12] extended Theorem 1.5 as follows:
Theorem 1.6. (Schwick's Theorem) Let F be a family of meromorphic functions on a domain D with the property that for each compact set K ⊂ D there is a function
Zalcman's Lemma actually characterizes a behavior of non normal families of meromorphic functions on the open unit disk D by a clever application of Marty's theorem. Over the years this lemma has proved amazingly versatile having been applied to a variety of topics in function theory and related areas. P. Lappan [5] (also, A. Hinkkanen [4] ), by a lovely application of Zalcman's Lemma, proved the following excellent refinement of Marty's theorem: Theorem 1.7. A family F of meromorphic functions on a domain D in C is normal on D ⊂ C if and only if for each compact set K ⊂ D there exists a set E = E(K) ⊂ C containing at least five points and a constant M = M(K) > 0 such that
The theory of normal families is very active area with applications to dynamics of meromorphic functions and value distribution of meromorphic functions. Since the foundation and developments of normal families rests on the Fundamental Normality Test, Marty's Theorem, and Zalcman's Lemma, to obtain a natural extension of the theory of normal families of holomorphic (more generally, meromorphic functions) of several complex variables, it is reasonable to find the several complex variables analogs of these results. Now we consider D to be a domain in C n and F to be a family of holomorphic functions defined on D. The notion of normality of F is defined exactly as defined for a family of holomorphic functions of one complex variable. Very recently, P.V. Dovbush [2] defined the spherical derivative of a holomorphic function of several complex variables by using Levi's form as follows:
and is called the the Levi form of the function φ at z.
For a holomorphic function f defined on D, define
3) is well defined and for n = 1 the formula (1.3) takes the form
which is the spherical metric on C. Hence (1.3) gives the natural extension of the spherical metric to C n . Also from (1.3), we find that
By using this natural extension of the spherical derivative Dovbush [2] proved the Marty's Theorem in C n as Then as an application of Theorem 1.8, Dovbush [2] proved the several variables analogue of Zalcman's Lemma as Theorem 1.9. (Zalcman's Lemma in C n ) Suppose that a family F of functions holomorphic on D ⊆ C n is not normal at some point w 0 ∈ D. Then there exist sequences
converges locally uniformly in C n to a non-constant entire function g satisfying g # (z) ≤ g # (0) = 1.
Dovbush [3] also obtained several complex variables analogs of FNT, Caratheodory's Theorem and Fatou's Theorem. 
(1.5) Theorem 1.11. Let F be a family of holomorphic function on D ⊆ C n with the property that for each compact subset K ⊆ D there is a function h K : [0, ∞] −→ [0, ∞], which is finite somewhere on (0, ∞) such that |Df (z)| ≤ h K (|f (z)|) for all f ∈ F and z ∈ K.
We shall denote ∂f ∂z j by f z j and ∂ 2 f ∂z j ∂z k by f z k z j in our further discussions. Theorem 1.12. Let F be a family of holomorphic functions on a domain D ⊆ C n . Assume that for each compact subset K ⊂ D, there exist a set E = E(K) ⊂ C consisting of two distinct points and a positive constant M = M(K) such that
Then F is normal on D. Following result known as Nevanlinna's Theorem (see [1] ) plays a crucial role in our proofs Theorem 2.2. Let f be a non-constant meromorphic function a 1 , ..., a q ∈ C ∞ and m 1 , ..., m q ∈ N. Suppose that all a j -points of f have multiplicity at least m j , for j = 1, ..., q. Then
Proofs of Main Results
If f does not assume the value a j at all, then we take m j = ∞. From Theorm 2.2, it follows that if f is entire function and a 1 , a 2 ∈ C are distinct such that all a j − points of f have multiplicity at least 3. Then f is constant. Further it also follows that if a 1 , a 2 , a 3 ∈ C are distinct such that all a j − points of f have multiplicity at least 2, then f is constant. Thus, a non-constant entire function can not have more than two totally ramified values.
Proof of Theorem 1.10: Theorem 1.8 shows that (1.5) is necessary with E = C. To prove the sufficiency, suppose (1.5) holds but F is not normal. Then by Theorem 1.9 there exist sequences f j ∈ F , w j → w 0 , and ρ j → 0, such that the sequence {g j } defined as g j (ζ) = f j (w j + ρ j ζ) converges locally uniformly on C n to a non-constant entire function g. Let K be a compact set containing w 0 and suppose g(ζ 0 ) ∈ E. By Hurwitz's Theorem, there exists ζ j → ζ 0 such that
Taking v k = 1 and v m = 0 for all m = k. Then
Now, let w = (a 1 , a 2 , . . . , a n ), w ′ = (b 1 , b 2 , . . . , b n ) ∈ C n and define h j (z j ) := g(b 1 , . . . , b j−1 , z j , a j+1 , . . . , a n ), j = 1, 2, . . . , n.
Suppose h j (a) ∈ E. Then g(b 1 , . . . , b j−1 , a, a j+1 , . . . , a n ) ∈ E and hence g z j (b 1 , . . . , b j−1 , a, a j+1 , . . . , a n ) = 0.
That is, dh j dz j (a) = 0.
This by Theorem 2.2 implies that each h j (z j ) is constant. Thus h j (z j ) = g(b 1 , . . . , b j−1 , z j , a j+1 , . . . , a n ) = a constant , j = 1, 2, . . . , n which implies that g(w) = g(w ′ ) ∀ w, w ′ ∈ C n showing that g is a constant, a contradiction. ✷ Proof of Theorem 1.11: Fix K ⊆ D and take x 0 > 0 such that h K (x 0 ) < ∞. Put
Then for each f ∈ F , we have
whenever z ∈ K and f (z) ∈ E(K). By Theorem 1.10 the normality of F on D follows. ✷ Proof of Theorem 1.12: Suppose F is not normal. Then by Theorem 1.9 there exist sequences f j ∈ F , w j → w 0 , ρ j → 0, such that the sequence g j (ζ) = f j (w j + ρ j ζ) converges locally uniformly in C n to a non-constant entire function g. Let K be a compact set containing w 0 . Then there exists a set E containing two points and M > 0 such that
Let w = (a 1 , a 2 , . . . , a n ), w ′ = (b 1 , b 2 , . . . , b n ) ∈ C n and define h i (z i ) := g(b 1 , . . . , b i−1 , z i , a i+1 , . . . , a n ), i = 1, 2, . . . , n.
Claim: For any a ∈ E, all zeros of h i (z i ) − a have multiplicity at least 3. Let c be zero of h i (z i ) − a. Then ζ 0 = (b 1 , . . . , b i−1 , c, a i+1 , . . . , a n ) is a zero of g(z) − a. By Hurwitz's theorem, there exists a sequence ζ j → ζ 0 such that f j (w j + ρ j ζ j ) → a and therefore, w j + ρ j ζ j ∈ K and f j (w j + ρ j ζ j ) ∈ E for large j. Hence
That is,
. . , a n ) = 0 That is,
Hence c is an a−point of h i with multiplicity at least 2. Next,
|f jz 1 (w j + ρ j ζ j ).v 1 + . . . + f jz n (w j + ρ j ζ j ).v n | = f ♯ j (w j + ρ j ζ j That is, g z i z i (ζ 0 ) = 0. That is, g z i z i (b 1 , . . . , b i−1 , c, a i+1 , . . . , a n ) = 0 That is,
This shows that c is an a−point of h i (z i ) with multiplicity at least 3 and this by Theorem 2.2 implies that each h i (z i ) is constant and hence g is constant, a contradiction. ✷
