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Abstract
The closed-form T matrices in the 3S 1−3D1 channels of EFT( 6π) for NN scattering with the poten-
tials truncated at order O(Q4) are presented with the nonperturbative divergences parametrized
in a general manner. The stringent constraints imposed by the closed form of the T matrices are
exploited in the underlying theory perspective and turned into virtues in the implementation of
subtractions and the manifestation of power counting rules in nonperturbative regimes, leading
us to the concept of EFT scenario. A number of scenarios of the EFT description of NN scat-
tering are compared with PSA data in terms of effective range expansion and 3S 1 phase shifts,
showing that it is favorable to proceed in a scenario with conventional EFT couplings and so-
phisticated renormalization in order to have large NN scattering lengths. The informative utilities
of fine tuning are demonstrated in several examples and naturally interpreted in the underlying
theory perspective. In addition, some of the approaches adopted in the recent literature are also
addressed in the light of EFT scenario.
1. Introduction
In the past two decades, the NN systems and nuclear forces have been intensively studied
using effective field theory method since Weinberg’s proposal[1, 2] and the pioneering works
in Refs.[3, 4], which provides nuclear physics with field theoretical foundations in terms of
symmetries that characterize low-energy QCD. For more about the exciting achievements and
progresses in this area, we refer to the review articles, e.g., [5–11]. However, it is theoretically
fair to say that a few stumbling blocks are still in the way towards the complete establishment
of the field theoretical foundations for nuclear physics. The renormalization of NN scattering is
one of the intriguing issues and has attracted many authors’ attention, a comprehensive account
of the related literature could be found in the review articles[5–11]. Earlier impetus to this
issue was given by the discussions of the problems of Weinberg’s power counting in Refs.[12–
14]. Since then, a number of approaches have been put forward, ameliorated and discussed,
accompanied with some controversies, see, e.g., Refs.[15–70]. As summarized in Ref.[9], in
short of complete agreements, there are now two main choices in renormalizing the NN sector:
(1) One insists on standard subtraction algorithm of infinities through expanding around some
leading component of the NN potential that is first treated nonperturbatively; (2) The other insists
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on the nonperturbative treatment of the full potential up to the order of truncation, with the
renormalization implemented following the method advocated by Lepage[71].
As noted by many authors[7–9, 47], the problem is originated from the nonperturbative nature
of the low-energy NN scattering: The conventional algorithm for subtraction is only established
within perturbation contexts, not guaranteed to work beyond perturbative contexts at all. Of
course, the ultimate goals and basic principles of renormalization, should not vary, but the im-
plementation could be context dependent. It is reasonable to anticipate that not all the patterns,
contents and scenarios of renormalization could be fully foreseeable in the standard perturbative
algorithms. Therefore, the roles played by EFT power counting rules, the implementation of sub-
tractions and the associated wisdoms should all be reexamined and adapted in nonperturbative
regimes. The present status about the NN sector in EFT approach implies that we are still in short
of a satisfactory framework in nonperturbative contexts. In this regard, the literature could all be
understood as various efforts towards the full realization of renormalization in nonperturbative
contexts or regimes, and Lepage’s proposal could be interpreted as the first conceptual shift in
this direction.
Some of the above issues have been touched upon in our previous works[47, 48, 55, 61–63].
In this report, we wish to present a study of the NN scattering in the coupled channels 3S 1−3D1
with a more coherent account of our studies of EFT( 6π), the extension of the results to higher
orders and other channels is a straightforward matter. The renormalization of EFT( 6π) has been
settled using ’perturbative’ expansion in Refs.[5, 6, 32]. Here it is revisited for the availability
of closed-form T matrices for exploring crucial notions and contents intrinsic of nonperturbative
renormalization. We wish to highlight the nonperturbative components that must be incorporated
in any reasonable treatment of EFT for nuclear forces. Our formulation and analysis could also
be applied in many other non-relativistic systems that are dominated by short range interactions.
We should also note in advance that an EFT upper scale is physical as it actually defines the
physical range of an EFT. For example, in EFT( 6π), the upper scale should be set by pion mass
Λ(6π) ∼ mπ. In pionfull theory, the upper scale is naturally set by, say, mass of ρ meson,Λ(π) ∼ mρ.
The same arguments apply to other low-energy effective field theories.
This report is organized as follows: Section 2 is devoted to the setups and the rigorous so-
lutions to Lippmann-Schwinger equations (LSE) for 3S 1−3D1, with the parametrization of the
integrals involved being addressed. In Section 3, closed-form T matrices are explored to show
why perturbative renormalization cease to apply and what must be done in a nonperturbative im-
plementation of renormalization. Also presented are the scenario notion of EFT and examples of
nonperturbative running couplings. Section 4 will be devoted to the phenomenological aspects
of the closed-form T matrices in various EFT scenarios. Some important scenarios are analyzed
with the help of effective range expansion, with the rise and utilities of fine-tunings being ex-
plored and interpreted. Preliminary EFT( 6π) predictions of phase shifts in 3S 1 channel are also
presented and compared across scenarios. Some discussions and a summary of our report will
be given in Section 5.
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2. Rigorous solutions in EFT( 6pi)
2.1. Preliminary Setups
Let us start with a standard parametrization for the on-shell partial wave S and T matrices
for the triplet NN scattering states with total angular momentum j:
S ≡
 [cos 2ǫ j(p)]e[2iδ
1 j
j±1(p)] i[sin 2ǫ j(p)]ei[δ
1 j
j−1(p)+δ1 jj+1(p)]
i[sin 2ǫ j(p)]ei[δ
1 j
j−1(p)+δ1 jj+1(p)] [cos 2ǫ j(p)]e[2iδ
1 j
j±1(p)]
 = I − iMp2π T, (1)
where δ1 jj±1 and ǫ j denote the phase shifts and mixing angle that depend on the on-shell mo-
mentum p of nucleon, M being the nucleon mass. According to Weinberg, the T matrices are
obtained through solving the Lippmann-Schwinger equations with the NN potential being sys-
tematically constructed using χPT[1] through counting the powers of (p,mπ) against the upper
scale for the EFT, Λ(∼ 0.5 GeV):
T(q′, q; E) = V(q′, q) +
∫
k
V(q′, k)G0(k; E)T(k, q; E), G0(k; E) ≡ 1E − k2/M + iǫ . (2)
In EFT( 6π), the NN potentials are contact ones and V and T in 3S 1−3D1 channels could be
recast into the following factorized form using the trick of Ref.[16]:
V(q, q′) =
(
Vss Vsd
Vds Vdd
)
=
(
UT (q2)λssU(q′2) UT (q2)λsdU(q′2)
UT (q2)λdsU(q′2) UT (q2)λddU(q′2)
)
, (3)
T(q, q′; E) =
(
T ss T sd
Tds Tdd
)
=
(
UT (q2)τss(E)U(q′2) UT (q2)τsd(E)U(q′2)
UT (q2)τds(E)U(q′2) UT (q2)τdd(E)U(q′2)
)
, (4)
with UT (q2) ≡ (1, q2, q4, · · · ) being a row vector in terms of external momentum q and λ···
a matrix of contact couplings. (The energy dependence in the potentials can be removed us-
ing unitary transformations[24].) For example, at truncation order O
(
Q4
)
or ∆ = 41, we have
UT (q2) = (1, q2, q4), and,
λss ≡

C0;ss C2;ss C4;ss
C2;ss ˜C4;ss 0
C4;ss 0 0
 , λsd ≡

0 0 0
C2;sd ˜C4;sd 0
C4;sd 0 0
 = λTds, λdd ≡

0 0 0
0 C4;dd 0
0 0 0
 .
The couplings [Cn;...] scale like [Cn;.../C0 ∼ Λ−n(6π)] in naive power counting scheme, with Λ(6π)
being the upper scale for EFT( 6π). Note that certain elements of the matrices [λ···] vanish at a
given order due to truncation, a consequential fact to be explored in Sect. 3.1.
Stripping off the U vectors, the Eqs.(2) can be reduced to four coupled algebraic equations[16,
48],
τss = λss + λssI(E)τss + λsdI(E)τds, τsd = λsd + λsdI(E)τdd + λssI(E)τsd, · · · , (5)
with
I(E) ≡
∫ d3k
(2π)3
U(k2)UT (k2)
E − k2/M + iǫ , (6)
1Note that this corresponds to the N3LO in pionfull theory.
3
where the energy dependence of the τ’s are self evident and henceforth omitted. The matrix I(E)
is furnished with the integrals arising from the convolution with G0, i.e., all the divergences are
clearly factorized into this matrix. This fact will yield great convenience for us in the following
deductions. The solutions to Eq.(5) are straightforward to find,
τss = (1 − ˜λssI(E))−1 ˜λss, τsd = (1 − ˜λssI(E))−1λsd(1 − I(E)λdd)−1, · · · , (7)
˜λss ≡ λss + λsdI(E)(1 − λddI(E))−1λds, ˜λdd ≡ λdd + λdsI(E)(1 − λssI(E))−1λsd. (8)
Each T··· matrix could now be obtained from UTτ···U.
The above results could also be cast into succinct form using the following block matrix
notations for τxy, λxy:
λ ≡
(
λss λsd
λds λdd
)
, τ ≡
(
τss τsd
τds τdd
)
, I(E) ≡
( I(E) 0
0 I(E)
)
, (9)
then the algebraic LSE’s and their solutions read,
τ = λ + λI(E)τ, (10)
τ =
(
1 − λI(E)
)−1
λ. (11)
We have verified that Eq.(11) do reproduce the solutions given in Eqs.(7) using the formulae
given in Appendix A.
2.2. Parametrization of the matrix I(E)
The renormalization of the T matrices for NN scattering within EFT( 6π) now boils down to
the renormalization of the matrix I(E) to be realized or implemented within nonperturbative
context. A generic element of I(E) reads
In ≡
∫ d3k
(2π)3
k2n
E − k2/M . (12)
Such an integral can be parametrized as follows:
In = −I0 p2n +
n∑
l=1
J2l+1 p2(n−l), I0 ≡ J0 + i M4π p, p ≡
√
ME, (13)
with J··· being prescription-dependent parameters (usually constants) at this stage. For example,
in the hard cutoff (Λ) scheme, we have
J0 =
M
2π2
(
Λ − p
2
ln Λ + p
Λ − p
)
, J2l+1 = − M2π2
Λ2l+1
2l + 1 . (14)
In dimensional regularization, such integral reads,
J0 = 0, J2l+1 = 0. (15)
In PDS[12, 13, 27, 28], we have
J0 =
M
4π
µ, J2l+1 = 0. (16)
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Actually,we could compute the integral in Eq.(12) using a simple strategy[72–74]: First we
differentiate the integral with respect to E or p2 for sufficient times to arrive at a convergent one
and carry out the integration,
(
∂p2
)n+1 In = −iΓ
(
n + 32
)
M
4π
√
π
p−1. (17)
Then, upon integrating back indefinitely, the result of Eq.(13) is exactly reproduced with J0 and
[J2m+1,m > 0] being the corresponding integration constants, which could be seen as a general
parametrization of the decoupling effects of underlying structures[72–74, 48].
Now, the matrix I(E) could be recast into the following succinct form
I(E) = −I0U(p2)UT (p2) +
∆∑
l=1
J2l+1∆Ul, (18)
∆U1 ≡ p−2
∫ p2
0
dt d[U(t)U
T (t)]
dt , ∆Ul+1 ≡ p
−2
∫ p2
0
dt d[∆Ul(t)]dt , l ≥ 1. (19)
The concrete expressions for ∆Ul at order ∆ = 4 are listed in Appendix B.
2.3. Closed-form T matrices
As mentioned above, the closed-form T matrices could be readily obtained by sandwiching
the τ’s in Eq.(7) between the row and column vectors UT (q2) and U(q′2). After some algebra,
we could find following the closed-form on-shell T matrices at order ∆ = 4:
1
T ss(p) = I0 +
N0 + I0N1 p4
D0 + I0D1 p4
,
1
Tdd(p) = I0 +
N0 + I0D0
(N1 + I0D1) p4 , (20)
1
T sd(p) =
N0 + I0
(
D0 +N1 p4
)
+ I20D1 p4
Dsd p2
=
1
Tds(p) , (21)
N1D0 = D2sd +D1N0. (22)
We note that all the parameters [N···,D···] are real polynomials in terms of couplings [C···],
[J2m+1,m > 0] and on-shell momentum p, which are all independent of the complex parame-
ter I0, for detailed expressions, see Appendix C.
As a matter of fact, the functional forms of the T matrices in terms of [N···,D···] and I0 given
above hold at any truncation order. To see this, let us invert the matrix T with on-shell entries,
T−1 =
( I0 +N1/D1, −Dsd/(D1 p2)
−Dsd/(D1 p2), I0 +D0/(D1 p4)
)
. (23)
Then, it is immediate to see that the on-shell unitarity is fulfilled in any prescription at ∆ = 4,
T−1 − (T†)−1 = iMp
2π
I, (24)
with I denoting the 2 × 2 unit matrix. Actually, it is straightforward to prove that this on-shell
unitarity rigorously holds at any given order of truncation, for completeness of our presentation,
the proof is given in Appendix D. Using this unitarity relation as a starting point, we could also
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establish that the inverse form of the on-shell super matrix T must take the following form at any
given order of potential truncation,
T−1 = I0I +
(
˜Nss/ ˜Dss, − ˜Nsd/ ˜Dsd
− ˜Nsd/ ˜Dsd, ˜Ndd/ ˜Ddd
)
, (25)
and [ ˜N···, ˜D···] must be I0-independent polynomials in terms of [C...], [Jn, n > 0] and p2, again,
see Appendix D for a simple proof of this corollary. Another interesting corollary is that the
functional dependence of the T ss, Tdd upon I0 and [N···,D···] as exhibited in Eqs.(20,21) holds at
any truncation order. The proof is also straightforward and will not be presented here, we only
mention that Eq.(22) is an immediate byproduct of such a calculation.
We note in passing that a small part of the foregoing contents have been sketched in our
previous works[55, 61–63]. Equipped with these closed-form T matrices, we could better explore
the issues around the renormalization of the nonperturbative T matrices and physical issues in
the following sections.
3. Closed form and renormalization
3.1. Intrinsic mismatch and nonperturbative ’finiteness’
Conventionally, UV divergences appear in the local part of a vertex diagram, so local coun-
terterms from couplings can be constructed to remove such divergences. Here in EFT( 6π), this
means the divergences in the matrix I(E) must pair up or ’match’ with the contact couplings.
Unfortunately, such ’matching’ is at least partially lost in the closed-form T matrices. For exam-
ple, in Eq.(23), the complex parameter I0 is ’isolated’ from (’unmatched’ with) any coupling in
T−1. In general, the closed-form T matrices constrain I0 or J0(= ℜ(I0)) to be physical or RG
invariant, i.e., J0 could only depend on physical scales, say, the upper scale Λ(6π) and/or typical
scale Q of EFT( 6π)[48, 55, 61, 62]:
J0 =
M
4π
f0(Λ(6π), Q), (26)
no longer an ordinary running parameter!
Actually, more parameters in I(E) become ’unmatched’ in the closed-form T matrices be-
yond leading order. A more transparent way to see this is to invert the algebraic LSE in an
uncoupled channel[62]. It suffices to demonstrate it with the 1S 0 channel:
τ−1 = λ−1 − I(E). (27)
As no element of I(E) is zero while all the elements in the upper left triangle block of λ−1
vanish due to truncation, there is an intrinsic mismatch between I(E) and λ−1, i.e., a mismatch
between the ill-definedness in I(E) and the available ’pools’ for counterterms from λ−1. A further
mismatch exists between the nonzero entries of I(E) and λ−1: the p dependence differs. Letting
λ−1 develop p dependence to match I(E) would lead to nonlocal time dependence in the local
potential V1S 0 and in turn ruin the EFT power counting. Putting more couplings into λ to make
all elements nonzero would simply break the EFT truncation rules and could not help to remove
all the mismatches[62]. Therefore, conventional counterterms could not succeed due to the tight
constraints imposed by the closed-form T matrices, the renormalization has to be implemented
otherwise.
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One immediate way out is to exploit the virtues of the closed-form T matrices. As T ma-
trices’ dependence upon p is physical, the unmatched parameters in [J···] have to be separately
determined through physical boundaries or inputs, and this is amusingly guaranteed by the EFT
truncation that becomes a virtue at this point: The number of parameters [J···] is actually finite
at any given order of truncation[55], so only finitely many nonperturbative divergences are there
to be dealt with, and finitely many boundary conditions or inputs to be imposed at a given order
of truncation. It is this nonperturbative ’finiteness’ that makes the renormalization of the closed-
from T matrices feasible, extending the notion of renormalizability somehow in nonperturbative
regimes. In fact, all the divergences involved factorize into ’irreducible’ ones that furnish a fi-
nite dimensional matrix I(E), whose rank is controlled by the scaling dimension of the contact
potential, not by the number of iterations. As the scaling dimension of a potential with pion
exchange is still finite due to truncation, we speculate that this kind of ’finiteness’ may also be
true in pionfull EFT.
Now the only task left over is to subtract the ’irreducible’ divergences and to fix the residual
constants using appropriate boundary conditions, which will be addressed in next subsection.
3.2. Underlying theory perspective and subtraction
Let us start with the underlying theory perspective. If a low-energy (LE) process was cal-
culated in a complete theory that underlies an EFT in consideration, then the results must be
well defined. In the EFT calculation, the LE projection ( ˘PLE) must be performed before loop
integrations in order to arrive at EFT propagators and vertices. The problem is that such LE
projection usually does not commute with loop integrations: divergences arise from the wrong
order of operation. At one-loop level, we have
C.T. ≡ [ ˘PLE,
∫
dµ(l)]. (28)
Rearranging the operations in Eq.(28), we have,{
˘PLE
[∫
dµ(l) f (l, · · · )
]}
UT
=
{∫
dµ(l) ˘PLE [ f (l, · · · )]
}
EFT
+ C.T. [ f (l, · · · )] , (29)
with f (l, · · · ) denoting the corresponding integrand. Obviously, the commutator in (28) just
provides the counterterm or subtraction operation needed in EFT in order to recover the finite
integral ˘PLE
[∫
dµ(l) f (l, · · · )
]
in UT. So, counterterms or subtractions are ’generated’ from the
commutator of LE projection and loop integrations that are indispensable in any sensible con-
struction of EFT. Accordingly, subtractions must be implemented at loop level in effect from
the underlying theory perspective. In perturbative contexts, subtractions/counterterms could be
readily realized through local operators in EFT Lagrangian, while in nonperturbative contexts,
such a realization is not generally guaranteed, we have to adhere to subtractions at loop level[19].
Thus, both the closed-form T matrices and the underlying theory perspective require that
subtractions be performed at the level of (loop) integrals in effect through whatever means that
makes sense2. In EFT( 6π), such subtractions are straightforward to perform in the parametriza-
tion I(E), resulting in residual ambiguous parameters (also denoted as [J···]) to be fixed through
2In our previous work[48], the counterterms in the closed-form T matrices have been termed as ’endogenous’ coun-
terterms. Therefore, ’endogenous’ counterterms are just the ones that could effectively perform subtractions at loop level
in nonperturbative regimes.
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appropriate boundary conditions. This is now a well accepted algorithm in doing the nonper-
turbative renormalization of EFT[75]. In a sense, the renormalization of Schro¨dinger equations
(or Lippmann-Schwinger equations) a´ la Lepage adopted in Refs.[21–26, 35–37] can be seen
as such instance, with the parameters treated as independent parameters to be fixed separately.
Here we note that, perturbative renormalization is done after cut-off independence is achieved,
as redefinition is always possible there. In nonperturbative cases, redefinition is usually impos-
sible without ruining the closed form of T matrices, so renormalization is not done with cut-off
independence, some parameters must be separately determined.
3.3. The notion of EFT scenario in nonperturbative regime
Basing on the foregoing exploration of the closed-form T matrices, we remark as below: (1)
Nonperturbative divergences intrinsically mismatch with the EFT couplings or interactions in the
truncated ’space’; (2) Fortunately, the ’unmatched’ divergences are finitely many at a given order
of potential truncation; (3) The ’unmatched’ divergences have to be subtracted at loop level with
the residual parameters being physical and independent ones [J(phys)··· ]; (4) Then, a novel concept
intrinsic of nonperturbative formulation, the ’scenario of EFT’ (SEFT), naturally emerges in the
parametrization of the closed-form T matrices[55, 63]:
SEFT = [C···(µ)] ⊕ {[J(phys)··· ] ⊕ [J···(µ)]}
=
{[
C···(µ)] ⊕ [J···(µ)]} ⊕ [J(phys)··· ]
=
[
C(phys)···
] ⊕ [J(phys)··· ] , (30)
with µ being the running scale in EFT( 6π). Namely, a scenario consists of EFT couplings and
complementary parameters that only arise from loop integrals; (5) EFT power counting could
only be manifested through the renormalized EFT couplings, not directly applicable to the bare
objects or counterterms in nonperturbative regimes[20].
Therefore, we anticipate that the scenario notion delineated above must have been incorpo-
rated somehow in the EFT descriptions of the NN sector. For example, the separation scale λ
(∼ 750 MeV) in Ref.[59] essentially plays the roles of the additional parameters complemen-
tary to EFT couplings in contrast to the EFT running scale µ that is of order mπ, a discrimi-
nation that is necessary and natural in the light of EFT scenario. The indispensability of the
complementary scenario parameters could in practice also appear in various disguises, see, e.g.,
Refs.[21–26, 35–40, 52–54, 59], or even embodied somehow in different specification of ’dy-
namical’ degrees[56, 57]. Of course, such notion of EFT scenario may not be fully appreciated
in the Wilsonian RGE analysis of EFT couplings as it is focused on EFT couplings, not on the
full scenario ’space’[64].
So far no deformation or extra construction has been introduced into the EFT framework.
All the notions addressed above are natural consequences of the closed-form T matrices un-
foreseeable in perturbative context. Hence, the original goal of EFT approach–providing field
theoretical foundations to nuclear physics–is preserved. The stringent constraints imposed by
the closed-form T matrices have not been circumvented, instead, they are directly confronted,
exploited and finally turned into virtues within field theoretical framework.
3.4. Nonperturbative running couplings
According to the foregoing notion of EFT scenario: At least some of the EFT couplings de-
velop nonperturbative running behaviors due to intertwining with the running parameters [J···(µ)].
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Let us demonstrate it with the coupled channels 3S 1−3D1 at order ∆ = 2, where J0 is the only
physical parameter in [J···] that does not run: N1 = 0, N0 = (1 −C0;ssJ3)2, D1 = −C22;sd, Dsd =
C2;sd(1 −C2;ssJ3), D0 = δ0;0 + δ0;1 p2, with
δ0;0 = C0;ss + (C22;ss + C22;sd)J5, δ0;1 = 2C2;ss + (C22;sd −C22;ss)J3. (31)
Then the following combinations are RG invariants besides J0:
α0 =
δ0;0
N0 , α2 =
δ0;1
N0 , β =
Dsd
N0 , (32)
as they parametrize physical dependence of the T matrices upon p as below:
1
T ss
= I0 + 1
α0 + α2 p2 − I0β2 p4
, (33)
1
Tdd
= I0 + 1 + (α0 + α2 p
2)I0
−I0β2 p4 , (34)
1
T sd
=
1 + (α0 + α2 p2)I0 − I20β2 p4
βp2
. (35)
Then the running couplings that absorb the running parameters J3 and J5 could be found as
below:
C0;ss =
(
α0 − β2J5
)
ξ−2 − J5J−23
(
1 − ξ−1
)2
, C2,ss = J−13
(
1 − ξ−1
)
, C2;sd = βξ−1, (36)
with ξ ≡
√
1 + α2J3 − β2J23 .
These nonperturbative running couplings possess both IR and UV fixed points in literal sense
C(IR)0;ss = α0, C
(IR)
2;ss =
α2
2
, C(IR)2;sd = β, (37)
C(UV)0;ss = 0, C
(UV)
2;ss = 0, C
(UV)
2;sd = 0. (38)
However, these nonperturbative running couplings blow up already at a finite J3,
J3;± =
α2 ±
√
α22 + 4β2
2β2
. (39)
That means, it does not make sense to let the running scale or the subtraction point go up to
UV end, corroborating the fact that this EFT only makes sense below a finite upper scale. In
pionfull EFT, it is an extremely challenging task to correctly calculate the contributions from all
the intermediate states, especially the sophisticated suppression of higher modes.
4. Various scenarios of EFT( 6pi) and phenomenology
4.1. High- and low-energy behaviors
First, let us entertain ourselves with some interesting estimates about the high- and low-
energy on-shell behaviors of the closed-form T matrices obtained above.
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From Appendix C, one could easily read off the following high-energy or UV on-shell be-
haviors (i.e., p → large) at truncation order ∆ = 4:
1
T ss
= J0 + i
M
4π
p + o(p−2), 1
Tdd
= J0 + i
M
4π
p + o(p−2), T sd = Tds = o(p−6). (40)
In terms of the parametrization defined in Eq.(1), this is:
δ
(HE)
3S 1
(p) =
(
ns +
1
2
)
π + o(p−2), ns ∈ Z, (41)
δ
(HE)
3D1
(p) =
(
nd +
1
2
)
π + o(p−2), nd ∈ Z, (42)
ǫ
(HE)
1 (p) = nǫπ + o(p−5), nǫ ∈ Z. (43)
In spite that such behaviors could not be realistic as the EFT( 6π) description of NN scattering is
only valid well below 0.2 GeV, they are still compatible with unitarity. Such behaviors might be
reasonable in certain non-relativistic systems that will be studied elsewhere.
Meanwhile, in the low-energy or infrared limit (p → 0), we have
1
T ss
= J0 +
ν0;0
δ0;0
+ o(p), p
4
Tdd
=
ν0;0 + J0δ0;0
ν1;0 + J0δ1;0
+ o(p), T sd = Tds = o(p2), (44)
and
δ3S 1 (0) = nSπ, nS ∈ Z, (45)
δ3D1 (0) = nDπ, nD ∈ Z, (46)
ǫ1(0) = nEπ, nE ∈ Z. (47)
For the realistic NN scattering, we know that nS = 1, nD = nE = 0. Obviously, these behaviors
are also compatible with unitarity. More extensive studies of the low-energy behaviors will be
presented in terms of effective range expansion (ERE) in Section 4.4.
We note that the foregoing behaviors are obtained from the parameters [N···,D···] as polyno-
mials of p2 at order∆ = 4, where the highest power ’ω¯’ of p2 can be read off from the expressions
listed in Appendix C: ω¯D0 = 4, ω¯D1 = ω¯N0 = 3, ω¯N1 = ω¯Dsd = 2. Then it is rational to expect
that the following ranking should hold at higher order of truncations:
ω¯D0 > ω¯D1 , ω¯N0 > ω¯N1 , ω¯D0 > ω¯N0 , min{ω¯D1 , ω¯N0 } > ω¯Dsd . (48)
With these rankings, one may convince oneself that the above limiting behaviors should qualita-
tively persist at higher orders of truncation.
4.2. Scale hierarchy and scenarios
In the following, we examine the behaviors of the closed form T matrices obtained above in
the light of EFT scenario and extend the preliminary analysis given in Ref.[63]. Here and below,
the subscript ’( 6π)’ in Λ(6π) is omitted to avoid heavy symbolism.
Generically, the scenario parameters [C···] and [J···] depend on the ratio ǫ ≡ Q/Λ or µ/Λ that
stipulates EFT expansion due to scale hierarchy: µ ∼ Q, Q ≪ Λ. For the realistic NN scattering
in the realm of EFT( 6π) where Λ ≃ mπ, a−1(3S 1) ≃ 36.4MeV, a−1(1S 0) ≃ −8.3MeV, etc., we
could envisage the following scale hierarchy:
ǫ ≃ 14 : a−1(3S 1) ≃ o(ǫ)Λ, a−1(1S 0) ≃ −o(ǫ2)Λ, · · · . (49)
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To proceed, we introduce the following dimensionless parameters for the couplings and J···:
C2n;··· =
4π
M
c˜2n;···(ǫ)
2nΛ2n+1
, J2k+1 =
Mµ2k+1
4π
˜j2k+1(ǫ), (50)
where c˜2n;··· may be multiplied by powers of ’2’ due to our convention. In complementary pa-
rameters [J(phys)2k+1], ’µ’ is replaced with ’Q’. Below, we will consider the following three typical
scenarios for simplicity:
A: c˜2n;··· ∼ O(1); ˜j2k+1 ∼ O(1); J0 ∼ M4πQ; (51)
B: c˜2n;··· ∼ O(1)
ǫn+1
; ˜j2k+1 ∼ O(1); J0 ∼ M4πQ; (52)
C: c˜2n;··· ∼ O(1); ˜j2k+1 ∼ O(1); J0 ∼ M4πΛ. (53)
Obviously, scenario A will lead to natural ERE parameters, hence a natural scenario. Scenario
B incorporates unconventional power counting of couplings, it will indeed lead to unnatural
scattering behaviors. Scenario C is nearly the same as scenario A except J0(= Re[I0]). This
is because as a physical or RG invariant parameter (see Eq.(26)), J0 could simply be a function
of the physical upper scale Λ only[48, 55, 62]. Actually, scenario C is ’natural’ in the sense
that all the scales involved are ’naturally’ sized, but it could also lead to unnatural scattering
lengths for S -waves upon reasonable fine-tunings, see below. In a sense, scenario C provides a
natural foundation to the EFT treatments (see reviews[5–11]) that employ various forms of fine
tuning. In our view, the field theoretical origin of the complexity in nuclear physics just lies in
the nonperturbative regime of EFT renormalization, or, in the nonperturbative scenario of EFT.
Further remarks on fine tuning will be given in Section 4.5.
Here, some remarks are in order: 1) In principle, the running µ can be any thing below the
upper scale Λ in an EFT, so, ǫ(= µ/Λ) ∈ (0, 1); 2) In phenomenologies, µ is usually sized as the
typical momentum Q, i.e., ǫ ∼ 14 as in Eq.(49); 3) Peculiar choices with µ ∼ Λ are theoretically
possible, resulting in more sophisticated scenarios which will be studied elsewhere in future.
4.3. T matrices in various scenarios
Obviously, the patterns of fine tuning would differ across scenarios. In the following, the fine
tuning in a scenario will be defined in terms of [c˜···(ǫ)] as below:
c˜2n;···(ǫ)
|c˜2n;···(0)| = ±1 + o(ǫ
σ), σ ∈ (0, κ), (54)
where κ denotes the smallest exponent in ǫ expansion of the contributions one order higher than
the coupling C2n;··· to the coefficients [δ···] (C.f. Appendix C). Evidently, κ varies with scenario
and larger κ means larger capacity for fine tuning, less sensitivity to higher order contributions,
and finally more credits for EFT approach in the corresponding scenario. It could be obtained
through studying the ǫ dependence of the T matrices, which will be demonstrated below with a
simple choice ˜j2k+1 = 1 and µ = Q = o(ǫ)Λ.
4.3.1. Scenario A
In this scenario, we have,
4π
MΛ
T−1ss = ǫ +
ip
Λ
+
1 + o(ǫ3) + ǫ3 p2
Λ2
O
(
1 + o(ǫ3)
)
+ · · ·
c˜0;ss + o(ǫ5) + p2Λ2O
(
1 + o(ǫ3)) + · · · , · · · . (55)
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Closer study shows that for c˜0;ss in this scenario: κA = 3, a large capacity that renders fine tuning
stable against higher order corrections. However, this favorable capacity is useless in this natural
scenario at all, as can be seen from the ERE parameters in 3S 1 channel:
a−1 ∼ −c˜−10;ssΛ ∼ O(1)Λ, re ∼ 2c˜2;ssΛ−1 ∼ O(1)Λ−1. (56)
That is, the ERE parameters are insensitive to fine tuning in scenario A.
4.3.2. Scenario B
In this scenario that mimics KSW[12] scheme of couplings within the realm of EFT( 6π), we
have,
4π
MΛ
T−1ss = ǫ +
ip
Λ
+
1 + o(ǫ) + p2
Λ2
O(1 + o(ǫ)) + · · ·
c˜0;ss + o(ǫ) + p2ǫΛ2O(1 + o(ǫ)) + · · ·
, · · · . (57)
Here, we find that, κB = 1 at least for c˜0;ss, less favorable capacity for fine tuning for this sce-
nario. Nevertheless, we could still achieve unnatural scattering length in 3S 1 channel due to
unconventional couplings:
a−1 ∼ −
(
ǫ + c˜−10;ss
)
Λ ∼ o(ǫ)Λ, re ∼ 2ǫ2c˜2;ssΛ−1 ∼ O(1)Λ−1. (58)
However, this scenario would lead to other unnaturally large ERE parameters in S -channels also
due to the unconventional rating of couplings, see next subsection.
4.3.3. Scenario C
In this scenario, we have,
4π
MΛ
T−1ss = 1 +
ip
Λ
+
1 + o(ǫ3) + ǫ3 p2
Λ2
O
(
1 + o(ǫ3)
)
+ · · ·
c˜0;ss + o(ǫ5) + p2Λ2O
(
1 + o(ǫ3)) + · · · , · · · . (59)
Here, κC = 3 for c˜0;ss, a large capacity for fine tuning that is truly pivotal for producing large
scattering length in this scenario. That is, we could have,
a−1 ∼ −
(
1 + c˜−10;ss
)
Λ ∼ o(ǫσ)Λ, re ∼ 2c˜2;ssΛ−1 ∼ O(1)Λ−1, (60)
with the fine tuning c˜0;ss = −1 − o(ǫσ), σ ∈ (0, 3). For the realistic 3S 1 scattering, it suffices to
choose σ = 1 so that a−1 ∼ o(ǫ)Λ. Thus, in the realm of EFT( 6π), a natural effective range re and
an unnatural scattering length in 3S 1 channel could be ’naturally’ achieved in scenario C. To see
more rationalities, it is instructive to compute and compare more ERE parameters across various
scenarios. This will be done below.
4.4. Effective range expansion in various scenarios and PSA data
The standard ERE in L-wave is defined as below:
p2L+1 cot δL(p) = −a−1 + 12 re p2 +
∑∞
n=2vn p
2n. (61)
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In 3S 1−3D1, one could arrive at the following low energy relations using Eq.(1):
p cot δs(p) = −4πM
{
ℜ
[
T−1ss
]
+ o
(
p10
)}
, (62)
p5 cot δd(p) = −4πM
{
p4/ℜ [Tdd] + o
(
p6
)}
, (63)
that means, we could compute the ERE parameters up to v4 in 3S 1 with ℜ[T−1ss ], and up to v2 in
3D1 with ℜ[Tdd]. The results will be rational functions in terms of [ν···, δ···] and J0, which could
be further expanded in terms of ǫ.
Table 1: Naturalness(N)/unnaturalness(U) of ERE parameters in 3S 1−3D1: Tuning I
ERE Scenario A Scenario B Scenario C
S : Λ · a O(1 + o(ǫ)) ǫ−2O(1 + o(ǫ)) ǫ−1O(1 + o(ǫ))
Λ · re 2c˜2;ss + o(ǫ) 2ǫ2c˜2;ss + o(ǫ) 2c˜2;ss + o(ǫ)
Λ3 · v2 O(1 + o(ǫ)) ǫ−1O(1 + o(ǫ)) O(1 + o(ǫ))
Λ5 · v3 O(1 + o(ǫ)) ǫ−2O(1 + o(ǫ)) O(1 + o(ǫ))
Λ7 · v4 O(1 + o(ǫ)) ǫ−3O(1 + o(ǫ)) O(1 + o(ǫ))
D: Λ5 · a O(1 + o(ǫ)) ǫ−4O(1 + o(ǫ)) ǫ−1O(1 + o(ǫ))
Λ−3 · re 2O(1 + o(ǫ)) 2O(1 + o(ǫ)) 2ǫ−1O(1 + o(ǫ))
Λ−1 · v2 O(1 + o(ǫ)) ǫ−3O(1 + o(ǫ)) ǫ−2O(1 + o(ǫ))
Table 2: Naturalness(N)/unnaturalness(U) of ERE parameters in 3S 1−3D1: Tuning II
ERE Scenario A Scenario C
S : Λ · a O(1 + o(ǫ)) ǫ−2O(1 + o(ǫ))
Λ · re 2c˜2;ss + o(ǫ2) 2c˜2;ss + o(ǫ2)
Λ3 · v2 O(1 + o(ǫ)) O(1 + o(ǫ2))
Λ5 · v3 O(1 + o(ǫ)) O(1 + o(ǫ2))
Λ7 · v4 O(1 + o(ǫ)) O(1 + o(ǫ2))
D: Λ5 · a O(1 + o(ǫ)) ǫ−2O(1 + o(ǫ))
Λ−3 · re 2O(1 + o(ǫ)) 2ǫ−2O(1 + o(ǫ))
Λ−1 · v2 O(1 + o(ǫ)) ǫ−4O(1 + o(ǫ))
The detailed ǫ dependence of the ERE parameters is determined by the fine tuning in the
corresponding scenario. The results in ǫ expansion are summarized in Tables 1 and 2, where
the following two primary fine tuning patterns (tuning I and II) for the leading coupling c˜0;ss are
demonstrated as we are mainly concerned with S -wave scattering lengths:
Tuning I: c˜0;ss ∼ −1 − o(ǫ) (scenario A,C), ǫc˜0;ss ∼ −1 − o(ǫ) (scenario B);
Tuning II: c˜0;ss ∼ −1 − o(ǫ2) (scenario A,C).
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Table 3: Naturalness(N)/unnaturalness(U) of ERE parameters in 1S 0
ERE Scenario A Scenario B Scenario C
Λ · a O(1 + o(ǫ)) ǫ−2O(1 + o(ǫ)) ǫ−2O(1 + o(ǫ))
Λ · re 2c˜2 + o(ǫ) 2ǫ2c˜2 + o(ǫ) 2c˜2 + o(ǫ2)
Λ3 · v2 O(1 + o(ǫ)) ǫ−1O(1 + o(ǫ)) O(1 + o(ǫ2))
Λ5 · v3 O(1 + o(ǫ)) ǫ−2O(1 + o(ǫ)) O(1 + o(ǫ2))
Λ7 · v4 O(1 + o(ǫ)) ǫ−3O(1 + o(ǫ)) O(1 + o(ǫ2))
Table 4: ERE parameters in S -waves: PSA data.
ERE 3S 1: data scaling 1S 0: data scaling
˜Λ · a (0.26)−1 ε−1O(1) −(0.06)−1 ε−2O(1)
˜Λ · re (0.81)−1 O(1) (0.53)−1 2O(1)
˜Λ3 · v2 (4.13)−3 ε3O(1) −(1.81)−3 ε 54O(1)
˜Λ5 · v3 (1.53)−5 ε 32O(1) (1.07)−5 O(1)
˜Λ7 · v4 −(1.16)−7 ε 34O(1) −(0.92)−7 O(1)
Note that tuning II is simply forbidden by κB = 1 in scenario B. Fine tuning of higher couplings
will be considered in Section 4.5 for higher ERE parameters. Note that in order to yield a
scattering length of order (ǫΛ)−1 in scenario B, one should use ǫc˜0;ss ∼ +1 + o(ǫ) instead of
tuning I, with the rest being essentially not affected. The 1S 0 results are also presented here in
Table 3, where to yield a much larger (∼ ǫ−2) scattering length, the tuning ǫc˜0 ∼ −1 + o(ǫ) is
used in scenario B while in scenario C we use c˜0 ∼ −1 + o(ǫ2). At order ∆ = 4, the higher ERE
parameters (v3, v4 in S channels, etc) are less trustworthy and listed here only for reference.
From Tables 1−3, it is obvious that scenario A characterizes systems with natural scattering
behaviors, while the rest two account for unnatural systems. We also presented in Table 4 the
analysis of empirical ERE parameters in 3S 1 and 1S 0 channels using the PSA data[26], with the
upper scale ˜Λ and scaling parameter ε taken to be mπ± and 14 , respectively. Then we see the huge
’gaps’ between PSA data and scenario B:
3S 1 :
v2;B
v2;P
∼ ǫ−4, v3;B
v3;P
∼ ǫ− 72 , v4;B
v4;P
∼ ǫ− 154 , (64)
1S 0 :
v2;B
v2;P
∼ ǫ− 94 , v3;B
v3;P
∼ ǫ−2, v4;B
v4;P
∼ ǫ−3, (65)
with subscript ’··· ;B’ for scenario B while ’··· ;P’ for PSA. The ’gaps’ are smaller in scenario C:
3S 1 :
v2;C
v2;P
∼ ǫ−3, v3;C
v3;P
∼ ǫ− 32 , v4;C
v4;P
∼ ǫ− 34 , (66)
1S 0 :
v2;C
v2;P
∼ ǫ− 54 , v3;C
v3;P
∼ ǫ0, v4;C
v4;P
∼ ǫ0. (67)
Thus, scenario B seems to be disfavored by the PSA data. In 1S 0, the agreement between scenario
C and PSA data is almost complete.
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The numbers in Tables 1−3 have been derived with primary fine-tunings of the leading cou-
plings C0;··· only, not quite informative about higher ERE form factors. Actually, higher ERE
form factors [vk, k ≥ 2] involve more higher couplings at the ’leading’ order of ǫ expansion, so
cancellation amongst the couplings involved may occur, reducing their magnitudes. As will be
shown in Section 4.5, this could indeed happen in scenario C. In scenario B, however, it is hard
to achieve the reduction of magnitudes due to the following tension: (1) On the one hand, the
huge ’gaps’ would require much larger capacity for fine tuning; (2) On the other hand, the actual
capacity is only marginal, κB = 1, which obviously stems from the unconventionally large cou-
plings in scenario B. In this regard, scenario B, or a scenario with unconventional power counting
of couplings, is strongly disfavored in the EFT description of NN scattering.
More than a decade ago, treating pion exchanges perturbatively in NN scattering using KSW
scheme was shown in Refs.[17, 18] to lead to large ERE parameters (Table 5), in qualitative
agreement with what we found in scenario B. Therefore, the scenarios with unconventionally
large couplings do seem to be pathological choices for NN scattering in lower partial waves.
Table 5: Low energy theorems from perturbative pions
ERE 3S 1 scaling 1S 0 scaling
v2(fm3) −0.95 ε 1114 O(1)
˜Λ3
−3.3 ε− 19 O(1)
˜Λ3
v3(fm5) +4.6 ε 17 O(1)
˜Λ5
+17.8 ε− 56 O(1)
˜Λ5
v4(fm7) −25 ε− 47 O(1)
˜Λ7
−108 ε− 138 O(1)
˜Λ7
4.5. Fine tuning and hidden structures
4.5.1. A small v2(3S 1) in scenario C
Let us first show how to achieve a small v2 of 3S 1 channel in scenario C with fine tuning.
Examining the detailed expression of v2 in scenario C in leading orders of ǫ expansion:
Λ3 · v2 =
2c˜4;ss + ˜c˜4;ss − 4c˜22;sd
4c˜20;ss
−
c˜22;ss
c˜30;ss
+ o(ǫ3), (68)
it is evident that the higher couplings c˜2;ss, c˜2;sd, c˜4;ss and ˜c˜4;ss also possess a large capacity
κC = 3. Then, a small v2 of order ’o(ǫ3)’ would result if the couplings on the right hand side of
Eq.(68) cancel out against each other up to order o(ǫ3). Considering v2 alone here, this could be
achieved in a number of ways. For example, the following choices in combination with tuning I
for c˜0;ss could result in a v2 of the required size:
c˜0;ss ∼ −1 − o(ǫ)
c˜2;ss ∼ 1 − o(ǫ2), c˜2;sd ∼ 1 − o(ǫ2)
c˜4;ss ∼ 1 + o(ǫ) − o(ǫ2), ˜c˜4;ss ∼ 2[−1 + o(ǫ) − o(ǫ2)]
 (69)
=⇒ Λ3v2 ∼ o(ǫ3). (70)
Of course, other ERE parameters may impose additional fine tuning requirements for the
couplings, which would further constrain the couplings involved and the choices of fine tuning,
i.e., the couplings must be correlated somehow with each other.
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4.5.2. Combined constraints
Below we provide an instance of deriving constraints or correlations for the couplings through
combined considerations of the fine tuning requirements from the 1S 0 and 3S 1 channels in sce-
nario C. To proceed, we adopt the following decomposition of contact NN potential at the leading
order of truncation[76, 77]:
V (0)NN = Cc + (τ1 · τ2)CI;c + (σ1 · σ2)Ct + (τ1 · τ2)(σ1 · σ2)CI;t. (71)
In partial wave representation, we have,
C1S 0 = Cc +CI;c − 3(Ct +CI;t), C3S 1 = Cc +Ct − 3(CI;c +CI;t). (72)
From Tables 1 and 3, it is clear that the following tuning is required in scenario C:
MΛ
4π C
1S 0 = −1 + o(ǫ2),
MΛ
4π C
3S 1 = −1 − o(ǫ), (73)
which in turn leads to the following correlations among [Cc, Ct, CI;c, CI;t] at the leading order of
ǫ expansion:
Ct(0) = CI;c(0), (74)
Cc(0) = 2CI;c(0) + 3CI;t(0) − 1. (75)
In the EFT approach to NN scattering, these relations follow as corollaries in scenario C. They
may be tested with lattice computation. Furthermore, if one could assume that MΛ4π Cc(0) =
MΛ
4π Ct(0) = 1, then the above correlations would imply that CI;t is suppressed by at least one
order of ǫ: CI;t(0) = 0, CI;t = 4πMΛo(ǫa), a ≥ 1.
4.5.3. Interpretation
Now we make some attempts at interpreting the foregoing deductions. We have shown that
fine tuning in combination with phenomenological requirements can lead us to arrive at quite
some ’orders’ or ’structures’ hidden in the EFT couplings. These hidden ’regularities’, should
they be correct or trustworthy, must come from certain ’structures’ or ’symmetry’ contents of the
underlying theory.
Let us elaborate. It is natural to expect that the contact couplings of EFT( 6π) should be
proportional to 4πM m
−n
π , and the constraints must be reflecting the structures of the pion exchange
amplitudes in low energy expansion, hence the structures of broken chiral symmetry of chiral
perturbation theory or QCD. As a matter of fact, generic arguments may go as below: Each
coupling in an EFT is a simplified projected version of an amplitude defined in the underlying
theory. Such amplitudes must be constrained by fundamental ’symmetries’, hence ’correlated’
with each other. Translated into the EFT language, then, we end up with EFT scenario parameters
that are correlated with each other. Thus, the correlations among the EFT couplings are nothing
else but reflections of the regular ’structures’ in the underlying theory. Not knowing the details
of the underlying theory, we have to constrain the scenario parameters with empirical data or
physical inputs, which is an indispensable step in the EFT approach. In particular, in the scenario
C considered here, fine tuning is a ’fine’ ’component’ of EFT calculations, naturally driven and
soundly supported by empirical data.
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Figure 1: EFT( 6π) predictions and PSA data of the 3S 1 phase shifts with fitting interval of laboratory energy
Tlab ∈ (0, 3] MeV. (a) Left: Scenario B (J0 ∝ 35 MeV); (b) Right: Scenario C (J0 ∝ 138 MeV).
4.6. Phase shifts predictions and scenarios of EFT( 6π)
In this subsection, we present some preliminary predictions of the phase shifts in 3S 1 channel
using the closed-form T matrices obtained above. We have chosen to put that, J2n+1 = 0, ∀n > 0,
to make the numerical work simple. The couplings are determined through fitting to the PSA
curve at the low energy end Tlab ∈ (0, 3] MeV. We computed two situations: (a) 4πM J0 = 35 MeV
and (b) 4πM J0 = 138 MeV, which simulate scenario B and C respectively. The couplings of 3S 1
channel and their scaling behaviors are presented in Table 6 (µ = 1.4 MeV in scenario B), other
couplings and more results will be presented in a separate report in the near future[78].
Table 6: 3S 1 couplings fitted with Tlab ∈ (0, 3] MeV.
Scenario (Λ = mπ) B (J0 ∝ 35) C (J0 ∝ 138)
C0;ss(MeV−2) +9.56 × 10−3 1.00O
(
4π
Mµ
)
−1.32 × 10−4 1.36O
(
4π
MΛ
)
C2;ss(MeV−4) +2.21 × 10−8 0.04O
(
4π
Mµ2Λ
)
+2.79 × 10−9 0.55O
(
4π
MΛ3
)
2C4;ss + ˜C4;ss(MeV−6) −4.27 × 10−12 10−5O
(
4π
Mµ3Λ2
)
−1.04 × 10−13 0.39O
(
4π
MΛ5
)
The predictions of the phase shifts over the range Tlab ∈ [3, 15] MeV are demonstrated in
Fig. 1, from which we could see that: (1) The predictions in each scenario are improved sys-
tematically as truncation order increases, a natural merit of EFT description; (2) The scenario C
predictions are closer to the PSA curve than scenario B as truncation order increases.
5. Discussions and summary
Here, we wish to remark on the various approaches proposed and/or adopted in literature in
the light of EFT scenario discussed so far. In many papers, a finite cut-off of various sorts are
used to remove the divergences, whose rationality could be seen as below: The finite cut-offs
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essentially play the roles of the complementary parameters, which implement loop level sub-
tractions effectively. As noted in Section 3.4, an EFT description usually breaks down at scales
much higher than the upper scale of EFT[51, 60]. Then, such cut-offs must be judiciously incor-
porated to play the roles of a physical upper scale, otherwise, it would make no field-theoretical
sense. While in the perturbation like treatments[41, 50, 58, 59], the complementary parame-
ters are also incorporated in various disguises: They are either introduced as separation scales
or ’allocated’ somehow in the couplings according to certain modified EFT power counting.
In such approaches, convergence becomes an issue. Similarly, in the approaches adopted in
Refs.[31, 52–54], loop level subtractions are also effectively performed and complementary pa-
rameters also show up (ones that could not be readily absorbed into couplings). The scenario
structures might also be realized somehow by incorporating unconventional degrees and the as-
sociated couplings[56, 57]. In a sense, the various approaches in literature seem to ’converge’
to the EFT scenario explicated in this report. In the contexts beyond few-body systems, it was
noted in Ref.[79] that the perturbative like treatments of pion exchanges still has some problems
to fix, while the other main choice seems more efficient[7–11, 80].
Despite being more sophisticated in structures, the pionfull theory essentially face the same
obstacles in nonperturbative regime: Not all divergences in LSE could be absorbed by the cou-
plings available at a given order of EFT truncation. Again this mismatch means that some pa-
rameters from convolution have to be separately determined through physical boundaries. In
short of closed-form T matrices for pionfull theory, it might be instructive to study what could
be inferred from the notion of EFT scenario delineated above for the treatment of pionfull the-
ory. Phenomenological descriptions of phase shifts and mixing angles of various channels of NN
scattering using our closed-form T matrices will be given in a separate report[78]. Nonpertur-
bative running couplings at higher orders and relations between closed-form and ’perturbative’
T matrices will be studied elsewhere[81]. More applications of our approach and the scenario
notion within and beyond nucleon systems will also be pursued in the future.
In summary, the closed-form T matrices for NN scattering in the coupled channels 3S 1−3D1
were presented and explored in a general parametrization of divergent integrals within the realm
of EFT( 6π), leading us to the following findings: Intrinsic mismatches exist between the EFT
couplings and the finitely many nonperturbative divergences involved, subtractions must be per-
formed at loop level with the unmatched parameters turned into physical ones. Several typical
scenarios were then examined and analyzed in terms of effective range expansion and the sce-
narios with unconventional couplings seem to be pathological and also disfavored by PSA data,
in contrast to a simple scenario with conventional couplings. This status is also supported by the
preliminary EFT( 6π) predictions of 3S 1 phase shifts. The utilities of fine tuning are demonstrated
in several places and naturally interpreted in the underlying theory perspective. The various ap-
proaches in the literature on NN scattering were also addressed in light of EFT scenario. Our
investigation has been performed in a general way that is applicable to any consistent EFT dom-
inated by contact or short-distance interactions.
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Appendix A.
Suppose XAB(A, B = 1, 2) are four n × n matrices, then the super matrix
X ≡
(
X11 X12
X21 X22
)
⇒ X−1 =

(
X−1
)
11
,
(
X−1
)
12(
X−1
)
21
,
(
X−1
)
22
 ,(
X−1
)
11
= (X11 − X12X−122 X21)−1,
(
X−1
)
12
= (X21 − X22X−112 X11)−1,(
X−1
)
21
= (X12 − X11X−121 X22)−1,
(
X−1
)
22
= (X22 − X21X−111 X12)−1. (A.1)
When XAB (A , B) are singular, we have,(
X−1
)
12
= (X12X−122 X21 − X11)−1X12X−122 ,
(
X−1
)
21
= X−122 X21(X12X−122 X21 − X11)−1, (A.2)(
X−1
)
12
= X−111 X12(X21X−111 X12 − X22)−1,
(
X−1
)
21
= (X22 − X21X−111 X12)−1X21X−111 . (A.3)
If three of the sub matrices are singular, then X−1 does not exist at all.
For 1 − λI(E) in Section 2, we have
(
1 − λI(E)
)−1
=
(
˜Kss, ˜KssλsdIKdd
˜KddλdsIKss, ˜Kdd
)
,
with
Kxx ≡ (1 − λxxI)−1, ˜Kxx ≡ (1 − ˜λxxI)−1,
where ˜λxx is defined in Eq.(8) and x = s, d.
Appendix B.
At order ∆ = 4, we have
∆U1 ≡

0 1 p2
1 p2 p4
p2 p4 p6
 , ∆U2 ≡

0 0 1
0 1 p2
1 p2 p4
 , ∆U3 ≡

0 0 0
0 0 1
0 1 p2
 , ∆U4 ≡

0 0 0
0 0 0
0 0 1
 .
Appendix C.
Introducing the following parametrization of [N···,D···]:
N0 ≡
3∑
j=0
ν0; j p2 j, N1 ≡
2∑
j=0
ν1; j p2 j, D0 ≡
4∑
j=0
δ0; j p2 j, D1 ≡
3∑
j=0
δ1; j p2 j, Dsd ≡
2∑
j=0
δsd; j p2 j,
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the concrete expressions of the coefficients [ν···, δ···] read as follows,
ν0;0 = (1 −C2;ssJ3 − C4;ssJ5)2 − ( ˜C4;ss +C4;dd)(1 −C4;ssJ5)2J5 − C0;ss ˜C4;ssJ23
+2(1 −C4;ssJ5)[(C2;ssC4;dd − C2;sd ˜C4;sd)J5 − (C4;ss ˜C4;ss +C4;sd ˜C4;sd)J7]J3
+[(2C2;ssC2;sd ˜C4;sd −C22;ssC4;dd −C22;sd ˜C4;ss)J5 + 2C4;sd(C2;ss ˜C4;sd
−C2;sd ˜C4;ss)J7 − ˜C4;ss(C24;ss +C24;sd)J9]J23 + ( ˜C4;ssC4;dd − ˜C24;sd){C0;ssJ23 J5
+(1 −C4;ssJ5)2J25 + 2C4;ssJ3J5J7(1 −C4;ssJ5) + C24;sd J23 (J5J9 − J27 )
+C24;ssJ
2
3 J5J9}; (C.1)
ν0;1 = {− ˜C4;ss(1 −C4;ssJ5)2 −C4;dd(1 −C2;ssJ3)2 − 2(C4;ss +C2;sd ˜C4;sd J3)
×(1 −C2;ssJ3) + 2(C24;ss + 2C4;ssC4;dd − C4;sd ˜C4;sd)J5 −C22;sd ˜C4;ssJ23
+2[(C2;ss ˜C4;sd −C2;sd ˜C4;ss)C4;sd + 2(C2;sd ˜C4;sd − C2;ssC4;dd)C4;ss]J3J5
−3C4;ddC24;ssJ25 + 2C4;ssC4;sd ˜C4;sd(J25 + J3J7) + ˜C4;ss(C24;ss −C24;sd)J3J7
+( ˜C4;ssC4;dd − ˜C24;sd)[C0;ssJ23 + 2(1 −C4;ssJ5)2J5 + 2C4;ssJ3J7 +C24;ssJ3
×(J3J9 − 3J5J7) +C24;sd(J3J9 − J5J7)J3]}J3; (C.2)
ν0;2 = {C24;ss + (C4;ssC4;dd −C4;sd ˜C4;sd)(2 − 2C2;ssJ3 − 3C4;ssJ5) + (C4;ss ˜C4;sd
−C4;sd ˜C4;ss)(2C2;sdJ3 +C4;sd J5) + ( ˜C4;ssC4;dd − ˜C24;sd)[(1 −C4;ssJ5)2
−(C24;ss +C24;sd)J3J7]}J23 ; (C.3)
ν0;3 = (2C4;ssC4;sd ˜C4;sd − C24;ssC4;dd − ˜C4;ssC24;sd)J33 ; (C.4)
ν1;0 = C4;dd(1 −C2;ssJ3 − C4;ssJ5)2 + 2C2;sd ˜C4;sd(1 −C4;ssJ5)J3 + (C22;sd ˜C4;ss
−2C2;ssC2;sd ˜C4;sd)J23 + ( ˜C24;sd − C4;dd ˜C4;ss)[C0;ssJ23 + (1 −C4;ssJ5)2J5
+2C4;ss(1 −C4;ssJ5)J3J7 + (C24;ss +C24;sd)J23 J9]; (C.5)
ν1;1 = {2(C4;sd ˜C4;sd −C4;ssC4;dd)(1 −C2;ssJ3 −C4;ssJ5) + 2C2;sd(C4;sd ˜C4;ss
−C4;ss ˜C4;sd)J3 + ( ˜C24;sd −C4;dd ˜C4;ss)[(1 − J5C4;ss)2 + (C24;ss +C24;sd)
×J3J7]}J3; (C.6)
ν1;2 = (C24;ssC4;dd + ˜C4;ssC24;sd − 2C4;ssC4;sd ˜C4;sd)J23 ; (C.7)
δ0;0 = [C0;ss + (C24;ss +C24;sd)J9][1 − ( ˜C4;ss + C4;dd)J5] + (C22;ss +C22;sd)J5
+2(C2;ssC4;ss +C2;sdC4;sd)J7 + (C2;sd ˜C4;sd −C2;ssC4;dd)(C2;ssJ25
+2C4;ssJ5J7) + (C2;ss ˜C4;sd −C2;sd ˜C4;ss)(C2;sd J25 + 2C4;sd J5J7)
+(C24;ss ˜C4;ss + 2C4;ssC4;sd ˜C4;sd + C24;sdC4;dd)J27 + ( ˜C4;ssC4;dd − ˜C24;sd)
×[C0;ssJ25 + (C24;ss +C24;sd)(J25 J9 − J5J27)]; (C.8)
δ0;1 = 2C2;ss + (C22;sd −C22;ss)J3 + ( ˜C4;ss −C4;dd)[C0;ssJ3 + (C24;ss +C24;sd)J3J9
−C24;sd J5J7] + 2C2;sdC4;sd J5 + 2(C2;sd ˜C4;sd −C2;ssC4;dd)[J5 +C4;ssJ3J7]
+(C24;ss +C24;sd + 2C4;ss ˜C4;ss + 2C4;sd ˜C4;sd)J7 + 2(C2;ss ˜C4;sd − C2;sd ˜C4;ss)
×C4;sd(J25 − J3 J7) + [2C4;ssC4;sd ˜C4;sd −C24;ss( ˜C4;ss +C4;dd)]J5J7 + ( ˜C24;sd
− ˜C4;ssC4;dd)[2C4;ssJ5 + (C24;ss −C24;sd)(J3J7 − J25)]J7; (C.9)
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δ0;2 = 2C4;ss + ˜C4;ss + (C4;ss + C4;dd)[(1 −C4;ssJ5)2 − 1 − 2C2;ssJ3 + (C24;sd
−C24;ss)J3J7] + 2(C4;sd + ˜C4;sd)C2;sd J3 + [C24;sd −C24;ss + 2C4;sd ˜C4;sd)]J5
+C2;sd(C2;sd ˜C4;ss −C2;ss ˜C4;sd)J23 + (C2;ssC4;dd −C2;sd ˜C4;sd)(C2;ssJ23
+2C4;ssJ3J5) −C24;sd ˜C4;ssJ25 + ( ˜C24;sd − ˜C4;ssC4;dd){(1 −C4;ssJ5)2J5
+2(1 −C4;ssJ5)C4;ssJ3J7 + [C0;ss + (C24;ss +C24;sd)J9]J23}; (C.10)
δ0;3 = {C24;sd −C24;ss + 2(C4;ssC4;dd +C4;sd ˜C4;sd) + 2(C4;ssC4;dd − C4;sd ˜C4;sd)
×(C2;ssJ3 +C4;ssJ5) + 2(C4;sd ˜C4;ss −C4;ss ˜C4;sd)C2;sd J3 − ( ˜C4;ssC4;dd
− ˜C24;sd)[(1 −C4;ssJ5)2 − (C24;ss + C24;sd)J3J7]}J3; (C.11)
δ0;4 = (C24;ssC4;dd + ˜C4;ssC24;sd − 2C4;ssC4;sd ˜C4;sd)J23 ; (C.12)
δ1;0 = [C0;ss + (C24;ss +C24;sd)J9]C4;dd −C22;sd + [C22;ssC4;dd +C22;sd ˜C4;ss − 2C2;ss
×C2;sd ˜C4;sd]J5 + 2(C2;ssC4;dd −C2;sd ˜C4;sd)C4;ssJ7 + ( ˜C4;ssC4;dd − ˜C24;sd)
×[C24;ssJ27 −C0;ssJ5 − (C24;ss +C24;sd)J5J9]; (C.13)
δ1;1 = 2[C2;ssC4;dd − C2;sd(C4;sd + ˜C4;sd)] + ( ˜C4;ssC4;dd − ˜C24;sd)[C0;ssJ3 + 2C4;ss
×J7 + (C24;ss +C24;sd)J3J9 + (C24;sd −C24;ss)J5J7] + (C2;sd ˜C4;sd −C2;ssC4;dd)
×C2;ssJ3 + (C2;sd ˜C4;ss − C2;ss ˜C4;sd)(2C4;sd J5 −C2;sd J3) + [(C24;ss −C24;sd)
×C4;dd − 2C4;ssC4;sd ˜C4;sd]J7; (C.14)
δ1;2 = ( ˜C4;ssC4;dd − ˜C24;sd)[(1 −C4;ssJ5)2 − (C24;ss +C24;sd)J3J7] + 2(C4;ssC4;dd
−C4;sd ˜C4;sd)(1 −C2;ssJ3) −C24;sd + 2(C4;ss ˜C4;sd − C4;sd ˜C4;ss)C2;sd J3
+( ˜C4;ssC24;sd −C24;ssC4;dd)J5; (C.15)
δ1;3 = −(C24;ssC4;dd + ˜C4;ssC24;sd − 2C4;ssC4;sd ˜C4;sd)J3; (C.16)
δsd;0 = C2;sd(1 −C2;ssJ3 − C4;ssJ5) + [C0;ss + (C24;ss +C24;sd)J9] ˜C4;sd J3 + (C4;ss
× ˜C4;sd +C4;sdC4;dd)(1 −C4;ssJ5)J7 + (C2;sd ˜C4;sd − C2;ssC4;dd)C4;sd J3J7
+[C2;ss ˜C4;sd −C2;sd ˜C4;ss + ( ˜C24;sd −C4;dd ˜C4;ss)C4;sd J7][(1 −C4;ssJ5)J5
+C4;ssJ3J7]; (C.17)
δsd;1 = C4;sd + ˜C4;sd − [C2;ssC4;sd +C2;sdC4;ss + ( ˜C4;sd +C4;dd)C4;ssC4;sd J7]J3
−[C4;ssC4;sd + ˜C4;ssC4;sd(1 −C4;ssJ5) + C4;ss ˜C4;sd]J5; (C.18)
δsd;2 = −C4;ssC4;sd J3; (C.19)
and
ν0;3 + ν1;2 J3 = 0, δ0;4 + δ1;3J3 = 0, δ0;4 = ν1;2, · · · . (C.20)
Appendix D.
In this appendix, we present the rigorous proof of the I0-independence of the fractional parts
of T−1 in 3S 1−3D1. To this end, we need to prove the unitarity of T first.
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Using the super matrix notations introduced in Sect. 2.1, the algebraic LSE’s and their con-
jugates read,
τ = λ + λIτ, (D.1)
τ† = λ + τ†I†λ, (D.2)
where the transpose symmetry of λ has been used. Now, multiplying Eq.(D.1) from the right by
Iτ† and multiplying Eq.(D.2)from the left by τI†, we could find that,
τIτ† = λIτ† + λIτIτ† ⇒ τIτ† = −τ† +
(
1 − λI
)−1
τ†, (D.3)
τIτ† = τIλ + τIτ†I†λ⇒ τI†τ† = −τ + τ(1 − I†λ)−1. (D.4)
Noting that (
1 − λI
)−1
τ† =
(
1 − λI
)−1
λ(1 − I†λ)−1 = τ(1 − I†λ)−1, (D.5)
we finally have
τ(I† − I)τ† = τ† − τ. (D.6)
This is the unitarity relation in terms of τ.
Now sandwiching Eq.(D.6) between(
U 0
0 U
)T
and
(
U 0
0 U
)
,
we find (
UTτssU UTτsdU
UTτdsU UTτddU
)†
−
(
UTτssU UTτsdU
UTτdsU UTτddU
)
= T† − T
= i
Mp
2π
(
UTτss UTτsd
UTτds UTτdd
) (
UUT 0
0 UUT
) (
UTτss UTτsd
UTτds UTτdd
)†
= i
Mp
2π
(
UTτssU UTτsdU
UTτdsU UTτddU
) (
UTτssU UTτsdU
UTτdsU UTτddU
)†
= i
Mp
2π
TT†. (D.7)
Then, we arrive at the unitarity
T−1 − (T†)−1 = i Mp
2π
I, (D.8)
as claimed in Section 2.3.
Since J0 always go with i Mp4π , we conclude from the unitarity that
T−1 = I0I + ∆R, (D.9)
with ∆R being I0-independent. In fact, each element of ∆R takes the form of N˜D˜ with N˜ and D˜
being polynomials in terms of [C···], [J2m+1] and p2. The proof goes as below: It is easy to see
that T is a matrix made of rational functions in terms of [C···], [J2m+1] and p2, thus T−1 must also
be such kind of matrix. As the only complex parameter I0 has been isolated, the rest must be a
real rational matrix in terms of [C···], [J2m+1] and p2. Q.E.D.
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