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Abstract
Extraction of singing voice from music is one of the ongoing research topics in the field of speech
recognition and audio analysis. In particular, this topic finds many applications in the music field,
such as in determining music structure, lyrics recognition, and singer recognition. Although many
studies have been conducted for the separation of voice from the background, there has been less
study on singing voice in particular.
In this study, efforts were made to design a new methodology to improve the separation of vocal
and non-vocal components in audio clips using REPET [14]. In the newly designed method, we
tried to rectify the issues encountered in the REPET method, while designing an improved
repeating mask which is used to extract the non-vocal component in audio. The main reason why
the REPET method was preferred over previous methods for this study is its independent nature.
More specifically, the majority of existing methods for the separation of singing voice from music
were constructed explicitly based on one or more assumptions.

Keywords: audio processing, singing voice extraction, structure of music
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1. Introduction
1.1 Sound
Sound is a form of energy which travels in a medium in the form of vibrations. Sound waves are
vibrations of particles which travel in a medium. For all living beings on earth, sound plays an
important role in their life. The sound found within the frequency range of 20 Hz to 20 kHz fall
under the audible range of the human ear. Sounds having a frequency above 20 kHz are in the
ultrasound range, while those below 20 Hz are in the infrasound range. As one of the basic forms
of communication, sound finds many uses in our daily life. In addition to speech, sound is used in
many signaling systems such as alarms, horns, sirens, and bells. It also used in some object tracking
applications, where sound can be used to track the depth and distance of objects [16].
There are diverse uses of sound in medical field. One such use is to improve chemical reactivity
of materials using ultrasound. Another important use of sound in medical field is the preparation
of biomaterials such as protein microspheres which are used as echo contrast agents for
sonography, magnetic resonance imaging agents for contrast enhancement, and oxygen or drug
delivery agent.

[1]

1.2 Characteristics of sound
The characteristics of sound can be mainly divided into three categories, namely pitch, quality,
and loudness. Pitch is a measure of the frequency of the signal. A high pitch is one corresponding
to the high frequency of the sound wave, whereas a low pitch is one corresponding to the low
frequency of the sound wave. Usually, normal human ears can detect the difference between sound
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waves having a frequency difference in the ratio of 2:1 (Octave), 5:4 (Third), 4:3 (Fourth), 3:2
(Fifth). This is due to the frequency of the sound that resonates the eardrum.
The loudness of the sound is essentially a measure of the amplitude of the wave. In general,
increasing the amplitude of sound signal results in a louder signal. According to the inverse square
law, the intensity of sound decreases by 6 decibels when the distance from the source is doubled.
The intensity of sound with respect to the source can be represented as the area of a sphere as in
figure 1.

Figure 1. Intensity of sound varies with the distance

The intensity of sound can be calculated from the formula shown in Eq. (1.1)
𝑤

𝐼 = 4𝜋𝑟 2

(1.1)

Where ‘I ’ represent the intensity of sound, ‘ w ’ power of the source (watts) and the ‘ r ’ distance
from the source (meters).
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Sound intensity level (SIL) is a measure of density level of sound energy. It is the ratio of the
intensity of sound to the reference intensity. The reference sound intensity (I0) is taken as the
𝑝𝑊

minimum sound intensity at 1 kHz for a person under best circumstances, i.e. 1 𝑚2 or

10−12 𝑊
𝑚2

.

Mathematical equation of SIL is
𝐼

SIL (dB) = 𝐼

(1.2)

0

SIL can also be represented in decibels. A decibel is a logarithmic unit used to express the ratio of
two values of a physical quantity. Hence the ratio SIL can be represented in decibels by taking
logarithm to the ratio. The conversion can be represented mathematically by equation 1.3.
𝐼

SIL (dB) = 10log (10−12)

(1.3)

The quality of sound is a measure which reflects how acceptable the sound is. Sound quality may
depend on different factors. The main factors are the source of sound production, the format in
which sound is stored or recorded, and the device used to present it to the listener. In the live
speech, sound quality depends mainly on the distance from the speaker, and structure of the room
or environment, and noise. Noise can be generated by different sources, such as machine sounds,
and people whispering.

1.3 Music and speech
Music is the art which depends on sounds generated by various instruments played and human
voices performing with a repeating or non-repeating pattern. Music plays a critical role in human
life since it has formed a part of our life and culture. Nowadays, speech analysis is an important
research topic owing to its use and importance in the field of mobile and security applications such
as security and authentication of devices

[17]

, voice-based emotion tracking
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[18]

, and more.

Moreover, the decades of research in speech processing has led to the development of voice
controlled devices. The findings of the speech analysis research are also important in music
analysis since voice is an important component of many musical compositions.
Every human voice consists of different frequency components having a different amplitude
depending on the person generating it. The audible capacity range of humans is 100-3200Hz. The
frequency range of male voices is 70-200Hz, while that of female voices is 140-400Hz. Usually,
singing voices have a wider frequency range which can extend to kHz. The frequency of any
person’s speech or singing voice changes while pronouncing different words and sounds. This
characteristic of voice plays a dominant role in distinguishing voice from different speakers

[19]

.

Most of the research in various subfields of voice analysis is performed by exploring different
features of sound based on its frequency content. In addition to voice, songs may contain music
generated by various musical instruments. Similar to the human voice, musical instruments also
produce sounds at various frequencies and amplitudes.
Often, the song structure in any musical form is composed of repeating patterns throughout the
audio signal. Although singing voice often generates repetitive patterns throughout a song, the
music background is more often characterized by frequent, and in many cases consistent, repetitive
patterns. In this thesis research, we have extended previous work which used the repetitive patterns
found in the audio signal to separate background music from the foreground voice.

4

2. Scope and Objectives
The purpose of this research is to develop an efficient method for separating vocal and non-vocal
components in audio clips. To achieve this objective, a new repeating pattern identification was
implemented to improve the recently proposed REPET technique [14] by rectifying some issues
encountered.
The newly developed method was applied to different songs having different lengths of repeating
segments, and the advantages and disadvantages of the new method over REPET method were
analyzed.
More specifically, the objectives of the thesis were to:
➢ Identify the problems in the REPET method.
➢ Use the knowledge of REPET and previous methods to develop a new method for vocal
and non-vocal separation in audio by designing a repeating mask to extract all the repeating
patterns in audio signals without loss of quality.

5

3. Literature Review
3.1 Repetition used as a criterion to extract different features in audio
Many musical pieces are often composed of repeating background superimposed on voice which
does not exhibit a regular repeating structure. Even though the concept of repetition has not often
been used explicitly to separate the background from voice, it has been used to obtain different
features of an audio signal.
For example, Schenker who was a music theorist proposed Schenkerian analysis to interpret the
structure in a musical piece. Schenker’s theory was developed taking repetition as the base of the
music structure [4]. Even though it has been many years that Schenker theory was proposed, it
remains as the predominant approach in the analysis of tonal music. Schenker’s idea of the
hierarchical structure of musical work has gained much popularity in music research due to its
Foreground-Middleground-Background model

[5]

. A hierarchy model is a model which is

composed of small elements. These elements are related in a way, so that one such small element
may contain other elements. According to the hierarchy model, these elements cannot overlap at
any given instant of time. Although Schenker proposed the concept of Hierarchical Structure in
Music, he failed to explain how this structure worked and how this idea is derived.
Ruwet used the concept of repetition as a criterion for segmenting a music work into small pieces
to reveal the syntax of the music piece [22]. His method was based on dividing the total music work
into small pieces and relating them to each other to identify the music structure. This method
gained much popularity in late 1970’s due to its independent nature, which was not build on prior
work or assumptions regarding the music structure.
6

Music Information Retrieval (MIR) is a small and budding field of research. In recent times
researchers used repetition mainly as the core for audio segmentation and summarization. MIR is
a field of research which is gaining much popularity in recent times due to its applications in
different fields. MIR is the collaborative science of extracting information from music. MIR
involves one or more of the music study, signal processing, and machine learning [23].
Repetition is also used in the visualization of music. Visualization of music has been a great
interest of research in late 1990’s due to its capability of identifying structure and similarity in the
music works by using features of frequency in audio. Foote has introduced a concept called
similarity matrix, which is a 2D matrix wherein each element represents the similarity/dissimilarity
between any two sections of the audio

[6]

. To calculate the similarity between two audio signals,

first, they are parameterized using the Short-Time Fourier transform (STFT) and using the
spectrogram obtained from the STFT similar patterns in two audio clips are extracted using MelFrequency Cepstrum coefficients. The important features constructed using repetition as a criterion
are the similarity matrix, the cepstrum, and the visualization of music. In the following subsections,
these features are explained in some detail.
3.1.1 Similarity matrix
The similarity vector is formed by taking the product of the two feature vectors in the audio clip
and normalizing the product.
The process of similarity matrix calculation can be described as shown below

7

Figure 2. Acoustic processing for similarity measure
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The formula to determine similarity matrix can be represented by equation (3.1)
𝑣 ̇𝑣

𝑠(𝑖, 𝑗) = |𝑣𝐼𝑣𝑗|

(3.1)

𝐼̇ 𝑗

Where 𝑣𝐼̇ , 𝑣𝑗 are feature vectors in audio at time 𝑖, 𝑗. The similarity matrix can be obtained by
computing the vector correlation over a window w. It can be represented mathematically by the
following equation

𝑆𝑤 (𝑖, 𝑗) =

1
𝑤

∑𝑤−1
𝑘=0 𝑠[𝑖 + 𝑘, 𝑗 + 𝑘]

(3.2)

The first step in determining the similarity matrix is the calculation of the Discrete Fourier
Transform (DFT) spectrum. The DFT spectrum of an audio signal can be calculated using different
windows. Depending on the type of window used, different outputs are formed. So, selecting the
type of window for DFT spectrum plays a crucial role in the spectrum analysis. For similarity
matrix, Foote used Hamming window of length 25 ms. Then log of the power spectrum is
computed using DFT. The resultant log spectral coefficients are perceptually weighted by a
nonlinear map of frequency scale which yields Mel-Scaling. The final step is to convert this MFCC
to similarity matrix using DFT cepstrum.
The similarity between two regions in an audio signal can be graphically depicted as shown in
figure 3. In the figure, each square represents an audio file. The length of each square is
proportional to the length of each audio file. Both axes in figure 3 represent the time where a point
(i, j) represent the similarity of audio at times i and j. Similar regions are represented with bright
shading and dissimilar regions with dark shading

[7]

. Hence, we can see a bright diagonal line

running from bottom left to top right. It is because audio is always similar to itself at any particular
time.
9

Figure 3. Visualization of drum pattern highlighting the similar region on diagonal

The similarity matrix is used in many techniques for identification of different features of audio
signals and is also used to build features like Mel-frequency Cepstrum Coefficients, spectrogram,
chromagram and pitch contour.
Foote [5] had implemented this technique for audio segmentation, music summarization, and beat
estimation. Jensen [36] had used similarity matrix to build the features like rhythm, timbre, and
harmony in the music.
3.1.2 Cepstrum
In cepstrum analysis, one can easily identify glottal (sound produced by obstruction of airflow in
the vocal cord) sounds. Cepstrum can be useful in vocal tract filter analysis and glottal excitation
(Glottis: vocal apparatus of the larynx).
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Cepstrum analysis is used in several speech analysis tools [25] because of the basic theory that the
Fourier transform of a pitched signal usually has several regularly arranged peaks which represent
the harmonic spectrum. Moreover, when log magnitude of a spectrum is taken, these peaks are
reduced in amplitude bringing them to usable scale. The result will be a periodic waveform in the
frequency domain, where the period is related to the fundamental frequency of the original signal.
The cepstrum is Inverse Fourier Transform of log magnitude of DFT of a signal. The following
formula can be used to calculate the cepstrum:

c[n] = ℱ -1{log|ℱ {x[n]} |}

(3.3)

where ℱ is, the Fourier transform operation.
For a windowed frame of speech y[n], the cepstrum is
2𝜋

2𝜋

−𝑗 𝑘𝑛
𝑁−1
c[n] = ∑𝑁−1
|)𝑒 −𝑗 𝑁 𝑘𝑛
𝑛=0 𝑙𝑜𝑔(| ∑𝑛=0 𝑋[𝑛] 𝑒 𝑁

The overall process of obtaining c[n] can be represented as shown in figure 4

X[k]

DFT

X[k]

log

𝑋̂[k]

IDFT

x[n]
Figure 4. cepstrum coefficients calculation
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𝑐[𝑛]

(3.4)

Figure 5. Matlab graph representing X[k], X̂[k] and c[n] of a signal x[n]

3.2 Previous work
Many music/voice separation methods typically first identify the vocal/non-vocal segments and
then use a variety of techniques to separate the lead vocals from the background music. These
techniques are often built on features such as spectrogram factorization, accompaniment model
learning, and pitch – based interference techniques.
Shankar Vembu and Stephan Baumann proposed a method to separate vocals from polyphonic
audio recordings [33]. The first step of the design is a preprocessing stage where vocal vs. nonvocal
discrimination is performed. The pre-processing stage filters out sections containing only nonvocal
and instrument tracks. The different stages of the design are presented in figure 6.
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Figure 6. Building blocks of Vembu separation system

Bhiksha Raj et al, used a theory known as non-vocal segments to train an accompaniment model
based on Probabilistic Latent Component Analysis (PLCA) [34]. Ozerov et al [37], performed vocal
and non-vocal segmentations using MFCCs and Gaussian Mixture Models (GMM). Then a trained
Bayesian model was used to design an accompaniment model to track non-vocal segments. Li et
al, designed method to separate vocal and non-vocal components by using MFCCs and GMMs.
Then a predominant pitch estimator is used to extract the pitch contour, which is finally used to
separate vocals via binary masking [19-35].
All previous methods used specific statistics such as MFCCs or PLPs for their design and required
a prior pre-processing. In the following subsections, these two statistics are described in some
detail, since these are predominantly used in many vocal and non-vocal separation methods.
3.2.1 Mel Frequency Cepstral Coefficients (MFCC)
MFCCs are an efficient speech feature based on human hearing perception, i.e. MFCC is based on
the known variation of the human ear’s critical bandwidth

[26]

. MFCCs are short-term spectral-

based features which have been the dominant feature used in speech analysis till 1993. The process
13

of building MFCCs is mostly influenced by perceptual or computational considerations. The five
steps of calculating MFCCs for speech are to divide the signal into frames, to obtain the amplitude
spectrum, to take the logarithm, to convert to Mel spectrum, and to take the DCT (discrete cosine
transform) as shown in below figure.

Figure 7. Process of building MFCCs

The first step in building MFCCs is to divide the speech/audio signal into frames, using a
windowing function at fixed intervals. Usually, this window length should be as small as possible
for a good estimation of the coefficients. A windowing function commonly used in this process is
the Hamming window. Then a cepstral feature vector for each frame is generated. There are
different variations in cepstral features, such as complex cepstrum, real cepstrum, power cepstrum,
and phase cepstrum. The power cepstrum finds its application in the analysis of human speech [24].
The power cepstrum of a signal f(t) is defined as in Equation 3.5
Power cepstrum of signal = |ℱ -1 {log (|ℱ {f(t)} |2)} |2

(3.5)

where ℱ is, the Fourier transform operation. The next step is to take the DFT of each frame. The
amplitude spectrum information is stored, and the phase information is discarded because the

14

amplitude spectrum is more useful than the phase information from the perceptual analysis point
of view. The third step in finding MFCCs is taking the logarithm of the amplitude spectrum. The
reason for taking the logarithm is the perceptual analysis which showed that the loudness of the
signal is found to be approximately logarithmic.
The next step is to smooth the spectrum and emphasize perceptually meaningful frequencies. This
is done by collecting the spectral components into frequency bins. The frequency bins are not
equally spaced in every scenario as the lower frequencies are more important than higher
frequencies. The final step in calculating MFCCs is applying a transformation to the Mel-spectral
vectors which decorrelate their components. The Karhunen-Loeve (KL) or principal component
analysis (PCA) is used in the transformation. Using this transform cepstral features are obtained
for each frame.
3.2.2 Perceptual Linear Prediction (PLP)
The next important feature used in speech analysis is Perceptual Linear Prediction (PLP). PLP
consists of the following steps 1. The speech signal is segmented into small windows, and power
spectrum of these windows are computed 2. A frequency in bark scale is applied to this power
spectrum[8] 3. The convolution of the auditorily wrapped spectrum and power spectrum yields a
critical band integration of human hearing 4. Smoothed spectrum is resampled at intervals of 1
Bark approximately. The three steps in PLP can be integrated into a single filter-bank called bark
filter bank. 5. An equal-loudness pre-emphasis weights the filterbank outputs to simulate the
sensitivity of hearing. 6.The equalized values are transformed as per the power law of Stevens by
raising each to the power of 0.33. 7. The result obtained from the previous step is further processed
by linear prediction. Specifically speaking, applying Linear Prediction (LP) to the auditorily
warped line spectrum computes the predictor coefficients of a (hypothetical) signal that has warped
15

spectrum as a power spectrum. 8. The logarithmic model of spectrum followed by an inverse
Fourier transform yields the cepstral coefficients[8].

Figure 8. Process of building PLP cepstral coefficients

The main difference between MFCC and PLPC lies in the filter banks, the equal-loudness preemphasis, the intensity-to-loudness conversion and in the application of LP. There are also many
similarities between two methods. From the recent research happened on these two methods, show
that PLP computation can be improved more compared to MFCC [26].
Log Frequency Power Coefficients, hidden Markov models, neural networks and support vector
machines are the techniques in speech analysis which are used in the emotional recognition from
the audio. These techniques have been used in the past research work done on the extraction of
vocal and instrumental components from an audio signal. Usually, to detect the human emotion in
speech, we consider the main features in the audio. The characteristics most often considered
include fundamental frequency[9], duration, intensity, spectral variation and wavelet based subband features [10] [11]. The human auditory system has a filtering system in which the entire audible
frequency range is partitioned into frequency bands. The peripheral auditory filters preprocess
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speech sounds through a bank of bandpass filters. These filters modify the frequency of speech
according to the emotional and stress state of the person giving a speech. One more important
feature in the human speech is the loudness. Regarding loudness, speech can be marked on a scale
extending from quiet to loud. Using these features different human emotions can be detected. Such
as a speech given in the anger state of a person is different from the speech given in sadness. The
similar difference is observed between the speech under anger state and speech under the neutral
state. However, there are also some features which cannot be detected using the characteristics of
audio because the features appear to be same in some emotional conditions.
The Log-frequency power coefficients are designed to simulate logarithmic filtering
characteristics of the human auditory system by measuring spectral band energies. The audio
signal is segmented into short time windows of 15ms to 20ms. Moreover, then these windows are
moved with the frame rate of 9ms to 13ms and frequency content is calculated in each frame using
FFT. Moreover, TEO operator is used to extracting the power spectral components of the
windowed signals and these spectral features are used to calculate the log-frequency power
coefficients.

17

4. REPET and Proposed Methodologies
4.1 REPET methodology
4.1.1 Overall idea of REPET
Separation of background music from the vocal component is an important task in music and audio
analysis. One of the challenges faced in this application is that a musical composition can be
produced by multiple sources, such as different musical instruments. Several of these sources may
be active at a time, and some of them only sparsely. Often, individual sources recur during a
musical piece, either in a completely different musical context or by repeating previously
performed parts. The singing voice is usually characterized by a varying pitch frequency
throughout the song, for both male and female singers. The pitch frequency may at several
instances overlap with frequency components of the background produced by various musical
instruments. [12]

Figure 9. Depiction of Musical work production using different instruments and voices

Similarly, to music analysis, research is still ongoing in the field of speech recognition. Singing
voice and speech share some common characteristics. One of the major similarities is that they
both have voiced and unvoiced sounds. A major dissimilarity between the two is the fact that
18

singing voice usually utilizes a wider frequency range. Another major difference between singing
voice and speech is that a singer usually intentionally stretches the voiced sounds, while he or she
reduces the duration of the unvoiced sounds to match other musical instruments.
The overall REPET method [14] can be summarized in three stages, namely (I) identification of
the repeating period, (II) repeating segment modeling, and (III) repeating patterns extraction. In
this thesis, this method was chosen over other methods presented in the literature because many
musical works indeed include a repeating background (background music) overlaid on the nonrepeating foreground (singing voice). Moreover, repetition was recently used for source separation
in studies of psychoacoustics

[35]

. Repetition forms the basis of research work in different fields

involving speech recognition and language detection, and also in MIR.
The idea of the REPET method is to identify the repeating structure in the audio and use it to model
a repeating mask. The mask can then be compared to the mixture signal to extract the repeating
background. The REPET method explicitly assumes that the music work is composed of repeating
patterns. The overall REPET process is described as shown in figure 9.
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Figure 10. REPET Methodology summarized into three stages

4.1.2 Identification of repeating period:
For any audio signal, the periodicity within different segments can be studied using
autocorrelation. Autocorrelation can be used to determine the similarity within different audio
segments by comparing a segment with a lagged version of itself over successive time intervals.
For identification of the repeating period, the first step is to employ the short-time Fourier
transform (STFT) of the mixture signal. The reason for taking STFT instead of the regular Discrete
Fourier Transform (DFT) (and its fast implementation, namely FFT) is that the spectral content of
speech changes over time. In particular, applying the DFT over a long window does not reveal
transitions in spectral content, while the STFT of a signal gives a clearer understanding of the
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frequency content of an audio file. Essentially, STFT is equivalent to applying DFT over short
periods of time.
Short time Fourier transform:
STFT is a well-known technique in signal processing to analyze non-stationary signals. STFT is
equivalent to segmenting the signal into short time intervals and taking the FFT of each segment.
The STFT calculation starts with the definition of an analysis window, the amount of overlap
between windows, and the windowing function. Based on these parameters, windowed segments
are generated, and the FFT is applied to each windowed segment. The STFT can be defined by
equation 4.1
−𝑗𝜔𝑚
X(n, k) = ∑∞
𝑛 = −∞ 𝑥[𝑚]𝑤[𝑛 − 𝑚]𝑒

(4.1)

Where x[m] is the time domain signal, w[n] is the window shifted and applied to the signal to
produce the different window segments. The length of analysis window plays a crucial role in
STFT calculation. We must have a window length which can reveal the frequency content of
audio. An inappropriate window length may not be useful in revealing the frequency content.
A comparison of the spectral content of audio using STFT with different window lengths is shown
in figure 11.

Figure 11. Spectral Content of drums using different window length for STFT
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The example shown in figure 11 demonstrates that on STFT with a window length of 1024 reveals
less of the varying content compared to an STFT with a window length of 512. In calculation of
STFT, we give more importance to magnitude information than phase information

[13]

. More

specifically, two signals which have different phase information may sound the same if the
magnitude information is identical.
The next step is to find the magnitude of the spectrogram from the STFT. The STFT of the signal
obtained in above step will be symmetrical in nature. Hence, we can use any one symmetric region
of the STFT to construct the magnitude of the spectrogram. In particular, the spectrogram is
calculated by discarding the symmetric part of X(n,m) and taking the absolute value of the
remaining elements in X(n,m) [14]. The calculation of the spectrogram is defined in equation (4.2)

Spectrogram V(k) = |X(N/2+1),k)|

(4.2)

where k represents the number of channels in the audio (two channels for stereo), and N represents
a number of frequency bins in the STFT, X(n,m). By considering the spectrogram, the frequency
content of the audio is enhanced in order to reveal the repetitive structure of the audio signal.
Periodicity in a signal can be found by using the autocorrelation, which measures the similarity
between a segment and a lagged version of itself over successive time intervals. In REPET, the
autocorrelation of the spectrogram was used to obtain the beat spectrum.

From the beat spectrum obtained, the repeating period, p, can be determined by finding the
maximum value of the beat spectrum in the 1/3rd of the whole range. The highest mean
accumulated energy peak in the beat spectrum corresponds to the repeating period.
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4.1.3 Repeating Segment modeling
The first step in calculation of repeating segment model is to divide the spectrogram , V, into r
segments of length p.

Figure 12. Segmentation of magnitude spectrogram V into ‘r’ segments

The repeating segment can be computed as the element-wise median of the r segments of V. The
calculation of repeating segment model can be defined mathematically by equation 4.3
S(i,j) =median{V(i,l+(k-1)p)}

(4.3)

where i = 1 . . . n (frequency index) and l = 1 . . . p (time index), and p is the repeating period
length.
The reason for taking the median of r segments to model the repeating segment is that the non –
repeating foreground (voice) has a scattered and varied time-frequency representation compared
to the time-frequency representation of the repeating background (music). Therefore, each segment
of the spectrogram V represents the repeating structure of the audio, plus some non-repeating
components, which likely correspond to the singing voice. Taking the median of all those segments
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retains most of the repeating structure elements while eliminating the non-repeating part of the
audio.
The median is preferred over the mean because the mean tends to leave behind shadows of nonrepeating elements [15].

4.1.4 Repeating Patterns Extraction
After obtaining the repeating segment model, S, it is repeated to match the length of the
spectrogram. The next step is to obtain the repeating spectrogram, which is the element-wise
minimum between the updated repeating segment model S, and each corresponding segment of
the magnitude spectrogram V. The calculation of the repeating spectrogram model is shown in
Equation 4.4.
W(I,l+(k-1)p) = min {S(i,l), V(i,l+(k-1)p)}

(4.4)

The soft-mask, M, is calculated by normalizing the repeating spectrogram model by the
spectrogram V. The rationale is that time-frequency bins that are likely to repeat at period p in the
spectrogram V have values close to 1 and are not likely to have values close to 0. Hence,
normalization of W with respect to V yields values which are more likely to repeat for every p
samples [14].
The final step in the REPET process is to apply the soft-mask M to the STFT of the signal and to
apply the Inverse STFT to the result to unwrap the frequency bins to samples of audio.
The final step of REPET is presented in figure 14.
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Figure 13. Estimation of background and unwrapping of signal using ISTFT.

4.2. Proposed methodology:
The main problem that was observed with REPET is that the constructed repeating segment model,
S, contains components from both the repeating and non-repeating elements of the audio signal.
Moreover, the idea of applying the median in order to obtain S was not successful in some cases,
because the length of the model S, namely the period p, and that of the repeating segments was not
always identical. There are two reasons for this mismatch. First, the period may not be determined
completely accurately. Second, the length of each segment in the repeating pattern may somewhat
vary throughout the signal (i.e., the background may not be exactly periodic). Therefore, it was
determined there is a need to align all segments of the repeating pattern properly to yield
satisfactory results.
To overcome this issue, we proposed a new method to model the repeating mask. For this purpose,
all segments in the spectrogram V are correlated with the mean segment to obtain the value of time
lag for each segment. The reason for correlating each segment with the mean segment is that the
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mean of all segments is a reasonable reference segment for identifying the relative shift of the
individual segments.
The calculation of mean segment is as shown in Equation 4.2.1.
Mean segment (Sm) = ∑𝑛𝑙=0 𝑊(1: 𝑡, 𝑙)

(4.2.1)

where l = 0, 1…, n represents a number of segments in the magnitude spectrogram, and t represents
the number of samples in each segment.

Cross correlation is a standard method of estimating the degree to which two series are related. In
digital signal processing, cross correlation is used to measure the similarity between two different
signals or time-series. In this thesis, the Matlab function ‘xcorr’ was used to cross correlate the
individual segments to the mean segment to estimate the lag associated with the individual
segment. Given vectors A and B of length M, then [c,d] = xcorr(A,B) gives ‘c’ which is crosscorrelation of A and B having length 2*t-1, and ‘d’ is a vector of lag indices (LAGS)
The Matlab code used for finding the mean segment (Sm) is as shown below.
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%
%
% Sample segment from magnitude spectrogram and repeating period
%
%
SM = sample_seg(V,p);
%
%
%
% Input(s):
%
%
V: magnitude spectrogram [n frequency bins, m time frames]
%
%
%
% Output(s):
%
%
SM: sample segment [m time frame,1]
%
%
%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
function SM = sample_seg(V,p)
[n,m] = size(V);

% Number of frequency bins and time frames
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r = ceil(m/p);

% Number of repeating segments including the last one)

W = [V,nan(n,r*p-m)];

% Padding to have an integer number of segments

W = reshape(W,[n*p,r]);

% Reshape so that the columns are the segments

[N,M]=size(W);

% Storing size of modified magnitude spectrum

W_new1=W(:,1);

% Assigning 1st frequency segment as sample segment

for s=2:M
W_new1=W_new1+W(:,s);
end
W_new1=W_new1/M;

% Adding all segments to sample segments
% Averaging the mean segment

SM=W_new1;

4.2.1 Lag evaluation
Cross correlation will be maximum when two sequences or vectors are most similar to each other.
Thus, the index of the maximum cross correlation coefficient corresponds to the lag between the
individual segment and the mean segment
After evaluating the lag of the segment, we must add or discard the rows associated with lag. We
usually add zeros to the sequence to align the segments properly. When the lag calculated is equal
to the length of the segment then the whole segment is discarded and filled up with zeros. So, to
avoid this, we modeled mean sample which will be the average of all rows in that segment.
The calculation of mean sample Sm can be defined mathematically by equation 4.2.3
Mean Sample (Sm(n)) =

∑𝑡𝑙=1 𝑊(1:𝑙,𝑛)
𝑀

(4.2.3)

where l = 1 to t represent the number of samples in the segment, n represent the number of segment
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4.2.2 Alignment of segments based on the lag t:
Based on the time lag for each segment, segments are aligned by an appropriate shift. A positive
lag (t>0) for segment n implies that segment n of spectrogram V is lagging with respect to Sm. To
align this segment properly, the first t rows associated with the lag are eliminated, and then a total
of t mean rows are added to create a length of segment equal to that of Sm.
The alignment for a positive value of the lag, t, is shown in figure 15.

Figure 14. Alignment of segment for positive lag

Negative lag (t<0) for segment n implies that the n segment of the spectrogram V is leading with
respect to Sm. To align this segment properly, a total of t mean rows are added to the beginning of
the segment, while the last t rows are discarded. The alignment for a negative value of t is shown
in figure 15.
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Figure 15. Alignment of segment for negative lag
4.2.3 Stitching the segments

The final stage in the proposed method is stitching of the new aligned segments. After getting all
the correlated aligned segments, we take the median of all those segments which yield a repeating
mask.
The repeating mask was implemented using both the mean and median. Similarly, to the original
REPET method, the mean repeating mask still contained more of the non-repeating frequency
content compared to the mask obtained using the median.
After getting all properly aligned segments, a median model is created by taking the element-wise
median of all segments. The process of stitching the segments is depicted pictorially in the
following figure.

29

Figure 16. Stitching of CRM segments

4.2.4 Unwrapping and extraction of repeating background
The final and last stage of extraction of the repeating background is unwrapping of repeating mask
model and extracting background. For this first repeating mask model (soft mask) which was
created in the previous step is taken and symmetrized and applied to short time Fourier transform
of the audio signal. The soft mask should ideally contain the repeating patterns of the audio signal.
When the soft mask is applied to the STFT of the signal, the repeating patterns are multiplied with
a value of 1, and the non-repeating patterns are forced to 0. Hence, the product between the soft
mask and the STFT reveals the repeating patterns.
The result is still wrapped in the form of frequency bins and time frames. Thus, to unwrap this
frequency content, the Inverse STFT is applied. The result of the Inverse STFT is the time-domain
repeating pattern content, i.e. the background. Then, the foreground is extracted by just subtracting
the repeating audio from the original audio signal.
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Figure 17. Unwrapping of repeating patterns in audio signal.
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5. Results and Data Analysis
We have applied both the REPET and the CRPM methods on different audio signals to compare
the performance of these methods. One of the comparison method chosen is a signal to noise ratio
i.e. SNR.
Signal to noise ratio:
Signal to noise ratio (SNR) is a comparison tool used to measure the level of the desired signal
with respect to the level of background signal, which may include noise. A high SNR is desirable
for a good sound quality. In this comparison, the desired signal is considered to be the voice, while
the noise is the background signal consisting of the non-vocal music components. The SNR can
be mathematically represented as follows:
𝑆𝑁𝑅 =

𝑃𝑜𝑤𝑒𝑟 𝑜𝑓 𝑑𝑒𝑠𝑖𝑟𝑒𝑑 𝑠𝑖𝑔𝑛𝑎𝑙
𝑃𝑜𝑤𝑒𝑟 𝑜𝑓 𝑛𝑜𝑖𝑠𝑒

(5.1)

Using the SNR as a performance measure is not always appropriate. In the case of
voice/background separation, the actual desired signal, namely the vocal component of an audio
clip, may not be perfectly known. Moreover, as opposed to regular speaking voice, singing voice
and some components of the background music may sometimes be somewhat indiscernible. Very
importantly, a high SNR may not always imply that the output signal produced by a particular
signal processing method provides a more pleasing impression to the human ear when compared
to another signal produced by a different method associated with a lower SNR. Even though the
SNR is not a perfect measure for evaluating an algorithm, but due to the lack of better alternatives,
it can still be used as the measurement tool used to evaluate the source separation technique.
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The bar graph shown in figure 18 reveals the SNR for 7 audio clips. These 7 audio clips have been
chosen in a way so that each one of them possesses different characteristics. Some audio clips have
a repeating period which is very low (Desiigner Panda

[29]

– 0.6 seconds), while others have a

reasonable repeating period (Ee Velalo Neevu song – Gulabi [28] – 3.2 seconds). The SNR for these
7 different audio clips have shown that the new method worked acceptably on some audio clips,
such as the 2nd audio clip which is a Telugu language song called “priyathama”

[30]

, the 3rd clip

which is “Another Dreamer - The Ones We Love” [31], the 6th clip which is another Telugu song
called “Ninna Leni” [32], and the last song, “Ee Velalo Neevu”, for which both REPET and CPRM
have performed very similarly to each other.

SNR ratio of REPET & CRPR
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Figure 18. SNR ratio of REPET and CPRM for different audio clips
By analyzing the SNR of these 7 data sets (songs), we have observed that the CPRP method was
working well for the audio clips which are having a consistently repeating background. On the
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other hand, REPET was more successful on audio clips for which a dominant background music
component was present, such as in data set 5 (Desiigner Panda) which is a trap (sub-genre of
southern hip hop) music.
Data set 1:

Figure 19. Foreground extracted by REPET and CPRM for Matlab generated sound

Data set 2:

Figure 20. Foreground extracted by REPET and CPRM for priyathama
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Data set 3:

Figure 21. Foreground extracted by REPET and CPRM for Desiigner Panda song

In addition to using the SNR, the two methods were compared using another measure, namely the
spectrogram. In this case, a visual comparison of the frequency components of voice extracted by
two methods can be performed.
Spectrogram: [27]
The spectrogram is a basic tool in audio analysis. It is a visual representation of the spectrum of
frequencies present in a sound or other signal. The spectrogram can be viewed as an intensity plot
or an image, where each pixel represents the intensity of the signal at that particular frequency and
that particular instance of time. The spectrogram of a signal gives us a visual impression of the
frequency content in a musical work.
By looking at the spectrogram of voice signal extracted from three different audio clips, it can be
observed that REPET outperformed CPRM method in the 3rd data set. The dark portions in the
spectrogram usually represent the instruments sound. As the frequency of musical instruments is
always higher than the frequency of human voice

[23]

. The spectrogram of REPET for data set 3

shows that it was able to extract the voice from the mixture signal, as we can see lighter portions
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of frequency content in REPET spectrogram compared to CRPR. REPET was slightly better in the
case of data set 2 whereas for data set 1 both the methods performed at the same level.
Like SNR measure, spectrum comparison also has some limitations. For example, when we look
at the spectrogram of data set 2, we can see that REPET was slightly better than CRPR. However,
when these two extracted sounds are played and listened we see clearly that CRPR has performed
better compared to REPET, and this result is also revealed by SNR ratio. SNR ratio for REPET
method is 1.1, and for CRPR it is 7.5 which shows clearly that CRPR is better than REPET which
is contradicted by spectrum comparison. Moreover, sometimes the method which is used to
implement the source separation may induce noise which is generated due to wrong interpretation
of background music which is not usually represented in the spectrogram.
Utilization of both the SNR and the spectrum comparison provides a better idea about the overall
evaluation of the two methods. Of course, a more appropriate measure regarding the performance
of different methods would be the listening perception of humans.
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6. Limitations and Future Recommendations
The main backdrop we observed in CRPR method is that it was not always successful in correctly
determining the repeating period. For the Desiigner Panda song, the repeating period was found
to be 1.8 seconds whereas the actual repeating period is 0.6 seconds, and for the priyathama song
it was found as 1.2 seconds whereas the actual period is 1.4 seconds. However, the CRPR method
was successful in extracting the vocal components from the non-vocal background from audio
clips when the calculated repeating period was close to the actual period. One more drawback of
the CRPR method is the modeling of repeating mask. In CRPR method we have implemented the
median model. Even though the median model appeared to be more successful compared to the
mean model, it was not always successful in extracting some dominant portions of the background
music, such as the drums sounds and the high-frequency guitar sounds.

S. No

Instrument

Frequency Range

1

Guitar (acoustic)

20 Hz to 1200 Hz

2

Piano

28 Hz to 4186 Hz

3

Organ

16 Hz to 7040 kHz

4

Concert Flute

262 Hz to 1976 Hz

5

Guitar (electric)

82 Hz to 1397 Hz

6

Double Bass

41 Hz to 7 kHz

Frequency range of musical instruments [23]
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From the table above, it can be observed that the frequency range of musical instruments is always
greater than that of the singing voice (85 Hz to 255 Hz, and in rare cases it goes above 500 Hz). In
order to improve the performance of the CRPR method, we may pre-process the audio signal with
a band-pass filter having right cutoff frequencies.

Hence, recommendations for future work include:
➢ Construction of an improved method which can correctly interpret the repeating period.
➢ Finding a technique to construct a repeating mask which would be able to extract some of
the dominant features of background music, such as drum sounds.
➢ Designing of a band-pass filter with right cutoff frequencies for preprocessing, in order to

better isolate voice from the high-frequency background.
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