We consider the integral and derivative operators of tempered fractional calculus, and examine their analytic properties. We discover connections with the classical Riemann-Liouville fractional calculus and demonstrate how the operators may be used to obtain special functions such as hypergeometric and Appell's functions. We also prove an analogue of Taylor's theorem and some integral inequalities to enrich the mathematical theory of tempered fractional calculus.
Background
In fractional calculus, we study generalisations of the n times repeated differentiation operator d n dx n , and the corresponding n times repeated integration operator, to the case where n is permitted to be not only an integer but any real or complex number. This idea goes back to the 17th century [11, 23] , and by the time of the 21st century many different fractional-calculus operators have been defined.
The most standard and commonly used of these operators are the Riemann-Liouville integrals and derivatives, defined respectively as follows: 
We note that by using the notational convention RL a D −ν t f (t) = RL a I ν t f (t), it is possible to obtain from the above formulae a definition of RL a D ν t f (t) for any ν ∈ C. This is called the Riemann-Liouville differintegral (covering both derivatives and integrals), and it is analytic in the complex variable ν [33] . Discussion of function spaces and domains of definition for these operators may be found in [23, 33] , while applications are covered in, for example, [3, 10, 15] .
Many other ways of defining fractional derivatives and integrals have been proposed. Some of these can be proved equivalent to the Riemann-Liouville definition, while others are defined by slight variations of the Riemann-Liouville formula. For example, the Grünwald-Letnikov fractional differintegral is defined by the limit of a convergent series, and it is equivalent to Riemann-Liouville [25] ; meanwhile, the Caputo fractional derivative is defined by switching the order of the operations in the right-hand side of (2), and it is not equivalent to Riemann-Liouville [7, 3] .
Other, more recently developed, models of fractional calculus appear to bear no relationship to Riemann-Liouville whatsoever, beyond the superficial similarity of being defined by an integral transform with a kernel function [8, 34, 2, 31, 18, 19, 27, 9, 28, 29] . However, in these cases too, relationships with the Riemann-Liouville model have been discovered, often in the form of infinite convergent series [4, 13] . Several authors have proposed criteria and classifications for the many different models of fractional calculus -see for example [14, 16, 26, 32] -but as yet there is no consensus in the field on this issue.
In the current work, we shall focus on a model called tempered fractional calculus which has been a subject of investigation in recent years due to its applications in stochastic and dynamical systems. Much of the research into this model has focused on numerical methods and applications, but less work has been done on the pure analytic side. We undertake here to examine the operators in detail and prove various mathematical facts about them which are useful in establishing the theoretical foundations for this model of fractional calculus.
Our paper is organised as follows. In Section 2 we give a brief overview of the existing theory of this model of fractional calculus and then proceed to give a number of new results: constructing relationships between this model and the classical Riemann-Liouville one, demonstrating its relationship with various special functions, and computing its Mellin transform. In Section 3 we prove an analogue of Taylor's theorem which is valid in this model of fractional calculus; in Section 4 we establish some integral inequalities; and in Section 5 we conclude the paper.
Analysis of tempered fractional calculus
The integral transform which is now called a tempered fractional integral appears to have been first analysed in [6] , but the associated model of fractional calculus has been described more explicitly in e.g. [21, 22] . Both these papers and the references therein contain a number of applications of tempered fractional calculus to stochastic processes, random walks, Brownian motion, diffusion, turbulence, etc. A recent paper [17] from 2018 also re-discovered tempered fractional calculus by fractionalising the proportional derivatives defined in [1] .
(In the original definitions [21, 22] , the parameters α, β were assumed to be real. But this condition is not mathematically required and so we omit it, passing directly to the complex case.) 
where the natural number n is defined by n := ⌊Re(α)⌋ + 1 (5) so that n ∈ N and Re(n − α) > 0.
For completeness, we include also the definitions of the so-called generalised proportional fractional integrals and derivatives, which were introduced recently in [17] and which are essentially equivalent to the existing definitions provided above. [17] ). Let [a, b] be a real interval and ρ ∈ R, α ∈ C be parameters with
Definition 2.3 (GPF integrals
and similarly the (α, ρ)th right GPF integral of a function f ∈ L 1 [a, b] is defined by
Definition 2.4 (GPF derivatives [17] ). Let [a, b] be a real interval and ρ ∈ R, α ∈ C be parameters with 0 < ρ ≤ 1 and Re(α) ≥ 0. The (α, ρ)th left GPF derivative of a function f ∈ C n [a, b] is defined by
and similarly the (α, ρ)th right GPF derivative of a function f ∈ C n [a, b] is defined by
where in each case the natural number n is defined by (5) .
Remark 2.5. It is clear from the definitions that the GPF differintegrals and tempered fractional differintegrals are essentially equivalent, via the following identities:
We also note that the parameter α in both definitions can be interpreted as an order of differentiation: see in particular the semigroup property given by Proposition 2.6 below. The parameters β and ρ respectively are less straightforward to interpret; they arise from the exponential part of the kernel function in the integral.
Before proceeding to our new analysis, we summarise some of the important existing results about tempered fractional calculus.
Proposition 2.6 (The semigroup property [21, 17] ). Let [a, b] be a real interval and α 1 , α 2 , β ∈ C be parameters with Re(α i ) > 0, Re(β) > 0. Then for any f ∈ L 1 [a, b] and any t ∈ [a, b], we have the following semigroup property for tempered fractional integrals:
If Re(α 1 ) > Re(α 2 ), then we also have a semigroup property for tempered fractional derivatives of tempered fractional integrals:
However, the semigroup property is not universally valid in tempered fractional calculus, for example:
where n is the natural number defined by (5).
Proposition 2.7 ([21]
). The tempered fractional integral and derivative can be written simply in terms of the Riemann-Liouville fractional integral and derivative as follows:
As a consequence, we have the following identities for the generalised proportional fractional integral and derivative, which were not observed in [17] :
Relationship with the Riemann-Liouville model
An important trend in fractional calculus is the study of interrelationships between different models and definitions. As discussed in Section 1 above, many types of fractional calculus can be related directly or indirectly to the Riemann-Liouville operators (1)- (2) . The recent work of [14] proposes a general framework to cover many different fractional operators all of which can be written as infinite series of Riemann-Liouville differintegrals. It is proved therein that the GPF integral (6) can be considered as a special case of a generalised operator A a I α,β t f (t) which satisfies the series formula
where A(z) = ∞ m=0 c m z m is an analytic function. In particular, [14] shows that the GPF integral is the special case given by β = 1 and
With a little more work, we have the following theorem.
Theorem 2.8 (Series formula for tempered fractional differintegrals). With all notations as in Definitions 2.1 and 2.2 respectively, we have the following expressions for the tempered fractional integrals and derivatives as infinite convergent series of Riemann-Liouville differintegrals:
Proof. First we consider the tempered fractional integral. Using the notation above inspired by [14] , we have
and therefore
Using this and β = 1 in the general series formula (10) yields
and we obtain the required identity (11) . Alternatively, we could have proved (11) directly by expanding the exponential kernel in the definition (6) as a power series and then using uniform convergence to swap the summation and integration. (This was also the method used in general to prove (10) in [14] .)
Now we consider the tempered fractional derivative. By the definition (8), the tempered fractional derivative T a D (α,β) t f (t) is obtained by applying the proportional derivative operator d dt + β repeatedly n times to a tempered fractional integral T a I
where n is a natural number. We proceed by induction on n, noting first the following:
Note that the final series formula here is exactly the same as (11) but with α replaced by α − 1. Applying the proportional derivative d dt + β multiple times, we have the following formula by induction on n:
And now, by replacing α with n − α, we find the series formula (12) for tempered fractional derivatives:
Examples and special functions
Let us now consider some example functions f (t) and how the tempered fractional operators act on them.
In this way we shall derive some interesting relations between special functions and tempered fractional calculus.
Example 2.9. Let f (t) = (t − a) λ , with Re(λ) > −1. In this case, we have from Theorem 2.8:
where 1 F 1 is the confluent hypergeometric function. We note how a special function, albeit a well-known one, arises from applying the tempered fractional integral to just an elementary power function.
Example 2.10. Let f (t) = t µ−1 (1 − t) −λ , with Re(µ) > 0, and a = 0. It is known [23] that the Riemann-Liouville differintegral of this function f (t) is given by
where 2 F 1 is the Gauss hypergeometric function. Therefore, using Theorem 2.8 again, we have:
If the factor 2 F 1 (µ, λ; µ + α + m; t) were removed from this expression, it would be precisely the series for the confluent hypergeometric function 1 F 1 (α; µ + α; −βt). Thus, the tempered fractional integral of this f (t) can be seen as a twisted convolution of the confluent hypergeometric function with the Gauss hypergeometric function. Again, the result for the derivative T 0 D (α,β) t f (t) is exactly the same as for the integral but with α replaced by −α.
Example 2.11. Let f (t) = t µ−1 (1 − at) −λ (1 − bt) −β , with Re(µ) > 0, and a = 0. It is known [30] that the Riemann-Liouville differintegral of this function f (t) is given by
where F 1 is the first Appell function. Therefore, using Theorem 2.8 again, we have:
Similarly to Example 2.10, if the factor F 1 (µ, λ, β, µ + α + m; at, bt) were removed from this expression, it would be precisely the series for the confluent hypergeometric function 1 F 1 (α; µ+α; −βt). Thus, the tempered fractional integral of this f (t) can be seen as a twisted convolution of the confluent hypergeometric function with the first Appell function.
, where E γ µ,ν is the 3-parameter Mittag-Leffler function [31] with Re(ν) > 0 and Re(µ) > 0. In this case, using Theorem 2.8 and also the series formula for the Mittag-Leffler function, we have:
By summing this double series as it is, we obtain
Alternatively, we can rearrange the double series by swapping the order of the m-summation and the k-summation, which yields:
Thus we have two equivalent series expressions for the same function, which yields the following identity between Mittag-Leffler functions and hypergeometric functions:
valid for µ, ν, α, β with real parts greater than zero.
Mellin transforms
In order to learn how the Mellin transform interacts with the operators of tempered fractional calculus, we compute the Mellin transform of the tempered fractional differintegral of a general function.
Definition 2.13. The Mellin transform of a function f (t) is the function f (s) defined by
Theorem 2.14. Let f ∈ L 1 [0, ∞) be a function and α, β ∈ C be two parameters with Re(α) > 0. The Mellin transform of the tempered fractional integral of f is given by the following integral transform:
where the Kobayashi gamma function Γ m (u, v) is defined in [20] by
Proof. By the definitions of the Mellin transform and of the generalised proportional fractional integral,
By Fubini's theorem, we swap the order of integration, noting that 0 ≤ u ≤ t ≤ ∞, to get:
Now we change variables in the inner integral by setting x = t − u:
This is already in the form ∞ 0 f (u)Φ(u) du, and we just need to show that Φ can be expressed in terms of the Kobayashi gamma function as required. We make the substitution x = t β and proceed as follows:
Then we have Theorem 2.15. With all notation as in Theorem 2.14, the Mellin transform of the generalised proportional fractional integral of f can be rewritten as:
Proof. Instead of starting from the expression (14) for the Mellin transform of the tempered fractional integral, we go back to the previous expression (16) . The reason for this is that, when we have variables t and u with t ≥ u, it is possible to use the binomial series for (t − u) α−1 . By contrast, with x and u independently varying from 0 to ∞, it is impossible to use the binomial series for (x + u) s−1 .
The series here is locally uniformly convergent for t ≥ u, so we can swap the summation and integration to get:
And this is precisely (17).
Taylor's theorem for tempered fractional derivatives
In this section, we follow the methodology used in [12, 24] to prove a version of Taylor's theorem which is valid for tempered fractional derivatives. We begin with the following lemma concerning compositions of repeated tempered integrals and derivatives. (18) where n is defined by (5) .
Proof. For the duration of this proof, we shall drop some of the labels from our operators, writing simply I (α,β) and D (α,β) instead of T a I (α,β) t and T a D (α,β) t . We recall from Proposition 2.6 that
where n = ⌊Re(α)⌋ + 1 is the smallest natural number greater than Re(α). With some manipulation of operators, this identity can be substituted into the left-hand side of (18):
It is important to note that the quantity
is a constant independent of t, because evaluating at the point t = a eliminates the t-dependence, and therefore it can be left out of all differintegration manipulations. Continuing:
It is known [17, Proposition 3.7] that
Applying this identity with α and β replaced respectively by rα and α − k + 1, we find:
which gives the desired result. Note that the series n k=1 appearing here looks like a finite truncation of the power series for a Mittag-Leffler function with 2 parameters. Proof. If α ∈ (0, 1), then n = 1 as defined by (5), so the series n k=1 in the result of Lemma 3.1 becomes a single term with just k = 1. Proof. If α ∈ (0, 1), then n = 1 as defined by (5), so the series n k=1 in the result of Theorem 3.3 becomes a single term with just k = 1. Theorem 3.3 and its special case Corollary 3.4 demonstrate a version of Taylor series which works for tempered fractional derivatives. Note that this is Taylor's theorem for a finite series with a remainder. In order to obtain an infinite Taylor series of tempered fractional derivatives, we would need to impose a convergence condition on the series (20) . This equates to finding a condition for "fractional analyticity", the existence of a convergent fractional Taylor series, in the context of tempered fractional calculus. Such a task is beyond the scope of the current paper, but it could be achieved in future works in the same direction.
Some inequalities for tempered fractional integrals
In this section, we detail some integral inequalities concerning tempered fractional integrals, which are analogues of corresponding results in other models of fractional calculus [5] and which may be useful in understanding the structure of tempered fractional calculus. left and right hand sides, and then integrate both sides with respect to v over the interval (0, t):
The connections with the Riemann-Liouville model of fractional calculus, which we discussed in Section 2, will be very useful in proving many properties of the tempered fractional model which now follow directly from already known results in the Riemann-Liouville model. We also demonstrated some special functions which have an intrinsic connection to tempered fractional calculus.
Taylor's theorem is a very significant fundamental result in standard calculus, and several analogues of it have been discussed and proved in Riemann-Liouville fractional calculus. It is interesting to see that similar methods of proof still apply in other types of fractional calculus. Finally, we proved some inequalities concerning the tempered fractional integrals, which follow from their definition as an integral transform.
All of these results help to establish a firm foundation for the theory of a new model of fractional calculus. A major direction of current research in fractional calculus is to develop, analyse, and classify new types of operators: to consider their applications to various real-life processes, to study their behaviour in a mathematical sense, and to check how they fit into the overall framework of the field. Our current work contributes to these efforts in the case of one particular model of fractional calculus.
