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Abstract
We study a recent timestep adaptation technique for hyperbolic conserva-
tion laws. The core of the method is a space-time splitting of adjoint error
representations for target functionals due to Su¨li [47] and Hartmann [29]. It
provides an efficient choice of timesteps for implicit computations of weakly
instationary flows. The timestep will be very large in regions of stationary
flow, and become small when a perturbation enters the flow field. Besides
using adjoint techniques which are already well-established, we also add
a new ingredient which simplifies the computation of the dual problem.
Due to Galerkin orthogonality, the dual solution ϕ does not enter the error
representation as such. Instead, the relevant term is the difference of the
dual solution and its projection to the finite element space, i.e. ϕ − ϕh.
We can show that it is therefore sufficient to compute the spatial gradient
of the dual solution, w = ∇ϕ. This gradient satisfies a conservation law
instead of a transport equation, and it can therefore be computed with the
same algorithm as the forward problem, and in the same finite element
space. For this new conservative approach we will derive boundary condi-
tions. First we demonstrate the capabilities of the approach for a weakly
instationary test problem for scalar, 1D conservation laws. Then we extend
the computations to the 2D Euler equations, where we couple the adap-
tive time-stepping with spatial adaptation. For the spatial adaptation, we
use a multiscale-based strategy developed by Mu¨ller [38], which we com-
bine with the time adaptive method. The combined space-time adaptive
method provides an efficient choice of timesteps for implicit computations
of weakly instationary flows. The timestep will be very large in regions
of stationary flow, and becomes small when a perturbation enters the flow
field. The efficiency of the solver is investigated by means of an unsteady
inviscid 2D flow over a bump.
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1 Introduction
Today, there is broad consensus that the numerical solution of compress-
ible flow equations requires a highly resolved spatial mesh to accurately
simulate the different scales of the flow field and its boundaries. Adaptive
grid methods can significantly improve the efficiency by concentrating cells
only where they are most required, while reducing storage requirements as
well as the computational time. There has been a tremendous amount of
research designing, analyzing and implementing codes which are adaptive
in space, see e.g. [5, 9, 34, 38, 40] and references therein.
Our interest is in timestep adaptation. For stationary problems, adaptive
timesteps are commonplace, and they are heavily built upon the fact that
time-accuracy or time synchronization is not needed. On the other hand,
for fully instationary flows, explicit algorithms whose timestep is governed
by the CFL restriction of at most unity are the method of choice. In [45],
we began to explore one of the remaining gaps, namely weakly instationary
flows. These flows are the flows of the present thesis on which we will focus
in the following. In fact, many real world applications, like transonic flight,
are perturbations of stationary flows. While time accuracy is still needed
to study phenomena like aero-elastic interactions, large timesteps may be
possible when the perturbations have passed.
For explicit calculations of instationary solutions to hyperbolic conser-
vation laws, the timestep is dictated by the CFL condition due to Courant,
Friedrichs and Lewy [14], which requires that the numerical speed of prop-
agation should be at least as large as the physical speed. For implicit
schemes, the CFL condition does not provide a restriction, since the nu-
merical speed of propagation is infinite. Depending on the equations and
the implicit scheme, restrictions may come in via the stiffness of the re-
sulting nonlinear problem. These restrictions are usually not as strict as
in the explicit case, where the CFL number should be below unity. For
implicit calculations, CFL numbers of much larger than one may well be
possible. Therefore, it is a serious question how large the timestep, i.e. the
CFL number, should be chosen for weakly instationary flows considered in
11
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this thesis.
1.1 Previous work
We are particularly interested in timestep control based upon computable,
a-posteriori error estimates. For ordinary differential equations, timestep
control is commonplace [26], and some authors have applied such methods
directly to semidiscrete methods for partial differential equations based on
formal, ad-hoc estimates, see e.g. [23, 16, 15]. A more rigorous approach
was presented by Kro¨ner and Ohlberger [34, 40], who based their space-
time adaptivity upon L1-estimates, using Kuznetsov type estimates for
scalar conservation laws.
Our prime interest is in systems of conservation laws, for which no L1
theory exists. Lacking such global information, we may still extract im-
portant knowledge of some target functionals from the computation. The
tool to do this is adjoint error control.
In [18, 19, 20, 21, 22], Eriksson and Johnson developed space-time adap-
tive methods for parabolic PDE’s. These a-posteriori error estimates re-
quire the solution of an adjoint problem. A space-time projection of the
adjoint solution allows to consider spatial and temporal error separately.
They closed the error estimates by an a-priori bound on the dual solu-
tion. In [47, 48], Su¨li and Houston developed an analogous approach for
hyperbolic transport equations.
The work of Eriksson and Johnson has been extended by many authors,
see, for example, the review articles of Becker and Rannacher [3, 4] and
of Hoffman and Johnson [32]. We would also like to mention that we
learned a lot about these developments from the unpublished thesis of Ralf
Hartmann [29]. Instead of relying upon an (usually pessimistic) a-priori
error estimate for the adjoint solution, Hartmann and others [30, 31, 48]
computed the adjoint solution and hence obtained an (in principle exact)
error representation.
More recently these methods have also been developed for hyperbolic
problems by Barth, Hartmann, Houston, Giles, Su¨li, Schwab and others.
An excellent collection of review papers may be found in [1].
The present thesis simplifies and extends adjoint timestep control, ap-
plies it to meaningful examples and attempts to assess its efficiency.
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1.2 Adjoint timestep control
Let us briefly summarize the space-time splitting of the adjoint error rep-
resentation, see [18, 19, 20, 21, 22, 3, 47, 29] for details. The error repre-
sentation expresses the error in a target functional as a scalar product of
the finite element residual with the dual solution. This error representation
is decomposed into separate spatial and temporal components. The spa-
tial part decreases under refinement of the spatial grid, and the temporal
part under refinement of the timestep. Technically, this decomposition is
achieved by inserting an additional projection. Usually, in the error repre-
sentation, one subtracts from the dual solution its projection onto space-
time polynomials. Additionally we also insert the projection of the dual
solution onto polynomials in time having values which are H1-functions
with respect to space.
This splitting can be used to develop a strategy for a local choice of
timestep. Here we extend the results in [47, 29] by studying weakly in-
stationary solutions to Burgers’ equation and to 2D Euler equations, for
which the timestep will be very large (and we will quantify this) in regions
of stationary flow, and become small when a perturbation enters the flow
field.
Besides applying adjoint techniques which are already well-established
to new test problems, we also use a new ingredient which simplifies and
accelerates the computation of the dual problem. Due to Galerkin orthog-
onality, the dual solution ϕ does not enter the error representation as such.
Instead, the relevant term is the difference of the dual solution and its
projection to the finite element space, i.e. ϕ− ϕh. We can show that it is
therefore sufficient to compute the spatial gradient of the dual solution, i.e.
w = ∇ϕ. This gradient satisfies a conservation law instead of a transport
equation, and it can therefore be computed with the same algorithm as the
forward problem, and in the same finite element space.
A key difficulty is to formulate boundary conditions for the gradient
w = ∇ϕ instead of ϕ. Generally the boundary conditions for the dual
problem come from the weighting functions of the target functional, e.g.
lift or drag. To formulate boundary conditions for w which are compatible
with the target functional, one has to lift the well-established techniques
of characteristic decompositions from the dual solution to its gradient. We
will present details on that in Section 3.4.
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1.3 Burgers’ equation on uniform grids
We first develop our strategy for a test case in Section 5. Since we focus on
timestep adaptation we will use uniformly refined meshes in space. Start-
ing with a very coarse spatial mesh and CFL below unity, we establish
sequences of timesteps which are well adapted to the physical problem at
hand. The scheme detects stationary regions, where it switches to very
high CFL numbers, but reduces the time steps appropriately as soon as a
perturbation enters the flow field.
Depending on the CFL number and the costs of the nonlinear solver, the
adaptive scheme chooses either explicit or implicit timesteps. For reasons
of efficiency, very small timesteps, i.e. CFL  1 may be merged into a
single step. This strategy is presented in detail in Section 4.
Once we arrive at the fine spatial mesh, on which we really want to
compute and where most of the work is being done, we already work with
a very efficient timestep sequence.
1.4 2D gas dynamics on adaptive spatial grids
Ultimately, the novel timestep adaptation will become a building block of
an aerodynamic and aeroelastic solver which is currently being developed
by the SFB 401 research group at RWTH Aachen [7]. In that solver,
multiscale analysis is used to compress data, coarsen and refine the spatial
grid. Timestepping for instationary problems is done by a method of lines
approach, using explicit or implicit Runge-Kutta schemes. The latter is,
of course, a standard set-up used for aerodynamic, or conservation law,
solvers.
In the aerodynamical applications which we have in mind, it is necessary
to resolve many different features of the flow, more than can be controlled
by a small number of functionals like drag and lift. Therefore, an adaptive
monitoring of the complete flow field, as done by the multiscale analysis,
is very desirable.
For this purpose, numerical schemes have been discussed or are under
current investigation that aim at adapting the spatial grid to the local
behavior of the flow field. In the early 90’s Harten [27] proposed to use
multiresolution techniques in the context of finite volume schemes applied
to hyperbolic conservation laws. He employed these techniques to trans-
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form the arrays of cell averages associated with any given finite volume
discretization into a different format that reveals insight into the local be-
havior of the solution. The cell averages on a given highest level of resolu-
tion (reference mesh) are represented as cell averages on some coarse level,
where the fine scale information is encoded in arrays of detail coefficients
of ascending resolution.
In Harten’s original approach, the multiresolution analysis [28] is used
to control a hybrid flux computation by which computational time for the
flux computation can be saved, whereas the overall computational com-
plexity is not reduced but still stays proportional to the number of cells
on the uniformly fine reference mesh. Opposite to this strategy, threshold
techniques are applied to the multiresolution decomposition in [25, 38, 13]
where detail coefficients below a threshold value are discarded. By means
of the remaining significant details a locally refined mesh is determined
whose complexity is significantly reduced in comparison to the underlying
reference mesh. We will use this approach for the local adaptation in space.
These techniques have been applied successfully to the Euler equations [7].
In Section 6 we will then investigate weakly instationary solutions to the
2D Euler equations. We are interested to combine the multiscale-based
grid adaptation with adjoint techniques to efficiently solve instationary
problems. The advantage of this space adaptive method is that it also
provides an efficient break condition for the Newton iteration in the implicit
time integration, see Section 4.1.3.
1.5 Outline of the thesis
The thesis is organized as follows: in Section 2 we review the theoretical
background for our adaptive timestep control: Discontinuous Galerkin and
Finite Volume methods.
The adjoint error control is presented in Section 3. The new conservative
approach for solving the dual problem is presented in Section 3.2, followed
by the space-time splitting of the error representation in Section 3.3. Sec-
tion 3.4 is about the boundary conditions of the forward problem, the dual
problem and the conservative dual problem.
In Section 4 we define our space-time adaptive strategy. We will spec-
ify some details on the time-adaptive concept and the spatial adaptation,
where we employ multiresolution techniques.
15
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Then we show a test case in Section 5, where we apply the adaptive
method to compute perturbations of a stationary shock of Burgers’ equa-
tion.
In Section 6 we start with a brief description of the fluid equations.
Then results of a instationary 2D Euler transonic flow around a circular
arc bump in a channel are presented to illustrate the efficiency of the space-
time-adaptive scheme.
Some first results on the piston problem, a prototype of a fluid-structure-
interaction problem, is presented in Section 7.
Concluding remarks are drawn in Section 8, where we also state some
open questions.
Additionally in the Appendix A we present Discontinuous Galerkin meth-
ods for time discretisations, and recall some well-known properties of the
Euler equations in Appendix B and C.
16
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Galerkin approximation
In this section we review the theoretical background for our adaptive time-
step control. Multidimensional compressible flows are modelled by nonlin-
ear conservation laws. We present Discontinuous Galerkin methods (DG)
and finite volume methods (FV) for hyperbolic conservation laws; these
methods imply a global and a local conservation property. Space and time
discretizations are presented in detail.
The DG method is locally conservative. The first order DG method,
which is based on piecewise constant ansatz and test functions, is equivalent
to a first order finite volume method. Increasing the polynomial degree p
of the ansatz and test functions to piecewise polynomials will lead to the
DG(p) methods. Later on we will only use finite volume methods. Since the
concepts of the error representations originate from the context of Galerkin
methods, we will present DG methods as well, but not in detail.
2.1 Model problem
Let D be an open connected subset of Rd, d ≥ 1, let I := (0, T ) be the
time interval and let Ω := D× I be the space-time domain, with boundary
Γ and outside unit normal ν. We consider the system
∂tU +∇ · f(U) = 0 in Ω, (2.1)
P− · (fν(U)− g) = 0 on Γ, (2.2)
where U = (u1, . . . , um)T : Ω → Rd, m ≥ 1 is the vector of conserva-
tive variables and f(U) = (f1(U), . . . , fd(U)) the flux matrix, with fi ∈
C1(Rm,Rm), i = 1, . . . , d the i-th coordinate direction.
We denote by
fν(U) := (f(U), U) · ν
17
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the flux in direction ν. Then P− ·fν is the projection onto the eigenvectors
of fν corresponding to the incoming waves determined by the projection
matrix P−. The function g is a given real-valued vector function. Roughly
speaken equation (2.2) prescribes the flux in the direction ν across the
inflow boundaries. Note that (2.2) includes initial data, sinceD×{0} ⊂ Γ−,
and fν(U(x, 0)) = U(x, 0), where Γ− denotes the inflow boundary. Further
details concerning the boundary conditions can be found in Section 3.4.2
where we also treat the boundary conditions for the dual problem.
Recall that (2.1) is called hyperbolic if
A(U, n) :=
d∑
i=1
niAi(U) :=
d∑
i=1
ni∇Ufi(U)
has m real eigenvalues and a complete set of linearly independent eigen-
vectors for all directions n = (n1, . . . , nd) ∈ Rd \ {0}. Here Ai(U) denotes
the Jacobi matrix of the fluxes fi(U), for i = 1, . . . , d.
2.2 Discontinuous Galerkin and finite volume
methods
Let us define a partition of our time interval I into subintervals In =
(tn−1, tn), where
0 = t0 < t1 < . . . < tn < . . . < tN = T.
The time discretization parameter k is defined as the piecewise constant
function:
k|In = kn = tn − tn−1 for n = 1, . . . , N.
Later on this partition will be defined automatically by the adaptive algo-
rithm. Furthermore we define a regular polygonal spatial grid TD =
⋃
j Vj
such that D =
⋃
j Vj . We denote the corresponding space time prisms by
Ωnj := Vj × In,
and their boundaries by
Γnj := ∂Ω
n
j . (2.3)
18
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For future reference, we denote the outward unit normal vector to Ωnj by
νnj or simply ν. Thus we have constructed a subdivision
TΩ =
⋃
j,n
Ωnj
of the computational domain Ω. The spatial discretization TD can change
adaptively from timestep to timestep, and for each fixed time interval In,
the timestep is global, i.e. it is the same for all spatial cells Vj .
x
t
Ωnj
tn
tn−1
Remark 1 For simplicity we restrict our presentation to global timesteps,
since we want to apply our time-adaptive strategy to standard Runge-Kutta
finite volume methods and Runge-Kutta Discontinuous Galerkin methods.
The technique developed here might well be combined with local timesteps,
as in [39].
On this grid we define the following function spaces: First, let Sh(Ω) be
the mesh dependent broken space of discontinuous piecewise H1-functions
defined on TΩ,i.e.
Sh(Ω) :=
{
U | U|Ωn
j
∈ H1(Ωnj ), ∀Ωnj ∈ TΩ
}
.
Furthermore we denote by Ss,rh (Ω) the (locally) finite dimensional space
consisting of discontinuous piecewise polynomial functions of degree s in
space and r in time defined on TΩ, i.e.
19
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Ss,rh (Ω) :=
{
Uh | Uh|Ωnj ∈ Ps,r(Ωnj ) ∀Ωnj ∈ TΩ
}
,
where Pr(In) denotes the space of polynomials of degree r on In and Ps(Vj)
the space of polynomials of degree s on Vj and Ps,r(Ωnj ) = Ps(Vj)×Pr(In)
the space of polynomials of degree s on Vj and r on In. Given a cell Ωnj
and a point (x, t) ∈ Γnj , we define the inner U+ and outer U− limit of a
function U ∈ Sh(Ω) via
U±(x, t) := lim
δ↘0+
δ↗0−
U((x, t)− δνnj ). (2.4)
Defining the DG method for nonlinear conservation laws, whose solutions
in general contain shock waves, requires a careful application of the theory
of weak solutions for (2.1), which states that for a weak solution U and a
continuously differentiable test functions v,
−(U, ∂tv)Ωnj − (f(U),∇v)Ωnj + (fν(U), v)Γnj = 0 ∀j, n.
Thus we have to define the normal flux fν(U) at the cell boundaries, where
the approximate solution Uh is discontinuous. This can be done with the
help of numerical flux functions, which we denote by Fν . So suppose that
(x, t) ∈ Γnj \ Γ is contained in an interior edge. If (x, t) ∈ ∂Vj × In, so that
the normal points into the spatial direction, then the canonical choice for
fν is an approximate Riemann solver
Fν := f(U+h , U
−
h , nj), (2.5)
where nj is the outer normal to Vj (i.e. νnj = (nj , 0)). We require that the
numerical flux Fν is consistent and conservative in the sense of Lax [36].
In the Section 5 and 6 we consider the local Lax-Friedrichs, the Engquist-
Osher and the Roe flux function in space direction.
At the boundaries of the domain the numerical flux is replaced by appro-
priate boundary conditions. For further details on the numerical fluxes at
the boundary we refer to Section 3.4.
If, on the other hand, (x, t) ∈ Vj × ∂In, so that the normal points into the
time direction, i.e. ν = (0, 1) and fν(U) = U , then we simply require that
20
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Fν is a convex combination of Uh(x, t±). More specifically, suppose that
t = tn. Then we set
Fν := U∗h(x, tn) := (1− θ)Uh(x, t+n ) + θUh(x, t−n ) (2.6)
for some value θ ∈ [0, 1]. Different values of θ will yield different time
discretisations, e.g. explicit Euler for θ = 0 and implicit Euler for θ = 1, if
we work with piecewise constant ansatz functions. We will discuss this in
detail in Appendix A.
Furthermore let N(i) be the set of cells that have a common edge with the
cell i, ∂Vi the boundary of the cell Vi and for j ∈ N(i) let Γij := ∂Vi ∩ ∂Vj
be the interface between the cells i and j and nij the outer normal to
Γij corresponding to cell i. Moreover to make sure, that constant flow
fields are preserved we assume that the geometric consistency condition∑
j∈N(i) |Γij |nij = 0 holds.
In the following definition we simply state the resulting DG(s, r) method,
which we obtain after summing over all elements Ωnj . This method is
discontinuous both in space and time. This definition is very similar to
those in [2, 10, 30, 48] and the references therein.
Definition 2 (i) The abstract semilinear form N : Sh(Ω) × H1(Ω) → R
is given by
N (Uh, vh) :=
∑
j,n
{
(∂tUh +∇ · f(Uh), vh)Ωnj + (Fν − fν(U+h ), v+h )∂Ωnj
}
.
(2.7)
(ii) The DG(s, r) finite element method for the system of hyperbolic con-
servation laws (2.2) is defined as follows: Find Uh ∈ Ss,rh (Ω), such that
N (Uh, vh) = 0 ∀vh ∈ Ss,rh (Ω). (2.8)
When using higher order DG approximations, i.e. s, r > 0 spurious oscil-
lations may occur. Therefore some nonlinear dissipation terms or artificial
viscosity have to be added, see [11]. Since we will focus on finite volume
methods, we will not present details on that.
As usual, the variational formulation (2.7), (2.8) can be exploited as fol-
lows: Given Uh ∈ Sh(Ω), then N (Uh, ·) is a linear functional on Sh(Ω).
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Thus it can be represented by an element of Sh(Ω), which we call R(Uh),
the residual. In the interior of a cell Ωnj we introduce the cell residual
Rh := ∂tUh +∇f(Uh) (2.9)
and on the boundaries Γnj the edge residual
rh := Fν − fν(U+h ). (2.10)
Then (2.7) can be rewritten as
N (Uh, vh) =
∑
j,n
{
(Rh, vh)Ωnj + (rh, v
+
h )∂Ωnj
}
=: (R(Uh), vh). (2.11)
The DG(s, r) solution Uh ∈ Ss,rh (Ω) of (2.8) is now given by
(R(Uh), vh) = 0 ∀vh ∈ Ss,rh (Ω), (2.12)
which is the classical Galerkin orthogonality: the residual R(Uh) is orthog-
onal to the test space Ss,rh (Ω).
In the following, we mostly work with the DG(0, 0) method, both in its
explicit (θ = 0) and implicit (θ = 1) form. The DG(0,0) method is equiv-
alent to a first order accurate finite volume scheme, using the explicit or
implicit Euler scheme for the time integration.
In [2], Barth and Larson derive a weak formulation of the form (2.12) for
higher oder accurate finite volume schemes. We will present some details
on that in Section 2.2.1.
Therefore, the techniques presented in this thesis can be applied to finite
volume and Discontinuous Galerkin methods.
2.2.1 Finite volume methods
In this Section we recall the relationship between higher order finite volume
methods and Discontinuous Galerkin methods. A detailed presentation
may be found in [2].
One can always write a finite volume method in the form
Un+1h = A · E ·R0p(Unh ),
22
2.2 Discontinuous Galerkin and finite volume methods
with ATj being the cell averaging operator on cell Tj , i.e.
ATjUh =
1
|Tj |
∫
Tj
Uhdx,
and E the evolution operator for the PDE. The operator R0p is the re-
construction operator, which produces a cell-wise discontinuous p-th order
polynomial approximation from the given cell averages, with the property
If v = R0p(Uh) then Uh = Av.
where Uh ∈ S0,0h is a piecewise constant function. If this reconstruction still
preserves the meanvalue of the function, the method may be interpreted
as a Discontinuous Galerkin method of first order. Using this notation we
can write the higher order finite volume scheme
N (R0pUh, v) = 0.
Discontinuous Galerkin methods in time can be interpreted as a time-
stepping scheme, due to the fact that the functions in the test space are
discontinuous. For details see Appendix A.
23
2 Finite volume and Discontinuous Galerkin approximation
24
3 A-posteriori error representation
An accurate numerical solution to multidimensional flows requires to use
locally adapted meshes. In many adaptation strategies refining and coars-
ening is based on an ad hoc criterion, such as the gradient. In this section
we will present error representations which will be used for local adapta-
tion. These error representations hold for DG and FV methods.
3.1 The dual problem
We will derive error estimates in functionals J(U) of the solution U , such
as lift or drag. The error representation will give local error terms, i.e.
J(U)− Jh(Uh) =
∑
j,n
ηj,n.
These error terms require the knowledge of a dual solution. The dual
solution traces back the domain of influence corresponding to the target
functional. The support of the dual solution affects the value of the func-
tional and the error.
The first approaches to use these error representations just apply the
Cauchy-Schwarz-Inequality and then a-priori estimates to the dual solution
see [18, 19, 20, 21]. This approach leads to a global a-priori estimation and
gives an overestimation of the error. More recently the dual solution was
computed, which gives a more local estimate of the error. In this section
we define the class of target functionals treated in this thesis, state the
corresponding adjoint problem and recall the classical error representation
which we will later use for adaptive timestep control.
Our objective is to estimate the error in a user specified functional J(U),
which can be expressed as a sum of weighted integrals over the domain Ω
and the outflow boundary Γ+. Typical examples of such functionals are
the lift or the drag of a body immersed into a fluid.
25
3 A-posteriori error representation
To simplify matters we first consider functionals of the following form:
J(U) = (U,ψ)Ω − (P+ · fν(U), ψΓ)Γ, (3.1)
for the exact solution U , and
Jh(Uh) = (Uh, ψ)Ω − (P+ · Fν(U+h , U−h ), ψΓ)Γ, (3.2)
for an approximate solution Uh.
Lemma 3 If Uh is a weak solution of (2.1), which fullfills the Rankine-
Hugoniot condition, and Fν is exact for shocks, then J(Uh) = Jh(Uh).
Note that the Roe flux is exact for shocks, but not the Lax-Friedrichs flux.
Here ψ and ψΓ are prescribed weighting functions in the interior of the
domain Ω and on the boundary Γ.
Our goal is to control the error
J(U)− Jh(Uh).
In order to derive the classical error representation one linearizes the evo-
lution equation satisfied by the error U − Uh and works with the adjoint
equation of the linearized error equation. Thus we introduce an approxi-
mate Jacobian f¯ ′ of f by
f¯ ′(U ;Uh) :=
1∫
0
d
dτ
f(Uh + τ(U − Uh))dτ. (3.3)
Note that
f(U)− f(Uh) = f¯ ′(U ;Uh)(U − Uh). (3.4)
In practice we linearize around the approximate solution, see Section 3.4.1,
equation (3.27).
A direct calculation yields the following theorem:
Theorem 4 Suppose that U is a weak solution of (2.1) and that ϕ ∈
H1(Ω) solves the adjoint problem
P¯T+ · (ϕ− ψΓ) = 0 on Γ, (3.5)
∂tϕ+ f¯ ′(U ;Uh)T∇ϕ = ψ in Ω. (3.6)
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Then for all ϕh ∈ Ss,rh (Ω), the error in the target functional satisfies
J(U)− Jh(Uh) = (R(Uh), ϕ− ϕh). (3.7)
For the adjoint problem (3.5) and (3.6) the role of time is reversed and
hence P¯T+ plays the role of P− in (2.2). Here ψΓ is the weighting function
in the functional (3.1). We will present details on the boundary conditions
for the dual problem in Section 3.4. Note that the right-hand side in (3.7)
depends on the solution U because ϕ is the solution of (3.6).
Identity (3.7) is the error representation which we discussed in the in-
troduction and onto which we are going to base our adaptive strategy. By
definition (2.9) - (2.11) of the residual R(Uh), the error representation may
be decomposed as a sum over the cells and edges of inner products of the
local residuals with the solution of our dual problem.
Proof of Theorem 4
Using the definition of the residual term R(Uh) in equation (2.11) gives
(R(Uh), ϕ) =
∑
j,n
{(∂tUh +∇f(Uh), ϕ)Ωnj + (Fν(U+h , U−h )− fν(U+h ), ϕ+)Γnj }.
Now partial integration and adding a weak formulation of equation (2.1)
leads to
=
∑
j,n
{ − (Uh, ϕt)Ωnj − (f(Uh),∇ϕ)Ωnj + (fν(U+h ), ϕ+)Γnj
+ (Fν(U+h , U
−
h )− fν(U+h ), ϕ+)Γnj }
−
∑
j,n
{ − (U,ϕt)Ωnj − (f(U),∇ϕ)Ωnj + (fν(U+), ϕ+)Γnj }. (3.8)
Then we replace f(U)− f(Uh) using the identity (3.4), i.e.
=
∑
j,n
{(U − Uh, ϕt)Ωnj + (f¯ ′n(U,Uh)(U − Uh),∇ϕ)Ωnj
+ (Fν(U+h , U
−
h )− fν(U+), ϕ+)Γnj }. (3.9)
Since ϕ ∈ H1 has an L2-continuous trace at the boundaries of the cells,
and due to the conservation property of the numerical fluxes Fν(U+h , U
−
h ),
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therefore the sum ∑
j,n
{(Fν(U+h , U−h )− fν(U+), ϕ+)Γnj } (3.10)
vanishes in the interior of the domain. Then (3.9) leads to
(R(Uh), ϕ) =
∑
j,n
{(U − Uh, ϕt)Ωnj + (f¯ ′n(U,Uh)(U − Uh),∇ϕ)Ωnj
+ (Fν(U+h , U
−
h )− fν(U+), ϕ+)Γnj ∩Γ}. (3.11)
Finally we split the fluxes at the boundary into their inflow and outflow
components,
=
∑
j,n
{(U − Uh, ϕt + f¯ ′n(U,Uh)T∇ϕ)Ωnj
+ (P−(Fν(U+h , U
−
h )− fν(U+)), ϕ+)Γnj ∩Γ
+ (P+(Fν(U+h , U
−
h )− fν(U+)), ϕ+)Γnj ∩Γ}. (3.12)
At the boundary ∂Ω of the domain we assume for the forward problem
that the inflow fluxes are computed exactly by the numerical flux function,
i.e. Fν(U+h , U
−
h ) = fν(U). Then equation (3.12) leads to J(U)− Jh(Uh), if
we assume the dual problem and its boundary condition as defined in (3.5)
and (3.6).
Due to Galerkin orthogonality (2.12), we can subtract an arbitrary test
function ϕh, which is very useful when we derive local error estimates later
on.

Remark 5 Since we linearize the forward problem around the numerical
solution in the numerical examples, we will also assume that the solution U
and the numerical solution Uh have the ”same” boundary conditions. That
means that the decomposition at the boundary into inflow/outflow resp.
subsonic, supersonic boundaries of the solution U and Uh is the same.
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3.1.1 Well-posedness of the dual problem
In [49] Tadmor proves the well-posedness of the adjoint problem (3.5) –
(3.6) for scalar, convex, one-dimensional conservation laws. The key obser-
vation is that, if the forward solution U has jump discontinuities, then due
to the entropy condition the jump of the transport coefficient f¯ ′(U ;Uh) has
a distinct sign. This makes it possible to follow the characteristics of the
adjoint problem backwards in time.
Wellposedness of the adjoint problem for nonlinear systems of conservation
laws is still an open problem. We will consider the dual problems to scalar
equations and systems of equations in one and two space dimensions. In
general the dual problems are of the form
ϕt +ATϕx = ψ in Ω,
P¯T+ · (ϕ− ψΓ) = 0 on Γ.
in the one-dimensional case and
ϕt +ATϕx +BTϕy = ψ in Ω,
P¯T+ · (ϕ− ψΓ) = 0 on Γ.
in the two dimensional case. The function ψ, the function ψΓ at the bound-
ary and the initial data ψΓ(T ) at time t = T respectively, are given via
the weighting functions in the functional J(U). The matrices A and B
are the linearizations of the Jacobian of the flux function of the forward
problem, see equation (3.3). In the next section we will give some examples
of functionals and the corresponding dual problems.
3.1.2 Examples of dual problems and target functionals
In this section we will present some target functionals, in which the error
of the solution may be controlled. They are for example physically relevant
quantities, like lift or drag. Weighting functions on the domain will give
the right hand side of the dual problem, while weighting functions at the
boundary are more difficult to handle. Since they will give boundary data
for the dual problem, one has to be carefully to get a well-posed problem.
The objective later is to control the error in these functionals. A func-
tional of the solution can be expressed as a weighted integration over the
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computational domain Ω, i.e.
J(U) =
∫
Ω
ψM(U)dx
or a weighted integration over the boundary Γ, i.e.
J(U) =
∫
Γ
ψΓM(U)ds,
with ψ and ψΓ are user specified weighting function and M(U) a function
(e.g. the outflow flux) of the solution U . In practice we consider:
Outflow functional.
J(U) =
∫
Γ
ψP+Udx
with weighting function ψ ∈ L2(Γ+). This functional gives a weighted
normal flux through the outflow boundary Γ+.
Drag and Lift.
Jdrag(U) =
2
l¯ρ¯|v¯|2
∫
S
(ψd · n)p ds, Jlift(U) = 2
l¯ρ¯|v¯|2
∫
S
(ψl · n)p ds.
Here S denotes the surface of the airfoil, l¯ the chord length, v¯ and ρ¯ the
reference/freestream velocity and density, and α the angle of attack with
ψd =
(
cos(α) -sin(α)
sin(α) cos(α)
)(
1
0
)
, ψl =
(
cos(α) -sin(α)
sin(α) cos(α)
)(
0
1
)
.
Note that both functionals are nonlinear, since p is not a conservative
variable. Later on we will consider the pressure distribution in normal
direction on a bump. Since the boundary is a reflecting boundary, we will
get p easily from the fluxes across the boundary. In Example 6 we will
consider the normal force component exerted on the channel walls.
Mollified pointwise functional.
Here Jε defines a functional which is a smooth approximation to a func-
tional which measures a point value of the solution u
Jε =
∫
Ω
Uψx0,εdx,
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where
ψx0,ε := ε
−dΨ((x− x0)/ε)
with Ψ a nonnegative function of mass one, which is zero outside the unit
ball.
For |ε| → 0 the functional is the pointvalue ∫ δx0UdS = U(x0) where δx0
denotes the δ-distribution at the point x0.
Remark 6 There are some functionals, which do not give meaningful in-
formation, e.g. J(U) =
∫
Ω
U is satisfied by all FV schemes, due to the
conservation property of finite volume methods. Based on that fact one has
to be sure that the functional chosen is not too similar to the mean value.
Another property of the functional which affects the quality is symmetry:
One has to take special care of cancellation of errors, e.g. if the problem is
perfectly symmetric.
Remark 7 We can also take combinations of these functionals, but it is
often not clear, how to handle the weighting of several functionals. For
example, if we want to measure the pressure and the density, there are
naturally many orders of magnitude between these quantities. Therefore it
is not clear how to choose the weighting.
3.2 A conservative form of the dual problem
The error representation (3.7) assumes that the exact solution ϕ of the
dual problem (3.6) is available. This is, of course, not the case. All we can
do is to compute an approximation ϕ] of ϕ. An important decision is the
choice of an appropriate space S] in which the approximation ϕ] should
be. If we choose S] ⊆ Ss,rh , then - due to Galerkin orthogonality of the
residual - the error representation (3.7) would return zero. Therefore, S]
should not be contained in Ss,rh .
There are essentially three approaches in the literature for the computa-
tion of an approximate solution to the dual problem.
• The first approach is to keep the polynomial degrees r and s fixed, but
compute the solution to the dual problem on a finer grid TVj ⊂ TVj+1 .
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• The second approach is to compute the dual solution using higher
order finite elements and using projections to get ϕh:
Compute: ϕ] ∈ Ss+1,r+1h (Ω)  ϕh := Πϕ],
where Π is the projection from the higher order finite element space
onto the test space Ss,rh (Ω).
• The third way is to compute a solution in the test space of the forward
problem, which means to use the same order finite elements, and then
do a higher order reconstruction R:
Compute: ϕh ∈ Ss,rh (Ω)  ϕ] := Rϕh
In the following, we describe a fourth approach, which avoids to approx-
imate ϕ at all. Instead, we approximate the spatial gradient ∇xϕ. The
remarkable fact is that this gradient satisfies a conservation law instead of a
nonlinear transport equation, whose numerical approximation is therefore
very robust in the presence of shocks. We limit our presentation to first
order schemes in one space dimension. Our approach can be applied to the
dual problem, if the forward problem is approximated by a first order DG
method, or a finite volume method. The backward problem can then be
computed by the same method as the forward problem. The generalization
of our ansatz to higher order schemes is relatively straightforward in one
space dimension.
Let us look at the details: Due to Galerkin orthogonality, the dual solu-
tion ϕ does not enter the error representation as such. Instead, the relevant
term is the difference of the dual solution and its projection to the finite
element space, i.e. ϕ−ϕh. Using one of the three methods described above,
one needs additional degrees of freedom to compute an approximation ϕ
to the dual problem, and some computed information will never be used,
since only the difference ϕ− ϕh enters the error representation. Therefore
we suggest to compute the spatial gradient of the dual solution.
To illustrate our approach, we assume that ϕh is the piecewise constant
function satisfying
ϕh(x, t) ≡ ϕ(x0, t0) for (x, t) ∈ Vj × In,
for some given point (x0, t0) ∈ Vj × In (e.g. the midpoint). Expanding ϕ
in the neighborhood of (x0, t0), i.e.
ϕ(x, t) = ϕ(x0, t0) + (x− x0)∇xϕ(x0, t0) + (t− t0)∂tϕ(x0, t0) +O(h2 + k2),
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and using the adjoint equation (3.6), we obtain that
ϕ− ϕh(x, t)
= (x− x0)∇xϕ(x0, t0) + (t− t0)∂tϕ(x0, t0) +O(h2 + k2)
= (x− x0)∇xϕ(x0, t0) + (t− t0)(ψ − f¯ ′(U ;Uh)T∇xϕ(x0, t0)) +O(h2 + k2)
= (t− t0)ψ + [(x− x0)− (t− t0)f¯ ′(U ;Uh)T ]∇xϕ(x0, t0) +O(h2 + k2).
Since ψ and f¯ ′(U ;Uh) are assumed to be known, the only unknown function
is ∇xϕ(x0, t0). In order to derive the differential equation which is satisfied
by ∇xϕ, we differentiate the adjoint equation (3.6), i.e.
P¯T+ · (ϕ− ψΓ) = 0 on Γ,
∂tϕ+ f¯ ′(U ;Uh)∇xϕ = ψ in Ω,
with respect to x and obtain
PT+ · (H −HΓ) = 0 on Γ, (3.13)
∂tw +∇x(f¯ ′(U ;Uh)w) = ∇xψ in Ω, (3.14)
where w := ∇xϕ, and H := f¯ ′(U ;Uh)w. The boundary condition (3.13)
will be explained in detail in Section 3.4.
Therefore it is not necessary to compute the approximations ϕ] and ϕh
of ϕ, instead it is sufficient to compute an approximation w] ∈ Ss,rh (Ω) of
∇xϕ.
Remark 8 It is striking to note that the gradient w = ∇xϕ actually satis-
fies a conservation law, (3.13)-(3.14), instead of a linear transport equation,
(3.5)-(3.6). Therefore, w] can be computed with the same algorithm as the
forward problem, and in the same finite element space. This leads to an
efficient and robust solver: For discontinuous f¯ ′(U ;Uh), finite difference
schemes for (3.5)-(3.6) may suffer from serious stability problems. Due to
their upwind nature, finite volume schemes for the conservation law (3.13)-
(3.14) handle discontinuous coefficients easily.
Remark 9 The new dual approach can be applied directly to dual problems
in the finite volume context. This means that ∇xϕ has to be computed in
S0,0h (Ω).
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If we apply the approach to problems in two or more space dimension,
then we have to take care, that the vector field, which we compute is irro-
tational. We will have a look at that point in Section 3.2.1.
For higher order methods it is still not clear how the projections in the
space-time-splitting work with this ansatz.
We will use this new approach in the numerical examples in Section 5
and Section 6.
3.2.1 Rotation-invariance of the dual solution in two space
dimensions
In this section we will study the discretization of the gradient of the dual
problem in two space dimensions. We will discretize the initial data of the
conservative dual problem at t = T .(
w1(x, T )
w2(x, T )
)
:= ∇ϕ(x, T )
on the grid depicted in Figure 3.1.
Note that since w is a gradient field, it is rotation-free
∇× w = ∇× (∇ϕ) = 0. (3.15)
Conversely, one can integrate a vector field w to recover ϕ if and only if
w is rotation-free. Therefore, we would like to ensure that the numerical
scheme produces a vector field wi,j which is approximately rotation-free.
We will show, that if we use a first order finite volume method for the
system
wt +∇g(w) = 0,
with
g(w) =
(
g11 g12
g21 g22
)
(w) =
(
H(w) 0
0 H(w)
)
the production of rotation is of higher order. This is the same system as
in (3.6), now written in components for the two dimensional case. We will
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(i, j − 1)
(i+ 1, j)
(i, j + 2) (i+ 1, j + 2)
(i+ 1, j + 1)
(i+ 1, j − 1)
(i− 1, j + 1)
(i+ 2, j)
(i+ 2, j + 1)
(i− 1, j) (i, j)
(i, j + 1)
li,j
Figure 3.1: 2D grid for discretization of the dual problem and the loop lpi,j
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approximate the conservative dual problem, using a finite volume method
wn+11,i,j = w
n
1,i,j − λ(G1,1i,j −G1,1i+1,j +G1,2i,j −G1,2i,j+1)
wn+12,i,j = w
n
2,i,j − λ(G2,1i,j −G2,1i+1,j +G2,2i,j −G2,2i,j+1),
where λ = ∆t/∆x, and ∆x = ∆y for simplicity and Gij is realized using
the Lax-Friedrichs flux,
G(U, V, n) =
1
2
(g(U) + g(V )) · n− 1
2λ
(U − V ).
Then the numerical fluxes for the update of w1 and w2 are given by:
G1,1i,j = 0.5(Hi−1,j +Hi,j − (w1,i,j − w1,i−1,j)/λ)
G1,2i,j = 0.5(0− (w1,i,j − w1,i,j−1)/λ)
G2,1i,j = 0.5(0− (w2,i,j − w2,i−1,j)/λ)
G2,2i,j = 0.5(Hi,j−1 +Hi,j − (w2,i,j − w2,i,j−1)/λ).
The numerical flux G·,1i,j is the flux at the edge between cells (i− 1, j) and
(i, j) and G·,2i,j the numerical flux at the edge between cells (i, j − 1) and
(i, j).
Now we define the path integral, as illustrated in Figure 3.1 depicted by
solid lines
lpi,j :=
∫
li,j
wdl.
Note that wi,j is rotation-free (approximately rotation-free), iff lpi,j = 0
(resp.  1) for all i, j. In order to estimate the rate with which lpi,j tends
to zero as the grid is refined, note that
rot(w(xij)) = lim
h→0
1
h2/2
∫
lij
w · dl, (3.16)
if w is smooth. The discrete path integral is given by
lpni,j = h/2(− w1,i+1,j+1 + w2,i+1,j+1 − w1,i,j+1 − w2,i,j+1
+ w1,i,j − w2,i,j + w1,i+1,j + w2,i+1,j).
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After one update of (w1, w2) we observe the following for the loop:
lpn+1i,j =− (h/4)(lpni+1,j − 6lpni,j + lpni,j−1 + lpni−1,j + lpni,j+1
− λ(Hi,j+2 −Hi+1,j+2 −Hi−1,j+1 +Hi−1,j
−Hi,j−1 −Hi+2,j +Hi+2,j+1 +Hi+1,j−1)). (3.17)
Now we assume that the flux is smooth and we introduce a Taylor expansion
of the flux H in the neighborhood of the midpoint of cell (i, j).
Hi,j :=
∑
|α|≥0
DαH(xi,j)
(x− xi,j)α
α!
.
If we insert the Taylor expansion into (3.17), the contributions to lpn+1ij
with |α| ≤ 4 cancel each other. Evaluating the term with |α| = 5 we
obtain
lpn+1i,j = −(1/4)h(lpni,j+1 − 6lpni,j + lpni−1,j + lpni,j−1
+lpni+1,j + 18λh
4Hxxxy − 18λh4Hxyyy) +O(h6). (3.18)
Using this in (3.16) we obtain that
rot(w(xij)) = O(h3).
For two-dimensional dual problems to advection and Burgers’ equation we
can show numerically, that we will get a solution where the rotation is of
higher order. For example if we take the forward problem ut + ux + uy =
0 with constant initial data, and the following initial data for the dual
problem at time t = T : ϕ(x, y) = sin(x)cos(y) we get the results presented
in Table 3.1.
Remark 10 To keep the approximate gradient vector field rotation free
in the space-adaptive case, one has to impose additional conditions on the
coarsening and refining of cells and the discretization of the boundary con-
ditions. The rotation free condition of the vector field of the gradient is not
clear for higher order methods, as well as the performance of the approach
of the conservative dual problem to higher order DG methods.
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n CFL rot O(rot)
20 0.05 5.3e-04 -
40 0.1 7.1e-05 2.9001
80 0.2 9.13e-06 2.9591
160 0.4 1.1e-06 3.0531
Table 3.1: Rotation of a 2D advection problem for fixed ∆t.
3.3 Space-time splitting and the error
representation
The error representation (3.7) is not yet suitable for time adaptivity, since
it combines space and time components of the residual and of the difference
ϕ− ϕh of the dual solution and the test function. The main result of this
section is an error estimate whose components depend either on the spatial
grid size h or the timestep k, but never on both. The key ingredient is a
space-time splitting of (3.7) based on L2-projections. Similar space-time
projections were introduced previously in [29, 47]. Here we adapt them to
the finite element spaces used in the error representation (3.7).
Let Ωnj = Vj × In and Ps,r(Ωnj ) = Ps(Vj) × Pr(In) be the space of
polynomials of degree s on Vj and r on In. Furthermore let Pˆ rIn(Ω
n
j ) = {w ∈
L2(Ωnj )|w(x, ·) ∈ Pr(In),∀x ∈ Vj} and Pˆ sVj (Ωnj ) = {w ∈ L2(Ωnj )|w(·, t) ∈
Ps(Vj), ∀t ∈ In}. For r ≥ 0 define the L2-projection ΠrIn : L2(Ωnj ) →
Pˆ rIn(Ω
n
j ) via
(U(x, ·)−ΠrInU(x, ·), ϕ(x, ·))In = 0 ∀ϕ ∈ Pˆ rIn(Ωnj ),∀x ∈ Vj ,
and for s ≥ 0 define the L2-projection ΠsVj : L2(Ωnj )→ Pˆ sVj (Ωnj ) via
(U(·, t)−ΠsVjU(·, t), ϕ(·, t))Vj = 0 ∀ϕ ∈ Pˆ sVj (Ωnj ),∀t ∈ In.
Similarly let the L2-projection Πs,rΩnj := L
2(Ωnj )→ Ps,r(Ωnj ) be defined via
(U −Πs,rΩnj U,ϕ)Ωnj = 0 ∀ϕ ∈ Ps,r(Ω
n
j ).
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Note that Πs,rΩnj = Π
s
Vj
ΠrIn = Π
r
In
ΠsVj . First we choose ϕh in the error
representation (3.7) to be ϕh = Π
s,r
Ωnj
ϕ, i.e. ϕh |Ωnj = ΠsVjΠrInϕ = ΠrInΠsVjϕ,
with ΠrIn and Π
s
Vj
as defined above.
Using the identity
ϕ−Πs,rΩnj ϕ = ϕ−Π
r
Inϕ+ Π
r
Inϕ−Πs,rΩnj ϕ = (id−Π
r
In)ϕ+ (id−ΠsVj )ΠrInϕ
we obtain the following splitting of the error representation:
J(U)− J(Uh) = (R(Uh), (id−ΠrIn)ϕ+ (id−ΠsVj )ΠrInϕ) (3.19)
=
∑
j,n
{(Rh, (id−ΠrIn)ϕ)Ωnj + (rh, (id−ΠrIn)ϕ+)∂Ωnj︸ ︷︷ ︸
ηjnk
(3.20)
+ (Rh, (id−ΠsVj )ΠrInϕ)Ωnj + (rh, (id−ΠsVj )ΠrInϕ+)∂Ωnj︸ ︷︷ ︸
ηjnh
}
(3.21)
=: ηk + ηh, (3.22)
where ηk is the time-component and ηh the space-component of the error
representation η.
In this thesis we consider grids, which are locally tensor products of a
spatial grid TVj and a timestep In. For a Discontinuous Galerkin method,
with implicit Euler discretization in time ηjnk and η
jn
h then take the form
ηjnk =(Rh, (id−ΠrIn)ϕ)Vj×In + (Fν − fν(U+h ), (id−ΠrIn)ϕ+)∂Vj×In
+ ([Uh]n−1 , (id−ΠrIn)ϕ+n−1)Vj ,
ηjnh =(Rh, (id−ΠsVj )ΠrInϕ)Vj×In + (Fν − fν(U+h ), ((id−ΠsVj )ΠrInϕ)+)∂Vj×In
+ ([Uh]n−1 , ((id−ΠsVj )ΠrInϕ)+n−1)Vj ,
where the flux difference on the spatial boundaries ∂Vj×In and the jump of
Uh on the time boundary Vj×{tn−1} are realizations of the residual term rh
in (2.10). Later we will restrict ourselves to finite volume methods. Finite
Volume methods are based on space-time cell averages, and therefore the
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corresponding order in the DG context would be r = s = 0, even for higher
order FV schemes. In the case of finite volume methods Rh is zero, since
Uh is piecewise constant on each cell.
For future reference, we also introduce the quantities
ηk :=
∑
j,n
ηjnk ηh :=
∑
j,n
ηjnh (3.23)
η¯nk :=
1
kn
∑
Vj∈T
|η¯jnk | η¯nh :=
1
kn
∑
Vj∈T
|η¯jnh | (3.24)
η¯k :=
∑
n
kn|η¯nk | η¯h :=
∑
n
kn|η¯nh | (3.25)
η¯ := η¯k + η¯h. (3.26)
In Section 5.1 we will show numerically, that the error terms η¯k, resp. η¯h
are independent of h, resp. k.
Remark 11 As mentioned above, the error splitting technique is very close
to methods used by Hartmann and Su¨li in [29, 47]. In [37] another splitting
technique is applied. The authors separate the influences of different parts
of the discretization (time, space, and control discretization) for parabolic
optimization problems. The error in terms of a cost functional J(q, U) is
split the following way:
J(q, U)− J(qσ, Uσ) = J(q, U)− J(qk, Uk)
+ J(qk, Uk)− J(qkh, Ukh)
+ J(qkh, Ukh)− J(qσ, Uσ),
where (q, U) denotes the continuous optimal solution of the optimization
problem, (qσ, Uσ) the solution of the fully discretized problem, (qk, Uk) the
solution of the time discretized and (qkh, Ukh) the solution of the time and
space discretized problem, with still undiscretized control space. The errors
are approximated via error representations and dual problems as well. The
significant difference to the approach we use is that splitting techniques are
applied to both, the forward and the dual solution.
It would be interesting to compare these techniques with the results we
observed in Section 5 and Section 6.
40
3.4 Boundary conditions and functionals at the boundary
Remark 12 It is not clear how to show analytically that the error terms
just depend on k or on h. Applying similar techniques as Hartmann in [29]
for the heat equation, will not give useful results. For nonlinear conserva-
tion laws, standard a-priori error estimates do not study the convergence of
the jump terms rh and [Uh]. It would be interesting to obtain such a-priori
and a-posteriori error estimates.
Remark 13 Note that the projections ΠrIn , Π
s
Vj
and Πs,rΩnj are used to map
solutions in Ps′,r′(Ωnj ) to Ps,r(Ω
n
j ), with s
′ ≥ s and r′ ≥ r in the numerical
approximation of the weighting term ϕ− ϕh.
3.4 Boundary conditions and functionals at the
boundary
In this section we will present the details on the boundary conditions for the
forward (2.1) and the dual problem (3.5). Then we will recall the conser-
vative approach, which we introduced in Section 3.2, and derive boundary
conditions for the gradient of the dual problem. First we will introduce
some notations and state boundary conditions for the forward problem.
The computational domain in space and in time can be split into outflow
and inflow parts, with respect to the forward problem. Obviously initial
data at t = 0 can be seen as an inflow boundary for the forward problem.
The boundary at t = T is an outflow boundary for the forward problem.
Therefore initial data for the dual problem has to be prescribed at t = T .
By differentiation of the initial data ϕ we then get initial data for the con-
servative dual problem. The boundary in space needs a closer inspection.
Therefore we will restrict our presentation in this section to the inflow and
outflow boundaries in space.
3.4.1 A simplifying assumption
We cannot compute the averaged Jacobian of the flux matrix f¯ ′(U,Uh) in
(3.6), because U is not known. Therefore we consider the Jacobian with
respect to the approximate solution Uh
A := f ′(Uh) · ν, (3.27)
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x
t
Γ−
Γ−/Γ+ Γ−/Γ+
Γ+
Figure 3.2: Inflow (Γ−) and outflow boundaries (Γ+) of the computational
domain in space and time.
where we fix Uh and ν in the following. Furthermore we denote by
P± := P±(A) (3.28)
the projection matrices which map vectors onto the eigenspaces of A cor-
responding to positive and negative eigenvalues, respectively. They are
defined below in (3.32).
Now let the function g : Γ → Rm be the given data for the incoming
normal flux across the boundary. Let ψΓ : Γ → Rm be the Dirichlet
data for the dual problem, i.e. the incoming part with respect to the dual
problem, which lives on the space of outgoing eigenvectors of the forward
problem. Then we replace (2.2) by
P−(A) · (fν(Uh)− g) = 0 on Γ (3.29)
and (3.5), (3.6)
PT+ (A) · (ϕ− ψΓ) = 0 on Γ, (3.30)
∂tϕ+ f ′(Uh)T · ∇ϕ = ψ in Ω. (3.31)
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Note that with these boundary conditions the error representation (3.7)
only holds approximately. The approximation (3.27) is a standard simpli-
fying assumption in adjoint error control for conservation laws.
3.4.2 Boundary conditions for the forward and the dual
problem
In order to explain the boundary conditions in (2.2), (3.5) and in (3.29),
(3.30), respectively, we recall the theory of boundary value problems for
hyperbolic systems, see e.g. [24, 33]. Boundary values have to be prescribed
along characteristics entering the domain. Therefore the solution, or the
fluxes, have to be decomposed into in- and outgoing components.
As in (3.27) let A be the Jacobian of the flux fν(Uh) across the boundary.
To simplify the notation we will drop its dependency on Uh and ν. Let
L = L(A) and R = R(A) denote the m×m matrices of the left and right
eigenvectors of A, and Λ = Λ(A) = diag(λ1(A), . . . , λm(A)) the diagonal
matrix of the eigenvalues of A, hence
A = RΛL.
As usual, the positive and negative parts of A are
A± = RΛ±L.
We now introduce the notations
P± := RD±L, (3.32)
where D± is the diagonal matrix D± := diag(χ±(λi)) with
χ±(λ) = max(0, sign(±λ)).
Then we observe the identities
P+P− = P−P+ = 0, P 2± = P±, P±A = RD±LRΛL = A±,
and note that P± and A commute:
AP± = RΛLRD±L = RΛD±L = RD±ΛL = RD±LRΛL = P±A.
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This specifies the boundary conditions (3.29). Note that the complete
flux at the boundary is given by
fν = P+ · f intν + P− · g on Γ.
Similarly, we obtain for the dual boundary condition (3.30)
ϕ = PT− · ϕint + PT+ · ψΓ on Γ,
where the functions with superscript int denote functions, which come from
the interior of the domain.
3.4.3 Boundary condition for the gradient of the dual
problem
Instead of computing the dual solution ϕ we will compute its gradient
∇ϕ, which is the solution of a conservative dual problem, see Section 3.2.
Additionally at the boundary we have to lift the well-known characteristic
decomposition techniques for the solution ϕ to its gradient. First we will
recall the conservative dual problem. Then we will derive the boundary
condition using the relation for the flux f¯ ′T · ∇ϕ = ψ − ϕt. Finally we
will split the incoming and outgoing characteristics at the boundary. This
conservative approach is used in the numerical examples in Section 6.2.
For this purpose we introduce (A1, A2) := f ′(Uh) in case of the simplified
equations (3.30) and (3.31), or (A1, A2) := f¯ ′(U,Uh) in case of equations
(3.5) and (3.6). Let H := AT1 vx +A
T
2 vy be the flux. Then (3.6) becomes
ϕt = −H + ψ. (3.33)
Now we derive a PDE for the gradient ∇ϕ =: (w1, w2):
w1,t +Hx = ψx,
w2,t +Hy = ψy
in the interior of Ω and
PT+ · (H −HΓ) = 0 (3.34)
on Γ. Here HΓ is a given real-valued vector function, which depends on ψΓ.
However, this characteristic boundary condition needs to be interpreted
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carefully. Using (3.32) and (3.34) we define Hint to be the flux from the
interior.
H =: PT− ·Hint + PT+ ·HΓ on Γ.
Note that all the projections P± used below depend on the point in space
x ∈ Γ via the outside normal vector ν(x), and also on time tn. The value
PT−Hint may be assigned from the attached values w1,int, w2,int at the
interior of the computational domain,
PT− ·Hint = PT− · (A1w1 +A2w2)int.
The boundary values PT+ · HΓ are computed using the PDE (3.33) with
boundary values (3.5),
PT+ ·HΓ = PT+ · (−ϕt + ψ)|Γ
=
(−(PT+ · ψΓ)t − PT+ · ψ)
≈ − 1
∆t
(
PT,n+1+ · ψn+1Γ − PT,n+ · ψnΓ
)
− PT,n+ · ψ.
In the next section we present an example for the boundary conditions for
the dual problem. Note that
PT± (A
T
1 w1 +A
T
2 w2) = P
T
± (A
T
ξ vξ +A
T
η vη)
= AT±vξ + P
T
±A
T
η vη,
where AT± is the normal component of the flux and P
T
±A
T
η vη the tangential
component, respectively, with:
vξ := cos(θ)w1 + sin(θ)w2
vη := −sin(θ)w1 + cos(θ)w2
Aξ := cos(θ)A1 + sin(θ)A2
Aη := −sin(θ)A1 + cos(θ)A2
See also Figure 3.3.
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η
θ
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ξ
Figure 3.3: Boundary condition for the forward problem in 2D problem,
notations
3.4.4 Example: functionals at the boundary
In the numerical examples in Section 6.2 we will consider the 2D Euler
equations. At the reflecting boundary (solid wall) we will choose a func-
tional which will measure the pressure at the boundary in normal direction.
At the reflecting boundary the velocity in normal direction n in space is
zero (slip condition) v · n = 0. Thus the flux in normal direction is given
by
fn = p(0, n, 0)T .
The eigenvalues of A are λ1 = v · n − c = −c, λ2 = λ3 = v · n = 0 and
λ4 = v · n+ c = c. And we can compute
P+ = R diag(0, 0, 0, 1)L,
P− = R diag(1, 0, 0, 0)L.
46
3.4 Boundary conditions
Now we choose a functional at the outflow boundary of Γ, which gives the
mean value of the pressure at the boundary
J(U) =
∫ T
0
(P+ · fν(U), ψΓ)dt =
∫ T
0
∫
Γ+
p dsdt.
Note that P+ · fν(U) = p2 ( 1c , n, cγ−1 ). This leads to an under-determined
system of equations. Since ψ should be independent of U , we have to
choose ψΓ = 2(0, n, 0)T .
47
3 A-posteriori error representation
48
4 The space-time adaptive method
In many applications, there are canonical target functionals which are of
great interest to the user, like the lift and drag in aerodynamics. In some
cases, an error margin may be prescribed for a given application. In other
cases, it is less clear which accuracy should be and can be provided by a
numerical computation, and with reasonable resources. In the following,
we suggest prototype strategies to deal with both situations, where the
tolerance may be, or may not be, prescribed. Many equally valid variants
of these could be proposed, as well. As pointed out before, we focus on the
time adaptation. For clarity of presentation, we therefore use uniformly
refined spatial grids in the first one-dimensional case. Later on, we also
work with 2D adaptive spatial grids.
We begin by computing the forward and the dual solution as well as
the error estimator on a relatively coarse spatial grid, i.e L = 0, where L
denotes the level of refinement. Usually this spatial grid is much coarser
than the grid we actually want to compute on. Since we want to compute
a solution with accuracy comparable to an explicit solution, we prescribe
a uniform CFL number below unity in this first computation (e.g. CFL =
0.8).
After evaluating the error representation, we have to take two decisions:
1. The refinement level L of the next spatial grid. In some cases we will
gradually increase the level by one. This careful approach may be
important if it is not clear whether the dynamics of the solution is
already captured on the present grid. In other cases (including the
example treated below), the time dynamics is already resolved very
well on level L = 0, and we can immediately proceed to the finest
grid level.
2. The tolerance Tolk(L) for the temporal component of the error, η¯k.
The choice of Tolk(L) will be based on assumptions of the asymptotic
decay of the error. If, as in Figure 5.4, the error decays to first order,
then we may choose Tolk(L+ 1) = 0.5Tolk(L).
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Now we adapt the timestep locally in order to equidistribute the error
densities η¯nk . Recall from (3.24) that
η¯nk =
1
kn
∑
Vj∈T
|η¯jnk |,
and
η¯k =
∑
n
knη¯
n
k .
If the η¯nk were already equidistributed with respect to n, then they would
satisfy
η¯nk = η¯k/T for all n.
Now, instead of aiming at local error densities of η¯k/T , we target at an
equidistribution of
η¯n,newk ≈ Tolk(L+ 1)/T for all n,
where Tolk(L+1) is a given tolerance on grid (L+1). Assuming once more
that the time component of the error varies linearly with the timestep, we
compute the new timestep knewn (on level (L+ 1)) as
knewn := k
old
n
Tolk(L+ 1)/T
η¯nk
. (4.1)
Using this new timestep distribution we perform a new computation on the
finer spatial grid. Note that due to the linear decay of the error with the
timestep, often the new distribution has a similar number of timesteps as
the previous one.
If a total tolerance for the error, |J(U)− J(Uh)| < Toltot, is prescribed,
then the above loop is stopped once we reach
η¯k + η¯h < Toltot.
Our experience so far is the following: Already on very coarse grids, the
method distinguishes the areas of stationary and instationary flow quite
well, and chooses the timesteps accordingly.
We call the approach which combines (4.1) with an implicit solver the
adaptive, fully implicit strategy. A possible drawback of this strategy is
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that it may lead to extremely small timesteps (CFL 1) when strong in-
stationary waves pass the computational domain. Therefore, in the second
and third example, we restrict the timestep size from below. When the
equidistribution of the error suggests CFL < 5, we switch to an explicit
solver with CFL = 0.8. This saves a considerable number of timesteps. We
call this approach the adaptive, implicit/explicit strategy.
Remark 14 The strategy explained above aims to equidistribute the error.
In the literature one can find other adaptive strategies based on adjoint
error representation. For example strategies, where a fixed fraction of the
cells according to their size of the error are refined or coarsen, or a certain
percentage of the cells.
4.1 Numerical realization
We will apply the scheme to Burgers’ equation, where we use uniformly
refined grids. And we will also validate the scheme for a 2D Euler transonic
flow problem. For this purpose we first have to specify some details on the
adaptive concept, the grid generation and the numerical flux evaluation on
locally refined grids with hanging nodes. In order to fix the numerical flux
in space we choose the Roe Riemann solver [44].
4.1.1 Multiscale analysis - adaptation in space
A finite volume discretization is typically working on cell averages. In
order to analyze the local regularity behavior of the data we employ the
concept of biorthogonal wavelets [8, 12]. This approach may be considered
as a natural generalization of Harten’s discrete framework [27, 28]. The
core ingredients are a hierarchy of nested grids, biorthogonal wavelets and
the multiscale decomposition. In the following we will only summarize the
basic ideas. For technical details we refer the reader to the book [38] and
[7], respectively.
Step 1: Multiscale analysis. The fundamental idea is to present the cell
averages uˆL representing the discretized flow field at fixed time level tn on a
given uniform highest level of resolution l = L (reference mesh) associated
with a given finite volume discretization (reference scheme) as cell averages
uˆ0 on some coarsest level l = 0. Here the fine scale information is encoded
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in arrays of detail coefficients dl, l = 0, . . . , L − 1 of ascending resolution,
see Figure 4.1.
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Figure 4.1: Multiscale transformation
The multiscale decomposition is performed on a hierarchy of nested grids
Gl with increasing resolution l = 0, . . . , L determined by dyadic grid refine-
ment of the logical space, see Figure 4.2.
l = 0
-
l = 1
-
l = 2
1
Figure 4.2: Sequence of nested grids
Step 2: Thresholding. It can be shown that the detail coefficients
become small with increasing refinement level when the underlying func-
tion is locally smooth. This motivates us to discard all detail coefficients
dl,k whose absolute values fall below a level-dependent threshold value
εl = 2l−Lε in order to compress the original data . Let DL,ε be the set of
significant details. The ideal strategy would be to determine the thresh-
old value ε such that the discretization error of the reference scheme, i.e.,
the difference between exact solution and reference scheme, and the per-
turbation error, i.e., the difference between the reference scheme and the
adaptive scheme, are balanced, see [13].
Step 3: Prediction and grading. Since the flow field evolves in time, grid
adaptation is performed after each evolution step to provide the adaptive
grid at the new time level. In order to guarantee the adaptive scheme to
be reliable in the sense that no significant future feature of the solution is
missed, we have to predict all significant details at the new time level n+ 1
by means of the details at the old time level n. Let D˜n+1L,ε ⊃ DnL,ε∪Dn+1L,ε be
the prediction set. The prediction strategy is detailed in [13]. In view of the
grid adaptation step this set is additionally inflated such that it corresponds
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to a graded tree, i.e., the number of levels between two neighboring cells
differs at most by 1.
Step 4: Grid adaptation. By means of the set D˜n+1L,ε a locally refined grid
is determined. For this purpose, we recursively check (proceeding levelwise
from coarse to fine) whether there exists a significant detail on a cell. If
there is one, then we refine the respective cell. We finally obtain the locally
refined grid with hanging nodes represented by the index set GL,ε, see for
example Figure 6.7.
Remark 15 In the numerical example in Section 6 we do a synchroniza-
tion of the dual problem and the forward problem. For the dual problem we
use the same grid, as for the forward problem. This grid may be not well
adapted for the dual solution, but we accept this, since we are not primary
interested in the dual solution.
4.1.2 Grid generation.
The computational domain in our second test configuration is bounded by
curvilinear boundaries. For this domain we compute a parametric grid
mapping (x, y) : [0, 1]2 → Ω. Then a hierarchy of Cartesian grids for the
parameter domain is mapped to a grid hierarchy of curvilinear meshes in
the computational domain. The grid mapping is realized efficiently by a
sparse B-Spline representation, cf. [7, 35]. Then the locally refined grids
are determined by evaluation of this mapping. In our computations the
underlying discretization is always a hierarchy of curvilinear grids.
4.1.3 Newton method for the nonlinear system.
The 2D Euler equations are discretized with the finite volume method on
an adaptive grid. The resulting system of nonlinear equations is discretized
by a Newton method in each timestep. Two delicate aspects of the New-
ton method are the choice of the initial value and the choice of the break
condition. In our computations we choose the solution of the old timestep
as initial value for the Newton iterations. The resulting system of linear
equations is solved using GMRS with an ILU preconditioning. The break
condition for the Newton method is coupled with the threshold value of
the multiscale method: If the defect of the Newton method is below the
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threshold of the multiscale representation, we will stop the iteration pro-
cess.
Remark 16 There are also other strategies to terminate the Newton it-
erations. If we assume, that in each iteration (both the nonlinear and the
linear) the residuals will drop, we could choose as break condition how the
residual has to decrease. Additionally we can set an absolute value of the
number of iterations, if no other breaking conditions hold. There are two
main problems, which may occur. The first one is, that in the case where
the solution is stationary, no iteration will decrease the error. The other
problem is, that if the timestep sizes are large, and the residual is very large
in the beginning and will drop down fast, the Newton iteration will stop,
but will not lead to a good solution, with a small residuum. In the numeri-
cal examples we observe that the coupling with the multiscale representation
leads to very efficient results. Alternative strategies to control the timestep-
ping could be based on the residual or the defect of the Newton-method, the
boundary conditions, the CFL number. For such a strategy it is obvious
that we have many parameters which have to be chosen and optimized, see
[41].
4.1.4 Computation of the dual problem
The conservative dual problem (3.13) is a system of d · m conservation
laws, where m is the number of equations of the forward problem and d
the number of space dimensions. Since for the backward solver robustness
is more important than accuracy we solve (3.13) and (3.14) with a finite
volume method using Lax-Friedrichs numerical flux and CFL < 1.
In the numerical examples for Burgers’ equation in Section 5 we use a
direct solver, since the systems are very small. In this section we present
some numerical examples which show the performace of our adaptive algo-
rithm, especially the time adaptation. We will show results for 1D Burgers’
equation and 2D compressible Euler equations. In the first examples to
Burgers’ equation we will use uniform refined spatial grids, where we want
to highlight the time adaptivity. In the more complex examples in 2D we
will use spatial grids, which are adapted using the multiscale representa-
tion of the solution, see Section 4.1.1. In this section we will compute the
forward problem using a finite volume method of first or second order.
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In this section we treat Burgers’ equation. Due to the nonlinearity, solu-
tions may include shocks.
Now we set up an instationary test case, which is almost stationary,
such that an implicit (or implicit/explicit) scheme might be superior to a
fully explicit one. Our choice is a perturbed stationary shock for Burgers’
equation
ut + (
1
2
u2)x = 0 for x ∈ [0, 1] and t ∈ [0, 48].
The initial data and corresponding unperturbed solution are given by
u(x, t) =
{
1 for x < 0.5
−1 for x > 0.5 .
As t increases we place a disturbance at the left boundary of the domain,
which causes the stationary shock move. The new shock position as a
function of time is given by
s(t) =

0.5 for t ≤ 12
0.5 + θ1(t)sin( 2pi3 (t− 12)) for 12 ≤ t < 18
0.5 for 18 ≤ t < 30
0.5 + θ2(t)sin( 2pi3 (t− 30)) for 30 ≤ t < 36
0.5 for 36 ≤ t
.
where
θ1(t) = 7.5 · 10−3(t− 12)4(t− 18)4/6561
θ2(t) = 0.5 · 10−3(t− 30)4(t− 36)4/6561
Using the method of characteristics, we can derive the perturbed left
boundary condition, which is displayed in Figure 5.1. Note that the mag-
nitude of the first perturbation is about 1.5 percent of the shock strength
and that of the second perturbation about 0.1 percent.
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Figure 5.1: Burgers’ equation: Left boundary data for the perturbed sta-
tionary shock.
The functional J(U) is chosen as a weighted mean value in space and
time of the solution,
J(U) :=
∫ T
0
∫ 0.65
0.25
u(x, t) exp
(
− 1
1− y(x)2
)
dxdt,
where y(x) := (x − 0.45)/0.2. Note that the integration area completely
covers the domain containing the shock.
5.1 Asymptotic decay rates
Since the time-adaptive strategy outlined in Section 4 above depends on
assumptions on the asymptotic behavior of the error, we first try to es-
timate these decay rates. There is no analytical result which shows how
the error terms η¯k and η¯h depend on k and h. Therefore, we estimate
this dependence numerically. We compute the perturbed shock described
in Section 5 with a first order finite volume method with Engquist-Osher
flux, which is equal to a DG(0,0) method. We compare the two approaches:
• refinement only in time
• and refinement only in space.
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Figure 5.2: Burgers’ equation solution x− t-plot.
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Figure 5.3: Burgers’ equation: dual solution.
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Figure 5.4: Error representation for Burgers’ equation, first order method,
η¯k and η¯h versus level of refinement.
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Figure 5.5: Error representation for Burgers’ equation, first order method,
ηk and ηhversus level of refinement.
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5.2 Computational results
Each of the plots in Figure 5.4 shows the error estimators η¯k (error in
time) and η¯h (error in space). In the Figure 5.4(a) we refined only in time.
Here the spatial error remains constant, while the time error decreases with
first order. The second Figure 5.4(b) shows the refinement only in space.
The time error η¯k is almost constant, while the spatial error is decreasing
with second order.
Table 5.1 shows results for uniform refinement both in space and time.
Here the spatial error η¯k is decreasing with second order and the time error
η¯h with first order.
Numerically the terms η¯t and η¯h behave as expected. They depend either
on k or on h, but never on both. The behavior of ηh and ηk is very similar,
and is displayed in Figure 5.5.
Remark 17 The numerically validated results can be used for adaptive
grid refinement. The error estimator η¯h can be used as an indicator for
spatial adaption and the estimator η¯k for timestep control.
5.2 Computational results
Example 1: The first computation (L = 0) is done on a grid with
20 spatial cells and a uniform CFL number of 0.8 using explicit time
discretisation. It needs N = 1238 timesteps, reaching a total error of
η¯ = 0.204 and a relative error of |η¯/J(Uh)| = 11.9%, but a temporal error
of |η¯k/J(Uh)| = 0.13%. Our time-adaptive strategy now aims at a timestep
distribution on the next grid with tolerance Tolk(L+1) = η¯k(L). Based on
the assumption that the time component of the error varies linearly with
the timestep (which is motivated by Fig. 5.4), the scheme chooses new
timesteps on the next grid according to the equidistribution rule (4.1).
The second row of Table 5.2, for level L = 1, gives also N = 1238
timesteps, now using adaptive implicit timesteps. Now the relative tempo-
ral error is |η¯k/J(Uh)| = 0.073%, and it is dominated by the spatial error
|η¯h/J(Uh)| = 2.2%.
Important additional information can be gained by looking at the plots
in Figure 5.6, showing the CFL distribution on each time interval In and
the normalized time components of the error estimator η¯nk , both in loga-
rithmic scale. The stationary and instationary regions are separated by
the estimator. In particular, note that:
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L N η¯k/J(Uh) η¯h/J(Uh) η¯/J(Uh)
0 1238 1.34e-03 1.17e-01 1.19e-01
1 1238 7.37e-04 2.20e-02 2.27e-02
Table 5.2: Example 1: Perturbed shock for Burgers’ equation. From left
to right: level L, number of timesteps N , time component of
error estimator η¯k/J(Uh), spatial component of error estimator
η¯h/J(Uh), total error estimator η¯/J(Uh).
• The time component of the error varies over more than 14 orders of
magnitude.
• In the three stationary regions, η¯nk is very close to zero.
• The two instationary waves are distinguished very clearly. The second
wave is about one order of magnitude smaller than the first wave.
This corresponds closely to the different magnitudes of the inflow
perturbations.
• Furthermore, one can clearly identify an initial layer, where η¯nk =
O(1) at the inflow boundary t = 0, and η¯nk decays exponentially for
time t > 0 until it reaches machine accuracy.
We advance to level L = 1, Figures 5.6(c) and (d). We observe that
• The error on level L = 1 varies by less than 2 orders of magnitude,
12 orders of magnitude less than on level L = 0. The magnitude of
the maximal error has decreased by almost two orders of magnitude.
Therefore the solution is much better resolved in the instationary
regions, and the computational resources are clearly distributed more
efficiently.
• In the initial layer, the CFL number starts with O(10−2). Then it
grows at least exponentially until it reaches a maximal value of about
500. At the same time, the error η¯nk decays roughly by two orders of
magnitude. Thus, these initial steps can be seen as a preprocessing
of the initial data, to translate a prescribed steady shock on the
PDE level into a steady discrete shock layer. The initial layer is also
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Figure 5.6: Example 1: Perturbed shock for Burgers’ equation with equidis-
tributed time error. Left column: CFL(t); right column:
η¯nk (tn). Upper row: level L = 0, fully explicit scheme, uni-
form timestep. Lower row: level L = 1, fully implicit scheme,
adaptive timestep. (from top to bottom).
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clearly visible in the plot of the error distribution, and this will never
disappear. Indeed, the initial data, a sharp jump from 1 to -1, are a
steady shock only on the level of the exact solution. Numerically, the
scheme has to converge towards a discrete shock layer, and this will
always need a few timesteps. In fact this is an instance of a scheme
converging towards a numerical steady state solution, using adaptive
timesteps.
• In the stationary region between the initial layer and the first per-
turbation, the error is more than three orders of magnitudes smaller
than in the following flow field. Observe that the whole stationary
region is computed by a single timestep. Thus the scheme is only
held back from choosing a larger timestep by the appearance of the
instationary perturbation. If we had introduced this perturbation
at a later time, the timestep and thus the local CFL number would
haves been correspondingly larger.
• The next region of stationary flow is again bridged by a single timestep,
and correspondingly the local error is somewhat below the equidis-
tributed one.
• For the two perturbations, the normalized error is already close to
being uniformly distributed.
• Using large timesteps does not mean that each timestep has higher
computational costs. Since the adaptation chooses large timesteps,
where the solution is (nearly) stationary, these timesteps have low
computational costs.
We would also like to point out one drawback of the equidistribution strat-
egy for the timestep. In the first (and larger) instationary wave, the pro-
posed CFL number is often much smaller than unity, e.g. min
n
(CFL(tn)) =
0.009 in Figure 5.6. It is well-known that lowering the CFL number much
below unity smears the solution. Therefore, while such small timesteps may
improve the temporal accuracy somewhat, they will deteriorate the spatial
accuracy considerably. Moreover, they increase the number of timesteps,
and hence the computational cost. In the following example, we discuss a
more efficient strategy.
This example is a modification of the first example which used a fully im-
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L N(expl) η¯k/J(Uh) η¯h/J(Uh) η¯/J(Uh)
1 449 (283) 8.50e-04 2.14e-02 2.23e-02
Table 5.3: Example 2: Same as Table 5.2, but CFL restriction from below
(implicit/explicit strategy).
plicit strategy for the timestep. Here we introduce a mixed implicit/explicit
strategy. We still want to equidistribute the error, but we will give up this
goal partially when the local CFL number drops below a certain threshhold.
As discussed above, choosing timestep sizes with CFL much less than
unity seems to be inefficient both for explicit and for implicit schemes. For
implicit methods, even timesteps with CFL < 5 are not efficient, since we
have to solve a nonlinear system of equations at each timestep. Thus, the
new implicit/explicit strategy switches to the cheaper and less dissipative
explicit method, if CFL < 5, computing perhaps a few more timesteps if
0.8 < CFL < 5, and saving timesteps if CFL < 0.8. Of course, we could
choose other thresholds in that range than CFL = 0.8 and 5, they depend
on the problem and the solver.
As we can see in Table 5.3, the new strategy requires only 449 timesteps,
instead of 1238 with the direct equidistribution in Example 1. Out of these,
only 166 are implicit and hence expensive. This leads to considerable speed-
up.
Example 3: Table 5.4 and Figure 5.8 show three extensions of Example
2. We used the same implicit/explicit strategy as in Example 2, but after
the explicit reference computation on the coarse grid (L = 0, error η¯refk ),
we proceed directly to a finer grid with 320 cells (L = 4). We compare an
explicit and two implicit/explicit computations on the fine grid.
The first row shows results of the fully explicit scheme with uniform re-
finement in time and space for L = 4. As expected, the errors are about
24 times smaller than those on the original coarse grid. Now suppose we
wanted to reach comparable errors on level L = 4 using adaptive timestep-
ping. Then we should set the tolerance to be Tol(4) = 2−4η¯refk . The
results of this computation are shown in the second row of Table 5.4. The
three components of the error are comparable with those of the fully ex-
plicit computation, but the number of timesteps is only 3975 instead of
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Figure 5.7: Example 2: Same as Figure 5.6 but adaptive implicit/explicit
strategy (CFL restriction from below).
strategy Tolk N(expl) η¯k/J(uh) η¯h/J(uh) η¯/J(uh)
fully expl. – 19200 (19200) 7.11e-05 4.57e-04 5.28e-04
impl./expl. 2−4η¯refk 3975 (2740) 1.06e-04 3.71e-04 4.77e-04
impl./expl. η¯refk 1780 (1243) 5.46e-04 3.66e-04 9.12e-04
Table 5.4: Example 3: Same as Table 5.3, but on level L = 4 and with
different tolerances.
19200. Out of these 3975 steps, only 1235 are implicit.
Another strategy for equidistributing the error might be to fix any con-
stant tolerance, for example Tol(4) = η¯refk itself. The results of this com-
putation are displayed in the last row of the table. The error in time is
now a factor 5-8 higher than for the other two computations, while the spa-
tial error is comparable. Remarkably, this computation needs only 1780
timesteps, and only 507 of these are implicit.
Both of these calculations show that considerable savings are possible
with the implicit/explicit, time-adaptive strategy.
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Figure 5.8: Example 3: Same as Figure 5.7 but on Level L = 4 and with
different tolerances.
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6 Numerical examples: 2D Euler
equations
For the numerical simulation of instationary inviscid compressible fluids we
solve the time-dependent 2D Euler equations. They are given by a system
of conservation equations
Ut +∇ · f(U) = 0 in Ω,
P−(fn(U)− g) = 0 on Γ.
Here, U = (%, % v, %E)T is the array of the mean conserved quantities:
density of mass, momentum, specific total energy and f = (% v, % v ◦ v+ p ·
I, v (%E + p))T = (f1, f2) the array of the corresponding convective fluxes.
Further p is the pressure and v the fluid velocity. The system of equations
is closed by the perfect gas equation of state p = ρ (E− 0.5 v2)(γ− 1) with
γ = 1.4 (air).
Now we combine the multiscale based approach introduced in Section
4.1.1 and the time adaptive method derived from the space-time splitting
of the error representation to get a space-time adaptive algorithm:
• solve the primal problem (2.1) and (2.2) on a coarse adaptive spatial
grid using uniform CFL numbers (CFL = 0.8),
• compute the dual problem (3.5) and (3.6) and determine the space-
time-error representation (3.19),
• compute the new adaptive timestep sizes depending on the temporal
part of the error representation and corresponding CFL numbers for
the computation on a grid with more refinement levels, aiming at an
equidistribution of the error (4.1),
• solve the primal problem using the new timestep sizes on a finer
spatial grid.
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The advantage is, that the first computations of the primal problems
and the dual problem are done on a coarse spatial grid, and therefore have
low cost. These computations provide an initial guess of the timesteps for
the computation on the finer spatial grid. The timesteps are well adapted
to the stationary and instationary temporal domains. They are large i.e.
CFL 1, where the solution is stationary and small, i.e. CFL < 1, where
the solution is instationary. We restrict the timstep size from below to
CFL = 0.8, since timestep sizes below will not improve the solution in
global. The choice of the coarse and fine grid depends on the problem.
Note that all physical effects already have to be roughly resolved on the
coarse grid in order to determine a reliable guess for the timesteps.
6.1 Setup of the numerical experiment
6.1.1 Test problem
An instationary variant of a classical stationary 2D Euler transonic flow,
considered in [43], is investigated to illustrate the efficiency of the adaptive
method.
Steady state configuration. First we consider the classical setup in
the stationary case. The computational domain is defined by a circular arc
bump in a channel with a secant of length l = 1m and a thickness of h =
0.024m, see Figure 6.1. At the inflow boundary, the Mach number is 0.85
and a homogeneous flow field characterized by the free-stream quantities is
imposed. At the outflow boundary, characteristic boundary conditions are
used. We apply slip boundary conditions across the solid walls, i.e., the
normal velocity is set to zero. In the numerical examples in Section 6.2 the
height of the channel is 2m and the length 6m.
The threshold value in the grid adaptation step is ε = 1 × 10−3 and
computations are done on adaptive grids with finest level L = 2 and L = 5
respectively. In general, a smaller threshold value results in more grid
refinement whereas a larger value gives locally coarser grids.
In the stationary case at Mach 0.85 there is a compression shock sep-
arating a supersonic and a subsonic domain. The shock wave is sharply
captured and the stagnation areas are highly resolved, see Figures 6.3 and
6.7.
We will use this steady state solution as initial data for the instationary
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Slip Wall
Slip Wall
Inflow Outflow
Figure 6.1: Circular arc bump configuration of the computational domain
Ω.
test case.
Instationary test case. Now we define our instationary test case pre-
scribing a time-dependent perturbation coming in at the inflow boundary.
First we keep the boundary conditions fixed, and prescribe the correspond-
ing stationary solution as initial data. Then we introduce, for a short time
period [tb, te], a perturbation α of the pressure at the left boundary, see
(6.1). We will impose two perturbations of the inflow boundary condi-
tions, at time t1b = 0.004s until t
1
e = 0.005s and at t
2
b = 0.022s until
t2e = 0.023s. These perturbations increase and decrease in a short time
period of τ = 0.00005s. The first perturbation is about 20 percent of the
pressure at the inflow boundary and the second 2 percent. The perturba-
tions imposed move through the domain and leave it at the right boundary.
Then the solution is stationary again. The total time is t = 0.029s.
The perturbations are given by:
pin(t) = p∞wp(t) = p∞

1 for t ≤ t1b
1 + α1w1p(t) for t
1
b < t ≤ t1e
1 for t1e < t ≤ t2b
1 + α2w2p(t) for t
2
b < t ≤ t2e
1 for t2e < t
(6.1)
with
71
6 Numerical examples: 2D Euler equations
Figure 6.2: Adaptive grid L = 5, to steady state solution in Figure 6.3 of
the circular arc bump configuration.
wip(t) =

(
t−tib
τ
)2
for tib < t ≤ tib + τ
1 for tib + τ < t ≤ tie − τ(
t−tie
τ
)2
for tie − τ < t ≤ tie
,
with perturbation parameters listed in Table 6.1.
i αi tib[s] t
i
e[s] τ
i[s]
1 0.2 0.004 0.005 0.00005
2 0.02 0.022 0.023 0.00005
Table 6.1: Parameters of the perturbations wip, i = 1, 2 at the left boundary
to equation (6.1).
The first computation is done on an adaptive grid with finest level L = 2.
We also compute the dual solution and the error representation on this
level. Using the time-space-split error representation (3.19) we derive a
new timestep distribution aiming at an equidistribution of the error and a
CFL restriction from below.
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Figure 6.3: Steady state solution of the circular arc bump configuration:
Isolines of the density, L = 5.
Here we apply similar strategies as explained in Example 4 in Section
5.2: We aim to equidistribute the error and prescribe a tolerance Tol(5) =
2−3η¯refk , where η¯
ref
k is the temporal error from the computation on level
L = 2.
For this set-up we will show that the adaptive spatial refinement together
with the time-adaptive method will lead to an efficient computation. The
multiscale method provides a well-adapted spatial representation of the
solution. And the dual solution will detect time-domains where the solution
is stationary, and will choose large timesteps.
Target Functional.
Now we set up the target functional. The functional J(U) is chosen as a
weighted average of the normal force component exerted on the bump and
at the boundaries before and behind the bump:
J(U) =
7∑
i=1
∫ T
0
∫
κi
pψi(x, y)ds (6.2)
73
6 Numerical examples: 2D Euler equations
0 0.005 0.01 0.015 0.02 0.025
1
1.2
1.02
t [s]
w
p
Figure 6.4: Weighting function of the perturbation. pin(t) = p∞wp(t)
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Figure 6.5: Schematic illustration of the instationary test case. Left: per-
turbation at the left boundary. Right: instationary (white) and
stationary (grey) time domains of the solution
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with
κi = {(x, y) ∈ Γ : x ∈ [xi − 0.25, xi + 0.25]}
ψi(x, y) = (x− (xi − 0.25))2(x+ (xi + 0.25))2/0.254, (x, y) ∈ κi.
Here Γ is only the bottom part of Γ. In all computations presented in
this section the functional (6.2) is chosen, which is the pressure averaged
at several points at the bump in front and behind the bump. The x-
coordinates of these points at the bottom are xi = -3, -2, -1, 0, 1, 2, 3.
At each of these points xi a smooth function ψi is given with support
xi − 0.25, xi + 0.25. This functional measures the pressure locally. But
our experience is that the averaged pressure is only computed accurately
if the whole flow field is well resolved. Therefore our functional-based time
adaptation together with the multiscale spatial adaptation seems to yield
a reliable global accuracy both in space and time. Note that the functional
J(U) is never evaluated because U is not known at all. Instead the right-
hand side in (3.7) is computed, where in the computation of ϕ according
to (3.27) we replace U by Uh.
In Figure 6.6 we show a time-sequence of the instationary test case com-
puted with uniform CFL = 1 on an adaptive grid with finest level L = 5.
In Figure 6.7 the corresponding adaptive grids are presented. Note that
the perturbation entering at the left boundary and moving through the
boundary is resolved very well.
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Figure 6.6: Instationary solution of the circular arc bump configuration,
uniform timestep CFL = 1, level L = 5, isolines of the density,
perturbation entering on the left side and leaving on the right
side of the computational domain, from top to bottom: t =
0.0057s, 0.00912s, 0.01254s, 0.01596s, 0.01938s.
76
6.1 Setup of the numerical experiment
Figure 6.7: Instationary solution of the circular arc bump configuration:
adaptive grid L = 5 for the computation Figure 6.6, perturba-
tion entering on the left side and leaving on the right side of
the computational domain, from top to bottom: t = 0.0057s,
0.00912s, 0.01254s, 0.01596s, 0.01938s.
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6.2 Computational results
6.2.1 Numerical strategies
We will present and compare three strategies to demonstrate the efficiency
of our space-time adaptive method.
1. Adaptive timesteps via adjoint indicator.
The first strategy is the one we proposed in [45]: We first compute
a forward solution on a coarse grid (L = 2) and solve the adjoint
problem on the adaptive grid of the forward solution. Then we use
the information of the error representation based on the dual solution
to determine a new sequence of timesteps. This sequence is used in
the computation of the forward solution on a grid with finest level
L = 5, where we additionally restrict the CFL number from below.
2. Adaptive timesteps via ad hoc indicator.
In the second approach we compare our indicator with ad-hoc indica-
tors, which do not require the solution of an adjoint problem. To get
these indicators we first do a computation on a coarse grid (L = 2),
and compute residuals in time of the approximate solution.
3. Uniform timesteps.
In a third approach we will set-up uniform timestep distributions with
the same number of timesteps as in the adaptive case of strategy one.
We compare the results with our timestep distribution and a uniform
in time computation with CFL = 1 and CFL = 10.
We want to compare these strategies with respect to the following main
aspects:
• What is the quality and what are the costs determining the adaptive
timestep sequence from computations on the coarse grid?
• Is the predicted adaptive timestep sequence well-adapted to the so-
lution on the fine grid?
• Do ad-hoc indicators without computing a dual solution lead to com-
parable results?
• How is the solution affected if we use uniform timesteps larger than
the predicted adaptive timestep sequence?
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In order to quantify the results we have to compare with a reference so-
lution. Since the exact solution is not available we perform a computation
with L = 5 refinement levels using implicit timestepping with CFL = 1.
This is a very expensive approximation for the instationary case. For all
of the above issues we will discuss the quality of the solution, the compu-
tational costs (time and memory) and the efficiency.
6.2.2 Adaptive timesteps via adjoint indicator
Now we use the error representation on finest level L = 2 for a new time
adaptive computation on finest level L = 5.
The first computation is done on a mesh with finest level L = 2. We com-
pute until time T = 0.0285s, which takes 1000 timesteps with CFL = 1. We
use the results of the error representation of this computation to compute
a new timestep distribution. The forward problem takes 329s and the dual
problem including the evaluation of the error representation 619s cpu time
on a Opteron 8220 processor at 2.86 GHz. The total computational costs
are 948s, and in memory we have to save 1000 solutions (each timestep)
of the forward problem which corresponds to 48 MB (total). This gives
us a new sequence of adaptive timesteps for the computation of level L
= 5. The error indicator and the new timesteps are presented in Figure
6.8. In time intervals where the solution is stationary, i.e. at the begin-
ning, and after the perturbations have left the computational domain, the
timesteps are large. In time intervals where the solution is instationary we
get well-adapted small timesteps.
Then we use the adaptive timestep sequence for a computation on level
L = 5 and compare it with a uniform in time computation using CFL = 1.
The uniform computation needs 8000 timesteps and the computational
time is 21070s. The time adaptive solution is computed with 2379 timesteps
and this computation takes 9142s.
In Figure 6.10 we show a sequence of plots of the uniform, CFL = 1
computation on an adaptive spatial grid with finest level L = 5. In Figure
6.11 we compare the pressure distribution at the bottom boundary of the
uniform solution and the time adaptive solution at several times. The two
solutions on level L = 5 match very well.
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Figure 6.8: Time component of the error representation η¯nk (top) and new
timesteps with CFL restriction from below CFL(tn) (bottom).
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6.2.3 Adaptive timesteps via ad hoc indicator
Here we replace the adjoint indicator by an ad hoc indicator. The idea is
to estimate the variation of the solution from one timestep to the following,
which indicates whether the solution is stationary or not.
Here we consider a discrete total variation indicator
ind(n) =
∑
l,k
|Un+1l,k − Unl,k|1|Vl,k| ≈ ‖U(tn+1)− U(tn)‖L1 , (6.3)
and determine the new timestep as in (4.1), but with η¯nk replaced by ind(n),
knewn := k
old
n
Tolk(L+ 1)/T
ind(n)
. (6.4)
A disadvantage of the ad-hoc indicator is that we do not know any the-
oretically justified global decay rates. However, we assume that the local
variation on time decays linearly with the timestep. For the dual-problem-
based error indicator we use the asymptotic decay rates, which we have
observed in our numerical computations.
The ad hoc indicator is based on a comparison of the solution of two
successive timesteps. We do a first computation on a grid with finest level
L = 2, where we compute the indicator, see Figure 6.9. For each timestep
we compare the solution with the solution from the last timestep. One
additional motivation to choose this indicator was to control the conver-
gence of the Newton method. If the solution is stationary only one Newton
iteration is needed. While in the case of a very instationary solution many
Newton iterations are needed to reduce the nonlinear residual below the
tolerance.
The indicator (6.3) gives the following performance: Most timesteps are
smaller than in the case with adaptation via adjoint problems. Since the
timesteps are restricted from below, it leads to computations which are in
general more expensive but not more accurate. Results are not displayed
One advantage is, that we do not need to compute a dual solution, which
makes the computation of the indicator less expensive. The indicators de-
tect stationary and instationary regions. The temporal distribution is very
similar to the indicator from the dual problem, but it leads to considerably
more timesteps, i.e. 3640, than the error indicator from the dual approach.
If we use the timesteps which we compute from ind(n) and do a time
adaptive computation on a grid with finest level L = 5 then we will not
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get equally distributed indicators. This holds also true if we do not apply
the timestep restriction from below.
We have also implemented some variations of the discrete variation in-
dicator, which lead to similar results. Another approach was to choose the
maximum jump of the solution in one cell, both weighted and not weighted
with the size of the cell. This was an approximation to the L∞-norm. This
indicator is not very useful, since it turned out to be highly oscillating.
Therefore we do not present results for this indicator.
6.2.4 Uniform timesteps
In many instationary computations where no a-priori information is known,
one reasonable choice is to use uniform CFL numbers. Therefore we will
compare the computation with adaptive timesteps with computations using
uniform CFL numbers. In Section 6.2.2 we have already done a computa-
tion with uniform CFL number, CFL = 1, on a grid with L = 2, to get
timestep sizes for an adaptive computation on a grid with L = 5. As a
reference solution we also computed with uniform CFL number, CFL = 1,
a solution of the problem on a grid with L = 5.
Now we compare these computations with a computation using uniform
CFL number of approximately 3.2, which corresponds to 2500 timesteps.
This uniform computation takes about 11509s.
In this computation most of the timesteps are more expensive, since in
many timesteps they need more Newton steps, and more steps for solv-
ing the linear problems. Even the quality of the solution is worse. In a
fourth computation we use CFL = 10, which takes 3290s. The solution
is badly approximated. We compare the computations in Figure 6.11. In
the beginning of the computation the solutions of the different methods
match very well, which means, that the inflow at the boundary is resolved
very well. As time goes on, the solutions differ more and more. After the
perturbation has passed the bump, the perturbations differ strongly. Only
the time-adaptive method resolves the solution very close to the uniform,
i.e. CFL = 1 computation.
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Figure 6.9: Comparison of error indicator (top) and timestep sequence
(bottom) derived from error representation via dual problem
η¯nk (4.1) (dashed line) and from variation indicator ind (6.4)
(bold line).
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Figure 6.10: 2D Euler equations, solution with uniform timesteps but on
spatial adaptive grid with finest level L = 5, pressure p at
the bottom boundary of the computational domain, at times
t=0.005002, 0.007125, 0.009990, 0.011975, from top to bot-
tom.
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tom boundary of the computational domain, zoom in on the
perturbation of Fig. 6.10, at times t=0.005002, 0.007125,
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6.2.5 Newton iterations and linear iterations
In Figure 6.12 we show the number of Newton iterations in each timestep for
the computations in Section 6.2.2, 6.2.3 and 6.2.4. The number of Newton
iterations depend on the CFL number and is larger, where the solution
is instationary and smaller, where the solution is stationary. The time-
adaptive computation gives the smallest total number of Newton iterations,
see Table 6.3, since most timesteps are solved with one Newton iteration.
Figure 6.13 shows the total number of linear iterations in each timestep
for the same computations, i.e. the sum of the linear iterations in each
timstep for all Newton iterations. The number of linear iterations also
depends on the CFL number, for larger CFL number, we observe more
linear iterations.
In Table 6.2 we present an overview of the costs for the computation
of the indicators, and Table 6.3 gives an overview of the CPU time and
the number of Newton iterations and linear iterations for the computa-
tions. The costs for the computation of the indicators, both the dual and
the ad-hoc indicator, on level L = 2 are very low compared to the costs
of computations on level L = 5. An adaptive computation including the
computation of the indicator, i.e. 948s+9142s, is cheaper than the compu-
tation using uniform CFL number, e.g. CFL = 1, that needs 21070s. Even
the computation with CFL = 3.2 is more expensive than the time-adaptive
computation, but leads to worse results, see Figure 6.11.
In Table 6.3 we can see, that the CPU time is directly proportional to
the number of Newton iterations and not to the number of timesteps, the
factor is about 2.5s per Newton iteration. The number of linear steps does
not affect the CPU time very much. This means that we have to minimize
the number of Newton iterations in total to accelerate the computations.
This is done very efficiently by the time-adaptive approach. For a large
range of CFL numbers from 1 to more than 100, it needs only one or two
Newton iterations per timestep, without sacrificing the accuracy.
In this example time regions are not very large, where the solution is
stationary, compared to the complete computation. Therefore the superior
performance of the time-adaptive method is not based on large stationary
regions.
86
6.2 Computational results
0 500 1000 1500 2000 25000
1
2
3
n
N
ew
to
n 
ite
ra
tio
ns
0 2000 4000 6000 80000
0.5
1
1.5
2
2.5
3
n
N
ew
to
n 
ite
ra
tio
ns
0 500 1000 1500 2000 25000
0.5
1
1.5
2
2.5
3
n
N
ew
to
n 
ite
ra
tio
ns
0 200 400 600 8000
0.5
1
1.5
2
2.5
3
n
N
ew
to
n 
ite
ra
tio
ns
Figure 6.12: Number of Newton iterations for time-adaptive computation
and computations with uniform CFL number, from top to
bottom: adaptive CFL, CFL = 1, CFL ≈3.2, CFL = 10.
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Figure 6.13: Number of linear iterations for time-adaptive computation and
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6.2 Computational results
adjoint [s] ad-hoc indicator [s]
forward CFL = 1 329 329
dual problem and error indicator 619 -
error indicator - t 619∗
total 948 329 < t 948∗
Table 6.2: Computational costs for compution a timestep sequence by the
adjoint method and an ad-hoc indicator on L = 2, ∗currently
the computation is not efficiently implemented.
CPU [s] timesteps Newton steps linear steps
adaptive timesteps 9142 2379 3303 16875
uniform CFL = 1 21070 8000 8282 32630
uniform CFL = 3.2 11509 2500 4904 26895
uniform CFL = 10 3290 800 1600 13500
Table 6.3: Performance for computations on L = 5 using different timestep-
ping strategies.
6.2.6 Concluding remarks on the computational results to
2D Euler
In this work, an implicit finite volume solver on adaptively refined quadtree
meshes has been coupled with adjoint techniques to control the timestep
sizes for the solution of weakly instationary compressible inviscid flow prob-
lems. The computational results show, that numerical solutions to the Eu-
ler equations are computed efficiently and accurately. The stationary time
region may be computed with only few timesteps.
There is only a small computational overhead left in the choice of the
timestep sizes. The dual problem is only solved on very coarse grids, and it
is therefore not very expensive compared to the total computational costs.
Anyway, are there any methods to solve the dual problem more efficiently.
In the case of the conservative dual problem the size of the system depends
on the dimension of the space. One open question here is, if there are cases,
where the dual problem is stationary, and could therefore be solved with
larger timesteps as well.
The combination of the space and time adaptation strategies works well
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for the chosen functional. Other indicators such as the discrete variation
indicator also detect stationary and instationary regions, but in this context
less efficiently and reliably. Prediction from coarse grid works well and has
minor costs, compared to the solution on the fine grid. If we choose larger
uniform timesteps than CFL = 1 in the instationary region, the solution
deteriorates, and more Newton iterations and linear solver steps are needed
in each timestep.
The computational cost in each timestep are nearly constant. The solver
needs about 1-2 Newton iterations per timestep to reach the break condi-
tion. The number of Newton iterations (and linear iterations) per timestep
is nearly constant, which means that the computational cost is well dis-
tributed. In total this computation including the first computation and
the dual problem are less expensive than a computation with CFL = 1.
In the numerical examples in this Section we have only few memory costs.
Although it is an important problem, how solutions can be stored, if the
problems are getting larger. It seems, that it is not possible to store just
a few timesteps and then to interpolate the solution, since it is important
to know the exact time, when the solution is getting instationary. Maybe
checkpointing strategies could help there, see [46].
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7 Future work: Fluid structure
interaction
In this section we present some first results on fluid structure interaction.
The derivation of the dual problem to a fluid structure interaction problem
(FSI) via partial integration is more difficult than in the case where we
have only one differential operator. Evenworse it seems not to be feasible
with the techniques presented in Section 3, due to the coupling conditions
of the equations. Therefore a promising approach is the derivation via a
variational formulation of the problem. Another important aspect of the
FSI problems is the choice of the target functionals, which is not clear. For
example it is an open question which functionals will lead to a meaningful
representation of the error, which then leads to a globally well-fresolved
solution.
In the following we will present some results and experience which may
lead to a adaptive control strategy for fluid-structure-interaction problems
in future work.
7.1 Overview
First we will give an overview on publications in the context of dual weighted
residual methods for fluid structure interaction problems.
In [17] Dunne and Rannacher presented an Eulerian Variational formu-
lation for FSI problems. A technique similar to level set methods tracks
the initial data to determine to which ’phase’ a point belongs. Based on
a monolithic model of the FSI a dual weighted residual method for goal-
oriented a-posteriori error estimation is applied. The discrete dual problem
is set up by simply transposing the Newton matrix at the final solution of
the forward problem.
In [52] a so-called reference domain approach is introduced by van der
Zee, van Brummelen and de Borst, which leads to a dual problem for a
variational formulation of the steady Stokes flow in a 2D channel. The
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dual problem is then used in the evaluation of an error representation,
which is used for spatial adaptation.
The same authors presented an embedded domain approach in [51]. The
framework is based on an extension operator which enables the compar-
ison of approximate solutions on distinct domains. The dual problem is
presented on the corresponding approximate fluid domain.
In [50] van Brummelen, Hulshoff and de Borst investigated the conserva-
tion properties of monolithic discretisations for fluid-structure interaction
problems. A prototypical fluid-structure interaction problem, the 1D pis-
ton problem, is presented in a variational formulation.
We will review this formulation in Section 7.2. Compared to the other
formulations of FSI problems, this problem and its variational formulation
is most suitable for aeroelastic problems.
7.2 The piston problem
The piston problem is a prototype of a fluid structure interaction problem.
We will present the variational formulation of this problem, as in [50].
A variational formulation of the problem is the basis to derive an error
representation in the context of Galerkin methods. A presentation of the
problem is given in Figure 7.1. Now we describe the problem in detail: The
piston problem is a coupled system of the Euler equations and a simple
harmonic oscillator at the interface. Let x and t denote the spatial and
temporal variables, respectively. The domain
Ωl := {(x, t)|0 < t < T ; 0 < x < l(t)} (7.1)
is bounded by the interface
Γl := {(x, t)|x = l(t); 0 ≤ t ≤ T} (7.2)
and a fixed boundary ∂Ωl \ Γl.
We consider the 1D Euler equations as in Appendix B, with appropriate
boundary conditions on the fixed boundary:
v(0, t) = 0, 0 < t < T (7.3)
u(x, 0) = u0(x), 0 < x < l(0), (7.4)
with u0(x) given.
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The equations of the harmonic oscillator are given by
Mz¨ +Kz = θ(t)− β(t), 0 < t < T (7.5)
with initial data: z(0) = z0 and z˙(0) = z˙0, where M , K are given constants
and z0 and z˙0 ∈ R. The oscillator prescribes the piston displacement. The
external force is represented by β(t) and the stress exerted by the fluid on
the structure through the interface is θ(t). Typically β(t) = p0, where p0
is a constant pressure.
The Euler equations (B.1) and the harmonic oscillator are coupled via
interface conditions. They are imposed at the moving interface Γl. There
are two kinematic conditions given by
v(l(t), t) = l˙(t) (7.6)
i.e. the impermeability of the interface for 0 < t < T and the interface
position
l(t) = l0 + z(t) (7.7)
for 0 < t < T with l0 a given constant and one dynamic condition, i.e.
p(u(l(t), t)) = θ(t) (7.8)
which is the equilibrium of forces at the interface for 0 < t < T .
Now we recall the variational formulation [50, 53]:
Find (u, l, z, θ) ∈ H := U × L × Z × P where U, L, Z and P denote
appropriate Hilbert spaces, and test functions (w, λ, ξ, pi), such that
N((u, l, z, θ), (w, λ, ξ, pi)) = n(w, λ, ξ, pi) (7.9)
with
N((u, l, z, θ), (w, λ, ξ, pi))
:=
∫
∂Ωl\Γl
w · (νtu+ νxf(u))ds+
∫ T
0
w(−l˙u+ f(u))dt
+
∫
Ωl
wtu+ wxf(u)dxdt
+(Mξz˙)(T )− (Mξ˙z)(T ) +
∫ T
0
z(Mξ¨ +Kξ)dt−
∫ T
0
ξθdt
+
∫ T
0
λ(l − z)dt+
∫ T
0
pi(p− θ)dt
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and
n(w, λ, ξ, pi) := Mξ(0)z˙0 −Mξ˙(0)z0 −
∫ T
0
ξβdt+
∫ T
0
λl0dt.
7.3 The dual problem and error representation
for the piston problem
Now we will state the dual problem and derive an approximate error rep-
resentation to the piston problem (7.9).
We will use the formal approach, where the adjoint solution is derived via
the variational formulation of the method, see e.g. [2, 30, 48, 52].
We denote by J ′(W )(·) the functional derivative (Frechet) of a given target
functional J(·) and analogously N ′(W,V )(·) denotes the Frechet derivative
of U → N(U, V ) at some W and for V fixed. Then we introduce the
following dual or adjoint problem:
Find (w, λ, ξ, pi) ∈ H such that
J¯ ′(uh, lh, zh, θh)(δu, δl, δz, δθ) (7.10)
=N¯ ′((uh, lh, zh, θh), (w, λ, ξ, pi))(δu, δl, δz, δθ) ∀(δu, δl, δz, δθ) ∈ H
(7.11)
Then we can derive the following error representation
J(u, l, z, θ)− J(uh, lh, zh, θh)
= J¯(u ◦ τ, l, z, θ)− J¯(uh, lh, zh, θh)
= J¯ ′(uh, lh, zh, θh)(u ◦ τ − uh, l − lh, z − zh, θ − θh) + O(‖e‖2)
= N¯ ′((uh, lh, zh, θh), (w, λ, ξ, pi))(u ◦ τ − uh, l − lh, z − zh, θ − θh) + O(‖e‖2)
= N¯((u ◦ τ, l, z, θ), (w, λ, ξ, pi))− N¯((uh, lh, zh, θh), (w, λ, ξ, pi)) + O(‖e‖2)
= n(w, λ, ξ, pi)−N((uh, lh, zh, θh), (w, λ, ξ, pi)) + O(‖e‖2), (7.12)
with uˆ = u◦τ . Here τ is an unknown transformation from the exact domain
to the numerical domain. The functionals denoted with a bar are adapted
functionals due to the transformation τ , i.e.
N¯((uˆ, l, z, θ), (w, λ, ξ, pi)) = N((u, l, z, θ), (w, λ, ξ, pi)). (7.13)
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Here N ′(uh, lh, zh, θh, w, λ, ξ, pi) may be written as
N ′((u, l, z, θ), (w, λ, ξ, pi))(δu, δl, δz, δθ)
:=
∫
∂Ωl\Γl
w · (νtδu+ νxf ′(u)δu)ds+
∫ T
0
w(−l˙δu+ f ′(u)δu)dt
+
∫
Ωl
wtδu+ wxf ′(u)δudxdt+
∫ T
0
pi(p′(u)δu)dt
+ (wu)(T )δl(T ) +
∫ T
0
−wδ˙ludt+
∫ T
0
(wtu+ wxf(u))(δl(t))dt
+
∫ T
0
λδldt+
∫ T
0
p(u)xδldt
+(Mξδ˙z)(T )− (Mξ˙δz)(T ) +
∫ T
0
δz(Mξ¨ +Kξ)dt
+
∫ T
0
−λδzdt+
∫ T
0
−piδθdt−
∫ T
0
−ξδθdt. (7.14)
Once a functional J has been chosen then (7.10) and (7.14) will give us
the dual problem, which has to be solved. In the next Section we will state
some open problems concerning the dual problem of the piston problem.
7.4 Discussion
There are many open questions concerning the dual problem and the deriva-
tion of a space-time adaptive method. On the one hand (7.10) gives an im-
plicit definition of the PDE of the dual problem, but on the other hand it
is not clear how we can derive an explicit formulation of the dual problem,
e.g. from (7.14). It is not clear how to extract the dual PDEs to the fluid
and the structure and especially the dual boundary and coupling condi-
tions. Additionally it is not clear weather such a dual problem (including
a functional) is well-posed.
The approach of the conservative dual problem, which we have applied in
the previous Sections 5 and 6 does not seem to be applicable.
There are some further open aspects:
Another question is, whether it is possible to choose a functional which
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Figure 7.1: Illustration of the piston problem (interface region expanded)
represents the error between the domain of the solution and the domain of
the computational solution. This seems to be difficult, since the transfor-
mation τ between these two domains will be approximated by the identity
due to linearization. The free-boundary character of FSI problems appears
in the fundamental complication, that the underlying domain is unknown
a-priori.
Another question here, is in which set-up do we expect that a timestep-
adaptation is needed. It is common sense that for each oscillation of the
piston a minium of timesteps have to be computed. Maybe the distribution
of these timesteps can be improved by adaptive methods.
The well-posedness of the adjoint problem to the piston problem in Section
is also an open problem, see Section 3.1.1.
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In this thesis, we have combined space- and time-projections of Su¨li, Hous-
ton and Hartmann to split the classical adjoint based error representation
formula for target functionals into space and time components. Based on a
numerical study of these components we have designed an adaptive strategy
which attempts to minimize the number of timesteps (Newton iterations)
by equidistributing the time components of the error.
First we applied the adaptive scheme to a weak perturbation of a sta-
tionary shock to Burgers’ Equation, see Section 5. Already on a very
coarse spatial mesh of 20 points the error representation formula precisely
gives the location and strength of the instationary perturbations. This
can be translated into efficient timestep distributions, which respect a de-
sired accuracy. We show that these timestep distributions can be carried
successfully to much finer spatial grids.
In the 1D case we never compute implicit timesteps below CFL = 5.
Instead, when the error analysis suggests a timestep below CFL = 5, we
switch to an explicit scheme with CFL = 0.8. This implicit/explicit strat-
egy gives considerable savings.
For nonlinear perturbations of a stationary shock, we have demonstrated
that our strategy does reach its goals: it separates initial layers, stationary
regions and perturbations cleanly and chooses just the right timestep for
each of them.
For the 2D Euler equations we have presented a test case for which the
time-adaptive method leads to considerable savings. The computational
results show, that numerical solutions to the Euler equations are com-
puted efficiently and accurately. Therefore we coupled an implicit finite
volume solver on adaptively refined quadtree meshes with adjoint tech-
niques to control the timestep sizes for the solution of weakly instationary
compressible inviscid flow problems. The combination of the space and
time adaptation strategies works well for the chosen functional. Other in-
dicators such as the discrete variation indicator also detect stationary and
instationary regions, but in this context less efficiently and reliably. Pre-
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diction from coarse grid works well and has minor costs, compared to the
solution on the fine grid.
Besides building upon well-established adjoint techniques, we have also
added a new ingredient which simplifies the computation of the dual prob-
lem. We show that it is sufficient to compute the spatial gradient of the
dual solution, w = ∇ϕ, instead of the dual solution ϕ itself. This gradi-
ent satisfies a conservation law instead of a transport equation, and it can
therefore be computed with the same algorithm as the forward problem.
For discontinuous transport coefficients, the new conservative algorithm
for w is more robust than our previous transport scheme for ϕ. We also
derived the boundary conditions for this new conservative dual problem,
which we use in the numerical examples in Section 5 and 6. In Section
7 we start to extend our approach to timestep control for a FSI problem.
We derived a dual problem and an approximative error representation and
discussed some open questions.
To conclude we would like to recommend our time-adaptive strategy for
weakly instationary flows. However, we would like to stress three main
points which the user should handle carefully:
• In the computational examples in this thesis we have chosen target
functionals, which lead to a globally well-resolved solution. Station-
ary and instationary regions of the solution are detected very effi-
ciently. Depending on the temporal behavior of the solution it is
in general not clear that some target functional in the adaptation
strategy will lead to timestep sequences which are suitable for the
problem. The user has to define meaningful functionals, depending
on the given problem.
• The time-adaptive strategy, which we proposed leads to well-adapted
timesteps, with only small costs. The approach to first compute a
coarse solution, take information from it, and then do the compu-
tation on the finer grid, seems to be very promising. This strategy
turned up to be stable if all relevant information of the flow field, e.g.
very small instationary effects are resolved sufficiently on the coarse
grid. The choice of the coarse grid, which we use to determine the
timestep sequence for the finer level, has to be done carefully. If only
little information is known about the problem, the strategy should
advance level-wise.
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• In the numerical examples in Sections 6 and 5 we used the conserva-
tive approach to the dual problem. For more complex problems, e.g.
coupled systems as the piston problem in Section 7 the applicability
of the new conservative problem is not clear and the approach may
have to be extended.
Therefore, the combination of physical and engineering insight with the
mathematical tools developed here should lead to reliable and efficient
codes.
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A DG in time: implicit and explicit time
discretisations
Some Discontinuous Galerkin methods in time can be written as Runge-
Kutta-Methods. We will present the first order methods, which we also
use in our numerical examples. For higher order methods, for example
Heun’s-method we refer to [42] or third and fourth order methods to [6].
Recall the definition (2.6) of the numerical flux in time:
Fν := U∗h(x, tn) := (1− θ)Uh(x, t+n ) + θUh(x, t−n )
and the numerical method (2.8), here of first order: Find Uh ∈ S0,0h (Ω),
such that
N (Uh, vh) = 0 ∀vh ∈ S0,0h (Ω)
with
N (Uh, vh) :=
∑
j,n
{
(Fν(Uh), vh)Γnj
}
.
Now the numerical flux in time has to be interpreted. First we consider
the explicit case. If we choose θ = 0 the numerical flux in time is
Fν := U+h (x, tn) = Uh(x, t
+
n ).
This means that the flux at the boundary at time tn in time direction is
given by Un = Uh(x, t+n ), as illustrated in Figure A.1. At the closed side of
the time interval the value is given by the numerical flux.
If we take piecewise constant test functions and ansatz functions, vh ≡ 1
on each cell Vj . And if we then apply the left-sided box-rule in time, it
101
A DG in time: implicit and explicit time discretisations
tn
In
tn−1
Un = U
+
n−1
t
Figure A.1: Definition of the time interval for the explicit method
leads to:
Un − Un−1 =
∫ tn
tn−1
∫
∂Vj
Fn(t, Un−1)
= ∆t
∫
∂Vj
Fn(tn−1, Un−1)
This gives an explicit method in time, i.e. the explicit Euler method.
Now we consider the implicit case. If we choose the time interval, open
left and closed right, we get:
F ∗ν := U
∗
h(x, tn) = Uh(x, t
−
n )
and therefore the flux at tn in time direction is given by Un = Uh(x, t−n ), as
illustrated in Figure A.2. Using the right-sided box-rule leads to implicit
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In
tn−1
t
Un = U
−
n−1
Figure A.2: Definition of the time intervals of the implicit method
methods
Un − Un−1 =
∫ tn
tn−1
∫
∂Vj
Fn(t, Un)
= ∆t
∫
∂Vj
Fn(tn, Un).
For second order methods one has to choose the ansatz and test functions
suitably to get e.g. the explicit or implicit method of Heun, or the Crank-
Nicholson method θ = 0.5. Higher order Runge-Kutta methods are only
available in the finite volume context in implicit versions, see [6].
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B 1D Euler equations
Now we introduce some notations concerning the one-dimensional Euler
equations.
The one-dimensional time-dependent Euler equations are given in con-
servative formulation are:
∂tU + ∂xf(U) = 0, (B.1)
with the conserved variables U = (u1, u2, u3) = (ρ, ρv, ρE) and the flux
f(U) = (ρv, ρv2 + p, v(ρE + p)). Recall that ρ is the density, v is the
particle velocity and E is the total energy, and p represents the pressure.
The total energy E is decomposed into two parts:
E = ekin + eint =
1
2
ρv2 + eint(p)
where ekin is the kinetic energy and eint the internal energy. Here we
assume that the internal energy depends on the pressure p and the density
ρ. For an ideal gas we have
eint = eint(p) =
p
ρ(γ − 1) , (B.2)
with γ = cpcv denoting the ratio of specific heats, for example, γ = 1.4 for
dry air. The 1D Euler equations may also be written in quasi-linear form
Ut +A(U)Ux = 0,
where the coefficient matrix A(U) is the Jacobian A(U) = ∂Uf(U),
A(U) =
 0 1 0− 12 (3− γ)(u2u1 )2 (3− γ)u2u1 (γ − 1)−γu2u3
u21
+ (γ − 1)(u2u1 )3 γ(u3u1 )− 32 (γ − 1)(u2u1 )2 γ(u2u1 )

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Eigenvalues and eigenvectors of A(U)
The eigenvalues of the coefficient matrix A(U) are:
λ1 =v − c
λ2 =v
λ3 =v + c
with sound speed c :=
√
γp
ρ . And the corresponding eigenvectors are:
r1 =
 1v − c
H − vc

r2 =
 1v
1
2v
2

r3 =
 1v + c
H + vc

with the total specific enthalpy H and the specific enthalpy h defined by
H = E +
p
ρ
=
1
2
v2 + h,
h = eint +
p
ρ
,
respectively. The eigenvalues are all real, and the eigenvectors r1, r2, r3
form a complete set of linearly independent eigenvectors for ρ > 0. Thus
the 1D Euler equations are hyperbolic.
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The two-dimensional time-dependent version of the Euler equations are
given by
Ut + f1(U)x1 + f2(U)x2 = 0,
with the conserved variables U = (u1, u2, u3, u4) = (ρ, ρv1, ρv2, ρE) and
the fluxes
f1(U) =

ρv1
ρv21 + p
ρv1v2
v1(ρE + p)

f2(U) =

ρv2
ρv1v2
ρv22 + p
v2(ρE + p)

the velocity vector v = (v1, v2) and the pressure p = (γ−1)(ρe− 12ρv2). In
quasi-linear form the 2D Euler equations are given by
Ut +A1(U)Ux1 +A2(U)Ux2 = 0,
with the coefficient matrices Ai(U), i=1,2, where
A1(U) =

0 1 0 0
−v21 + 12 (γ − 1)V 2 (3− γ)v1 −(γ − 1)v2 γ − 1)−v1v2 v2 v1 0
−v1( 12 (γ − 1)V 2 −H) H − (γ − 1)v21 −(γ − 1)v1v2 γv1
 ,
A2(U) =

0 0 1 0
−v1v2 v2 v1 0
−v22 + 12 (γ − 1)V 2 (γ − 1)v1 −(3− γ)v2 γ − 1)
v2( 12 (γ − 1)V 2 −H) −(γ − 1)v2 H − (γ − 1)v22 γv2
 ,
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We define for U ∈ R4, n ∈ R2:
An(U, n) := A1(U)n1 +A2(U)n2.
For the 2D Euler equations the eigenvalues of the matrix An(U, n) are
λ1 = v · n− c λ2 = λ3 = v · n λ4 = v · n+ c.
The corresponding right eigenvectors are:
r(1) =

1
v1 − c
v2
H − v1c
 , r(2) =

1
v1
v2
1
2v
2
2
 , r(3) =

0
0
1
v2
 , r(4) =

1
v1 + c
v2
H + v1c
 .
The 2D Euler equations satisfy the rotational invariance:
cos(θ)f1(U) + sin(θ)f2(U) = T−1f1(TU) ∀θ,∀U. (C.1)
with
T = T (θ) =

1
cos(θ) sin(θ)
−sin(θ) cos(θ)
1

and
T−1 = T−1(θ) =

1
cos(θ) −sin(θ)
sin(θ) cos(θ)
1

Proof:
If we differentiate (C.1) with respect to U we get:
An := cos(θ)A1 + sin(θ)A2 = T−1A1(TU)T
Since A1 is diagonalizable, A1(U) = R(U)Λ(U)L(U), it leads to:
An = T−1A1(TU)T
= T−1(R(TU)Λ(TU)L(TU))T
= {T−1R(TU)}Λ(TU){T−1L(TU)}−1
108
Therefore An is diagonalizable with
Rn := T−1R(TU)
Λn := Λ(TU)
Ln := T−1L(TU).
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