Abstract:
INTRODUCTION
One of the major uncertainties in numerical weather prediction (NWP) arises from inadequate representation of cloud microphysical processes in the NWP model [1 -3] . Although high resolution model simulations are made possible by advanced computing facilities [4] , accurate forecasting can't be guaranteed [5] which has been a primary concern while applying the NWP model in research and operational forecasting of weather. This task is even more challenging over the Himalayas due to the role of complex terrain, where general theory and findings from elsewhere may not be fully transferrable [6] .
The giant Himalayas interact with moisture-rich air that generally originates in the Bay of Bengal and initiates topography-induced convection. This convective process is invigorated by a strong temperature gradient during premonsoon season (March -May) [7, 8] leading to the formation of cumulonimbus clouds, where the release of latent heat during the process further enhances the storm development [9 -11] . The effects of such microphysical processes are significant in the cold phase of clouds which are considered as a dominant precipitation formation mechanism in mountainous region [12] .
Sophisticated microphysical parameterization schemes have been developed in recent decades to represent cloud processes in the climate and weather model [13 -15] . In the bin microphysics parameterization, evolution of particle size distribution (PSD) is explicitly resolved [16] consequently it demands a high computational cost. In the bulk scheme the PSD is represented by a function [14, 17] , generally derived from in-situ measurements, which uses moments of particle distribution to estimate bulk quantities, such as mixing ratio (single moment) or both mixing ratio and number concentration (double moment). The bulk scheme is widely used in the cloud resolving simulations [18 -21] due to high computational advantage [22] .
In the bulk microphysical parameterizations (BMP) schemes, cloud processes are parameterized following a wide spectrum of hypothesis ranging from a very simple mechanism with few hydrometeor species [23] to a complex scheme involving very detailed representation of hydrometeors [22] . These wide varieties of cloud parameterizations regulate behavior of model physics which in turn causes the model sensitive to these schemes. Analysis of this sensitivity of model to different microphysical parameterization schemes help to improve our current understanding of cloud processes and also guide for future model development.
A number of studies have highlighted the sensitivity of cloud-resolving model to BMP schemes. According to Liu and Moncrieff [19] , different storm characteristics were observed across the continental United States during simulations of a summer-time convective storm using four different BMP schemes, which represent range of cloud processes from simple ice (ice and liquid drop does not coexist) to mixed-phase. The degree of the model sensitivity was more pronounced to ice phase processes. Reisner et al. [24] evaluated the sensitivity of single and double moment microphysical parameterization schemes to cloud-resolving model (MM5) to predict super-cooled liquid water during the two winter storms across the Rocky Mountain and surrounding areas of Colorado. The simulated storms were sensitive to the chosen schemes and the double moment scheme was able to reproduce the observed storm characteristics in the both cases. A similar sensitivity was observed in the simulation of idealized stratiform precipitation [25] and also in the simulation of winter precipitation over the complex terrain of Colorado Headwater region [20] .
In this paper, we aim to investigate microphysical dependence of simulated characteristics of a convective storm that generally develops during the pre-monsoon season over the foothills of the Himalayas. Such studies have been well documented over the continental United States [19, 20] , North Atlantic Ocean [1] and Southeast India [21] however; it is poorly investigated over the Nepal Himalayas. Section 2 of this paper describes experimental design and observation data. Simulations results and discussion are presented in section 3. Finally, summary and conclusions are drawn in section 4.
DATA AND EXPERIMENT DESIGN
A numerical experiment was carried out using the Weather Research and Forecasting (WRF) model version 3.1.1 with Advanced Research WRF (WRF-ARW) dynamical core [26] . The WRF is a non-hydrostatic, primitive equation model with vertical and horizontal wind components, microphysical quantities, perturbation potential temperature, geopotential and surface pressure of dry air as prognostic variables. The model was defined in the Lambert conformal projection and was configured with three two-way nested domains with a grid spacing of 27, 9 and 3 km centered over central Nepal (26.34° N, 83 .12° E) as shown in (Fig. 1) . The coarse domain covered most of the Hindu -Kush Himalaya region, the Indian subcontinent and the Bay of Bengal. The domain 2 is expanded to cover the whole Nepal including southern portion of the Tibetan plateau and northern part of India. The innermost domain, which covers mainly central Nepal including the Kathmandu Valley, contains 111 x 111 horizontal grid points and 40 vertical levels with domain top pressure 50 mb. The model integration time-step was set to 30 s. We used NCEP/DOE reanalysis 2 data for the model initialisation and boundary conditions. The twenty-four categories of terrestrial data were obtained from the USGS '30s' global data set (http://www.mmm.ucar.edu/wrf/users/download/get_source2.html). The model was initialized at 09 UTC on 17 May 2011 and ran for 39 hours. The first 6 hours simulation is generally considered as a spin-up run [21] hence last 33 hours was considered for the evaluation. Fig. (1) . Domains used for WRF simulations with horizontal grid resolution 27 km (domain 1), 9 km (domain 2) and 3 km (domain 3) centered over central Nepal (26.34° N, 83 .12° E) and the model is set to 40 vertical levels.
The physics packages used in this study comprise the Dudhia short-wave radiation [27] , the RRTM long-wave radiation [28] , the YSU boundary layer [29] and the Noah land surface models [30] . The cumulus convection is explicitly resolved in the high resolution domain (3 km grid) but parameterized using the Grell-Devenyi scheme in the coarse domains.
Four microphysical schemes, which are parameterized with an increasing complexity to resolve water vapor, clouds and precipitation, were examined to analyze the sensitivity of a convective storm. The schemes considered are the Morrison double moment scheme [22, 25] , the Lin scheme [14, 31] , the WRF double moment 6-class scheme (WDM6) [15] , and the WRF single moment 6-class scheme (WSM6) [23] .
The Lin is a mixed-phase single moment bulk microphysics scheme which predicts mixing ratio of 6-class water substances: water vapour, cloud water, rain water, cloud ice, snow and graupel as a prognostic variable and assumes exponential size distribution of the five hydrometeor species. The WSM6, also a mixed-phase scheme, predicts mixing ratio of the 6-class water substance variables. The warm phase cloud processes in this scheme are very similar to the Lin scheme however ice parameterizations are somewhat different. The WDM6 scheme follows the WSM6 scheme and consist the same prognostic water substance variables. However, this is a double moment scheme for warm-phase clouds hence it predicts both mixing ratio and number concentration of the warm-phase hydrometeor species (i.e. cloud water and rain water). The Morrison is the most sophisticated double moment cloud microphysics scheme among the schemes considered in this study that predicts mixing ratio and number concentration of the five hydrometeor species and mixing ratio of water vapour. In contrast to the other schemes, the Morrison scheme includes the effects of aerosol whose concentration and characteristics can be prescribed in the model consequently determine cloud condensation nuclei (CCN) and droplets concentration.
We use ground-based and satellite-based observations of meteorological variables to evaluate performance of the schemes. A meteorological monitoring station was set up at Nagarkot (Lon: 85.5°E, Lat: 27.7°N, Alt: 1900 m asl), Nepal. At this site a Vaisala meteorological sensor (Met Pack WTX 510) were installed on the roof top of a two storey building, which was approximately 5 m above the ground. The station was mounted on a mast offering good 360°e xposure. The weather station recorded measurements of temperature, relative humidity, surface pressure, wind speed, wind direction and precipitation with rainfall and hail discriminations using piezoelectric sensor. The sensor was set to record the variables at 1 minute interval. Tropical rainfall measuring mission (TRMM) 3B42 version 7 (hereafter 3B42 v7) data was used to evaluate performance of the BMP schemes. The 3B42 v7 rainfall data is available at 3 hourly temporal and 0.25° x 0.25° spatial resolution which was interpolated to 3 km x 3 km grids over the study domain. Detail of the rainfall products can be found at Huffman et al. [32] , Huffman and Bolvin [33] and the TRMM website (http://pmm.nasa.gov/TRMM). In order to address location error in a point-to-point comparison between observed and simulated data, average value of variables over adjoining grid boxes, which are located at west, east, south and north from a station, are considered.
Finally, we calculated the root mean square errors (RMSE), which allow us to compare simulated results with observation-based data, using the simulated (X m,i ) and observation-based (X o,i ) accumulated rainfall, temperature and wind speed. A spatial distribution of rainfall accumulated over 33 hours was used to estimate the RMSE with respect to the 3B42 v7 data, where in this case, n in the equation (1) is represented by total number of grid points across the study domain. However, temporal distribution of meteorological variables (e.g. 30 min accumulated rainfall, 30 min averaged temperature and wind speed) were used to calculate the RMSE with respect to the Nagarkot station where value of n is equal to 66, total number of model output during 33 hours of simulation.
(1)
RESULTS AND DISCUSSION
Results from the WRF simulations are shown in (Figs. 3 through 9) . These figures explain the evolution of simulated meteorological variables and hydrometeor species. The simulated variables are compared with the groundbased observation and satellite-based 3B42 v7 data.
Details of the Convective Storm
The convective storm occurred in the late afternoon of 18 May, 2011. Infrared and visible spectra of the geostationary satellite (MET7) images show synoptic weather conditions associated with the convective storm (Fig. 2) . . The characteristics of surface meteorology is described in section 2.2 which includes dry bulb temperature, relative humidity, wind speed, wind direction, rainfall, and surface pressure.
Simulations of Surface Meteorology
Fig. (3) shows a comparison of the WRF simulated time series analysis of meteorological variables for the four microphysics schemes along with the observed meteorology at Nagarkot station. Surface temperature simulation showed a clear diurnal cycle with a magnitude of the peak temperature ~27 °C occurring around 2 pm local time (local time = UTC time + 5:45 hour) and lowest temperature simulated early in the morning Fig. (3a) . All the schemes, generally overestimated the surface temperature at Nagarkot, simulated very similar profiles, which are consistent with the magnitude of the RMSE 3.2°, 3.0°, 3.0°, and 3.0° for the Morrison, Lin, WDM6 and WSM6, respectively. The observed peak temperature was recorded to be ~21 °C around 2 pm local time. Overestimated surface temperature can be attributed to underestimation of precipitation Fig. (3f) which is a result of less clouds cover, allowing more incoming solar radiation reaching to surface, and in turn, increase surface air temperature [34] . However, both the observed and simulated temperature profiles showed a drastic drop in environmental temperature as rainfall started which may be attributed to evaporative cooling mechanism [35] . In this process when raindrops fall below saturated layer, air cools from evaporation of raindrops and melting of hail particles. This cooling is also possible due to passage of cold fronts ahead of the storm [36] . For example, rapid cooling of environment with a magnitude of more than 7 °C per hour was found in southeast India due to passage of a cold front ahead of the thunderstorm [21] . Consistent with surface temperature, simulated relative humidity (RH) profile Fig. (3c) showed a minimum diurnal value (~40%) around 2 pm local time and reached maximum (~95%) early in the morning. The maximum and minimum observed RH were ~90% and ~71% respectively. The simulated RH was not sensitive to the chosen microphysics schemes, which produced identical profiles. Consistent with overestimation of temperature and underestimation of precipitation (explained below) the model underestimated the observed RH. Our analysis showed that the RH sharply increased before initiation of rainfall, which is consistent with formation of clouds and raindrops, in the both observed and simulated cases.
The simulated surface pressure profiles were identical Fig. (3e) which dropped from ~820 hPa to ~817 hPa before the precipitation and gradually increased after dissipation of the storm. This phenomenon is consistent with the observed surface pressure, although the model overestimated the mean surface pressure by 1%. Dai and Trenberth [37] report that the CCSM2 (Community Climate System Model) overestimated surface pressure by 20-50% over lowa d b c latitude and underestimated by the same amount over mid-latitude which was associated with the model deficiencies in simulating tropical latent heat. Fig. (3b) shows that the wind direction shifted from westerly to south-easterly wind before local midnight (1815 UTC) and came back to south-westerly in the afternoon. This pattern is similar for all the four microphysics schemes and suggested a non-sensitivity of wind direction to microphysical parameterization. The observed wind direction at this location is mostly easterly which is not usual in this season [38] . The model simulated a light wind (≤ 2 m/s) early in the morning and suddenly escalated to ~8 m/s in the afternoon Fig. (3d) . The simulated wind speed profiles are very similar for all the four microphysics schemes which is consistent with the magnitude of RMSE 2.1, 2.1, 2.2, 2.0 m/s for the Morrison, Lin, WDM6 and WSM6, respectively, although the Lin scheme simulated slightly high wind velocity before the storm. The model generally underestimated the observed wind velocity where the maximum and minimum speeds were 6 m/s and 2 m/s, respectively and did not show any diurnal pattern. Fig. (3) . Time series analysis of observed and simulated meteorological variables for the four microphysics schemes (a) surface temperature, and (b) relative humidity, (c) wind speed, (d) wind direction, (e) surface pressure, and (f) rainfall at Nagarkot, Nepal.
All the schemes underestimated the actual rainfall intensity and completely missed out some earlier episodes of rainfall event at Nagarkot Fig. (3f) . Over 33 hours of simulation the model showed 34.20 mm, 9.10 mm, 16.60 mm, and 5.60 mm rainfall for the Morrison, Lin, WSM6, and WDM6 schemes, respectively. Rainfall amount over the same time period at the station was 88.33 mm and 57.07 mm based on ground-based measurement and 3B42 v7 data respectively also shown in Fig. (4b) . Based on the RMSE (see parenthesis values in Table 1 than the other schemes. The disagreement between the ground-based observation and 3B42 v7 data can be explained in two ways. Firstly, the rain gauge observation themselves might have been affected by winds [39, 40] and other random sources of error and secondly, the systematic errors and coarse spatial resolution of the TRMM data set [39] . The latter causes strong underestimation of the TRMM rainfall in mountainous terrain [41 -43] , also observed in this study. The TRMM derived spatial distribution of 33 hours accumulated rainfall Fig. (4a) showed that eastern and central Nepal, mostly in Siwalik Hills and Middle Mountain range, receive more rainfall. The Middle Mountain region acts as a topographic barrier to low level circulations and greatly influence distribution of rainfall leading to more rain across southern part of the region [44, 45] , and 3B42 v7 data also support this hypothesis. Spatial distribution of rainfall biases, which are estimated taking difference between the simulated and 3B42 v7 rainfall over 33 hours, for the four microphysical parameterization schemes are shown in Fig. (5) . All the schemes showed an identical distribution pattern with negative rainfall bias across central Nepal including the Kathmandu Valley which is consistent with the observations at Nagarkot Figs. (3f, 4b) , although magnitude and spatial distribution of the bias are different among the schemes. On average, the Morrison scheme produced 6.03 mm rain across each model grid during 33 hours of simulation. Similarly, the Lin, WSM6 and WDM6 scheme generated 6.58 mm, 5.88 mm and 5.17 mm rain, respectively; however, the observation-based 3B42 v7 data showed 29.14 mm rain for the same time period ( Table 1) . Based on the RMSE ( Table 1) the Morrison scheme, which shows the smallest error among the schemes, was closer to the observations. However, the WDM6 shows largest error among the schemes. The better performance of the Morrison scheme is attributed to prediction of double moment distribution of all hydrometeors in cold cloud processes which is a dominant cloud forming process in the Himalayas [12] and also showed in our simulations (explained below). In contrast, the poor performance of the WDM6 is due to prediction of double moment distribution of hydrometeors only in warm phase of clouds which in fact do not significantly contribute to form precipitation in the The forecast errors may be attributed to a coarse grid resolution (3 km x 3 km) which may not be able to simulate detail features of the storm. In an explicit coarse grid resolution convective processes can be inhibited or delayed [19, 46] which could lead to a rapid growth of clouds and precipitation. However, those effects were not observed when convection permitting grid reduced to a finer resolution (< 200 m) [46] . Secondly, the error may also be attributed to a lateral boundary condition as Liu and Moncrieff [19] argued that the MM5 model underestimated convective rainfall across the continental United States due to a smooth lateral boundary condition which was derived from 40 km Eta model analyses. In our study 3-hourly lateral boundary condition was interpolated from 2.5° x 2.5° horizontal resolution and 17 pressure levels from the NCEP reanalysis data. Fig. (6) shows evolution of vertical velocity with time and height simulated for the four microphysics scheme at Nagarkot. Strong updrafts and downdrafts, which play a role to determine intensity of precipitation and type of hydrometeors [47] , are the typical characteristics of a convective storm. All the schemes simulated updrafts (~2 m/s) and associated downdrafts (~1.5 m/s) around 1600 UTC on 17 th May and 0600 UTC on 18 th May which is roughly consistent with the observed rainfall at this location, although the model completely missed out a convective event that occurred around 1730 UTC on 17 th May. The convective cores could reach up to 15 km from the ground level. Although the schemes, in general, were able to capture timing of the convective initiation, surprisingly, none of the schemes reproduced the observed distribution of rainfall. As reported in Rajeevan et al. [21] this is related to strength of the simulated vertical velocity which was much weaker here to form a storm. The Morrison scheme simulated a stronger updraft core, which rose high up to 12 km from surface level, and was consistent with relatively more rainfall than its counterparts. 7) shows zonal averaged wind simulated for the four microphysics schemes at ~5 km from ground level. All the schemes showed a northward propagation of convection with strong updrafts and downdrafts in the beginning and near the end of simulations. The updrafts track showed a strong dependency of convection on the topography because strong updrafts were observed when the storm moved towards the high elevation terrain (i.e. northward). 
Simulations of Vertical Velocity

Simulations of Hydrometeor Profile
Figs. (8a and b) show domain and time averaged vertical profiles of total water condensate (hereafter condensate) and cloud fraction respectively simulated for the four microphysical schemes. The condensate in a grid box was calculated by adding up mixing ratio of hydrometeors (cloud water, cloud ice, rain water, snow and graupel) present in the grid. The cloud fraction, computed based on mixing ratio of hydrometers, is adopted from Liu and Moncrieff [19] , which assumes 100% cloudiness over a grid box when sum of cloud water, ice and snow mixing ratio exceeds 0.01 g/kg. An identical vertical profile, gradual increment with height, of condensate was simulated for all the four schemes in the lower troposphere (below 600 hPa) Fig. (8a) . However, significantly different profiles of the condensate among the four schemes were found in the upper troposphere. The Lin scheme produced minimum amount of the condensate and consequently the cloud fraction all the way from surface level to the upper atmosphere. The WDM6 scheme produced maximum condensate (~0.04 g/kg) in the middle of the atmosphere (400 hPa -600 hPa). The Morrison scheme, which simulated maximum condensate (~0.036 g/kg) and cloud fraction (~7%) at ~600 hPa pressure level, showed higher condensate and cloud fraction profile than their counterparts in the upper atmosphere (above 500 hPa).
The disagreements among the schemes are attributed to different assumptions in the parameterization processes. For example, the schemes use different graupel densities which affect fall speed of particles [48] and consequently have the impacts on collision and coalescence processes [49] . The schemes also use different intercept parameters, which control slope of a function, to estimate distribution of hydrometeors in the both warm and cold phase processes. The variability in cloud cover may have been due to different approaches used in the parameterization of ice sedimentation processes and collection efficiency. For example, a high collection efficiency of ice causes fast transformation of cloud ice to snow which subsequently precipitate out due to its large sedimentation velocity [50] . Such effect was observed in the study of a deep tropical convection, where the WRF simulated anvil clouds was found less persistent than the observed clouds [51] . Fig. (9) shows the domain and time averaged vertical profiles of individual hydrometeor simulated for the four microphysics schemes. The profiles showed noticeable variations in hydrometeors' profile and more pronounced differences were observed in the cold phase of cloud processes, which is considered as a dominant cloud forming processes in the Himalayas. The strong sensitivity of the schemes with ice phase hydrometeors is attributed to moment a b of distribution of hydrometeor particles represented in the schemes. For example, the Morrison scheme, which represents the detailed ice phase processes and consistent with the better performance as shown in RMSE, predicts number concentrations and mixing ratios of every ice phase hydrometeor particles. In contrast, the WDM6 scheme, which shows the poor performance among the schemes, predicts number concentrations and mixing ratios of hydrometeors only for warm cloud processes, which is less likely to occur in the Himalayas. The model simulated identical profiles of rainwater mixing ratio (q r ) for all the schemes with ~0.008 g/kg at the surface level and remained constant with height up to 500 hPa, although the WDM6 scheme produced slightly more rainwater in the middle atmosphere (~500 hPa -600 hPa). Distribution of cloud water mixing ratio (q c ) exhibited a similar evolution pattern; however, magnitudes are somewhat different among the schemes, where the Morrison (WDM6) scheme simulated a highest (lowest) mixing ratio profile. All the schemes simulated negligible ice mixing ratio (q i ) that may be attributed to a rapid transformation of ice to snow and graupel as explained above. In the Morrison scheme, snow mixing ratio (q s ), which was the highest among the schemes, was dominated over graupel mixing ratio (q g ), which was the lowest among the schemes. In contrast, the opposite was true for the other three schemes. A number of other studies have also highlighted significant variations in mixing ratio of hydrometeors among different microphysical parameterization schemes [19 -21] . 
SUMMARY AND CONCLUSIONS
We carried out a sensitivity analysis of four bulk microphysical parameterization (BMP) schemes (Morrison, Lin, WDM6, and WSM6) to simulate a convective storm, which generally develops during per-monsoon (March -May) season over the foothills of the Himalayas, using a high resolution (3 km x 3 km) configuration of WRF model. The study domain is characterized by a complex terrain of the Himalayas including the Mt. Everest (8,848 m) in the north and 'Terai' (low land in southern Nepal, altitude < 200 m) in the south. A convective storm that evolved mainly over central Nepal in the late afternoon of 18 May, 2011 was considered in this study. To evaluate performance of the model, simulation results are compared with a high temporal resolution (1 min.) dataset obtained from an observation station which was set up at Nagarkot (Lat: 27.7°N, Lon: 85.5°E, Alt: 1900 m asl), Nepal as part of this study. Furthermore, the latest version (v7) of tropical rainfall measuring mission (TRMM) satellite data (3B42 v7), which is available at 3 hourly temporal and 0.25° x 0.25° spatial resolution, was interpolated onto the model grids to compare with the simulations. Bias and root mean square error (RMSE) are calculated to evaluate the performance of the four BMP schemes.
The BMP schemes considered here are parameterized with an increasing complexity, from a single to double moments of particle distribution. The schemes make different assumptions to represent cloud microphysical processes in the model. Evaluation of the BMP schemes are based on analysis of temporal and spatial distribution of meteorological variables, vertical profiles of hydrometeors, updrafts and downdrafts and cloud cover. Major results are summarized as below:
All the BMP schemes show negative bias across central Nepal, based on 3B42 v7 data, although the magnitude and spatial distribution of biases are different between the schemes. The RMSE for rainfall suggest that the Morrison scheme, which showed the smallest magnitude of error, was closer to the ground-based (Nagarkot) and satellite-based (3B42 v7) observations. The Morrison scheme, in addition to the warm phase clouds, also predicts number concentration and mixing ratio of all cold hydrometeors [22] that increase degree of freedom and improve radiative transfer calculations [52] in turn improve cold cloud processes, which is a dominant precipitation formation mechanism in the Himalayas [12] and accurately represents the mechanism. The RMSEs for surface temperature and wind speed, however, were very similar between the schemes. The Siwalik Hills and Middle Mountain range, where the simulated and 3B42 v7 rainfall rate agrees reasonably well, act as a topographic barrier for low level circulation and significantly influence formation and distribution of rainfall, receives more rain [44, 45] . Our simulations also support this hypothesis that all the BMP schemes produce more rain across the Siwalik Hills and Middle Mountain area. We observe that there are significant differences between the ground-based and satellite-based rainfalls at Nagarkot which may be attributed to i) the effects of wind on the ground-based instrument, and ii) systematic errors in the retrieval algorithm and coarse spatial coverage (0.25° x 0.25°) of the TRMM satellite. The effects of the latter are more pronounced in mountainous terrain, which significantly underestimates the actual rainfall intensity [41 -43] . Hence this research, which showed inconsistency between the ground-based and the TRMM derived rainfall intensity, supports the previous studies. A strong sensitivity of ice phase hydrometeors and cloud cover to the chosen BMP schemes is observed. Ice mixing ratio (q i ) in the WDM6 scheme was the highest among the schemes. The Morrison scheme simulated highest snow mixing ratio (q s ), whereas graupel content was the lowest. Further, the Morrison scheme generated maximum cloudiness in the upper troposphere and minimum cloudiness in the lower troposphere.
Our conclusions are based on the analysis of a single convective event which is the caveat of this study. However, this study indicates that improved ice processes in the model can significantly improve our understanding of precipitation processes over the Himalayas. It would also be more effective to carry out simulations of several other convective events covering diverse synoptic conditions and considering different physical processes such as boundary layer and land surface schemes. It would be interesting to look at the simulations with parameterized cumulus convection in the high resolution domain. A strong sensitivity of model to a parameterized cumulus convection than an explicit convection was found across the continental United States [53] . A convection permitting simulation configured with single domain could produce better results than multiple domains with parameterized convection in coarse and explicit convection in high resolution domain because parameterized convection in outer domain could influence inner domains [19, 21] . The single domain approach, however, could enhance errors while feeding coarse resolution data from a global model directly to high resolution grid [54] .
