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Abstract
In an empirical Bayes analysis, we use data from repeated sampling to imitate
inferences made by an oracle Bayesian with extensive knowledge of the data-generating
distribution. Existing results provide a comprehensive characterization of when and
why empirical Bayes point estimates accurately recover oracle Bayes behavior. Here, we
develop confidence intervals that provide asymptotic frequentist coverage of empirical
Bayes estimands. Our intervals include an honest assessment of bias even in situations
where empirical Bayes point estimates may converge very slowly. Applied to multiple
testing situations, our approach provides flexible and practical confidence statements
about the local false sign rate.
1 Introduction
Empirical Bayes methods enable frequentist estimation that emulates a Bayesian oracle.
Suppose we observe X generated as below, and want to estimate θ(x),
µ ∼ G, X ∼ N (µ, σ2) , θ(x) = E [h(µ) ∣∣X = x] , (1)
for some function h(·). Given knowledge of G, θ(x) can be directly evaluated via Bayes’
rule. An empirical Bayesian does not know G, but seeks an approximately optimal estimator
θˆ(x) ≈ θ(x) using independent draws X1, X2, ..., Xm from the distribution (1).
The empirical Bayes approach was first introduced by Robbins [1956] and, along with the
closely related problem of compound estimation, has been the topic of considerable interest
over the past decades [Efron, 2012]. Empirical Bayes methods have proven to be successful
in a wide variety of settings with repeated observations of similar phenomena including
genomics [Efron, Tibshirani, Storey, and Tusher, 2001, Smyth, 2004, Love, Huber, and
Anders, 2014], economics [Abadie and Kasy, 2018], and sports statistics [Efron and Morris,
1975, Ragain, Peysakhovich, and Ugander, 2018]; and there is by now a large literature
proposing a suite of estimators θˆ(x) for θ(x) and characterizing minimax rates for estimation
error [e.g., Brown and Greenshtein, 2009, Butucea and Comte, 2009, Efron and Morris, 1973,
James and Stein, 1961, Jiang and Zhang, 2009, Pensky, 2017].
The goal of this paper is to move past point estimation, and develop confidence intervals
for θ(x), i.e., intervals with the following property:
Iα(x) =
[
θˆ−α (x), θˆ
+
α (x)
]
, lim inf
n→∞ P [θ(x) ∈ Iα(x)] ≥ 1− α. (2)
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The main challenge in building such intervals is in accurately accounting for the potential
bias of point estimates θˆ(x).
As concrete motivation, consider the problem of estimating the local false-sign rate
θ(x) = P
[
µiXi ≤ 0
∣∣Xi = x], i.e., the posterior probability that µi has a different sign than
Xi; see Section 1.2 for a discussion and references. In the existing literature, the predominant
approach to local false sign rate estimation involves first getting a prior estimate Ĝ of the
effect size distribution G from (1) by maximum likelihood over some appropriate regularity
class—for example, Stephens [2016] uses a mixture distribution whereas Efron [2014] uses a
log-spline—and then estimating θˆ(x) via a plug-in Bayes rule on Ĝ. While these methods
often have reasonably good estimation error, these procedures are highly non-linear so it is
not clear how to accurately characterize their bias in a way that would allow for confidence
intervals as in (2). Furthermore, it is well known that minimax rates for estimation in
empirical Bayes problems θ(x) are extremely slow [Butucea and Comte, 2009, Pensky, 2017],
e.g., they are polynomial in log(n) for local false sign rate estimation; thus, eliminating bias
via techniques like undersmoothing may be prohibitively costly even in large samples.
Here, instead of explicitly estimating the effect size distribution G, we use tools from
convex optimization to design estimators θˆ(x) for θ(x) such that we have explicit control
on both their bias and variance. This idea builds on early work from Donoho [1994] for
quasi-minimax estimation of linear statistics over convex parameter spaces, and has recently
proven useful for statistical inference in a number of settings ranging from semiparametrics
[Hirshberg and Wager, 2018a, Kallus, 2016] and the high-dimensional linear model [Athey,
Imbens, and Wager, 2018, Javanmard and Montanari, 2014, Zubizarreta, 2015] to regression
discontinuity designs [Armstrong and Kolesa´r, 2018a, Imbens and Wager, 2018] and popu-
lation recovery [Polyanskiy, Suresh, and Wu, 2017]. The empirical Bayes estimand θ(x) in
(1) is of course not a linear statistic; however, we will use a local version of the method of
Donoho [1994] as a starting point for our analysis.
Despite widespread use of empirical Bayes methods, we do not know of existing con-
fidence intervals with the property (2), i.e., asymptotic covarage of the empirical Bayes
estimand θ(x). The closest method we are aware of is a proposal by Efron [2016] for es-
timating the variance of empirical Bayes estimates θˆ(x), and then using these variance
estimates for uncertainty quantification. Such intervals, however, do not account for bias
and so only could only achieve valid coverage via undersmoothing; and it is unclear how
to achieve valid undersmoothing in practice noting the very slow rates of convergence in
empirical Bayes problems. Efron [2016] himself does not suggest his intervals be combined
with undersmoothing, and rather uses them as pure uncertainty quantification tools. We
also note work that seeks to estimate Bayesian uncertainty Var
[
h(µ)
∣∣X = x] via empirical
Bayes methods [Morris, 1983, Laird and Louis, 1987]; this is, however, a different problem
from ours.
1.1 Bias-Aware Calibration of Empirical Bayes Estimators
We start by recalling the following result from Donoho [1994]. Suppose we observe a random
vector Y ∼ N (Kv, σ2In×n) for some unknown v ∈ V, and want to estimate θ = a>v.
Then, whenever V is convex, there exists a linear estimator, i.e., an estimator of the form
θˆ = β + γ>Y for some non-random vector γ and constant β, that is within a factor 1.25 of
being minimax among all estimators (including non-linear ones). Moreover, the minimax
linear estimator can be derived via convex programming.
The empirical Bayes problem is, of course, very different from the problem discussed
2
above: In particular, our estimand is not linear inG and our signal is not Gaussian. Nonethe-
less, we find that by applying the ideas that underlie the result of Donoho to a linearization
of the empirical Bayes problem, we obtain a practical construction for confidence intervals
with rigorous coverage guarantees that do not rely on any kind of undersmoothing.
Our approach for inference of θ(x) = E
[
h(µi)
∣∣Xi = x] (for h measurable) starts with
a reasonably accurate pilot estimator θ¯(x)—this pilot could be obtained, for example, via
the plug-in rules of Efron [2014] or Stephens [2016]—and then “calibrating” the pilot θ¯(x)
using an optimized linear estimator. To do so, we first write our estimand θ(x) as follows
via Bayes’ rule,1
θ(x) =
∫
h(µ)ϕ(x− µ) dG(µ)∫
ϕ(x− µ) dG(µ) =
a(x)
f(x)
, (3)
where φ is the standard Normal density, f(x) = (ϕ∗dG)(x) is the marginal density of X and
a(x) is used to denote the numerator. Because our estimand is a ratio of two functionals,
direct estimation of θ(x) may be difficult. However, by first order approximation about
a pilot estimator θ¯(x) = a¯(x)/f¯(x), we see that (we will make this argument rigorous in
Section 3)
θ(x) ≈ θ¯(x) + a(x)− θ¯(x)f(x)
f¯(x)
, (4)
where the right-hand side above only depends on G through the linear functional
∆G(x) =
1
f¯(x)
∫ (
h(µ)− θ¯(x))ϕ(x− µ) dG(µ). (5)
Our core proposal is to estimate ∆G(x) as a linear estimator, i.e., one of the form
2
∆̂(x) = Q̂0 +
1
m
m∑
i=1
Q̂(Xi), (6)
where Q̂0 and Q̂(·) are chosen to optimize a worst-case bias-variance tradeoff depending on
a class of candidate priors G. In order to apply our method, we need the class G to be
convex but, beyond that, we have considerable flexibility. For example, G could be a class
of Lipschitz functions, or the class of symmetric unimodal densities around 0.
Unlike in some simpler problems, e.g., the ones considered in Armstrong and Kolesa´r
[2018a], Imbens and Wager [2018] or Kallus [2016], deriving the minimax choice of Q̂(·) for
use in (6) is not tractable—even after linearization. However, as discussed in Section 2, it
is possible to derive a quasi-minimax Q̂(·) function via convex optimization provided that,
in addition to our pilot θ¯(x) we, also have access to f¯(·), a pilot estimate of the marginal
X-density f(·) such that ∥∥f¯(·)− f(·)∥∥∞ ≤ cm. Then, given our choice of Q̂(·) defined in
Section 2, we report point estimates
θˆ(x) = θ¯(x) + ∆̂(x). (7)
1We use σ = 1 in (1) throughout the rest of the text to simplify exposition.
2Estimators of the form (6) and linear estimators in the Gaussian problem considered by Donoho [1994]
are closely related via the white noise limit for density estimation; see Donoho and Liu [1989] for details.
We review basic results from Donoho [1994] in the context of estimators of the form (6) in the proof of
Proposition 7.
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For confidence intervals, we first estimate the variance and worst-case bias of our calibration
step as
V̂ =
1
m(m− 1)
m∑
i=1
(
Q̂0 + Q̂(Xi)− ∆̂(x)
)2
,
B̂2 = sup
G∈Gm
{(
Eϕ∗dG
[
∆̂(x)
]
−∆G(x)
)2}
,
(8)
and then use these quantities to build bias-adjusted confidence intervals Iα for θ(x) [e.g.,
Armstrong and Kolesa´r, 2018a, Imbens and Manski, 2004, Imbens and Wager, 2018]
Iα = θˆ(x)± tˆα, tˆα = inf
{
t : P
[∣∣∣B + V̂ 1/2Z∣∣∣ ≤ t] ≥ 1− α for all |B| ≤ B̂} , (9)
where Z ∼ N (0, 1) is a standard Gaussian random variable. Section 3 has formal results
establishing asymptotic coverage properties for these intervals.
1.2 Example: Local False Sign Rate Estimation
The local false sign rate measures the posterior probability that the sign of an observed
signal Xi disagrees with the sign of the true effect µi
3:
lfsr(x) = P
[
Xiµi ≤ 0
∣∣Xi = x] . (10)
Local false sign rates provide a principled approach to multiple testing without assuming
that the distribution G of the effect sizes µi is spiked at 0, and in particular form an
attractive alternative to the local false discovery rate, lfdr(x) = P
[
µi = 0
∣∣Xi = x], without
requiring a sharp null hypothesis [Stephens, 2016, Zhu, Ibrahim, and Love, 2018]. Inferential
emphasis is thus placed on whether we can reliably detect the direction of an effect; such
inference has been considered—potentially outside model (1)—by many authors, including
Barber and Cande`s [2016], Benjamini and Yekutieli [2005], Gelman and Tuerlinckx [2000],
Owen [2016], Weinstein and Yekutieli [2014], Hung and Fithian [2018] and Yu and Hoff
[2019].
We focus on the local false sign rate as it is of obvious scientific interest, yet behaves as
a “generic” empirical Bayes problem that can directly be used to understand (1) for other
choices of h(·). In contrast, the problem of posterior mean estimation θ(x) = E [µi ∣∣Xi = x]
exhibits a special “diagonal” structure [e.g., Efron, 2011] that allows for unexpectedly good
estimation properties. In the case of posterior mean estimation, our approach will in fact be
able to benefit from this structure to get short confidence intervals; however, we emphasize
that we do not need such special properties for valid inference.
As discussed above, the standard approach to local false sign rate estimation relies on
plug-in estimation of G [Efron, 2014, Stephens, 2016]. Here, we compare our Minimax
Calibrated Empirical Bayes estimator (MCEB) to this plug-in approach in two simple sim-
ulation examples: We draw 10, 000 observations from the distribution (1) with the effect
size distributions G defined as follows (and σ = 1),
Gbimod =
1
2
N (−1.5, 0.22)+ 1
2
N (1.5, 0.22) ,
Gunimod =
7
10
N (−0.2, 0.22)+ 3
10
N (0, 0.92) , (11)
3More generally, for an estimator µˆi = µˆi(Xi) of µi, the local false sign rate at x may be defined as
lfsr(x) = P
[
µˆiµi ≤ 0
∣∣Xi = x].
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Figure 1: Inference for Local False Sign Rates: a) Probability density function of
the effect size distribution Gbimod defined in (11). b) The dotted curve shows the true
target θ(x) = P
[
µi ≥ 0
∣∣Xi = x], while the shaded areas show the expected confidence
bands for the MCEB procedure, as well as the exponential family plug-in approach. c) The
coverage (as a function of x) of the bands shown in panel b) where the dashed horizontal
line corresponds to the nominal 90% coverage. d,e,f) Analogous results to panels a,b,c)
however with the effect size distribution Gunimod defined in (11).
and seek to provide 90% pointwise confidence intervals for the lfsr(x) for a collection of
different values of x. As discussed above, our MCEB approach requires the practitioner to
specify a convex class G that contains the effect size distribution G; here, we use4
G = {N (0, 0.22) ? pi | pi distribution function with support [−3, 3] ⊂ R}.
Further implementation details for the MCEB approach are discussed in Section 3.1. Mean-
while, for the plug-in approach we use the estimator Gˆ obtained by maximum likelihood
over a flexible exponential family, for which the sufficient statistic is a natural spline with
5 degrees of freedoms as recommended in Efron [2016]; see Appendix F for implementation
details. Recall that, as discussed above, the plug-in confidence intervals only account for
the variance of θˆ(x) but not its bias; our MCEB approach accounts for both.
Figure 1 summarizes the results of the simulations. For ease of visualization, we report
results on the (substantively equivalent) quantity θ(x) = P
[
µi ≥ 0
∣∣Xi = x] instead of the
local false sign rate so that the resulting curve is monotonic in x. The take-home message is
that the plug-in estimator leads to much narrower bands than the MCEB bands; however,
4How to best choose G is a difficult question that needs to rely on subject matter expertise. In applications,
it may be prudent to run our approach for different values of G, and examine sensitivity of the resulting
confidence intervals to the smoothness of G.
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Figure 2: Coverage versus expected width of confidence bands: Here the simulation
setting is the same as that of Figure 1, panels d,e,f) with the results also averaged over x.
Furthermore, we apply the exponential family plug-in estimator for a range of degrees of
freedom (from 1 to 25 shown by the number as well as progressively darker blue color), while
in Figure 1 only the estimator with 5 degrees is considered. Nominal coverage of 90% is
achieved only for 25 degrees of freedom, and with bands wider than for the proposed MCEB
bands.
the plug-in bands do not in general achieve good coverage. In the bimodal example (Gbimod),
the plug-in method appears to have gotten “lucky” in that bias is vanishingly small relative
to variance, and methods provide good coverage. In contrast, for the unimodal example
(Gunimod), there appears to be non-negligible bias and the plug-in bands get close to 0%
coverage of θ(x). At least in this example, it appears that having many true effects µi close
to 0 made the local false sign rate estimation problem more delicate, thus highlighting the
vulnerability of the plug-in approach that does not account for bias.
One might at this point wonder whether one can reduce the bias of the plug-in approach
and achieve nominal coverage by increasing the degrees of freedom of the spline; we explore
this in Figure 2 for the above simulation with the effect size distribution Gunimod. In general,
coverage indeed improves as the degrees of freedom increase; however for large choice of the
latter, the variance can be so dominating that the width of the intervals is larger than for the
proposed MCEB intervals. More importantly it is not clear a-priori, i.e., without knowing
the ground truth, how to properly undersmooth the plug-in estimation and choose a number
of degrees of freedom that provides good coverage.
This example highlights the fact that if we want confidence intervals that cover the true
local false sign rate θ(x), then explicitly accounting for bias is important. We also note
that similar phenomena hold if we compare MCEB to the plug-in approach for estimating
the posterior mean E
[
µi
∣∣Xi = x]; see Figure 5 in Section 4. Again, the plug-in approach
provides shorter bands, but at the cost of poor coverage in the second unimodal simulation
design.
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1.3 Related Work
As discussed briefly above, the empirical Bayes principle has spurred considerable interest
over several decades. One of the most successful applications of this idea involve compound
estimation of a high-dimensional Gaussian mean: We observe X = N (µ, I), and want
to recover µ under squared error loss. If we assume that the individual µi are drawn
from a prior G, then empirical Bayes estimation provides a principled shrinkage rule [Efron
and Morris, 1973, Efron, 2011]. Moreover, even when µ is assumed to be fixed, empirical
Bayes computations provide an excellent method for sparsity-adaptive estimation [Brown
and Greenshtein, 2009, Jiang and Zhang, 2009, Johnstone and Silverman, 2004].
The more general empirical Bayes problem (1) has also raised interest in applications
[Efron, 2012, Efron et al., 2001, Stephens, 2016]; however, the accompanying formal results
are less comprehensive. Some authors, including [Butucea and Comte, 2009, Pensky, 2017]
have considered rate-optimal estimation of linear functionals of the prior; and their setup
covers, for example, the numerator a(x) in (3). The main message of these papers, however,
is rather pessimistic: For example, Pensky [2017] shows that for many linear functionals,
the minimax rate for estimation in mean squared error over certain Sobolev classes G is
logarithmic (to some negative power) in the sample size.
In this paper, we study a closely related problem but take a different point of view.
Even if minimax rates of optimal point estimates θˆ(x) may be extremely slow, we seek
confidence intervals for θ(x) that still achieve accurate coverage in reasonable sample sizes
and explicitly account for bias. The results of Butucea and Comte [2009] and Pensky [2017]
imply that the width of our confidence intervals must go to zero very slowly in general; but
this does not mean that our intervals cannot be useful in finite samples (and, in fact, our
experiments in Figure 1 and applications to real data suggest that they can be).
In the spirit of Koenker and Mizera [2014], we utilize the power of convex optimization for
empirical Bayes inference and our methodological approach builds heavily on the literature
on minimax linear estimation of linear functionals in Gaussian problems. Donoho [1994]
and related papers [Armstrong and Kolesa´r, 2018a, Cai and Low, 2003, Donoho and Liu,
1991, Ibragimov and Khas’ minskii, 1985, Johnstone, 2011, Juditsky and Nemirovski, 2009]
show that there exist linear estimators that achieve quasi-minimax performance and can be
efficiently derived via convex programming.
2 Bias-Aware Inference for Linear Functionals
As a first step towards our approach to empirical Bayes inference, we need a method for bias-
aware estimation and confidence intervals for linear functionals L = L(g) of the unknown
effect size distribution g,5
L(g) =
∫
R
ψ(µ)g(µ)dµ (12)
where ψ(·) is some function of our choice. Despite its simple appearance, even this problem
is not trivial and to our knowledge no practical method for building confidence intervals
for such functionals is available in the existing literature. We will then build on the results
developed here to study methods for bias-aware empirical Bayes inference in Section 3.
5Throughout the remainder of the paper, we will assume for simplicity that the priors have Lebesgue
density g.
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We build on a line of work that has attained minimax rate-optimal estimations for linear
functionals of g using estimators written in terms of the empirical characteristic function
[Butucea and Comte, 2009, Matias and Taupin, 2004, Pensky, 2017]. More specifically,
writing ψ∗(t) =
∫
exp(itx)ψ(x)dx for the Fourier Transform of ψ∗ and φ∗(t) = exp(it−t2/2)
for the characteristic function of the standard Gaussian distribution, these authors consider
estimators of the form
LˆBC,hm =
1
2pim
m∑
i=1
∫ 1/hm
−1/hm
exp(itXk)
ψ∗(−t)
φ∗(t)
dt. (13)
With proper tuning of the bandwidth parameter hm > 0 which governs a bias-variance trade-
off, the above estimators achieve minimax rate optimality over certain classes of priors g ∈ G.
Despite their optimality guarantees, the above class of estimators is not without pitfalls:
Fourier approaches often do not show good practical performance in finite samples [Efron,
2014]. Furthermore the methods are usually derived for very specific prior classes G, and
are hard to tailor for G which might be more suitable to the application at hand. Finally,
confidence intervals based on (13) have not been considered in the literature.
Here, we also focus on estimators for (12) that, like (13), are affine in the empirical
X-distribution Fˆn, i.e., they can be written as below in terms of some function Q and offset
Q0:
Lˆ = Q0 +
1
m
m∑
i=1
Q(Xi) = Q0 +
∫
Q(u)dFˆn(u). (14)
But, instead of limiting ourselves to estimators that can be written explicitly in terms of
the empirical characteristic function, we can attempt to optimize the choice of Q(·) in (14)
over a pre-specified convex function class G. Here, we follow a recent trend in using modern
convex optimization tools to derive estimators that are carefully tailored to the problem
at hand [Armstrong and Kolesa´r, 2018a, Hirshberg and Wager, 2018a, Imbens and Wager,
2018, Kallus, 2016].
At this point, we pause to note that—unlike in Donoho [1994] and the series of papers
discussed above—finding the minimax choice of Q(·) for (14) is not a parametric convex
problem. In order to recover the minimax Q(·) we would need to solve the optimization
problem
argminQ0,Q {max {MSE((Q0, Q), g) : g ∈ G}} , where
MSE((Q0, Q), g) = (Eg [Q0 +Q(Xi)]− L(g))2 + 1
m
Varg [Q(Xi)] .
(15)
This problem, however, is intractable: The difficult term here is Varg [Q(Xi)], which depends
on the product of g(Xi) and Q
2(Xi).
Thankfully, we can derive a good choice of Q by solving a sharp approximation to (15).
First, to avoid regularity issues at infinity, we let M > 0 be a (large) constant, and only
optimize Q(·) over functions that are constant outside the interval [−M, M ]. Then, suppose
we have access to a pilot estimate f¯m(·) of the marginal density f(·) of X, along with a
guarantee that, for some sequence cm → 0
P
[∥∥f(·)− f¯m(·)∥∥∞,M ≤ cm]→ 1, where
‖h‖∞,M := max
{
sup
x∈[−M,M ]
|h(x)| ,
∣∣∣∣∣
∫ −M
−∞
h(x)dx
∣∣∣∣∣ ,
∣∣∣∣∫ ∞
M
h(x)dx
∣∣∣∣
}
.
(16)
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Algorithm 1: Confidence intervals for linear functionals Lg
Input: Observations X˜1, . . . , X˜m, X1, . . . , Xm
iid∼ fg, a nominal level α ∈ (0, 1)
1 Use the observations X˜1, . . . , X˜m to form f¯m(·), an estimate of the marginal
X-density and specify δm, cm (which can depend on the data in the first fold).
2 Solve the minimax problem (19) to get Q0, Q and the worst case bias B̂ as in (8).
3 Use the observations X1, . . . , Xm to form the estimate Lˆδm of Lg and its estimated
variance V̂ as in (8).
4 Form bias-aware confidence intervals as in (9).
This is not a stringent assumption, as it is well known that f(·) can be accurately estimated
in the Gaussian convolution model [Kim, 2014]. As discussed in Section 3.1 and Appendix D,
we can obtain practical estimates of f(·) using the de la Valle´e-Poussin kernel density esti-
mator [Matias and Taupin, 2004] and choose cm with the Poisson bootstrap of Deheuvels
and Derzko [2008] and a bias adjustment. In our formal results, we allow for cm and f¯m to
be random.
Given such a pilot, we can approximate the problematic variance term as6
Varg [Q(Xi)] ≤ Eg
[
Q2(Xi)
] ≈ ∫
R
Q2(x)f¯(x)dx (17)
for all g ∈ Gm, where
Gm =
{
g˜ ∈ G : ∥∥ϕ ∗ g˜ − f¯∥∥∞,M ≤ cm} (18)
is the set of all effect size distributions g that yield marginal X-densities satisfying ||f(·)−
f¯m(·)||∞,M ≤ cm. We then propose using the following optimization problem as a surrogate
for (15),
argminQ0,Q
{
max
{
(Q0 + Eg [Q(Xi)]− L(g))2 : g ∈ Gm
}
:
1
m
∫
Q2(x)f¯m(x)dx ≤ Γm, Q is constant on (−∞, −M ]∪ [M, +∞)
}
,
(19)
where Γm is a tuning parameter used to optimize a bias-variance trade-off. As verified
below, the induced Q(·) weighting function allows for rigorous inference about L and the
above optimization problem allows for practical solvers. In order to avoid own-observation
bias effects, we derive our pilot estimators by data-splitting: We use one half of the data
to form the estimate f¯ = f¯m and specify cm, δm, and then use the other half to evaluate
the linear estimator Lˆ := Lˆδm := Lˆδm,m from (14) with Q0, Q(·) derived from (19) and to
construct confidence intervals. Algorithm 1 summarizes the procedure.
We state our main result about inference for linear functionals below. As is common
in the literature on linear estimation [Armstrong and Kolesa´r, 2018a, Cai and Low, 2004,
6Here, upper bounding Varg [Q(Xi)] by Eg
[
Q2(Xi)
]
does not cost us anything asymptotically. For our
use cases, the quantity |L(g)| ≤ c ∀ g ∈ G, so that we may assume that Eg [Q] = O(1). On the other
hand, for the problems at hand MSE((Q0, Q), g)  1/m; and, under weak assumptions, this implies that
Varg [Q]→∞ as m→∞. Asymptotically, we thus expect that Varg [Q] /Eg
[
Q2
]→ 1 as m→∞; see the
proof of Theorem 1 for a rigorous statement.
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Donoho, 1994, Low, 1995], the modulus of continuity defined as follows plays a key role in
our analysis:
ωm(δ) = sup
{
Lg1 − Lg−1 | g1, g−1 ∈ Gm,
(∫ −M
−∞
(
fg1(x)dx− fg−1(x)
)
dx
)2
dx∫ −M
−∞ f¯(x) dx
+
∫ M
−M
(
fg1(x)− fg−1(x)
)2
f¯(x)
dx+
(∫∞
M
(
fg1(x)− fg−1(x)
)
dx
)2∫∞
M
f¯(x) dx
≤ δ2
}
.
(20)
Algorithm 1 and the result below leave open the choice of some parameters such as cm and
δm, which furthermore may be random and depend on the first fold of the data. We will
further elaborate on these choices in Remarks 5 and 6, as well as Section 3.1.
Theorem 1. Consider inference for a linear functional Lg =
∫
ψ(µ)g(µ)dµ via Algorithm 1.
Further assume that G is convex, and that:
– The linear functional satisfies supg∈Gm |Lg| <∞.
– We run our procedure with a neighborhood radius cm as in (16) satisfying cm
Pg→ 0.
– The resulting sets Gm are such that Pg [g ∈ Gm]→ 1 as m→∞.
– The tuning parameter Γm in (19) can be written as Γm = m
−1ω′m(δm)
2, where ωm(·)
is as defined in (20) and δm > 0 satisfies c
2
m / (mδ
2
m)
Pg→ 0.
– Pg [Bm] → 1 as m → ∞, where Bm is the event that there exist gδm1 , gδm−1 ∈ Gm that
solve the modulus problem (20) at δm > 0, i.e. are such that Lg
δm
1 −Lgδm−1 = ωm(δm).
Then, letting X˜ = (X˜i)i≥1, the resulting estimator Lˆ has the following properties, where V̂
and Bˆ are as defined in Algorithm 1:(
Lˆ− Lg − Biasg
[
Lˆ | X˜
]) /√
Varg
[
Lˆ | X˜
]
d−→ N (0, 1), (21)
V̂ /Varg
[
Lˆ | X˜
] Pg−−−→ 1 and ∫ Q2(x)f¯(x)dx/(mVarg [Lˆ | X˜]) Pg−−−→ 1, (22)
Pg
[∣∣∣Biasg [Lˆ | X˜]∣∣∣ ≤ Bˆ]→ 1 as m→∞. (23)
We provide the proof in Appendix A.2. By (22) we see that both the sample variance
based on the second sample, and the variance proxy based on the first sample correctly
capture the conditional variance of our proposed estimator.
This result also immediately enables a statement about confidence intervals.
Corollary 2. Under the assumptions of Theorem 1, the confidence intervals constructed
through Algorithm 1 provide asymptotically correct coverage of the target Lg, i.e.
lim inf
m→∞ Pg [Lg ∈ Iα] ≥ 1− α. (24)
Remark 3. The results and the proposed estimator appear to require the solution of the
infinite dimensional convex problem (20), which is not necessarily tractable a-priori; for
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example a representer theorem might not exist. Nevertheless, in fact, the results also hold
verbatim under an arbitrary discretization of the interval [−M,M ], as elaborated in Sec-
tion 2.1, as long as we replace the modulus ωm(δ) of equation (20) by an appropriately
discretized version thereof and defined below in (29).
Remark 4. Although the results stated above only hold elementwise, we can also obtain
uniform statements in the sense of, e.g., Robins and Van Der Vaart [2006] by adding slightly
more constraints on the class G. Specifically, for some η > 0, consider the set of priors
Gη =
{
g ∈ G : min
{∫ −M
−∞
fg(u)du,
∫ ∞
M
fg(u)du, inf
u∈[−M,M ]
fg(u)
}
> η
}
, (25)
i.e., qualitatively, effect size distributions for which the induced marginal density fg(·) cannot
vanish anywhere. The proof of Theorem 1 and Corollary 2 implies that then the above
statements apply uniformly over Gη, and in particular
lim inf
m→∞ inf {Pg [Lg ∈ Iα] : g ∈ Gη} ≥ 1− α, (26)
provided the following conditions hold: We have supg∈Gη Pg [g /∈ Gm] → 0 as m → ∞, and
there exist deterministic sequences cdetm , δ
det
m such that cm ≤ cdetm , δm ≥ δdetm with probability
1 and cdetm → 0, cdetm = o
(
m1/2δdetm
)
.
Remark 5. One point of flexibility left open in Theorem 1 is how to choose the tuning
parameter δm. In practice we may use δm which optimizes a criterion of interest, such as
the mean squared error. For example, for some δminm > 0 we could choose:
δMSEm ∈ argminδ≥δminm
{
max
g∈Gm
Biasg
[
Lˆδm
]2
+
1
m
∫
Q2δ(x)f¯(x)dx
}
(27)
Similarly we could choose δ to minimize the length of the resulting confidence intervals or
any other criterion of our choice that depends on the variance and worst case bias.
Remark 6. The reader may at this point also wonder how we may choose the sequence
cm = oP(1) and furthermore why we have a statement about convergence in probability.
In fact, there do existing deterministic sequences cm with the required properties, however
often a data-driven choice will lead to superior performance in practice. Deheuvels and
Derzko [2008] propose a deterministic choice for cm, as well as a data-driven one (based on
a Poisson bootstrap), which we use in our implementation. Appendix D and Propositions 14
and 15 provide more details.
2.1 Tractable Optimization with Stein’s heuristic
In our formal results from Theorem 1, we have assumed that we can solve optimization
problem (19). However, at first sight, it is not obvious how to achieve this, since the
problem is not concave in g, hence standard min-max results for convex-concave problems
are not applicable. Nevertheless, Donoho [1994] provides a solution to this optimization
problem by formalizing a powerful heuristic that goes back to Charles Stein. The key steps
are as follows:
1. We search for the hardest 1-dimensional subfamily, i.e., we find g1, g−1 ∈ Gm, such
that solving problem (19) over ConvexHull(g1, g−1) (instead of over all of Gm) is as
hard as possible. The precise definition of “hardest” is given below in the modulus
problem (29).
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2. We find the minimax optimal estimator of problem (19) over the hardest 1-dimensional
subfamily.
We then find that this solution is in fact optimal over all of Gm.
To make things more concrete and practical, we will proceed to discretize the optimiza-
tion problem; our theoretical guarantees hold with or without discretization. Fixing M > 0,
we consider a fine grid:
−M = t1,m < t2,m < . . . < tKm−1,m = M. (28)
Also let us define t0,m = −∞, tKm,m = +∞ and Ik,m = [tk−1,m, tk,m) for k ∈ {1, . . . ,Km}
and Km ∈ N. Then we restrict ourselves to optimization over Q(·) that are piecewise
constant within each interval Ik,m.
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Next, to proceed with the first step of Stein’s heuristic, for a fixed δ we consider the
modulus of continuity problem:
ωm(δ) = sup
{
Lg1 − Lg−1 | g1, g−1 ∈ Gm,
Km∑
k=1
(νg1(k)− νg−1(k))2
ν¯(k)
≤ δ2
}
(29)
Here we defined the marginal probability mass functions νg(k) =
∫
Ik,m
fg(x)dx, g ∈ G and
ν¯(k) =
∫
Ik,m
f¯(x)dx. We observe that the modulus of continuity ωm(δ) is non-decreasing
and concave in δ > 0 and bounded from above (if supg∈Gm |Lg| < ∞). In particular, the
superdifferential ∂ωm(δ) is non-empty with say ω
′
m(δ) ∈ ∂ωm(δ).
Now, if gδ1, g
δ
−1 are solutions of the modulus problem, then they define a hardest sub-
family. In particular, consider the estimator Lˆδ = Q0 +
1
m
∑n
i=1Q(Xi), where:
Q(x) =
Km∑
k=1
1{x∈Ik,m}
ω′m(δ)
δ
νgδ1 (k)− νgδ−1(k)
ν¯(k)
Q0 =
Lgδ1 + Lg
δ
−1
2
− ω
′
m(δ)
δ
Km∑
k=1
(
νgδ1 (k)− νgδ−1(k)
)(
νgδ1 (k) + νgδ−1(k)
)
2ν¯(k)
(30)
Then this estimator solves the minimax problem (19) over ConvexHull(gδ1, g
δ
−1) for Γm =
1
mω
′
m(δ)
2 among all estimator that are piecewise constant on the intervals Ik,m. In fact, it
solves this minimax problem over all of Gm, as can be verified by the proposition below:
Proposition 7 (Properties of Lˆδ). Assume Gm is convex, supg∈Gm |Lg| < ∞ and that
there exist gδ1, g
δ
−1 ∈ Gm that solve the modulus problem at δ > 0, i.e. are such that∑Km
k=1
(
νgδ1 (k)− νgδ−1(k)
)2
/ ν¯(k) = δ2 and Lgδ1 − Lgδ−1 = ωm(δ). Then:
7 There is also a statistical interpretation of this discretization: We pass our observations Xi
through a further channel Dm that discretizes them into the above partition, i.e. Xi 7→ Dm(Xi) :=∑Km
k=1 k1(
{
Xi ∈ Ik,m
}
) ∈ {1, . . . ,Km}. For the theory for our estimators, we allow an arbitrary partition
and only fix the intervals (−∞,−M) and (M,+∞). In practice, the partition should be made as fine as
possible, subject to computational constraints, and should also become finer as m increases. While we do
not pursue this further here, existing theory for discretization in statistical inverse problems [Johnstone and
Silverman, 1991] suggests that even coarse binning suffices to maintain the minimax risk.
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(a) The estimator Lˆδ defined by (30), achieves its worst case positive bias (Biasg
[
Lˆδ
]
:=
Eg
[
Lˆδ
]
− Lg) over Gm for estimating Lg at gδ−1 and negative bias at gδ1, i.e.,
sup
g∈Gm
Biasg
[
Lˆδ
]
= Biasgδ−1
[
Lˆδ
]
= −Biasgδ1
[
Lˆδ
]
= − inf
g∈Gm
Biasg
[
Lˆδ
]
. (31)
(b) If we let Γm =
1
m
∫
Q2δ(x)f¯(x)dx, then for any other estimator L˜ of Lg of the form L˜ =
Q˜0+
1
m
∑m
i=1 Q˜(Xi) with Q˜(·) piecewise constant on Ik,m and for which 1m
∫
Q˜2(x)f¯(x)dx ≤
Γm, it holds that:
sup
g∈Gm
Biasg
[
L˜
]2
≥ sup
g∈Gm
Biasg [Lδ]
2
(32)
(c) For both Γm and the worst case bias, we have explicit expressions in terms of the
modulus ωm(δ) and ω
′
m(δ):
sup
g∈Gm
Biasg
[
Lˆδ
]
=
1
2
[ωm(δ)− δω′m(δ)] , (33)
Γm =
1
m
∫
Q2δ(x)f¯(x)dx =
1
m
ω′m(δ)
2. (34)
The analogous statement also holds without discretization, i.e. with the modulus of
continuity defined in (20).
3 Confidence Intervals for Empirical Bayes Analysis
We now return to our main focus, namely estimation of posterior expectations of the form
θg(x) = Eg [h(µ) | X = x] =
∫
h(µ)φ(x− µ)g(µ)dµ∫
φ(x− µ)g(µ)dµ . (35)
These are nonlinear functionals of g; however, as discussed in the introduction, our core
strategy is to apply affine minimax estimation techniques to a linearization of θg(x). The
idea of combining linearization with minimax linear estimation has been discussed in other
contexts by Armstrong and Kolesa´r [2018b] and Hirshberg and Wager [2018b].
Let us write θ(g) = A/F where A = Ag and F = Fg correspond to the numerator, resp.
denominator in (35), both of which are linear functionals of g. Assume that we have access
to pilot estimates A¯ = A¯m and F¯ = F¯m (and thus also θ¯(x) = A¯/F¯ ) based on the first
fold (i.e. based on (X˜1, . . . , X˜m)), then our goal is to use the machinery from Section 2 for
estimation of linear functionals by linearizing A/F around A¯/F¯ . In particular, by Taylor’s
13
theorem, there exists some F˜ between F and F¯ such that
A
F
=
A
F¯
+A
(
1
F
− 1
F¯
)
=
A
F¯
− A
F¯ 2
(
F − F¯ )+ A
F˜ 3
(F − F¯ )2
=
A
F¯
− A¯
F¯ 2
(
F − F¯ )− (A− A¯)(F − F¯ )
F¯ 2
+
A
F˜ 3
(F − F¯ )2
= θ¯(x) +
1
F¯
(A− θ¯(x)F )︸ ︷︷ ︸
:=∆(x)
− (A− A¯)(F − F¯ )
F¯ 2
+
A
F˜ 3
(F − F¯ )2︸ ︷︷ ︸
:=εm
.
(36)
In other words, it holds that θ(x) ≈ θ¯(x)+∆(x) and observe that ∆(x) is a linear functional
of g
∆(x) = ∆g(x) =
1
F¯
∫
(h(µ)− θ¯(x))φ(x− µ)g(µ)dµ. (37)
Therefore we can use our results from Section 2 to derive a confidence interval of ∆(x),
namely ∆ˆ(x) ± tˆα. Then we may estimate θ(x) by θˆ(x) = θ¯(x) + ∆ˆ(x) and for η > 0 we
propose the interval
Iα,η = [θˆ(x)− tˆα(1 + η), θˆ(x) + tˆα(1 + η)]. (38)
This interval indeed has the correct coverage asymptotically, as the next theorem shows.
Theorem 8. Assume that:
1. The Assumptions of Theorem 1 hold 8.
2. The pilot estimators A¯ = A¯m and F¯ = F¯m are L
2-consistent and such that:
lim sup
m→∞
m√
log(m)
Eg
[
(F − F¯m)2
]
<∞, (A)
lim sup
m→∞
√
log(m)Eg
[
(A− A¯m)2
]
= 0. (B)
3. There exists C > 0, such that the modulus ωm(·) for estimating ∆ = (A− θ¯F )/F¯ over
Gm satisfies
Pg
[
ω2m
(
2√
m
)
≥ C
m
]
→ 1 as m→∞. (39)
Then for any η > 0, α ∈ (0, 1) it holds that:
lim inf
m→∞ Pg [θg(x) ∈ Iα,η] ≥ 1− α. (40)
The assumptions of Theorem 8 are easy to verify and very mild. Assumption 2A requires
that A¯m has to converge in L
2 slightly faster than 1/
√
log(m). The rate requirement in
Assumption 2B for F¯m is also very mild and achieved under no assumptions on g ∈ G by the
8Note that now as m varies the linear functional also changes.
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De La Valle´e-Poussin kernel density estimator (see Proposition 16), as well as the Butucea-
Comte estimator, see Appendix E.1. Finally, Assumption 3 essentially only requires that
the estimation problem for ∆(x) over Gm is at least as hard as a parametric problem. In
particular, the following high-level condition suffices to verify assumption 3C: There exists
a C > 0 such that
Pg
[
inf
Tˆaffine
sup
g˜∈Gm
{
mEg˜
[
(Tˆ −∆g(x))2
]}
> C
]
→ 1 as m→∞, (41)
i.e., the affine minimax risk over all affine estimators of ∆(x) based on m new observations
cannot be too small.
3.1 An instantiation of MCEB
As our methodology is fairly general, it leaves some design choices to the analyst who wants
to use it. These include:
1. The class of potential effect size distributions G.
2. The estimator of the marginal density f¯ and neighborhood radius cm.
3. The choice of δm.
4. The pilot estimators for A = Ag and F = Fg, i.e. numerator and denominator of the
actual target of estimation θ(x) = Ag/Fg.
Here we propose concrete choices that allow for valid asymptotic inference as shown in
Corollary 9 below. For the distribution class G, we consider the family
G := Gσ,K := {N (0, σ2) ? pi | pi distribution function with support [−K,K] ⊂ R}, (42)
parametrized by σ, K ∈ (0,∞). This class of distribution has also been considered by Cordy
and Thomas [1997] and Magder and Zeger [1996]. Note that Gσ,K ⊂ Gσ′,K′ for σ′ ≤ σ and
K ′ ≥ K. Second, we obtain the marginal density estimate f¯ using the De La Valle´e-
Poussin kernel density estimator and choose cm with the Poisson bootstrap of Deheuvels
and Derzko [2008] and a bias adjustment. See Appendix D for concrete details. Third,
as discussed in Remark 5, we choose the tuning parameter δm to optimize the MSE as
in (27), with
(
δminm
)2
= c2m log(m)/m. Finally, we obtain the pilot estimators A = Ag and
F = Fg with the Butucea-Comte estimator (13) with a deterministic bandwidth choice hm
that leads to the asymptotically optimal rate. Appendix E provides the details.
Corollary 9. The estimation scheme and setting outlined above, satisfy all assumptions
needed to apply Theorem 8 and we may conduct inference for:
(a) The posterior expectation θ(x) = Eg [µi | Xi = x].
(b) The local false sign rate θ(x) = Pg [µi ≥ 0 | Xi = x].
In our simulation results from Figures 1 and 5 we use exactly the methodology described
above. Implementing the whole proposed methodology involves some further computational
issues. For example, we need to carefully discretize G to solve the resulting convex opti-
mization problem. See Appendix C.
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[
Lˆ
]
supg∈G
∣∣∣Biasg [Lˆ]∣∣∣ supg∈Gm ∣∣∣Biasg [Lˆ]∣∣∣
Butucea-Comte 0.0026 0.00077 0.00069
Minimax 0.0025 0.00050 0.00050
Minimax-∞ 0.0022 0.01185 0.00069
Table 1: For the same three estimators depicted in Figure 3, we show the standard errors
(under the true g), as well as the worst case bias over G and the neighborhood constrained
Gm.
4 Numerical study of proposed estimators
In this section we study numerically the behavior of our proposed estimation scheme. First,
in Section 4.1, we examine the linear estimators developed in Section 2 in the context of
two statistical tasks: Pointwise density estimation for f(·), and tail probability estimation
for g(·). In both cases, we compare our approach to the empirical characteristic function
approach of Butucea and Comte [2009], and a variant of our estimator that isn’t “localized”
as in (18) and (19). Next, in Section 4.2, we present a simulation study for empirical Bayes
inference that extends the example from the introduction.
4.1 Linear estimation
Theorem 1 enables the use of our proposed methodology for inference of linear functionals
Lg of the effect size density g. In this subsection we want to illustrate the form of our
proposed linear estimators from (19), shed light on Stein’s worst-case subfamily heuristic
from Section 2.1 and also understand the impact of optimizing over effect size distributions
that are consistent with the X-marginal neighborhood band (16).
In particular, here we consider the problem (19) (with Γm chosen in each case to get
the best MSE) with an oracle choice f¯m(·) = fg(·), with the true effect size density G =
1
2
[N (−2, 0.22) +N (2, 0.22)]. We solve this problem over G as in (42) with bandwidth
σ = 0.2 and support parameter K = 3. Furthermore, we also use the neighborhood Gm
with choice of ‖·‖∞,5-radius equal to cm = 0.02.
Marginal X-density estimation: First we consider estimating the marginalX-density
at 0, i.e. Lg = fg(0) =
∫
φ(µ)g(µ)dµ based on sample size m = 10000. This target, as
discussed earlier, is easy to estimate (Appendix D) and indeed pilot estimators of fg(x) (for
different x) are a key ingredient for our proposal; both for the construction of the band (16)
and the linearization step in (36) for empirical Bayes estimation. Nevertheless, it illustrates
the key ideas pertaining to Stein’s heuristic.
In Figure 3 we compare three affine estimators (Butucea-Comte (13) and the solutions to
problem (19) over all of G (”Minimax”), respectively the neighborhood constrained Gm with
cm = 0.02 (”Minimax-∞”)) and also show the densities defining the hardest 1-dimensional
subproblems over G and Gm, as per Stein’s heuristic. In Table 1 we compare these estimators
in terms of their standard error (under the true g) as well as the worst case bias over G,
Gm. As the problem is easy, we do not observe huge differences between these approaches,
however note that neighborhood constrained Minimax-∞ has a much larger worst case bias
over G, as it is only tuned towards controlling bias over Gm. It is able to trade this off
against lower variance.
Tail probability estimation: As a second didactic example, we consider estimation of
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Figure 3: Estimation of Lg := fg(0): a) Q-weighting functions for the Butucea-
Comte (13), as well as the solutions to problem (19) over G (”Minimax”), respectively
Gm (”Minimax-∞”) with m = 10000. b) The two densities g1, g−1 defining the hardest
subproblem over G and c) their induced marginal X-densities fg1 , fg−1 . Note that their
difference is magnified at our target of inference, namely f(0). d) Hardest densities g1, g−1
over Gm and e) induced marginal densities. Gm is constrained so that it includes only g ∈ G
such that fg lies inside the yellow ribbon of panel e). Differences are still magnified at f(0),
however the additional neighborhood constraint makes them less pronounced.
tail probabilities of the form Lg = Pg [µ ≥ 0] =
∫
1(µ ≥ 0)g(µ)dµ. For these, the Butucea-
Comte estimator (13) is not applicable, since µ 7→ 1(µ ≥ 0) is not in L1(R). Instead
modifications such as the ones proposed by Dattner, Goldenshluger, and Juditsky [2011],
Pensky [2017] are necessary. Instead, our approach works for this functional out of the
box. The functional itself is interesting, since it corresponds to deconvolution of a distribu-
tion function, which is a notoriously difficult task [Fan, 1991, Dattner, Goldenshluger, and
Juditsky, 2011, Johannes, 2009].
Similar to the result for the marginal density, we demonstrate Stein’s heuristic (and
the minimax estimators over G and Gm) in Figure 4; this time for m = 500. Table 2
provides standard errors and worst case bias. Note that the neighborhood-constrained
Minimax-∞ estimator has a much lower standard error and worst case bias over Gm than
the unconstrained estimator at the price of larger bias over G. Hence, we observe that
beyond enabling the proof of Theorem 1, the neighborhood constraint indeed leads to more
well-behaved estimators. In particular, our final construction is a non-linear estimator of the
linear functional, that however leverages minimax linear estimation techniques; similarly to
e.g. [Cai and Low, 2004] in a different context.
17
−5.0 −2.5 0.0 2.5 5.0
−4
−2
0
2
4
x
a
Minimax
Minimax-∞
−5 0 5
0.0
0.3
0.6
0.9
1.2
b
g1
g−1
−5 0 50.0
0.1
0.2
0.3
0.4
c
fg1
fg−1
−5 0 50.0
0.2
0.4
0.6
0.8
1.0
d
g1
g−1
−5 0 50.00
0.05
0.10
0.15
0.20
0.25
e
fg1
fg−1
Figure 4: Estimation of Lg := Pg [µ ≥ 0]: a) Q-weighting functions for the solutions to
problem (19) over G (”Minimax”), respectively Gm (”Minimax-∞”) with m = 500. b) The
two densities g1, g−1 defining the hardest subproblem over G and c) their induced marginal
X-densities fg1 , fg−1 . We may immediately see why the problem is so hard: The total mass
the two densities put to the left or right of 0 is very different, yet to the eye the induced
marginal X-densities appear essentially indistinguishable. d) Hardest densities g1, g−1 over
Gm and e) induced marginal densities. Gm is constrained so that it includes only g ∈ G
such that fg lies inside the yellow ribbon of panel e). The worst case densities again differ
by having peaks just to the left/right of 0, but are more restricted in their ability to do so
by the neighborhood constraint. As a result, in panel a) the Minimax-∞ estimator has less
variance.
seg
[
Lˆ
]
supg∈G
∣∣∣Biasg [Lˆ]∣∣∣ supg∈Gm ∣∣∣Biasg [Lˆ]∣∣∣
Minimax 0.072 0.144 0.087
Minimax-∞ 0.019 0.341 0.033
Table 2: For the same estimators depicted in Figure 4, we show the standard errors (under
the true g), as well as the worst case bias over G and the neighborhood constrained Gm.
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Figure 5: Inference for Posterior Mean: a) Probability density function of the effect
size distribution Gbimod defined in (11). b) The dotted curve shows the true target θ(x) =
E
[
µi
∣∣Xi = x], while the shaded areas show the expected confidence bands for the MCEB
procedure, as well as the exponential family plug-in approach. c) The coverage (as a function
of x) of the bands shown in panel b) where the dashed horizontal line corresponds to the
nominal 90% coverage. d,e,f) Analogous results to panels a,b,c) however with the effect
size distribution Gunimod defined in (11).
4.2 Empirical Bayes estimation
In this section, we demonstrate the practical performance of our empirical Bayes confidence
intervals, constructed as described in Section 3.1. Thus we want to empirically verify the
conclusions of Theorem 8 and Corollary 9 that the MCEB intervals provide frequentist
coverage of the empirical Bayes estimands, but also to show that their width is such that
meaningful conclusions are possible. We also compare to the plug-in approach of Efron
[2016] (Appendix F).
As already described in the introduction (Figure 1), in our simulation we consider the
class G0.2,3 from (42) and use as ground truth the effect size distributions Gunimod, Gbimod
defined in (11). Furthermore, we draw 10000 observations (for each of 500 Monte Carlo
replications). In Figure 1 we already showed the results for inference of the local false
sign rate. Under the same setting, in Figure 5, we show the results for inference of the
posterior mean.
We further illuminate the bias-variance tradeoff of the MCEB estimator, as well as the
potential conservativeness due to accounting for the potential worst case bias, in Figure 6:
We show the standard error, bias and worst case bias (based on which the intervals are
constructed) for the four settings considered above (two effect size densities, two inference
targets). We observe that for estimation of the posterior mean, standard error dominates
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Figure 6: Worst case bias-variance trade-off for the MCEB estimator: Each panel
corresponds to a different true effect size distribution (Gbimod or Gunimod) and a different in-
ference target (local false sign rate Pg [µi ≥ 0 | Xi = x] and posterior mean Eg [µi | Xi = x]).
We show the standard error of the estimator, the worst case bias based on which the confi-
dence intervals are constructed, as well as the actual (realized) absolute bias. Note that we
are showing the absolute bias, which explains the symmetry in panels a, c). The (signed)
bias is reflected across the x-axis for negative values.
worst case bias, while the situation is reversed for the local false sign rate. Furthermore,
the worst case bias in general tracks well with the realized bias. While it is a conservative
overestimate, for some x-values the gap can be small.
One caveat of the proposed methodology is that it becomes unstable for x at which the
marginal density f(x) is hard to estimate (i.e. the denominator in the Taylor expansion (36)
is too small). This is apparent in Figure 6, panel c), where the actual bias slightly exceeds
the worst case bias at x = 3.0. Similarly, in Figures 1 and 5 it is apparent that at x = 3.0
we cover with probability less than the nominal 90%.
5 Empirical Applications
For our empirical application, we use the same implementation as in Section 4. However, for
the pilot θ¯(x), we replaced the Butucea-Comte estimator by the exponential family g-model
estimator [Efron, 2016, Narasimhan and Efron, 2016], as we found this to improve empirical
performance by enforcing monotonicity of the pilot estimator x 7→ θ¯(x).
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Figure 7: Empirical applications: a) Inference for the posterior mean E
[
µi
∣∣Xi = x] for
the Prostate dataset [Efron, 2012, Singh et al., 2002]. We show the 90% bands (in gray)
returned by proposed MCEB method, as well the pilot and calibrated point estimators. b)
Similar to a) however now we conduct inference for the local false sign rate P
[
µi ≥ 0
∣∣Xi].
c,d) Analogous results to panels a,b) as applied to the Neighborhood dataset [Chetty and
Hendren, 2018].
5.1 Identifying Genes Associated with Prostate Cancer
Our first dataset is the “Prostate” dataset [Efron, 2012, Singh et al., 2002], by now a classic
dataset used to illustrate empirical Bayes principles. The dataset consists of Microarray
expression levels measurements for m = 6033 genes of 52 healthy men and 50 men with
prostate cancer. For each gene, a t-statistic Ti is calculated (based on a two-sample equal
variance t-test) and finally z-scores (Xi’s in our notation) are calculated as Φ
−1(F100(T )),
where Φ is the standard Normal CDF and F100(T ) is the CDF of the t-distribution with
100 degrees of freedom.
We consider inference for both the posterior mean E [µi | Xi = x] and the local false sign
rate P [µi ≥ 0 | Xi = x] and report pointwise 90% confidence intervals. Both quantities are
of considerable scientific interest. To motivate the first one, suppose we observe Xi  0. It
is well known that, due to selection bias, estimating µi = Xi is likely to be biased away from
zero; however, as discussed in Efron [2011], the oracle Bayesian posterior means E [µi | Xi]
act as estimates of µi that are immune to selection bias. The standard empirical Bayes
approach provides point estimates of these oracle quantities by sharing information across
genes, but the empirical Bayes estimation error may be rather opaque and so it is not
clear to what extent the estimates Ê [µi | Xi] eliminate selection bias. In contrast, by using
our confidence intervals, we can conservatively estimate E [µi | Xi] by the lower end of the
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corresponding confidence bands. Similarly, confidence bands for the local false sign rate
could be used to assess the reliability of a given z-score: Are we confident that we got the
correct direction of the effect?
Results of the analysis are shown in the left two panels of Figure 7. As expected, the
width of the confidence bands is a lot wider for the local false sign rate than for the posterior
mean. However, in both cases, we find that our bias aware confidence intervals are short
enough to allow for qualitatively meaningful conclusions, e.g., we can be quite confident
that the probability that µi ≥ 0 when Xi = −3 is less than 20%.
5.2 The Impact of Neighborhoods on Socioeconomic Mobility
Our second application is motivated by an example of Abadie and Kasy [2018] based on
a dataset of Chetty and Hendren [2018]. Chetty and Hendren [2018] consider m = 595
commuting zones (“Neighborhoods”) and provide estimates on the causal effect of spending
1 year there as a child on income rank at age 26 (conditionally on parent income rank being
in 25th percentile). In particular, for each zone the authors report an effect size estimate
τˆi, as well as an estimate of the standard error σˆi. Here we specify Xi = τˆi/σˆi for each i,
such that Xi ≈ N (µi, 1), where µi = τi/σi, and τi and σi correspond to the true effect
size and standard error. Then, as above, we use our approach to make inferences about the
distribution of µi conditionally on observing Xi = x.
Results are shown in the right two panels of Figure 7. Interestingly, the effect size
distribution for the neighborhood data appears to be shifted to positive values and not be
concentrated around zero, while for the prostate data it appears to be more symmetric and
concentrated around zero. As Abadie and Kasy [2018] observe, there is no a-priori reason to
expect sparsity around zero for the neighborhood data, as zero has no special role beyond
that of normalization, so that the average effect is zero—in contrast, for gene differential
expression studies, one generally expects most effects to be null, or close to null [Efron,
Tibshirani, Storey, and Tusher, 2001, Smyth, 2004]. The upshot is that we can now make
stronger claims about the local false sign rate than in the genetics example when Xi is
positive: For the prostate data we infer with confidence that the local false sign rate is less
or equal than 0.2 at x ≥ 2.8, whereas for the neighborhood data we can already make this
claim for x ≥ 2.0.
6 Discussion
We have presented a general approach towards building confidence infervals that explic-
itly account for estimation bias for empirical Bayes estimands defined in the hierarchical
Gaussian model model (1). In this paper, we have focused on a handful of empirical Bayes
estimands in the Gaussian model; our approach, however, allows for several extensions.
First, while we have considered inference for empirical Bayes estimands Eg [h(µi) | Xi = x],
our methodology is also applicable to tail (rather than local) empirical Bayes quantities,
such as the tail (marginal) false sign rate Eg [µi ≤ 0 | Xi ≥ x] as considered in, e.g., Yu and
Hoff [2019].
Furthermore, model (1) can be substantially extended as follows [Efron, 2016]:
θi ∼ G, Xi ∼ pi(·
∣∣ θi) (43)
This entails two extensions: First of all, we allow the likelihood pi(·
∣∣ θi) to vary across i. For
example, we could consider the Gaussian location model with per-observation noise standard
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deviation σi, so that θi = µi, and pi(·
∣∣ θi) = N (θi, σ2i ) as considered e.g., by Weinstein,
Ma, Brown, and Zhang [2018]. One way to deal with this would be to solve problem (19)
separately for each i to get Qi(·) and use
∑m
i=1Qi(Xi)/m as the final estimator. This is
computationally feasible only if
{
σi
∣∣ i ∈ {1, . . . ,m}} does not take too many values or can
be appropriately binned. Another approach would be to treat σi as i.i.d. and random and
computationally derive bivariate linear functions Q(Xi, σi).
The second extension entails the use of likelihoods other than Gaussian. For example, we
could consider the Poisson compound decision problem [Robbins, 1956, Brown, Greenshtein,
and Ritov, 2013] in which pi(·
∣∣ θi) = Poisson (λi), where λi = θi or λi = exp(θi). As
another example, we could consider truncated Gaussian likelihoods, to account for selection
bias [Hung and Fithian, 2018]. Such extensions of our methodology to other likelihoods
essentially amount to per-case constructions of the marginal distribution neighborhood.
An important consideration for the practical adoption of the MCEB intervals is the
sensitivity to the non-parametric specification of the class of effect size distributions G.
The latter enables the evaluation of the potential worst-case bias and thus valid inference.
Depending on the target of inference, the width of the confidence intervals (and the point
estimates) may vary substantially (e.g., for the local false sign rate) or remain relatively
stable (e.g., for the posterior mean). For the Normal mixture class Gσ,K in (42), one can
empirically check this dependence by rerunning the analysis for different values of σ. What
range of σ’s should one scan through for the sensitivity analysis? An upper bound can
be derived from the fact that marginally the variance of the Xi’s must be at least 1 + σ
2.
However, it is not possible to identify a lower bound based on the data [Donoho, 1988], since
the sets are nested as Gσ,K ⊂ Gσ′,K for σ′ < σ. And indeed, as σ → 0, the width of bands
for the local false sign rate will often tend to 1. Thus, the only way to obtain practically
meaningful results is by the analyst choosing a range of σ’s that appear to be plausible.
Finally, especially when estimating the local false sign rate and related quantities, it
is important to recall that the minimax estimation error for θ(x) decays extremely slowly
(often poly-logarithmically) with sample size [Butucea and Comte, 2009, Pensky, 2017].
Unlike in classical estimation problems, we cannot expect to make our confidence intervals
meaningfully shorter by, say, collecting 100 times more data than we have now. Thus, from
a practical point of view, it may be helpful to interpret our confidence intervals as partial
identification intervals of the type proposed in Imbens and Manski [2004], and to accept
a certain amount of estimation uncertainty that cannot be eliminated with any reasonable
sample sizes. From this perspective, the amount of smoothness we are willing to assume
about the prior G determines the accuracy with which we can ever hope to learn θ(x),
and the sensitivity analysis discussed above is closely aligned with recommendations for
applications with partially identified parameters [Armstrong and Kolesa´r, 2018a, Imbens
and Wager, 2018, Rosenbaum, 2002].
Software
A Julia language [Bezanson, Edelman, Karpinski, and Shah, 2017] package implementing
the proposed MCEB estimator and providing code to reproduce the analyses is available at
https://github.com/nignatiadis/EmpiricalBayes.jl.
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A Proofs
A.1 Proof of Proposition 7
Proof. The arguments in this proof are well-known and appear in different forms for example
in [Donoho, 1994, Armstrong and Kolesa´r, 2018a, Low, 1995, Cai and Low, 2004]. However,
the statements there are largely given in a Gaussian mean estimation setting and therefore
we give a simplified, self-contained exposition.
(a) Below for notational convenience we will write g1, g−1 for gδ1 and g
δ
−1. Recall the
form of the estimator (with gmid =
g1+g−1
2 ):
Q(x) =
Km∑
k=1
1{x∈Ik,m}
ω′m(δ)
δ
νg1(k)− νg−1(k)
ν¯(k)
, Q0 = Lgmid−ω
′
m(δ)
δ
Km∑
k=1
(
νg1(k)− νg−1(k)
)
νgmid(k)
ν¯(k)
First let us check what the bias is at g1:
Biasg1
[
Lˆδ
]
= Eg1
[
Lˆδ
]
− Lg1
= −1
2
(Lg1 − Lg−1) + ω
′
m(δ)
δ
Km∑
k=1
[
−
(
νg1(k)− νg−1(k)
) (
νg1(k) + νg−1(k)
)
2ν¯(k)
+
νg1(k)− νg−1(k)
ν¯(k)
νg1(k)
]
= −1
2
(Lg1 − Lg−1) + ω
′
m(δ)
2δ
Km∑
k=1
(
νg1(k)− νg−1(k)
)2
ν¯(k)
= −1
2
[
ωm(δ)− δω′m(δ)
]
Similarly, we get that: Biasg−1
[
Lˆδ
]
= 12 [ωm(δ)− δω′m(δ)]. Let us now show that the worst
case positive bias over Gm is indeed obtained at g−1. To this end take any other g ∈ Gm
and define for λ ∈ [0, 1]:
∆(λ) =
(
Km∑
k=1
[
νg1(k)− ((1− λ)νg−1(k) + λνg(k))
]2
ν¯(k)
)1/2
J(λ) = Lg1 − L((1− λ)g−1 + λg)− ω′m(δ)∆(λ)
Observe that for any λ ≥ 0:
J(λ) ≤ ωm(∆(λ))− ω′m(δ)∆(λ)
≤ sup
δ˜≥0
{
ωm(δ˜)− ω′m(δ)δ˜
}
= ωm(δ)− ω′m(δ)δ
= J(0)
The first inequality follows by definition of the modulus ωm and the third by noting that
δ˜ 7→ ωm(δ˜)− ω′m(δ)δ˜ is concave and its superdifferential at δ includes the element ω′m(δ)−
ω′m(δ) = 0.
Continuing, it holds that J(λ) is differentiable at 0 and so J ′(0) ≤ 0. Furthermore,
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J ′(0) = Lg−1 − Lg + ω
′
m(δ)
∆(0)
Km∑
k=1
[
νg1(k)− νg−1(k)
ν¯(k)
(νg(k)− νg−1(k))
]
And now also note that ∆(0) = δ and:
Biasg
[
Lˆδ
]
− Biasg−1
[
Lˆδ
]
= Eg
[
Lˆδ
]
− Eg−1
[
Lˆδ
]
+ Lg−1 − Lg
= Lg−1 − Lg + ω
′
m(δ)
δ
Km∑
k=1
[
νg1(k)− νg−1(k)
ν¯(k)
(νg(k)− νg−1(k))
]
By the above we may conclude that:
Biasg
[
Lˆδ
]
≤ Biasg−1
[
Lˆδ
]
The same argument also works to show that:
Biasg
[
Lˆδ
]
≥ Biasg1
[
Lˆδ
]
(b) First let us write Γm in terms of ω
′
m(δ):
mΓm =
∫
Q2(x)f¯(x)dx
=
ω′m(δ)
2
δ2
Km∑
k=1
(
νg1(k)− νg−1(k)
)2
ν¯(k)2
ν¯(k)
= ω′m(δ)
2
Now fix an estimator L˜ of Lg of the form L˜ = Q˜0 +
1
m
∑m
i=1 Q˜(Xi)) with Q˜(·) piecewise
constant on Ik,m, say with value q˜k and for which
1
m
∫
Q˜2(x)f¯(x)dx ≤ Γm, then:
Biasg−1
[
L˜
]
− Biasg1
[
L˜
]
= Lg1 − Lg−1 + Eg−1
[
Q˜(Xi)
]
− Eg1
[
Q˜(Xi)
]
= ωm(δ) +
Km∑
k=1
q˜k
(
νg−1(k)− νg1(k)
)
= ωm(δ) +
Km∑
k=1
q˜k
√
ν¯(k)
νg−1(k)− νg1(k)√
ν¯(k)
≥ ωm(δ)−
(
Km∑
k=1
q˜2kν¯(k)
)1/2(Km∑
k=1
(
νg−1(k)− νg1(k)
)2
ν¯(k)
)1/2
= ωm(δ)−
(∫
Q˜2(x)f¯(x)dx
)1/2
δ
≥ ωm(δ)− (mΓm)1/2 δ
= ωm(δ)− δω′m(δ)
= 2 sup
g∈Gm
{|Biasg [Lδ]|}
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We used that ω′m(δ) ≥ 0 (recall ωm is non-decreasing). Therefore:
sup
g∈Gm
{∣∣∣Biasg [L˜]∣∣∣} ≥ ∣∣∣Biasg−1 [L˜]∣∣∣ ∨ ∣∣∣Biasg1 [L˜]∣∣∣ ≥ sup
g∈Gm
{|Biasg [Lδ]|}
(c) We already proved these statements as intermediate steps while proving (a) and (b).
A.2 Proof of Theorem 1
Proof. (a) We prove the result for the discretized modulus problem (29), however the result
applies verbatim also with the modulus problem (20). We will heavily make use of the
representation of the estimator from (30), which is verified in Proposition 7
Before embarking on the proof, it will be convenient to note that there exists some η > 0
such that:
min
{
νg(1), νg(Km), inf
u∈[−M,M ]
fg(u)
}
> η (44)
To see this is the case, it suffices to observe that νg(1),νg(Km) are probabilities w.r.t. fg
over (−∞,−M) and (M,+∞) and also that fg(u) > 0 and fg is continuous for all u as the
convolution of a measure g with the standard Normal distribution.
Now consider the following event:
Am = Bm ∩Am,1 ∩Am,2 ∩Am,3 ,where:
Am,1 =
{
min
{
ν¯(1), ν¯(Km), inf
u∈[−M,M ]
f¯(u)
}
> η/2
}
Am,2 =
{
max
{
|νg(1)− ν¯(1)| , |νg(Km)− ν¯(Km)| , sup
x∈[−M,M ]
∣∣f¯(x)− fg(x)∣∣} ≤ cm}
Am,3 = {2cm ≤ η}
(45)
Because of the assumptions that Pg [Bm] → 1, Pg [g ∈ Gm] → 1, cm = oP(1) and (44), we
see that Pg [Am] → 1. It will now be convenient, to replace the proposed estimator by an
oracle estimator L˜δm , which is defined exactly as Lˆδm on the event Am, however on A
c
m
it is defined by solving the modulus problem (29), but replacing f¯ with the true fg and
replacing cm by min {cm, η/2}. We do not make this distinction explicit in the sequel, still
using the same notation for cm, Q, f¯, ν¯, g1 and g−1. However, by this construction we may
assume that Am always holds (and we will show that asymptotically this does not matter).
Continuing, note that conditionally on X˜, the only random terms in the expression for
L˜δm are the Q(Xi), which we now turn to study. To simplify notation we consider instead:
Q˜(x) =
Km∑
k=1
1{x∈Ik,m}
νg1(k)− νg−1(k)
ν¯(k)
, i.e. we drop the multiplicative constant in front of Q; clearly if we can prove a central
limit theorem for Q˜, the same result will also apply to Q and thus also to L˜δm .
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Conditionally on the first fold (i.e. on X˜), the (Q˜(Xi)) are i.i.d., hence we might expect
a CLT to hold9. Let us study the conditional moments of Q˜(Xi).
For the first moment, we want to argue that its square is negligible compared to the sec-
ond moment. To this end, our argument will crucially depend on the following cancellation:
Km∑
k=1
(
νg1(k)− νg−1(k)
ν¯(k)
ν¯(k)
)
=
Km∑
k=1
νg1(k)−
Km∑
k=1
νg−1(k) = 1− 1 = 0
Using this we get:
∣∣∣Eg [Q˜(Xi) | X˜]∣∣∣ =
∣∣∣∣∣
Km∑
k=1
νg1(k)− νg−1(k)
ν¯(k)
νg(k)
∣∣∣∣∣
=
∣∣∣∣∣
Km∑
k=1
(νg1(k)− νg−1(k))(νg(k)− ν¯(k))
ν¯(k)
∣∣∣∣∣
=
∣∣∣∣∣
Km∑
k=1
(νg1(k)− νg−1(k))
ν¯(k)
(νg(k)− ν¯(k))
νg(k)
νg(k)
∣∣∣∣∣
≤
Km∑
k=1
|νg1(k)− νg−1(k)|
ν¯(k)
νg(k)
∣∣∣∣νg(k)− ν¯(k)νg(k)
∣∣∣∣
≤ cm
η
Km∑
k=1
|νg1(k)− νg−1(k)|
ν¯(k)
νg(k)
We now justify the last inequality for each summand separately. First the case k = 1 and
k = Km are trivial by the preceding definitions. For the other k, let us call hk = |Ik,m| the
width of the k-th bin, then since Ik,m ⊂ [−M,M ]:
|νg(k)− ν¯(k)| =
∣∣∣∣∣
∫
Ik,m
(
fg(x)− f¯(x)
)
dx
∣∣∣∣∣ ≤ hk supx∈[−M,M ] ∣∣fg(x)− f¯(x)∣∣ ≤ hkcm
Continuing, note that:
νg(k) =
∫
Ik,m
fg(x)dx ≥ hk inf
x∈[−M,M ]
fg(x) ≥ hkη
Combining these results we see that indeed for all k:∣∣∣∣νg(k)− ν¯(k)νg(k)
∣∣∣∣ ≤ cmη (46)
Now to lower bound the second moment observe that almost surely:
Eg
[
Q˜(Xi)
2 | X˜
]
≥ Eg
[∣∣∣Q˜(x)∣∣∣ | X˜]2 = (Km∑
k=1
|νg1(k)− νg−1(k)|
ν¯(k)
νg(k)
)2
9Our asymptotics will be these of a triangular array, since Q˜ changes with m (implicit in the notation
above).
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These two displays together imply that:
Eg
[
Q˜(Xi) | X˜
]2
≤ c
2
m
η2
Eg
[
Q˜(Xi)
2 | X˜
]
≤ 1
4
Eg
[
Q˜(Xi)
2 | X˜
]
(47)
Now let us note that we may assume that δm is binding (otherwise ω
′
m(δm) = 0 necessarily
and thus the resulting Q will be constant), which means that:
δ2m =
Km∑
k=1
(
νg1(k)− νg−1(k)
)2
ν¯(k)
Note that also by definition of Am (and the way we modified our estimator on A
c
m), it holds
for all k:
νg(k)
ν¯(k) ≥ 12 . The argument for this is very similar to that for proving (46). Then
we get:
Eg
[
Q˜(Xi)
2 | X˜
]
=
Km∑
k=1
(
νg1(k)− νg−1(k)
)2
ν¯(k)
νg(k)
ν¯(k)
≥ 1
2
δ2m (48)
Hence:
Varg
[
Q˜(Xi) | X˜
]
= Eg
[
Q˜(Xi)
2 | X˜
]
−Eg
[
Q˜(Xi) | X˜
]2
≥ 3
4
Eg
[
Q˜(Xi)
2 | X˜
]
≥ 3
8
δ2m ≥
1
4
δ2m
Furthermore, another application of (46) shows that:∥∥∥Q˜(·)− Eg [Q˜(Xi) | X˜]∥∥∥∞ ≤ 2 ∥∥∥Q˜(·)∥∥∥∞ ≤ 2cmη
. So:
Eg
[∣∣∣Q˜(Xi)− Eg [Q˜(Xi) | X˜]∣∣∣3 | X˜]
Varg
[
Q˜(Xi) | X˜
]3/2
m1/2
≤
∥∥∥Q˜(·)− Eg [Q˜(Xi) | X˜]∥∥∥∞
Varg
[
Q˜(Xi) | X˜
]1/2
m1/2
≤ 4
η
cm
m1/2δm
Then, applying the theorem of Berry-Esseen conditionally on X˜, we get with Φ the standard
Normal CDF and with Zm =
(
L˜δm − Eg
[
L˜δm | X˜
])
/
√
Varg
[
L˜δm | X˜
]
that:
sup
t∈R
∣∣∣Pg [Zm ≤ t | X˜]− Φ(t)∣∣∣ ≤ min{1, C 4
η
cm
m1/2δm
}
It follows that:
sup
t∈R
|Pg [Zm ≤ t]− Φ(t)| ≤ Eg
[
min
{
1, C
4
η
cm
m1/2δm
}]
But by our assumption it holds that
c2m
mδ2m
= oP(1), hence upon applying dominated conver-
gence we see that: (
L˜δm − Eg
[
L˜δm | X˜
])
/
√
Varg
[
L˜δm | X˜
]
d−→ N (0, 1)
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Finally, recall that on the event Am:
(
L˜δm − Eg
[
L˜δm | X˜
])
/
√
Varg
[
L˜δm | X˜
]
=
(
Lˆδm − Eg
[
Lˆδm | X˜
])
/
√
Varg
[
Lˆδm | X˜
]
Since Pg [Am]→ 1 as m→∞, we conclude.
Note that we could also have directly checked Lindeberg’s condition instead of the more
elaborate Berry-Esseen bound, however the proof above also provides an avenue for showing
the uniform result mentioned in Remark 4.
(b) We proceed as in (a). In particular, as before, we modify our estimators outside of
the event Am (see (45)) and also define Q, Q˜ as before. Furthermore we will use the notation
qk for the value Q(x) takes for x ∈ Ik,m.
Let us first note that from (47):
Eg
[
Q(Xi) | X˜
]2
Eg
[
Q(Xi)2 | X˜
] = Eg
[
Q˜(Xi) | X˜
]2
Eg
[
Q˜(Xi)2 | X˜
] ≤ c2m
η2
On the other hand from (46):
∣∣∣∫ Q2(x)f¯(x)dx− Eg [Q(Xi)2 | X˜]∣∣∣
Eg
[
Q(Xi)2 | X˜
] ≤ ∑Kmk=1 q2k |ν¯(k)− νg(k)|∑Km
k=1 q
2
kνg(k)
≤
∑Km
k=1 q
2
k
cm
η νg(k)∑Km
k=1 q
2
kνg(k)
≤ cm
η
So putting these together:∣∣∣∫ Q2(x)f¯(x)dx−Varg [Q(Xi) | X˜]∣∣∣
Varg
[
Q(Xi) | X˜
] ≤ 1(
1− c2mη2
) cm
η
(
1 +
cm
η
)
This converges to 0 almost surely as m → ∞ and thus implies the second part of the
statement, i.e. also recalling that Pg [Am] → 1, we get (both for the modified Q, f¯ used in
the proof and the actual Q, f¯ , which are the same on Am):∫
Q2(x)f¯(x)dx/
(
mVarg
[
Lˆδm | X˜
]) Pg−−−→ 1
To prove the first statement, we will show that empirical variance of Q˜ divided by Varg
[
Q˜(Xi) | X˜
]
converges to 1 in probability. More precisely, we will argue about the behavior of (the same
result of course will hold asymptotically if we divide by m− 1 instead of m):
V̂ar
[
Q˜(X)
]
:=
1
m
m∑
i=1
Q˜(Xi)
2 −
(∑m
i=1 Q˜(Xi)
m
)2
For the first of these terms, for any t > 0, by applying Chebyshev conditionally on X˜:
Pg
∣∣∣∣∣∣
∑m
i=1 Q˜(Xi)
2
mEg
[
Q˜(Xi)2 | X˜
] − 1
∣∣∣∣∣∣ ≥ t
 ≤ Eg
min
1, 1t2m
Varg
[
Q˜(Xi)
2 | X˜
]
Eg
[
Q˜(Xi)2 | X˜
]2


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From (48) we have that Eg
[
Q˜(Xi)
2 | X˜
]
≥ 12δ2m. On the other hand using (46):
Varg
[
Q˜(Xi)
2 | X˜
]
≤ Eg
[
Q˜(Xi)
4 | X˜
]
≤
∥∥∥Q˜(·)∥∥∥2
∞
Eg
[
Q˜(Xi)
2 | X˜
]
≤ c
2
m
η2
Eg
[
Q˜(Xi)
2 | X˜
]
Hence using dominated convergence::
Pg
∣∣∣∣∣∣
∑m
i=1 Q˜(Xi)
2
mEg
[
Q˜(Xi)2 | X˜
] − 1
∣∣∣∣∣∣ ≥ t
 ≤ Eg [min{1, 2
t2η2
c2m
mδ2m
}]
→ 0 as m→∞
Next, since
(
Q˜(Xi)− Eg
[
Q˜(Xi) | X˜
])
/
√
Eg
[
Q˜(Xi)2 | X˜
]
conditionally on X˜ are i.i.d.
with mean 0 and variance bounded by 1, we get upon applying Chebyshev conditionally
that:
1
m
m∑
i=1
[(
Q˜(Xi)− Eg
[
Q˜(Xi) | X˜
])
/
√
Eg
[
Q˜(Xi)2 | X˜
]] Pg−−−→ 0
By (47) we also get that Eg
[
Q˜(Xi) | X˜
]2
/Eg
[
Q˜(Xi)
2 | X˜
] Pg−−−→ 0, so also:
1
m
m∑
i=1
[
Q˜(Xi)/
√
Eg
[
Q˜(Xi)2 | X˜
]] Pg→ 0
Finally, (47) also implies that Varg
[
Q˜(Xi) | X˜
]
/Eg
[
Q˜(Xi)
2 | X˜
] Pg−−−→ 1, so now we may
conclude that V̂ar
[
Q˜(X)
]
/Varg
[
Q˜(Xi)
2 | X˜
] Pg−−−→ 1 and since Pg [Am] → 1, this implies
that V̂ /Varg
[
Lˆδm | X˜
] Pg−−−→ 1.
(c) From Proposition (7), we know that:
sup
g∈Gm
∣∣∣Biasg [Lˆδm | X˜]∣∣∣ ≤ Bˆ
In particular, on the event {g ∈ Gm} it also holds that
∣∣∣Biasg [Lˆδm]∣∣∣ ≤ Bˆ. Therefore:
Pg
[∣∣∣Biasg [Lˆδm]∣∣∣ ≤ Bˆ] ≥ Pg [g ∈ Gm]→ 1
A.3 Proof of Corollary 2
Theorem 1 parts a) and b) in combination with Slutsky’s theorem show that:(
Lˆδm − Lg − Biasg
[
Lˆδm | X˜
])
/
√
V̂
d−→ N (0, 1)
But then with tˆα from (9), Z ∼ N (0, 1) and also using part c) of Theorem 1 we see that:
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Pg
[
Lg ∈ Lˆδm ± tˆα
]
= Pg
[
|Lˆδm − Lg| ≤ tˆα
]
≥ Pg
[∣∣∣Lˆδm − Lg − Biasg [Lˆδm]− b∣∣∣ /√Vˆ ≤ tˆα/√V̂ for all |b| ≤ Bˆ]
− Pg
[∣∣∣Biasg [Lˆδm]∣∣∣ > Bˆ]
= o(1) + Pg
[∣∣∣Z − b/√V̂ ∣∣∣ ≤ tˆα/√V̂ for all |b| ≤ Bˆ]
= o(1) + Pg
[∣∣∣√V̂ Z − b∣∣∣ ≤ tˆα for all |b| ≤ Bˆ]
≥ o(1) + 1− α
The last inequality follows by the definition of tˆα.
A.4 Proof of Theorem 8
Proof. Recall from equation (36), that we may write θ(x) = θ¯(x) + ∆(x) + m, where:
εm = − (A− A¯)(F − F¯ )
F¯ 2
+
A
F˜ 3
(F − F¯ )2
Furthermore F˜ lies between F and F¯ . The crux of our argument will be that εm is negligible
compared to the width of the confidence intervals.
For convenience let us define tˆα,η = tˆα(1 + η), then:
Pg [θ(x) ∈ Iα,η] = Pg
[
θˆ(x)− tˆα,η ≤ θ¯(x) + ∆(x) + εm ≤ θˆ(x) + tˆα,η
]
= Pg
[
θ¯(x) + ∆̂(x)− tˆα,η ≤ θ¯(x) + ∆(x) + εm ≤ θ¯(x) + ∆̂(x) + tˆα,η
]
= Pg
[
∆̂(x)− tˆα,η ≤ ∆(x) + εm ≤ ∆̂(x) + tˆα,η
]
≥ Pg
[
∆̂(x)− tˆα,η + |εm| ≤ ∆(x) ≤ ∆̂(x) + tˆα,η − |εm|
]
≥ Pg
[
∆̂(x)− tˆα ≤ ∆(x) ≤ ∆̂(x) + tˆα
]
− Pg
[
tˆα + |εm| > tˆα,η
]
By Corollary 2, we first get:
lim inf
m→∞ Pg
[
∆̂(x)− tˆα ≤ ∆(x) ≤ ∆̂(x) + tˆα
]
≥ 1− α
Hence to conclude we will need to prove that Pg
[
tˆα + |εm| > tˆα,η
] → 0 as m → ∞. By
dividing through by tˆα > 0, we see that the condition tˆα + |εm| > tˆα,η is equivalent to:
|εm|
tˆα
> η
Hence we will be able to conclude by proving that εm/tˆα
P→ 0, so let us do this 10.
10One might wonder why we need to work with tˆα,η : What if we could instead argue that for any α′ > α,
it must eventually follow that tˆα′ < tˆα,η−|εm|? The reason is to account for cases in which bias dominates.
For example, the above statement is not true for a constant estimator (which has no variance but only bias).
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Letting 0 < ζ = F/2 = fg(x)/2 we get:
Eg
[√
m|εm|;
∣∣F¯ ∣∣ ≤ ζ] ≤ 1
ζ2
√
mEg
[∣∣(A− A¯) (F − F¯ )∣∣]+ A
ζ3
√
mEg
[(
F − F¯ )2]
≤ 1
ζ2
√
mEg
[(
A− A¯)2]1/2 Eg [(F − F¯ )2]1/2 + A
ζ3
√
mEg
[(
F − F¯ )2]
=
1
ζ2
(√
log(m)Eg
[(
A− A¯)2])1/2( m√
log(m)
Eg
[(
F − F¯ )2])1/2 + A
ζ3
√
mEg
[(
F − F¯ )2]
→ 0 as m→∞
Since Pg
[∣∣F¯ ∣∣ ≤ ζ]→ 1 (by consistency of F¯ and definition of ζ), the above display implies
that:
εm = oPg (m
−1/2)
To conclude we will argue that tˆαm
1/2 is not negligible for large m, in a way to be made
precise below.
To this end, let us write tˆα = tˆα(Bˆ, Vˆ ), thus making the dependence on the worst case
bias Bˆ and the variance Vˆ explicit. tˆα is nondecreasing both in the worst case bias Bˆ and
the variance Vˆ . This implies that:
tˆα(B̂, V̂ ) ≥ tˆα(B̂, 0) ∨ tˆα(0, Vˆ )
We may also see that tˆα(Bˆ, 0) = B̂, while tˆα(0, Vˆ ) = z1−α/2
√
V̂ , where z1−α/2 is the
1− α/2 quantile of the Standard Normal distribution. Combining with the above, if we let
c˜ = 1 ∧ z1−α/2 > 0 we see that:
tˆα(B̂, V̂ )
2 ≥ c˜2
(
Bˆ2 ∨ V̂
)
≥ c˜
2
2
(
Bˆ2 + V̂
)
Now note that the second part of Theorem 1 implies that:
V̂
1
m
∫
Q2(x)f¯(x)dx
= 1 + oPg (1)
Meanwhile, the third part of Proposition 7 shows that
∫
Q2(x)f¯(x)dx = ω′m(δm)
2 and
Bˆ2 = (ωm(δm)− δmω′m(δ)m)2, so that:
tˆα(B̂, V̂ )
2 ≥ (1 + oPg (1)) c˜22
[
ω′m(δ)
2
m
+ (ωm(δ)− δω′m(δ))2
]
≥ (1 + oPg (1)) c˜22 ω
2
m
(
2√
m
)
8
The last inequality follows from Part 3 of Proposition 12. Finally, by the third assumption
of our Theorem, the above chain of inequalities implies that:
mtˆα(B̂, V̂ )
2 ≥ (1 + oPg (1)) c˜22 C
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A.5 Proof of Corollary 9
A.5.1 Neighborhood contains the truth and shrinks
First of all, as discussed in Appendix D, indeed the neighborhood constructed will con-
tain the true g with probability tending to 1. Furthermore c2m converges at the rate√
log(m) log(log(m))/m (in probability) and the definition of δminm ensures the correct rate
of convergence for δMSEm defined in (27).
A.5.2 Modulus of continuity is attained
Our argument here will depend on discretization of the effect size distribution domain. For
b ∈ N, let us define the grid Ib,M :=
{± 1b ,± 2b , . . . ,±K} and the discretized class:
Gb := {N (0, σ2) ? pi | pi distribution function with support Ib,K ⊂ R} (49)
As a first result, let us note that this provides a good covering of G, for example in terms
of total variation distance TV (g, gb) := 12
∫ ∣∣g(µ)− gb(µ)∣∣ dµ. More precisely:
sup
g∈G
inf
gb∈Gb
TV(g, gb)→ 0 as b→∞
Note that for any g ∈ G, the inner infimum is indeed attained.
Then consider the modulus of continuity (29) over Gbm, the intersection of Gb and the
neighborhood defined by (16):
ωm,b(δ) = sup
{
Lg1 − Lg−1 | g1, g−1 ∈ Gbm,
Km∑
k=1
(νg1(k)− νg−1(k))2
ν¯(k)
≤ δ2
}
(50)
By the definition of Gb, the above optimization problem may be equivalently written as
an optimization problem with variables (pi1, pi−1) in S2b+1 × S2b+1, with Sk the probability
simplex, i.e. Sk =
{
p ∈ [0, 1]k |∑ki=1 pi = 1}. Even with the additional constraints imposed
by (16) and
∑Km
k=1
(νg1 (k)−νg−1 (k))2
ν¯(k) ≤ δ2, the set remains convex and will be compact and
nonempty for a fine enough discretization (since g is contained in the non-discretized set
and further leaves sufficient space around it, in both the weighted L2 metric and in ‖·‖∞,M ,
see the argument in A.5.4). The objective Lg1−Lg−1 is also continuous in terms of pi1, pi−1.
Thus the supremum is indeed attained, say by pi1,b, pi−1,b.
Now let us call Π1,b,Π−1,b the measures on [−K,K] that assign probability pi1,b(u),
respectively pi−1,b(u) to {u} for u ∈ Ib,K .
Since the set of distributions with support in [−K,K] is tight with respect to weak
converge, we then see that as b→∞, there must exist a subsequence b` →∞ and measures
Π1, Π−1 such that Π1,b` → Π1, Π−1,b` → Π−1 weakly. We will argue that g1 = φσ2 ? Π1,
g−1 = φσ2 ?Π−1 must be solutions of the modulus problem.
To this end, we will argue that:
ωm(δ) ≥ ωm,b(δ) ≥ ωm(δ)− o(1) as b→∞
The LHS follows by the inclusion Gb ⊂ G. For the RHS, let us do a quick calculation: For
g, g˜ and Lg =
∫
ψ(µ)g(µ)dµ it holds that:
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|Lg − Lg˜| =
∣∣∣∣∫ ψ(µ) (g(µ)− g˜(µ)) dµ∣∣∣∣ ≤ sup
µ∈R
|ψ(µ)|
∫
|g(µ)− g˜(µ)| dµ ≤ sup
µ∈R
|ψ(µ)|TV(g, g˜)
Noting that the functionals ψ we consider are all bounded (i.e. both the numerator of the
local false sign rate and posterior expectation, as well as the calibrated targets thereof), we
thus get that for some constant C and any g˜1, g˜2, there exist g˜1
b, g˜b−1 in the discretized set
such that:
(Lg˜1 − Lg˜−1) ≥ (Lg˜b1 − Lg˜b−1)− C sup
g∈G
inf
gb∈Gb
TV(g, gb)
Hence taking b → ∞ and also using the fact that all µ 7→ ψ(µ) we consider are bounded
and Lipschitz continuous, we may conclude.
Remark 10. Indeed in practice, for the actual implementation of the algorithm, we use Gb
for b large instead of G.
A.5.3 Upper bound on rates of convergence for pilot estimators
Here we check the rate conditions of Theorem 8 for the linear functionals we are targeting,
when estimated with Butucea-Comte method.
1. For the marginal density f(x), the MSE decays at a rate upper bounded byO
(√
log(m)/m
)
as follows from the discussion in Appendix E.1 and this holds true uniformly over all
continuous priors g. Proposition 16 also provides a verification of this fact.
2. For the numerator of the posterior mean, the MSE decays at a rate upper bounded by
O
(
log(m)3/2/m
)
, as described in Appendix E.2. This holds uniformly over all contin-
uous priors g for which the linear functional
∫
µφ(x−µ)g(µ)dµ exists, in particular it
holds uniformly over Gσ,K .
3. For the numerator of the local false sign rate, upper bounds on the rate are disussed
in Appendix E.3. In particular, for any b > 1/2, the rate is upper bounded by
O
(
1/ log(m)b+1/2
)
uniformly over the Sobolev class S(b, 0, 0, L), (see (55) for the
definition). Since for any b > 0, the inclusion Gσ,K ⊂ S(b, 0, 0, L) holds for L large
enough, we may conclude.
Hence for both the posterior mean and the local false sign rate, the Butucea-Comte
estimators obey the rate assumptions of Theorem 8.
A.5.4 Lower bound on modulus of continuity of calibrated problem
Let us call θ(x) := θg(x), the true target. Next take g∗, g∗∗ such that:
C˜ := [(Ag∗ − θ(x)Fg∗)− (Ag∗∗ − θ(x)Fg∗∗)] /2 > 0
Also construct the local modifications (for some small c > 0 which we will pick later):
g1 =
(
1− c√
m
)
g +
c√
m
g∗
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g−1 =
(
1− c√
m
)
g +
c√
m
g∗∗
We get that:
Lg1 − Lg−1 = c√
m
(Lg∗ − Lg∗∗)
=
c√
m
[(
Ag∗ − θ¯(x)Fg∗
)− (Ag∗∗ − θ¯(x)Fg∗∗)]
=
c√
m
[
2C˜ − (θ¯(x)− θ(x)) (Fg∗ − Fg∗∗)]
In particular, on the event
∣∣θ¯(x)− θ(x)∣∣ ≤ C˜ (noting that Fg∗ , Fg∗∗ ∈ (0, 1/√2pi) ⊂ (0, 1)),
it holds that:
Lg1 − Lg−1 ≥ cC˜√
m
Next we want to argue that the specified g1, g−1 are (with probability tending to 1) fea-
sible solutions to the modulus problem (29) with δ = 2/
√
m. This will imply that (with
probability tending to 1) also ωm(2/
√
m) ≥ cC˜/√m.
To this end, first note that g, g∗, g∗∗ ∈ G, so that by convexity of G we also have that
g1, g−1 ∈ G. Next, to show that g1, g−1 ∈ Gm, we want to claim that for i ∈ {−1, 1}:∥∥fgi − f¯∥∥∞,M ≤ cm
For this, note that: ∥∥fgi − f¯∥∥∞,M ≤ c√m + ∥∥fg − f¯∥∥∞,M
On the other hand, as discussed in Appendix D, c2m converges at the rate
√
log(m) log(log(m))/m
and furthermore the neighborhood with cm replaced by c
′
m =
1+
ηinfl
2
1+ηinfl
cm also asymptotically
contains g with probability 1. On the latter event and for larger enough m it thus holds
that: ∥∥fgi − f¯∥∥∞,M ≤ c√m + c′m ≤ cm
Finally, let η be defined as in (44) and pick c2 = η. Then:
Km∑
k=1
(νg1(k)− νg−1(k))2
ν¯(k)
=
c2
m
Km∑
k=1
(νg∗(k)− νg∗∗(k))2
ν¯(k)
≤ 2c
2
m
Km∑
k=1
(νg∗(k)− νg∗∗(k))2
ν(k)
≤ 4c
2
ηm
=
4
m
Putting everything together, we see that with C = cC˜ we get:
Pg
[
ω2m
(
2√
m
)
≥ C
m
]
→ 1 as m→∞
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B Properties of the modulus of continuity
Proposition 11. Assume Gm is convex, ν¯(k) > 0 for all k and supg∈Gm |Lg| < ∞. Then,
the modulus ωm(·) defined in (29) ,as a function of δ > 0, is:
(a) concave
(b) non-decreasing
(c) bounded
Proof. (b) and (c) follow directly by the definition of ωm(·). For (a), let us take δa, δb >
0, λ ∈ (0, 1) and let (gδa1 , gδa−1), (gδb1 , gδb−1) solve the corresponding modulus problems. If
solutions for either of these do not exist, we may take an approximate minimizer and use
standard approximation arguments. Now for δλ = λδa + (1 − λ)δb, consider gδλi = λgδai +
(1 − λ)gδbi with i ∈ {−1, 1}. Then gδλi ∈ Gm by convexity of Gm and furthermore by the
triangle inequality: √√√√Km∑
k=1
(ν
g
δλ
1
(k)− ν
g
δλ
−1
(k))2
ν¯(k)
≤ λδa + (1− λ)δb = δλ
Hence:
ωm(δλ) ≥ Lgδλ1 − Lgδλ−1 = λωm(δa) + (1− λ)ωm(δb)
Proposition 12. Assume the conditions of Proposition 11 and that δmax > 0, where:
δ2max := sup
g1,g−1∈Gm
{
Km∑
k=1
(νg1(k)− νg−1(k))2
ν¯(k)
}
Now take any δ ∈ (0, δmax] at which the modulus ωm(δ) is achieved, i.e. there exist
g1, g−1 ∈ Gm such that Lg1 − Lg−1 = ωm(δ) and
∑Km
k=1
(νg1 (k)−νg−1 (k))2
ν¯(k) = δ
2. Then
(a)
ω′m(δ)
2
m
+ (ωm(δ)− δω′m(δ))2 ≥ sup
δ˜>0
{
ω2m
(
δ˜
) 1
m
4
m + δ˜
2
}
(b)
ω′m(δ)
2
m
+ (ωm(δ)− δω′m(δ))2 ≥
ω2m
(
2√
m
)
8
(c)
ω′m(δ)
2
m
+ (ωm(δ)− δω′m(δ))2 = ω2m(δ)
1
m
4
m + δ
2
⇔
ω′m(δ) =
δωm(δ)
4
m + δ
2
In this case, in fact equality is achieved in (a).
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Proof. (a) Let us fix δ˜ > 0. We may assume that δ˜ ≤ δmax since for δ˜ > δmax, ω2m
(
δ˜
)
=
ω2m (δmax) and thus ω
2
m
(
δ˜
)
1
m
4
m+δ˜
2
< ω2m (δmax)
1
m
4
m+δ
2
max
. For this δ˜, take g˜1, g˜−1 ∈ Gm which
achieve the modulus ωm
(
δ˜
)
11. Furthermore define the subfamily:
G˜m := {λg˜1 + (1− λ)g˜−1 | λ ∈ [0, 1]} ⊂ Gm
We have that G˜m ⊂ Gm by convexity of Gm. Now, let Lˆδ as in Proposition 7 and as there,
consider estimators L˜ of Lg of the form of the form L˜ = Q˜0 +
1
m
∑m
i=1 Q˜(Xi) with Q˜(·)
piecewise constant on Ik,mand define V (L˜) =
1
m
∫
Q˜2(x)f¯(x)dx. Then:
ω′m(δ)
2
m
+ (ωm(δ)− δω′m(δ))2 = sup
g∈Gm
{
Biasg
[
Lˆδ
]2
+ V (Lˆδ)
}
≥ sup
g∈G˜m
{
Biasg
[
Lˆδ
]2
+ V (Lˆδ)
}
≥ inf
L˜
sup
g∈G˜m
{
Biasg
[
L˜
]2
+ V (L˜)
}
= ω2m
(
δ˜
) 1
m
4
m + δ˜
2
The first equality holds by Proposition 7. It remains to argue about the last equality. How-
ever, this is up to scaling and shifting a minimax problem for a one-dimensional parameter
λ ∈ [0, 1], so that we may argue by a direct calculation that equality holds.
(b) This follows from part (a) directly by plugging in δ˜ = 2/
√
m.
(c) We may directly see this by completing the square of the left-hand side:
ω′m(δ)
2
m
+ (ωm(δ)− δω′m(δ))2 = ω2m(δ)
1
m
4
m + δ
2
+
ω′m(δ)
√
1
m
+
δ2
4
− δωm(δ)
4
√
1
m +
δ2
4
2
C Computational aspects
C.1 Computing the minimax affine estimator
C.1.1 Direct form of the modulus problem
ωm(δ) = sup
{
Lg1 − Lg−1 | g1, g−1 ∈ Gm,
Km∑
k=1
(νg1(k)− νg−1(k))2
ν¯(k)
≤ δ2
}
(51)
If we can represent Gm (or its discretization) as a set of linear inequalities (i.e. a poly-
tope), then the above becomes a quadratically constrained constrained quadratic program
(QCQP) [Boyd and Vandenberghe, 2004].
11 If this is not the case, standard approximation arguments directly work, i.e. for any ε > 0, we could
take g˜1, g˜−1 ∈ Gm, such that Lg˜1 − Lg˜−1 ≥ ωm
(
δ˜
)
− ε and ∑Kmk=1 (νg˜1 (k)−νg˜−1 (k))2ν¯(k) = δ2.
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C.1.2 Inverse form of the modulus problem
For t ≥ 0, we define the inverse modulus of continuity [Cai and Low, 2003] as follows:
ω˜2m(t) = inf
{
Km∑
k=1
(νg1(k)− νg−1(k))2
ν¯(k)
| g1, g−1 ∈ Gm, Lg1 − Lg−1 ≥ t
}
(52)
When Gm can be represented by linear inequalities this is a quadratic program (QP), which
can sometimes be easier to solve than SOCPs and QCQPs and more solvers support its
solution. In our implementation, we use the Gurobi solver [Gurobi Optimization, 2018].
By solving the inverse modulus problem, we may thus parametrize our estimators in
terms of t ≥ 0 instead of δ through the map δ = ω˜m(t). Hence to find a good δ, it can often
be convenient to bisect over t instead of over δ, so that we have to solve a series of QPs
rather than SOCPs.
C.1.3 Discretization of effect size distribution
To solve (52) or (51), we need a finite dimensional representation of Gm. In our implemen-
tation with the normal mixture prior class from (42), we instead use the discretized class Gb
defined in (49). See Remark 10 for the theoretical justification as b→∞ (we use b = 60).
C.2 Worst case bias
For a general linear estimator of the form (14) we can compute its worst case bias over G
(or Gm). We just have to solve two linear program (to find maximum bias in positive resp.
negative direction):
max
g∈G
{Eg [Q0 +Q(Xi)]− L(g)}
min
g∈G
{Eg [Q0 +Q(Xi)]− L(g)}
C.3 Bias-aware Normal confidence interval
Recall that for constructing the confidence intervals from (9), we need to calculate (with
Z ∼ N (0, 1)):
tˆα = inf
{
t : P
[∣∣∣B + V̂ 1/2Z∣∣∣ ≤ t] ≥ 1− α for all |B| ≤ B̂}
This is the same as:
tˆα = V̂
1/2 inf
{
t : P
[∣∣∣B/V̂ 1/2 + Z∣∣∣ ≤ t] ≥ 1− α for all |B| ≤ B̂}
It is not directly obvious how to calculate this, however here we will argue that calculation
reduces to calculating the quantile of the absolute value of a Normal distribution (and hence
can be efficiently done e.g. by bisection); this expression is also given in [Armstrong and
Kolesa´r, 2018a]:
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Proposition 13. Under the above setting it holds that:
tˆα = V̂
1/2 cvα(B̂/V̂
1/2)
Here cvα(u) is the 1− α quantile of the absolute value of a N (u, 1) distribution.
Proof. For convenience of notation and without any loss of generality, let us assume V̂ = 1.
First let us note that |B + Z| D= |B + Z| for any B, hence:
tˆα = inf
{
t : P [|B + Z| ≤ t] ≥ 1− α for all 0 ≤ B ≤ B̂
}
Next, observe that for B = Bˆ,
∣∣∣Bˆ + Z∣∣∣ ∼ |N (Bˆ, 1)|, and thus by definition:
inf
{
t : P
[∣∣∣B̂ + Z∣∣∣ ≤ t] ≥ 1− α} = cvα(B̂)
We now just need to check what happens for 0 ≤ B ≤ Bˆ, and indeed we will need some
stochastic dominance argument. It suffices to argue that for any fixed t > 0 and 0 ≤ b ≤ B̂:
Pr[|B̂ + Z| ≤ t] ≤ Pr[|b+ Z| ≤ t]
Thus, if we let g(b) = Pr[|b + Z| ≤ t] it suffices to show g′(b) ≤ 0 for all b ≥ 0, so that
it is decreasing. A quick calculation yields (with Φ, φ the standard Normal CDF and pdf
respectively):
g(b) = Φ(t− b)− Φ(−t− b)
So:
g′(b) = −φ(t− b) + φ(−t− b) ≤ 0
The last inequality holds since |t− b| ≤ |−t− b|.
D Marginal density estimation and neighborhood bands
Our method requires specifying an estimator f¯ (based on X˜1, . . . , X˜m
iid∼ fg) of the marginal
density fg and a potentially random sequence cm, such that (for M > 0):
Pg
[||f¯ − fg||∞,M ≤ cm]→ 1 as m→∞
Here we denote ||f¯ − fg||∞,M = supx∈[−M,M ]
∣∣f¯(x)− fg(x)∣∣. Note that we also need to
estimate Pg [Xk < −M ] and Pg [Xk > M ] to the same accuracy, however the latter can be
estimated at parametric rates, so that we ignore them in the sequel.
We will focus our attention on standard nonparametric kernel density estimators of the
form:
f¯(x) = fm,hm(x) =
1
mhm
m∑
i=1
K
(
X˜i − x
hm
)
(53)
Here we let K be a kernel, i.e. a function with
∫
RK(x)dx = 1 and hm a bandwidth sequence
such that hm → 0.
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We will consider the decomposition:∥∥f¯(·)− fg(·)∥∥∞,M ≤ ∥∥fg(·)− Eg [f¯(·)]∥∥∞,M + ∥∥f¯(·)− Eg [f¯(·)]∥∥∞,M
The first quantity corresponds to the bias, a deterministic quantity, while the second one
corresponds to the random fluctuation of the process f¯(·). We will separately bound each
one of these terms.
D.1 Bounding the deterministic term (bias)
In general, bounding the bias term is a purely analytic task and the results depends on
properties of the kernel K and the smoothness of the target density fg. Tsybakov [2008] for
example provides such calculations for many standard nonparametric classes of densities.
Since fg is extremely smooth as the convolution of a standard Normal pdf, we get very
fast rates of convergence; see below in subsection D.3 for the details. The latter bound is
uniform over all possible mixtures of normals, i.e. it applies for any prior g.
Instead, we may exploit the fact that we know that g ∈ G to get tighter bounds, by using
optimization methods. In particular, the KDE from (53) is also a special case of a linear
estimator as in (6) of the linear functional L(g) = fg(x) =
∫
φ(x− µ)g(µ)dµ. Hence in fact
we may use the method from (C.2) to calculate the worst case Bias. Since this will vary
continuously with x (at least for a continuous kernel K), we may calculate the worst case
bias along a fine partition of [−M,M ] to upper bound ∥∥fg(·)− Eg [f¯(·)]∥∥∞,M .
Furthermore, in practice it appears sufficient to use the following approximate bound
(i.e. just evaluating worst case bias at x = 0):∥∥fg(·)− Eg [f¯(·)]∥∥∞,M / sup
g∈G
∣∣fg(0)− Eg [f¯(0)]∣∣
D.2 Bounding the random term
There has been considerable work on bounding the deviation of KDEs to their expectation,
as measured e.g. in weighted supremum norms; see [Gine´ and Guillou, 2002, Deheuvels,
2000] and references therein. Here we will instead follow the results from [Deheuvels and
Derzko, 2008], who develop certainty bands for the above. We first provide a simplified
statement of Fact 13.1.1. from the above paper for the reader’s convenience:
Proposition 14 (Fact 13.1.1. in [Deheuvels and Derzko, 2008]). Assume that the kernel K
is of bounded variation on R, that the density f being estimated is bounded on R and that
the bandwidth sequence satisfies hm → 0 and mhm/ log(m)→∞. Then, as m→∞:
‖fm,hm(x)− E [fm,hm(x)]‖∞,M = (1 + oP(1))
{
2 log(1/hm)
mhm
‖f‖∞,M
∫
R
K2(t)dt
}1/2
Proposition 14 already allows building the required density neighborhoods, however the
authors instead recommend the following Poisson bootstrap method.
Let Z1, . . . , Zm
iid∼ Poisson (1) and form the weights Wi,m = Zi∑m
j=1 Zj
(on the event that
the denominator is > 0, otherwise set them to 1/m). Then the bootstrapped version of
fm,hm is computed as follows:
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f∗m,hm(x) =
1
hm
m∑
i=1
Wi,mK
(
X˜i − x
hm
)
It then holds that:
Proposition 15 (Simplification of Corollary 13.1.1. in [Deheuvels and Derzko, 2008]).
Under the assumptions of Proposition 14, it holds that as m→∞:
‖fm,hm(x)− E [fm,hm(x)]‖∞,M∥∥∥fm,hm(x)− f∗m,hm(x)∥∥∥∞,M = 1 + oP(1)
Hence we may estimate ‖fm,hm(x)− E [fm,hm(x)]‖∞,K , for some small, but fixed ηinfl > 0
(we set it to 0.01) by (1 + ηinfl)
∥∥∥fm,hm(x)− f∗m,hm(x)∥∥∥∞,K . Interestingly, this result holds
for a single bootstrap replication. In practice, Deheuvels and Derzko [2008] recommend
repeating this a moderate number of times (we use 101) and take the median.
D.3 Analysis for the Sinc and De La Valle´e-Poussin kernels
Here we will consider two choices for the kernel, the Sinc kernel and the analogue of the De
La Valle´e-Poussin kernel.
Ksinc(x) =
sin(x)
pix
, KV (x) =
cos(x)− cos(2x)
pix2
These have the following Fourier Transforms:
K∗sinc(t) = 1[−1,1](t), K
∗
V (t) =

1, if x ∈ [−1, 1]
0, if |t| ≥ 2
2− |t|, if |t| ∈ [1, 2]
We will work with the bandwidth hm = 1/
√
log(m). We first provide bounds on the bias
and variance tradeoff (Taupin [2001], Section 3.2, sketches this analysis, and we fill in the
details here for the sake of completeness).
Proposition 16. Consider estimating the marginal density fg (for some prior density g)
with the KDE f¯(x) = fm,hm(x) with bandwidth hm = 1/
√
log(m) and kernel K = Ksinc or
K = KV . Then:
Biasg
[
f¯(x)
]2 ≤ 4
pi2
1
m log(m)
, Varg
[
f¯(x)
] ≤√ 8
9pi3
√
log(m)
m
In particular, the worst case MSE for estimating fg(x) with f¯(x) (over all prior densities g
and all x ∈ R) decays quasi-parametrically as √log(m)/m.
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Proof.
∣∣Biasg [f¯(x)]∣∣ =
∣∣∣∣∣fg(x)− 1hmEg
[
K
(
X˜i − x
hm
)]∣∣∣∣∣
=
∣∣∣∣fg(x)− ∫ 1hmK
(
u− x
hm
)
fg(u)du
∣∣∣∣
=
1
2pi
∣∣∣∣∣
∫
exp(−itx)f∗g (t)dt−
∫
f∗g (t)
(
1
hm
K
( · − x
hm
))∗
(t)dt
∣∣∣∣∣
=
1
2pi
∣∣∣∣∫ exp(−itx)f∗g (t)dt− ∫ f∗g (t) exp(−itx)K∗(thm)dt∣∣∣∣
≤ 1
pi
∫
{|t|≥ 1hm }
|f∗g (t)dt|
≤ 1
pi
∫
{|t|≥ 1hm }
exp
(−t2/2)
≤ 2
pi
hm exp
(
− 1
2h2m
)
=
2
pi
1√
m log(m)
In the 3rd line we used the Fourier inversion formula, as well as the Plancherel formula. We
also used the facts that K is square integrable, K is even, K∗(t) = 1 on [−1, 1] and also
|K∗(t)| ≤ 1 outside [−1, 1] and that |f∗g (t)| = |g∗(t) exp(−t2/2)| ≤ exp(−t2/2). Finally, we
used the Gaussian tail inequality.
For the variance term, standard results (e.g. Proposition 1.1 in [Tsybakov, 2008]) imply
that:
Varg
[
f¯(x)
] ≤ 1
mhm
‖fg‖∞
∫
K2(u)du
Since
∫
K2sinc(u)du =
1
pi ,
∫
K2V (u)du =
4
3pi and ‖fg‖∞ ≤ 1√2pi , the result follows.
Remark 17 (Sinc kernel estimator). Solving exercise 1.7 in [Tsybakov, 2008] one sees that
the above estimator (with K = Ksinc) also has a worst case
√
log(m)/m mean integrated
squared error (IMSE). Kim [2014] proves a matching minimax lower bound for the IMSE over
all prior densities. Furthermore, it turns out that this estimator is the same as the Comte-
Butucea estimator from (13). Pensky [2017] proves that over priors in Sobolev classes, the
rate
√
log(m)/m is also a lower bound on the pointwise MSE.
While the two kernels appear to behave similarly in terms of the bias, variance tradeoff,
KV has the advantage of being integrable (in the L1 sense) and having bounded variation
over R. (KV is a so-called superkernel [Devroye, 1992, Politis and Romano, 1993].)
Therefore for the estimator based on KV we may apply the results from Subsection D.2
(note that the bandwidth hm satisfies the specified conditions since hm → 0 andmhm/ log(m) =
m/ log(m)3/2 →∞) and we may use the Poisson bootstrap. Furthermore these results imply
that c2m decays at the rate log(1/hm)/(mhm), i.e. at the rate
√
log(m) log(log(m))/m.
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By the above we also see that asymptotically the deterministic bias term may be ne-
glected compared to the random fluctuations12. However, in our implementation we still
account for the bias as in Subsection D.1.
D.4 Clipping the density estimator from below
Recalling that our estimator is proportional to (fg1(x)− fg−1(x))/f¯(x), it is important for
the stability of our method that we do not divide by 0, a nonnegative number or even
just a too small positive number. Hence in practice we opt to replace f¯ by f¯ ∨ cm as our
actual estimator. Crucially, this modification satisfies
∣∣f¯(x) ∨ cm − f(x)∣∣ ≤ cm, whenever∣∣f¯(x)− f(x)∣∣ ≤ cm. To see this, note that in the case f¯(x) < cm (the other case being a
tautology), it holds that 0 < f(x) ≤ f¯(x) + cm < 2cm, so that indeed |f(x)− cm| ≤ cm.
E Butucea-Comte estimators of linear functionals
As mentioned in the introduction, for estimating a linear functional Lg =
∫
ψ(µ)g(µ)dµ of
the prior density g in the Normal Means (Deconvolution) problem (1), most existing methods
use Fourier approaches. These apply to the more general setting in which conditionally on
µ, we draw X from a location family fnoise(· − µ).
µ ∼ G, X ∼ fnoise (· − µ)
The analysis in these papers [Butucea and Comte, 2009, Pensky, 2017] hinges on three
aspects: The smoothness of ψ, of the prior density g and of the additive noise density,
as measured by the decay of their Fourier Transforms ψ∗(t) =
∫∞
−∞ exp(itµ)ψ(µ)dµ and
similarly g∗ for g and f∗noise for fnoise. Let us keep the noise density fixed here to the
Standard Normal, so that 13:
f∗noise(t) = exp
(
− t
2
2
)
Butucea and Comte [2009] derive upper bounds on the MSE of their estimator (with proper
tuning) under the additional assumptions that ψg, ψ, ψ∗g∗ ∈ L1(R) and that we have the
bounds on ψ∗, g∗ (for appropriate constants A,R,B, a, r, b):
|ψ∗(t)|2 ≤ Cψ 1
(t2 + 1)B
exp(−2A|t|R) for all t ∈ R (54)
g ∈ S(b, a, r, L) =
{
g distribution :
∫ ∞
−∞
|g∗(t)|2(t2 + 1)b exp(2a|t|r)dt ≤ 2piL
}
(55)
By getting a bound of the form (54), below we study the rates obtained for three linear
functionals considered in this paper.
12 Cai and Low [2003] show that this is will happen under great generality for nonparametric problems
which are solvable with quasi-parametric minimax rates for the MSE.
13This corresponds to parameters α = 1/2, ρ = 2, γ = 0 in equation (2) of [Butucea and Comte, 2009].
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E.1 Marginal density
First we consider estimating the marginal density at a point, i.e. fg(x). We can write this as
fg(x) = Lg =
∫
ψ(µ)g(µ)dµ with ψ(µ) = φ(x− µ), where φ is the standard Normal pdf. In
this case, ψ∗(t) = exp
(
ixt− t22
)
, so that (54) holds with parameters B = 0, R = 2, A = 1/2,
then case (6) of Table 1 in [Butucea and Comte, 2009] yields the rate
√
log(m)
m . This is the
same as the rate of Proposition 16.
E.2 Numerator of posterior mean
The posterior mean E [µ | X = x] is the ratio of the linear functional Lg = ∫ ψ(µ)g(µ)dµ
with ψ(µ) = µφ(x−µ) and the marginal density at x. We want to estimate the numerator.
We find that ψ∗(t) = exp
(
ixt− t22
)
(x+ it), so that:
|ψ∗(t)|2 = (x2 + t2) exp(−t2)
This time, (54) holds with parameters B = −1, R = 2, A = 1/2, then case (6) of Table 1 in
[Butucea and Comte, 2009] yields the worst-case rate log(m)
3/2
m .
E.3 Numerator of local false sign rate
This time we consider the linear functional Lg =
∫
ψ(µ)g(µ)dµ with ψ(µ) = 1{µ≥0}φ(x−µ).
We state the bound on the decay of |ψ∗(t)| as a proposition:
Proposition 18. Let ψ(µ) = 1{µ≥0}φ(x−µ) where φ is the standard Normal pdf and x ∈ R
is a fixed constant. Then there exists 0 < C < ∞ (which may depend on x) such that for
the Fourier Transform ψ∗(t) =
∫∞
−∞ exp(itµ)ψ(µ)dµ it holds that:
|ψ∗(t)| ≤ C 1√
t2 + 1
∀t ∈ R
In particular, over S(b, 0, 0, L) for b > 1/2 (see (54)), the Butucea-Comte estimator LˆBC,hm
from (13) with optimal bandwidth hm has worst-case risk which satisfies:
lim sup
m→∞
{
log(m)b+1/2 inf
hm
max
g∈S(b,0,0,L)
Eg
[(
LˆBC,hm −
∫ ∞
0
φ(x− µ)g(µ)dµ
)2]}
<∞
Proof. First by completing the square, we see that:
ψ∗(t) =
∫ ∞
0
φ(x− µ) exp(itµ)dµ = 1√
2pi
exp(itx− t2/2)
∫ ∞
0
exp
(
− (µ− x− it)
2
2
)
dµ
Turning to the remaining integral, we see that it suffices to show its modulus isO
(
exp(t2/2)/t
)
for t large to get the required bound on |ψ∗(t)|. Next, a standard limiting contour integration
argument yields:
∫ ∞
0
exp
(
− (µ− x− it)
2
2
)
dµ =
∫ ∞
0
exp
(−(x− µ)2
2
)
dµ+
∫ 0
−t
exp
(−(−x+ is)2
2
)
ids
49
The norm of the first term satisfies,
∫∞
0
exp
(
−(x−µ)2
2
)
dµ ≤ √2pi, in particular it isO (exp(t2/2)/t)
for t large, while the norm for the second term satisfies:
∣∣∣∣∫ 0−t exp
(−(−x+ is)2
2
)
ids
∣∣∣∣ ≤ exp(−x2/2) ∫ 0−t exp(s2/2)ds = exp(−x2/2)
∫ t
0
exp(s2/2)ds
We conclude by L’Hoˆpital’s rule:
lim
t→∞
∫ t
0
exp(s2/2)ds
exp(t2/2)/t
= lim
t→∞
exp(t2/2)
exp(t2/2)− exp(t2/2)/t2 = 1
For the worst case risk, by the above, (54) holds with parameters B = 1, R = 0, A = 0, then
case (10) of Table 1 in [Butucea and Comte, 2009] yields the worst-case rate log(m)−(b+1/2).
Remark 19. In case we consider the prior class S(b, a, r, L) for r > 0, we get a worst-case
rate that is o
(
log(m)−λ1
)
for any λ1 > 0, see the remark after (10) in [Butucea and Comte,
2009].
F Exponential family g modeling
In this section we quickly summarize the empirical Bayes approach introduced by Efron
[2016] and Narasimhan and Efron [2016]. Furthermore, we outline a slight modification
which we use in our empirical study.
The key idea of Efron [2016] is to specify G as a flexible exponential family of priors
with parameters α and then to estimate α using (penalized) maximum likelihood. More
concretely, consider a finite grid T = {θ1, . . . , θm} ⊂ R. Then model g by an exponential
family on the space T , i.e. the prior g(θ) is a m-vector defined by:
g = g(α) = exp(Qα−A(α)) (56)
HereQ is a knownm×p structure matrix with rowQ′j , α = (α1, . . . , αp) is the natural param-
eter and A(α) is such that 1>g(α) = 1. Efron [2016] proposes to use T = {−3,−2.8, . . . , , 3}
and Q a natural spline matrix (of dimensions 31× 5).
α is then estimated by αˆ, the maximizer of the marginal likelihood l(α) in model (1) or
potentially the penalized likelihood l(α)− s(α) with s(α) = c0||α||2 for some c0 > 0.
Then one can proceed to estimate θ(x) = Eg
[
h(µi)
∣∣Xi = x] by the plug-in estimator
θˆ(x) = Egˆ
[
h(µi)
∣∣Xi = x], where gˆ = g(αˆ), potentially after a bias-correction to account
for penalization of the likelihood (note the difference to the bias adjustment used for the
MCEB intervals). Standard delta method calculations and maximum-likelihood asymptotics
can then be used to estimate standard errors. Efron [2016] demonstrates that even under
misspecification, such a family of priors leads to practical and reasonable empirical Bayes
point estimates with respect to bias-variance trade-off.
However, one caveat of the formulation in (56) is the discreteness of the posited effect
size distributions. In particular, the plug-in estimator of some empirical Bayes quantities,
such as the local false sign rate, is discontinuous in the location of the grid points in T (for
example, the local false sign rate estimate does not vary smoothly as we move a grid point
from −ε to ε for small ε > 0). Here we propose to deal with this by instead considering
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effect size distributions of the form g ∗ N (0, τ2), where g is defined as in (56) and τ > 0
is a fixed small constant comparable to the width of the discretization intervals. Inference
can proceed as before, using penalized maximum likelihood.
In our experiments we use the implementation in the DeconvolveR package [Narasimhan
and Efron, 2016]. Furthermore, we use the smoothened version described above with τ =
0.05 and also use c0 = 0.01 (without bias correction), the grid T = [−3.6,−3.55, . . . , 0, . . . , 3.55, 3.6]
and natural splines with 5 degrees of freedom (except in Figure 2, where we vary the degrees
of freedom).
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