The main purpose of this paper is to introduce a numerical method for the computation of cubature rules in the square [−1, 1] 2 that are almost minimal, i.e. with few points w.r.t. the degree of precision d. In particular for all 24 ≤ d ≤ 55 the sets ξ d and the weights {w k } are new. New rules are also achieved for degrees 15, d = 17, 19 and d = 23 respectively with 43, 54, 67 and 96 points.
Introduction
The purpose of this paper is to approximate integrals over the unit square Ω = [−1, 1]
by weighted sums
of algebraic degree of exactness d, that is, sums Q such that I[p] = Q[p] for all polynomials p ∈ P d where P d is the space of total polynomials of degree d, i.e. P d = span{x i y j : i + j ≤ d, i, j = 0, . . . , n}.
The formulas Q of algebraic degree d that use the fewest number of points N are called minimal. In the paper we will shorten the term algebraic degree of exactness by the acronym ADE.
From Möller's Ph.D. thesis [8] , it is known that in several domains if a formula Q has ADE equal to d then N d ≥ N d , where
Using several ideas, minimal rules have been computed only for low values of d, in which exactly N d points have been used, In spite of this, in [12] numerical experiments show that Möller lower bound (3) very likely will not be attained for d = 17, 25, 33, 41.
Differently for the case of the integral
f (x, y) w(x, y) dx dy, w(x, y) = (1 −
where minimal rules are known (cf. [10] , [19] and the references therein), in the setting of the Legendre weight w(x, y) = 1 such formulas are known only for few degrees. In general their explicit computation turned out to be a very difficult problem and in the last years there has been a certain slowing down in the research, as mentioned by R. Cools in [4] . In 2003 still many gaps were existing between the theoretical and practical results [5] .
Consequently many researchers tackled numerically the problem, proposing new formulas with some fixed degrees of precision and relatively few points. In this framework we cite the work of H. Xiao and collaborators [20] , [9] , [18] that introduced an elimination algorithm that allowed the computation of good rules not only on the square but also on more general polygons. In particular they discovered some quadrature formulas with few points on [−1, 1] 2 with ADE d ≤ 23 and conjecture that
In [11] , I.P. Omelyan and V.B. Solovyan, starting from a variant of MDIIS method, computed rules of ADE equal to d = 15, d = 17, d = 19, d = 21 and d = 23 with the lower known cardinality. However the algorithm was rather time consuming, requiring for higher degrees several days of computation.
With a very different technique, M.Taylor, B. Wingate and L. Bos introduced in [16] a cardinal function algorithm for computing almost minimal rules on the simplex with cardinality (n + 1)(n + 2)/2 for some n. Later in [17] , such ideas were modified so to achieve formulas with a more general number of points and to work also on other domains. In particular the author computed new rules on the square for ADE equal to d = 10 and d = 12.
The purpose of this paper of numerical nature is to improve all these results up to ADE d = 55 with [18] . In the next section we show an asymmetric method to compute almost minimal rules, based on Taylor-Wingate-Bos algorithm to obtain a good distribution for the degree d, and then performing an elimination method to obtain a better cubature formula. Later we adapt this strategy to determine symmetric rules.
We then notice that for many odd d the Omelyan-Solovyan rules are π/2 rotationally-invariant, i.e. if (x,y) is a node so are (−y,x), (−x,−y), (y,−x) and that they all have the same weight w. Based on this observation, we compute new symmetric rules with few points for odd degrees of precision d. As alternative, we determine sets whose nodes are symmetrical w.r.t. origin, i.e. if (x,y) is a node so is (−x,−y) (with the same weight).
All the Matlab codes that we have used and the sets of points that we have computed are available at the authors' homepage [13] .
Asymmetric rules
In this section, first we introduce the two algorithms described in [17] and [18] for computing new rules with few points on the square and then we propose an hybrid method that takes advantage of both the approaches. We stress that similar ideas can be used for the computation of formulas on more general domains as the simplex, the disk, etc.
The Taylor-Wingate-Bos algorithm
The basic Taylor-Wingate-Bos algorithm (shortened as TWB) works as follows. Let φ 1 , . . ., φ m d be a basis of the space of bivariate polynomials P d (and consequently
be an interpolatory rule having ADE equal to d 0 and suppose that the nodes ξ = {(x j , y j )} form an unisolvent set for P d 0 , i.e. the Vandermonde matrix
, whose components are
is non singular.
The purpose of the TWB algorithm consists in computing from Q 0 new unisolvent sets for
the vector of the moments of the basis elements
Observe that if the nodes ξ and the weights w(ξ) = (w 1 (ξ), . . . , w m d 0 (ξ)) verify
then we have computed a cubature rule with nodes ξ, weights w(ξ) and ADE equal to d 1 .
Suppose that ξ, w(ξ) do not provide a rule with ADE d 1 . First we determine new weights w(ξ), requiring that they must solve the linear system
where
. This means that at least the first M d 0 moments are matched. At this point we need to update the set of the nodes, finding a configuration whose weights allow to match all the moments γ
II (ξ) be the matrix obtained by selecting the rows of
one intends to find a set ξ of M d 0 points of the domain Ω and the respective weights w(ξ) such that F (ξ) = 0 and (5) holds. If this happens, a rule with M d 0 points in Ω whose ADE is d 1 has been computed, since all the moments are matched. In [16] the authors show that F is differentiable, also explaining how to evaluate the Jacobian matrix JF (ξ) via the Lagrange polynomials L i of the set ξ. Moreover they observe how the evaluation of JF (ξ) is easily obtained as soon as the partial derivatives of the basis functions w.r.t x and y are known. Finally, one can use the Least-Squares Newton method (cf. [18, p.665] , [15] ), to approximate ξ.
Remark 1
We point out that in the implementations, one must suitably store the set ξ and accordingly define the Jacobian matrix JF (ξ). For example if ξ = {(x i , y i )}, we can introduce the bijective function "s", that maps the set ξ into the vector (x 1 , . . . ,
is the Jacobian matrix obtained after this ordering of the variables and J(v) the pseudoinverse of J(v), then the Least-Squares Newton method consists in the iteration
This choice, instead of the classical Newton method that works for solving nonlinear problems whose domain and range have the same dimension, depends on the fact that F :
Remark 2 It must noticed that the TWB algorithm requires the solution of a nonlinear and a linear system respectively of 2M d 0 and M d 0 variables, while in other works it is required to solve nonlinear problems of 3M d 0 unknowns.
The elimination algorithm
In [9] , [18] , [20] an elimination algorithm (shortened as EA) has been introduced for the computation of (almost-)minimal formulas. The EA starts from an interpolatory rule
having ADE equal to d and iteratively obtains rules with less points, still with ADE d. At each elimination step, the EA sorts the points of the set ξ = {(x j , y j )} defining an order of significancy (cf. [18] ). This idea allows to consider first the elimination of the points that seem weaker for the cubature formula. Let the row vectors x(ξ) = {x i }, y(ξ) = {y i }, w(ξ) = {w i } and store the nodes and the weights as a row vector v = [x(ξ), y(ξ), w(ξ)]. With an obvious notation to each v in this form it corresponds a unique set ξ = ξ(v) and vector of weights w(ξ) = w(v).
Now we observe that the rule has ADE equal to d if
is the column vector of the moments of the basis
is the pseudo-inverse of the Jacobian matrix JF (v (k) ), the EA first considers the set ξ 1 = ξ\(x 1 , y 1 ) = {(x k , y k )} k=2,...,M d , the weights w = [w 2 , . . . , w M d ] and then attempts to compute by Least-Squares Newton method
a new set ξ with the same cardinality of ξ 1 and weights w that solves (10), providing consequently a rule that has ADE equal to d. In case of failure, for k = 2, . . . , a new starting set of the form
is considered as well as the vector of weights
and the previously described procedure applied. In case of success, let v the solution of (11) and ξ = ξ(v). The algorithm sorts the set ξ so computed in terms of their order of significancy, and applies the process described before until failure, in order to get rules with fewer nodes and weights.
In their implementation, the authors start from an initial set ξ whose ADE is d, with a process based on pivoted Gram-Schmidt procedure that looks very similar to what is proposed more generally in [6] in the framework of Approximate Fekete Points.
It must be stressed that this elimination procedure can be modified so to compute symmetric rules, as described in [20] for the simplex case and in [9] for polygonal domains.
Merging the two algorithms
In this paper we join the benefits of the two aformentioned methods. The advantage consists in starting the EA process from an almost minimal rule provided by the TWB algorithm.
We first observe that in [18, p.671] it is mentioned that a minimal rule on the square having ADE d is expected to have a number of points almost equal to
Consequently we begin by applying the TWB algorithm from an interpolatory rule of ADE equal to d 0 with As initial rule for ADE equal to d 0 , we consider interpolatory rules based on Padua points described in [14] that provide a nontensorial Clenshaw-Curtis cubature. Later we also tried as starting points ξ suitable modifications of these sets via zeros of Jacobi polynomials (see [2] ). If d 0 is the first integer so that M d 0 > τ d , there is numerical evidence that the so modified TWB algorithm provides a cubature rule of ADE d from an initial interpolatory formula having ADE d 0 or at most d 0 + 1.
Once this initial stage is performed, we start the elimination process accordingly to [18] but, in view of the application of the TWB algorithm, using as initial rule one that has fewer points than an interpolatory formula of degree d. This approach turns out to be fundamental for the computation of cubature rules for ADE larger than d = 20, due to the reduced complexity.
We observe that one can take advantage of the TWB algorithm also at any step of the EA. Suppose that EA tries to compute a rule with N nodes ξ and weights w(ξ) and ADE d, starting from some N nodes and weights
and w(ξ (k) ) be the rule with N nodes computed at the k-th iteration of the EA.
First we determine the weights w(ξ (k+1) ), requiring that they solve the linear system
where V I (ξ) is the matrix of the first N rows of V (d) (ξ) and γ I is the vector of the first N components of γ (d) . Let V II (ξ) be the matrix obtained by selecting the rows of V (d) (ξ) whose index runs from N + 1 to M d and define as γ II the last
one intends to find a set x (k+1) of N points of the domain Ω with weights w(ξ (k+1) ) such that F (x (k+1) ) = 0, result that can be achieved by the LeastSquares Newton method on 2N variables (and not 3N as in the regular EA).
Remark 3 In Matlab, there are several routines that properly solve the nonlinear systems (11) and (13) . In particular, we considered the Matlab built-in functions fmincon and lsqnonlin (cf. [7] for details), in which we explictly provided respectively jacobian, hessian matrices and gradients. In some cases, the combination of all these approaches allowed better results than the direct use of the Least-Squares Newton method.
A note on symmetric rules
In many cubature formulas, the authors suppose that the rules have some prescribed symmetry. In the case of the unit square [−1, 1]
2 , good results have been achieved using the π/2 rotational symmetry S π/2 , i.e. by requiring that if P = (x,ȳ) is a node so are (−ȳ,x), (−x,ȳ), (−ȳ, −x), all enjoying the same weight w (cf. [11] ). In [20] the authors suggest a numerical algorithm to compute almost minimal symmetric rules on the simplex. In [3] , great attention has been put to this kind of rules, offering a wide survey on the subject.
In this section we show how to adapt the previous ideas to design an algorithm that uses the TWB and EA approach to compute almost minimal rules with a prescribed symmetry S. If P ∈ Ω, we define by S(P i ) = {P i = P i,1 , . . . , P i,N i } the set of all the orbits of the representer P i via the symmetry S. We observe that in general the cardinality of the set S(P i ) depends on the point P i .
A symmetric rule on a domain Ω has the form
where S(P i,1 ) = {P i,1 , . . . , P i,N i }.
Let φ 1 , . . . , φ M d be a base of the space of bivariate polynomials P d and γ
..,M the set of the representers of all the orbits necessary to determine the symmetric rule (14) . Of course, w.r.t. the notation used in the asymmetric case ξ = ∪ M i=1 S(P i ), and in general M < card(ξ). For instance, in the case of the square [−1, 1]
2 , in view of the π/2 or π rotational symmetry constraints, we have respectively M ≈ card(ξ)/4 and M ≈ card(ξ)/2. Such requirements have impact in the complexity of the problem, since smaller nonlinear systems must be solved.
..,M the column vector of the weights, a symmetric rule (14) has ADE equal to d if and only if
To solve this problem, one can start from an interpolatory symmetric rule having ADE d 0 , increase its ADE with the TWB algorithm and then eliminate points with the EA. The process is similar to the asymmetric case, substituting the matrix S (d) (ξ * ) to V (d) (ξ) and defining coherently its submatrices S
We point out that in the case of the π/2 or π rotational symmetries in [−1, 1] 2 , the computation of the Jacobian matrix JF (ξ * ) is a straightforward modification of that achieved in [16] , and basically needs only the knowledge of the partial derivatives of the basis functions.
Numerical results
In our numerical experiments we tried to compute almost minimal cubature rules
on Ω = [−1, 1] 2 with ADE d ≤ 55.
As bivariate polynomial basis {φ k } we considered φ k (x, y) = ψ s (x) · ψ t (y) for certain s, t where {ψ k } are the Legendre orthogonal polynomials. We observe that, since
with ∂ψ 0 ∂x (x) = 0 and ∂ψ 1 ∂x (x) = 1. Consequently, since φ k (x, y) = ψ l (x)ψ m (y) for some l, m, and
we can easily obtain the partial derivatives of φ k . The latter are necessary to compute the Jacobian matrix JF of the Least-Squares Newton method for the TWB and EA method (cf. [16] , [18] to see how to compute JF from the partial derivatives of φ k ). We also observe that the moments γ (d) are known explicitly, since the polynomial basis is orthogonal and [−1,1] 2 1 dΩ = 4.
For odd ADE d we used the symmetric TWB/EA algorithm. We computed general nodes ξ as well as sets with the S π/4 , S π/2 or S π rotational symmetries.
In Tables 1-2 we mention those providing an almost minimal rule and if they enjoy some symmetry. In our numerical experiments, no almost minimal rule in the S π/4 form. For even ADE d we considered the asymmetric TWB/EA since the formulas based on S π do not seem to provide good performances.
The results are very close to those expected in [18] , with
. In particular, for odd d, the number of points N d are often less than τ d . Furthermore, for odd ADE d, all the cubature rules that are almost optimal enjoy a π/2 or π rotational symmetry. As also observed in [12] , one immediatly notices from Tables 1-2 
All the experiments have been performed on a 2.13 GHz Intel Core 2 Duo, with 4 GB of RAM, using Matlab 7.6. Table 1 , we compare the cardinality M d of our almost minimal cubature formula of ADE d with those mentioned by Xiao and Gimbutas in [18] , by Cools in his homepage of cubature rules, by Omelyan-Solovyan [11] and by Taylor [17] . In Table 2 , we show the main properties of the sets ξ and weights w(ξ) for 24 ≤ d ≤ 55, and their symmetries for odd d. As one can immediatly observe from Table 1 and  Table 2 , the cardinality N d of our rules is very similar to the expected value τ d = ⌈(d + 1)(d + 2)/3⌉ cited in [18] . All the sets are available at the authors' homepage [13] .
Acknowledgements
The author thanks L. Bos and M. Vianello for some useful discussions. Table 2 
