Abstract. Let X, X 1 , X 2 , . . . be i.i.d. random variables with zero means, variance one, and set Sn = P n i=1 X i , n ≥ 1. Gut and Spǎtaru [3] established the precise asymptotics in the law of the iterated logarithm and Li, Nguyen and Rosalsky [7] generalized their result under minimal conditions. If P(|Sn| ≥ ε √ 2n log log n) is replaced by E{|Sn|/ √ n − ε √ 2 log log n} + in their results, the new one is called the moment version of precise asymptotics in the law of the iterated logarithm. We establish such a result for self-normalized sums, when X belongs to the domain of attraction of the normal law.
Introduction and main result
Let X, X 1 , X 2 , . . . be i.i.d. random variables with EX = 0 and S n = ∑ n i=1 X i . Also let log x = ln(x ∨ e) and log log x = log(log x). Hsu and Robbins [5] established the well-known complete convergence, if EX 2 < ∞, then
Katz [6] extended this result as follows: If α > 1/2, αp ≥ 1 and E|X| p < ∞, then Many authors considered various extensions of the results of Hsu-Robbins and Katz. Some of them study the precise asymptotics of the infinite sums as ε → 0 (c.f. Heyde [4] and Spǎtaru [9] ). But, this kind of results do not hold for α = 1/2. However, by replacing n α by √ n log log n, Gut and Spǎtaru [3] established the following result called the precise asymptotics of the law of the iterated logarithm.
Theorem A. Suppose that EX 2 = 1 and EX 2 (log log |X|) 1+δ < ∞ for some δ > 0, and that a n = O( √ n/(log log n) h ) for some h > 1/2. Then
Li, Nguyen, and Rosalsky [7] generalized this result under minimal conditions as follows:
1 log log t ) as t → ∞, and that {a n ; n ≥ 1} is a sequence of real numbers such that
where
On the other hand, compared to complete convergence, Chow [2] established a moment version of (1.1) as follows:
where a + = max(a, 0). Pang et al. [8] obtained the precise rates in the law of the logarithm for the moment convergence of i.i.d. random variables.
In this paper, we prove the following theorem, which is a moment version of (1.3) for self-normalized sums.
Throughout this paper let {X, X n ; n ≥ 1} be a sequence of nondegenerate i.i.d. symmetric random variables, set
, and A denote a positive constant, whose values can differ in different places. a n ∼ b n means that a n /b n → 1 as n → ∞.
β ) for some c 1 > 0, c 2 > 0 and 0 ≤ β < 1, and that α n (ε) is a nonnegative function of ε such that
Remark 1.1. Note that X belonging to the domain of attraction of the normal law is well known to be equivalent to l(x) being a slowly varying function at ∞. We note also that l(x) ≤ c 1 exp(c 2 (log x) β ) is a weak enough assumption, which is satisfied by a large class of slowly varying functions such as (log log x) p and (log x) p for some 0 < p < ∞.
The proof of Theorem 1.1
For convenience, we need some notation. Put c = inf{x ≥ 1 : l(x) > 0} and
Furthermore, for each n and 1 ≤ i ≤ n, we let
for n large enough, and we also have that l(η n ) and c 1 exp(c 2 (log n) β )/l(η n ) are slowly varying functions at ∞ (see [1, Chapter 1] ). Using these facts, it follows easily that
for all j ≥ k and k large enough, and hence
We first will prove Theorem 1.1 in the case that X, X 1 , X 2 , . . . are normal random variables. Let N be a standard normal variable, we have the following proposition.
Proposition 2.1. Let a > −1 and α n (ε) be a nonnegative function of ε satisfying (1.5). Then
Proof. Let ψ n (ε) = (ε + α n (ε)) √ 2 log log n. Note that the limit in (2.2) and (2.3) does not depend on any finite terms of the infinite series, and we have
Consider (2.2), for any x > 0, by (1.5)
for some δ > 0. So, for any x > 0 and 0 < θ < 1, there exist δ > 0 and n 0 such that for all n ≥ n 0 and
Hence, from (2.4)∼ (2.6), (2.2) is obtained by letting θ → 0. We now proceed to show (2.3). This follows by the same method as in (2.5) and (2.6) (2.7)
(log y) a (log log y)
If 0 < b < 1, then using integration by parts (2.9)
We have (2.10)
and by (2.6) (2.11)
Thus, letting θ → 0, (2.3) follows from (2.4) and (2.7)∼(2.11). If b ≥ 1, then we write via integration by parts again
We have by (2.10),
Therefore, letting θ → 0, (2.3) follows from (2.4), (2.7), (2.8) and (2.12)∼(2.15), which completes the proof.
The following is the proof of Theorem 1.1 in general case via the non-uniform Berry-Esseen bound for self-normalized sums.
Proof of Theorem 1.1. We will only verify (1.7) since the proof of (1.6) is similar. Let ψ n (ε) = √ 2 log log n(ε + α n (ε)). By Proposition 2.1 (2.3), it suffices to prove that
To prove (2.16), it suffices to show that (2.17)
Note that for any s, t ∈ R, c ≥ 0 and x ≥ 1, Hence, for any x > 0 (2.18)
+ P(S n ≥V n (x + ψ n (ε)), max
