In astrophysics, we often aim to estimate one or more parameters for each member object in a population and study the distribution of the fitted parameters across the population. In this paper, we develop novel methods that allow us to take advantage of existing software designed for such case-by-case analyses to simultaneously fit parameters of both the individual objects and the parameters that quantify their distribution across the population. Our methods are based on Bayesian hierarchical modelling which is known to produce parameter estimators for the individual objects that are on average closer to their true values than estimators based on case-by-case analyses. We verify this in the context of estimating ages of Galactic halo white dwarfs (WDs) via a series of simulation studies. Finally, we deploy our new techniques on optical and near-infrared photometry of ten candidate halo WDs to obtain estimates of their ages along with an estimate of the mean age of Galactic halo WDs of 12.11 +0.85 −0.86 Gyr. Although this sample is small, our technique lays the ground work for large-scale studies using data from the Gaia mission.
2002; Tumlinson et al. 2010; Scannapieco et al. 2011) , most of which presumably formed some stars prior to merging, and some of which may have experienced, triggered, or enhanced star formation during the merging process. The age distribution of Galactic halo stars encodes this process. Any perceptible age spread for the halo thus provides information on this complex star formation history.
At present, we understand the Galactic stellar halo largely through the properties of its globular clusters. These star clusters are typically grouped into a few categories: i) those with thick disk kinematics and abundances, ii) those with classical halo kinematics and abundances, iii) the most distant population that is a few Gyr younger than the classical halo population, and iv) a few globular clusters such as M54 that are ascribed to known, merging systems, in this case the Sagittarius dwarf galaxy (see Forbes & Bridges 2010; Pawlowski et al. 2012; Leaman et al. 2013) . Globular clusters in category two appear consistent with the simple collapse picture of Eggen et al. (1962) , yet those of categories three and four argue for a more complex precursor plus merging picture. The newly appreciated complexity of multiple populations in many or perhaps all globular clusters (Gratton et al. 2004 ) adds richness to this story, and may eventually help us better understand the earliest star formation environments.
Despite the tremendous amount we have learned from globular clusters, they are unlikely to elucidate the full star formation history of the Galactic halo because today's globular clusters represent a ∼ 1% minority of halo stars. Without studying the age distribution of halo field stars, we do not know whether globular cluster ages are representative of the entire halo population. We do know that globular clusters span a narrower range in abundances than field halo stars (see Roederer et al. 2010; Yamada et al. 2013) , so there is every reason to be suspicious that there is more to the story than globular clusters can themselves provide.
In order to determine the age distribution of the Galactic halo, we need to supplement the globular cluster-based story with ages for individual halo stars. This is not practical for the majority of main sequence or red giant stars because of well-known degeneracies in their observable properties as a function of age. Gyrochronology (see Barnes 2010;  Soderblom 2010) does hold some hope for determining the ages of individual stars, but this is unlikely to provide precise ages for very old stars even after the technique sees considerably more development. Our best current hope for deriving the Galactic halo distribution is to determine the ages of halo field WDs.
WDs have the advantages that they are the evolutionary end-state for the vast majority of stars and their physics is relatively well understood (Fontaine et al. 2001) . A WD's surface temperature, along with its mass and atmospheric type, is intimately coupled to its cooling age, i.e., how long it has been a WD. The mass of a WD, along with an assumed initial-final mass relation (IFMR), provides the initial main sequence mass of the star, which along with theoretical models, provides the lifetime of the precursor star. Pulling all of this information together provides the total age for the WD.
The weakest link in this chain is typically the IFMR. Yet fortunately the uncertainty in the IFMR often has little effect on the relative ages of WDs, and thus the precision of any derived age distribution. Additionally, among the higher mass WDs, the uncertainty in the precursor ages can be reduced to a level where the IFMR uncertainties do not dominate uncertainties in the absolute WD ages.
While WDs provide all of these advantages for understanding stellar ages, the oldest are very faint, and thus few are known, with fewer still known with the kinematics of the Galactic halo. The paucity of data for these important objects will shortly become a bounty when Gaia both finds currently unknown WDs with halo kinematics and provides highly accurate and precise trigonometric parallaxes, which constrain WD surface areas and thus masses. The number of cool, halo WDs is uncertain by a factor of perhaps five, and depending on the Galaxy model employed, Carrasco et al. (2014) calculate that Gaia will derive parallaxes for ∼ 60 or ∼ 350 single halo WDs with T eff 5000. Gaia will measure parallaxes for more than 200,000 WDs with thick disk and disk kinematics.
We have developed a Bayesian statistical technique to derive the ages of individual WDs (van Dyk et al. 2009; O'Malley et al. 2013 ) and intend to apply this to each WD for which Gaia obtains excellent parallaxes. Yet the number of halo WDs for which we can derive high-quality ages may still be modest, particularly because we also require accurate optical and near-IR photometry. Because of the importance of the age distribution among halo stars, we have developed a hierarchical modelling technique to pool halo WDs and derive the posterior distributions of their ages.
Statistical Analysis of a Population of Objects
In statistics, hierarchical models are viewed as the most efficient and principled technique to estimate the parameters of each object in a population (e.g., . In astrophysics, we often aim to estimate a set of parameters for each of a number of objects in a population, which motivates the application of hierarchical models. Noticeably, these models have gained popularity in astronomy mainly for two reasons. Firstly, they provide an approach to combining multiple sources of information. For instance, Mandel et al. (2009) One of the primary benefits of our approach is that it takes advantages of the existing code which fits one object at a time. We only need to write wrapper code that calls the existing programs, see Si et al. (2017) for more details.
This saves substantial human capital that might otherwise be devoted to developing and coding a complex new algorithm. The power of this approach can be conceived of as coming from i) an informative assumption, which is that all the objects belong to a population with a particular distribution of the parameters of the objects across the population, and ii) that it otherwise is difficult to come up with a technique that can combine the individual results when they may have asymmetric posterior density functions.
The remainder of this article is organised into five sections. We introduce hierarchical modelling and its statistical inference methods in Section 2. We present methods for caseby-case and hierarchical analyses of the ages of a group of WDs in Section 3. In Section 4, we use a simulation study to verify the advantages of the hierarchical approach. In Section 5 we apply both the case-by-case and our hierarchical model to ten Galactic halo WDs, and then interpret the Galactic halo age in the context of known Milky Way ages.
Section 6 summarises the proposed methodology and our results. In Appendix A, we describe the statistical background of hierarchical models and explain why they tend to provide better estimates. We illustrate the application of hierarchical models and their advantageous statistical properties via the LMC example in Appendix B. In Appendices C and D outline the computational algorithms we use to efficiently fit the hierarchical models.
HIERARCHICAL MODELLING
Suppose we observe a sample of objects from a population of astronomical sources, for example, the photometry of 10
WDs from the Galactic Halo, and we wish to estimate a particular parameter or a set of parameters for each object.
We refer to these as the object-level parameters. By virtue of the population, there is a distribution of these parameters across the population of objects. This distribution can be described by another set of parameters that we refer to as the population-level parameters. Often we aim to estimate both the object-level parameters and population-level parameters. As we shall see, however, even if we are only interested in the object-level parameters, they can be better estimated if we also consider their population distribution.
Hierarchical models (e.g., Gelman et al. 2014) , also called random effect models, can be used to combine data from multiple objects in a single coherent statistical analysis. Potentially this can lead to a more comprehensive understanding of the overall population of objects. Hierarchical models are widely used in many fields, spanning the medical, biological, social, and physical sciences. Because they leverage a more comprehensive data set when fitting the object-level parameters, they tend to result in estimators that on average exhibit smaller errors (e.g., James & Stein 1961; Efron & Morris 1972; Carlin & Louis 2000; Morris & Lysy 2012) . Because a property of these estimators is that they are "shrunk" toward a common central value relative to those derived from the corresponding case-by-case analyses, they are often called shrinkage estimators. More details about shrinkage estimators appear in Appendix A.
A concise hierarchical model is
where yses. Our prior distribution on θ is given in Eq. 2 and we choose the non-informative prior distribution p(γ, τ) ∝ 1 for γ and τ, which is a standard choice in this setting . Two commonly used Bayesian methods to fit the hierarchical model in Eq. 1-2 are the fully Bayesian (FB) and the empirical Bayes (EB) methods.
FB (e.g., Gelman et al. 2014 ) fits all of the unknown parameters via their joint posterior distribution
Generally, we employ Markov chain Monte Carlo (MCMC) algorithms to obtain a sample from the posterior distribution, p(γ, τ, θ |Y ). EB (e.g. Morris 1983; Casella 1985; Efron 1996) uses the data to first fit the parameters of the prior distribution in Eq.
2 and then given these fitted parameters infer parameters in Eq. 1 in the standard Bayesian way. Specifically, γ and τ are first estimated asγ and thenτ and the prior distribution
is used in a Bayesian analysis to estimate the θ i .
Thus, EB proceeds in two steps.
Step 1 Find the maximum a posterior (MAP) estimates of γ and τ by maximising their joint posterior distribution, i.e,
Step 2 Use N(γ,τ) as the prior distribution for θ i , i = 1, · · · , n and estimate θ i in the standard Bayesian way, i.e.,
When applying the EB to fit a hierarchical model, it is possible that the estimate of the standard deviation τ is equal to 0, which leads to θ 1 = · · · = θ n =γ. This is generally not a desirable result. We can avoidτ = 0 by using the transformations ξ = log τ or δ = 1/τ (e.g., Park et al. 2008; Gelman et al. 2014) . We refer to EB implemented with these transformations as EB-log and EB-inv, respectively.
Step 2 of EB-log and EB-inv remains exactly the same as that of EB, but
Step 1 changes. Specifically, Step 1 of EB-log is
Step 1 Find the MAP estimates of γ and ξ by maximising their joint posterior distribution, i.e.,
and settingτ = exp(ξ), where p(·|Y ) is the posterior distribution of γ and τ. Thus,
Comparing Eq. 6 with Eq. 4, the added τ in Eq. 6 prevents τ from being zero. The
Step 1 of EB-inv proceeds similarly.
ANALYSES FOR FIELD HALO WHITE DWARFS
Our model is based on obtaining photometric magnitudes for n WDs from the Galactic halo. We denote the l-dimensional observed photometric magnitudes for the i-th WD by X i and the known variance-covariance matrix of its measurement errors by Σ i . Our goal is to use X i to estimate the age, distance modulus, metallicity, and zero-age main sequence (ZAMS) mass of the WD. Our WD model is specified in terms of the log 10 (age), distance modulus, metallicity, and ZAMS mass of WDs and we denote these parameters by 
Here we review a case-by-case analysis method for WDs and develop convenient approaches to obtain the hierarchical modelling fits with improved statistical properties.
Existing Case-by-case Analysis
The public-domain Bayesian software suite, Bayesian Analysis of Stellar Evolution with 9 parameters (BASE-9), allows one to precisely estimate cluster parameters based on pho- In this article we focus on the development of BASE-9
for fitting the parameters of individual WD stars. BASE-9 employs a Bayesian approach to fit parameters. The statistical model underlying BASE-9 relates a WD's photometry to its parameters,
where, N l represents a l-variate Gaussian distribution, G(·)
represents the underlying astrophysical models that predicts a star's photometric magnitudes as a function of its parameters. Specifically G combines models for the main sequence through red giant branch (e.g. Dotter et al. 2008 ) and the subsequent white dwarf evolution (e.g. Bergeron et al. 1995; Montgomery et al. 1999 ).
The Bayesian approach employed by BASE-9 requires a joint prior density on (A i , Θ i ) for each WD. We assume this prior can be factored into
where, the individual prior distributions on age, distance modulus, and metallicity p(
are normal densities each with its own prior mean (i.e., µ A i , µ D i , and µ Z i ) and standard deviation (i.e.,
, and σ Z i ). When possible, these prior distributions are specified using external studies. The prior on the mass M i is specified as the initial mass function (IMF) taken from Miller & Scalo (1979) , i.e., log 10 (M i ) ∼ N(µ = −1.02, σ = 0.67729). BASE-9 deploys a MCMC sampler to separately obtain a MCMC sample from each of the WD's joint posterior distributions,
In this manner, we can obtain case-by-case fits of A i and Θ i for each WD using BASE-9.
In this paper for both the case-by-case and the hierarchical analysis, we obtain MCMC samples for most of the parameters. After we obtain a reasonable MCMC sam- 
When the posterior distribution of the parameter A i is highly asymmetric, its posterior mean and 1σ error bar may not be a good representation of the posterior distribution. In this case, we might instead compute the 68.3% posterior interval of A i as the range between the 15.87% and 84.13% quantiles of the MCMC sample.
Hierarchical Modelling of a Group of WDs
In this section, we embed the model in Eq. 7 into a hierarchical model for a sample of halo WDs, 
Fully Bayesian Method
The FB approach obtains a MCMC sample from the joint posterior distribution in Eq. 13. Here we employ a two-stage algorithm (Si et al. 2017 ) to obtain the FB results. This algorithm takes advantage of the case-by-case samples in Section 3.1 and is easy to implement. A summary of the computational details of FB appears in Appendix C.
Empirical Bayes Method
We also illustrate how to fit the hierarchical model in Eq.
12 with EB. First the joint posterior distribution for γ and τ is calculated as
The integration in Eq. 14 is 4 × n dimensional, which is computationally challenging. To tackle this, we use the Monte Carlo Expectation-Maximization (MCEM) algorithm (see e.g., Dempster et al. 1977; Wei & Tanner 1990 ) to find the MAP estimates of γ and τ. To avoid estimating τ as zero when its (profile) posterior distribution is highly skewed (e.g., Park et al. 2008) , we again implement EBlog (ξ = log τ) or EB-inv (δ = 1/τ). For EB-log, the joint posterior distribution of γ and ξ equals
where p(·|X) is the joint posterior distribution of γ and τ.
The EB-log method proceeds in two steps.
Step 1: Deploy MCEM to obtain the MAP estimates of γ and ξ, and transform to γ and τ, i.e.,
For details of MCEM in this setting, see Appendix D.
Step 2:
using BASE-9.
EB-inv proceeds in a similar manner, but with Eq. 15 replaced with
where p(·|X) is again the posterior distribution of γ and τ.
SIMULATION STUDY
To illustrate the performance of the various estimators of the object-level WD ages and the population-level parameters γ and τ, we perform a set of simulation studies. Because the relative advantage of the shrinkage estimates compared with the case-by-case estimates depends both on the precision of the case-by-case estimates and the degree of heterogeneity of the object-level parameters, we repeat the simulation study under five scenarios, each with different values of observation error matrix Σ and population standard deviation of log 10 (age), i.e., of τ. We simulate the parameters Table 1 , where γ = 10.09 (12.30 Gyr) is the population mean and τ varies among the simulation settings given in Table 2 . For consistency with the data analyses in Section 5, we simulate u, g, r, i, z, J, H, K magnitudes for all
WDs. Using BASE-9 for each setting, we simulate N 2 = 25 replicate datasets, each composed of N 1 = 10 halo WDs. For each WD in every group, we generate its log 10 (age), distance modulus, metallicity and mass from distributions in Table   1 , where τ is given in For simplicity in each setting all stars share the same diagonal observation variance, that is each
The observation error variances for five simulation settings are described in terms of Σ 0 in Table 2 . In the entire simulation study, we employ the Dotter et al. We denote log 10 (age) of the i-th simulated WD in the j-th replicate group by A i j . Using both the case-by-case and hierarchical analyses, we obtain MCMC samples of the pa-
by taking the MCMC sample mean as in Eq. 10 and denote the estimates based on case-by-case and hierarchical analyses byÂ I i j andÂ H i j , respectively. We compute the absolute value of the error 2 of each estimatorÂ i j as
In our simulation study, we are mainly concerned with the difference between absolute errors from shrinkage and caseby-case estimates
which compares the prediction accuracy of the two methods.
If Diff(A i j ) 0, then the absolute deviation of the case-bycase estimate of star A i j is greater than that of the shrinkage estimate. In these cases, the shrinkage estimate of the age of each WD in these are equal, which potentially leads to large errors.
2 We use this term to refer to the absolute value of the error.
As we mentioned in Section 3.2.2, this highlights a difficulty with EB, and demonstrates the need for the transformed EB-log or EB-inv. Both of these approaches produce similar results to EB, but avoid the possibility ofτ = 0. The third column in Fig. 1 shows the scatter plot of Diff(A i j )
Because most of the scatter in these plots is above the solid red zero line, the estimates of log 10 (age) from the case-by-case analyses tend to be further from the true values than the shrinkage estimates. Approximately two thirds of the N 1 × N 2 simulated stars in each setting are better estimated with the shrinkage method than the case-by-case fit. For stars below the red solid lines, nominally the case-by-case fit is better, but the advantage is small. In fact, for almost all simulated stars,
1, so the shrinkage estimates do not perform much worse than case-by-case estimates for any WD and often perform much better. For some stars, we have Diff(A i j ) > 0.5. From the point of view of reliability of the technique, it is comforting that the four hierarchical fits (EB, EB-log, EB-inv, FB) perform similarly, at least whenτ > 0 for EB. Table 2 presents a numerical comparisons of the shrinkage and case-by-case estimates of log 10 (age). Specifically it presents the average mean absolute error (MAE) and the average root of the mean squared error (RMSE) for each method, i.e.,
Both MAE and RMSE measure the distance between the true values and their estimates. Smaller MAE and RMSE indicates that the estimate is more accurate. Table 2 summarises the performance of different estimators under the five simulated settings. In terms of MAE and RMSE, all four shrinkage estimates (EB, EB-log, EB-inv, FB) are significantly better than the case-by-case estimates, though there are slight differences among the four shrinkage estimates. better estimated by shrinkage methods than the case-bycase fits for each of the four statistical approaches and each of the five simulation settings. We conclude that 60%-75%
of simulated stars have a more reliable age estimate from the hierarchical analyses than from the case-by-case analyses.
From Tables 2 and 3 decreases. This is consistent to statistical theory (see Gelman et al. 2014, Chapter 5) . Generally speaking, using EBlog rather than EB to avoid a fitted variance of zero. In terms of computational investment, the FB algorithm is less time-consuming than all of our EB algorithms. Kilic et al. (2010) . c Paper II is Kilic et al. (2012) . d Paper III is Gianninas et al. (2015) . e Paper IV is Dame et al. (2016) .
ANALYSIS OF A GROUP OF CANDIDATE HALO WHITE DWARFS
Now we turn to the hierarchical and case-by-case analysis of the 10 field WDs from the Galactic halo listed in Table 4 We acquire prior densities on M i , D i , and
from the literature (Kilic et al. 2010 (Kilic et al. , 2012 Gianninas et al. 2015; Dame et al. 2016 ). The atmospheric compositions and priors on distance moduli for these 10 stars are listed in Table 4 . We use a ZAMS mass prior IMF from Miller & Scalo (1979) on M i and a diffuse prior on metallicity Z i ∼ N(−1.50, 0.5). In this article, we do not leave the WD core composition as a free parameter, but instead, we use the WD cooling model derived from the work of Renedo et al. (2010) . Distance (pc) Figure 2 . Case-by-case results: projections of the joint posterior distributions onto the two dimensional planes of (from top to bottom) age-metallicity, age-distance, age-ZAMS mass, and distance-ZAMS mass for five of the Galactic halo WDs (columns).
Case-by-case Analysis
We derive the joint posterior density for the parameters using Bayes' theorem:
Before specifying a hierarchical modelling for the 10 WDs, we obtain their case-by-case fits using BASE-9 (as in O'Malley et al. 2013) . By using the priors in Table 4 and as described above, we fit each of 10 halo WDs individually with BASE-9. We present results for 5 typical stars in trates that the correlation between the metallicity and age for these five WDs is weak. In the second row, the distance and age of WDs have a strong positive correlation for ages less than 10 Gyrs. However, this pattern generally disappears for ages greater than 10 Gyrs. From the third and fourth row, the ZAMS mass displays a clear negative correlations with both age and distance.
The plot shows that the range of possible ages for these five stars is large, from 8 Gyrs to 15 Gyrs. Assuming each of these ten WDs are bona fide Galactic halo members, we expect their ages to be similar. However, their masses, distance moduli and metallicities may vary substantially. In this situation, it is sensible to deploy hierarchical modelling on the ages of these 10 WDs, which provides substantial additional information.
Hierarchical Analysis
Here we deploy both EB-log and FB to obtain fits of the hierarchical model in Eq. 12 based on ten candidate Galactic halo WDs. In Fig. 3 , we compare the posterior density distributions of the age of each WD obtained with the caseby-case method and with that obtained with both EB-log and FB. estimates of the true ages of these halo WDs. Table 5 and Fig. 4 summarise the estimated ages. The 68.3% posterior intervals of ages of WDs from EB-log and FB are generally narrower than those from the case-by-case analyses, which means that shrinkage estimates (FB and EB-log) produce more precise estimates. The fits and errors from EB-log and FB are quite consistent.
In both BASE-9 and the hierarchical model (Eq. 12), the ages, A i , of stars are specified on the log 10 (Year) scale.
Given an MCMC sample from the posterior distribution of age on the log 10 (Year) scale, we can obtain a MCMC sample on the age scale by backwards transforming each value in the sample via age = 10
where the units for age and log 10 (age) are Gyr and log 10 (Year), respectively. For the population-level parameters γ and τ, however, the transformation from the log 10 (Year) scale to the Gyr scale is more complicated. We present estimates of the population distribution of the age of Galactic halo WDs in Table 6 , on both the Gyr and log 10 (Year) scales. In the first two rows, we report the 68.3%
posterior intervals for the mean (γ) and standard deviation Gyr) from EB-log are quite consistent to results of FB. EBlog does not directly provide error estimates for the population mean and standard deviation, but bootstrap techniques (Efron 1979 ) could be used. We do not pursue this here, because it is computationally expensive and uncertainties are provided by FB.
In Table 6 , we also report the 68.3% predictive intervals of the age distribution from FB and EB-log, which summarises the underlying distribution of halo WDs ages. These are our estimates of an interval that contains the ages of Figure 5. Histograms of MCMC samples from the posterior distribution of the mean and standard deviation of the population of halo WD ages on the Gyr scale, obtained using FB fit to ten candidate Galactic halo WDs.
Our mean halo age estimate is consistent with other WD-based age measurements for the Galactic halo. For halo field WDs, these estimates are 11.4 ± 0.7 Gyr (Kalirai 2012), 11-11.5 Gyr (Kilic et al. 2012) , and 10.5 +2.0 −1.5 (Kilic et al. 2017 ). Although broadly consistent, these studies all use somewhat different techniques. The study of Kalirai (2012) relies on spectroscopic determinations of field and globular cluster WDs. The Kilic et al. (2012) analysis depends on photometry and trigonometric parallaxes, as does our work, yet at that point only two halo WDs were available for their study. The Kilic et al. (2017) study is based on the halo WD luminosity function isolated by Munn et al. (2017) . Although this sample contains 135 likely halo WDs, there are as yet no trigonometric parallaxes or spectroscopy to independently constrain their masses. Thus, all of these samples suffer some defects, and it is comforting to see that different approaches to these different halo WD datasets yield consistent halo ages.
Another comparison to the field WD halo age is the WD age of those globular clusters that have halo properties. Three globular clusters have been observed to sufficient depth to obtain their WD ages, and two of these (M4 and NGC 6397) exhibit halo kinematics and abundances. The WD age of M4 is 11.6±2 Gyr (Bedin et al. 2009 ) and that age for NGC 6397 is 11.7 ± 0.3 Gyr (Hansen et al. 2013 ). These halo ages for globular cluster stars are almost identical to those for the halo field. If there is any problem with these ages, it may only be that they are too young, at ∼ 2 Gyr younger than the age of the Universe. At this point, we lack sufficient data to determine whether this is a simple statistical error, with most techniques having uncertainties in the range of 1 Gyr, or whether there is a systematic error with the WD models or IFMR for these stars, or whether these WD studies have simply failed to find the oldest Galactic stars. Alternatively, as mentioned above, the field halo age dispersion may really be of order ±2 Gyr, in which case the halo field is sufficiently old, yet these globular clusters may not be. We look forward to future results from Gaia and LSST that should reduce the observational errors in WD studies substantially while dramatically increasing sample size. This will allow us to precisely measure the age distribution of the Galactic halo and place the globular cluster ages into this context.
CONCLUSION
We propose the use of hierarchical modelling, fit via EB and FB to obtain shrinkage estimates of the object-level parameters of a population of objects. We have developed novel computational algorithms to fit hierarchical models even when the likelihood function is complicated. Our new algorithms are able to take advantage of available case-bycase code, with substantial savings in software development effort.
By applying hierarchical modelling to a group of 10
Galactic halo WDs, we estimate that 68.3% of Galactic halo
WDs have ages between 10.58 and 13.51 Gyr. This tight age constraint from the photometry of only 10 halo WDs demonstrates the power of our Bayesian hierarchical analysis. In the near future, we expect not only better calibrated photometry for many more WDs, but also to incorporate highly informative priors on distance and population membership from the Gaia satellite's exquisite astrometry. We look forward to using theses WDs to fit out hierarchical model in order to derive an accurate and precise Galactic halo age distribution.
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APPENDIX A: SHRINKAGE ESTIMATES
In this appendix, we discuss shrinkage estimates and their advantages. Consider, for example, a Gaussian model,
where The mean squared error (MSE) is a statistical quantity that can be used to evaluate the quality of an estimator.
As its name implies, it measures the average of the squared deviation between the estimator and true parameter value.
Thus the MSE ofθ ind is The population-level parameters that describe the distribution of (θ 1 , . . . , θ n ) are often also of interest. Suppose we model the population by assuming that θ i follows a common normal distribution, i.e., we extend the model in Eq. A1 to
where γ and τ are unknown population-level parameters.
The model in Eqs. A2-A3 is a hierarchical model and can be fit using Empirical Bayes (EB) (e.g. Morris 1983; Efron 1996) . We choose the non-informative, p(γ, τ) ∝ 1, which is 3 It can be shown that the MSE ofθ JS is
which shows the advantage of James-Stein estimator in terms of MSE over the individual estimator when n > 3.
a standard choice in this setting (e.g., .
The EB approach is Bayesian in that it views Eq. A3 as a prior distribution and is empirical in that the parameters of this prior are fit to the data. Specifically, EB proceeds by first deriving the marginal posterior distribution of γ and
and then estimating γ and τ 2 with the values that maximise Eq. A4. These estimates areγ 
Each θ i can be estimated with its posterior mean under Eq.
A5. Under certain conditions, EB is consistent with James-
Stein estimators (e.g. Morris 1983) . EB can produce estimators having the same advantages as James-Stein and it is readily able to handle more complicated problems whereas James-Stein would require model specific derivation of MSEreducing estimators.
APPENDIX B: LARGE MAGELLANIC CLOUD
We illustrate the construction and fitting of hierarchical models and the advantages of shrinkage estimates through an illustrative application to data used to estimate the distance to the LMC. The LMC is a satellite galaxy of the Milky Way. Numerous estimates based on various data sources have been made of the distance modulus to the LMC. The population of stars used affects the estimated distance modulus: Estimates based on Population I tend to be larger than those based on Population II stars. We use a set of estimates based on Population I stars, and formulate a hierarchical model for these estimates in order to develop a comprehensive estimate. We use the data in Table B1 , which was compiled by Clementini et al. (2003) .
Besides statistical errors, the various distance estimates may be subject to systematic errors. We aim to estimate the magnitude of these systematic errors. If we further assume that the systematic errors tend to average out among the various estimators, we can obtain a better comprehensive estimator of the distance modulus. Let µ i be the best estimate of the distance modulus that could be obtained with method i, i.e., with an arbitrarily large dataset. Because of systematic errors, µ i does not equal the true distance modulus, but is free of statistical error.
Consider the statistical model,
where D i is the actual estimated distance modulus based on the method/dataset i including statistical error, σ i is the known standard deviation of the statistical error, γ is the true distance modulus of the LMC, and τ is the standard deviation of the systematic errors of the various estimates.
Eq. B2 specifies our assumption that the systematic errors tend to average out. We denote
We take an EB approach to fitting the hierarchical model in Eq. B1-B2. This involves first estimating the population-level parameters γ and τ and then plugging these estimates in Eq. B2 and using it as the prior distribution for each µ i . Finally the individual µ i are estimated with their posterior expectations, E(µ i |D,γ,τ) and their posterior standard deviations, SD(µ i |D,γ,τ) are used as 1σ uncertainties.
Our EB approach requires a prior distribution for γ and τ.
We choose the standard non-informative prior, p(γ, τ) ∝ 1 in this setting.
We estimate γ and τ by maximising their joint posterior density,
The values of γ and τ that maximise Eq. B3 are known as maximum a posterior (MAP) estimates. For any τ, Eq. B3
is maximised with respect to γ bŷ 18.54 ± 0.05 Panagia (1998) whereγ ( Pluggingγ andτ into the prior for µ i given in Eq. B2, we can compute the posterior distribution of each µ i as 
which are weighted averages of the case-by-case estimates, proach the case-by-case estimators of the distance moduli marked by plus signs at the far right in Fig. B3 . The red dashed vertical line indicates our estimate of τ and intersects the coloured curves at the hierarchical estimates of each µ i . Fig. B3 shows how the hierarchical fit reduces to the case-bycase analyses as the variance of the systematic errors goes to infinity. We include Fig. B3 to illustrate the "shrinkage" of the estimates produced with hierarchical models, but such a plot is not needed to obtain the final fit.
APPENDIX C: THE TWO-STAGE ALGORITHM FOR FB
In this section, we illustrate how to fit the hierarchical model (in Eq. 12) via our two-stage algorithm. For more details about this algorithm, see Si et al. (2017) .
Step 0a: For each WD run BASE-9 to obtain a MCMC sample of p(A i , Θ i |X i ) under the case-by-case analysis. Thin each chain to obtain an essentially independent MCMC sample and label it {A
n , Θ
n , t = 1, 2, · · · , t MC }.
Step 0b: Initialise each WD age atÃ Step 1: Sampleγ (s) andτ (s) from p(γ, τ|Ã
Step 2: Randomly generate n integers between 1 and t MC , and denote them r 1 , · · · , r n . For each i, set A * i = A To apply EM, we treat the object-level parameters, namely, A 1 , M 1 , D 1 , T 1 , · · · , A n , M n , D n , T n as latent variables. Due to the complex structure of this astrophysical model, it is impossible to obtain the expectation step (Estep) of the ordinary EM algorithm in closed form. MCEM avoids this via a Monte Carlo approximation to the E-step.
We employ two algorithms to compute the MAP estimate of (γ, τ): Approach 1 is MCEM and Approach 2 uses importance sampling to evaluate the integral in the expectation step instead of drawing samples from the conditional density of the latent variables.
Using Approach 1 to update γ and ξ = ln τ requires invoking BASE-9 once for each WD at each iteration of MCEM. This is computationally expensive and motivates Approach 2. We suggest interleaving Approach 1 and 2 to construct a more efficient algorithm for computing the MAP estimates of γ and τ.
Approach 1: MCEM
Step 0: Initialise γ = γ (1) , ξ = ξ (1) , d 1 = 1 and τ = exp(ξ (1) );
Repeat for t = 1, 2, · · · , until an appropriate convergence criterion is satisfied.
Step 1: For star i = 1, · · · , n, sample A , τ (t) ) ∝ p(X i | A i , Θ i )p(A i |γ (t) , τ (t) )p(Θ i ),
where S t is the MCMC sample size at the t-th iteration and should be an increasing function of t (we take S t = 1000 + 500t).
Step 2: Set This paper has been typeset from a T E X/L A T E X file prepared by the author.
