Introduction
Accelerated by the advancement of computer algebra systems (CAS), symbolic algebraic computation has enjoyed tremendous success since the advent of the Gröbner basis and continues to be a driving force in computational commutative algebra. The abundance of algorithms along with the depth and breadth of the theories developed over the years for algebraic computation sets a solid foundation for numerical polynomial algebra, which emerges as a rapidly growing field of study in recently years. Pioneered by Li [57] , Sommese [82] and others, numerical polynomial system solving based on the homotopy continuation method has set the standard in efficiency as well as robustness, and enters the stage of expansion into numerical algebraic geometry as a new field [81] . Meanwhile, numerical polynomial algebra emanating from fundamental numerical analysis and numerical linear Zhonggang Zeng Department of Mathematics, Northeastern Illinois University, Chicago, IL 60625, USA, Research supported in part by NSF under Grants DMS-0412003 and DMS-0715127, e-mail: zzeng@neiu.edu algebra has also thrived in theory and problem solving, as presented in Stetter's recently published textbook [84] and evidenced by healthy development of software (cf. [86] ).
In comparison to symbolic computation, numerical computation and approximate solutions offer substantial advantages in many areas and come with drawbacks in other aspects. Computing numerical solutions in many cases may be inevitable due to lack of alternatives, such as locating roots of a polynomial with a degree five or higher. Even in those cases where exact solutions are available, approximate solutions may make better sense and go deeper in revealing the physical nature. For a simple example, the exact GCD (greatest common divisor) of the polynomial pair f (x) = 3x 3 − 9.2426x 2 + 13.071x − 10 g(x) = 1.7321x 4 + 2.4642x 2 − 2.4495x 3 + 1.4142x − 2 (1.1)
is a trivial polynomial u = 1 in symbolic computation. However, its approximate GCDũ = 2.000006−1.4142x+x 2 along with the verifiable residual provides more penetrating information: The given polynomial pair is a tiny distance 0.0000056 away from a polynomial pair havingũ as its exact GCD. The difference here may mean a more desirable deblurred image restored by an approximate GCD [69] or a meaningless blank image represented by the trivial exact GCD. Furthermore, numerical computation tends to be more efficient in both storage and computing time, and more suitable for large engineering problems, as evidenced by the homotopy continuation method for solving polynomial systems applied to kinematics (cf. [82] ). Numerical polynomial algebra differs from symbolic computation in many aspects. The problem data are expected to be inexact and the computation is carried out with floating-point arithmetic. Accuracy and stability, which may not be a concern in symbolic computation, become of paramount importance in developing numerical algorithms for solving polynomial problems. A classical algorithm that is flawless in exact arithmetic, such as the Euclidean algorithm for computing polynomial GCD, may be prohibitively impractical for numerical computation and vice versa. As a result, it is often necessary to develop numerical algorithms from scratch and to employ totally different strategies from their symbolic cousins.
Even the meaning of "solution" may be in question and may depend on the objective in problem solving. The exact GCD u = 1 in (1.1) is indisputable in symbolic computation, while the meaning of the approximate GCD has evolved in several formulations over the years (see the remark in §1.2.2). The comparison between exact and approximate GCD is typical and common in algebraic problems where ill-posedness is often encountered and the solution is infinitely sensitive to data perturbations. Numerical computation which, by nature, seeks the exact solution of a nearby problem becomes unsuitable unless the problem is regularized as a well-posed one. As it turns out, the collections of ill-posed problems form pejorative manifolds of positive codimensions that entangled together with stratification structures, as elaborated in §1.2, where a manifold is embeded in the closure of manifolds of lower codimensions. Thus a tiny arbitrary perturbation pushes the problem away from its residing manifold, losing the very structure of the solution. Dubbed as the "three-strikes" principle for formulating an approximate solution and removing ill-posedness, we summarize that the approximate solution should be the exact solution of a nearby problem residing in the manifold of the maximum codimension and having the minimum distance to the given problem. Approximate solutions with such a formulation become viable, attainable, and continuous with respect to data.
Numerical polynomial algebra can also be regarded as having numerical linear algebra as one of its cornerstones. Pioneered by Wilkinson [93] , Golub [34] , Kahan [43] and many others around the same time of Buchberger's work on Gröbner basis , numerical linear algebra flourished since 1960s with well established theories, algorithms and software libraries for numerical matrix computations. One of the early catalysts that contributed to the recent advances of numerical polynomial algebra is the introduction of the singular value decomposition to polynomial computation by Corless, Gianni, Trager and Watt [11] in 1995. As elaborated in §1. 3 , polynomial algebra problems in numerical computation lead to matrix computation problems such as least squares, eigenproblem and particularly, numerical rank/kernel identification. Theories, techniques and ideas accumulated in numerical linear algebra are rich resources for numerical polynomial algebra.
This paper surveys basic approaches and techniques in developing algorithms for numerical polynomial algebra, emphasizing on regularizing ill-posed algebraic problems and employing matrix computation. The approaches and techniques elaborated in this survey have been used in many algorithms with successful results and implementations. As a growing field of study, theoretical advance and algorithm development are on-going and gradually evolving. Further advancement will continue to emerge in the future.
Notation and preliminaries

Notation
The n dimensional complex vector space is denoted by C n , in which vectors are column arrays denoted by boldface lower case letters such as a , u, v 2 , etc, with 0 being a zero vector whose dimension can be understood from the context. Matrices are represented by upper case letters like A and J , with C m ×n denoting the vector space consists of all m × n complex matrices. Notations (·) and (·) H stand for the transpose and the Hermitian transpose, respectively, of the matrix or vector (·).
The ring of polynomials with complex coefficients in indeterminates
A polynomial as a function is denoted by a lower case letter, say f , v, or p 1 , etc. The collection of all the polynomials with a certain degree bound forms a vector space over C. Throughout this paper, if a letter (say f ) represents a polynomial, then either
or the same letter in boldface (i.e. f ) denotes its coefficient vector, where the underlying vector space and its basis are clear from the context.
Numerical rank and kernel
The fundamental difference between exact and numerical computation can be demonstrated in the meaning of the matrix rank. With exact arithmetic used in symbolic computation, a matrix is non-singular if and only if its determinant is nonzero. Such a characterization of being full rank, however, is practically meaningless in numerical computation as shown in a simple example below. Example 1.1.1. The polynomial division is equivalent to linear system solving: Finding the quotient q and the remainder r of a polynomial f divided by g satisfying f = g · q + r is, in fact, solving a linear system G q r = f, where f , q and r are vector representations of f , q and r respectively, along with a corresponding matrix G. For instance, let g(x) = x + 10 and use the standard monomial basis for the vector representations of f , q and r. The matrix G is
. . .
where n is the degree of f . The matrix G may appear benign with a full rank and det(G) = 1 . However, its 2-norm distance to a singular matrix is less than 10 -n . Such a matrix with even a modest size, say n = 15 , behaves the same way as a singular matrix in numerical computation. Consequently, round-off errors in the order of hardware precision during synthetic division can result in substantial errors of magnitude O(1) in the coefficients of q and r (c.f. [98, §4.
2.3]).
The numerical rank of G should be n , not n + 1 unless n is small.
Remark: Example 1.1.1 indicates that the Euclidean algorithm can be highly unreliable in numerical computation of the polynomial GCD since it consists of recursive polynomial division in the form of f = g ·q + r . Interestingly, polynomial division in the form of f = g ·q , or equivalently the polynomial division in the form of f = g · q + r combined with an additional constraint r = 0 , is a stable least squares problem. This can be seen from Example 1.1.1 by deleting the last column from matrix G. The resulting matrix possesses a near perfect condition number ( ≈ 1 ) with its smallest singular value larger than 9 .
The condition of a matrix in numerical computation depends on its distance to the nearest rank-deficient matrices. Likewise, the numerical rank (or approximate rank) of a matrix depends on the (exact) ranks of its nearby matrices. If a matrix A can have an error of magnitude θ , then the "worst" (i.e. lowest rank) matrix within a distance θ dictates its numerical behavior. The numerical rank of A within θ , denoted by rank θ ( A ), is thus defined as the smallest rank of all matrices within a distance θ of A:
where rank ( · ) denotes the rank of matrix (·) in exact sense. Naturally, the exact kernel K (B) of B in (1.3) is taken as the numerical kernel K θ (A) of A within θ :
The numerical rank and numerical kernel of a matrix A ∈ C m ×n can equivalently be defined using the singular value decomposition (SVD) [34] :
where σ 1 ≥ σ 2 ≥ · · · ≥ σ n ≥ 0 are the singular values of A, the matrices
are unitary matrices whose columns are left and right singular vectors of A respectively. The numerical rank rank θ ( A ) = k if and only if there are exactly k singular values of A lie above the threshold θ : σ k > θ ≥ σ k + 1 , and the numerical kernel
Computing the exact rank rank ( A ) is an ill-posed problem in the sense that a tiny perturbation can alter the rank completely if A is of rank-deficient. As a result, the exact rank and kernel in general can not be computed in numerical computation since round-off errors are inevitable. By formulating numerical rank and kernel in (1.3) and (1.4) respectively, matrix rank-revealing is regularized as a well-posed problem and becomes suitable for numerical computation. In fact, the singular value decomposition is remarkably stable and well established in numerical linear algebra. The sensitivity of the numerical kernel can be measured by the condition number σ 1 /σ k by Wedin's Theorem [92] .
On the other hand, the standard singular value decomposition can be unnecessarily costly to compute. The numerical rank/kernel computation in numerical polynomial algebra often involves matrices of low numerical nullities. For those matrices, numerical ranks and kernels can be computed efficiently using a specialized rank-revealing method [59] , which has become an indispensable component of numerical polynomial algebra algorithms that will be discussed later in this survey. The rankrevealing method assumes the input matrix R is in upper-triangular form without loss of generality. Every matrix A has a QR decomposition [34] A = QR and the numerical kernel of A is identical to that of the upper-triangular matrix R. The following null vector finder is at the core of the numerical rank-revealing method in [59] :
solve R H x = z j-1 with a forward substitution solve Ry = x with a backward substitution set z j = y y 2 and ς j = 
We can continue to calculate a numerical null vectorẑ ofR within θ . If such â z exists, it is also a numerical null vector of R orthogonal to z [59] . By updating the QR decomposition ofR, we can apply the algorithm (1.6) again to findẑ. An orthonormal basis for the numerical kernel K θ (A) can be obtained by continuing this process. Numerical rank can also be considered a generalization of the conventional rank since rank ( A ) = rank θ ( A ) = k whenever 0 < θ < σ k . A matrix A in practical computation is usually known in a perturbed formÂ = A + E where E is the noise that can be expected to be small. Let σ j (·) denote the j -th singular value of the matrix (·). It is known that [85, Chapter 1, Corollary 4.31]
Consequently, the underlying (exact) rank rank ( A ) can be recovered as rank θ ( A ) as long as
In practical computation, the choice of the threshold θ is problem dependent, and may be difficult to decide in some cases. The general rule is that θ should be above the expected noise magnitude E 2 and below the smallest positive (unknown) singular value σ k (A).
The formulation of the numerical rank is intended to answer the following question: How to find the rank of a matrix A that is under a small perturbation? The answer is conditional: If the perturbation is sufficiently small, then the rank of A can be recovered as rank θ ( A ) for a threshold slightly larger than the perturbation. Numerical rank-revealing would become intractable when the window σ k (A)− E 2 > θ > E 2 of choosing the threshold θ disappears.
Consider Example 1.1.1 again. For any threshold θ chosen within the interval 10 -n < θ < 9 , the matrix G in (1.2) is of numerical rank n , or numerical nullity 1 within θ .
The linear and nonlinear least squares problems
Conventional solutions do not exist for an overdetermined linear system Ax = b when the matrix A ∈ C m ×n for m > n unless, for a zero probability, the vector b happens to be in the range of A. Instead, the least squares solution x * becomes the alternative that satisfies
The least squares solution is unique: x * = A + b when A is of full rank, where
is the pseudo-inverse of A. Although solving Ax = b for its least squares solution is equivalent to solving the normal equation (A H A)x = A H b, there is a fundamental difference between symbolic computation and numerical approach from here. Solving the normal equation directly may be a natural approach using exact arithmetic. Numerical computation, where accuracy is a concern, goes a step further by solving the first n equations of Rx = Q H b after obtaining the QR decomposition A = QR (c.f. [34, §5.3] ). Both approaches are equivalent in theory but not much so in practical computations. It is neither wise nor necessary to construct or to solve the normal equation as it is in numerical computation. On the other hand, the standard numerical approach of solving Rx = Q H b is not attractive for symbolic computation due to the square roots required in the QR decomposition.
Solving linear least squares solutions is essential in one of the most basic operations in numerical polynomial algebra: Polynomial division in floating-point arithmetic. As discussed in Example 1.1.1, dividing a polynomial f by g for the quotient q and the remainder r in the form of f = g · q + r can easily be illconditioned. Consequently, the synthetic division is prohibitively unstable in numerical computation. However, if the remainder is known, say r = 0 , then finding q in the equation g · q = f is a stable linear least squares problem
where C(g) is the convolution matrix [17] representing the linear transformation L : u −→ g · u between relevant polynomial vector spaces in which vectors q and f represent q and f respectively. Equation ( 
for an analytic mapping F : C n → C m with m > n . Similar to the linear case, solving (1.9) requires seeking the least squares solution z * defined by
The necessary condition for z * to be a (local or global) least squares solution is
where J(z) is the Jacobian of F(z) (cf. [20, 98] ). Although the global minimum would be attractive theoretically, a local minimum is usually sufficient in practical computations, and the local minimum is global if the residual F(z * ) − b 2 is tiny. In principle, the least squares solution of (1.9) can be solved by many nonlinear optimization methods. There is a distinct feature of the overdetermined systems arising from numerical polynomial algebra: The residual F(z * )− b 2 is expected to be small (e.g. an approximate factorization p
. As a result, a simple optimization method, the Gauss-Newton iteration, is particularly effective.
The Gauss-Newton iteration is given as follows: From an initial iterate z 0 ,
The Gauss-Newton iteration is a natural generalization of the standard Newton iteration. Detailed studies of the Gauss-Newton iteration can be found in some special topic textbooks and articles, such as [18, 20, 63, 98 ]. The Gauss-Newton iteration is well defined in a neighborhood of the desired (local or global) minimum point z * if the Jacobian J(z * ) is injective (or, equivalently, of nullity zero). The condition of being injective on J(z * ) is also essential to ensure the local convergence of the Gauss-Newton iteration, as asserted in the following lemma. Different from Newton's iteration for normally determined systems, however, the locality of the convergence consists two requirements: The initial iter-ate z 0 must be sufficiently near the least squares solution z * , while the residual F(z * ) − b 2 must be sufficiently small. 
. Assume z * ∈ Ω is a local least squares solution to system (1.9). Let σ be the smallest singular value of J(z * ). Let δ ≥ 0 be a constant such that
, there exists ε > 0 such that for all z 0 ∈ Ω with z 0 − z * 2 < ε , the sequence z 1 , z 2 , · · · generated by the Gauss-Newton iteration (1.11) is well defined inside Ω , converges to z * , and satisfies
where α > 0 is the upper bound of J(z) 2 on Ω , and
Notice that the constant δ in (1.12) is proportional to the residual F(z * )−b 2 . Therefore, the smaller is this residual, the faster is the convergence. When the least squares solution z * is a conventional solution, the residual will be zero and the convergence is quadratic.
The condition that J(z * ) is injective also implies that the smallest singular value σ min (J(z * )) is strictly positive and provides an asymptotic sensitivity measurement
for the least squares solution z * . The Gauss-Newton iteration is extensively applied in the algorithms for numerical polynomial algebra in this survey. A generic Gauss-Newton iteration module is available in the software packages ApaTools/Apalab [99] . When formulating the overdetermined system F(z) = b, it is important to have enough equations to ensure J(z * ) is injective. Auxiliary equations are often needed for this purpose as shown in the following example. Example 1.1.3. Consider the polynomial factorization problem. For simplicity of the exposition, assume f can be factorized in three factors f = u α v β w γ where u , v and w are pairwise co-prime polynomials, and the objective is to compute the coefficient vectors u, v and w of u , v and w respectively. Naturally, the overdetermined system G(u, v, w) = 0 with 
can be easily proved as injective at the desired solution (u, v, w): Assume
where p, q and r are vector representations of polynomials p , q and r respectively. From straightforward differentiations, we have
Consequently α pvw + β uqw + γuvr = 0 , which leads to p = g 1 u , q = g 2 v and r = g 3 w since u , v, and w are pairwise co-prime. We further know that g 1 , g 2 and g 3 must be constants from (1.15). Then a
Appending extra equations as shown in Example 1.1.3 is a typical strategy for making the Jacobian injective before applying the Gauss-Newton iteration. The approaches of proving the injectiveness are also similar among different problems.
Formulation of the approximate solution
The ill-posed problem and the pejorative manifold
Hadamard characterized a problem as well-posed if its solution satisfies existence, uniqueness, and continuity with respect to data [36] . A problem whose solution lacks one of the three properties is termed an ill-posed problem. In the current literature, the term ill-posed problem mainly refers to those having solutions infinitely sensitive to data perturbations [19] . Contrary to Hadamard's misbelief that ill-posed problems are artificial and unsuitable for modeling physical systems, this type of problems arise quite often in science and engineering applications (cf. e.g. [37, §1.2]). As one of the main challenges for numerical computation, algebraic problems are commonly ill-posed. Such examples are abundant:
• Univariate polynomial factorization: Under an arbitrary tiny perturbation, a polynomial
m k in expanded form loses those repeated factors corresponding to multiplicities m j 's higher than one, and multiple roots turn into clusters of simple roots.
• Polynomial GCD: For a given pair of polynomials (p, q) under arbitrary perturbations, its GCD generically degrades to a trivial constant polynomial even if (p, q) originally possesses a GCD of positive degree.
• Irreducible factorization of multivariate polynomials: For a multivariate polyno-
with nontrivial factors f 1 , . . . , f k , the factorizability is lost and the polynomial becomes irreducible under an infinitesimal but arbitrary perturbation. The irreducible factorization of polynomial p is thus discontinuous, preventing a meaningful solution using conventional methods at presence of data perturbation.
• The matrix rank and kernel: As perhaps the most basic ill-posed problem (c.f.
§1.1.2), the rank and kernel of a matrix are discontinuous when the matrix is rankdeficient. A tiny perturbation will generically destroy the kernel entirely and turns the matrix into a full-ranked one. The ill-posedness of matrix rank/kernel may be under-noticed because the singular value decomposition is available and effective. The capability of identifying the numerical rank and kernel is one of the very cornerstones of methods for solving ill-posed problems. This ill-posed problem extends to solving a linear system Ax = b where the matrix A is rank-deficient. A perturbation generically renders the system unsolvable in exact sense even if the original system has infinitely many solutions.
• The matrix Jordan Canonical Form: For an n×n matrix A, there is a Jordan canonical decomposition A = XJX −1 where J is the block diagonal Jordan matrix. When any of the Jordan block in J is larger than 1×1 , however, the perturbed matrix A + E generically loses all the non-trivial Jordan structure of A, making it extremely difficult to compute the Jordan decomposition and the underlying multiple eigenvalues.
In a seminal technical report [43] that has never been formally published, Kahan studied three ill-posed problems (rank-deficient linear system, multiple roots of polynomials and multiple eigenvalues of matrices) and pointed out that it may be a misconception to consider ill-posed problems as hypersensitive to data perturbations. The collection of those problems having solutions of a common structure forms what Kahan calls a pejorative manifold. An artificial perturbation pushes the problem away from the manifold in which it originally resides and destroys its solution structure. Kahan proves, however, the solution may not be sensitive at all if the problem is perturbed with a restriction that it surfs in the pejorative manifold it belongs.
Kahan's observation of pejorative manifolds extends to other ill-posed problems such as those in the following examples. Furthermore, it has become known that these manifolds may have a certain stratification structure. Example 1.2.1. In the vector space C m ×n for m ≥ n , the collection of rank-k matrices forms a pejorative manifold
Counting the dimension from the basis for the column space ( m · k ) and the remaining columns as linear combinations of the basis ( (n − k) · k ), it is easy to see [58] that the codimension codim(M
where (·) denotes the closure of the set (·).
Example 1.2.2. Associating a monic polynomial
, the set of all polynomials possessing a common factorization structure forms a factorization manifold. For instance
with codimension codim(Π (1, 3)) = 2 . On the other hand, manifold Π (1, 3) is in the closure of manifold
, and the five manifolds form a stratification as shown in Figure 1 .1. Moreover, each manifold can be parametrized in the
The Jacobian of such F(z) is injective in the corresponding manifold, ensuring the local Lipschitz continuity of the root vector z = [z 1 , z 2 ] with respect to the coefficients p as well as the capability of applying the Gauss-Newton iteration for refining the multiple roots [98] . be the collection of those pairs having GCDs of a common degree k :
where gcd (p, q) is the GCD of the polynomial pair (p, q). Every polynomial pair (p, q) ∈ P m,n k can be written as p = uv and q = uw where u is a monic polynomial of degree k . Thus it is easy to see that P m,n k is a manifold of the dimension k + (m − k + 1) + (n − k + 1), or codimension k exactly, and those GCD manifolds form a stratification structure
Furthermore, each manifold can again be parametrized in the form of u = F(z). In fact,
with deg(u) = k , where z is a vector consists of the coefficients of u , v and w except the leading coefficient 1 of u . Also similar to Example 1.2.2, the Jacobian of F(z) is injective, ensuring the local Lipschitz continuity of (u, v, w) with respect to (p, q) on the manifold P m,n k as well as the applicability of the Gauss-Newton iteration for refinement.
In summary, there exist similar geometric structures for many ill-posed problems in polynomial algebra such as multivariate GCD, multivariate square-free factorization, and multivariate irreducible factorization: The collection of the problems sharing a common solution structure forms a pejorative manifold P that can be parametrized in the form of u = F(z) where the Jacobian of F(z) is injective on the manifold P . In addition, the pejorative manifolds form a stratification structure in which a manifold is in the closure of some other manifolds of lower codimension. As a result, a problem may be near many manifolds of lower codimension if it is near (or resides in) one particular pejorative manifold.
When an ill-posed problem with inexact data is encountered and it needs to be solved approximately using floating-point arithmetic, the first and foremost question is the meaning of "solving the problem". Computing the exact solution of an inexact ill-posed problem, such as calculating the trivial constant GCD, does not make much sense in practical applications. On the other hand, approximate solutions need to possess continuity. That is, the approximate solution must converge to the exact solution if the problem noise approaches zero. It appears reasonable to set the objective of solving an ill-posed problem numerically as follows:
Let P be a given problem that is a small perturbation from an ill-posed problemP residing in a pejorative manifold Π with exact solutionŜ . Find an approximate solutionS of P in the sense thatS is the exact solution of a certain problemP whereP belongs to the same manifold Π and S −Ŝ = O( P −P ).
The three-strikes principle for removing ill-posedness
We shall use the univariate factorization problem in Example 1.2.2 as a case study for a rigorous formulation of the approximate solution that removes the illposedness. When the given polynomial p is a small perturbation fromp = (x − z 1 )(x − z 2 ) 3 that belongs to the factorization manifold Π (1, 3) of codimension 2, the stratification structure as shown in Figure 1 .1 indicates that p is also near two other manifolds Π (1, 1, 2) and Π (1, 1, 1, 1) of lower codimensions 1 and 0 respectively. Here the distance δ (p, Π ) of p from a manifold can be naturally defined as
Actually, the polynomial p is generically closer to those "other" manifolds than it is to the correct one: 1, 1, 1) ).
Let µ be the minimum of the distances between p and manifolds Π (2, 2) and Π (4) and assume the perturbation is sufficiently small such that
Then the desired manifold Π (1, 3) stands out as the highest codimension manifold among all the manifolds that intersect the θ -neighborhood of p for every θ sat-
That is, the key to identifying the correct manifold is to seek the manifold of the highest codimension within a proper threshold θ . Upon identifying the pejorative manifold Π (1, 3) , it is natural to look forp = (x −z 1 )(x −z 2 ) 3 ∈ Π (1, 3) that minimizes the distance p −p , and take the exact factorization (x −z 1 )(x −z 2 ) 3 ofp as the approximate factorization of p . Π (m 1 , . . . , m k ) is of the highest codimension among all the factorization manifolds in C n that intersect the θ -neighborhood of p . Then the exact factorization ofp ∈ Π (m 1 , . . . , m k ) is called the approximate factorization of p if
A theoretical elaboration of the univariate factorization and its regularization is presented in a recent paper [101] . Generally, solving an ill-posed algebraic problem starts with formulating the approximate solution following the "three-strikes" principle below to remove the discontinuity:
Backward nearness: The approximate solution to the given (inexact) problem P is the exact solution of a nearby problemP within a distance θ of P. Maximum codimension: The nearby problemP is in the closure Π of the pejorative manifold Π of the highest codimension among all the pejorative manifolds intersecting the θ -neighborhood of the given problem P. Minimum distance: The nearby problemP is the nearest point in the closure Π of Π to the given problem P Based on these principles, the approximate GCD of a polynomial pair can be defined similarly using the notation in Example 1.2.3. Definition 1.2.5. [96] Let (p, q) be a given polynomial pair of degree m and n respectively, and let θ > 0 be a given GCD threshold. Assume k is the maximum codimension among all the GCD manifolds P m,n 0 , P m,n 1 , . . . , P m,n n embedded in C m + n + 2 that intersect the θ -neighborhood of (p, q):
Then the exact GCD of (p,q) ∈ P m,n k is called the approximate GCD of (p, q) within θ if
The univariate GCD is the first ill-posed problem in numerical polynomial algebra that has been going through rigorous formulations. In 1985, Schönhage [77] proposed the quasi-GCD for univariate polynomials in a definition requiring only the backward nearness. Schönhage also assumes the given polynomial pair is inexact but arbitrarily precise. Similar formulations are later used in [14, 30, 39, 67, 68, 72] with some variations. In 1995, Corless, Gianni, Trager and Watt [11] first noticed the importance of the "highest degree" requirement of the approximate GCD in addition to Schönhage's notion. This requirement is also adopted in [24] . In the same paper [11] , Corless et al. also suggest seeking the minimum distance. In 1996/1998 Karmarkar and Lakshman [52, 53] formulated two numerical GCD problems: "The nearest GCD problem" and the "highest degree approximate common divisor problem" in detail, with the latter specifying requirements of backward nearness, highest degree, and minimum distance. The formulation in Definition 1.2.5 differs somewhat with Karmarkar-Lakshman's. The polynomial pair (p,q) is on the closure of the manifold of highest degree polynomial pairs and not necessarily monic. There is a different type of numerical GCD formulation: The "nearest GCD problem". Originated by Karmarkar and Lakshman [53, p. 654], this problem seeks the nearest polynomial pairs possessing an exact nontrivial GCD. Kaltofen, Yang and Zhi (cf. e.g. [49, 50] ) generalized this formulation: Given a polynomial pair (p, q) and an integer k > 0 , find the polynomial pair (p,q) that is nearest from (p, q) such that the (exact) GCD of (p,q) is of degree k or higher. This problem is equivalent to the constrained minmization (1.18) as a stand-alone problem with no need to specify a tolerance θ or to maximize the manifold codimension.
In a straightforward verification, the formulation of the numerical kernel of a matrix in §1.1.2 conforms with the "three-strikes" principle. We can formulate the approximate multivariate GCD, the approximate square-free factorization, the approximate irreducible factorization, the approximate Jordan Canonical Form and other ill-posed problems the same way as and Definition 1.2.4 and Definition 1.2.5 according to the principles of backward nearness, maximum codimension and minimum distance.
Computing the approximate solution as formulated above involves identification of the pejorative manifold of the highest codimension within the given threshold as well as solving a least squares problem to obtain the minimum distance. Algorithms can be developed using a two-staged approach: Finding the manifold with matrix computation, followed by applying the Gauss-Newton iteration to obtain the approximate solution. Pejorative manifolds in numerical polynomial algebra can often be parametrized in the form of u = F(z) with injective Jacobians, as shown in previous examples. In such cases, it is our conjecture that the approximate solution formulated based on backward nearness, maximum codimension and minimum distance is well-posed in the following sense: If the given problem P is a perturbation from an (exact) problemP with sufficiently small error ε , then there is an upper bound µ on the threshold θ . As long as θ is chosen in the interval (ε, µ), there is a unique approximate solution S of P within all such θ , and the solution S is continuous with respect to the problem P. Moreover, the approximate solution S converges to the exact solutionŜ ofP if P approaches toP with S −Ŝ = O P −P .
Matrix computation arising in polynomial algebra
As Stetter points out in [84] and in the title of [83] , matrix eigenproblem is at the heart of polynomial system solving. Furthermore, matrix computation problems such as least squares and numerical rank/kernel computation also arise frequently and naturally in polynomial algebra. We shall survey the approximate GCD, factorization, multiplicity structure and elimination problems in this section and derive related matrix computation problems.
Approximate GCD
Given a polynomial pair (p, q) ∈ C[x] × C[x] of degrees m and n , respectively, with
we can write p = uv and q = uw where u = gcd (p, q) is the GCD along with cofactors v and w. Then
That is, the polynomial pair (v, w) belongs to the kernel
Moreover, it is clear that the kernel K (L p,q ) is spanned by polynomial pairs in the set (x j v, x j w) j = 0, 1, · · · . The classical Sylvester matrix ( S(p, q) ) .
For the problem of the approximate GCD, the polynomial pair (p, q) is considered a perturbation from (p,q) residing in the GCD manifold P m,n k (cf. Example 1.2.3 in §1.2.1). Then
S(p, q) = S(p,q) + S(p −p, q −q).
Namely, the Sylvester matrix S(p, q) is near S(p,q) of nullity k with a distance
S(p −p, q −q) 2 , and identifying the maximum codimension manifold P m,n k becomes the numerical rank/kernel problem of the Sylvester matrix. After identifying the degree k of the approximate GCD, one can further restrict the domain of the linear transformation L p,q as
The corresponding Sylvester submatrix
has a numerical kernel of dimension one and the coefficients of the cofactors v and w can be obtained approximately from the lone basis vector of the numerical kernel:
]
.
An estimate of the coefficients of the approximate GCD u can then be obtained by solving for the least squares solution u in the linear system u · v = f instead of the unstable synthetic division. The approximate GCD computed via numerical kernel and linear least squares alone may not satisfy the minimum distance requirement. The accuracy of the computed GCD depends on the numerical condition of the Sylvester submatrix S k (p, q), while the GCD sensitivity measured from (1.13) can be much healthier. Therefore, the above matrix computation serves as stage I of the approximate GCD finding. The Gauss-Newton iteration (c.f. §1.1.3) is needed to ensure the highest attainable accuracy.
For a simple example [96] , consider the polynomial pair
possessing an exact GCD as gcd ( f , g) = x 2 + 1 . Matrix computation alone can only produce u ≈ x 2 + 0.99992 with four-digit accuracy, while the Gauss-Newton iteration attains the solution with a high accuracy near hardware precision. The GCD condition number 3.55 shows the approximate GCD is not sensitive at all, but the kernel sensitivity for the Sylvester matrix is quite high ( ≈ 10 12 ) . The upper-bound of the distance to rank-deficiency for the Sylvester matrix
where · F denotes the Frobenius norm [34, §2.3] of a matrix. However, rankdeficiency within the above threshold θ is only the necessary condition for the given (p, q) to be near a GCD manifold. The converse is not true. This is another reason why the iterative refinement is needed as Stage II for computing the minimum distance and certifying the approximate GCD.
There is also a different approach for GCD computation [38, 47, 50, 104] : Computing displacement polynomials ∆ p and ∆ q such that the Sylvester matrix (or submatrix) S(p + ∆ p, q + ∆ q) has a specified nullity. This approach leads to a total least squares problem with special structures. This approach may have an advantage when there is a large distance from (p, q) to the GCD manifold beyond the convergence domain of the Gauss-Newton iteration, and it theoretically seeks a global minimum in comparison with the local minimum of the Gauss-Newton iteration. An apparent disadvantage of this approach is that it is subject to the sensitivity of the matrix kernel, not the actual GCD condition.
Both approaches can extend to multivariate GCD in a straightforward generalization. However, the matrix sizes may become huge when the number of indeterminates increases, and it may become necessary to reduce those sizes for the consideration of both storage and computing time. A subspace strategy for this purpose shall be discussed later in §1.4.2.
The multiplicity structure
For a polynomial ideal (or system) I = f 1 , f 2 . . . , f t ⊂ C[x 1 , . . . , x s ] with an isolated zerox = (x 1 , . . . ,x s ), the study on the multiplicity of I atx traces back to Newton's time with evolving formulations [26, pp. 127-129] [60, 64, 84] . Several computing methods for identifying the multiplicity have been proposed in the literature, such as [54, 62, 65, 88] and more recently in [6, 17, 94] . Here we elaborate the dual basis approach that can be directly adapted to numerical kernel computation. This approach is originated by Macaulay [60] in 1916 and reformulated by Gröbner in 1939. For that reason it is also (somewhat inappropriately) referred to as the Gröbner duality [64, §31.3] .
A univariate polynomial f (x) has an m-fold zerox if
The Macaulay/Gröbner duality can be considered a generalization of this multiplicity to multivariate cases using partial differentiation functionals.
For an index array j = [ j 1 , · · · , j s ] ∈ N s of non-negative integers, denote
Here, the differentiation operator where c j ∈ C for all j ∈ N s . The dimension of the dual space Dx(I) is the multiplicity of the zerox to the ideal I . The dual space itself forms the multiplicity structure of I atx . For example, a univariate polynomial p having an m-fold zerox if and only if the dual space of the ideal p atx is spanned by functionals ∂ 0 , ∂ 1 , . . . , ∂ m-1 . The ideal I = x 3 1 , x 2 1 x 2 + x 4 2 has a zero (0, 0) of multiplicity 12 with the dual space spanned by [17] 1 ∂ 00 , (1.25) and Hilbert function {1, 2, 3, 2, 2, 1, 1, 0, · · ·} as a partition of the multiplicity 12 .
The most crucial requirement for the dual space is the closedness condition: For c to be a functional in the dual space Dx(I), not only c( f 1 ) = · · · = c( f t ) = 0 , but also c(p f i ) = 0 for all polynomial p ∈ C[x] and for i = 1, . . . ,t . Since all differential functionals are linear, the closedness condition can be simplified to the system of linear equations
for j ∈ N s , j < k, and i ∈ {1, . . . , s}.
in the coefficients c j 's for sufficiently large α ∈ N. For each α ∈ N, the equations in (1.26) can be expressed as a homogeneous linear system in matrix form
where S α is the Macaulay matrix of order α , and each functional in the basis for the dual space corresponds to a null vector of S α and vice versa. The Hilbert function The algorithm based on the above analysis and matrix kernel computation is implemented as a computational routine MULTIPLICITYSTRUCTURE in the software package APATOOLS [99] . The algorithm is also applied to identifying the local dimension of algebraic sets [3] as part of the software package BERTINI [4] .
Numerical elimination
Numerical elimination with approximate data arises in many applications such as kinematics [16, 21, 61, 87, 91, 90] , and computational biology/chemistry [23, 25] . Numerical elimination methods have been studied in many reports, such as [1, 2, 21, 22, 42, 61, 70, 87, 90, 91 ]. The main strategy for the existing elimination approaches is using various resultants [32] whose computation requires calculating determinants of polynomial matrices. There are formidable obstacles for calculating resultants using floating point arithmetic since determinant computation can be inefficient and unstable. There is a new approach [95] that avoids resultant calculation and transforms the elimination to a problem of matrix rank/kernel computation.
Consider the ring C[x, y] of complex polynomials in variables x and y, where x is a single scalar variable and y may be either a scalar variable or a vector of variables. For polynomials f , g ∈ C[x, y], there exist polynomials p and q such that f p + g q = h belongs to the first elimination ideal f , g ∩ C[y] of f and g , unless ( f , g) has a GCD with positive degree in x . We wish to calculate p , q and h with floating point arithmetic. Since f p + g q = h ∈ C[y], there is an obvious homogeneous equation
which leads to a simple strategy: Finding a polynomial f p + g q in the elimination ideal f , g ∩ C[y] is equivalent to computing the kernel K (L n ) of the linear transformation
in the vector space P n of polynomial pairs p and q with degree n or less. With proper choices of bases for the polynomial vector spaces, the linear transformation L n induces an elimination matrix M n where the rank-revealing method elaborated in §1.1.2 produces the polynomial h = f p + gq in the elimination ideal. The elimination algorithm based on matrix kernel computation can be outlined below with a test version implemented in APATOOLS [99] as computational routine POLYNOMIALELIMINATE.
The method can be generalized to eliminating more than one variables from several polynomials and, combined with numerical multivariate GCD, can be applied to solving polynomial systems for solution sets of positive dimensions [95] .
Approximate irreducible factorization
Computing the approximate irreducible factorization of a multivariate polynomial is the first problem listed in "challenges in symbolic computation" [44] by Kaltofen. The first numerical algorithm with an implementation is developed by Sommese, Verschelde and Wampler [78, 79, 80] . Many authors studied the problem and proposed different approaches [8, 7, 10, 12, 13, 27, 28, 40, 45, 73, 74, 75, 76] . In 2003, Gao [29] proposed a hybrid algorithm and later adapted it as a numerical algorithm [30, 46, 48] along with Kaltofen, May, Yang and Zhi. Here we elaborate the strategies involved in numerical irreducible factorization from the perspective of matrix computation.
The collection of polynomials sharing the structure of irreducible factorization p 
we have identities associated with the unknown λ j 's
Select complex numbersx andŷ at random and consider univariate polynomials p(x,ŷ) and p(x, y) in (1.30) . Applying the nullity count of the Sylvester matrix (1.22) elaborated in §1.3.1 yields that the Sylvester matrices
are of nullities identical to the degrees deg x (p) and deg y (p) respectively. The unknown value of λ 1 then becomes the generalized eigenvalue of the matrix pencils in the form of A − λ B: This stage of the computation identifies the maximum codimension factorization manifold.
In Stage II, the approximations of the factors obtained in Stage I are used as the initial iterate for the Gauss-Newton iteration (1.11) applied on the overdetermined system F(u, v, w) = 0 where
The Jacobian of F is injective (cf. Example 1.1.3 in §1.1.3, not without the auxiliary equations a H u = b H v = 1 ) at the solution (p, q, r), ensuring the GaussNewton iteration to be locally convergent.
A subspace strategy for efficient matrix computations
The closedness subspace for multiplicity matrices
The Macaulay matrix S α for the homogeneous system (1.26) can be undesirably large when α increases. For example, consider the benchmark problem KSS system [17, 54] 
for multiplicity computation at the zerox = (1, . . . , 1). The largest Macaulay matrix required is 12012 × 3432 for n = 7 to obtain the multiplicity 64, and the matrix size reaches 102960 × 24310 for n = 8 for identifying the multiplicity 128 , exceeding the memory capacity of today's desktop personal computers. Therefore, reducing the size of the multiplicity matrices is of paramount importance. The key idea, which is originated by Stetter and Thallinger [84, 88] , is to employ the closedness condition that can be rephrased in the following lemma. 
, otherwise with j σ = j σ − 1 and j i = j i for i ∈ {1, · · · , s}\{σ } . 
Consequently, we have a system of homogeneous equations
Since a basis for C 3 0 (I) is already obtained, we need only additional basis functionals in C 4 0 (I) by requiring φ ⊥ C , from which we obtain
In this example, γ 1 = · · · = γ 9 = 0 and Preliminary experiments show that the closedness subspace strategy tremendously improves the computational efficiency over its predecessor implemented in ApaTools as the module MultiplicityStructure in both memory and computing time. For instance, MultiplicityStructure can handle only n ≤ 6 for the KSS system (1.33) with multiplicity 42 before running out of memory. The new code increase the capacity to n = 9 with multiplicity 256. Moreover, the new code is as much as 76 times faster on the KSS system at n = 6 . The speed up reaches thousands on some large systems with low multiplicities [100].
The fewnomial subspace strategy for multivariate polynomials
A vector space of multivariate polynomials within a degree bound may have huge dimensions. For example, we can construct a simple GCD test problem with
in expanded form. For n = 10 , the dimension of the vector space of polynomial pairs within total degree n + 2 is 1,293,292, while both p and q are "fewnomials" of only 110 terms. To compute the approximate GCD of (p, q), the standard Sylvester matrix has a size as large as 92, 561, 040 × 705, 432 requiring nearly 500 terabytes of memory. It is not practical to construct such a large matrix on a desktop computer.
To compute the approximate GCD of such polynomial pairs, we employ a simple fewnomial subspace strategy for reducing the sizes of matrices required for the computation by identifying the monomial support of the GCD and the cofactors. The strategy is similar to the sparse interpolation approach in [15, 33, 105] that is applied to other polynomial problems [30, 48, 51] .
We shall use the polynomial pair in (1.39) as an example for n = 3 to illustrate the fewnomial subspace strategy. 
with u = gcd (p, q) and cofactors v and w. Assign fixed random unit complex valuesx 2 = .8126623341 − .5827348718 i andx 3 = .8826218380 + .4700837065 i in (p, q) and compute its univariate approximate GCD in x 1 , obtaining
(showing 4 digits for each number), implying
Similarly, we can apply univariate GCD in x 2 and
Consequently, combining the monomial bases in (1.40)-(1.43) yields three fewnomial subspaces
In these subspaces we compute bivariate GCD of (p, q) in x 1 and x 2 :
Combining monomial bases in (1.44) and (1.45) yields the fewnomial subspaces
where u , v and w are computed as approximations to
The process in Example 1.4.3 can be extended to general cases of computing the approximate GCD of multivariate polynomials in
in x 1 , . . . , x k with remaining variables fixed using random unit complex constantŝ x k + 1 , . . . ,x s . Then we can identify the monomial subspaces for u , v and w in the first k + 1 variables, and on those subspaces we can compute the approximate GCD of (p, q) in the first k + 1 variables. Continuing this process we complete the GCD computation at k = s. This simple technique is tremendously effective in practical computations for sparse polynomials. For the case, say n = 10 in (1.39), the largest Sylvester matrix on the fewnomial subspaces has only 40 columns, which is quite a reduction from 705,432.
Software development
Numerical polynomial algebra is a growing field of study with many algorithms that are still in early stages of development. Nonetheless, many software packages are already available. Most advanced software packages are perhaps the polynomial system solvers based on the homotopy continuation method [57, 82] , including PHCPACK [35, 89] , BERTINI [4, 5] and MIXEDVOL [31] . There are also specialized implementations of algorithms such as approximate GCD finder QRGCD [14] that is bundled in recent Maple releases, approximate factorization [48], multiplicity structure [6, 88] , SNAP package [41] bundled in Maple, univariate factorization and multiple root solver MULTROOT [97] , SYNAPS package [66] , and COCOA [9, 55, 56] , etc. Those packages provide a broad range of versatile tools for applications and academic research.
A comprehensive software toolbox APATOOLS is also in development for approximate polynomial algebra with a preliminary release [99] . APATOOLS is built on two commonly used platforms: Maple and Matlab. The Matlab version is named APALAB. There are two objectives for designing APATOOLS: Assembling robust computational routines as finished product for applications as well as providing a utility library as building blocks for developing more advanced algorithms in numerical polynomial algebra. Currently, APATOOLS includes the following computational routines: Those routines implement algorithms that solve ill-posed algebraic problems for approximate solutions formulated based on the three-strikes principle elaborated in §1.2.2 via a two-staged process: Finding the maximum codimension pejorative manifold by matrix computation, followed by minimizing the distance to the manifold via the Gauss-Newton iteration.
As a growing field of study, numerical polynomial algebra algorithms are in continuing development. APATOOLS consists of a comprehensive collection of utility routines designed to simplify software implementation for algorithms. Those utilities include matrix computation tools such as orthogonal transformations and other manipulations, index utilities, monomial utilities, and so on. The two most notable utilities are matrix builder LINEARTRANSFORMMATRIX that conveniently generate matrices from linear transformations between polynomial vector spaces, and the nonlinear least squares solver GAUSSNEWTON for minimizing the distance to a pejorative manifold. Both routines are designed with a priority on simplicity for users and with options to maximize efficiency, as illustrated in the following examples. The result shows computed irreducible factors with a backward error 3.5 × 10 -14 , and the factors with a scaling APATOOLS is an on-going project with its functionality and library still expanding. We wish to build a comprehensive software toolbox for applications and algorithm development. The near term plan is to incorporate approximate irreducible factorization, fully implement the closedness/fewnomial subspace strategy for enhancing the efficiency, and collect a library of benchmark test problems for numerical polynomial algebra.
