Let (X i ) be a stationary process adapted to a filtration (F i ), E(X i ) = 0, E(X 2 i ) < ∞; by S n = n−1 i=0 X i we denote the partial sums and σ 2 n = S n (2000) 713-724] there exists a stationary martingale difference sequence approximating the partial sums S n , and the central limit theorem holds. We will show that the process (X i ) can be found so that E(S n | F 0 ) 2 = O √ n log 1/2 n , σ 2 n /n → constant but the central limit theorem does not hold. The linear growth of the variances σ 2 n is a substantial source of complexity of the construction.
Introduction
Let (Ω , A, µ) be a probability space with a bijective, bimeasurable and measure preserving transformation T . For a measurable function f on Ω , ( f • T i ) i is a (strictly) stationary process and reciprocally, any (strictly) stationary process (X i ) can be represented in this way. Next, we will systematically use this representation. Let us denote S n ( f ) = n−1 i=0 f • T i , n ∈ N. Billingsley and Ibragimov (cf. [3, 4] √ n S n ( f ) converge in law to the standard normal law (in the non-ergodic case, to a mixture of normal laws, cf., e.g., [15] ); we then say that f admits a martingale approximation. A lot of conditions guaranteeing (1) have been found (cf. [5] , Chapter 5 in [6] [7] [8] [9] ). One of the strongest results is [2] where Maxwell and Woodroofe proved that if E(S n ( f )|F 0 ) 2 are smaller with respect to √ n in a way that
then there exists a martingale difference sequence (m • T i ) such that (1) holds; Peligrad and Utev have proved the invariance principle [10] . A non-adapted version of the CLT can be found in [11] and of the invariance principle in [12] . In 2004, Wu and Woodroofe [1] presented a new kind of martingale approximation. Let (F i ) i∈Z be a filtration for which T −1 F i = F i+1 . Let us suppose that f is F 0 -measurable. Wu and Woodroofe have proved that for σ n = S n ( f ) 2 ,
is equivalent to the existence of an array of row-wise stationary martingale difference sequences
Because the central limit theorem for martingale difference sequences has been largely studied, this approximation constitutes a tool to the study of the limit behaviour of the partial sums S n ( f ). In [1] , using this approximation, central limit theorems for processes with nonlinear growth of variance have been proved. The method gives interesting new results for processes with long memory (cf. [1, 11] ). It has been generalised to processes non-adapted to the filtration in [11] .
It is not difficult to see that the existence of a martingale array, and therefore (3), does not alone imply the central limit theorem (nor a martingale approximation). The aim of this article is to show that we do not get the CLT even under assumptions of linear growth of variances σ 2 n = E(S 2 n ( f )) and a specific rate in (3).
but for two different subsequences (n k ), (n k ), the distributions of S n k / n k and S n k / n k converge to different limits.
Remark 1. Peligrad and Utev [10] have shown that the condition of Maxwell and Woodroofe is optimal in the sense that for any sequence of positive reals a n there exists an f such that
but the random variables S n ( f )/ √ n are not stochastically bounded. The limit behaviour of S n ( f )/σ n , σ n = S n ( f ) 2 , seems to remain unclear in their example. Another example has been found in [13] where under the same assumptions S n ( f )/σ n converge along subsequences to different laws (a normal law and a symmetrized Poisson distribution). In the example,
log n , but the CLT does not hold. The variances there, however, grow faster than linearly.
It remains an open problem whether for some sequence of a n 0,
together with linear growth of the variances E(S 2 n ( f )), implies a martingale approximation; in particular it is an open problem whether E(S n ( f )|F 0 ) 2 = o √ n log q n with 1/2 < q ≤ 1 together with σ n / √ n → 1 implies the CLT.
The proof
First, recall some notations. For g measurable, denote
U is then an isometry of L 2 . For i ∈ Z and f integrable define
where (F i ) is an increasing filtration for which
Now, we define the function f together with the filtration (F i ) and other notions. Let k n , a n , K n, j , n = 0, 1, . . ., j = 1, . . . , k n , be positive integers, k n+1 = a n k n ; e n, j , n = 0, 1, . . ., j = 1, . . . , k n , are random variables with E(e n, j ) = 0 and E(e 2 n, j ) ≤ 1; k 0 = 1, K 0,1 = 1, and e 0,1 = 0. We suppose that U i e n, j , n = 0, 1, . . ., j = 1, . . . , k n , i ∈ Z are independent and a n ≥ 2, K n, j = b
where b > 2 is an integer (to be specified at the end of the proof). For our purposes we can suppose a n ≡ 2. The distribution of the variables e n, j will be specified at the end of the proof. The filtration (F i ) is defined by
Notice that e n,i 2 2 = a n e n+1, j
−e n, j + a n l=1 e n+1,a n ( j−1)+l .
By the definition of the filtration (F i ) we have P 0 e n, j = e n, j for all n, j, hence f = i∈Z P i f . We have
e n, j 2 2 + a n l=1 e n+1,a n ( j−1)+l
which, because of exponential growth of the K n, j , is finite.
For a positive integer N and
where
First, let us do several auxiliary calculations.
and
Note that
Let, for a moment, N be a fixed positive integer. Let K n, j (N ) = K n, j = min{K u,v : K u,v ≥ N }. (In the definition of K u,v it is 1 ≤ v ≤ k u hence the minimum is unique.) The sum E(S N ( f )|F 0 ) can be, using (5) and (6), decomposed into the summands
where (u, v) ≺ (n, j) means u < n, or u = n and v < j, (u, v) (n, j) means u > n, or u = n and v ≥ j. Notice that Using (5), (6) we thus get
Because the K u,v grow exponentially fast we deduce that for a n = a ≥ 2
For k n = 2 n (i.e. a n ≡ 2) we thus have k n = O(log N ), therefore
Remark 3. We have all the time supposed that the numbers a n are constant (equal to 2). Letting the a n grow we can get the k n grow faster than exponentially (recall that k n+1 = a n k n ). This way we can in (7) get k n j + n−1 i=1 k i and get k n bigger than O(log N ). For a n growing fast enough we can thus have an increasing sequence (N j ) of integers N such that E(S N j ( f )|F 0 ) 2 grow arbitrarily slowly.
Approximation of S N ( f )
Next we approximate S N ( f ) by a martingale with stationary increments. Notice that
Let us study the sums
−e n, j + a n l=1 e n+1,a n ( j−1)+l = K n, j ∧ L −e n, j + a n l=1 e n+1,a n ( j−1)+l .
For a positive integer
−e n,v + a n l=1 e n+1,a n (v−1)+l
−e n,v + a n l=1 e n+1,a n (v−1)+l = a n ( j−1)
−e n, j + a n l=1 e n+1,a n ( j−1)+l = L K n, j −e n, j + a n l=1 e n+1,a n ( j−1)+l ,
2 ≤ 2/k n and because the K u,v are exponentially increasing,
By [14] , Theorem 4.1, the convergence in distribution of S N ( f )/ √ N is thus equivalent to the convergence of s 1 (N )/ √ N . Because s 1 (N )/ √ N are uniformly bounded in the L 2 norm, they are uniformly integrable (cf. [14] , p. 32). The sequence of their distributions is therefore tight and each subsequence contains a converging sub-subsequence (cf. [14] , p. 41). Now, let us specify the distributions of the random variables e n, j . For n ≥ 1 even the random variables e n, j , j = 1, . . . , k n , have values ± K n,k n each with probability 1/(2k n K n,k n ) and are zero on the rest of Ω . For n odd e n, j , j = 1, . . . , k n , have the normal distribution
The term s 1 (N ) is a sum of martingale differences (independent random variables, in fact) 
