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The linear energy dispersion of graphene electrons leads to a strongly nonlinear electromagnetic
response of this material. We develop a general quantum theory of the third-order nonlinear local
dynamic conductivity of graphene σαβγδ(ω1, ω2, ω3), which describes its nonlinear response to a
uniform electromagnetic field. The derived analytical formulas describe a large number of different
nonlinear phenomena such as the third harmonic generation, the four wave mixing, the saturable
absorption, the second harmonic generation stimulated by a dc electric current, etc., which may be
used in different terahertz and optoelectronic devices.
PACS numbers: 78.67.Wj, 42.65.Ky, 73.50.Fq
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I. INTRODUCTION
Electrodynamic properties of graphene have attracted considerable attention in recent years1–4. Microwave and
optical response, plasma and cyclotron resonances, nonlinear electromagnetic properties have been investigated both
theoretically and experimentally in many research groups in the world5–17. Special interest to these topics is generated
by the opportunity to use many of these fundamental phenomena for microwave-, terahertz- and optoelectronic
applications2,4,18.
The most distinctive feature of graphene is the linear energy dispersion of its quasi-particles, electrons and holes,
E±(p) = ±vF |p|. It was theoretically predicted19 and then experimentally confirmed20,21, that due to this property
graphene should demonstrate strongly nonlinear electromagnetic behavior. Physically this can be understood as
follows19. Assume that a particle with the linear spectrum is placed in the uniform external electric field E(t) =
E0 cosωt. According to Newton equations of motion its momentum will oscillate as p(t) ∝ sinωt, while the velocity
v(t) = ∂E/∂p ∝ p(t)/|p(t)|, as well as the current j(t), which are not proportional to the momentum, will be strongly
nonlinear functions of p(t) and will therefore contain higher frequency harmonics,
j(t) ∝ v(t) ∝ sgn(sinωt) ∝ sinωt+ 1
3
sin 3ωt+ . . . . (1)
In other words, since graphene electrons have no mass and can move in any direction only with the velocity vF ≈ 108
cm/s, at the return points they have to instantaneously change their velocity from +108 cm/s to −108 cm/s which is
accompanied by a strong acceleration and leads to emission of electromagnetic radiation. The nonlinear electrodynamic
phenomena in graphene have been further studied in Refs.22–35 (theory) and in Refs.36–47 (experiment).
In the first theoretical publications the nonlinear (third-order) electromagnetic response of graphene was studied in
the quasiclassical approximation, using the Boltzmann kinetic approach. Such a theory takes into account only the
intra-band oscillations of the graphene electrons, which is valid at low (microwave/terahertz) frequencies ~ω . 2EF ,
where ω is the radiation frequency, EF ≡ |µ| is the Fermi energy and µ is the chemical potential. At higher (infrared,
optical) frequencies the inter-band quantum transitions between the electron and hole bands should be taken into
account and a quantum theory is needed. Recently, a quantum theory of the third-order nonlinear electrodynamic
response of graphene to a uniform external electric field has been proposed in several publications28,32–34,48. For
example, in Ref.32 the authors calculated the third-order conductivity σ
(3)
αβγδ(ω1, ω2, ω3) in the relaxation-free approx-
imation neglecting all scattering effects. In Ref.28 the special case of the third-harmonic generation ω1 = ω2 = ω3 = ω
has been studied, with the relaxation effects described by a single phenomenological relaxation time. In Ref.34 the
authors generalized their results32 by including the impurities and phonon scattering effects having introduced two
phenomenological relaxation rates Γi and Γe corresponding to the intra- and inter-band electronic transitions. In
addition, they took into account the finite temperature effects. In the paper34 the authors analytically solved the
semiconductor Bloch equations for the optical graphene response with the electromagnetic interaction described in
the length gauge (Hˆ ′ = −er ·E, Ref.49). In Ref.35 they confirmed their analytical results by numerical calculations.
Although quite a number of theories have been already proposed, their results are still contradictory, apparently
due to extreme complexity of the problem. For example, the largest contribution to the third harmonic generation
effect was predicted at ~ω ≃ 2EF in Ref.28 but at ~ω ≃ 2EF /3 in Refs.32,34. Analyzing the formulas of Ref.34 we have
found a number of mistakes (for example, analytical results of Ref.34 did not reproduce the graphs of that paper) and
contradictions with Ref.32. (After this manuscript has been submitted for publication, the authors of Ref.34 published
Erratum, Ref.50, in which a misprint in the main formulas of Ref.34 was corrected.) The development of the theory
of the third-order nonlinear electrodynamic phenomena in graphene cannot therefore by considered as completed and
additional independent calculations are required.
In this paper we develop an analytical theory of the third-order nonlinear effects in graphene and calculate the local
third-order conductivity σ
(3)
αβγδ(ω1, ω2, ω3). To solve the problem we apply a different from Refs.
32,34 approach, using
the density matrix formalism and describing the uniform electromagnetic field by a space-dependent scalar potential
φ(r, t) ∝ exp(iq · r), where the wave-vector q is first assumed to be small but finite, with the limit q→ 0 being taken
in final formulas. This way we avoid formally divergent matrix elements of the perturbation with the electron Bloch
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FIG. 1: Left: The honey-comb lattice of graphene; a1 = a(1/2,
√
3/2), a2 = a(−1/2,
√
3/2), b = a(0, 1/
√
3), a is the lattice
constant. Right: The Brillouin zone of graphene; G1 = (2pi/a)(1, 1/
√
3), G2 = (2pi/a)(1,−1/
√
3), |G1| = |G2| = G =
4pi/(
√
3a); K1 = −K4 = (2pi/a)(1/3, 1/
√
3), K2 = −K5 = (2pi/a)(2/3, 0), K3 = −K6 = (2pi/a)(1/3,−1/
√
3). Dashed lines
show the boundaries of the elementary cell in the direct and reciprocal space.
wave-functions. We study a few specific physical effects, including the third-harmonic generation and the saturable
absorption effects, and show that the output power emitted by graphene-based nonlinear devices resonantly depends
on the input frequencies, with the resonance position governed by the electron density in graphene. This allows one to
control the device operation by the gate voltage which makes the discussed effects very interesting for high-frequency
electronic and optoelectronic applications. Our results also help to remove the discrepancies between the theories
proposed so far.
The paper is organized as follows. In Section II we introduce the tight-binding spectrum and wave functions of
graphene electrons and calculate matrix elements of some operators which are needed in the rest of the paper. In
Section III the linear response of graphene6–8 is discussed. The results for the first-order conductivity σ
(1)
αβ (ω) are
presented in Eqs. (44) – (48) and in Figure 2. They are used then in Section VB.
Section IV contains the main results of our work. Here, as well as in Appendixes B and C, we give a detailed
derivation of the third conductivity σ
(3)
αβγδ(ω1, ω2, ω3). A summary of results for this function can be found in Eqs.
(59) – (68). In Section V we analyze our results in the case of an external monochromatic radiation with the frequency
ω and consider two physical effects: the third harmonic generation and the saturable absorption (Kerr effect). Finally,
in Section VI we summarize all obtained results and discuss the main conclusions from this work. Some technical
details are collected in Appendixes.
II. ELECTRONIC SPECTRUM, WAVE FUNCTIONS AND MATRIX ELEMENTS
A. Tight binding energy and wave functions
The carbon atoms in graphene occupy a 2D plane (z = 0) and are arranged in a honey-comb lattice, Fig. 1,left,
composed out of two triangular sublattices shifted by a vector b with respect to each other. All points of the first
sublattice (black circles in Fig. 1a) are given by the vectors n1a1 + n2a2 and those of the second sublattice (open
circles) by n1a1 + n2a2 + b, where n1 and n2 are integers. The basis vectors a1, a2 and the vector b are chosen as
shown in Fig. 1a, a1 = a(1/2,
√
3/2), a2 = a(−1/2,
√
3/2), b = a(0, 1/
√
3), where a = |a1| = |a2| = 2.46 A˚ is the
lattice constant.
The carbon atom has four electrons on its outer shell. Three of them, so called σ-electrons, form chemical bonds
with their neighbors. The fourth (π-) electron moves in the periodic potential of the honey-comb lattice,
U(r, z) =
∑
a
[Ua(r− a, z) + Ua(r− a− b, z)] , (2)
4where Ua is the atomic potential, r = (x, y) is a two-dimensional vector, and the sum is taken over all a vectors of the
lattice. We will describe its motion within the tight-binding approximation. Within this approach the single-particle
Hamiltonian is
Hˆ0 =
pˆ2
2m
+
pˆ2z
2m
+ U(r, z), (3)
where pˆ = −i~(∂x, ∂y) and m is the free electron mass. Following the standard procedure of the tight binding
approximation and assuming only the nearest-neighbors interaction we find the energy51
Elk = (−1)lt|Zk|, (4)
and the wave functions of the Hamiltonian (3)
Ψlk(r, z) = |lk〉 = 1√
S
eik·rulk(r, z), (5)
where
ulk(r, z) = |lk) =
√
A
2
∑
a
e−ik·(r−a)
[
(−1)lζkψa(r− a, z) + ψa(r − a− b, z)
]
(6)
is the Bloch factor, l = 1, 2 is the band index, k = (kx, ky), t is the transfer integral (in graphene t ≈ 3 eV), S and A
are the areas of the sample and of the elementary cell, respectively, and ψa is the atomic wave function. The functions
Zk and ζk in (4), (6) are defined as
Zk = 1 + eik·a1 + eik·a2 = 1 + 2 cos(kxa/2)ei
√
3kya/2, (7)
ζk = Zk/|Zk| = eiΦk , (8)
where Φk is the phase of the complex function Zk. They satisfy the relations
Z−k = Z⋆k, Zk+G = Zk, ζ−k = ζ⋆k, ζk+G = ζk, (9)
where G are the 2D reciprocal lattice vectors which can be chosen as shown in Fig. 1,right, G1 = (2π/a)(1, 1/
√
3),
G2 = (2π/a)(1,−1/
√
3). The energy Elk and the wave functions |lk〉 are periodic in k-space, El,k+G = Elk and
|l,k+G〉 = |lk〉. The functions (5) and (6) are normalized as follows
〈l′k′|lk〉 ≡
∫
S
dr
∫ ∞
−∞
dzΨ⋆l′k′(r, z)Ψlk(r, z) = δkk′δll′ , (10)
(l′k|lk) ≡ 1
A
∫
A
dr
∫ ∞
−∞
dzu⋆l′k(r, z)ulk(r, z) = δll′ . (11)
Near the Dirac points, at the corners of the hexagon shaped Brillouin zone k = Kj (j = 1, .., 6 is the valley index,
Fig. 1b), the function Zk assumes the form
Zjk ≈ −
√
3a
2
[
(−1)j k˜jx + ik˜jy
]
, k˜j = k−Kj , (12)
where K1 = −K4 = (2π/a)(1/3, 1/
√
3), K2 = −K5 = (2π/a)(2/3, 0), K3 = −K6 = (2π/a)(1/3,−1/
√
3). The energy
(4) and the function ζk are then (at |k˜j |a≪ 1)
Ejlk = (−1)l
t
√
3a
2
|k˜j | ≡ (−1)lvF~|k˜j |, (13)
ζkj = −
(−1)j k˜jx + ik˜jy
|k˜j |
= (−1)j+1e(−1)jiϕk , (14)
where the effective (Fermi) velocity is vF = t
√
3a/2~ ≈ 108 cm/s, and ϕk is the polar angle of the vector k˜,
k˜ = (k˜x, k˜y) = k˜(cosϕk, sinϕk).
In typical graphene structures the chemical potential µ lies in the vicinity of Dirac points, |µ| ≪ t. In this paper
we will assume that the energy of the photon is also small as compared to the overlap integral t, ~ω ≪ t. Under
these conditions the energy and the wave-functions of electrons can be described by formulas (13) and (14). Possible
resonances originated from quantum transitions in other (than Kj) points of the Brillouin zone, as well as the trigonal
warping effects are not considered in this paper.
5B. Matrix elements
To calculate the system response in subsequent chapters we will need some matrix elements with the tight-binding
functions (5).
1. Matrix element of the exponential function
Consider the matrix element 〈lk|eiq·r|l′k′〉 of the exponential function eiq·r. Assuming as above that the neighboring
wave functions do not overlap we get
〈lk|eiq·r|l′k′〉 = δk,k′+q 1
2
[
1 + (−1)l′+lζ⋆kζk−q
]
. (15)
The matrix element is nonzero only at k = k′ + q. Eq. (15) is valid in the whole Brillouin zone and at arbitrary values
of q. Since we aim to calculate the local (q = 0) conductivity σ
(3)
αβγδ(ω1, ω2, ω3) we will need these matrix elements
at q→ 0, however, the terms linear in q must be kept. Then the matrix element (15) assumes the form
〈lk|eiq·r|l′k′〉q→0 = δk,k′+q
(
δl′l − (−1)
l′+l
2
qαη
α
k
)
(16)
where
ηαk =
∂ζk
∂kα
ζ⋆k = i
∂Φk
∂kα
. (17)
Near the Dirac points j = 1 and j = 2 the function ζk is given by Eq. (14). Substituting this in Eq. (17) we get
ηαkj = ∓i
∂ϕk
∂kα
= ± i
k2
ǫαβkβ , (18)
where the upper (lower) sign corresponds to j = 1 (j = 2) and the two-dimensional Levi-Civita symbol is defined in
(A1), see Appendix A. Notice that the more general formula (17) is valid in the whole Brillouin zone.
2. Matrix element of the velocity
Another quantity that we will need below is the diagonal in k (k = k′) matrix element of the velocity op-
erator 〈lk|vˆ|l′k〉, where vˆ = pˆ/m (here m is the free electron mass). To find it, consider the matrix element
〈lk|[Hˆ0, eiq·r]|l′k′〉. On the one hand it equals
〈lk|[Hˆ0, eiq·r]|l′k′〉 = (Elk − El′k′)〈lk|eiq·r|l′k′〉. (19)
On the other hand
[Hˆ0, e
iq·r] =
1
2m
[pˆ2, eiq·r] =
~q
2
· (vˆeiq·r + eiq·rvˆ) , (20)
so that
~q
2
· 〈lk|vˆeiq·r + eiq·rvˆ|l′k′〉 = (Elk − El′k′)〈lk|eiq·r|l′k′〉. (21)
In the limit of small q this gives
~qα
2
〈lk|{vˆα, eiq·r}+|l′k− q〉 = (Elk − El′k−q)
(
δl′l − (−1)
l′+l
2
qαη
α
k
)
(22)
where {aˆ, bˆ}+ = aˆbˆ + bˆaˆ is the anticommutator. Now consider two cases, l = l′ and l 6= l′. For the diagonal and
off-diagonal matrix elements we get, keeping only the lowest terms in q:
qα
(
~〈lk|vˆα|lk〉 − ∂Elk
∂kα
)
= 0, (23)
6qα
(
2~〈lk|vˆα|l′k〉 − (Elk − El′k)ηαk
)
= 0, l 6= l′. (24)
Since the direction of the vector q in both formulas (23) and (24) is arbitrary, the terms in parenthesis must vanish.
Thus we get for the intra- and inter-band matrix elements of the velocity
〈lk|vˆα|lk〉 = 1
~
∂Elk
∂kα
, l = l′, (25)
〈lk|vˆα|l′k〉 = Elk − El
′k
2~
ηαk , l 6= l′. (26)
The formulas (25) and (26) are valid not only near the Dirac points but in the whole Brillouin zone. Near the Dirac
point one can use Eq. (13) for the energy and Eq. (18) for the ηαk -function.
III. LINEAR RESPONSE OF GRAPHENE
A. Preliminary remarks
Our ultimate goal is to calculate the current response j(t) of a uniform graphene layer to an external uniform
electric field E(t) parallel to it. The field is assumed to have an arbitrary time dependence and be presented by
Fourier expansion
E(t) =
∫ ∞
−∞
dωEωe
−iωt. (27)
The current response j(t) will have to be calculated in up to the third order in the electric field E.
The external ac electric field can be included in the Hamiltonian of the system in two ways, using a vector or a
scalar potential φ(r, t). We choose the second option and write the Hamiltonian in the form
Hˆ = Hˆ0 + Hˆ1 = Hˆ0 − eφ(r, t), (28)
where the potential can be expanded in the Fourier integral over time,
φ(r, t) =
∫ ∞
−∞
dωφω(r)e
−iωt. (29)
Notice that at the moment we assume φ(r, t) to be space-dependent,
φω(r) =
∑
q
φqωe
iq·r, (30)
where the sums are taken over discretized q values, and the transition from the sum to the integral is performed using
the usual rule ∑
q
(. . .)→ S
(2π)2
∫ ∫
(. . .)dq. (31)
This has to be done since the field is proportional to the gradient of the potential, E(r, t) = −∇φ(r, t), and its Fourier
component is Eqω = −iqφqω. In order to calculate the local (q→ 0) conductivities σ(1) and σ(3) we have, first, to
find the current response at a finite wave-vector and then take the limit q→ 0 in the final formulas. The factor qφqω
should be kept finite in the taking-the-limit procedure.
In this Section we discuss this process in sufficient detail for the linear response problem. The nonlinear response
is then treated in Section IV.
7B. Density matrix
The system response to the potential (29) is described by Liouville equation for the density matrix ρˆ
∂ρˆ
∂t
=
1
i~
[Hˆ0 + Hˆ1, ρˆ]− γ(ρˆ− ρˆ0), (32)
where γ is the phenomenological relaxation rate due to the scattering of electrons by impurities, phonons and other
lattice imperfections (for simplicity, we restrict our consideration by one parameter γ). The unperturbed Hamiltonian
Hˆ0 and the equilibrium density matrix ρˆ0 satisfy the eigen-value equations
Hˆ0|λ〉 = Eλ|λ〉, ρˆ0|λ〉 = fλ|λ〉, (33)
where |λ〉 = |lkσ〉 (we have added the spin variable σ) and fλ = flk is the Fermi distribution function
flk =
(
1 + exp
Elk − µ
T
)−1
. (34)
Expanding the density matrix in powers of the electric field, ρˆ = ρˆ0 + ρˆ1 + ρˆ2 + ρˆ3 + . . ., ρˆn ∝ En, and solving the
Liouville equation in the first order we get
〈λ|ρ1|λ′〉t =
∫ ∞
−∞
dω
fλ′ − fλ
Eλ′ − Eλ + ~(ω + iγ) 〈λ|hω|λ
′〉e−iωt, (35)
where hω ≡ hω(r) = −eφω(r) and the subscript t indicates that the density matrix elements 〈λ|ρ1|λ′〉t depend on
time [the integrand in (35), apart from the exponential function, will then be denoted as 〈λ|ρ1|λ′〉ω ].
C. Current density
The two-dimensional current density is calculated according to the formula
j(r0, t) = −e
2
∑
λλ′
〈λ′|{vˆδ(r0 − r)}+|λ〉〈λ|ρ|λ′〉t. (36)
In the first order we get for the ω-Fourier component of the current
jω(r0) =
e2
2
∑
λλ′
〈λ′|{vˆδ(r0 − r)}+|λ〉 fλ
′ − fλ
Eλ′ − Eλ + ~(ω + iγ)〈λ|φω(r)|λ
′〉. (37)
Now we expand the potential in the Fourier integral in q, Eq. (30), and use the Dirac function representation
δ(r0 − r) = 1
S
∑
q˜
eiq˜·(r0−r). (38)
Then we get
jq˜ω =
e2
2S
∑
q˜
φqω
∑
λλ′
〈λ′|{vˆ, e−iq˜·r}+|λ〉 fλ
′ − fλ
Eλ′ − Eλ + ~(ω + iγ) 〈λ|e
iq·r|λ′〉. (39)
After the substitution |λ〉 = |lkσ〉 the matrix elements in this expression give the factors δk′,k−q˜δk,k′+q ∝ δq,q˜ so that
the sum over q˜ disappears.
The formula (39) is general and valid at arbitrary q. In the limit q→ 0 we can simplify it, substituting the matrix
element expansion (16), thus getting the intra-band (first term) and inter-band (second term) contributions to the
current:
jαω =
[
ie2gs
~(ω + iγ)S
∑
lk
〈lk|vˆα|lk〉
(
−∂flk
∂kβ
)
+
ie2gs
2S
∑
lk
〈l¯k|vˆα|lk〉 fl¯k − flk
El¯k − Elk + ~(ω + iγ)
ηβk
]
Eβω . (40)
8Here gs = 2 is the spin degeneracy factor,
Eβω = lim
q→0
Eβqω = lim
q→0
(
− iqβφqω
)
, (41)
and we have introduced a designation l¯ which means not l, i.e.
l¯ =
{
2, if l = 1,
1, if l = 2.
(42)
Notice that the sums in (40) are taken over the whole Brillouin zone of graphene, therefore the valley degeneracy
factor gv = 2 has not yet appeared in this expression.
D. First-order conductivity
The value in the parenthesis in (40) is the linear (first-order) local conductivity of graphene
σ
(1)
αβ (ω) =
ie2gs
~(ω + iγ)S
∑
lk
〈lk|vˆα|lk〉
(
−∂flk
∂kβ
)
+
ie2gs
2S
∑
lk
〈l¯k|vˆα|lk〉 fl¯k − flk
El¯k − Elk + ~(ω + iγ)
ηβk . (43)
This quantity has been calculated in a number of publications, see e.g.6–8, therefore we do not discuss here further
details of the integral calculations in (43). Assuming that the temperature is zero, T = 0, and taking into account
that the main contribution to the sums over k is given by the vicinity of Dirac points we get
σ
(1)
αβ (ω) = σ
(1)
0 S(1)αβ (Ω), (44)
where
σ
(1)
0 =
e2gsgv
16~
=
e2
4~
(45)
is the universal optical conductivity13,14 and the dimensionless function
S(1)αβ (Ω) = δαβ
(
S(1)intra(Ω) + S(1)inter(Ω)
)
, (46)
consists of two, intra-band and inter-band, contributions:
S(1)intra(Ω) =
4
π
i
Ω+ iΓ
, (47)
S(1)inter(Ω) =
i
π
ln
2− (Ω + iΓ)
2 + (Ω + iΓ)
. (48)
We have introduced here two dimensionless parameters
Ω =
~ω
|µ| , Γ =
~γ
|µ| . (49)
The intra-band contribution (47) has the Drude form; the inter-band conductivity (48) has a step-like (logarithmic)
singularity at ~ω ≃ 2EF in its real (imaginary) part. At large frequencies ~ω ≫ 2EF the conductivity assumes the
universal value (45). Figure 2 shows the intra-band, inter-band and the total conductivity of graphene at Γ = 0.1.
IV. THIRD-ORDER RESPONSE OF GRAPHENE
A. Density matrix and third-order current
Now we need to calculate the next term in the expansion of the electric current in powers of the electric field. The
second-order current response ∝ E2(t) vanishes due to the central symmetry of graphene. In the third order in the
perturbation (29) the solution of Liouville equation (32) can be written in the form
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FIG. 2: (a) The intra-band (47), (b) inter-band (48), and (c) total conductivity of a single graphene layer as a function of the
frequency Ω = ~ω/EF at Γ = ~γ/EF = 0.1. In (c) the conductivity in the relaxation-free limit (Γ = 0, thin curves) is also
shown.
〈λ|ρ3|λ′〉t =
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
e−i(ω1+ω2+ω3)t
Eλ′ − Eλ + ~(ω1 + ω2 + ω3) + i~γ
∑
λ′′λ′′′
〈λ|hω3 |λ′′′〉〈λ′′′|hω2 |λ′′〉〈λ′′|hω1 |λ′〉
×
[
1
Eλ′ − Eλ′′′ + ~(ω1 + ω2) + i~γ
(
fλ′ − fλ′′
Eλ′ − Eλ′′ + ~ω1 + i~γ −
fλ′′ − fλ′′′
Eλ′′ − Eλ′′′ + ~ω2 + i~γ
)
− 1
Eλ′′ − Eλ + ~(ω2 + ω3) + i~γ
(
fλ′′ − fλ′′′
Eλ′′ − Eλ′′′ + ~ω2 + i~γ −
fλ′′′ − fλ
Eλ′′′ − Eλ + ~ω3 + i~γ
)]
. (50)
In order to find the current density in the third-order we should substitute Eq. (50) in the current definition (36).
Using the delta-function representation (38) and the Fourier expansion of the potential (30) we get for the third-order
current:
j(3)(r0, t) =
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
e4
2S
∑
q˜q1q2q3
φq1ω1φq2ω2φq3ω3
∑
λλ′
〈λ′|{vˆ, e−iq˜·r}+|λ〉eiq˜·r0−i(ω1+ω2+ω3)t
Eλ′ − Eλ + ~(ω1 + ω2 + ω3) + i~γ
×
[ ∑
λ′′λ′′′
〈λ|eiq3·r3 |λ′′′〉〈λ′′′|eiq2·r2 |λ′′〉〈λ′′|eiq1·r1 |λ′〉
Eλ′ − Eλ′′′ + ~(ω1 + ω2) + i~γ
(
fλ′ − fλ′′
Eλ′ − Eλ′′ + ~ω1 + i~γ −
fλ′′ − fλ′′′
Eλ′′ − Eλ′′′ + ~ω2 + i~γ
)
−
∑
λ′′λ′′′
〈λ|eiq3·r3 |λ′′′〉〈λ′′′|eiq2·r2 |λ′′〉〈λ′′|eiq1·r1 |λ′〉
Eλ′′ − Eλ + ~(ω2 + ω3) + i~γ
(
fλ′′ − fλ′′′
Eλ′′ − Eλ′′′ + ~ω2 + i~γ −
fλ′′′ − fλ
Eλ′′′ − Eλ + ~ω3 + i~γ
)]
. (51)
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The current density (51) contains the product of three matrix elements of the type (15),
〈λ|eiq3·r3 |λ′′′〉〈λ′′′|eiq2·r2 |λ′′〉〈λ′′|eiq1·r1 |λ′〉. (52)
Each of these factors is the sum of the intra- and inter-band contributions, Eq. (16). Expanding the product (52) we
obtain a total of eight summands:
1. One term containing the product of three intraband contributions; we will label it as (3/0) term (three intra-
and no inter-band factors). This term is purely classical; the corresponding contribution to the current can be
obtained by solving the classical (Boltzmann) kinetic equation.
2. Three terms containing the product of two intraband and one interband contributions; we will label them as
(2/1) term (two intra- and one inter-band factors).
3. Three terms containing the product of one intraband and two interband contributions; they will be labeled as
(1/2) term.
4. And one term containing the product of three interband contributions; this is a purely quantum contribution;
it will be labeled as (0/3) term.
In order to find all these contributions we have to calculate the sums over λ = (σlk), λ′ = (σ′l′k′), λ′′ = (σ′′l′′k′′),
and λ′′′ = (σ′′′l′′′k′′′) in Eq. (51). Perfoming the summations over all spin indexes and all but one factors lk we
reduce the expression for the third-order current to the following form (for details see Appendix B):
j(3)α (t) = j
(3)
α (t)︸ ︷︷ ︸
(3/0)
+ j(3)α (t)︸ ︷︷ ︸
(2/1)
+ j(3)α (t)︸ ︷︷ ︸
(1/2)
+ j(3)α (t)︸ ︷︷ ︸
(0/3)
, (53)
where
j(3)α (t)︸ ︷︷ ︸
(3/0)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3E
β
ω1E
γ
ω2E
δ
ω3e
−i(ω1+ω2+ω3)t
× 1
(ω1 + ω2 + ω3 + iγ)(ω1 + ω2 + iγ)(ω1 + iγ)
ie4gs
~3S
∑
lk
〈lk|vˆα|lk〉 ∂
3flk
∂kβ∂kγ∂kδ
, (54)
j(3)α (t)︸ ︷︷ ︸
(2/1)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3E
β
ω1E
γ
ω2E
δ
ω3e
−i(ω1+ω2+ω3)t
× −ie
4gs
2S
∑
lk
〈l¯k|vˆα|lk〉
El¯k − Elk + ~(ω1 + ω2 + ω3) + i~γ
{
1
~ω1 + i~γ
ηδk
~(ω1 + ω2) + i~γ
∂2(fl¯k − flk)
∂kβ∂kγ
+
1
~ω1 + i~γ
∂
∂kδ
(
ηγk
El¯k − Elk + ~(ω1 + ω2) + i~γ
∂(fl¯k − flk)
∂kβ
)
+
∂
∂kδ
[
1
El¯k − Elk + ~(ω1 + ω2) + i~γ
∂
∂kγ
(
ηβk
fl¯k − flk
El¯k − Elk + ~ω1 + i~γ
)]}
, (55)
j(3)α (t)︸ ︷︷ ︸
(1/2)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3E
β
ω1E
γ
ω2E
δ
ω3e
−i(ω1+ω2+ω3)t
× ie
4gs
2S
1
~(ω1 + ω2 + ω3) + i~γ
∑
lk
〈lk|vˆα|lk〉
[
1
~(ω1 + ω2) + i~γ
∂
∂kδ
(
ηβkη
γ
k
flk − fl¯k
Elk − El¯k + ~ω1 + i~γ
)
+
ηδk
Elk − El¯,k + ~(ω1 + ω2) + i~γ
∂
∂kγ
(
ηβk
flk − fl¯k
Elk − El¯k + ~ω1 + i~γ
)
+
ηγkη
δ
k
~ω1 + i~γ
1
Elk − El¯k + ~(ω1 + ω2) + i~γ
∂(flk − fl¯k)
∂kβ
]
, (56)
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and
j(3)α (t)︸ ︷︷ ︸
(0/3)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3E
β
ω1E
γ
ω2E
δ
ω3e
−i(ω1+ω2+ω3)t
× ie
4gs
4S
1
~(ω1 + ω2) + i~γ
∑
lk
〈l¯k|vˆα|lk〉
El¯k − Elk + ~(ω1 + ω2 + ω3) + i~γ
ηβkη
γ
kη
δ
k
×
(
1
El¯k − Elk + ~ω1 + i~γ
+
1
Elk − El¯k + ~ω1 + i~γ
)
(flk − fl¯k). (57)
One sees a certain structure in formulas (54) – (57). The term (3/0) has three poles at low frequencies ωj ≃ −iγ,
j = 1, 2, 3, and contains the third-order derivative of the distribution function flk; all other terms have at maximum
two poles at ωj ≃ −iγ. Hence, the term (3/0) is the largest one at low (microwave, terahertz) frequencies. The
second term (2/1) contains the inter-band energy denominator ∼ [El¯k−Elk+~(ω1+ω2+ω3)+ i~γ]−1 and the second
derivative of the distribution function. Since at low temperatures T/EF ≃ 0 the first derivative ∂(flk − fl¯k)/∂E
is proportional to the delta function δ(E − EF ), one should expect that the term (2/1) has a second-order pole at
~(ω1+ω2+ω3) ≃ 2EF and hence is the largest one at high (mid- and near-infrared) frequencies. The third and fourth
contributions (1/2) and (0/3) contain the first and zeroth derivatives of the Fermi functions and hence are expected to
be smaller as compared to the first two terms. It is also worth noting that the (3/0) and (1/2) contributions contain
the diagonal (intra-band) matrix elements of the velocity 〈lk|vˆα|lk〉, while the (2/1) and (0/3) contributions contain
its off-diagonal (inter-band) matrix elements 〈l¯k|vˆα|lk〉.
Now we define the third-order conductivity and calculate different contributions to it at low (T = 0) temperatures.
B. Third-order conductivity
The third-order fourth-rank conductivity tensor of graphene σ
(3)
αβγδ(ω1, ω2, ω3) is defined as follows
j(3)α (t) =
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3σ
(3)
αβγδ(ω1, ω2, ω3)E
β
ω1E
γ
ω2E
δ
ω3e
−i(ω1+ω2+ω3)t. (58)
From the definition (58) and the formulas (54) – (57) one sees that, first, simultaneous permutations of the arguments
ω1, ω2, ω3 and the indexes β, γ, δ does not change the third-order current. The conductivity tensor σ
(3)
αβγδ(ω1, ω2, ω3)
can thus be always presented in the symmetric form
σ
(3)
αβγδ(ω1, ω2, ω3) =
1
3!
(
σ˜
(3)
αβγδ(ω1, ω2, ω3) + σ˜
(3)
αβδγ(ω1, ω3, ω2) + σ˜
(3)
αγβδ(ω2, ω1, ω3)
+ σ˜
(3)
αγδβ(ω2, ω3, ω1) + σ˜
(3)
αδβγ(ω3, ω1, ω2) + σ˜
(3)
αδγβ(ω3, ω2, ω1)
)
, (59)
where the (unsymmetrical) tilde-conductivities σ˜
(3)
αβγδ(ω1, ω2, ω3) can be obtained directly from the expressions (54)
– (57). Second, in accordance with the expressions (54) – (57) the unsymmetrical conductivity σ˜
(3)
αβγδ(ω1, ω2, ω3)
contains four contributions according to the terms (3/0), (2/1), (1/2) and (0/3). We write them in the form
σ˜
(3)
αβγδ(ω1, ω2, ω3) = σ
(3)
0 S(3)αβγδ(Ω1,Ω2,Ω3), (60)
where
σ
(3)
0 =
e4gsgv~v
2
F
16πE4F
(61)
and
S(3)αβγδ(Ω1,Ω2,Ω3) = S(3/0)αβγδ (Ω1,Ω2,Ω3) + S(2/1)αβγδ (Ω1,Ω2,Ω3) + S(1/2)αβγδ (Ω1,Ω2,Ω3) + S(0/3)αβγδ (Ω1,Ω2,Ω3). (62)
The dimensionless functions S(m/n)αβγδ (Ω1,Ω2,Ω3) depend on the dimensionless frequencies Ωj , j = 1, 2, 3, and the
dimensionless scattering parameter Γ as defined in Eq. (49). Introducing the designations
∆αβγδ = δαβδγδ + δαγδβδ + δαδδβγ , (63)
12
O1 =
Ω1 + iΓ
2
, O12 =
Ω1 +Ω2 + iΓ
2
, O123 =
Ω1 +Ω2 +Ω3 + iΓ
2
, (64)
and calculating the contributions S(m/n)αβγδ (Ω1,Ω2,Ω3) (see Appendix C for details) we get:
S(3/0)αβγδ(Ω1,Ω2,Ω3) =
i∆αβγδ
8O123O12O1
, (65)
S(2/1)αβγδ (Ω1,Ω2,Ω3) = −
i
4
(
δαδδβγ + (∆αβγδ/4)O123
O1O12(1 +O123)2
+
(δαβδγδ −∆αβγδ/4)
O1(1 +O12)(1 +O123)
+
δαγδβδ −∆αβγδ/4
O1(1 +O12)(1 +O123)2
−(δαβδγδ −∆αβγδ/4)J1(O1, O12, O123) + (δαγδβδ −∆αβγδ/4)J2(O1, O12, O123)
)
−
(
(O1, O12, O123)→ (−O1,−O12,−O123)
)
, (66)
S(1/2)αβγδ (Ω1,Ω2,Ω3) =
i
4
(
∆αβγδ/4
O21O123O12
ln(1 +O1)− ∆αβγδ/4
O123O12O1
+
(δαβδγδ −∆αβγδ/4)
O123O1(1 +O12)
− δαβδγδ −∆αβγδ/4
O123
J3(O1, O12) + δαγδβδ −∆αβγδ/4
O123
J4(O1, O12)
)
−
(
(O1, O12, O123)→ (−O1,−O12,−O123)
)
, (67)
S(0/3)αβγδ (Ω1,Ω2,Ω3) =
i∆αβγδ
32O12
J5(O1, O123). (68)
In the third lines of Eqs. (66) and (67) one should subtract the corresponding expressions from the first two lines,
with the arguments (O1, O12, O123) being replaced by (−O1,−O12,−O123). The integrals Jn in (65) – (68) are defined
as follows
J1(a, b, c) =
∫ ∞
1
dx
(x+ a)(x + b)(x+ c)
(
1
x2
+
1
x(x+ c)
− 1
(x+ b)(x+ c)
− 2
(x+ c)2
)
, (69)
J2(a, b, c) =
∫ ∞
1
dx
x(x + a)(x+ b)2(x+ c)
, (70)
J3(a, b) =
∫ ∞
1
dx
x2(x+ a)(x+ b)
, (71)
J4(a, b) =
∫ ∞
1
dx
x(x + a)(x+ b)2
, (72)
J5(a, b) =
∫ ∞
1
dx
x2
(
1
x+ a
− 1
x− a
)(
1
x+ b
− 1
x− b
)
. (73)
Their explicit expressions are:
J1(a, b, c) = 1
abc
+
−ab+ 2ac+ 3bc− 4c2
c(c− a)2(b − c)2(c+ 1) −
1
(a− b)(b− c)2(b + 1) −
1
(a− c)(b− c)(c+ 1)2
− −a
3 − 2a2c+ 3abc+ ac2 − bc2
a2(a− b)2(a− c)3 ln(a+ 1)−
−2ab+ ac+ 3b2 − bc
b2(a− b)2(b− c)2 ln(b+ 1)
− a
2 + ab− 4ac− 3bc+ 5c2
c(a− c)3(c− b)2 ln(c+ 1), (74)
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J2(a, b, c) = 1
b(a− b)(b− c)(b + 1) −
1
a(a− b)2(a− c) ln(a+ 1)
− 2ab− ac− 3b
2 + 2bc
b2(a− b)2(b − c)2 ln(b + 1)−
1
c(c− a)(b − c)2 ln(c+ 1), (75)
J3(a, b) = 1
ab
+
1
a2(a− b) ln(1 + a)−
1
b2(a− b) ln(1 + b), (76)
J4(a, b) = − 1
b(a− b)(1 + b) +
1
a(a− b)2 ln(1 + a) +
a− 2b
b2(a− b)2 ln(1 + b), (77)
J5(a, b) = 4
ab
− 2b
a2(a− b)(a+ b) ln
(1− a)
(1 + a)
+
2a
b2(a− b)(a+ b) ln
(1 − b)
(1 + b)
. (78)
The formulas (74) – (78) are valid at arbitrary values of the arguments a, b and c, but are not always convenient for
numerical plotting of the results since the factors (a−b), (a−c), (b−c) in the denominators may cause error messages
“division by zero”. It is easy to verify that in all limits a→ b, a→ c, b→ c, etc., the integrals Jn remain finite [this
is seen directly from the definitions (69) – (73); notice also that the arguments a, b, c are complex at a finite Γ]. The
explicit expressions for Jn in the special cases a = b, a = c, etc., are provided in Appendix D.
As we have discussed above, the contribution (3/0) has three poles at low frequencies [the factors 1/O123O12O1 in
Eq. (65)], and the contribution (2/1) has the second-order pole at ~(ω1+ω2+ω3) ≃ ±2EF [the factors 1/(1±O123)2
in Eq. (66) and 1/(1 ± c)2 in Eq. (74)]. In addition, the function S(3)αβγδ has the first-order pole at the two-photon
absorption frequency ~(ω1 + ω2) ≃ ±2EF [the factors 1/(1±O12) in Eqs. (66) and (67) and 1/(1± b) in Eqs. (74) –
(75)], as well as (weaker) logarithmic singularities at O123 ≃ ±1, O12 ≃ ±1, and O1 ≃ ±1.
The third-order conductivity tensor (59) satisfies the relation(
σ
(3)
αβγδ(−ω1,−ω2,−ω3)
)⋆
= σ
(3)
αβγδ(ω1, ω2, ω3). (79)
It has three independent components
σ(3)xyxy = σ
(3)
yxyx, σ
(3)
xyyx = σ
(3)
yxxy, σ
(3)
xxyy = σ
(3)
yyxx, (80)
and the component σ
(3)
xxxx = σ
(3)
yyyy which satisfies the equality
σ(3)xxxx = σ
(3)
xxyy + σ
(3)
xyyx + σ
(3)
xyxy. (81)
This agrees with the phenomenological relations for the third-order response function in an isotropic medium52.
The formulas obtained in this Section are the main result of this work. They show that the Fermi-energy related
resonance in the third-order conductivity is the case at Ω1 + Ω2 + Ω3 ∼ 2 (which corresponds to ~ω = 2EF /3 if all
three frequency arguments are the same), as it was first pointed out in Ref.32. In our previous publication28 not
all contributions to the mixed current terms (2/1), Eq. (55), and (1/2), Eq. (56), have been taken into account;
as a consequence, the main resonance in the third-harmonic-generation term was found at ~ω = 2EF instead of at
~ω = 2EF /3 and the absolute value of the third-order conductivity was overestimated. In the relaxation-free limit
Γ→ 0 the results (59)–(68) mainly agree with those obtained in Ref.32, with the exception of a small vicinity of the
pole at |Ω1 + Ω2 + Ω3 − 2| . Γ where a certain discussion is needed (it can be found below in Section VA). The
results (59)–(68), which have been obtained by the method different from that used in Ref.34, also agree with those
of Ref.34 if to correct them according to the Erratum50.
In the rest of the paper we discuss some consequences from the obtained results. In particular, the corrected results
for the third-harmonic generation effect are considered in Section VA.
C. Asymptotes at low and high frequencies
First, consider the system response at low frequencies, when all frequency parameters satisfy the conditions |Ωj +
iΓ| ≪ 1, or Ωj ≪ 1 and Γ = ~/EF τ ≪ 1. The condition Γ ≪ 1 means vF τ√πns ≫ 1, i.e., the mean-free path
should exceed the average distance between electrons. At τ = (0.1− 1) ps it means ns & 1010 cm−2. Since a typical
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the wavelength λ = c/f versus the electron density ns.
graphene electron density exceeds ∼ 1011 cm−2, the condition Γ ≪ 1 is usually satisfied in real experiments. The
second condition, ~ω ≪ EF , is satisfied at up to mid-infrared frequencies, see Figure 3. For example, at the density
ns ≃ 1012 cm−2 this condition corresponds to f ≪ 30 THz.
Under the conditions |Ωj + iΓ| ≪ 1, j = 1, 2, 3, the term (3/0) gives the largest contribution to σ(3)αβγδ(ω1, ω2, ω3),
and
σ
(3)
αβγδ(ω1, ω2, ω3) ≈ σ(3)αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(3/0)
= σ
(3)
0
i∆αβγδ
6(Ω1 + iΓ)(Ω2 + iΓ)(Ω3 + iΓ)
, |Ωj + iΓ| ≪ 1. (82)
This result was obtained within the quasi-classical approach in Ref.19, and then within the full quantum theory in
Refs.32,34. It describes the low-frequency (microwave, terahertz) response of doped graphene.
In the opposite limit, when all frequencies are large, Ωj ≫ 1, the most important contributions to σ(3)αβγδ(ω1, ω2, ω3)
come from the imaginary parts of logarithm functions in (66) – (68), (74) – (78),
lim
Ω1→∞
ln
1 +O1
1−O1 = iπ (83)
(and similarly for O12 and O123). This gives
σ
(3)
αβγδ(ω1, ω2, ω3) ≈ σ(3)0
π∆αβγδ
3(Ω1 +Ω2)(Ω2 +Ω3)(Ω3 +Ω1)(Ω1 +Ω2 +Ω3)
, Γ≪ 1≪ |Ωj |. (84)
The result (84) agrees with the one obtained in Ref.32. It describes the optical response of intrinsic graphene.
V. THIRD-ORDER RESPONSE TO A MONOCHROMATIC RADIATION
Now we consider the third-order response of an isolated, freely hanging in air graphene layer to an external monochro-
matic radiation with the frequency ω and the intensity Iω normally incident on the layer. Let the external electro-
magnetic radiation be linearly polarized in the x-direction and have only one frequency harmonic,
Eβ(t) = E0δxβ cosωt. (85)
Then the Fourier component of the field is
Eβω1 =
1
2
E0δxβ
(
δ(ω1 − ω) + δ(ω1 + ω)
)
, (86)
and the intensity of the incident wave reads
Iω =
c
2π
|Eω|2 = c
8π
E20 , (87)
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FIG. 4: Four contributions to the third order dimensionless conductivity S(3)xxxx(ω,ω, ω): (a) (3/0) contribution, (b) (2/1)
contribution, (c) (1/2) contribution, (d) (0/3) contribution. The effective relaxation rate is Γ = 0.1.
Eω = E0/2. The electric field really acting on the graphene electrons [∼ E0/(1 + 2πσ(1)/c)] differs from (85) due to
the self-consistent screening effects (for their influence on the third-order response of graphene see, e.g., Ref.53). The
difference is determined by the parameter 2πσ(1)(ω)/c which is small (. (1−2)%) at infrared and optical frequencies.
If to ignore this difference the third-order current (58) assumes the form
j(3)α (t) =
1
8
E30
(
σ(3)αxxx(ω, ω, ω)e
−i3ωt +
(
σ(3)αxxx(ω, ω,−ω) + σ(3)αxxx(ω,−ω, ω) + σ(3)αxxx(−ω, ω, ω)
)
e−iωt + c.c.
)
, (88)
where c.c. means the complex conjugate. Since σ
(3)
yxxx equals zero, the current is polarized in the same (x-) direction
and has two contributions, one at the third harmonic 3ω and another at the frequency of the incident wave ω (the
Kerr effect).
A. Third harmonic generation
The third-harmonic current in Eq. (88) with the Fourier component j
(3)
3ω = σ
(3)
xxxx(ω, ω, ω)(E0/2)
3 is determined by
the conductivity σ
(3)
xxxx(ω, ω, ω). The Fourier components of the induced electric and magnetic fields at the frequency
3ω are
E3ω = H3ω =
2π
c
j
(3)
3ω =
2π
c
σ(3)xxxx(ω, ω, ω)E
3
ω. (89)
The intensity of the emitted third-harmonic wave (in the positive and negative z-directions) is then
I3ω =
c
2π
|E3ω |2 =
(
2π
c
)4 ∣∣∣σ(3)xxxx(ω, ω, ω)∣∣∣2 I3ω; (90)
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FIG. 5: The total third order conductivity σ
(3)
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0 under the conditions of Figure 3(b) of Ref.
34. The parameter
Γ = 0.11 corresponds to the numbers (the relaxation rate 33 meV, the Fermi energy 0.3 eV) used in Ref.34.
it can be written as
I3ω
Iω
=
(
e4
~2c2
Iω
πn2s~v
2
F
)2 ∣∣∣S(3)xxxx(Ω,Ω,Ω)∣∣∣2 , (91)
where S(3)xxxx(Ω,Ω,Ω) is a sum of four contributions, Eq. (62). These contributions are shown in Figure 4 (at Γ = 0.1).
The following features are seen:
1. The classical (3/0) contribution has a large resonance at low frequencies Ω . Γ. The contributions (2/1) has
a sharp resonance at Ω ≃ 2/3 corresponding to the three-photon absorption edge and weaker singularities at
Ω ≃ Γ and at Ω ≃ 1; the latter corresponds to the two-photon absorption. The contribution (1/2) has resonances
at Ω . Γ, Ω ≃ 1 and Ω ≃ 2, and the purely quantum contribution (0/3) has weak (logarithmic) singularities at
the frequencies of the single-photon (Ω ≃ 2) and triple-photon (Ω ≃ 2/3) inter-band transitions.
2. The absolute values of the different contributions to the third-order conductivity gradually decrease from the
purely classical (3/0) to the purely quantum (0/3) contributions: at Γ = 0.1 the scale of the (3/0) term is about
few thousands, of the (2/1) term – about 10, of the (1/2) term about 1 and of the (0/3) contribution – about
0.1. The largest contribution at low (microwave, terahertz) frequencies is thus expected from the classical term
(3/0), while the largest (and resonant) contribution at higher (mid- and near-infrared) frequencies is expected
at the resonance Ω = 2/3 (~ω = 2EF /3) from the (2/1) contribution.
Figure 5 shows the total third-harmonic conductivity S(3)xxxx(Ω,Ω,Ω) calculated with our formulas (54)–(57) at pa-
rameters corresponding to Figure 3(b) from Ref.34. The figures agree with each other.
The most interesting feature in Figures 4 and 5 is the case near the triple-photon absorption edge at Ω = 2/3 (it
was not discussed in detail in Ref.34). The behavior of the third-order conductivity near this point, at small values of
Γ and especially in the limit Γ→ 0, is rather nontrivial. To illustrate this we show in Figure 6 the total dimensionless
third-order conductivity S(3)xxxx(Ω,Ω,Ω) (the sum of all four contributions) near the point Ω = 2/3 and, for comparison,
near the point Ω = 1. The real and imaginary parts of this function are shown at Γ = 0 (the relaxation-free limit,
black curves) and at Γ = 0.01 (red curves). Consider, first, the vicinity of the point Ω = 1 (the two-photon absorption
edge), Figure 6(b). If Γ = 0, the real part of S(3)xxxx(Ω,Ω,Ω) has a step-like feature near the point Ω = 1, while the
imaginary part – a logarithmic singularity, similar to those which are the case in the linear response conductivity, Fig.
2. At the finite value of Γ = 0.01 these singularities are smeared out, as one would expect. Near the point Ω = 2/3
the behavior of the real and imaginary parts of S(3)xxxx(Ω,Ω,Ω) is completely different. At Γ = 0 one sees, again,
the step-like and logarithmic singularities in the real and imaginary parts, respectively. At Γ = 0.01, however, these
singularities are not smeared out but an additional, much stronger, resonance appears near Ω = 2/3. To understand
this behavior we have analyzed the general formulas (62) – (68) and found that near the point Ω = Ω0 = 2/3, apart
from the logarithmic singularity, the function S(3)xxxx(Ω,Ω,Ω) has the contribution
S(3)xxxx(Ω,Ω,Ω) ≈ −
3
32
Γ
(Ω− Ω0 + iΓ/3)2 , at |Ω− 2/3| . Γ, (92)
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FIG. 6: The total third order conductivity σ
(3)
xxxx(ω, ω,ω)/σ
(3)
0 (a) near the triple-photon absorption edge 3~Ω ≃ 2EF , and (b)
near the double-photon absorption edge 2~Ω ≃ 2EF , in the relaxation-free limit Γ = 0 and at a finite Γ = 0.01. In the panels
(c) and (d) the exact solution (62) is compared to the approximation (92) at (c) Γ = 0.005 and Γ = 0.001. The width of the
resonance decreases, its height increases, and the accuracy of the approximation (92) improves when Γ tends to zero.
which results from the second order poles ∼ (1±O123)−2 in (66) [and ∼ (1±c)−2 in (74)]. How well this approximation
reproduces the exact expression for S(3)xxxx(Ω,Ω,Ω) is illustrated in Figures 6(c),(d). One sees that the smaller Γ, the
closer is the approximation (92) to the exact expression, and the larger is the resonance. When Γ decreases, the width
of the resonance tends to zero while its height tends to infinity since exactly at Ω = 2/3 S(3)xxxx(Ω,Ω,Ω) ∝ 1/Γ.
In Ref.34 the authors argued that their results (obtained at finite values of the relaxation parameters) recover those
of Ref.32 in the limit Γe,Γi → 0. This is however valid only at frequencies far from the resonance (92). As seen from
the above discussion the resonant contribution to S(3)xxxx(Ω,Ω,Ω), Eq. (92), could not be obtained in the relaxation-
free theory32, since the relaxation parameter Γ was set to zero from the very beginning. It should be emphasized
that, since in real experimental systems the Γ parameter is small (Γ ≪ 1) but always finite, the contribution (92) is
dominant around the frequency Ω ≃ 2/3. The position of this resonance depends on the Fermi energy, therefore this
resonance can be used for creation of efficient, resonant, voltage tunable optoelectronic devices operating in the mid-
and near-infrared spectral range.
Now consider the up-conversion efficiency of a single graphene layer at low and high frequencies. In Figure 7
we show the intensity I3ω of the third harmonic, normalized to the intensity of the incident wave Iω, Eq. (91), as
a function of the electron density. At infrared frequencies, Figure 7(a), the up-conversion efficiency is of order of
10−5 − 10−9, dependent on the wavelength, at the chosen set of parameters (Iω = 10 MW/cm2, ~γ = 1 meV) and
resonantly increases around the points ~ω/EF = 2, 1, and 2/3. These resonances are very narrow and sharp which
can be used for a fine electrical tuning of the graphene based frequency multipliers. At terahertz frequencies, Figure
7(b), the up-conversion efficiency is substantially higher (for this graph we have chosen a ten times lower input power
density Iω = 1 MW/cm
2 and a ten times larger relaxation rate ~γ = 10 meV) and smoothly depends on the electron
density.
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FIG. 7: The up-conversion efficiency I3ω/Iω, Eq. (91), as a function of the electron density, in the range of (a) infrared and (b)
terahertz frequencies. λ is the wavelength of the incident wave. The resonances in (a) correspond to Ω = 2, 1, and 2/3 (from
left to right).
The results obtained in this Section are valid for an isolated graphene layer freely hanging in air. If graphene lies on
a dielectric substrate metalized from the back side the intensity of the third harmonic emitted from such a structure
can be more than two orders of magnitude larger, see Ref.53.
B. Absorption saturation
The third-order response of graphene at the frequency of the incident wave ω is given by the terms in Eq. (88)
proportional to e−iωt. Using the symmetry of σ(3)xxxx we get
j(3)x,ω(t) =
3
8
E30σ
(3)
xxxx(−ω, ω, ω)e−iωt + c.c.. (93)
Figure 8 shows four contributions to the third order conductivity S(3)xxxx(−Ω,Ω,Ω). One sees that, at low frequencies,
Ω . Γ, the largest contribution is, again, the classical one, (3/0). It is of the same order of magnitude as the
function S(3)xxxx(Ω,Ω,Ω), compare with Figure 4. At higher frequencies, Ω & 1, the largest values of S(3)xxxx(−Ω,Ω,Ω)
are achieved at the condition Ω ≈ 2 which corresponds, again, to the second-order pole at Ω1 + Ω2 + Ω3 = 2. The
(2/1), (1/2), and (0/3) contributions are of the same order of magnitude and are much larger than the corresponding
contributions to S(3)xxxx(Ω,Ω,Ω). The term S(2/1)xxxx (−Ω,Ω,Ω) has the second-order pole at Ω ≃ 2, see Figure 8(b); the
(1/2) and (0/3) terms have logarithmic singularities near this point.
Figure 9(a) shows the total third-order dimensionless conductivity S(3)xxxx(−Ω,Ω,Ω) as a function of the frequency
Ω under the conditions of Figure 4(b) from Ref.34 (at Γ = 0.11 which corresponds to the relaxation rate 33 meV and
the Fermi energy 0.3 eV used in Ref.34). The figures agree with each other. In Figure 9(b) we show the vicinity of
the most important feature at Ω ≃ 2 and at Γ = 0.01. The frequency dependence of the real and imaginary parts of
S(3)xxxx(−Ω,Ω,Ω) is quite unusual. This is a consequence of the crossing and interaction of three resonant singularities,
a second order pole and two logarithmic singularities. This is illustrated in Figures 9(b,c). In these graphs we show the
real (Figure 9(b)) and imaginary (Figure 9(c)) parts of the function S(3)xxxx(−Ω1,Ω,Ω) where the first argument −Ω1
slightly differs from −Ω. Consider, for example, the black curves in Figures 9(b,c) which correspond to Ω1 = 0.9Ω.
One sees that these curves have two weak logarithmic singularities (a step-like behavior in the real part and a weak
resonance in the imaginary part) at the frequencies Ω = 2 and Ω ≈ 2.22 (the latter corresponds to Ω1 = 0.9Ω = 2).
In addition, they have a strong second-order pole at Ω ≈ 1.82, which corresponds to the three-photon absorption
frequency 2Ω − Ω1 = 2, i.e., Ω = 2/1.1 ≈ 1.82. All these resonances have a small amplitude (. 40). When Ω1
approaches Ω, see the red dotted curves for Ω1 = 0.95Ω, the pole is shifted to the point Ω = 2/1.05 ≈ 1.9 and the
logarithmic singularity Ω1 = 2 to the point Ω = 2/0.95 ≈ 2.1. Since all three resonances get closer their amplitude
increases. If Ω1 = Ω, Figure 9(a), all three singularities meet in one point Ω = 2 and three small resonances (with
the amplitudes . 100) create a large resonant structure with the amplitude ≃ 2000− 4000. When Ω1 becomes larger
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FIG. 8: Four contributions to the third order conductivity σ
(3)
xxxx(−ω,ω,ω)/σ(3)0 : (a) (3/0) contribution, (b) (2/1) contribution,
(c) (1/2) contribution, (d) (0/3) contribution. The effective relaxation rate is Γ = 0.1.
than Ω (= 1.05, 1.1; green and blue curves in Figure 9(b,c)) the three resonances move away from each other and
their amplitudes are reduced again.
The third-order current contribution (93) can be added to the linear-response current, Eq. (44), to get the electric-
field dependent response of graphene at the frequency ω. In up to the third order in the electric field we have
jx,ω(t) ≈ 1
2
E0
[
σ(1)xx (ω) +
3
4
E20σ
(3)
xxxx(−ω, ω, ω)
]
e−iωt + c.c. ≡ 1
2
σxx(ω,E0)E0e
−iωt + c.c.. (94)
The corresponding field-dependent dynamic conductivity is then
σxx(ω,E0) = σ
(1)
xx (ω) +
3
4
E20σ
(3)
xxxx(−ω, ω, ω)
= σ
(1)
0
[
S(1)xx (Ω) +
3
4π
(
eE0
EF kF
)2
S(3)xxxx(−Ω,Ω,Ω)
]
(95)
where the functions S(1)αβ (Ω) and S(3)αβγδ(Ω1,Ω2,Ω3) are defined in (46) – (48) and (62), (65 – (68), respectively. The
dimensionless field parameter F = eE0/EFkF in (95) is the work of the field, performed on 2D electrons at the length
∼ k−1F , divided by their average (Fermi) energy. Figure 10 shows the absorption coefficient
A(ω,E0) =
4πσ′xx(ω,E0)/c
|1 + 2πσxx(ω,E0)/c|2 (96)
of an isolated graphene layer with the field-dependent conductivity (95) at low (Ω≪ 1) and high (Ω ≃ 2) frequencies
(σ′ is the real part of σ; notice that the self-consistent-field effect is taken into account here). The absorption is seen
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FIG. 9: The third-order dimensionless conductivity S(3)xxxx(−Ω,Ω,Ω) as a function of the frequency Ω (a) under the conditions
of Figure 4(b) from Ref.34 (Γ = 0.11) and (b) in the vicinity of the most important feature at Ω ≃ 2 and Γ = 0.01. The real
(c) and imaginary (d) parts of the function S(3)xxxx(−Ω1,Ω,Ω) for Ω1 = 0.9Ω, 0.95Ω, 1.05Ω and 1.1Ω. One sees that the large
(amplitude ≃ 4000) resonant singularity in (a) is a consequence of the crossing and interaction of three smaller (amplitudes
≃ 100) resonances: the second-order pole at 2Ω−Ω1 = 2, and two logarithmic singularities at Ω = 2 and Ω1 = 2.
to be substantially suppressed at the external electric field parameter exceeding a certain value which depends on
the scattering rate Γ. If Γ ≃ 0.1, the absorption is noticeably suppressed at F . 0.05− 0.1. At the electron density
ns ≃ 1012 cm−2 this corresponds to the electric fields
E0 ≃ (0.05− 0.1)~vFπns
e
≃ (10− 20) kV/cm. (97)
If Γ is ten times smaller, Figure 10(c), the required electric field is reduced by, roughly, one order of magnitude. It
is worth noting that at small values of Γ the resonance near Ω ≃ 2 is very narrow which can be used for a precise
control of the saturable absorption of infrared-laser mirrors, cf.46,47.
VI. SUMMARY AND CONCLUSIONS
We have presented a quantum theory of the third-order nonlinear electrodynamic response of graphene. The
obtained results can be used for analysis of a large number of different nonlinear phenomena, such as the harmonics
generation, the four wave mixing, the current induced sum and difference generation, and other.
The results show that there are two main frequency ranges where the nonlinear effects in graphene are especially
large and therefore interesting for applications. The first range corresponds to low (microwave, terahertz) frequencies
described by the condition Ω . Γ. The second range corresponds to the three-photon absorption-edge resonance at
high (infrared) frequencies (Ω1 + Ω2 + Ω3 − 2) . Γ. There also exist two-photon and one-photon absorption-edge
singularities which are, however, much weaker. The positions of high-frequency resonances depend on the electron
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FIG. 10: The dimensionless absorption coefficient (96) in a single (isolated) graphene layer at (a) low and (b) high frequencies,
Γ = 0.1, and (c) high frequencies at Γ = 0.01. The curves are labeled by the value of the dimensionless electric field
F = eE0/EF kF .
density and can therefore be electrically tuned in a broad frequency range, thus opening interesting opportunities for
electrically tunable device applications.
The meaning of the relaxation parameter Γ may be different in these frequency ranges. At low frequencies Γ
corresponds to the intra-band (Drude) scattering rate, Γ ≃ ~/τ . In currently available graphene samples the scattering
time τ is about 0.1− 1 ps, so that at low frequencies the strong nonlinear phenomena in graphene are to be expected
in the technologically important range of microwave and terahertz frequencies f . 10 THz. At infrared frequencies
the width of the three-photon absorption resonance is determined by the inter-band relaxation parameter Γ, which
may differ from the intra-band one. We do not analyze the resonance linewidths further in this work since it would
go far beyond its scope. The Γ parameters introduced here should just be treated as phenomenological quantities
to be extracted from the experiment. Their dependence on the electron density, temperature, excitation power (the
electron heating effects) may be investigated in future when enough experimental data will be accumulated.
Our work removes contradictions between results of different theories which have been published so far. This work
corrects our results published in Ref.28 and is now in agreement with the relaxation-free theory of Ref.32 (with the
reservation concerning the second-order-pole contribution (92) discussed in Section VA) and with the full theory of
Ref.34 whose analytical formulas have been recently corrected in Ref.50.
A comparison with experimental data is quite difficult at the present stage. There are several reasons for that.
First, most of the experiments have been done at a single (fixed) frequency or in a narrow frequency range, often
at the optical frequencies. The value of the Fermi energy and the effective scattering rate γ is usually unknown in
such publications, which impedes the quantitative comparison with the theory. Second, in experiments graphene
usually lies on a substrate and is sometimes covered by another dielectric material, while the theories treat a single
graphene layer freely hanging in air. It was shown in Ref.53 that even in a simple structure with graphene lying on
a dielectric substrate with the metalized back side the third-order response can be both several order of magnitude
larger and several orders of magnitude smaller than in the isolated graphene layer. A precise knowledge of graphene
and substrate properties is thus needed for a quantitative comparison of the theory and experiments. Third, many
22
nonlinear experiments are made in the pulsed-excitation regime, with the power density level ∼GW/cm2, which lies
far beyond the applicability area of the perturbation theory used in our work and in other papers32,34. The nonlinear
electrodynamics of graphene is thus still at the initial stage, and further experimental and theoretical studies of this
interesting area of the fundamental and applied physics is highly desirable.
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Appendix A: Some useful formulas
Some definitions and formulas used in the main text are presented here.
The two-dimensional Levi-Civita symbol is defined as
ǫαβ =
(
0 1
−1 0
)
. (A1)
It satisfies the following relations useful by calculating the integrals in Appendix C: ǫαµǫβν = δαβδµν − δανδµβ ,
ǫαµǫβνδµν = ǫανǫβν = δαβ ,
ǫαλǫβµǫγνǫδσ
(
δλµδνσ + δλνδµσ + δλσδµν
)
= δαβδγδ + δαγδβδ + δαδδβγ . (A2)
The integration over the polar angle in the k-space is performed with the help of the formulas
〈kαkβ〉 ≡ 1
2π
∫ π
−π
kαkβdφ =
k2
2
δαβ , (A3)
〈kαkβkγkδ〉 ≡ 1
2π
∫ π
−π
kαkβkγkδdφ =
k4
8
(
δαβδγδ + δαγδβδ + δαδδβγ
)
. (A4)
Appendix B: Derivation of formulas (53) – (57)
To simplify the current expression (51) we first perform the following permutations of the integration variables. In
the last line of Eq. (51) we replace (q2ω2r2)↔ (q1ω1r1) and then (q3ω3r3)↔ (q2ω2r2). This gives:
j(3)(r0, t) =
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
e4
2S
∑
q˜q1q2q3
φq1ω1φq2ω2φq3ω3
∑
λλ′
〈λ′|{vˆ, e−iq˜·r}+|λ〉eiq˜·r0−i(ω1+ω2+ω3)t
Eλ′ − Eλ + ~(ω1 + ω2 + ω3) + i~γ
×
[ ∑
λ′′λ′′′
〈λ|eiq3·r3 |λ′′′〉〈λ′′′|eiq2·r2 |λ′′〉〈λ′′|eiq1·r1 |λ′〉
Eλ′ − Eλ′′′ + ~(ω1 + ω2) + i~γ
fλ′ − fλ′′
Eλ′ − Eλ′′ + ~ω1 + i~γ
−
∑
λ′′λ′′′
〈λ|eiq3·r3 |λ′′′〉〈λ′′′|eiq2·r2 |λ′′〉〈λ′′|eiq1·r1 |λ′〉
Eλ′ − Eλ′′′ + ~(ω1 + ω2) + i~γ
fλ′′ − fλ′′′
Eλ′′ − Eλ′′′ + ~ω2 + i~γ
−
∑
λ′′λ′′′
〈λ|eiq2·r2 |λ′′′〉〈λ′′′|eiq1·r1 |λ′′〉〈λ′′|eiq3·r3 |λ′〉
Eλ′′ − Eλ + ~(ω1 + ω2) + i~γ
fλ′′ − fλ′′′
Eλ′′ − Eλ′′′ + ~ω1 + i~γ
+
∑
λ′′λ′′′
〈λ|eiq2·r2 |λ′′′〉〈λ′′′|eiq1·r1 |λ′′〉〈λ′′|eiq3·r3 |λ′〉
Eλ′′ − Eλ + ~(ω1 + ω2) + i~γ
fλ′′′ − fλ
Eλ′′′ − Eλ + ~ω2 + i~γ
]
. (B1)
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Then in the second and forth lines in the square parenthesis we replace (q2ω2r2)↔ (q1ω1r1):
j(3)(r0, t) =
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
e4
2S
∑
q˜q1q2q3
φq1ω1φq2ω2φq3ω3
∑
λλ′
〈λ′|{vˆ, e−iq˜·r}+|λ〉eiq˜·r0−i(ω1+ω2+ω3)t
Eλ′ − Eλ + ~(ω1 + ω2 + ω3) + i~γ
×
[ ∑
λ′′λ′′′
〈λ|eiq3·r3 |λ′′′〉〈λ′′′|eiq2·r2 |λ′′〉〈λ′′|eiq1·r1 |λ′〉
Eλ′ − Eλ′′′ + ~(ω1 + ω2) + i~γ
fλ′ − fλ′′
Eλ′ − Eλ′′ + ~ω1 + i~γ
−
∑
λ′′λ′′′
〈λ|eiq3·r3 |λ′′′〉〈λ′′′|eiq1·r1 |λ′′〉〈λ′′|eiq2·r2 |λ′〉
Eλ′ − Eλ′′′ + ~(ω1 + ω2) + i~γ
fλ′′ − fλ′′′
Eλ′′ − Eλ′′′ + ~ω1 + i~γ
−
∑
λ′′λ′′′
〈λ|eiq2·r2 |λ′′′〉〈λ′′′|eiq1·r1 |λ′′〉〈λ′′|eiq3·r3 |λ′〉
Eλ′′ − Eλ + ~(ω1 + ω2) + i~γ
fλ′′ − fλ′′′
Eλ′′ − Eλ′′′ + ~ω1 + i~γ
+
∑
λ′′λ′′′
〈λ|eiq1·r1 |λ′′′〉〈λ′′′|eiq2·r2 |λ′′〉〈λ′′|eiq3·r3 |λ′〉
Eλ′′ − Eλ + ~(ω1 + ω2) + i~γ
fλ′′′ − fλ
Eλ′′′ − Eλ + ~ω1 + i~γ
]
. (B2)
Now in all denominators we have the same frequency factors, ω1+ iγ, ω1+ω2+ iγ and ω1+ω2+ω3+ iγ. Substituting
the matrix elements (16) at small q and taking the sums over the spin indexes and over the momenta k′′′, k′′, k′ (we
use the momentum conservation factors δk′′,k′+q1 , etc.) we get
j(3)(r0, t) =
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
e4gs
2S
∑
q1q2q3
φq1ω1φq2ω2φq3ω3e
i(q3+q1+q2)·r0−i(ω1+ω2+ω3)t
×
∑
ll′k
〈l′k|{vˆ, e−i(q3+q1+q2)·r}+|l,k+ q3 + q1 + q2〉
El′k − El,k+q3+q1+q2 + ~(ω1 + ω2 + ω3) + i~γ
×
[∑
l′′l′′′
(
δll′′′ − (−1)
l+l′′′
2 q3δη
δ
k+q2+q1
)(
δl′′′l′′ − (−1)
l′′′+l′′
2 q2γη
γ
k+q1
)(
δl′′l′ − (−1)
l′′+l′
2 q1βη
β
k
)
El′k − El′′′,k+q1+q2 + ~(ω1 + ω2) + i~γ
× fl′k − fl′′,k+q1
El′k − El′′,k+q1 + ~ω1 + i~γ
−
∑
l′′l′′′
(
δll′′′ − (−1)
l+l′′′
2 q3δη
δ
k+q2+q1
)(
δl′′′l′′ − (−1)
l′′′+l′′
2 q1βη
β
k+q2
)(
δl′′l′ − (−1)
l′′+l′
2 q2γη
γ
k
)
El′k − El′′′,k+q2+q1 + ~(ω1 + ω2) + i~γ
× fl′′,k+q2 − fl′′′,k+q2+q1
El′′,k+q2 − El′′′,k+q2+q1 + ~ω1 + i~γ
−
∑
l′′l′′′
(
δll′′′ − (−1)
l+l′′′
2 q2γη
γ
k+q3+q1
)(
δl′′′l′′ − (−1)
l′′′+l′′
2 q1βη
β
k+q3
)(
δl′′l′ − (−1)
l′′+l′
2 q3δη
δ
k
)
El′′,k+q3 − El,k+q3+q1+q2 + ~(ω1 + ω2) + i~γ
× fl′′,k+q3 − fl′′′,k+q3+q1
El′′,k+q3 − El′′′,k+q3+q1 + ~ω1 + i~γ
+
∑
l′′l′′′
(
δll′′′ − (−1)
l+l′′′
2 q1βη
β
k+q3+q2
)(
δl′′′l′′ − (−1)
l′′′+l′′
2 q2γη
γ
k+q3
)(
δl′′l′ − (−1)
l′′+l′
2 q3δη
δ
k
)
El′′,k+q3 − El,k+q3+q1+q2 + ~(ω1 + ω2) + i~γ
× fl′′′,k+q3+q2 − fl,k+q3+q1+q2
El′′′,k+q3+q2 − El,k+q3+q1+q2 + ~ω1 + i~γ
]
. (B3)
Now consider different contributions to the current.
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1. The contribution (3/0)
The purely intra-band contribution (3/0) is obtained from Eq. (B3) if in all matrix elements only the Kronecker-
symbol terms δll′′′δl′′′l′′δl′′l′ are taken into account. Taking the sums over l
′′′, l′′, and l′ we get
j(3)α (r0, t)︸ ︷︷ ︸
(3/0)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
e4gs
2S
∑
q1q2q3
φq1ω1φq2ω2φq3ω3e
i(q3+q1+q2)·r0−i(ω1+ω2+ω3)t
×
∑
lk
〈lk|{vˆα, e−i(q3+q1+q2)·r}+|l,k+ q3 + q1 + q2〉
Elk − El,k+q3+q1+q2 + ~(ω1 + ω2 + ω3) + i~γ
×
[
1
Elk − El,k+q1+q2 + ~(ω1 + ω2) + i~γ
flk − fl,k+q1
Elk − El,k+q1 + ~ω1 + i~γ
− 1
Elk − El,k+q2+q1 + ~(ω1 + ω2) + i~γ
fl,k+q2 − fl,k+q2+q1
El,k+q2 − El,k+q2+q1 + ~ω1 + i~γ
− 1
El,k+q3 − El,k+q3+q1+q2 + ~(ω1 + ω2) + i~γ
fl,k+q3 − fl,k+q3+q1
El,k+q3 − El,k+q3+q1 + ~ω1 + i~γ
+
1
El,k+q3 − El,k+q3+q1+q2 + ~(ω1 + ω2) + i~γ
fl,k+q3+q2 − fl,k+q3+q1+q2
El,k+q3+q2 − El,k+q3+q1+q2 + ~ω1 + i~γ
]
. (B4)
One sees that all the Fermi-function differences are proportional to q1 and can be presented as
flk − fl,k+q1 ≈ −q1β
∂flk
∂kβ
, (B5)
and similarly for the second, third and forth lines in the square parenthesis. Since the factor q1β is obtained, in all
other places of this formula q1 can be set to zero. Then the (3/0) current contribution assumes the form
j(3)α (r0, t)︸ ︷︷ ︸
(3/0)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
e4gs
2S
∑
q1q2q3
φq1ω1φq2ω2φq3ω3e
i(q3+q1+q2)·r0−i(ω1+ω2+ω3)t
×
∑
lk
〈lk|{vˆα, e−i(q3+q2)·r}+|l,k+ q3 + q2〉
Elk − El,k+q3+q2 + ~(ω1 + ω2 + ω3) + i~γ
−q1β
~ω1 + i~γ
×
[
1
Elk − El,k+q2 + ~(ω1 + ω2) + i~γ
∂(flk − fl,k+q2)
∂kβ
− 1
El,k+q3 − El,k+q3+q2 + ~(ω1 + ω2) + i~γ
∂(fl,k+q3 − fl,k+q3+q2)
∂kβ
]
. (B6)
Now one sees that the terms with the Fermi-function differences in the square parenthesis are proportional to the
wavevector q2 times the second derivative of the Fermi functions. Omitting q2 in the rest of the formula we get
j(3)α (r0, t)︸ ︷︷ ︸
(3/0)
≈
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
e4gs
2S
∑
q1q2q3
φq1ω1φq2ω2φq3ω3e
i(q3+q1+q2)·r0−i(ω1+ω2+ω3)t
×
∑
lk
〈lk|{vˆα, e−iq3·r}+|l,k+ q3〉
Elk − El,k+q3 + ~(ω1 + ω2 + ω3) + i~γ
−q1β
~ω1 + i~γ
−q2γ
~(ω1 + ω2) + i~γ
∂2(flk − fl,k+q3)
∂kβ∂kγ
. (B7)
Finally, expanding the last Fermi-functions difference at small q3 and introducing the Fourier components of the
electric field, instead of those of the electric potential, Eqω = −iqφqω, we get Eq. (54).
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2. The contribution (2/1)
The contribution (2/1) consists of the terms containing two Kronecker symbols in the matrix elements in (B3).
Collecting the corresponding terms we get
j(3)α (r0, t)︸ ︷︷ ︸
(2/1)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
e4gs
2S
∑
q1q2q3
φq1ω1φq2ω2φq3ω3e
i(q3+q1+q2)·r0−i(ω1+ω2+ω3)t
×
∑
ll′k
〈l′k|{vˆα, e−i(q3+q1+q2)·r}+|l,k+ q3 + q1 + q2〉
El′k − El,k+q3+q1+q2 + ~(ω1 + ω2 + ω3) + i~γ
(
− (−1)
l+l′
2
)
×
[ ∑
l′′l′′′
δll′′′δl′′′l′′q1βη
β
k + δll′′′q2γη
γ
k+q1
δl′′l′ + q3δη
δ
k+q2+q1
δl′′′l′′δl′′l′
El′k − El′′′,k+q1+q2 + ~(ω1 + ω2) + i~γ
fl′k − fl′′,k+q1
El′k − El′′,k+q1 + ~ω1 + i~γ
−
∑
l′′l′′′
δll′′′δl′′′l′′q2γη
γ
k + δll′′′q1βη
β
k+q2
δl′′l′ + q3δη
δ
k+q2+q1
δl′′′l′′δl′′l′
El′k − El′′′,k+q2+q1 + ~(ω1 + ω2) + i~γ
fl′′,k+q2 − fl′′′,k+q2+q1
El′′,k+q2 − El′′′,k+q2+q1 + ~ω1 + i~γ
−
∑
l′′l′′′
δll′′′δl′′′l′′q3δη
δ
k + δll′′′q1βη
β
k+q3
δl′′l′ + q2γη
γ
k+q3+q1
δl′′′l′′δl′′l′
El′′,k+q3 − El,k+q3+q1+q2 + ~(ω1 + ω2) + i~γ
fl′′,k+q3 − fl′′′,k+q3+q1
El′′,k+q3 − El′′′,k+q3+q1 + ~ω1 + i~γ
+
∑
l′′l′′′
δll′′′δl′′′l′′q3δη
δ
k + δll′′′q2γη
γ
k+q3
δl′′l′ + q1βη
β
k+q3+q2
δl′′′l′′δl′′l′
El′′,k+q3 − El,k+q3+q1+q2 + ~(ω1 + ω2) + i~γ
fl′′′,k+q3+q2 − fl,k+q3+q1+q2
El′′′,k+q3+q2 − El,k+q3+q1+q2 + ~ω1 + i~γ
]
.
(B8)
Consider different contributions in Eq. (B8). In the first line in the square parenthesis we have the Fermi-functions
difference fl′k − fl′′,k+q1. The prefactor resulting from the matrix elements has two terms containing δl′′l′ and one
term which does not contain δl′′l′ . The first two correspond to the intra-band contributions, while the last one –
to the inter-band contribution. The same structure can be seen in the second, third and fourth lines of Eq. (B8).
Combining all intra- and all inter-band terms together and removing one of the Kronecker symbols in the intra-band
sums we get
j(3)α (r0, t)︸ ︷︷ ︸
(2/1)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
e4gs
2S
∑
q1q2q3
φq1ω1φq2ω2φq3ω3e
i(q3+q1+q2)·r0−i(ω1+ω2+ω3)t
×
∑
ll′k
〈l′k|{vˆα, e−i(q3+q1+q2)·r}+|l,k+ q3 + q1 + q2〉
El′k − El,k+q3+q1+q2 + ~(ω1 + ω2 + ω3) + i~γ
(
− (−1)
l+l′
2
)
×
{[∑
l′′′
δll′′′q2γη
γ
k+q1
+ q3δη
δ
k+q2+q1
δl′′′l′′
El′k − El′′′,k+q1+q2 + ~(ω1 + ω2) + i~γ
fl′k − fl′,k+q1
El′k − El′,k+q1 + ~ω1 + i~γ
−
∑
l′′
δll′′q2γη
γ
k + q3δη
δ
k+q2+q1
δl′′l′
El′k − El′′,k+q2+q1 + ~(ω1 + ω2) + i~γ
fl′′,k+q2 − fl′′,k+q2+q1
El′′,k+q2 − El′′,k+q2+q1 + ~ω1 + i~γ
−
∑
l′′
δll′′q3δη
δ
k + q2γη
γ
k+q3+q1
δl′′l′
El′′,k+q3 − El,k+q3+q1+q2 + ~(ω1 + ω2) + i~γ
fl′′,k+q3 − fl′′,k+q3+q1
El′′,k+q3 − El′′,k+q3+q1 + ~ω1 + i~γ
+
∑
l′′
δll′′q3δη
δ
k + q2γη
γ
k+q3
δl′′l′
El′′,k+q3 − El,k+q3+q1+q2 + ~(ω1 + ω2) + i~γ
fl,k+q3+q2 − fl,k+q3+q1+q2
El,k+q3+q2 − El,k+q3+q1+q2 + ~ω1 + i~γ
]
+
[ ∑
l′′l′′′
δll′′′δl′′′l′′q1βη
β
k
El′k − El′′′,k+q1+q2 + ~(ω1 + ω2) + i~γ
fl′k − fl′′,k+q1
El′k − El′′,k+q1 + ~ω1 + i~γ
−
∑
l′′l′′′
δll′′′q1βη
β
k+q2
δl′′l′
El′k − El′′′,k+q2+q1 + ~(ω1 + ω2) + i~γ
fl′′,k+q2 − fl′′′,k+q2+q1
El′′,k+q2 − El′′′,k+q2+q1 + ~ω1 + i~γ
−
∑
l′′l′′′
δll′′′q1βη
β
k+q3
δl′′l′
El′′,k+q3 − El,k+q3+q1+q2 + ~(ω1 + ω2) + i~γ
fl′′,k+q3 − fl′′′,k+q3+q1
El′′,k+q3 − El′′′,k+q3+q1 + ~ω1 + i~γ
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+
∑
l′′l′′′
q1βη
β
k+q3+q2
δl′′′l′′δl′′l′
El′′,k+q3 − El,k+q3+q1+q2 + ~(ω1 + ω2) + i~γ
fl′′′,k+q3+q2 − fl,k+q3+q1+q2
El′′′,k+q3+q2 − El,k+q3+q1+q2 + ~ω1 + i~γ
]}
. (B9)
Now one sees that each of the intra-band terms contains the Fermi-functions difference of the type (fl′′,k+q3 −
fl′′,k+q3+q1) ≈ −q1β∂fl′′,k+q3/∂kβ and all the inter-band terms have the prefactor q1β originating from the matrix
elements. One can therefore set q1 = 0 in the rest of the formula, which simplifies the second energy-denominators,
e.g., El′′,k+q2 −El′′,k+q2+q1 + ~ω1+ i~γ → El′′,k+q2 −El′′,k+q2 + ~ω1+ i~γ = ~ω1+ i~γ. Then, taking the sums over
l′′ and l′′′ in the inter-band contributions we present the result in the form
j(3)α (r0, t)︸ ︷︷ ︸
(2/1)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
e4gs
2S
∑
q1q2q3
φq1ω1φq2ω2φq3ω3e
i(q3+q1+q2)·r0−i(ω1+ω2+ω3)t
×
∑
ll′k
〈l′k|{vˆα, e−i(q3+q2)·r}+|l,k+ q3 + q2〉
El′k − El,k+q3+q2 + ~(ω1 + ω2 + ω3) + i~γ
(
− (−1)
l+l′
2
)
×
{
−q1β
~ω1 + i~γ
[∑
l′′
δll′′q2γη
γ
k + q3δη
δ
k+q2
δl′′l′
El′k − El′′,k+q2 + ~(ω1 + ω2) + i~γ
∂(fl′k − fl′′,k+q2)
∂kβ
−
∑
l′′
δll′′q3δη
δ
k + q2γη
γ
k+q3
δl′′l′
El′′,k+q3 − El,k+q3+q2 + ~(ω1 + ω2) + i~γ
∂(fl′′,k+q3 − fl,k+q3+q2)
∂kβ
]
=A
+ q1β
[
1
El′k − El,k+q2 + ~(ω1 + ω2) + i~γ
(
Kβl′l(k) −Kβl′l(k+ q2)
)
− 1
El′,k+q3 − El,k+q3+q2 + ~(ω1 + ω2) + i~γ
(
Kβl′l(k+ q3)−Kβl′l(k+ q2 + q3)
)]
=B
}
, (B10)
where the function Kβl′l(k) is defined as
Kβl′l(k) = η
β
k
fl′k − flk
El′k − Elk + ~ω1 + i~γ . (B11)
The terms in the first square parenthesis in (B10) denoted as A are transformed as follows. First, we take the sums
over l′′ and set q2 = 0 or q3 = 0 in the terms which have already the prefactors q2γ or q3δ:
A =
(
q2γη
γ
k
El′k − Elk + ~(ω1 + ω2) + i~γ
∂(fl′k − flk)
∂kβ
− q2γη
γ
k+q3
El′,k+q3 − El,k+q3 + ~(ω1 + ω2) + i~γ
∂(fl′,k+q3 − fl,k+q3)
∂kβ
)
−
(
q3δη
δ
k
Elk − El,k+q2 + ~(ω1 + ω2) + i~γ
∂(flk − fl,k+q2)
∂kβ
− q3δη
δ
k+q2
El′k − El′,k+q2 + ~(ω1 + ω2) + i~γ
∂(fl′k − fl′,k+q2)
∂kβ
)
.
(B12)
Now consider the first line in Eq. (B12) which has already the prefactor q2γ . One sees that the second term there
is the same function as the first term but with the argument k + q3. It can be expanded at q3 → 0 which gives the
prefactor q3δ. In the second line the differences of the Fermi functions can be expanded at q2 → 0; in the rest of the
second line we can then set q2 = 0. So we get:
A ≈ −q2γq3δ ∂
∂kδ
(
ηγk
El′k − Elk + ~(ω1 + ω2) + i~γ
∂(fl′k − flk)
∂kβ
)
+ q2γq3δ
ηδk
~(ω1 + ω2 + iγ)
∂2(flk − fl′k)
∂kβ∂kγ
. (B13)
The terms in the second square parenthesis in (B10) denoted as B are transformed as follows. First, we expand the
difference of the K-functions at small q2 and set q2 = 0 in the rest of the formula:
B ≈ −q2γ
(
1
El′k − Elk + ~(ω1 + ω2) + i~γ
∂
∂kγ
(
Kβl′l(k)
)
− 1
El′,k+q3 − El,k+q3 + ~(ω1 + ω2) + i~γ
∂
∂kγ
(
Kβl′l(k+ q3)
))
. (B14)
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Now we see that the expression in the second line is the same function as in the first line but with the argument
shifted by q3. Expanding (B14) at q3 → 0 we then get
B ≈ q2γq3δ ∂
∂kδ
(
1
El′k − Elk + ~(ω1 + ω2) + i~γ
∂
∂kγ
(
ηβk
fl′k − flk
El′k − Elk + ~ω1 + i~γ
))
. (B15)
One sees that both the A and the B terms differ from zero only if l′ = l¯, i.e. A,B ∝ δl′ l¯. Substituting the terms A
and B in (B10), taking the sum over l′ and introducing the Fourier components of the electric field as was described
in Section B 1 we get the expression (55).
3. The contribution (1/2)
The contribution (1/2) consists of the terms containing one Kronecker symbol in the matrix elements in (B3). The
corresponding terms are
j(3)α (r0, t)︸ ︷︷ ︸
(1/2)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
e4gs
2S
∑
q1q2q3
φq1ω1φq2ω2φq3ω3e
i(q3+q1+q2)·r0−i(ω1+ω2+ω3)t
×
∑
ll′k
〈l′k|{vˆα, e−i(q3+q1+q2)·r}+|l,k+ q3 + q1 + q2〉
El′k − El,k+q3+q1+q2 + ~(ω1 + ω2 + ω3) + i~γ
(−1)l+l′
4
×
[ ∑
l′′l′′′
δll′′′q1βq2γη
β
kη
γ
k
El′k − El′′′k + ~(ω1 + ω2) + i~γ
fl′k − fl′′k
El′k − El′′k + ~ω1 + i~γ
+
∑
l′′l′′′
q1βq3δη
δ
k+q2
δl′′′l′′η
β
k
El′k − El′′′,k+q2 + ~(ω1 + ω2) + i~γ
fl′k − fl′′k
El′k − El′′k + ~ω1 + i~γ
+
∑
l′′l′′′
q2γq3δη
δ
k+q1
ηγk+q1δl′′l′
El′k − El′′′,k+q1 + ~(ω1 + ω2) + i~γ
fl′k − fl′′,k+q1
El′k − El′′,k+q1 + ~ω1 + i~γ
−
∑
l′′l′′′
δll′′′q1βq2γη
β
kη
γ
k
El′k − El′′′k + ~(ω1 + ω2) + i~γ
fl′′k − fl′′′k
El′′k − El′′′k + ~ω1 + i~γ
−
∑
l′′l′′′
q2γq3δη
δ
k+q1
δl′′′l′′η
γ
k
El′k − El′′′,k+q1 + ~(ω1 + ω2) + i~γ
fl′′k − fl′′′,k+q1
El′′k − El′′′,k+q1 + ~ω1 + i~γ
−
∑
l′′l′′′
q1βq3δη
δ
k+q2
ηβk+q2δl′′l′
El′k − El′′′,k+q2 + ~(ω1 + ω2) + i~γ
fl′′,k+q2 − fl′′′,k+q2
El′′,k+q2 − El′′′,k+q2 + ~ω1 + i~γ
−
∑
l′′l′′′
δll′′′q1βq3δη
β
kη
δ
k
El′′k − El,k+q2 + ~(ω1 + ω2) + i~γ
fl′′k − fl′′′k
El′′k − El′′′k + ~ω1 + i~γ
−
∑
l′′l′′′
q2γq3δη
γ
k+q1
δl′′′l′′η
δ
k
El′′k − El,k+q1 + ~(ω1 + ω2) + i~γ
fl′′k − fl′′′,k+q1
El′′k − El′′′,k+q1 + ~ω1 + i~γ
−
∑
l′′l′′′
q1βq2γη
γ
k+q3
ηβk+q3δl′′l′
El′′,k+q3 − El,k+q3 + ~(ω1 + ω2) + i~γ
fl′′,k+q3 − fl′′′,k+q3
El′′,k+q3 − El′′′,k+q3 + ~ω1 + i~γ
+
∑
l′′l′′′
δll′′′q2γq3δη
γ
kη
δ
k
El′′k − El,k+q1 + ~(ω1 + ω2) + i~γ
fl′′′,k − fl,k+q1
El′′′k − El,k+q1 + ~ω1 + i~γ
+
∑
l′′l′′′
q1βq3δη
β
k+q2
δl′′′l′′η
δ
k
El′′k − El,k+q2 + ~(ω1 + ω2) + i~γ
fl′′′,k+q2 − fl,k+q2
El′′′,k+q2 − El,k+q2 + ~ω1 + i~γ
+
∑
l′′l′′′
q1βq2γη
β
k+q3
ηγk+q3δl′′l′
El′′,k+q3 − El,k+q3 + ~(ω1 + ω2) + i~γ
fl′′′,k+q3 − fl,k+q3
El′′′,k+q3 − El,k+q3 + ~ω1 + i~γ
]
, (B16)
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where we have set q1 = 0, q2 = 0 or q3 = 0 in the rest of the terms if they already contained the corresponding
q-prefactors. In each of the twelve terms in the square parenthesis in (B16) we have to sum over l′′′ and l′′. This can
be done as follows. Consider, for example, the first line in the square parenthesis in (B16). The sum over l′′′ is taken
due to the Kronecker symbol; l′′′ is then replaced by l. To take the sum over l′′ we notice that l′′ takes two values,
for example, l′ and l¯′. As seen from the Fermi-functions difference, fl′k− fl′′k, the first line vanishes if l′′ = l′. Hence,
l′′ must be equal l¯′. Similarly, one can simplify eight terms out of twelve.
Now consider the third line. Here l′′ = l′ due to the Kronecker delta. The Fermi-functions difference can then be
expanded at q1 → 0 and q1 can be set to zero in the rest of the formula. Using this way one can simplify the other
four terms. Then we obtain:
j(3)α (r0, t)︸ ︷︷ ︸
(1/2)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
e4gs
2S
∑
q1q2q3
φq1ω1φq2ω2φq3ω3e
i(q3+q1+q2)·r0−i(ω1+ω2+ω3)t
×
∑
ll′k
〈l′k|{vˆα, e−i(q3+q1+q2)·r}+|l,k+ q3 + q1 + q2〉
El′k − El,k+q3+q1+q2 + ~(ω1 + ω2 + ω3) + i~γ
(−1)l+l′
4
×
[
q1βq2γ
(
ηβ
k
ηγ
k
El′k − Elk + ~(ω1 + ω2) + i~γ
fl′k − fl¯′k
El′k − El¯′k + ~ω1 + i~γ
− η
β
k+q3
ηγk+q3
El′,k+q3 − El,k+q3 + ~(ω1 + ω2) + i~γ
fl′,k+q3 − fl¯′,k+q3
El′,k+q3 − El¯′,k+q3 + ~ω1 + i~γ
)
− q1βq2γ
(
ηβkη
γ
k
El′k − Elk + ~(ω1 + ω2) + i~γ
fl¯k − flk
El¯k − Elk + ~ω1 + i~γ
− η
β
k+q3
ηγk+q3
El′,k+q3 − El,k+q3 + ~(ω1 + ω2) + i~γ
fl¯,k+q3 − fl,k+q3
El¯,k+q3 − El,k+q3 + ~ω1 + i~γ
)
+
q1βq3δη
δ
k+q2
El′k − El¯′,k+q2 + ~(ω1 + ω2) + i~γ
(
ηβk
fl′k − fl¯′k
El′k − El¯′k + ~ω1 + i~γ
− ηβk+q2
fl′,k+q2 − fl¯′,k+q2
El′,k+q2 − El¯′,k+q2 + ~ω1 + i~γ
)
− q1βq3δη
δ
k
El¯k − El,k+q2 + ~(ω1 + ω2) + i~γ
(
ηβk
fl¯k − flk
El¯k − Elk + ~ω1 + i~γ
− ηβk+q2
fl¯,k+q2 − fl,k+q2
El¯,k+q2 − El,k+q2 + ~ω1 + i~γ
)
+
−q1βq2γq3δηδkηγk
~ω1 + i~γ
(∑
l′′
1
El′k − El′′k + ~(ω1 + ω2) + i~γ
∂(fl′k − fl′′k)
∂kβ
−
∑
l′′
1
El′′k − Elk + ~(ω1 + ω2) + i~γ
∂(fl′′k − flk)
∂kβ
)]
; (B17)
in (B17) we have also rearranged terms and collected them in groups according to their q-prefactors.
Now one sees that the function in the second line differs from the function in the first line by only the shifted (by
q3) argument (k → k + q3). It can therefore be expanded in q3 and simplified. The same can be done in all other
lines except the two last ones which still contain the sums over l′′. These sums can now be also easily taken since in
the last line l′′ should be equal to l¯, while in the last but one line – to l¯′. Making all these transformations we get
j(3)α (r0, t)︸ ︷︷ ︸
(1/2)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
e4gs
2S
∑
q1q2q3
φq1ω1φq2ω2φq3ω3e
i(q3+q1+q2)·r0−i(ω1+ω2+ω3)t
×
∑
ll′k
〈l′k|{vˆα, e−i(q3+q1+q2)·r}+|l,k+ q3 + q1 + q2〉
El′k − El,k+q3+q1+q2 + ~(ω1 + ω2 + ω3) + i~γ
(−1)l+l′
4
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×
[
− q1βq2γq3δ ∂
∂kδ
(
ηβkη
γ
k
El′k − Elk + ~(ω1 + ω2) + i~γ
fl′k − fl¯′k
El′k − El¯′k + ~ω1 + i~γ
)
+ q1βq2γq3δ
∂
∂kδ
(
ηβkη
γ
k
El′k − Elk + ~(ω1 + ω2) + i~γ
fl¯k − flk
El¯k − Elk + ~ω1 + i~γ
)
+
−q1βq2γq3δηδk+q2
El′k − El¯′,k+q2 + ~(ω1 + ω2) + i~γ
∂
∂kγ
(
ηβk
fl′k − fl¯′k
El′k − El¯′k + ~ω1 + i~γ
)
− −q1βq2γq3δη
δ
k
El¯k − El,k+q2 + ~(ω1 + ω2) + i~γ
∂
∂kγ
(
ηβk
fl¯k − flk
El¯k − Elk + ~ω1 + i~γ
)
+
−q1βq2γq3δηδkηγk
~ω1 + i~γ
(
1
El′k − El¯′k + ~(ω1 + ω2) + i~γ
∂(fl′k − fl¯′k)
∂kβ
− 1
El¯k − Elk + ~(ω1 + ω2) + i~γ
∂(fl¯k − flk)
∂kβ
)]
. (B18)
Now we have the required three q-prefactors q1βq2γq3δ and can set q1 = q2 = q3 = 0 in the rest of the formula. Then
it can be rewritten as
j(3)α (r0, t)︸ ︷︷ ︸
(1/2)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
ie4gs
2S
∑
q1q2q3
Eβq1ω1E
γ
q2ω2E
δ
q3ω3e
i(q3+q1+q2)·r0−i(ω1+ω2+ω3)t
×
∑
ll′k
〈l′k|vˆα|lk〉
El′k − Elk + ~(ω1 + ω2 + ω3) + i~γ
(−1)l+l′
2
×
[
∂
∂kδ
(
ηβkη
γ
k
El′k − Elk + ~(ω1 + ω2) + i~γ
(
fl′k − fl¯′k
El′k − El¯′k + ~ω1 + i~γ
− fl¯k − flk
El¯k − Elk + ~ω1 + i~γ
))
+
ηδk
El′k − El¯′k + ~(ω1 + ω2) + i~γ
∂
∂kγ
(
ηβ
k
fl′k − fl¯′k
El′k − El¯′k + ~ω1 + i~γ
)
− η
δ
k
El¯k − El,k + ~(ω1 + ω2) + i~γ
∂
∂kγ
(
ηβk
fl¯k − flk
El¯k − Elk + ~ω1 + i~γ
)
+
ηδkη
γ
k
~ω1 + i~γ
(
1
El′k − El¯′k + ~(ω1 + ω2) + i~γ
∂(fl′k − fl¯′k)
∂kβ
− 1
El¯k − Elk + ~(ω1 + ω2) + i~γ
∂(fl¯k − flk)
∂kβ
)]
. (B19)
Now we can take the sum over l′. One sees that, if l′ = l¯ all the expression in the square parenthesis vanishes.
Hence l′ should be equal to l and we get
j(3)α (r0, t)︸ ︷︷ ︸
(1/2)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
ie4gs
2S
Eβω1(r0)E
γ
ω2(r0)E
δ
ω3(r0)e
−i(ω1+ω2+ω3)t
×
∑
lk
〈lk|vˆα|lk〉
~(ω1 + ω2 + ω3) + i~γ
[
∂
∂kδ
(
ηβkη
γ
k
~(ω1 + ω2) + i~γ
flk − fl¯k
Elk − El¯k + ~ω1 + i~γ
)
+
ηδk
Elk − El¯k + ~(ω1 + ω2) + i~γ
∂
∂kγ
(
ηβk
flk − fl¯k
Elk − El¯k + ~ω1 + i~γ
)
+
ηδkη
γ
k
~ω1 + i~γ
(
1
Elk − El¯k + ~(ω1 + ω2) + i~γ
∂(flk − fl¯k)
∂kβ
)]
. (B20)
Since the electric field, and hence the current, does not depend on the coordinate, the expression (B20) gives the
formula (56).
30
4. The contribution (0/3)
The (0/3) contribution is the only one term in Eq. (B3) which contains no Kronecker symbols. This does not
allow one to immediately take some of the sums. On the other hand, the (0/3) contribution has all three q-prefactors,
q1βq2γq3δ, so that one can set q1 = q2 = q3 = 0 in the rest of the formula and to replace the Fourier components of
the potential by those of the electric field. So we get straightforwardly:
j(3)α (t)︸ ︷︷ ︸
(0/3)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
ie4gs
8S
Eβω1E
γ
ω2E
δ
ω3e
−i(ω1+ω2+ω3)t
×
∑
ll′k
〈l′k|vˆα|lk〉
El′k − Elk + ~(ω1 + ω2 + ω3) + i~γ (−1)
l+l′ηβkη
γ
kη
δ
k
×
[ ∑
l′′l′′′
1
El′k − El′′k + ~(ω1 + ω2) + i~γ
fl′k − fl′′′k
El′k − El′′′k + ~ω1 + i~γ
−
∑
l′′l′′′
1
El′k − El′′′k + ~(ω1 + ω2) + i~γ
fl′′k − fl′′′k
El′′k − El′′′k + ~ω1 + i~γ
−
∑
l′′l′′′
1
El′′k − Elk + ~(ω1 + ω2) + i~γ
fl′′k − fl′′′k
El′′k − El′′′k + ~ω1 + i~γ
+
∑
l′′l′′′
1
El′′k − Elk + ~(ω1 + ω2) + i~γ
fl′′′k − flk
El′′′k − Elk + ~ω1 + i~γ
]
. (B21)
Now we take a sum over l′′′. In the first line in the squared parenthesis l′′′ should be equal l¯′, in the second line – l¯′′,
etc. We get
j(3)α (t)︸ ︷︷ ︸
(0/3)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
ie4gs
8S
Eβω1E
γ
ω2E
δ
ω3e
−i(ω1+ω2+ω3)t
×
∑
ll′k
〈l′k|vˆα|lk〉
El′k − Elk + ~(ω1 + ω2 + ω3) + i~γ (−1)
l+l′ηβkη
γ
kη
δ
k
×
[∑
l′′
1
El′k − El′′k + ~(ω1 + ω2) + i~γ
fl′k − fl¯′k
El′k − El¯′k + ~ω1 + i~γ
−
∑
l′′
1
El′k − El¯′′k + ~(ω1 + ω2) + i~γ
fl′′k − fl¯′′k
El′′k − El¯′′k + ~ω1 + i~γ
−
∑
l′′
1
El′′k − Elk + ~(ω1 + ω2) + i~γ
fl′′k − fl¯′′k
El′′k − El¯′′k + ~ω1 + i~γ
+
∑
l′′
1
El′′k − Elk + ~(ω1 + ω2) + i~γ
fl¯k − flk
El¯k − Elk + ~ω1 + i~γ
]
. (B22)
Now we replace, in the first line in the squared parenthesis, the summation index l′′ by l¯′′; this does not change the
result. Then the (0/3) current is written as
j(3)α (t)︸ ︷︷ ︸
(0/3)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
ie4gs
8S
Eβω1E
γ
ω2E
δ
ω3e
−i(ω1+ω2+ω3)t
×
∑
ll′k
〈l′k|vˆα|lk〉
El′k − Elk + ~(ω1 + ω2 + ω3) + i~γ (−1)
l+l′ηβkη
γ
kη
δ
k
×
[∑
l′′
1
El′k − El¯′′k + ~(ω1 + ω2) + i~γ
(
fl′k − fl¯′k
El′k − El¯′k + ~ω1 + i~γ
− fl′′k − fl¯′′k
El′′k − El¯′′k + ~ω1 + i~γ
)
−
∑
l′′
1
El′′k − Elk + ~(ω1 + ω2) + i~γ
(
fl′′k − fl¯′′k
El′′k − El¯′′k + ~ω1 + i~γ
− fl¯k − flk
El¯k − Elk + ~ω1 + i~γ
)]
. (B23)
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Now one sees that l′′ should be equal to l¯′ in the first line and l in the second line; otherwise, the corresponding terms
vanish. This gives
j(3)α (t)︸ ︷︷ ︸
(0/3)
=
∫ ∞
−∞
dω1
∫ ∞
−∞
dω2
∫ ∞
−∞
dω3
ie4gs
8S
Eβω1E
γ
ω2E
δ
ω3e
−i(ω1+ω2+ω3)t
× 1
~(ω1 + ω2) + i~γ
∑
ll′k
〈l′k|vˆα|lk〉
El′k − Elk + ~(ω1 + ω2 + ω3) + i~γ (−1)
l+l′ηβkη
γ
kη
δ
k
×
[(
fl′k − fl¯′k
El′k − El¯′k + ~ω1 + i~γ
− fl¯′k − fl′k
El¯′k − El′k + ~ω1 + i~γ
)
−
(
flk − fl¯k
Elk − El¯k + ~ω1 + i~γ
− fl¯k − flk
El¯k − Elk + ~ω1 + i~γ
)]
. (B24)
Finally, in this formula, if l′ = l the term in the squared parenthesis vanishes. Thus l′ should be equal l¯. Substituting
l′ = l¯ we get, after some transformations, Eq. (57).
Appendix C: Calculation of conductivity
In this Section we calculate the contributions to the third-order conductivity defined by Eqs. (58) and (54) – (57).
1. The contribution (3/0)
Following the definitions (58) and (54) we present the (3/0) contribution to the third-order conductivity in the form
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(3/0)
=
W(3/0)αβγδ
(Ω1 +Ω2 + Ω3 + iΓ)(Ω1 +Ω2 + iΓ)(Ω1 + iΓ)
, (C1)
where the factor W(3/0)αβγδ is
W(3/0)αβγδ =
ie4gs
E3FS
∑
lk
〈lk|vˆα|lk〉 ∂
3flk
∂kβ∂kγ∂kδ
. (C2)
Substituting in (C2) the matrix element of the velocity (25) and integrating by part we rewrite the function W(3/0)αβγδ
in the form
W(3/0)αβγδ =
ie4gs
~E3FS
∑
lk
∂f(Elk)
∂E
∂Elk
∂kδ
∂3Elk
∂kα∂kβ∂kγ
. (C3)
Due to the factor ∂f(Elk)/∂E only the vicinity of the Fermi level contributes to the integral. Therefore the integration
over the whole Brillouin zone in (C3) is reduced to the integration over the vicinity of two Dirac points. The both
Dirac points contribute equally to the integral which leads to an additional, valley degeneracy factor gv = 2. Near
the Dirac points we have Elk = (−1)l~vFk, Eq. (13). The differentiation gives
∂Elk
∂kδ
= (−1)l~vF kδ
k
, (C4)
∂3Elk
∂kα∂kβ∂kγ
= (−1)l~vF
(
−kαδβγ + kβδαγ + kγδαβ
k3
+ 3
kαkβkγ
k5
)
. (C5)
Substituting (C4) and (C5) back to Eq. (C3) and calculating the integral leads to the following result (at T ≪ |µ|):
W(3/0)αβγδ = i
e4gsgv~v
2
F
16πE4F
(
δαβδγδ + δαγδβδ + δαδδβγ
)
(C6)
Here the angular integration in the k-space [k = k(cosφ, sinφ)] has been performed using Eqs. (A3) and (A4). With
the help of the definitions (61), (63) and (64) we get Eq. (65).
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2. The contribution (2/1)
According to the definition (55) the (2/1)-conductivity has three contributions,
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(2/1)
≡ σ˜(3)αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(2/1),a
+ σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(2/1),b
+ σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(2/1),c
=
ie4gs
2S
∑
lk
〈l¯k|vˆα|lk〉
El¯k − Elk + ~(ω1 + ω2 + ω3) + i~γ
{
1
~2(ω1 + iγ)(ω1 + ω2 + iγ)
ηδk
∂2(flk − fl¯k)
∂kβ∂kγ
+
1
~(ω1 + iγ)
∂
∂kδ
(
ηγk
El¯k − Elk + ~(ω1 + ω2) + i~γ
∂(flk − fl¯k)
∂kβ
)
+
∂
∂kδ
[
1
El¯k − Elk + ~(ω1 + ω2) + i~γ
∂
∂kγ
(
ηβk
flk − fl¯k
El¯k − Elk + ~ω1 + i~γ
)]}
, (C7)
corresponding to the three lines in Eq. (C7). Consider them one after another.
The first-line term in Eq. (C7) can be written as
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(2/1),a
=
1
4O1O12
ie4gs
2E2FS
∑
lk
〈l¯k|vˆα|lk〉
El¯k − Elk + ~(ω1 + ω2 + ω3 + iγ)
ηδk
∂2(flk − fl¯k)
∂kβ∂kγ
. (C8)
Substituting the inter-band matrix element of the velocity (26) and taking the sum over l we obtain
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(2/1),a
=
1
4O1O12
ie4gs
4~E2FS
∑
k
(
2Ek
2Ek + ~(ω1 + ω2 + ω3 + iγ)
− 2Ek
2Ek − ~(ω1 + ω2 + ω3 + iγ)
)
× ηαkηδk
∂2(f1k − f2k)
∂kβ∂kγ
, (C9)
where Ek = E2k. The Fermi-functions difference in (C9), (f1k−f2k), is proportional to Θ(k−kF ) at T = 0, therefore
the integrand in (C9) contains the derivative of the delta-function δ′(k−kF ), only the vicinity of the two Dirac points
contributes to the integral, and the integration over dk can be easily done. Performing the angular integration with
the help of formulas (A3) and (A4) we get
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(2/1),a
= σ
(3)
0
i
4O1O12
[
δαδδβγ
(
1
1−O123 −
1
1 +O123
)
+O123
(
δαδδβγ −∆αβγδ/4
)( 1
(1 +O123)2
+
1
(1 −O123)2
)]
. (C10)
This gives the first (a) contribution to S(2/1)αβγδ (Ω1,Ω2,Ω3).
The second-line term in Eq. (C7) has the form
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(2/1),b
=
ie4gs
8O1~EFS
∑
lk
(El¯k − Elk)ηαk
El¯k − Elk + ~(ω1 + ω2 + ω3 + iγ)
× ∂
∂kδ
(
ηγk
El¯k − Elk + ~(ω1 + ω2 + iγ)
∂(flk − fl¯k)
∂kβ
)
(C11)
Calculating it similarly we get
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(2/1),b
= σ
(3)
0
−i
4O1
{(
δαβδγδ −∆αβγδ/4 + δαγδβδ −∆αβγδ/4
(1 +O123)
)
1
(1 +O12)(1 +O123)
+
(
δαβδγδ −∆αβγδ/4 + δαγδβδ −∆αβγδ/4
(1 −O123)
)
1
(1−O12)(1−O123)
}
. (C12)
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This gives the second (b) contribution to S(2/1)αβγδ (Ω1,Ω2,Ω3).
The third-line term in Eq. (C7),
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(2/1),c
=
ie4gs
4~S
∑
lk
(El¯k − Elk)ηαk
El¯k − Elk + ~(ω1 + ω2 + ω3) + i~γ
× ∂
∂kδ
[
1
El¯k − Elk + ~(ω1 + ω2) + i~γ
∂
∂kγ
(
ηβk
flk − fl¯k
El¯k − Elk + ~ω1 + i~γ
)]
, (C13)
can be reduced, after a long integration, to the form
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(2/1),c
= σ
(3)
0
i
4
[
(δαβδγδ −∆αβγδ/4)
(
J1(O1, O12, O123)− J1(−O1,−O12,−O123)
)
− (δαγδβδ −∆αβγδ/4)
(
J2(O1, O12, O123)− J2(−O1,−O12,−O123)
)]
, (C14)
where the integrals J1(a, b, c) and J2(a, b, c) are defined in (69) – (70). The formula (C14) gives the last (c) contribution
to S(2/1)αβγδ (Ω1,Ω2,Ω3). Combining all three contributions we get after some transformations Eq. (66).
3. The contribution (1/2)
According to the definition (56) the (1/2)-conductivity also has three contributions,
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(1/2)
= σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(1/2),a
+ σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(1/2),b
+ σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(1/2),c
=
1
O123
ie4gs
4EFS
∑
lk
〈lk|vˆα|lk〉
[
1
~(ω1 + ω2) + i~γ
∂
∂kδ
(
ηβkη
γ
k
flk − fl¯k
Elk − El¯k + ~ω1 + i~γ
)
+
ηδk
Elk − El¯,k + ~(ω1 + ω2) + i~γ
∂
∂kγ
(
ηβk
flk − fl¯k
Elk − El¯k + ~ω1 + i~γ
)
+
ηγkη
δ
k
~ω1 + i~γ
1
Elk − El¯k + ~(ω1 + ω2) + i~γ
∂(flk − fl¯k)
∂kβ
]
, (C15)
corresponding to the three lines in Eq. (C15). The first one (a) has the form
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(1/2),a
=
1
O123
ie4gs
4EFS
∑
lk
〈lk|vˆα|lk〉
~(ω1 + ω2) + i~γ
∂
∂kδ
(
ηβkη
γ
k
flk − fl¯k
Elk − El¯k + ~ω1 + i~γ
)
. (C16)
Calculating it like in the previous cases we get:
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(1/2),a
= σ
(3)
0
i∆αβγδ
8O123O12O1
(
1
2O1
ln
1 +O1
1−O1 − 1
)
. (C17)
The second (b) contribution is
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(1/2),b
=
1
O123
ie4gs
4EFS
∑
lk
〈lk|vˆα|lk〉ηδk
Elk − El¯,k + ~(ω1 + ω2) + i~γ
∂
∂kγ
(
ηβk
flk − fl¯k
Elk − El¯k + ~ω1 + i~γ
)
. (C18)
34
Calculating it we get
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(1/2),b
= σ
(3)
0
−i
4O123
{(
δαβδγδ −∆αβγδ/4
)(
J3(O1, O12) + J3(−O1,−O12)
)
−
(
δαγδβδ −∆αβγδ/4
)(
J4(O1, O12) + J4(−O1,−O12)
)}
(C19)
where the integrals J3(a, b) and J4(a, b) are defined in Eqs. (71) – (72).
The last (c) contribution corresponding to the third line in (C15) can be written as
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(1/2),c
=
1
O1O123
ie4gs
4E2FS
∑
lk
〈lk|vˆα|lk〉ηγkηδk
Elk − El¯k + ~(ω1 + ω2) + i~γ
∂(flk − fl¯k)
∂kβ
. (C20)
After the integration we obtain
σ˜
(3)
αβγδ(ω1, ω2, ω3)︸ ︷︷ ︸
(1/2),c
= σ
(3)
0
i
4O123O1
(
1
1 +O12
− 1
1−O12
)(
δαβδγδ −∆αβγδ/4
)
. (C21)
Combining all three contributions we get after some transformations Eq. (67).
The last, (0/3), contribution is calculated similarly.
Appendix D: Special cases for the integrals Jn
The formula (74) – (78) provide results for the integrals J1(a, b, c) – J5(a, b) at all values of the arguments a, b and
c but in the “degenerate” cases a = b, a = c, etc. it is useful to have their simplified explicit expressions. Here they
are.
1. Integral J1(a, b, c)
In the special “degenerate” cases we have:
J1(a, a, c) = 1
a2c
+
c− 2a
a2(a− c)2(a+ 1) +
4c− a
c(a− c)3(c+ 1) −
1
2(a− c)2(a+ 1)2 −
1
(a− c)2(c+ 1)2
− −3a
3 + 12a2c− 8ac2 + 2c3
a3(a− c)4 ln(a+ 1)−
2a− 5c
c(a− c)4 ln(c+ 1), (D1)
J1(a, b, a) = 1
a2b
+
1
a(a− b)2(a+ 1) −
1
(a− b)3(b+ 1) +
2a− b
2a(a− b)2(a+ 1)2 +
2
3(a− b)(a+ 1)3
− −a
3 + 2a2b− 3ab2 + b3
a3(a− b)4 ln(a+ 1)−
a2 − 3ab+ 3b2
b2(a− b)4 ln(b+ 1), (D2)
J1(a, b, b) = 1
ab2
+
a− 4b
b(a− b)3(b+ 1) +
4b− a
2b(a− b)2(b + 1)2 −
1
(a− b)(b+ 1)3
− −a
2 − 3ab+ b2
a2(a− b)4 ln(a+ 1)−
a3 − 3a2b+ 2ab2 + 3b3
b3(a− b)4 ln(b+ 1), (D3)
J1(a, a, a) = 1
a3
+
1
a3(a+ 1)
− 3
4(a+ 1)4
− 1
3a(a+ 1)3
− 2
a4
ln(a+ 1). (D4)
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2. Integral J2(a, b, c)
For the second integral in the special cases we have:
J2(a, a, c) = 1
2a(a− c)(a+ 1)2 +
2a− c
a2(a− c)2(a+ 1) −
3a2 − 3ac+ c2
a3(a− c)3 ln(a+ 1) +
1
c(a− c)3 ln(c+ 1), (D5)
J2(a, b, a) = − 1
a(a− b)2(a+ 1) −
1
b(a− b)2(b+ 1) −
b− 3a
a2(a− b)3 ln(a+ 1)−
3b− a
b2(a− b)3 ln(b+ 1), (D6)
J2(a, b, b) = 2b− a
b2(a− b)2(b+ 1) −
1
2b(a− b)(b+ 1)2 −
1
a(a− b)3 ln(a+ 1)−
−a2 + 3ab− 3b2
b3(a− b)3 ln(b + 1), (D7)
J2(a, a, a) = − 1
a3(a+ 1)
− 1
2a2(a+ 1)2
− 1
3a(a+ 1)3
+
1
a4
ln(a+ 1). (D8)
3. Integrals J3(a, b)−J5(a, b)
For these integrals the number of special cases is small and we get:
J3(a, a) = − 2
a3
ln(1 + a) +
1
a2
+
1
a2(1 + a)
, (D9)
J4(a, a) = − 1
2a(1 + a)2
− 1
a2(1 + a)
+
1
a3
ln(1 + a) (D10)
J5(a, a) = −J5(a,−a) = 4
a2
+
2
a2(1− a2) +
3
a3
ln
(1− a)
(1 + a)
. (D11)
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