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Abstract
We give a short proof of Stein’s universal multiplier theorem, purely by probabilistic
methods, thus avoiding any use of harmonic analysis techniques (complex interpolation
or transference methods).
1 Introduction
The celebrated Stein’s universal multiplier theorem [Ste70, Corollary IV.6.3] provides
strong (Lp, Lp)-bounds for a general family of operators related to a Markovian semigroup
(T t)t≥0, virtually without any assumption on the underlying measure space (X,m). More
recent proofs of this classical result are based on analytic methods (see [CRW78, Cow81]
and the monograph [CW76]), which also shows that the Markovianity assumption on the
semigroup can be removed, keeping only the Lp-contractivity assumption. On the other
hand, Stein’s original proof relies on deep connections with martingale theory; not much
later, P.A. Meyer began to investigate the problem purely by stochastic methods (see e.g.
[Mey76] and subsequent articles, and also [Mey85] for an exposition of the transference
approach).
In [Ste70], the multiplier theorem is actually a corollary of Lp-bounds for suitable
Littlewood-Paley g-functions, which follows from a clever complex interpolation between
the L2 case, which holds by spectral theory, and an Lp-inequality, obtained by martingale
tools. From a probabilist’s viewpoint, this interpolation argument could be a mountain
to climb: Meyer literally wrote that on ne “comprend” pas ce qui se passe [Mey76, end
of Section 1].
In this note we prove the multiplier theorem (Theorem 1 below) relying only on mar-
tingale tools, namely Rota’s construction and Burkho¨lder-Gundy inequalities, the main
contribution being therefore that we avoid the use of complex interpolation. With hind-
sight, this result could be considered as an analogue of the short proof of the maximal
theorem for Markovian semigroups, sketched in [Ste70, below Theorem IV.4.9]: like in
that case, powerful analytical tools can prove results for rather general semigroups but,
in the Markovian setting, probability is enough and gives much simpler proofs. It is re-
markable that, apparently, this shortcut went unnoticed, maybe because both Stein and
Meyer were focusing mainly on Littlewood-Paley functions.
The proof allows also for an easy computation of the constants involved (in terms of
p) and also for the norm of operators given by imaginary powers of the generator of the
semigroup [Ste70, Corollary IV.6.4]. Assuming these bounds only, one can then deduce
boundedness of g-functions [Med95, Theorem 1.1]. Another application (Corollary 4)
comes from the fact that some form of Burkho¨lder-Gundy inequalities still holds true
for p = 1 (Davis’ Theorem): we remark that one might also obtain analog results in a
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general, non-Markovian, setting by extrapolation on the Lp bounds (for a detailed account
on Yano’s extrapolation theory, see [KM05]).
After writing this note, we discovered that a similar argument already appeared in the
last section of [Shi97]: there, however, continuous-time stochastic calculus is widely used
and it is not fully recognized that Rota’s construction and Burkho¨lder-Gundy inequalities
suffice, without any assumption on the underlying measure space.
2 Setting
We briefly recall the setting and notation of [Ste70, Chapters III and IV]. Let (X, dx) be
a σ-finite measure space and let (T t)t≥0 be a strongly continuous semigroup of operators
defined on L2 (X, dx) such that the following conditions hold:
1. ‖T tf‖p ≤ ‖f‖p (1 ≤ p ≤ ∞) (contraction);
2. T t is self-adjoint on L2 (X,µ), for every t ≥ 0 (symmetry);
3. T tf ≥ 0 if f ≥ 0 (positivity);
4. T t1 = 1 (conservation of mass),
where T t1 is defined by supn T
tIAn , taking a sequence An ↑ X , with IAn ∈ L
2 (this is
well defined in general because of positivity). The infinitesimal generator A of (T t)t≥0 in
L2 (X, dx) is given by
A = lim
t↓0
f − T tf
t
,
for any f ∈ L2 (X,µ), whenever the limit exists in L2 (X, dx) (that defines its domain
D(A)).
Because of symmetry and contraction assumptions on T t, the generator A is a self-
adjoint, non-negative and densely defined operator. By spectral theory, there exists a
unique resolution of the identity (E (λ))λ∈R associated to A. In particular, the represen-
tation of T t = e−tA, t ≥ 0, holds in the following sense:
〈
T tf, g
〉
=
∫ ∞
0
e−tλd 〈E (λ) f, g〉 , (2.1)
where, for any f , g ∈ L2 (X, dx), λ 7→ 〈E (λ) f, g〉 is a bounded variation function on R,
with total variation not greater than ‖f‖2 ‖g‖2.
On the other side, positivity and conservation assumptions allows for a dynamical real-
ization of the semigroup as the transition semigroup associated to a Markov process, with
state space X and dx as invariant measure: this is the content of [Ste70, Theorem IV.4.9]
(due to G.C. Rota), that we describe here in a more explicit form (and actually a bit
simplified, as we require only a finite product space). Note that, having no assumption
on X , it is not clear whether T ε is induced by some probability kernel; still, the proof
proceeds as in the case of existence of Markov chains.
Given ε > 0 and N ∈ N, let Ω = XN+1, endowed with the product σ-algebra. For
k ∈ {0, . . . , N}, let pik be the projection on the k-th factor, let
Fk = σ (pik, pik+1, . . . , piN )
which defines an reverse (i.e. decreasing) filtration and let Fˆ = σ (pi0). Then, there exists a
σ-finite measure P = Pε,n on Ω such that the law of pi0 w.r.t. P is dx and for k ∈ {0, . . . , N},
P is σ-finite on Fk and for every f ∈ L
1 (X, dx), it holds
T εf (pi0) = Eˆ [Ek [f (pi0)]] = Eˆ [fk] ,
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where Eˆ denotes the conditional expectation operator w.r.t. Fˆ, Ek is the same, w.r.t. Fk
and fk = Ek [f ◦ pi0] is a reverse martingale: of course, being the set of times finite, there
is no problem in applying the usual theory of martingales. Moreover, it is not difficult
to check that all the properties and theorems used here and in what follows, which are
well known to hold in probability spaces, extend verbatim to the σ-finite case, the only
exception being Corollary 4 below.
We recall now the special case of spectral multipliers problem, addressed by Stein. Let
M be a bounded Borel function on (0,∞) and define, for λ > 0,
m (λ) = −λ
∫ ∞
0
M (t) e−tλdt, (2.2)
(let also m (0) = 0), which is a so-called multiplier of Laplace transform type, when we
use it to define, by means of spectral calculus, the operator
Tmf =
∫ ∞
0
m (λ) dE (λ) f , (2.3)
for f ∈ L2 (X, dx). Since
‖m‖∞ = sup
λ
|m (λ)| ≤ sup
t
|M (t)| = ‖M‖∞ , (2.4)
it follows by the spectral theorem that Tm is well defined and maps continuously L
2 (X, dx)
into itself, with operator norm ‖Tm‖2,2 ≤ ‖M‖∞. The problem consists in proving that,
for p ∈]1,∞[, Tm maps continuously L
2 ∩ Lp (X, dx) into itself.
3 Proof of the multiplier theorem
We are in a position to state and prove Stein’s result.
Theorem 1 (Stein’s multiplier theorem). Let p ∈]1,∞[. Then, Tm is a bounded linear
operator on L2 ∩ Lp (X, dx), with
‖Tm‖p,p ≤ Cp ‖M‖∞ ,
where Cp = O((p− 1)
−1) as p ↓ 1.
We sketch heuristically the line of reasoning. By substituting (2.2), which gives m in
terms of M , into (2.3) and exchanging integrals, we obtain the expression
Tmf =
∫ ∞
0
M (t)
[∫ ∞
0
−λe−tλdE (λ) f
]
dt =
∫ ∞
0
M (t)
d
dt
T tfdt, (3.1)
where we also used (2.1). Then, we formally simplify the increments dt and recall that,
by Rota’s construction, it holds T tf = Eˆ [ft], where ft is some reverse martingale:
Tmf =
∫ ∞
0
M (t) dT tf = Eˆ
[∫ ∞
0
M (t) dft
]
.
To estimate the Lp norm, we use the fact that Eˆ is a contraction and Burkho¨lder-Gundy
inequalities, obtaining
‖Tmf‖p ≤ Cp ‖M‖∞ ‖f‖p .
To make this reasoning rigorous, we first consider the case when M is a step function
and then we pass to the limit. To do this, we state and prove two elementary lemmas,
the first being in fact a special case of (3.1) for step functions.
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Lemma 2. Given N ∈ N, let 0 = t0 ≤ t1 ≤ . . . ≤ tN <∞ and let
M =
N−1∑
i=0
MiI[ti,ti+1[. (3.2)
Then, for every f ∈ L2 (X, dx) it holds
Tmf =
N∑
i=0
Mi
(
T ti+1f − T tif
)
. (3.3)
Proof. Since M 7→ m 7→ Tm is linear, it is enough to consider the case M = I[0,t[ and
prove that Tm = T
t − Id. Integrating by parts, we have m (λ) = e−tλ − 1 and so we
conclude by (2.1).
Lemma 3. Let (Mn)n≥0 be a sequence of Borel functions, with ‖Mn‖∞ uniformly bounded
and converging L 1-a.e. to some function M . Then, for every f ∈ L2 (X, dx), it holds
lim
n→∞
Tnf = Tmf in L
2 (X, dx),
where Tn denotes the operator defined by M
n in place of M .
Proof. As above, by linearity, it is enough to consider the case M = 0 (i.e. m = 0 and
Tm = 0). By dominated convergence, from (2.2) we obtain that, for every λ ∈ [0,∞[,
|mn (λ)| converges to zero. From (2.4) and the assumption on (M
n)n≥0 this convergence
is dominated by some constant, and this suffices to pass to the limit. Indeed, given
f ∈ L2 (X, dx), by spectral theorem, it holds
‖Tnf‖
2
2 = 〈Tnf, Tnf〉 =
∫ ∞
0
|mn (λ)|
2
d 〈E (λ) f, f〉 .
As already remarked, d 〈E (λ) f, f〉 is a finite positive measure and so we conclude by
dominated convergence.
Proof of Theorem 1. We may assume that |M | ≤ 1. First, let M be a step function
of the form (3.2), where ε = ti+1 − ti constant for i ∈ {0, . . . , N − 1}. If we apply Rota’s
theorem, as described in the previous section, we obtain from Lemma 2 above that
Tmf ◦ pi0 =
N−1∑
i=0
Mi
(
Eˆ [fi+1]− Eˆ [fi]
)
= Eˆ
[
N−1∑
i=0
Mi (fi+1 − fi)
]
, P-a.s. in Ω.
It holds therefore
‖Tmf‖p =
∥∥∥∥∥Eˆ
[
N−1∑
i=0
Mi (fi+1 − fi)
]∥∥∥∥∥
p
,
where the first norm is computed in Lp (X, dx) and the other in Lp (Ω,P), because the
law of pi0 is dx. Since conditional expectations are contractions, we have
‖Tmf‖p ≤
∥∥∥∥∥
N∑
i=0
Mi (fi+1 − fi)
∥∥∥∥∥
p
.
We apply Burkho¨lder-Gundy inequalities for martingale transforms (e.g. [Ste70, Theo-
rem IV.4.2]) to the reverse martingale above:∥∥∥∥∥
N∑
i=0
Mi (fi+1 − fi)
∥∥∥∥∥
p
≤ cp ‖f‖p ,
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where c (p) is a constant, depending only on p: the claimed bound for p ↓ 1 follows from
constants-chasing in Marcinkiewicz interpolation. In the general case, we approximate
a M with a sequence of step functions (Mn)n≥1 such that |M
n| ≤ 1 for every n and
Mn (s) → M (s), L 1-a.e. s ∈ [0,∞[: this possibility is well-known, as it follows e.g.
by density in L1
(
[0,∞[,L 1
)
of step functions and a diagonal argument. For a fixed
f ∈ L2 ∩ Lp (X, dx), Lemma 2 entails that, up to a subsequence, (Tnf) converge dx-a.e.
to Tmf . By Fatou’s lemma, it holds
‖Tmf‖p ≤ lim infn→∞
‖Tnf‖p ≤ cp ‖f‖p ,
that gives the thesis.
Corollary 4. If (X, dx) has finite measure |X |, it holds for every f ∈ L2 (X, dx),
‖Tmf‖1 ≤ c |X | ‖M‖∞ ‖f‖L logL ,
where c > 0 is some universal constant.
Proof. We may assume that |X | = 1 and ‖M‖∞ ≤ 1. Arguing as above, we apply Davis’
Theorem instead of Burkho¨lder-Gundy inequalities, e.g. [LLP80, Theorem 2.1]:
E
[∣∣∣∣∣
N∑
i=0
Mi (fi+1 − fi)
∣∣∣∣∣
]
≤ cE

(N−1∑
i=0
|fi+1 − fi|
2
)1/2 ≤ cE [ sup
i=0,...N
|fi|
]
.
Then, we use the well-known corollary of Doob’s inequality, that allows to control the L1
norm of a maximal function of martingale (closed by f) in terms of the L logL norm of
f .
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