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時間で解き得ることが報告されている（Ad1er et a1．（1989a，1989b），Monma and Morton











            minimizeπoτκ， subject to Aκ＝ろ， κ≧0， （2．1）






















 （2．3）       minimize。（Xo）「o， subject toλX〃＝ろ， o≧0
（Xはκを対角要素に持つ対角行列である；以後この記法を頻繁に用いる）を考え，この問題
に対して“単位行列∫による計量”に関する目的関数（Xc）「mの最急降下方向を












 （2．5）              cτo＝O for a11o∈Ker A
を意味すること， そして線形代数の良く知られた事実
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σについて，












 （iii）o＊≡c「κ＊＝1im為一。。o「κ比とすると，すべての々》0について，δ（λ，ろ，o）11 oll llκ冶一κ＊llく





               ＝0τ（〆一κ糾1）
が成立する．oT（〆一戸十1）は0に収束するので，
（…）    腔、［（。ろ一・”］・十・・
また，





                       々（4．9） δ（A，ろ，o）llcllllκLκollくδ（A，ろ，o）llollΣllκLκ’’111く。Tκo－o「〆く。τκo－o＊






































 （5．2）  X（トP（κ））X5＝X（∫一P（κ））X（o一〃夕）＝X（∫一P（κ））Xc＝a（κ）

































 （5．7）a。（κ）＝｛加1minimizeヵ、（力rゴ。（κ））τX互2（加一ゐ（κ）），subject to A力＝0，加＝aM（κ）｝．
 m（κ）に対応して，同次形アフィンスケーリング方向a（κ）についてもそれを目的関数値で正
規化した量
（5．。）      カ（、）≡X；4（κ）












 （5．9）                  ψ（κM）＝l N l1og∫鳥κ〃一Σ1ogκゴ．
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ポテンシャルの減少量は，補題5．1（i）を用いると，同様にして，
（…）ψ（11－／、［（音源］）一1（／l）一1川1・・（・一／脇）一思1・・（・一／、脇］）







（5．15）         〆≡G（が，λ）一∬（減，λ）
とするとΣ買一K l戸1＜∞が成立する．












         λ   5τκ糾’ δ（A，ろ，o）llollllκ々十1一κ＊ll（516）1Iﾈ［、1］11・ゐ■■2＝。・、1≧  ㌶、序
             ＞δll・1111κ寿十’ll＞（1一λ）1・llδ11州1（1一λ）ll・11δ
             一 鵡 一 す、嚇 ＝I同r＞0
と評価できる（評価の最右辺が后に依らなし）ことに注意）．また，補題5．1（ii）～（v）より，
              λ       λ（5・17）    κ［、1］ll・々II2＝佃］一■赫■12＋o（（す纐2）
と評価できることを（5．16）と合わせて用いると
（5．18） 1≡lI1禁一■辮一…（（鮒）
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であることが分かる．一方，（2．10），補題5．1（ii），（iii），（v）より，
            λ          λ     λ（…）  1一。［、1］・タ≧1一λ・ κ［、1］・タ＝佃1糾0（（榊）2）
と評価できるので，（5．18）を導いたのと同様にして，各ゴ∈Mについて，











 （5．23）          O＜λ2くθく2σ．
（5．22）より，
 （5，24）              H（売M，λ）＝σ1og（1一θ1δM112）一Σ1og（1一θあ）
                          一∈M
と書ける．ここで次の不等式を用いてHを評価する：
 （5．25）                    1og（1一ζ）く一ζ   （ζ＜1），
（…）着1・・（・一仏）一，、享、利（†与一誓一）・、：菓、列1・・（・一肌）
             ・、刈†1今ドーI今13一）・，：ム列1・・（・一肌）
             ・、刈一・一山）・、ム引（†2（14［、］））























































 （6．4）    小τ▽！（ツ）＝小丁ん∫刃’e＝0fora11小∈｛〃A歪小＝o｝
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 （7．4） minimize〔。”，。、）雄X京2伽十減X万2卵， subject to A刃。十A〃M＝一AMゐ（κ）．
証明．最適化問題（5．1）を，新しい変数伽＝力raM（κ），吻＝加を導入して書き直すと，
 （7．5）     minimize（q”，g月〕2gM（κ）τ卯十必X万2卵十砧X互2伽，







（7．6）   1㌫1（a。（κ）一3。（κ））llく3（C＊）2i1石1121風11211ル’a。（κ）1．
証明．（卯，σ。）＝（0，a。（κ））は（7．4）の可能解であるから，補題7．2より，不等式
（7，7）     llx万1（a。（κ）一a。（κ））l12＋llx互’ゐ（κ）l12くllx亙1ゐ（κ）l12
が成り立つ．したがって，
（7．8）   l1方1（aw（κ）一a。（κ））l12くllx互’ゐ（κ）l12－llx亙1ゐ（κ）l12
                  ≦llxΣ1（あ（κ）一a月（κ））llllx互1（ゐ（κ）十aB（κ））ll
を得る．ここで，a。（κ）が（5．7）の最適解であることに注目しよう．λa（κ）＝Oであることを用
いると，（5．7）の制約を次のように書き直すことができる．





                くll x一…一111c＊llδaM llく。＊11x互11111xw ll ll x元1δゴM ll
と評価できる．この結果と補題7．1を用いると，（7．8）は，さらに
（7．11） llx万1δゴM（κ）l12くllxΣ’（ゐ（κ）一ゐ（κ））llllx互’（a。（κ）十ゐ（κ））ll
           く。＊ll x互11111x〃ll ll x元1δaw ll・（2c＊ll x互11111xM ll ll x万1aM（κ）ll
             ＋c＊11石11111x．ll11方’δa。（κ）ll）
と評価できる．したがって，
 （7．12）    （1一（C＊）21石2111ふ112）l1方ユ（a。（κ）一ゴ。（κ））li





 次に（iv）を証明する．補題7．1，ll x元13M（κ）llくll xM5w ll，系4．3より，
（。．。。） 一1、差I1くI■（劣雄11く。＊一，（x麦）一’■一，，．禁Ill■（跡1州Iく。■一x舵、1■，


























 （8．1）       minimize（κ，。〕オ， subject to Aκ一れ＝ろ，κ≧0，左≧0．
（κ，左）＝（禿，1）は内点可能解であり，この問題は，仮定1を満たしていることは簡単に確かめら
れる．その双対問題は，






 （8．3）      夕’＝｛（κ，云）1ル＝う，κ。、＝o，κ。、≧o，c＝o｝
と書ける．したがって
 （8．4）        夕＝｛κ1ル＝ろ，κ。、＝o，蛎、》o｝
である．一方，双対問題の最適解（夕＊，5＊，剛は，強相補性条件より，




 （8．6）       minimize工且，o君、幼、， subject to A31地、＝ろ， κ。、≧O
この双対問題は，
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 （8．8）      κ材＝0， κ餅＞O， ∫跡＞0， ∫彦、＊＝0
が成立する．そこで，κ餅＝（κ跡，κ削に州成分κ炉＝0を捕し），
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Theoretica1Ana1ysis of the A茄ne Sca1ing A1gorithm
                   Takashi Tsuchiya
           （The Institute of Statistica1Mathematics）
    This paper presents a simp1i丘ed andse1f－containedconvergence ana1ysis ofa1ong－step
a冊ne sca1ing a1gorithm for1inear programming prob1ems where we move with a fraction
up to2／3of the way to the boundary of the feasible region at each iteration．G1oba1
convergence of dua1estimates is shown as we11 as g1oba1convergence of prima1iterates．
The ana1ysis may be regarded as a nove1way to introduce the interior point method and
the duaI早ty theory for1inear programming simultaneous1y to those who are fami1iar with
1inear a1gebra and e1ementary ana1ysis but not with the theory of mathematica1program－
ming．
Key words：Linear programming，interior point methods，a揃ne scaling a1gorithm，dua1ity
theory，91oba1convergence．
