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Abstract
Biometric information analysis is derived from the analysis of a series of physical and
biological characteristics of a person. It is widely regarded as the most fundamental task
in the realms of computer vision and machine learning. With the overwhelming power
of computer vision techniques, biometric information analysis have received increasing
attention in the past decades. Biometric information can be analyzed from many sources
including iris, retina, voice, fingerprint, facial image or even the way one walks with. Facial
image and gait, because of their easy availability, are two preferable sources of biometric
information analysis.
In this thesis, we investigated the development of most recent computer vision techniques
and proposed various state-of-the-art models to solve the four principle problems in biometric
information analysis including the age estimation, age progression, face retrieval and gait
recognition.
For age estimation, the modeling has always been a challenge. Existing works model the
age estimation problem as either a classification or a regression problem. However, these
two types of models are not able to reveal the intrinsic nature of human age. To this end, we
proposed a novel hierarchical framework and a ordinal metric learning based method. In the
hierarchical framework, a random forest based clustering method is introduced to find an
optimal age grouping protocol. In the ordinal metric learning approach, the age estimation is
solved by learning an subspace where the ordinal structure of the data is preserved. Both of
them have achieved state-of-the-art performance.
For face retrieval, specifically under a cross-age setting, we first proposed a novel task,
that is given two images, finding the target image which is supposed to have the same identity
with the first input and the same age with the second input. To tackle this task, we proposed
a joint manifold learning method that can disentangle the identity with the age information.
Accompanied with two independent similarity measurements, the retrieval can be easily
performed.
For aging progression, we also proposed a novel task that has never been considered. We
devoted to fuse the identity of one image with the age of another image. By proposing a
x
novel framework based on generative adversarial networks, our model is able to generate
close-to-realistic images.
Lastly, although gait recognition is an ideal long-distance biometric information task that
makes up the shortfall of facial image, existing works are not able to handle large scale data
with various view angles. We proposed a generative model to solve this term and achieved
promising results. Moreover, our model is able to generate evidences for forensic usage.
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Chapter 1
Introduction
The word “computer” was first recorded as being used in 1613 to refer to a person who
performed calculations or computations [1]. In the end of the 19th century, “computer” started
to be used to refer to a machine that performed calculations. The concept of modern computer
was invented by Alan Turing in 1936 to describe a machine that manipulate symbols on a
strip of tape according to a table of rules. Since then the architecture of modern computer
has experienced many evolutions. In 1945, Von Neumann et.al. proposed a computer
architecture which consists of a processing unit that contains an arithmetic logic unit and
processor registers, a control unit that contains an instruction register and program counter,
memory that stores data and instructions, external mass storage and input/output mechanisms.
This architecture is still used today in most computers. Entering the 21st century, with the
development across disciplines of semiconductor physics, boolean algebra, integrated circuit,
artificial intelligence etc., computer enters our daily life and plays an extremely important
role in many areas including education, business, health care, entertainments etc.
Vision, the faculty or state of being able to see, is a natural ability of our human beings.
For computer, the vision is the ability of automatic extraction, analysis and understanding
high-level information from digital images or videos . One can imagine that there will be
many potential applications when computers have, if not better than, competitive vision
ability with human beings. Specifically, computer vision techniques have been used for
Recognition, Detection, Tracking, Classification etc. For instances, computer vision have
helped in X-Ray images reading [138], cancer detection, pedestrian detection, etc.
Among the broad research area and industrial applications involving computer vision
techniques, the biometric information analyses, including face recognition and verification,
age estimation, aging progression, gait recognition etc. have received much attention in
recent decades as they are human-centric and closely related to our daily life. For example,
face recognition technique has been widely used in many access control systems in various
2 Introduction
zones, including train station, airports, etc. Its variation, facial image retrieval, can be used
for missing person search and rescue. Biometric information, as a technical term for body
measurements and calculations, includes age, gait, voice, finger print, retina, identity etc.
It can come from different modalities of data such as images, videos, audios and raw data
from different sensors. Images and videos, thanks to the development of mobile devices, are
very easy to be obtained in daily life. There are thousands and millions of images and videos
uploaded to the Internet every day [2]. Considering the broad application scenarios and the
overwhelming emerging of the data, analyzing the biometric information within these prolific
data source is very necessary.
1.1 Motivations
In this thesis, we explore the development of the current computer vision techniques on
biometric information analysis, and propose different approaches to improve the performance
on many tasks including age estimation, face retrieval, facial image generation and gait
recognition. We address the problems of existing works as following:
a) Although many efforts have been spend on the age estimation problem, the machine’s
performance is still far away from human. Existing works [44, 90] show that a
hierarchical framework is effective in solving age estimation problem, thereby the
age can be predicted in a coarse-to-fine favor. A typical hierarchical age estimation
framework first assigns age into different groups, however in existing works, such age
groups are usually defined heuristically. Is there anyway to define or find an optimal
age grouping protocol?
b) Driven from the above problem, we revisit a question that has been discussed in the
community over the decades: what is an optimal way to formulate age estimation
problem, Multi-classification or regression? Existing methods formulate age estimation
as either one of them or a hybrid. In multi-classification frameworks, the labels are
assumed independent with each other, which is contrary to the fact that human age is an
ordinal set. The regression approaches partially preserve the natural ordinal structure
of the human aging progress by treating each label as a numerical value. Nevertheless,
the regression frameworks typically learn a linear kernel while the human aging is
non-linear in the feature space. Are the multi-classification or regression framework
the only ways to solve the age estimation problem?
c) If we can figure out which information is important to age estimation, can we retrieve
face images across age? Existing works have obtained promising results in face
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retrieval. However, they cannot hold the same performance under a cross-age setting.
It becomes extremely difficult when one wants to retrieve the images across ages, or
even retrieve the images at a specific age.
d) As an inverse problem of age estimation, human aging progression has always been
very challenging. Existing aging progression methods can only generate facial images
within a coarse age range rather than a specific age. Is it feasible to generate images
that mimic an age in a reference image?
e) Biometric information analyses on facial images requires high quality images with
fair resolutions. Gait recognition, as a long-distance identification method, is a good
aid. However, existing works on gait recognition can not generate well on large scale
dataset. Moreover, existing works suffer from the changes of the views between the
probe and gallery.
1.2 Contributions and Thesis Outline
The contributions of this thesis include handling the problems addressed above and proposing
solutions and models that achieve state-of-the-art performances.
The rest of the thesis are structured as below:
Chapter 2: Literature Review. An overview of the state-of-the-art methods including
the age estimation, face retrieval, aging progression and gait recognition.
Chapter 3: A Coarse to Fine Age Estimation Approach. In this chapter, we focus
on problem a. To find the optimal age grouping protocol in coarse to fine age estimation
framework. We propose a clustering based grouping method for age estimation. First, we
train a neural network to extract features from the images by optimizing a classification
task. We then introduce a random forest based clustering method to find clusters in the
learned feature space and each cluster is defined as an age group. Subsequently, for each
group, a specific convolutional neural network based classifier is trained for the final fine age
estimation. Systematic experiments are conducted on MORPH, FGNet and LaP dataset and
the experimental shows the proposed method outperforms state-of-the-art. Also, an insight
experiment shows, compared with existing heuristic age group protocols, our grouping
protocol reveals the intrinsic structure of age space.
Chapter 4: Metric Learning for Age Estimation. Though a coarse to fine age estima-
tion framework can yield promising results, the conclusion has never been drawn on what is
the optimal formulation for age estimation. In this chapter, we address the problem b. We
give up the obsolete multi-classification or regression framework, and propose an ordinal
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metric learning approach for age estimation. In the proposed method, an ordinal age structure
preserving metric is learned to exploit the prolific ordinal information among the age labels.
We evaluate our proposed method on MORPH, FGNet and LaP dataset. The experimental
results show that our metric learning based age estimation outperforms state-of-the-art.
Chapter 5: Dual Reference Face Retrieval. In this chapter, problem c is studied. We
first propose a novel task, that is retrieving a person’s face image at a specific age, especially
when the specific ‘age’ is not given as a numeral as it used to be, i.e. ‘retrieving someone’s
image at the similar age period shown by another person’s image’. To tackle this problem,
we propose a dual reference face retrieval framework, where the system takes two inputs:
an identity reference image which indicates the target identity and an age reference image
which reflects the target age. In our framework, the raw images are first projected on a joint
manifold, which preserves both the age and identity locality. Then two similarity metrics of
age and identity are exploited and optimized by utilizing our proposed quartet-based model.
The experiments show promising results, outperforming hierarchical methods.
Chapter 6: Aging Progression. Age progression has received much attention in recent
years. Here we revisit the aging progression problem and ask: is a numeral capable enough
to describe the human perception of the age? To solve the problem d, we propose a new
framework Dual-reference Age Synthesis (DRAS) that takes two images as inputs to generate
an image which shares the same personality of the first image and has the similar age with
the second image. In the proposed framework, we employ a joint manifold feature which
consists of disentangled age and personality information. The final images are generated
by training a generative adversarial network which competes against an age agent and an
identity agent. Experimental results demonstrate the appealing performance and flexibility of
the proposed framework by comparing with the state-of-the-art and ground truth.
Chapter 7: Gait Recognition Based on Generative Adversarial Networks In this
chapter, problem e is considered. Gait is an important biometric trait for surveillance and
forensic applications, which can be used to identify individuals at a large distance through
CCTV cameras. However, it is very difficult to develop robust automated gait recognition
systems, since gait may be affected by many covariate factors such as clothing, walking
surface, walking speed, camera view angle, etc. Out of them, large view angle was deemed
as the most challenging factor since it may alter the overall gait appearance substantially.
Recently, some deep learning approaches (such as CNNs) have been employed to extract
view-invariant features, and achieved encouraging results on small datasets. However,
they do not scale well to large dataset, and the performance decreases significantly w.r.t.
number of subjects, which is impractical to large-scale surveillance applications. To address
this issue, in this work we propose a Discriminant Gait Generative Adversarial Network
1.2 Contributions and Thesis Outline 5
(DiGGAN) framework, which not only can learn view-invariant gait features for cross-view
gait recognition tasks, but also can be used to reconstruct the gait templates in all views
— serving as important evidences for forensic applications. We evaluated our DiGGAN
framework on the world’s largest multi-view OU-MVLP dataset (which includes more than
10000 subjects), and our method outperforms state-of-the-art algorithms significantly on
various cross-view gait identification scenarios (e.g., cooperative/uncooperative mode). Our
DiGGAN framework also has the best results on the popular CASIA-B dataset, and it shows
great generalization capability across different datasets.
Chapter 8: Conclusion and Future Work In this chapter, a brief summary of the




To the best of my knowledge, most of the researches in computer vision or, even in a
higher level, machine learning area, are devoted to improving three essential problems: the
representation learning; problem modeling; and optimization. The contributions of existing
works either lie on learning an optimal representation/feature that contains enough and
useful information for solving the task; proposing different models and various handily
objective functions; seeking a tricky and efficient way to solve the objective functions; or
a combination of them. According to this fact, and to make the structure clear to read,
we review the literature along these essential problems. As the thesis involves two major
branches of biometric information: face and gait, we review the literature of them respectively.
Additionally, many works have employed deep neural networks as the backbone of their
proposed framework. To give the readers essential background of this technique, we give an
overview on deep neural networks at the end of this chapter.
2.1 Biometric Information Analysis on Facial Image
Facial images contain much important information including identity, age, gender, expres-
sions etc. Although there are various tasks in biometric information analysis on facial image,
such as age estimation, face recognition and so on, a common challenge of them is to learn a
representation that the computer can easily understand instead of letting the computer work
directly on the raw image. In this section, we review the face verification and recognition,
age estimation and aging progression respectively.
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2.1.1 Face Verification and Recognition
Hand-crafted representations for face verification and recognition
Face verification and recognition are two similar tasks that are both concerning the subject’s
identity. Face verification, also called authentication, is to validate if the identities are
the same between two subjects; while face recognition is to validate the subject’s identity
with many registered subjects. Feature learning in biometric information analysis on facial
image can be broadly divided into two branches. One is the hand-crafted feature, where
the feature is designed based on the specific domain knowledge or statistical information.
The earliest feature extraction for facial verification dates back to 1964 [15], where they
measure the distances between landmarks, e.g. nose, eyes, as the feature to verify whether
two images belong to a same identity. In 1991, [135] proposed a face recognition system that
projects face images onto a feature space by principal components analysis (PCA), where
the significant variations of facial images, also known as eigenfaces are spanned. After
the projection, each individual’s facial image is then represented as a weighted summation
of these eigenfaces. Their proposed system can achieve near-real-time face recognition
and apply on new faces. Later on in 1997, [12] improved the performance by replacing
the principal components analysis with fisher’s linear discriminant projection on original
images. Compare with eigenfaces based method, Fisher face based method are more robust
to the lighting changes. To better describe a human face and more reliably detect features
against the variations in image intensity and feature shape, Active Shape Model (ASM) [29]
is proposed in 1995. ASM constrain the shapes by the Point Distribution Model (PDM),
because the human face images is a structured data, for example, the position of eyes are
statistically higher than that of nose. The PDM constraint allows the face shape change only
within a range learned from a training set. ASMs are not only used in face recognition, but
also work well in facial landmarks detection. Based on the ASM, a flexible appearance model
(FAM) [78] as well as active appearance model (AAM) [27] are proposed to capture the
texture and appearance information on facial images. Combined with the shape information
extracted by ASM and the appearance information learned by FAM and AAM, the face
recognition have achieved a higher performance. More recently, various heuristic features
are widely used in face verification. Local Binary Patterns (LBP) [4] first compare the pixel
value between the central pixel with its surroundings to encode the results as an 8-digit
binary number. Then the histogram of these 8-digit binary numbers’ values are calculated
as the representation. LBP is successful in capturing texture information thus yield good
performance on face verification. Histogram of Oriented Gradient (HOG) [30], describe
the images with the distribution of intensity gradients and edge directions. Other popular
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features for object classification such as SIFT [93] and SURF [11] are also employed in face
verification area and yield soundable results.
Data-driven representations for face verification and recognition
Another branch is the learnt feature, also known as data-driven features. With the emergence
of neural network [14], the feature learning can be solved simultaneously with the objective
optimisation. In other words, the neural network accepts images as the input at one end
and outputs the results at the other end, for example, the identity in the input. The neural
network is generally an end-to-end system thus the value of the loss function can back
propagate through each layer and the weights that are used for extracting features can also
be updated. In this kind of end-to-end structure, to extract which information as the feature
is automatically determined by the task. Compared with the hand-crafted features, the
learned feature are task and data specific, which is generally more helpful to achieve a
considerable performance. In the past decades, the computation capability meets its huge
development due to the evolution in semi-conductor as well as other relative area. which
makes it feasible to design and train a deep neural network. The first work employing deep
neural network was published in 2015 [106], Parkhi et al. trained a neural network with the
same architecture as AlexNet [70], which is previously used in ImageNet large-scale visual
recognition competition. The performance of [106] on Labeled Faces in the Wild [60] LFW
has achieved 97%, which is very close to human performance. Followed by faceNet [116] in
2015, Microsoft trained their face verification network based on vgg-16 and further improved
the machine performance towards 99%. Recently, many other networks are proposed for
face verification, such as [106, 132]. Although deep learning techniques have significantly
improved the machine performance on face verification, the drawbacks of them are also
non-ignorable. First, training such deep model generally requires large-scale external data,
which is not aways feasible. Secondly, training such deep model is computational expensive,
it is very unlikely to implement a real-time system on mobile devices, also there are some
works introduced model compressing methods, e.g. Mobile Net [57]. Thirdly, reaching
nearly 100% accuracy rate on LFW does not mean the model can generalise well on realistic
data, especially when there are large illumination, pose, expression variations in realistic
data. Lastly but the most importantly, the LFW dataset does not consider the age change
between training and test. Whilst in the real world, people will get old, which will result in
significant appearance change, thus the face verification systems are supposed to be robust to
the age change.
To tackle the drawbacks and challenges discussed above, existing works have paid
many efforts in problem modelling for face verification. There are several bunches of
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face verifications works focusing on different challenges such as expression-invariant face
verification, occlusion-robust face verification, face verification for make-ups, illumination-
invariant face verification, etc. To achieve various objectives, different models are designed.
For example, [151] proposed a discriminative marginal metric learning method for makeup
face verification, where they use the interclass marginal faces to depict the discriminative
information. [92] proposed a spatial and statistical pooling method for face verification with
small occlussions. More generally, to learn a unified embedding that robust to the variations
including illumination, pose, etc., FaceNet [116] proposed a deep neural network that utilizes
a triplet loss to enlarge the interclass distances while reducing the intraclass distances.
It is interesting to note that, although many works have been done on coping with the
above mentioned variations in human facial image. There are very few works paying attention
to the age change, which happens every minutes and seconds. One possible reason is that
age is a very difficult biometric information to predict, even for human themselves. So the
literature of age estimation is reviewed in the next section.
2.1.2 Age Estimation
Age is an extremely important information that can be drawn from the facial image. In many
social scenarios, during face-to-face communications and interactions, people will behave
and react differently according to the ages of their audiences. For example, one may use
different language styles to a teenager and a senior. However, compared with face verification,
the development of age estimation are far away from being used in industrial-level situations.
There can be many reasons, the most important of which is the human aging process is
determined by both the intrinsic factor, i.e. gene, and the extrinsic factors, e.g. life style,
mental status, etc. So exploring the variances in these factors are extremely challenging.
Feature learning for age estimation
As discussed above, to learn a proper representation that embeds both the intrinsic and
extrinsic factors from the facial image for age estimation is an important step. Although the
features employed in face verification can also work in age estimation, such as LBP, HOG,
AAM, ASM, etc. One may find an obvious fact that in face verification, the optimal feature is
supposed to be age-invariant which is absolutely opposite in age estimation problem. To this
end, many heuristic as well as data-driven features for age estimation are proposed in past
few decades. In 1994, [75] proposed an age estimation framework, in which they calculate
the distances between different facial landmarks and then use the ratios as feature to classify
the subjects into infants, young adults and senior adults. However, this early work faced a
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problem in distinguishing the young and old adults because the growth of human facial bones
are relatively slow, thus the ratios may remain the same in their protocol. Researchers found
the texture information, such as wrinkles on the face, is helpful in age estimation. Many
works [4, 27] employed the LBP, AAM, Gabor features to encode the texture information and
yielded considerable progress on this task. [47] proposed a method that utilizes biologically
inspired features (BIF). The architecture to extract BIF is actually very similar to a two
or four-layer neural network. In their work, they use 64 Gabor filters to extract different
information along four directions in the first layer, namely S1. Followed by layer C1, the
maximum response within each local spatial neighborhood in S1 is selected and flattened into
a vector. They then employed the PCA to reduce the dimension of the final representation. On
the other side, deep learning based works [84, 147] also achieved remarkable improvements.
However, there are only small modifications on the network architecture. Additionally, the
improvements on age estimation in [84] and [147] are somehow introduced by the multi-task
settings, in which they predict the age as well as the gender or ethnicity. Besides these feature
based frameworks, it is also worth noting that, a number of existing works are template based.
[34] proposed an automatic age estimation method based on facial aging patterns. They
defined an aging pattern as a sequence of personal face images sorted in order and construct
the aging pattern subspace from the training images. During testing, they traverse all possible
positions for the test image in the aging pattern subspace and find the one minimizes the
reconstruction error. The position can be finally converted to the predicted age.
Problem modelling in age estimation
For the problem modelling, most of existing works either solve the age estimation as a
classification problem or a regression problem. In the classification faction, each age is
treated as an independent class [75]. Some works first divided the ages into small groups,
for example, [84] classified the ages into groups of (0− 2, 4− 6, 8− 13, 15− 20, 25−
32, 38−43, 48−53, 60−). There are many drawbacks in the classification setting. Neither
the individual class nor the grouped class setting considers the ordinal information, which
is the natural of the human aging progress, between each class. In other words, when one
classifies an 8 years old child as 10 or 20 years old by mistake, the classification framework
measures these two mistakes as the same while in fact they are not. Another non-ignoble
problem is, there can be many various protocols to group the ages, for example, fixed interval
and flexible interval. However, there is no ‘golden rule’ to decide which protocol is optimal.
Regression based methods try to regress images directly to a numeral. In regression settings,
the ordinal information can be well preserved, and the model will receive a heavier penalty if
the predicted result has a larger difference with the ground truth. Nevertheless, the regression
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models are not able to approach the non-linear characteristics of aging progress. Moreover,
the typical objectives in regression models cannot measure the variations happening in
different aging periods. To address the issues in classification and regression frameworks,
[35] proposed a label distribution learning method. Instead of simply outputting a numeral,
they predict the age as a distribution. [21] formulates the age estimation as a ranking
problem, where they learn several hyperplanes that can separate facial images as their ordinal
information. Similar ideas are taken in [24], they propose a ranking convolutional neural
network which consists of several basic CNNs. Each CNN predicts whether the age of the
input image is higher than a fixed value.
In contrast with age estimation problem, an inverse task is aging progression. Aging
progression shares many common challenges with age estimation. In the next section, we
review the literature of aging synthesis.
2.1.3 Aging Progression
Aging Progression, as the mirror task of aging estimation, has received much attention in the
literature because of its many potential applications including forensic art, entertainment, etc.
For instances, looking for missing person for law enforcement authorities; face aging morph
in social media applications.
The existing aging progression methods can be split into three folds, the model-based, the
protocol-based and the generative adversarial networks based. As far back as 2002, Lanitis
et al. described how the effects of aging on facial appearance can be explained using learned
age transformations [79]. Then traditional age synthesis focus on facial muscle structure
or skin’s texture changesetc, or learn those features from the average faces of different
age groups for age pattern transfer. Those models are usually very complex or neglects
the differences between different persons [152]. Kaur et al. [68] proposed face texture
transfer (FaceTex) framework augmented the prior work. FaceTex suppress facial texture
comprising skin texture details around facial meso-structures (e.g. eyes, nose and mouth)
and synthesize a facial image with different facial textures while maintaining the identity
of the original one. Further, Makhzani et al. [94] proposed an Adversarial Autoencoders
(AAE) using an adversarial training procedure to learn the latent vector, which inspired most
of the state-of-the-art face aging methods. [5, 76, 91] investigate age synthesis based on
GAN and AAE which can generate the personalized aging images at the tender age. The
state-of-the-art GANs combined GAN with AAE, which can learn the intangible character
through an encoder and generate images with photo realistic. Zhang et al. [152] proposed
a conditional adversarial auto-encoder (CAAE) and described a synthesis protype based
on GAN and AAE: personalized identities are indicated by map the original face image
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to a latent vector via an encoder, then these identities and a corresponding numeral (age)
are fed into the generator to synthesize face images. Antipov et al. [5] proposed an Age
Conditional Generative Adversarial Network (Age-GAN) to generate identity-preserving
synthetic images within required age categories, which use the Facenet to optimize latent
vectors, and it can be considered as a part of CAAE. Recently, Wang et al. [139] proposed
an identity-preserved conditional generative adversarial networks (IPCGANs) , which use an
age classifier forces the generated face with the target age and use the multi-layer feature
of age classifier as identity feature. Recently, Li et al. [87] proposed a Wavelet-domain
Global and Local Consistent Age Generative Adversarial Network (WaveletGLCA-GAN)
which adopt wavelet transform to depict the textual information in frequency-domain with
given age labels, WaveletGLCA-GAN abstract age information from local patches of a
given age face image and generate an image with the target age, but it needs forehead, eyes
and mouth local patches of the target age images and consists five sub-networks which are
complex. Despite of focusing on face aging synthesis, Expression Generative Adversarial
Network (ExprGAN) [32] and StarGAN [26] can also be used for face aging synthesis. A
style-based generator architecture [67] for generative adversarial networks, which leads to an
automatically learned, unsupervised separation of high-level attributes (e.g. pose and identity
when trained on human faces) and stochastic variation in the generated images (e.g. freckles,
hair), and it enables intuitive, scale-specific control of the synthesis.
2.2 Biometric Information Analysis on Gait
Facial image analyses typically require high quality images, which usually need the subject
to stand in front of a camera. Gait recognition, as a long-distance identification technique,
is a very good aid for biometric information analyses on facial images. In this section, we
review the development in gait recognition, especially cross-view gait recognition area.
Cross-view gait recognition methods can be roughly divided into three categories. The
first category, for example, [6] is based on reconstructing 3D gait model from multiple
calibrate cameras. These branch of methods have very obvious drawbacks — they rely on
multiple cameras which are fully controlled and working cooperatively. Such requirements
are very challenging to satisfied in real-world applications.
The second category typically achieve cross-view gait recognition by performing view
normalization. For example, [37] first estimates the poses of lower limbs and then extracts
the rectified angular measurements as well as trunk spatial displacements as features for gait
recognition. However, such method is not always feasible especially when the lower limbs
are not clearly visible hence the poses are difficult to be estimated. To tackle this problem,
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[74] proposed a view normalization framework based on domain Transformation obtained
through Invariant Low-rank Textures (TILT), where the gait images are normalised to the
side view without knowing the prior pose of the gait. Nevertheless, the performances of such
method is not promising when the gait images are captured in front and back view as there is
a large view angle gap with the side view.
The third category is to learn a common space where the gait images from different
view angles are mapped into a same feature space and then a metric is learnt to measure
the similarities then perform the matching. For instance, [95] introduced the SVD-based
View Transformation Model (VTM) to project gait features from one view into another.
This method is improved by Kusakunniran et al. by using Truncated SVD (TSVD) [71] to
avoid oversizing and overfitting of VTM. Instead of using the global features (e.g.,[95], local
Region of Interest (ROI) was selected based on local motion relationship to build VTMs
through Support Vector Regression (SVR).
There are also some variations in the third category. For example, Bashir et al. [10]
used Canonical Correlation Analysis (CCA) to project gaits from two different views into
two subspaces with maximal correlation. The correlation strength was employed as the
similarity measure for identification. In [73], after claiming there may exist some weakly or
non-correlated information on the global gaits across views [10], motion co-clustering was
carried out to partition the global gaits into multiple groups of gait segments.
Most recently, deep learning approaches [120, 142, 148], [53] were applied for gait
recognition, which can model the non-linear relationship between different views. In [120],
the basic CNN framework, namely GEINet was applied on a large gait dataset, and the
experimental results suggested its effectiveness when the view angle changes between probe
and gallery are small. To combat large view changes, a number of CNN structures were
studied in [142] on the CASIA-B dataset (with 11 views from 0 to 180), and Siamese-like
structures were found to yield the highest accuracies. However, this dataset only includes
124 subjects, and the most recent work [128] found these CNN structures do not generalise
well to a large number of subjects. In [148] and [53], GAN approaches are applied to
generate gait features/images to a common view or a target view for matching. However, the
generative nature of both GAN models limit the recognition accuracies, although they are
more interpretable than the discriminant CNN-based approaches [53].
2.3 Neural Networks and Deep Learning
The concept of neural network is first proposed in 1943 in [98], where the terminology
‘connectionism’ was proposed and a connected circuits was used to simulate intelligent
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behaviour. Later on in 1960, the neural network was first time applied to a real world
problem at Stanford to approach an adaptive pattern classification machine [140]. The
modern neural network architecture was proposed at 1998 by Yann LeCun in [81], where the
multilayer neural network LeNet were employed to recognize the documents. On the other
side, Hochreiter and Schmidhuber proposed the long short-term memory (LSTM) to deal
with the gradient descent problem in analysing time-series data. Entering the 21st century,
the deep neural networks have received their flourishing development, among which the
convolutional neural network [82] has yield very promising results in many computer vision
tasks such as image recognition and object detection. Recently in 2014, Ian Goodfellow
et al. proposed a generative adversarial network (GAN) [38], where two neural networks
contest with each other in game theory.

Chapter 3
A Coarse to Fine Age Estimation
3.1 Introduction
The human face is a prolific information source during face-to-face communication. Many
kinds of useful information, such as age, gender, race, etc., can be obtained from a single
facial image. Among them, age is extremely important in many social occasions, because
people may imperceptibly react or behave differently when facing others at various ages.
For instance, when being asked road, one may prefer using more concise descriptions to
young people but more concrete words to the seniors. Thereby automatic age estimation
(AAE) from facial images, as an interesting task, has aroused increasing attentions in the
literature over the past decades. There are many potential applications based on AAE such
as age-specific human-computer interaction, commercial user management, demographics
analysis, business intelligence, etc.
Although automatic age estimation has great potential values across various areas, it
has always been a very challenging task. Compared with the machine’s close-to-human
performance on face verification task, the development of automatic age estimation is far
away from being called good. There are mainly three reasons. First, different individual’s
aging progression varies a lot. In other words, aging progression is uncontrollable because
it is not only affected by the intrinsic factor, e.g. gene, but also by the extrinsic factors, e.g.
living environment, lifestyle, mental status and so on. It is very hard to build a model that
can perfectly encode these variations. Moreover, the aging progression various in different
age periods. Concretely, the aging of the children can be mostly illustrated by the changes of
face shape; while the adults’ aging can change the texture of the skin [126]; Another case
is that the lower and upper halves of faces grow at different rates during formative years
[134]. Secondly, the variations including illumination, pose and expression in the facial
image make the age estimation extremely difficult. For example, when the subject in the
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image is smiling, it is very likely that the eye pattern appears which may be considered as
a wrinkle by machine. Lastly, it is difficult to choose a proper formulation to mimic the
way of our human beings estimating others’ ages. Existing works on age estimation can be
broadly divided into two branches, the classification based and regression based. However,
classification based methods ignore the ordinal information between each age class and treat
them as independent classes. Although regression can take the ordinal information into
account, [44] claimed that the regression is only able to give a rough range of the age as
human aging progress is non-linear. Therefore they proposed a coarse-to-fine age estimation
protocol, where the coarse age denotes a rough age range while the fine age indicates a
specific numeric value. In their proposed method, the coarse age range is first obtained by a
regressor, i.e. support vector regressor (SVR), then a fine age label will be locally adjusted
by sliding the predicted value from the previous stage up and down to minimize the absolute
error with the ground truth. [90] used a similar idea except for the coarse prediction stage is
done in a classification favor. They first divided the age labels into small groups. However,
a non-ignoble problem here is there is no principle to follow in grouping the ages. [84]
groups the ages into (0−2, 4−6, 8−13, 15−20, 25−32, 38−43, 48−53, 60−). [42]
proposed a six groups protocol as: 10±5, 20±5, 30±5, 40±5, 50±5, 60±5 years old.
There is no convincing reason to say the 55 years old is supposed to belong 40±5 group
rather than 50±5 years old.
To address the problem that both classification and regression have their drawbacks in
formulating the age estimation task, in this chapter, we proposed a hybrid age estimation
method with the combination of clustering and classification, which is shown in Fig. 3.1. We
first train a deep neural network based on the strong labels, which stand for the annotated
age labels obtained from the dataset. Then we use the output of the fully-connected layer
in this neural network as the features of the images. Subsequently, we introduce a random
forest based clustering method to explore the intrinsic structure of human aging thus find the
natural groups of the data. Finally, we train independent CNN-based classifiers for each age
group for the fine classification. Compared with other hierarchical frameworks [44, 90], the
age groups found by our work is closer to their natural intrinsic. The random forest based
clustering can find clusters without making any prior assumptions on the number of clusters,
and is also robust for the outliers. Also, the features extracted by the convolutional neural
network are more robust to the variations of illumination, pose and etc. compared to the
hand-crafted features.
We evaluated our framework on three popular benchmarks and the experimental results
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Age
Fig. 3.1 An illustration of our framework. It contains two phases: i) feature learning phase
and ii) clustering phase. Firstly, we train a CNN based feature extractor supervised by the
age labels. Then we conduct a clustering on the learnt feature to group the ages. For each
age group, an independent classifier is trained to predict precise age.
1. We proposed a novel coarse-to-fine age estimation framework. Different with previous
works that heuristically assign the ages into predefined groups, our framework performs
a clustering on the high-level representation of images that are drawn from a trained
neural network to find a natural grouping protocol. Thus our framework can exploit
the intrinsic structure of the human aging progression.
2. Compared with existing age estimation methods that employ popular neural network
architecture such as AlexNet, Vgg-16, etc. In this work, we proposed a novel archi-
tecture especially for age estimation. From the experimental results we can find that
our architecture is more robust to the variations in the facial images and has fewer
parameters thus is able to avoid over-fitting.
3. The experimental results on three popular benchmarks show our framework outper-
forms the state-of-the-art.
The rest of the chapter is organized as follows: we review the related works in Section 2;
our proposal is outlined in detail in Section 3; in Section 4, we discuss the experiments and
results; we provide a short conclusion in Section 5.
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3.2 Related Work
Age Related Features Human aging progression can be reflected in many aspects. From
the view of psychophysics, [133] first studied the morphological changes associated with
growth in biological forms. Drawing inspiration from Thompson’s work, [119] sought to
identify mathematical transformations which describes facial growth event. From the view
of computer vision, [19] superimposed aging changes in shape and color on face images to
simulate aging variations, and this work was extended by presenting a wavelet-based method
for prototyping and transforming facial textures in [36]. In [105], aging variations is modeled
by applying a standard facial caricaturing algorithm to the 3D face models. By applying
a dense surface point distribution model, [62] used trajectories in the high-dimensional
shape-space to express the shape changes associated with growth. These works reveal some
of the important facts in the relationship between age and face.
The earliest age estimation work dates back to 1994, [75] uses geometric feature, which
calculates the ratios between different measurements of facial landmarks (e.g. eyes, chin,
nose, mouth, etc.), to classify individual into three age groups, namely, that of infants, young
adults and senior adults. Geometric feature received good performance in discriminating
infants and adult [134], however, it suffers in distinguishing young and senior as both shape
and texture of face change during adult aging [126]. To overcome the drawbacks of the
geometric feature, Active Appearance Model (AAM) [27] is proposed to model the shape
and texture of face image. In AAM the statistic information of the shape and texture of face
images in a dataset will be extracted during the training phase and used to extract features
the unseen samples. [34] proposed an Aging Pattern Subspace based on AAM and achieved
6.22 years old of mean absolute error (MAE1). [27] employed AAM accompanied with a
Quadratic Estimator and improved the performance to 4.63 years old. [34] proposed an
automatic age estimation method based on facial aging patterns. They defined an aging
pattern as a sequence of personal face images sorted in order and construct the aging pattern
subspace from the training images. During testing, they traverse all possible positions for
the test image in the aging pattern subspace and find the one minimizes the reconstruction
error. The position can be finally converted to the predicted age. After 2007, local features
became more popular in this field, such as Gabor [66], Local Binary Pattern (LBP) [42],
Spatially Flexible Patch (SFP) [143] and Biologically Inspired Feature (BIF) [47]. The
pipeline to extract BIF is actually very similar to the artificial neural network. In [47], they
used a variation of BIF. First, they use 64 Gabor filters to extract different information along
four directions in the first layer, namely S1. Followed by layer C1, the maximum response






within each local spatial neighborhood in S1 is selected and flattened into a vector. They then
employed the PCA to reduce the dimension of the final representation. The number of works
utilizing deep neural networks for age estimation are relatively small, for instances [84, 147]
However, the improvements of these works [84] and [147] are somehow introduced by the
multi-task settings, in which the former predicts the age as well as the gender and the later
predicts the age accompany with the gender and race.
Estimation method Given the aging feature representation, the age estimation can be
viewed as a multi-classification problem or a regression problem or a hybrid of the two.
For classification, SVM are the most widely employed methods. Using BIF + SVM, [48]
achieved MAEs of 3.47 and 3.91 years old for male and female on Yamaha Gender and Age
(YGA) datasets. In [20], Cao et al. formulated the age estimation as a ranking problem and
proposed a novel method based on Rank-SVM and achieved a result of 5.12 years old MAE
on MAE.
For regression, linear regression and SVR are most popular methods in literature. Be-
sides these traditional methods, [46] employed Partial Least Squares (PLS) and Canonical
Correlation Analysis (CCA) for age estimation. In [46], they reported that the PLS and CCA
yields the best result with a 3.98 years old MAE on MORPH dataset. It is worthy to note
that, besides classification and regression settings, [54] proposed a label distribution learning
method. Instead of simply outputting a numeral, they predict the age as a distribution. [21]
formulates the age estimation as a ranking problem, where they learn several hyperplanes
that can separate facial images as their ordinal information. Similar ideas are taken in [24],
they propose a ranking convolutional neural network which consists of several basic CNNs.
Each CNN predicts whether the age of the input image is higher than a fixed value.
3.3 Method
The pipeline of our proposed system is shown in Fig. 3.1. The training phase mainly consists
of two steps. In the first step, a convolutional neural network, namely the feature extraction
network, is trained using facial images with strong labels under a classification setting. The
strong label here refers to exact age values, for example, from 1 to 100. After the feature
extraction network converges, we use it to extract the high-level features of the training
images, which are shown as green vectors in the figure. In the second step, we introduce a
random forest based clustering method to find the natural age groups on the feature. Each
cluster is treated as an age group. Because these age groups are formed in a clustering favor
in the high-level feature space, the intrinsic structure of the aging progress is thus revealed.
Subsequently, for each age group 1 to n, we train a specific classifier that is also based on
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convolutional neural network for the final prediction. In the testing phase, the test images are
first feed into feature extraction network to extract features. Then through the random forest
clustering, we can get their age groups thereby use the corresponding classifier to estimate
the age. In the following of this section, we will discuss each part of our proposed framework
respectively.
3.3.1 Feature extraction network
Although many hand-crafted features such as LBP, HOG, etc. have been proved effective
on age estimation. However, these hand-crafted features are designed based on domain
knowledge thus are sensitive to the changes with respect to the conditions of the images. With
the emergence of the neural network, the feature learning can be solved simultaneously with
the objective optimizing. The advantage is the information can be extracted automatically
according to the task without needing to know which specific information it is. Compared
to heuristic features, deep learned features contains high-level information including the
edge, shape, color, texture, etc. Figure. 3.2 shows the architecture of our proposed feature
extraction network. The network takes the cropped 224×224×3 images as the input, and
forward propagate in two separate pathways as:
1. The upper pathway consists of three convolution layers with kernel sizes of 7×7, 5×5
and 3× 3 repsectively. The kernal size is designed in decreasing manner to extract
coarse-to-fine information.
2. Similarly in the lower pathway, there are only two convolution layers with kernal
size 3× 3 and 1× 1. The 1× 1 convolution kernel here can capture cross channel
information, which is inspired by human visual cortex.
The motivation of employing two pathways is inspired by [122], where a two-stream ConvNet
architecture is proposed to extract spatial and temporal information. In the upper pathway,
the kernel sizes are set relatively large to extract more global information such as edges. In
this pathway, more precise information, for example, the texture is extracted.
After convolution layers, the feature maps from two pathways are flattened and then
concatenated into one single vector. Followed by a fully-connected layer and a soft-max







































Fig. 3.2 The architecture of proposed feature extraction network. The image is fed into
two pathways with different convolution layers. Then the feature maps in each pathway are
flattened and concatenated to form the final representation. The feature extraction network is
trained by a cross-entropy loss.
3.3.2 Random forest based clustering
As mentioned above, some existing works [43, 44] report that a coarse-to-fine classification
for age estimation can enhance the performance. However, existing works either group the
age heuristically or uniformly, for example, 10-year-old gap for each group [42]. A fact is
that the growing speed in different age periods are not the same. For example, there exists
a huge difference between a two-year-old baby and an eight-year-old child, whilst there is
not much changes between a 32 and 38 years old adults. We believe that a good grouping
protocol is supposed to reflect the intrinsic structure of the age itself, rather than defined
empirically. To this end, we introduce a random forest based clustering method to explore an
optimal age grouping protocol.
Clustering has been studied extensively in statistics, machine learning, data mining, etc.
Traditional approaches on clustering can be divided into two categories, partitional clustering
and hierarchical clustering. The former partition data points into k groups in which data are
more similar to each other, while the latter keeps merging the nearest groups of data records
to form clusters. Recently, a decision tree based clustering method was proposed in [88],
which has shown its great efficiency and accuracy.
To build the clustering random forest, we first extract features from a feature extraction
network. We use I= {I1, I2, · · · , IN} ∈ R224×224×3×N to denote the images, where N is the
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Fig. 3.3 Demonstration of random forest based clustering. (a) Distribution of ‘real’ data. The
data from original dataset are shown as yellow stars. (b) Pseudo data added. The ‘pseudo’
data (shown as green filled circles) are constructed obeying the uniform distribution and then
decision trees are employed to distinguish the ‘real’ and ‘pseudo’ data. (c) Removing pseudo
data and the partitions of the space can be regarded as the results of clustering.
size of training set. And we use F to denote the feature extraction network, thus the feature
can be obtained as Xi = F(Ii) ∈ RN×d , where d is the dimension of the feature. Each point
of X is labeled as real classes, which are shown as stars in Fig. 3.3 (a). We then build a set of
‘non-existing’ points X̂ with uniform distribution X̂ ∼U(X |min(X),max(X)) in space Rd ,
which are illustrated as circles in Fig. 3.3 (b). Finally, as shown in Fig. 3.3 (c), the partitions
of the space can be obtained by build a random forest to distinguish the real class and pseudo
class.
Compared with other clustering method, the random forest based clustering is able to find
clusters without making any prior assumptions and non-parametric. Such a characteristic
exactly matches our motivation of discovering the intrinsic data structure of the age space.
Secondly, the random forest based clustering can find clusters not only in full dimension
space but also subspaces, which means it is robust to the dimension of the feature. Moreover,
different with other clustering methods, it is not trying to find a centrist of each cluster, which
is the same with the age grouping problem, where we can hardly say which age is the center
of the group. Most importantly, the random forest based clustering can deal with outliers
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efficiently because outliers are typically appears in sparse area in Rd and the decision trees
can easily partition the dense and the sparse area.
3.3.3 Fine age estimation within age groups
With the clustering results from random forest, several age groups can be organized. Suppose
there are c groups, and we denote them as G = {g1,g2, · · · ,gc}. For each group gi, a specific
CNN based classifier is trained for fine age estimation. We first analyze the age distribution
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, where ngi is the number of unique labels in
group gi. Then a threshold ε is introduced to filter the outliers. The label set for classifier of
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It is worth noting that, in our proposed age grouping protocol, we found there may exist
overlapping between two groups. For example, 35 years old may exist in a group consisting
mostly 40+ ages and it may also appear in a group whose majority is 20+. This finding
supports our assumption the age groups have their intrinsic structure. Some 35 may be 35 or
younger and others may be 35 or elder. This characteristic has never been captured in other
settings in the literature.
3.4 Experiments
We evaluated our method on three popular age estimation datasets: MORPH [110], FG-Net
[77] and ChaLearn Looking at People dataset (LaP) [33]. The statistics of these three datasets
are given in Tab. 4.1. In the followings of this section, we first introduce the details of our
experimental settings and the evaluation metric. Then the analysis and discussions of our
experimental results on each dataset are given respectively.
Table 3.1 Statistics of the datasets
Dataset #Images #Subjects Age range
MORPH 55608 13000 [16,77]
FGNet 1002 82 [0,69]
LaP 4112 Not given [0,89]
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3.4.1 Experimental Settings
Preprocessing We first detected faces in each dataset by a cascade detector. Specifically, in
the LaP dataset, there may exist more than one face in a single image. For images where more
than one faces are detected, we only took the face with the highest score. Subsequently, a
multi-task CNN was employed to detect the landmarks for each face. After that, we cropped
the face image into size 64×64 and aligned them with the locations of eyes.
Data Augmentation Inspired by [84], where over-sampling along four corners of the
original images improves the network’s performance, in our experiments we augmented the
images by random cropping and flipping the original images. We first scaled the input image
into 256×256 and then cropped it into 224×224 with random shift along four directions.
3.4.2 Evaluation Metrics
We employed the mean absolute error (MAE) and the cumulative score (CS) to evaluate the




i=1 ‖ŷi − yi‖2
N
, (3.2)
where ŷi and yi denote the prediction and the ground-truth of the ith testing image, and N
indicates the total number of testing images.





where Nε≤θ is the number of the images whose absolute error is less than θ .
3.4.3 Experiments on the MORPH Dataset
The MORPH dataset consists of 55608 images of 13000 subjects, and the age labels in
MORPH range from 16 to 77. To have a fair comparison with previous methods, we followed
the experimental settings in [21], in which the whole dataset is randomly divided into training
and testing set with the ratio of 4 : 1 and ensure that no overlap exists between these two
subsets. Besides, we performed 5-fold cross-validation.
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Comparisons with the State-of-the-art Methods
We compared the proposed method with a branch of conventional methods, we choose
bio-inspired feature (BIF) as it yields the best performance among hand-crafted features
in the past, and the AAM feature as it can extract both the shape and texture information.
For the estimation framework, we selected ordinal hyperplances ranker (OHRank), support
vector machine (SVM), support vector regressor (SVR), k-nearest neighbor (KNN), binary
tree (BT), aging pattern subspace (AGES), canonical correlation analysis (CCA), regularized
CCA (rCCA), kernel CCA (KCCA), partial least squares (PLS), kernel partial least squares
(kPLS) and 3 step method. We also compared our method with recently proposed deep
learning methods, such as deep expectation (DEX), metric regression CNN (MRCNN),
ordinal regression CNN (ORCNN), deep rank and DLA.
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The experimental results of MAE are shown in Tab. 3.2, It can be seen that the proposed
method dominates the state-of-the-art methods with a remarkable gap. Also from Tab. 3.2,
we can find that the BIF can achieve best results among all the hand-crafted features when
combined with SVM and SVR. It is a very interesting finding and we think this is because the
BIF can be regarded as a 4-layer neural network. The Gabor filters in BIF actually play the
same role as the convolution operations in CNNs. It is also worth noting that the LBP+CCA
achieved better result than BIF+CCA, which reveals the fact that texture information is very
important for age estimation task. Compared with [90], which also uses the coarse-to-fine
age estimation structure, our method can obtain 1 year old less MAE than them. One may
argue that the improvement can be benefit from deep learning techniques as the results in the
table show that the deep learning based methods have obtained overwhelming advantages.
However, the performance of our method also beats the other deep learning based works.
We also investigated the CS score of the proposed method. In this comparison, we choose
some representative works to compare. The CS curves are shown in Fig. 3.4 and our method
can be found outperforming the state-of-the-art. It is also worth noting that, the CS score
reaches 87% when the age error tolerance is 5 years old. Additionally, we can observe that
the rank of each method in Fig. 3.4 stays the same when age error tolerance increases, it
is worthwhile to investigate the variance each method. However, since the results of other
methods are directly borrowed from their original paper, we cannot obtain their variances,
thus we leave it as a future work, which aims to a comprehensive review on age estimation
methods.


























Fig. 3.4 Comparison on Cumulative Score with L in [0,10] on MORPH dataset
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Table 3.3 Comparison of MAE with different state-of-the-art age estimation methods on
FGNet dataset.
Method MAE Feature Corse-to-fine
BT 10.35 AAM 7
KNN 8.96 AAM 7
SVM 7.25 AAM 7
AGES 6.77 AAM 7
SVR 5.91 AAM 7
RankBoost 5.67 AAM 7
GP 5.39 BIF 7
RUN2 5.33 AAM 7
Red-svm 5.24 AAM 7
DEX 4.63 Deep 7
OHRank 4.48 AAM 7
DLA 4.26 Deep 7
LARR 5.07 BIF 3
GEF 3.55 BIF 3
Ours 3.36 Deep 3
3.4.4 Experiments on the FGNet Dataset
The FGNet dataset is relatively small and there are totally 1002 colour or grey facial images
of 82 individuals with large variations in pose and expression in FGNet dataset. We follow
the experimental settings in [21]. As the dataset is too small to train a deep neural network,
existing deep learning based works such as DeepRank, MRCNN, ORCNN have not reported
their performance on FGNet. In this subsection, we compared our method with many
traditional methods, including classification based methods (SVM, KNN, BT, GP, Red-svm),
regression based methods (SVR, AGES) and corse-to-fine based methods (GEF, LARR).
DEX and DLA as the only two deep learning based methods that reported the performances
in their papers are also compared. The experimental results are shown in Tab. 3.4.4. The
feature of each method is listed in the third column.
Among the hand-crafted feature based methods, the grouping fusion (GEF) [90] achieved
the best MAE. It is interesting to note that, GEF even outperformed the deep learning based
methods. Not surprisingly, our method beat the others and yielded the best performance
on FGNet although the FGNet is too small for a deep neural network. We conclude this is
because there are only three layers in our proposed network and the parameters are relatively
less. Moreover, the data augmentation technique helps the network to learn from the dataset.
The cumulative score is also studied for different methods. We can find that our method
gained a significant advantage when the age error tolerance at 4 and 5.
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Fig. 3.5 Comparison on Cumulative Score with L in [0,10] on FGNet dataset
3.4.5 Experiments on the LaP Dataset
To further validate the robustness of our proposed framework, we conduct a comparison
on Looking at People competition dataset (LaP). LaP dataset consists of 4112 images for
training and 1500 images for validation with apparent age labels ranging from 0 to 89 years
old. The images in LaP dataset are more realistic thus challenging, which have large pose,
expression, scale and illumination variances. Fig. 3.6 shows some example images of LaP.
The performances are evaluated by MAE and Gaussian errors and shown in Tab. 3.4. The
Gaussian Error is defined as:




where ŷi is the prediction and µ and σ are the mean and standard deviation of the humans
annotations on the age of image Ii. Unfortunately, the performance of our method is not the
best. We did not yield the lowest gaussian error when compared with the competition teams;
however, this is because in the competition, the external data is allowed for the training
as reported in [33]. This indirectly reflected that the When compared with ORCNN and
DeepRank, which are also trained on the data only from LaP, our model still achieved the
best performance, on both gaussian error and MAE.
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Table 3.4 Comparison of MAE and Gaussian error with different methods on LaP dataset
Gaussian error MAE
CVL_ETHZ 0.265 Not given
Team ICT-VIPL 0.271 Not given
WVU_CVL 0.295 Not given
ORCNN 0.322 4.78
Method DeepRank 0.301 4.53
Ours 0.294 4.47
Fig. 3.6 Some ‘scary’ training sample in LaP dataset.
3.4.6 Experiments on different age group protocols
To evaluate our clustering based age group protocol, we conducted several experiments on
different age group settings on MORPH. The original age group protocol in our framework is
denoted as AGP0, and the age range in each group is shown in the first row in Tab. 3.5. Then
we merge each adjacent groups and get the protocol AGP1 to AGP8. We also employ the
same age group protocol as in [84] and [42], which are (0−2, 4−6, 8−13, 15−20, 25−
32, 38−43, 48−53, 60−) and (10±5, 20±5, 30±5, 40±5, 50±5, 60±5). Because
the age range in MORPH is 16-67, we abandoned the 0-2, 4-6 and 8-13 groups for [84].
Similarly, we only keep the age groups that exist in MORPH for [42] and the 66 as well as
67 years old are assigned into 60±5 group. These two settings are denoted as AGP9 and
AGP10. For AGP9 and AGP10, to get the coarse classes, we trained the classifiers using
the same architecture with our feature extraction network. The experimental results are
shown in Tab. 3.6. We can find that the self-explored group protocol AGP0 is optimal. It
leads the board with a significant advantage. The AGP1,2,6 and 7 are very close to AGP0,
while the AGP3,4,5 and 8 are not good. A possible reason is the age distribution is biased in
22−43 years old, merging the groups in this range will lost the benefits that introduced by
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Table 3.5 Age Group Protocols
AGP0 16-23 22-27 28-32 30-43 36-47 48-55 53-67
AGP1 16-23 22-32 30-47 48-67
AGP2 16-27 28-32 30-47 48-67
AGP3 16-27 28-43 36-47 48-67
AGP4 16-27 28-43 36-55 54-67
AGP5 16-23 22-43 36-67
AGP6 16-32 30-43 36-67
AGP7 16-32 30-55 53-67
AGP8 16-32 22-55 53-67
AGP9 15-20 25-32 38-43 48-53 60-67
AGP10 20±5 30±5 40±5 50±5 60±5
Table 3.6 Experimental results on different age group protocols
Protocol AGP0 AGP1 AGP2 AGP3 AGP4 AGP5
MAE 3.05 3.12 3.11 3.18 3.18 3.22
Protocol AGP6 AGP7 AGP8 AGP9 AGP10
MAE 3.14 3.15 3.19 6.32 3.36
the coarse-to-fine setting. For AGP9 and AGP10, performances are even worse. For AGP9,
because the age groups are not perfectly matched with the age labels, many ages cannot be
predict with AGP9, which results in a huge MAE at 6.32.
3.5 Summary
In this chapter, we proposed a novel coarse-to-fine framework for age estimation. We first
trained a feature extraction network in a supervised classification favor. Then we introduced
the random forest based clustering method to explore the intrinsic structure of age groups.
After obtaining each age group, we trained separate fine-grained classifiers for a precise
age estimation. A series of systematic experiments have been conducted to evaluate our
proposed method. The experimental results show that the proposed method outperforms
state-of-the-art.
Chapter 4
Metric Learning for Age Estimation
4.1 Introduction
Age estimation has attracted much attention in the computer vision community since the
past few decades as human age is one of the most important facial traits during face-to-face
communications. Many efforts have been made in actual and appearance age estimation
problems to tackle the variations of pose and expression, occlusions, etc. Remarkable
progress has also been made with emerging deep learning mechanism recently. However,
there still exists a non-ignorable gap between the human and machine performance.
Existing works on age estimation can be broadly divided into two branches by the
ways they formulate the problem. One branch formulates the age estimation as a multi-
classification problem, in which the class label is either a single age or an age group. For
example, [84] divides the age labels into 8 age groups. However, in multi-classification
frameworks, the labels are assumed independent with each other, which is contrary to the fact
that the human age is an ordinal set. By contrast, the other branch that employs regression
approaches partially preserve the natural ordinal structure of the human ageing progress by
treating each label as a numerical value. Nevertheless, the regression frameworks typically
learn a linear kernel while the human ageing is non-linear. For example, the ageing process
between 5- and 15- years old is obviously not the same as that between 60- and 70-years
old. Besides, since the human ageing is a random process thus non-stationary, learning such
non-stationary kernel likely leads to over-fitting.
Recently, a small fraction of works [146, 24, 21, 86] is proposed which formulates the
age estimation as an ordinal regression problem. In these approaches, a series of binary
classifiers are employed to determine which age slot the input image is supposed to fall
in. Some of these works did yield soundable improvements. However, in [24] and [146],
k binary classifiers are required to be trained, which is redundant and memory consuming.







(a) The traditional triplet [117] loss minimizes the
distance between an anchor and a positive, both of
which have the same identity, and maximizes the









(b) Our proposed loss considers the distance on
distances. Besides the constraints in traditional
triplet loss, our proposed loss forces the distance
difference, which is between the two distances in
traditional triplet loss, to increase if we replace the
negative sample with a stronger one.
Fig. 4.1 Comparison between the traditional triplet loss and our proposed quartet loss.
Moreover, training such binary classifiers with deep neural network expects enough data,
which is not always feasible. For a small dataset, constructing training set with balanced
positive and negative samples for each binary classifier is sometimes tough.
In this chapter, we propose an ordinal metric learning method for the age estimation, in
which an ordinal age structure preserving metric is learned to exploit the prolific ordinal
information among the age labels; thus the final estimation can be easily conducted in a
retrieving manner. The proposed ordinal metric is learned by introducing a proposed quartet
model. Concretely, as shown in Fig. 4.1 (b), a quartet consists of an anchor image Ia with
the age label ya = i, a positive image Ip which shares the same age label with Ia, a weak
negative image In′ with the age label yn′ = j and a strong negative image In′′ with the age
label yn′′ = k satisfying that k > j > i or k < j < i. More concretely, here ‘positive’ means
close enough and ‘negative’ stands for distant. The ordinal information among age labels can
be perfectly preserved by imposing these three natural constraints of human ageing progress
on the ordinal metric:
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1. The distance between Ia and Ip is smaller than that between Ia and In′ as well as Ia and
In′′ , as the first pair shares the same age label;
2. The distance between Ia and Ip is smaller than that between In′ and In′′ . This is to
ensure a small intra-class variance;
3. The images with different age labels are pushed away from the anchor image by
satisfying constraint i). Since the age labels are ordinal, the In′′ is supposed to be
pushed further away than In′ from Ia.
We evaluated our method on three popular benchmarks and the experimental results out-
perform the state-of-the-art techniques. Our Contributions mainly lie in the following two
aspects:
1. To the best of our knowledge, the proposed method is the first work that formulates the
age estimation as an ordinal metric learning problem. Regarding the age estimation
as a metric learning problem can generally preserve the ordinal information among
the age labels while exploring the non-linear human ageing progress. Moreover, we
introduce a deep convolutional neural network guided by a quartet model to optimize
the facial representation and the ordinal metric simultaneously.
2. As shown in Fig 4.1, compared with the traditional triplet models that constrains the
distance between images, the proposed quartet model constrains a ’high-level’ distance
which is measured on the distances. For a dataset with n samples, the dimension of the
number of the potential quartets is O(N4) since given any triplet, one can always find
another N samples to construct the quartet, thereby training a deep model on the small
dataset becomes feasible. Additionally, the proposed quartet model is able to mine
deeper structure information from ordinal data thus can be extended to other similar
tasks, such as face retrieval with relative attributes, etc.
The rest of the chapter is organized as follows: we review the related works in Section 2;
our proposal is outlined in detail in Section 3; in Section 4, we discuss the experiments and
results; we provide a short conclusion in Section 5.
4.2 Related Work
Generally, the age estimation can be divided into two subroutines, feature representation and
the estimation. In this section, we review the previous works on learning age-related facial
36 Metric Learning for Age Estimation
representation, the methods for age estimation as well as some relevant works on metric
learning.
Feature Representation: Extracting feature representations for age estimation can be
broadly divided into two branches: the hand-crafted feature and the deep learning feature.
The earliest approach of age estimation based on facial images dates back to 1994, [75] uses
geometric features, in which the ratios between different measurements of facial landmarks
(e.g. eyes, chin, nose, mouth, etc.) are calculated to classify the individual into three
age groups, namely infants, young adults and senior adults. Unfortunately, it suffers in
distinguishing young and old adults as both the shape and texture of the face change during
ageing [126]. To overcome the drawbacks of the geometric features, the Active Appearance
Model (AAM) is proposed in [28]. AAM can simultaneously capture the shape and texture
information of face images thus yields some improvements at that moment. Later on, the
local binary patterns (LBP) [104] are introduced for the age estimation. The LBP feature
encodes the facial image into a binary code by comparing the pixels with their neighbours and
the texture information are preserved. Similar hand-crafted features such as HDLBP, Gabor,
bio-inspired feature are proposed to tackle the different challenges in human age estimation
in the past decades, however, tuning the hand-crafted feature is a trial and error process,
which is less efficient. With the emerging deep neural network, the feature representation and
the age estimator can be learned simultaneously by training an end-to-end neural network.
[147] employ a convolutional neural network (CNN) to estimate age as well as classify the
gender and race. Similarly, [85] collect a dataset and perform age estimation and gender
classification using a CNN.
Age Estimation: Age estimation can be regarded as either a multi-classification problem
or a regression problem. In the multi-classification settings, each class can be a single age
or an age group. For example, the earliest work [75] simply classify the individual into
infants, young adults and senior adults. In [36], each age label is regarded as an independent
class while [85] divide the age labels into 8 classes. Classic classification techniques such
as SVM, CCA [46], PLS [45] are employed to improve the result. However, the age itself
is highly correlated thus the classification approaches which ignore the ordinal information
among the age labels are suboptimal. It has been shown that the regression methods [43, 101]
outperform the classification methods because in regression settings, the age labels are treated
as numerical values. However, the human ageing progress is non-linear thus it is difficult for
a regression model with a linear kernel to approximate. Recently [24] formulates the age
estimation as an ordinal ranking problem. By training a series of basic CNNs, the ordinal
ranking problem is converted to several binary classification problems, where each CNN is
only required to determine whether the input image is older than a fixed age. [146] proposed a
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scattering network to first extract features, and then employ the principal component analysis
(PCA) to reduce the feature dimension, and finally predicts the age via category-wise rankers.
These methods yield the-state-of-the art results, however, training several binary classifiers
is time-consuming and training each classifier in a one-vs-all fashion may suffer from the
unbalanced training set.
Metric Learning: Many machine learning algorithms depend critically on a good metric
over the input space. Metric learning target on discovering the relationships between samples
and samples. [49] induced a contrastive loss to ensure that the neighbours are pulled
together while the non-neighbours are pushed apart on the learned metric. Different with the
contrastive loss that only considers pairwise examples at a time, [136] and [117] proposed
the triplet loss, which minimizes the L2-distance between an anchor and a positive sample,
both of which belong to the same instance, and maximizes the distance between the anchor
and a negative sample. However, the traditional triplet-loss may lead to a large intra-class
variation during testing. [25] added a fourth sample in the triplet to enlarge the inter-class
variation thus reducing the intra-class variation. [58] proposed a quartet-based model to learn
two metrics simultaneously that measure the similarities between images subject to the age
and personality. Nevertheless, these works are limited by only considering the relationships
between samples and samples. Our proposed quartet model compares the distance on the
distances.
4.3 Method
Human ageing is an ordinal and non-linear progress. Conventional multi-classification
methods ignore the ordinal information in this progress and the regression approaches try to
treat the non-linear ageing progress evenly. To preserve the ordinal information in human
ageing while learning the non-linear progress, we formulate the age estimation as an ordinal
metric learning problem and introduce a quartet model to impose the learned metric. To keep
the mathmatical notation consistent, we use I= {I1, I2, · · · , IN} to denote the images, where
N is the size of training set; and Y = {y1,y2, · · · ,yN} are their corresponding labels. Given a
possible quartet (Ia, Ip, In′ , In′′ ) which satisfies ya = yp > yn′ > yn′′ or ya = yp < yn′ < yn′′ , our
target is to learn a metric D(F(Im),F(In)), where the F(Im) denotes the feature representation
of Im, m and n are two arbitrary image indices and D(·, ·) is a metric that measures the distance
between the feature of image Im and In. The larger the D(F(Im),F(In)) is, the more dissimilar
the Im and In are. In the following of this section, we discuss the expected properties of the
metric D(·, ·) and the details of our proposed framework.
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4.3.1 Conventional Triplet Loss: Distance between Images
As shown in Fig. 4.1 (a), conventional triplet model consists of an anchor sample Ia, a positive
sample Ip, which shares the same label with the anchor, and a negative sample In which is of
a different label. A typical objective function of the triplet model is formulated as:
Ltriplet = H(δ ,D(F(Ia),F(In)),D(F(Ia),F(Ip))), (4.1)
where H(δ ,α,β ) = max [0,δ − (α −β )] is a hinge loss. By minimizing the Ltriplet in Eq. 4.1,
the dissimilar image xn is pushed at least a margin δ further away than the xp from the anchor
xa. Thus the retrieval or the other following tasks can be conducted on the learned metric.
It is natural to employ the triplet model to learn a metric for the age estimation as each
age label can be treated as a class. In an age estimation problem, we have:
Constraint 1 The image that shares the same age label with the anchor is supposed to be
closer to the anchor on the metric than the one with a different label.
Thereby for a quartet (Ia, Ip, In′ , In′′ ), two triplet loss can be obtained as:
L1 = H(δ1,D(F(Ia),F(In′ )),D(F(Ia),F(Ip))),
L2 = H(δ2,D(F(Ia),F(In′′ )),D(F(Ia),F(Ip))).
(4.2)
As reported in [25], the conventional triplet loss may result in a large intra-class variation
as well as a small inter-class variation. Inspired by their work, we have:
Constraint 2 The images sharing the same age label should be closer than those with
diverse labels on the metric.
To satisfy constraint 2, a loss function can be derived as:
L3 = H(δ3,D(F(In′ ),F(In′′ )),D(F(Ia),F(Ip))). (4.3)
Regarding H(δ ,α,β ) as a mechanism that pushes α a margin of δ away from β , it
can be found that the H is applied on the distances between images in Eq. 4.2 and 4.3.
Thus we name them the ‘distance-between-images’ loss. With exploring and leveraging the
relationships between samples, the triplet based metric learning approaches outperform the
classification and regression ones in some area; and an essential reason is that generally the
classification and regression frameworks only consider the relationships between the samples
and labels, which is with the dimension of O(N) in a dataset with scale N, while the triplet
based metric learning utilises O(N3)s. However, a ‘distance-between-images’ loss is not
capable of preserving the ordinal information in human ageing.
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4.3.2 Quartet Loss: Distance on Distance
Equation 4.1 constrains the distance between Ia and the weak negative sample In′ to be at
least a δ1 larger than that between Ia and Ip. Similarly, a margin of δ2 is enforced for the
strong negative sample In′′ . As the age label is an ordinal set, it is intuitive that:
Constraint 3 The strong negative images are supposed to be pushed further than the weak











is the difference of the distance between Ia and In′ and that between Ia and Ip; and
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Noticing that in the Eq. 4.5, the mechanism H is applied to the difference of the distance,
we refer to this quartet loss as the ‘distance-on-distances’ loss. With the ‘distance on
distances’ loss, the ordinal information is preserved. Furthermore, the ‘distance on distances’
loss explores the relationships of the distances between samples, thus more information can
be utilized for the training.
A comparison between the conventional triplet loss and the quartet loss is illustrated in
Fig. 4.2. As the conventional triplet loss only constrains the distance between similar pairs
and dissimilar pairs, the samples which share the same age label are formed into clusters as
shown in Fig. 4.2 (a). Although the L3 in Eq. 4.3 can be induced to reduce the intra-class
variation, the ordinal information is ignored. Thereby it may result in a situation where the
centroid of the age 25 is further away from that of the age 15 compared with the centroid of
the age 45, which is not acceptable for the following estimation. This drawback is solved by
introducing our proposed quartet loss. As illustrated in Fig. 4.2 (b), the samples are clustered
in the order of their labels.





(a) Under the mechanism of the traditional triplet
loss, the samples sharing the same age labels are
formed into clusters, which is favoured by a typical
classification or regression model. However, the
centroid of the age 25 is further away from that of






(b) With the proposed quartet loss, the strong nega-
tive samples are pushed further away; therefore the
ordinal information is preserved.
Fig. 4.2 A comparison between the conventional triplet loss and the proposed quartet loss on
age estimation.
4.3.3 Optimization
The overall objective function is written as:
L = λ1(L1 +L2)+λ2L3 +λ3L4, (4.6)
where λ1−3 are the weights of each loss. To minimize L , we employ a deep neural network
to simultaneously optimise the feature extraction f and the ordinal metric D(·, ·). Our
proposed network is shown in Fig. 5.4. The network takes quartet as input and the four











Fig. 4.3 The architecture of our proposed deep network.
representations. Subsequently, a softmax layer is introduced as the metric to ensure that the
value of D lies in [0,1].
Although the quartet model is able to leverage more information in the dataset, the com-
putation cost for the large-scale dataset can be a matter during training. Several techniques
have been proposed for the triplet selection in [25, 117]. Generally, the selection protocol
can be divided into online and offline selection branches. The offline selection scheme uses
a pre-trained model to select hard positives and negatives in a subset. By contrast, in the
fashion of the online selection, a mini-batch is forwarded through the current network and
hard samples are selected according to their corresponding contributions to the loss. In this
approach, we employ the online selection protocol and select the hard positive samples as
well as randomly add negative samples.
4.4 Experiments
We evaluated our method on three popular age estimation datasets: MORPH [110], FG-Net
[77] and ChaLearn Looking at People dataset (LaP) [33]. The statistics of these three datasets
are given in Tab. 4.1. In the followings of this section, we first introduce the details of our
experimental settings and the evaluation metric. Then the analysis and discussions of our
experimental results on each dataset are given respectively.
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Table 4.1 Statistics of the datasets
Dataset #Images #Subjects Age range
MORPH 55608 13000 [16,77]
FGNet 1002 82 [0,69]
LaP 4112 Not given [0,89]
4.4.1 Experimental Settings
Preprocessing We first detected faces in each dataset by a cascade detector. Specifically, in
the LaP dataset, there may exist more than one face in a single image. For images where more
than one faces are detected, we only took the face with the highest score. Subsequently, a
multi-task CNN was employed to detect the landmarks for each face. After that, we cropped
the face image into size 64×64 and aligned them with the locations of eyes.
Hyper-parameters For the hyper-parameters used in our method, we set δ1 = 0.01,
δ2 = 0.01, δ3 = 0.02, δ4 = 0.01, λ1 = 0.5, λ2 = 0.3 and λ3 = 0.2 empirically.
Testing method and evaluation metrics As we estimate the age in a retrieving manner
on the learned ordinal metric, we randomly selected a subset from the training set as the
reference set and take the nearest candidate’s label as the output. An alternative subset
selection protocol is discussed in the experiments on LaP dataset. We employed the mean
absolute error (MAE) and the cumulative score (CS) to evaluate the proposed method.
4.4.2 Experiments on the MORPH Dataset
The MORPH dataset consists of 55608 images of 13000 subjects, and the age labels in
MORPH range from 16 to 77. To have a fair comparison with previous methods, we followed
the experimental settings in [21], in which the whole dataset is randomly divided into training
and testing set with the ratio of 4 : 1 and ensure that no overlap exists between these two
subsets. Besides, we performed 5-fold cross-validation.
Comparisons with the State-of-the-art Methods
To compare our approach with state-of-the-art methods, we divided the existing methods
into two branches of which one utilises the hand-crafted features and the other employs
the deep learning features. Concretely, we choose bio-inspired feature (BIF) as it yields
the best performance among hand-crafted features in the past. We picked the Canonical
Correspondence Analysis (CCA), Orthogonal Locality Preserving Projection (OLPP) + SVM
and the Ordinal Hyperplanes Ranker (OHRanker) as the estimation mechanism for the
hand-crafted feature. For the deep learning approaches, we compared with the ORCNN and
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DeepRank [146]. We directly borrowed the results reported in their papers. The experimental
results of MAE are shown in Tab. 4.2 and the CS curves are illustrated in Fig. 4.4. It can
be seen that the proposed method dominates the state-of-the-art methods with a remarkable
gap and even outperforms the BIF+CCA, in which the extra gender information is taken into
consideration.




























Fig. 4.4 Comparison on Cumulative Score with L in [0,10] on MORPH dataset
4.4.3 Experiments on the FGNet Dataset
The FGNet dataset is relatively small and there are totally 1002 colour or grey facial images
of 82 individuals with large variations in pose and expression in FGNet dataset. We follow
the experimental settings in [21]. In the first stage, we compared our methods with SVM,
SVR, RankBoost and OHRanker by employing BIF feature as the representation. The MAEs
are listed in the Tab. 4.3. It can be found that our method outperforms the conventional
methods which using hand-crafted features. One may argue that the improvements are
benefits from the power of the deep neural network. However, there are currently no results
reported from those deep learning approaches as training a deep network with such small
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1 11 21 31 41 51 61 71 81
Reference Set a
Reference Set b
Fig. 4.5 Illustration of the two selected reference sets on LaP dataset. The first row (set a)
was selected by picking the images with the highest confidence score and the second row
(set b) is selected randomly.
dataset is extremely difficult. To be fair, we further conducted an experiment to compare
with those deep learning methods.








Comparisons with the Deep Learning Approaches
Training a deep neural network on FGNet is generally infeasible as insufficient data may lead
to over-fitting. However, as our proposed quartet model can utilize O(n4) information from
the dataset, training our network becomes reliable. To avoid the influence of the number of the
parameters, in this section, we trained our network, the ORCNN and the DeepRank with the
same feature extraction layers and only altered the final objective function. The experimental
results are shown in the Tab. 4.4. It is not surprising that the DeepRank and ORCNN suffer
from the insufficient data although they trained k classifiers and k different subsets can be
used. The experimental results on the FGNet dataset illustrate that our proposed method can
handle small-scale dataset by leveraging more information.
4.4.4 Experiments on the LaP Dataset
To further validate the robustness of our proposed framework, we conduct a comparison
on Looking at People competition dataset (LaP). LaP dataset consists of 4112 images for
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Table 4.5 Comparison of MAE and Gaussian error with different methods on LaP dataset
Gaussian error MAE
CVL_ETHZ 0.265 Not given
Team ICT-VIPL 0.271 Not given
WVU_CVL 0.295 Not given
ORCNN 0.322 4.78
Method DeepRank 0.301 4.53
Ours(b) 0.279 4.31
Ours(a) 0.274 4.27
training and 1500 images for validation with apparent age labels ranging from 0 to 89 years
old. The images in LaP dataset are more realistic thus challenging, which have large pose,
expression, scale and illumination variances. The performances are evaluated by MAE and
Gaussian errors and shown in Tab. 4.5. It can be seen from the table that compared with
the state-of-the-art methods, the performance of our method is the best. We did not yield
the lowest Gaussian error when compared with the competition teams; however, this is
because in the competition, the external data is allowed for the training reported in [33].
Additionally, in this experiment, we constructed two reference sets to conduct the retrieval,
namely the reference set a and b. In reference set b, we randomly choose images from each
age label while in the reference set b, we selected the images with the highest confidence
score. The results are denoted as Ours(a) and Ours(b) respectively in Tab. 4.5. One can draw
the conclusion that the selection of the reference set does influence the estimation result but
not much, which in other side shows the robustness of our framework.
4.5 Summary
In this chapter, we propose a metric learning approach for the age estimation problem. With
a proposed quartet model, the natural constraints of human aging progress are imposed on
the learned metric; thus the ordinal information is preserved. We conducted the experiments
on three benchmarks, and the experimental results show that our method outperforms the
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state-of-the-art methods. Additionally, the experiment on FGNet dataset shows that our
method still works on small dataset as quartet model exploring deeper structural information.
Chapter 5
Dual Reference Face Retrieval
5.1 Introduction
Over the past few decades, face retrieval has received great interest in the research community
for its potential applications such as finding missing persons [65] and matching criminals
with CCTV footage for law enforcement [131]. Apart from a pinch of face retrieval works
that are text based [13], most existing frameworks are based on the content, in which a
target person’s image is required as the query input, and the system retrieves all the images
belong to the target person in the database. Though these works in some kind improved the
benchmark in the past, they fail to catch up with the pace of the new demands of the face
retrieval in the age of big data. For example, rather than retrieving all the query identity’s
images indiscriminately, we may prefer picking out the specific ones with some certain
attribute, e.g. age. Huge volume of online images make this kind of fine-grained face retrieval
both feasible and indispensable. It is feasible as such large scale dataset can contain many
images taken from someone’s different age periods, thereby it is necessary to select them out
in some potential applications.
Considering such a task – retrieving Emma Watson’s image at 23, although it is not
absolutely impossible for conventional face retrieval frameworks to handle, as it can be
solved by concatenating an age estimation system at the end to select the right images as
illustrated in Fig. 5.1.(a), there are many drawbacks in such a hierarchical framework. One
of them is that using a single numeral is not capable to describe the human perceptions of
the age, because the human performance on age estimation is with a large mean absolute
error(MAE) as well as a large variance [50], which means generally a human prefers to guess
the age within a range rather than a certain numeral. Also, for humans, it is easier to estimate
someones’ age by comparing with age-known faces than directly assigning a facial image to
a numeral [21].
48 Dual Reference Face Retrieval
Text query: 
Target image age: 23 Age Estimator
Identity reference image : 
Emma Watson at age 15
Desired result: 
Emma Watson at age 23
Identity reference image : 
Emma Watson at age 15
Age reference image : 
Daniel Radcliffe at age 23
Desired result: 
Emma Watson at age 23
Fig. 5.1 Comparison between conventional face retrieval framework and our proposed dual-
reference face retrieval framework
As the old saying goes, ‘One look is worth a thousand words’, the problem of retrieving
Emma Watson’s images is better solved by inputting one Emma Watson’s picture and telling
the machine: retrieving someone’s images, and the ‘someone’ is shown in the picture. Since
a numeral is not representative enough to describe a person’s age, and in some scenarios
we do not even care about the certain age but the similarities in term of the age, what if we
use an image to represent the target age? In this chapter, we proposed a novel face retrieval
framework as shown in Fig. 5.1.(b), in which an age reference image is inputted to reflect
the target age besides the identity reference image. We refer to the proposed framework
as dual-reference face retrieval (DRFR). With the DRFR, the problem of retrieving Emma
Watson’s image at 23 is turned into retrieving someone’s images, which are in the similar
age of the age reference image.
In DRFR, the raw images are first projected onto a joint manifold, which preserves both
the age and identity locality. Subsequently, as the age and identity are measured differently
on the joint manifold, a similarity metric for each is exploited and optimized via our proposed
quartet-based model shown in Fig. 5.3. The final retrieval is conducted on the learned metric.
The contributions of our proposed method mainly lie in the following three aspects:
1. The task: retrieving someone’s image at some age is an emerging task as more and
more precise retrieval is required due to the explosive web images.
2. The model: a joint manifold of identity and age is exploited in this chapter, it simultane-
ously preserves the localities of these two aspects. Besides, a novel quartet-based model
coordinated with two Mahalanobis distances is proposed to measure the similarity
between image pairs.
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3. The framework: our proposed DRFR task can be abstracted to a high-level task — dual
reference/query retrieval, which might lead to an emerging research direction. The
existing retrieval methods generally take a single query or multiple queries indicating
the same semantic information, while in our dual-reference framework, more than one
semantic information can be taken into consideration.
The remainder of the chapter is organized as follows: we review related works in Section
2; our proposal is outlined in detail in Section 3; in Section 4, we discuss the experiments
and results; we provide a short conclusion in Section 5.
5.2 Related Work
To the best of our knowledge, the task of the dual reference face retrieval has never been
raised in the literature, and there are no similar existing works, thus we review related works
in the areas of face retrieval and age estimation, focusing on those papers which explore
facial feature representation, age variation capturing and similarity metric learning.
Facial Feature Representation: A broad array of research has been completed on facial
feature representation. As facial features extracting is not the core part of our framework,
we just give a rough review here. For a comprehensive review, we refer our readers to [9].
Early works mainly take heuristic features such as Gabor [89], HOG [31], LBP [4] or their
extensions such as FPLBP [141], LTP [129]. However, designing hand-crafted features is
a trial and error process which is less than adequate for our purpose. Another branch of
research regarding facial features is based on utilizing deep learning. For example, [127]
employed a nine-layer deep neural network to extract facial features for face verification and
[125] proposed a carefully designed deep convolutional networks for joint face identification-
Verification.
Age Variation Capturing: Age variation capturing is rarely considered in conventional
face retrieval approaches because in most works to date, features are required to be age-
invariant. In contrast, as we need to retrieve the image of a ’certain’ age, we need a framework
which embeds the age variation in our final facial representations. Approaches capturing
age variation can primarily be found in age estimation literature. The earliest approach of
age estimation based on facial images dates back to 1994, [75] uses geometric features, in
which the ratios between different measurements of facial landmarks (e.g. eyes, chin, nose,
mouth, etc.) are calculated to classify the individual into three age groups, namely infants,
young adults and senior adults. Unfortunately, it suffers in distinguishing young and old
adults as both the shape and texture of the face change during aging [126]. To overcome the
drawbacks of geometric features, the Active Appearance Model (AAM) is proposed in [28].
50 Dual Reference Face Retrieval
AAM is able to simultaneously capture the shape and texture information of face images.
Our proposal is inspired by Aging Pattern Subspace [34], in which a serial of a person’s
images is treated as an aging pattern. However, our proposed joint manifold is different
because we also embed the identity information at the same time.
Similarity Metric Learning: Once the proper facial image representation is selected, the
retrieval is conducted based on the similarity measurements. [49] induced a contrastive loss
to ensure that the neighbors are pulled together while the non-neighbors are pushed apart on
the learned metric. Different with the contrastive loss that only considers pairwise examples
at a time, [136] and [117] proposed the triplet loss, which minimizes the L2-distance between
an anchor and a positive sample, both of which belong to the same instance, and maximizes
the distance between the anchor and a negative sample. However, the traditional triplet-loss
may lead to a large intra-class variation during testing. [25] added a fourth sample in the
triplet to enlarge the inter-class variation thus reducing the intra-class variation.
5.3 Method
For convenience, we define Imi as an image of the individual with identity i at age m. Input
an image pair (Imi , I
n
j ), where i is the target identity and n is the objective age, thus our
required output is Ini . As discussed, DRFR consists of two stages. Firstly, a mapping function
is learned to project the raw images onto a joint manifold. Subsequently, to measure the
similarity between each pair of images, the two metrics are learned on the low-dimensional
space, based on a quartet model. We devote the rest of this section to outlining these two
stages.
5.3.1 Joint Manifold
A face image with d-dimensional feature representation can be considered as a point in the
d-dimensional space containing rich information such as age, gender, race, identity. Manifold
learning is first proposed in [113], in which they believe that the high-dimensional data is
sampled from a smooth low-dimensional manifold. Thus it is natural that information from
a facial image can be represented within low-dimensional manifolds embedded in a high-
dimensional image space [52]. Many applications already utilize low-dimensional manifolds
to embed human face images, such as face recognition and age estimation. However, our
proposed joint manifold as illustrated in Fig. 5.2 is very different; instead of treating the age
and identity as two separate degrees of freedom in a single manifold, with the assumption
that the age and identity are both manifolds sampled from a higher-dimensional manifold.
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Fig. 5.2 An illustration of the joint manifold of age and identity.
Let X be the original representation of the raw images and Y be the low-dimensional
joint manifold, define the mapping function of the joint manifold to be F : X → Y . Since
both the locality of the age and identity can be represented as matrices, let S denote the set
of all such similarity matrices. Specifically, the matrix Sn ∈ S reflects the similarity among
all the individuals’ images at age n; similarly, Si denotes the similarity over those images
belonging to an individual with identity i across all ages. The desired properties of f are
discussed below.
Preserving locality of individual space
We first calculate the similarity matrix Sn. In detail, among all the images at age n, if two








where xni ∈ X is the original feature representation of image Ini and ‖ · ‖22 is the l2-norm,











if xnj ∈ N (xni ),
0 otherwise,
(5.1)
1t is set as 1 here.
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where N (xni ) denotes the neighbors of x
n
i . To preserve the locality, we require the nearby






‖ F(xni )−F(xnj) ‖22 Sn(xni ,xnj). (5.2)
Preserving locality of age space
Similarly, to calculate the age similarity matrix Si, we gather all the images of the individual



















if |m−n|< ε ,
0 otherwise.
(5.3)





‖ F(xni )−F(xmi ) ‖22 Si(xni ,xmi ). (5.4)
5.3.2 Similarity Metric Learning Based on a Quartet Model
After both the original age and identity spaces are mapped onto a joint manifold, different
measurements should be taken to obtain the similarity of the two aspects. In the proposed
model, two similarity metrics are learned based on a novel quartet model, which is a graph
with 4 vertices as shown in Fig. 5.3. The vertices sets V = {F(xmi ),F(xni ),F(xmj ),F(xnj)} are
the embedded points of {(xmi ),(xni ),(xmj ),(xnj)}, and the edges are defined as the distance
between each embedded point. We use Φ(·, ·) to denote the difference measurement function
whereby the smaller Φ(·, ·) is, the more similar the two images are. In the following of this
subsection, the properties of the desired metrics are introduced.
Individual metric
Considering two image pairs (xmi ,x
n




i ), which are shown in the quartet model
in Fig. 5.3, it is very clear that on the individual metric, the distance between xmi and x
n
i is
smaller than that between xmi and x
n
j , because these two pairs of images both have the age gap










Fig. 5.3 An illustration of our proposed quartet model. The blue symbols indicate the
embedded points of images at age m and the red ones stand for those at age n. The circle
symbols represent the embedded points of images of individual i while the diamond ones
stand for those of individual j. The lengths of the lines connecting any two symbols can be
regarded as the distance between the corresponding embedded points. Thus in any triangle in











where Φind measures the individual difference between any pair of images.
Additionally, the distances between image pair (xmi ,x
m




j) are supposed to be
similar because the individual metric is uncorrelated with the age, which can be written as:
Φind(F(xmi ),F(x
m








Similarly on the age metric, the distance between image pair (xmi ,x
m
j ) is smaller than that
between (xmi ,x
n
j), and the distances are close if the age gap within each image pair is same.




















where Φage measures the age difference between any pair of images.
Quartet loss
To obtain the discussed characteristics of the individual and age metrics, a loss function which
maximize the margin between the distances in Eq. 5.5 and Eq. 5.7, and meanwhile minimize
the margin between the distances in Eq. 5.6 and Eq. 5.8 is designed. For convenience,
we first define d as the distance of two images embedded in the joint manifold Y : dmni j =
F(xmi )−F(xnj) and take the Mahalanobis distance as the distance measurement. Thus the














where Mage and Mind are the Mahalanobis matrices. To maximize the margin, the hinge loss
function:
H(y) = max(0,δ − y) (5.10)
is employed.













>Minddmni j −dmmi j
>Minddmmi j ||22.
And the loss over the whole training set is
L = ∑
i, j,m,n
Lmni j . (5.11)
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5.3.3 Optimization











‖ dmnii ‖22 Si(xmi ,xni ),
s.t. Mind  0,Mage  0,
(5.12)
where M  0 implies that M is a semi-definite positive matrix, thus pseudometrics are
allowed.
As both the Mahalanobis matrices Mage and Mind as well as the embedding function F
need to be learned in Eq. 5.12, we employ a deep network to optimize them jointly. The
architecture of the proposed network is discussed in the following sections.
Deep network architecture
Our quartet-based network architecture is shown in Fig. 5.4, which jointly optimizes the
manifold embedding function f and the two Mahalanobis matrices. The network takes
quartet samples as input. Each quartet sample contains an image set Q = {Imi , Ini , Imj , Inj },
which are the images of the person i and j at his m and n age stage. The images are firstly
passed through a weight-shared convolutional layers, which can extract prolific and robust
age and identity information from a facial image while preserving the locality. The deep
convolutional network takes the joint manifold cost as the loss function. Subsequently, the
distance between the outputs of the deep architecture, for example, F(Imi ) and F(I
n
i ) are
measured via two independent metrics, which are namely, age metric and individual metric.
With the distances between each image pairs, the quartet loss are thus optimized and the
gradients are back-propagated to update the M.
Deep convolutional layer. In our model, the deep convolution layer is trained to explore
the joint manifold of the age and identity. As discussed in the Section 3.1, the joint manifold
is supposed to keep the locality structure, thus the Eq. 5.2 and Eq. 5.4 are taken as the joint
manifold cost. In the experiment, we first compute the similarity matrix across the whole
dataset while for each input batch, only the involved locality constrains need to be satisfied
during training, which leads to a great computation saving. As a fact, the linear embedding
can already reflect the joint manifold, however we employ the deep learning for a better
performance.


















Fig. 5.4 The architecture of our proposed deep network. The network takes quartet samples
as input, and the joint manifold embeddings are obtained after the images are forward
propagated through four weight-shared convolutional layers. Subsequently, the distances
between embedded images on the joint manifold are measured by two independent metrics –
individual metric(blue) and age metric(red). Finally the distances are feed to the last layer to
optimize the quartet loss.
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Fig. 5.5 Experimental results on CACD dataset. The first row and second row are selected
two convincing retrieval results and the third row is a picked bad retrieval example. However,
the failure shown here is because that the age reference image contains too much noisy and
even a human cannot correctly figure out the age of the subject, thereby such noisy data
influenced the similarity measurement both on the age metric and the identity metric.
Individual metric and age metric. At the end of the deep architecture module, the
facial images are represented by a d-dimensional feature. To measure the distances between
each image, we introduce two Mahalanobis matrices Mage and Mind. Since Mahalanbis
matrices are semi-definite positive, M can be factorized as M = P>P. In other words, to









In our architecture, the two metrics layer are inner product layers with independent weights.
The eucledean distance in the projected space is the corresponding Mahalanbis distance. It is
not hard to update the matrix P via the loss function Eq. 5.12 while how to ensure M being
semi-positive is a problem. Inspired by [118], we take a trick when updating on P happens.
After P is updated by the network, we check all the eigenvalue of the matrix P and change the
most negative eigenvalue to zero and then update P again to make it closer to a semi-positive
matrix. The algorithm is shown in Alg. 1
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Algorithm 1: Dual Reference Face Retrieval
Data: Training set X
Init: Compute similarity Si and Sn
while NOT convergence do
Construct batch B = {I1, I2, I3, · · · , Ib}.
Forward propagation to obatin embedding {x1,x2,x3, · · · ,xb}.
Construct quartet Q that violates Eq. 5.5 and Eq. 5.7.
Feed Q into network to obtain loss in Eq. 5.12 and update network weights.
end
5.4 Experiment
As the dual-reference face retrieval is a newly explored task, there are few datasets where each
individual’s images have a wide age distribution. However, we emphasize that the scarcity
of suitable datasets does not mean the task is unnecessary. On the contrary, it supports our
motivation that using dual reference images to indicate multiple semantic information is
reasonable when merged by the huge volume of unlabelled online images.
In the experiment, we evaluate our DRFR on three face recognition and age estimation
datasets: Cross-Age Celebrity Dataset(CACD) [22], FGNet [77], and MORPH [110]. The
statistics of these datasets are shown in Table. 5.1. As the CACD contains the most images
among the three, we trained our deep neural network and conducted our main experiments
on the CACD. Apart from that, we evaluated the robustness of our joint manifold model on
FGNet and cross-dataset validate on the MORPH.
Dataset Images Subjects Images/sub. Age gap
CACD 163446 2000 81.7 0-9
FGNet 1002 82 12.2 0-45
MORPH 55134 13618 4.1 0-5
Table 5.1 Statistics of the Datasets
5.4.1 Experiment on CACD
Settings The Cross-Age Celebrity Dataset is collected for the cross age face retrieval task
in [22], and it contains 163446 images from 2000 celebrities with the age ranging from
16 to 62. The large scale data with high age variations supplies the DRFR a high quality
experiment environment. However, it is noteworthy that although the age ranges from 16 to
62, the maximum age gap for each celebrity is 9 years old, as all the collected images are
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taken from 2003 to 2014. In details, the age gaps are stepping at 1 year old from (14−23)
to (53−62), thus there are 40 age gaps in total. On average, each age gap contains 4000
images of 50 celebrities. Following the settings in [22], we take 60% data as training data
and the remaining for the test. The training data is picked uniformly from each age gap to
ensure all the age gaps are covered. For the test data, as there are averagely 8 different images
for each celebrity at each age, we further split the test data into 8 subsets for the following
evaluation. To train our deep network on DRFR, the weights of two Mahalanobis matrices
were initialized as identity matrices. For the hyper-parameters, we set the ε in Eq. 5.11 as
5 to calculate the similarity matrix set S, and the embeddings’ size on the joint manifold is
set as 128. The triplet selection scheme can heavily impact the convergence speed of the
network training, so does the quartet samples selection. An effective triplet selection can
avoid poor training and reduce the influences caused by the mislabelled data, we employed
an online quartet selection protocol which is inspired by [25]. During training, the images
of an entire mini batch are firstly propagated forward to extract the embeddings with the
current model, then those quartets which violate the average margin in this mini batch will
be selected to train the network.
Evaluation Metrics and Comparison As DRFR can be regarded as a fine-grained
retrieval, we use the top-K retrieval accuracy[136] as the evaluation metric. Since there
are no works on this task in the literature before, we combined the existing face retrieval
approaches with the age estimation methods to form a hierarchical framework and made the
comparison. In the combined hierarchical framework, the face retrieval was first conducted
regarding the first reference image as query. Subsequently, we estimated the age of the second
reference image and the top 100 candidate images from the face retrieval session. Finally
these 100 images are ranked according to the estimated ages. For the facial representation, we
choose eigenfaces, LBP, CARC [22], which encodes the images with a set of celebrities, and
the deep learning feature extracted from the FaceNet [117]. For the following age estimation,
we selected support vector regression (SVR) as well as canonical-correlation analysis (CCA).
For the FaceNet feature, we used the same training data as our DRFR’s.
Results and conclusion We conducted DRFR and the 8 hierarchical methods on the 8
testing subsets and compute the average top-K retrieval accuracy. The results are shown in
Table. 5.2. It shows that when the K is small(less than 6), our proposed DRFR outperformed
the other 4 three methods. It is interesting to note that when the allowed output image
increases, the accuracy of CARC+CCA is slightly higher than ours. The reason is that CACD
is the original dataset which CARC designed, and in our settings, each subset only contains
approximately 10 images for each subject, it is reasonable for a high accuracy if the face
retrieval system can retrieve all the images of the correct identity.
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Fig. 5.6 The results of the experiment on FGNet.
Table 5.2 Experimental results on CACD dataset.
Accuracy% @ top-K K=1 K=2 K=3 K=4 K=5 K=8 K=10
eigenfaces+SVR 14.43 17.25 17.42 17.87 18.5 19.10 19.20
eigenfaces+CCA 14.97 17.73 18.21 18.53 18.71 19.24 19.35
LBP+SVR 17.58 20.32 20.86 21.52 21.85 23.45 24.53
LBP+CCA 17.98 21.44 22.13 22.13 22.22 24.78 25.71
CARC+SVR 18.34 22.45 23.02 23.64 24.30 25.70 26.20
CARC+CCA 18.57 22.25 23.50 23.85 24.50 26.12 26.42
FaceNet+SVR 19.76 23.20 23.33 23.77 23.64 24.70 26.33
FaceNet+CCA 19.63 23.48 24.12 24.37 24.54 25.38 26.40
DRFR(Ours) 20.67 23.75 24.33 24.87 24.90 25.80 26.23
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5.4.2 Experiment on FGNet
Dataset Setting FGNet dataset consists of 1002 images of 82 subjects in total. As it is tiny
while has high age variations, we conduct experiments using different feature on it to evaluate
performance of the joint manifold embedding function f of our proposed framework. Similar
to the experiment setting on CACD, we split FGNet into training and test set, avoiding the
situation that the same subject shows in both sets. The training set contains 60% images
while the rest is left for test.
Comparison with linear embedding methods To evaluate the robustness of our joint
manifold embedding, we extracted the embeddings, which is shown as green stripes in
Fig. 5.4, from the model trained in above CACD experiments. And we chose four other
feature descriptors, which includes: LBP, BIF, SIFT and HDLBP, to make the comparison.
To get the corresponding embeddings of these hand-crafted features, we employed PCA as
the embedding technique, whose projection matrix is denoted as W . Subsequently, the age
and identity metrics Mage and Mind were trained for each embeddings based on the quartet
loss. And finally the retrieval was conducted on the learned metrics.
Results and conclusion Fig. 5.6 shows the results of our experiments on FGNet. It can
be seen that the CMC rank score of our joint manifold outperforms others. Since the Mage
and Mind are learned with respect to each embeddings, we can draw the conclusion that:
firstly, the joint manifold embedding function trained on CACD has robust generalization.
Secondly, the proposed joint manifold preserves more information of the age and identity
locality.
5.4.3 Cross Dataset Validation on MORPH
The MORPH dataset has 55134 images of 13618 subjects. Though both the images and
subjects are in big amount, the number of images for each subject is only 4.1, which is not
sufficient to compromise the quartet samples for training. Thereby instead of training a new
model, we conduct a cross-validation on MORPH. We used the model trained on the CACD
dataset directly on the MORPH dataset and the results are shown in Table. 5.3. It is shown
that the results are very close to those on CACD. One reason of the minor backward can be
the divergence of the age distribution between MORPH and CACD. Another reason is that
the images in MORPH are over-cropped and some parts of the forehead and the chin in the
image are absence, while the images are all of the full face in CACD.
62 Dual Reference Face Retrieval
Acc% @ top-K K=1 K=3 K=5 K=10
MORPH 18.26 20.81 22.99 23.17
CACD 20.67 24.33 24.90 26.23
Table 5.3 Cross dataset validation on MORPH.
5.5 Summary
In this chapter, we proposed a dual-reference face retrieval framework, which tackles the
problem of retrieving a person’s face image at a ‘given’ age. In the proposed framework,
the retrieval is conducted on a joint manifold and based on two similarity metrics. We have
systematically evaluated our approach on CACD, FGNet and MORPH, and the corresponding
results show that the proposed approach achieves promising results on this new task and the
framework is stable and robust.
For the future work, a larger dataset with wider age range can be collected to further
improve our algorithm. Also, the dual-reference retrieval framework can be extended to other




Age synthesis has received many research interests for its importance to wide range appli-
cations, for example, finding missing people, face verification, security surveillance and
entertainment. Classical methods try to find the average depict (texture, shape etc.) of
different ages for different gender then render it to a face image to yield an age-progressed
result [69]. [18, 68] generate a new facial texture with identical second order statistics with
a given sample texture but not concern on the age [124]. [145, 114, 130] focus on both
age group feature representation and identity preservation, which describe the difference of
texture/shape/etc. Between different age groups with different genders and re-render it with
the personal characters to realize face aging.
Nowadays, age synthesis has got great progress benefited from the success of General
Adversarial Network (GAN) [137, 121, 5, 152, 76, 91, 144]. Wanget al. [137] proposed a
recurrent face aging (RFA) framework considering the in-between evolving states between the
adjacent age groups. Shuet al. [121] proposed a Kinship-Guided Age Progression (KinGAP)
approach which can generate personalized aging images by computing average face and
using the senior family members as a prior guidance. These methods need pair-wise samples
(requires faces of the same person at different ages) to learn the personalize identity and
need the target images in training set be labeled with the true age for optimizing model. As
we all know, it is hard to collect pair-wise data or so many labeled images. To tackle the
shortage of pair-wise data, Yanget al. [144] presented a framework to simulate aging effect
without pair-wise training data, which preserves the identity feature through both pixel level
loss and adversarial loss, and in order to realize the young or senior aging effect they feed
a discriminator with generated image and groups of young faces and senior faces to guide
the face aging. However, "young" and "senior" are abstract conceptions, different people
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has different views on it, moreover, the needed "young" or "senior" faces has no uniform
baseline. These methods are illustrated in Fig. 6.1(a), and synthesizing age with two given
images is still a challenge in face aging area.
Fig. 6.1 Comparison between conventional age synthesis framework and our proposed
dual-reference age synthesis framework
In this work, we first investigate age synthesis and address the challenges. Then we
propose a new framework as shown in Fig. 6.1(b). In the new framework, two images are
taken as inputs and an image is generated which shares the same personality of the given
identity reference image and in the similar age group with the age reference image. In the
proposed framework, we employ a joint manifold as well as an orthogonal projection to
disentangle the age and personality information.
There are three contributions of this chapter.
1. We propose a new age synthesis framework which concerns on the age synthesis.
We combine the identity disentangle space projection with the age disentangle space
projection as a joint manifold feature, which can present the personnel feature and age
feature at the same training time.
2. The final images are generated by training a generative adversarial network and
augmented with two preserving functions. So our framework can be extended to other
application not only age feature learning and age synthesis.
6.2 Related Work
Aging Synthesis As far back as 2002, Lanitiset al. described how the effects of aging on fa-
cial appearance can be explained using learned age transformations [79]. Then traditional age
synthesis focus on facial muscle structure or skin’s texture changes etc., or learn those features
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from the average faces of different age groups for age pattern transfer. Those models are usu-
ally very complex or neglects the differences between different persons [152]. Kauret al. [68]
proposed face texture transfer (FaceTex) framework augmented the prior work. FaceTex
suppress facial texture comprising skin texture details around facial meso-structures (e.g.
eyes, nose and mouth) and synthesize a facial image with different facial textures while main-
taining the identity of the original one. Further, Makhzaniet al. [94] proposed an Adversarial
Autoencoders (AAE) using an adversarial training procedure to learn the latent vector, which
inspired most of the state-of-the-art face aging methods. [5, 76, 91] investigate age synthesis
based on GAN and AAE which can generate the personalized aging images at the tender
age. The state-of-the-art GANs combined GAN with AAE, which can learn the intangible
character through an encoder and generate images with photo realistic. Zhanget al. [152]
proposed a conditional adversarial auto-encoder (CAAE) and described a synthesis protype
based on GAN and AAE: personalized identities are indicated by map the original face
image to a latent vector via an encoder, then these identities and a corresponding numeral
(age) are fed into the generator to synthesize face images. Antipovet al. [5] proposed an Age
Conditional Generative Adversarial Network (Age-GAN) to generate identity-preserving
synthetic images within required age categories, which use the Facenet to optimize latent
vectors, and it can be considered as a part of CAAE. Recently, Wanget al. [139] proposed an
identity-preserved conditional generative adversarial networks (IPCGANs) , which use an
age classifier forces the generated face with the target age and use the multi-layer feature of
age classifier as identity feature. Recently, Liet al. [87] proposed a Wavelet-domain Global
and Local Consistent Age Generative Adversarial Network (WaveletGLCA-GAN) which
adopt wavelet transform to depict the textual information in frequency-domain with given age
labels, WaveletGLCA-GAN abstract age information from local patches of a given age face
image and generate an image with the target age, but it needs forehead, eyes and mouth local
patches of the target age images and consists five sub-networks which are complex. Despite
of focusing on face aging synthesis,Expression Generative Adversarial Network (ExprGAN)
[32] and StarGAN [26] can also be used for face aging synthesis. A style-based generator
architecture [67] for generative adversarial networks, which leads to an automatically learned,
unsupervised separation of high-level attributes (e.g. pose and identity when trained on
human faces) and stochastic variation in the generated images (e.g. freckles,hair), and it
enables intuitive, scale-specific control of the synthesis.
Generative Adversarial Networks GAN [38] and its variants [154, 7, 61, 99] have
shown the impressive success in computer vision applications, especially the conditional
GANs (CGANs) [108, 103]. They have been adopted for image generation [32, 154, 7, 61,
108, 103], image super-resolution [123, 83] and image translation [17, 63, 55, 26, 67]. The
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classical GAN consists of two parts: discriminator and generator, which train the two parts
alternately. The adversarial loss function (as Eq. 6.1) forces discriminator to try to classify
the fake image and real image, and makes generator try to generate indistinguishable images.






So CGAN introduces condition y into Eq. 6.1 which can control the generated results
with the given condition, and this controllable character made CGAN as the main network







In this section, we first describe the pipeline of our proposed method, then two main modules
of the framework are discussed in Sec.3.2 and Sec.3.3 respectively. Finally, the objective
functions are introduced.
6.3.1 Overview
With a given reference face image, can you imagine what did Emma Stone look like when
she was young? Or a baby will look like when he/she grows up? We can tell you in Fig. 6.2.
Synthesizing face aging or rejuvenating only with reference faces is more difficult than
with a numerical age, but this challenge is more reasonable because a reference image can
express what kind of age effect exactly and include more age information than a number. To
tackle this task, age synthesis under unsupervised manner, our framework consists of three
parts: an age agent, an identity agent and a GAN. The age agent is used to learn the reference
age feature, the identity agent is used to preserve the identity information and a GAN which
has the fabulous ability to generate images is used to synthesize the face image. Fig. 6.3
gives a pipeline of the proposed framework.
For convenience, we define Imi as an image of the individual with identity i at age m. The
main characteristic is that there are two images as inputs in our framework, one is the identity
reference image Imi and the other is the age reference image I
n
j . We assume that the face
image is sampled from two low dimensional manifolds where the identity and age change
smoothly along respective dimensions. The identity agent and the age agent map the two
input images into two low-dimension features respectively, and they are joint in the manifold
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Fig. 6.2 Demonstration of our age synthesis results (images with black dotted box are the
original inputs.)
space. Then the joint manifold embedding is fed to the generator and an facial image Îni is
synthesized.
6.3.2 Identity Agent
The identity agent is inspired by [153], the same identity encoder and identity discriminator
as [152] are used. Fig. 6.4 shows the detailed architecture of the identity agent.
Aim to abstract the identity feature from identity reference images without pair-wise or
labeled training data, a reconstruction loss is used:
Lrec = ||Imi , Îni ||1 (6.3)
And an adversarial process force the identity manifold with no "holes" [152]. Denote
pdata as the distribution of the realistic data, assume pz as the prior identity feature distribution.






where zI = EI(Iid) denotes the identity embedding of identity reference image Iid .
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Fig. 6.3 The pipeline of the proposed age synthesis method. The identity agent learns the
disentangle depictions of the identity reference image and the age agent learns the age
features of the age reference image as well. The identity depictions and age features as a
joint manifold embedding is fed into a generator. A discriminator tries to recognize the
synthesized image and the two ground-truth inputs which guarantees the synthesized face
image looks realistic, and identity preserving loss and age preserving loss guarantee the
synthesized face image have the identity information of the identity reference image and the
age information of the age reference image.
Furthermore, the synthesized image Îni should has the same identity with I
m
i , then we
designed the identity preserving function as:
LID = ||EI(Imi ),EI(Îni )||2 (6.5)
6.3.3 Age Agent
An age agent is designed for the proposed framework based on the deep expectation of
apparent age (DEX) [111, 112] (the winner of LAP challenge on apparent age estimation).
A pre-trained VGG16 model as Fig. 6.5 shows.
Different from many researches, the hierarchy age embedding has more age information
than a giving one-hot vector or a numerical label. Moreover, comparing with those congregate
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Fig. 6.4 Identity agent consists an encoder EI and a discriminator DI . Encoder learns to
represent the latent vector zI and discriminator force zI to subjects to the uniform distributions.
multi-layers outputs of the VGGnet model as the final feature [144, 32], this 1024-dimension
fusion feature makes our framework light-weighed.
Specially, an age preserving function LA guarantees the synthesized image has the same
age with the age reference image.
LAGE = ||EA(Inj ),EA(Îni )||2 (6.6)
6.3.4 Objective function
To generate a photo-realistic face image, a realistic discriminator is employed here to
discriminate the two reference images as real and the generated image as fake. Thus the
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Fig. 6.5 The reference face image goes through the deep convolution network, and the age
agent project the the first full-connection layer output to a 1024-dimension vector which is
used as age feature.
















We perform experiments on two widely used benchmark face datasets UTKFace [152]1 and
Cross-Age Celebrity Dataset (CACD) [23]2, all images are aligned and cropped. CACD
dataset covers 2,000 celebrities and the age labels were estimated by simply subtract the
birth year from the year of which the photo was taken, so we choose those images with rank
smaller or equal to six as the homepage said. Specially, comparing face images of UTKFace
are in the wild, CACD face images are exquisite photos which have low qualities. UTKFace
and CACD are all annotated with real age, we divide images into 10 age groups and made
a static on them. From Fig. 6.7, we learn that only UTKFace includes baby(0-5 years old),




amount of young person( from 20-year-old to 40-year-old) is about twice than that of other
age groups.
6.4.2 Implementation Details
In term of morphology, 0-10 years old children have the different facial appearance from the
teenagers and adults. Then aiming to learn the age feature of the children and senior people
and to avoid over-fitting in range of 20-40 years old group, we augmented UTKFace and
CACD by flip those images not in this group. Then we use 80% images as training data,
10% as validation data and the left 10% as test data. We trained our networks on an NVIDIA
TITAN X GPU using a random sample of 100 as one batch from training data.
10 images as shown in Fig. 6.6 from UTKFace was chosen as the age reference images
whose appearance ages cover a range of baby to senior people and are distinct from the
training images.
Fig. 6.6 Numbers under each reference images is real ages range from 3 to 79. Their apparent
ages are different with their real age, e.g. men in (f),(g) and (h) are at different real ages but
they look like at the same age.
The synthesized image Îni is supposed to have the following characteristics:
• has the same personality information with identity reference image Imi
• be at the same age group with the age reference image Inj
• be photo-realistic.
Empirically, it is hard to archive good performance if train the model with multiple loss
functions in Eq.6.8 directly. To tackle this difficulty, we propose joint-training strategy for
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Fig. 6.7 Age distribution of the two datasets
training. At first, in order to preserve identity information and make sure that the identity
manifold covers all feature space, we set Imi = I
n
j , and then train the identity agent and
generator by only minimize reconstruction loss Eq. 6.3 and adversarial loss Eq. 6.4. Then
we add the adversarial loss of generator and discriminator Eq. 6.7 in the training loss to
guarantee the generated face be photo-realistic. Subsequently, after the identity agent loss
converges, we fix EI and DI , set Imi 6= Inj , and use the two preserve functions Eq. 6.5,Eq. 6.6
to optimize the generator.
For CAAE, we retrain CAAE on UTKFace with the released code, and then fine tune the
CAAE model on CACD, then we can get the 10 age groups images of UTKFace and CACD.
For IPCGAN, we get the test results on UTKFace and CACD with the released pretrained
model which were trained on CACD and can only synthesize 5 age groups images (11-20,
21-30, 31-40, 41-50 and 50+).
6.4.3 Experimental Performance and Analysis
Experimental Results As in most existing GAN works [153, 148], subjective evaluation
on the quality of sythesized images is the mainstream, in this section, we mainly evaluate
our proposed method on subjective manner. Age synthesis results are shown in Fig. 6.8
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Fig. 6.8 Some synthesized faces on UTKFace. Each dotted box denotes one person’s image.
In each box, from top to bottom, they are images generated by CAAE, IPCGAN and DRAS.
and Fig. 6.9. The first left column is the identity reference images for DRAS (input images
for CAAE and IPCGAN), and the first row is the age reference images for DRAS and the
corresponding 10 age groups for the other two methods. The identity reference images
include senior person, young person and toddle.
Fig. 6.8 and Fig. 6.9 show the synthesized faces in different age groups. We can see that
age appearances change slightly and the generated images look the same as the input images
in IPCGAN. There is one alexnet in IPCGAN, which is used to abstract identity feature
and recognize age groups. However, identity preserving and age classifier sharing the same
convolution layers is not reasonable. There has no identity or age preserving strategy in
CAAE, and the synthesized images in CAAE look blurry and have artifacts, for example, in
the first dotted box in Fig. 6.8, pupils of CAAE images changed and the mid-age one looks
the same as young one. Compared with CAAE and IPCGAN, DRAS can synthesize higher
quality face images with the same identity and age with the references images.
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Fig. 6.9 Some synthesized faces on CACD. Each dotted box denotes one person’s image. In
each box, from top to bottom, they are images generated by CAAE, IPCGAN and DRAS.
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Fig. 6.10 Synthesized faces of UTKFace with identity reference images and their own ages.
The first row is the ground truth. In each box, from top to bottom, they are images generated
by CAAE, IPCGAN and DRAS.
Furthermore, we compare our results with those ground truth. First, we use the same
image as identity reference image and age reference image, and reconstruct the reference
image as Fig. .6.10 and Fig. .6.11. The reconstruction images of IPCGAN have the best
performance on some details, for example the illumination and curl hair on face (show in
green boxes). Images of DRAS are mostly look like real images (show in blue boxes).
Then we synthesize Emma Waston and Isabella Rossellini’s images with different age
reference images, choose the real images from CACD, and the real images are in the same
age group with age reference images. The IPCGAN can generate images which most like
the identity reference images, but still has slight age apperance difference. Our proposed
model can synthesize images which have the same identity feature and age feature with the
reference images (as Fig. .6.12 shows).
No matter the reconstruction results or the synthesis results, CAAE has the lowest
performance.
Ablation Study For analyzing the two preserving functions, we set four training scenarios
as Table 6.1.
Under the four training scenarios, we trained our model and got test results as Fig. .6.13
and Fig. .6.14.Those face images with red box look younger or older than the reference age,
which means the trained model without age preserving function will lose the age information.
And those images with yellow box look different with the reference identity, which means
the model without identity preserving function will lose the personality information in some
degree. Moreover, by checking those images synthesized under scenario S2 and S3, images
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Fig. 6.11 Synthesized faces of CACD with identity reference images and their own ages. The
first row is the ground truth. In each box, from top to bottom, they are images generated by
CAAE, IPCGAN and DRAS.
Fig. 6.12 Synthesized faces with different identity reference images and age reference images.
The first row is the age reference images and the first left column is the identity reference
images. In each box, from top to bottom, they are real images in the same age with age
reference images, and images generated by CAAE, IPCGAN and DRAS.
Table 6.1 Description of four training scenarios.
Scenario Description
S1 with the two preserving functions
S2 without the two preserving functions
S3 with only identity preserving function
S4 with only age preserving function
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with age preserving function have artifacts but those S2 images have not. Age information
usually appears in local facial parts, such as wrinkles at the eye corners, the width between
two eyes is large and the face shape is round like an apple for baby, therefore age feature
consists texture features, shape features etc. which can be seen as artifact by human eyes.
Fig. 6.13 The effective of identity and age preserving functions. There are face images
generated under S1, S2, S3 and S4 respectively from top to bottom.
6.5 Summary
This chapter studied a new age synthesis task: dual-reference age synthesis. By given two
reference face images, synthesize a face image which has the same identity information with
one image and at the age of the other one, what is a challenge. In the proposed framework,
a joint manifold embedding is abstracted from training data through the identity agent and
age agent, then the proposed model is trained on adversarial way with the joint manifold
embedding, and is optimized with identity preserving function and age preserving function.
Detailed training strategy was discussed in this chapter, the experimental results on UTKFace
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Fig. 6.14 The effective of identity and age preserving functions. There are face images
generated under S1, S2, S3 and S4 respectively from top to bottom.
and CACD are given and are analyzed thoroughly. The corresponding results show that the
proposed approach achieves promising results on this new task.
Chapter 7
Gait Recognition Based on Generative
Adversarial Networks
7.1 Introduction
Gait is a behavioural biometric characteristic which can be used for remote human identi-
fication. Compared with recognition technologies based on other biometric characteristics
like fingerprint or iris, gait recognition can be applied at a much larger (longer) distance
without subjects’ cooperation. Nowadays, surveillance cameras are widely installed in public
places such as airports, government buildings, streets and shopping malls, which makes
gait recognition a useful tool for crime prevention and law enforcement. Gait analysis has
contributed to evidence for convictions in criminal cases in some countries like Denmark
[80] and UK [16].
For automated gait recognition, there are two main approaches: model-based, and
appearance-based. Model-based methods aim to model the human body structure parame-
ters, while appearance-based approaches extract gait features directly from gait sequences
regardless of the underlying body structure. This work falls in the latter category, which can
also work well on low-quality gait videos, when the body structure parameters are difficult to
extract precisely.
The average silhouette over one gait cycle, known as Gait Energy Image (GEI, as shown
in Fig. 7.1) is widely used in recent appearance-based gait recognition systems because of
its simplicity and effectiveness [51]. In [64], several gait templates were evaluated on a gait
dataset consisting of more than 3000 subjects and it was found that directly matching GEI
can yield very good performance, when gaits from the probe (i.e., query gait) and gallery (i.e.,
reference gait) are in the same walking conditions. Yet in real-world scenarios, there exist
80 Gait Recognition Based on Generative Adversarial Networks
covariate factors such as shoe type, carrying condition, clothing, speed, or camera viewpoint,
which may affect the recognition performance significantly. Various machine learning
algorithms were proposed [40, 97, 3] to learn gait features that are robust to covariates which
only partially change the gait appearance. Large camera angle, however, was considered the
most challenging factor— which may affect the gait features in a global manner.
Fig. 7.1 Gait Energy Images (GEIs) in OU-MVLP dataset.
Fig. 7.1 demonstrates several GEI samples from the OU-MVLP dataset [128] from
different view angles, and we can see that view changes may substantially alter the visual
features of gaits, causing recognition difficulties. Recently, various deep learning approaches
(e.g.[120, 142]) were applied to learn view-invariant features, which show superb perfor-
mance on datasets with a small number of subjects (e.g. on CASIA-B [149]). However,
the performance of these deep approaches do not scale well to large datasets, e.g. on the
OU-MVLP dataset [128] with more than 10000 subjects. Moreover, the black-box nature of
these deep CNNs makes it hard for real-world applications, e.g. when evidence is required.
To address this issue, in this work we proposed a Discriminant Gait Generative Adversarial
Network (DiGGAN) framework, which not only can scale well for large-scale cross-view
gait identification tasks, but also can generate all the possible views for evidence. Our
contribution can be summarised as follows:
• Algorithm: A generative adversarial network based model (named DiGGAN) is pro-
posed in this paper. With the mechanisms of two independent discriminators, the
proposed network can generate GEIs at unseen views while preserving the identity
information. Besides, a triplet loss is handily introduced in our framework to enhance
the discriminability of the feature learned.
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• Application: Large-scale cross-view gait identification is challenging, and our proposed
DiGGAN effectively solves the issue. Moreover, it can generate the all-view evidence,
which is important for forensic applications.
• Performance: On the world’s largest OU-MVLP dataset (with more than 10000 sub-
jects), our method outperforms other algorithms significantly on many real-world gait
identification scenarios (e.g. cooperative/uncooperative mode). It also has the best
results on the popular CASIA-B dataset and shows strong generalisation ability across
datasets.
7.2 Related Work
7.2.1 Cross-view Gait Recognition
Cross-view gait recognition methods can be roughly divided into three categories. Cross-view
gait recognition methods can be roughly divided into three categories. The first category, for
example, [6] is based on reconstructing 3D gait model from multiple calibrate cameras. These
branch of methods have very obvious drawbacks — they rely on multiple cameras which
are fully controlled and working cooperatively. Such requirements are very challenging to
satisfied in real-world applications.
The second category typically achieve cross-view gait recognition by performing view
normalization. For example, [37] first estimates the poses of lower limbs and then extracts
the rectified angular measurements as well as trunk spatial displacements as features for gait
recognition. However, such method is not always feasible especially when the lower limbs
are not clearly visible hence the poses are difficult to be estimated. To tackle this problem,
[74] proposed a view normalization framework based on domain Transformation obtained
through Invariant Low-rank Textures (TILT), where the gait images are normalised to the
side view without knowing the prior pose of the gait. Nevertheless, the performances of such
method is not promising when the gait images are captured in front and back view as there is
a large view angle gap with the side view.
The third category is to learn a common space where the gait images from different
view angles are mapped into a same feature space and then a metric is learnt to measure
the similarities then perform the matching. For instance, [95] introduced the SVD-based
View Transformation Model (VTM) to project gait features from one view into another.
This method is improved by Kusakunniran et al. by using Truncated SVD (TSVD) [71] to
avoid oversizing and overfitting of VTM. Instead of using the global features (e.g.,[95], local
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Region of Interest (ROI) was selected based on local motion relationship to build VTMs
through Support Vector Regression (SVR).
There are also some variations in the third category. For example, Bashir et al. [10]
used Canonical Correlation Analysis (CCA) to project gaits from two different views into
two subspaces with maximal correlation. The correlation strength was employed as the
similarity measure for identification. In [73], after claiming there may exist some weakly or
non-correlated information on the global gaits across views [10], motion co-clustering was
carried out to partition the global gaits into multiple groups of gait segments.
Most recently, deep learning approaches [120, 142, 148], [53] were applied for gait
recognition, which can model the non-linear relationship between different views. In [120],
the basic CNN framework, namely GEINet was applied on a large gait dataset, and the
experimental results suggested its effectiveness when the view angle changes between probe
and gallery are small. To combat large view changes, a number of CNN structures were
studied in [142] on the CASIA-B dataset (with 11 views from 0 to 180), and Siamese-like
structures were found to yield the highest accuracies. However, this dataset only includes
124 subjects, and the most recent work [128] found these CNN structures do not generalise
well to a large number of subjects. In [148] and [53], GAN approaches are applied to
generate gait features/images to a common view or a target view for matching. However, the
generative nature of both GAN models limit the recognition accuracies, although they are
more interpretable than the discriminant CNN-based approaches [53].
7.2.2 Generative Adversarial Networks
Generative Adversarial Networks (GANs)[39] introduces a novel self-upgrading system.
By keeping a balanced competition between a generator and a discriminator, fake data
can be synthesised. While early work focuses on preventing low-quality, instability and
model collapse problems, e.g. WGANs[8, 41] and DCGANs[109], recent applications utilise
various supervision to control the generated data. Conditional GANs [100] can generate
samples according to provided label information. The assumption is that the data is generated
by interpolating conditional variations along a low-dimensional manifold. By modifying
different manifold assumption, GANs have been successfully applied to interpolating facial
poses, ages. GaitGAN[148] and MGANs[53] are close related work that uses GANs for
gait recognition. However, compared with their methods, our method can 1) extract more
discriminant view-invariant features, which is robust for large cross-view gait recognition
tasks and 2) generate GEI images at unseen view angles, which can be used as important
evidence for forensic applications.
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7.3 Method
In this section, we describe the framework of the proposed DiGGAN and discuss the details
of each component respectively. For a convenient discussion, in the rest of the paper, we use
xki to denote the GEI image of the i
th subject captured at angle k, thus i ∈ {1,2, ...,Ns} and
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Fig. 7.2 The illustration of the proposed DiGGAN.
7.3.1 Framework Overview
Fig. 7.2 illustrates the pipeline of the proposed DiGGAN. The network is trained to transfer
a GEI image xpi at an arbitrary view p to GEI image x
k
i with the target view k. As the input
GEI image xpi and the target GEI image x
k
i are supposed to share the same identity, an auto-
encoder E is first applied on xpi to disentangle the view angle information and the identity
information thus project the images to an identity preserving latent space and yield the latent
code z = E(xpi ). To involve the target view information k, the latent code z is concatenated
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with a one-hot vector label v ∈ {0,1}Nv , followed by a generator that takes the concatenated
vector as input and generate the image x̂ki = G(E(x
p
i ,v)). Finally, two discriminators on angle
and identity are employed to impose the angle and identity information. Additionally, to
enhance the discriminability of the embeddings in latent space, a triplet loss is introduced to
constrain z.
7.3.2 Angle Sensitive Discriminator
We assume that the GEI image is sampled from a low dimensional manifold where the
identity and angle change smoothly along respective dimensions. As the latent code z is
constrained to contain the identity information only, we can easily manipulate the angle
of the generated image by concatenating different angle labels to z. Thus it is intuitive to
employ a conditional discriminator Did to ensure the view angle of the generated image.
Mathematically, for a given training pair (xpi ,x
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It is worth noting that in Dangle, the one-hot vector label is concatenated after the first
convolutional layer to obtain a better performance according to [107].
7.3.3 Identity Preserving Discriminator
One of the drawbacks in original GANs is the poor diversity in generated samples, for
example, the model tends to remember samples in the training set hence outputs averaged
images without differentiating identities. To tackle this problem, we introduce an identity
preserving discriminator Did in our framework. Inheriting the similar idea of Dangle, the Did
is designed as a conditional discriminator which takes two images as input and is expected to


























Constrained by Triplet Loss
Anchor 
Sample E
Fig. 7.3 The illustration of the triplet loss employed in DiGGAN. The triplet loss is introduced
to push the negative samples away from the anchor samples while pulling the positive samples
closer.
7.3.4 Triplet Constraints on z
Although the generated images can be directly used for gait recognition, e.g. direct matching
on the pixels [149], searching on the latent space has been widely adopted by most of
existing works [142] [53] for its higher performance and efficiency. However, the identity
preserving discriminator does not directly constrains the latent code, which may result in
the distribution of the latent code z exhibiting a ‘hole’. Inspired by [153], which employs
an extra discriminator to impose a uniform distribution on z, we introduce the triplet loss to
enhance the discriminability of z. Concretely, as shown in Fig. 7.3, a triplet sample consists
of an anchor, a positive and a negative sample, where the positive sample shares the same
identity with the anchor while the negative has a different one. A hinge loss is employed here
to push the negative sample away from the anchor, and at the same time, to pull the positive














where d(·, ·) can be L2 distance and the δ is the margin to be ensured.
86 Gait Recognition Based on Generative Adversarial Networks
7.3.5 Objective Function and Training Strategies
Reconstruction loss Besides the adversarial loss, the pixel-wise reconstruction loss is also
introduced to enhance the sharpness of the generated image:
Lrec = ||G(E(xpi ),vk),x
k
i )||1 (7.4)
























Training strategies Empirically, training such a model with multiple loss functions in Eq. 7.5
is challenging thus always leads to poor results. To tackle this difficulty, we propose a step-
by-step strategy for training. In the frist step, we only train the angle sensitive discriminator
with artificial batches that are generated from the realistic GEI images. Specifically, we
randomly sample n GEI images from the training set to form a batch and train the Dangle.
In each batch, half of the images are assigned with wrong angle labels while the rest are
assigned with the correct ones. Training with realistic images rather than generated ones
helps the angle sensitive discriminator to converge quickly. After the Dangle converges, we
subsequently train the network without the triplet loss in two sub stages. In the first sub stage,
we set xki = x
p
i , which means a same image is fed into the network as the (input, ground
truth) pair, therefore enables the network to learn to recover the input image first. Then in
the second sub stage, we feed different images to teach the model to generate images with
different angles. Finally, we take the triplet loss in and fine tune the whole network. Fig. 7.4
shows the generated images at different stages of the training process. The model learns to
generate averaged images at the initial stage. After that, with different images being fed into
the network, the model learns to generate images of new angles. Finally the model learns to










Fig. 7.4 The generated images at different stages of the training process. First row: initial
stage of the model. The model outputs averaged image. Second row: the model learns to
generate images with new angles from (xpi ,x
k
i ). Third row: after adding triplet loss into
training, the model learns more identity details. Last row: model converges.
7.4 Experiments
In this section, we systematically evaluated our method on two datasets, the OU-ISIR Gait
Database, Multi-View Large Population Dataset (OU-MVLP) [128] and CASIA-B [155]. It
is worth noting that the OU-LP [64] and USF [115] datasets are not used in this paper due to
lack of large view changes.
To evaluate the performance of our proposed method, we mainly focus on the cross-view
identification under the cooperative setting [128], where the gallery has a uniform camera
view angle. We also studied the uncooperative setting [128], where the gallery contains
unknown views and following [128], we randomly select one out of all the view angles
for each test subject in gallery. Moreover, we explored the effect of the triplet-loss to the
performance of our framework. Specifically, we also demonstrated the generated gait images
for unseen views, which may serve as important evidence for forensic application. To the
best of our knowledge, this is the first work that is flexible (any-to-any view generation) at
such a fine level.
In the following, we will in turn introduce each of them.
Datasets OU-MVLP is the world’s largest cross-view gait dataset [128]. It contains
10,307 subjects (5,114 males and 5,193 females with various ages, ranging from 2 to 87
years) and 14 different view angles 0°, 15°, 30°, 45°, 60°, 75°, 90°, 180°, 195°, 210°, 225°,
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Table 7.1 Rank 1 identification rate (%) for all baselines in cooperative setting on OU-MVLP
datase.
(a) VTM [95] (b) GEINet [120]
Probe Probe
Gallery 0 30 60 90 Mean Gallery 0 30 60 90 Mean
0 68.8 0.5 0.2 0.1 17.4 0 75.9 32.1 7.0 7.4 30.6
30 0.7 82.2 2.1 0.8 21.4 30 17.3 89.6 43.7 22.7 43.3
60 0.3 3.2 77.6 5.4 21.6 60 4.0 43.4 86.5 55.4 47.3
90 0.2 1.1 4.2 80.9 21.6 90 3.4 21.5 50.2 90.7 41.5
Mean 17.5 21.7 21.0 21.8 20.5 Mean 25.2 46.6 46.8 44.0 40.7
(c)Siamese [150] (d)CNN-MT [142]
Probe Probe
Gallery 0 30 60 90 Mean Gallery 0 30 60 90 Mean
0 52.7 23.7 11.1 11.3 24.7 0 70.7 16.7 4.4 3.9 23.9
30 18.4 78.6 32.6 27.6 39.3 30 14.1 88.1 36.9 17.0 39.0
60 8.0 33.5 76.1 39.6 39.3 60 4.0 39.2 85.7 44.2 43.3
90 7.9 26.5 36.5 82.1 38.2 90 3.2 16.2 43.4 89.3 38.0
Mean 21.8 40.6 39.1 40.1 35.4 Mean 23.0 40.0 42.6 38.6 36.1
(e)CNN-LB [142] (f)DM [149]
Probe Probe
Gallery 0 30 60 90 Mean Gallery 0 30 60 90 Mean
0 74.4 16.5 3.5 2.8 24.3 0 68.8 0.8 0.1 0.0 17.4
30 13.6 89.3 36.0 16.2 38.8 30 1.2 82.2 1.4 0.3 21.3
60 2.9 36.2 88.4 44.7 43.0 60 0.1 1.1 77.5 5.6 21.1
90 2.2 14.0 41.2 91.7 37.3 90 0.0 0.2 4.1 80.9 21.3
Mean 23.3 39.0 42.3 38.9 35.9 Mean 17.5 21.1 20.8 21.7 20.3
(g)MGANs [53] (h)DiGGAN(Ours)
Probe Probe
Gallery 0 30 60 90 Mean Gallery 0 30 60 90 Mean
0 72.0 9.6 6.8 2.4 22.7 0 79.0 62.1 46.5 47.7 58.8
30 9.4 83.2 30.3 10.7 33.4 30 58.1 89.8 64.8 58.5 67.8
60 5.3 30.6 80.3 21.0 34.3 60 44.1 66.0 88.7 67.2 66.5
90 2.1 12.0 22.0 85.9 30.5 90 44.6 58.9 66.0 90.0 64.8
Mean 22.2 33.8 34.8 30.0 30.2 Mean 56.4 69.2 66.5 65.8 64.5
240°, 255° and 270°. The subjects repeat forward and backward walking twice of each,
such that two sequences are generated in each view. The wearing conditions of subjects
are various due to the collection process ranging different seasons. The size-normalized
GEIs used in this paper are 88×128 pixels. Some examples from OU-MVLP dataset are
illustrated in Fig. 7.1. CASIA-B is another widely used cross-view gait dataset that consists
of 124 subjects with 11 different view angles range from 0° to 180° with an interval of 18°
[155]. For each subject, there are six sequences of normal walking, two sequences with bags
and two sequences with different clothes.
Settings For the experiments in OU-MVLP, we follow the settings in [128]. The 10,307
subjects in OU-MVLP dataset are split into two disjoint groups —- 5153 subjects for training
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our DiGGAN model and 5154 for testing (i.e., probe and gallery). Similarly, for the CASIA-B
dataset, we choose the first 62 subjects for training and the rest 62 subjects for testing.
Technical Details: Due to the page limitation, the details of our network architecture as well
as the implementation code can be found at our Github1 repository after the review. For
the parameters, the dimension of the latent code z is set as 512 for OU-MVLP and 128 for
CASIA-B; and the δ in Eq. 7.3 is set as 0.2 for all the experiments.
Performance Measurement: Rank-1 identification rate (i.e., recognition accuracy) is used
as the evaluation metric. Features are extracted from the trained DiGGAN, before nearest
neighbour classifier can be applied for different cross-view gait recognition tasks.
7.4.1 Experimental Results on Cooperative Setting
Experimental Results on OU-MVLP Since two GEIs with 180° view difference are mostly
considered as those from the same-view pair based on perspective projection assumption [96],
we focus on four typical view angels (0°, 30°, 60°, 90°) in this section. We compared our
DiGGAN framework with some state-of-the-art baselines, including classical ones: direct
matching (DM)[149], VTM[95], CNN-based methods: GEINet [120], Siamese[150], CNN-
MT[142], CNN-LB[142], and the most recent GAN-based approach: MGANs[53]. In the
cooperative mode, the rank 1 identification rates of all four view angles are reported in Table
7.1, from where we can see:
• Our method outperforms other methods significantly on cross-view gait identification
tasks. Our overall rank-1 accuracy is 64.5%, and that is 23.8% higher than the second
best GEINet.
• Our method is more robust on cross-view gait identification. In this cooperative
mode, although accuracy decreases w.r.t. increasing view angles differences, they are
less significant when compared with other algorithms. Our DiGGAN can yield very
competitive performances even when the view difference is 90°, which indicate our
method can extract robust view-invariant features.
• Most of the methods suffered from gallery in view 0°, yet our DiGGAN can achieve a
reasonable accuracy of 58.8%, much higher than the second best.
In Table 7.2, we also report the average rank 1 accuracies on cross-view gait identification
excluding the identical views (between probe and gallery). We can see other algorithms
do not generalise well in this large-scale cross-view gait recognition evaluation, while our
DiGGAN can still remain very competitive results.
1http://www.github.com/anomynous
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Table 7.2 Average rank 1 identification rates (%) under Probe 0°,30°,60°,90° excluding
identical view (cooperative mode) on OU-MVLP dataset.
Probe
Method 0° 30° 60° 90° Mean
VTM[95] 0.4 1.6 2.2 2.1 1.6
GEINet[120] 8.2 32.3 33.6 33.6 26.9
Siamese[150] 11.4 27.9 26.7 26.2 23.1
CNN-MT[142] 7.1 24.0 28.2 21.7 20.3
CNN-LB[142] 6.2 22.2 26.9 21.2 19.1
DM[149] 0.4 0.7 1.9 2.0 1.3
MGANs[53] 5.6 17.4 19.7 11.4 13.5
DiGGAN(ours) 48.9 62.3 59.1 57.8 57.0
Effect of Triplet Loss and Identity Discriminator To explore the effect of the triplet loss,
we trained two separate models on OU-MVLP: one with the triplet constrains on z and
another without the triplet constrains. We compared them with the state-of-the-art method
GEINet[120]. The results are shown in Table. 7.3. Although without the triplet loss, our
method still outperforms the state-of-the-art, the improvement by introducing the triplet loss
is significant as illustrated.
Table 7.3 Average rank 1 identification rates (%). (w/o T) indicates the model without triplet
loss.
Probe
Method 0° 30° 60° 90° Mean
GEINet[120] 25.2 46.6 46.8 44.0 40.7
DiGGAN(w/o T) 37.6 50.8 52.7 51.3 48.1
DiGGAN 56.4 69.2 66.5 65.8 64.5
Experimental Results on CASIA-B CASIA-B is a relative small dataset. We evaluated
our model and report the average recognition accuracies on CASIA-B in Table 7.4. The
comparison is conducted under the probe views 54°, 90° and 126° and with several methods
such as VTM [72], C3A [10], ViDP [59], CNN [142] and MGANs [53] The results show
that our method yields the competitive performance under probe 54° while getting significant
improvements under probe 90° and 124°, which indicates our framework works well on
small scale datasets.
Cross Dataset Evaluation In this section, we evaluated the generalisation ability of our
model. We trained three models, among which the first model (MO) is trained on OU-
MVLP dataset only, the second model (MC) is trained on CASIA-B dataset and the last
model (MO+C) is first trained on OU-MVLP and then fine-tuned on CASIA-B. We report the
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Table 7.4 Average rank 1 identification rates (%) under Probe 54°, 90° and 126° excluding
identical view (cooperative mode) on CASIA-B dataset.
Probe
Method 54° 90° 126° Mean
VTM[95] 55.0 46.0 54.0 51.0
C3A[10] 75.7 63.7 74.8 71.4
ViDP[59] 64.2 60.4 65.0 63.2
CNN[142] 94.6 88.3 93.8 92.2
MGANs[53] 84.2 72.3 83.0 79.8
DiGGAN(ours) 94.4 91.2 93.9 93.2
average rank 1 identification rates of each model on the 62 subjects in CASIA-B’s test set,
and the results are shown in Table 7.5. We can see that the model MO trained on OU-MVLP
yields a promising identification rate on CASIA-B dataset. We can also find that pre-training
on OU-MVLP dataset helps the model MO+C to achieve the best results among the three
because of its massive number of training samples.However, we noticed that MO+C does not
benefit much from a large pretrain set. A possible reason is that the view angles as well as the
nationalities of the subjects in OU-MVLP and CASIA-B are very different. Nevertheless, the
experimental results suggest it is not harmful to use the large OU-MVLP for representation
learning. In fact, based on the learned representation, even without local fine tuning, our
model MO can outperform all the existing methods except the CNN[142], which shows our
framework has a very strong generalisation ability.
Table 7.5 Average rank 1 identification rates (%) under Probe 0°,30°,60°,90° excluding
identical view (cooperative mode) on CASIA-B.
Probe
Model 54° 90° 126° Mean
MO 86.2 82.2 84.7 84.4
MC 94.4 91.2 93.9 93.2
MO+C 94.6 91.3 93.9 93.3
7.4.2 In-depth Analysis
To better understand the success of our proposed model, this section provides detailed
discussions and verifies some key statements in our methodology. All experimental results
are based on OU-MVLP dataset.
Uncooperative Setting Results Compared with cooperative mode, this scenario is more
challenging since the gallery views are non-uniform. Following the settings in [128], we
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randomly select one from the 14 view angles for each test subject in gallery. Furthermore,
considering the cost of collecting full-view training samples, it would be more practical to
train the model with less views but can generalise to more. In this paper, we thus add an
extra challenge and use the same model that is trained by only 4 angles and the rest of 10
angles in the test gallery are assumed as unseen. To the best of our knowledge, this is the first
attempt to match gait images from unseen view angles in the test gallery. In Table 7.6, our
model significantly outperforms state-of-the-art approaches that are trained by full 14 views.
Table 7.6 Rank 1 identification rate (%) for all baselines in uncooperative setting on OU-
MVLP dataset.
Probe
Method 0° 30° 60° 90° Mean
GEINet[120] 15.7 41.0 39.7 39.5 34.0
Siamese[150] 15.6 36.2 33.1 36.5 30.3
CNN-LB[142] 14.2 32.7 32.3 34.6 28.5
CNN-MT[142] 11.1 31.5 31.1 29.8 25.9
DM[149] 7.1 7.4 7.5 9.7 7.9
DiGGAN(ours) 30.8 43.6 41.3 42.5 39.6
Performance on Small-scale Gallery In many realistic applications, such as indoor office,
the gallery size can be smaller. In Fig. 7.5, we can see the performance tends to be higher
with smaller gallery. At 100-identity scale, the accuracies under all views exceed 90%,
which is in line with the experimental results on the small-scale CASIA-B. Given the high
performance, our model has many potential industrial values..
Any-to-Any View Gait Evidence Generation One of the advantages of our proposed model
is that we can generate gait images from arbitrary view angle to all target angles whereas
existing approaches can only achieve 1-to-1 generation [53]. Such an extension helps the
understanding to humans when the identification is based on the latent features and thus
improve the user’s trust.
Fig. 7.9 shows the generated 14 views (0° - 90°, 180° -270°) given an input image at
0°. We also show the generated gait images of four typical views (0° , 30°, 60° ,90°) using
these four angles as input (Fig. 7.6). We can see that the generated gait images have a high
similarity with the ground truth, even for a large view variance. These cross-view generated
gait images can be used as evidence in surveillance and forensic applications.
We also conduct a new scenario that has not been considered in previous works, in which
the training dataset does not contain certain views that appear in test dataset. In Fig. 7.7, we
show the generated view 60° which is completely unseen during training. We can see that
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Fig. 7.5 Performance w.r.t. the size of gallery (in cooperative mode) on OU-MVLP.
both the identity and angle information can be generated, although some details (e.g. hands
and feet) are missing.
Consistency Evaluation between Latent Code Searching and Evidence To evaluate the
effectiveness of our generated evidence, we combine it with the results of latent code
searching (rank 5). As Fig. 7.8 shows, the generated gait evidence of the subject identified by
searching in latent space have high similarity with the input probe image, which indicates that
good consistency is achieved in both latent space and generated image level. Moreover, this
demonstrates the generated evidence is effective, which could be applied to the real-world
forensic situations. On the other hand, we can see that the generated images for the first five
nearest subjects are similar (Fig. 7.8), which means if the latent codes are close with each
other, the generated images also look similar. It also proves the effectiveness of our model.
7.5 Summary
This chapter studied a challenging large-scale cross-view gait recognition problem. Using
GANs to generate different views, the learnt latent embedding achieved remarkable cross-
view transferability. The model effectively incorporated three modules. The Dangle loss
provided an interactive interface through which a given arbitrary view could be used to
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Fig. 7.6 Generated images at 0°, 30°, 60° and 90° with different input views. The top row
shows the ground truth GEIs from the target views in the gallery. The first column shows the
input GEIs from the probe. The images in bottom right 4×4 matrix are the generated GEIs.
15° 30° 45° 60° 75° 90°
Fig. 7.7 Gait view generation: 6 generated GEI images with corresponding views. 60° is
completely unseen during training.
7.5 Summary 95
Fig. 7.8 Qualitative analysis of the evidence generation. The first column marked with
red box illustrates three different GEIs in the probe. The rest five images in each row are
generated GEIs based on the 5 most similar reference(i.e. latent code) templates.
generate all of other views. The Did loss preserves identity sensitive information in the
generated images. To further discriminate a large number of identities, triplet constraint
was introduced onto the latent embedding. Moreover, since the triplet training incorporated
images from different views, the inter-identity distance was enlarged, which further de-
correlated effects of the cross-view problem. Extensive experiments manifested promising
improvements over the state-of-the-arts. Our method also achieved the best results in the non-
cooperative scenario, which has non-uniform views in the gallery. More reliable performance
was achieved in small-scale datasets (i.e. CASIA-B) and we further show our DiGGAN
framework can effectively take advantage of large dataset for cross dataset generalisation.
Detailed training strategy was discussed so as the model could benefit both gait recognition
domain and experts of other domains who would use GANs to solve their problems. Overall,
this chapter made a breakthrough towards reliable cross-view gait recognition at a very large
scale with generated evidence for practical applications.
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Fig. 7.9 The generated images of 14 views with the input image at 0°, which is indicated by
the blue box on top left.
Chapter 8
Conclusion and Future Work
8.1 Conclusion
In this thesis, four fundamental problems are studied in biometric information analyses. In
chapter 3 and 4, we proposed two novel models for age estimation problem. In chapter 5,
we proposed a new task as well as a new framework for face retrieval. Followed by chapter
6, a novel aging progression model is proposed and the facial image at an arbitrary age
can be generated, in promising quality. Lastly in chapter 7, we investigated the biometric
information analysis on gait, as an aid for those on face. Detailed conclusions will be given
in following subsections.
8.1.1 Age estimation
In chapter 3 and 4, we proposed two novel models for age estimation problem. We first
proposed a clustering based age grouping protocol. Different with conventional methods that
divided ages into groups empirically, using clustering results as the age groups can greatly
reveal the intrinsic structure. For example, the self formed age groups in our framework may
have overlapping. Our understanding of this is, although subject to the evaluation metric of
MAE, one age is just a numeral, the variations within each age label are still non-ignoble.
Inspired by this fact, we proposed a metric learning based method for age estimation in
chapter 4. Because neither classification nor regression can reflect these intraclass variations
(Here we take each age as a class for an easier and better understanding). We proposed
a quartet based loss that can capture the relationships between distances thus the natural
constraints of human aging progress are imposed on the learned metric; We conducted
the experiments on three benchmarks, and the experimental results show that our method
outperforms the state-of-the-art methods. Additionally, the experiment on FGNet dataset
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shows that our method still works on small dataset as quartet model exploring deeper
structural information.
8.1.2 Face retrieval
In chapter 5, we proposed a dual-reference face retrieval framework, which tackles the
problem of retrieving a person’s face image at a ‘given’ age. In the proposed framework, the
face images are first project on a joint manifold, where the identity and age changes smoothly
along respect directions. Then two metrics are learned to measure the similarities subject to
identity and age. The final retrieval can be conducted by using a nearest neigh our search
on the manifold. We have systematically evaluated our approach on CACD, FGNet and
MORPH, and the corresponding results show that the proposed approach achieves promising
results on this new task and the framework is stable and robust. In this chapter, we also
realized that the image can contain much more information than the text or numeral. This
finding inspired our work in the next chapter.
8.1.3 Aging progression
In chapter 6 we proposed a new age synthesis task: dual-reference age synthesis. By given
two reference face images, synthesize a face image which has the same identity information
with one image and at the age of the other one, what is a challenge. In the proposed
framework, a joint manifold embedding is abstracted from training data through the identity
agent and age agent, then the proposed model is trained on adversarial way with the joint
manifold embedding, and is optimized with identity preserving function and age preserving
function. Detailed training strategy was discussed in this chapter, the experimental results
on UTKFace and CACD are given and are analyzed thoroughly. The corresponding results
show that the proposed approach achieves promising results on this new task.
8.1.4 Gait recognition
This chapter studied a challenging large-scale cross-view gait recognition problem. Using
GANs to generate different views, the learnt latent embedding achieved remarkable cross-
view transferability. The model effectively incorporated three modules. The Dangle loss
provided an interactive interface through which a given arbitrary view could be used to
generate all of other views. The Did loss preserves identity sensitive information in the
generated images. To further discriminate a large number of identities, triplet constraint
was introduced onto the latent embedding. Moreover, since the triplet training incorporated
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images from different views, the inter-identity distance was enlarged, which further de-
correlated effects of the cross-view problem. Extensive experiments manifested promising
improvements over the state-of-the-arts. Our method also achieved the best results in the non-
cooperative scenario, which has non-uniform views in the gallery. More reliable performance
was achieved in small-scale datasets (i.e. CASIA-B) and we further show our DiGGAN
framework can effectively take advantage of large dataset for cross dataset generalisation.
Detailed training strategy was discussed so as the model could benefit both gait recognition
domain and experts of other domains who would use GANs to solve their problems. Overall,
this paper made a breakthrough towards reliable cross-view gait recognition at a very large
scale with generated evidence for practical applications.
8.2 Future Work
There can be many future directions upon this thesis.
Unified Facial Image Analysis First, the age estimation, face retrieval and aging progression
can be unified into one framework, as these tasks share a same information source — human
face. Although age estimation and conventional face retrieval are two antithesis. In age
estimation, we try to avoid the biases introduced by personal information while for face
retrieval problem, the age information is a distraction. However, a potential solution is to
find a common space that disentangles the age and identity information, for example, the age
and identity are lied on two orthogonal spaces. We are going to investigate this in the close
future.
Multi Biometric Attribute Retrieval In chapter 5, we proposed a dual reference face
retrieval task, where the system takes two inputs and gives an output with the same attribute
a, namely identity with the first input and another same attribute b, namely age with the
second input. It is intuitive to extend this to multi biometric attribute retrieval. For example,
when a victim cannot remember what exactly the criminal looks like but can describe him/her
with several celebrities. It can be combined with the first future direction.
Attribute Interpolation for Generative Adversarial Network In chapter 6, we proposed a
GAN to generate human faces at different ages. In chapter 7, we employed a GAN to generate
gait energy images at different view angles. The experimental results in these works and the
generated images show that the proposed models are very effective and robust. However,
existing GAN based models cannot generate unseen attributes. Because the generative model
learns and mimics the distribution from training set, it is very unlikely to generate samples
without seeing their distribution. But for attributes with ordinal information such as age and
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view angle, is it possible to infer their unseen distributions? We leave this question for the
future work.
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