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Abstract 
Let B(t) be a Brownian motion on R, B(0) = 0, and for ct.:= 2-" let T~ = 0, T~+ 1= inf{t > T~: 
[B(t)-B(T;)[ = :t.}, O<.k. Then B(T;):= R.(kct 2) is the nth approximating random walk. Define 
M. by T~t. =T( -1 )  (the passage time to -1 )  and let L(x) be the local time of B at T(-1). 
The paper is concerned with 
(a) the conditional law of L given tr(R.), and 
(b) the estimator E(L(.)Ia(R.)). 
Let N.(k) denote the number of upcrossings by R. of (kct.,(k + 1)=t.) by step M.. Explicit 
formulae for (a) and (b) are obtained in terms of N.. 
More generally, for T= T,~., 0~<K. E a(R.), let L(x) be the local time at T, and let Nf(k) 
be the respective numbers of upcrossings (downcrossings) by step K.. Simple expressions for 
(a) and (b) are given in terms of N f .  For fixed measure # on R, 2"E[f(E(L(x)Ia(R.))- 
14 - 2v  L(x))Z#(dx)la(R,)] is obtained, and when /~(dx)=dx it reduces to T3~t,a,. With T kept fixed 
14 as n --+ oo, this converges P-a.s. to i3T. 
Keywords: Brownian motion; Approximating random walks; Local time; Bessel processes; Con- 
ditional mean squared error; Upcrossings 
O. Introduction 
We denote by B'(t) a standard Brownian motion starting at 0 and stopped at -1 ;  
i f ( t)  := B(tA T( -  1 )) where T ( -  1 ) = inf{t: B(t) = - 1 }. We discard from the canonical 
path space the P-nullset of  paths not reaching -1 ,  where (f2, ~t,P)  denotes the canon- 
ical Brownian probability space with B(0)= 0. All of our results translate easily to a 
Brownian motion stopped at c for any c ~ 0. Let L(x) := (d/dx) f[(-1) I(_ 1,x)(B'(s)) ds, 
-1  < x, be the continuous occupation local time of B' (we discard, also, the P-nullset 
where L(x) fails to exist and be continuous). For fixed integer n ~>0, set c~. = 2-"  and 
define inductively To = 0; Tk+l = inf{t > Tk: ]B'(t) - B'(Tk)I = an}, where inf{0} = ~.  
(Note that the n is suppressed to save notation.) The nth approximating diadic ran- 
dom walk is R.(k~ 2) :=B'(Tk) for Tk <~,  and R.(t)=Rn(k~.2), kct 2 ~<t < (k + 1)~ 2, 
0~<k. Let M. := inf{k: Tk+l = c~}, i.e. the number of  steps of Rn before reaching -1 .  
Then it is well-known that P{lim.__.~ ]R . ( t ) -  B'(t)] =0  uniformly for t~<T(-1)} = 1 
(Knight, 1963). 
0304-4149/97/$17.00 (~) 1997 Elsevier Science B.V. All rights reserved 
254 F.B. Knioht l Stoehastic Processes and their Applications 66 (1997) 253-270 
We introduce now the objects which are our principle concern. 
Definition 0.1. The nth upcrossing Markov chain is Nn(k) = #{0<~ <M,: Rn(j~]) = ks,  
and R,(( j  + 1)~n 2)= (k + 1)~,}, -2  n ~< k. The following is known (Knight, 1963). 
Theorem 0.2. (a) For each n, Nn(k) is a Markov chain in k with two intervals 
of homogeneity: for -2  n <~ k < O, the one-step transition function is P(N.(k + 1) = 
{i+j'~ O~ while for 0 <~ k it is ~ j ] ~,i+j j lNn(k )=i )= ~ j ) i+j+l, ti+j-l~~ (we note that this is free of 
n). 
(b) Let 
[ an2Nn(k), kan <~x < (k + 1)~n, O~<k, 
S,(x) = ~ an(2Nn(k) + 1 ), ka, <.x < (k + 1 )an, -2  n ~ k < O, 
I 
10, x< -1 .  
(Thus 2nS,(x) is the number of crossings of x by R,, made right-continuous at 
x = ko~,.) Then 
P  nlim, ISo(x ) - L(x )l =0 uni/ormty for  x - l = 1. 
The aim of the present paper is to investigate this last convergence in more detail. 
The rate of convergence has been previously studied by several authors, for example, 
Chacon et al. (1981) and Khoshnevison (1994), where it follows as a special case of 
convergence of upcrossings on a general lattice (not restricted to be diadic). We return 
to the diadic case because in that case N. is a homogeneous Markov chain (separately 
for k<0 and k>~0), so that it mirrors the well-known: 
Representation Theorem 0.3. 
0<x l, 
L(x - 1 ) = [ BESQO(o)(X _ 1 ), 1 < x 
(for the notation, see Revuz and Yor, 1991, XI) where the two processes are inde- 
pendent given L(O). 
Our main analytic result (see Corollary 1.6c)) is to derive an explicit expression 
for the conditional law of L(.) given Nn(') (or equivalently, given Rn). This is the 
objective of Section 1. It should prove useful in various ways, but in the present work 
it is only used to get explicit expressions for E(L(.)IN. ) and Var(L(.)IN. ). This puts 
S.(x) into a form more suitable for convergence in L2(dx), or indeed in L2(d#) for 
any measure # on ( -1 ,oo)  (see Theorem 2.1). In the special case d#=dx,  however, 
we obtain an unexpected i entification of 2 n times the conditional mean squared error 
as a martingale in n, namely 
2nE ( f_~(E(L(x) la(Rn))_  L(x))2dxla(R.) ) 14 2M =~n n. (0.1) 
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14 This leads immediately to its P-a.s. convergence to ~3T(-1) (Corollary 2.8). Mean- 
while, it also gives a new proof of the convergence of S, to L in L2(dx), P-a.s. 
Remark. (a) Since E f~ L(x)dx = oc, the above conditioning must be interpreted via 
a sequence of sets UK E a(No) such that UKTf2 and E(f_~lL2(x)dx; UK)<oe. For 
example, one can use UK={maxt B'(t) < K}. 
(b) For the unconditional squared error in the supremum norm over x, Theorem 1.4 
of Khoshnevison (1994) and a stopping time (section) argument show that lim,~o~ 
n-12 n SUPx ISn(x)- L(x)I2 = 4(ln2)SuPxL(X), P-a.s. Thus, compared to (0.1), an added 
convergence factor of n -1 is needed. An application of the one-sided form of "Hunt's 
Lemma" (for sequences bounded from below) shows that the liminf as n ~ e¢ is not 
decreased if we introduce the conditional expectations given tr(Rn). Thus, the factor 
n-I is ascribable to the use of the supremum norm and estimator S, in place of our 
L 2 norm and E(L(x)Ia(R,)). Our "point of view" is that it is more realistic to assume 
that R, (or at least Nn) is known, than to assume, as in the unconditional result, that 
B'(.) (or at least L(.)) is completely known. 
(c) It is not hard to see that (0.1) extends to iterates of first passage times of R~ to 
points k~,. However, it turned out (Corollary 2.9) that it even extends to random time 
TK, when Kn (in place of Mn) is a(R,)-measurable and the local time at TK, satisfies 
some integrability condition (here the Tk are defined with unstopped B in place of B'). 
Indeed, all of our results transcribe to the general case, as described in the proof of 
Corollary 2.9(b). 
(d) Part of this paper was presented at an invited talk in the Session on Brownian 
Motion, organized by Professor Marc Yor, at the 21st Annual Meeting of European 
Statisticians in Aarhus, August 1995. We posed the problem of explaining (0.1) di- 
rectly, without he heavy computations on which our proof rests. This problem is solved 
in Corollary 2.9. 
1. A formula for L conditional on a(R.) 
The effect of tT(Rn) on L is localized by means of 
Lemma 1.1. For O<<.k <Mn define processes Yk(t), O<~t, by the equation 
Yk(t) =(B((Tk + t) A Tk+l) -- B(Tk)) sgn k, 
where 
i " I I + ifBv(k+ U > O, -- By(k )
sgnk  = • t t 
-- i f  Br(k+l) < O. - By(k )
Then conditional on tr(Rn), the processes Yo . . . . .  YM°-I are independent and identically 
distributed with law that of a BES](t A T(2ct.)) - ~. (for the notation, see Revuz 
and Yor, 1991, XI). 
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Remark. Note that M~ E tr(R~). The law is that of a three-dimensional Bessel process 
starting at ctn, absorbed at 20~n, and translated by -0~,. 
Terminology 1.1. We call Yk an "n-insert process", k <Mn, and the assertion of 
Lemma 1.1 is "independence of inserts". 
Proof. The following fact about Brownian motion BX(t) starting at x is well-known, 
and goes back to McKean (1963): for a<x<b,  BX((t A T(a,b))lT(a,b)=T(b)) is 
equivalent in law to a + BESx3_a(t A T(b -  a)), where T(a,b) is the passage time 
to {a,b}, as T(b) is to {b}. Applying this at the stopping time Tk gives the as- 
serted law for Yk conditional on ~-(Tk), which of course contains a{B'(Tj), j ~< k} (the 
case sgn k =-  1 follows by the obvious symmetry, and we limit ourselves to the set 
{k <M~} E tr{Rn(jct2), j<<.k} C ~(Tk)). Since a{Yo,..., Yk-l} C ~(Tk), it follows that 
the law of Yk is free of {Y0 .... , Yk_l;Rn(j~2), j<<.k} on {k<Mn}, and from the con- 
dition {T(a, b)= T(b)} we can include Rn((k + 1)0t 2) in the list of givens (i.e. we can 
also take sgn k as given). It remains to show that we can include tr{R,(j~2); j > k+l}.  
But, given Rn((k + 1)~), the values of R,(j~]), j > k + I, are independent of 
~(T(k+ 1)). Hence, it follows that Yk is independent of a{ Y0 . . . . .  Yk-1; R,(j~ 2), 1 <.j} 
over {k < Mn}. This implies that the conditional law of Yk is free of a{Y0 . . . . .  Yk-1; 
Rn(j~2n), 1 ~<j}, and hence Yk is conditionally independent of Yo .... , Yk-1 over {k < Mn} 
given a{R,(j~n2), 1 ~<j}. This means that Y0 . . . . .  YM,-1 are mutually independent given 
a{R,(j~zn), l~<j}, as asserted. 
Our method for treating the law of L given a(Rn) is to write L as a sum of the 
contributions of the n-inserts. Accordingly, we first study the local time of a BES~(t A 
T (2) ) -  1, i.e. of a 0-insert. This can doubtless be done using stochastic alculus, as 
in Yor (1992) for example, but it is just as easy to use the classical method of change 
of space and time as in Knight (1981 ) which we follow for obvious reasons. We first 
reduce it to the law of L (Theorem 0.3). 
Lemma 1.2. Let fn(X ), O <<.n, 0~<x~<2ct,, denote the occupation local time of a BES3~, 
(t A T(2~n)). Then fo(x) d ½x2L(2x_ 1 _ 2), 0~<x~<2. 
Proof. The generator of BES 3 has the form ½(d2/dx 2) q-(1/x)(d/dx); hence by fol- 
lowing the prescription of Knight (1981, Lemma 4.3.2) we have for canonical scale 
s(x) and speed measure dm(x): 
and 
[ (S  ) , s(x) = exp - 2z-idz dy = 1 - - ,  X 
f l  X dm(x) = 2 exp 2z-1 dz dx = 2x 2 dx. 
Thus, the image of (0,2) under s is (-cx~, ½), and we can write BES3(t)=u(B~_o~,I/2) 
(z(t)), where u(y) =sC-U(y) = 1/(1 - y), B ° is Brownian motion killed at ½, and z(t) 
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is the time change defined by fo (t) l (dm/ds)(B°(s))ds = t. By Knight (1981, Theorem 
5.2.23) it follows that, if we set f(t ,x)=½x-2(d/dx)foh_oo,x)(BES3(s))ds and 
T2 = inf{t>0: ~(t,2)>0} (= passage time of BES 3 to 2, where BESS(0)= 1), then 
P°{Y(T2, 1/(1-y))=sBo(Tno(½),y),-c~ < y < 1_}2 = 1, where sso and TBo are local time 
and passage time of B ° (the former with respect o dm(x)=2 dx). Rewriting this in 
1 terms of x= 1/(1 - y), it becomes P°{2x2s_Bo(TBo(½), 1 -- x )= (o(X), 0 < x < 2} = 1. 
Now S_eo is ½ times the occupation (martingale) local time of B °, and denoting this by 
Leo we have 
d f TB°(1/2) 
Le° (Te° (~)  ,x )  = ~X ao I(-~,x)(B°(s)) ds 
d d fo('/4)rB(-') ( 1 ) -d - - -x  I ( -~ ,x )  - B(4v) dv 
d 1 d f rs( -~) 
- l I(_2x,~)(B(u))du 
4dx ao 
½L( = -2x), x < ~. 
Thus, we see that (0(x) d ½x2L(2x_l _ 2), 0<x<2,  as asserted. [] 
The next step is to combine Theorem 0.3 with a decomposition for the interval 
t ~<x~<2 to get 
Lemma 1.3. With fo as in Lemma 1.2, 
fx2BESQ°(¼ - 1), 0~<x~< 1, d 
lo(x) K 
[ BESQ~(0, 0)(x - 1 ) + (2 - xCBES°°t, ~ ,2-x,,X- 1 ~ 1 <~ x <<. 2, 
where BESQ2(0, 0) is a two-dimensional squared Bessel bridge from 0 to 0 of span 
1 (see Revuz and Yor, 1991, XI, (3.1)for this notation, to which we must append 
the process parameter), independent of both BESQ ° processes, and at x = 1 the two 
cases are both equal to the same exponential random variable with mean 1. Given 
this as startin9 value, the two cases are stochastically independent processes. 
Proof. We first discuss the case x= 1. By Lemma 1.2, f0(1) d ½L(0), and by Theorem 
0.3, ½L(0) =d ½BESQ2(I). This is the law of ~(Bll 2 + B2)(1) and Bi are independent 
1 of a )~2 variable with 2 degrees Brownian motions starting at 0. Of course, this is 
of freedom, alias an exponential with mean 1 as asserted. From the Markov property 
of L(x) at x=0 (implied by Theorem 0.2) it follows that given Eo(1) the processes 
(Eo(x), 0~<x~<l) and ((0(x), l~<x~<2) are independent. By Lemma 1.2 for 0~<x~<l 
the law of fo(X) is that of ½x2BESQ°¢o(1)(2x-1-2) L x2BESO°eoO)(x -1 - 1) by Brownian 
scaling, proving the case 0~<x<~ 1. 
The situation for 1 ~<x~<2 is a bit more complicated. The necessary decomposition 
is that of Yor (1992, 8, 3.5, ( ,))  in dimension 2, but we found insufficient details 
to follow that proof. Instead, let us sketch a direct argument (actually, this goes back 
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to Knight, 1969, in some sense). We return to the representation BES~(t A T(2)) d 
(Bl(t A T(0,2))IT(0,2 ) = T(2)), and setting R(0,2)---- sup{t<T(0,2): Bl(t) = 1} we 
decompose the local time into the parts before and after R(0,2). Of course, the part 
before R(0,2) at x, 0~<x~<l, is equivalent in law to the part before R(0,2) at 2 -x ,  
since it has the same law as if T(0,2) -- T(0) were given instead of T(0,2) = T(2). On 
the other hand, for 0~<x~< 1 this is the total local time up to T(2), so it has the law of 
Case 1 in Lemma 1.3. Consequently, in Case 2 we have a component with law (2 -  
x)2BESQ°((x - 1 ) / (2-x) )  plus an independent component equal to 0 at x = 1, providing 
the local time after R(0, 2) for 1 ~<x ~<2 (the independence will be shown momentarily). 
We next argue that BI((R(0,2)+ t)/~ T(0,2))IT(0,2)= T(2)) has the law of 1 + 
BES3(t/X T(I)). Perhaps the easiest way to prove this is by using the Ito excursion 
theory of B 1 from 1. We are then given that the first excursion reaching {0, 2} is also 
the first reaching {2}. Apply the strong Markov property of the Ito excursion measure 
to the first excursion reaching {0,2} at the passage time TI+,, e>0, given that the 
excursion is above 1. It follows that the excursion at times (T~ + t) A T2 has the law 
of a (1 + BES~(t A T(1))). Letting e---*0+, we have T~---~0+ and this law converges 
to that of the asserted 1 + BES3o(t/~ T(1)). Thus, our second component has law that 
of the local time of 1 + BES03(t/~ T(1)), 1 ~<x~<2, independent of the first component 
(this follows easily from the convergence). 
To derive the law of this local time process, we approximate 1 + BES~(tA T(1 )) in a 
different way, namely as lim~0(1 -e)+BES~(tAT(1 +e)). For 0 < e < 1, this has the 
law of (B 1 (t/~ T(2))[ T( 1 - e, 2) = T(2)). Its local time process in parameter x > 1 is that 
of Theorem 0.3 in x -  1 > 0 with T(1 ) replacing T ( -  l ), but conditional on the stopped 
Brownian motion not reaching -e.  This is the same as conditioning its local time to 
vanish at -e.  But, if the local time at 0 is given, this condition is independent of the lo- 
cal time in 0 ~<x ~< 1, by the Markov property of the local time process. Thus, if the local 
time at 0 is given (say) by y, the local time in 0 ~<x ~< 1 has the law of a BES Q2(0, y) at 
parameter 1 -x:  in words, it is a two-dimensional quadratic Bessel bridge of span 1 from 
0 to y. Indeed, this is so by Theorem 0.2 (and its analog with T(1) replacing T ( -1 ) )  
and the definition of a quadratic Bessel bridge. To complete the proof of Lemma 1.3, it 
remains only to let ~ ~ 0+ and observe that the conditional law of the local time at 0, 
given that it vanishes at -e,  converges in law to the unit point mass of 0. This follows, 
since P{BESQ°(x ) - -0}  = exp(-ex -1) (Knight, 1981, Theorem 4.3.6), by a simple 
application of Bayes rule, and so the limit law is that of a BES Q12(0, 0) in parameter 
x. Translating back to initial value 1 for B 1 we have parameter x - 1, 1 ~<x~<2, as 
asserted. [] 
One more scaling argument now gives 
Lemma 1.4. With fn as in Lemma 1.2, 0 ~<n, 
{ ~nlx  2 BES Q°(x-l(otn - x)) ,  fn(X) d BES Q2 (0,0)(x - ctn) + ~nl(2~n -- x) 2 
• BES Q°((2ct. - x) - l (x  - Ctn)), 
0~<x~<c~n 
an ~< x ~< 2ten, 
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where the two cases are linked at x = a n by an exponential variable with mean an, 
and given this the three processes on the right are mutually independent. 
Proof. We have 
d :T(2~.) 
~n(X) = dx dO 
_d-- __d : ~2nT(2) 
dx ao 
2 d fo r(2) 
=an dxx 
d a.:o(a~_lx). 
I(-oo,x)(BES3~. ( t )) dt 
I(-~,x)(an BES~(an2t)) dt 
I(_o~,~-,x) (BES~ (s ) ) ds 
On the other hand, a, BESQ~(0,0)(a;~-ly) d_ BESQ2(0,0)(y ) since the analogous 
relation holds for BES2(y). Combining this with Lemma 1.3 proves the assertion. [] 
We are now ready to sum L over the n-inserts to obtain the law of L given R,. The 
effect of R, is to keep track of how many of various positions of n-inserts contribute 
to L(x), and the same job is already done by N,. Hence, the result will depend only 
on Nn. We identify the conditional law of L by a "divide and fill" procedure. First, 
we identify the law of {L(ka, ), -2" < k}. Then with these added to the givens, we 
identify the law of L(x) in each n-diadic interval independently. 
Theorem 1.5. Given R,(. ), { L( ka, ), -2  n < k} are conditionally independent. For -2" < 
k<O, L(ka,) has the gamma law F(Nn(k-  1)+Nn(k)+ 1;anl), i.e. the law of a 
sum of Nn(k - 1)+ N,(k ) + 1 independent exponential random variables with mean 
an. For 0 < k the law becomes F(N,(k - 1)+ N,(k); a~-l). 
Proof. We see easily that the only n-inserts which contribute to L(ka,) are those 
whose position in the path of B ~ starts at kan (see Lemma 1.1). These contributions 
are independent (Terminology 1.1) by the independence of inserts, and they are all 
exponentially distributed with mean a, by Lemma 1.4 at x -- a,. It remains only to 
observe that N, (k -  1 ) gives the number of n-inserts of sign - 1 starting at kan if k > 0, 
but if k~<0 this number is Nn(k - 1) + 1. 
Remark. It follows from this and Theorem 0.2(a) that for each n the two-component 
process N* := (Nn(k), L(kan)) is a Markov chain in k, with transition function de- 
pending only on the first component (and except for the parameter an I in F it is also 
free of n). 
The second half of the representation is to fill in the law of L(.) given the above 
Markov chain N*. 
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Notation 1.6. Let L,(x) denote (any continuous) process with the law of L(x) given 
a(N*) (we suppress the given data from the notation). 
Theorem 1.6. The law of L,(x) is that of a process determined independently in [k~n, 
(k + 1)~,]for each k. For O<~x<~o~, (i.e. for k = O) we have 
L.(x) d BES Q4U.(o) (0, O)(x) + ~-l(ccn - x) 2 BES QO ,L(o)(X(Un _ x)-I ) 
+~nlX 2BES Q°7,L(~.)((~. - x)x -1 ), 
where the three processes on the right are (conditionally) independent. For k > 0 the 
analogous representation holds with [0,~n) translated by k~. (thus 4N,,(0) ~ 4N,,(k) 
and x ~ x - k~. in the first term on the rioht, L(O) ~ L(k~n), ~. -x  ~ (k + 1 )an -x ,  
and x --* x - k~n in the second, and similarly for the third). For k < 0 the same 
prescription applies except for one change: the exponent of BES Q(0, 0) on the right 
becomes 4N.(k) + 2. 
Remark. We observe that the only given data used at k are (N,(k), L(k~,), L((k + 
1)~,)), and each occurs in only one of the three independent terms. For the quadratic 
Bessel bridge notation, see again Revuz and Yor (1991, Ch. XI, (3.1)), but note that 
we have to write the parameter following BES Q(0, 0). 
Proof. The argument is really straightforward using Lemma 1.4 and the additivity the- 
orems for squared Bessel processes and bridges (Revuz and Yor, 1991, XI, Theorem 
(1.2) and Exercise (3.6)). It will suffice to discuss the case k = 0. The inserts contribut- 
ing to L,(x) are then of four kinds: those starting at 0 with sign +1, those starting at an 
with sign -1,  and those starting at 0 with sign -1 or at ~n with sign + 1 (which do not 
cross (0, ~,) but may nevertheless contribute to L, with positive probability). The first 
two types split into BES Q2.(0,0)-processes plus BESQ°-processes as in Lemma 1.4, 
these being all conditionally independent given tr(Rn) by the independence of n-inserts. 
Since we have the symmetry BES Q~,(0,0)(x) d BES Q2 (0,0)(~, -x ) ,  we can add all 
of these bridges and invoke the addition theorem (loc cit) to get a BES Q~4~"(°)(0, 0)(x) 
as on the right. For k ~< 0, however, there is one extra crossing not counted in 2Nn(k~n ).
We treat he BES Q°-terms in the same way, but we must add the corresponding initial 
values. Thus, ~nlL(0) in the second term on the right is such as to make that term at 
x = 0 equal to L(0), i.e. to the given total local time L,(0), and analogously for the 
third term. Finally, the independence of these expressions as k varies follows from the 
Markov property of the representation f Lemma 1.4 at x = ~,: the BES Q°-contribution 
of each n-insert divides into two conditionally independent parts, contributing to each 
of two contiguous diadic intervals. This completes the argument. [] 
Corollary 1.6(a). The representation of Theorem 1.6 holds unchanged when the given 
data is augmented to {Rn(k~2), k > 0; L(k~n),-2" < k}. 
Proof. This is clear from the independence of n-inserts (Terminology 1.1) since our 
whole argument remains valid when tr(R,) is given. [] 
!: 
/ 
/ 
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Corollary 1.6(b). Theorem 1.6 may be rewritten as Ln(x) d BESQ4N~(0)(0,0)(x)+ 
BES Q°n(L(O),O)(x ) + BES Q° (L(~n), O)(Ctn -- X), with the analooous expression for 
k ~ O, where the second two processes on the right are quadratic Bessel bridges of 
dimension O. 
Proof. This follows for n = 0 from Revuz and Yor (1991, XL, Exercise (3.6)), and 
for the general case by the same scaling argument as for Lenlma 1.4. [] 
From this, it is evident hat an analogous result holds for the conditional law of 
L(x), a<~x<<.b, for either - l~<a < b~<0 or 0~<a < b, when L(a), L(b) and the 
number of crossings (up and down) of (a, b), are given. Letting N(a, b) denote this 
last, we have 
Corollary 1.6(c). Given L(a), L( b ), and N ( a, b ), O f[ ( a, b ), -1 ~ a, the conditional law 
of L(x) in [a,b] is that of 
BES Q~'b) (0 ,  0)(x - a) + BES Q°_a(L(a ), O)(x - a) + BES Q°_a(L(b), O)(b - x), 
where the three processes are independent. 
Proof (Sketch). We treat the case 0~<a... the other is analogous. In fact, we show 
that the same result holds if, in defining B', we replace T ( -1 )  by T( -c )  for any 
c > 0. Indeed, the required law will be unchanged if we terminate Bt at its last exit 
from a before T( -1) .  If we discard the path below a, and telescope the remain- 
ing path, this amounts to terminating it when its local time at a reaches an inde- 
pendent exponential random variable e. But since the local time L(a) is given, this 
amounts to terminating when the local time at a reaches L(a). This outcome will 
not be changed if we replace T ( -1 )  by T(-c),  which only replaces e by an ex- 
ponential e(c) having a different expectation, but which is given to equal the value 
L(a). 
This being so, we may assume a = 0 by restarting the process at T(a). Then if 
b -- 1 our result follows from Corollary 1.6(b) in the case n = 0. In the general 
case, we have only to replace B(t) by b-lB*(tb 2) in defining B ~, where B* is another 
standard Brownian motion. Then T ( -1 )  for B equals b-2T*(-b),  and we have, with 
an evident notation, 
d f b-2r*(-b) i(_~,x)(b_lB,(tb2))d t 
L(x) = dx Jo 
=b- lL*(T*(-b) ,bx) .  
This is the same scaling used for Lemma 1.4. It changes the quadratic Bessel bridges 
for B in 0 < x < 1 into those for B* in the interval (0, b), as required. 
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2. Convergence of E(L(x)Itr(R.)) to L(x) in L2(dx), and the conditional mean 
squared error 
We will need to derive E(L(x)Ia(N,)) and Var(L(x)lcr(N,)), using Theorem 1.6 for 
L, as an intermediate step. The following formulae are needed: 
E(BES Q°y(X)) = y, x, y > o, 
Var(BES Q°(x)) = 4xy, x,y > O, 
E(BESQ~(O,O)(x)) -- 6x(1 -x ) ,  0 <x  < 1, 6>2, 
Var(BESQ~(0,0)(x)) = 26(x(1 -x ) )  2, 0 <x  < 1, 6>~2. 
(2.1) 
(2.2) 
(2.3) 
(2.4) 
Xx2=2 fo x 
=4 fo x 
and therefore 
Ex~=2f x
Thus, again 
fo x fo x gx=2 gsl/2dBs-+ - 6 - (2gs ) ( l  - s ) - I  ds  
(Revuz and Yor, 1991, XI, (3.11)), 
hence EXx = 6x-  fo 2(EXs)(1 - s)- 1 ds, and so (d/dx)EXx = 6 - 2(1 -x ) -  1EXx', EXo = 
EX1 = 0. Solving gives (2.3) (since Xx is the square of a BES6(0,0), its moments are 
all bounded in finite intervals and there is no problem taking expectations). Finally, by 
Ito's formula we have 
fo X Xs dX~ + 4 X~ds 
i x Xfl/2 dBs + 2 Xs(6-  (2Xx)(1- s)-I + 2)ds, 
~0 X (6+2)6s(1 - s )ds -  4 EX~(1 - s ) - l  dx. 
d d--x EXx2 = 26(6 + 2)x(1 - x) - 4(1 - x)-lgx 2, 
and solving we get EX~ = 6(6 + 2)(x(1 -x ) )  2. Subtracting (6x(1 -x ) )  2 by (2.3) gives 
(2.4). 
Proof, BESQ°y(x) is a martingale in x (note its generator) so (2.1) is immediate. 
Also, it satisfies the stochastic differential equation Zx =y + 2 fo Z1/2 dBs (Revuz and 
Yor, 1991, XI, (1.1)), whence have E(Zx-  y)Z=4foEZsds=4xy. Likewise, letting 
Xx := BES Q~(0, 0)(x), we have 
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Applying the scaling BES Q~6(0, 0)(x) d 0tnBES Q16(0, 0)(~nlX), we obtain from (2.3) 
and (2.4) 
E BES Q6 (0, 0)(x) = 6~-~ 1X(~ n - -  X), (2.5) 
6 0 = VarBESQ~.( ,0 ) (x )  26~-2(x(ct. -x ) )  2, 0 <x  < ~., 6~>2. (2.6) 
Theorem 2.1. Let S*(x) := E(L(x)Ia(R.) . For -1 <<.k~. <<.x < (k + 1)~n, 
S*(x) = ek(x) + b(x)Sn(x) + a(x)S.(x - Ctn) + c(x)S.(x + Ctn), (2.7) 
where 
b(x) = 1 + ~-2(x _ k~n)((k + 1)~. -x ) ,  
a(x) = l~n2((k + 1)0t n --  X)  2, C(X) = 1 -2 ctn (x - kct.)2, 
and ~k(x) = 0 except for k = O, k = -1, or k = -2". We have ~o(X) = ~.l - l (~ ._x )  
e-l(X) = l~- l (~ .  +x)2,  andfinally 
S*(x) = (2(x + 1)) - 3~-1(x + 1) 2) + c(x)S.(x + ct.) for - 1 <~x<<. - 1 + ~n. 
(2.8) 
Remark.  Note first that this depends only on a(N.). Since S . ( -1 )  = ~. and S . ( -1  - 
ct.) -- 0 (we set S.(x) = 0 for x < -1 ) ,  the last case is an instance of (2.7), but it 
seems shorter to write it out than to define e-2.. When n = 0, it supersedes the case 
k = -1 .  It can be checked that S*(x) is continuous in x (as it must be, since L(x) is 
continuous), and continuously differentiable xcept at x = 0 or x = -1  (with S*(x) = 0 
for x ~< - 1 ). Of  course, it is piecewise quadratic in x, and linear in S. except for k = 0, 
-1, or -2" .  We have positive periodic a,b,e and a + b + e = 1. The maximum of 
b(x) is at x = (k + ½)~., where S*(x) = ek(x) + ] S.(x) + l(S.(x - ct.) + S.(x + ~.) ). 
I f  an expression is desired that is entirely linear in S,(.), it is necessary to write 
Sn(x) = S+(x)+ S;(x),  where S + is the part due to upcrossings and S~- to downcross- 
ings. Then one has for all x 
S*(x) = (2b(x) - 1)Sn(x) ÷ 2a(x)(S+(x) + Sn (x - ~n)) 
+2c(x)(S~-(x) + S+(x + an)). (2.9) 
Indeed, this follows from Lemma 2.2(a) below by taking the expectation given a(R.). 
Proof. We first calculate the mean and (for later use) the variance of L.(x) (Nota- 
tion 1.6). 
Lemma 2.2. (a) EL.(x) = C~n2[~nx(~. - x)4N.(0) + (~n - x )2L(0)  ÷ x2L(~n)] for 
O<~x<<.~.. For general x the same substitutions apply as for Theorem 1.6. 
(b) Var L.(x) = 4~n312~.(x(~. - x))2N.(0) + x(~t. - x)3L(0) + x3(~. - x)L(~.)] for 
0 <~x < ~., with the same substitutions as before for general x (including replacement 
1 for k <0) .  of Nn(k) by N. (k )+ 
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Proof. Immediate from Theorem 1.6 and (2.1)-(2.6). 
Returning to the theorem, for k - -0  we apply Theorem 1.5 to get 
E(Ln(x)[a(R,)) = ~nl(X(~, - x)4Nn(O) + (~n - x)2(N~(0) + Am(-1) + 1) 
+ x2(Nn(O) + N.(1 ))) 
= o~nl((o~ 2 + 2X(~n - x))Un(O) 
+(O~n -x )2(Nn( -1)  + 1) + xZNn(1)). (2.10) 
Now since S~(x)=S~(O)=~n2Nn(O) see Theorem 0.2(b)), while S~( -~)=S~(x-  
1 - -2 ~n) = ~n(2m(-1) + 1), this becomes [1 + ~2X(~n - x)]Sn(0) + ~n (~ -x)2S.( x - 
~)+ ½~nl(~ -x )  2 + ½~2x2Sn(x+o~), as asserted. Next, for -2  ~ < k < 0 the term x 2 
(Nn(O )+Nn(1) in (2.10) becomes (x-k~,)2(N,(k )+N,(k + 1)+ 1) = (x-k~,)2((N,(k )+ 
½) +(Nn(k+ 1)+ ½)), and collecting the coefficients of (Nn(k)+ ½) gives the asserted 
translate of the coefficient of Sn(O) as coefficient of Sn(x)(= ~n(2Nn(k) + 1)). 
Now if k - -  - 1 the N,(k + 1)+ 1 gives the extra term ½~-l(~n +x)2 since there 
is no "+1" in S,(0) := O~n2Nn(O). However, for -2"  < k < - 1 this is incorporated in 
the definition of Sn((k + 1)~), and there is no extra (inhomogeneous) tenn. For k > 0 
an analogous reasoning applies, where we dispense with the extra "+ 1" terms entirely, 
and the proof is complete xcept for k= -2  ". In that case, since Sn(-1 -~ , )=0,  we 
are missing a "+1" terms, and it is easiest o work it out directly from Lemma 2.2(a) 
and Theorem 1.5. We leave that case to the reader. 
It is well-known that S*(x) is the best estimator of L(x) which is measurable 
over a(R,), in the sense that it minimizes E(X - L(x)) 2 over all such X (of course, 
EL2(x) < c~ and we can limit to X with EX 2 < oo). Since L(x) E Vn a(Rn) and S*(x) 
is a martingale, we have limn-~o~ E(S*(x)-L(x))2 = 0 for each x. But it seems also of 
some value to examine the conditional mean squared error E((S*(x)-  L(x)) 2 [a(Rn)), 
which in turn is the best estimator of the mean squared error based on a(Rn). We 
defined S* in two stages based on L,(x) (Notation 1.6), and to use the independence 
in Theorem 1.6 we must go back to that step. 
Lemma 2.3. Let ELn(x) and VarL,(x) denote the indicated moments with N* 
(-- (Nn; L(k~n ), Vk ) ) held fixed (so that they depend on these). Then 
E( (S* (x )  - L(x))2[~(R.)) = E((S.*(x) -- EL.(x))2 [~(R.)) 
+ E(VarL.(x)ia(R.)). (2.11) 
ProoL We have 
E(E(  (S* (x)  - L(x) )2la(N * ))la(R.)) 
= E[E(S* (x )  - L (x)  - E(S*.(x) - L(x)l~(U*))): I~(N.*))I~(R.)] 
+E[E2(S*(x) - L(x)I~(N*))I~(R.)] 
= E(E((L(x) - E(Z(x)I~(N*)))2 I~(U. *))I~(R.)) + E((S*.(x) - L.(x))21~(R.)) 
= E(Var  L . (x  )l~r( R.  ) ) + E(  ( S* (x ) - L . (x  ) )2la( R.  ) ). 
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Now by Theorem 1.5 we see that the first term on the right in (2.11) depends only 
on o(N,). Let us show 
Lemma 2.4. (a) $~~+‘“’ E((S,*(x) - L,(x))2(a(N,))dx = 5-‘a;l(N,(k - 1) + 2N,(k) + 
N,,(k+l))+a;f& where &=Ofor k>O, S,=$ for k=O or -2”, and S,=$ for 
-2” <k < 0. 
(b) J;+‘)” E(VarL,(x)lo(N,)) dx = ai($Nn(k) + i(N,(k - 1) + N,(k + 1))) + c&k, 
whereqk=Ofork>O, Q-,=& qk=fifor-2”<k<O,andjnallyq~=ffork=- 
2”. 
(c) J;t”+‘)ufl E((s,*(x)-L(x))2la(R,))dx=a~(~N,(k)+~(N,(k-1)+N,(k+l))+8k), 
where 0 = 0 for k > 0, tIO = $, ek = 6 for -2” < k < 0, and t$ = s for k = - 2”. 
Proof. We note from Lemma 2.2(a) that EL,(x) is a sum of three terms: one 
depends on N(ka,), one on L(ka,), and one on L((k + l)a,). Since we have 
S,*(x) =&%(x)lo(N,)),S,*(x) - G( x cancels the term in N(kan), and we are left ) 
with a term in E(L(ka,)\o(N,,)) -L(ka,), and a term in E(L((k+ l)a,)(o(N,)) -L((k + 
l)an). By Theorem 1.5, these two terms are conditionally independent given a(N,). 
Consequently, E((S,*(x) - _!&(~))~lcr(N,) is the sum of the conditional variances of 
these two terms. Again by Theorem 1.5, we have 
vartLtkan)lat~))= 
(N,(k - 1) + N,(k) + 1 )a$ -2” < k<O, 
(N (k _ l)+N (k))a2 
n n I#, k > 0. 
It only remains to collect the coefficients from Lemma 2.2(a) to deduce that, for 
ka, <n < (k + l)a,, 
@(S,*(x) - ELn(x))214N,)) = (Wx))2Var(L(kaJ4N,)) 
+ (24x))2V=(L(k + l)a,)l4N,)), 
with a(x) and c(x) from Theorem 2.1. Integrating, we have for -2” < k < 0, 
I 
(k+l bn 
ai2((k + l)a, - x)~ dx(N,(k - 1) + N,(k) + 1) 
ka, 
(k+i )a. 
+ 
s 
aT2(x - ka,)4 dx(N,,(k) + N,,(k + 1) + 1) 
km, 
= iai(N,(k - 1) + 2N,(k) + N,,(k + 1) + 2), 
while for k = 0 the last 2 becomes 1, and for k > 0 it disappears, But, for k = - 2”, 
since L( - 1) = 0 we only have 1, as in the case k = 0. This proves part (a). 
Turning to the variance of L,, we have by Lemma 2.2(b) for k 20, 
E(VarL,(x)lo(N,)) = 8ai(b(x) - i)2Nn(k) 
+ hdbtx) - ~)a(x)EtLtka,)latN,)) 
+ %dWx) - $ )ctx)Wttk + 1 )an)lWL)), 
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while for -2"  < k < 0 the first term on the fight has the factor (N.(k)+ ½) (because 
of the substitution of Theorem 1.6). 
Applying Theorem 1.5 and integrating, we have for -2"  < k < 0, 
ft 
(k+])~. 
8~n 2 (x-k~n)Z((k+ 1)~n -x)2dx(Nn(k)+ ½) 
ko;n 
(k + 1 )an 
+ 4~2 2 (x - kctn)((k + 1 )O~n -- X) 3 dx(Nn(k - 1 ) + Nn(k) + 1 ) 
J ko~n 
(k+l  )ct, 
+ 4~n 2 (X -- ko~n)3((k + 1 )o~. - x) dx(N.(k) + N.(k + 1 ) + 1 ) 
J k~. 
=4a3n(N.(k)+ ½) ÷ , 3 ~an(Nn(k - 1) + Nn(k) + 1) 
+ ½a3(in(k) +N.(k  + 1) + 1), (2.12) 
2 3 lo~3(Nn(k 1)+N, (k+ 1) )+ 8 3 For k O, we lose which reduces to gO~nNn(k ) -[- -- ~n"  -~ 
,, 1,, 1 3 the ~ from the first term on the fight in (2.12), and we lose ~ct, from the third 
1 3 1 3 term on the fight, for a total of ~0~, to be subtracted. For k > 0 we also lose g~n 
from the second term on the fight. Making these subtractions yields cases 2 and 3 
of Lemma 1.3(b) for -2"  < k. We still have to examine the case -2  n = k. Here, the 
,,1,,2 is present (although Nn( -2" )= 0), but we lose la3 because L ( -1 )= 0. Thus, the 
amount o be subtracted is simply ~O~n,1 3 and q-2, = ½. This proves part (b). Part (c), 
of course, follows by adding (a) and (b). [] 
We next consider the effect of summing over k. As in Remark (a) of the Introduction, 
we introduce 
Notation 2.5. Let Ux := {maxt B~ < K}. 
As is well-known, UK - {L(K) = 0}, and also, for integer K > 0, Ux ={N0(K-  1 ) = 0} 
E a(No), so that UK E a(R,) for all n i> 0. It is easy to see that E(f_°~l L2(x)dx; UK) < ~x~ 
for such K, and so E(f_°~lL(x)dxla(Rn)) is well defined over each UK, and its values 
are consistent as K T c~. We define it as having this common value for all such K. 
Let us state 
Observation 2.6. E( f~ L(x ) dxlff( Rn )) = f -~l S*n (X ) dx = Ot2nMn. 
Indeed, f~  L(x) dx = T( -  1 ), and we have E(T( -  1 )la(R0)) =Mo since, by indepen- 
dence of inserts, the Tk-  Tk-1, K<<.Mo, are conditionally independent durations of 
mean 1. The case of general n follows in the same way, by the Brownian scaling. 
Remark. The marginal law of M, follows easily from the reflection principle. Moreover, 
M, is a Markov chain in n, with one-step transition function 
P(Mn+l = 2(k + j)[Mn =j )= ( J + k -1 )  2 -(j+k), 
0 ~<k (a negative binomial). 
We come now to a (to us) surprising result. 
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Theorem 2.7. E( f~ (S*(x)_L(x))2 dxltr(R,))= T5~n ~'`n'14~3h'4 with the same interpretation 
for conditional expectation as above. 
Proof. We have only to sum the result of  Lemma 2.4(c) over k/> - 2 n. The term in 
Nn(k ) is -3116 2 2 14 3 ~nt ~3 + 5 ÷ g)N~(k)= -f3en(2Nn(k)), where, for O<~k,2N~(k)=# (crossing of 
(ke,(k + 1)~,)). To get M,, over -2  n ~<k < 0 we must add to this 2 ~ extra downcross- 
14 14 149n ings. Now we have ~k  Ok----~3 + (2n- -  1 )~ = ~-  , which is precisely the extra term 
needed to complete the proof. [] 
• n oo L2 Coro l la ry  2.8. hmn_~ 2 E(f  1 (S*(x)-L(x)) 2dxla(R,)) = 14 _ ]3T( -1 ) ,P  a.s. and in 
over each set Ux. 
Proof .  As in Observation 2.6, 2 ~,Mn is a martingale, uniformly integrable over each 
Ux (Notation 2.5). Since ~2M, =E(T(-1)Ia(R,)), the almost sure convergence fol- 
lows. Moreover, E (T2( -  1)IuK) = E(fr_l L(x) dx) 2 <~KE f r  1_ L2(x) dx < co, so the L 2- 
convergence also follows (similarly, we have convergence in L p for every p > 1). 
As mentioned Remark (c) of the Introduction, Theorem 2.7 extends to iterates of 
passage times to diadics k~,. But we were surprised to discover that it even holds for 
general random times of Rn. 
Coro l la ry  2.9. (a) For fixed n>~0, let T~, 0~<k, be defined as Tk (see Introduction) 
but usin9 B in place of B' (without absorption), and reset Rn(k~ 2) := B(T~). For 
any integer-valued random variable Kn>~O, measurable over a(Rn), let L(x) denote 
the local time of B at time T~,, and assume E( f  L2(x)dx; UK) < oo, for some UK C 
a(Ro), UK "F O. Then 
/ f  ) )  14_ 2 r/- 2nE (E(L(x)Ia(Rn)) - L(x)) 2 dxlo(R, = T3~n~,. 
O<3 
(2.13) 
(b) For rn>~n, define Km by T~ =T,~. Then with L as in (a) 
lira 2mE [ / (E (Z(x ) l tT (Rm)) -Z(x ) )2dx l tT (Rm)  1 Zmlirn 14-2v" 14,rn ~Otmlk m ~ T~ I Kn, tll ----+ oo 
P-a.s. and in L 2 over Ux. 
Remark. Of  course, the sets {Tff, 0~<k} become dense in finite time intervals as n 
c~, P-a.s., but we do not quite obtain a result for fixed t. To calculate E(L(x)ltr(Rn)) 
one can use formula (2.9). Indeed, this depends only on the result of Lemma 1.1 
(independence of inserts), which carries over. See the proof of (b) below. I f  K,~ 2 
is an Rn-stopping time, then we can replace a(Rn) by tr(R~((k A K~)ct~), 1~<k, as in 
Lemma 1.1. 
Proof. The key fact needed for (a) is the case Kn = 1, and by the usual scale change 
(let B(t)= 2nB*(tct~)) this reduces to the case n =0,  Ko = 1. Since either R0(1)-- 1 or 
14 R0(1 )= - 1, by symmetry it suffices to show that the left side of (2.13) equals ~3 over 
{R0(l )=  1 }. The calculation can be based either on Lemma 1.2 or on Lemma 1.3, and 
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we get 
E(L(x)IRo(1)= 1)= { (Xl -x  2, + 1)2' 0~<x<l,-1 x~<0 
,( (x + 1)3(1 - 3x), -1  <x~<0, 
Var(L(x)[Ro(1) = 1) = ~ (1 - x2) 2, 0~<x < 1. 
Substituting and integrating ives ~ as required. Note that the strong Markov property 
at T o shows that or(R0(2) .... ) is independent ofL given ¢r(Ro(1 )), hence we can replace 
or(R0) by a(Ro(1)) in the assertion. 
We take this as hypothesis for an induction of k, and the assume (2.13) for Kn =k. 
Again, it suffices to assume also n = 0. The result for (k + 1) follows by Fubini's 
Theorem, but to clarify the application we change to the product probability space 
( f2* ,~* ,P*)  :-- (~2 × £2, o~ × ~,P  xP) .  The map q~:f2 × f2 ---~ (2 given by 
wl(t), t<~T 1, 
q~(wl'w2)(t)= wl(T1)+w2(t-r;) ,  T; <t, 
where superscripts 1 or 2 denote quantities defined from the first (resp. second) factor in 
O*, is measure preserving, so we can define B(t) and its derivatives on (f2*, ~* ,P* )  by 
B(t) := q~(wl,w2)(t). As in the case k = 1, we may replace a(Ro) by a{Ro(1) . . . . .  Ro(k+ 
1)}. Let Lk(x) denote, with or without superscripts, the local time at Tk. Then since 
tr(R~(1) . . . . .  Rio(k)) is independent of tr(R~(1)), we have on (f2*, Y*,  P*) 
E(Lk+1(x)IG(R0(1),. . .  ,R0(k + 1))) = E(L) (x)I . . . . .  
+ E(L2(x - R~(k))[g(R~(k), R~(1))). 
Thus, the integrand for (2.13) equals 
. . . . .  - 
+ [E(C (x - no' (k ) f  ) )  - C (x - 
14 When we square out and integrate the sum, the first square contributes T3k to (2.13) 
by the induction assumption. In the expectation of the cross-product term we apply 
Fubini's Theorem to the expectation given tr(R01(1) . . . . .  Rio(k)) × tr(R2(1)). Since the 
second term has expectation 0 given tr(R02(1)) when R~(k) is fixed, the product erm 
drops out. Finally, in the square of the second term, the integral over x eliminates 
14 by the case the translation by R~(k), and the expectation given tr(RZo(1 )) reduces to T~ 
k = 1. Thus, (2.13) holds for all Kn --k. In particular, the right-hand side is non-random 
in this case. 
For the general case, since E(f E2(L(x)Ia(Rn)) dx; UK) <~ E(f L2(x) dx; UK) < e~, the 
left-hand side of (2.13) is well-defined as K ~ oo. It suffices to prove (2.13) over 
sets in a(R,) of the form A f3 {Kn =k}, and then sum over k. But on such a set the 
integrand has the same expectation as it has in the case Kn ~- k. Thus, the left-hand 
side gives ~ ~ 2 _ 14_ zv 15 k O~nkI{Kn =k} - -  T~nl~n, as  asserted. 
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Turning now to (b), we again define insert processes Y0 . . . . .  YKo-~ exactly as in 
Lemma 1.1, and we claim that the same result holds: in short, given a(Rn), they 
are i.i.d. BES3-processes. Here we interpret a(R,)= a(R,(k~2n), 1 <~ k). This assertion is 
now a simple consequence of the fact that B(T~ + t) - B(T~) is a Brownian motion 
independent of ~(T~)  for each k. 
Having checked independence of inserts, we can now apply Lemmas 1.2-1.4 to de- 
rive the analogs of Theorems 1.5 and 1.6. The references to N, need to be altered by 
setting N, (k) = N + (k) and introducing also N Z (k), the number of downcrossings of x E 
[kc¢,, (k+l)0cn) by time T~¢. Then Theorem 1.5 asserts for L(k~,) the law F(N+(k)+Nn 
(k -  1);c¢~-1), independently over k given a(N+,Nn), while Theorem 1.6 for the 
law of L(x) given a(N+,N~ -, and L(kccn);Vk) gives a representation precisely as 
stated there except that superscript 4N,(k), etc., is replaced by 2 (N+(k)+ N~-(k)), 
i.e. twice the number of crossings of x. Defining S+(x) := ~nN+(k) and Sn(x ) := 
~,Nn(k), k~n<<,x<(k + 1), we see that the formula (2.9) for E(L(x)IN+,N~-)= 
E(L(x)[a(R,)) holds unchanged. In summary, excluding Corollary 1.6(c) all the previ- 
ous results apply except hat N,(k), which is no longer a Markov chain in k, is now 
called N+(k), and N~-(k) is brought in for accounting purposes (and we no longer 
need worry about whether k>~0 or k <0).  Of course, we have IN + -N- I~<I ,  and 
they can be related explicitly in terms of the six possible orderings of 0, kun, and 
Rn(gnot2). To see what is involved, it is useful to consider the case when T ( -1 )  is 
replaced by T(+I) ,  which illustrates all six possibilities. [] 
An advantage of introducing N,--(k), already seen in the case of formula (2.9) is that 
it eliminates any need to consider special cases such as those in Lemma 2.4. Indeed, 
it is easy to transcribe that result (which contains Theorem 2.7) to the general case, 
where we obtain 
Lemma 2.4(c) (General case). In the setting of Corollary 2.9, for - c~ < k < ~,  
f (k+l E(E(L(x)Ia(R.)) _ L(x)) 2lo'(R.)) dx 
= c¢][8(N+(k) + N-(k)) 4- 2(N-(k - 1) + N+(k + 1))]. 
To complete the proof of (b), we observe by "independence of inserts" that 
E(T~:ola(Rn)) =~2nKn just as in Observation 2.6. Similarly for m >~n, E(T~,,la(Rm)) = 
~2mKm, so that c¢~Km is a martingale. By hypothesis E((T,~,)2; UK)<~z, and since 
T~,(= fL(x)dx) is measurable over Vm 6(Rm), the martingale convergence theorem 
gives the result. 
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