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ELLIPTIC EQUATIONS INVOLVING THE p-LAPLACIAN AND A
GRADIENT TERM HAVING NATURAL GROWTH
D. G. DE FIGUEIREDO, J-P. GOSSEZ, H. RAMOS QUOIRIN, AND P. UBILLA
Abstract. We investigate the problem
(P )


−∆pu = g(u)|∇u|p + f(x, u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω,
in a bounded smooth domain Ω ⊂ RN . Using a Kazdan-Kramer change of
variable we reduce this problem to a quasilinear one without gradient term
and therefore approachable by variational methods. In this way we come to
some new and interesting problems for quasilinear elliptic equations which are
motivated by the need to solve (P ). Among other results, we investigate the
validity of the Ambrosetti-Rabinowitz condition according to the behavior of
g and f . Existence and multiplicity results for (P ) are established in several
situations.
1. Introduction
This paper is concerned with existence, non-existence and multiplicity of
solutions for the problem
(P )


−∆pu = g(u)|∇u|
p + f(x, u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω.
Here ∆pu := div
(
|∇u|p−2∇u
)
is the p-Laplacian operator with 1 < p < ∞ and
Ω ⊂ RN is a smooth bounded domain.
Equations like (P ) have attracted a considerable interest since the well-known
works of Kazdan-Kramer [20] and Serrin [29]. In [29] it was observed, also for p = 2,
that the quadratic growth with respect to the gradient plays a critical role as far as
existence is concerned. Since then, a large literature has been devoted to problems
where the power in the gradient is strictly less than p. We shall focus here on the so-
called natural growth of the gradient for the p-Laplacian, which is given precisely
by |∇u|p. In [20] it was observed, for p = 2, that the equation in (P ) enjoys
some invariance property and can be transformed through a suitable change of
variable into an equation without gradient term. Although the transformed problem
has no gradient term, variational methods do not apply in a straightforward way.
The difficulty lies in establishing a compactness condition (e.g. the Palais-Smale
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condition) for the functional associated to the differential equation. Many authors
have studied (P ) by different methods like degree theory, sub-super solutions, a
priori estimates, etc. We refer, for instance, to [5, 7, 9, 16, 21, 25, 26, 30]. Some
special cases have been studied by using variational arguments and we refer, for
instance, to [1, 13, 18, 19] for the case p = 2 and [15, 17] for p > 1.
One of difficulties in the variational approach related to (P ) is the fact that
in many cases the nonlinearity in the transformed equation does not satisfy the
Ambrosetti-Rabinowitz condition. For instance, when g ≡ 1, the nonlinearity in
the transformed equation (see below) satisfies the Ambrosetti-Rabinowitz condition
only if F (x, s) :=
∫ s
0 f(x, t)dt has at least an exponential growth (see Remark
4.2). There are however a certain number of situations where it does satisfy this
condition. One of our purposes in the present paper is to investigate these situations
in a rather systematic way.
We will thus follow the approach initiated for p = 2 in [20], transforming (P )
into a problem of the form
(Q)


−∆pv = h(x, v) in Ω,
v > 0 in Ω,
v = 0 on ∂Ω.
The suitable change of variables v = A(u) turns out to be
(1.1) A(s) :=
∫ s
0
e
G(t)
p−1 dt,
where G(s) =
∫ s
0
g(t) dt and
(1.2) h(x, s) := eG(A
−1(s))f(x,A−1(s)).
Details are given at the beginning of Section 3.
We will consider two cases: h p-superlinear at zero (Subsection 2.1) and h p-
sublinear at zero (Subsection 2.2). As we will see in Lemma 5.3, this classification
corresponds to f being p-superlinear at zero and f being p-sublinear at zero,
respectively.
In our first result (Theorem 2.1), h(x, s) is p-superlinear at zero and satisfies the
Ambrosetti-Rabinowitz condition. Here are a few equations which can be handled
by Theorem 2.1:
(i) −∆pu = C1|∇u|
p+ uqeC2u, where C1 > 0, 0 < C2 < C1
p∗−p
p−1 and q > p− 1
(cf. Example 2.3);
(ii) −∆pu = C(1 + u)
−α|∇u|p + µup−1eβu
1−α
, where C > 0, 0 < α < 1,
0 < β < p
∗
−p
(p−1)(1−α) and 0 < µ < λ1 (cf. Example 2.5);
(iii) −∆pu = C(1 + u)
−α|∇u|p + ur−1, where C > 0, α ≥ 1, p < r < p∗ and, in
addition, C < r − p if α = 1 (cf. Example 2.7);
(iv) −∆pu = u
q|∇u|p + µup−1eβu
q+1
, where q > 0, 0 < β < p
∗
−p
(p−1)(q+1) and
0 < µ < λ1 (cf. Example 2.9).
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We have used above the standard notation: p∗ is the Sobolev conjugate exponent
given by 1
p∗
= 1
p
− 1
N
with p∗ = ∞ when p ≥ N , and λ1 is the first eigenvalue of
−∆p in W
1,p
0 (Ω).
Our second result (Theorem 2.10) concerns once again the case where h(x, s) is
p-superlinear at zero but does not necessarily satisfy the Ambrosetti-Rabinowitz
condition. The approach here relies instead on a monotonicity condition which
enables the verification of the Cerami condition. This monotonicity condition has
been used recently by Liu [23] and Iturriaga-Lorca-Ubilla [17] (see also Miyagaki-
Souto [24] for p = 2). Here are a few equations which can be handled by Theorem
2.10:
(v) −∆pu =
p−1
u+1 |∇u|
p + up−1(log(u+ 1))q, where q > 0 (cf. Example 2.12);
(vi) −∆pu = C|∇u|
p + ur−1, where C > 0, and p < r (cf. Example 2.13);
(vii) −∆pu = C|∇u|
p + (log(u + 1))r−1, where C > 0, and p < r (cf. Example
2.13).
We remark, in equation (vi), that if C = 0 and r = p∗−1 then (P ) reduces to the
Pohozaev problem, which has no solution when Ω is starshaped. In the case p = 2,
the famous result of Brezis-Nirenberg [6] states that the existence of a solution can
be recovered if one adds a perturbation such as λu. This result was generalized to
the case 1 < p2 ≤ N by Garcia-Peral [10], Egnell [8] and Guedda-Veron [11]. It
follows from our Theorem 2.10 that the existence of a solution can also be recovered
in the spirit of Brezis-Nirenberg with a perturbation such as C|∇u|p.
It is also worthwhile to compare examples (i) and (vi), which differ only by the
presence of an exponential term: the Ambrosetti-Rabinowitz condition holds for
(i), but not for (vi).
Theorems 2.1 and 2.10 are stated in Subsection 2.1.
Our third result concerns the case where h(x, s) is p-sublinear at zero and is
stated in Subsection 2.2. We introduce a parameter λ > 0 in (P ):
(Pλ)


−∆pu = g(u)|∇u|
p + λf(x, u) in Ω,
u > 0 in Ω,
u = 0 on ∂Ω.
The transformed problem thus reads
(Qλ)


−∆pv = λh(x, v) in Ω,
v > 0 in Ω,
v = 0 on ∂Ω.
For a nonlinearity of concave-convex type we obtain for (Pλ) a result in the line
of the classical one by Ambrosetti-Brezis-Cerami [2]: for some 0 < Λ < ∞, (Pλ)
admits at least two solutions for 0 < λ < Λ, at least one solution for λ = Λ, and no
solution for λ > Λ. Precise statements are given in Theorems 2.16 and 2.17, which
are obtained by applying some of the results of [12]. Here are a few equations which
can be handled by Theorems 2.16 and 2.17:
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(viii) −∆pu = C1|∇u|
p + λuqeC2u, where C1 > 0, 0 < C2 < C1
p∗−p
p−1 and
0 ≤ q < p− 1;
(ix) −∆pu = C(1 + u)
−α|∇u|p + λ
(
ur−1 + uq−1
)
, where C > 0, α ≥ 1,
1 < q < p < r < p∗ and, in addition, C < r − p if α = 1;
It is valuable to compare examples (i), (iii) with examples (viii), (ix),
respectively: at least one solution for the first ones, at least two solutions for the
second ones.
To conclude this introduction, let us comment on some related works. The
change of variables introduced for p = 2 by Kazdan-Kramer [20] has been used,
for instance, by Montenegro-Montenegro [25], Iturriaga- Lorca-Ubilla [17], and
Iturriaga-Lorca-Sa´nchez [16]. In [25] the authors obtain existence of solutions for
some specific functions g, for instance g constant or g such that lim
s→∞
g(s) = 0, cf.
Examples 2.3, 3.1 and 4.1 in [25]. In [17] the authors prove the existence of a solution
when g is a constant and f(x, s) has at most an exponential growth (compare with
our example (i)). In [16] the authors assume that g is a constant and the model for
f(x, s) is a power (compare with our example (vii)).
Some situations where it is not possible to use the change of variables of Kazdan-
Kramer have also been considered, for instance, by Li-Yen-Ke [21] (see also the
references therein), where a similar problem to (P ) is studied. However, the function
f may also depend on the gradient. They consider the case g(s) = c
s+1 , with a power
as a typical model for f (this is related with our example (iii)).
Let us finally observe that the results in this paper are new even in the case
p = 2.
2. Statements of results
Throughout this paper, the functions f and g are assumed to satisfy the following
conditions:
(Hg) g : [0,∞)→ [0,∞) is continuous.
(Hf ) f : Ω×[0,∞)→ [0,∞) is a Carathe´odory function such that f(x, s) remains
bounded when s remains bounded.
By a solution of (P ) we mean u ∈ C1(Ω) such that u > 0 in Ω, u = 0 on ∂Ω, and
u satisfies the equation in (P ) in the weak sense.
Our first result involves the following four assumptions on g and f :
(HSC) There exists r < p
∗ such that
lim
s→∞
f(x, s)eG(s)(∫ s
0
e
G(t)
p−1 dt
)r−1 = 0
uniformly with respect to x ∈ Ω.
(HAR)1 There exist s0 ≥ 0 and θ > p such that
θ
∫ s
0
e
p
p−1G(t)f(x, t)dt ≤ eG(s)f(x, s)
∫ s
0
e
G(t)
p−1 dt
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for a.e. x ∈ Ω and all s ≥ s0.
(HAR)2 There exist s0 ≥ 0, δ > 0 and a non-empty subdomain Ω1 ⊂ Ω such that∫ s
0
e
p
p−1G(t)f(x, t)dt ≥ δ
for a.e. x ∈ Ω1 and all s ≥ s0.
As will be seen in the next section, (HSC) corresponds to a subcritical growth
condition for the transformed problem (Q) (cf. Lemma 3.2), (HAR)1 and (HAR)2
correspond to the Ambrosetti-Rabinowitz condition for (Q) (cf. Lemma 3.3). Note
that (HSC), (HAR)1 and (HAR)2 concern the behavior of f at infinity. Note also
that if g ≡ 0, then (HSC) reduces to the standard subcritical growth condition for
f(x, s) while (HAR)1 and (HAR)2 reduce to the standard Ambrosetti-Rabinowitz
condition for f(x, s).
2.1. The case f(x, s) p-superlinear at zero.
We recall that f(x, s) is p-superlinear at zero when it satisfies the following
condition:
(Hλ1 ) lim sup
s→0
f(x, s)
sp−1
< λ1 uniformly with respect to x ∈ Ω.
We shall see that under this condition h(x, s) is p-superlinear at zero as well (cf.
Lemma 3.4). Our first result in this case is:
Theorem 2.1 (Existence with the Ambrosetti-Rabinowitz condition). Assume
(HSC), (HAR)1, (HAR)2 and (Hλ1). Then problem (P ) has at least one solution.
Theorem 2.1 will be proved in Section 5, and its corollaries in Section 4.
To illustrate Theorem 2.1, let us indicate a few typical situations where it applies.
We will distinguish a number of cases accordingly to the behaviour of g at infinity.
The corollaries and examples below provide various concrete situations where
problem (P ) can be handled in a variational way, with the standard Ambrosetti-
Rabinowitz condition being satisfied.
To simplify our statements, we assume a differentiability condition on f :
(Hf )
′ There exist s0 ≥ 0 and ε > 0 such that f(x, s) ≥ ε and
∂f
∂s
(x, s) exists for
for a.e. x ∈ Ω and all s ≥ s0. This derivative will be denoted by f
′(x, s).
Corollary 2.2. Assume g(s)→ g∞ as s→∞ with 0 < g∞ <∞, as well as (Hf )
′
and (Hλ1). Then (P ) has at least one solution if, for some p < r < p
∗,
lim
s→∞
f(x, s)
e
r−p
p−1G(s)
= 0 and lim
s→∞
f ′(x, s)
f(x, s)
> 0,
uniformly with respect to x ∈ Ω.
Example 2.3. Corollary 2.2 applies, for instance, to g(s) ≡ C1 and f(s) = s
qeC2s
with C1 > 0, 0 < C2 < C1
p∗−p
p−1 and q > p − 1. This corresponds to example (i)
from the Introduction.
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Corollary 2.4. Assume g(s)→ 0 as s→∞, as well as (Hf )
′ and (Hλ1). Assume
also that there exists s0 > 0 such that g(s) > 0 and g
′(s) exists for s ≥ s0, with
moreover
(2.3)
g′(s)
g(s)2
→ 0 as s→∞.
Then (P ) has at least one solution if, for some r ∈ (p, p∗),
(2.4) lim
s→∞
f(x, s)g(s)r−1
e
r−p
p−1G(s)
= 0 and lim
s→∞
f ′(x, s)
f(x, s)g(s)
> 0
uniformly with respect to x ∈ Ω.
Example 2.5. Corollary 2.4 applies, for instance, to g(s) = C(1 + s)−α and
f(x, s) = λsp−1eβs
1−α
, with C > 0, 0 < α < 1, 0 < β < p
∗
−p
p−1
1
1−α and λ < λ1. This
corresponds to example (ii) of the Introduction.
Note that (2.3) implies sg(s)→∞ as s→∞. We are thus dealing in Corollary
2.4 with a situation where g(s) → 0 but sg(s) → ∞ as s → ∞. In Corollary 2.6
below, we will consider a situation where g(s)→ 0 but sg(s)→ c with 0 ≤ c <∞
as s→∞.
Corollary 2.6. Assume g(s) → 0 and sg(s) → c as s → ∞, with 0 ≤ c < ∞.
Assume also (Hf )
′ and (Hλ1). Then (P ) has at least one solution if, for some
p < r < p∗,
(2.5) lim
s→∞
f(x, s)
sr−1
= 0 and lim
s→∞
sf ′(x, s)
f(x, s)
> p− 1 + c
uniformly with respect to x ∈ Ω.
Example 2.7. Corollary 2.6 applies, for instance, to g(s) = C(1 + s)−α and
f(x, s) = sr−1, where C > 0, α ≥ 1, p < r < p∗ with C < r − p if α = 1.
This corresponds to example (iii) of the Introduction.
Corollary 2.8. Assume g(s)→∞ as s→∞ as well as (Hf )
′ and (Hλ1). Assume
also the existence of s0 ≥ 0 and C < ∞ such that g(s) > 0, g
′(s) exists and∣∣∣g′(s)g(s)
∣∣∣ ≤ C for s ≥ s0. Then (P ) has at least one solution if, for some p < r < p∗,
(2.6) lim
s→∞
f(x, s)
e
r−p
p−1G(s)
= 0 and lim
s→∞
f ′(x, s)
f(x, s)g(s)
> 0
uniformly with respect to x ∈ Ω.
Example 2.9. Corollary 2.8 applies, for instance, to g(s) = sq and f(x, s) =
λsp−1eβs
q+1
, where q > 0, 0 < β < p
∗
−p
(p−1)(q+1) , and 0 < λ < λ1e
−β. This
corresponds to example (iv) of the Introduction.
Our second result in the case where f(x, s) is p-superlinear at zero involves the
following two assumptions:
(Hm) There exist s0 ≥ 0 such that for a.e. x ∈ Ω the function
s 7→
eG(s)f(x, s)(∫ s
0 e
G(t)
p−1 dt
)p−1
is nondecreasing on [s0,∞
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(H∞) lim
s→∞
eG(s)f(x, s)(∫ s
0
e
G(t)
p−1 dt
)p−1 =∞ uniformly with respect to x ∈ Ω.
As we will see from formulas (3.7) and (3.8), the quotient e
G(s)f(x,s)(∫
s
0
e
G(t)
p−1 dt
)p−1 is, up to
a change of variable, equal to h(x,s)
sp−1
, so that (Hm) corresponds to a monotonicity
condition for h(x,s)
sp−1
, while (H∞) corresponds to a p-superlinearity condition at
infinity for h(x, s).
Theorem 2.10. (Existence with a monotonicity condition) Assume (HSC), (Hλ1 ),
(Hm) and (H∞). Then problem (P ) has at least one solution.
Theorem 2.10 as well as its corollary below are proved in Section 5.
Corollary 2.11. Assume (Hf )
′, (Hλ1 ), (HSC), (H∞) and
(Hm)
′ lim
s→∞
f ′(x, s)
∫ s
0
e
G(t)
p−1 dt
f(x, s)
(
(p− 1)e
G(s)
p−1 − g(s)
∫ s
0
e
G(t)
p−1 dt
) > 1 uniformly with respect to
x ∈ Ω.
Then problem (P ) has at least one solution.
Example 2.12. Let g(s) = p−11+s . Then Corollary 2.11 applies, for instance, to
f(x, s) = sp−1(log(s + 1))q with q > 0. This corresponds to example (v) from the
Introduction.
Example 2.13. Let g(s) ≡ C, with C > 0. Then (Hm)
′ reduces to
lim
s→∞
f ′(x, s)
f(x, s)
(e
Cs
p−1 − 1) > C.
Thus Corollary 2.11 applies, for instance, to f(x, s) = sr−1 or f(x, s) = (log(s +
1))r−1 with p < r (no restriction from above is needed on r in view of Proposition
4.3). This corresponds respectively to examples (vi) and (vii) from the Introduction.
Corollary 2.11 also applies to f(x, s) = λsp−1 or f(x, s) = λ(log(s + 1))p−1 with
0 < λ < λ1.
Example 2.14. Let g(s) = (p− 1) s+2
s+1 . Then (Hm)
′ reduces to
lim
s→∞
f ′(x, s)
f(x, s)
s(s+ 1) > p− 1.
Thus Corollary 2.11 applies, for instance, to f(x, s) = sr−1 or f(x, s) = (log(s +
1))r−1 with p < r (no restriction from above is needed on r in view of Proposition
4.3). It also applies to f(x, s) = λsp−1 or f(x, s) = λ(log(s+1))p−1 with 0 < λ < λ1.
Example 2.15. Let g(s) = sq with q > 0. Then (p − 1)e
G(s)
p−1 − g(s)
∫ s
0
e
G(t)
p−1 dt is
decreasing on [0,∞) and consequently (Hm)
′ is implied by the condition
lim
s→∞
f ′(x, s)
∫ s
0 e
G(t)
p−1 dt
f(x, s)
> 1.
Thus Corollary 2.11 applies, for instance, to f(x, s) = sr−1 or f(x, s) = (log(s +
1))r−1 with p < r (no restriction from above is needed on r in view of Proposition
4.6).
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2.2. The case f(x, s) p-sublinear at zero.
We consider now the parametrized problem (Pλ) and still assume (Hg) and (Hf ).
Our first result involves the following assumptions on f :
(H1) There exists a non-empty smooth domain Ω1 ⊂ Ω such that
lim
s→0
f(x, s)
sp−1
= +∞
uniformly with respect to x ∈ Ω1.
(H2) There exist a non-empty smooth domain Ω2 ⊂ Ω and n ∈ L
∞(Ω2) with
n ≥ 0, n 6≡ 0 such that
f(x, s) ≥ n(x)sp−1
for a.e. x ∈ Ω2 and all s ≥ 0.
(H1) is a (local) p-sublinearity condition at zero and (H2) is related to the trivial
sufficient condition of non-existence for −∆u = l(u) in Ω, u > 0 in Ω, and u = 0
on ∂Ω, namely, inf{ l(s)
s
: s > 0} > λ1(Ω), where λ1(Ω) denotes the first eigenvalue
of −∆ on H10 (Ω).
Theorem 2.16 (Existence of one solution).
(1) If (H1) holds then there exists 0 < Λ ≤ ∞ such that (Pλ) has at least one
solution for 0 < λ < Λ and no solution for λ > Λ.
(2) If (H1) and (H2) hold then Λ <∞.
(3) If (H1), (H2), (HSC) and (HAR)1 hold then (Pλ) has at least one solution
for λ = Λ.
Our purpose now is to derive a multiplicity result for (Pλ) when 0 < λ < Λ.
More assumptions on f will be needed:
(H3) For any s0 > 0 there exists B = Bf,s0 ≥ 0 such that for a.e. x ∈ Ω the
function
s 7→ f(x, s) +Bsp−1
is nondecreasing on [0, s0].
(H4) For any u ∈ C
1
0 (Ω) with u > 0 in Ω, the function f(x, u(x)) is positive in
Ω, in the sense that for any compact K ⊂ Ω there exists ǫ > 0 such that
f(x, u(x)) ≥ ε for a.e. x ∈ K.
These two assumptions are related to the use of the strong comparison principle
for the p-Laplacian (cf. Proposition 3.4 in [12]). (H3) is clearly satisfied if f(x, s)
is nondecreasing with respect to s. (H4) is satisfied, for instance, if f is continuous
and positive in Ω× [0,∞).
Theorem 2.17 (Existence of two solutions). Assume (H1), (HSC), (HAR)1,
(HAR)2, (H3), and (H4). Then problem (Pλ) has at least two solutions u, v for
0 < λ < Λ, with u ≤ v, u 6≡ v.
The examples (viii) and (ix) from the introduction illustrate Theorem 2.17.
Theorems 2.16 and 2.17 are proved in Section 5.
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3. Preliminaries
We first discuss the change of variable which will transform problem (P ) into
problem (Q).
It was observed in [20] that, in the case p = 2 and g ≡ 1, the change of variables
v = eu − 1 transforms the quasilinear problem (P ) into the semilinear one

−∆v = (1 + v)f(x, log(1 + v)) in Ω,
v > 0 in Ω,
v = 0 on ∂Ω.
This can be extended to the general case of (P ) in the following way. Consider any
change of variable
v = A(u),
where A : [0,∞) → [0,∞) is a C2 diffeomorphism with A(0) = 0, A(∞) = ∞ and
A′ > 0. Clearly u ∈ C1(Ω) with u = 0 on ∂Ω if and only if v ∈ C1(Ω) with v = 0
on ∂Ω. A simple computation yields
∆pv = (p− 1)A
′(u)p−2A′′(u)|∇u|p +A′(u)p−1∆pu
in the distributional sense. It follows that u solves (P ) if and only if v satisfies
∆pv =
[
(p− 1)A′(u)p−2A′′(u)− g(u)A′(u)p−1
]
|∇u|p −A′(u)p−1f(x, u).
The gradient term will disappear in the above expression if A satisfies
(p− 1)A′′(u) = g(u)A′(u),
which will be the case if one takes
(3.7) A(s) :=
∫ s
0
e
G(t)
p−1 dt.
With this choice for A, problem (P ) for u is equivalent to problem (Q) for v:
(Q)


−∆pv = h(x, v) in Ω,
v > 0 in Ω,
v = 0 on ∂Ω,
where
(3.8) h(x, s) := eG(A
−1(s))f(x,A−1(s))
Note that formulae (3.7) and (3.8) were already derived in [15, 25].
We now investigate how our assumptions on f and g transform into assumptions
on h.
Hypothesis (Hg) and (Hf ) clearly imply in particular that h : Ω × [0,∞) →
[0,∞) is a Carathe´odory function with h(x, s) remaining bounded when s remains
bounded.
We recall that in the context of a problem like (Q), the function h is said to have
subcritical growth if
(SC) There exists r < p∗ such that
lim
s→∞
h(x, s)
sr−1
= 0
uniformly with respect to x ∈ Ω.
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It is said to satisfy the Ambrosetti-Rabinowitz condition if, denoting H(x, s) :=∫ s
0 h(x, t)dt,
(AR)1 There exist θ > p and s0 ≥ 0 such that
θH(x, s) ≤ sh(x, s)
for a.e. x ∈ Ω and all s ≥ s0.
(AR)2 There exist a non-empty smooth subdomain Ω1 ⊂ Ω, δ > 0 and s0 ≥ 0
such that
H(x, s) ≥ δ
for a.e. x ∈ Ω and all s ≥ s0.
Remark 3.1. The most usual version of the Ambrosetti-Rabinowitz condition
[3] in the present p-Laplacian context deals with a continuous function h(x, s) on
Ω× [0,∞) and requires the existence of θ > p and s0 ≥ 0 such that
(3.9) 0 < θH(x, s) ≤ sh(x, s)
for all x ∈ Ω and all s ≥ s0. Condition (3.9) clearly implies (AR)1 and (AR)2.
Some care must however be taken when dealing with a continuous (and a fortiori a
Carathe´odory) function on Ω× [0,∞), as was observed recently in [27]. This is the
reason for the present formulation of (AR)2. Note also that (AR)2 can be seen as
a localized version of the first inequality in (3.9).
Lemma 3.2. The function h from (3.8) satisfies (SC) if and only if the functions
f and g satisfy (HSC).
Proof. Writing A−1(s) = t in (3.8), replacing in (SC), and using (3.7), the
equivalence follows immediately. 
Lemma 3.3. The function h from (3.8) satisfies (AR)1 and (AR)2 if and only if
the functions f and g satisfy (HAR)1 and (HAR)2.
Proof. Writing A−1(s) = t in (3.8), replacing in (AR)1 and (AR)2, and using (3.7),
the equivalence follows immediately. 
Lemma 3.4. The function h from (3.8) satisfies
lim sup
s→0
h(x, s)
sp−1
= lim sup
t→0
f(x, t)
tp−1
.
The same conclusion holds with lim sup replaced on both sides by either lim inf or
lim.
Proof. By L’Hospital rule, we have
lim
t→0
tA′(t)
A(t)
= lim
t→0
te
G(t)
p−1∫ t
0
e
G(τ)
p−1 dτ
= lim
t→0
e
G(t)
p−1 + (p− 1)−1tg(t)e
G(t)
p−1
e
G(t)
p−1
= lim
t→0
(1 + (p− 1)−1tg(t))
= 1.
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Writing A−1(s) = t in (3.8), it follows that
lim sup
s→0
h(x, s)
sp−1
= lim sup
t→0
(
A′(t)
A(t)
)p−1
f(x, t)
= lim sup
t→0
(
tA′(t)
A(t)
)p−1
f(x, t)
tp−1
= lim sup
t→0
f(x, t)
tp−1
.
The same argument applies with lim inf or lim. 
4. Subcritical growth and the Ambrosetti-Rabinowitz condition
In this section we provide sufficient conditions to have (HSC), (HAR)1, and
(HAR)2. First we show that under the further assumption (Hf )
′, the conditions
(HAR)1 and (HAR)2 are implied by the following condition (HAR)
′, which is much
easier to verify in most cases.
Proposition 4.1. Assume (Hf )
′. If
(HAR)
′ lim
s→∞
∫ s
0
e
G(t)
p−1 dt
e
G(s)
p−1
(
g(s) +
f ′(x, s)
f(x, s)
)
> p− 1
uniformly with respect to x ∈ Ω, then (HAR)1 and (HAR)2 hold with Ω1 = Ω.
Proof. Note first that by (Hf )
′ we have, for s large and for some ε > 0, f(x, s) ≥ ε,
which clearly implies (HAR)2 with Ω1 = Ω. We prove now (HAR)1. To this end, it
is enough to show that
(4.10) lim
s→∞
f(x, s)eG(s)
∫ s
0 e
G(t)
p−1 dt∫ s
0 e
pG(t)
p−1 f(x, t)dt
> p
uniformly with respect to x ∈ Ω. Using L’Hospital rule in (4.10), one easily
concludes that (HAR)
′ implies that the limit in (4.10) exists and is larger than
p. 
Remark 4.2. Let us assume g ≡ 1. We claim that a necessary condition for
(HAR)1 and (HAR)2 to hold is that F (x, s) has at least an exponential growth on
Ω1, i.e. there exist C1, C2 > 0 and s0 ≥ 0 such that
(4.11) F (x, s) ≥ C1e
C2s
for all s ≥ s0 and a.e. x ∈ Ω1. Indeed, (HAR)1 and (HAR)2 with g ≡ 1 imply the
existence of µ such that
p
p− 1
< µ ≤ lim inf
s→∞
e
ps
p−1 f(x, s)∫ s
0
e
pt
p−1 f(x, t)dt
for a.e. x ∈ Ω1. One deduces from the above inequality the existence of C > 0 and
s1 ≥ 0 such that ∫ s
0
e
pt
p−1 f(x, t)dt ≥ Ceµs
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for all s ≥ s1 and a.e. x ∈ Ω1. Integration by parts gives
F (x, s) ≥ C1e
(µ− pp−1 )s
for all s ≥ s1 and a.e. x ∈ Ω1, which provides (4.11). It follows in particular from
(4.11) that, when g ≡ 1, any f(x, s) of polynomial type with respect to s does not
satisfy (HAR)1 and (HAR)2.
The four propositions below describe the form taken by conditions (HSC) and
(HAR)
′ in various cases, which are classified according to the behavior of g and f
at infinity. Proposition 4.3 (respect. 4.4, 4.5, 4.6) together with Theorem 2.1 and
Proposition 4.1 clearly implies Corollary 2.2 (respect. 2.4, 2.6, 2.8).
Proposition 4.3. Assume (Hf )
′ and g(s) → g∞ as s → ∞, with 0 < g∞ < ∞.
Then:
(1) (HSC) holds if and only if for some r with r < p
∗, there holds
(4.12) lim
s→∞
f(x, s)
e
r−p
p−1G(s)
= 0
uniformly with respect to x ∈ Ω.
(2) (HAR)
′ holds if and only if
(4.13) lim
s→∞
f ′(x, s)
f(x, s)
> 0
uniformly with respect to x ∈ Ω.
Note that (4.13) implies that f must have exponential growth.
Proof.
(1) Since 0 < g∞ <∞ we have lim
s→∞
G(s) =∞, so that
lim
s→∞
∫ s
0
e
G(t)
p−1 dt = lim
s→∞
e
G(s)
r−1 =∞.
We use L’Hospital rule to obtain
lim
s→∞
e
G(s)
r−1∫ s
0 e
G(t)
p−1 dt
= lim
s→∞
g(s)
r − 1
e
(p−r)G(s)
(p−1)(r−1) .
Since
lim
s→∞
eG(s)f(x, s)(∫ s
0 e
G(t)
p−1 dt
)r−1 =

 lim
s→∞
e
G(s)
r−1 f(x, s)
1
r−1∫ s
0 e
G(t)
p−1 dt


r−1
,
we see that (HSC) holds if and only if
lim
s→∞
e
G(s)
r−1 f(x, s)
1
r−1∫ s
0 e
G(t)
p−1 dt
= 0.
From
lim
s→∞
e
G(s)
r−1∫ s
0
e
G(t)
p−1 dt
p− 1
g(s)e
(p−r)G(s)
(p−1)(r−1)
= lim
s→∞
p− 1
g(s)
e
G(s)
p−1∫ s
0
e
G(t)
p−1 dt
= 1,
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we infer
lim
s→∞
e
G(s)
r−1 f(x, s)
1
r−1∫ s
0 e
G(t)
p−1 dt
= lim
s→∞
g(s)
p− 1
f(x, s)
1
r−1 e
(p−r)G(s)
(p−1)(r−1)
=
g∞
p− 1
lim
s→∞
(
f(x, s)
e
r−p
p−1G(s)
) 1
r−1
Thus, we conclude that (HSC) holds if and only if, for some r < p
∗, there
holds
lim
s→∞
f(x, s)
e
r−p
p−1G(s)
= 0
uniformly with respect to x ∈ Ω.
(2) By L’Hospital rule, we have
lim
s→∞
∫ s
0
e
G(t)
p−1 dt
e
G(s)
p−1
=
p− 1
g∞
.
Thus
lim
s→∞
(∫ s
0
e
G(t)
p−1 dt
)
e−
G(s)
p−1
[
g(s) +
f ′(x, s)
f(x, s)
]
> p− 1
if and only if
lim
s→∞
g(s)−1
(
g(s) +
f ′(x, s)
f(x, s)
)
> 1,
i.e.
lim
s→∞
f ′(x, s)
f(x, s)
> 0.

Proposition 4.4. Assume (Hf )
′ and g(s) → 0 as s → ∞. In addition, assume
that there exists s0 > 0 such that g
′(s) exists for s > s0 and
g′(s)
g(s)2 → 0 as s → ∞.
Then:
(1) (HSC) holds if and only if for some r with r < p
∗, there holds
(4.14) lim
s→∞
f(x, s)g(s)r−1
e
r−p
p−1
G(s)
= 0
uniformly with respect to x ∈ Ω.
(2) (HAR)
′ holds if and only if
(4.15) lim
s→∞
f ′(x, s)
f(x, s)g(s)
> 0
uniformly with respect to x ∈ Ω.
Proof.
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(1) First note that by L’Hospital rule
lim
s→∞
sg(s) = lim
s→∞
s
g(s)−1
= lim
s→∞
−
(
g′(s)
g(s)2
)
−1
=∞,
and consequently lim
s→∞
G(s) =∞. Hence
lim
s→∞
e
G(s)
r−1∫ s
0 e
G(t)
p−1 dt
p− 1
g(s)e
(p−r)G(s)
(p−1)(r−1)
= lim
s→∞
(p− 1)
g(s)−1e
G(s)
p−1∫ s
0 e
G(t)
p−1 dt
.
By L’Hospital rule, the latter limit is equal to
(p− 1) lim
s→∞
(
1
p− 1
−
g′(s)
g(s)2
)
= 1.
Thus we have
lim
s→∞

 e
G(s)
r−1∫ s
0
e
G(t)
p−1 dt


r−1
f(x, s) = lim
s→∞
(
g(s)
p− 1
)r−1
f(x, s)
e
r−p
p−1G(s)
= 0
if and only if
lim
s→∞
g(s)r−1f(x, s)
e
r−p
p−1G(s)
= 0
for some r < p∗.
(2) Note that
lim
s→∞
g(s)
∫ s
0
e
G(t)
p−1 dt
e
G(s)
p−1
= lim
s→∞
∫ s
0
e
G(t)
p−1 dt
e
G(s)
p−1 g(s)−1
.
By L’Hospital rule, the latter limit is equal to
lim
s→∞
(
1
p− 1
−
g′(s)
g(s)2
)
−1
= p− 1.
Finally, since
lim
s→∞
∫ s
0
e
G(t)
p−1 dt
e
G(s)
p−1
= lim
s→∞
p− 1
g(s)
we infer that (HAR)
′ holds if and only if
lim
s→∞
f ′(x, s)
f(x, s)g(s)
> 0
uniformly with respect to x ∈ Ω.

Proposition 4.5. Assume (Hf )
′ and g(s) → 0 with sg(s) → c as s → ∞, with
0 ≤ c <∞. Then:
(1) (HSC) holds if and only if for some r < p
∗, there holds
(4.16) lim
s→∞
f(x, s)
sr−1
= 0
uniformly with respect to x ∈ Ω.
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(2) (HAR) holds if and only if
(4.17) lim
s→∞
sf ′(x, s)
f(x, s)
> p− 1
uniformly with respect to x ∈ Ω.
Proof.
(1) Note that
lim
s→∞
se
G(s)
r−1∫ s
0
e
G(t)
p−1 dt
= lim
s→∞
1 + sg(s)
r−1
e
(r−p)G(s)
(p−1)(r−1)
<∞,
since e
(r−p)G(s)
(p−1)(r−1) ≥ 1 for every s > 0. Thus
lim
s→∞

 e
G(s)
r−1∫ s
0
e
G(t)
p−1 dt


r−1
f(x, s) = lim
s→∞

 se
G(s)
r−1∫ s
0
e
G(t)
p−1 dt


r−1
f(x, s)
sr−1
= 0
if and only if
lim
s→∞
f(x, s)
sr−1
= 0
for some r < p∗.
(2) Since g(s)→ 0 as s→∞ and
lim
s→∞
∫ s
0 e
G(t)
p−1
se
G(s)
p−1
= lim
s→∞
(
1 +
sg(s)
p− 1
)
−1
=
p− 1
p− 1 + c
,
we have
lim
s→∞
∫ s
0
e
G(t)
p−1 dt
se
G(s)
p−1
(
sg(s) +
sf ′(x, s)
f(x, s)
)
=
p− 1
p− 1 + c
(
c+ lim
s→∞
sf ′(x, s)
f(x, s)
)
.
Thus (HAR)
′ holds if and only if
lim inf
s→∞
sf ′(x, s)
f(x, s)
> p− 1
uniformly with respect to x ∈ Ω.

Proposition 4.6. Assume (Hf )
′ and g(s) → ∞ as s → ∞, with moreover for
some C, s0 ≥ 0,
∣∣∣g′(s)g(s)
∣∣∣ ≤ C for s ≥ s0. Then:
(1) (HSC) holds if and only if for some r < p
∗, there holds
(4.18) lim
s→∞
f(x, s)
e
r−p
p−1G(s)
= 0
uniformly with respect to x ∈ Ω.
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(2) (HAR) holds if and only if
(4.19) lim
s→∞
f ′(x, s)
f(x, s)g(s)
> 0
uniformly with respect to x ∈ Ω.
Proof.
(1) By L’Hospital rule, we have
lim
s→∞
g(s)e
(p−r)G(s)
(p−1)(r−1) = lim
s→∞
g′(s)
g(s)
(p− 1)(r − 1)
r − p
e
(p−r)G(s)
(p−1)(r−1) .
Moreover,
lim
s→∞
e
G(s)
r−1∫ s
0
e
G(t)
p−1 dt
= lim
s→∞
g(s)
r − 1
e
(p−r)G(s)
(p−1)(r−1) .
Hence,
lim
s→∞
e
G(s)
r−1∫ s
0 e
G(t)
p−1 dt
f(x, s)
1
r−1 = lim
s→∞
g(s)
r − 1
e
(p−r)G(s)
(p−1)(r−1) f(x, s)
1
r−1
= lim
s→∞
g′(s)
g(s)
p− 1
r − p
f(x, s)
1
r−1 e
p−r
(p−1)(r−1)
G(s)
Thus (HSC) holds if and only if, for some r < p
∗, there holds
lim
s→∞
f(x, s)
e
r−p
p−1G(s)
= 0
uniformly with respect to x ∈ Ω.
(2) Note that (HAR)
′ holds if and only if
lim
s→∞
g(s)
∫ s
0
e
G(t)
p−1 dt
e
G(s)
p−1
(
1 +
f ′(x, s)
f(x, s)g(s)
)
> p− 1.
Now, by L’Hospital rule, we have
lim
s→∞
g(s)
∫ s
0
e
G(t)
p−1 dt
e
G(s)
p−1
= lim
s→∞
g(s)e
G(s)
p−1 + g′(s)
∫ s
0
e
G(t)
p−1 dt
(p− 1)−1e
G(s)
p−1 g(s)
= p− 1 + (p− 1) lim
s→∞
g′(s)
g(s)
∫ s
0 e
G(t)
p−1 dt
e
G(s)
p−1
= p− 1
Therefore (HAR)
′ holds if and only if
lim
s→∞
f ′(x, s)
f(x, s)g(s)
> 0.

ELLIPTIC EQUATIONS INVOLVING THE p-LAPLACIAN 17
5. Proofs of the Theorems and Corollary 2.11
Proof of Theorem 2.1: We study (P ) in its equivalent form (Q). By Lemma 3.2
and Lemma 3.3, the function h given by (3.8) has subcritical growth and satisfies
the Ambrosetti-Rabinowitz condition. Moreover, by (Hλ1) and Lemma 3.4
(5.20) lim sup
s→0
h(x, s)
sp−1
< λ1
uniformly with respect to x ∈ Ω. The conclusion is now a consequence of the
standard result recalled below as Proposition 5.1. 
Proposition 5.1. Let h : Ω × [0,∞) → [0,∞) be a Carathe´odory function with
h(x, s) remaining bounded when s remains bounded. Assume that h satisfies (SC),
(AR)1, (AR)2 and (5.20). Then problem (Q) has at least one solution in C
1(Ω).
Sketch of the proof of Proposition 5.1: Note that (5.20) implies h(x, 0) ≡ 0.
Extend h to Ω× R by putting h(x, s) = 0 for s < 0 and consider the functional
J(v) :=
1
p
∫
Ω
|∇v|p −
∫
Ω
H(x, v)
on W 1,p0 (Ω), where H(x, s) :=
∫ s
0
h(x, t)dt.
It is a standard matter to apply the mountain-pass theorem to J . Assumption
(5.20) leads to the existence of a mountain-pass range around zero, while
assumptions (AR)1 and (AR)2 allow the construction of a direction in which J goes
to −∞. Assumption (AR)1 implies the boundedness of the Palais-Smale sequences,
and assumption (SC) together with the (S)+ property of the p-Laplacian provide
the required compactness.
One obtains in this way a nontrivial solution v ∈ W 1,p0 (Ω) of the equation in
(Q). One then derives from [4] or [14] that v belongs to L∞(Ω). This allows the
application of [22] to obtain that v belongs to some C1,α(Ω). Finally, using v− as
test function in the equation in (Q), one deduces v ≥ 0. The strong maximum
principle of [31] then yields v > 0 in Ω with ∂v
∂ν
< 0 on ∂Ω, where ν denotes the
exterior normal. 
Proof of Theorem 2.10: It consists in applying Theorem 1.1 from [23] to h(x, s).
First of all, (HSC) implies that h(x, s) is a subcritical function. Moreover, as already
observed in Section 2, (H∞) implies that h(x, s) has a p-superlinear behaviour
at infinity, while (Hm) implies that
h(x,s)
sp−1
is non-decreasing for s large enough.
Finally, we have the p-superlinearity of h at zero, by hypothesis (Hλ1) and Lemma
3.4. Therefore all the hypotheses of Theorem 1.1 from [23] are fulfilled, and it
follows that problem (Q) has at least one solution. The proof of Theorem 2.10 is
complete. 
Proof of Corollary 2.11: Using (Hf )
′, we can compute the derivative (with
respect to s) of the quotient
eG(s)f(x, s)(∫ s
0 e
G(t)
p−1 dt
)p−1 ,
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which is given by
eG(s)(∫ s
0
e
G(t)
p−1 dt
)p
[
(g(s)f(x, s) + f ′(x, s))
∫ s
0
e
G(t)
p−1 dt− (p− 1)f(x, s)e
G(s)
p−1
]
.
Thus (Hm) holds if
f ′(x, s)
∫ s
0
e
G(t)
p−1 dt ≥ f(x, s)
(
(p− 1)e
G(s)
p−1 − g(s)
∫ s
0
e
G(t)
p−1 dt
)
for s sufficiently large. This condition is clearly satisfied if (Hm)
′ holds. Theorem
2.10 provides the conclusion. 
Proof of Theorem 2.16: It consists in applying Theorems 2.1, 2.2 and 2.3
from [12] to the transformed problem (Qλ). The point is thus to verify that the
right-hand side of (Qλ), λh(x, s), satisfies the hypothesis of these theorems. The
hypothesis (H) and (H0) from [12] are trivially satisfied. Hypothesis (He) from [12]
can be verified by taking g(s) = λ sup{h(x, t) : x ∈ Ω, t ≤ s} and choosing λ > 0
sufficiently small. Hypothesis (HΩ1) from [12] follows by applying Lemma 3.4 to
(H1) above. Consequently, Theorem 2.1 from [12] applies and yields (1).
To prove (2) one writes A−1(s) = t in (3.8) to deduce
(5.21)
h(x, s)
sp−1
=

 te
G(t)
p−1∫ t
0
e
G(τ)
p−1 dt


p−1
f(x, t)
tp−1
.
Using L’Hospital rule, one sees that the bracket in (5.21) has positive limits
(possibly +∞) when t → 0 and t → ∞, and consequently, this bracket has a
positive infimum α for t ∈ (0,∞). It then follows from (H2) that
h(x, s) ≥ αn(x)sp−1
for a.e. x ∈ Ω2 and all s ≥ 0. Consequently hypothesis (HΩ˜) from [12] is satisfied
by λh(x, s) after taking λ sufficiently large. Theorem 2.2 from [12] then applies and
yields (2).
Finally, since (HSC) for f, g implies (SC) for h (cf. Lemma 3.2) and (HAR)1 for
f, g implies (AR)1 for h (cf. Lemma 3.3), Theorem 2.3 from [12] applies and yields
(3). 
Proof of Theorem 2.17: It consists in applying Theorem 2.4 from [12] to the
transformed problem (Qλ). There are three hypothesis from [12] which have to be
verified by λh(x, s): (H0)
′, (M) and (HΩ2 ). First of all, (M) from [12] is a direct
consequence of (H4).
To verify (HΩ2) from [12], one observes that (HAR)1 and (HAR)2 imply that h
satisfies (AR)1 and (AR)2. A standard integration then leads to
H(x, s) ≥ νsθ
for some constants ν > 0, θ > p and for a.e. x ∈ Ω1 and all s large. This is more
than needed to have (HΩ1) from [12].
The verification of (H0)
′ from [12] requires some computation. We have to show
that for any s0 > 0 there exists B such that for a.e. x ∈ Ω the function
s 7→ h(x, s) +Bsp−1
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is nondecreasing on [0, s0]. Writing A
−1(s) = t in (3.8), this amounts to showing
that
(5.22) t 7→ eG(t)f(x, t) +BA(t)p−1
is nondecreasing on [0, A−1(s0)]. We chose the constant Bf,A(s0) provided by (H3),
call it B1, and write the expression in (5.22) as
(5.23) eG(t)
(
f(x, t) +B1t
p−1
)
+ a(t)
where
a(t) = −B1t
p−1eG(t) +BA(t)p−1.
The first term in (5.23) is nondecreasing for t ∈ [0, A−1(s0)] by the choice of B1. We
will see that by taking B sufficiently large, a(t) is also nondecreasing on [0, A−1(s0)].
One computes the derivative
a′(t) = A(t)p−2
[
B(p− 1)e
G(t)
p−1 −B1g(t)te
G(t) t
p−2
A(t)p−2
−B1(p− 1)e
G(t) t
p−2
A(t)p−2
]
.
Using the fact that A(t)
t
→ 1 as t→ 0, one easily sees that if B is taken sufficiently
large then a′(t) > 0 for t ∈ [0, A−1(s0)]. The conclusion follows. 
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