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ABSTRACT
Implementing and Testing Upstream Corner Balance Methods in PDT . (May 2014)
Robert J. Seager, Jr.
Department of Nuclear Engineering
Texas A&M University
Research Advisor: Dr. Marvin Adams
Department of Nuclear Engineering
Among the many applications that require solutions of the particle transport equation are
nuclear reactors, medical imaging, medical therapy, photon interaction in the atmosphere
and oceans, industrial systems, and radiative transfer problems arising from many areas
including astrophysics and inertial confinement fusion. For most transport problems of prac-
tical interest it is not possible to find analytic solutions. Thus, discrete approximations must
be employed. Many spatial discretization methods exist that can provide accurate solutions
if the spatial mesh is sufficiently fine, but the computational cost of transport problems
would often prohibitively large if such a fine mesh were to be employed. Obtaining an ac-
curate solution on a coarser mesh is significant. Upstream corner balance (UCB) methods
are a specific family of spatial discretization methods that have some advantages over other
methods. This research assesses the strengths and weaknesses of UCB by implementing,
testing, and comparing UCB methods against other spatial discretization methods in the
particle transport code PDT. In the test problems simulated, UCB was found to outperform
the piecewise linear discontinuous (PWLD) method and the corner balance-step (CB-STEP)
method. Based on these encouraging results, this research lays the foundation for further
testing and development of UCB methods on a larger scale. With continued research, a
robust, accurate, and efficient spatial discretization method could result.
1
ACKNOWLEDGMENTS
I would like to acknowledge Dr. Marvin Adams for his guidance and assistance throughout
this project.
I would also like to acknowledge Mr. Daryl Hawkins and Mr. Michael Adams for their
assistance with computer coding issues.
2
CHAPTER I
AN INTRODUCTION TO PARTICLE TRANSPORT
SIMULATIONS
Among the many applications of computational methods in nuclear engineering is particle
transport simulation as it applies to radiative transfer and neutronics problems. The process
of particle transport can be modeled by a transport equation. Among the many applica-
tions that require solutions of the transport equation are nuclear reactors, medical imaging,
medical therapy, photon interaction in the atmosphere and oceans, industrial systems, and
radiative transfer problems arising from many areas including astrophysics and inertial con-
finement fusion. However, for most transport problems of practical interest it is not possible
to find analytic solutions. Thus, discrete approximations must be employed. The method by
which the spatial variable is discretized is one of the most important factors that determine
how accurately a transport problem is solved. Once a problems volume has been divided
into “cells,” a combination of approximate and exact equations are used to relate unknown
quantities to known quantities. In a given cell, for particles of a given energy moving in a
given direction, the known quantities are rates at which particles are “born” from sources and
rates at which they enter the cell through each “incoming” surface. Unknown quantities are
rates at which particles have collisions within the cell and rates at which they exit through
each “outgoing” surface. Different discretization methods use different approximations and
thus produce different solutions. Since the advent of large scale scientific computing, many
such approximations, here called spatial discretization methods, have been formulated in
order to not only allow the transport equation to be solved, but to do so in a computation-
ally efficient manner. This level of efficiency usually requires that the cell length be greater
than the mean free path of the particles traveling through it, a condition known as being
“optically thick”. The methods employed here go as far as to use cell lengths approaching
the diffusion length for problems with sufficiently high scattering ratios, a condition known
as “the diffusion limit.” (The scattering ratio is the probability that a neutron-nucleus in-
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teraction is a scattering event.) In the diffusion limit, transport solutions satisfy diffusion
problems. Many of the methods considered in this work perform well in the diffusion limit,
which means they give discrete solutions that satisfy discrete diffusion problems, even with
cells that are extremely optically thick.
The methods described in this review are all deterministic, and are designed to generate
accurate solutions both fro optically thin problems and for optically thick, diffusive prob-
lems. Therefore, it is important to first define the conditions constituting an optically thick,
diffusive environment. Optically thick implies that the volume under study is many mean
free paths thick.
The UCB methods described here are among the newer of a multitude of methods created
with the intent of producing accurate transport solutions efficiently. The major methods cur-
rently in use in the main particle transport code developed and used at Texas A&M, PDT,
include the following major groups: finite-element methods, long characteristics (LC) meth-
ods, linear discontinuous (LD) methods, diamond difference methods, and corner balance
methods. This list represents a good sampling of the methods used across the field of particle
transport, although many more exist. Each method brings with it unique advantages and
disadvantages relating to the mathematics used to approximate unknown quantities needed
to “close” the system and generate a solution. However, important to note about all above
methods is that they perform well in one-, two-, and three-dimensional problems, and that
the most reliable methods subdivide the cell and perform particle balance calculations on
each subcell, thus simulating a finer mesh. Thus, any new method should have both of these
qualities.
Many spatial discretization methods exist that can provide accurate solutions if the spatial
mesh is sufficiently fine. However, the computational cost of transport problems, whose so-
lutions depend on three position variables, two direction variables, one energy variable, and
one time variable, would often be prohibitively large if such a fine mesh were to be employed.
That is, if a spatial discretization method requires a fine mesh for a given class of problems,
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the problems may not be solvable with existing computational resources. Obtaining an accu-
rate solution on a coarser mesh is significant because it makes it possible to solve important
problems of practical interest. Thus, computationally efficient spatial discretization methods
should perform reasonably well with a coarse mesh discretization. This is another desirable
quantity in any new method.
This paper seeks to provide a qualitative discussion of the spatial discretization methods
currently in use for particle transport simulations, and subsequently to detail the genesis
and development of the upstream corner balance (UCB) family of methods, a spatial dis-
cretization method believed to exhibit the above qualities.
Summary of Currently Employed Methods
Finite Element Methods
Finite element methods construct a system of equations for each cell which is then solved
for the flux components in the cell given the cell boundary conditions. First, a set of basis
functions are selected which describe the spatial dependence of the angular and scalar fluxes
when they are decomposed into a number of components. Then, a set of linearly independent
weight functions are selected for each cell, and the transport equation is multiplied by each
of these weight functions and integrated over the cell volume. This results in a set of linearly
independent equations for each cell which is solved by the vector of flux components.
Finite element method fall in to two main subgroups, discontinuous and continuous. In con-
tinuous finite element methods, however, the weight functions used are continuous, although
not necessarily nonzero, across the entire volume of interest. Continuous finite element
methods are susceptible to unphysical oscillations in their solutions and are rarely used for
particle transport. They will not be discussed further here.
In discontinuous finite element methods, on the other hand, the basis and weight function
are assumed to be continuous within each cell, but are generally discontinuous at the cell
boundary. Behaviorally speaking, discontinuous finite element methods fall into two distinct
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groups: : those which fail because their leading-order solutions solve equations having little
or no physical meaning, and those which are more robust, solving the correct, properly
discretized diffusion equation in that region. However, these reasonably-behaving methods
suffer from several defects, and are in need of significant modification to eliminate these
defects. Also, it should be noted that multidimensional applications of DFEMS in the thick
diffusion limit have not behaved particularly well. However, given the benefits of proper
problem section and continued research into eliminating known defects, DFEMs still have
great potential in particle transport simulation. [1] [2]
Long Characteristics Methods
Long characteristics (LC) methods are deterministic methods which operate by finding the
solution along parallel lines which pass through the problem volume for each angular direc-
tion. Given the approximate spatial distribution of the total source rate density, the method
solves the transport equation for the angular flux along each line. Since the LC method is
a discrete ordinates method, the many directional angular fluxes are collapsed into a single
cell-average scalar flux using quadrature sets, or weighted summations to approximate the
integrals. [3]
Interestingly, it has been observed that in diffusive regions with optically thick spatial cells,
most characteristics methods of note behave almost identically to corresponding discontin-
uous finite-element methods. Thus, like DFEMs, two distinct subgroups of characteristics
methods exist: those which fail because their leading-order solutions solve equations having
little to no physical meaning, and those which are more robust, solving the correct, properly
discretized diffusion equation in that region. In addition, it was noted that characteristics
methods which ignored apparently useful information on the surfaces of cells often were
more robust than most commonly used characteristics methods. However, although these




The linear discontinuous method is a commonly used spatial discretization method having
its origins in finite-element methods. It combines the use of discrete ordinates to discretize
the angular dependencies with an assumption of linear spatial dependence of the angular flux
between boundaries. Equations for the coefficients in the linear expansion are obtained as
described above, by spatially integrating the transport equation after multiplying by different
weight functions.
Cell-edge fluxes generated by the LD method are very accurate on all cells except those
containing boundary layers not resolved by the spatial mesh. In addition, the LD method
is surprisingly accurate for interior cells not directly abutting defined boundaries. A major
objection to the LD method is its large storage requirement compared to other similar
methods, namely the diamond difference method. This, however, is offset by the fact that
DD methods must employ a very fine mesh in unresolved boundary layers in order to achieve
similar levels of accuracy to the LD method. [5]
Diamond Difference Methods
The diamond difference method is another commonly used spatial discretization method.
It combines the use of discrete ordinates to discretize the angular dependencies with the
flux spatial dependence in each cell defined by edge values and a center average value. The
closure approximation is that the cell averaged flux is a simple arithmetic average of any two
opposite-surface averaged fluxes.
Idiosyncrasies of the diamond difference method mainly concern prescribed boundary con-
ditions and boundary behavior. For the diamond difference method, it is known that if
prescribed incident fluxes are isotropic, then cell-edge fluxes will be accurate in optically
thick, diffusive problems. However, for anisotropic incident boundary fluxes, inaccuracies in
the cell-edge and cell-average fluxes can occur in the thick diffusion limit. Also noteworthy
is the breakdown of DD method accuracy in cases where volume boundary layers are not
7
resolved by the spatial mesh. In non-diffusive problems, DD can be highly susceptible to
strong unphysical oscillations. [6] [5]
Corner Balance Methods
Corner balance methods are the group of spatial discretization methods of primary focus
to this review. Corner balance methods approximate a finer mesh than is used by further
subdividing each cell into subcell volumes known as corners. Then, depending on the corner
balance method employed, specific assumptions and algorithms are employed to solve for the
scalar flux in each corner within a cell. These fluxes are then volume-averaged, giving the
cell average scalar flux. A more in-depth discussion of corner balance methods, specifically
the genesis of and ongoing research in upstream corner balance (UCB) methods, is found in
the next section.
Upstream Corner Balance Methods
Upstream Corner Balance (UCB) methods employ a combination of exact equations (the
neutron transport equation) and approximate equations to find the unknowns outgoing an-
gular fluxes at each cell, thus “closing” the cell using only “incoming” or “upstream” values.
UCB operates by further subdividing the cell into corners, defined here as the volume en-
closed by a cell vertex, the adjacent cell face midpoints, and a defined cell center. An example
of this cellular subdivision in two dimensions can be seen in Figure I.1.
We begin with the following steady-state transport equation:
~Ω · ~∇ψ + σt(~r)ψ(~r, ~Ω) = 1
4pi
[σt(~r)− σr(~r)]φ(~r) + S(~r, ~Ω), ~r ∈ V (I.1)
where ~Ω is the vector representing the direction under consideration, ψ(~r, ~Ω) is the angular
flux, φ(~r) is the scalar flux, σt is the total interaction cross section, σr is the removal cross
8
Fig. I.1. Corner c and its neighboring corners in a polygonal cell. Also




section, and S(~r, ~Ω) is the position and direction dependent source-rate density. Integrating
it over an arbitrary corner c, we obtain a conservation equation for corner c:
~Ω ·
[






[σt,c − σr,c]φc + Sc
)
(I.2)
where ~Ac+, ~Ac−, ~Bc+1/2, and ~Bc−1/2 are the normal vectors seen in Figure I.1, each of which
has a magnitude equal to the length of its respective edge, and ~ψc+, ~ψc−, ~ψc+1/2, and ~ψc−1/2
are the average intensities over each edge. This is the equation which UCB populates and
solves at each corner in the cell, sweeping across the cell in the downstream direction. This
equation contains no approximations, but in order to calculate the five averaged intensities
(four edge-averaged and one corner volume-averaged) using only known upstream values, we
employ a number of approximations.
If the intensity on a cell-surface edge is unknown, it is approximated with the corner-averaged
unknown; otherwise it is a known incident flux:
ψm,c± =
ψm,c
~Ac± · ~Ωm > 0
ψincm,c± ~Ac± · ~Ωm < 0
(I.3)
At this point, the UCB algorithm diverges from that of its progenitor, CB-step. In CB-step,
the intensity on a cell-interior corner approximated as the averaged unknown from the corner
upstream of the edge:
ψm,c+1/2 =
ψm,c
~Bc+ · ~Ωm > 0
ψm,c+1 ~Bc+ · ~Ωm < 0
(I.4)











(Qc −Qc+1) + [T ]m,c+1→c ~Bc+ · ~Ωm < 0
(I.5)
Here ~ψc and ~ψc+1 are corner volume-averaged angular fluxes and Qc and Qc+1 are the total
source rate densities for a corner and its neighbor. In this case, the term denoted T represents
the modifiable nature of UCB. By changing the form and dependencies of T , we are able
to implement different versions of UCB. The T term can have many dependencies, but in
most cases employs incident flux values to establish a more realistic flux gradient across the
corner, resulting in more realistic solutions. The T term is conducive to current research due
to the simplicity with which new UCB methods can be added once the initial framework is
in place. [7]





In order to accomplish the long-term goal of this research, namely determining methods by
which particle transport phenomena may be accurately simulated in certain circumstances for
which have historically been problematic, four specific aims had to be accomplished. First,
we must successfully implement different UCB methods in the massively parallel transport
code PDT. Second, once UCB methods are implemented in PDT, the accuracy of these
methods must be evaluated by running simulations of many test problems, the solutions of
which are known and verified. Third, the strengths and weaknesses of UCB methods will be
analyzed and the question will be posed as to whether or not a new formulation might result
in a new UCB method that has significant advantages over previous UCB methods and over
competing DFEMs. Finally, at the conclusion of this research, recommendations will be
made as to whether any of the tested UCB methods should be employed in production codes
at national laboratories, in light of their strengths and weaknesses relative to the competing
DFEMs.
Implementation
Before any meaningful performance information can be obtained for any new algorithm,
it must be implemented in an appropriate simulation engine. In this case, we employ the
massively-parallel particle transport code PDT, developed over the last 16 years by a team
at Texas A&M University. PDT was created as part of an effort to develop strategies to
produce discrete-ordinates solutions to the transport equation in very short time frames
on computational platforms relevant to the Department of Energy’s Accelerated Strategic
Computing Initiative (ASCI). [8] [9]
In order to implement the desired changes in PDT, the PDT source code itself had to be
augmented and edited. Rather than completely implement UCB methods from nothing, the
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infrastructure of a similar method already in use in PDT was edited to employ the UCB
algorithm instead. The “scaffold” files selected define the two-dimensional
Corner Balance-Step method described in Chapter I.
In the course of this project, five files were created. The first newly created file, UCB Method 2D.cc,
contains the entire UCB algorithm for two-dimensional problems, as detailed above in equa-
tions I.3 and I.5.
The second new file, UCB Method 2D.h is the basic header file for all UCB methods. In the
C++ language, the practice of placing oft-used lines of code such as forward class, subroutine,
variable declarations and module inclusions in a header file saves space in the source code
file and saves the time of including these statements in every file employing them. In this
case, UCB Method 2D.h contains code irrelevant to the mechanics of the method that would
only serve to clutter the main source code file.
The remaining three new files, UCB Method 2D 97.h, UCB Method 2D RJ.h, and
UCB Method 2D CB.h each represent a different version of the UCB algorithm. The dis-
tinction between the three methods lies in the definition of the aforementioned “T term”
from equation I.5. In this case, the header file is employed to contain code unique to each
method, allowing the same .cc file to be used every time, regardless of the UCB method
selected. At the outset of this research, two T terms were selected for study. The first of
these, UCB Method 2D 97.h, defines T as it was defined by Adams in 1997, according to
equations II.1 and II.2 below:
[T ]m,c→c+1 = αm,c→c+1
~Ac− · ~Ωm
σt,cVc
(ψm,c − ψm,c−) (II.1)
αm,c→c+1 =
3( ~Bc± · ~Ωm)2 + 4 ~Bc± · ~Ωmσt,cVc + α04(σt,cVc)2
2( ~Bc± · ~Ωm)2 + 2 ~Bc± · ~Ωmσt,cVc + 4(σt,cVc)2
(II.2)
where α0 = 0.455 and the other variable definitions are consistent with those in Chapter
I. The second header file, UCB Method 2D RJ.h, defines a zero-value T term. While still
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in the implementation process, such a definition was selected for testing in order to have a
reference point for the effect of each T term on UCB method results. [7]
Based on the great similarities between the Corner Balance-Step (CB-STEP) spatial dis-
cretization method and UCB methods, it was decided to implement UCB in such a way that
CB-STEP and UCB methods could employ the same .cc file. Therefore, the third header
file, UCB Method 2D CB.h, is invoked when a CB-STEP method is selected, although as
their progenitor, it is now encoded as a member of the UCB family of methods.
Finally, the central PDT program files were edited to account for the introduction of these
new files to the PDT source code. Edits made to this file were done in close cooperation with
the research staff at the Center for Large Scale-Scientific Simulation, and are of a technical
nature not important to the methodological discussion presented here.
Simulation
The necessary simulations for this phase of the project were carried out on the 30 node, 248
core computational cluster operated by the Texas A&M Department of Nuclear Engineering.
In order to facilitate the mass generation of data necessary for this part of the project, a perl
script was constructed with the capability to run all the input files for a given discretization
type in a directory. In addition, to facilitate side-by-side comparisons, if provided with other
spatial discretization methods as arguments, this script, named prefontaine.pl, is able to
edit and rerun each input file such that each test problem is simulated for all desired spatial
discretization methods. After it completes simulating all test problems in the directory for
a given discretization type, the script will optionally purge the directory of all temporary
input files, leaving only the output files, which it will subsequently rewrite if run again.
The final capability of prefontaine.pl is the conversion of all output files to plots of the flux
distribution in the simulation volume. This is accomplished through the automated use of
a utility known as pdt2silo and a program known as VisIt. Developed at Texas A&M as
part of the PDT distribution, pdt2silo performs the simple but important task of converting
the PDT output files to the SILO format, which VisIt, a visualization software developed at
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Lawrence Livermore National Laboratory, is then able to convert to a plot in the form of an
image file. The use of prefontaine.pl greatly decreases time spent producing extra input files,
and thus, allows for the generation of much more test problem data than would be possible
otherwise.
Verification
Central to a well-designed and well-implemented code are two important qualities: the dis-
cretizations’ proper approximation of the underlying mathematical model (the transport
equation, in our case) and the code’s accurate implementation of the discrete equations and
their solution procedures. The verification process for a newly implemented method such as
UCB can be broken down into two distinct phases: code verification and solution verification.
Code verification consists of developing tests problems which expose differences between the
code’s output and the discrete solution that it should produce if it were bug-free. Thus, the
central aim of this step is locating and repairing errors in the source code. The main goal of
solution verification is the quantification of the numerical error arising from the discretiza-
tion and the (iterative) solution processes, for some quantities of interest in some problems
of interest. This numerical error is a consequence of the approximations made in the closure
equations, in the case of UCB. By quantifying the numerical error in an algorithm, it can be
considered when the algorithm’s results are examined or utilized elsewhere.
To validate a model, the results from a code that employs the model are compared with
experimental or known data in order to quantify the degree to which the model is represen-
tative of the real world process being modeled. Validation of the linear Boltzmann equation
for particle transport was outside the scope of this work. That is, the present work addresses
code and solution verification, but not model validation.
At present, verification efforts have focused upon the UCB˙97 method, as it represents the
best chance of improvement over current methods.
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Code Verification
To verify that this implentation of UCB was in accordance with the original UCB algorithm,
simple test problems of known solutions were simulated using UCB. These problems were
simulated for the same simulation volume divided into either a single cell or sixteen (4x4)
cells. Simulations were performed both with and without scattering. A graphic representa-
tion of these problems and their intended solutions is seen in Figure II.1.
The first problem shown in Figure II.1 is a zero-value problem. If the UCB method has
been implemented according to the original algorithm, a simulation volume containing no
distributed source and surrounded by vacuum boundary conditions will have a scalar flux of
zero at all points in the volume.
The second problem showin in figure II.1 , is a constant-solution problem. If the UCB method
has been implemented according to the original algorithm, a simulation volume containing
a distributed source and surrounded by incident scalar fluxes of magnitude φ = Q/Σa will
have a scalar flux of the same magnitude as the boundary fluxes at all points in the volume.

















When the solution is assumed constant in space and no fission is assumed, then the equations
can be simplified and rearranged to obtain the constant flux solution (which also must be
imposed as an incident scalar flux at all boundaries):




Constant-value problems like this are important, as they allow the underlying mathematics
of UCB to be partially verified with a single value.
Subsequently, another set of simple problems were simulated in order to better verify this
implementation of UCB against the underlying mathematics of the method. These problems,
which approximate one-dimensional slab problems, were set up according to Fig. II.3. One
direction is rendered effectively infinite by making it extremely large and divided into a 3
cells. Data is only collected from the center cell on each boundary in order to remove the
influence of the edges of the “infinite” direction on the scalar flux estimate each boundary.
The direction of interest is given a much smaller, finite value (in this case 10 cm), and divided
into N cells. Data is recorded for the estimates of the scalar flux on each edge, as given by
the scalar flux calculated at the center cell on each boundary.
By simulating this problem for various N values and comparing the results against a known
solution, the UCB solution’s convergence upon the analytical solution can be observed and
charted. For the purposes of code verification, verifying convergence is important. The
analytical solution follows from the S2 discrete ordinates equations (Eqs. II.3-4) when the
right boundary of the slab is taken to be ψ(10) = 0. With no scattering, all neutrons in the
material will move left to right, so ψ2, the left-bound angular flux, will always be zero, and




wn′ψn′(0) ⇒ ψ1(0) = φ(0)
2
(II.6)





+ Σaψ1(x) = 0 (II.7)










The one-dimensional slab problems simulated as part of the code verification process can
also be used to determine the numerical error associated with UCB. By recording the results
for various N values, the relationship between mesh fineness and numerical error can be
quantified. The problem detailed in Figure II.3 was simulated for various N-values, and the
results were compared with the analytical solution. The relationsip between mesh fineness (as
given by N) and numerical error was then plotted in Microsoft Excel. By fitting a trendline
to the data, the relationship between mesh fineness and numerical error can be quantified.
By determining the numerical error associated with UCB for a given mesh fineness, the
accuracy of UCB for similar problems can be accurately determined.
Other Verification
Finally, as an additional verification of this implementation of the UCB algorithm, simple
problems were simulated for multi-cell volumes in order to ensure that the method gives
symmetrical solutions for test problems with symmetrical input conditions. These problems
were chosen because, given symmetrical input, they produce consistent symmetrical output
if a given spatial discretization method is functioning properly. Each problem was simulated
for the same simulation volume divided into sixteen (4x4) cells, with and without distributed
sources, with and without scattering. These problems are shown in Figures II.2. Note that
expected lines of symmetry are denoted on each problem diagram.
Comparison
An effort was made to compare the performance of UCB with that of other methods. The
group of simple problems shown in Fig. II.2. was simulated for other spatial discretiza-
tion methods as well as PDT, in particular the CB-STEP and PWLD methods. A visual
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inspection of the plots generated verified that all three methods preserved symmetry. The
similarities observed between the output from these different methods provided an added
validation for solutions generated with UCB methods because the other, older methods had
also been verified for physicality.
The central part of the comparison between UCB and the other two methods was the repe-
tition of the solution verification process for the other methods. This comparison was done
for both scattering and non-scattering one-dimensional slab problems. However, in order to
obtain a numerical error estimate for the scattering case, the analytical solution was approx-
imated. Noting that all three methods were apparently converging on very close values, the
values generated by each for the finest mesh tested were averaged and the result was used
as a pseudo-analytical solution. The convergences of all methods to the analytical solution
with increasing mesh fineness were then plotted for the all cases to provide a visual com-
parison of the methods. Thus, the convergence orders of all three methods were compared
for the scattering and non-scattering cases, allowing conclusions to be made regarding the
performance of each method under a variety of conditions.
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Fig. II.1. Test problems of known solutions used to verify implementation of
UCB method: (a) Zero Value Problem: Vacuum boundary conditions on all
sides of the simulation volume with no distributed source. φ = 0 everywhere
in the volume. (b) Constant Value Problem: Incident scalar fluxes on all sides
of the simulation volume with a distributed source. φ = Q/Σa everywhere
in the volume where Q is the source rate density and Σ is the macroscopic
absorption cross section. Note: For non-scattering problems, Σt = 0.3 and
Σs = 0 and for scattering problems, Σt = 0.6 and Σs = 0.3.
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Fig. II.2. Slab problem simulated to verify and observe convergence of UCB
results to analytical results. All vacuum boundary conditions except left
boundary. No distributed source. Note: For non-scattering problems, Σt =
1.0 and Σs = 0 and for scattering problems, Σt = 2.0 and Σs = 1.0.
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Fig. II.3. Test problems known to give symmetrical solutions used to val-
idate implementation of UCB methods. Incident fluxes are represented by
arrows, and vacuum boundaries are represented as blank. Each problem
was simulated for an identical simulation volume divided into sixteen (4x4)
cells. Finally, each problem was simulated with and without distributed
sources. Expected lines of symmetry are noted on each diagram. Note: For
non-scattering problems, Σt = 0.3 and Σs = 0 and for scattering problems,





The implementation phase of this project proved to be the longest in duration and most
technically challenging. Throughout this project, challenges pertaining to parallel computing
and computer program architecture were encountered. In order to resolve these issues,
technical advising and assistance were required from numerous individuals within the nuclear
engineering department better acquainted with the parallel computing algorithms used in
PDT. In addition, time constraints imposed on the project resulted in a change in project
goals. Originally, the development of new spatial discretization methods was envisioned
as a stretch goal, but due to the unexpected length of the implementation process, such
aspirations were curtailed. In addition, also for time reasons, the decision was made to focus
on evaluating the utility of the UCB 97 method in particular, although it was one of three
UCB methods implemented. UCB 97 was selected because it was the original project focus
and because it represented the greatest departure from current methods of the three UCB
methods implemented, and thus held the most potential for improvements over previous




The first problem simulated in the code verification process was the zero-value problem
detailed in Figure II.1. In all cases, UCB 97 calculated a scalar flux of zero magnitude at
all points in the simulation volume. Only the results for the sixteen cell scattering case
are shown below, as identical results were observed for the single-cell case and scattering
and non-scattering cases. A properly implemented method will demonstrate this universal
agreement, regardless of simulation volume size.
The next problem simulated in the code verification process was the constant-value problem
also detailed in Figure II.1. In all cases, constant values were observed across the volumes
tested. The scalar flux value observed in each problem is given in Table I below. In each case,
the scalar flux was constant throughout the volume, and in agreement with the analytical
solution to the highest precision possible in PDT.
The final code verification problem simulated was the one-dimensional slab problem without
scattering. The approach of UCB results to the analytical values is detailed in Table II.
As shown in Figures III.2 and III.3, UCB is clearly approaching the analytical values on
both sides of the slab.
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Fig. III.1. Results of zero value problem for UCB 97. Vacuum boundary
conditions on all sides of the simulation volume with no distributed source.
Constant value of zero throughout volume. Identical results observed in
single-cell and multi-cell cases with and without scattering.
Table I. Constant Value Problem Results (Analytical Solution φ = 3.333)
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Table II. UCB Approach to Analytical Values
Fig. III.2. log2-log10 plot of the convergence of UCB to analytical value
for incident flux on 1D slab with increasing numbers of cells in direction of
interest.
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Fig. III.3. log2-log10 plot of the convergence of UCB to analytical value for




Solution verification for UCB was accomplished by plotting the relative error data from the
one-dimensional slab problem without scattering. Figure III.4 is a plot of this relationship
for the incident flux, and Figure III.5 is a plot of this relationship for the flux exiting the
slab. Fitting trendlines to the curves, it is observed that UCB methods have a 1.989-
order convergence upon the analytical incident flux and a 4.042-order convergence upon the
exiting flux. Because the incident flux is predefined and thus known with no error, the more
important figure of these two is the convergence order for the exiting flux–the solution to
this test problem. Therefore, UCB is best characterized as having 4.042-order convergence
for these one-dimensional slab problems without scattering.
Fig. III.4. log2-log10 plot of the convergence of the incident flux calculated
by UCB to the analytical value. Order of convergence is 1.989.
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Fig. III.5. log2-log10 plot of the convergence of the exiting flux calculated by
UCB to the analytical value. Order of convergence is 4.042.
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Other Results
Further verification for UCB was accomplished by ensuring that UCB output for a sym-
metrically defined problem was indeed symmetric. This experimentally observed condition
of real world situations must be present in any physically validated simulation tool. Using
UCB to simulate the symmetry test problems defined in Chapter II (Fig. II.4), the following
results were generated in the form of cell-averaged scalar flux plots.
First, the symmetry problems were simulated without scattering and with no distributed
source. The results are shown alongside the original problem definitions in Figure III.6.
Second, the symmetry problems were simulated with scattering and still without a dis-
tributed source. The results are shown alongside the original problem definitions in Figure
III.7.
Third, the symmetry problems were simulated without scattering and with a distributed
source. The results are shown alongside the original problem definitions in Figure III.8.
Finally, the symmetry problems were simulated with both scattering and a distributed source.
These results are shown alongside the original problem definitions in Figure III.9.




Fig. III.6. Results of test problems known to give symmetrical solutions
simulated without scattering and without a distributed source. Results are
adjacent to the original problem definitions. Incident fluxes are represented
by arrows, and vacuum boundaries are represented as blank. Each problem
was simulated for an identical simulation volume divided into sixteen (4x4)
cells. Expected lines of symmetry are noted on each diagram. For these




Fig. III.7. Results of test problems known to give symmetrical solutions
simulated with scattering and without a distributed source. Results are
adjacent to the original problem definitions. Incident fluxes are represented
by arrows, and vacuum boundaries are represented as blank. Each problem
was simulated for an identical simulation volume divided into sixteen (4x4)
cells. Expected lines of symmetry are noted on each diagram. For these




Fig. III.8. Results of test problems known to give symmetrical solutions
simulated without scattering and with a distributed source. Results are
adjacent to the original problem definitions. Incident fluxes are represented
by arrows, and vacuum boundaries are represented as blank. Each problem
was simulated for an identical simulation volume divided into sixteen (4x4)
cells. Expected lines of symmetry are noted on each diagram. For these




Fig. III.9. Results of test problems known to give symmetrical solutions
simulated with scattering and with a distributed source. Results are adja-
cent to the orignal problem definitions. Incident fluxes are represented by
arrows, and vacuum boundaries are represented as blank. Each problem was
simulated for an identical simulation volume divided into sixteen (4x4) cells.
Expected lines of symmetry are noted on each diagram. For these problems,
Σt = 0.6 and Σs = 0.3.
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Comparison Results
To compare UCB with other spatial discretization methods, the slab problem detailed in
Figure II.2 was again employed. Two other spatial discretization methods, CB-STEP and
PWLD, were selected for comparison. The convergence of the results of each method to
analytical (for non-scattering problems) or pseudo-analytical (for scattering problems) solu-
tions was quantified by tabulating the relationship between numerical error and the fineness
of mesh as quantified by the number of cells in the direction of interest. When trendlines
were plotted for each data set, data points for very coarse and very fine meshes were omitted
in order to remove error and accurately determine the numerical error associated with each
method.
Beginning with the non-scattering problem, Table III below shows the outputs of each of the
three methods and the numerical error observed for each.
Figure III.10 shows the numerical error associated with each method’s values for the incident
flux as a function of the number of cells in the direction of interest.
Figure III.11 shows the trendlines derived from the data shown in Figure III.8 and their
equations, which give the order of convergence for each method.
Figure III.12 shows the numerical error associated with each method’s values for the exiting
flux as a function of the number of cells in the direction of interest.
Figure III.13 shows the trendlines derived from the data shown in Figure III.10 and their
equations, which give the order of convergence for each method.
When trendlines are calculated for this data, the orders of convergence for each method can
be determined. Table IV lists the convergence orders of the incident and exiting fluxes for
each method. When calculating the incident flux, UCB and PWLD share approximately
2nd-order convergence, although UCB converges slightly faster. CB-STEP demonstrates
single-order convergence. However, important to note again is the fact that the incident flux
is user-defined and therefore already known with no error, so the convergence order of the
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exiting flux is the more important figure for characterizing each method. From this data,
it is clear that when calculating the exiting flux for 1D slab problems without scattering,
UCB outperforms the other methods with 4.042-order convergence. PWLD and CB-STEP
demonstrate convergence orders of 2.997 and 1.01, respectively. These values are all within
0.1 of the theoretical convergence-orders predicted for these methods.
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Table III. Convergence of CB-STEP, PWLD, and UCB Methods to Analytical Values for
1D Slab Problems Without Scattering
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Fig. III.10. log2-log10 plot of the numerical error of CB-STEP, UCB, and
PWLD spatial discretization methods for the incident flux as a function of
the number of cells in the direction of interest (mesh fineness) for the 1D
slab problem with no scattering.
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Fig. III.11. log2-log10 plot of the numerical error trendlines of CB-STEP,
UCB, and PWLD spatial discretization methods for the incident flux as a
function of the number of cells in the direction of interest (mesh fineness) for
the 1D slab problem with no scattering.
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Fig. III.12. log2-log10 plot of the numerical error of CB-STEP, UCB, and
PWLD spatial discretization methods for the exiting flux as a function of
the number of cells in the direction of interest (mesh fineness) for the 1D
slab problem with no scattering.
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Fig. III.13. log2-log10 plot of the numerical error trendlines of CB-STEP,
UCB, and PWLD spatial discretization methods for the exiting flux as a
function of the number of cells in the direction of interest (mesh fineness) for
the 1D slab problem with no scattering.
Table IV. Comparison of Convergence Orders of CB-STEP, PWLD, and UCB Methods for
Non-Scattering 1D Slab Problems Without Scattering
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Moving on to the scattering problem, Table V below shows the outputs of each of the three
methods and the numerical error observed for each.
Figure III.14 shows the numerical error estimate associated with each method’s values for
the incident flux as a function of the number of cells in the direction of interest.
Figure III.15 shows the trendlines derived from the data shown in Figure III.12 and their
equations, which give the order of convergence for each method.
Figure III.16 shows the numerical error estimate associated with each method’s values for
the exiting flux as a function of the number of cells in the direction of interest.
Figure III.17 shows the trendlines derived from the data shown in Figure III.14 and their
equations, which give the order of convergence for each method.
When trendlines are calculated for the this data, the orders of convergence for each method
can be determined. Table VI lists the convergence orders of the incident and exiting fluxes
for each method. In addition, the convergence orders generated for the scattering case are
only useful for comparisons, as the relative errors are calculated using an averaged pseudo-
analytical value. When calculating the incident flux in the scattering case, UCB and PWLD
share approximately 2nd-order convergence, although UCB converges slightly faster. CB-
STEP demonstrates single-order convergence. However, important to note again is the fact
that the incident flux is user-defined and therefore already known with no error, so the
convergence order of the exiting flux is the more important figure for characterizing each
method. When scattering is taken into account, the convergence orders of these methods
change from those observed in the non-scattering case. For 1D slab problems without scat-
tering, UCB still outperforms the other methods, but now demonstrates with 3.48-order
convergence. The convergence orders of PWLD and CB-STEP have also decreased to 2.971
and 1.047, respectively. Important to note is that although the convergence orders of all
three methods decrease when scattering is taken into account, their relative convergences
do not. UCB still outperforms the other methods although its order of convergence by far
decreases by the most from the non-scattering case.
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Table V. Convergence of CB-STEP, PWLD, and UCB Methods to Analytical Values for
1D Slab Problems with Scattering
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Fig. III.14. log2-log10 plot of the numerical error of CB-STEP, UCB, and
PWLD spatial discretization methods for the incident flux as a function of
the number of cells in the direction of interest (mesh fineness) for the 1D
slab problem with scattering.
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Fig. III.15. log2-log10 plot of the numerical error trendlines of CB-STEP,
UCB, and PWLD spatial discretization methods for the incident flux as a
function of the number of cells in the direction of interest (mesh fineness) for
the 1D slab problem with scattering.
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Fig. III.16. log2-log10 plot of the numerical error of CB-STEP, UCB, and
PWLD spatial discretization methods for the exiting flux as a function of
the number of cells in the direction of interest (mesh fineness) for the 1D
slab problem with scattering.
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Fig. III.17. log2-log10 plot of the numerical error trendlines of CB-STEP,
UCB, and PWLD spatial discretization methods for the exiting flux as a
function of the number of cells in the direction of interest (mesh fineness) for
the 1D slab problem with scattering.
Table VI. Comparison of Convergence Orders of CB-STEP, PWLD, and UCB Methods for




This project sought to provide a qualitative discussion of the spatial discretization methods
currently in use for particle transport simulations, and to detail the implementation and
testing of the upstream corner balance (UCB) family of methods, in particular the derivative
suggested in 1997 by Adams. [7] This method was tested against other methods currently in
use in an effort to determine whether it represents an improvement over such methods and
therefore merits future use on a larger scale.
The implementation phase of this project proved to be the most time-consuming, and un-
fortunately limited the breadth and depth of the other endeavors of this research. However,
the method was successfully implemented and, to lay the foundation for the continuation of
this research, intentionally implemented in an extremely plastic way. Looking at this work
qualitatively, we are optimistic that a derivative of this method not yet tested may result
in a significant improvement over current methods, and therefore, have provided for the
straightforward incorporation of new UCB derivatives into the method family should they
be developed.
After testing, we believe that this implementation of UCB has been acceptably verified. The
small number of sufficiently simple problems with known solutions limits the extent to which
these processes can continue, so once the mathematics of a method have been sufficiently
proven physical and the implementation of that method sufficiently proven correct, other
simulations must commence, although it is always wise to corroborate one method with
another.
Once UCB was confidently verified, it was compared to two other currently employed meth-
ods, the piecewise linear discontinuous (PWLD) method and the corner balance-step (CB-
STEP) method. All three methods were used to simulate a one-dimensional slab problem
with and without scattering, and by altering the fineness of the mesh employed, each prob-
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lem’s order of convergence to the analytical solution was quantified. From this testing
process, it was determined that UCB greatly outperformed CB-STEP in all test cases, and
outperformed PWLD in all test cases as well (although by a smaller margin). Based on this
limited testing, we believe UCB holds promise for both scattering and non-scattering prob-
lems, and should continue to be tested against other methods for non-scattering problems.
Therefore, at the conclusion of this research, the data suggest a few important recommen-
dations. First, UCB holds promise as a method, and should be tested on other problems of
varying complexities to determine areas in which it may outperform current method. One
possible continuation of this work involves the massively parallel simulation of pressurized
water reactor (PWR) core assemblies using UCB in order to facilitate a more in-depth com-
parison with other currently employed methods. In addition, although analytical solutions
do not exist for problems of such complexity, accepted solutions based on very high-fidelity
simulations by many research groups using a variety of methods provide another opportunity
for assessing UCB performance on problems of practical interest. Second, the plasticity in-
corporated into this implementation of the UCB family of methods leaves ample opportunity
for the streamlined implementation of other UCB variants, any of which holds the potential
for improvement over currently employed methods. Thus, a second possible continuation of
this work involves the development, implementation, and comparative testing of other UCB
methods in a manner similar to this project.
Unfortunately, we must acknowledge that time constraints and unforeseen impediments cur-
tailed the original aspirations of this project, and at this time, sufficiently data does not
exist to recommend the imminent implementation of UCB on a large scale within the field
of particle transport simulation. However, as mentioned, the data is sufficiently encouraging
to warrant the strongest recommendation for future testing with the hopes that a robust,
accurate, and efficient spatial discretization method will result.
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