We describe the spreg command, which implements a maximum likelihood estimator and a generalized spatial two-stage least-squares estimator for the parameters of a linear cross-sectional spatial-autoregressive model with spatial-autoregressive disturbances.
Introduction
) models, which build on Whittle (1954) , allow for cross-unit interactions. Many models in the social sciences, biostatistics, and geographic sciences have included such interactions. Following Cliff and Ord (1973, 1981) , much of the original literature was developed to handle spatial interactions. However, space is not restricted to geographic space, and many recent applications use these techniques in other situations of cross-unit interactions, such as social-interaction models and network models; see, for example, Kelejian and Prucha (2010) and Drukker, Egger, and Prucha (2013) for references. Much of the nomenclature still includes the adjective "spatial", and we continue this tradition to avoid confusion while noting the wider applicability of these models. For texts and reviews, see, for example, Anselin (1988 Anselin ( , 2010 , Arbia (2006) , Cressie (1993) , Haining (2003) , and LeSage and Pace (2009).
The simplest Cliff-Ord model only considers spatial spillovers in the dependent variable, with spillovers modeled by including a right-hand-side variable known as a spatial lag. Each observation of the spatial-lag variable is a weighted average of the values of the dependent variable observed for the other cross-sectional units. The matrix containing the weights is known as the spatial-weighting matrix. This model is frequently referred to as a spatial-autoregressive (SAR) model. A generalized version of this model also allows for the disturbances to be generated by a SAR process. The combined SAR model with SAR disturbances is often referred to as a SARAR model; see Anselin and Florax (1995) .
1
In modeling the outcome for each unit as dependent on a weighted average of the outcomes of other units, SARAR models determine outcomes simultaneously. This simultaneity implies that the ordinary least-squares estimator will not be consistent; see Anselin (1988) for an early discussion of this point.
In this article, we describe the spreg command, which implements a maximum likelihood (ML) estimator and a generalized spatial two-stage least-squares (GS2SLS) estimator for the parameters of a SARAR model with exogenous regressors. For discussions of the ML estimator, see, for example, the above cited texts and Lee (2004) for the asymptotic properties of the estimator. For a discussion of the estimation theory for the implemented GS2SLS estimator, see Arraiz et al. (2010) and Drukker, Egger, and Prucha (2013) , which build on Kelejian and Prucha (1998 , 1999 and the references cited therein.
Section 2 describes the SARAR model. Section 3 describes the spreg command. Section 4 provides some examples. Section 5 describes postestimation commands. Section 6 presents methods and formulas. The conclusion follows.
We use the notation that for any matrix A and vector a, the elements are denoted as a ij and a i , respectively.
The SARAR model
The spreg command estimates the parameters of the cross-sectional model (i = 1, . . . , n)
or more compactly,
1. These models are also known as Cliff-Ord models because of the impact that Cliff and Ord (1973, 1981) had on the subsequent literature. To avoid confusion, we simply refer to these models as SARAR models while still acknowledging the importance of the work of Cliff and Ord.
where
• y is an n × 1 vector of observations on the dependent variable;
• W and M are n × n spatial-weighting matrices (with 0 diagonal elements);
• Wy and Mu are n × 1 vectors typically referred to as spatial lags, and λ and ρ are the corresponding scalar parameters typically referred to as SAR parameters;
• X is an n × k matrix of observations on k right-hand-side exogenous variables (where some of the variables may be spatial lags of exogenous variables), and β is the corresponding k × 1 parameter vector;
• is an n × 1 vector of innovations.
The model in (1) and (2) is a SARAR with exogenous regressors. Spatial interactions are modeled through spatial lags. The model allows for spatial interactions in the dependent variable, the exogenous variables, and the disturbances.
2
The spatial-weighting matrices W and M are taken to be known and nonstochastic. These matrices are part of the model definition, and in many applications, W = M. Let y = Wy. Then
w ij y j which clearly shows the dependence of y i on neighboring outcomes via the spatial lag y i . By construction, the spatial lag Wy is an endogenous variable. The weights w ij will typically be modeled as inversely related to some measure of proximity between the units. The SAR parameter λ measures the extent of these interactions. For further discussions of spatial-weighting matrices and the parameter space for the SAR parameter, see, for example, the literature cited in the introduction, including Kelejian and Prucha (2010) ; see for more information about creating spatial-weighting matrices in Stata.
The innovations are assumed to be independent and identically distributed (IID) or independent but heteroskedastically distributed, where the heteroskedasticity is of unknown form. The GS2SLS estimator produces consistent estimates in either case when the heteroskedastic option is specified; see Kelejian and Prucha (1998 , 1999 , Arraiz et al. (2010) , and Drukker, Egger, and Prucha (2013) for discussions and formal results. The ML estimator produces consistent estimates in the IID case but generally not in the heteroskedastic case; see Lee (2004) for some formal results for the ML estimator, and see Arraiz et al. (2010) for evidence that the ML estimator does not generally produce consistent estimates in the heteroskedastic case.
Because the model in (1) and (2) is a first-order SAR model with first-order SAR disturbances, it is also referred to as a SARAR(1, 1) model, which is a special case of the more general SARAR(p, q) model. We refer to a SARAR(1, 1) model as a SARAR model. When ρ = 0, the model in equations (1) and (2) reduces to the SAR model y = λWy + Xβ + . When λ = 0, the model in equations (1) and (2) reduces to y = Xβ + u with u = ρMu + , which is sometimes referred to as the SAR error model. Setting ρ = 0 and λ = 0 causes the model in equations (1) and (2) to reduce to a linear regression model with exogenous variables.
spreg requires that the spatial-weighting matrices M and W be provided in the form of an spmat object as described in . spreg gs2sls supports both general and banded spatial-weighting matrices; spreg ml supports general matrices only. dlmat(objname) specifies an spmat object that contains the spatial-weighting matrix W to be used in the SAR term.
elmat(objname) specifies an spmat object that contains the spatial-weighting matrix M to be used in the spatial-error term.
heteroskedastic specifies that spreg use an estimator that allows the errors to be heteroskedastically distributed over the observations. By default, spreg uses an estimator that assumes homoskedasticity.
impower(q) specifies how many powers of W to include in calculating the instrument matrix H. The default is impower(2). The allowed values of q are integers in the set 2, 3, . . . , √ n , where n is the number of observations. maximize options: iterate(#), no log, trace, gradient, showstep, showtolerance, tolerance(#), and ltolerance(#); see [R] maximize. from(init specs) is also allowed, but because ρ is the only parameter in this optimization problem, only initial values for ρ may be specified.
Saved results
spreg ml saves the following in e(): 
Example
In our examples, we use spreg.dta, which contains simulated data on the number of arrests for driving under the influence for the continental U.S. counties. 3 We use a normalized contiguity matrix taken from . In Stata, we type . use dui . spmat use ccounty using ccounty.spmat to read the dataset into memory and to put the spatial-weighting matrix into the spmat object ccounty. This row-normalized spatial-weighting matrix was created in Drukker et al. (2013, sec. 2.4 ) and saved to disk in Drukker et al. (2013, sec. 11.4) .
Our dependent variable, dui, is defined as the alcohol-related arrest rate per 100,000 daily vehicle miles traveled (DVMT). Figure 1 shows the distribution of dui across counties, with darker colors representing higher values of the dependent variable. Spatial patterns of dui are clearly visible. Our explanatory variables include police (number of sworn officers per 100,000 DVMT); nondui (nonalcohol-related arrests per 100,000 DVMT); vehicles (number of registered vehicles per 1,000 residents); and dry (a dummy for counties that prohibit alcohol sale within their borders). In other words, in this illustration, X = [police,nondui,vehicles,dry,intercept].
We obtain the GS2SLS parameter estimates of the SARAR model parameters by typing . spreg gs2sls dui police nondui vehicles dry, id(id) > dlmat (ccounty) Given the normalization of the spatial-weighting matrix, the parameter space for λ and ρ is taken to be the interval (−1, 1); see Kelejian and Prucha (2010) for further discussions of the parameter space. The estimated λ is positive and significant, indicating moderate SAR dependence in dui. In other words, the dui alcohol-arrest rate for a given county is affected by the dui alcohol-arrest rates of the neighboring counties. This result may be because of coordination among police departments or because strong enforcement in one county leads some people to drink in neighboring counties.
The estimated ρ coefficient is positive, moderate, and significant, indicating moderate SAR dependence in the error term. In other words, an exogenous shock to one county will cause moderate changes in the alcohol-related arrest rate in the neighboring counties.
The estimated β vector does not have the same interpretation as in a simple linear model, because including a spatial lag of the dependent variable implies that the outcomes are determined simultaneously. We present one way to interpret the coefficients in section 5. There are no apparent differences between the two sets of parameter estimates.
Postestimation commands
The postestimation commands supported by spreg include estat, test, and predict; see help spreg postestimation for the full list. Most postestimation methods have standard interpretations; for example, a Wald test is just a Wald test.
Predictions from SARAR models require some additional explanation. Kelejian and Prucha (2007) consider different information sets and define predictors as conditional means based on these information sets. They also derive the mean squared errors of these predictors, provide some efficiency rankings based on these mean squared errors, and provide Monte Carlo evidence that the additional efficiencies obtained by using more information can be practically important.
One of the predictors that Kelejian and Prucha (2007) consider is based on the information set {X, W, M, w i y}, where w i denotes the ith row of W, which will be referred to as the limited-information predictor. 4 We denote the limited-information predictor by limited in the syntax diagram below. Another estimator that Kelejian and Prucha (2007) consider is based on the information set {X, W, M}, which yields the reducedform predictor. This predictor is denoted by rform in the syntax diagram below. Kelejian and Prucha (2007) show that their limited-information predictor can be much more efficient than the reduced-form predictor.
In addition to the limited-information predictor and the reduced-form predictor, predict can compute two other observation-level quantities, which are not recommended as predictors but may be used in subsequent computations. These quantities are denoted by naive and xb in the syntax diagram below.
While prediction is frequently of interest in applied statistical work, predictions can also be used to compute marginal effects.
5 A change to one observation in one exogenous variable potentially changes the predicted values for all the observations of the dependent variable because the n observations for the dependent variable form a system of simultaneous equations in a SARAR model. Below we use predict to calculate predictions that we in turn use to calculate marginal effects. 
Syntax
Before using predict, we discuss its syntax. 
Options
rform, the default, calculates the reduced-form predictions.
limited calculates the Kelejian and Prucha (2007) limited-information predictor. This predictor is more efficient than the reduced-form predictor, but we call it limited because it is not as efficient as the Kelejian and Prucha (2007) full-information predictor, which we plan to implement in the future.
naive calculates λw i y + x i β for each observation.
xb calculates the linear prediction X β.
5. We refer to the effects of both infinitesimal changes in a continuous variable and discrete changes in a discrete variable as marginal effects. While some authors refer to "partial" effects to cover the continuous and discrete cases, we avoid the term "partial" because it means something else in a simultaneous-equations framework.
rftransform(matname) is a seldom-used option that specifies a matrix to use in computing the reduced-form predictions. This option is only useful when computing reduced-form predictions in a loop, when the option removes the need to recompute the inverse of a large matrix. See section 5.3 for an example that uses this option, and see section 6.3 for the details. rftransform() may only be specified with statistic rform.
Example
In this section, we discuss two marginal effects that measure how changes in the exogenous variables affect the endogenous variable. These measures use the reduced-form predictor y = E(y|X, W, M) = (I − λW) −1 Xβ, which we discuss in section 6.3, where it is denoted as y (1) . The expression for the predictor shows that a change in a single observation on an exogenous variable will typically affect the values of the endogenous variable for all n units because the SARAR model forms a system of simultaneous equations.
Without loss of generality, we explore the effects of changes in the kth exogenous variable. Letting x k = (x 1k , . . . , x nk ) denote the vector of observations on the kth exogenous variable allows us to denote the dependence of y on x k by using the notation
The first marginal effect we consider is
where i = [0, . . . , 0, 1, 0, . . . , 0] is the ith column of the identity matrix. In terminology consistent with that of LeSage and Pace (2009, 36-37) , we refer to the above effect as the total direct impact of a change in the ith unit of x k . LeSage and Pace (2009, 36-37) define the corresponding summary measure
which they call the average total direct impact (ATDI). The ATDI is the average over i = {1, . . . , n} of the changes in the y i attributable to the changes in the corresponding x ik . The ATDI can be calculated by computing y(x k ), y(x k + δi), and the average of the difference of these vectors of predicted values, where δ is the magnitude by which x ik is changed. The ATDI measures the average change in y i attributable to sequentially changing x ik for a given k.
Sequentially changing x ik for each i = {1, . . . , n} differs from simultaneously changing the x ik for all n units. The second marginal effect we consider measures the effect of simultaneously changing x 1k , . . . , x nk on a specific y i and is defined by
where e = [1, . . . , 1] is a vector of 1s. LeSage and Pace (2009, 36-37) define the corresponding summary measure
which they call the average total impact (ATI). The ATI can be calculated by computing y(x k ), y(x k + δe), and the average difference in these vectors of predicted values, where δ is the magnitude by which x 1k , . . . , x nk is changed.
We now continue our example from section 4 and use the reduced-form predictor to compute the marginal effects of adding one officer per 100,000 DVMT in Elko County, Nevada. We begin by using the reduced-form predictor and the observed values of the exogenous variables to obtain predicted values for dui:
. predict y0 (option rform assumed)
Next we increase police by 1 in Elko County, Nevada, and calculate the reduced-form predictions:
. generate police_orig = police . quietly replace police = police_orig + 1 if st==32 & NAME00=="Elko"
. predict y1 (option rform assumed)
Now we compute the difference between these two predictions:
. generate deltay = y1-y0
The output below lists the predicted difference and the level of dui for Elko County, Nevada:
1891.
-.5654716 19.777429
The predicted effect of the change would be a 2.9% reduction in dui in Elko County, Nevada.
Below we use four commands to summarize the changes and levels in the contiguous counties:
. spmat getmatrix ccounty W . generate double elko_neighbor = .
(3109 missing values generated)
. mata: st_store(.,"elko_neighbor",W [1891,.] In the first command, we use spmat getmatrix to store a copy of the normalizedcontiguity spatial-weighting matrix in Mata memory; see Drukker et al. (2013, sec. 14) for a discussion of spmat getmatrix. In the second and third commands, we generate and fill in a new variable for which the ith observation is 1 if it contains information on a county that is contiguous with Elko County and is 0 otherwise. In the fourth command, we summarize the predicted changes and the levels in the contiguous counties. The mean predicted reduction is less than 0.1% of the mean level of dui in the contiguous counties.
In the output below, we get a summary of the levels of dui and a detailed summary of the predicted changes for all the counties in the sample. Less than 1% of the sample had any socially significant difference, with no change at all predicted for at least 95% of the sample.
In some of the computations below, we will use the matrix S = (I n − λW) −1 , where λ is the estimate of the SAR parameter and W is the spatial-weighting matrix. In the output below, we use the W stored in Mata memory in an example above to compute S.
. We next compute the ATDI defined in (3). The output below shows an instructive (but slow) method to compute the ATDI. For each county in the data, we set police to be the original value for all the observations except the ith, which we set to police + 1. Then we compute the predicted value of dui for observation i and store this prediction in the ith observation of y1. (We use the rftransform() option to use the inverse matrix S computed above. Without this option, we would recompute the inverse matrix for each of the 3,109 observations, which would cause the calculation to take hours.) After computing the predicted values of y1 for each observation, we compute the differences in the predictions and compute the sample average. The absolute value of the estimated ATDI is −0.56, so the estimated effect is 2.7% of the sample mean of dui.
As mentioned, the above method for computing the estimate of the ATDI is slow. LeSage and Pace (2009, 36-37) show that the estimate of the ATDI can also be computed as
where β k is the kth component of β and S = (I n − λW) −1 , which we computed above. Below we use this formula to compute the ATDI,
-.5633844076
and note that the result is the same as above.
Now we estimate the ATI, which simultaneously adds one more police officer per 100,000 residents to each county. In the output below, we add 1 to police in each observation and then calculate the differences in the predictions. We then calculate the ATI defined in (4) by computing the sample average.
. drop y1 deltay . quietly replace police = police_orig + 1 . predict y1 (option rform assumed) . generate deltay = y1-y0 . summarize deltay The absolute value of the estimated average total effect is about 3.4% of the sample mean of dui.
LeSage and Pace (2009, (36) (37) show that the ATI is given by
where β k is the kth component of β and S ij is the (i, j)th element of S = (I n − λW) −1 . In the output below, we use the spmat getmatrix command discussed in and a few Mata computations to show that the above expression yields the same value for the ATI as our calculations above. In general, it is not possible to say whether the ATDI is greater than or less than the ATI. Using the expressions from LeSage and Pace (2009, 36-37) , we see that
which depends on the sum of the off-diagonal elements of S as well as on β k .
In the case at hand, one would expect the ATDI to be smaller than the ATI because the ATDI, unlike the ATI, does not incorporate the reinforcing effects of having all counties implement the change simultaneously.
Methods and formulas

ML estimator
Recall that the SARAR model under consideration is given by
In the following, we give the log-likelihood function under the assumption that ∼ N (0, σ 2 I). As usual, we refer to the maximizer of the likelihood function when the innovations are not normally distributed as the quasi-maximum likelihood (QML) estimator. Lee (2004) gives results concerning the consistency and asymptotic normality of the QML estimator when is IID but not necessarily normally distributed. Violations of the assumption that the innovations are IID can cause the QML estimator to produce inconsistent results. In particular, this may be the case if the innovations are heteroskedastic, as discussed by Arraiz et al. (2010) .
Likelihood function
The reduced form of the model in (5) and (6) is given by
The unconcentrated log-likelihood function is
We can concentrate the log-likelihood function by first maximizing (7) with respect to β and σ 2 , yielding the maximizers
Substitution of the above expressions into (7) yields the concentrated log-likelihood function
The QML estimates for the autoregressive parameters λ and ρ can now be computed by maximizing the concentrated log-likelihood function. Once we have obtained the QML estimates λ and ρ, we can calculate the QML estimates for β and σ 2 as β = β( λ, ρ) and
Initial values
As noted in Anselin (1988, 186) , poor initial starting values for ρ and λ in the concentrated likelihood may result in the optimization algorithm settling on a local, rather than the global, maximum.
To prevent this problem from happening, spreg ml performs a grid search to find suitable initial values for ρ and λ. To override the grid search, you may specify your own initial values in the option from().
GS2SLS estimator
For discussions of the generalized method of moments and instrumental-variable estimation approach underlying the GS2SLS estimator, see Arraiz et al. (2010) and Drukker, Egger, and Prucha (2013) . The articles build on Kelejian and Prucha (1998 , 1999 and the references cited therein. For a detailed description of the formulas, see also .
The GS2SLS estimator requires instruments. Prucha (1998, 1999) suggest using as instruments H the linearly independent columns of X, WX, . . . , W q X, MX, MWX, . . . , MW q X where q = 2 has worked well in Monte Carlo simulations over a wide range of reasonable specifications. The choice of those instruments provides a computationally convenient approximation of the ideal instruments; see Lee (2003) and Kelejian, Prucha, and Yuzefovich (2004) for further discussions and refined estimators. At a minimum, the instruments should include the linearly independent columns of X and MX. When there is a constant in the model and thus X contains a constant term, the constant term is only included once in H.
Spatial predictors
The spreg command provides for several unbiased predictors corresponding to different information sets, namely, {X, W, M} and {X, W, M, w i y}, where w i denotes the ith row of W; for a more detailed discussion and derivations, see Kelejian and Prucha (2007) . Also in the following, x i denotes the ith row of X and u i denotes the ith element of u.
The unbiased predictor corresponding to information set {X, W, M} is given by
and is called the reduced-form predictor. If λ = 0, then y (1) = Xβ. This predictor can be calculated by specifying statistic rform to predict after spreg.
When specified, the rftransform() option specifies the name of a matrix in Mata memory that contains (I − λW) −1 . The rftransform() option specifies a matrix that transforms the model to its reduced form. This option is useful when computing many sets of reduced-form predictions from the same (I − λW) −1 because it alleviates the need to recompute the inverse matrix.
Assuming that the innovations are distributed N (0, σ 2 I), the unbiased predictor corresponding to information set {X, W, M, w i y} is given by We call this unbiased predictor the limited-information predictor because Kelejian and Prucha (2007) consider a more efficient predictor, the full-information predictor. The former can be calculated by specifying statistic limited to predict after spreg.
A further predictor considered in the literature is y i = λw i y + x i β However, as pointed out in Kelejian and Prucha (2007) , this estimator is generally biased. While this biased predictor should not be used for predictions, it has uses as an intermediate computation, and it can be calculated by specifying statistic naive to predict after spreg.
The above predictors are computed by replacing the parameters in the prediction formula with their estimates.
Conclusion
After reviewing some basic concepts related to SARAR models, we presented the spreg ml and spreg gs2sls commands, which implement ML and GS2SLS estimators for the parameters of these models. We also discussed postestimation prediction. In future work, we would like to investigate further methods and commands for parameter interpretation.
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