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ΠΕΡΙΛΗΨΗ
Τα συστήματα ουρών είναι ένα συνεχώς αναπτυσσόμενο αντικείμενο με μεγάλη εφαρμογή ~
σε διάφορους τομείς της παραγωγής. Σε αυτή την εργασία γίνεται μια παρουσίαση μεθόδων που
βοηθάνε στ/ν επίλυση των συστημάτων αυτών. Τα συστήματα ουρών που αντιμετωπίζουν είναι τα [
πιο γενικά με αποτέλεσμα την ευρύτερη εφαρμογή των μεθόδων. Η γενικότητα αυτή οδηγεί στην
έλλειψη αναλυτικών αποτελεσμάτων και στη χρήση προσεγγιστικών μεθόδων.
Αρχικά γίνεται μια ανασκόπηση του θεωρητικού υποβάθρου των συστημάτων ουρών για
την διευκόλυνση και των λιγότερο έμπειρων αναγνωστών. Στη συνέχεια αναλύονται τέσσερις
κατηγορίες προσεγγίσεων και παρουσιάζονται επιλεγμένα αποτελέσματα από την κάθε μία.
Ακολουθεί αριθμητική σ\φφιση ανάμεσα στις μεθόδους που έχουν παρουσιαστεί πάνω σε βασικά
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ΕΙΣΑΓΩΓΗ
Τα συατήματα ουρών σήμερα είναι ένα αντικείμενο με ευρεία και συνεχή ανάmυξη.
Είναι η βασική μέθοδος μοντελοποίησης προβλημάτων σε μια σειρά καίριων τομέων της
οικονομίας και της παραγωγής. Οι βασικότεροι τέτοιοι τομείς είναι η οργάνωση της
παραγωγής και οι τηλεπικοινωνίες. Όπως είναι φυσικό αφιερώνεται μεγάλη προαττάθεια
και κόπος σε αυτούς τους κλάδους. Δεν είναι εύκολο όμως να βρίσκεται πάντα ένα
σύατημα ουράς που και να εξομοιώνει αποτελεσματικά το φυσικό πρόβλημα και να είναι
σχετικά απλό, ώστε να καταλήγει σε αναλυτικές λύσεις.
Τα συστήματα ουρών που απασχολούν αυτή την εργασία (οι ουρές με
γενικευμένους χρόνους αφίξεων και εξυπηρετήσεων και παράλληλους εξυπηρετητές)
θεωρούνται τα γενικότερα. Δηλαδή συμπεριλαμβάνουν την συντριπτική πλειοψηφία των
συστημάτων ουρών. Αυτή η γενικότητα τους όμως μας εμποδίζει να εξάγουμε αναλυτικά
αποτελέσματα για τα μεγέθη του συστήματος. Όπως φαίνεται και στο πέμπτο κεφάλαιο τα
αναλυτικά αποτελέσματα είναι ελάχιστα και κυρίως για την περίπτωση με ένα εξυπηρετητή.
Παρατηρείται στις μέρες μας πληθώρα ερευνών που στόχο έχουν την λύση
περίπλοκων συστημάτων με προσεγγιστικές μεθόδους. Οι μέθοδοι αυτοί είναι πολύ
διαφορετικές μεταξύ τους και με διαφορετική σκοπιμότητα και χρήση η κάθε μία. Ο κύριος
στόχος αυτής της εργασίας είναι μια ταξινόμηση και παρουσίαση των πιο διαδεδομένων
προσεγγιατικών μεθόδων.
Σε αυτή την εργασία παρουσιάζονται τέσσερις βασικές ομάδες προσεγγίσεων. Για
κάθε μία σχολιάζονται τα γενικά χαρακτηριστικά τους, η χρησιμότητα τους, τα υπέρ και τα
κατά. Επίσης παρουσιάζονται κάποια αντιπροσωπευτικά αποτελέσματα ερευνών για την
κάθε μία καθώς και η μέθοδος εξαγωγής τους. Τέλος δίνονται αναφορές και για άλλα
αποτελέσματα που παραλείπονται από την εργασία.
Η εργασία διαρθρώνεται ως εξής
Το πέντε πρώτα κεφάλαια αφιερώνονται σε μια ανακεφαλαίωση του θεωρητικού
υποβάθρου που είναι απαραίτητο για την κατανόηση του αντικειμένου. Πιο
αναλυτικά στο πρώτο κεφάλαιο παρουσιάζονται βασικά στατιατικά μεγέθη που
χρησιμοποιούνται στην συνέχεια. Το δεύτερο κεφάλαιο παρουσιάζει το επιστημονικό
αντικείμενο στο οποίο βασίζονται τα συατήματα ουρών, τις ατοχαστικές διαδικασίες.
Στο τρίτο κεφάλαιο ορίζονται οι κατανομές φάσεων, μια κατηγορία κατανομών πολύ
βασική για τα συστήματα ουρών. Στο τέταρτο παρουσιάζεται η θεωρία ουρών και
ορίζονται τα συστήματα ουρών. Τέλος στο πέμπτο κεφάλαιο παρουσιάζεται πιο
αναλυτικά το σύστημα ουράς που απασχολεί αυτή την εργασία, η ουρά με
γενικευμένους χρόνους αφίξεων και εξυπηρετήσεων και παράλληλους
εξυπηρετητές.
Το επόμενο κομμάτι της εργασίας είναι και το κυριότερο. Τα κεφάλαια έξι με εν/ιά
παρουσιάζουν τις μεθόδους που επιλέχθηκαν. Κατά σειρά που παρουσιάζονται οι
κατηγορίες προσεγγιστικών μεθόδων είναι: προσέγγιση βαριάς κυκλοφορίας,
προσεγγίσεις δύο ροπών, προσεγγίσεις φάσεων και προσέγγιση διάχυσης.
Στο τελευταίο κεφάλαιο γίνεται μια ανακεφαλαίωση της συζήτησης. Οι μέθοδοι
συγκρίνονται μεταξύ τους και αναφέρονται κάποιοι προβληματισμοί που προέκυψαν
από την εκπόνηση της εργασίας καθώς και σκέψεις για μελλοντική έρευνα.
Η βιβλιογραφία πάνω σε αυτό το αντικείμενο είναι τεράστια. Αυτό προκάλεσε
κάποια δυσκολία ατην εύρεση και συλλογή των καταλληλότερων μεθόδων. Εκτιμάται όμως
ότι έγινε μια καλή προαττάθεια στην ταξινόμηση και ολοκληρωμένη παρουσίαση των
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χρησιμοποιηθεΙ σσν οδηγός γισ κάποιον που θέλει νσ πάρει μια ιδtα των μεθόδων που
"κυκλοφορούν" και να κατευθυνθεΙ αναλόγως. Αυτός εΙναι ο στόΧος και η προσφορά αυτ~ς
της εργααΙας.
3
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 22:24:03 EET - 137.108.70.7
1. ΒΆΣΙΚΕΣ ΕΝΝΟΙΕΣ ΣΤΑΤιΣΤιΚΗΣ
Στο κεφάλαιο αυτό γίνεται μια παρουσίαση βασικών στατιστικών μεγεθών, με
σκοπό την διευκόλυνση του αναγνώστη στην κατανόηση του κύριου θέματος αυτής της
εργασίας.
Ενδεχόμενο:
Ονομάζουμε ενδεχόμενο ένα δυνατό αποτέλεσμα ενός πειράματος που χαρακτηρίζεται
οπό τυχαιότητα.
Δειγματικός χώρος:
Ονομάζουμε δειγματικό χώρο το σύνολο όλων των πιθανών αποτελεσμάτων ενός
πειράματος. Συμβολίζεται με Ω
Γεγονός:
Ονομάζουμε γεγονός ένα υποσύνολο του δειγματικού χώρου. Συμβολίζεται, συνήθως, με
κεφαλαίο γράμμα. Οι συνδυασμοί γεγονότων είναι οι παρακάτω.
Ένωση γεγονότων ορίζεται το γεγονός να συμβεί οποιοδήποτε από τα αυτά και
συμβολίζεται με Λ υ Β.
Τομή γεγονότων ορίζεται το γεγονός να συμβούν ταυτόχρονα και συμβολίζεται
AnB.
Συμπλήρωμα ενός γεγονότος είναι το γεγονός να μην συμβεί αυτό και συμβολίζεται
με - Λ
Διαφορά δύο γεγονότων ορίζεται το γεγονός να συμβεί το πρώτο χωρίς να συμβεί
το δεύτερο και συμβολίζεται Λ - Β= Α n - Β.
Τέλος δύο γεγονότα Λ και Β ονομάζονται ονεξάρτητα αν η πραγματοποίηση του ενός δεν
επιρρεάζει την πραγματοποίηση του άλλου.
Πιθανότητα:
Η πιθανότητα ενός γεγονότος, Ρ(Λ) ορίζεται ως η συχνότητα της πραγματοποίησης του
Λ καθώς επαναλαμβάνεται συνεχώς ένα πείραμα. Δηλαδή
Ρ(Λ)= Jim Ν Α
Ν .....φ Jv
με ΝΑ τον αριθμό των πραγματοποιήσεων του Α και Ν τον αριθμό εκτέλεσης του
πειράματος. Επίσης ορίζεται η υπό συνθήκη πιθανότητα, Ρ(Λ/ Β) ως η πιθανότητα να
πραγματοποιηθεί το Α δεδομένου ότι έχει πραγματοποιηθεί το Β.
Νόμος ολικής πιθανότητας
Έστω Β τμήματα του δειγματικού χώρου που τον KaMmouv πλήρως.
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Π.7 Για Α και Β ανεξάρτητα Ρ(Λ/Β)=Ρ(Α)
Π.β Α και Β ανεξάρτητα αν και μόνο αν p(AnB)~ Ρ(Λ)* Ρ( Β)
Τυχαία Μεταβλητή:
Οι τυχαίες μεταβλητές είναι μεταβλητές που σχετίζονται με το ενδεχόμενο ενός πειράματος
και παίρνουν μια συγκεκριμένη τιμή ανάλογα με αυτό. Μεταφράζουν τον δειγματικό χώρο
σε έναν πραγματικό αριθμό, δηλαδή σε μια μετρήσιμη μορφή X:Q~R. Οι τυχαίες
μεταβλητές χωρίζονται σε δύο κατηγορlες ανάλογα με τις τιμές που παίρνουν. Οι διακριτές
τυχαίες μεταβλητές ανήκουν στο σύνολο των ακεραίων Χ εΖ ενώ οι συνεχείς τυχαlες
μεταβλητές στο σύνολο των πραγματικών XER.
ΚατανομέςΠιθανοτήτων
Ορlζεται ως κατανομή ή αθροιστικήσυνάρτησηπιθανότηταςτης τυχαίας μεταβλητής
Χ η πραγματικήσυνάρτηση F( Χ) αν F(x)~P(X"'X).







τυχαlες μεταβλητές ορίζεται η συνάρτησης μάζας πιθανότητας
J





Προσδωκόμενη τιμή μιας τυχαίας μεταβλητής είναι η μέση τιμή της μετά από άπειρες
επαναλήψειςτου πειράματος. Ορίζεται ως
•Ε[Χ]= f Χ dF(x)
-.
Διακύμανση
Η διακύμανση μιας τυχαίας μεταβλητής είναι ένα μέτρο του πόσο συγκεντρωμένες είναι οι
τιμές που θα πάρει κατά την εκτέλεση του πειράματος γύρω από την προσδοκώμενη.
Συγκεκριμένα όσο μικρότερη η τιμή της τόσο πιο κοντά στην προσδοκώμενη τιμή είναι τα
αποτελέσματα του πειράματος. Συμβολίζεται με Var [Χ] ή σ;. και είναι ίση με
Var[X]=E[X']- Ε[Χ]'
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Ροπές
Ως ροπή n τάξης της τυχαίας μεταβλητής Χ ορίζεται η ποσότητα Ε [ Χ"]
Συντελεστής διακύμανσης
Το μέγεθος αυτό δίνει μια εικόνα της διακύμανσης σε αδιάστατη μορφή. Ορίζεται για μια
τυχαία μεταβλητή Χ ως:
c' _ Var[X]




Η κανονική κατανομή είναι από τις πιο σημαντικές για την επιστήμη της στατιστικής. Μια
τυχαία μεταβλητή που ακολουθεί την κανονική κατανομή έχει το χαρακτηριστικό ότι οι τιμές
της συγκεντρώνονται ομοιόμορφα γύρω από μια μέση τιμή. Η συνάρτηση πυκνότητας
πιθανότητας μιας τέτοιας τυχαίας μεταβλητής είναι
~ -(;r-p)'
f(x)= ' e ,,',!2πσ2
ι
όπου μ=Ε[Χ] και σ'=Var[Χ].
Η γραφική παράσταση αυτής της συνάρτησηςέχει σχήμα "καμπάνας" με κέντρο της το μ.
Ως Φ( Χ) ορίζεται η συνάρτηση αθροιστικής πιθανότητας μιας τυχαίας μεταβλητής που [
ακολουθεί κανονική κατανομή με μ = Ο και σ'= 1.
Εκθετική κατανομή Εχρ(λ) f
Η εκθετική κατανομή είναι και αυτή από τις πιο σημαντικές με ιδιαίτερη εφαρμογή στην Ι
θεωρεία ουρών. Το σημαντικότερο χαρακτηριστικό της είναι η αμνήμονη ή Μαρκοβιαννή
ιδιότητα η οποία ορίζεται και συζητιέται στο επόμενο κεφάλαιο. Η εκθετική κατανομή [
συμβολίζεται με ΕΧρ( λ) όπου λ είναι η παράμετρος της. Οι συναρτήσεις πιθανότητας της
είναι:









Η κατανομή Poisson είναι το αντίστοιχο της εκθετικής κατανομής για τις διακριτές τυχαίες
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Την εργασία αυτή απασχολούν και άλλες καταναμές. Χρειάζανταιγια να ορισταύν όμως την
έννοια της Μαρκοβιαννής αλυσίδας που δίνεται στο επόμενο κεφάλαιο. Έτσι θα
παρουσιαστούναργότερα.
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2. ΣΤΟΧΑΣΤιΚΕΣ ΔΙΑΔΙΚΑΣΙΕΣ
Η θεωρία των ατοχαατικών διαδικασιών προήλθε κυρίως από τις ανάγκες των
φυσικών. Ξεκίνησε με την μελέτη φυσικών φαινομένων τα οποία εξαρτώνται σε μεγάλο
βαθμό από τον παράγοντα τύχη και δεν είναι δυνατή η επακριβώς πρόβλεψη της
συμπεριφοράς τους ατο μέλλον. Έτσι αυτά τα συστήματα μοντελοποιήθηκαν μαθηματικά
από τις ατοχαατικές διαδικασίες, ώατε η μελλοντική κατάσταση των συατημάτων αυτών να
προβλεφθεί πιθανοθεωρητικά. Σημαντική κατηγορία τέτοιων ατοχαατικών συστημάτων
είναι τα συστήματα ουρών αναμονής.
Ορισμός Στοχαστικής Διαδικασίας
Έστω t μια παράμετρος με πεδίο ορισμού το Τ, και έστω X(t) μια τυχαία μεταβλητή
για κάθε lεΤ. Κάθε οικογένεια των τυχαίων μεταβλητών {Χ(ι),ιετ) , που είναι
ορισμένες ατον ίδιο δειγματικό χώρο έστω Ω ονομάζεται ατοχαστική διαδικασία.
Η παράμετρος ή δείκτης t ατη γενική περίπτωση συμβολίζει χρόνο. Το σύνολο όλων των
δυνατών τιμών της τυχαlας μεταβλητής X(t) λέγεται σύνολο καταατάσεων της διαδικασίας




Για δεδομένα 1~lo και ω~ωo, η Χ(lο,ωο ) είναι η κατάσταση της διαδικασίας τη
χρονική ατιγμή 10' Για δεδομένο 1=10 και τυχαίο ω η συνάρτηση Χ (Ιοω) είναι η Ι
τυχαία μεταβλητή X(t). Τέλος για δεδομένο μόνο το ω~ωo η συνάρτηση Χ(ι, ωο )
περιγράφει μια συγκεκριμένη εξέλιξη της διαδικασίας ατο χρόνο το οποίο ονομάζεται 1
πραγματοποίηση.
Ταξινόμηση Στοχαστικών Διαδικασιών
Μπορούμε να ταξινομήσουμε τις ατοχαατικές διαδικασίες σε τέσσερις κατηγορlες ανάλογα
με τον χαρακτήρα των συνόλων Τ και S.
Αν το σύνολο Τ είναι αριθμήσιμο (συνήθως το IΝο ) τότε η διαδικασία λέγεται
στοχαστική διαδικασία διακριτού χρόνου ({X":nENo))
• Αν το Τ είναι υπεραριθμήσιμο τότε η διαδικααία λέγεται στοχαστική διαδικασία
συνεχούς χρόνου ({X(I):I~O)).
• Αν ο χώρος καταστάσεων S της διαδικασίας είναι αριθμήσιμος (συνήθως το IΝο ή
κάποιο υποσύνολό του) η διαδικασία λέγεται στοχαστική διαδικασία διακριτού
χώρου καταστάσεων
• Αν ο χώρος καταατάσεων S της διαδικασίας είναι υπεραριθμήσιμος
(συνήθως το IR;) η διαδικασία λέγεται στοχαστική διαδικασία συνεχούς χώρου
καταστάσεων
Τα παραπάνω συνδυάζονται σε τέσσερις κατηγορίες διαδικασιών.
Μια διαδικασία είναι πλήρως ορισμένη όταν δίνονται τα παρακάτω:
1. Ο παραμετρικός χώρος Τ
2. Ο χώρος καταατάσεων S
3. Η ατοχαατική εξάρτηση των μελών της, δηλαδή η συνάρτηση κατανομής των
τυχαίων μεταβλητών που απαρτίζουν τη διαδικασία.
Δύο διαδικασίες που συμπίπτουν και στα τρία παραπάνω λέγονται στοχαστικά ισοδύναμες.
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Ενώ αν κάθε τυχαίες μεταβλητές δύο ατοχαατικών διαδικααιών είναι μεταξύ τους
ανεξάρτητες, οι διαδικααίες είναι ατοχαστικά ανεξάρτητες.
Παρακάτω δίνονται οι ορισμοί σημαντικών μεγεθών στην μελέτη των στοχαστικών
διαδικασιών.
• Προσδοκώμενη τιμή στο χρόνο Ι Χ,=Ε(Χ,)
• Μεταβατική κατανομή της ατοχαστικής διαδικασίας είναι η οικογένεια των
κατανομών των τυχαίων μεταβλητών της διαδικασίας (F,(x):tET) ενώ το όριο της
καθώς ι -" 00 λέγεται οριακή κατανομή.
• Πιθανότητα μετάβασης pt" είναι η πιθανότητα η διαδικασία φεύγοντας από μια
κατάσταση ί να μεταβεί σε μια κατάσταση j σε n βήματα (για διαδικασίες διακριτού
χρόνου). Pij(t) είναι η πιθανότητα το σύστημα να μεταβεί από την κατάσταση ί
στην j μέσα στον χρόνο Ι (για διαδικασίες συνεχούς χρόνου).
• Για διαδικασίες συνεχούς χρόνου ορίζεται ο ρυθμός μετάβασης qij που είναι η
πιθανότητα στην μονάδα του χρόνου το σύστημα να μεταβεί από την κατάαταση ί
στην κατάσταση j.
• Η πιθανότητα το σύστημα να βρίσκεται στην κατάσταση j μετά από n χρόνο (ή
βήματα) π~' . Με π"j' συμβολίζουμε την αρχική κατανομή της διαδικασίας. Η
πιθανότητα το σύστημα να καταλήξει στην κατάσταση j μετά από άπειρο χρόνο ή
άπειρο αριθμό βημάτων ονομάζεται οριακή κατανομή ή κατανομή ισορροπίας
Ι · (n)και συμβολίζεται ως π j= 1m π j .
"~.
• Πιθανότητα εισόδου. Η πιθανότητα το σύστημα να εισέλθει σε ένα υποσύνολο του
S ανεξάρτητα του πότε.
• f" Η πιθανότητα η διαδικασία να επιστρέψει κάποτε στην κατάσταση ί δεδομένου
ότι ξεκίνησε από εκεl.
• Χρόνος πρώτης διάβασης είναι ο χρόνος (ή ο αριθμός βημάτων) πηγαίνοντας
από μια κατάσταση ί σε μια κατάσταση j για πρώτη φορά. Αν ί= j τότε μιλάμε για
χρόνο πρώτης επανόδου. Έατω f~' η πιθανότητα ο χρόνος πρώτης διάβασης




Μια κατάαταση j λέγεται προσβάσιμη από την κατάσταση ί αν pt">O για κάποιο n.
Αν η κατάσταση j είναι προσβάσιμη από την κατάσταση ί και η ί από την κατάσταση j. τότε
λέμε ότι ΟΙ καταστάσεις ί και j επικοινωνούν. Κάθε κατάσταση επικοινωνεί με τον εαυτό της.
Επίσης αν η ί εττικοινωνεί με την j και η j επικοινωνεί με την k, τότε η ί εττικοινωνεί με την k.
Τέλος αν η ί είναι προσβάσιμη από την j αλλά η j δεν είναι από την ί τότε δεν επικοινωνούν.
Έτσι ο χώρος S μπορεί να χωριστεί σε κλάσεις, όπου κάθε κατάαταση ανήκει σε μία
μόνο κλάση και καταστάσεις που επικοινωνούν ανήκουν στην ίδια κλάση. Αν ο χιί.φος S
αποτελείται από μία μόνο κλάση τότε η στοχαστική διαδικασία λέγεται ανάγωγη ή
αδιαχώριστη.
• Αν f" < ι η κατάσταση ί λέγεται μεταβατική.
• Αν f,,= Ι η κατάσταση ί λέγεται επαναληπτική.
• Ειδική περίπτωση των επαναληmlκών καταστάσεων είναι όταν ρ;:)= 1 όπου η
κατάσταση ί λέγεται απορροφητική.
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Για τις επαναληπτικές καταστάσεις ορίζεται και η περίοδος της κατάστασης. Έτσι για
μια κατάσταση ί η περίοδος είναι ίση με \ αν ρ::'=Ο για κάθε n που δεν είναι ακέραιο
πολλαπλάσιο του Ι και ρ:;"'=l '<ΙπεlΝ Αν δεν υπάρχει τέτοιο \ ή αυτό είναι ίσο με 1, τότε
η κατάσταση λέγεται απεριοδική.
Επίσης για μια επαναληπτική κατάσταση ί, αν το μ" είναι πεπερασμένο αυτή
ονομάζεται θετικά επαναληπτική, ενώ αν είναι άπειρο ονομάζεται μηδενικά
επαναληπτική. Μια απεριοδlκή θετικά επαναληπτική κατάσταση ονομάζεται εργοδική.
Τέλος τα παραπάνω μπορούν να γενικευθούν και για ολόκληρες κλάσεις.
ΙδιόΤ'1!!ς διαδικασιών
1. Μαρκοβιανή ιδιότητα
Μια στοχαστική διαδικασία έχει αυτήν την ιδιότητα όταν δεδομένης της τιμής της
τυχαίας μεταβλητής Χ(ι) οι τυχαίες μεταβλητές X(s),s<t και X(h),h>t,
είναι στοχαστικά ανεξάρτητες. Δηλαδή κάθε μελλοντική εξέλιξη της διαδικασίας
εξαρτάται μόνο από την τωρινή της κατάσταση και όχι από την παρελθούσαεξέλιξή
της. Για αυτό και η Μαρκοβιανή ιδιότητα λέγεται και αμνήμονη.
2. Στάσιμη διαδικασία
Είναι η διαδικασία με την ιδιότητα ότι F,(x)~F,+,(x) ή οι τυχαίες μεταβλητές
Χ(ι) και ΧΙ t+s) είναι στοχαστικάισοδύναμεςγια κάθε 8.
3. Ανεξάρτητες προσαυξήσεις
Αν οι τυχαίες μεταβλητές Χ(ι,),Χ(ι,)-Χ(ι,), ...... ,Χ(ι")-Χ(ι"_,) είναι ανεξάρτη­
τες '<Ι ι ,.Ι,... , Ι"_" ι" τότε η δlαδlκασΙα έχει ανεξάρτητες προσαυξήσεις.
4. Ομογενείς προσαυξήσεις
Αν η κατανομή της X(t)-X(s), s<t εξαρτάται μόνο από τη διαφορά 1-8 και όχι
από τα 8,\, τότε η διαδικασία έχει ομογενείς προσαυξήσεις.
Παρακάτω παρουσιάζονται κάποια βασικά εργαλεία για την μελέτη στοχαστικών
διαδικασιών.
1) ΑντισΤρ.QJllή"χρόνου
Για κάθε στοχαστική διαδικασία {Χ(ι):ιεΤ}, Τ=Ζο ή T=Ro μπορούμε να
ορΙσουμε την (Χ(τ-ι):ιετΙ, για ορισμένο τεΤ Τότε η Χ(τ-ι) λέγεται αντίστροφη
στοχαστική διαδικασία της Χ(ι). Η παράμετρος τ δεν είναι σημαντική, καθορίζει
απλώς το "σημείο εκκίνησης" του χρόνου της νέας διαδικασίας. Εφόσον είναι τυχαίο όμως,
είναι προφανές ότι υπάρχουν άπειρες αντίστροφες της Χ(Ι). Έτσι ορίζεται ως τυπική
αντίστροφη η Χ( -ι). Με βάση τον ορισμό της αντίστροφης διαδικασίας είναι δυνατό
τ-ι<Ο, κότι που έρχεται σε αντΙθεση με τον ορισμό των στοχαστικών διαδικασιών που
δώσαμε. Στην πραγματικότητα όμως δεν υπάρχει πρόβλημα, αν σκεφτούμε μια στοχαστική
διαδικασία που ήδη έχει λειτουργήσει ένα μεγάλο χρονικό διάστημα [πχ το (-00,0) ] πριν
αρχίσει η μελέτη της.
Η αντιστροφή χρόνου έχει μεγάλη σημασία στην μελέτη στοχαστικών διαδικασιών
και πιο συγκεκριμένα στη θεωρία ουρών. Αρχικά η αντίστροφη διαδικασία μπορεί να μας
δώσει πολλές πληροφορίες για την αρχική διαδικασία που δεν φαίνονται εξ αρχής. Επίσης,
με αυτόν τον τρόπο απλουστεύονται πολλοί υπολογισμοί, όπως οι εξισώσεις ισορροπίας
ενός πολύπλοκου συστήματος. Τέλος, συγκεκριμένα στη θεωρΙα ούρών η διαδικασία
εξόδου των πελατών μπορεί να μελετηθεί συνήθως πιο εύκολα από τη διαδικασία εισόδου.
Στη γενική περίπτωση η αντίστροφη διαδικασία είναι διαφορετική από την αρχική.
Παρόλα αυτά οι δύο διαδικασίες έχουν κοινή οριακή κατανομή. Κάτι τέτοιο εΙναl
αναμενόμενο, καθώς οι πιθανότητες μόνιμης κατάστασης π, δηλώνουν το ποσοστό του
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κατεύθυναη του χρόνου. Συγκεκριμένα οι Μαρκοβιανές διαδικασίες διατηρούν την
Μαρκοβιανή ιδιότητα κατά την αντιστροφή του χρόνου. Αν για την X(t) το {Χ(ι,)IΧ(ι,)1
είναι ανεξάρτητο από το (Χ(Ι,)ΙΧ(Ι,)}.Ι,<Ι,<Ι,. τότε ισχύει και το αντίστροφο και έτσι η
Χ( -ι) διατηρεί την Μαρκοβιανή ιδιότητα.
Στην ειδική περίπτωση που η στοχαστική διαδικασία είναι στοχαστικά ισοδύναμη με
την αντίστροφή της, λέμε ότι η διαδικασία είναι αντιστρέψιμη. Επίσης καθώς αυτό σημαίνει
ότι η Χ(ι) είναι ισοδύναμη με την Χ(τ-ι) \ΙΤ η αντίστροφη δlαδικασlα, άρα και η
αρχική, είναι στάσιμη.
Ένας απλός τρόπος για να εξακριβώσουμε την αντιστρεψιμότητα μιας διαδικασίας
είναι το κριτήριο KolmogoΓov. Σύμφωνα με αυτό μια διαδικασία είναι αντιστρέψιμη αν και
μόνο αν το γινόμενο των ρυθμών μετάβασης που αντιστοιχούν σε έναν πεπερασμένο
κύκλο μεταβάσεων ισούται με το γινόμενο των ρυθμών μεταβάσεων του ίδιου κύκλου,
αλλά με την αντίστροφη φορά. Δηλαδή: \Ι "ΕΝ και ίο ί,.λΕS
2) Πιθανονεννήτριε& συναρτήσει&.
Έστω τυχαία μεταβλητή ΧΕIΝ ο και P,~ Ρ (X~i) η αντίστοιχη συνάρτηση




Οι πιθανογεwήτριεςσυναρτήσεις βοηθούν πολύ τη μελέτη μη αρνητικών, ακεραίων,
τυχαίων μεταβλητών. Συγκεκριμένα η G(Z) διατηρεί με συνοπτικό τρόπο όλες της τιμές των
Ρ,· Επίσης από την G(Z) μπορούν να ανακτηθούν τα Ρ,· Όλα αυτά είναι σχετικά απλά
καθώς οι πιθανογεwήτριες συναρτήσεις μπορούν συνήθως να βρεθούν αναλυτικά. Τέλος
ορισμένες μελέτες των τυχαίων μεταβλητών γίνονται πολύ πιο απλές με τη χρήση των
πιθανογεwητριών συναρτήσεων, όπως η επίλυση αναδρομικών σχέσεων.
Από τις πιο σημαντικές ιδιότητες των πιθανογεννήτριων συναρτήσεων είναι οι:
I)Υπάρχει 1-1 αντιστοιχία μεταξύ πιθανογεwητριών και συναρτήσεων πιθανότητας.
Συγκεκριμένα
11)01 ροπές της τυχαίας μεταβλητής Χ μπορούν να υπολογισθούν από της παραγώγους
της G(z). Αν Ε[Χ']<οο ορίζεται η GI')( ι) και η παραγοντική ροπή ί τάξης είναι:
F,~E[X(X -) )...(Χ -i+ 1)]=G I"(l)
Έτσι για παράδειγμα η μέση τιμή και η διασποράτου Χ είναι:
E[x]=F,=GOI(I)
Var[X]~E[X(X-1 )]+ Ε[ Χ]- E'[X]=G")( 1)+G")(lΗG")(l)]'
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ΙΙΙ)Η πιθανογεwήτρια συνάρτηση του αθροΙσματος ανεξάρτητων μεταβλητών ισούται με το
γινόμενο των αντίστοιχων πιθονογεwητριών τους. Έτσι αν Χ,Χ ' .. ' Χ, ανεξάρτητες
τυχαίες μεταβλητές με πιθανογεννήτριες GX,(Z) και f=X,+X,+ ...+X, με πιθονογεν­
νήτρια την GΥ (Ζ) τότε
[
lν)Έστω Χ, ανεξάρτητες ισόνομες τυχαΙες μεταβλητές με πιθανογεwήτρια την Gχ (Ζ)
και Ν ΕIΝο τυχαία μεταβλητή ανεξάρτητη από τις Χ, με πιθανογεwήτρια της την
GN(z). Τότε η πιθονογεwήτρια συνάρτηση του τυχαίου αθροίσματος
ΥΝ=Χ ι +Χ2+",+ΥΝ είναι:
3)Μετασχηματισμοί Laplace (Laplace-Stieltjes)
Οι μετασχηματισμοί Laplace είναι το αντΙστοlχο των πιθανογεννήτριων
συναρτήσεων για συνεχείς τυχαίες μεταβλητές. Ορίζεται για την μη αρνητική συνεχή τυχαία




• •Γ(Ζ)= f e-~dF(x)= f o-~I(x)dτ~E[o-'-"]
ο ο
Έχουν την ίδια σημασία με τις πιθονογεwήτριες συναρτήσεις και αντίστοιχες ιδιότητες.
I)Υπάρχει 1-1 αντιστοιχία μεταξύ των μετασχηματισμών Laplace και της συνάρτησης











ιν)Έστω Χ, ανεξάρτητες ισόνομες τυχαίες μεταβλητές με
I~(z) και ΝΕΝ, τυχαΙα μεταβλητή, ανεξάρτητη των
GN(z). Τότε ο μετασχηματισμός Laplace του
ΥΝ=Χ Ι +Χ2+"'+Χ Ν είναι:
11)01 ροπές της Χ μπορούν να υπολογιστούν από τις παραγώγους της Γ (Ζ). Αν
Ε[Χ']<οο τότε ορΙζεταl η J""(Z) και
E[X']=(-l)' Γ")(Ο) r
111)0 μετασχηματισμός Laplace του αθροίσματος των ανεξάρτητων τυχαίων μεταβλητών
ισούται με το γινόμενο των αντίστοιχων μετασχηματισμών Laplace. Αν Χ,Χ,.,Χ,
ανεξάρτητες τυχαίες μεταβλητές με μετασχηματισμούς Laplace I~, (Ζ) και ι: (Ζ) Ο
μετασχηματισμός Laplace της Y~X,+X ,+... +Χ, τότε:
12
Institutional Repository - Library & Information Centre - University of Thessaly






4) Οριακά θεωρήματα στο σηκών διαδικασιών
Υπάρχουν δύο θεωρήματα στην θεωρία των ατοχαατικών δ,αδ,καα,ών που
ονομάζονται έται Χρηαιμοποιούνταl αε αθροlατικές διαδlκααίες που αυξάνονται με το
χρόνο και περιγράφουν προαεγγιατικά την αυμπεριφορά τους καθώς ο χρόνος ή τα
χρονικά βήματα τείνουν ατο άπειρο. Αυτά τα θεωρήματα είναι ο lαχυρός νόμος των
μεγάλων αριθμών και το κεντρικό οριακό θεώρημα.
Για μια ακολουθία ανεξάρτητων και lαόνομων τυχαίων μεταβλητών Χ. με μέαη τιμή μ
•κοι διακύμαναη σ' και επίαης S. ~Σ Χ, ,τα θεωρήματαείναΙ.
k=1
Ι) Ιαχυρός νόμος των μεγάλων αριθμών
Ι . S.ιm-~μ
n-«J n
11) Κεντρικό οριακό θεώρημα
[
S -ομ ]limP "- <Χ-'Φ(χ)
11-'''' avn
Στη αυνέχεlα παραθέτονται ειδικές περιπτώαεις ατοχαατικών δ,αδ,καα,ών με
ιδιαίτερη αημααία.
1, Μαρκοβlανές αλυσίδες,
Συχνά οι διαδlκααίες με διακριτό αύνολο καταατάαεων λέγονται αλυαίδες. Στο
κομμάτι αυτό μελετούνται οι αλυαίδες με τη Μαρκοβιανή ιδιότητα. Αυτές χωρίζονται αε
Μαρκοβlανές αλυαίδες διακριτού χρόνου και Μαρκοβlανές αλυαίδες αυνεχούς χρόνου.
1.1. Μρρκοβlανές αλυσίδες διακριτού χρόνου.
Σύμφωνα με τον οριαμό της Μαρκοβιανής ιδιότητας για μια Μαρκοβιανή αλυαίδα
διακριτού χρόνου ισχύει :
Η πιθανότητα αυτή ορίζεται ως η πιθανότητα μετάβασης (ενός βήματος) από την
κατάαταση ί στην κατάσταση j στο (π+1)-οστό βήμα. Αν οι πιθανότητες είναι στάσιμες,
δηλαδή ανεξάρτητες του n τότε συμβολίζονται με
ΚΟΙ η διαδικασία λέγεται χρονικά ομογενείς.
Οι πιθανότητες μετάβασης ταξινομούνται σε πίνακα που ονομάζεται πίνακας
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ο Ρ εlναι ένας τετραγωνικός πlνακας μη αρνητικών ατοιχεlων. Η κάθε γραμμή του
περιλαμβάνει τις πιθανότητες το σύστημα φεύγοντας από την συγκεκριμένη κατάσταση Ι
να καταλήξει σε κάποια άλλη. Αφού το σύστημα πάντα καταλήγει σε κάποια κατάσταση το
άθροισμα της κάθε γραμμής ισούται με 1. Ένας τέτοιος πlνακας ονομάζεται στοχαστικός
πlνακας.
Η πιθανότητα το σύστημα να ακολουθήσει ένα μονοπάτι εlναι:
Ρ(Χ . Χ' Χ . Χ ., Inl r0=101 1=111 .. ··, 11-1=1'1-1' lΙ='n)=Πj 'Ρίί ·"Ρί ί~ Ο Ι ~-1 "
Έτσι βλέπουμε ότι αν εlναι γνωστός ο πlνακας μεταβάσεων και η αρχική κατανομή, μπορεl
να υπολογιστεl η πιθανότητα κάθε πραγματοποlησης της διαδικασlας και έτσι η χρονική
εξέλιξή της θεωρεlται γνωστή.
Παρόμοια με τον πlνακα μεταβάσεων ενός βήματος ορlζονται και οι πlνακες f
περισσότερων βημάτων:
p~} "' "1POl Ρ"
p(n) '·1 1·1
p(n)= 10 Ρ" Ρ"
p(nj p(IIj p(n)
20 21 22
Για τους πlνακες αυτούς και τα στοιχεlα τους ισχύουν: Ι
Ι) Είναι και αυτοί στοχαστικοί πίνακες.
11) Ρ"'= Ρ'
111) p(,+ml~pl" plml [
(n+ffl)_Σ pl"p,m,Ιv) Pij - ,'. (σχέση Chapman-KolmogoΓov),
- -
V) π") =π'Ο) Ρ"
- -Γενικά η μεταβατική κατανομή πl " εξαρτάται τόσο από την αρχική κατανομή π"l (
όσο και από τους πlνακες μετάβασης P(n) και άρα εξαρτάται κάθε φορά από το n. Σε Ι
ειδικές περιπτώσεις όμως εlναι ανεξάρτητη του n. Τότε η διαδικασlα παρουσιάζει στάσιμη
στοχαστική συμπεριφορά. Αυτό συμβαlνει όταν πίοι = πϊοι Ρ Τότε η κατανομή /.,
ονομάζεται στάσιμη κατανομή και ο δεlκτης (Ο) δεν εlναι απαραlτητος. Έτσι /,,=πϊοl . Η
στάσιμη αυτή κατανομή μιας αλυσlδας (αν υπάρχει) μπορεl να βρεθεl από το σύστημα:
πJ=ΣΠ,Ρij
,
Σ π,= Ι (εξlσωση κανονικοποlησης),
Προφανώς σε μια στάσιμη αλυσlδα η στάσιμη κατανομή ισούται με την οριακή. Ι
1.2 Μαρκοβιανέςαλυσίδες συνεχούς χρόνουΣτην περlπτωση που ο παραμετρικός χώρος Τ εlναι συνεχής, η μετάβαση από μια Ι
κατάσταση σε μια άλλη μπορεl να συμβεl σε οποιαδήποτε χρονική στιγμή t. Έτσι με βάση
τον ορισμό της Μαρκοβιανής ιδιότητας ισχύει:
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JP(X(s+t)~ jfX(u)=k)=P(X(s+I)= jIX(s)~i) για O';u';s
Αν οι πιθανότητες μετάβασης από την κατάσταση ί στην j είναι στάσιμες, δηλαδή
εξαρτώνται μόνο από το διάστημα t και όχι από το s η διαδικασία είναι χρονικά ομογενείς
και οι πιθανότητες μετάβασης συμβολίζονται ως:
p,(I)=P(X(s+t)~ jjX(S)=i) 'd S~O
Οι ρ,(ι) είναι συναρτήσεις του χρόνου και ονομάζονται συναρτήσεις πιθανότητας
μετάβασης. Αυτές γράφονται συνοπτικά με την μορφή πίνακα: P~(p,(ι))
Η πιθανότητα το σύστημα να βρίσκεται στην κατάσταση j τη χρονική στιγμή t συμβολlζεται
με Πj(Ι). Μια αλυσlδα είναι πλήρως ορισμένη όταν δίνεται ο πίνακας P(t) και η αρχική
κατανομή Π (Ο). Έτσι μπορεί να υπολογιστεί η πιθανότητα οποιασδήποτε
πραγματοποίησης. Τέλος αποδεικνύεται ότι Π(ι)=Π(Ο)Ρ(ι).
Οι συναρτήσεις ρ,(ι) υποθέτουμε ότι είναι δεξιά συνεχείς στο ο καΙ' ~~ ΡΥ(Ι )=δ,
Επίσης aποδεικνύεται ότι είναι παραγωγίσιμες στο (0,00) και υπάρχει η δεξιά παράγωγος
στο Ο.
ΈτσΙ'
Ι · p,,(h)- ρ,,(Ο) Ι· p,(h)q,= Im = lm-- για ι'Φj






Τα q, γράφονται συνοmlκά σε μορφή πίνακα:










j που ονομάζεται πίνακας ρυθμών μετάβασης με την ιδιότητα q,=Σ q",οιΕνδιαφέρον παρουσιάζει η μελέτη του συνεχόμενου χρόνου που περνάει το
σύστημα σε μια κατάσταση i. Αν ονομάσουμε το τυχαίο αυτό μέγεθος Τ, aποδεικνύεται
ότι: P(T,>I+sIT,>s)~P(T,>t). Δηλαδή η κατανομή του χρόνου που απομένει για τη
μετάβαση aπό μια κατάσταση δεν εξαρτάται από το πόσο χρόνο το σύστημα βρίσκεται ήδη
σε αυτήν την κατάσταση. Δηλαδή η τυχαία μεταβλητή Τ, έχει εκθετική κατανομή και
αποδεικνύεται ότι η μέση τιμή της είναι Ι Τέλος όταν περάσει ο χρόνος Τ, τοq,
q,σύστημα μεταβαίνειστην κατάσταση j με πιθανότητα p,~ q, .
Για την εύρεση των μεταβατικών κατανομών Μαρκοβιανών αλυσίδων εlναι αναγκαία
η επίλυση των παρακάτω συστημάτων διαφορικών εξισώσεων
15
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fΗ επίλυση των παραπάνω εξισώσεων συνήθως είναι δύσκολη. Γι' αυτό έχει αξία η
μελέτη της οριακής και της στάσιμης κατανομής. Το διάνυσμα ;;-!,,,, ;;(:) ονομάζεται
,_ο
οριακή κατανομή και ισούται με την πιθανότητα το σύστημα να βρίσκεται σε μια δεδομένη
κατάσταση μετά από άπειρο χρόνο λειτουργίας του συστήματος. Επίσης η οριακή
κατανομή ικανοποιεί την εξίσωση κανονικοποίησης Σ πj-1. Ιδιαίτερο ενδιαφέρον
j
παρουσιάζει η περίπτωση που η κατανομή π(Ι) είναι στάσιμη δηλαδή δεν μεταβάλλεται






;;' (ι) =π( t)Q
Σπ)ι)=!
j





Ένα σημαντικό εργαλείο με μεγάλη εφαρμογή στην θεωρία ουρών είναι η
εμφυτευμένη Μαρκοβιαννή αλυσΙδα. Για κάθε Μαρκοβιαννή αλυσίδα συνεχούς χρόνου
X(t) μπορούμε να ορίσουμε μια Μαρκοβιαννή αλυσίδα διακριτού χρόνου Χ"' Η τιμή της
χ" ισούται με την τιμή της X(t) αμέσως μετά την π-οστή μετάβαση. Δηλαδή αν ι" η








Η στοχαστική συμπεριφορά της Χ" είναι ανάλογη της X(t).
Όπως έχουμε πει όταν το σύστημα φεύγει από την κατάσταση
κατάσταση j με πιθανότητα
Οι πιθανότητες αυτές είναι οι πιθανότητες μετάβασης της Χ".
Προφανώς οι οριακές κατανομές των δύο διαδικασιών δεν είναι ίσες. Η οριακή κατανομή
δείχνει το ποσοστό του χρόνου που περνάει μια διαδικασία στην κάθε κατάσταση. Η
εμφυτευμένη αλυσίδα όμως κρατάει από την αρχική μόνο τις μεταβάσεις και όχι το χρόνο
ανάμεσα σε αυτές. Έτσι η οριακή κατανομή της δείχνει το ποσοστό των μεταβάσεων που
καταλήγει σε μια κατάσταση μετά από άπειρα βήματα.
Η εμφυτευμένη αλυσίδα έχει ιδιαίτερη χρήση στην μελέτη διαδικασιών που
αναπαριστούν μεγέθη ουράς που δεν παρουσιάζουν την Μαρκοβιαννή ιδιότητα.
Διαλέγοντας όμως συγκεκριμένες χρονικές στιγμές για να μελετήσουμε την διαδικασία
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Η συγκεκριμένη διαδικασία είναι χρήσιμη για την μοντελοποίηση συστημάτων που ο
πληθυσμός τους αυξομειώνεται λόγω μεμονωμένων γεwήσεων και θανάτων. Για
παράδειγμα ο υπολογισμός του μεγέθους μιας ουράς ενός συστήματος αναμονής με
μεμονωμένες αφίξεις και εξυπηρετήσεις. Η διαδικασία αυτή είναι ειδική περίmωση των
Μαρκοβιανών αλυσίδων συνεχούς χρόνου, οπότε τα παραπάνω ισχύουν κι εδώ. Η
διαφορά είναι ότι το σύστημα μεταβαίνει πάντα από μια κατάσταση σε μια γειτονική της.
Δηλαδή οι ρυθμοί μετάβασης είναι:
( λ, για j=i+ Ι)qy= μί για j=i-lΟ για Ij-ιl> Ι
Προφανώς q,~(μ,+λ,) και μ,=Ο.
2. Διαδικασία Ροίssοn
Είναι ένα από τα πιο χρήσιμα μοντέλα σε εφαρμογές της θεωρίας ουρών. Είναι το
καλύτερο μοντέλο για την περιγραφή φαινομένων που συμβαίνουν εντελώς τυχαία στο
χρόνο. χρησιμοποιείται συνήθως για την περιγραφή αφίξεων σε ένα σύστημα, όπου οι
αφίξεις είναι μεμονωμένες και ανεξάρτητες μεταξύ τους.
Ορίζουμε την απαριθμήτρια διαδικασία Ν(Ι) που ισούται με τον αριθμό των αφίξεων
στο διάστημα (Ο,Ι). Η Ν(Ι) περιγράφει την διαδικασία Poisson. Η Ν(Ι) είναι μια διαδικασία
γεννήσεων, δηλαδή έχει ένα σταθερό ρυθμό αφίξεων έστω λ, που δηλώνει την πιθανότητα
άφιξης στη μονάδα του χρόνου, και μηδενικό αριθμό θανάτου (μ,=Ο 't ι). Ο χρόνος
μεταξύ δύο διαδοχικώναφίξεων είναι ανεξάρτητος και έχουν την εκθετική κατανομή. Έστω
Τ, ο χρόνος μεταξύ της ί και της ί-1 άφιξης
P[T,>I}=e"';'
Ενώ η μεταβατική κατανομή της Ν (ι) είναι Ροίssοn(λt) κατανομή. Δηλαδή
P[N(I)=n}=(λI)' e"·
n!
Η διαδικασίαPoIsson έχει ορισμένες πολύ χρήσιμες ιδιότητες.
I)Υπέρθεση
Η Υπέρθεση δύο ή περισσότερων διαδικασιών PoIsson με ρυθμούς λ,. λ"... είναι
διαδικασία PoIsson με ρυθμό λ=λ,+λ,+ ...
II)Τυχαία επιλογή
Έστω ότι κάθε άφιξη της διαδικασίας Ν(ι) με ρυθμό λ έχει πιθανότητα να καταγραφεί ρ.
Τότε η διαδικασία των καταγεγραμμένων αφίξεων είναι διαδικασία PoIsson με ρυθμό
Ψ-ρ)·
111)Αμνήμονη ιδιότητα
Η εκθετική κατανομή είναι η μόνη συνεχής κατανομή με την αμνήμονη ή Μαρκοβιανή
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ιδιότητα. Έταl αl ενδιάμεααl χρόναl αφίξεων είναι ανεξάρτηταl μεταξύ ταυς. Αυτή είναι η
αημαντικότερη ιδιότητα της διαδικασίας PaiSSan, καθώς στη θεωρία αυρών αν αl
ενδιάμεσαl χρόναl αφίξεων των πελατών έχαυν εκθετική καταναμή η αυρά μπαρεί να
μελετηθεί εύκαλα και να εξαχθαύν αναλυτικά απατελέσματα.
3. Ανανεωτικέ διαδικασίε
Οι ανανεωτικές διαδικασίες είναι γενίκευση της δlαδlκασΙας Paissan. Η διαφαρά
έγκειται στα ότι αl ενδιάμεσαl χρόναl πραγματαπαίησης δεν έχαυν αναγκαστικά την
εκθετική καταναμή.
Χρησιμαπαιείταl για την αναπαράσταση συστημάτων παυ η λειταυργία ταυς
χωρίζεται σε κύκλαυς λειταυργίας παυ δlαδέχανταl α ένας ταν άλλα. Η διάρκεια των κύκλων
είναι ανεξάρτητες lσόναμες τυχαίες μεταβλητές. Η χρανlκή στιγμή παυ τελειώνει α ένας
κύκλας και ξεκινάει α άλλας λέγεται στιγμή ανανέωσης.
• Γενική απαριθμήτρια ανανεωτική διαδικασία αρίζεται η διαδικασία Μ(Ι) με τιμή
ταν αριθμό των πραγματαπαιήσεων (ή ανανεώσεων) στα διάστημα [Ο,ι].
• Έστω ότι αl ενδιάμεσαl χρόναl των ανανεώσεων δίνανταl από τις τυχαίες μεταβλητές
Χ", n=I,2, ... Οι Χ" έχαυν καινή καταναμή F(t) και μέση τιμή
Ε[Χ ]=1.>0
" μ
με εξαίρεση την Χ, παυ μπαρεί να διαφέρει (με καταναμή έστω Α).
"
• Η Ζ. =Σ Χ, αναμάζεταl γενική ανανεωτική διαδικασία και δίνει τα χρόνα της η-
;-1
αστής ανανέωσης.
Αν A=F αl διαδικασίες αναφέρανταl ως απλές. Ο χρόνας μεταξύ δύα διαδαχικών
ανανεώσεων ονομ6ζεται ανανεωτικός κύκλος με διάρκεια Χn'
Οι μεταβατικέςκαταναμέςτων παραπάνωδιαδικασιώνείναΙ'
Ρ (2""ι)=Α *F'"-'i(t)
Ρ , .. ,' ,_rA*p"-"(t)-A*P"I(r) n>O]\JVl \Ι)'-'=(/)-ι) JΙ-Α(Ι n=O
•
m(t )=Ε[Μ (ι )]~Σ Α *ρ"-'Ι(ι)
όπαυ • εΙναl τα σύμβαλα της συνέλlξης και F'"I η η-αστή απλή συνέλlξη της F με ταν
εαυτό της. Για την αριακή καταναμή:
Αν Ρ(Χ, <oo)~ Ι η διαδικασία αναμάζεταl επαναληπτική καθώς κάθε κύκλας
ανανέωσης τελειώνει και αρχίζει α επόμενας. Δηλαδή η διαδικασία ανανέωσης
επαναλαμβάνεται άπειρες φαρές. Επlπλέαν αν α μέσας χρόνας ανανέωσης ιιμ είναι
Ιπεπερασμένας η διαδικασία λέγεται θετικά επαναληπτική, ενώ αν -=00 η δlαδlκασΙα
μ
λέγεται μηδενικά επαναληmlκή. Τέλας αν Ρ(Χ,=οο»Ο υπάρχει πιθανότητα κάπαιας
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ιπαροδική.
Ενδιαφέρον παρουσιάζει η ιδιαίτερη περίπτωση των εναλλασσόμενων
ανανεωτικών διαδικασιών. Εδώ υποθέτουμε ότι πριν από μια ανανέωση το σύστημα
περνάει κάποιο "νεκρό" χρόνο με τυχαία διάρκεια έστω Y j • Αυτές οι μη-αρνητικές τυχαίες
μεταβλητές έχουν κοινή κατανομή και είναι ανεξάρτητες μεταξύ τους και με τις Χ j'
Επίσης έχουν μέση τιμή Ε[ YJ~l.
ν
Έτσι η διάρκεια του ανανεωτικού κύκλου είναι Wj=Xj+ Υ j όπου οι W j είναι
ανεξάρτητες ισόνομες τυχαίες μεταβλητές.
Επομένως οι διαδοχικοί χρόνοι ανανέωσης σχηματίζουν την ανανεωτική διαδικασία
S.=W,+ 'V,+.. +W•.
Επίσης ορίζεται η εναλλασσόμενη ανανεωτική διαδικασία
1(1)=(0, αν ι ανήκει σε νεκρό χρόνο)
Ι, διαφoρετncα J
"και η διάρκεια του "ενεργού" χρόνου σε έναν κύκλο Rj = J i(l)dl=X j
5 .•
,
ενώ ο συνολικός ενεργός χρόνος στο [Ο,ι] είναι C(I)~ f I(x)ιix
ο
Τέλος το ποσοστό του ενεργού χρόνου που ταυτίζεται με την οριακή mθανότητα το
σύστημα να βρίσκεται σε ενεργό χρόνο είναι:
ι' C(I)
ΠI-':~--








Ορισμένες στοχαστικές διαδικασίες έχουν την ιδιότητα να αναγεννώνται στο χρόνο.
Δηλαδή για την διαδικασία X(t) μπορεί να υπάρξει χρονική ατιγμή ι, όπου το τμήμα της
Χ(!) για IEII" 00) είναι στοχαστικά ισοδύναμο του τμήματος lε[ο, 00) και ανεξάρτητο από
το [0,1,]. Τέτοιες διαδικασίες λέγονται αναγεννητικές. Κάθε απλή ανανεωτική διαδικασία
είναι και αναγεννητική, με στιγμές αναγέννησης τις στιγμές ανανέωσης. Δηλαδή ΟΙ
αναγεννητικές διαδικασίες είναι γενίκευση των ανανεωτικών.
Έστω Ζ. οι αναγεννητικές στιγμές της διαδικασίας Χ(!). Οι χρόνοι Τ.=Ζ.-Ζ •. ,
είναι ανεξάρτητες, ισόνομες, τυχαίες μεταβλητές. Έτσι η Ζ.=Τ,+Τ,+ ...+Τ. είναι μια
ανανεωτική διαδικασία, εμφυτευμένη στην αναγεννητική διαδικασία Χ(!). Τα τμήματα της
διαδικασίας Χ(!), lε[Ζ •• " Z.J ονομάζονται αναγεννητικοί κύκλοι με διάστημα Τ•. Στην
γενική περίπτωση ο πρώτος αναγεwητικός κύκλος μπορεί να διαφέρει στοχαστικά από
τους υπόλοιπους. Σε αυτή την περίπτωση αναφερόμαστε σε γενικές αναγεwητικές
διαδικασίεςσε πλήρη αντιστοιχία με τις ανανεωτικές.
Οι αναγεwητικέςδιαδικασίεςέχουν εφαρμογή στην θεωρία ουρών. Για παρόδειγμα,
έστω ένα σύστημα αναμονής με έναν εξυπηρετητή. Το σύστημα μεταβαίνει συνεχώς
μεταξύ δύο καταστάσεων ελεύθερο-κατειλημμένο. Επίσης ξεκινάει τη λειτουργία του
ελεύθερο. Έτσι κάθε στιγμή που το σύστημα εmστρέφεl στην κατάσταση ελεύθερο μπορεl
να θεωρηθείως αναγεwητικήστιγμή.
lί οίοι πε Ιπατοι
Τυχαίος περίπατος ορίζεται η ακολουθία μερικών αθροισμάτων, τυχαίων
μεταβλητώνπου μπορούννα πάρουν τόσο θετικές όσο και αρνητικές τιμές.
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"Δηλαδή: z,~Σy; με Y,EIR
Η Ζ, αναφέρεται ως το ύψος του τυχαίου περιπάτου στο βήμα n. Τα βήματα στα οποία η
Ζ, ξεπερνάει το προηγούμενο μέγιστο ή ελάχιστο λέγονται γνήσιες ανιούσες ή κατιούσες
σκαλωτές στιγμές αντίστοιχα. Σε περίπτωση που Z,,;:;:-'Zj ή Zrι~ZI' i<n η σκαλωτή
στιγμή λέγεται μη-γνήσια ανιούσα ή κατιούσα αντίστοιχα.
Έστω Ν ι. Ν" τα βήματα ανάμεσα σε συνεχόμενες γνήσιες ανιούσες στιγμές.
Ορίζεται Τ,=Νι+Ν,+ +Ν, η ακολουθία των διαδοχικών γνήσιων ανιουσών στιγμών.
Επίσης ορίζεται η ακολουθία των διαδοχικών γνήσιων ανιουσών υψών (Χ,=Ζτ) και οι
αντίστοιχες διαφορές των υψών S,=X,-X,_I· Αρα X,=SI+S,+ ...+S,. Τα ζεύγη
(Τ,.Χ,) ονομάζονται γνήσια ανιούντα ζεύγη ή σημεία. Αντίστοιχα μεγέθη ορίζονται και
για τα υπόλοιπα σημεία. Με παύλα συμβολίζονταιτα κατιόντα και με άνω-δείκτη Ο τα μη­
γνήσια σημεία.
Οι τυχαίες μεταβλητές Υ ι , Υ" ... είναι ανεξάρτητες και ισόνομες με αποτέλεσμα
κάθε φορά που εμφανίζεται ένα σκαλωτό σημείο (Ι,χ) η συνέχεια της στοχαστικής
διαδικασίας (Ζ",- Χ, nEI'I.) είναι ένας ισοδύναμος τυχαίος περίπατος με τον αρχικό
ανεξάρτητος από το παρελθόν τμήμα. Έτσι οι στοχαστικές διαδικασίες {Τ,,) και (Χ,) είναι
απλές ανανεωτικές διαδικασίες, στην περίπτωση γνήσιων ανιόντων σημείων. Ομοίως οι
(Τ,) και (-Χ,) για τα κατιόντα. Τέλος όταν πραγματοποιείται το ενδεχόμενο (S:=Oj,
δηλαδή υπάρχει η πρώτη ανιούσα στιγμή και δεν είναι γνήσια, ο τυχαίος περίπατος
αναγεννάτal στοχαστικά.
Οι τυχαίοι περίπατοι χωρίζονται σε δύο κατηγορίες.
> Ταλαντευόμενος τυχαίος περίπατος ονομάζεται αυτός που ταλαντεύεται χωρίς
φράγμα μεταξύ -00 και +00, και ΟΙ ανανεωτικές διαδικασίες Tn και Tn είναι
μηδενικά επαναληmικές.
> Αποκλίνων τυχαΙος περίπατος ονομάζεται αυτός που αποκλίνει στο +00 ή -00 και
έχει πεπερασμένοελάχιστο ή μέγιστο αντίστοιχα. Επίσης οι ανανεωτικέςδιαδικασίες
Τ, και Τ, είναι η πρώτη θετικά επαναληmική και η δεύτερη παροδική ή το
αντίστροφο.
6. Κίνηση Brown
Η κίνηση Brown είναι μια πολύ σημαντική στοχαστική διαδικασία καθώς είναι η βάση
της προσέγγισης διάχυσης που θα συζητηθεί αργότερα.
Ορισμός
Κίνηση Brown με μετατόπιση m και παράμετρο διακύμανσης D' ονομάζεται μια
στοχαστική διαδικασία (Β(ι), ι> Ο) που έχει τις παρακάτω ιδιότητες.
Α) Η Β(Ι) έχει ανεξάρτητες προσαυξήσεις. Δηλαδή για κάθε s <ι <b <α οι προσαυξήσεις
(Β(ι)-B(s)) και (B(a)- ΒΙ b)) είναι ανεξάρτητες τυχαίες μεταβλητές. Αυτή η ιδιότητα
ισχύει και για παραπάνω από ένα διαστήματα. Αυτό σημαίνει ότι η κίνηση Brown έχει την
Μαρκοβιαννή ιδιότητα.
Β) Κάθε προσαύξηση iii(rj-ii(s)j ακολουθεί την κανονική κατανομή με μέση τιμή
m(r-s) και διακύμανση D2(r-s)
Από τα παραπάνωβλέπουμε ότι:
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f 1 -Φ(x)~ G:'""O' dr_φ ν2π
την αθραιστική συνάρτηση πιθανότητας της κανονικής κατανομής.
Οι παράμετροι m και D' ονομάζονται απειροστή μέση τιμή ΚΟΙ απειροστή διακύμανση




.<11 ... 0 Δι
Έστω F(r. xlxo)~P[Β(Ι),ςΧIΒ(O)=xoJ
Τότε η F ικανοποιεl την εξlσωση διάχυσης και τις παρακάτω αρχικές και συνοριακές
συνθήκες
oF oF υ' σ' F
-=-m-+---σι σχ 2 σχ'
F(O,x!xo)=f ο, χ <χο)
Ι Ι , x~ Χο Ι, ,
F(r .Olxo)~O Χο>Ο, Ι>ο
Η λύση αυτής της εξlσωσης <lvaι:
Ι' \ ,,,.' )( Ι) x-xo-mI D' lx-xo-mtFΙ,χχο=Φ, υ.Jί (Ο Φ υΊί
η οποlα δlνει τη λύση με χρονική εξάρτηση.
• • r;-( •.\_1:_ r;o( ••. 1_ \Για την λυση lσορροπιας • ,-, :~~. ,.,. ,-οι η εξlσωση διάχυσης YIVETaι:
oF υ' σ'FO=-m-+---σχ 2 σχ'
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Σε αυτό το κεφάλαιο παρουσιάζονται οι κατανομές φάσεων (Phase-type
distributIons).
Στην μοντελοποίηση στοχαστικών συστημάτων έχει φανεί πολύ χρήσιμη η εκθετική
κατανομή. Λόγω της μαθηματικής της μορφής αλλά και της αμνήμονης ιδιότητας καταλήγει
σε απλούς και εύχρηστους τύπους. Επlσης λόγω της "τυχαιότητας" που την χαρακτηρlζει
μπορεί να περιγράψει επαρκώς μεγάλο αριθμό φυσικών προβλημάτων. Καθώς όμως τα
προβλήματα γίνονται πιο περίπλοκα, με λιγότερες παραδοχές και εξιδανικεύσεις, το
εκθετικό μοντέλο αρχlζει να υστερεί. Οι κατανομές φάσεων χρησιμοποιούνται για να
λύσουν αυτό το πρόβλημα.
Έχουν δύο βασικές ιδιότητες που τις καθιστούν τόσο χρήσιμες. Πρώτον επειδή
βασlζονται στην εκθετική, διατηρούν μια σχετικά απλή μορφή. Δεύτερον οι συναρτήσεις
κατανομής τους είναι πυκνές στο πεδlο των συναρτήσεων. που σημαίνει ότι μπορούν να
αναπαραστήσουν οποιαδήποτε άλλη συνάρτηση.
Ορlσμός
Έστω μια Μαρκοβιαννή αλυσίδα συνεχούς χρόνου με k μεταβατικές καταστάσεις και 1
απορροφητική. Ο χρόνος που το σύστημα περνάει στην κατάσταση ή φάση
ί, ι = 1,2, .... , k έχει εκθετική Kατ~νoμή με παράμετρο λ,. Επίσης ορίζεται το διάνυσμα
κατανομής αρχικής κατάστασης πΌ Μια τυχαία μεταβλητή Χ που ακολουθεί κατανομή
φάσεων είναι ίση με το χρόνο που κάνει το σύστημα να φτάσει στην απορροφητική
κατάσταση.
Για να οριστεί πλήρως μια τέτοια κατανομή πρέπει, όπως και σε όλες τις Μαρκοβιαννές
αλυσίδες, να καθοριστούν:
1) Το πλήθος των καταστάσεων ή φάσεων k
2) Ο πίνακας των ρυθμών μετάβασης
3) Η αρχική κατανομή π~ με Ο ';;π~';; Ι V j,
Ειδική κατηγορlα των κατανομώνφάσεων είναι οι ακυκλικές κατανομές φάσεων. Σε
αυτή την περlπτωση, ο πίνακας των ρυθμών μετάβασης είναι άνω τριγωνικός. Αυτό
σημαίνει ότι το σύστημα δεν μπορεl να μεταβεί από μια κατάσταση ί σε μια κατάσταση
j αν j <ί.
Η γενική περlπτωση των κατανομών φάσεων ακόμα και των ακuκλlκών εΙναι
περlπλοκη. Παρακάτω παρουσιάζονται ειδικές περιπτώσεις που συναντιούνται συχνά σε
προβλήματα και χρησιμοποιούνται ευρύτερα. Παραλείπεται η εκθετική κατανομή καθώς
παρουσιάστηκε σε προηγούμενο κεφάλαιο. Είναι ακυκλική κατανομή φάσεων με μία μόνο
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3.1. Κατανομή Er/ang Er(r,l)
Η κατανομή Erlang αποτελεlται από r διαδοχικές φάσεις κάθε μία από τις οποίες
ακολουθεί εκθετική κατανομή με παράμετρο λ. Εδώ το σύστημα ξεκινάει πάντα από την
πρώτη φάση, περνάει εκεί κάποιο χρόνο που έχει εκθετική κατανομή και συνεχίζει στην
επόμενη. Όλες οι φάσεις είναι υποχρεωτικές και έχουν την ίδια παράμετρο.
Η κατανομή Erlang εlναι σχετικά απλή. Για να περιγραφεί χρειάζεται μόνο δύο
παραμέτρους. Χρησιμοποιείται κυρlως για την μοντελοποίηση συστημάτων που
απαρτlζονται από στοχαστικά ισοδύναμα διαδοχικά κομμάτια.
Για μια τυχαία μεταβλητή που ακολουθεί ΕΓ(Γ,λ) κατανομή:
και σε μορφή Μαρκοβιαννής αλυσίδας για r=3:
-λ λ Ο Ο
Q= Ο -λ λ ΟΟ Ο -λ λ
Ο Ο Ο Ο
ο π~=o 'r;j j"?!>2π l =l,
Μια σημαντική ιδιότητα της κατανομής Erlang έχει να κάνει με το συντελεστή
μεταβλητότητας της. Όπως φαίνεται παραπάνω c~=·Ια και μικραίνει όσο αυξάνεται το
r
r. Έτσι η κατανομή Erlang μπορεί να προσεγγίσει την σταθερή κατανομή. Έστω μια τυχαία
μεταβλητή που ακολουθεί κατανομή Erlang με εκθετική παράμετρο ,λ. Καθώς r - 00
c~-O και έτσι η τυχαία μεταβλητή Χ προσεγγίζει σταθερή κατανομή με τιμή
Ε[Χ)=.!.λ
Υπάρχει επίσης και μια ενδιαφέρουσαπαραλλαγή της Erlang η μlξη δύο Erlang με
ίδια εκθετική παράμετρο και φάσεις r και r -Ι. Σε αυτή την περίmωση οι δύο
επιμέρους Erlang είναι αμοιβαlα αποκλειόμενες και επιλέγονται με πιθανότητα α και
Ι-α
23
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και σε μορφή Μαρκοβιαννής αλυσίδας για r=3:











-λ λ Ο Ο Ο Ο
Ο -λ λ Ο Ο Ο
Q= Ο Ο -λ Ο Ο λΟ Ο Ο -λ λ Ο
Ο Ο Ο Ο -λ λ
Ο Ο Ο Ο Ο Ο
ο ο π~~Ο\l j*{1,4)πl=α, π4 -1-α,
Η κατανομή Erlang έχει πολλές παραλλαγές όπως η παραπάνω που προσπαθούν
να την γενικεύσουν, συχνά με πολύ ενδιαφέροντα αποτελέσματα. Αυτές οι παραλλαγές
χρησιμοποιούνται στην μοντελοποίηση περίπλοκων προβλημάτων και δεν αφορούν αυτή
την εργασία.
3.2. YΠOεKθεΤIKιj KατανOμιj ιj γενlκευμένl] KατανOμ!j Er/ang GEr(r, 1)
Η υποεκθετική κατανομή ουσιαστικά είναι μια γενίκευση της Erlang στην οποία οι
φάσεις δεν έχουν κατ' ανάγκη lσες παραμέτρους. Ονομάζεται υποεκθετική κατανομή γιατί
έχει μικρότερο συντελεστή διακύμανσης από την εκθετική. Η κύρια διαφορά της από την
Erlang είναι ότι δεν περιορίζεται ο συντελεστής διακύμανσης στις τιμές C;'=1. αλλά
,
1 _ .. ,
παίρνει και τιμές όπου C' ""." .
λ'
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και σε μορφή Μαρκοβιαννής αλυσίδας για r=3:
όπου
, λ,






-λ, λ, Ο Ο
Q= Ο -λ, λ, Ο
Ο Ο -.ι, .ι,
ο ο ο ο
ο π>Ο'fρ2π l =l,
3.3. Υπερεκθετ/κή κατανομή Η(Υ,λ,a)
Η υπερεκθετική κατανομή εlναι μια μlξη αμοιβαία αποκλειόμενων εκθετικών
φόσεων, Οι φόσεις αυτές δεν είναι διαδοχικές όπως στις προηγούμενες περιπτώσεις αλλό
επιλέγεται μια μόνο βόση κόποιας κατανομής α" Επίσης δεν έχουν αναγκαστικό την ίδια
εκθετική παρόμετρο, Ονομόζεται υπερεκθετική κατανομή γιατί έχει μεγαλύτερο συντελεστή
διακύμανσης από την εκθετική,
Για μια τυχαία μεταβλητή που ακολουθεl Η (r , λ, α) κατανομή:
,





και σε μορφή Μαρκοβιαννής αλυσίδας για r=3:
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-λ, α α λ,
Q= α -λ 2 α λ,α α -λ) λ;.
α α α α
ο 'rf .πj=aj , J
3.4. Κατανομή του COX C(r.1.ίi)
Η κατανομή αυτή παρουσιάστηκε από τον Coχ το 1955, που έδειξε ότι κάθε
κατανομή με κλασματικό μετασχηματισμό LapIace μπορεί να αναπαρασταθεί από την
κατανομή του Coχ. Στην ουσία πρόκειται για συνδυασμό των στοιχείων της υπερεκθετικής
και υποεκθετικής κατανομής. Το αποτέλεσμα είναι μια κατανομή που έχει μεγάλη ευελιξία
και μπορεί να προσαρμοστεί σε πάρα πολλά συστήματα.
Το σύστημα διέρχεται από διαδοχικές εκθετικές φάσεις με τη διαφορά ότι μπορεί να
σταματήσει μετά από οποιαδήποτε από αυτές. Δεν είναι σίγουρο δηλαδή πόσες φάσεις θα
εκτελεστούν. Το διάνυσμα Ζι περιέχει τις πιθανότητες το σύστημα να εισέλθει στην
επόμενη φάση. Δηλαδή βγαίνοντας απ' την ί-οστή φάση το σύστημα συνεχίζει στην i+1
με πιθανότητα α, και μπαίνει στην απορροφητική φάση με πιθανότητα Ι-α,.
Είναι προφανές ότι η πιθανότητα να εκτελεστούν ακριβώς k φάσεις είναι
k-1
ρ,=(l-α,)Πα,. Έτσι η κατανομή του COχ μπορεί να παρουσιαστεί και σαν τη μείξη r
υποεκθεTlκών κατανομών με αναλογία την κατανομή Ρι:.·
Η κατανομή αυτή έχει την πολύ χρήσιμη ιδιότητα ότι μπορεί να αναπαραστήσει
οποιαδήποτε ακυκλική κατανομή φάσεων.







• ΑΕ[Χ]=;ξ; λ: με Α,= 1 και
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4. ΘΕΩΡίΑ ΟΥΡΩΝ
Η θεωρία ουρών ξεκίνησε το 1909, όταν ο Agner Krarup Erlang (1878-1929)
δημοσίευσε τη θεμελιώδη εργασία του πάνω στην συμφόρηση του τηλεφωνικού δικτύου.
Εκτός του ότι μαθηματικοποίησε σε αναλυτική μορφή αρκετά προβλήματα που
προκύπτουν στην τηλεφωνία και τα έλυσε, ο Erlang έβαλε τις βάσεις της θεωρίας ουρών
όσο αναφορά τη φύση των υποθέσεων και τις τεχνικές ανάλυσης, τα οποία
χρησιμοποιούνται συνεχώς μέχρι και σήμερα ακόμα και σε τομείς εκτός της τηλεφωνίας. Ο
Kendall (1951, 1953) ήταν ο πρώτος που μελέτησε την θεωρία ουρών από τη σκοπιά των
στοχαστικών διαδlκασιών.
Η θεωρία ουρών είναι η μαθηματική μελέτη ουρών ή γραμμών αναμονής. Ως ουρά
αναμονής ορίζεται κάθε σύστημα το οποίο παρέχει εξυπηρέτηση κάποιου είδους σε
πελάτες που προσέρχονται σε αυτό. Μια ουρά δημιουργείται οποιαδήποτε χρονική στιγμή
η ζήτηση για μια υπηρεσία ξεπερνά τη δυνατότητα παροχής της. Το σύστημα που
μελετάται αποτελείται από πελάτες ή μονάδες που χρειάζονται κάποια υπηρεσία, το χώρο
εξυπηρέτησης και το χώρο αναμονής όπου περιμένουν οι πελάτες που δεν μπορούν να
εξυπηρετηθούν αμέσως. Οι πελάτες που εξυπηρετούνται φεύγουν από το σύστημα.
Υπάρχουν περιπτώσεις όπου οι πελάτες αναχωρούν χωρίς να εξυπηρετηθούν έχοντας
περιμένει ήδη κάποιο διάστημα στην ουρά ή χωρίς να μπουν καν. Οι αφίξεις των πελατών
και η εξυπηρέτηση τους γίνεται με τυχαίο τρόπο. Έτσι δεν μπορεί να προβλεφθεί ακριβώς
ο αριθμός των πελατών στο σύστημα (μήκος ουράς) καθώς μεταβάλλεται τυχαία με το
χρόνο, είναι δηλαδή μια στοχαστική διαδικασία.
Οι όροι πελάτης και εξυπηρετητής είναι γενlκοi. Πελάτες μπορεί να θεωρηθεί
οτιδήποτε χρειάζεται κάποια υπηρεσία και φτάνει στο σημείο που αυτή παρέχεται, ενώ
εξυπηρετητής είναι οποιοσδήποτε μηχανισμός παρέχει αυτή την υπηρεσία σε πελάτες που
του τροφοδοτούνται Για παράδειγμα πελάτες σε μια τράπεζα, κλήσης που φτάνουν στο
τηλεφωνικό κέντρο, μηχανές που χρειάζονται επισκευή και ο επισκευαστής, εμπορεύματα
προς φόρτωση, εντολές που φτάνουν σε έναν επεξεργαστή κτλ.
Βασικά στοιχεία συστήματος ουράς:
1. Αφίξεις
Περιγράφονται από τους χρόνους αφίξεων των πελατών (1"/,,. ... ) ή τα
διαστήματα μεταξύ δύο διαδοχικών αφίξεων Τ"=ι,,+,-/". Τα διαστήματα αυτά
μπορεί να είναι σταθερά ή ισόνομες τυχαίες μεταβλητές, οπότε πρέπει να
προσδιοριστεί η κατανομή τους και η μέση τιμή τους ~. Η παράμετρος λ είναι ο
,.
μέσος αριθμός αφίξεων στην μονάδα του χρόνου. Επίσης οι αφίξεις μπορεί να είναι
μεμονωμένες ή σε παρτίδες. Στη δεύτερη περίπτωση πρέπει να διευκρινίζεται πως
καθορίζεται το μέγεθος της παρτίδας. Σε κάποιες περιπτώσεις ένας πελάτης μπορεί
να μην μπει στο σύστημα είτε από επιλογή του επειδή η ουρά είναι μεγάλη είτε
επειδή το σύστημα έχει περιορισμένο χώρο αναμονής. Ο πληθυσμός των πελατών
μπορεί να είναι άπειρος ή όχι Στην δεύτερη περίπτωση οι ίδιες μονάδες
ανακυκλώνονται στο σύστημα. Επίσης υπάρχει η περίmωση οι πελάτες να ανήκουν
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Ένα σύστημα μπορεί να έχει έναν εξυπηρετητή ή περισαότερους που δουλεύουν
παράλληλα. Ένας πελάτης που βρίσκει πάνω από έναν ελεύθερους εξυπηρετητές
διαλέγει τυχαΙα έναν. Αν είναι όλοι κατειλημμένοι τότε φτιάχνει ή μπαίνει στην
υπάρχουσα ουρά κοινή για όλους τους εξυπηρετητές. Ο πρώτος πελάτης της ουράς
πηγαίνει στον πρώτο εξυπηρετητή που είναι διαθέσιμος (πχ Τράπεζα). Σε ειδικές
περιπτώσεις μπορεί να υπάρχει ξεχωριστή ουρά για κάθε εξυπηρετητή (πχ
Σουπερμάρκετ).
Βασικό μέγεθος είναι η μέση τιμή του χρόνου εξυπηρέτησης μιας μονάδας. Οι
χρόνοι αυτοί μπορεί πάλι να είναι σταθεροί ή ισόνομες τυχαίες μεταβλητές, οπότε
πρέπει να προσδιορίζεται η κατανομή τους και η μέση τιμή τους .!... Η παράμετρος
μ
μ στην περίmωση ουράς με έναν εξυπηρετητή που είναι συνεχώς απασχολημένος,
συμβολίζει το μέσο αριθμό εξυπηρετήσεων στη μονάδα του χρόνου. Σε μερικές
περιπτώσεις η εξυπηρέτηση γίνεται σε παρτίδες, όπως για παράδειγμα σε έναν
ανελκυστήρα. Σε αυτή την περίπτωση πρέπει να δίνεται και ο τρόπος δημιουργίας
των παρτίδων.
3. Πειθαρχεία ουράς
Κάθε ουρά εξυπηρετεί τους πελάτες με διαφορετικό τρόπο. Η συνηθισμένη
προτεραιότητα είναι εξυπηρέτηση με την σειρά άφιξης (FIFO). Σε συγκεκριμένες
περιπτώσεις η προτεραιότητα είναι ανάποδη, εξυπηρετήται πρώτος αυτός που
έφτασε τελευταίος (LlFO). Μπορεί η εξυπηρέτηση να γίνεται εντελώς τυχαία (SIRO)
ή με τις λιγότερο απαιτητικές δουλειές πρώτα. Σε συστήματα ΗΝ συνήθως
χρησιμοποιείται το processor-sharing όπου η παροχή του εξυπηρετητή κατανέμεται
ίσα σε όσους είναι στην ουρά ταυτόχρονα. Σε ορισμένες περιπτώσεις ΟΙ πελάτες
ανήκουν σε κλάσεις με διαφορετική προτεραιότητα. Ουρές με πειθαρχεία LlFO ή
που οι πελάτες ανήκουν σε διαφορετικές κλάσεις χωρίζονται σε διακόmουσες και
μη-διακόπτουσες. Σε διακόπτουσες ουρές αν κατά τη διάρκεια της εξυπηρέτησης
έρθει νέος πελάτης (LlFO) ή νέος πελάτης ανώτερης κλάσης η εξυπηρέτηση
διακόπτεται και εξυπηρετήται ο νέος πελάτης. Σε μη-διακόπτουσες ο νέος πελάτης
περιμένει την αναχώρηση αυτού που εξυπηρετήται. Οι διακόmουσες πειθαρχίες
χωρίζονται σε συντηρητικές και μη-συντηρητικές. Στις πρώτες ο πελάτης που
διακόπηκε συνεχίζει την εξυπηρέτηση του από το σημείο που έμεινε όταν έρθει η
σειρά του ενώ στις δεύτερες αρχίζει πάλι από την αρχή.
Συμβολισμός ουρών
Το πρότυπο συμβολισμού που επικρατεί καθιερώθηκε από τον Kendall (1951).
Αποτελείται από τρεις παραμέτρους: κατανομή χρόνου μεταξύ δύο διαδοχικών αφίξεων,
κατανομή χρόνων εξυπηρέτησης, και τον αριθμό των εξυπηρετητών. Κάποια συνηθισμένα
σύμβολα για τις κατανομές είναι τα παρακάτω:
Μ : εκθετική κατανομή
D : σταθεροί χρόνοι
Ε, : κατανομή Erlang με r φάσεις
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• G Ε, : υποεκθετική κατανομή με r φάσεις
• Η, : υπερεκθετική κατανομή (μεlγμα r εκθετικών κατανομών)
COX, : κατανομή COx με r φάσεις
Ph : κατανομή τύπου φάσεων
• G : γενική κατανομή
Άλλοι δύο παράμετροι χρησιμοποιούνται όταν χρειάζεταΙ' η τέταρτη δlνει το μέγιστο
δυνατό αριθμό πελατών στο σύστημα και η πέμπτη το μέγεθος του πληθυσμού των
πελατών (αν παραλεlπονται θεωρούνται 00 ). Τέλος συμπληρώνεται αε παρένθεση η
πειθαρχlα της ουράς αν δεν εlναι FIFD.
Για παράδειγμα: M/G/1/5/10 (L1FO/P-R) σημαlνει ουρά με εκθετικούς χρόνους αφlξεων,
γενικούς χρόνους εξυπηρέτηαης, ένα εξυπηρετητή, πέντε θέσεις αναμονής, πληθυαμό
πελατών δέκα και πειθαρχlα L1FO, διακόπτουαα, αυντηρητική.
Παρακάτω ορlζονται τα πιο αημαντικά μεγέθη στην μελέτη των συστημάτων
αναμονής.
1. ιJ' η στιγμή άφιξης του j-οστού πελάτη
2. τ j: η στιγμή αναχώρησηςτου j-οστού πελάτη
3. T j . το διάστημα μεταξύ της άφιξης του j-οστού πελάτη και του επόμενου.
1Tj=t}+I- t } και E[T j ]= λ
4. W j: ο χρόνος αναμονήςτου j-οστού πελάτη στην ουρά
5. ΙΥ(ι): Ο εικονικός χρόνος αναμονής τη χρονική στιγμή Ι. Εlναι ο χρόνος που θα
περΙμενε στην ουρά ένας υποθετικός πελάτης που θα έφτανε τη χρονική στιγμή Ι.
6. X j : χρόνος εξυπηρέτησης του j-οστού πελάτη με μέση τιμή lμ
7. Sj: συνολικόςχρόνος παραμονήςστο σύστημα του j-οστού πελάτη.
Προφανώς SJ=Wj+X j
8. λ: μέσος ρυθμός αφΙξεων στην μονάδα του χρόνου (για μεμονωμένες αφlξεις).
9. μ: μέσος ρυθμός αναχωρήσεων στη μονάδα του χρόνου (για έναν εξυπηρετητή και
μεμονωμένες εξυπηρετήσεις).
10. m: αριθμός εξυπηρετητών.
λ11. ρ: ρυθμός συνωστισμού ή ένταση κυκλοφορlας. ρ=- Χρήσιμο μέτρο του l
ιnμ
φόρτου εργασlας του συστήματος. Αν ρ< 1 τότε το σύστημα φτάνει σε κατάσταση
ισορροπlας. Αντlθετα το σύστημα δεν προλαβαlνει να εξυπηρετήαει τους πελάτες Ι
που καταφτάνουν και η ουρά αυξάνεται συνεχώς. Τέλος στην περlmωαη που
In= 1 το Ρ δΙνει το ποσοστό του χρόνου που το σύστημα εΙναι κατηλειμμένο και
έτσι η οριακή πιθανότητα κενού συστήματος εlναι πo~1-Ρ .
12. Qq(r). ο αριθμός των πελατών στο χώρο αναμονής τη χρονική στιγμή Ι.
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13. Q.(t): Ο οριθμός των πελοτών που εξυπηρετούντοl τη χρονική στιγμή t.
Προφονώς Q,(t)<c
14. Ο((). ύ uuvuι\ικόc αοιθυό, των πελατών στο σύστημα τη χρονική στιγμή t.
Προφονώς Q(Ι)~Q:(ι)+Q·,(ι)
Η 0(1) εlναι μια στοχαστική δlαδlκασΙα συνεχούς χρόνου - διακριτών κατσστάσεων
(ομοlως οι Q,(t) και Q,(t) ). Η μελέτη της εlνσl το βσσlκότερο αντικεlμενο της θεωρΙας
ουρών, μσζl με την μελέτη του Sj. Στην γενική περΙπτωση δεν μπορούμε να βρούμε
σναλυτικά aπoτελέσμστα γισ την μετσβστική συμπεριφορά της. Τέτοια αποτελέσματα
υπάρχουν για την DIDlm ουρά που δεν εμφσνlζει κάποιο ενδιαφέρον και τις
Μαρκοβlανές ουρές. Για την γενική περlmωση της GIGlm ουράς διαπώνοντσl κάποια
όρια που θα παρουσιαστούν σε επόμενο κεφάλαιο. Για τα αναλυτικά αποτελέσματα των
Μσρκοβιανώνουρών βλέπε [3],[24],[32],[40],[41],[42].
Για να απλουστευτεΙ η μελέτη μιας μη Μαρκοβισνής ουράς χρησιμοποιούνται οι
εμφυτευμένες δlαδlκσσlες Μσρκοβlσνές αλυσΙδες στην 0(1). Ορlζονταl οι στοχσστικές
δlαδlκσσlες Q>Q(I~) και Q>Q( τ;) . Δηλαδή το μήκος ουράς πριν τη η-οστή άφιξη
και μετά την η-οστή ανσχώρηση. Ενδlσφέρον παρουσιάζει ότι έχουν κοινή οριακή
κατανομή στην περlπτωση των μεμονωμένων σφlξεων κσl εξυπηρετήσεων. Δηλσδή αν
11m p(Q~= j)=a j και lim p(Q> j)=d j τότε aj=d)
n_~ n_φ
Θεώρημα του Little
Το θεώρημα του LitlIe εlναl μια απλή αλλά πολύ βσσlκή σχέση στην θεωρlα ουρών.
Σύμφωνα με αυτό ο μέσος αριθμός των πελατών σε ένσ σύστημσ εlναl ίσος με το ρυθμό
σφlξεων επl τον μέσο χρόνο παραμονής στο σύστημα Ε[Q]=λ·Ε[S] . Το θεώρημα αυτό
ισχύει για όλα τα συστήματα ανσμονής αρκεl να έχουν φτάσει σε στατιστική lσορροπlα.
·Εχει μεγάλη χρησιμότητσ κσθώς επιτρέπει την εύρεση του E[Q] με υπολογισμό του
E[S] ή αντΙστροφα. Ακόμσ το θεώρημσ ισχύει και για μέρη του συστήματος πχ
Ε[Q,]=λ· E[W] . Χρειάζεται όμως προσοχή στην επιλογή του συστήματος ελέγχου που
εφαρμόζεται και των αντlστοlχων μεγεθών.
Ιδιότητα PASTA
Όπως έχει αναφερθεl η δlαδlκασΙα PoIsson έχει μεγάλη σημασlα στην
μοντελοποlηση συστημάτων αναμονής. Η δlαδlκασlα συτή έχει μια πολύ σημαντική
lδιότητσ. Καθώς όπως χσρακτηρΙζεται εlναι "η πιο τυχαlα δlαδlκασlσ", το μήκος ουράς δεν
εξαρτάται από τον σν ο πσρατηρητής εΙναl εκτός του συστήματος ή έχει μπει στην ουρά.
Αυτή η ιδιότητα ονομάζεται στην διεθνή βlβλlογραφΙα ως PASTA (Poisson ArrIvals See
Tιme Averages). Στην γενική περlπτωση η οριακή κατανομή της Q(t) (Πj ) δεν συμπΙπτει
με τις G) και d j • Όταν όμως η διαδικασία αφΙξεων εΙναι Poisson πj=aJ=d J ως
συνέπεια της ιδιότητας PASTA.
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5. ΙΥΙΤΗΜΆΤΑ ΟΥΡΩΝ G/G/m
Στο παρόν κεφάλαιο παρουσιάζονται τα συστήματα αναμονής που απασχολούν την
εργασlα αυτή. Τα συστήματα γενικευμένων αφlξεων και αναχωρήσεων έχουν το
πλεονέκτημα ότι μπορούν να περιγράψουν πληθώρα φυσικών συστημάτων καθώς δεν
γlνεταl κάποια υπόθεση για τις κατσνομές των TUXalwv μεταβλητών Τ και Χ Από την
άλλη μεριά, για τον lδιο λόγο παραυσιάζονται δυσκολlες στην μελέτη τους, καθώς δεν
εμφανlζεται πουθενά η Μαρκοβιανή ιδιότητα. Έτσι εlναι αδύνατη η εξαγωγή αναλυτικών
αποτελεσμάτων για βασικά μεγέθη των συστημάτων όπως την οριακή κατσνομή του
μήκους ουράς Q(I). ΤΟ μέγεθος που χρησιμεύει στην ανάλυση της εlναl η εργασlα
συστήματοςπου ορίζεται παρακάτω.
Στην ειδική περlπτωση του συστήματος με έναν εξυπηρετητή υπάρχουν κάποιες
αναλυτικές σχέσεις που χρησιμεύουν και στην εξαγωγή προσεγγlσεων. Αντlθετα στην
περlπτωσητων πολλών εξυπηρετητώνθα δοθούν μόνο τα φράγματα του προσδοκώμενου
χρόνου αναμονής πριν προχωρήσουμε στις πρασεγγlσεις. Επlσης υποθέτουμε ότι οι
αφlξεlς εlναι σνεξάρτητεςμεταξύ τους καθώς και με τους χρόνους εξυπηρέτησης.
Οι συμβολισμοl που θα χρησιμοποιηθούν εlναι οι lδιοι με του προηγούμενου
κεφαλαlου. Επlσης ορlζονται τα μεγέθη:
1. σ~~ Var [τ]
2. a:~Var[X]
, Var ITl
3. CT~ .,. τετραγωνικόςσυντελεστήςδιακύμανσηςτου Τ.
1:.[I-J
, Var[X]
4. Cλ'~ Ε[Χ'] τετραγωνικός συντελεστής διακύμανσης του Χ.
5. D"=r"H-r" Ενδιάμεσοιχρόνοι διαδοχικώναναχωρήσεων.
6. Y"~X"-T" Ανεξάρτητες ισόνομες τυχαlες μεταβλητές με συνάρτηση πιθανότητσς
K(x)~P[Y"<.TJ , μέση τιμή E[y]=l- ~ και διακύμανση Var[Y]=a~+a:..
μ Α
Πραφανώς για νσ φτάσει το σύστημσ σε στατιστική ισορροπlα πρέπει Ε[Υ]<Ο
που είναι ισοδύναμο με Ρ < Ι .
7. U"_I Περlοδος σργlσς για το σύστημα πριν την άφιξη του π-οστού πελάτη.
8. J"~U,+U'+ ...+U"_, Συνολική περlοδος αργlας μέχρι την άφιξη του π-οστού
πελάτη.
9. Ι" Διάρκεια της π-aστής περιόδου αργlσς με συνάρτηση πιθανότητας
h(x)=P[I"<x] .
10. Β" Διάρκεια της π-οστής περιόδου συνεχούς λειτουργlας με συνάρτηση
πιθανότητσς b(x)~ Ρ[Β,,<χ] .
11. Ν" Αριθμός εξυπηρετηθέντων πελατών στη διάρκεια της π-οστής συνεχούς
λειτουργlας.
12. σο Πιθσνότητα μισ άφιξη νσ βρει το σύστημσ κενό. Δεν εlνσι απσραlτητο σο= Πο
διότι οι ενδιάμεσοι χρόνοι αφlξεων εlναι γενlκοl, Στην περlπτωση που οι χρόνοι
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5.1 Περίmωση ουράς με έναν εξυπηρετητή.
Η βααlκή στοχαατική δlαδlκασlα για την μελέτη της G/G/1 ουράς εlναl η εργασlα
συστήματος. Για κάθε ι<;Ο ορlζεταl η V(t) ως το άθροισμα των υπολειπόμενων
χρόνων εξυπηρέτησης των πελατών που υπάρχουν στο σύστημα. Η στοχαστική
δlαδlκασlα V (ι) αυξάνεται κατά Χ" όταν εισέρχεται στο σύστημα ο π-οστός πελάτης
και μειώνεται με κλlση -1 στα διαστήματα μεταξύ αφlξεων μέχρι να γlνεl Ο. Στη γενική
περlπτωση η V(t) δεν έχει την Μαρκοβιανή ιδιότητα. Η εμφυτευμένη δlαδlκασlα
θεωρούμενη στις στιγμές αφlξεων όμως εlναι Μαρκοβιανή. Επlσης όταν η πεlθαρχlα εlναl
FIFO όπως εδώ, αυτή συμπlπτεl με την W". Έτσι θα επικεντρωθούμε στην μελέτη της
W".
Εlναl προφανές ότι με την υπάρχουσα πεlθαρχlα
Wn+I=mαx[Wη+Χη-Τη,Ο]
ή σύμφωνα με τον παραπάνω συμβολισμό
W"+I~max[W"+ Υ",Ο].
Από την παραπάνω σχέση μπορούμε να πούμε ότι κατά τη διάρκεια της πρώτης περιόδου
λειτουργlας ισχύει:
WII+I=W,,+Yn
Καθώς ο χρόνος αναμονής δεν μηδενlζεταl σε μια περlοδο λεlτουργlας. Έτσι φτάνουμε
στον παρακάτω αναδρομικό τύπο για την πρώτη περlοδο λεlτουργlας. Από τον ορισμό του
συστήματος W Ι =0
"w"=ΣΥι
,=1
"Το Σ Υ ι όμως εlναl ένας τυχαlος περlπατος. Έτσι μπορούμε να συνδέσουμε το χρόνο
1=1
αναμονής με έναν τυχαlο περlπατο έστω:
Αυτός ο τυχαlος περlπατος αποκλlνεl στο -00 και ταυτlζεται με το χρόνο αναμονής
μέχρι την πρώτη γνήσια κατιούσα στιγμή, η οποlα εlναι στιγμή αναγέννησηςτης W". Σε
αυτήν τη στιγμή ο τυχαlος περlπατος παlρνεl αρνητική τιμή ενώ ο χρόνος αναμονής
συνεχlζεται. Έστω αυτή η τιμή S,. Στη συνέχεια όταν ξεκινήσει η δεύτερη περlοδος
λεlτουργlας οι δύο δlαδlκασlες θα έχουν την lδ,α διαφορά αλλά οι τιμές τους θα έχουν μια
διαφορά lση με IS,I· Δηλαδή W,,~S"+IS,I· Όπως βλέπουμε οι γνήσιες κατιούσες
στιγμές της S" ταυτlζονταl με τις στιγμές αναγέννησης του χρόνου αναμονής και τα
βήματα που απέχουν μεταξύ τους οι στιγμές αυτές ισούνται με τους πελάτες που
εξυπηρετήθηκαν σε έναν κύκλο.
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Επlσης ισχύει η σχέση
όπου Wn+I=O ή U,,=O.
Γισ την οριακή κατανομή του W. υπάρχει ένας πολύ χρήσιμος τύπος που
σποκαλεΙταιστην διεθνή βιβλιογραφΙαως "η ολοκληρωτικήεξΙσωση του LindIey":
W(X)=[J. W(x-u)dK(u) , χ;"ο] [
Ο. χ<ο
Η χρησιμότητά της εΙναι κυρΙως θεωρητική καθώς για να λυθεΙ απσιτούνται τεχνικές και [
αλγόριθμοι προχωρημένης θεωρΙσς πιθανοτήτων,
Πριν προχωρήσουμε στην μέση τιμή και την διακύμανση του W"' θα
αναφερθούμε στον κύκλο λειτουργΙας του συστήματος, Ο κάθε κύκλος λειτουργlας
σποτελεΙται από μια περΙοδο συνεχούς λειτουργΙας και μια περΙοδο αργΙας, στο τέλος της
οποlσς οι στοχαστικές διαδικασlες Q(t), γ(ι),W. αναγεwώνται στοχαστικά,









Όπως αναφέρθηκε στο προηγούμενο κεφάλαιο η οριακή πιθανότητα κενού συστήματος f
είναι πο=l-ρ. Έτσι από την θεωρεία των εναλλασσόμενων ανανεωτικών διαδικασιών:
_ ΕΙ!] _ ~ _.!..=.Ε.Πο - Ε[Ι]+Ε[Β] 1 Ρ E[l]- λ.αο (5.2)




[ ]'ΕΙΥ'] ΕΙΥ']' Ε[Ι']Var[W]=-E[Y] + 2Ε[Υ] +3Ε[Ι] [ ΕΙΙ'] ]'2 Ε[Ι]
Οι παραπάνω τύποι εlναι ιδιαΙτερα δύσχρηστοι καθώς βσσΙζονται σε ροπές του Ι και το
αο · Για αυτό το λόγο σε πρακτικές εφσρμογές που χρειάζονται γρήγορα αποτελέσμστα
χρησιμοποιούνται προσεγγΙσεις.
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Όσον αφορά την έξοδο του συατήματος υπάρχουν κάποια ενδιαφέροντα
αποτελέσματα. Εlναι προφανές ότι
D,,=rιι+I-Τ"=Ιn+l+ W11+1+Χn+]-(1"+ Wιι+χιι)
στην κατάσταση ισορροπlας E[w,.,]=E[W,] , άρα:
ΙE[D]= Ε[Τ]=­λ
Δηλαδή σε ένα σύστημα που βρlακεται σε κατάσταση ισορροπlας ο ρυθμός εισόδου εlναι
lσος με τον ρυθμό εξόδου πελατών, το οποlο εlναι αναμενόμενο αφού υποθέτουμε ότι το
αύατημα βρlσκεται σε ισορροπlα.
Η διακύμανση εlναι:
" [D]= ,_(Ι-ρ)' [.!=.E.][.illJ.],σ, οχ λ' λ Ε[Ι]
lδιαlτερη χρησιμότητα έχουν οι μετασχηματισμοl Laplace και Laplace-Stieltjes του
W. Ο πρώτος μπορεί να εξαχθεl μέσω της ολοκληρωτικής εξlσωαης του Lindley και ο
δεύτερος από την σχέση (5.1).
Αρχικά πρέπει να οριατεl το παρακάτω μέγεθος ώστε να μπορούν να
χρησιμοποιηθούν και αρνητικές τιμές του Χ.
W-(xl=(L W(x-u)dK(u) , χ<ο]
ο. x~o






'() ,0,0",[Ι",,';.-(""S)'-:---'-'1]W S=- OΚ'(s)-1
Τέλος υπάρχουν κάποια φράγματα για το E[W] και το Ε[!].
Για το Ε[Ι] από την σχέση (5 .2) και το γεγονός ότι σο <;1 :
η ισότητα ιαχύει για το αύστημα D/D/1.
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Το άνω φράγμα για το ΕΙW] εlναι:
Ε[W Ι,,; λ( στ'+ σχ')
2( 1-ρ)
η ιαότητα ιαχύει ξανά για το σύστημα D/D/1.
Το κάτω φράγμα εlναι:
E[W]" λ'σχ'+ρ(ρ-2)
2λ(1 ρ)
5.2 Περίπτωση ουράς με περισσότερους από έναν εξυπηρετητές.




2 2 2 στ +-- +-,-,Ρ C x-p(2-p) m-I Cx+1 __ \ m m μ2λ(1 ρ) ----;;Ι' 2μ <;ι,[WJ<; 2(Ι ρ) λ
Στα επόμενα κεφάλαια θα παρουσιαστούν μέθοδοι που προσπαθούν να λύσουν το
κύριο πρόβλημα των G/G/m ουρών. Θυσιάζοντας την ακρlβεια των αναλυτικών σχέσεων
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6, ΠΡΟΣΕΓΓιΣΗ ΒΑΡΙΑΣ ΚΥΚΛΟΦΟΡΙΑΣ
Η πρώτη προσέγγιση που θα παρουσιαστεί είναι η προσέγγιση βαριάς κυκλοφορίας
(Heavγ-traffic approxImatIon). Αυτή η προσέγγιση παρουσιάστηκε από τον Kingman το
1960 [9],[10],[11] και προσεγγίζει σε κλειστή μορφή την οριακή κατανομή του χρόνου
αναμονής στην ουρά. Για την προσέγγιση αυτή υποθέτουμε ένα σύστημα ουράς όπου ο
ρυθμός συνωστισμού Ρ πλησιάζει την μονάδα αλλά παραμένει πάντα μικρότερος της.
Όπως φαίνεται η μέθοδος δεν κάνει κάποια υπόθεση για την ίδια την ουρά. Δηλαδή μπορεί
να εφαρμοστεί σε οποιαδήποτε ουρά που δουλεύει σε βοριά κυκλοφορία. Ένα άλλο
πλεονέκτημα της μεθόδου είναι η κλειστή μορφή των αποτελεσμάτων.
Το μειονέκτημα της είναι ότι η προϋπόθεση για να ισχύει δεν είναι σαφής. Η
συνθήκη για την ισχύ της μεθόδου είναι ρ_ Γ δεν υπάρχει δηλαδή κάποια
συγκεκριμένη τιμή που όταν την ξεπεράσει το Ρ το σύστημα βρίσκεται σε βοριά
κυκλοφορία. Βέβαια όπως είναι αναμενόμενο καθώς το Ρ μικραίνει, μειώνεται και η
ακρίβεια της μεθόδου. Συνήθως ένα σύστημα ουράς θεωρείται ότι βρίσκεται σε βαριά
κυκλοφορία για ρ>0.9 αλλά η μέθοδος χρησιμοποιείται και για ρ>0.75
Αλλά ακόμα και ο περιορισμός Ρ _ Γ δεν μειώνει την αξlα της μεθόδου. Αντιθέτως
η περίπτωση αυτή παρουσιάζει μεγάλο ενδιαφέρον. Όταν μια ουρά λειτουργεί σε βαριά
κυκλοφορία το μήκος ουράς και ο χρόνος αναμονής μεγαλώνουν πάρα πολύ, βρίσκεται
δηλαδή το σύστημα στην χειρότερη κατάσταση του. Επίσης με μεγάλο Ρ η ουρά είναι πιο
επικίνδυνη να βγει εκτός ισορροπίας. Τέλος σε πολλές εφαρμογές, όπως σε μια γραμμή
παραγωγής είναι επιθυμητό το Ρ να βρίσκεται πολύ κοντά στην μονάδα, καθώς έτσι
αξιοποιούνται στο μέγιστο οι πόροι του συστήματος. Έτσι αυτή η περίmωση έχει μεγάλο
ενδιαφέρον που φαίνεται και από τις μελέτες που ακολούθησαν γενικεύοντας τα
αποτελέσματα.
6.1 Περίπτωση ουράς με έναν εξυπηρετητή
Παρακάτω παρουσιάζεται η απόδειξη του αποτελέσματος του Kingman που έδειξε
ότι για μια G/G/1 ουρά με FIFO πειθαρχία και ρ_ Γ η οριακή κατανομή του W ακολουθεί
την εκθετική κατανομή ([24] Ch. 8.1).
Η απόδειξη ξεκινά από τον μετασχηματισμό Laplace του χρόνου αναμονής W που
δόθηκε στο προηγούμενο κεφάλαιο.












όπου /") είναι η k-οστή παράγωγοςτης f
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Έτσι παlρνοντας τους τρεις πρώτους όρους του αναπτύγματος και ορίζοντας
E[X']=b, και Ε[Τ']=α, έχουμε:
Από τις ιδιότητες του μετασχηματισμούLaplace:
S""(O)=(-I') E[X'j
•
S' (s)=l-b,s+ "2' s'+O(s')
'() ι" (')Α -s =1 +a]S+"25 +0 s
Άρα





Το δεξl μέλος έχει δύο ρlζες. Η μΙα εlναι το Ο και η όλλη έστω s, που ικανοποιεl την:
Σύμφωνα με τους ορισμούς των προηγούμενωνκεφαλαlων:
112222
Q]=-:- b l =-, a2-a l =στ ' b2-b] =σχ Έτσι:λ μ
a -b =.!..::Rι ι λ και (στ'+σχ') +(ι-ρ)'2 2λ'
l
Ι
Για βαριό κυκλοφορlα ρ--> Γ όρα
αγvoηθεί. Άρα
(1-.~ )' -->0 πολύ
2ί.
γρήγορα και έτσι μπορεl να
Με παραγοντοποίηση της (6.2) κοντό στο Ο έχουμε:
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όπου
2 2σ ,+σ l, •Κ=' . και αντικαθιατωντας ατην (6.1):
2
με W· (s) το μετασχηματισμό LapIace-Stie~jes του W δηλαδή:
. -W"(s)~ f e-"dW(t)=sf e-"W(t)dt~sW(s)
• •
ΚοντάατοΟ JV'(s)~1 άρααπότην (6.4)~JV-(s)=-s.K (6.5)
_ 2(1 ο) Ι




(6.1), (6.3), (6.5) -,j.jί (s)~
. .








Αυτή εΙναι προαεγγιστικά η οριακή κατανομή του χρόνου αναμονής. Η κατανομή αυτή εlναι
2(I-ρ)




Το αποτέλεαμα μπορεΙ να γραφεΙ και ως
, , ,
E[W(G/G/I)]_C r ,Cx E[W(M/M/I)]
/.
6.2 Περίπτωση ουράς με περισσότερους από έναν εξυπηρετητές
Για πολλούς εξυπηρετητές η προσέγγιση καταλήγει στο
39
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 22:24:03 EET - 137.108.70.7
W(x)=t-exp(- 2m(l-p; χ
1 σ λ'λΙ στ +----,-
\ m
,
2 υ Χλ !!Τ +-,
E[WJ- m
- 2m(l-p)
όπου m είναι ο αριθμός των εξυπηρετητών ή
,. ,
E[W(GIGlm)J~ c, :Cx E[W(MI Mlm)]
•
Η παραπάνω προσέγγιση είναι γνωστή ως προσέγγιση των Kingman-Kollerstrom.
Ο Kingman είχε προτείνει αυτό το αποτέλεσμα το 1964 [11], αλλά αποδείχτηκε τελικά από
τον KoIIerstrom το 1974 [21). Για την απόδειξη η G/G/m ουρά προσεγγίστηκε από μια
G/G/1 ουρά με τα ίδια χαρακτηριστικά αλλά τροποποιημένους χρόνους εξυπηρέτησης
. χ"ισους με
m
Στο προηγούμενο κεφάλαιο αναφέρονται κάποια φράγματα για το E[W] όταν
Ο<;ρ<;l. Το άνω φράγμα για την ουρά με τον ένα εξυπηρετητή είναι:
ΕΙW]<; λ( σο-'+σ /)
2(Ι-ρ)
Δηλαδή το άνω όριο του προσδοκώμενου χρόνου αναμονής δίνεται από την τιμή του όταν
το σύστημα δουλεύει κάτω από βαριά κυκλοφορία, κάτι που είναι απολύτως λογικό.
Στην περίπτωση με παραπάνω εξυπηρετητές δεν ισχύει το ίδιο. Το άνω φράγμα και
η προσέγγιση βαριάς κυκλοφορίας δεν ταυτίζονται. Ο Kingman ισχυριζόταν ότι τα δύο
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7. ΠΡΟΣΕΓΓιΣΗ ΔΥΟ ΡΟΠΩΝ
Σε αυτό το κεφάλαιο παρουσιάζονται οι προσεγγίσεις δύο ροπών. Οι προσεγγίσεις
αυτές λέγονται έτσι γιατί βασίζονται στις ροπές πρώτης και δεύτερης τάξης των
ενδιάμεσων χρόνων αφίξεων (E[T].E[T'j) και των χρόνων εξυπηρετήσεων
(Ε[Χ]. Ε[Χ']). Το αποτέλεσμα κάθε μεθόδου είναι μια φόρμουλα για τα κυριότερα
μεγέθη της ουράς σε κλειστή μορφή.
Η κύρια μέθοδος που χρησιμοποιείται για την εξαγωγή αυτών των τύπων είναι η
ευρετική. Δηλαδή ο ερευνητής ξεκινάει από έναν τύπο ο οποίος συμπίmει με τα αναλυτικά
αποτελέσματα ειδικών περιπτώσεωνόπως η M/M/m. Στη συνέχεια εισάγει κάποια μεγέθη
που πιστεύει ότι επηρεάζουν το αποτέλεσμα με κάποιους άγνωστους συντελεστές. Τέλος
με σύγκριση των αποτελεσμάτων για διάφορες περιπτώσεις με γνωστά καταλήγει στην
τιμή των συντελεστών. Γενικά αυτή η μέθοδος βασίζεται στην λογική "δοκιμή και σφάλμα"
και παρ' όλο που τα αποτελέσματα φαίνεται να βγαίνουν αβίαστα στην πραγματικότητα
είναι αρκετά δύσκολο να μαντέψεις τις σωστές εξαρτήσεις ανάμεσα στα μεγέθη. Κάτι τέτοιο
απαιτεί μεγάλη εμπειρία και εξοικείωση με τη θεωρία ουρών.
Το κυριότερο προτέρημα τους είναι η γρήγορη εξαγωγή αποτελεσμάτων για
πρακτικές εφαρμογές, σε αντίθεση με τη χρήση χρονοβόρων υπολογιστικών μεθόδων για
την επίλυση αναλυτικών σχέσεων. Κάτι τέτοιο τις καθιστά ιδανικές σε περιπτώσεις που
που απαιτούνται κάποια προκαταρκτικά αποτελέσματα για λήψη αποφάσεων. Επίσης είναι
πολύ χρήσιμες σε πρακτικές εφαρμογές αφού η ακρίβεια τους είναι πολύ ικανοποιητική και
έτσι εξάγονται αποτελέσματα χωρίς την χρήση πολύπλοκων τύπων και μεθόδων. Το
μειονέκτημα είναι ότι δεν προσφέρουν στην θεωρητική ανάλυση των συστημάτων.
Οι προσεγγίσεις δύο ροπών που μπορεί να βρει κανείς στην βιβλιογραφία είναι
αμέτρητοΙ. Στην εργασία αυτή επιλέχθηκαν να παρουσιαστούν τρεις μέθοδοΙ. Οι μέθοδοι
αυτοί δίνουν αποτελέσματα για τα σημαντικότερα μεγέθη ενός συστήματος ουράς και
δίνουν έτσι μια ολοκληρωμένη άποψη για το σύστημα. Συγκεκριμένα όταν κάποιος θέλει να
μελετήσει ή να αξιολογήσει μια ουρά τα μεγέθη που τον ενδιαφέρουν είναι η πιθανότητα
ένας αφlκνούμενος πελάτης να περιμένει, η κατανομή του χρόνου αναμονής και του
μεγέθους της ουράς καθώς και οι μέσες τιμές τους. Για άλλες προσεγγίσεις δύο ροπών ο
αναγνώστης μπορεί να ανατρέξει στην παρακάτω βιβλιογραφία: [5].[13],[14],[34].[35].
Αρχικά η φόρμουλα των Kramer και Lagenbach-BeIz [20] που δίνει τον μέσο χρόνο
αναμονής και την πιθανότητα ένας αφικνούμενος πελάτης να περιμένει σε ένα σύστημα
G/G/1 που είναι σε κατάσταση ισορροπίας. Παρ' όλο που το αποτέλεσμα περιορίζεται σε
έναν εξυπηρετητή, παρουσιάζεται γιατί είναι μία από τις πρώτες μεθόδους δύο ροπών που
διατυπώθηκαν και πάνω της βασίστηκαν πολλές άλλες μελέτες.
Στην συνέχεια παρουσιάζεται το αποτέλεσμα του Ward Whitt [39] για τα ίδια μεγέθη
σε σύστημα G/G/m. Ουσιαστικά αποτελεί γενίκευση της προηγούμενης προσέγγισης.
Επίσης δίνει προσεγγίσειςγια την διακύμανση και την κατανομή του χρόνου αναμονής.
Τέλος παρουσιάζεται η φόρμουλα του Adam Shore [31] για τις οριακές πιθανότητες
κατάστασης της G/G/m ουράς.
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7.1. Kramer και Lagenbach.Be/z
7.1.1. Προσδοκώμενος χρόνος αναμονής
Η έρευνα για την προσέγγιση αυτή ξεκίνησε από την μορφή:
όπου η συνάρτηση 9 είναι όρος κανονικοποίησης και ικανοποιεί τις παρακάτω
οριακές συνθήκες:
α) Για c~~1 g(p,l,c~)~l ώστε η φόρμουλα να συμφωνεί με αυτήν των
PoIIaczek-Knintchine για την M/G/1 ουρά.
β) Για ρ-Ι g(p,c}c~)~l ώστε η φόρμουλα να συμφωνεί με την προσέγγιση
βαριάς κυκλοφορίας.
γ) Για την περίπτωση της 0/0/1 ουράς E[W]=O άρα C~=C~~O g(p,O,O)<OO
Στην συνέχεια η έρευνα χωρίζεται σε δύο περιπτώσεις C~< 1 και C~> 1.
7.1.1.1 c~<l
Για την πρώτη περίπτωση μελετήθηκε η 01Μ/1 ουρά όπου βρέθηκε ότι η
E[W]= Ρ eΧΡΓ2 (I-ρ))
2μ(l-ρ) 3ρ
εΙναι μια ικανοποιητική προσέγγιση. Λαμβάνοντας υπόψιν τις οριακές συνθήκες οι
Kramer και Lagenbach-BeIz κατέληξαν για C} < Ι στη μορφή
όπου θ, b αυθαίρετες παράμετροι Στην συνέχεια σύγκριναν τη μορφή αυτή με
αποτελέσματα για συστήματα με C~51 όπως E,IG/I και E,IG/I Οι καλύτερες
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Για την δεύτερη περlπτωαη η μελέτη ξεκlνηαε από την μορφή
, , ( (o~-Ι)' )
g(p,crCX)=expI-(l-p) , ,
\ acr+bcx
με a,b,c, αυθαlρετες παραμέτρους.
Για την εύρεαη των a,b,c το αποτέλεαμα αυγκρlθηκε με αποτελέαματα ουρών που
οι ενδιάμεαοl χρόνοι άφιξης έχουν κατανομές με o~~ Ι. Αρχικά αυγκρlθηκε με
αποτελέαματα προαομοlωαης της Η,ΙDII ουράς με o~=2 την οποlα επηρεάζει
μόνο το α, το οποlο βρέθηκε 1. Στη αυνέχεια αυγκρlθηκε με την Η,ΙDI Ι με
o~~4. Από αυτήν την αύγκριαη επιλέχθηκε c=1. Τέλος αυγκρlνοντας την 9 με
αποτελέαματα προαομοlωαης Η,ΙΜΙ Ι ουρών βρέθηκε b=4.
Έτσι το τελικό αποτέλεσμα είναι:
για c~::; 1
για c~~ 1
7.1.2. Πιθανότητα αναμονής αφlκνούμενου πελάτη
Όπως και προηγουμένως η μελέτη ξεκινάει από μια γενική μορφή που
πρέπει να ικανοποιεl κάποιες οριακές αυνθήκες:
ρ( W>O)=p+(c~-I) ρ(1-ρ) f(p, o~, o~)
όπου η f εlναl άλλη μια αυνάρτηαη κανονlκοποlηαης.
Οι οριακές αυνθήκες εlναl:
α)Γlα o~~ Ι δηλαδή Τ με εκθετική κατανομή, πρέπει λόγω της ιδιότητας PASTA
P(W>O)=p
β)Γlα ρ"" Ι P(W>O) .... l ενώ για ρ .... Ο P(W>O)....O
γ)Εlναl γνωατό ότι αν o~>1 τότε P(W>O»p και αν o~<Ι τότε P(W>O)<p.
Άρα f>O πάντα.
Πάλι η μελέτη χωρlζεταl αε δύο περιπτώαεις O~51 και o~> Ι.
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όπου τα a, b, c .d εlναl πάλι αυθαlρετες παράμετροι που μπορεl να εξαρτώνται
από το ρ.
Ξεκινώντας την σύγκριση με την 0/Μ/1 ώστε να απαλειφθούν τα a, c βρέθηκαν
b= ρ, d= ρ( ι +ρ) τα οποlα δεν έρχονται σε σύγκρουση με αποτελέσματα άλλων
0/G/1 ουρών.
Για τα a ,C χρησιμοποιήθηκανκατανομέςErlang 2 και 4 φάσεων και κατέληξαν σε:
α~l, d=4p'
Το γεγονός ότι για την 0/0/1 ουρά P(W>O)~O άρα
οδήγησε στην γενική μορφή:
7.1.2.1. c~<1







Για αυτήν την περlπτωσηεπιλέχτηκε η παρακάτωμορφή:
Ι( 2.2) αp,CrC x =, 2 2
, --υι-τ ' ......χ
Ξανά οι παράμετροι a. b, c εlναl αυθαlρετες με πιθανή εξάρτηση από το ρ.
Από σύγκριση με προσομοιώσεις Η,/D/I ουρών, βρέθηκε ότι ταιριάζουν α=4ρ
και b~I+4p2. Το γεγονός ότι η επιρροή του c;. στο P(W>O) εlναι σχετικά
μικρή, οδήγησε στο c~p'.




Τέλος τα αποτελέσματα αυτά μπορούν να γενικευτούν και για ομαδικές αφlξεις, κάτι
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Το σύστημα που μελετήθηκε σε αυτή την προσέγγιση είναι G/G/m με απεριόριστο
χώρο αναμονής, ανεξάρτητες εξυπηρετήσεις από αφίξεις, FIFO πειθαρχεΙα και
λp=-<J,
ιnμ
Η μελέτη αυτή βασίζεται στην παρακάτω πεντάδα βασικών παραμέτρων
(λ, c;, μ, c~, m), Σε μια προσττάθεια να μειωθούν οι παράμετροι για ευκολία
στους υπολογισμούς το μ θεωρείται ίσο με την μονάδα. Για να γΙνει αυτό χωρίς να
επιφέρει κάποια αλλαγή στο σύστημα πρέπει να αλλάξει με την ίδια κλίμακα και το
λ. Αυτά τα δύο μεγέθη όμως συνδέονται με το ρυθμό συνωστισμού Ρ που δεν
μπορεί να αλλάξει χωρίς να αλλάξει εντελώς τη φύση του συστήματος. Έτσι έχοντας
σταθερό το Ρ και μ~l έχουμε λ=ρm. Τελικά το σύστημα χαρακτηρίζεται απ' την
τετράδα πλέον (ρ, C;, c}, m).
Η προσέγγιση αυτή αξιοποιεί τα αναλυτικά αποτελέσματα που υπάρχουν για την
M/M/m ουρά. Έτσι η προσέγγιση έχει μεγαλύτερη ακρΙβεια και συνέπεια με αυτά τα
αποτελέσματα.
7.2.1. E[W]
Η βάση της προσέγγισης αυτής εΙναι τα παρακάτω προσεγγιστικά αποτελέσματα:
1) Η προσέγγιση βαριάς κυκλοφορίας:
[
2 2 (C;+Ct)Ε W(p,cT,c"m)]~ 2 E[W(MIMlm)]






φ,(m, ρ)=1 +y(m, ρ)
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με φ,(m, p)=1-4y(m,p)
Η μόνη τροποποίηση του Whitt στις φόρμουλες συτές είνσι το όνω όριο του 0.24
στο γ. Χωρίς αυτό το γ απειρίζεται όταν ρ_Ο και το φ2 γίνεται αρνητικό για
r>0.2S.
Επιπλέον η φόρμουλα για την D/M/m είναι λίγο δύσχρηστη λόγω του όρου
Ε[W (DIΜ II)J που απαιτεί την εύρεση ρίζας πολύπλοκης εξίσωσης.
Χρησιμοποιώντας όμως την προσέγγιση των Kramer και Lagenbach-Belz:
E[W(DIM 1I )]
E[W(MIMII)] [
η εξίσωση (7.2.2) απλοποιείται:
Ε[W(DIΜlm)]=φ,(m,ρ)(C~~C~) E[W(MIMlm)] (2.3)
όπου φ,(π,.ρ)=φ,(m. ρ)eΧ-Ρ(-2 1 ;;,e)
Η μελέτη χωρίζεται σε αυτό το σημείο σε δύο περιmώσεις c~=c~ και c~*c~.
[
7.2.1.1. , 2Cr=C x
Αν c~~c~" Ι τότε η προσέγγιση βαριάς κυκλοφορίας είναι ικανοποιητική. Σε !
αντίθετη περίπτωση υπερεκτιμά το αποτέλεσμα. Αν c~=c~< Ι ο Whitt επέλεξε να
συνδυάσει τις προσεγγίσεις (7.2.1) και (7.2.3) διορθώνοντας τις συναρτήσεις
κανονικοποίησης. Στην ειδική περίπτωαη που c~~c;.~O.s η προσέγγιση είναι
γραμμική παρεμβολή των (7.2.1) και (7.2.3) και σε διαφορετική περίπτωση η
συνάρτηση κανονικοποίησης είναι ένα μείγμα των αρχικών.
Η προσέγγιση είναι:
[ 2 2)] 2 )(C~+(~) [ Ι )) ΙΕ W(p,c ,C .m "'Ψ(c ,m,p 2 Ε W(M Mlm
όπου ψ(c2 ,m,Ρ)=\ιφ.(m,'ρ)]2ΙΙ_/I :::~}
( ) .[ι φ,(m,ρ)+φ,(m,ρ)] Ικαι ψ,m,ρ=mιn, 2
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7.2.1.2. c~;i:c~
Το αποτέλεσμα για αυτήν την περlπτωση εlναι γενlκευση του προηγουμένου,
θ ' ,(C'.+C',) τ ελ ό 'λ .ανTlκα lστωντας το C με . 2 . 10 Τ ΙΚ αποτε εσμα ειναl:
[ ( " )] ( , , )(C;+C],) [( )]Ε W p,C ,C ,m ~φ p,cr,cx,m ο Ε W MIMlm
με φ(ρ,c;,c]"m)=
(") ,(" Ι4 cr-cx Cx cr+cx4'_3,φl(m'Ρ)+4'_3'Ψ 2,m,p
cr Cx cr Cχ )( ' ') "Ι" Ιcx-cr ( ) cx+3cT \" Cr+C x1 ~φ3m,ρ+ ~ 1Ψ ,m,p








φι (m. ρ)~1+y(m, ρ)
φ,(m, ρ)~1-4y(m, ρ)
φ,(m,ρ)~φ,(m,ρ)οχρ (_2 1 ;;'Ρ)
( )_. [ι φl(m,ρ)+φ,(m,ρ)]φ4 m,p -mln , 2
. [ (4+5m)~-2]y(m,p)~mln 0.24,(1-p)(m-l) 16mp
Αν c;=c], - φ= Ψ, δηλαδή η γενική προσέγγιση καλύπτει την
προηγουμένη. Επlσης το φ γlνεται lσο με φι όταν c],~O και lσο με φ, όταν
c;~O. Δηλαδή συμφωνεl με τις προσεγγlσεις για τις ουρές M/D/m και D/M/m.
7.2.2. nιθανότητα αναμονής αφικνούμενου πελάτη
Η πιθανότητα αναμονής Ρ (W > Ο) ενός αφικνούμενου πελάτη δεν εlναι lση
στη γενική περlπτωση με την πιθανότητα όλοι οι εξυπηρετητές να εlναι
κατειλημμένοι Ρ (Q;. m). Η ισότητα ισχύει μόνο όταν οι αφlξεις έχουν την
. P(W>O)Μαρκοβιανή ιδιότητα λόγω της ιδιοτητας PASTA. Ο λόγος όμως n' Λ_ ... ' εlναι
~ \~""""I
σχετικά σταθερός σε σχέση με το m. Έτσι χρησιμοποιώντας την προσέγγιση των
Kramer και Lagenbach-Belz για το Ρ (W > Ο) της G/G/1 και το γεγονός ότι
Ρ (Q;' I)~Ρ για αυτήν την ουρά, μπορούμε να προσεγγlσουμετο λόγο αυτό για
μεγαλύτεραm. Έτσι με την παρακάτω προσέγγιση μπορεl να βρεθεl προσεγγιστικά
και το P(Q;'m).
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Η προσέγγιση γισ το P(W>O) βσσlζεται πάλι στα αναλυτικά αποτελέσματα
για την M/M/m ουρά. Συγκεκριμένα υπάρχει η Erlang-c φόρμουλα:
P(W>O)=P(N"'m)~ (πιρ)" [ (mp)' +Σ (mp )']-' (7.2.2.1)
m!(I-p) m!(I-p) '-0 k!
και μια απλουστευμένηπροσέγγισητης:
με β=(1-μ) Ι;. και Φ(χ) την αθροιστική συνάρτηση πιθανότητας της κανονικής
κατανομής. Αυτή η προσέγγιση εlναι πολύ καλή για τα M/G/m συστήματα. Για τα
G/M/m όμως πρέπει να τροποποιηθεl κατάλληλα το β. Με αντικατάσταση στην
_Ά.-(7.2.2.2) του βο- ι ' , εχουμε:TCr
Για να χρησιμοποιηθεlη (7.2.2.3) μαζl με τα αναλυτικά αποτελέσματα:
Μετά από σύγκριση με άλλες προσεγγίσεις και αναλυτικά αποτελέσματα
αποφασίστηκε ότι για να βελτιστοποιηθεί η (7.2.2.4) θα έπρεπε να χρησιμοποιηθεl
το κάτω-φράγμα της (7.2.2.3). Έτσι η προσέγγιση γlνεται:
Η προσέγγιση αυτή εlναι αρκετά καλή. Όμως για C}< Ι υποτιμά το
αποτέλεσμα, όταν το m είναι μεγάλο και ταυτόχρονα το Ρ μικρό. Έτσι
χρησιμοποιεlται η προσέγγιση κανονικής κατανομής που δουλεύει καλά κάτω από
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Η τελική προσέγγιση γιο την G/M/m είνοι η (7.2.2.5) στις περισσότερες
περιπτώσεις. Στις υπόλοιπες χρησιμοποιείτοι ένος συνδυασμός των (7.2.2.5) και
(7.2.2.6). Δηλαδή:
(2.2.5) αν )'~O.5 ή m~6 ή c~~ Ι
J
1
P(W(GIMlm»O)= c~(2.2.5)+(I-c~){2.2.6) αν m;>7,γ;>1 και c~<l
2(1- c~)(y-0.5) (2.2.6)+[ Ι -2( I-c~)(Υ-0.5)J(2.2.5)
αν m~7,c:<1 και 0.5<)'<1
Για την περίπτωση της G/G/m ουρός γενικεύεται η παροπόνω προσέγγιση στην:
Ρ (w (Ρ, c~, c~,m) > Ο)~min(π, ι}
[ Πι αν y'i;0.5 ή m'i;6 ή c~;> Ι )με π= Π2 αν m~7, γ~ Ι και C~< Ιπ, αν m'?-7,c~<1 και 0.5<)'<1
πι=/π,+(l-/)Πs
Π2=c~πl+(1-C~)Π6
Π ,=2 (I-c~)(γ-Ο.5)Π,+[ 1-2 (l-c~)( γ-0.5)]π ι
(
Ι-Φ(l+c')(I-ρ)Γm/(c'+c')) ]π.=mίn Ι, 1-~«I-ρ)Γm) τ χ P(W(MIMlm»O)
(








Το Ζ εδώ είναι μια προσέγγιση του (7.2.2.7) για την G/G/m. Είναι ακριβές για
c~=1 ή c~=l ή c~~O. Το π, είναι η προσέγγιση κότω φρόγματος για την
GIM/m, ενώ το π ... είναι η τροποποίηση της με το νέο Ζ. ΤΟ πι είναι ο
συνδυασμός τους και συνήθως η τελική τιμή της προσέγγισης. Το π, είναι η
προσέγγιση κανονικής κατανομής.
49
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 22:24:03 EET - 137.108.70.7
7.2.3. Η διακύμανση του W
Για την διακύμανση η μελέτη ξεκινό από τον υπό συνθήκη χρόνο αναμονής
D=(WIW>O).
• E[WlΠροφανως E[D]= Ρ(w>Ό) (7.2.3.1) το οποίο μπορεί να υπολογιστεί από τις δύο
προηγούμενες προσεγγίσεις.
Από προηγουμένη μελέτη [38] χρησιμοποιείται η εξής προσέγγιση για τον
τετραγωνικό συντελεστή μεταβλητότητας του Ο:
, 4(I-p)d~
cD=2p-1+ , " (7.2.3.2)3(ε., +!Γ
3 Ε[χ3 ]με d X - Ε[χ]3
Επειδή η τελική προσέγγιση πρέπει να εξαρτόταl από τις ροπές μόνο πρώτης και














Έτσι από τις σχέσεις (7.2.3.2),(7.2.3.3),(7.2.3.4) και τις προηγούμενες προσεγγίσεις
μπορεί να υπολογιστεί η διακύμανση του W.
7.2.4 Η κατανομή του W
Η κατανομή του W μπορεί να προσεγγιστεί από την παρακότω σχέση:
με τα a και n να ικανοποιούν το όριο:
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Η ασυμπτωτική αυτή προσέγγιση είναι γνωστό ότι ισχύει με σημαντική
γενικότητα. Η παράμετρος n μπορεί να υπολογιστεί ως η ρίζα της εξίσωσης:
[ ,,2:-χ,]Ε e '" =1
Μια απλή προσέγγιση βαριάς κυκλοφορίας βασισμένη στην τετράδα (p,cic~m)
είναι:
η οποία μπορεί να βελτιωθεί σημαντικά αν συμπεριληφθούν και ροπές ανώτερης
τάξης των Τ και Χ
Για την παράμετρο a υπάρχει η προσέγγιση:
a~nE[WJ
7,3, Πιθανότητες μόνιμης κατάστασης συστήματος G/G/m
Αυτή η προσέγγιση βασίζεται στα εξής μεγέθη:
λα) Ένταση κυκλοφορίας ρ=-
μι"
β) Συντελεστές διακύμανσης των Τ και Χ, c; και C~ αντίστοιχα
γ) Προσδοκώμενος αριθμός πελατών στο σύστημα, όπως φαίνεται σε τυχαίο
παρατηρητή Ε[Q,,]
δ) Προσδοκώμενος αριθμός πελατών σε G/G/1 ουρά με ίση ένταση κυκλοφορίας,
όπως φαίνεται σε τυχαίο παρατηρητή E[Q,]
Τα δύο τελευταία μεγέθη δεν είναι άμεσα υπολογίσιμα. Παρ' όλα αυτά
υπάρχουν αρκετές καλές προσεγγίσεις (όπως οι προηγούμενες) για το E[W].
Από αυτές τις προσεγγίσεις και τις αναλυτικές σχέσεις Ε[Q]=λΕ[S], S=W +Χ
μπορούν να υπολογιστούναυτά τα μεγέθη.Άρα θεωρούνταιγνωστά.
Οι πιθανότητεςπου θα προσεγγιστούνείναΙ'
Ορίζονταςως Ρd την πιθανότητα αναμονής (όχι σε στιγμή άφιξης):
Το σύστημα μπορεί να βρίσκεται σε δύο καταστάσεις:
1) Όλοι οι εξυπηρετητές είναι κατειλημμένοι με πιθανότητα Ρd
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2) Έστω και ένας εξυπηρετητής είναι ελεύθερας με πιθανότητα 1-Ρd
Από τον νόμο ολικής πιθανότητας έχουμε:
r
όπου I,(j) (j~I,I ...m-l) και I,(j) (j~m,m+l... ) είναι οι υπό συνθήκη [
κατανομές του Νm'
Στη μελέτη συτή τα I,(j) και I,(j) προσεγγίζονται θεωρωντας το σύστημα Γ
GIGlm ως GIG/I στην περίπτωση 1 και ως GIG/oo στην περίπτωση 2.
7.3.1 Περίπτωση 1
Σσν βάση γισ την μελέτη επιλέχθηκε η προσέγγιση των Shanthikumar και
Buzacott:
( GIG/I)~f Ι-ρ 1'~01Pj (1-')')-' ·"1 [30]Ι Ρ Ρι Ρι ,1 'Υ J
, E[Q,]-p
με ρ,= E[Q,]
Έτσι μια προφανής προσέγγιση του Ι, είναι:
7.3.2 Περίπτωση 2
Γισ την περίπτωση αυτή η ουρά προσεγγίζεται από την GIG/oo και
σξιοποιήθηκσν τα αποτελέσματα που υπάρχουν για την MIG/oo. Είναι γνωστό
ότι οι πιθανότητες μόνιμης κατάστασης ενός συστήματος MIG/oo ακολουθούν
κατανομή PoIsson με παράμετρο p,~l. Άρα γισ την ΜIGI m ουρά:
μ
όπου το Κ=[e'p ,Σ Ρ/ ]-' είνσι πσράγοντας κσνονικοποίησης που διασφαλίζει ότι
J'-O )!
η 1,(1') είναι συνάρτηση πιθανότητας.
Για γενικές μη,Μσρκοβισνές αφίξεις θεωρείτσι ότι η πιθανότητα οποιουδήποτε
εξυπηρετητή να είναι κατηλειμμένος σε τυχαία χρονική στιγμή είνσι σνεξάρτητος του
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αποτελείται από m ανεξάρτητες ροές πελατών, με μέσο ρυθμό αφίξεων λ η
μ
καθεμία. Προφανώς αυτή η προσέγγιση γίνεται πιο ακριβής όσο μεγαλώνει το m.
Έτσι καταλήγουμε στην προσέγγιση:
, ,J,(j)=K(;) ρ,'(Ι - p,)m-J , j ';;m-I
με κ=[I-μ:Γ' ξανά παράγοντακανονικοποίησης.
Αυτό που μένει είναι να υπολογιστείτοκ Ρd και το Ρ2
Από την (7.3.1) το προσδοκώμενο μέγεθος της ουράς είναΙ'
για πολύ μεγάλα m μ2~.1.... Αυτό όμως δεν ισχύει για μικρά m, έτσι
mμ









Ε [Q,,,] = Σ j p,=(I-Pd)K(mp,-mp:)+P, [ ~ι. +m] (7.3.2)
j-O 1 Ρι
Για γνωστό Ρd η παραπάνω εξίσωση μπορεί να λυθεί με έναν αλγόριθμο εύρεσης
ριζών.
Έτσι η τελική προσέγγιση είναΙ'
=Ρ (1- ') . J-"'+(I_P )1' m) iι/(I_ρ,)o- }Ρ J d Ρι Ρι d. Ι" '"\) -Ρ2
E[QI]-P
με Ρι E[QI]
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8. ΠΡΟΣΕΓΓιΣΗ ΦΑΣΕΩΝ
Μια όλλη μέθοδος για να αντιμετωπιστούν οι ουρές με γενικευμένες αφlξεlς και
εξυπηρετήσεις εlναl να αντικατασταθεl η όγνωστη κατανομή G (εlτε των ενδιόμεσων
χρόνων αφlξεlς εΙτε των χρόνων εξυπηρέτησης) με μια κατανομή φόσεων. Όπως έχει
ειπωθεl ήδη κότι τέτοιο εlναl εφικτό επειδή οι κατανομές φόσεων εlνOl πυκνές στο πεδlο
των συναρτήσεων. Πρέπει όμως να βρεθεl κόθε φορό μια κατανομή φόσεων που να έχει
την lδ,α ή παρόμοια συμπεριφορό με την αρχική κατανομή για να μπορέσει να την
αντικαταστήσει Για να θεωρηθεl η κατανομή φόσεων ικανή να αντικαταστήσει την όγνωστη
G πρέΠει να συμφωνούν οι ροπές τους. Ο αριθμός των ροπών που ταυτlζοντOl εξαρτότOl
από τις απαιτήσεις της κόθε συγκεκριμένης μεθόδου όπως θα δούμε και παρακότω.
Η μέθοδος αυτή χρησιμοποlεlταl κυρlως όταν εlναl γνωστές μόνο οι δύο ή τρεις
πρώτες ροπές της κατανομής ή υπόρχουν μόνο κόποια δεδομένα (ως αποτέλεσμα
πειρόματος για παρόδειγμα). Όμως ακόμα και όταν η κατανομή εlναl γνωστή η
προσέγγιση αυτή μπορεl να βοηθήσει στην κατασκευή ενός μοντέλου με πιο απλή
μαθηματική μορφή (π.χ. αντικατόσταση της κανονικής κατανομής). Τα πλεονεκτήματα
αυτού του εlδους προσεγγlσεων εlναl ότι χρησιμοποιώντας τις κατανομές φόσεων το
σύστημα ουρός μπορεl να αναλυθεl ευρύτερα θεωρητικό καθώς και να κατασκευαστούν
μοντέλα προσομοlωσης για αυτό. Το κύριο μειονέκτημα αυτής της μεθόδου εlναl ότι δεν
δlνεl όμεσα αποτελέσματα όπως για παρόδειγμα οι προσεγγlσεlς δύο ροπών. Δηλαδή για
να λυθεl το σύστημα ουρός απαιτούνται επιπλέον μέθοδοι και προσεγγlσεlς.
Το αντικεlμενο αυτό εlναl πολύ ευρύ και καταλαμβόνεl μεγόλο μέρος της
βlβλlογραφlας που ασχολεlταl με τα συστήματα ουρός. Στόχος των ερευνητών εlναl να
βρουν μεθόδους που πληρούν κατό το μέγιστο τα παρακότω κριτήρια:
1) Των αριθμό των ροπών που ταυτlζοντOl.
2) Την υπολογιστική "ευκολlα" της μεθόδου. Δηλαδή οι εκφρόσεις των παραμέτρων της
κατανομής φόσεων δlνονταl σε κλειστή μορφή ή ο αλγόριθμος καταλήγει για
παρόδειγμα σε ένα πρόβλημα βελτιστοποlησης?
3) Την γενικότητα της μεθόδου. Η κατανομή φόσεων που χρησιμοποlεlταl να εlναl
αρκετά πυκνή στο πεδίο των συναρτήσεων ώστε να μπορεί να αντικαταστήσει όσο
το δυνατόν περισσότερες κατανομές.
4) Την ελαχlστοποlηση των φόσεων. Όσο λιγότερες φόσεις έχει η κατανομή στην
οποlα καταλήγουμε τόσο μειώνεται ο υπολογιστικός χρόνος του αλγορlθμου.
Συγκεκριμένα κόθε ερευνητής αρχικό αναζητό μια υποκατηγορlα των κατανομών
φόσεων για να αVΤIKαταστήσεl την όγνωστη κατανομή. Αυτές οι κατανομές πρέπει να εlναl
αρκετά πυκνές ώστε να μπορούν να αντικαταστήσουν όσο το δυνατό περισσότερες
κατανομές, ενώ συγχρόνως να έχουν πολύ λιγότερες παραμέτρους από την γενική
περlπτωση. Στη συνέχεια κατασκευόζεl έναν αλγόριθμο που να υπολογlζεl αυτές τις
παραμέτρους ταυτlζοντας ροπές της όγνωστης κατανομής με ροπές της κατανομής
φόσεων. Συνήθως η μέθοδος καταλήγει σε ένα πρόβλημα βελτιστοποlησης που
χρησιμοποιεl μεθόδους που ξεφεύγουν από τους σκοπούς αυτής της εργασlας. Γενική
κατεύθυνση εlνOl η επιλογή κατανομών φόσεων με όσο το δυνατόν λιγότερες
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Σε αυτό τα κεφάλαια θα παραυαιαατούν μέθοδοι που καταλήγουν αε κλειατές
μορφές για τον υπολογισμό των παραμέτρων της κατανομής φάσεων. Αρχικά θα
παρουσιαστεί ένας απλός αλγόριθμος που βασlζεταl στην ταύτιση των δύο πρώτων
ροπών ([32] Ch. 7.6). Στη συνέχεια θα παρουσιαστεί η μέθοδος των Osogami και Harchol-
Balter [27],[28] που ταυτίζει τις τρεις πρώτες ροπές και χρησιμοποιεί μια κάπως πιο
περίπλοκη κατανομή φάσεων.
8.1.Μέθοδος ταύτισης δύο πρώτωνροπών
Για αυτήν την μέθοδο θα χρησιμοποιηθούν οι κατανομές Erlang και Coxian που
παρουσιάστηκαν σε προηγούμενο κεφάλαιο.
Όπως είδαμε προηγουμένως ο συντελεστής διακύμανσης της Erlang παίρνει τιμές
c~._l όπου r οι φάσεις της κατανομής. ·Ετσl η E~ang είναι κατάλληλη για C~ .. l.
r
Ι
Στην περίπτωση όμως που το C~ δεν είναι ακέραιος πρέπει να χρησιμοποιήσουμε μια
μίξη δύο κατανομών Erlang με φάσεις r και r-1 ώστε ο συντελεστής διακύμανσης να πάρει
. Ι C' Ιτιμη - < ε. <--Ι .
r r-
Αντιθέτως η Coxian έχει πολύ πιο ευρύ φάσμα τιμών για το συντελεστή
διακύμανσης, έτσι μπορεί να χρησιμοποιηθεί και για C~,. Ι. Επειδή όμως δεν υπάρχουν
αναλυτικά αποτελέσματα για την γενική περίπτωση θα χρησιμοποιηθεί η ειδική περίπτωση
της Coxian δύο φάσεων.
Όπως φαίνεται η μέθοδος εξαρτάται από την τιμή του συντελεστή διακύμανσης.
, _Ι_εΝ1..1 CG~l , C~
Η κατανομή E~ang όπως αναφέρθηκε και προηγουμένως έχει δύο παραμέτρους. Τον
αριθμό των φάσεων r και την εκθετική παραμέτρων της κάθε φάσης Ι Από τα
αποτελέσματα για την E~ang έχουμε αμέσως
Ι




Σε αυτήν την περίπτωση χρησιμοποιεlταl η μlξη δύο κατανομών Erlang με ίδια εκθετική
παράμετρο και φάσεις r και r -1 αντίστοιχα. Οι δύο αυτές Erlang είναι αμοιβαία
αποκλειόμενες και επιλέγονται με πιθανότητα α και Ι -α. Το αποτέλεσμα είναι μια
κατανομή φάσεων με 7<c'< Ι.~ Ι· Οι παράμετροι Υ, α, λ υπολογίζονται ως εξής
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Για αυτήν την περίπτωση χρησlμαπαlεlταl μια Caxian δύα φάσεων. Όπως έχει
αναφερθεί ήδη η κατανομή αυτή έχει τρεις παραμέτρους λ,. λ,. α και εΙναι γνωστό ότι:
















-λΕ λ Ε Ο Ο Ο Ρ
Ο -λΕ λΕ Ο Ο Ο
-Q= Ο Ο -λπ ρcλα (1- Ρc)λcι ο Ομε π=
Ο Ο Ο -λα λα Ο
Ο Ο Ο Ο Ο ι-ρ
8.2 Μέθοδος ταύτισης τριών πρώτων ροπών
Στην μέθοδο των Osogami και Harchol-Balter χρησιμοποιείται η λεγόμενη E~ang­
Coxian κατανομή (EC) με r φάσεις. Αυτή ορίζεται ως η συνέλlξη μιας r-2 φάσεων Erlang με
μl~=~Ο~ίan δύο φάσεων. Επίσης EC(O);'O. Σε μορφή Μαρκοβιαννής αλυσΙδας για Ι
Ι
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Η ιδέα πίσω από την δημιουργία αυτής της κατανομής είναι η εξής. Έστω ότι έχουμε
μια κατανομή G που θέλουμε να αντικαταστήσουμε με μια κατανομή φάσεων. Αν η G έχει
υψηλές ροπές δεύτερης και τρΙτης τάξης μπορούμε να αρκεστούμε σε μια Coχian δύο
φάσεων έστω Χ Αν όμως οι ροπές έχουν χαμηλότερες τιμές, μπορούμε να
προσθέσουμε μια εκθετική φάση πριν την Coχian έστω }' Έτσι η τελική κατανομή θα
εlναι: Ζ ~ }'ΟΧ Αν οι ροπές εlναι ακόμα πιο χαμηλές προσθέτουμε μια δεύτερη και μια
τρlτη ώστε να μειωθεl η διακύμανσητης Ζ.
Θέλουμε όμως η κατανομή στην οποΙα καταλήγουμε να έχει όσο το δυνατόν
μικρότερο αριθμό φάσεων. Αποδεικνύεταιαλλά εΙναι και απολύτωςλογικό ότι για δεδομένο
αριθμό εκθετικώνφάσεωνπου έχουμε προσθέσει η διακύμανσηγίνεται ελάχιστη όταν όλες
οι φάσεις έχουν τη Ιδια παράμετρο. Συγκεκριμένα αποδεικνύεται ότι για να
ελαχιστοποιούνται οι ροπές σε κάθε βήμα η εκθετική φάση που προστίθεται έχει
συγκεκριμένηπαράμετροπου εξαρτάται μόνο από την Χ Άρα καταλήγουμεστην
Ζ= Υ<,-210χ
Πριν προχωρήσουμε στην παρουσίαση του αλγορΙθμου για την εύρεση της
κατανομήςEC που ταιριάζει στην G, πρέπει να ορΙσουμε τα παρακάτω:










{ [1+2 , 1+1 , 1 ]U,= F ί+Ι <mF<-i- και mF >2m F -!
Mo={Flm~>2 κω m~=2m~-1}
M,={FI ~:7<m~<i~1 και m~=2m~-I} για ίΕΝ
L {F[ I+3 2 ,ί+2,= --m <m <--mι ί+2 F F ί+ Ι F
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Επίσης:
u.f-=u CO U, M+=U 00 Μ.
1= 1 ι , 1=1 ι
ι=ιουι+
[
Η σημασία των παραπάνω αυνόλων είναι η εξής. Αν ΟεΜ,υυ, τότε μπορεί να
αναπαρασταθεί από μια Coxian δύο φάσεων. Αν ΟεΜΝυυΝ τότε μπορεί να r
αναπαρασταθεί από μια EC Ν+2 φάσεων με P~ Ι. Δηλαδή εκτός από την Coxian δύο
φάσεων χρειάζεται και Ν εκθετικές φάσεις. Τέλος αν Gε LΝ τότε μπορεί να
αναπαρασταθεί από μια EC Ν+2 φάσεων με ρ<l. Τα σύνολα αυτά όπως φαίνεται από Γ
τα παραπάνω χρησιμεύουν στον διαχωρισμό περιπτώσεων κατά την εκτέλεση του
αλγορίθμου.
Μέθοδος εύρεσης της KaraVOu!kE
Νωρίτερα αναφέρθηκε ότι η εκθετική παράμετρος λε είναι συγκεκριμένη και
εξαρτάται μόνο από τις παραμέτρουςτης Coxian. Αυτή δίνεται από:
.
~'Cl
Άρα μένει να προσδιοριστούν οι παράμετροι (r, ρ, λcι , λα' Ρc) από τις οποίες
μπορούν να υπολογιστούν τα m~~ και E[Cox] όπως δείξαμε στο κεφάλαιο που
παρουσιάζεται η Coxian και να βρεθεί το λε .
Στη συνέχεια η μέθοδος διακρίνεται σε τρεις περιπτώσεις.
1) ΟεΜ,υυ,
Όπως είπαμε και προηγουμένως σε αυτήν την περίπτωση η G μπορεί να αντικατασταθεί
από μια Coxian δύο φάσεων με Cox(O)~O. Άρα ,~2 και p=l Οι υπόλοιπες τρεις
παράμετροιδίνονται από τους τύπους:
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Σε αυτή την περίmωση καθορίζεταιπρώτα το r ως:
Επίσης p~l
Σε αυτήν την περίπτωση η G μπορεί να αντικατασταθεί από την Z~Y['-21*X









d =[( r-1 )m~-( r- 2)][(r- 2) /n~-(r - 3)]'
Όμως ΧεΜ,υυ, άρα χρησιμοποιώντας τους τύπους της περίπτωσης 1) μπορούν να
υπολογιστούν οι παράμετροι (λc/, λΩ , pc)
3) GEL
Σε αυτήν την περίπτωση η G μπορεί να αντικατασταθεί από την
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Παρατηρούμε ότι Ο<ρ<! και WεM. Αν WεMo οι παρόμετροι (r,Ρ,λeι,λα,Ρc)
υπολογίζονται από την περίπτωση 1) ενώ αν WεM' δίνονται από την περίπτωση 2).
Αυτές ήταν δύο προσεγγίσεις φόσεων. Η βιβλιογραφία πόνω σε αυτό το θέμα είναι
ανεξόντλητη. Ακόμα και χρησιμοποιώντας την ίδια κατανομή φόσεων γίνονται συνεχώς
έρευνες ώστε να βελτιωθούν όλλα κομμότια της μεθόδου, όπως ο αλγόριθμος εύρεσης
των παραμέτρων. Επιλέχθηκαν αυτές οι δύο μέθοδοι για δύο λόγους. Πρώτον καταλήγουν
σε κλειστές μορφές, δεύτερον χρησιμοποιούν δύο πολύ βασικές κατανομές ή παραλλαγές
τους, πόνω στις οποίες βασίζονται οι περισσότεροι ερευνητές.
Για περισσότερες προσεγγίσεις φόσεων ο αναγνώστης μπορεί να ανατρέξει στην
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9. ΠΡΟΣΕΓΓιΣΗ ΔΙΑΧΥΣΗΣ
Σε αυτό το κεφάλαιο παρουσιάζεται η προσέγγιση διάχυσης ([24] Ch. 8.2). Η βασική
ιδέα αυτής της προσέγγισης είναι ότι κάτω από βαριά κυκλοφορία κάΠοια μεγέθη του
συστήματος που είναι διακριτά, προσεγγίζονται από μια διαδικασία διάχυσης που είναι
συνεχής. Στην πράξη αυτή η διαδικασία είναι μια κίνηση Brown.
Η λογική της προσέγγισης είναι η αναλογία με τη ροή ενός ρευστού. Γι' αυτό και
δουλεύει καλύτερα κάτω από βαριά κυκλοφορία. Κάτω από αυτές τις συνθήκες οι αφίξεις
κοι ΟΙ αναχωρήσεις είναι τόσο συχνές που μοιόζουν περισσότερο με ρευστό που μπαίνει
και βγαlνει από μια δεξαμενή παρά με μεμονωμένες.
Η προσέγγιση αυτή βασίζεται πάνω στα οριακά θεωρήματα. Από τον ισχυρό νόμο
των μεγάλων αριθμών η οριακή προσέγγιση που εξάγεται είναι μια ντετερμινιστική
συνάρτηση με το χρόνο, ενώ από το κεντρικό οριακό θεώρημα εξάγεται μια στοχαστική
διαδικασία. Εδώ θα επικεντρωθούμε στο δεύτερο.
Το μεγάλο πλεονέκτημα αυτής της μεθόδου είναι ότι μπορεί να χρησιμοποιηθεί για
να μελετηθεί η μεταβατική κατάσταση του συστήματος. Επίσης μπορεί να χρησιμοποιηθεί
και σε περιmώσεις που ΟΙ ρυθμοί Εισόδου και εξόδου δεν είναι σταθεροί. Χωρίς αυτόν τον
περιορισμό μπορεί να μελετηθεί και μια περhττωση λειτουργίας όπου ρ> Ι έστω και
στιγμιαία, αυτή όμως η περίmωση δεν ενδιαφέρει αυτή την εργασία. Τέλος μπορεί να
βοηθήσει aπλoπoιώντας κάπως τους υπολογισμούς όταν οι κατανομές είναι πολύ
περίπλοκες.
9.1 Περίπτ.ωση ουράς με έναν εξυπηρετητή.
·Εστω οι στοχαστικές διαδικασίες Q(I), Α (Ι), D(I) που είναι αντlστοιχα ο αριθμός
των πελατών στο σύστημα, ο συνολικός αριθμός αφίξεων και αναχωρήσεων μέχρι τη
στιγμή t. Είναι προφανές ότι:
Q(I )~Q( Ο)+Α (1)- D(I)
Είναι βασική η υπόθεση ότι Q(I »0 πάντα. Έτσι η D(I) μπορεί να υποτεθεί ότι είναι
ανεξάρτητη της Α (Ι). Επίσης υποθέτουμε ότι το σύστημα ξεκινά τη λειτουργία του άδειο,
άρα Q(O)~O
Επίσης είναι λογικό ότι
"Αφού το I.~Σ Τ, είναι άθροισμα ανεξάρτητων και ισόνομων τυχαίων μεταβλητών
,-,
μπορούμε να εφαρμόσουμε το κεντρικό οριακό θεώρημα. Έχουμε:
ElI"J~~ και varll.]=nu~
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Δηλαδή η διαδικασία Α (ι) ακολουθεί προσεγγιστικά κανονική κατανομή με
Ε[Α(I)]=λl και νατ[A(I)]=λ3σ~1
Με την ίδια λογική καταλήγουμεστο ότι και η υ( ι) έχει προσεγγιστικάκανονική κατανομή
με E[υ(I)]~μl και νar[υ(I)J=μ'σ~1
Το τελικό αποτέλεσμα είνσι ότι για μέση με βαριά κυκλοφορία η διαδικσσίσ
Q(I )~A (1)- υ(ι) μπορεί να προσεγγιστεί σπό μισ διαδικσσίσ διάχυσης με σπειροστή
μέση τιμή κσι δισκύμανση:
λ 23232m= -μ και D =λ στ+μ σχ
Δηλαδή:
Και για την λύση ισορροπίας:
2:ψ 11)






Από το παραπάνω φαίνεται ότι η μέση τιμή του αριθμού πελατών στην ουρά σε Ι
κατάσταση ισορροπίας είναι:
~, λ32 32E[Q]~-u ~_ σ,+μ σχ Ι
2m 2(λ-μ) γ
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9.2 Περίπτωση ουράς με περισσότερουςαπό έναν εξυπηρετητές
Για περισσότερους εξυπηρετητές η μέθοδος γίνεται πολύ περlπλοκη. Συγκεκριμένα
ενώ η διαδικασlα αφlξεων παραμένει αμετάβλητη. η διαδικασία αναχωρήσεων εξαρτάται
άμεσα από τον αριθμό των εξυπηρετητών (έστω m ) που απασχολούνται κόθε στιγμή.
Όταν δεν εlναι κατειλημμένοι όλοι έχουμε:
Ε[D(ι)]~nμι και vαr[D(ι)]=nμ'αΎι
Ενώ αν n > m Ο ρυθμός αναχώρησης παίρνει τη μέγιστη τιμή του mμ καΙ'
Ε[D(ι)]=mμι και vαr[D(ι)]~mμ3σΎι
Μπορούμε να ισχυριστούμε τα lδια με την προηγουμένη περlπτωση και να εφαρμόσουμε
την προσέγγιση διόχυσης με την διαφορά ότι η απειροστή μέση τιμή και διακύμανση πλέον
εξαρτιούνται από την κατάσταση του συστήματος. Έτσι:
m=b(x)=λ-min[χ.m] μ
D2 =a(x )=λ3σ~+mίn[χ,m]/σ~
Εmπλέον η εξlσωση διάχυσης γίνεταΙ'
aF a ι a'
-=--:;-(b(x )F)+,-,(a(.<) F)Ο, 0:( _ ΟΧ
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Για πιο εξεζητημένες προαεγγίαεις διόχυαης ο αναγνώατης μπορεί να ανατρέξει







Institutional Repository - Library & Information Centre - University of Thessaly





10. ΑΡIΘΜΗΤιΚΗ ΣΥΓΚΡΙΣΗ ΜΕΘΟΔΩΝ
Σε αυτό το κεφόλαιο γίνεται αύγκριαη ανόμεσα στα αποτελέσματα των μεθόδων για
συγκεκριμένες περιπτώσεις με ακριβή αποτελέσματα καθώς και μεταξύ τους.
Το κεφόλαιο χωρίζεται σε πέντε μέρη. Αρχικό συγκρίνεται το προσδοκώμενο μήκος
ουρός με έναν εξυπηρετητή. Σε αυτήν την περίπτωση συγκρίνονται οι προσεγγίσεις βαριός
κυκλοφορίας, διόχυσης και από τις προσεγγίσεις δύο ροπών οι τύποι των Kramer και
Lagenbach-Belz και W. Whitt. Στη συνέχεια συγκρίνεται το ίδιο μέγεθος, αλλό για ουρές με
περισσότερους εξυπηρετητές. Η σύγκριση γίνεται για την προσέγγιση βαριός κυκλοφορίας
και την μέθοδο δύο ροπών του W. Whitt. Στο τρίτο μέρος συγκρίνεται η πιθανότητα
αναμονής ενός αφικνούμενου πελότη από τις μεθόδους των των Kramer και Lagenbach-
Belz και W. Whίtt. Στο τέταρτο μέρος αξιολογείται η προσέγγιση δύο ροπών του Α. Shore
για την κατανομή του αριθμού των πελατών στο σύστημα. Στο πέμπτο μέρος συγκρίνονται
οι προσεγγίσεις φόσεων με βόση τη κατανομή και την προσδοκώμενη τιμή του αριθμού
των πελατών στο σύστημα. Τέλος γίνεται ένας γενικός σχολιασμός για τα πλεονεκτήματα
και τα μειονεκτήματα της κόθε μεθόδου.
Για την εκτέλεση των αλγορίθμων των παραπόνω μεθόδων χρησιμοποιήθηκε η
γλώσσα προγραμματισμού ForIran. Συγκεκριμένα για την μέθοδο του Α. Shore που
απαιτεί την εύρεση ρίζας, χρησιμοποιήθηκε και το πρόγραμμα Mathematica. Για τις
προσεγγίσεις ψόσεων χρησιμοποιήθηκε πρόγραμμα σε ForIran για την εύρεση των
παραμέτρων των νέων κατανομών και το πρόγραμμα προσομοίωσης Arena για την
εξαγωγή των αποτελεσμότων. Οι ακριβείς τιμές των μεγεθών έχουν παρθεί από διόφορες
επιστημονικές εκδόσεις που παρατίθενται σε κάθε περΙπτωση και εΙναι αποτελέσματα
προσομοιώσεων ή αναλυτικών μεθόδων.
Στις περισσότερες περιπτώσεις το μέγεθος που συγκρίνεται είναι το προσδοκώμενο
μήκος ουρός. Ο λόγος που επιλέχθηκε αυτό το μέγεθος είναι ότι ενώ εξαρτόται από το Ρ
δεν εξαρτόται από τις επιμέρους τιμές των λ και μ. Έτσι για κόθε μέθοδο που προσεγγίζει
τον προσδοκώμενο χρόνο αναμονής υπολογlζεται το προσδοκώμενο μήκος ουρός μέσω
του νόμου του Ι~Ilθ.
10.1. Προσδοκώμενο μήκος ουράς με έναν εξυπηρετητή
Στους παρακάτω πίνακες παρουσιάζονται τα αποτελέσματα των μεθόδων σε
διόφορες περιπτώσεις. Για κόθε διαφορετική τιμή του Ρ δίνεται και το μέσο σχετικό
σφόλμα της κόθε μεθόδου.
ρ=Ο.3
(c~,c~) Κ.Ι.Β. Whitt Heavy-traffic Diffusion Ακριβές
(0.5,0.5 ) 0.04357 0.03894 0.06430 0.164286 0.03920
(0.5,1) 0.07441 0.06594 0.09645 0.521429 0.06490
(0.5.4) 0.265336 0.200576 0.289350 2.66429 0.24860
(0.333,0.333 ) 0.01515 0.02193 0.04282 0.00921 0.01690
(0.333, 1.083) 0.05314 0.05250 0.08809 0.512071 0.04800
(0.333,0.342) 0.02624 0.03015 0.05716 0.168500 0.02780
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Από τα νούμερα φαίνεται ότι η μέθοδος του W. Whitt έχει καλύτερη ακρίβεια από τις
άλλες για χαμηλή με μέση κυκλοφορία. Όμως για ρ>0.9 η μέθοδος των Kramer και
Lagenbach-Belz είναι πιο ακριβής.
Τέλος οι άλλες δύο μέθοδοι υστερούν πάρα πολύ στην χαμηλή κυκλοφορία και μόνο
από ρ=0.9 και πάνω το σφάλμα τους είναι συγκρίσιμο με των άλλων μεθόδων. Αυτή η
παρατήρηση ήταν αναμενόμενη καθώς και οι δύο μέθοδοι βασίζονται σε συνθήκες βαριάς
κυκλοφορίας. Συγκεκριμένα η προσέγγιση διάχυσης βασίζεται στην υπόθεση ότι η ουρά
δεν αδειάζει ποτέ. Σαν αποτέλεσμα σε χσμηλή και μέτρια κυκλοφορία αποκλίνει από την
ακριβή τιμή πάρα πολύ. Αντίθετα στην περίmωση του ρ=0.98 το σφάλμα της είναι το
μικρότερα καθώς σε αυτήν την περίπτωση η βασική υπόθεση είναι πιο κοντά στην
πραγματικότητα.
Οι ακριβείς τιμές έχουν παρθεί από [5].
0= .
(c;.C;'J K.L.B. Whitt Heavy-traffic Diffusion Ακριβές
(0.5,0.5) 0.211620 0.189177 0.250000 0.250000 0.195000
(0.5, !) 0.335565 0.303929 0,375000 0.750000 0.309000
(0.5,4) 1.08410 0.912120 1.12500 3.75000 1.04700
(0.333,0.333 ) 0.106662 0.114790 0.166500 -0.0005 0.105700
(0.333, 1.083) 0.287176 0.269352 0.354075 0.749800 0.268600
(0.333,0.342) 0.108677 0.116379 0.168675 0.0082 0.107200
(2.33,0.333) 0.555676 0.666500 0.666500 0.999500 0.758400
(2.33,1.083) 0.772813 0.854075 0.854075 1.74980 0.975900
(2.33,0.342) 0.558443 0.668675 0.668675 1.00820 0.763500
(0.58,0.333) 0.200665 0.213208 0.228250 0.123000 0.174500
(0.58, 1.083) 0.387440 0.353594 0.415825 0.873300 0.353400
(0.58,0.342) 0.202823 0.214638 0.230425 0.131700 0.175900
Μέσο σχετικό 0.110921 0,08941 0.246299 0.881508 -σφάλμα
(2.33,0.333) 0.132863 0.171424 0.171424 0.437786 0.19520
(2.33,1.083) 0.187593 0.216691 0.216691 0.940643 0.26100
(2.33,0.342) 0.151334 0.185763 0.185763 0.597071 0.21530
(0.58,0.333) 0.04346 0.05249 0.05871 0.06214 0.03190
(0.58, 1.083) 0.08773 0.07678 0.103973 0.56500 0.07100
(0.58,0.342) 0.05736 0.05114 0.07304 0.221429 0.04490
Μέσο σχετικό 0.181960 0.152773 0.544313 4.04491 -σφάλμα
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(C;, c',.) Κ.Ι.Β. Whitt Heavy-traffic Diffusion Ακριβές
(0.5,0.5) 0.760368 0.713727 0.815000 0.716667 0.7268
(0.5,1) 1.16803 1.10647 1.22250 1.55000 1.1200
(0.5,4) 3.61713 3.31304 3.66750 6.55000 3.5572
(0.333,0.333 ) 0.449398 0.454736 0.542790 0.243500 0.4422
(0.333,1.1) 1.07095 1.02823 1.16790 1.52183 1.0243
(0.333,0.354) 0.466280 0.469625 0.559905 0.278500 0.4565
(2.33,0.333 ) 1.95217 2.17279 2.17279 2.57683 2.3697
(2.33.1.1) 2.63992 2.79545 2.79545 3.85167 2.9830
(2.33,0,354 ) 1.97047 2.18746 2.18746 2.60833 2.4076
(0.58,0.333) 0.705572 0.718902 0.744095 0.531667 0.6662
(0.58,1.1) 1.33145 1.26843 1.36920 1.81000 1.2619
(0.58,0,354) 0.722697 0.732957 0.761210 0.566667 0.6797
Μέσο σχετικό 0.06457 0.04305 0.107488 0.29452 -σφάλμσ
ρ-ο 9
(c;,cΎ) Κ.Ι.Β. Whitt Heavy-traffic Diffusion Ακριβές
(0.5,0.5) 3.97569 3.90542 4.05000 3.85000 3.92400
(0.5,1) 6.00046 5.91153 6.07500 6.35000 5.93100
(0.5,4) 18.1501 17.7190 18.2250 21.3500 18.0585
(0.333,0.333 ) 2.56708 2.56962 2.69730 2.26350 2.57140
(0.333, 1.0833) 5.60409 5.53901 5.73602 6.01500 5.63920
(0.333,0.36) 2.67631 2.67505 2.80665 2.39850 2.65250
(2.33,0.333) 10.4005 10.7852 10.7852 11.2500 11.0740
(2.33, 1.0833) 13.5507 13.8239 13.8239 15.0015 13.9874
(2.33,0,36) 10.5169 10.8945 10.8945 11.3850 11.3381
(0.58,0.333) 3.64511 3.66154 3.69765 3.37500 3.6202
(0.58.1.0833 ) 6.68365 6.59405 6.73637 7.12650 6.6081
(0.58,0,36) 3.75444 3.76522 3.80700 3.51000 3.7455
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(C~, cl) Κ.Ι.Β. Whitt Heavy-traffic Diffusian Ακριβές
(0.5,0.5 ) 8.94618 8.89398 9.05000 8.80000 8.89200
(0.5,1) 13.4586 13.3991 13.5750 13.8000 13.3760
(0.5,4) 40.5334 40.1789 40.7250 43.8000 40.4415
Μέσα σχετικό 0.004846 0.004920 0.010843 0.041697 -σφόλμα
(C~,C;) Κ.Ι.Β. Whitt Heaνy-traffic DiffusIon Ακριβές
(0.5,0.5 ) 23.9285 23.8378 24.0000 23.7700 23.8630
(0.5,1) 35.9335 35.8174 36.0000 36.2700 35.8435
(0.5,4) 107.963 107.432 108.000 111.270 107.898
Μέσο σχετικό 0.001954 0.002305 0.004219 0.015683σφάλμα
10.2. Προσδοκώμενο μήκος ουράς με πολλούς εξυπηρετητές
Τα συμπεράσματα σε αυτή την περίπτωση είναι αντίστοιχα των προηγούμενων. Η
μέθοδος του W. Whitt είναι πιο ακριβής. Η ακρίβεια και των δύο μεθόδων αυξάνεται όσο
αυξάνεται η κυκλοφορία και μειώνεται όσο αυξάνεται ο αριθμός των εξυπηρετητών.
Οι ακριβείς τιμές έχουν παρθεί από [39J.
ρ=0.5
m (C~,C2,) Whitt Heavy- Ακριβέςtraffic
(2.25, ι) 0.560572 0.536250 0.570000
(0.25,1) 0.138642 0.206250 0.122000
2 (0.5,0.5) 0.120126 0.165000 0.118000
(2, ο) 0.347961 0.330000 0.320000
Μ. Σ. σφάλμα 0.051669 0.235868 -
4 (2.25,1) 0.298877 0.276250 0.350000
(0.25,1) 0.067150 0.106250 0.047000






Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 22:24:03 EET - 137.108.70.7
(2, ο) 0.186709 0.170000 0.220000
Μ. Σ. σφάλμσ 0.180196 0.473058 -
(2.25,1) 0.115050 0.095875 0.157000
(0.25, 1) 0.018486 0.036875 0.009000
8 (0.5,0.5) 0.018593 0.029500 0.012300
(2,0) 0.073160 0.059000 0.113000
Μ. Σ. σφάλμα 0.437078 1.07256 -
(2.25,1) 0.007215 0.006013 0.021000
(0.25,1) 0.001159 0.002313 0.000110
20 (0.5,0.5) 0.001166 0.001850 0.000300
(2, Ο) 0.004588 0.003700 0.021000
Μ. Σ. σφάλμα 2.77273 5.34538 -
Μέσο σχετικό 1.01226 2.09614 -σφάλμα
07D; .
m (c~, ciJ Whitt Heavy- Ακριβέςtraffic
(2.25,1) 2.23639 2.19375 2.27000
(0.25,1) 0.696399 0.843750 0.670000
2 (0.5 ,0.5) 0.575332 0.675000 0.580000
(2, ο) 1.38149 1.35000 1.33000
Μ. Σ. σφάλμα 0.020194 0.094350 -
(2.25,1) 1.68204 1.62500 1.83000
(0.25,1) 0.498801 0.625000 0.440000
4 (0.5,0.5 ) 0.416745 0.500000 0.400000
(2, ο) 1.04212 1.00000 1.13000
Μ. Σ. σφάλμα 0.066825 0.179504 -
(2.25,1) 1.11639 1.02375 1.30000
(0.25,1) 0.276071 0.393750 0.240000
8 (0.5,0.5) 0.241550 0.315000 0.230000
(2, ο) 0.698413 0.630000 0.860000
Μ. Σ. σφάλμσ 0.105929 0.298026 -
20 (2.25, ι) 0.553173 0.471250 0.590000
(0.25,1) 0.100355 0.181250 0.050000
(0.5,0.5) 0.096644 0.145000 0.058000
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ΙΜ. Σ. σφάλμα Ι 0.398012 0.941850 -





m (C~. ci) Whitt Heaνy- Ακριβέςtraffic
(2.25.1) 4.66733 4.61500 4.75000
(0.25.1) 1.58101 1.77500 1.55000
2 (0.5.0.5) 1.28795 1.42000 1.30000
(2, ο) 2.87864 2.84000 2.85000
Μ. Σ. σφάλμα 0.011346 0.053880 -
(2.25.1) 3.96328 3.88375 417000
(0.25. 1) 1.30333 1.49375 1.23000
4 (0.5.0.5) 1.06824 1.19500 1.06000
(2.0) 2.44873 2.39000 2.58000
Μ. Σ. σφάλμα 0.033569 0.096816 -
(2.25.1) 3.13073 2.97375 3.42000
(0.25.1) 0.924149 1.14375 0.860000
8 (0.5.0.5) 0.775620 0.915000 0.780000
(2. ο) 1.94592 1.83000 2.22000
Μ. Σ. σφάλμα 0.057650 0.161835 -
(2.25.1) 1.82558 1.65750 2.22000
(0.25.1) 0.452782 0.637500 0.390000
20 (0.5.0.5) 0.396816 0.510000 0.380000
(2. ο) 1.14412 1.02000 1.57000
Μ. Σ. σφάλμα 0.130832 0.316083 -
Μέσο σχετικό 0.068646 0.184887 -σφάλμα
l
090=
m (C~. ci) Whitt Heaνy- Ακριβέςtraffic
(2.25.1) 12.5266 12.4637 12.7000
(0.25.1) 4.54765 4.79375 4.52000
2 (0.5.0.5 ) 3.66662 3.83500 3.69000
(2. Ο) 7.71638 7.67000 7.70000
Μ. Σ. σφάλμα 0.005647 0.024472 -
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(2.25, ι) 11.6261 11.5212 11.9000
(0.25,1) 4.16412 4.43125 4.08000
4 (0.5,0.5) 3.36591 3.54500 3.36000
(2, ο) 7.16743 7.09000 7.40000
Μ. Σ. σφάλμα 0.015364 0.042975
-
(2.25,1) 10.4943 10.2537 10.9000
(0.25,1) 3.58107 3.94375 3.51000
8 (0.5,0.5) 2.92182 3.15500 2.94000
(2, ο) 6.48765 6.3 1000 6.90000
Μ. Σ. σφάλμσ 0.024683 0.068301
-
(2.25,1) 8.42327 8.06000 9.10000
(0.25,1) 2.66667 3.10000 2.55000
20 (0.5,0.5) 2.20943 2.48000 2.20000
(2, ο) 5.22826 4.96000 6.00000
Μ. Σ. σφάλμα 0.050606 0.126116
-
Μέσο σχετικό 0.028323 0.077018
-σφάλμα
095ο= .
m (ξ c;") Whitt Heavy- Ακριβέςtraffίc
(2.25,1) 28.6683 28.6000 28.8000
(0.25, ι) 10.7261 11.0000 10.7000
2 (0.5,0.5) 8.61222 8.80000 8.63000
(2, ο) 17.6504 17.6000 17.6000
Μ. Σ. σφάλμα 0.002387 0.010936
-
(2.25,1) 27.5809 27.4625 28.0000
(0.25,1) 10.2529 10.5625 10.2000
4 (0.5,0.5) 8.24177 8.45000 8.26000
(2, ο) 16.9874 16.9000 17.3000
Μ. Σ. σφόλμσ 0.008086 0.020172
-
(2.25,1) 26.0000 26.2889 26.9000
(0.25, ι) 9.55047 10.0000 9.50000
8 (0.5,0.5) 7.70941 8.00000 7.76000
(2, ο) 16.2134 16.0000 16.7000
Μ. Σ. σφάλμα 0.012737 0.031787
-
(2.25,1) 23.7336 23.2375 24.7000
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(0.25,1) 8.32510 8.93750 8.20000
(0.5,0.5) 6.76461 7.15000 6.81000
20 (2, ο) 14.6664 14.3000 15.6000
Μ. Σ. σφάλμα 0.024179 0.056482 -








m (C~,C~) Whitt Heavy- Ακριβέςtraffic
(2.25,1) 77.2589 77.1875 77.5000
(0.25, ι) 29.3972 29.6875 29.4000
2 (0.5,0.5) 23.5507 23.7500 23.6000
(2, ο) 47.5528 47.5000 47.6000
Μ. Σ. σφάλμα 0.001257 0.004454 -
(2.25,1) 76.1771 76.0500 76.7000
(0.25,1) 28.9127 29.2500 28.8000
4 (0.5,0.5) 23.1728 23.4000 23.2000
(2, ο) 46.8939 46.8000 47.2000
Μ. Σ. σφάλμα 0.003678 0.008239 -
(2.25, ι) 74.9089 74.5875 75.4000
(0.25,1) 28.1787 28.6875 28.1000
8 (0.5,0.5) 22.6201 22.9500 22.6000
(2, ο) 46.1374 45.9000 46.6000
Μ. Σ. σφάλμα 0.004026 0.012438 -
(2.25,1) 72.0919 71.5000 73.0000
(0.25,1) 26.7555 27.5000 26.6000
20 (0.5,0.5) 21.5294 22.0000 21.6000
(2, ο) 44.4371 44.0000 45.4000
Μ. Σ. σφάλμα 0.008553 0.020748 -
Μέσο σχετικό 0.005151 0.013494 -σφάλμα
10.3. Πιθανότητα αναμονής ενός αφικνούμενου πελάτη l
Για αυτό το μέγεθος παρουσιάζονται αποτελέσματα μόνο για την περlπτωση με ένα
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Εξυπηρετητή ώστε να μπορούν να συγκριθούν οι δύο μέθοδοΙ. Ξανά η ακρίβΕια και τον δύο
αυξάνΕται όσο αυξάνεται η κυκλοφορία, αλλά αυτή την φορά ο τύπος των Kramer και
Lagenbach-Belz παρουσιάζΕΙ αρκετά μικρότεροσφάλμα από τον τύπο του W. Whitt.
Οι ακριβΕίς τιμές έχουν παρθΕί από [39J.
-
(C~, ci) Κ.Ι.Β. Whitt Ακριβές
(0.25,0) 0.187500 0.266707 0.163000
(0.25,1) 0.281250 0.343321 0.301000
(0.25,2.5) 0.321429 0.363746 0.337000
(2, ο) 0.625000 0.611601 0.615000
(2, 1) 0.617647 0.598696 0.590000
(2,2.5) 0.608108 0.590287 0.580000
(4, ο) 0.687500 0.693789 0.715000
(4, ι) 0.681818 0.682369 0.635000
(4,2.5) 0.673913 0.670945 0.660000
(ο, ι) 0.200000 0.439273 0.200000
Μέσο σχΕτικό 0.050698 0.198107σφάλμα -
ρ=0.7
(ξc~) ΚΙ.Β. Whitt Ακριβές
(0.25,0) 0.450791 0.398188 0.410200
(0.25,1) 0.544886 0.578215 0.553000
(0.25,2.5) 0.574502 0.610249 0.578900
(2, ο) 0.799324 0.788442 0.798000
(2, ι) 0.791732 0.770810 0.777000
(2,2.5) 0.782295 0.760517 0.763000
(4,0) 0.848987 0.844560 0.875000
(4, 1) 0.843066 0.828523 0.847000
(4,2.5) 0.83501 7 0.813794 0.782600
(ο, 1) 0.460403 0.502441 0.469980
Μέσο σχετικό 0.028886 0.028888σφάλμα -
090=
(C;, C~) Κ.Ι.Β. Whitt Ακριβές
(0.25,0) 0.807280 0.708059 0.736200
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(0.25,1) 0.844609 0.853587 0.837900
(0.25,2.5) 0.854436 0.874056 0.853200
(2, ο) 0.938208 0.936432 0.945000
(2, ι) 0.934876 0.925918 0.927000
(2,2.5) 0.930842 0.918913 0.927000
(4, ο) 0.9573 Ι Ι 0.956168 0.972000
(4, ι) 0.954699 0.946694 0.954000
(4,2.5) 0.951198 0.937953 0.954000
(ο, 1) 0.805525 0.837532 0.810000
Μέσο σχετικό 0.015014 0.015919 .σφάλμα
10.4. Κατανομή του αριθμού των πελατών στο σύστημα
Σύστημα ΜIΕ,/2 ΜΙ Ε,15 MIDI6ουράς
Ρ 0.7 0.4 0.9
Προσέγγισ Ακριβές Προσέγγιση Ακριβές Προσέγγιση Ακριβέςη
Ο 0.1797 0.1688 0.1346 0.1339 0.0023 0.0017
1 0.2515 0.2624 0.2692 0.2682 0.0123 0.0098
2 0.2459 0.2250 0.2692 0.2688 0.0333 0.0282
3 0.1396 0.1488 0.1794 0.1800 0.0600 0.0548
4 0.0792 0.0874 0.0897 0.0911 0.0810 0.0817
5 0.0450 0.0488 0.0401 0.0376 0.0875 0.1004
6 0.0255 0.0268 0.0123 0.0137 0.1316 0.1068
7 0.0145 0.0146 0.0038 0.0046 0.1076 0.1024
8 0.0082 0.0079 0.0012 0.0014 0.0881 0.0912
9 0.0047 0.0043 0.0004 0.0004 0.0720 0.0776
10 0.0026 0.0024 0.0589 0.0643
Μέσο
σχετικό 0.0585 . 0.046781 . 0.124497 .
σφάλμα
Όπως φαίνεται από τους πίνακες η μέθοδος αυτή παρουσιάζει ικανοποιητικά μικρό
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ακριβείς τιμές έχουν παρθεί από [31].
Σύστημα D/MIIO Ε,ΙΜ 15 Ε,Ι Ε,/5ουρός
Ρ 0.5 0.8 0.95
Προσέγγιση Ακριβές Προσέγγιση Ακριβές Προσέγγιση Ακριβές
Ο 0.0010 0.0005 0.0029 0.0042 Ο 0.0001
1 0.0100 0.0076 0.0272 0.0324 Ο 0.0023
2 0.0447 0.0423 0.1025 0.1012 0.0013 0.0157
3 0.1184 0.1231 0.1934 0.1756 0.0189 0.0504
4 0.2057 0.2153 0.1824 0.1949 0.1406 0.0922
5 0.2453 0.2461 0.1505 0.1505 0.1279 0.1117
6 0.2031 0.1936 0.1044 0.1044 0.1084 0.1073
7 0.1153 0.1088 0.0725 0.0725 0.0919 0.0947
8 0.0429 0.0448 0.0503 0.0503 0.0779 0.0812
9 0.0095 0.0138 0.0349 0.0349 0.0660 0.0689
10 0.0033 0.0033 0.0242 0.0242 0.0559 0.0583
Μέσο
σχετικό 0.160114 - 0.054030 - 0.364657 -
σφόλμα
10.5. Προσέγγιση Φάσεων
Για τις προσεγγίσεις αυτές έχουν επιλεχθεί πέντε συστήματα ουρών. Οι
περιπτώσεις 1-4 είναι συστήματα ουρών Η ,ICox,/1 και η πέμπτη Cox,1 Η,ΙΙ .
Στις τέσσερις πρώτες περιπτώσεις οι χρόνοι εξυπηρέτησης ακολουθούν την ίδια κατανομή.
Στον πρώτο πίνακα δίνονται οι παράμετροι των κατανομών ανά περίπτωση.
Υπερεκθετικές Kατανoμ~
Περίπτωση
Πιθανότητα φόσης ΠαρόμετΡος φόσης
ο, ο, ο, ο, λ, λ, λ, λ,
Ι 0.2 0.1 0.3 0.4 0.05 0.02 0.06 0.0667
2 0.1 0.3 0.3 0.3 0.0133 0.05 0.60 0.05
3 0.2 0.1 0.3 0.4 0.05 0.009 0.08 0.35
4 0.2 0.1 0.3 0.4 0.01 5 10 Ι
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5 0.2 [ 0.1 Ι 0.3 Ι 0.4 Ι ο.οι Ι 5 Ι !Ο Ι 1
Κατανομές Cox
Περίmωση Παράμετρος φάσης 1 Πιθανότητα μετάβασης Παράμετρος φάσης 2στην φάση 2
1-4 0.14286 0.33333 0.04762
5 0.49019 0.2 0.09804
Για κάθε περlπτωση η υπερεκθετική κατανομή προσεγγίστηκε aπό μια κατανομή φάσεων
χρησιμοποιώντας και τις δύο μεθόδους που παρουσιάστηκαν στο αντίστοιχο κεφάλαιο. Στη
συνέχεια έγινε προσομοίωση της ουράς με την νέα κατανομή και υπολογίστηκε η κατανομή
και η προσδοκώμενη τιμή του αριθμού των πελατών στο σύστημα. Για κάθε περίπτωση
έγιναν πέντε προσομοιώσεις, όπου εξυπηρετήθηκαν περίπου 88,000 πελάτες στην
καθεμία.
Από τους πίνακες φαίνεται ότι η μέθοδος που αvτιστoιxεί τρεις ροπές ανάμεσα στις
κατανομές, υπερτερεί απέναντι σε αυτήν που αντιστοιχεί δύο. Αυτό ήταν αναμενόμενο
καθώς συμπεριλαμβάνοντας την τρίτη ροπή η μέθοδος παίρνει σαν δεδομένα
περισσότερες πληροφορίες για την αρχική κατανομή. Μόνο στην περίπτωση δύο η
μέθοδος δύο ροπών επιστρέφει καλύτερα αποτελέσματα.
Οι ακριβείς τιμές έχουν παρθεί από [1].
1
Ν, Δύο ροπές Τρεις ροπές Ακριβές
Ο 30.1280 29.8740 29.9990
1 16.1060 16.8280 16.6190
2 11.8100 12.2320 12.0930
3 9.03200 9.26200 9.16800
4 7.05600 7.09600 7.07400
5 5.51200 5.55400 5.49800
6 4.34600 4.35800 4.25800
7 3.35600 3.38800 3.34400
8 2.65200 2.63200 2.61100
9 2.11400 2.00000 2.03900
!Ο 1.64200 1.51600 1.59200
11 1.32800 1.21200 1.54300
12 1.07600 0.956000 0.971000
13 0.846000 0.732000 0.758000
14 0.668000 0.574000 0.592000
15 0.526000 0.422000 0.462000
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Ε[Ν] 3.23772 3.08266 3.11055




Ν, Δύο ροπές Τρεις ροπές Ακριβές
Ο 30.1700 30.7020 30.0000
Ι 13.3660 13.1380 11.3370
2 9.22400 9.55800 9.26400
3 7.62000 7.83000 7.60500
4 6.41400 6.52800 6.44900
5 5.30200 5.39600 5.43100
6 4.51800 4.55800 4.58500
7 3.87400 3.77400 3.87600
8 3.31600 3.16200 3.27900
9 2.78800 2.68800 2.77500
10 2.35600 2.27200 2.34900
11 1.98800 1.88200 1.98800
12 1.70000 1.59200 1.68300
13 1.44800 1.36000 1.42500
14 1.20000 1.14800 1.20600
15 1.03800 0.940000 1.02100
Μέσο σχετικό 0.018878 0.042170
-σφάλμα




Ν, Δύο ροπές Τρεις ροπές Ακριβές
Ο 29.7580 29.8840 30.0130
Ι 7.75600 7.44200 7.28900
2 6.64000 6.43400 6.39300
3 5.84200 5.73400 5.67300
4 5.24600 5.02200 5.06700
J
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5 4.66000 4.48200 4.54300
6 4.19600 3.99200 4.08200
7 3.75600 3.62000 3.67200
8 3.37000 3.28600 3.30500
9 3.00400 2.92200 2.97500
10 2.70000 2.65000 2.67900
11 2.44400 2.41300 2.41400
12 2.14800 2.19200 2.17300
13 1.92400 1.98400 1.95800
14 1.68600 1.77000 1.76300
15 1.50600 1.60600 1.58800
Μέσο σχετικό 0.025920 0.011596 -σφάλμα
Ε[Ν] 6.76464 7.11210 6.98254
Σχετικό 0.031206 0.018555 -σφάλμα
5
Ν, Δύο ροπές Τρεις ροπές Ακριβές
Ο 31.6560 32.1760 31.5400
1 6.30600 4.48000 4.42500
2 5.49200 4.21000 4.13400
3 4.98200 3.86400 3.86300
4 4.45200 3.63000 3.61000
5 4.07600 3.33200 3.37500
6 3.65800 3.14400 3.15600
7 3.36200 2.91600 2.95100
8 3.06200 2.72600 2.76000
9 2.79600 2.56800 2.58200
10 2.57400 2.38200 2.41500
11 2.37200 2.24400 2.26000
12 2.14600 2.05800 2.11400
13 1.99600 1.94400 1.97800
14 1.85200 1.83000 1.85100
15 1.68800 Ι. 71600 1.73200
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Ν, Δύο ροπές Τρεις ροπές Ακριβές
Ο 40.1560 40.0380 39.9510
1 15.0400 10.4800 9.69600
2 7.70400 6.86000 6.86500
3 5.48200 5.66600 5.60000
4 4.34000 4.79800 4.78300
5 3.60000 4.09800 4.15100
6 3.09400 3.60600 3.62200
7 2.68800 3.20200 3.16600
8 2.34400 2.82200 2.77000
9 2.03200 2.48000 2.42300
10 1.83200 2.11000 2.12100
11 1.65800 1.86600 1.85600
12 1.43200 1.67200 1.62400
13 1.22800 1.45200 1.42100
14 1.15000 1.25800 1.24300
15 0.992000 1.08400 1.08800
Μέσο σχετικό 0.137305 0.015451
-σφάλμα




Δεν μπορεl κανεlς να πει ξεκάθαρα ποια προσέγγιση εlναι η καλύτερη. Η κάθε μΙα
υπερτερεl απέναντι στις άλλες σε κάτι διαφορετικό. Στη αυνέχεια θα παρουσιαστούν τσ
θετικό και τα αρνητικό της κάθε μΙας με τη σειρό που παρουσιόστηκαν και στα
προηγούμενα κεφόλαια.
Η παρουσlαση άρχισε με την προσέγγιση βαριάς κυκλοφορlας. Η προσέγγιση αυτή
δlνει μια κλειστή μορφή για την κατανομή και την προσδοκώμενη τιμή του χρόνου
79
Institutional Repository - Library & Information Centre - University of Thessaly
08/12/2017 22:24:03 EET - 137.108.70.7
[
αναμονής σε συνθήκες ισορροπίας. Τα μεγέθη αυτά είναι σπό τα πιο χρήαιμα στη μελέτη
ενός συστήματος. Η ακρίβειά της είναι αρκετά καλή αλλά μόνο για ρ>0.9 . Από αυτή την
άποψη η προσέγγιση έχει περιορισμένη εφαρμογή, όμως αυτή η περιοχή εφαρμογής έχει
μεγάλο ενδιαφέρον και ίσως είναι η σημαντικότερη. Τέλος η προσέγγιση βαριάς
κυκλοφορίας προσέφερε μεγάλη θεωρητική γνώση πάνω στη θεωρία ουρών. Είναι ίσως η
πρώτη προσέγγιση στο αντικείμενο (1960) και πάνω τις βασίζονται όλες οι μετέπειτα.
Το μεγάλο προτέρημα των προσεγγίσεων δύο ροπών είναι η πρακτικότητά τους.
Χρειάζονται λίγες πληροφορίες, λίγο χρόνο υπολογισμών και είναι οι πιο ακριβείς. Επίσης
δεν έχουν περιορισμούς στην εφαρμογή τους όπως η προσέγγιση βαριάς κυκλοφορίας. Το Ι
αρνητικό τους είναι ο περιορισμός στα αποτελέσματα. Για κάθε διαφορετικό μέγεθος
πρέπει να αναπτυχθεί και καινούργια μέθοδος.
Στη συνέχεια παρουσιάστηκαν οι προσεγγίσεις φάσεων. Οι προσεγγίσεις αυτές Ι
έχουν ένα μεγάλο μειονέκτημα, δεν δίνουν άμεσα αποτελέσματα. Αφού βρεθεί η κατανομή
που θα αντικαταστήσει την υπάρχουσα, απαιτούνται επιπλέον μέθοδοι για να λυθεί το
σύστημα. Η μεγάλη τους χρησιμότητα είναι στην κατασκευή μοντέλων και προσομοιώσεων Ι
αφού έχουν σαν βάση τους την εκθετική κατανομή.
Τέλος η προσέγγισης διάχυσης. Το μεγαλύτερο ελάττωμά της είναι ότι χρειάζεται
ακόμα πιο βαριά κυκλοφορία από την προσέγγιση βαριάς κυκλοφορίας για να είναι
ακριβής. Η χρησιμότητά της όμως είναι ότι μπορεί να αντιμετωπίσει περιπτώσεις που οι
άλλες δεν μπορούν. Μπορεί να χρησιμοποιηθεί για συστήματα με μεταβλητούς ρυθμούς
άφιξης και εξυπηρέτησης, καθώς και για να μελετηθεί η μεταβατική κατάσταση ενός
συστήματος. Με αυτό τον τρόπο μπορεί να μελετήσει και περιmώσεις που η ένταση
κυκλοφορίας ξεπερνάει την μονάδα είτε για κάποιο διάστημα, είτε μόνιμα. Ι
Σε αυτή την εργασία έγινε μια προσπάθεια να κατηγοριοποιηθούν και να
παρουσιαστούν ΟΙ βασικότερες προσεγγίσεις πάνω στα συστήματα ουρών. Το αντικείμενο
αυτό όμως είναι ανεξάντλητο και συνεχώς εξελίσσεται Στο μέλλον θα μπορούσε κάποιος [
να επανέλθει στο θέμα συμπεριλαμβάνοντας μεθόδους που παραλήφθηκαν εδώ καθώς
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