In this paper, we present the concept of feedbackability and how to identify the Minimum Feedbackability Set of an arbitrary complex directed network. Furthermore, we design an estimator and a feedback controller accessing one MFS to realize actual feedback control, i.e. control the system to our desired state according to the estimated system internal state from the output of estimator. Last but not least, we perform numerical simulations of a small linear time-invariant dynamics network and a real simple food network to verify the theoretical results. The framework presented here could make an arbitrary complex directed network realize actual feedback control and deepen our understanding of complex systems. 
Introduction
The study of complex networks has rapidly been attracting interest within the multidisciplinary science community, with cell biology, brain science, ecology, computer science and meteorology being some of the many areas of investigation [1] [2] [3] [4] . However, less attention has been dedicated to the controllability of complex networks. Consider a complex system described by a directed weighted network with N nodes whose time evolution follows the linear time-invariant dynamics, called stateequation:ẋ ( ) = Ax ( ) + Bu ( ) (1) where
is the state vector of the system with N nodes at time t, u ( ) = The classic condition for controllability [5] [6] [7] , called Kalman's controllability rank condition is as follows: If and only if the N × NM controllability matrix C = B AB A 2 B A N−1 B has full rank, i.e. R [C ] = N, then the system is controllable. But the above method has notable practical limitations for natural and complex systems:
1. For applying this method to an arbitrary complex directed network, the weight of each edge = 1 2 N should be known. Unfortu-nately for most real networks, these weights are either unknown or known only approximately, or are time dependent.
2. The method could not tell us how to select a node set to ensure controllability. It can only confirm or deny whether a specific node set can control the whole system.
3. Particularly for identifying the Minimum Driver Set (MDS), whose control is sufficient to fully control the system's dynamics, is interested. But the bruteforce search for MDS needs to calculate 2 N − 1 distinct node combinations. For large complex networks, this is a computationally prohibitive task and even unrealizable.
By combining tools from network science and control theory, especially structural control theory [8] [9] [10] [11] , Liu et al. [12] explore some seminal work and propose an efficient methodology to identify the MDS, whose time-dependent control can be driven from any initial state to any desired final state in finite time. After Liu's seminal work, many relevant papers emerge [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] , but the problem of feedback control of complex networks is not proposed and solved strictly and completely. If we want to realize the actual feedback control of complex networks, which node set we should access? What's more, these mentioned papers could not offer a control law to realize actual control, so how to design the estimator and feedback controller to realize the actual feedback control, i.e. control the system to our desired state according to the estimated system internal state from the output of an estimator? In this paper, we firstly present the concept of feedbackability of an arbitrary complex directed network and how to identify the Minimum Feedbackability Set of the complex network. Then, we design an estimator and a feedback controller accessing one MFS to realize the actual feedback control. Finally, we perform numerical simulations of a small linear time-invariant dynamics network and a real simple food network to verify the theoretical results.
Feedbackability
According to the seminal work of Liu et al. [12] , the MDS or equivalently the Minimum Controllability Set (MCS) is determined by finding a maximum matching in the directed network and the following theorem holds. Because a quantitative description of a complex network is inherently limited by our ability to estimate the whole internal state of the network from accessible output [23] , how to observe the complete state of a complex network by the minimum node set is an issue of significant practical interest in network science. Unfortunately, similar to controllability this fundamental and practically useful question of identifying the minimum node set through which we can observe the whole complex system remains unsolved. A linear time-invariant dynamics is assumed on the network, governed by the following output-equation:
Theorem 1.

If there is a perfect matching in G(
where
is the state vector of the system with N nodes at time t, y ( )
is the set of output signals in the system, C ∈ R Q×N is a Q × N output matrix. The classic condition for observability [5] [6] [7] is as follows: If and only if the NM × N observability ma-
[O] = N, then the system is observable. According to the theorem of duality between controllability and observability [24, 25] , we know that the Minimum Observability Set (MOS) is determined by finding a maximum matching in the reverse network of the original network. We find one maximum matching of the original network has a corresponding maximum matching of the reverse network except the direction of edges. So the beginning nodes of matching paths in an original network are the ending nodes in a reverse network and vice versa, and the isolated nodes in an original network are also isolated nodes in a reverse network. According to the above discussions, we have the following theorem. Feedbackability of a network is defined as the ability to completely control and observe a networked system to realize feedback control with a given node set. This node set is called the Feedbackability Set (FS) and the size is N F S . The FS characterizes the cost to realize feedback control of the network, so the Minimum Feedbackability Set (MFS) is an issue of significant practical interest and the size is N MF S . According to the discussions above, the MFS is the minimum node set containing one MCS and one MOS, but enumerating all the unions of one MCS and one MOS, and then finding the minimum node set in these union sets is not easy to calculate and even unrealizable. By observing and comparing the maximum matching of the original network and the reverse network, the following theorem holds.
Theorem 2.
If there is a perfect matching in G(
Theorem 3.
If there is a perfect matching in G(A), any single node can be chosen as one MFS and N MF S = 1; Otherwise, in the maximum matching which minimizes the number of matching paths in the network except matching cycle, the node set consisting of the beginning nodes, the ending nodes and the isolated nodes is one MFS and N MF S is the size of this node set.
Using Theorem 3 to calculate the MFS avoids many union operations and decreases the brute-force search. Especially, MFS could minimize the number of nodes to realize feedback control of one network.
Feedback control
Feedback is a process in which information about the past or the present influences the same phenomenon in the present or future, i.e. control the system to our desired state according to the estimated system internal state from its output. To realize actual feedback, we need to explicitly build an estimator to reconstruct the internal state of the whole system by accessing the necessary output and build a feedback controller to control the system to our desired state.
Construct estimator and controller to realize feedback control
The combination of Eqs. (1) and (2) is called the statespace representation. If we design an estimator and a feedback controller accessing one MFS according to Theorem 3, then we could control the output of a system described by state-space representation as Eqs. (1) and (2) to our desired state according to the estimated system internal state from the output of estimator. Here, we illustrate one of the most fundamental optimal control problems, the linear-quadratic-Gaussian (LQG) control problem for a small linear time-invariant dynamics network and a real simple food network. To begin with, this problem concerns uncertain linear systems disturbed by additive white Gaussian noise, having incomplete state information, i.e. not all the state variables are measured and available for output and undergoing control subject to quadratic costs. What's more, the solution is unique and constitutes a linear dynamic feedback control law that is easily computed and implemented. Last but not least, the LQG controller is also fundamental to the optimal control of perturbed non-linear systems.
Kalman state estimator
Kalman state estimator is a commonly used method to estimate the values of state variables of a dynamic system that is excited by random disturbances and random measurement noise. It recursively operates a series of measurements observed over time to produce a statistically optimal estimate (least mean-square estimate) of the underlying unknown system state and more precise output [26, 27] . Given the continuous plant:
where w ( ) is the process disturbances, v ( ) is the measurement noise and the following equation holds:
Then we construct a state estimatex ( ) that minimizes the steady-state error covariance:
The optimal solution is the Kalman state estimator with equations:
wherex ( ) is the statistically optimal state estimate, and L is filter gain determined by solving the following algebraic Riccati equation: 
Linear-quadratic-integral control
In modern control theory, the optimal control problem is to find a control which causes the dynamical system to reach a target or follow a state variable and at the same time extremize a cost function [28, 29] . The Linear-QuadraticIntegral Control [30] computes an optimal state-feedback control law to ensure that the output tracks the reference command while rejecting process disturbances and measurement noise. For a plant with the standard state-space representation as Eqs. (1) and (2), the cost function for general optimal control system is:
where R is a positive definite matrix, Q and N are positive semi-definite matrices, u ( ) is the input of the controller and z ( ) is the output of the controller. The state-feedback control described by the following equation should ensure that the output y ( ) tracks the reference command r ( ) and minimizes the cost functions of Eq. (8) .
where K is the optimal gain matrix (obtaining by solving an algebraic Riccati equation), x ( ) is the system state and x i ( ) is the integrator output. Especially, for MIMO systems the number of integrators equals the dimension of the output y ( ). The block diagram is shown as Fig. 2 . 
Remark 4.
If we determine a network is controllable according to Theorem 1, it may not be controllable in practice if it costs an infinite amount of energy or if it requires too much time to achieve the control. The energy required for achieving control by deriving and validating scaling laws for the lower and upper energy bounds is a physically important issue. Yan et al. [17] address this outstanding issue and estimate the amount of effort or energy that is necessary to produce external signals for controlling a complex network, especially focusing on its lower and upper bounds. In the above discussions, we construct a general cost function Eq. (8) 
Linear-quadratic-gaussian (LQG) design
Linear-quadratic-Gaussian (LQG) control is the combination of a Kalman state estimator with a linear-quadratic regulator or tracker. It is a modern state-space technique for designing optimal dynamic regulators and servo controllers with integral action. The separation principle guarantees that these can be designed and computed independently. So for designing LQG regulators or trackers, you should perform the following steps and the block figure is shown as Fig. 3 .
Constructing a LQ-optimal gain;
2. Constructing a Kalman state estimator;
3. Forming the LQG design by connecting the LQoptimal gain and the Kalman state estimator.
Numerical simulations
In this section, we perform numerical simulations of a small linear time-invariant dynamics network and a real simple food network to verify the theoretical results obtained in the previous section. 
The LQG control of a small linear timeinvariant dynamics network
Consider a small network with four nodes and the corresponding adjacency matrix A = ∈ R 4×4 , each entry = 1 2 3 4 of the adjacency matrix is the weight of a directed edge from node j to node i, and we suppose each is standard normal distribution but it is not equal 0. According to the above discussions about feedbackability, we could easily obtain that any node in the network is one MFS and N MF S = 1, i.e. we could observe and control the network to realize feedback by any single node.
The state and measurement equations are as Eq. (3), where
is the system state, r ( ) = ( 1 ( )) ∈ R 1 is the input, y ( ) = ( 1 ( )) ∈ R 1 is the output, w ( ) = ( 1 ( )) ∈ R 1 is the process noise, v ( ) = ( 1 ( )) ∈ R 1 is the measurement noise for the output. For simple, we construct the optimal state-feedback gain using the cost function Eq. We generate input ( ) = sin (0 05 * ) and the initial condition of plant x 0 is the continuous uniform distributions with lower and upper endpoints specified by -0.1 and 0.1. Fig. 4 and 5 present the simulation results and we clearly see the good performance of LQG control.
The LQG control of a real simple food network
Last but not least, we consider a real ecology network and apply our method to achieve actual feedback con- trol. Fig. 6 illustrates the simple food network 1 with 12 nodes and 19 edges. One edge from s to t means that the species s is a food source for t. Each entry = 1 2 11 12 of the adjacency matrix is the weight of a directed edge from node j to node i representing the predation rate, and we suppose each is continuous uniform distributions with lower and upper endpoints specified by 0 and 10.
We should firstly observe the quantity of minimum type of species in the food network to reconstruct the whole internal state, i.e. the quantity of each species. Then we control minimum type of species, i.e. change the quantity of these species, to drive the full food network to our desired state. According to Theorem 3, all the MFSs are (Cater- 
For simplicity, we construct the optimal state-feedback gain using Q = I 12 0 1 * I 7 , R = I 7 and N = 0, then construct the Kalman state estimator using Q = I 14 , R = I 7 and N = 0, last connect the Kalman state estimator and the optimal state-feedback gain to form the LQG servo controller. We generate input r ( ) = ( ( Fig. 7 and 8 present the simulation results of this simple food network and we also clearly see the good performance of LQG control.
Remark 5.
As in the above examples, we suppose that the state matrix A, input matrix B and output matrix C is invariable, and the process noise w, measure noise v is known. But in structure observable and controllable theory, the nonzero entries in these matrices may be variable and the noises are not known completely in advance. An adaptive state estimator and adaptive or robust control are required for these cases. An adaptive state estimator uses a cost function as a criterion for optimum performance to feed an algorithm, which determines how to modify the filter transfer function to minimize the cost on the next iteration [31, 32] . Adaptive control is the control method used by a controller which must adapt to a controlled system with parameter variances or which are initially uncertain [33, 34] . Robust control explicitly aims to achieve robust performance and/or stability in the presence of bounded modeling errors and is designed to function properly so long as uncertain parameters or disturbances are within some set [35, 36] . Especially, if the state matrix A is structure controllable with uncertain parameters, the controller in the above examples should be a robust tracking controller, i.e. for all allowable parameter values the system is internally stable and its output asymptotically tracks the command reference input. This robust tracking problem has been researched by [26, 37, 38] , and the full description of this is beyond the scope of this paper and will be reported in a forthcoming paper.
Conclusion
Many relevant papers emerge [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] after the seminal work of controllability of complex networks [12] , but the problem of feedback control of complex networks is not proposed and solved strictly and completely. In this paper, we show a framework to study the feedback control of an arbitrary complex directed network. To begin with, we present the concept of feedbackability and how to identify the Minimum Feedbackability Set of an arbitrary complex directed network. What's more, we design an estimator and a feedback controller accessing one MFS to realize actual feedback control, i.e. control the system to our desired state according to the estimated system internal state from the output of an estimator. Last but not least, we illustrate one of the most fundamental optimal control problems, the linear-quadratic-Gaussian (LQG) control problem for a small linear time-invariant dynamics network and a real simple food network to verify our theorem. These frameworks and analysis help us realize actual feedback control and deepen our understanding of complex systems.
A. Structural control theory
Definition 6.
The system Ā B has the same structure as the system (A B), if for every zero entry of the matrix ĀB , the corresponding entry of the matrix [A B] is zero and vice versa.
Definition 7.
The system (A B) is structurally controllable, if there exists a fully controllable system Ā B with the same structure as (A B) and this system Ā B can be driven from any initial state to any final state by appropriately choosing the input signal ( ).
Definition 8.
The system (A C ) is structurally observable, if there exists a fully observable system Ā C with the same structure as (A C ) and this system Ā C can reconstruct the system's fully internal state from its output signal ( ).
B. Definition of matching path, matching cycle, matched node and isolated node
Definition 9.
In one maximum matching of a directed graph, a matching path is one chain composed by some matching edges that begin from a beginning node in one matching edge and ends at a matched node without an outgoing link belonging to the matching set.
Definition 10.
The matching path is also called matching cycle, if it forms a directed cycle, i.e. it consists of a sequence of matching edges and the beginning and ending node is the same node.
Definition 11.
The connecting node in the matching path is called the matched node, i.e. the node in the matching path except the beginning and ending nodes.
Definition 12.
The node which does not belong to the beginning or ending node in any matching edge with respect to one maximum matching is called the isolated node. Fig. 9 enumerates all the maximum matchings of a simple network. Different node colors represent the different node types. For example, if we control node 1 (the beginning node) and node 4 (the isolated node) with respective to the maximum matchings in Fig. 9 (a) , the network could be fully controllable; Similarly if we observe node 3 (the Figure 9 . Enumerating all the maximum matchings of a simple network ending node) and node 4 (the isolated node), the network could be observable.
C. The proof of theorem 3
Proof. Case (1) The maximum matching in G(A) is perfect matching
The matching edges consist a matching cycle. According to Theorem 1, any single node can be chosen as one MCS. According to Theorem 2, any single node can be chosen as one MOS. Obviously if the MCS and MOS is the same node, this node set is the MFS.
Case (2) The maximum matching in G(A) is not perfect matching.
According to Theorem 1, one MCS is the isolated nodes and the beginning nodes of matching paths with respect to the first maximum matching. According to Theorem 2, one MOS is the isolated nodes and the ending nodes of matching paths with respect to the second maximum matching. Because one FS is the union of one MCS and one MOS, the intersection of the nodes not belonging to the MCS with respect to the first maximum matching and the nodes not belonging to the MOS with respect to the second maximum matching do not belong to the feedback nodes certainly. We should maximize the intersection, if we want to minimize the FS. The intersection when the first and the second maximum matching are equal is more than when they are different. Therefore the node set constitute the beginning nodes, the ending nodes and the isolated nodes with respect to one maximum matching is one FS. Although the number of matching edges in any maximum matching is equal, one matching path will bring two feedback nodes except matching cycle, i.e. the beginning and ending nodes of this matching path. Thus we should minimize the number of matching paths in the network except matching cycle. To sum up, the node set consists of the beginning nodes, the ending nodes and the isolated nodes with respect to the maximum matching which minimize the number of matching paths in the network except matching cycle is one MFS.
