ABSTRACT Tumor oxygen concentration image is essential to oxygen-image guided, precise radiation therapy. Electron paramagnetic resonance imaging is an advanced oxygen imaging technique. However, the scanning time is still comparatively long, leading to motion artifacts for static imaging and low time resolution for dynamic imaging. Usually, a projection signal at a specific angle is obtained by averaging thousands of repeatedly collected projections to suppress random noise and achieve a high signal-to-noise ratio (SNR). Reducing the repetition times of projection collecting at a specific angle may effectively speed up the whole scanning process. However, the EPR images reconstructed by the conventional three-dimensional filtered backprojection (FBP) algorithm from these fast-scanned, low SNR projections are too noisy to be used for further image postprocessing. In the paper, we investigate the capability of an optimization-based algorithm in accurate reconstruction from noisy projections. We designed a total variation constrained, data divergence minimization model, derived its Chambolle-Pock (CP) solving algorithm, and then validated and evaluated the CP algorithm via mathematical and physical phantoms. The studies show that the CP algorithm may accurately reconstruct EPR images from fast-scanned, noisy projections, and thus the whole scanning process may be speeded up four times compared with the full scan time demanded by the FBP algorithm in the image reconstruction of the complex physical phantom.
I. INTRODUCTION
Studies have shown that oxygen concentration in tumor is a key information for effective radiation therapy [1] . Advanced radiation therapy demands that hypoxia (low oxygen concentration) region should be irradiated using high dose ray, whereas high oxygen concentration region is fit for low dose ray. This is because hypoxia is resistant to radiation [2] . Electron Paramagnetic Resonance (EPR) Imaging (EPRI) is an advanced oxygen imaging modality for its higher spatial resolution and oxygen concentration resolution [3] , [4] .
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There are two types of EPR oxygen imaging methods: pulsed EPRI [5] , [6] and continuous-wave (CW) EPRI [7] . Pulsed EPRI has higher scanning speed than CW EPRI, leading to wider applications to in vivooxygen imaging, especially to tumor-oxygen imaging [8] , [9] .
Pulsed EPR oxygen imaging method may use the following procedure [3] :(1) Reconstruct 8 T1-weighted unpaired electron spin density (UESD) images;(2) Get the T1 image by fitting the T1 curve for each voxel from the images in (1);(3) Get the oxygen image by use of the quantitative relation between oxygen concentration value and T1 value.
Clearly, the key problem is to reconstruct the UESD images. So, we refer to UESD image as EPR image in the work.
For three dimensional (3D) pulsed EPRI, the data is regarded as the projection data. A one dimensional projection signal at a specific angle may be obtained by inverse Fourier transform of the EPR signal at that angle. All projection signals in the full angle range make up the 3D Radon transform of the imaged object [5] . Image reconstruction for 3D EPRI is, in essence, to reconstruct the object from its projections via 3D inverse Radon transform.
The traditional reconstruction algorithm for 3D EPRI is the 3D filtered backprojection (FBP) algorithm [5] . FBP needs angle-densely collected projections to achieve accurate images [10] . Similar to magnetic resonance imaging (MRI) [11] , the main disadvantage of EPRI is too long scanning time for collecting enough projections. For example, to scan the complex physical phantom considered in the work needs about 11 minutes to collect 828 projections, using which high quality EPR image may be reconstructed by FBP algorithm. A projection at a specific angle is obtained by repeatedly collecting projections and then averaging them to suppress the random noise and achieve high signal-tonoise (SNR). So, though the relaxation time of EPRI is much shorter than that of MRI, the whole scanning time is still too long.
There are two ways to speed up the scanning process: one is sparse-view sampling and the other one is low-SNR sampling. Sparse-view sampling means just collecting projections at sparse views, for example just collecting 208 projections sparsely relative to collecting 828 projections densely. Low-SNR sampling means reducing the repeating times for collecting a projection signal at a specific angle. Sparse-view sampling leads to the insufficient of the projection views and low-SNR sampling leads to the decrease of SNR of the projections. If FBP algorithm is used for sparseview sampling, the streak artifacts will be introduced in the reconstructed image [6] . If low-SNR projections are used in FBP, the reconstructed image will be too noisy [12] .
Fortunately, the compressed sensing (CS) based image reconstruction methods are competent to accurate sparse reconstruction [13] . In CS-based algorithms, total variation (TV) minimization algorithms have been deeply investigated and well applied to various imaging modality for accurately reconstructing images from sparsely sampled data. For example, in computed tomography (CT), TV-minimization algorithm has been used in cone-beam CT [14] , [15] , C-arm CT [16] , and short-scan CT [17] to perform sparse reconstruction. In EPRI, we have designed a data divergence constrained, TV minimization (DDcTM) model to reconstruct EPR images accurately from sparse-view projections [6] .
In the work, we will investigate how to accurately reconstruct EPR images from fast-scanned, low-SNR projections. TV minimization may also achieve high accurate reconstructions from this type of noisy projection data. This is because TV minimization is also a denoising method, which was used initially in image denoising in 1996 [18] . In TV minimization algorithm, the effect of TV norm is to select one image with the minimal TV value from the convex defined by data fidelity term. Clearly, TV based algorithm has denoising effect during the iterative reconstruction process, so it may be used in noisy data cases.
The task of this work is similar to accurately reconstructing images from noisy projection data in low-dose CT. Bian et al. applied TV algorithm to low-dose dedicated breast CT, finding the TV algorithm may accurately reconstruct the small contrast and fine structure of breast tissues which is too difficult for FBP algorithm to reconstruct accurately [12] . In image-guided radiation therapy, Han et al. [19] investigated TV algorithm on the on-board imager (OBI), focusing on low dose reconstruction, and their study results show that the reconstructions are with improvement, relative to clinical FDK reconstruction, in both visualization and quantitative assessments in terms of the devised utility metrics. Ding and Hu [20] combined TV minimization and sparse dictionary learning techniques, and achieved accurate reconstruction from noisy data in low-dose CT. It is also reported that adaptive statistical iterative reconstruction (ASIR), developed by GE company, may reconstruct high quality abdominal images from projections with lower (by 23-66%) radiation doses compared with FBP images reconstructed from routine-dose projection data [21] .
Encouraged by these successful applications of the optimization-based models, especially TV models, in noisyprojection-type low-dose CT, in the work, we will investigate and evaluate the accurate-reconstruction ability of a TV based algorithm from noisy projection data obtained by low-SNR sampling pattern to speed up the scanning process.
In the previous optimization models used in low-dose CT, DDcTM models are often employed. DDcTM models use the TV norm as the objective function and use data divergence term as the constraint. In the work, we consider an opposite thought: use the TV norm as the constraint and data divergence term as the objective function. The optimization model is referred to as the TV constrained, data divergence minimization (TVcDM) model. In the model, the constraint parameter is the TV bound whose value is not so sensitive as the constraint parameter, data tolerance, in DDcTM, so its selection is relatively easier. The model has been successfully evaluated in short scan CT [17] , C-arm CT [16] and positron emission tomography (PET) [22] .
There exist many algorithms to solve convex optimization models, including adaptive steepest descent-projection onto convex sets (ASD-POCS), alternating direction method of multipliers (ADMM) [23] and split Bregman [24] , etc. In the work, we will use a novel solving algorithm, ChambollePock (CP) algorithm [25] , [26] . CP algorithm is a first order primal dual algorithm framework. It may solve all the convex optimization models, no matter it is smooth or nonsmooth. Meanwhile, it may solve not only unconstraint but also constraint optimization models. Its algorithm parameters VOLUME 7, 2019 may be determined by fixed calculation equations. And the most attractively, all the sub-problems in the CP algorithm instances have close forms [26] . All the advantages above promote us to use it as the solver of TVcDM.
In the work, the EPR image is modeled to be the solution of TVcDM and the CP algorithm is tailored to solve the model. We validate the TVcDM-CP algorithm using 3D mathematical phantom and evaluate the characteristics of the algorithm using a complex physical phantom.
In Section II, we describe the EPRI imaging model, TVcDM model, CP algorithm and its implementation considerations. In Section III, we perform algorithm-verification study, following which, a complex physical phantom reconstruction is performed using low-SNR sampling pattern to evaluate the high accurate reconstruction ability of the algorithm from noisy projections in Section IV. Finally, a brief discussion on the TVcDM-CP algorithm for fast-scanned, noisy EPRI projections is given in Section V.
II. METHODS
In the section, we will describe the TVcDM-CP algorithm for EPRI according to the following sequence: imaging system modeling, optimization model designing, CP algorithm design, reconstruction parameters, convergence condition metrics and image quality metrics.
A. CONTINUOUS-TO-CONTINUOUS (CC)-DATA MODEL
As mentioned, the continuous-to-continuous (CC)-data model in pulsed EPRI can be characterized by the Radon transform. We discuss briefly the CC-data model based upon which the DD-data model is introduced for EPRI in Sec. II.B below.
As shown in Fig. 1 , p (t, ϕ, θ ), the 3D Radon transform of 3D object function f (x, y, z) , can be expressed as
where p (t, ϕ, θ ) represents the integration of 3D object function f (x, y, z) over a plane, specified by x cos ϕ sin θ + y sin ϕ sin θ + z cos θ = t, with distance t to the origin of the coordinate system and a unit vector (cosϕ sin θ , sin ϕ sin θ , cos θ) perpendicular to the plane; θ is the angle between the z-axis and the unit vector, and ϕ is the angle between the x-axis and the component of the unit vector on the xy-plane; δ(·) denotes the Dirac function; and ∈ R 3 . The FBP algorithm can be used for solving f (x, y, z) from full knowledge of p (t, ϕ, θ ) over angular ranges θ ∈ [0, π/2] and ϕ ∈ [0, 2π ] [5] . In other words, accurate FBP reconstruction of f (x, y, z) requires a large number of measurements of p (t, ϕ, θ ) densely sampled over the angular ranges.
B. DISCRETE-TO-DISCRETE (DD)-DATA MODEL
Unlike the 3D FBP algorithm that reconstructs images by solving the CC-data model in Eq. (1), the optimization-based FIGURE 1. A schematic diagram of the 3D Radon transform. p t , ϕ, θ is a 1D spatial projection at angle (ϕ, θ). The shaded parallelogram denotes a plane cos ϕ sin θ + y sin ϕ sin θ + z cos θ = t 0 . A measurement on the projection, p t 0 , ϕ, θ , is the surface integral of the 3D object on the plane represented by the parallelogram. For simplicity, the 3D object is not presented in the figure, and readers may imagine that the object is located at the 3D space, whose position is defined by the coordinate system. The support of the object is a sphere whose diameter is the length of the projection signal.
reconstruction is based on a DD-data model in which data and image are represented in discrete form. Specifically, a DD-data model can be derived from the CC-data model for EPRI as
where vector g of size M = N m N a denotes the discrete model data, N a the number of projection views, each of which is specified by a pair of discrete values of (ϕ, θ), and N m the number of measurements on each projection. In (2), vector u of size N = N x N y N z denotes a discrete image array. N x , N y , and N z are numbers of voxels along the x-, y-, and z-axis, respectively.
System matrix A of size MN in which entry A m,n represents the intersection area between the plane corresponding to the m th measurement and the n th voxel of the image. Clearly, the DD-data model can accommodate naturally the discrete nature of the data and image in real-world EPRI.
The sampling angle of a projection is determined by (ϕ, θ) with θ ∈ [0, π/2] and ϕ ∈ [0, 2π ]. For uniformly distributing the sampling views, we use equal-solid angle sampling pattern [27] . The calculation steps of the angle set for equal solid angle are described below.
Step 1, Determine the number of θ , N θ ,
Step 2, Calculate the θ values:
Step 3, Calculate the number of ϕ, N ϕ for each θ :
Step 4, Calculate the ϕ values for each fixed θ : Clearly, by fixing N θ , we may get
For example, N θ = 9, then N a = 208 projections uniformly distributed in the angle range may be denoted by Fig. 2 .
The task of image reconstruction is to determine image vector u from knowledge of model-data vector g through inverting the DD-data model. Due to the size of matrix A and its ill-conditionness in practical EPRI, it is impossible that image reconstruction can be obtained through direct inversion of matrix A. Instead, as described below, we perform optimization-based image reconstruction by using knowledge of model-data vector g and the DD-data model.
C. OPTIMIZATION MODEL
In the optimization-based reconstruction, we consider an TVcDM model [17] , [22] , [28] , which is given by
where u * denotes image of size N reconstructed, g m measured data vector of size M , g m − Au 2 2 the square of the 2 -norm of difference between measured data g m and model data g, u TV image-TV and t 1 the image-TV bound.
u TV is the 1 -norm of the gradient magnitude image (GMI) |Du| mag :
where
and D z of size N × N denoting discrete gradient transforms (DGT) along the x, y, and z axes, respectively. The explicit forms of gradient transform D x , D y , and D z are given by
where f is the discrete 3D object of size [N x , N y , N z ] and i x , i y and i z are the index along the x, y, and z axes, respectively.
When f is formed by concatenating its 3D array form into vector, it becomes u, the image in (3). According to the relation of f and u, matrices D x , D y , and D z may be constructed by using (5), (6), and (7), respectively. Thus, Du is a vector of size 3N , denoting the DGT of the image. |Du| mag is a vector of size N , denoting the GMI corresponding to the image u. |·| mag computes the magnitude of the 3D gradient vector at each voxel. The isotropic GMT uses 2 -norm for computing |·| mag whereas the anisotropic GMT uses 1 -norm.
The isotropic GMT of image u is used in the work and then we get
Image reconstruction can be accomplished by solving the TVcDM model specified completely above. Considering the fact that the TVcDM model is convex and non-smooth, we use the CP primal-dual algorithm to solve the model, because the CP algorithm may solve any convex optimization model no matter smooth or non-smooth and because it has been demonstrated to possess this capability for robust reconstructions of CT and PET images [17] , [22] . In this work, we tailor the CP algorithm to solve the convex, non-smooth model in (3) and reconstruct images from 3D EPRI data, especially from noisy-projection data. We consider a new optimization model that is obtained by incorporating two parameters into the TVcDM model in (3)
It can readily be observed that the optimization models in (3) and (9) specify identical solutions. Therefore, we consider the CP algorithm for solving (9) to achieve the reconstruction specified by (3) . As shown previously [16] , [17] , [28] , the CP algorithm tailored to solve (9) includes parameters λ and ν, which can in turn be tuned to increase the algorithm's convergence rate. It is worth noting that, while parameters λ and ν can affect the convergence path/rate of the tailored CP algorithm [16] , they have no impact on the solution specified by (3). We show in Table 1 the pseudo-codes of the tailored CP algorithm for solving the model in (9) [16] , [17] , [28] . In Table 1 , · sv denotes the largest singular value of a matrix, which can be calculated by use of Algorithm 8 in [26] ; vectors u,ū, and s are with size N , vector p is with size M , and vectors q and a are of size 3N ; vector 1 I in line 6.3 is a vector of size N with all entry set to 1; and u conv represents the converged reconstruction satisfying the practical convergence conditions described in each of the studies below. In line 6.2, projection operation ProjectOnto 1 Ball νt 1 can be computed by use of the pseudo-codes shown in Table 2 below.
In Table 2 sign (x) a sign function defined as sign (x i ) equals -1 for x i < 0, 0 for x i = 0, and 1 for x i > 0.
E. RECONSTRUCTION PARAMETERS
We divide the reconstruction parameters into two types: model parameters and algorithm parameters. Model parameters are the parameters in (3), which decide the designed solution to the optimization model. Algorithm parameters are the parameters related to the CP algorithm, which may impact the convergence rate/path.
The model parameters used for specifying the optimization model in (9) include system matrix A, gradient transform matrix D, image basis (e.g., image voxel), and TV bound t 1 . Clearly, the solutions of the optimization model depend on the selection of model parameters. In this work, we use isotropic cubic voxels as image basis and calculate gradient matrix D on-the-fly following (5)- (7) . Matrix A corresponds to the forward projections that can be computed on-the-fly by use of the voxel-driven projection model [29] . The selection of TV bound will be discussed in complex physical phantom study below.
Algorithm parameters λ, ν, σ, τ , and θ are involved in the CP algorithm, as described in the pseudo-codes in Table 1 . In particular, parameters σ, τ, and θ are calculated in line 2 of Table 1 , whereas parameters λ and ν have no impact on the solution to the optimization model but can affect the algorithm convergence rate, which will be investigated in the algorithm-verification study below.
F. METRICS FOR CONVERGENCE CONDITIONS
The CP algorithm can mathematically converge to the solution to the optimization model when the iteration number approaches infinity. However, it is practically impossible to achieve the mathematical convergence due to the finite computer precision and practical iteration time. Therefore, it is necessary to design practical convergence conditions to which the CP algorithm can practically achieve for reconstructions of the mathematical phantom and physical phantom.
The metrics for mathematical phantom reconstructions are NDE (Normalized Data Error), NOE (Normalized Object Error) and NTVE (Normalized TV Error), defined by
NOE(u n ) = u n − u truth 2 / u truth 2 (11)
where u truth is the known mathematical phantom image. NDE evaluates the distance between the model data at iteration n and the measured data; NOE evaluate the distance between the reconstructed object at iteration n and the truth image; and NTVE is the relative error of the TV value compared to TV bound, t 1 . For physical phantom reconstruction, there is not a truth image, so there are only two metrics for evaluating the convergence status. One is NTVE and the other one is the dNDE (differential Normalized Data Error), defined as
In real data reconstructions, noise and system inconsistence always exist, so NDE cannot reach 0 even if the iteration index n approaches infinity. When the iteration process enters the stable status, NDE should converge to a positive number, which is unknown. Thus, we may use dNDE to evaluate the change of NDE between two iterations. A small enough dNDE means practical convergence.
G. METRICS FOR IMAGE QUALITY EVALUATION
For simulation reconstruction, we just use NOE(u conv ) to evaluate the reconstruction accuracy, i.e. image quality, for the existence of truth image.
For real data reconstruction, we use two metrics to evaluate the image quality. One is rNOE (reference-image-based NOE) and the other one is CNR (Contrast-Noise-Ratio) [14] , which are defined as
and 
where w i denotes the ith entry of ROI-image w.
In real data reconstruction, for the truth image does not exist, one may just use a high quality image as a benchmark to be reference image, u ref . CNR may be used to evaluate the ability to reconstruct low-contrast structure. In the work, the complex physical phantom includes a bottle filled with low density spin probe, i.e it is a lowcontrast object, so we use CNR to evaluate its reconstruction quality.
III. ALGORITHM-VERIFICATION STUDY
To verify the correctness of the imaging system modeling, optimization model designing, CP algorithm derivation and its computer implementation, a simulation study is necessary. In the work, we use a mathematical phantom to perform the study, focusing on the convergence behavior. Additionally, the impact of the algorithm parameters, λ and ν, on convergence rate is also studied.
A. ALGORITHM VERIFICATION
To verify the correctness of an algorithm, one may use a mathematical phantom to generate ideal and sufficient data and then reconstruct the object. If the algorithm and its computer implementation are both correct, the reconstructed object should achieve a very high accuracy under the confine of computer float number precision.
In the study, we consider a 3D mathematical phantom of sphere-shape embedded with 5 spherical inserts. The phantom image is of size N = 40 × 40 × 40, whose middle transverse slice is shown in Fig. 3(a) . Using system matrix A described above, we generate projection data of size M = N m N a with N m = 40, N a = 1, 596, respectively, from the numerical phantom. The 1,596 projections are uniformly distributed over a hemisphere, i.e. we use equal solid angel sampling pattern [30] . The size of the voxel and the sampling interval on the projection are both set to 1. For the imaging model, i.e. the system of linear equations shown in (2) , there are N = 40×40×40 = 64, 000 unknown numbers and M = 40 × 1, 596 = 63, 840 equations. The linear system is completely consistent and has sufficient effective equations, so using the TVcDM optimization model may achieve high accuracy.
We calculate the TV of the truth image and use it as model parameter t 1 and set λ = 1 and ν = ν A to achieve fast convergence. σ, τ and θ are set up by its determination method shown in Table 1 . The practical convergence conditions are designed as
Under the imaging conditions, using the model parameters and algorithm parameters determined above and controlled by the practical convergence conditions designed above, we implement the TVcDM-CP algorithm and show the reconstructed image in Fig. 3 (b) . For further visual inspection, the reconstructed profile and the truth profile are shown in Fig. 3 (c) . Fig. 4 shows the convergence curves of the three convergence-condition metrics.
The iteration stops at iteration 6051. At the iteration point, the practical convergence conditions are reached: NOE is less than 10 −4 , NDE tends to 10 −5 and NTVE is less than 10 −3 . From the reconstructed image shown in Fig. 3 (b) , one cannot distinguish any difference from the truth image shown in Fig. 3 (a) . Further, we observe the reconstructed profile curve and the truth curve in Fig. 3 (c) and find they almost completely overlap. These qualitative and quantitative analysis shows that TVcDM-CP algorithm achieves high accurate reconstruction using ideal and sufficient projection data, validating that the components in the reconstruction chain from imaging system model to the final computer implementation are all correct.
From Fig. 4 , we may observe the convergence behavior of the three metrics. Generally speaking, NOE, NDE and NTVE all have global descent trend. However, the iteration curve is not smooth. Especially, we see the NTVE gets a comparatively big vibration when its value has been small enough, for example less than 10 −3 . During its vibration, NOE and NDE may continue to go down, indicating to move continually towards the truth image. Clearly, though the characteristics of descent with vibration exist, the CP algorithm may always achieve convergence and leads to the designed solution.
B. THE IMPACT OF THE ALGORITHM PARAMETERS, λ AND ν ON CONVERGENCE RATE
In III. A, we use λ = 1 and ν = ν A to achieve faster convergence rate. The two parameters are introduced to balance the magnitudes of the two convex functions corresponding to data divergence term and TV term. If better balance is obtained, faster convergence rate may be achieved.
We repeat the mathematical phantom reconstructions and stop at iteration 5,000 with the same reconstruction parameters except for the different selection of λ and ν to evaluate their impact on convergence rate.
From Fig. 5 , we see that the convergence rate of the five different parameter pairs are different. λ = 1 and ν = ν A are the fastest pair, whereas λ = 10 and ν = ν A is the slowest one. It seems to suggest that λ should not be too big. However, There is not a certainly law on how the two parameters impact the convergence rate. Instead, one may run reconstructions with different parameter pairs and select the fastest one to perform further reconstructions for their determination is imaging conditions dependent. 
IV. REAL DATA RECONSTRUCTION
After the algorithm-verification study, we perform real data reconstructions using a complex physical phantom scanned by EPR imager to evaluate if TVcDM-CP algorithm may reconstruct EPR image more accurate than FBP algorithm from fast-scanned, noisy projection data. Also, we will evaluate what is the limitation of low SNR, i.e. how much we may speed up the scanning process.
A. EPR IMAGER AND THE COMPLEX PHYSICAL PHANTOM
In the study, we collected data from a complex physical phantom by using a 250-MHz-pulse EPRI scanner (shown in Fig. 6(a) ), controlled by SpecMan4EPR v2.1 [31] , which was developed for EPR imaging in vivo physiology at The University of Chicago [9] . The complex physical phantom consists of three bottles and three tubes shown in Fig. 6 (b) , and each bottle/tube is filled with solution with different levels of spin probe concentration.
B. PROJECTION DATA ACQUISITION AND FAST SCAN STRATEGY
In the study, we collect 828 projections distributed uniformly in the angle range. At each angle, the spatial projection signal is obtained by inverse FFT of the EPR signal. Other than MRI, the EPR signal is too noisy to be used in reconstruction of utility. The best denoising method is to collect the EPR signal repeatedly and average them for the noise is random and may hardly be removed acceptably by use of any existing denosing algorithm. Usually, we repeat 1,000 times and average the collected EPR signals to get one EPR signal at a specific angle. Too many repeating times introduce long scanning time. In the study, collecting 828 projections needs about 11 minutes, referred to as the full time.
If the repeating times are reduced, the whole scanning process may be speeded up. Correspondingly, the fastscanned projection may be noisier for light average denoising. TVcDM-CP algorithm has ability to achieve more accurate EPR image than FBP for the use of optimization technique. To evaluate the accurate reconstruction of TVcDM-CP algorithm, we collect 1/8, 1/4, 1/2 and 1 full In Fig. 7 , the projections at a specific angle within the four projection data sets are plotted. From Fig. 7 , it may be seen that the projection in the full-time data set has lower noise than the others and that the projection in the 0.125-time data set has the highest noise. We reconstruct images of size N = 80 × 80 × 80 = 512, 000 with voxels of size 0.0875cm × 0.0875cm × 0.0875cm. Accordingly, the size of the system matrix A is 66, 240×512, 000. Its values may be calculated by accurate voxel-driven method [29] .
D. RECONSTRUCTION PARAMETERS
We set λ = 1 and ν = ν A to achieve fast convergence. σ, τ and θ are set up by its determination method shown in Table 1 . The practical convergence conditions are designed as
For the determination of TV bound t 1 , we reconstructed images from the full-time data set with multiple, different values of t 1 . Based upon visual inspection of these reconstructions, we select the value of t 1 that yields the reconstruction with highest resolution and least background noise. We show in Fig. 8 images within the y = 44 slice reconstructed with It can be observed that the reconstruction with t 1 = 0.1t 0 has considerably blurry boundaries and that the reconstruction with t 1 = 0.3 possesses severe artifacts/noise in the background. Conversely, the reconstruction with t 1 = 0.2t 0 appears to yield both sharp boundaries and suppressed background noise simultaneously. Therefore, we select t 1 = 0.2t 0 for image reconstruction of the complex physical phantom.
E. THE RECONSTRUCTIONS OF THE COMPLEX PHYSICAL PHANTOM
According to the reconstruction parameters determination method shown in IV. D and the imaging conditions shown in IV. C, we reconstruct EPR images using the TVcDM-CP algorithm from 0.125-time data, 0.25-time data, 0.5-time data and full-time data.
We use visual inspection and quantitative analysis to evaluate the reconstruction quality. Figs 9, 10 and 11 show the x = 31, y = 48 and z = 48 slice images of the complex physical phantom, respectively. Figs 12 and 13 show the rNOE and CNR of the reconstructed objects, respectively.
For the different projection data set collected in different scanning time, their SNRs are different. Full time data has the highest SNR whereas the 0.125-time data has the lowest SNR. Fig. 9 . The white arrow points to the low-density bottle.
FIGURE 11.
The z = 48 slice images of the reconstructed complex phantom. The meaning of the text and display window are the same with those in Fig. 9 . The white arrow points to the high density bottle. From Figs 9, 10 and 11, we may notice that the TVcDM-CP (For simplicity, we refer to TVcDM-CP as CP hereafter) images has lower noise than FBP images if the same data used. With the decrease of the scanning time, the noise in FBP images becomes higher and higher. However, the change of noise level with the decrease of the scanning time for CP images is not so sensitive. This is because the TV norm in the CP algorithm may also reduce the noise except for its main function of suppressing streak artifacts introduced by sparse-view projections. Even that CP image reconstructed from 0.125-time data has lower noise than FBP image reconstructed from full time data. We refer to the bottle filled with high concentration spin probes as the high density bottle. In the pseudocolor images shown in Figs 9, 10 and 11, the blue color indicates low concentration whereas the red color indicates high concentration. So, the high density bottle is red.
In Fig. 11 , a white arrow points to the high density bottle. The solution in the bottle has uniform spin probe distribution, so the image of the high density bottle should be color-uniform. Observing all the high density bottles in Fig. 11 carefully, we find that the CP bottle-images are more uniform than the FBP bottle-images, which suffer from vibration artifacts, if the same projection data used, indicating that CP has ability to suppress vibration artifacts coming from low SNR projection data. With the decrease of the scanning time, FBP bottle-image shows more and more serious vibration artifacts. However, the change of CP bottle-image is not so sensitive. Even that CP bottle-image reconstructed from 0.25-time data is more uniform than FBP bottle-image reconstructed from full time data.
We refer to the bottle filled with low concentration spin probes as the low density bottle. For image reconstruction, low contrast object reconstruction is a challenging task. In the complex physical phantom, the reconstruction of the low density bottle is challenging for it is a low contrast object compared to the zero-background and the SNR of the projection signal is low.
In Fig. 10 , the low density bottle is pointed by the white arrow. Observing all the low density bottles in Fig. 10 carefully, we may observe that the CP bottle-images have clear and uniform selenodont structure. However, the FBP bottleimages in the first row of Fig. 10 all have been distorted because of the noise in the projections. The FBP bottle-image reconstructed from 0.125-time data cannot even be distinguished from the whole slice image for the bottle-selenodont shape has been seriously distorted and its color is very similar to the color of the background noise. With the decrease of the scanning time, the FBP bottle-images become more and more distorted. However, the CP bottle-images is not so sensitive to the decrease of the scanning time. Even that the CP bottleimage reconstructed from 0.25-time data has clearer structure than FBP bottle-image reconstructed from full time data.
Besides the analysis based on visual inspection above, we also perform quantitative analysis based on the rNOE and CNR as function of time length type.
From Fig. 12 , it may be seen that the reconstruction error evaluated by metric rNOE of CP is lower than that of FBP. This shows that CP algorithm has ability of accurately reconstructing object from noisy data, from which FBP algorithm always leads to noisy images. The error of CP algorithm using 0.125-time data is even lower than that of FBP using full time data.
From Fig. 13 , it may be seen that the CNR of CP is always higher than that of FBP no matter which type of projection data is used. This shows that CP may accurately reconstruct low-contrast image compared with FBP. The CNR of CP using 0.125-time data is even higher than that of FBP using full time data.
By visual inspection and quantitative analysis of the reconstructed images by CP and FBP, It may be concluded conservatively that CP algorithm using 0.25-time data may outperforms FBP algorithm using full time data. Thus, the whole scanning time may be reduced to one fourth of the full time, i.e. four times acceleration factor for scanning process can be achieved by use of the CP algorithm.
V. DISCUSSION AND CONCLUSIONS
To speed up the scanning process of EPR imaging, we reduce the repeating times for obtaining a projection signal at each view angle. Reducing repeating times will certainly introduce higher random noise in the projection data. Thus, the images reconstructed by the traditional FBP algorithm from these fast-scanned, noisy projections are always too noisy to be used for further image post-processing.
In the work, we use algorithm-enabled technique to improve the reconstruction quality from noisy projections. We model the EPR image as the solution of a TVcDM model, in which the data divergence is minimized subject to a constraint on the image TV. To solve the TVcDM model, we design the corresponding CP algorithm instance according to the CP algorithm framework.
We have performed studies to verify the correctness of the CP algorithm and its computer implementation via a mathematical phantom and characterize the performance of the CP algorithm via a complex physical phantom. The visual inspection and quantitative analysis both demonstrate that CP algorithm may achieve more accurate EPR images from projections collected within a factional scanning time than FBP algorithm. With the decrease of the scanning time, equivalently the reduction of the SNR of the projection data, the FBP algorithm introduces higher and higher noise and more and more serious distortion-artifacts. However, the CP algorithm may effectively suppress the noise and artifacts, achieving higher imaging quality. To be conservative, the CP reconstruction from one fourth full time data outperforms the FBP reconstruction from full time data. Thus, we may achieve at least four times of acceleration of the scanning process.
It seems that the CP images reconstructed from 0.125-time data is also more accurate than FBP images reconstructed from full time data according to the quantitative analysis of rNOE and CNR shown in Figs 12 and 13. However, observing the CP slice-images reconstructed from 0.125-time data and 0.25-time data in Figs 9, 10 and 11, we may find that the bottle-images or tube-images reconstructed from 0.125-time data always have lighter color compared to those images reconstructed from 0.25-time data, indicating smaller voxel values. To be objective, we may not claim that CP reconstruction from 0.125-time data is acceptable.
Like all the optimization-based image reconstruction algorithms, the reconstruction parameters, including model parameters and algorithm parameters, are very critical to reconstruction quality or convergence rate. In the work, during the algorithm-verification study and real data study, we have investigated these parameters deeply. Model parameters determine the solutions of the optimization model, i.e. the reconstructed images. Algorithm parameters, referred to as the parameters in the CP solving algorithm, do not determine the solution of the optimization model, but may impact the convergence rate and path. Different TV bound may lead to different solution: too large value introduces higher noise whereas too small value leads to smoother reconstructed images. According to the insight on TV bound, we may select the optimal value to achieve high quality reconstructions. The introduced algorithm parameters, λ and ν, may impact the convergence rate. We may select the best pair by running the reconstruction algorithm with diverse pairs of λ and ν to achieve the fastest convergence rate.
In the work, the data divergence term is of 2 -norm form. It may be also of theoretical interest and practical significance to investigate new TVcDM model with data divergence term of 1 -norm form or Kullback-Leibler (KL)-divergence form. The different forms of data divergence term are suitable for different noise types. However, the noise type of EPR projection signal is not typical and clear, so it is necessary to characterize the performance of TVcDM model with different data divergence forms.
TV algorithm is a popular optimization-based algorithm and has solid theoretical basis. In 1992, Rudin et al. [32] proposed the famous ROF model according to variational theory and found that TV algorithm may suppress noise and preserve edge simultaneously. In 2006, Donoho [33] proposed the compressed sending (CS) theory and used TV algorithm as a classical CS-based algorithm to demonstrate the theory. Additionally, TV may also be regarded as a new regularization technique. Thus, TV algorithm has at least three theory basis, the variational theory, the CS theory and the regularization theory.
In image restoration area, some studies have pointed out that the TV minimization may lead to staircase or blocky artifacts [34] and many varietal TV model, for example highorder TV model [35] , have been proposed to suppress the staircase effect. However, though the staircase artifact may be observed if the image has smooth transition region in image restoration, we must point out that the artifact is very weeny in image reconstruction. In 2006, when Sidky et al. proposed the TV minimization based image reconstruction algorithm for CT, they had noted the potential and possible disadvantage of TV model and performed reconstruction from a SheppLogan phantom of wavy background. But they found that the reconstructed images and its center-line profiles have not blocky or staircase artifacts [13] . We may give a qualitative explanation. In image denoising, the data fidelity constraint is very loose, so the staircase is easy to come out if the image has transition region. However, in image reconstruction, the data fidelity term is the data divergence between the measured projection data and the guessed data. The data and the image are connected by the forward imaging process. The measured projection signal has not staircase feature, so if the inter-iteration image has staircase artifacts after the TV regularization step, the artifacts will vanish after the data fidelity step to respect the projection data. In fact, during our reconstruction practice in EPR imaging, we never saw the staircase effect. Another possible reason may be that the EPR image is functional image rather than structure image and has not subtle transition region and has more piecewiseconstant regions that is very suitable for TV models. This is why we have focused on TV models several years in EPR imaging though some potential alternative optimizationbased algorithms, for example non-local TV [36] , dictionary learning algorithms [37] , have been proposed.
Recently, the deep-learning based image reconstruction methods have attracted our attentions [38] - [41] . It is possible that the regularization term or the whole reconstruction process may be learned by training the deep network. After the open of the EPRI data by the NIH center for EPR imaging, we are interested in investigating the application of deeplearning based reconstruction methods.
Though we have successfully investigated the TVcDM-CP algorithm using real scanned data of a challenging complex physical phantom, it is more important and challenging to evaluate the reconstruction performance using pre-clinical data of mouse-tumor.
Currently, we are investigating different designs of TVcDM model and characterize their performance and beginning to apply the TVcDM-CP algorithm to pre-clinical in vivo EPRI data.
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