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ABSTRACT: 
Recent development of hyperspectral snapshot cameras offers new possibilities for ore 
analysis. A method for generating a 3D dataset from RGB and hyperspectral images is 
presented. By using Structure from Motion, a reference of each source image to the resul-
ting point cloud is kept. This reference is used for projecting hyperspectral data onto the 
point cloud. Additionally, with this work flow it is possible to add meta data to the point 
cloud, which was generated from images alone. 
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Next the detected feature points are triangulated with the estimated camera positions, resulting in a 
sparse point cloud of the captured scene. Then a dense point cloud is generated from the images and 
camera poses using a multi view stereo approach. Finally this dense point cloud and the camera 
poses are exported for further processing. 
Details on the SfM process can be found in [Ozyesil2017]. These steps are performed using the 
commercial software product Photoscan Professional [Photoscan]. 
2.2 Point cloud registration 
One problem in SfM scene reconstruction is, that the resulting model only represents the recorded 
scene up to an unknown scale factor. This problem can be addressed by aligning the point cloud to a 
terrestrial laser scan of the same area. 
The registration was done using the Iterative Closest Points algorithm implemented in the software 
tool Cloud Compare. 
2.3 Hyperspectral data projection 
While Photoscan also offers a work flow to process hyperspectral data, this process requires the pan 
spectral image to have the same resolution as the hyperspectral data. The hyperspectral data is then 
orthorectified and projected to a mesh. This process was designed to deal with hyperspectral data 
form satellite or airborne images, where projections are to a rather flat scene from a nadir point of 
view. The scenes we are dealing with are not flat and can even contain cavities. Furthermore the 
options on how data from overlapping views is merged is limited to minimum, maximum, average, 
best candidate, and a mix of the last two. 
So instead of orthorectifying the images and projecting them to the scene, we re-project each point 
of the point cloud to every desired camera by using the camera intrinsic, the camera pose and an 
optional registration transform. 
This is done by first undoing the registration transform (if any) and then the inverse of the camera 
pose transform is multiplied with every point in our point cloud. Now the camera is at the origin of 
the point cloud. Next the points are filtered by their 𝑧coordinate to be 𝑧 > 0, since any points with 
𝑧 ≤ 0 would be behind or in the camera. The remaining points are filtered to be in the field of view 
of this camera with  |arctan(𝑥
𝑧
)| < 𝛼
2
 and  |arctan(𝑦
𝑧
)| < 𝛽
2
 with each transformed remaining point 
𝑃 = [𝑀 𝑦 𝑧]𝑇, 𝛼 the horizontal and 𝛽 the vertical field of view of the camera. The field of view 
check is necessary to prevent points which are not visible by the camera to be projected to valid 
image coordinates, depending on the cameras lens distortion coefficients. Next the remaining points 
are projected to image coordinates 𝑢 and 𝑣 using the pinhole camera model eq. 1 with 
𝑘1,𝑘2,𝑝1,𝑝2, [𝑘3] the radial (𝑘) and tangential (𝑝) distortion coefficients, 𝑓𝑥 and 𝑓𝑦 the horizontal 
and vertical focal length, and 𝑐𝑥 and 𝑐𝑦 the image center coordinates of the camera. Also refer to the 
OpenCV documentation [OpenCV] or [Hartley2004] for the pinhole camera model. 
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𝑀′ = 𝑀
𝑧
𝑦′ = 𝑦
𝑧
𝑀′′ = 𝑀′(1 + 𝑘1𝑟2 + 𝑘2𝑟4 + 𝑘3𝑟6) + 2𝑝1𝑀′𝑦′ + 𝑝2(𝑟2 + 2𝑀′2)
𝑦′′ = 𝑦′(1 + 𝑘1𝑟2 + 𝑘2𝑟4 + 𝑘3𝑟6) + 𝑝1(𝑟2 + 2𝑦′2) + 2𝑝2𝑀′𝑦′
𝑤ℎ𝑒𝑟𝑒  𝑟2 = 𝑀′2 + 𝑦′2
𝑢 = 𝑓𝑥𝑀′′ + 𝑐𝑥
𝑣 = 𝑓𝑦𝑦′′ + 𝑐𝑦
 1 
Finally the remaining points are filtered so that 𝑢 and 𝑣 are within the image dimensions and if that 
is the case, the hyperspectral data is added to this point by looking up 𝑢 and 𝑣 in the spectral image. 
In case of overlapping images, the projected points distance to the image center 
(𝑑 = �(𝑢 − 𝑐𝑥)2 + (𝑣 − 𝑐𝑦)2) is computed and the data from the image where this distance is low-
est is used, as suggested in [Aasen2015]. Additionally the number of camera views, the image cen-
ter distance 𝑑and the id of the camera this point got its data from is added as attribute alongside the 
hyperspectral information. Additionally, having the image coordinates for each point to a camera, it 
is also possible to project data to the point cloud, which was generated from the images, e.g. classi-
fication results. 
This step was implemented in a Python script using OpenCV. 
3 Experimental results 
Verifying the feasibility of the presented approach, multiple sets of RGB and hyperspectral images 
were recorded in the Research and education mine Reiche Zeche in Freiberg, Germany. First, a 
fixed lighting setup consisting of four halogen lamps was installed. Then the RGB and the hyper-
spectral camera were calibrated to the lighting conditions. Afterwards the camera setup was consec-
utively moved in front of the desired wall section and a series of image pairs was taken with both 
cameras. In this process, the distance between wall and camera was kept approximately the same 
like during calibration. As a result 70 image pairs were taken, which then were processed with the 
presented work flow. The results are displayed in Figure 2. 
The spatial resolution of the generated point cloud is 1 mm³. However, the real spatial resolution of 
hyperspectral data is only about 1 cm³ due to the low spectral image resolution. 
These first experiments have shown the feasibility of the presented work flow, however no further 
analysis of the resulting dataset has been conducted, yet. 
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