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THE FULL-POTENTIAL EQUATION 
Terry L. Hols t  
Ames Research Center  
1. INTRODUCTION 
This set of notes  d i scusses  t h e  numerical s o l u t i o n  of t r anson ic  flow 
f i e l d s  governed by t h e  f u l l - p o t e n t i a l  equat isn .  I n  a genera l  sense  t h i s  
p r e s e n t a t i o n  d e a l s  wi th  r e l axa t ion  schemes s u i t a b l e  f o r  t h e  m m e r i c a l  so lu-  
t i o n  of e l l i p t i c  p a r t i a l  d i f f e r e n t i a l  equations.  Of course ,  t r a n s o n i c  flow 
is  no t  pure ly  e l l i p t i c  i n  na tu re  but  c o n s i s t s  of hyperbol ic  regions  embedded 
.i<n an o therwise  e l l i p t i c  domain. However, t h e  most success fu l  numerical  
methods oE s o l u t i o n  f o r  t r anson ic  flow a p p l i c a t i o n s ,  a t  l e a s t  f o r  p o t e n t i a l  
formula t ions ,  have evolved from c l a s s i c a l  r e l a x a t i o n  schemes a s s o c i a t e d  wi th  
e l l i p t i c  equat ions .  Thus, most of t h e  a lgor i thms presented h e r e i n  w i l l  have 
a n  e l l i p t i c - e q u a t i o n ,  relaxation-algori thm f l avor .  For r e l a t e d  m a t e r i a l  t h e  
r eader  is r e f e r r e d  t o  Ha l l  ( r e f .  1 )  f o r  a  review wi th  emphasis on t h e  h i s -  
t o r i c a l  a s p e c t s  of computational f l u i d  dynamics (CFD), Holst  et  sl. ( r e f .  2 )  
f o r  a  genera l  review of computational t r anson ic  aerodynamics (CTA), Chapman 
( r e f s .  3 , 4 )  f o r  a genera l  review of cu r ren t  CFD resea rch ,  and Kordulla 
( r e f .  5) and Baker ( r e f .  6 )  f o r  a d d i t i o n a l  information regarding t ransonic-  
flow s o l u t i o n  methods. 
The t r anson ic  speed regime provides t h e  most e f f i c i e n t  a i r c r a f t  c r u i s e  
performance; hence, most l a rge  commercial a i r c r a f t  c r u i s e  i n  t h i s  speed 
regime. However, t r anson ic  flow f i e l d s  tend t o  be s e n s i t i v e  t o  sma l l  per- 
t u r b a t i o n s  i n  flow condi t ions  o r  t o  s l i g h t  changes i n  geometrical  cha rac te r -  
i s t i c s ,  e i t h e r  of which can cause l a r g e  v a r i a t i o n s  i n  t h e  flow f i e l d .  Large 
performance penalr ' ies  can r e s u l t  because of r e l a t i v e l y  smal l  pe r tu rba t ions  
away from des i red  design condi t ions .  Computational techniques,  t h e r e f o r e ,  
have enjoyed an  inc reas ing  r o l e  i n  help ing t h e  aerodynamics engiaeer  f i n d  
opt imal  des ign cond i t ions ,  a s  w e l l  a s  t o  eva lua te  des ign n e n s i t i v i t y .  
Transonic flow f i e l d s  con ta in  a v a r i e t y  of i n t e r e s t i n g  and unique char- 
a c t e r i s t i c s .  Typical  a i r f o i l  and swept-wing flow f i e l d s  a r e  shown i n  
f i g u r e s  1 and 2. The o u t e r  free-stream flow is  t y p i c a l l y  subsonic and 
e l l i p t i c  i n  na tu re .  Regions of supersonic flow (hyperbol ic)  u s u a l l y  e x i s t  
on t h e  upper a i r f o i l  o r  wing s u r f a c e  and a r e  genera l ly  terminated by a weak 
"transonic" shock wave. For t h e  case  of a swept-wing flow f i e l d ,  t h e  shock 
wave may a c t u a l l y  c o n s i s t  of a  system of shocks, a s  shown i n  f i g u r e  2.  The 
f i r s t  shock i s  swept and t h e r e f o r e  has a supersonic  downstream Mach number. 
The r e a r  shock is  approximately normal t o  t h e  l o c a l  flow and t h e r e f o r e  has 
a subsonic downstream Mach number. 
S igna l s  tend t o  propagate very  r ap id ly  downstream i n  t r anson ic  flow 
f i e l d s  where t h e  propagation v e l o c i t y  is  u + a ( l o c a l  f l u i d  speed plus  son ic  
v e l o c i t y )  and very slowly upstream where t h e  propagation v e l o c i t y  is  u - a .  
For a downstream dis turbance  t o  propagate upstream i t  must move around t h e  
supersonic  zone, f u r t h e r  inc reas ing  t h e  d i f f e r e n c e  between t h e  upstream and 
downstream propagation speeds. This s i t u a t i o n  tends  t o  make t r a n s o n i c  
numerical  s o l u t i o n  techniques,  which depend on physical-time-dependent algo- 
rithms, very slow. Such problems a r e  s a i d  t o  be  " s t i f f , "  and they  r e q u i r e  
l a r g e  amounts of computer t i m e  f o r  even a s i n g l e  s t eady-s t a t e  s o l u t i o n .  
Another c h a r a c t e r i s t i c  of transonic flow is t h a t  i t  is governed by 
equat ions  t h a t  a r e  inheren t ly  nonl inear .  L inea r iza t ion  of these  equations 
w i l l  remove t h e  v i t a l  f low-field physics which a r e  responsible  f o r  t h e  pre- 
d i c t i o n  of shock waves. This nonlinear behavior tells un t h a t  a  d i r e c t  
( i . e . ,  n o n i t e r a t i v e )  s o l u t i o n  procedure f o r  t r anson ic  flow is t h e o r e t i c a l l y  
impossible.  Thus, one b a s i c  f e a t u r e  assoc ia ted  wi th  a l l  of t h e  schemes d i s -  
cussed wi th in  these  notes  is t h a t  they a r e  a l l  i t e r a t i v e .  
Viscous e f f e c t s  a r e  a l s o  important i n  t ransonic  flow f i e l d s .  This 
complex s u b j e c t  involves  four  major e f f e c t s :  (1) shock/boundary-layer i n t e r -  
a c t i o n  e f f e c t s ,  (2) t h e  decambering and th ickness  e f f e c t s  caused by t h e  
a d d i t i o n  of a  simple displacement th ickness ,  (3) t ra i l ing-edge e f f e c t s ,  and 
(4) near-wake e f f e c t s .  However, a  d iscuss ion of viscous cor rec t ion  proce- 
dures  is  not  wi th in  t h e  scope of t h e  present  s e t  of notes .  Ins tead ,  t h e  
i n t e r e s t e d  reader  is r e f e r r e d  t o  Lock ( r e f .  7) and Melnik ( r e f .  8) who t r e a t  
t h i s  sub jec t  i n  d e t a i l .  
The following presenta t ion can be divided i n t o  two general  ca tegor ies :  
an  in t roduc to ry  treatment of the  bas ic  concepts a s soc ia ted  wi th  the  numerical 
s o l u t i o n  of e l l i p t i c  p a r t i a l  d i f f e r e n t i a l  equations and a  more advanced 
treatment of cu r ren t  procedures used t o  so lve  the  f u l l - p o t e n t i a l  equatben 
f o r  t ransonic  flow f i e l d s .  The in t roductory  m a t e r i a l  i s  presented f o r  com- 
p le teness ;  i t  covers governing equations (sec .  2 ) ,  c l a s s i c a l  r e l axa t ion  
schemes (sec.  3 ) ,  and e a r l y  concepts regarding t r anson ic ,  f u l l - p o t e n t i a l  
equation algori thms (sec .  4 ) .  These top ics  a r e  intended t o  provide an i n t r o -  
duct ion f o r  some of the  more advanced concepts presented i n  the l a t e r  sec- 
t i o n s .  The more knowledgeable reader could s k i p  s e c t i o n s  2-4 and proceed 
d i r e c t l y  t o  sec t ions  5-8 without a  s i g n i f i c a n t  l o s s  i n  con t inu i ty .  
State-of-the-art  top ics  concerning t h e  numerical s o l u t i o n  of t h e  f u l l -  
p o t e n t i a l  equation f o r  t ransonic  flows a r e  presented i n  s e c t i o n s  5-8. These 
s e c t i o n s  inc lude  a  d iscuss ion of equation transformation and grid-generation 
procedures (sec .  5 ) ;  a  presenta t ion of recent  f u l l - p o t e n t i a l  s p a t i a l  d i f f e r -  
encing schemes (sec. 6 )  ; a  presenta t ion of f u l l - p o t e n t i a l  i t e r a t i o n  schemes, 
wi th  s p e c i a l  emphasis on convergence acce le ra t ion  (sec ,  7) ;  and a  b r i e f  
review of r ecen t  three-dimensional app l i ca t ions  (sec .  8) .  These notes  a r e  
then concluded wi th  a  few general  remarks including recommendations f o r  
f u t u r e  research.  
2. GOVERNING EQUATIONS 
2.1 C l a s s i f i c a t i o n  of Second-Order P a r t i a l  D i f f e r e n t i a l  Equations 
Consider t h e  following general  quas i - l inea r ,  second-order p a r t i a l  d i f -  
f e r e n t i a l  equat ion (PDE) : 
where A ,  B ,  C ,  and F a r e  funct ions  of x, y ,  u, ux, uy: This  equation can 
be c l a s s i f i e d  by consider ing t h e  corresponding c h a r a c t e r x s t i c  equation ( f o r  a 
d e r i v a t i o n  of t h e  c h a r a c t e r i s t i c  equation and a d d i t i o n a l  d iscuss ion on t h i s  
t o p i c  s e e  r e f s .  9 and 10) : 
Using t h e  quadra t i c  formula, t h e  two c h a r a c t e r i s t i c  d i r e c t i o n s  assoc ia ted  
w i t h  equation (2.1) a r e  given by 
The na tu re  of these  c h a r a c t e r i s t i c s  determines t h e  equation c l a s s i f i c a t i o n .  
Equation (2.1) is hyperbolic i f  t h e  c h a r a c t e r i s t i c s  o r e  r e a l  and d i s t i n c t  
[ t h a t  i s ,  i f  t h e  d iscr iminant  of eq. (2.3) i s  g r e a t e r  than zero  
( B ~  - 4AC > 0)  , then t h e  equation is hyperbolic]  ; parabol ic  i f  t h e  character-  
i s t i c s  a r e  r e a l  and co inc iden ta l  (B2 - 4AC = 0 ) ;  and e l l i p t i c  i f  t h e  charac- 
t e r i s t i c s  a r e  complex and d i s t i n c t  (B2 - 4hC < 0). 
Several  c l a s s i c a l  PDEs along wi th  t h e i r  c l a s s i f i c a t i o n s  a r e  given a s  
follows . 
Laplace' s equation: 
Heat equation : 
r e a l )  
( )  = 0 parabol ic  
Wave equation: 
(c  - r e a l )  
(2) = tc hyperbolic 
1 , 2  
The primary motivation f o r  studving t h e  na tu re  of PDEs i n  t h e  present  
context  is  t o  gain i n s i g h t  i n t o  t h e  physics they govern, and, the re fo re ,  t o  
develop guidel ines  f o r  the  implementation of numerical s o l u t i o n  procedures. 
Di f fe ren t  equation types genera l ly  r equ i re  d i f f e r e n t  s o l u t i o n  algori thms.  
A p a r t i c u l a r  po in t ,  P, i n  a s o l u t i o n  domain governed by a PDE, has 
assoc ia ted  wi th  i t  regions c a l l e d  domains of inf luence and domains of depen- 
dence. These domains a r e  determined by c h a r a c t e r i s t i c s .  For example, i n  
t h e  case  of s teady supersonic flow, which is  hyperbolic,  t h e  domain of depen- 
dence is  defined by the  forward Mach cone, and t h e  domain of in f luence  is 
def ined by t h e  z f t  Mach cone (see  f i g .  3). Physical ly ,  t h e  flow cond i t ions  
a t  point  P depend on the  flow condi t ions  i n  t h e  domain of dependence. Con- 
v e r s e l y ,  t h e  flow condi t ions  a t  point  P can in f luence  any o t h e r  point  i n  
t h e  domain of inf luence.  
The numerical domain of dependence, t h a t  is,  t h e  domain of dependence 
modeled by the  numerical d i f fe renc ing  scheme, should mimic the  physical  
domain of dependence a s  c l o s e l y  a s  poss ible .  I f  i t  does n o t ,  i n s t a b i l i t y  
probably w i l l  r e s u l t .  
E l l i p t i c  equations a r e  much d i f f e r e n t  i n  na tu re  than hyperbolic equa- 
t i o n s .  A s i n g l e  point  i n  an e l l i p t i c  s o l u t i o n  domain inf luences  every o t h e r  
point  and v i c e  versa ;  t h a t  is ,  t h e  e l l i p t i c  domains of dependence and i n f l u -  
ence a r e  co inc iden ta l  and contain t h e  e n t i r e  so lu t ion  domain. Solut ion 
algori thms f o r  e l l i p t i c  equations should r e f l e c t  t h i s  f a c t  t o  properly 
s imula te  the  physics.  
For t r anson ic  flow a p p l i c a t i o n s ,  t h e  s o l u t i o n  domain conta ins  both 
e l l i p t i c  (subsonic) and hyperbolic (supersonic) regions.  The boundaries 
between these  regions (sonic  l i n e s  o r  shock waves) a r e  unknown i n  advance 
and must be determined a s  p a r t  of t h e  so lu t ion .  Most success fu l  r e l axa t ion  
schemes used f o r  t ransonic  app l i ca t ions  u t i l i z e  a f e a t u r e  c a l l e d  type- 
dependent d i f fe renc ing  which al lows the  l o c a l  d i f fe renc ing  scheme t o  b e  
ad jus ted  t o  t h e  l o c a l  f low-field physics.  Numerical s o l u t i o n  techniques f o r  
implementing t h i s  philosophy w i l l  b e  t h e  primary sub jec t  of d iscuss ion i n  
subsequent s e c t i o n s  of these  no tes .  Two PDE formulations represent ing 
d i f f e r e n t  l e v e l s  of approximation f o r  t r anson ic  flow f i e l d s  a r e  discussed 
next .  
2 .2  Transonic,  Small-Disturbance P o t e n t i a l  Equation 
The t r anson ic ,  small-disturbance (TSD) equation expressed i n  two- 
dimensional Car tes ian  coordinates  (x,y) is given by 
where M, is  the  free-stream Mach number, y i s  the  r a t i o  of s p e c i f i c  h e a t s ,  
and 4 is  t h e  small-disturbance o r  per turbat ion ve loc i ty  p o t e n t i a l  defined 
by 
3 3 I n  equation (2 .5 ) ,  q and qm a r e  t h e  l o c a l  and free-stream v e l o c i t y  vec to r s  
def ined by 
where and j a r e  t h e  un i t  vec to r s  along t h e  x and y d i r e c t i o n s ,  respec- 
t i v e l y .  Thus, t h e  v e l o c i t y  components a r e  given by 
Boundary condi t ions  f o r  a t y p i c a l  " th in"  a i r £  o i l  used i n  conjunct ion 
wi th  equation (2.4) a r e  given by 
where, g+(x) and g'(x) de f ine  t h e  upper and lower a i r f o i l  su r faces ,  respec- 
t i v e l y .  Application of t h i s  boundary condi t ion is made a t  t h e  a i r f o i l  s l i t  
( o r  chord l i n e ) .  This s imulates  the  required flow-tangency boundary condi- 
t i o n  a t  t h e  a i r f o i l  su r face  t o  an accuracy cons i s t en t  wi th  small-disturbance 
theory.  An a u x i l i a r y  r e l a t i o n ,  usual ly  used i n  t h i s  formulation t o  d e f i n e  
t h e  a i r f o i l  su r face  pressure  c o e f f i c i e n t ,  i s  given by 
+ 
where Cp and C p  correspond to the upper and lower surfaces, respectively. 
The TSD equation, given by equation (2.4), is valid for isentropic, 
itrotational flows about thin shapes (airfoils and wings) immersed in ayprox- 
imately sonic free streams (that is, M, - 1). For a more detailed discussion 
of TSD theory, including a discussion of the various three-dimensional formu- 
lations, see references 2 and 11. 
By using the discridnant test obtained from equation (2.3), it can be 
shown that equation (2.4) is hyperbolic when 
and elliptic when 
In other words, the sign of the first term coefficient determines the equa- 
tion type. If this coefficient is positive, the local flow is subsonic; if 
it is negative, the local flow is supersonic. The nonlinearity of the first 
term is essential for describing the mixed character of transonic flow and 
is the mechanism by which shock waves are formed. 
The characteristic directions associated with the TSD equation are given 
by 
Notice that these characteristic slopes are symmetrical about the x-axis 
regardless of the local velocity-vector orientation; that is, the character- 
istics are not a function of the y-component of the velocity ($,) (see 
fig. 4). This situation, which is in dramatic contrast to the full-potential 
equation, has certain implications regarding spatial-difference approxima- 
tions for both the TSD and the full-potential equation. 
2.3 Full-Potential Equation 
The full-potential eqcation written in conservative form for two- 
dimensional Cartesian coordinates (x, y) is given by 
where the density p is defined by 
In equation (2. ll), y is the ratio of specific heats (equal to 1.4 for air) 
and is the full or exact velocity potential given by 
where 41, and 41y a r e  the  v e l o c i t y  components i n  t h e  x and y d i r e c t i o n s ,  
r e spec t ive ly .  The d e n s i t y  and v e l o c i t y  components appearing i n  equa- 
t i o n  (2.11) a r e  nondimensionalized by t h e  s t agna t ion  d e n s i t y  p, and by t h e  
c r i t i c a l  speed of sound, a*. Thus, at  a s t agna t ion  po in t ,  
and at  a son ic  l i n e ,  
The l a t t e r  condi t ion is q u i t e  use fu l  i n  providing a simple test f o r  super- 
s o n i c  flow; t h a t  i s ,  i f  p < 0.633938145 . . . t h e  flow is supersonic ,  and 
i f  p > 0.633938145 . . . t h e  flow is subsonic. 
Severa l  u s e f u l  a u x i l i a r y  r e l a t i o n s  a r e  given a s  follows.  
Bernoul l i  equation (energy equation):  
a 2  + 7 = constant  
2 Y -  
I s e n t r o p i c  equation of s t a t e  (pe r fec t  gas):  
p/pY = constant  (2.16) 
Speed of sound d e f i n i t i o n :  
The second equa l i ty  i n  equation (2.17) i s  obtained by us ing t h e  i s e n t r o p i c  
equation of s t a t e .  Using t h e  same riondimensionalization f o r  these  r e a l t i o n s  
a s  f o r  t h e  f u l l - p o t e n t i a l  equation y i e l d s  
Note t h a t  t h e  dens i ty  expression shown i n  equation (2.11b) has been derived 
from equations (2.15)-(2.20). 
The f u l l - p o t e n t i a l  equation given by equation (2.11) i s  v a l i d  f o r  isen- 
t r o p i c ,  i r r o t a t i o n a l  flows about a r b i t r a r y  shapes. That is,  the  f u l l -  
p o t e n t i a l  equation is not r e s t r i c t e d  t o  t h i n  shapes a s  is  t h e  TSD equation.  
However, t o  ob ta in  physical ly  r e a l i s t i c  r e s u l t s ,  t h e  f u l l - p o t e n t i a l  equation 
is r e s t r i c t e d  t o  shapes and t o  flows f o r  which viscous e f f e c t s  (separa ted 
flow) a r e  no t  s i g n i f i c a n t .  The f u l l - p o t e n t i a l  equation is a l s o  r e s t r i c t e d  
t o  flows ranging from incompressible (M, - 0) t o  t r anson ic  (M, - 1). These 
p o t e n t i a l  formulations a r e  v a l i d  i n  t ransonic  flow (even though they a r e ,  
s t r i c t l y  speaking,  i s e n t r o p i c )  because weak, o r  t r anson ic ,  shock waves can b e  
reasonably approximated by an i s e n t r o p i c  formulation. A comparison of t h e  
i s e n t r o p i c  shock-jump r e l a t i o n  wi th  t h e  exact  Euler shock-jump r e l a t i o n s  
(Rankine-Hugoniot relations) ie given in figure 5 (see ref, 12). Note that 
for a local Mach number (MI) at or below 1.3  a reasonable approximation is 
maintained by the isentropic assumption. 
It is essential that the finite-difference approximation to the full- , 
potential equation be cast in conservative f~rm (see refs. 13 and 14). 
Otherwj.se, the shock-capturing procedure will not necessarily conserve mass 
across the shock wave. The effective mass eource added at the shock wave is 
dependent on nonphysical considerations such as the local grid spacing. 
Nonconservative schemes have been used, with good success, in transonic-flow 
simulations for many engineering applications. This is because the effec- 
tive mass production at shocks fortuitously models shock/boundary-layer 
interactions. A superior approach is to use conservative form with viecous 
corrections added via the boundary-layer equations. Therefore, the proper 
' shock strength and position (within the framework of the isentropic formula- 
tion), automatically corrected by the proper viscous effects, will be 
obtained. 
Classification of the full-potential equation [eq* (2.11)] is difficult 
becaase it is not in standard form [eq. (2.1)]. Transformation of equa- 
tion (2.11) into nonconservative form will facilitate the classification 
process. The nonconservative full-potential equation written in two- 
dimensional Cartesian coordinates Is given by 
where a is the local speed of sourid computed from the Bernoulli equation 
[see eq. (2. la)]. The discriminant [see eq. (2.3)] for equation (2.21) 
becomes 
Therefore, the full-potential equation, either in the conservative form 
[eq. (2.11) 1 or nonconservative form [eq. (2.21) 1, is hyperbolic for super- 
sonic flow (q > a), parabolic for sonic flow (q = a), and elliptic for sub- 
sonic flow (q < a). 
The characteristic directions associated with the full-potential equa- 
tion are given by 
-$,$ t in2 (q2 - a2) 
a' - $: 
Notice that the characteristic directions for the full-potential equation are 
not symmetric about the x-axis as was the case with the TSD equation. 
Instead, the characteristics are synnnetric about the stream direction. (This 
fact will become 2bvious in a subsequent section.) Therefore, like the local 
velocity vector q, the characteristic directions can have virtually any 
orientation, which makes numerical solution of the full-potential equation 
more complicated than the previously discussed TSD equation. After the pres- 
entation of several classical relaxation schemes for purely elliptic equa- 
tions, we shall return to this and other points associated with the numerical 
solution of the fulf-potential equation for transonic flows. 
. ' 
3. CLASSICAL RELAXATION ALGORITHMS 
A look a t  some of t h e  c l a s s i c a l  r e laxa t ion  schemes appl ied t o  e l l i p t i c  
equations, including point  and block ( l i n e )  iterative techniques, $8 consid- 
e red  next. Addit ional d e t a i l s  on t h i s  subject. can be  found i n  Ames (ref .  9). 
To f a c i l i t a t e  t h i s  diecussion,  no ta t ion  conventions, which w i l l  apply 
throughout these  notes ,  a r e  now presented. 
3.1 Notation Conventions 
I n  general ,  t h e  nota t ion,  dSj,  w i l l  be used t o  represent  t h e  n t h  
i t e r a t e  of t h e  d i s c r e t i z e d  dependent v a r i a b l e ,  $, a t  a pos i t ion  i n  t h e  
f i n i t e - d i f  f erence mesh given by x = iAx and y = j Ay. When transformed 
coordinates  (5,n) a r e  involved, the  i and j subscr ip t s  w i l l  be used t o  
represent  pos i t ion  i n  t h e  computational-domain, f in i t e -d i f fe rence  mesh ( t h a t  
' is ,  6 = i and 0 = j where A 6  = An = 1.0). Def in i t ions  f o r  t h e  var ious  
d i f f e r e n c e  operators  used i n  these  notes  a r e  given by t h e  following. 
F i r s t  c e n t r a l  d i f fe rence  (second-order accurate) :  
F i r s t  backward d i f fe rence  ( f i r s t -o rder  accurate) :  
F i r s t  forward d i f fe rence  ( f i r s t -o rder  accurate) :  
Second c e n t r a l  d i f fe rence  (second-order accurate) :  
Forward s h i f t  operator:  
Backward s h i f t  operator:  
Cen t ra l  average operator :  
Forward average operator:  
Backward average operator:  
These opera to r  d e f i n i t i o n s  have a l l  been defined using t h e  x-direction. Of 
course,  add i t iona l  operators  can be defined f o r  any space o r  time coordinate  
s i m i l a r l y  t o  those  f o r  t h e  x-direction,  Cer ta in  i d e n t i t i e s  associa ted wi th  
t h e s e  operators  e x i s t  and can be useful .  For example, a l l  d i f fe rence  and 
averaging operators  can be expressed, us ing shi f t -operator  notation: 
Notice t h a t  t h e  symmetrical combination of f irst-order-accurate,  one-sided 
d i f  f er rnce  operators  c r e a t e s  second-order-accurate, centered-diff erence 
operators.  
This f a c t  w i l l  be use fu l  i n  t h e  app l ica t ion  of f u l l y  i m p l i c i t ,  approxinate- 
f a c t o r i z a t i o n  schemes f o r  solving the  f u l l - p o t e n t i a l  equation. 
The c l a s s i c a l  r e laxa t ion  schemes discussed next w i l l  a l l  be presented 
f o r  the  two-dimensional Laplace equation: 
Each scheme w i l l  be put i n t o  a s tandard,  two-level cor rec t ion  form (sometimes 
c a l l e d  d e l t a  form) given by 
is t h e  n th - i t e ra t ion  cor rec t ion  defined by where Ci 
, j. 
L(; j is t h e  n th - i t e ra t ion  res idua l ,  which is a measure of how w e l l  t h e  
f in i t e -d i f  f erence equation is s a t i o f  i e d  by the  nth- level  so lu t ion ,  4"; and 
w is s re laxa t ion  parameter. The general  i t e r a t i o n  scheme given by 
equation (3.13) can be  considered a s  an i t e r a t i o n  i n  'time ( t h a t  16, pseudo- 
time - t h e  scheme does not  a c t u a l l y  apply t o  a physical  timo-dependent d i f -  
f  e r e n t i a l  equation) . This caibsideration al lows t h e  n supechcripr t o  b e  
regarded aa  a time-index, t h a t  is, cn - A t + t .  The N-operator determinee t h e  
type of i t e r a t i o n  scheme and, the re fo re ,  i s  the  otily quan t i ty  from equa- 
t i o n  (3.13) t o  change from scheme t o  scheme. 
3.2 The von Neumann TBst f o r  S t a b i l i t y  
The genera l  i t e r a t i o n  scheme represented by equation (3.13) can be  
inves t iga ted  f o r  nume;rical s t a b i l i t y  by u ~ i n g  the  Four ier ,  o r  von Neumann, 
test f o r  numerical s t a b i l i t y b  This scheme was developed by von Neumann i n  
t h e  e a r l y  1940s and was f i r s t  discussed i n  d e t a i l  by O'Brien a t  a l .  ( r e f .  15) 
i n  1951. Addit ional  d e t a i l s  can be found i n  Smith ( r e f ,  16) ,  Ames ( r e f .  9 ) ,  
Mitchel l  ( r e f .  l o ) ,  and Richtmyer and Morton ( r e f .  17). 
The propagation of numerical e r r o r  i s  s tud ied  by s u b s t i t u t i n g  a s u i t a b l e  
s o l u t i o n ,  
i n t o  t h e  f i n i t e - d i f f e r e n c e  scheme [eq. (3.13)] .  I n  equation (3.15) a and 0 
a r e  wave numbers associa ted  with t h e  Four ier  a e r i e s  which represents  t h e  
so lu t ion  a t  t = 0 ,  h i s  ( i n  genera l )  a complex cons tan t ,  and the  euper- 
s c r i p t  i is  . The r e s u l t i n g  expression is  solved f o r  
This quan t i ty  i s  c a l l e d  t h e  a ~ n p l i f i c a t i o n  f a c t o r  and provides an ind ica t ion  
of e r r o r  growth o r  decay. I f  G > 1 f o r  any values of a and b,  t h e  scheme 
is  numerically unstable .  I f  G s 1 f o r  a l l  va lues  of a and b, t h e  scheme 
i s  s t a b l e .  
There a r e  s e v e r a l  important l i m i t a t i o n s  assoc ia ted  wi th  the  von Neumann 
s t a b i l i t y  t e s t .  F i r s t ,  t h i s  t e s t  a p p l i e s  only t o  l i n e a r  d i f f e r e n c e  schemes 
wi th  constant  c o e f f i c i e n t s ;  however, i f  t h e  d i f f e r e n c e  scheme i n  quest ion hoo 
v a r i a b l e  c o e f f i c i e n t s ,  t h e  method can s t i l l  be appl ied  l o c a l l y  wi th  a good 
chance f o r  accura te ly  p red ic t ing  numerical s t a b i l i t y  c h a r a c t e r i s t i c s .  
Second, t h e  e f f e c t  of boundury condi t ions  i s  neglected by t h i s  method ( t h a t  
i s ,  the  boundary condi t ions  a r e  assumed t o  be periodic). Another type  of 
s t a b i l i t y  a n a l y s i s ,  r e fe r red  t o  a s  t h e  matr ix  method, is pre fe rab le  when ttee 
e f f e c t  of boundary condi t ions  needs t o  be analyzed (see  r e f s .  9 ,  10, 16 f o r  
d iscuss ion on t h i s  t o p i c ) .  
3.3 The Point-Jacobi Scheme 
The point-Jacabi r e l axa t ion  scheme can be expressed a s  follows: 
Rewriting t h i s  scheme i n  standard form y i e l d s  
where 
and 
Note t h a t  t h e  N-operator f o r  the  point-Jacobi scheme is duet a s c a l a r  o r  i n  
matr ix  form a simple d iagonal  matrix. Notice a l s o  t h a t  w - 1; t h a t  is, t h e  
point-Jacobi scheme is  not overre1axate.d. Because of t h e  eimpla form of 
N P J ,  obta in ing t h e  (n 1. 1)s t - l eve l  ao lu t ion  from the  nth-level  ao lu t ion  i e  
q u i t e  e a e i l y  accompliahed . For ins tance ,  r ewr i t ing  equation (3.17) wi th  
only the  n + 1 term on the  l e f t  and with Ax - Ay y i e l d s  
Thus, the  va lue  a t  each g r id  point  is simply replaced by the  average of t h e  
values  a t  t h e  f o u r  nea res t  neighboring po in te ,  The e impl ia t i c  n a t u r e  of t h e  
psint-Jacobi echeme and, i n  p a r t i c u l a r ,  t h e  l a rge  diEEarenea between t h e  
cons t ruc t ion  of t h e  E and L alperators,  y i e l d s  very slow convergence, 
e s p e c i a l l y  a s  t h ~  riicsh is refirred. 
S t a b i l i t y  t o r  t h e  point-Jacobi scheme can be inves t iga ted  by ueing t h e  
van Neumann s t a b i l i t y  ana lye i s  (sae  sec .  3.2). The ampl i f ica t ion f a c t o r  
( f o r  Ax Ay) i s  given by 
1 1 GPJ 1 4- f : . . ~  aAx - I )  + T  (cos b ~ y  - 1) (3.22) 
For s t a b i l i t y o  t h e  magnrcude o f  t h e  ampl i f ica t ion factor must b e  bounded 
by 1. Notica t h a t  Gpj i s  purely r e a l .  This make8 t h e  s t a b i l i t y  a n a l y s i s  
somewhat e a s i e r .  S ince  both cos oAx - 1 and cos bAy - 1 range from a 
maximum of zero t o  a mj-nimum of -2, t h e  growth f a c t o r  can naver be l a r g e r  
than 1 nor s w i l l e r  tham -1, Notice t h a t  i f  w had baen re ta ined,  any va lue  
above 1 ( represen t ing  overre laxat ion)  would have caused i n e t a b l l i t y ,  
I f  equation (3.18) is rewr i t t en  a s  
where AT u (2/hx2 -+ 2/by2)", the  point-Jacobi r e l axa t ion  scheme looks very 
much l i k e  a s tandard heut-equation i n t e g r a t i o n  echeme i n  which AT i s  t h e  
t ime-integration s tep-s ize .  The e t a b i l i t y  condi t ion aesocidt@d with  t h e  
t ime-integration of the  heat  equation us ing t h e  preaent " e x p l i c i t  clcheme" is 
given by 
This condi t ion is  automnt ical ly  e a t i e f i e d  by the  point-Jacobi eeheme through 
t h e  d e f i n i t i o n  of A T .  
3.4 The Point-Gauss-Seidel Scheme 
The point-Gauss-Seidel r e l axa t ion  scheme i s  very s i m i l a r  t o  point-Jacobi 
w i t h  one important  d i f fecence:  a s  we sweep through t h e  mesh, the  s o l u e i s n  a t  
some points  has a l ready been updated. Point-Gauss-Seidal uees t h i s  "extra" 
information by using t h e  l a t e s t  updated s o l u t i o n  a t  every po in t  poseible.  
For ins tance ,  assuming we sweep through Increas ing values of t h e  mesh i n d i c e s ,  
i and j ,  w e  have 
Note t h a t  t h e  i-1,j and i,j-1 terms, an w e l l  a s  t h e  usua l  i term, a r e  
a l l  evaluated a t  the  new n + 1 i t e r a t i o n  l eve l .  Rewriting equation (3.25) 
i n  standard f o m  y i e l d s  
where 
and again w .I 1. The r e s i d u a l  opera tor  L i s  defined as before  by eque- 
t i o n  (3.20).  The N-operator f o r  t h e  point-Gauss-Seidel scheme (NpGs) pro- 
v ides  a more complete approximation t o  the  L-operator than Npj. Because of 
t h i s ,  the  point-Gauss-Seidel scheme convergence l a  f a s t e r  than t h a t  of polnt-  
Jacob i ,  A s  we s h a l l  s e e ,  however, o t h e r  schemes wi th  much f a s t e r  convergence 
speed e x i s t .  
Because point-Gauss-Seidel has s e v e r a l  e n t r i e s  per row, located on o r  t o  
t h e  l e f t  of t h e  d iagonal ,  advancing from the  nth-solution l e v e l  t o  t h e  
(n + 1)s t - so lu t ion  l e v e l  does not involve t y p i c a l  matrix invers ions ,  f o r  
example, t r i d i a g o n a l  and pentadiagonal. However, obta ining t h e  (n + 1 ) s t -  
s o l u t i o n  l e v e l  i s  b a s i c a l l y  a recurs ive  process.  Such recurs ion is  d i f f i c u l t  
( o r  imposnible) t o  program on vector  computers i n  such a way as t o  f u l l y  
u t i l i z e  t h e  improvement i n  computational speed offered by t h e  vec to r  a rch i -  
t e c t u r e .  I n  t h i s  con tex t ,  point-Jacobi,  which is completety e x p l i c i t ,  t h a t  
is ,  nonrecursive,  may a c t u a l l y  be more e f f i c i e n t  than point-Gauss-Seidel. 
Other r e laxa t ion  schemes which a r e  wector izable  a r e  discussed i n  s e c t i o n  7.6. 
3.5 The Successive Overrelaxation Scheme 
The success ive  overre laxat ion (SOR) scheme can be presented by f i r s t  
w r i t i n g  t h e  point-Gauss-Seidel scheme [eq. ( 3 , 2 5 ) ]  i n  t h e  f o l l ~ w i n g  form: 
I n  equation (3.28) t h e  values of n + 1 with  an over ba r  a r e  prdvis ional  
values  modified by the  following s tandard r e l a x a t i o n  formula: 
where r ie a relaxation factor. For values of r r 1 the scheme is said 
to be overrelaxed, and for values of r < 1 the scheme is said to be under- 
relaxed. Equations (3.28) and (3.29) can be combined and rewritten in 
standard form as 
The N-operator for the SOR scheme ia still of the same form as N p ~ s  
[eq. (3.27)], although the matrix elements have been modified by the pres- 
ence of r. Use of the overrelaxetion factor greatly improves the conver- 
gence rate of the SOR acheme relatP~e to the point-Gauss-Seidel scheme, as we 
shall see in section 3.8. 
Stability of the SOR scheme as applied to Laplace's equation can easily 
be investigated by the von Neumarnn analysis. The ampli-fication factor for 
the SOR scheme is given by 
4 
-cos ahx - cos bAy - 3 + 4 - i(sin aAx + sin bAy) 
- 
G~~~ - (3.31) 
cos aAx + cos bAy - r - i(sin aAx + sin bAy) 
Notice that the imaginary parts of both the numerator and denominator are 
identical. Therefore, an altcernative, but no less restrictive, condition for 
stability is given by 
4 
-cos aAx - cos bAy - ; + 4 
-1 5 < 1 4 - 
cos aAx + cos bAy - - 
r 
Assume r is suchsthat the denominator is negative. This yields, after 
simplification, the following two inequalities: 
-cos aAx - cos bAy 2 -2 (3.34) 
which are satisfied for all values aAx and bAy providing 0 < r < 2. The 
latter restriction on r forces the denominator to always be negazive, which 
is consistent with out initial assumption. Thus, the SOR iteration scheme is 
stable by the von Neumann stability test. 
An interesting approach for finding an optlmum value for the SOR relaxa- 
tion parameter was presented by GarabiSdian (ref. 18; see also ref. 9). The 
approach consisted of viewing the SOR solution procedure as a time-dependent 
problem, that is, an artificial-time-dependent problem. Majorafeatures of 
this technique can be outlined as follows: First, using Taylor aeries derive 
the modified equation, then assume that Ax and At are so small that the 
solution to the difference equation (or modified equation) behaves like the 
solution to the corresponding differential equation. The time-dependent PDE 
can then be solved analytically usifig a separation of variables technique. 
The pii'oblem is to choose a relhxation factor r such that the time-dependent 
analytical solution converges as rapidly as poosible to the desired steady- 
state solution. A typical result obtained with this approach using a square 
domain (0 < x < T and 0 < y < r)  is given by 
r 
2 
.c- 
opt 1 + Ax 
Thue, t h e  optirnum re laxa t ion  f a c t o r  approaches a va lue  of 2 a s  t h e  f i n i t e -  
d i f f e r e n c e  mesh is  re f ined .  This ana lys i s  was performed on Laplace 's  equa- 
t iorl ,  and, a1,though s t r i c t l y  speaking i t  is  not v a l i d  f o r  nonl inear  probleme, 
t h e  same r e s u l t s  apply q u a l i t a t i v e l y .  
3.6 Block o r  Line I t e r a t i 0 2  Schemes 
Thus Car only  point  i t e r a t i v e  schemes have been discussed.  Other 
metllods which involve  t h e  sitnultsneous evaluat ion of more po in t s  a t  t h e  
s + 1 i t e r a t i o n  l e v e l  a r e  now coasidered.  This a d d i t i o n a l  impl ic i tness  pro- 
v ides  f o r  f a s t e r  convergence while r equ i r ing  only minimel inc reases  i n  com- 
pu ta t iona l  worlc. The f i r s t  t h r e e  l i n e  schemes discussed a r e  l ine-Jacobi,  
l ine-Gaus~-Szidel ,  and success ive  l ine-overre laxat ion (SLOR). These schemes, 
w r i t t e n  i n  s tandard cor rec t ion  form, a r e  given by t h e  following. 
Line-Jacobi : 
Line-Gauss -Seidel  : 
SLOR: 
I n  each case  one a d d i t i o n a l  point  has been added t o  kt,& N-operator d i f f e r -  
encing molecule. This allows t h e  e n t i r e  y-difference opera tor  t o  be  modeled 
i n  t h e  N-operator and requ i res  t h e  invers ion of a s e t  of t r i d i a g o n a l  matr ix  
equations f o r  each i t e r a t i o n .  Equations (3.36)-(3.38) have a l l  been w r i t t e n  
f o r  v e r t i c a l - l i n e  re laxa t ion ,  t h a t  is ,  t h e  t r i d i a g o n a l  matr ix  extends along 
t h e  y-di rect ion.  An equal ly  v a l i d  form can be const ructed by using 
hor izon ta l - l ine  re laxa t ion .  The optimal form depends on c h a r a c t e r i s t i c s  of 
t h e  p a r t i c u l a r  app l i ca t ion .  
The SLOR scheme [eq.  (3.38)]  i s  widely used today i n  indus t ry  a s  a 
genera l  r e l axa t ion  scheme f o r  solving both  the  TSD and t h e  f u l l - p o t e n t i a l  
equat ions .  A s p e c i f i c  SLOR algori thm used t o  s o l v e  t h e  nonconservative f u l l -  
p o t e n t i a l  equation w i 1 . 3  be discussed i n  s e c t i o n  4. 
3.7 The Al te rna t ing  Direct ion I m p l i c i t  Scheme 
One technique f o r  achieving even f a s t e r  convergence than t h a t  provided 
by t h e  SLOR scheme is  t o  use a f u l l y  i m p l i c i t  scheme; t h a t  i s ,  a scheme i n  
which each p o i n t  communicates wi th  every o the r  point  dur ing each i n t e r a t i o n .  
Th i s  type of scheme can be constructed us ing t h e  approximate f a c t o r i z a t i o n  
(AF) philosophy. F i r s t ,  w r i t e  t h e  N-operator i n  d i r e c t  form, t h a t  is, 
N = L, where L i s  t h e  usual  r e s i d u a l  opera tor  given by equation (3.20). 
Note t h a t  i f  t h e  problem is  nonl inear ,  then N must b e  a l i n e a r i z e d  approxi- 
mation t o  t h e  nonl inear  L-operator. The next s t e p  i n  t h e  cons t ruc t ion  of a 
s u i t a b l e  AF scheme i s  t o  f a c t o r  t h e  N-operator by us ing  an appropr ia te  
f a c t o r i z a t i o n ,  a s  ind ica ted  by 
Usually t h e  AF scheme c o n s i s t s  of two f a c t o r s  f o r  two-dimensional problems 
and t h r e e  f u c t o r s  f o r  three-dimenaional problems. An important idea  behind 
t h e  f a c t o r i z a t i o n  is  t h a t  each of the  f a c t o r s  N1 and N p  must involve only 
simple banded matr ix  invers ions ,  thus reducing t h e  computationa3. work per 
i t e r a t i o n .  Then, both t h e  e r r o r s  asaociated with t h e  fac to r fza t ion  and t h e  
l i n e a r i z a t i o n  ( f o r  nonlinear problems) a r e  removed from t h e  so lu t ion  simul- 
tanaously and automat ical ly  by i t e r a t i o n .  
Of course,  using t h e  N-operator d i r e c t l y  (before fac to r iza t ion)  a s  t h e  
f i n a l  form of t h e  N-operator w i l l  y i e ld  a d i r e c t  scheme which converges in 
j u s t  a s i n g l e  i t e r a t i o n  ( f o r  l i n e a r  problems). This type of scheme requires  
a s p e c i a l  invers ion algorithm ( d i r e c t  so lver )  which i s  much more compvta- 
t i o n a l l y  expensive than, f o r  ins tance,  a s e t  of t r id iagona l  matrix inver- 
s i o n s .  For nonl inear  problems, which must be considered f o r  t ransonic  appl i -  
c a t i o n s ,  t h e  di rect -solver  scheme loses  i ts  s ing le - i t e ra t ion  advantage and 
must be i t e r a t e d  j u s t  a s  any o ther  standard scheme. Therefore, t h e  d i r e c t -  
s o l v e r  scheme w i l l  not be considered f u r t h e r  i n  these  not&,  For more 
information s e e  references  19-23, 
The f i r s t  AF scheme presented i s  a reformulation of t h e  Peaceman- 
Rachford a l t e r n a t i n g  d i r e c t i o n  i m p l i c i t  (ADI) scheme and can be expressed by 
choosing N a s  follows (see  r e f s .  9 and 10 f o r  more information on AD1 
schemes) : 
where a is  an acce le ra t ion  parameter which may be cansidered a s  t h e  inverse  
of an  a r t i f i c i a l  time-step, l / A t  . More on t h e  optimal choice of t h e  a 
parameter w i l l  be presented subsequently. In  equation (3.40) both t h e  x and 
y d i r e c t i o n s  a r e  t r ea ted  impl ic i t ly .  The N-operator has been w r i t t e n  as 
t h e  product of two t r id iagona l  metrix f a c t o r s  which when mul t ip l ied  out y i e l d  
This  expression conta ins  the  o r i g i n a l  L-operator p lus  two e r r o r  terms. The 
AD1 scheme oE equation (3.40) can be res ta ted  i n  p r a c t i c a l  tenns using two 
sweeps a s  follows, 
Sweep 1: 
Sweep 2: 
I n  equations (3.42) and d 3 . 4 3 )  w is the  re laxa t ion  parameter associa ted with 
t h e  standard form and f i , j  is an intermediate r e s u l t  s to red  a t  each mesh 
po in t  i n  t h e  f i n i t e - d i f f e r e n c e  mesh. In  t h e  f i r s t  sweep, t h e  f-array i s  
obtained by solving a tridiago!almatrix equation f o r  each y 5 constant 
l i n e .  The cor rec t ion  a r ray  ( C i , j )  is then obtained i n  t h e  second sweep from 
t h e  f-array by solving a t r id iagona l  matrix equation f o r  each x = constant  
l i n e ,  This constructZon of N allows each gr id  point  in t h e  e n t i r e  mesh t o  
be influenced by every o ther  gr id  point  during each i t e r a t i o n .  As a r e s u l t ,  
much f a s t e r  convergence can be obtained wi th  t h i s  type of algorithm. More 
discuss ion on t h e  AD1 scheme i n  p a r t i c u l a r  and AF schemes i n  general  w i l l  be 
presented i n  s e c t i o n  7. 
3.8 Convergence Rate Estimation 
A summary of t h e  schemes presented i n  t h e  preceding sec t ions  of t h i s  
chapter  is given i n  f i g u r e  6. The computational molecules of both  t h e  N and 
L opera to rs  a r e  shown schematically f o r  each scheme. Note t h a t  t h e  
L-operator c o n s i s t s  of t h e  same f i v e  gr id  po in t s  i n  each case  whereas t h e  
N-operator i s  d i f f e r e n t ,  varying from only t h e  s i n g l e  c e n t r a l  point  ( i , j )  f o r  
t h e  point-Jacobi scheme t o  a l l  f i v e  points  f o r  t h e  AD1 scheme. 
Convergence-rate es t imates  f o r  each of these  schemes a r e  now presented. 
In  b r i e f ,  t h i s  es t imat ion technique proceeds a s  follows ( see  Ames, r e f .  9 f o r  
a more d e t a i l e d  discuss ion) .  It can be shown t h a t  
where en i s  t h e  e r r o r  i n  the  nth-level  so lu t ion  defined by 
and X is  t h e  average s p e c t r a l  radius of t h e  i t e r a t i o n  scheme ( t h a t  is,  t h e  
r a t i o  of t h e  average maximum eigenvalue a t  n + 1 t o  t h e  average maximum 
eigenvalue a t  n ) .  To achieve a given reduction i n  the  i n i t i a l  e r r o r ,  say 
p ,  w e  have 
Thus, -loglo p i s . t h e  number of orders  of magnitude by which t h e  e r r o r  is  
reduced i n  n i t e r a t i o n s .  Rearranging, we have 
Equation (3.47) gives t h e  number of i t e r a t i o n s  required t o  reduce the  i n i t i a l  
0 
e r r o r ,  e , by -loglo p orders  of magnitude. Ames ( r e f .  9) evaluates  an 
expression s i m i l a r  t o  equation (3.47) f o r  each of t h e  re laxa t ion  schemes j u s t  
presented.  For a one-order magnitude drop i n  t h e  e r r o r ,  t h a t  i s ,  f o r  
- log lo  p = 1, an es t imate  of the  number of i t e r a t i o n s  (Nun) can be obtained 
and i s  given f o r  each scheme i n  t a b l e  1. The quant i ty  A i s  t h e  mesh spac- 
ing.  Note t h a t  the  l i n e  vers ions  of each algorithm a r e  about a f a c t o r  of 2 
f a s t e r  than t h e  corresponding point  counterpar ts  (except SLOR which i s  fi 
f a s t e r  than SOR).  More important, the  SOR and SLOR schemes a r e  much f a s t e r  
than  the  o t h e r  point o r  l i n e  schemes. For example, when A = 0.01, SOR is 
200 times f a s t e r  than point-Eauso-Seidel. Thus, t h e  importance of overrelax- 
a t i o n  i n  re laxa t ion  schemes i n  emphasized. Furthermore, AD1 is  much f a s t e r  
than  SLOR; f o r  example, when A = 0.01, AD1 is over 10 times f a s t e r  than 
SLOR. These convergence r a t e  est imates a r e  compared graphical ly  i n  f i g u r e  7. 
For more d e t a i l s  regarding t h e  assumptions of t h i s  ana lys i s  s e e  h e s  ( r e f .  9). 
4 .  ALGORITHMS FOR THE FULL-POTENTIAL EQUATION: EARLY IDEAS 
I n  t h i s  s e c t i o n ,  pr i l iminary concepts associa ted with t h e  numerical 
s o l u t i o n  of t h e  f u l l - p o t e n t i a l  equation a r e  discussed.  Because t h e  noncon- 
s e r v a t i v e  form of t h e  f u l l - p o t e n t i a l  equation is more reveal ing t o  l i n e a r  
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analysis and also because it was the first form of the full-potential equa- 
tion solved, we will restrict our attention solely to this equation in this 
section. The nonconservative full-potential equation was presented earlier 
(see sec. 2.3) and is restated here for convenience: 
For purposes of simplifyin the analysis we can treat the coefficients 
a2 - u2 , -2uv. and a2 - v', as local constants. Thus, the equation in 
effectively linearized. 
4.1 Subsonic Difference Scheme 
A spatial finite-difference scheme for the nonconsrrvative full- 
potential equation (4. l), which is valid for subsonic flow only, is given by 
This scheme is centrally differenced and second-order accurate. If the 
point-Jacobi iteration scheme is now applied to equation (4.2) we have 
Stability can be investigated for this scheme by using the von Neumann 
test. The amplification factor (G) for Ax = Ay is given by 
G = 1 + R(cos aAx - 1) + Y(cos aAx sin bAy) 
where 
and q is the speed of the fluid (Ju2 + vZ). As before with Laplace's 
equation, the amplification factor is purely real. For stability, the mag- 
nitude of the amplification factor must be less than or equal to 1. When 
the flow is locally supersonic (q > a), this centrally differenced scheme is 
unstable. An example demonstrating this situation is presented as follows: 
Assume the flow is aligned with the x-axis; therefore, u = q and v = 0. i Equation (4.4) reduces to 
I 
G = 1 + R(cos aAx - 1) + a2 (cos bAy - 1) (4.6) 
2a2 - tq2 
Since cos aAx - 1 s O and R < 0 for q > a, it is obvious that G > 1. 
That is, this centrally differenced scheme is unstable for supersonic flow. 
Proving stability for subsonic flow is a little more difficult. The 
amplification factar must satisfy -1 S G < 1. Working with only the first 
inequality, we have from equation (4.4) the following condition: 
R(l - cos aAx) - S sin aAx sin bAy + T(1 - cos bay) < 2 (4.7) 
The condi t ion f o r  subsonic flow requ i res  t h e  d iscr iminate  of equation (2.3) 
t o  be  l e s s  than o r  equal  t o  zero. This can be  r e s t a t e d  a s  
This expression i s  used t o  r ep lace  the  S c o e f f i c i e n t  i n  t h e  cross-product 
tern and makes the  o r i g i n a l  condi t ion f o r  s t a b i l i t y  more r e s t r i c t i v e .  The 
s i g n  of t h i s  cross-product term can be e i t b e r  p o s i t i v e  o r  negative.  C lea r ly ,  
i f  t h i s  term is  negat ive  then t h e  inequa l i t$  i s  al.ways s a t i s f i e d .  Therefore,  
assuming t h e  s i g n  t o  be p o s i t i v e  y i e l d s  
R(l  - cos aAx) + m i s i n  abxl lsia bay/  + T ( l  - cos bAy) < 2 (4 9 )  
Next, add and sub t rac t  the  t e a h a  necessary t o  combine thg cross-product term 
i n  a pe r fec t  square. This y i e l d s  
T R(1 - cos aAx) + T( l  - cos bAy) + $ s i n 2  aAx + ;i s i n 2  bAy 
Because the  perfect-square term is always negat ive ,  i t  can be neglected,  
making the  o r i g i n a l  expression more r e s t r i c t i v e .  Af te r  f u r t h e r  s impl i f i ca -  
t i o n  the  i n e q u a l i t y  becomes 
The i n e q u a l i t y  is  now seen t o  always be t r u e .  Therefore,  t h e  f i r s t  ha l f  of 
t h e  s t a b i l i t y  ana lys i s  is complete. Looking a t  t h e  second hal f  y i e l d s  
R(cos aAx - 1) + S s i n  aAx s i n  bAy + T(cos bAy - 1)  0 (4.12) 
Using a s i m i l a r  s u b s t i t u t i o n  on t h i s  expression t o  reduce the  cross-product 
term y i e l d s ,  a f t e r  s i m p l i f i c a t i o n ,  
T 
- $ ( 1  - cos a ~ x ) ~  - y (1  - cos bby)? a 0 (4.13) 
This  inequa l i ty  is  a i s o  always t r u e .  Thus, t h e  simple cen t ra l -d i f fe rence  
scheme given by equation (4.2) i s  s t a b l e ,  providing q < a ,  but  is unstable  
when q > a .  I n  t h e  example j u s t  considered t h e  i t e r a t i o n  scheme was point-  
Jacobi ;  however, these  conclusions can ( t h e o r e t i c a l l y )  be  reached wi th  any 
i t e r a t i o n  scheme. 
4 . 2  Simple Supersonfc Difference Scheme 
A scheme s u i t a b l e  f o r  supersonic regions of flow was f i r s t  introduced 
by Murman and Cole ( r e f .  241, f o r  t h e  TSD equation.  This approach was l a t e r  
advanced by many researchers  including Steger  and Lomax ( r e f .  25) ,  Garabedian 
and Korn ( r e f .  2 6 ) ,  Bailey and Steger  ( r e f .  27) ,  and Ballhaus and Bailey 
( r e f .  28) f o r  a v a r i e t y  of formulations i n  both  two and t h r e e  dimensions. 
The bas ic  i d e a  i s  a s  follows: F i r s t ,  determine t h e  l o c a l  flow type a t  each 
g r i d  point ( e i t h e r  e l l i p t i c  o r  hyperbol ic) ,  by c e n t r a l  d i f fe renc ing  t h e  
v e l o c i t y  p o t e n t i a l .  Then, a t  subsonic po in t s ,  use  t h e  s tandard c e n t r a l -  
d i f f e r e n c e  approximation (second-order accura te ) ,  and a t  supersonic po in t s  
u s e  d i f f e r e n c e  formulas re tarded i n  t h e  upwind d i r e c t i o n .  This y i e l d s  an 
o v e r a l l  d i f fe renc ing  scheme i n  which t h e  computational domain of  dependence 
c o r r e c t l y  r e f l e c t s  t h e  physical  domain of dependence. 
When t h e  flow i s  e s s e n t i a l l y  a l igned wi th  t h e  p o s i t i v e  x-coordinate 
d i r e c t i o n  t h e  following simple upwind d i f fe rence  scheme is u i t a b l e  f o r  
supersonic regions of flow (see  Jameson, r e f .  29) : 
Upwind evaluat ion of t h e  4 term, a s  i n  equation (4.14), models t h e  o r i g i -  
n a l  second-order cen t ra l -d i f fe rence  approximation plus  an upwind-differenced 
a r t i f i c i a l  v i s c o s i t y  term. This can be  shotm a s  
where t h e  -Axxxx is the  upwind-evaluated a r t i f i c i a l  v i s c o s i t y .  [Equa- 
t i o n  (4.15) can a l s o  be derived by a standard Taylor s e r i e s  approach.] The 
s p a t i a l  d i f f e r e n c e  scheme given by equation (4.1,4) i s  only f i r s t - o r d e r  accu- 
rate. Second-order accuracy i n  subsonic regions and f i r s t - o r d e r  accuracy i n  
supersonic regions a r e  t y p i c a l  c h a r a c t e r i s t i c s  of most success fu l  t r anson ic  
d i f f e r e n c e  schemes based on p o t e n t i a l  formulations.  
An appropr ia te  i t e r a t i o n  algori thm f o r  solving t h e  s p a t i a l  d i f f e r e n c e  
scheme expressed bp equation (4.14) is  given simply by 
where t h e  N-operator used he re  is the  same a s  the  L-operator defined i n  
equat ion (4.14). The v e l o c i t y  components used i n  both .the N and L oper- 
a t o r s  of equation (4.16) a r e  defined by 
and a i s  obtained from these  v e l o c i t y  components and equation (2.18). The 
i t e r a t i o n  scheme of equation (4.16) r equ i res  t h e  invers ion of a set of tri- 
diagonal  matr ix  equations along the  y-di rect ion and is most jud ic ious ly  
implemented by sweeping downstream along t h e  x-direction.  
Numerical s t a b i l i t y  of t h e  simple supersonic a lgor i thm j u s t  presented 
can be inves t iga ted  us ing t h e  von Neumann s t a b i l i t y  ana lys i s .  Because t h e  
N and L opera to r s  a r e  i d e n r i c a l ,  t h e  ampl i f ica t ion f a c t o r  is zero ,  i n d i c a t -  
i n g  a d i r e c t  procedure which converges i n  one i t e r a t i o n .  Even though t h e  
s o l u t i o n  procedure i n  che supersonic region is very f a s t ,  i t  is no t  d i r e c t .  
There a r e  two reasons f o r  t h i s .  F i r s t ,  t h e  equation being solved is a c t u a l l y  
non l inea r  and must be i t e r a t e d  t o  convergence. This f a c t o r  is n o t  measured 
by t h e  l i n e a r  s t a b i l i t y  a n a l y s i s ,  Second, t h e  son ic  l i n e  boundary suppl ied  
t o  t h i s  scheme a s  i n i t i a l  d a t a  must b e  i t e r a t e d  u n t i l  t h e  proper pos i t ion  i s  
obta ined,  a process which may t ake  many i t e r a t i o n s .  Note t h a t  i f  an over- 
r e l a x a t i o n  f a c t o r  (w > 1)  had been used f o r  t h i s  supersonic marching scheme 
rhe  convergence r a t e  would have been slower, t h a t  i s ,  t h e  ampl i f i ca t ion  fac- 
t o r  would not  have been zero. S e t t i n g  a l l  r e l axa t ion  f a c t o r s  t o  1 f o r  super- 
s o n i c  regions is  a s tandard procedure f o r  most l i n e  r e l a x a t i o n  schemes. 
The i t e r a t i o n  scheme given by equation (4.16) is e s s e n t i a l l y  a hyper- 
b o l i c  marching echeme. Therefore, i t  is  appropr ia te  t o  check t h e  marching 
s t a b i l i t y  of t h e  scheme. This i s  accomplished by t h e  usual. von Neumann 
s t a b i l i t y  t e s t  i n  which 
is s u b s t i t u t e d  i n t o  equation (4.16) t o  y i e l d ,  a f t e r  s i m p l i f i c a t i o n ,  a quad- 
r a t i c  expression i n  e-aAx. Solving t h i s  expression f o r  e-aAx y i e l d s  
e 
-aAx - B s i n 2  bAy - 2 (COB bCy - 1) (4.19) 
- 1 - i -ji: s i n  bhy k C 
The A,  B ,  and C c o e f f i c i e n t s  a r e  given by 
For s t a b i l i t y  
o r  equivalent ly  
Clea r ly ,  t h e  condi t ion f o r  s t a b i l i t y  w i l l  be s a t i s f i e d  i f  t h e  q u a n t i t y  under 
t h e  r a d i c a l  i n  equation (4.19) is always negative.  The f i r s t  term i s  always 
nega t ive  and t h e  second term is negat ive  providing C/A < 0. The q u a n t i t y  
C/A i s  negat ive  a s  long a s  t h e  x-marching d i r e c t i o n  remains supersonic ,  
t h a t  i s ,  a s  long a s  u > a .  (Keep i n  mfnd tha t  t h i s  scheme has been formu- 
l a t e d  f o r  flows e s s e n t i a l l y  al igned with the  x-axis where v is smal l  wi th  
respec t  t o  u.)  Thus, the  supersonic ,marching scheme given by equa- 
t i o n  (4.16) i s  s t a b l e ,  providing t h e  x-direction remains hyperbolic.  When 
t h e  x marching d i r e c t i o n  becomes subsonic (u < a )  even though t h e  flow is  
s t i l l  supersonic (q > a ) ,  a marching i n s t a b i l i t y  i s  predic ted .  
A schematic example of t h i s  s i t u a t i o n ,  us ing c t i a r a c t e r i s t l c s ,  is  shown 
i n  f i g u r e . 8 .  Notice t h a t  t h e  computational domaj.n of dopendence doeg not 
inc lude  t h e  e n t i r e  physical  domain of dependence, a s i t u a t i o n  which must lead 
t o  t roub le .  Near son ic  l i n e s ,  when t h e  flow is only s l i g h t l y  misaligned w i t h  
t h e  x-axis, i n s t a b i l i t y  is  predic ted .  Theore t i ca l ly ,  t h i s  makes t h e  simple 
supersonic  d i f f e r e n c e  scheme given by equation (4.14) impract ica l .  
The marching i n s t a b i l i t y  can a l s o  be  a t t r i b u t e d  t o  a s i g n  change of t h e  
a r t i f i c i a l  v i s c o s i t y  tenn,  Bx(u2 - a2)$XXX, which should be p o s i t i v e  f o r  
s t a b l e  operatFon. This term, a s  mentioned previously ,  i d  a consequence of 
t h e  upwind b i a s  on t h e  d i f fe renc ing  scheme i n  supersonic regions and i s  the 
mechanism f o r  al lowing physical ly  c o r r e c t  compri?ssion shocks whi le  disal low- 
i n g  t h e  phys ica l ly  incor rec t  expansion ~ h o c k s .  
I n  p r a c t i c e ,  t h e  simple supersonic d i f f e r e n c e  scheme is s u i t a b l e  f o r  
smal l  regions  of supersonic flow i n  which t h e  flow is  near ly  al igned i n  t h e  
proper d i r e c t i o n .  Small regions of flow near  t h e  sonic  l i n e  with negat ive  
a r t i f i c i a l  v i s c o s i t y  a r e  not  enough t o  prevent s t a b l e  opera t ion  (ref. 29). 
However, when t h e  f r e e  stream is supersonic o r  when a swept-wing c a l c u l a t i o n  
is involved, a new technique f o r  handling supersonic regions is necessary. 
4.3 Rotated Supersonic Difference Scheme 
The cancept of ro ta ted  d i f fe renc ing  was f i r s t  introduced by Jameson 
( r e f .  29) i n  1974 and used f o r  so lv ing  t h e  nonconservative f u l l - p o t e n t i a l  
equation f o r  t ransonic  flows about wing geometries. This concept u t i l . i zes  
t h e  ideas  a l ready discussed,  namely, second-order-accurate c e n t r a l  d i f fe renc-  
i n g  f o r  subsonic flow and f i rs t -order-accurate  upwind d i f fe renc ing  f o r  super- 
son ic  flow. However, t o  remove the  d i r e c t i o n a l  d i f f i c u l t i e s  a s soc ia ted  with 
t h e  previous simple supersonic d i f fe renc ing  scheme, t h e  following coordinate-  
invar ian t  d i f f e r e n c e  scheme i s  used f o r  supersonic regions.  For two- 
dimensional cases  t h e  nonconservative f u l l - p o t e n t i a l  equation can be  t r ans -  
formed i n t o  a l o c a l  stream and stream-normal coordinate  system (s  - n ) ,  
which y i e l d s  
where t h e  s and n coordinates  a r e  r e l a t e d  t o  t h e  x and y Car tes ian  coor- 
d i n a t e s  by 
and msS and $nn a r e  expressed i n  terms of Cartesian-coordinate d e r i v a t i v e s  
by 
[Note t h a t  t h e  c h a r a c t e r i s t i c  d i r e c t i o n s  assoc ia ted  wi th  eq. (4.23) are always 
s y m e t r i c  about the  stream d i r e c t i o n ;  s e e  eq. (2.3). ] 
The a lgor i thm proposed by Jameson ( r e f .  29), which is  based on equa- 
t i o n  (4.23), is now presented. A t  hyperbolic po in t s  (q > a ) ,  cen t ra l -  
d i f f e r e n c e  formulas are used f o r  a l l  con t r ibu t ions  t o  $, [eq. (4.27)]. 
These formulas a r e  given by 
Contributions t o  +ss a r e  given by (q > a )  
Equations (4.28) and (4*29) have been w r i t t e n  assuming u > 0 and v > 0. 
I f  these  s i g n s  a r e  d i f f e r e n t ,  equations (4.28) and (4.29) a r e  replaced by 
s i m i l a r  formulas which re ta rd  t h e  d i f fe rence  scheme i n  t h e  proper upwind 
d i r e c t i o n .  The n-superscripts have been determined so  as t o  provide favor- 
a b l e  temporal damping t o  the  i t e r a t i o n  scheme i n  supersonic regions. More 
discuss ion on. t h i s  top ic  w i l l  be presented s h o r t l y .  
< 
The i t e r a t i o n  scheme obtained by s u b s t i t u t i n g  equatl.une (q .28 ' )  and (4.29) 
i n t o  equation (4.23) is  expressed i n  standard cor rec t ion  f o m  by 
x +2uv 
x AxAy x AY Y 
where t h e  terms i n s i d e  the  f i r s t  s e t  of square brackets  a r i s e  from the  qSs 
differe;!cing, and t h e  terms i n s i d e  t h e  second s e t  of square brackets a r i s e  
from t h e  +nn di f ferencing.  The s p a t i a l  d i f fe renc ing  molecules associa ted 
wi th  t h i s  scheme a r e  shown i n  f i g u r e  9. A l l  four  v a r i a t i o n s  corresponding t o  
t h e  v e l o c i t y  vector  o r ig ina t ing  i n  t h e  four  quadrants a r e  sho-m. The con t r i -  
but ion due t o  t h e  4 term i s  ahown by + symbols, and t h e  contr ibut ion 
owing t o  t h e  $ss term is  shown by o symbols. Note t h a t  t h e  +nn d i f f e r -  
encing molecule never changes but t h a t  t h e  +ss d i f fe renc ing  molecule is  
automat ical ly  upwind biased i n t o  the  quadrant from which t h e  v e l o c i t y  a r i s e s .  
The t r a n s i t i o n  between these  d i f fe renc ing  v a r i a t i o n s  is  smooth because a s  one 
d i f f e r e n c e  operator  is switched t o  another t h e  lead c o e f f i c i e n t  of t h a t  term 
automat ical ly  goes tQrough zero. 
The r o t a t e d  d i f fe rence  scheme j u s t  presented,  completely removes t h e  
march*, i n s t a b i l i t y  problems associa ted with t h e  simple upwind scheme pre- 
sented e a r l i e r .  However, severa l  new l i m i t a t i o n s  o r  disadvantages are i n t r o -  
duced: (1) t h e  r o t a t e d  di f ferencing scheme no longer mimics a d i r e c t  march- 
i n g  scheme and, the re fore ,  slows convergence somewhat; (2) t h e  increased s i z e  
of t h e  computational molecule, a s  we l l  a s  t h e  f a c t  t h a t  t h e  scheme is f i r s t -  
o r d e r  accura te  i n  both d i r e c t i o n s ,  increases  shock smearing; and (3) t h i s  
/ scheme must be swept i n  t h e  flow d i r e c t i o n ,  a minor l i m i t a t i o n  associa ted 
w i t h  general  c u r v i l i n e a r  meshes. Despite these  l i m i t a t i o n s ,  t h i s  scheme 
pioneered t h e  way f o r  three-dimensional, t ransonic  f low-field c a l c u l a t i o n s  
ueing t h e  f u l l - p o t e n t i a l  equation and is  s t i l l  t h e  b a s i s  f o r  a widely used 
computer code i n  t h e  a i r c r a f t  indus t ry  - Fh022. 
4.4 Temporal Damping 
The equivalent  time-dependent equation assoc ia ted  wi th  t h e , & t e r a t i o n  
scheme of equation (4.30) can be  w r i t t e n  a s  
where t h e  a and 0 c o e f f i c i e n t s  a r e  defined by 
The quan t i ty ,  $st,  b u i l t  i n t o  t h e  i t e r a t i o n  scheme of equation (4.30), pro- 
v ides  temporal damping. This is very important i n  supersonic regions and is 
required t o  maintain s t a b i l i t y .  The +st term must be d i f ferenced upwind 
and with t h e  proper s i g n  s o  a s  t o  add t o  the  magnitude of t h e  matr ix  diagonal.  
This ensures d iagonzl  dominance f o r  t h e  matrix invers ion.  
I n t  roducing an independent -var iable  transformation 
f o r  equation (4.31) y i e l d s  
For supersonic f lows,  i t  can be seen t h a t  t h e  coordinate  T i s  space-l ike 
( e l l i p t i c )  and t h a t  e i t h e r  X (which is  t h e  streamwise coordinate)  o r  Y 
(which i s  t h e  stream-normal coordinate)  i s  t ime-like (hyperbolic) .  I n  t h e  
physical  s t eady-s ta te  problem, X i s  time-like; the re fo re ,  t o  maintain t h i s  
s i t u a t i o n  computationally, t h e  following condi t ion is required 
Rewriting equation (4.36) using the  d e f i n i t i o n s  of a and B [eqs. (4.32) 
and (4.33) 1 y i e l d s  
Generally speaking, t h e  i t e r a t i o n  scheme of equation (4.30) has  been designed 
t o  s a t i s f y  t h e  condi t ion of equation (4.37). However, problems a r i s e  near  
son ic  l i n e s  (as M2 - 1 -+ 0). Also, i n  many i t e r a t i o n  schemes t h e  (st tem- 
p o r a l  damping term is not automat ica l ly  added. For both of these  cases  +st 
can be added e x p l i c i t l y .  A s u i t a b l e  term f o r  t h e  present  c a s e  is given by 
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where the +xt and +yt terms are differenced as follows (u > 0, v > 0): 
1 r -  n+l n 
'xt - AtAx ('isI - 'i,j - $i-l,j 1 
The paraneter E in expression (4.38) is a user-specified constant, set 
large enough for saability but not so large as to excessively slow 
convergence. 
5.  TWdSFORMATION AND GRID-GENERATION TECHNIQUES 
5.1 Governing Equation Transformation 
So far, all examples presented have dealt with only Cartesian coordi- 
nates. Usually, before solution algorithms can be implemented, the governing 
equation must be transformed from Cartesian coordinaLes into some suitable 
comgutational domain. Even applications that use Cartesian coordinates in 
the computational domain typically require the use of stretching or shearing 
transformations or both. The primary reason for applying an independent 
variable transformation to the governing equation is to transform any geonet- 
rical surfaces in the problem into constant coordinate lines in the computa- 
tional domain. Thus, boundary-comdition implementation and grid clustering 
at geometrical surface8 can be achieved without undue difficulty. 
A general, independent variable transformation typically used in con- 
junction with numerical grid-generation procedures, is given by 
where x and y represent the Cartesian-coordinate physical domain and 5 and 
q the computational domain (see fig. 10). The conservative full-potential 
equation written in Cartesian coordinates was presented in section 2 and is 
restated here for convenience as follaws: 
Equation (5.2) transformed by equation (5.1) yields the full-potential equa- 
tion written in 'the (S,n) computational domain, 
where 
and 
The quantithes U and V are contravariant velocity components along the 
& and 0 directions, respectively; Al, A2, and AJ ara metric quantities; and 
J is the Jacobian of the trw:.*-z -\tion, To evaluate the metric quantities 
of equations (5.5) and ( 5 . 6 ) ,  ' r, f i  ilowing metric identities are required: 
This transformation maintains the strong conservation-law form of the 
original equation and hence possesses characteristics suitable for a shock- 
capturing scheme. Additional information about such transformations can be 
found in references 30-34. 
The transformation metric quantities Just presented - Al, A2, A3, and 
J - all have interesting physical interpretntibns, First of all, the 
Jacobian, J, can be shown to approximate the inverse of the cell area (in 
three dimensions the Jacobian approximates the inverse of the cell volume). 
Thus, a simple test on the sign of the numerically computed Jacobian will 
reveal if the mesh crosses over on itself (an occasional symptom of some 
numerically geherated meshes which is devastating to the stability of the 
iteration schema). 
* 
In general, the (x,y) -c (6,rl) transformation produces a nonorthogonal 
mesh in the physical domain. A direct measure of the amount of mesh skewness 
or nonorthogonality is the A2 metric. Since A2 = 95 Vrl, the special case 
of an orthogonal mesh is realized when all the A, metrics are zero. The 
A, and A3 metrics provide a measure of cell aspect ratio. The A, metric 
is approximately the ratio of arc length along the 0-direction to the arc 
length alorig the &-direction. The A, metric is approximately the inverse 
of Al. Thus, intimate details regarding s finite-difference mesh can be 
obtained automatically, without even plotting the grid, by just monitoring 
the A,, At, A3, and J quantities. 
The three-dimensional form of the full-potential equation written in 
general curvilinear coordinates (6, 0, <)  is given by 
The contravar iant  v e l o c i t y  components U, V, and W a r e  defined by 
t h e  quant i ty  H is  defined by 
and J = det(H)+ I n  equation (5.11). x, y ,  and z a r e  t h e  usua l  Car tes ian  
coordinates  along t h e  flow, span,  and v e r t i c a l  d i r e c t i o n s ,  respect ivcly .  The 
5 ,  n, and & computational coordinates represent  wraparound, spanwise, and 
r a d i a l - l i k e  d i r e c t i o n s ,  r e spec t ive ly .  
5.2 The E l l i p t i c  Grid-Generation Procedure 
Perhaps the  most popular new technique f o r  g r i d  generation is the  numeri- 
c a l  approach. The main idea  associa ted  with t h i s  technique is  t o  e s t a b l i s h  a 
set of c u r v i l i n e a r  coordinates  by requ i r ing  t h a t  they be  s o l u t i o n s  t o  appro- 
p r i a t e l y  f o m u l a t e d  PDEs. The p roper t i e s  of the  PDEs a r e  such t h a t  sast,th 
and regu la r  f i n i t e - d i f f e r e n c e  g r ids  r e s u l t .  Coordinate l i n e s  of t h e  - 
family do not  c ross ,  and coordinate  line': of opposi2e fami l i e s  i n t e ? .  
orthogonally o r  nea r ly  orthogonally.  D i r i c h l e t  boundary condi t ions  ,<,ye speci -  
f i e d  such chat  the  body o r  o the r  des i red  boundaries a r e  automat ica l ly  mpped 
t o  constant  coordinate  l i n e s  i n  t h e  physical  domain. This guarantees a one- 
to-one mapping i n  which t h e  mesh i s  w e l l - ~ r d e r e d  and body-fi t ted.  Mechanisms 
f o r  achieving genera l  mesh con t ro l  e x i s t  through boundary-condition s p e c i f i -  
c a t i o n  and through t h e  c o n t r o l  of var ious  a r b i t r a r y  c o e f f i c i e n t s  depending on 
exac t ly  which formulation is  used. The numerical mapping procedure i e  
genera l ly  v a l i d  f o r  both  two- and three-dimensional flows. 
Many numerical grid-generation techniques have been developed f o r  a wide 
v a r i e t y  of app l i ca t ions .  However, only t h r e e  schemes w i l l  be  discussed here .  
For an extensive  survey of t h i s  subject  s e e  Thompson, e t  a l .  ( r e f .  35). The 
f i r s t  scheme has i ts  roo t s  i n  a n!~rnber of pub l i ca t ions ,  but  has been recen t ly  
developed and popularized by Thompt~on e t  a l .  ( r e f s .  36-38). This scheme is  
perhaps t h e  most widely used numertcal grid-generation scheme. Poisson's  
equation is used t o  de f ine  t h e  transformation and is  given by 
The P and Q right-hand-side q u a n t i t i e s  a r e  deeined a s  a sum of exponent ia l  
terms each with sevciral f r e e  c,oef f i c i e n t s  . These c o e f f i c i e n t s  can be  adjueted 
by t h e  user  t o  provide d i f f e r e n t  types of mesh s i z e  and skewness con t ro l .  
Equations (5.12) a r a  transformed t o  (and numerically solved i n )  t h e  
computational domain, t h a t  i s ,  t h e  ro les  of (5.0) and (x,y) are interchanged 
such t h a t  equations (5.12) become 
where 
The f in i t e -d i f fe rence  g r id  is  generated by numerically solving equa- 
t i o n s  (5.13)-(5.15). F i r s t ,  a l l  de r iva t ives  a r e  replaced by standard second- 
order-accurate f i n i t e  d i f ferences .  The s p a t i a l  increments, A 5  and A n ,  can be 
a r b i t r a r i l y  chosen and a r e  usual ly  s e t  t o  1. Once boundary and i n i t i a l  
va lues  of x and y a r e  spec i f i ed ,  the  f i n a l  i n t e r i o r  values can be computed 
by standard re laxa t ion  procedures. 
An important aspect  associa ted with numerical e l l i p t i c - s o l v e r  techniques 
is  t h a t  they have a high degree of c o n t r o l l a b i l i t y .  The v a s t  number of f r e e  
c o e f f i c i e n t s  contained i n  the  P and Q terms i s  an ind ica t ion  of t h e  l a r g e  
amount of c o n t r o l  a v a i l a b l e  t o  the  user.  There i s  an obvious d i f f i c u l t y  
associa ted with t h i s  f l e x i b i l i t y :  How can i t ,  i n  a general  and simple way, 
be made ava i l ab le  t o  t h e  user?  This problem poses a d i f f i c u l t y  i n  two 
dimensions and becomes seemingly insurmountable i n  t h r e e  dimensions. 
Several  researchers  have experimented with d i f f e r e n t  aspects  of t h i s  
problem, including Thomas and Middlecoff ( r e f .  39), Steger  and Sorenson 
( r e f .  40), and Sorenson and Steger  ( r e f .  41).  In  t he  l a t t e r  approach, a 
s impl i f i ed  form of ' t h e  P and terms was adopted and is given by 
where q1 corresponds t o  the  n m i n  inner  boundary, Po and Q, a r e  sets of 
cons tan t s  which vary i n  t h e  5 d i r e c t i o n  on the  q d n  boundary, and a and 
b a r e  constants  which con t ro l  t h e  r a t e  of decay of t h e  P and Q fo rc ing  
terms i n t o  t h e  mesh i n t e r i o r .  Thus, app l ica t ion  of t h e  fo rc ing  t e r n s  is  
r e s t r i c t e d  only t o  nmin where t h e  con t ro l  is primarily des i red.  Steger  and 
Sorenson recognized t h a t  two types of c o n t r o l  a r e  des i red:  (1) c o n t r o l  of 
t h e  c e l l  aspect  r a t i o  a t  boundaries and (2) con t ro l  of c e l l  skewness a t  
boundaries. These two condit ions can he expressed mathematically by 
and 
where s i s  t h e  a r c  length  along t h e  n l i n e s  which i n t e r s e c t  t h e  body and 
8 is  the  ang le  of i n t e r s e c t i o n .  The condi t ion f o r  or thogonal i ty  is  9 = n / 2 .  
Other angle s p e c i f i c a t i o n s  a r e  poss ible ,  thus allowing p rec i se  c o n t r o l  on t h e  
c e l l  skewness a t  t h e  g r id  boundary. By u t i l i z i n g  equations (5.16)-(5.18), 
a s  w e l l  a s  t h e  D i r i c h l e t  boundary condi t ions  i n  x and y ,  expressions f o r  
Po and Qo can be  derived. Spec i f i ca t ion  of As(&) and 8(5) i s  a l l  t h a t  i s  
required t o  completely determine a new g r i d  wi th  t h e  des i red  c e l l  aspect  
r a t i o  and c e l l  skewness a t  t h e  boundary. 
An example of t h i s  technique used t o  genera te  a g r i d  about a h ighly  cam- 
bered 12-to-1 e l l i p s e  is  shown i n  f i g u r e s  11 and 12. Figure  11 shows g loba l  
and t r a i l i n g  edge d e t a i l  of t h e  Laplacian mesh ( t h a t  is ,  a mesh wi th  no con- 
t r o l )  and f i g u r e  12 shows t h e  same views wi th  c o n t r o l  (8 = 7r/2 and 
As = 0.005). Note t h e  poor g r i d  q u a l i t y  f o r  t h e  c a s e  wi th  no con t ro l ,  espe- 
c i a l l y  i n  t h e  concave por t ion of t h e  e l l i p s e .  The c a s e  wi th  c o n t r o l ,  how- 
ever ,  produces a nea r ly  orthogonal g r i d  at  t h e  body wi th  a nea r ly  uniform 
A s  d i s t r i b u t i o n  c l o s e l y  approximating t h e  des i red  va lue  of 0.005. 
5 . 3  The Hyperbolic Grid-Generation Procednre 
The next numerical grid-mapping procedure t o  be  discussed is  based on a 
hyperbolic s e t  of governing equations.  This type of grid-generation proce- 
dure i s  l e s s  we l l  developed than t h e  e l l i p t i c  procedures but  does have sev- 
e r a l  d e s i r a b l e  c h a r a c t e r i s t i c s .  Examples of t h i s  type  of grid-generation 
procedure include S t a r i u s  ( r e f .  42) and Steger  and Chaussee ( r e f .  43). I n  
t h e  l a t t e r  work, t h e  PDEs used t o  numerically d e f i n e  t h e  f i n i t e - d i f f e r e n c e  
mesh a r e  given by 
Orthogonali ty i s  achieved by simply s e t t i n g  t o  ze ro ,  and J represents  
the  Jacobian of t h e  transformation ( t h a t  i s ,  e f f e c t i v e l y  t h e  g r id -ce l l  a r e a ) .  
I n  t h i s  formulation,  both 4 and J a r e  user-speci f ied  funct ions .  This pro- 
v ides  a great  d e a l  of c o n t r o l l a b i l i t y  which is  perhaps more d i r e c t  and e a s i e r  
t c  implement than i n  most e l l i p t i c  PDE formulations.  Direct  s p e c i f i c a t i o n  of 
J produces a well-behaved mesh t h a t  does not  c ross  over on i t s e l f  except i n  
the  most severe  cases .  Because t h i s  system of equations is hyperbolic i n  q ,  
n s o l u t i o n  can be obtained simply by marching away from i n i t i a l  d a t a  speci -  
f i e d  on the  inner  boundary. Because i t e r a t i o n  is  not required,  computation 
time f o r  t h i s  technique is  very smal l .  
A disadvantage of t h i s  technique l i e s  i n  the  l ack  of d i r e c t  con t ro l  over 
the  pos i t ion  and d i s t r i b u t i o n  of g r id  po in t s  on t h e  o u t e r  boundary (q = omax). 
However, f o r  e x t e r n a l  aerodynamic app l i ca t ions  t h i s  l i m i t a t i o n  i s  not severe .  
Other more fundamental problems l i e  i n  t h e  treatment of su r face  s i n g u l a r i t i e s  
o r  extension t o  three-dimensi~ns .  Because of the  hyperbolic na tu re  of t h e  
grid-transformation equat ions ,  any s i n g u l a r i t i e s  imposed i n  t h e  q = qmin 
i n i t i a l  da ta  - f o r  example, a s lope  d i s c o n t i n u i t y  i n  t h e  geometry - w i l l  
propagate i n  t h e  q-direction and perhaps cause problems i n  t h e  g r id  i n t e r i o r .  
Formulations of a s u i t a b l e  algori thm i n  t h r e e  dimensions is more d i f f i c u l t  
because the  or thogonal i ty  condi t ion [eq. (5.19)] expands t o  t h r e e  equations.  
Thus, a system of four  independent equations is c rea ted  where only t h r e e  can 
be used. 
Much work needs t o  be completed be fo re  numerical grid-generation schemes 
based on hyperbolic PDEs can be used rou t ine ly  f o r  three-dimensional ca lcula-  
t ions .  However, wi th  the  advantages of speed and c o n t r o l l a b i l i t y ,  t h i s  gr id-  
generation procedure is an a t t r a c t i v e  a l t e r n a t i v e  t o  t h e  e l l i p t i c - s o l v e r  
grid-generation technique. 
5.4 The Parabolic Grid-Generation Procedure 
The f i n a l  numerical grid-generation procedure presented i n  these  no tes  
is  now discussed.  This procedure, developed by Nakamura ( r e f s .  44 and 45),  
is  based on a parabol ic  set of equations given by 
,. where A and B a r e  p o s i t i v e  constants ,  6 and n a r e  t h e  usua l  computational 
E j a coordinates  along and away from the  a i r f o i l  s u r f a c e ,  x and y a r e  t h e  physi- 
c a l  domain Car tes ian  coordinates ,  and Sx and Sy a r e  source  terms given by 
I n  equations (5.22),  t h e  i and j s u b s c r l p t s  represent  pos i t ion  i n  t h e  
f i n i t e - d i f f e r e n c e  mesh (5 = iA5 and n = j An) and j = N J  i s  t h e  o u t e r  
boundary. Thus, t h e  e f f e c t  of the  o u t e r  boundary and Y ~ , N J )  is  
included i n  the  Sx and Sy source terms. 
Equations (5.21) a r e  parabolic i n  n and can be marched away from i n i -  
t i a l  d a t a  (xi and y i , ~ ) .  These i n i t i a l  coordinates  represent  t h e  a i r f o i l  
su r face ,  s p e c i f i e d  by t h e  use r ,  with any smooth d i s t r i b u t i o n .  A s tandard 
d i f f e r e n c e  scheme involving centered d i f fe rences  f o r  a l l  6 d e r i v a t i v e s  and 
backward d i f fe rences  f o r  a l l  n de r iva t ives  is used t o  d i s c r e t i z e  equa- 
t ions  (5.21).  This produces a s e t  of uncoupled t r i d i a g o n a l  matr ix  equat ions ,  
which, when inver ted ,  y i e l d  values of x and y a t  j = 2. This process is 
repeated marching away from the  a i r f o i l  su r face ,  j = 1, t o  t h e  o u t e r  boundary, 
j = NJ. A s  j approaches NJ the  x and y values  automat ica l ly  approach 
t h e  s p e c i f i e d  ou te r  boundary values of X ~ , N J  and Y ~ , N J .  
An example of t h i s  procedure appl ied  t o  a h ighly  cambered t h i n  e l l i p s e  
is  shown i n  f i g u r e  13 (taken from r e f .  44). A view of t h e  e n t i r e  geometry is 
shown i n  f i g u r e  13(a) and a close-up of t h e  t r a i l i n g  edge i s  shown i n  f i g -  
u re  13(b) .  Note the  r e g u l a r i t y  of c e l l  s i z e  around the  inner  boundary and 
lack of c e l l  skewness over the  e n t i r e  mesh. This g r id  compares q u i t e  favor- 
ably  wi th  t h e  gr id  presented i n  f i g u r e  12 which was generated wi th  e x p l i c i t  
con t ro l s  on c e l l  s i z e  and skewness by t h e  e l l i p t i c - s o l v e r  approach. However, 
t h e  parabol ic  scheme requires  only a f r a c t i o n  s f  t h e  computational work. 
The parabol ic  scheme is a l s o  e a s i l y  extended t o  t h r e e  dimensions (see  
r e f .  45). One a d d i t i o n a l  equation is  required t o  de f ine  t h e  t h i r d  coordinate  
and each equation has a d d i t i o n a l  terms; otherwise,  t h e  extension is q u i t e  
s t ra ightforward.  Because the  r e s u l t i n g  d i f f e r e n c e  equations a r e  no longer 
narrow-banded an AD1 f a c t o r i z a t i o n  is  used. Thus, i n  proceeding from one 
coordinate  su r face  t o  the  nex t ,  s e v e r a l  i t e r a t i o n s  a r e  required.  However, 
t h e  b a s i c  parabol ic  grid-generation scheme i s  s t i l l  d i r e c t ,  r equ i r ing  only 
one sweep from the  inner  t o  t h e  o u t e r  boundary and, thus ,  r equ i res  only a 
f r a c t i o n  of t h e  computer t i n e  used by t h e  e l l i p t i c - s o l v e r  scheme. 
An example of a three-dimensional g r id  generated by t h e  pa rabo l i c  scheme 
about a w i n g l f u s e l a g ~  geometry i s  shown i n  f i g u r e  14 ( taken from r e f .  45).  
The wing planform plane,  the  fuselage  su r face ,  and a t y p i c a l  fuse lage  cross-  
s e c t i o n a l  g r id  a r e  a l l  highlighted i n  t h i s  f igure .  
5.5 Geometric and Analytic Napping Procedures 
Algebraic and a i ra ly t i ca l  mapping procedures can be simple - f o r  example, 
involving only a s t r e t c h i n g  o r  shear ing of t h e  coordinate  sys tea .  On t h e  
o t h e r  hand, they can be  more complicated - f o r  example, conformal mappings. 
The s t r e t c h i n g  and shear ing  transformations can b e  u s e f u l  f o r  simple geome- 
t r i e s  but genera l ly  a r e  not  s u f f i c i e n t  by themselves f o r  more complex a i r f o i l  
and wing ca lcu la t ions .  Conformal mappings do have t h e  genera l i ty  required 
f o r  providing good q u a l i t y ,  economical gr id8 f o r  reasonably complex, two- 
dimensional geometries. Many researchers  have used confarmal mappings t o  
genera te  a r b i t r a r y ,  orthogonal (o r  nea r ly  orthogonal meshes when a sheared 
conformal mapping procedure is  used) f o r  a host  of two-dimensional applica- 
t i o n s .  A few examples include those  of S e l l a  ( r e f .  46) f o r  an a i r f o i l ;  
Kacprzynski ( r e f .  47) f o r  an a i r f o i l  between wind-tunnel wal ls ;  Ives  ( r e f .  48) 
for a multielement a i r f o i l ;  Caughey and Jameson ( r e f .  49) and Chen and Caugliey 
( r e f .  50) f o r  axisymmetric i n l e t s  wi th  and without a cexiterbody; and Zves and 
Liutermoza ( r e f .  51) f o r  axial-flow turbomachinery cascade app l i ca t ions ,  
The theory behind confonnal mapping techniques is  governed by a n a l y t i c  
funct ions  of a s i n g l e  complex va r iab le .  This theory is we l l  developed, but  
fundamentally l imi ted  t o  app l i ca t ions  i n  two space dimensions. Nevertheless,  
some researchers  1,; ve found ways t o  use conformal mapping techniques t o  
a s s i s t  i n  genera t ing g r ids  f o r  three-dimensional problems. A few examples 
a r e  given by Jameson ( r e f .  19) f o r  wings; Jameson and Caughey ( r e f .  52) and 
Caughey and Jameson ( r e f s .  53 and 54) f o r  wind/body combinations/ and Ives  
and Menor ( r e f .  55) f o r  three-dimensional i n l e t  end inlet-centerbody config- 
u ra t ions .  The b a s i c  approach u t i l i z e d  f o r  three-dimensional g r i d s  i s  t o  
genera te  a s e r i e s  of two-dimensional g r i d s  using standard c o n f o m a l  mapping 
procedures. Then these  g r ids  a r e  "stacked" together  i n  the  t h i r d  dimension 
t o  form the  f i n a l  three-dimensional g r id .  This approach has worked we l l  f o r  
geometries wi th  smooth v a r i a t i o n  i n  t h e  t h i r d  dimension but lacks  genera l i ty .  
Conformal mapping procedures w i l l  continue t o  be used success fu l ly  i n  a wide 
v a r i e t y  of app l i ca t ions ;  however, t h e  an t i c ipa ted  trend f o r  grid-generation 
procedures w i l l  be away from such techniques and toward t h e  more genera l  
(al though p resen t ly  l e s s  well-developed) numerical o r  geometric mapping 
procedures. 
The geometric grid-generation procedure has recen t ly  received much 
a t t e n t i o n  and promises t o  develop i n t o  a p r a c t i c a l  approach. These proce- 
dures  a r e  e f f i c i e n t ,  r equ i r ing  very l i t t l e  computer time, and have genera l  
c a p a b i l i t i e s  regarding coordinate  l i n e  control .  I n  add i t ion ,  t h i s  type  of 
procedure seems t o  be genera l  enough f o r  easy extension t o  t h r e e  dimensions. 
Eiseman has presented geometric grid-generation techniques f o r  s e v e r a l  two- 
and three-dimensional conf igurat ions  ( r e f s .  56-58). The mathematical a spec t s  
of t h i s  new geometrical  grid-generation procedure a r e  developed by Eiseman i n  
re fe rences  59 and 60. An example app l i ca t ion  using t h i s  grid-generation pro- 
cedure  f o r  t h e  numerical computation of t ransonic  a i r f o i l  flows is  given by 
Pull iam e t  a l .  ( r e f .  61).  
Other geometric grid-generation procedures have been presented by 
McNally ( r e f .  62), Graves ( r e f .  63) ,  and Eriksson ( r e f s .  64 and 65).  The 
l a t t e r  procedure, which can be viewed a s  a generalized s p l i n e  i n t e r p o l a t i o n  
technique,  generates a f in i t e -d i f fe rence  g r id  i n  two o r  t h r e e  dimensions by 
i n t e r p o l a t i n g  geometric da ta  from the  domain boundaries. The geometric d a t a  
required inc lude  boundary coordinates  and de r iva t ives .  I n  some cases  o u t e r  
domain boundaries can automat ica l ly  be determined by the  geometric t r ans fo r -  
mation procedure and, the re fo re ,  do not necessa r i ly  have t o  be  spec i f i ed .  
Th i s  procedure is  computationally e f f i c i e n t  and has good coordinate  l i n e  con- 
t r o l  proper t ies .  Transonic wing computations us ing t h e  Euler equations have 
been obtained using t h i s  g r i d  mapping procedure f o r  a v a r i e t y  of coefigura- 
t ion8 ( r e f .  66). 
The geometric grid-generation procedure has only recen t ly  been i n t r o -  
duced and, the re fo re ,  i t s  u l t ima te  r o l e  is  d i f f i c u l t  t o  p red ic t .  However, 
t h e  general  p roper t i e s  of t h i s  c l a s s  of grid-mapping procedures (e.g., f l e x i -  
b i l i t y ,  computational e f f i c i ency ,  and c o n t r o l l a b i l i t y )  suggest  a l a r g e  
inc rease  i n  i ts use f o r  t h e  generation of g r i d s  about complicated 
conf igurat ions .  
5.6 Solutions-Adaptive Grid-Generation Schemes 
A solution-adaptive g r id  (SAG) technique is  defined t o  b e  a grid- 
generation procedure i n  which t h e  flow-field s o l u t i o n  inf luences  t h e  genera- 
t i o n  of t h e  gr id .  Usually t h i s  s o l u t i o n  inf luence is designed t o  produce 
mesh-point c l u s t e r i n g  about f low-field g rad ien t s  and, the re fo re ,  produce 
reduced l e v e l s  of t runcat ion e r r o r .  Severa l  researchers  have experimented 
with d i f f e r e n t  types of SAG algori thms, including Dwyer e t  a l .  ( r e f .  67) ,  who 
developed a procedure f o r  var ious  time-accurate heat - t ransfer  problems; 
Glowinski ( r e f .  68), who experimented wi th  optimal g r i d s  f o r  incompressible,  
inv i sc id  flow, using a f ini te-element technique; and Pierson and Kut ler  
( r e f .  69) ,  who determined optimal grid-point d i s t r i b u t i o n s  f o r  s e v e r a l  model 
probl.ems. Addit ional  work has been presented by Rai and Anderson ( r e f s .  70 
t o  72),  i n  which t h e  pos i t ions  of t h e  g r id  points  a r e  determined i t e r a t i v e l y  
along wi th  t h e  solution-dependent va r i ab les .  The method used t o  ad jus t  t h e  
grid-point  pos i t ions ,  forces  the  s o l u t i o n  gradients  t o  be averaged o r  spread 
evenly over the  f in i t e -d i f fe rence  mesh i n  t h e  computational domain. This has 
t h e  e f f e c t  of reducing t h e  average t runcat ion e r r o r .  
Other examples of SAG approaches appl ied  t o  t ransonic  a i r f o i l  s o l u t i o n s  
us ing t h e  f u l l - p o t e n t i a l  equation a r e  presented by Ushimaru ( r e f .  73),  Holst  
and Brown ( r e f .  74),  and Nakamura and Holst ( r e f .  75). I n  t h e  l a t t e r  
approach, t h e  surfhce  g r id  d i s t r i b u t i o n  i s  r e d i s t r i b u t e d  by using a second- 
order  ordinary  d i f f e r e n t i a l  equation (ODE) i n  which t h e  dependent v a r i a b l e  is 
a grid-density funct ion.  The fo rc ing  funct ion f o r  t h i s  ODE is  a funct ion of 
t h e  a i r f o i l  su r face  s o l u t i o n  gradient  which has t o  be suppl ied  from an inde- 
pendent s o l u t i o n  computed on a standard mesh. I n  regions of l a r g e  gradient  
( f o r  example, a t  shock waves) t h e  s u r f a c e  g r id  d i s t r i b u t i o n  is  autoruatically 
c l u s t e r e d ,  and i n  regions of smal l  gradient  t h e  su r face  g r id  d i s t r i b u t i o n  is  
coarsened. The i n t e r i o r  gr id  i s  generated v i a  i n t e r p o l a t i o n  us ing character-  
i s t i c s  of t h e  a i r f o i l  su r face  d i s t r i b u t i o n  t o  appropr ia te ly  c l u s t e r  the  mesh 
i n t e r i o r .  
An example SAG gr id  taken from reference  75 i s  shown i n  f i g u r e  15(a) .  
Th i s  gr id  conta ins  99 x 25 points  and was generated about an NACA 0012 a i r -  
f o i l  a t  a  free-stream Mach number of 0.75 and an angle of a t t a c k  of 2'.  For 
convenience, only t h e  inner  14 l i n e s  a r e  shown. The surface-pressure c o e f f i -  
c i e n t  d i s t r i b u t i o n  computed wi th  t h i s  g r i d  i s  compared wi th  a s u r f a c e  solu- 
t i o n  generated on a much f i n e r  standard gr id  (245 x 56) i n  f i g u r e  15(b).  
Even though t h e  f i n e  standard g r id  conta ins  5.5 times more g r i d  po in t s ,  t h e  
shock i s  s l igh<ly  s t eeper  f o r  t h e  SAG so lu t ion .  For t h i s  case  d e s p i t e  t h e  
f a c t  t h a t  t h e  SAG procedure u t i l i z e d  two complete s o l u t i o n s ,  one on t h e  s t an -  
dard gr id  and t h e  second on the  SAG g r i d ,  t h e  SAG procedure w a s  2 t o  3 t i m e s  
f a s t e r  than t h e  f ine-grid ca lcu la t ion .  
6. SPATIAL DIFFERENCING SCHEMES 
6.1  The Finite-Volume Scheme 
The finite-volume s p a t i a l  d i f f e r e n c e  scheme of Jameson and Caughey 
( r e f s .  52-54; 76-77) Was f i r s t  used t o  so lve  the  conservative f u l l - p o t e n t i a l  
equation i n  1977. Since then many app l i ca t ions  of t h i s  scheme have been 
made i n  both two and t h r e e  dimensions. This scheme, w r i t t e n  i n  two dimen- 
s i o n s  ( fo r  convenience) i s  given by (see  r e f .  77) 
f 4- 
where the  averaging (pg and p ) and d i f fe renc ing  (X5 and 3,) opera tors  a r e  
def ined i n  sec t ion  3.1. The a e r i v a t i v e s  of x, y,  and 4 with respect  t o  
6 and q a r e  required t o  compute t h e  dens i ty  (p) ,  t h e  contravar iant  v e l o c i t y  
components (U and V) , and the  Jacobian (J) . These computations a r e  a l l  per- 
formed a t  c e l l  cen te r s  (i+1/2, j+1/2) by us ing 
The r e s u l t i n g  s p a t i a l  d i f fe renc ing  scheme is very compact and requires  only a 
s i n g l e  d e n s i t y  evaluat ion per g r i d  point .  
However, t h i s  scheme has a tendency t o  produce o s c i l l a t o r y  s o l u t i o n s  i n  
which the  i + j odd points  a r e  decoupled from t h e  i + j even points .  
Th i s  s i t u a t i o n  can be  corrected by adding s u i t a b l e  recoupling terms. The 
r e s u l t i n g  scheme becomes 
where 
A value  of one ha l f  i s  general ly  used f o r  t h e  constant  E .  Addition of these  
terms recorlples t h e  odd and even points  and represents  a s u i t a b l e  s p a t i a l  
d i f f e r e n c i n g  scheme f o r  subsonic regions of flow. 
i 
The finite-volume scheme i s  s t a b i l i z e d  i n  supersonic regions by t h e  
e x p l i c i t  a d d i t i o n  of a r t i f i c i a l  v i s c o s i t y  terms given by 
where t h e  swi tching funct ion a is  defined by 
The M, parameter used i n  equation (6.6) is a c r i t i c a l  Mach numher, defined 
i n  such a way t h a t  t h e  s p a t i a l  d i f fe renc ing  scheme uses t h e  s u b ~ o n i c  d i f f e r -  
encing f o r  values  of l o c a l  Mach number below Mc and t h e  supersonic d i f f e r -  
encing f o r  values  of t h e  l o c a l  Mach number above Mc. I n  o t h e r  words, t he  
t r a n s i t i o n  from c e n t r a l  t o  upwind d i f fe renc ing  does not  neceesa r i ly  t ake  
p lace  a t  t h e  sonic  l i n e .  Note t h a t  Mc must be l e s s  than o r  equal  t o  1 f o r  
s t a b i l i t y .  
1 The f i n a l  s p a t i a l  d i f fe renc ing  scheme t h a t  i s  v a l i d  f o r  both  subsonic 
and supersonic regions of flow with  the  odd-even e r r o r  compensating terms 
I .. included i s  given by 
where t h e  P and Q terms a r e  defined a s  follows: 
The s p a t i a l  d i f fe renc ing  scheme given by equations (6.5)-(6.8) is cen- 
t r a l l y  d i f ferenced and second-order accura te  i n  subsonic regions where 
M < Mc and is upwind-differenced and f i r s t - o r d e r  accurate  i n  supersonic 
regions (o r  i n  regions where M > Me). The upwind inf luence i s  re ta ined  f o r  
general  c u r v i l i n e a r  meshes regardless  of t h e  o r i e n t a t i o n  of t h e  v e l o c i t y  
vector .  Therefore,  t h i s  conservat ive  s p a t i a l  d i f fe renc ing  scheme approxi- 
mates t h e  ro ta ted  d i f f e r e n c i n g  scheme f i r s t  developed by Jalneson ( r e f .  29) 
f o r  the nonconservative form of t h e  f u l l - p o t e n t i a l  equation.  
Extensions of t h i s  scheme t o  h igher  orders  of accuracy have been i n v e s t i -  
gated by s e v e r a l  r e sea rchers ,  inc luding t h e  work reported i n  references  76 
and 78-81. For example, Caughey and Jameson ( r e f .  76) modified t h e  P and Q 
terms such t h a t  ( looking a t  only t h e  P term) 
where c i s  a constant  of order  uni ty .  When t h e  l o c a l  s o l u t i o n  is  smooth, 
t h e  o v e r a l l  scheme is  formally second-order accurate .  I n  regions of high 
s o l u t i o n  gradient  ( f o r  example, a t  shock waves) these  added terms f o r c e  t h e  
o v e r a l l  accuracy t o  r ever t  back t o  f i r s t  order.  This type of hybrid scheme 
has been found t o  be  use fu l  f o r  maintaining s t a b i l i t y  i n  s t r o n g  shock 
c a l c u l a t i o n s .  
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6.2 The A r t i f i c i a l  Density Scheme 
The a r t i f i c i a l  dens i ty  s p a t i a l  d i f fe renc ing  scheme f o r  t h e  f u l l -  
p o t e n t i a l  equation has been independently presented i n  s e v e r a l  d i f f e r e n t  
forms ( r e f s .  82-84). These forms, al though not i d e n t i c a l ,  have c e r t a i n  simi- 
l a r i t i e s  which can be  a t t r i b u t e d  t o  t h e  e a r l i e r  work of Jameson ( r e f .  85).  
Jameson's work is  character ized by a  scheme with an e x p l i c i t l y  added a r t i f i -  
c i a l  v i s c o s i t y  term. This term b iases  t h e  s p a t i a l  d i f f e r e n c e  scheme i n  t h e  
upwind d i r e c t i o n  f o r  supersonic regions of flow but does no t  a f f e c t  t h e  
c e n t r a l l y  d i f ferenced scheme i n  subsonic regions.  The t h r e e  schemes of r e f -  
erences 82-84 use  t h i s  approach wi th  one bas ic  s impl i f i ca t ion :  t h e  upwind 
b i a s  is accomplished by an upwind evaluat ion of t h e  dens i ty  c o e f f i c i e n t .  A l l  
t h r e e  procedures compute t h i s  upwind o r  a r t i f i c i a l  dens i ty  quan t i ty  i n  
d i f f e r e n t  ways. 
I n  t h e  procedure of Holst and Ballhaus ( r e f .  83; s e e  a l s o  r e f s .  34, 86) 
t h e  f i n i t e - d i f f e r e n c e  approximation f o r  t h e  f u l l - p o t e n t i a l  equation w r i t t e n  
i n  genera l  c u r v i l i n e a r  coordinates  [ see  eq. (5.3a)l  i s  given by 
where t h e  opera to r s  65( ) and 6,( ) a r e  f i rs t -order-accurate ,  backward- 
d i f f e r e n c e  opera to r s  i n  t h e  5 and n d i r e c t i o n s ,  r e spec t ive ly  ( see  sec .  3.1),  
and the  d e n s i t y  c o e f f i c i e n t s  6 and F a r e  defined by 
The r and s s u b s c r i p t s  used i n  equations (6.11) c o n t r o l  t h e  upwind d i rec -  
t i o n  of t h e  dens i ty  c o e f f i c i e n t s  and a r e  defined by 
The swi tching o r  t r a n s i t i o n  funct ion v depends on t h e  l o c a l  Mach number 
M i , l  and t h e  flow d i r e c t i o n  and is  defined by (e.g. ,  looking a t  only t h e  
x-d r e c t i o n )  
The q u a n t i t y  C i s  a  user-speci f ied  constant  usual ly  s e t  t o  a  va lue  between 
1 and 2. 
The dens i ty  c a l c u l a t i o n  i s  performed i n  a  s t ra ightforward manner by us ing 
a  d i s c r e t i z e d  vers ion of equation (5.3b). Values of t h e  dens i ty  a r e  computed 
and s t o r e d  a t  h a l f  po in t s  ( i . e . ,  a t  i + 1 j .  Values of q5 and 4n 
required f o r  computing the  dens i ty  a t  i + 1 / 2 , j  a r e  given by 
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The con t ravar ian t  v e l o c i t y  components (U and V) used i n  equations (6.10) 
t o  (6.12) a r e  computed wi th  standard,  second-order-accurate, Sini te-di f ference  
formulas. These q u a n t i t i e s  a r e  computed and used a t  i + 1 / 2 , j  o r  
i , j  3. 112. An example d i f fe renc ing  formula f o r  U computed a t  i + 1/2 , j  
is given by 
The metr ic  q u a n t i t i e s  A l ,  A Z ,  and AJ a r e  computed wi th  fourth-order- 
accura te ,  f i n i t e - d i f f e r e n c e  formulas and are s to red  a t  i n t e g e r  po in t s  i n  t h e  
f i n i t e - d i f f e r e n c e  mesh. Values required a t  i + 1/2, j , 1, j + 112, e t c . ,  a r e  
obtained by using simple second-order averages. This me t r i c  c a l c u l a t i o n  pro- 
cedure has  produced good r e s u l t s  on smooth meshes but  s u f f e r s  on meshes t h a t  
a r e  not  smooth. A super io r  metric d i f fe renc ing  scheme which produces good 
r e s u l t s  on even nonsmooth meshes w i l l  be  discussed l a t e r  i n  t h i s  sec t ion .  
With t h e  s p a t i a l  d i f fe renc ing  scheme j u s t  ou t l ined ,  an  upwind in f luence  
i n  supersonic regions is achieved without t h e  e x p l i c i t  a d d i t i o n  of an  a r t i -  
f i c i a l  v i s c o s i t y  term. Ins tead,  t h e  s t a b i l i z i n g  upwind inf luence is produced 
by t h e  upwind evaluat ion of t h e  d e n s i t y  i n  an otherwise c e n t r a l l y  d i f ferenced 
scheme. This a p ~ r o a c h  is  s i g n i f i c a n t  because i t  s i m p l i f i e s  t h e  technique f o r  
including an upwS9.nd inf luence i n t o  t h e  r e s i d u a l  opera tor .  A s  i n  t h e  f i n i t e -  
volume scheme prksented i n  sec t ion  6.1, the  Gtesent a r t i f i c i a l  dens i ty  scheme 
c lose ly  approximates the  e f f e c t s  of a ro ta ted  d i f fe renc ing  scheme. This 
aspect  g r e a t l y  con t r ibu tes  t o  the  s c a b i l f t y  and r e l i a b i l i t y  of t h e  present  
algori thm f o r  many d i f f i c u l t  t e s t  cases .  
Another v a r i a n t  of t h e  a r t i f i c i a l  dens i ty  s p a t i a l  d i f fe renc ing  scheme 
has been presented by Hafez e t  a l .  ( r e f .  84).  I n  t h i s  schene, which is  desig- 
nated a s  an a r t i f i c i a l  compress ibi l i ty  scheme, t h e  dens i ty  c o e f f i c i e n t s  i n  
both coordinate  d i r e c t i o n s  a r e  defined by 
where 
The double-arrow no ta t ion  ind ica tes  a f i rsL-order ,  upwind d i f fe rence ,  s is  
the  streamwise coordinate  d i r e c t i o n ,  and v i s  a switching funct ion defined 
s i m i l a r l y  t o  equation (6.6) o r  (6.13). 
One d i f f i c u l t y  assoc ia ted  with t h e  a r t i f i c i a l  dens i ty  s p a t i a l  d i s c r e t i z a -  
t ion  philosophy is  t h a t  i f  e i t h e r  t h e  switching funct ion v o r  t h e  dens i ty  
p (or both)  a r e  not  properly computed, the  shock capture  process w i l l  produce 
l a rge  pre-shock o s c i l l a t i o n s  and poor algori thm r e l i a b i l i t y .  Two guidel ines  
o f fe red  by Sauth and Jameson (1979, p r i v a t e  communication) t h a t  help  el imi- 
na te  t h i s  unacceptable behavior a r e  (1)  the  quan t i ty  v should be evaluated 
a t  i, j not  a t  i + 112, j a s  i n  some formulations; and ( 2 )  t h e  d e n s i t y  
values used i n  equation (6.11) o r  (6.16) should be computed at  i+ 11'2. j + 1/2. 
The l a s t  guidel ine  produces a dens i ty  computation with a minimum-width d i f -  
ferencing module i n  t h e  streamwise d i r e c t i o n .  With these  two guidel ines  t h e  
ex i s t ence  of pre-shock o s c i l l a t i o n s  is g r e a t l y  reduced. 
Examples showing the  magnitude of these  e f f e c t s  a r e  shown i n  f i g -  
ures  16-18. Figure 16 shows two pressure  c o e f f i c i e n t  d i s t r i b u t i o n s  from 
re fe rence  86 f o r  an NACA 0012 a i r f o i l  a t  a  free-stream Mach number of 0.75 
and an ang le  of a t t a c k  of 2'. The two s o l u t i o n s  correspond t o  d i f f e r e n t  
I), 
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values of C [ see  eq,  (6.13)]. For both  of thebe c a l c u l a t i o n s ,  v i s  incor-  
r e c t l y  evaluated a t  i + 112, j ins tead  of i, j , and p i s  computed 
d i r e c t l y  a t  g r id  po in t s  ins tead  of a t  t h e  preferred loca t ion  ( i + 1 / 2 , j + 1 / 2 ) .  
A s  o r e s u l t  a  pre-shock o s c i l l a t i o n  e x i s t s  even f o r  r e l a t i v e l y  l a r g e  values  
of C. Figure 17 shows t h e  same comparison wi th  v c o r r e c t l y  evaluated a t  
i , j .  The pre-shock o a c i l l a t i o n  has been e l iminated,  even f o r  r e l a t i v e l y  
smal l  values  of C ,  but  i n  some cases  could s t i l l  e x i s t  f o r  values  of v 
computed from equation (6.6) (when Mc = 1.0).  Figure  18 shows a pressure  
c o e f f i c i e n t  comparison from South e t  a l . ,  ( r e f .  87) f o r  a n o n l i f t i n g  NACA 
0012 a i r f o i l .  c a l c u l a t i o n  a t  a  free-stream Mach number of 0.85. The two 
curves correspond t o  nodal-point ( i ,  j )  and mid-cell (.t .t 112, j + 112) dens i ty  
ca lcu la t ions .  The v parameter i s  c o r r e c t l y  evaluated a t  i , j  i n  both  
cases  and defined by equation (6.6) wi th  Mc = 1 .O. The mid-cell densi ty  
c a l c u l a t i o n  c l e a r l y  gives the  super io r  r e s u l t  with no o s c i l l a t i o n s .  
Many researchers  have used one of t h e  a r t i f i c i a l - d e n s i t y ,  s p a t i a l -  
d i f f e r e n c i n g  schemes mentioned above because of t h e  simple,  r e l i a b l e  way i n  
which t h e  supersonic region As s t a b i l i z e d .  A few of these  app l i ca t ions  
include those  of F a r r e l l  and Adamczyk ( r e f .  88) ,  Akay and Ecer ( r e f .  89).  and 
Deconinck and Hirsch ( r e f .  go), f o r  caocade ca lcu la t ions ;  Shankar ( r e f .  91) 
f o r  supersonic marching problems; Eberle ( r e f s .  92 and 93) f o r  a v a r i e t y  of 
d i f f e r e n t  app l i ca t ions ;  and Steger and Caradonna ( r e f .  94) and Goorjian 
( r e f .  95) f o r  unsteady ca lcu la t ions .  Resul ts  compsring a number of a r t i f i -  
c i a l  d e n s i t y  scheme var ia t ions  appl ied  i n  a f ini te-element context  a r e  pre- 
sented i n  Habashi and Hafez ( re f .  96). 
6 .3  S p a t i a l  Differencing Schemes Based on Flux-Vector S p l i t t i n g  
S p a t i a l  d i s c r e t i z a t i o n  schemes based on the  f lux-vector s p l i t t i n g  models 
of Godunov ( r e f .  97) and Engquist and Osher ( r e f ,  98) have recen t ly  gained i n  
popular i ty .  Their  value  i n  captur ing shock waves s'harply and i n  providing 
good s t a b i l i t y  p roper t i e s  f o r  a v a r i e t y  of d i f f e r e n t  i t e r a t i o n  schemes has 
been repor ted  by Goorjian and Van Buskirk ( r e f .  99), Goorjian e t  a l .  
( r e f .  loo) ,  Boers toel  ( r e f .  101), and Slooff  ( r e f .  102). A comparison of 
these  schemes is  presented i n  van Leer ( r e f .  103) a s  they apply t o  t h e  one- 
dimensional Burger' s equation,  
where u is t h e  flow ve loc i ty ,  and F is t h e  f l u x ,  u"2 ( o r  f o r  t h e  f u l l -  
p o t e n t i a l  equation F = pu). These s p a t i a l  d i s c r e t i z a t i o n  schemes appl ied  t o  
t h e  s teady pa r t  of equation (6.18) can be s t a t e d  a s  follows ( see  r e f .  102): 
where 
I n  equations (6.20) and (6.21) F* is t h e  sonic  va lue  of F and A+ and A- 
a r e  defined by 
Both of these schemes produce standard discretizations in regions away 
from sonic lines and supersonic-to-subsonic shock waves. At sonic lines and 
shock waves these schemes differ from standard schemes and are designed to 
produce smooth solutions through sonic lines and sharp, monotonic shock waves. 
The only dif f ereme between the Godunov scheme [eqs . (6.19), (6.20), (6.22) 1 
and the Engquist-Osher scheme [eqs. (6.19), (6.21), (6.22)] ie in the shock- 
point operator. 
6.4 Free-Stream Consistency Conditions 
Grid-generated irregularities, such as mapping singularities , rapid 
stretching, cell skewness, or grid coarseness, manifest themselves in many 
realistic configurations. Examples of rapid stretching and cell skewness can 
be found in the grids about multielement airfoils, wing/fuselage configura- 
tions, wing/fuselage/pylon/nacelle configura.tions , or even simple airfoils 
when the "0" mesh mapping topology is used. In addition, the solution near 
the outer computational boundary almost always consists of extremely coarse 
regions of the grid. Ideally, a stable flow-solver algorithm which can handle 
all of the above mentioned irregularities, yet provide uniform accuracy over 
the entire mesh, is desired. 
The accurate capture of free-stream flow near the outer computational 
boundary where the mesh is quite coarse can be a difficult problem. In a 
formulation that is mapped to the computational domain [see eq. (5,3)], it can 
be shown that if the metric differencing is implemented properly, the trunca- 
tion error associated wit5 a free-stream distribution of the dependent 
variable is zero. That is, free stream is admitted as a solution to the 
finite-difference equations. This type of procedure was addressed by Pulliam 
and Steger (ref. 104) for the Euler equations but was not used, because of the 
small improvements in accuracy obtained on smooth meshes. Thomas and Lombard 
(ref. 105) and Hindman (ref. 106) also worked with geometrically induced 
errors associated with the metric differencing and found that certain differ- 
encing procedures are better than others. 
All of the above work was performed on the Euler equation formula ti or^. 
Chattot et al. (ref. 107) developed a spatial differencing scheme which con- 
tained a perfect free-stream capture characteristic for the full-potential 
equation, 'However, in this formulation the full-potential equation was not 
written in strong conservation-law £ow, that is, the metrics were written 
outside the main flux differentiation as follows (see ref. 108): 
where A,, A,, and A 3  are defined by equation (5.5) and G is defined by 
On smooth meehes, where the metric variation is small, this formulation 
behaves like conservative form. On nonsnooth meshes, such as one generated 
by a,eolution-adaptive procedure, the metric variation at (for example) a 
shock wave, would be large. :%is covX:!. greatly af fect the coneervation prop- * 
erties of the spatial differencing stheheme. 
Flores et al. (ref. 109) presented s free-stream-preserving, epatial- 
differencing scheme for the conservative full-potential equation written in 
general curvilinear coordinates [see eq. (5.3) 3 . Unlike the Euler equation 
scheme presented in reference 184, which produces perfect free-stream capture 
with a single free-stream consistency condition, the full-potential equation, 
in general, requires three conditions. The first condition is associated with 
the density calculation procedure and is developed as follows: The density 
can be written solely as a function of the fluid speed. Thus, the exact 
numerical prediction of free-stream density must result in the exact yredic- 
tion of the free-stream fluid speed. The fluid speed can be written ae 
This expression reduces precisely to gt, if the difference operators used 
for all 6-differences involving x, y ,  and 4 are the same, and if the dif- 
ference operators ueed for all 0-differences involving x, y, and 4 ara the 
same. This can easily be verified by substituting difference operatore for 
all derivatives into equation (6.25) and then using the exact free-stream 4 
distribution to simplify. 
The second and third free-stream consistency conditions are associated 
with 'the flux calculation. Using the fact that the density is exactly a con- 
stant in ftee-stream flow, the full-potential equation can be rearranged to 
give 
where +, and )y are given by 
If the difference operators for the 6-differences of x, y, and q and the 
difference operators for the n-differences of x,  y, and 41 are the same, 
respectively, then )x = u, and )y = v,. This can be verified from equa- 
tions (6.27)'and is the second free-stream consistency condition. Note that 
this condition is the same as the first condition, providing the density and 
flux calculations are performed at the same grid locations. However, the 
density and flux calculations, in an optimal calculation procedure, are not 
computed in the same locations (see sec. 6.2),, and, therefore, these two 
conditions have'to be satisfied independently. 
With 4, = u, and 4y = v, equation (6.26) can be rewritten as 
In general, equation (6.28) can be rewritten as two separate equations given 
by 
Thus, t h e  f i n i t e - d i f f e r e n c e  opera tors  ueed t o  ob ta in  t h e  metr ic  q u a n t i t i a e  
must commute. This i s  t h e  t h i r d  free-etreom consistency condi t ion.  The l a s t  
condi t ion i s  t h e  eame condi t ion s t a t e d  i n  reference  104 and was r e q u i r i ~ d  (by 
i t s e l f )  t o  achieve p e r f e c t  f r ee - s t r ean  capture  f o r  t h e  ISuler equat ions ,  
The t h r e e  free-stream condi t ions  j u s t  presented a r e  s a t i e f i e d  by t h e  
two-dimensional finite-volume scheme discussed i n  sec t ion  6.1. However, the  
exteneisn  of t h i s  finite-volume eclleme t o  t h r e e  dimensions does not sntir tfy 
a l l  t h r e e  f ree-stream flow consistency condi t ions  ( see  r e f .  76). 
A s  s t a t e d  i n  reference  109, extension of t h e  f i r e t  two consis tency con- 
d i t i o n s  t o  t h r e e  dimensions is  e t re ightforward,  Extension of t h e  t h i r d  con- 
d i t i o n  t o  t h r e e  dimensions is  somewhat more d i f f i c u l t .  The following t h r e e  
equations must be s a t i e f i e d :  
That i s ,  once a l l  che d e r i v a t i v e s  af equations (6.30) a r e  repleced by d i f fe r -  
ence opera to r s ,  t h e s e  r e l a t i o n s  must cancel  ju6t  a s  i n  t h e  a n a l y t i c a l  case  
(see  r e f .  110). 
Values of Al , A 2 ,  A s ,  and J i n  t h e  two-dimensional f l u x  co lcu lo t ions ,  
s a t i s f y i n g  both t h e  second and t h i r d  consistency condi t ions ,  were obtainad 
wi th  the  same s e t  of d i f f e r e n c e  opere to r s  f o r  a l l  p r imi t ive  met r i c s ,  x t ,  xn ,  
e t c .  ( s e e  see .  5.1).  This i s  not  t h e  c a s e  i n  t h r e e  dimensions, Separa te  
fomuLas f o r  the  p r imi t ive  metr ics  e r a  required co s a t i s f y  t h e  l a t t e r  two 
cond i t ions .  For example, t h e  Al metr ic  quant i ty  con be w r i t t e n  
The q u o n t l r i e s  without bars  must be computed s o  a s  t o  s a t i s f y  free-stream 
consis tency condi t ion two, and the  barred q u n n t i t i e s  must s a t i s f y  condi t ion 
th ree .  
The u s e  of t h i s  scheme requires  more s to rage  ( o r  a moderate inc rease  i n  
execution t ime if the  metr ics  a r c  recomputed each i t e r a t i o n ) .  Separa te  
values  of t h e  mecrics a r c  required a t  four  l o c a t i o n s ,  al though not n l l  
metr ics  u r e  required a t  each 5 2  those locut ions .  Tha minimum number of 
a r r a y s  required f o r  a echema i n  which t h e  dens i ty  is computed a t  
i + 1 /2  ,j + 1/2,k + 1 / 2  (assuming no metr ic  racomputation) i s  15, which com- 
pares t o  7 a r rnys  f o r  a standard scheme using t h e  same assumptions. I f  den- 
s i t i e s  a r e  computed a t  i + 1 / 2 , j , k  t h e  s t o r a g e  f o r  a p e r f e c t  free-stream 
cap tu re  a lgor i thm i s  reduced t o  13 a r r a y s .  With t h e  s i z e  of computer memor- 
i e s  r ap id ly  inc reas ing ,  such s to rage  requirements may not be  too d i f f i c u l t  t o  
ob ta in .  
Two r e s u l t s  ehawirrg some of tilo advantagas of schemes t h a t  c a p t u r e  f r e e  
stream p e r f e c t l y  a r e  shown i n  f igures  19 and 20 (taken from r e f .  109). 
Resul ts  from a t r a n s c n i c  a i r f o i l  c a l c u l a t i o n  computed with t h e  TAIR computer 
code ( see  r e f ,  111) a r e  presented i n  f i g u r e  19 f o r  t h e  Korn a i r f o i l  a t  i t s  
des ign cond i t ion  (M, 0.75, a - 0.115'; see  r e f .  112). Three s o l u t i a n e  a r c  
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presen ted  i n  f i g u r e  19 correspondin8  t o  (1) a scheme t h a t  s a t i s f i e s  none of  
t h e  cons i s t ency  cond i t ions  b u t  u ses  four th-order -accura te  m e t r i c  d i f f e r e n c i n g  
(scheme I ) ,  (2 )  a  scheme t h a t  s a t i s f i e s  only t h e  f i r s t  cons i s t ency  c o n d i t i o n  
(scheme 2 ) ,  and (3) a  scheme t h a t  s a t i s f i e s  a l l  t h r e e  cons i s t ency  c o n d i t i o n s  
(scheme 3) .  The TAIR code uses  a d e n s i t y  and m e t r i c  numer ica l  emoothing a t  
t h e  t r a i l i n g  edge of a i r f o i l s .  For t h i s  s t u d y ,  t h e  d e n s i t y  emoothing i s  
d i s a b l e d  f o r  a l l  t h r e e  schemes, and t h e  m e t r i c  smoothing i s  d i s a b l e d  f o r  
schemes 2  and 3. The me t r i c  smoothing is  s t i l l  a c t i v e  f o r  scheme I ,  f o r  i t  
i s  i'equired f o r  s t a b i l i t y .  
I n  f i g u r e  19, t h e  shock l o c a t i o n  is  about  t h e  same f o r  a l l  t h r e e  r a s~ l t s .  
However, t h e  shock s t r e n g t h  i s  d i f f e r e n t  i n  each c a s e .  For t h i s  c a l c u l a t i o n  
a  shock-free s o l u t i o n  i s  expected ,  and,  t h e r e f o r e ,  t h e  s t r e n g t h  of  t he  shock 
produced i s  a  q u a l i t a t i v e  e s t ima te  of  t h e  numer ica l  e r r o r  a s s o c i a t e d  w i t h  
each  scheme. A s  expected,  t h e  t h i r d  scheme produces t h e  s m a l l e s t  e r r o r  based, 
on t h i s  c r i t e r i o n .  Another b e n e f i t  a s s o c i a t e d  w i t h  t h e  t h i r d  scheme is  t h e  
smooth t r a i l i n g - e d g e  o o l u t i o n .  Because t h e  d e n s i t y  smoothing h a s  been 
removed a t  t h e  t r a i l i n g  edge,  schemes 1 and 2  produce o s c i l l . a t i o n s  i n  t h e  
t r a i l i n g - e d g e  p re s su re  d i s t r i b u t i o n .  However, t h e  scheme 3  r e s u l t  i s  
osc i ] . l a t i on - f  r e e  , even wi thout  t h e  t r a i l i n g - e d g e  smoothing teams. Thus, 
s a t i s f y i n g  f ree-s t ream cons is tency  produces a r educ t ion  i n  g l o b a l  e r r o r ,  as 
w e l l  a s  a  reduct ion  i n  l o c a l  e r r o r  around va r ious  g r i d  s i n g u l a r i t i e s .  
Resu l t s  from a  mesh ref inement s tudy  a r e  presented  i n  f i g u r e  20. The 
l i f t  c o e f f i c i e n t  i s  p l o t t e d  versus  t h e  average  mesh spac ing  f o r  t h e  t h r e e  
schemes o u t l i n e d  above, a l l  appl ied  t o  an  NACA 0012 a i r f o i l  a t  M, - 0.75 
and a = 2 O .  During t h i s  s t u d y ,  a s  t h e  mesh was r e f i n e d ,  t h e  r a t i o  of g r i d  
p o i n t s  on t h e  a i r f o i l  s u r f a c e  t o  t h e  t o t a l  number of f i e l d  p o i n t s  was h e l d  
f i x e d .  A l l  t h r e e  cu rves ,  r ep recen t ing  t h e  t h r e e  d i f f e r e n t  t ypes  of m e t r i c  
d i f f e r e n c i n g ,  approach t h e  same asymptotic  l i m i t  a s  they  muse t o  be? mathemati- 
c a l l y  c o n s i s t e n t .  On coa ree  meshes, t h e  e r r o r  a s e o c i a t e d  w i t h  each scheme i s  
q u i t e  d i f f e r e n t :  scheme 3 is  t h e  most a c c u r a t e ,  scheme 1 i s  n e x t ,  and 
scheme 2 i s  t h e  l e a s t  a c c u r a t e .  The scheme 3  improvement i n  accuracy on 
c o a r s e  meshes r e p r e s e n t s  ;a h igh ly  d e s i r a b l e  q u a l i t y  i n  three--dimensional  
problems. The behavior  between schemes 1 and 2 i s  somewhat unexpected,  s i n c e  
scheme 2 s a t i s f i e s  t h e  f i r s t  f ree-s t ream cons i s t ency  cond i t ion  and scheme 1 
s a t i s f i e s  none of t h e  cons i s t ency  cond i t ions .  Apparently,  t h e  four th-order -  
a c c u r a t e  m e t r i c s  a s s o c i a t e d  wi th  scheme 1 produce s m a l l e r  l e v e l s  of e r r o r  i n  
l i f t  (because t h e  p re sen t  mesh i s  smooth) t han  t h e  second-order-accurate 
m e t r i c s  of scheme 2 .  
6 .5  Nonisentropic F u l l - P o t e n t i a l  Formulation 
An i n t e r e s t i n g  expos i t i on  of v a r i o u s  t y p e s  of p o t e n t i a l  formula t ions  
a v a i l a b l e  f o r  approximating t h e  Euler  equa t ions  i s  presented  by Klopfer  and 
Nixon ( r e f .  113) .  Besides t h e  s t anda rd  mass-energy formula t ion  i n  which t h e  
momentum i s  n o t  conserved,  o t h e r  formul.ations t h a t  conserve  momentum and 
energy o r  mass and momentum a r e  d i scussed .  Crocco's theorem is rede r ived  
w i t h  s u i t a b l e  conse rva t ion  e r r o r s  inc luded f o r  each of  t h e s e  formula t ions .  
It i s  shown t h a t  t h e  i s e n t r o p i c  assumption i s  n o t  necessary  i n  con junc t ion  
w i t h  t h e  v e l o c i t y  p o t e n t i a l  formula t ion .  
An i n t ~ r e s c i n g  non i sen t rop ic  f u l l - p o t e n t i a l  formula t ion  ie der ived  i n  
r e f e r e n c e  113 such t h a t  t h e  r e s u l t a n t  shock p o l a r  is i d e n t i c a l  t o  t h e  Eu le r  
shock po la r .  The non i sen t rop ic  p o t e n t i a l  formula t ion  i s  given by (two- 
d imensional  C a r t e s i a n  coord ina t ee )  
where 4 is  t h e  s t anda rd  v e l o c i t y  potent.ia1, p i s  t h e  f l u i d  d e n s i t y ,  y is 
t h e  r a t i o  of s p e c i f i c  h e a t s ,  and K i s  e f u n c t i o n  of t h e  en t ropy  ( s )  
de f ined  by 
In  equa t ion  (6.34)  so i s  t h e  f ree-s t ream v a l u e  of t h e  en t ropy  and cv is 
the  s p e c i f i c  h e a t  a t  c o n s t a n t  volume. 
Assuming t h a t  t h e  shock waves a r e  normal t o  t h e  u-component of v e l o c i t y ,  
a  l o c a l l y  one-dinensional  assumption can be  made (a l though a s  poin ted  ou t  i n  
r e f .  113,  t h i s  need no t  b e  t h e  c a s e ) .  From equa t ion  (6.33) and t h e  Eu le r  
shock-jump r e l a t i o n s ,  t h e  fo l lowing  r e l a t i o n  f o r  K can b e  de r ived :  
where u l  is  t h e  normal v e l o c i t y  upstream of t h e  shock.  Values of K equal  
t o  1 cor respond ta f ree-s t ream flow; va lues  of K l a r g e r  than  1  correspond 
t o  an  en t ropy  i n c r e a s e  a s s o c i a t e d  wi th  a  shock wave. 
Implementation of t h i s  scheme r e q u i r e s  t h e  a b i l i t y  t o  d e t e c t  t h e  pos i -  
t i o n  of a  shock wave, which is  e a s i l y  accomplished f o r  normal shocks .  Then 
t h e  upstream v e l o c i t y  ( u l )  must be  e x t r a c t e d  from t h e  flow f i e l d .  Next,  K 
is  computed from equat ion  (6.35)  f c r  each  s t r e a m l i n e .  This  can be  done 
i t e r a t i v e l y ,  bu t  i n  r e f e r e n c e  113 a  "C" mesh topology i s  used and i t  i s  
assumed t h a t  each  5 c o o r d i n a t e  l i n e  i s  approximately a  s t r e a m l i n e .  The 
f i n a l  mod i f i ca t i on  invo lves  a  change i n  t h e  Kut ta  cond i t i on .  The f a r - f i e l d  
c i r c u l a t i o n  i s  no l o n g e r  given by t h e  v e l o c i t y  p o t e n t i a l  jump a t  t h e  t r a i l i n g  
edge. Now i t  must be  computed from t h e  a i r f o i l  c i r c u l a t i o n  and t h e  c f r c u l a -  
t i o n  genera ted  around t h e  wake, which i s  due t o  t h e  jump i n  K a c r o s s  t h e  
wake . 
Computed r e s u l t s  taken  from r e f e r e n c e  113 a r e  shown i n  Zdgure 21 f o r  an 
NACA 0012 a i r f o i l  a t  a  f ree-s t ream Mach number of 0.80 and an a n g l e  of a t t a c k  
of 1-25 ' .  The t h r e e  cu rves  shown correspond t o  an Eu le r  s o l u t i o n  ( r e f .  331, 
a  f u l l - p o t e n t i a l  s o l u t i o n  ( r e f .  34 ) ,  and a  s o l u t i o n  from t h e  Klopfer-Nixon 
n o n i s e n t r o p i c  p o t e n t i a l  formula t ion .  For  t h i s  c a s e ,  t h e  f u l l - p o t e n t i a l  so lu-  
t i o n  e x h i b i t s  a  s t r o n g  shock a t  t h e  a i r f o i l  t r a i l i n g  edge. The l o c a l  shock 
Mach number i s  approximately 1 .5 ,  f a r  exceeding t h e  f u l l - p o t e n t i a l  formula- 
t i o n  l i m i t a t i o n .  The n o n i s e n t r o p i c  fo rmula t ion ,  however, e s s e n t i a l l y  pro- 
duces t h e  Eu le r  s o l u t i o n .  Even t h e  lower-surface shock wave, which was n o t  
p r e d i c t e d  i n  t h e  i s e n t r o p i c  f u l l - p o t e n t i a l  f o rmula t ion ,  i s  a c c u r a t e l y  pre-  
d i c t e d  by t h e  n o n i s e n t r o p i c  fomul . a t i on .  Thus, Eu le r - l i ke  s o l u t i o n s  c a n  be 
produced wi th  t h e  n o n i s e n t r o p i c  f u l l - p o t e n t i a l  formula t ion  i n  j u s t  a  f r a c t i o n  
of t h e  computer t ime r e q u i r e d  by t h e  Euler  equa t ions .  
Nonunique s o l u t i o n s  t o  t h e  f u l l - p o t e n t i a l  equat ion  were r e p o r t e d  by 
S t e inhof f  and Jameson ( r e f .  114).  That i s ,  depending on i n i t i a l  c o n d i t i o n s ,  
s e v e r a l  d r a s t i c a l l y  d i f f e r e n t  f low-f ie ld  s o l u t i o n s  were ob ta ined  f o r  t h e  same 
a i r f o i l  c o o r d i n a t e s  w i th  t h e  same f ree-s t ream c o n d i t i o n s .  These nonunique 
s o l u t i o n s  only  occurred  f o r  a  range of  f ree-s t ream Mach numbers t h a t  produced 
r e l a t i v e l y  s t r o n g  shock waves. Thus, t h e  cause  f o r  t h e  nonuniqueness may b e  
a s s o c i a t e d  w i t h  t h e  l a r g e  disagreement  t h a t  e x i s t s  between t h e  i s e n t r n p i c  
f u l l - p o t e n t i a l  and Euler shock polars  f o r  s t r o n g  shock waves. I f  t h i a  is  t h e  
case ,  t h e  nonisentropic  f u l l - p o t e n t i a l  formulation of Klopfer and Nixon, 
which possesses t h e  Euler shock polar ,  may represent  a s o l u t i o n  t o  the 
nonunique f u l l - p o t e n t i a l  problem. 
6.6 Other S p a t i a l  Dif ferencing Schemes 
Many o the r  s p a t i a l  d i f f e r e n c i n g  schemes s u i t a b l e  f o r  t h e  s o l u t i o n  of 
t r anson ic  flow problems based on p o t e n t i a l  o r  po ten t fa l - l ike  f o m u l s t i o n s  
have been presented.  A few of these  schemes a r e  b r i e f l y  discussed i n  this 
s e c t i o n .  Of p a r t i c u l a r  n o t e  a r e  t h e  f i e l d  panel  method of P i e r s  and Slooff  
( r e f .  115); t h e  f in i te-e lement  method of Vigneron e t  a l .  ( r e f .  116), and t h e  
penal ty  function method described by Br i s t eau  e t  a l .  ( r e f .  117), Periaux 
( r e f .  118), and Br i s t eau  e t  a l .  ( r e f .  119). I n  t h e  l a s t  approachs a l e a s t -  
square  f ini te-element formulation i s  used t o  d i s c r e t i z e  t h e  f u l l - p o t e n t i a l  
equation i n  conservat ive  form. To exclude expansion shocks t h e  leas t -square  
func t iona l  is  modified t o  include a penalty funct ion.  This penal ty  funct ion 
takes  on l a rge  values  f o r  so lu t ions  conta ining nonphysical expansion shocks, 
t h a t  i s ,  f o r  s o l u t i o n s  with streamwise p o s i t i v e  jumps i n  v e l o c i t y ,  and smal l  
values  f o r  s o l u t i o n s  wi th  proper entropy inc reas ing  shocks. I n  a  sense ,  t h i s  
penal ty  function approach i s  a  d i s s i p a t i v e  device s i m i l a r  t o  a r t i f i c i a l  v i s -  
c o s i t y  tha t  i s  designed t o  exclude physical ly  u n r e a l i s t i c  expansion shocks. 
Another approach s u i t a b l e  f o r  t h e  p red ic t ion  of t r anson ic  flow f i e l d s  is 
based on the  scream funct ion formulation.  Early pioneering work was done i n  
t h i s  a rea  by Emmons ( r e f s .  120-122)- More recen t ly ,  Hafez and Lovell  
( r e f .  123) present-ed a  etream-function formulation s u i t a b l e  f o r  solving 
t r anson ic  flow. T,#e stream-func t ion  equation i s  given by (two-dimensional 
Car tes ian  coordinates)  
where 
and w is  the  v o r t i c i t y  which is  computed from t h e  entropy r i s e  ac ross  t h e  
shock (As). 
I n  t h i s  approach t h e  stream-function equation i s  d i s c r e t i z e d  us ing t h e  
a r t i f i c i a l  d e n s i t y  concept of r e fe rence  84 t o  s t a b i l i z e  t h e  scheme i n  super- 
s o n i c  regions.  A unique s o l u t i o n  t o  t h e  doubled-valued dens i ty  problem, 
t y p i c a l l y  a ssoc ia ted  wi th  t r anson ic  app l i ca t ions  of t h e  stream-function fo r -  
mulation [ see  eq .  (6 .37)] ,  i s  presented by Hafez and Lovell .  Since t h e  
i r r o t a t i o n a l i t y  assumption does not  have t o  be made jaw( t h e  atream-function 
formulation,  r e s u l t s  wi th  v o r t f c i t y  and entropy inc reases  ac ross  shock waves 
can be  computed. This i s  highly  a t t r a c t i v e  s i n c e  so lu t ions  t o  t h e  Euler  
equat ions  can be simulated with t h i s  formulation whi le  only requ i r ing  t h e  
numerical s o l u t i o n  of a  s i n g l e  second-order PDE. I n  add i t ion ,  because t h e  
form of the  strcam-function equation and t h e  f u l l - p o t e n t i a l  equation a r e  
n e a r l y  the  same, most s o l u t i o n  schemes f o r  the  p o t e n t i a l  formulation can be  
used t o  solve  t h e  stream-function formulation.  
The two drawbacks assoc ia ted  wi th  t h e  stream-function formulation a r e  its 
increased complication caused by t h e  double-valued dens i ty  r e l a t i o n  and . 
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difficulty in extending it to three-dimeneional flows. A three-dimensional 
formulation is presented in, reference 123 but not implemented. The farmula- 
tion expands to three equotione which are probably etilf eaeier to rolvc than 
the Euler equations; however, until comparisons are made, final conclueione 
cannot be drawn. 
7. ITERATION SCHEMES 
The next subject of discussion involves the iterative process by which 
the initial sol,ution is evolved into the final solution. The iteration 
acheme is primarily responsible for the amount of computational work associ- 
ated with each algorithm through the number of iterations required for con- 
vergence. In recent years, many researchers have experimented with different 
techniques for reducing the number of iterations associated with transonic 
flow computations. In this section we will look at the iteration schemes that 
have proved to be most successful in reducing the computational cost relative 
to older more standard iterative schemes such as SLOR. 
7.1 The Alternating Direction Implicit Scheme 
The alternating direction implicit (ADI) scheme has already been dis- 
cussed (sec. 3.7) for solving Laplace's equation. In this section, an AD1 
scheme suitable for salving the conservative full-potential equation for tran- 
sonic flow is presented. The AD1 factorization used here is basically the 
same as that discussed in section 3.7 and can be ~tated by writing the stan- 
dard N-operator as follows (see also ref. 108) : 
where a is an acceleration parameter (to be discussed shortly) and Ai and 
A j  are defined by 
In equation ( 7 . 2 )  the density coefficients, p and F are defined by equa- 
tion (6.11) and A,, A s ,  and J are metric quantities defined by equa- 
tions (5.5) and (5.6). The AD1 scheme of equation (7.1) is implemented in a 
two-step format given by the following. 
Step 1: 
Step 2: 
In equations (7.3), w is a standard relaxation factor and f ,  is an inter- 
mediate result stored over the entire finite-difference mesh. he residual, 
LC$~,~, is defined by equation (6.10). Step 1 consists of a set of tridiagonal 
matt x equations along the 5 direction, and step 2 consists of a set of 
tridiagonal matrix equations along the Q direction. The construction of 
t h i s  AD1 scheme does not  automat ica l ly  provide t h e  necessary t o  s t a b i -  
l i z e  supersonic regions. However, t h i s  type  of term can s t i l l  b e  included 
by adding 
i n s i d e  t h e  parentheses of t h e  f i r s t  and second s t epa ,  respect ively .  The 
double-arrow no ta t ion  on t h e  opera tors  of expressions (7.4) i n d i c a t e  t h a t  t h e  
d i f f e r e n c e  d i r e c t i o n  i s  always upwind, and t h e  s i g n  is  chosen s o  a s  t o  
inc rease  t h e  magnitude of t h e  matr ix  d iagonal  c o e f f i c i e n t .  The con t ravar ian t  
ve loc i ty  component s c a l i n g  used i n  expressions (7.4) provides a smooth t r an -  
s i t i o n  from forward t o  backward d i f fe rence  d i r e c t i o n s  when t h e  flow d i r e c t i o n  
changes s ign .  The $ 6  and B,, c o e f f i c i e n t s  a r e  constants  s p e c i f i e d  by t h e  
user according t o  need. 
S t a b i l i t y  of t h e  AD1 scheme a s  given by equations (7.1)-(7.3) can be  
inves t iga ted  by consider ing a s impl i f i ed  form given by 
This is e s s e n t i a l l y  the  scheme presented i n  sec t ion  3 f o r  so lv ing  Laplace's 
equation.  Other, more complex model equations can be used, but  t h e  present  
one w i l l  a l low e s s e n t i a l l y  the  same concPusions with l e s s  work. The amplif i-  
ca t ion  f a c t o r  f o r  t h e  algori thm of equation (7.5) is given by 
where 
(cos aAx - 1) - - 
= - -  (COS bAy - 1) 1 0 (7.8) 
AX AY 
The purely  r e a l  ampl i f i ca t ion  f a c t o r  i s  always l e s s  than o r  equa l  t o  1 ,  pro- 
viding 0 < w < 2 and a  , 0. Because t h e  only condi t ion f o r  s t a b i l i t y  on 
the  a  parameter i s  t h a t  i t  be, pos i t ive ,  t h e  AD1 scheme i s  s a i d  t o  have 
uncondit ional  l i n e a r  s t a b i l i t y ,  a s  expected f o r  an i m p l i c i t  scheme. 
The AD1 ampl i f i ca t ion  f a c t o r  can be fac tored i n t o  a s p e c i a l  form given 
by ( f o r  w = 2) :  
[. - 2(1 - cos a ~ x ) ]  - 2 ( 1  - cos bAy) AX, hy2 
2(1 - cos aAx)]k + 
I 
2(1 - cos b* 
a + 
bx2 
- Ay2 I 
Note t h a t  the  x and y d i r e c t i o n s  decouple. Thus, t h e  ampl i f i ca t ion  f a c t o r  
can be  minimized f o r  a p a r t i c u l a r  eigenvalue assoc ia ted  wi th  ( f o r  example) 
the  x-di rect ion by choosing a t o  s a t i s f y  
a = -  (1 - cos ahx) (7.10) 
AX 
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The ampl i f ica t ion f a c t o r  f o r  t h i s  value  of a and f o r  t h i s  eigenvalue is 
a c t u a l l y  zero .  For a problem with  N I  g r i d  points  i n  the  x-di rect ion,  
corresponding t o  N I  eigenvalues, t h e  s o l u t i o n  w i l l  converge t o  zero  e r r o r  
a f t e r  N I  i t e r a t i o n s .  Of course,  t h i s  i s  only t r u e  f o r  a l i n e a r  problem. 
Prec i se  es t imat ion of the  eigenvalues f o r  a nonl inear  problem is  genera l ly  
n o t  poss ible .  Ins tead ,  a repeat ing sequence of a ' s  i s  used wi th  each ele- 
ment of t h e  sequence chosen t o  maintain small values of IG)  f o r  a g i v m  
range of eigenvalues ( r e f .  124). A s u i t a b l e  sequence of a ' s  presented i n  
Ballhaus e t  a l .  ( r e f .  125) is given by 
e 
where M is  t h e  number of elements i n  t h e  sequence. The sequence endpoints 
can be est imated by using equation (7.10). For ins tance ,  the  lowest eigen- 
va lues ,  corresponding t o  low-frequency e r r o r s ,  a r e  approximately given by 
a - 1, which y i e l d s  
L a G - (1 7 cos aAx) 
hx2 
For high-frequency e r r o r s  aAx - a ,  which y i e l d s  
I n  p r a c t i c e ,  i t  is  wel l  advised t o  "optimizett both a~ and UH by t r ia l -and-  
e r r o r  numerical experimentation. Of course ,  t h i s  has t o  be done only once 
f o r  each code, f o r  a~ and a~ do not  s t rong ly  depend on t h e  c h a r a c t e r i s t i c s  
of the  s o l u t i o n  being computed. 
The AD1 scheme j u s t  presented has been used t o  compute t r anson ic  flow i n  
a number of d i f f e r e n t  app l i ca t ions ;  however, t h e  r e s u l t s  w i l l  no t  be  presented 
u n t i l  a f t e r  t h e  next sec t ion .  The i t e r a t i o n  scheme presented i n  t h e  next , 
s e c t i o n ,  AF2, w i l l  then be compared and contras ted  wi th  the  AD1 scheme i n  
s e c t i o n  7 .3 .  
7.2 The AF2 Approximate Fac to r i za t ion  Scheme 
The AF2 scheme was f i r s t  presented i n  reference  126 f o r  so lv ing  t h e  low- 
frequency (unsteady) TSD equation.  This algori thm was subsequently appl ied  
t o  t h e  s o l u t i o n  of t h e  s teady TSD equation ( r e f ,  125) and the  conservat ive  
f u l l - p o t e n t i a l  equation ( r e f e .  83 and 84). The AF2 f u l l y  i m p l i c i t  scheme can 
be  expressed by choosing t h e  standard N-operator as  follows: 
where, a s  w i t h  t h e  AD1 scheme, A i  and A j  a r e  defined by 
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In  equation (7.15) t h e  dens i ty  c o e f f i c i e n t s ,  and P, a r e  defined by equa- 
t i o n  (6.11) and Al, A2, and J a r e  defined by equations (5.5) and (5.6). 
The AF2 scheme i e  implemented i n  a two-step format given by t h e  following. 
S t e p  1: 
S t e p  2 )  
I n  equations (7.16),  w i s  the  usual  r e l axa t ion  f a c t o r ,  a is a convergence 
a c c e l e r a t i o n  parameter cycled over a sequence of values [ s e e  eq. (7.11)] ,  and 
f?, j is  an in termedia te  r e s u l t  s to red  over the  e n t i r e  f i n i t e - d i f f e r e n c e  mesh. 
S t e p  1 c o n s i s t s  of a s e t  of b idiagonal  matr ix  equations along t h e  n-direction,  
and s t e p  2 c o n s i s t s  of a s e t  of t r i d i a g o n a l  matrix equations along t h e  
6-di rect ion.  With the  AF2 f a c t o r i z a t i o n ,  t h e  q-difference approximation i s  
s p l i t  between the  two s t eps .  This generates a $nt-type term, which is  use fu l  
t o  the  i t e r a t i o n  scheme a s  t ime-like d i s s i p a t i o n .  The s p l i t  term a l s o  
places  a sweep d i r e c t i o n  r e s t r i c t i o n  on both  s t e p s ,  namely, i n  t h e  negat ive  
Q-direct ion f o r  t h e  f i r s t  s t e p  [eq. (7.16a)l and i n  the  p o s i t i v e  0-di rect ion 
f o r  the  second s t e p  [eq. (7.16b)l .  Flow d i r e c t i o n  imposes no sweep d i r e c t i o n  
r e s t r i c t i o n s  on e i t h e r  of the  two sweeps. 
The N-operator, a s  presented i n  equation (7.14) (see  r e f .  34),  i s  some- 
what d i f f e r e n t  from the  AF2 scheme presented i n  references  83 and 125. For 
t h e  AF2 f a c t o r i z a t i o n ,  t h e  N-operator must be w r i t t e n  s o  t h a t  e i t h e r  t h e  
5- o r  t h e  n-difference opera tor  i s  s p l i t  between t h e  two f a c t o r s .  This  con- 
s t r u c t i o n  generates e i t h e r  a $ct-type o r  a $Qt-type term and, i f  properly 
d i f fe renced ,  provides time-dependent d i s s i p a t i o n  t o  t h e  convergence process.  
For  the  "0" mesh topology (see  f i g .  l o ) ,  an algori thm with t h e  6-di rect ion 
s p l i t  produces a +et term which i s  properly d i f ferenced e i t h e r  above o r  
below t h e  a i r f o i l .  Since t h e  supersonic zone can genera l ly  e x i s t  on both  t h e  
upper and t h e  lower a i r f o i l  su r faces  and s i n c e  t h e  supersonic zone i s  usua l ly  
t h e  most d i f f i c u l t  i n  which t o  maintain computational s t a b i l i t y ,  i t  is  
d e s i r a b l e  t o  keep t h e  $St term dif ferenced i n  t h e  upwind d i r e c t i o n  on both  
t h e  upper and lower surfaces .  Thus, t h e  N-operator presented i n  equa- 
t i o n  (7.14) from reference  34 s p l i t s  t h e  0-direction.  This al lows c o n t r o l  
of the  +St  term because i t  is  added e x p l i c i t l y  and is not p a r t  of t h e  
f a c t o r i z a t i o n .  
Of course ,  wi th  t h i s  N-operator cons t ruc t ion ,  t h e  $ term is upwind 
d i f fe renced  i n  t h e  forward hal f  of t h e  mesh and downwind di f ferenced i n  t h e  
a f t  h a l f .  For t h i s  formulation,  adverse e f f e c t s  f o r  cases  wi th  supersonic  
flow a t  t h e  t r a i l i n g  edge may be a n t i c i p a t e d  but none have been experienced. 
I n  f a c t ,  cases  with free-stream Mach numbers near  ur,"ty have been computed, 
i n  which t h e  t r a i l i n g  edge is  e n t i r e l y  embedded i n  supersonic flow wi th  no 
adverse  e f f e c t s  ( r e f .  86). The p rec i se  reason f o r  t h i s  behavior i s  unclear.  
The s p a t i a l  d i f fe renc ing  scheme, which is di f ferenced i n  t h e  upwind d i r e c t i o n ,  
and t h e  e x p l i c i t l y  added term, which is  a l s o  always di f ferenced i n  t h e  
proper manner, may overshadow any adverse e f f e c t s  introduced from t h e  $nt 
term. 
The $tt- type term is included ( i f  necessary) by adding 
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i n s i d e  t h e  parentheses  of s t e p  2 [ s e e  eq. (7.16b)l .  A s  w i th  t h e  AD1 scheme, 
t h e  double-arrow n o t a t i o n  i n d i c a t e s  t h a t  t h e  d i f f e r e n c e  d i r e c t i o n  is always 
upwind, and t h e  s i g n  i s  chosen s o  a s  t o  i n c r e a s e  t h e  magnitude of  t h e  m a t r i x  
d i agona l  c o e f f i c i e n t .  The parameter  B is f i x e d  a t  a v a l u e  o f  0.3 i n  sub- 
s o n i c  reg ions .  I n  supe r son ic  r eg ions ,  B is i n i t i a l i z e d  acco rd ing  t o  u s e r  
s p e c i f i c a t i o n s ,  f o r  example, t o  4.5, and then  updated u s i n g  s p e c i a l  l o g i c  
( s e e  r e f .  11 1) given by 
I f  RATIO < 2.0 t hen  8" = 0.98 B"-' 
I f  R A T I O > 2 . 1  then  f3"= 1.1 
I f  Bn z BHIGH then  6" = B H I G H  
I f  fin < BLOW then f3" = BLOW 
where 
RATIO = R A V G ~  + RMAX" RAVGn-M -n-M 
BHIGH = B' + 1 , BLOW = B~ - 1 (7.20) 
I n  equat ion  (7 .19) ,  M is t h e  number of elements  i n  t h e  a sequence,  and 
RAVG i s  t h e  n t h  i t e r a t i o n  average  r e s i d u a l .  The l o g i c  de f ined  by equa- 
t i o n s  (7.18)-(7.20) moni tors  s o l u t i o n  convergence through t h e  parameter  RATIO. 
I f  convergence i s  p rog re s s ing  s a t i s f a c t o r i l y ,  6  i s  reduced; i f  n o t ,  B i s  
i n c r e a s e d .  The parameters  B H I G H  and BLOW a r e  upper and lower bounds which 
l i m i t  t h e  amount of @ v a r i a t i o n .  This  update  scheme f o r  B is s i m i l a r  t o  
t h e  scheme presented  by South e t  a l .  ( r e f .  8 7 ) .  
In a d d i t i o n  t o  t h e  above l o g i c ,  o t h e r  l a r g e r  i n c r e a s e s  ( o r  d e c r e a s e s )  i n  
I3 a r e  p o s s i b l e .  During t h e  i t e r a t i o n  p roces s ,  t h e  base  v a l u e  of  B ,  i nc lud -  
i n g  t h e  v a l u e s  of B H I G H  and BLOW, a r e  i nc reased  o r  dec reased ,  i f  t h e  d r v e l -  
op ing  s o l u t i o n  r e q u i r e s  more o r  l e s s  t ime- l i ke  d i s s i p a t i o n .  This  l o g i c ,  
l a r g e l y  developed on a t r i a l - a n d - e r r o r  b a s i s ,  a u t o m a t i c a l l y  keys on t h e  
growth r a t e s  of t h e  number of supe r son ic  p o i n t s  and t h e  amount of  c i r c u l a t i o n .  
I f  t h e s e  q u a n t i t i e s  grow r a p i d l y ,  then  6 ,  B H I G H ,  and BLOW a r e  a l l  i n c r e a s e d ;  
i f  they  grow s lowly ,  t hen  t h e s e  q u a n t i t i e s  a r e  decreased.  Thus, w i th  t h i s  
t y p e  of l o g i c ,  t h e  t ime- l ike  d i s s i p a t i o n  can  be au toma t i ca l ly  adapted  t o  each  
i n d i v i d u a l  s o l u t i o n .  
S t a b i l i t y  of t h e  AF2 i t e r a t i o n  scheme [ eqs .  (7.14)-(7.16)]  can b e  inves-  
t i g a t e d  by c o n s i d e r i n g  a  s i m p l i f i e d  a l g o r i t h m  given by 
T h i s  is e s s e n t i a l l y  a scheme f o r  s o l v i n g  Lap lace ' s  equat ion .  The s t a n d a r d  
von Neumann test y i e l d s  an  a m p l i f i c a t i o n  f a c t o r  given by 
where  
a 2  = - -  (cos aAx - 1) - - (COS bAy - 1) 2 0 (7.24) 
4x2 A Y ~  
Unlike t h e  AD1 scheme a m p l i f i c a t i o n  f a c t o r ,  which was pure ly  r e a l ,  t h e  AF2 
a m p l i f i c a t i o n  f a c t o r  is complex and, t h e r e f o r e ,  a l i t t l e  more d i f f i c u l t  t o  
ana lyze .  However, t h e  imaginary p a r t s  i n  both  t h e  numerator and denominator 
a r e  t h e  same. Thus, an  equ iva len t  cond i t ion  of s t a b i l i t y  is given by 
where 
a  (cos bAy - l ) ( c o s  aAx - 1) 2 0 (7.26) = - (1 - cos  aAx) + - Ax 
~ A X A ~ ~  
The expressi.on given by equat ion  (7.25) i s  of t h e  same form a s  t h e  ampl i f ica-  
t i o n  f a c t o r  f o r  t h e  AD1 scheme [eq.  ( 7 . 6 ) ]  and,  t h e r e f o r e ,  is always s a t i s -  
f i e d ,  provid ing  0 5 w 5 2 and a 2 0. Thus, t h e  AF2 scheme has t h e  uncon- 
d i t i o n a l  l i n e a r  s t a b i l i t y  t y p i c a l l y  a s s o c i a t e d  wi th  a  f u l l y  i m p l i c i t  
i t e r a t i o n  scheme. 
There is a n  i n t e r e s t i n g  a spec t  of t h e  s t a b i l i t y  of t h e  p re sen t  AF2 
scheme a s s o c i a t e d  'with t h e  a i r f o i l  s u r f a c e  boundary c o n d i t i o n ,  a s  d iscovered  
by South ( r e f .  1 2 7 ) .  The r e s i d u a l  ope ra to r  a i r f o i l  s u r f a c e  boundary condi-  
t i o n  i s  t h a t  of flow tangency and is  implemented by r e f l e c t i o n .  Another 
a s p e c t  of t h e  s u r f a c e  boundary cond i t ion  i s  t h a t  t h e  n-d i rec t ion  d i f f e r e n c e  
on f  a t  t h e  a i r f o i l  s u r f a c e  is a r b i t r a r i l y  s e t  t o  zero.  South noted t h a t  a  
s t a b i l i t y  a n a l y s i s  u s ing  t h e  proper a i r f o i l  s u r f a c e  boundary c o n d i t i o n s  (with 
r e f l e c t i o n  cond i t ion  inc luded)  produces t h e  f c l lowing  s t a b i l i t y  cond i t ion :  
That i s ,  t h e  a parameter ( o r  equ iva l en t ly  t h e  i n v e r s e  of t h e  t ime-step)  i s  
r e s t r i c t e d  a t  t h e  a i r f o i l  s u r f a c e  by t h e  cond i t ion  given i n  equat ion  (7.27).  
The q u a n t i t y  A 3  is e f f e c t i v e l y  t h e  c e l l  a spec t  r a t i o  ( s e e  sec. 5 .1) .  Thus, 
a s  t h e  mesh i s  c l u s t e r e d  toward t h e  a i r f o i l  s u r f a c e ,  t h e  s t a b i l i t y  cofidi t ion 
(7.27) becomes more r e s t r i c t i v e  and,  un le s s  t h e  a sequence is  s u i t a b l y  modi- 
f i e d ,  d ivergence  can r e s u l t .  
South presented  a  s o l u t i o n  t o  t h i s  problem which c o n s i s t e d  of an  appro- 
p r i a t e  mod i f i ca t ion  of t h e  N-operator a t  t h e  a i r f o i l  s u r f a c e .  By modeling 
t h e  s u r f a c e  N-operator a f t e r  t h e  s u r f a c e  r e s i d u a l  o p e r a t o r ,  uncond i t iona l  
l i n e a r  s t a b i l i t y  was r e s t o r e d .  
Finding va lues  of a t h a t  cause  t h e  AF2 a m p l i f i c a t i o n  f a c t o r  t o  b e  ze ro  
f o r  a  given e igenvalue  is  d i f f i c u l t  because t h e  AF2 a m p l i f i c a t i o n  f a c t o r  is 
complex. However, va lues  of  a can be determined which do minimize t h e  AF2 
a m p l i f i c a t i o n  f a c t o r  ( s e e  r e f .  125) and a r e  given f o r  t h e . 1 0 ~ -  and high- 
f requency l i m i t s  a s  fo l lows:  
No t i ce  t h a t  t h e  high-frequency endpoint  f o r  t h e  AF2 scheme i s  q u i t e  d i f f e r e n t  
from t h a t  of  t h e  AD1 scheme but  t h a t  t h e  low-frequency va lues  a r e  t h e  same. 
Again, i n  p r a c t i c e ,  i t  is w e l l  advised  t o  opt imize  both  endpoin ts  by 
t r ia l -and-error  numerical experimentation. This ,  however, need only b e  done 
once f o r  each code, f o r  s o l u t i o n  parameters such a s  Mach number, angle  of 
a t t a c k ,  and a i r f o i l  coordinate  v a r i a t i o n s  do n o t  g r e a t l y  a f f e c t  t h e  optimal 
OL sequence. 
The AF2 algori thm discussed above has  been coded i n t o  a user-oriented 
computer code c a l l e d  TAIR (Transonic AIRfoil  ana lys i s ) .  Computational 
r e s u l t s  produced w i t h  TAIR a r e  now presented.  The f i r s t  r e s u l t  involves the  
s u p e r c r i t i c a l  Korn a i r f o i l  a t  a  free-stream Mach number of 0.74 and an angle 
of  a t t a c k  of 0'. Pressure  c o e f f i c i e n t  d i s t r i b u t i o n s  f o r  t h i s  s l i g h t l y  o f f -  
d e s i m  c a s e  a r e  compared i n  f i g u r e  22, wi th  a r e s u l t  from t h e  GRUMFOIL com- 
pu te r  cade ( r e f .  128). The GRLWOIL computer code has a v a i l a b l e  a v iscous  
c o r r e c t i o n  opt ion which was not  used f o r  t h i s  ca lcu la t ion .  The two r e s u l t s  
are i n  exce l l en t  agreement. The rms e r r o r  convergence h i s t o r y  curves f o r  
t h i ~ ~ c a l c u l a t i o n  a r e  presented i n  f i g u r e  23. The rms e r r o r  a t  i t e r a t i o n  
n (EREIS) is  defined by 
n L J 
where Cpi i s  t h e  surface-pressure c o e f f i c i e n t  a t  t h e  i t h  g r i d  po in t  and 
t h e  n t h  i t e r a t i o n ;  Epi is t h e  surface-pressure c o e f f i c i e n t  a t  t h e  i t h  
g r i d  point  taken from the  converged so lu t ion ;  and N I  i s  t h e  t o t a l  number of 
s u r f a c e  g r i d  points .  Using Ems t o  compare convergence performance i s  a 
much more q u a n t i t a t i v e l y  cor rec t  procedure than us ing t h e  standard maximum 
r e s i d u a l  quan t i ty .  (More discuss ion of t h i s  point  can be found i n  r e f s .  83 
and 129 and i n  sec .  7 .3  of these  no tes . )  The t h r e e  curves shown i n  f i g u r e  23 
correspond t o  the  following i t e r a t i o n  schemes: (1)  AF2, (2) hybrid,  and 
(3) SLOR. The hybrid scheme is a combination semidirect/SLOR i t e r a t i o n  
scheme developed by Jameson ( r e f .  85) ,  which is  coinposed of one semidirect-  
s o l v e r  i t e r a t i o n  followed by severa l  SLOR i t e r a t i o n s .  The purpose of t h e  SLOR 
i t e r a t i o n s  is t o  smooth high-frequency e r r o r s  generated by t h e  d i rec t -solver  
s t e p  i n  regions of supersonic flow. For t h i s  c a l c u l a t i o n ,  t h e  AF2 scheme con- 
vergence r a t e  is  about 5 times f a s t e r  than t h a t  of t h e  hybrid scheme and about 
10 times f a s t e r  than t h e  SLOR r a t e .  
Addi t ional  r e s u l t s  obtained from t h e  TAIR computer code o r e  shown i n  
f i g u r e s  24 and 25. Figure 24 shows a pressure  c o e f f i c i e n t  comparison wi th  
experiment taken from reference  111. The a i r f o i l  is t h e  s u p e r c r i t i c a l  CAST 7 
and the  Mach number i s  0.7. The agreement i s  q u i t e  good. Figure 25 shows 
Mach-number contours around an NACA 0012 a i r f o i l  immersed i n  a 0.95 Mach f r e e  
stream a t  an  angle  of a t t a c k  of 4' ( taken from Hols t ,  r e f .  130). The Mach 
number contours c l e a r l y  i l l u s t r a t e  t h e  ex i s t ence  of a so-called " f i s h t a i l "  
shock-wave pa t t e rn  downstream of the  a i r f o i l  t r a i l i n g  edge. This d i f f i c u l t  
c a l c u l a t i o n  demonstrates the  convergence r e l i a b i l i t y  a s soc ia ted  with t h e  AF2 
t ranson ic  re laxa t ion  procedure. 
The AF2 scheme has been implemented i n  a number of d i f f e r e n t  appl ica-  
t i o n s ,  inc luding a i r f o i l  ca lcu la t ions  by Holst ( r e f .  34) and At ta  ( r e f .  131); 
cascade flows by Kwak ( r e f .  132); wing geometries by Holst  ( r e f .  130) and 
Holst and Thomas ( r e f .  133); and i n  wing/pylon/nacelle c a l c u l a t i o n s  by At ta  
and Vadyak ( r e f .  134). In  add i t ion ,  two o the r  f a c t o r i z a t i o n s  s i m i l a r  t o  t h e  
AF2 scheme, have been presented by Benek e t  a l .  ( r e f .  135). These two formu- 
l a t i o n s  a r e  c a l l e d  AFZ2 and AFZ and a r e  both used f o r  three-dimensional 
t ransonic  wing ca lcu la t ions .  The AFZ2 scheme is very similar t o  t h e  standard 
AF2 scheme used i n  reference 130. The AFZ scheme i s  a s i m p l i f i c a t i o n  of the  
AFZ2 scheme which i n v e r t s  matr ices  a long only t h e  wraparound and normal-like 
d i r e c t i o n s ,  not  t h e  span d i r e c t i o n .  Thus, t h i s  scheme is i m p l i c i t  i n  only 
two d i r e c t i o n s ,  whereas t h e  standard AF2 scheme is  i m p l i c i t  along a l l  t h r e e  
coordinate  d i r e c t i o n s .  Despite t h i s  f ea tu re ,  t h e  s impler  AFZ scheme hae 
almost  the  same convergence p roper t i e s  a s  t h e  AFZ2 scheme. Numerical results 
using t h e  three-dimensional AF2 scheme of reference  133 w i l l  b e  presented i n  
s e c t i o n  8. 
7.3 Convergence C h a r a c t e r i s t i c s  of SLOR, ADI, and 
AF2 I t e r a t i o n  Algorithms 
Numerical r e s u l t s  comparing the  convergence c h a r a c t e r i s t i c s  of t h e  two 
f u l l y  i m p l i c i t  algori thms j u s t  presented (AD1 and AF2) with t h e  SLOR algo- 
r i thm a r e  now presented.  A l l  t h r e e  i t e r a t i o n  schemes have been appl ied  t o  
t h e  same a r t i f i c i a l - d e n s i t y ,  spa t i a l -d i f fe renc ing  scheme f o r  t h e  conservat ive  
form of the  f u l l - p o t e n t i a l  equation. A two-dimensional, 10%-thick, c i r c u l a r -  
a r c  a i r f o i l  wi th  small-disturbance boundary condi t ions  is used a s  a t e s t  case. 
The f i n i t e - d i f f e r e n c e  g r i d  i s  Car tes ian  wi th  v a r i a b l e  spacing i n  both  t h e  
x and y d i r e c t i o n s .  Both s u b c r i t i c a l  and s u p e r c r i t i c a l  cases  a r e  considered 
(M, = Oi7 and 0.84, r e spec t ive ly ) .  Pressure  c o e f f i c i e n t  d i s t r i b u t i o n s  f o r  
t h e s e  two cases  a r e  displayed i n  f i g u r e  26. Note t h e  pe r fec t  symmetry asso- 
c i a t e d  with t h e  s u b c r i t i c a l  case  and t h e  ex i s t ence  of a moderate s t r e n g t h  
shock a t  about 80% of chord f o r  t h e  s u p e r c r i t i c a l  case .  For more d e t a i l s  
about these  c a l c u l a t i o n s  see  reference  $3. 
Convergence c h a r a c t e r i s t i c s  f o r  t h e  s u b c r i t i c a l  case  a r e  displayed i n  
f i y r e  27. A l l  of t h e  convergence parameters f o r  each scheiiie have been 
s e l e c t e d  by a t r ia l -and-error  optimization process. Based on a six-order-of- 
magnitude reduct ion i n  t h e  maxlmum r e s i d u a l ,  t h e  AD1 scheme is  about twice a s  
f a s t  a s  t h e  AF2 scheme and about 16 times f a s t e r  than SLOR, i n  terrns of Ster-  
a t i o n  count. However, t h e  AD1 and AF2 schemes take  about 50% and 30% more 
CPU time per  i t e r a t i o n ,  r e spec t ive ly ,  than SLOR; t h i s  should b e  cor~sidered 
when speed r a t i o s  based on t h e  t o t a l  amount of computational work a r e  des i red .  
Convergence c h a r a c t e r i s t i c s  f o r  t h e  s u p e r c r i t i c a l  c a s e  a r e  displayed i n  
f i g u r e  28. Again, t h e  convergence parameters have been optimized by a t r i a l -  
and-error process.  Based on a six-order-of-magnitude reduction i n  t h e  maximum 
r e s i d u a l  and i n  terms of i t e r a t i o n  count,  AF2 i s  s l i g h t l y  more than twice a s  
f a s t  a s  A D I ,  and about 11 times f a s t e r  than %LOR. The number of supersonic 
po in t s  (NSP) p lo t t ed  versus  i t e r a t i o n  number f o r  t h e  s u p e r c r i t i c a l  case  is 
shown i n  f i g u r e  29. The AF2, ADI, and SLOR schemes reach t h e  f i n a l  vaiue  of 
NSP i n  29, 103, and 320 i t e r a t i o n s ,  respect ively .  
The AF2 i t e r a t i o n  sctleme was r e l a t i v e l y  c o n s i s t e n t  i n  terms of conver- 
gence speed f o r  both  cases .  The AD1 i t e r a t i o n  scheme, on t h e  o t h e r  hand, d i s -  
played remarkable speed f o r  the  s u b c r i t i c a l  c a s e  but was a disappointment f o r  
t h e  supersonic case .  This i s  because t h e  $st-type e r r o r  term produced by t h e  
AF2 f a c t o r i z a t i o n  i s  more s u i t a b l e  f o r  supersonic regions than t h e  &-type 
e r r o r  term r e s u l t i n g  from t h e  AD1 f a c t o r i z a t i o n .  I n  f a c t ,  t h e  $ytype e r r o r  
term has heen shown t o  be  d e s t a b i l i z i n g  i n  t h e  supersonic region (see  
r e f .  29). 
Re la t ive  l e v e l s  of convergence f o r  AF2 and SLOR f o r  given reduct ions  i n  
t maximum r e s i d u a l  a r e  compared i n  f i g u r e  30. The s o l i d  l i n e s  represent  t h e  
f i n a l  s o l i d l y  converged so lu t ion .  The o t h e r  r e s u l t s  represent  in termedia te  
AF2 and SLOR s o l u t i o n s  i n  which t h e  maximum r e s i d u a l  has been reduced by one, 
two, and t h r e e  o rde rs  of magnitude ( f i g s .  30(a) ,  30(b) ,  and 30(c) ,  respec- 
t i v e l y ) ,  It is  immediately obvious t h a t  reducing t h e  maximum r e s i d u a l  by 
equa l  amounts f o r  t h e  AF2 and SLOR schemes does not  produce in te rmedia te  
r e s u l t s  wi th  t h e  same l e v e l  of e r ro r :  This behavior can a l s o  be observed by 
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ci an acce le ra t ion  p a r a m t e r  (cycled over a sequence of value.), and L(;,~ 
i. the  n t h  i t e r a t i o n  r e s i d u a l  defined by 
for eubeonlc regions of flow and by 
f o r  supereonic regione of flow (whan u 0 and v > 0 The a d d i t i o n a l  
c o e f f i c i e n t s  BU and Bc a r e  given by 
The AF3 f a c t o r i z a t i o n  is  s i m i l a r  t o  tho  AF2 f a c t o r i z a t i o n  and produces 
except ional  improvements i n  computational speed, This f a c t  i s  i l l u s t r a t e d  i n  
f igurae  32 and 33 (taken from r e f .  6) .  Figure  32 shows t h e  pressure  coef f i -  
c i e n t  d i s t r i b u t i o n  about an NACA 0012 a i r f o i l  a t  M, r 0.75 and a 2' f o r  
s e v e r a l  d i f f e r e n t  l e v e l s  of convergence. AEter J u s t  10 AF i t e r a t i o n s ,  which 
correspond t o  about 13 SLON i t e r a t i o n s ,  t h e  s o l u t i o n  is  near ly  converged. 
The AF3 convergence hieeory f o r  t h i s  case i s  compared with an SLOR convergence 
h i s t o r y  i n  f i g u r e  33. The StOli convergence h i s t o r y  i s  enhanced by w i n g  the  
standard g r id  refinement procedure involving two g r i d s ,  one coaree and one 
f i n e ,  For t h i s  case ,  t h e  SLOH scheme required over  400 i t e r a t i o n s  t o  reach 
p l o t t a b l e  accuracy; the  AF3 scheme reeclrad plot  t a b l e  accurwcy I n  about 
20 i t e r a t i o n s  (26 equivalent  SLOR i t e r a t i o n s ) .  
The two-din~enaionnl AF3 scheme juo t  d i s c u s ~ e d  has been extended t o  
t h r e e  dimensions by Bnker and Forsey ( r e f .  137). Solutione of title nonconsar- 
v a t i v e  f u l l - p o t e n t i a l  equation have been obtained f o r  wing and winglfueelage 
combinations with a f a c t o r  of 4 o r  5 inc rense  i n  computational e f f i c i e n c y  
r e l a t i v e  t o  standard SLOR schemes. 
X t h e o r e t i c a l  ana lys i s  f o r  var ious  AF schemes, including ADI, AF2, and 
AF3, is preeented by Ca the rn l l  ( r e f ,  138). In  t h i s  study,  om improvement i n  
computational e f f i c i e n c y  is obtained when t h e  con t r ibu t ions  of t h e  t ranefor-  
mution metr ics  a r e  properly s p l i t  between t h e  two f a c t o r s .  I n  add i t ion ,  
optimal values f o r  t h e  acce le ra t ion  parameter sequence a and t h e  re laxa t ion  
f a c t o r  (I: are' derived and discussed.  
7 .5  Multigrid I t e r a t i o n  Schalnes 
The mul t igr id  i t e r a t i o n  scheme i s  enjoying a wave of popular i ty  t h a t  has 
included app1,icntions i n  a host: oE d i f f e r e n t  a r e a s .  This schema is  a c t u a l l y  
a convergence acce le ra t ion  ccchnique and requ i res  a base i t e r a t i o n  scheme, 
f o r  example, SOR, SLOK, o r  AF. Mult igr id  schemes have e x i s t e d  f o r  q u i t e  aonre 
time, having been f i r s t  i n t r o d w e d  by Fedorenko ( r e f .  139) i n  1964. Since 
then,  s e v e r a l  authors  have analyzed the  technique,  including Balchvalov 
( r e f .  140) and, more recen t ly ,  Nicolaides ( r e f .  14 1) and Wackbusch ( r e f ,  142). 
The most s i g n i f i c a n t  aspect: of t h e  nrul t igr id  i t e r a t i o n  schema i s  f a s t  con- 
vergence. Thi8 East convergence is produced by us ing a sequence of g r i d s  
ranging from very coaree  t o  vary f i n e .  Each g r i d  is ueed t o  e l imina te  one 
smal l  range of e r r o r s  i n  the  e r r o r  frequency spectrum, namely t h e  e r r o r s  of 
h ighest  frequency supported on each mesh. Many re laxa t ion  schemes e x i s t  t h a t  
work very w e l l  on high-frequency e r r o r s ,  f o r  example, point-Jacobi and AF 
schemes (with properly chosen a c c e l e r a t i o n  parameters). One of t h e s e  relaxa- 
t i o n  schemes is  used on each mesh t o  remove the  high-frequency e r r o r .  A 
d e s i r a b l e  a spec t  of t h i s  approach is t h a t  t h e  high-frequency e r r o r  on t h e  
c o a r s e s t  mesh is  a c t u a l l y  t h e  lowest frequency e r r o r  e x i s t i n g  i n  t h e  problem. 
Because t h i s  usua l ly  troublesome low-frequency e r r o r  i s  e f f i c i e n t l y  d e a l t  
w i t h  on a coarse  mesh, very l i t t l e  computational work is expended i n  removing 
i t  from t h e  s o l u t i o n .  Thus, a tremendous convergence r a t e  enhancement is 
obtained.  
Implementation of a t y p i c a l  mul t igr id  scheme is described i n  genera l  
terms a s  follows: Suppose we d e s i r e  a so lu t ion  t o  
where L~ is a t y p i c a l  l i n e a r  d i f f e r e n c e  opera tor  which approximates a d i f -  
f e r e n t i a l  opera to r  L on a mesh assoc ia ted  with t h e  g r id  spacing h. The 
quan t i ty  f conta ins  t h e  problem boundary condit ions.  Let 
where u i s  an approximation t o  4 and v represents  an e r r o r .  Therefore,  
a s  the  i t e r a t i o n  scheme converges, u -+ 4 and v + 0. The bas ic  mul t ig r id  
scheme can be  expressed by 
where L~~ is  a f i n i t e - d i f f e r e n c e  opera tor  which approximates L on a mesh 
assoc ia ted  wi th  t h e  g r id  spacing 2h, i stead of h ,  t h a t  is, twice a s  coarse  
as t h e  o r i g i n a l  mesh. The opera tor  ItR is an i n t e r p o l a t i o n  o r  averaging 
opera tor  which t r a n s f e r s  values of t h e  res idua l  ( L ~ U  - f )  from t h e  f i n e  mesh 
t o  t h e  coarse  mesh. After  t h e  coarse  mesh cor rec t ions ,  v ,  a t e  obtained,  they 
a r e  t r a n s f e r r e d  back t o  the  f i n e  mesh by using 
i s  an i n t e r p o l a t i o n  opera tor .  The process can lont inue t o  where 1 2 h  
coarse r  meshes s o  t h a t  u l t ima te ly  j u s t  one o r  maybe severa l  mesh c e l l  widths 
span the  e n t i r e  domain of i n t e r e s t .  
To extend the  i d e a  t o  nonl inear  problems a simple modification is help- 
f u l .  By adding and s u b t r a c t i n g  ~~~u from equation (7 -38) t h e  new form 
becomes 
where 
The q u a n t i t y  i represents  a new o r  improved es t imate  of 4 which is deter-  
mined from t h e  coarse  mesh. The quan t i ty  f is a modified right-hand s i d e  
which e s s e n t i a l l y  represents  t h e  d i f f e r e n c e  i n  r e s i d u a l s  between t h e  h and 2h 
meshes. New updated coarse  values a r e  t r a n s f e r r e d  back t o  t h e  f i n e  mesh by 
us  i n  g 
Thus, t h e  e r r o r  q u a n t i t y  v does not  have t o  b e  s t o r e d  as i n  t h e  o r i g i n a l  
v e r s i o n .  
Applications u t i l i z i n g  t h e  mul t ig r id  scheme were slow t o  m a t e r i a l i z e  
a f t e r  i t s  i n t r o d u c t i o n ,  p r imar i ly  because of d i f f i c u l t i e s  i n  implementat ion 
and gene ra l  underes t imat ion  of t h e  p ~ t e n t i a l  of m u l t i g r i d  enhanced schemes. 
The f i r s t  work t o  apply t h e  mul t ig r id  scheme numer ica l ly  was t h a t  of Brandt 
( r e f .  143) i n  1972. L a t e r ,  t h e  m u l t i g r i d  scheme was formulated i n  gene ra l  
terms by Brandt ( r e f .  1 4 4 ) .  I n  t h i e  l a t t e r  r e fo renca ,  a good h i s t o r i c a l  
background of t h e  mul t ig r id  scheme i s  presented ,  i nc lud ing  a review of 
r e l a t e d  e a r l i e r  work. 
The f i r s t  u s e  of t h e  m u l t i g r i d  scheme f o r  t r a n s o n i c  c a l c u l a t i o n s  was 
presented  by South and Brandt ( r e f ,  145).  I n  t h a t  s tudy ,  numer ica l  s o l u t i o n s  
of t h e  TSD equat ion  f o r  n o n l i f t i n g  a i r f o i l s  were obta ined .  The speed o f  an  
optimized SLOR scheme was improved by a f a c t o r  of 5 on uniform meshes and by 
a f a c t o r  of 2 on s t r e t c h e d  meshes. A primary d i f f i c u l t y  r epor t ed  by South 
and Brandt involved  t h e  e x i s t e n c e  of a v a r i e t y  of l imi t - cyc le  o s c i ~ . l a t i o n s  
between s e v e r a l  g r i d s ,  t hus  i n h i b i t i n g  convergence. This  problem seemed t o  
be t h e  r e s u l t  of i n s u f f i c i e n t  smoothing of t h e  high-frequency e r r o r s  on one  
g r i d  be fo re  pass ing  t o  t h e  next  c o a r s e r  g r i d .  South and Brandt concluded t h a t  
t h e  SLOR base  a lgor i thm used i n  t h e  mul t ig r id  scheme d i d  no t  have uniform 
smoothing p r o p e r t i e s  i n  bo th  d i r e c t i o n s ,  e e p e c i a l l y  for nonuniform, h igh ly  
s t r e t c h e d  meshes. They hypothesized t h a t  a l t e r n a t i n g  t h e  SLOR sweep d i r e c t i o n  
o r  u t i l i z i n g  an  AD1 i t e r a t i o n  scheme a s  t h e  base  a lgo r i thm might s o l v e  t h i s  
problem. 
Another approach, proposed by Ar l inge r  ( r e f .  146),  i s  t o  r e f i n e  o r  
coarsen  t h e  mesh i n  only one coord ina t e  d i r e c t i o n  w h i l e  doing  l i n e  r e l a x a t i o n  
a l o n g  t h e  o p p o s i t e  d i r e c t i o n .  This  technique  produced a convergence r a t e  
a c c e l e r a t i o n  bu t  d i d  not  t a k e  f u l l  advantage of t h e  m u l t i g r i d  scheme. To 
d a t e ,  t h e  most s u c c e s s f u l  a p p l i c a t i o n  of n m u l t i g r i d  convergence a c c e l e r a t i o n  
scheme t o  a prac t ica l .  t r a n s o n i c  problem i s  t h e  work of Jameson ( r e f .  147). 
I n  t h a t  s t u d y ,  t h e  f u l l - p o t e n t i a l  equat ion  i n  conse rva t ive  form is  
s o l v e d ,  u s ing  a mul t ig r id  scheme wi th  a s p e c i a l l y  cons t ruc t ed  AF base  i t e r a -  
t i o n  scheme. This  scheme, when app l i ed  t o  t h e  fo l lowing l i n e a r  model 
equa t ion ,  
is given by 
where A and B a r e  c o n s t a n t s ,  w is  t h e  s t anda rd  r e l a x a t i o n  f e c t o r ,  and 
S and L a r e  ope ra to r s  de f ined  by 
and 
I n  equat ion (7.45) ao,  a l ,  and a, -are parameters t h a t  depend on flow type 
and u s e r  input.  The q u a n t i t i e s  6, and 6; denote f i ra t -order-accurate  
upwind d i f f e r e n c e  opera to r s  i n  t h e  x and y d i r e c t i o n s ,  respectively. 
The Jameson scheme uses a r ecurs ive  approach f o r  implementing t h e  mult i-  
gr id  philosophy, ins tead  of the  adapt ive  approach advocated by Brandt 
( r e f s .  143 and 144). I n  t h e  adapt ive  mul t igr id  approach, t h e  dec i s ion  t o  
proceed t o  t h e  next  mesh, e i t h e r  coa rse r  o r  f i n e r ,  is based on a convsrgence 
r a t e  c r i t e r i o n .  I f  t h e  s o l u t i o n  r e s i d u a l  is dropping slowly, t h e  i t e r a t i o n  
prucess proceeds t o  coarse r  meshes. Conversely, i f  t h e  s o l u t i o n  r e s i d u a l  i s  
dropping rap id ly ,  t h e  i t e r a t i o n  proceeds t o  f i n e r  meshes. I n  t h e  recurs ive  
approach of Jameson, a s i n g l e  mul t ig r id  cyc le  s t a r t s  with an AF i t e r a t i o n  on 
the  f i n e s t  mesh, followed by an AF i t e r a t i o n  on t h e  second f i n e s t  mesh, e t c .  
This continues u n t i l  t h e  coarses t  mesh is  reached. Then t h e  process is 
reversed,  s t a r t i n g  with t h e  coarses t  mesh and ending wi th  t h e  second f i n e s t  
mesh. Therefore, each mul t ig r id  g r i d  cyc le  c o n s i s t s  of one AF a p p l i c a t i o n  on 
the  f i n e s t  mesh and two app l i ca t ions  on each of the  remaining meshes. I f  a  
f i n e  g r i d  AF i t e r a t i o n  is defined a s  a un i t  of work, then one mul t igr id  
cyc le ,  using t h e  recurs ive  approach, requires  about 1-213 work u n i t s  p lus  
i n t e r p o l a t i o n  opera t ions .  
Resul ts  produced by t h e  Jameson mul t igr id  scheme a r e  displayed i n  f i g -  
ures 34 and 35. The pressure  c o e f f i c i e n t  d i s t r i b u t i o n  f o r  an NACA 64A410 a i r -  
f o i l  a t  a  free-stream Mach number of 0.72 and a t  an angle of a t t a c k  of 0' i s  
displayed i n  f i g u r e  34. A moderate-strength shock e x i s t s  a t  about 60% of 
chord. Notice t h a t  the  r e s i d u a l  has been reduced below 10E-12 (see  f i g .  34),  
which i s  a p p r o x i n ~ t e l y  an eight-order-of-magnitude reduction from t h e  i n i t i a l  
value;  the  reduct ion was achieved i n  only 29 mul t igr id  cycles.  Convergence 
h i s t o r i e s  f o r  t h i s  case ,  which were computed using d i f f e r e n t  numbers of 
meshes (from one mesh, t h a t  is ,  no mul t igr id ,  up t o  f i v e  meshes), a r e  shown 
i n  f i g u r e  35. The convergence r a t e  (CR), which is  defined a s  t h e  mean 
reduct ion i n  t h e  average r e s i d u a l  per un i t  of work, i s  a l s o  displayed f o r  
each curve. Inc reas ing  t h e  number of meshes o r ,  equivalent ly ,  inc reas ing  t h e  
coarseness of t h e  coarses t  mesh, g rea t ly  improves the  convergence r a t e .  
Other researchers  have used t h e  mul t igr id  algori thm t o  sove t h e  f u l l -  
p o t e n t i a l  equation i n  a v a r i e t y  of appl ica t ions:  Fuchs ( r e f .  148) and 
Deeoninck and Hirsch ( r e f .  150), f o r  two-dimensional app l i ca t ions ;  Arl inger  
( r e f .  150), f o r  axisyrnrnetric ca lcu la t ions ;  McCarthy and Rehner ( r e f .  151) and 
Brown ( r e f .  152), f o r  three-dimensional engine-inlet  ca lcu la t ions ;  and 
Shmilovich and Caughey ( r e f .  153) and Caughey ( r e f .  154), f o r  three- 
dimensional wing c a l c u l a t i o n s .  
7.6 Other I t e r a t i o n  Schemes 
The s t rong ly  i m p l i c i t  procedure (SIP) introduced by Stone ( r e f .  155) has 
been appl ied  t o  t h e  numerical s o l u t i o n  of t h e  f u l l - p o t e n t i a l  equation f o r  
t r anson ic  a i r f o i l  c a l c u l a t i o n s  by Sankar and Tassa ( r e f .  156). Addi t ional  
a p p l i c a t i o n s  inc lude  those  of Sankar e t  a l .  ( r e f .  157), f o r  s teady t ransonic  
wing c a l c u l a t i o n s ,  and Roach and Sankar ( r e f .  158), f o r  t ransonic  cascade 
c a l c u l a t i o n s .  I n  a l l  cases  the  SIP s o l u t i o n  algori thm displayed good conver- 
gence c h a r a c t e r i s t i c s  a s  a r e l axa t ion  scheme. In add i t ion ,  the  SIP algori thm 
has t h e  a b i l i t y  t o  compute time-accurate flow f i e l d s ;  s e e  Sankar e t  a l .  
( r e f .  159) f o r  unsteady wing ca lcu la t ions .  
The SIP i t e r a t i o n  scheme requ i res  t h r e e  a d d i t i o n a l  a r rays  of s t o r a g e  
( f i v e  a r rays  f o r  t h e  SIP scheme, two f o r  t h e  AD1 o r  AF2 schemes) and r e q u i r e s  
a few more opera t ions  t o  i n v e r t  t h e  r e s u l t i n g  matr ix  equations. The SIP 
method has a b u i l t - i n  mechanism f o r  matrix condit ioning.  That i s ,  t h e  scheme 
automatically a d j u s t s  the  matrix diagonal e n t r i e s  s o  that the  matr ix  is wel l  
condit ioned,  even i n  regions where t h e  mesh spacing becomes coarse.  Addi- 
t i o n a l  p roper t i e s  regarding t h e  SIP i t e r a t i o n  scheme a r e  discussed i n  
reference  157. 
Several  r e sea rchers  have presented new algori thms espec ia l ly  designed 
f o r  vec to r  computers, inc luding Ke l le r  and Jameson ( r e f .  160), Hafez et a l .  
( r e f .  8 4 ) ,  Redhead e t  a l .  ( r e f .  161), Hotovy and Dickson ( r e f .  162), and 
South e t  a l .  ( r e f .  87). Vector c o q u t e r s  o f f e r  g rea t ly  enhanced computing 
speeds a r i s i n g  from t h e  a b i l i t y  t o  opera te  on many c a l c u l a t i o n s  simultaneousl'y 
( p a r a l l e l  machines) o r  i n  an assembly l i n e  fashion (p ipe l ine  machines). 
[See Bailey ( r e f .  163) f o r  more discuss ion of computer a r c h i t e c t u r e s . ]  I n  
references  84, 160, and 162 the  a lgor i thm's  vector  c h a r a c t e r i s t i c s  were 
s t r e s s e d  above a l l  e l s e .  A s  a  r e s u l t ,  t hese  vector  algori thms could process 
very l a r g e  numbers of g r id  points  per second but usua l ly  required more 
i t e r a t i o n s  than s tandard SLOR t o  converge. 
I n  South e t  a l .  ( r e f .  87) an a lgor i thm c a l l e d  Zebra 11, which i s  highly 
vector3,zable and requ i res  about the  same number of i t e r a t i o n s  t o  converge a s  
does SLOR, is  described.  This algori thm is  an e x p l i c i t ,  o r  p o i n t ,  scheme 
which mimicks a fu l l -p lane  SOR algori thm and is  designed t o  s o l v e  the  conser- 
v a t i v e  f u l l - p o t e n t i a l  equation.  
The Zebra I1 algori thm takes a s t e p  i n  the  r i g h t  d i r e c t i o n ,  but o the r  
approaches f o r  vec to r  computation may s t i l l  be super io r .  A t h e o r e t i c a l  s tudy 
comparing the  vec to r  processing a t t r i b u t e s  of four  t r anson ic  f u l l - p o t e n t i a l  
algorethms (SLOR, A D I ,  AF2,  and Zebra 11) was performed by Holst  ( r e f .  164) 
u t i l i z i n g  a mathematical model of a p i p e l i n e  vec to r  comprlter. The r e s u l t s  of 
t h i s  s tudy i n d i c a t e  t h a t  i m p l i c i t  algori thms,  which conta in  nonvectorizing 
matrix invers ions ,  s t i l l  enjoy an o v e r a l l  supremacy on vec to r  computers r e l a -  
t i v e  t o  e x p l i c i t ,  o r  p o i n t ,  i t e r a t i v e  techniques,  when a l l  a spec t s  of e f f i -  
ciency a r e  taken i n t o  considera t ion.  Resul ts  from a v e c t o r i z a t i o n  s tudy per- 
formed on a three--dimensional t ransonic  wing code w i l l  be  presented i n  the  
next s e c t  ion. 
Other i t e r a t i o n  schemes s u i t a b l e  f o r  producing f a s t  convergence f o r  t h e  
f u l l - p o t e n t i a l  equation include the  ex t rapo la t ion  schemes of Hafez and Cheng 
( r e f .  165),  Caughey and Jameson ( r e f .  49) ,  and Yu and Rubbert ( r e f .  166) ; t h e  
conjugate-gradient  methods of Br is teau e t  a l .  ( r e f .  119),  Glowinski e t  a l .  
( r e f .  167),  Chat to t  and Coulombeix ( r e f .  168),  and Wong and Hafez ( r e f s .  169 
and 170); and t h e  minimum r e s i d u a l  method of Wong and Hafez ( r e f .  171). The 
work of Wong and Hafez ( re f .  169) provides an i n t e r e s t i n g  discuss ion of i t e r a -  
t i o n  schemes f o r  so lv ing  the  f u l l - p o t e n t i a l  equation.  Results  a r e  presented 
f o r  s e v e r a l  schemes, including Sl+OR, two v a r i a t i o n s  of t h e  ZEBRA scheme men- 
t ioned above, and conjugate-gradient schemes with s e v e r a l  types of precondi- 
t ion ing  combined wi th  both SLOR and ZEBRA schemes. These schemes a r e  appl ied  
t o  two s p a t i a l  d i s c r e t i z a t i o n  schemes, including a f i n i t e - d i f f e r e n c e  scheme 
and a f ini te-element scheme. I t  i s  found t h a t  the  combined i t e r a t i o n  schemes 
a r e  s u p e r i o r  t o  t h e  standard SLOR scheme by a s  much a s  a f a c t o r  of 10 f o r  
s u b c r i t i c a l  cases  and by a t  l e a s t  a  f a c t o r  of 2 f o r  tough t r anson ic  cases.  
D e t a i l s  of each of these  schemes can be found i n  t h e  references  c i t e d  above. 
The m u l t i l i n e ,  o r  block,  i t e r a t i v e  schemes presented i n  Hafez and Love11 
( r e f .  172) represent  another competi t ive form of r e l a x a t i o n  algorithm. I n  
t h i s  type  of scheme two o r  t h r e e  l i n e s  of t h e  g r i d  a r e  t r e a t e d  i n  t h e  same 
matr ix  invers ion.  Thus, t h e  amount of impl ic i tness  normally assoc ia ted  wi th  a 
s i n g l e  l i n e  invers ion  scheme such a s  SLOR, is g r e a t l y  increased.  Severa l  
convergence r a t e  comparisons a r e  presented i n  r e fe rence  172 and i n d i c a t e  com- 
p e t i t i v e  computational e f f i c i e n c i e s  f o r  t h e  m u l t i l i n e  schemes r e l a t i v e  t o  
o t h e r  types of i t e r a t i o n  schemes. I n  a d d i t i o n ,  wi th  red-black order ing of t h e  
blocks,  these  schemes a r e  e a s i l y  vector ized.  
8. APPLICATIONS I N  THREE DIMENSIONS 
Extension of the  ideas  presented i n  t h e  previous chapters  t o  t h r e e  
dimensions, f o r  example, wing and wing/fuselage c a l c u l a t i o n s ,  is very much 
complicated by s to rage  and computer time requirements. Nevertheless,  t h e  
b e n e f i t s  t o  be  obtained a r e  l a rge  and much work has been done i n  t h i s  a rea .  
I n  t h i s  s e c t i o n  a b r i e f  review of e x i s t i n g  techniques including s p e c i f i c  
a s p e c t s  of a number of widely used three-dimensional t r anson ic  computer codes 
i s  presented.  For a more de ta i l ed  review of t h i s  and o t h e r  r e l a t e d  s u b j e c t s ,  
see reference  2. 
8 .1  Computer Code C h a r a c t e r i s t i c s  
Several  computer codes designed t o  so lve  t h e  three-dimensional t r anson ic  
f low over wing and wing/fuselage conf igurat ions  have beer) developed and a r e  
c u r r e n t l y  i n  wide use i n  the  a i r c r a f t  indust ry .  A few of these  codes a r e  
l i s t e d  i n  t a b l e  2 along wi th  s p e c i f i c  references  desc r ib ing  t h e  d e t a t l s  of 
each code. Note t h a t  both conservative and nonconservative forms of t h e  
f u l l - p o t e n t i a l  formulation a r e  represented.  More discuss ion concerning t h e  
va r ious  t r anson ic  p o t e n t i a l  formulations,  inc luding both  f u l l - p o t e n t i a l  and 
TSD forms, i s  given i n  chapter  2 of reference  2. 
The i t e r a t i o n  schemes used by the  codes l i s t e d  i n  t a b l e  2 a r e  predcvmi- 
n a n t l y  SLOR. The newer approximate-factorization o r  mul t ig r id  schemes a r e  
u t i l i z e d  i n  only the  more recent codes. This produces very slow and thus 
c o s t l y  convergence f o r  most of the  o lde r  codes and makes them r e l a t i v e l y  
expensive t o  run.  One f e a t u r e  generally used i n  SLOR codes t o  improve com- 
p u t a t i o n a l  e f f i c i ency  is  the  use of g r id  refinement,  t h a t  i s ,  t h e  use  of a 
coarse-medium-fine g r id  sequence t o  a c c e l e r a t e  convergence. Converged r e s u l t s  
from the coarse  mesh a r e  in te rpo la ted  onto t h e  medium mesh, then reconverged 
and f i n a l l y  i n t e r p o l a t e d  from the  medium mesh t o  t h e  f i n a l  f i n e  mesh. Thus, 
a good i n i t i a l  s o l u t i o n  i s  provided f o r  t h e  fine-mesh ca lcu la t ion .  Use of 
t h i s  g r id  sequence philosophy increases  t h e  computationnl e f f i c i e n c y  by a 
f a c t o r  of 2 o r  3 ( a t  l e a s t  f o r  crude l e v e l s  of convergence). 
The o v e r a l l  computer time required f o r  a complete t ransonic  wing s o l u t i o n  
v a r i e s  g r e a t l y ,  depending on the l e v e l  of convergence des i red ,  t h e  number of 
g r i d  points  used, ?nd t h e  type of formulation chosen. Even t h e  amount of 
computer time reported by two d i f f e r e n t  use r s  from t h e  same computer code can 
be  d i f f e r e n t  by f a c t o r s  of 3-5, simply because of t h e  l e v e l  of convergence 
d e s i r e d  and t h e  number of gr id  points  used. Computer time comparisons which 
address  most of these  aspects  a r e  given i n  t a b l e  3 ( taken from Hinson and 
Burdges ( r e f .  185). Note t h a t  a l l  codes compared have about t h e  same number 
of wing-surface gr id  po in t s ,  whereas t h e  t o t a l  number of f i e l d  po in t s  is q u i t e  
d i f f e r e n t .  The Bailey-Ballhaus code (see  r e f .  186) uses a concept call-ed g r id  
embedding ( f i r s t  introduced by Boppe ( r e f .  187) t o  more adequately c l u s t e r  
g r i d  points  a t  the  wing su r face ) .  This concept i s  very a t t r a c t i v e  because 
t h e  r e s u l t i n g  mesh topology is  much more e f f i c i e n t  and t h e  wing-surface 
r e s u l t s  do not seem t o  be a f fec ted  by t h i s  treatment.  Grid embedding has not 
been used extensively  wi th  the  f u l l - p o t e n t i a l  formulation,  probably because 
of t h e  r e s u l t i n g  mapping complications. I n  add i t ion ,  f u l l - p o t e n t i a l  g r i d s  
a r e  genera l ly  more e f f i c i e n t  than TSD g r i d s  ( t h a t  is, TSD g r i d s  withour 
g r i d  embedding), and the re fo re ,  gr id  embedding would not  be  a s  u s e f u l  i n  t h e  
f u l l - p o t e n t i a l  formulation.  (See Brown, r e f .  188, f o r  one a p p l i c a t i o n  us ing 
t h e  f u l l - p o t e n t i a l  equation and embedded g r ids . )  
A l l  t h r e e  r e s u l t s  shown i n  t a b l e  3 were obtained f o r  t h e  same t ranson ic  
wing a t  i d e n t i c a l  t e s t  condit ions.  A l l  t h r e e  codes used a coarse-medium-fine 
sequence. Convergence was monitored by examining t h e  p ressure  d i s t r i b u t i o n  
h i s t o r i e s  a t  two span locat ions .  The Bailey-Ballhaus TSD code converged i n  
approximately 200 i t e r a t i o n s ,  t h e  FL022 code i n  about 50-100 i t e r a t i o n s ,  and 
t h e  FL027 code i n  about 200 i t e r a t i o n s .  For these  condi t ions ,  t h e  FL027 code 
s o l u t i o n  time is approximately twice t h a t  of t h e  FL022 code and about 5 times 
t h a t  of t h e  Bailey-Ballhaus code. The convergence c h a r a c t e r i s t i c s  were 
e s s e n t i a l l y  t h e  same f o r  both t h e  conservat ive  and nonconservative opt ions  
a v a i l a b l e  i n  t h e  Bailey-Ballhaus code. For more information about t h i s  s e t  
of comparisons s e e  reference  185. 
Another computer t ime comparison is  reproduced i n  t a b l e  4 from re fe r -  
ence 183. I n  t h i s  comparj,son, r e s u l t s  from the  FL028 computer code on t h e  
CDC 7600 computer and t h e  TWING computer code on both t h e  CDC 7600 computer 
and t h e  new Cray-1s vec to r  computer a r e  presented.  The recen t ly  introduced 
TWING computer code is s i m i l a r  t o  t h e  FL028 code i n  t h a t  i t  solves  t h e  three- 
dimensional f u l l - p o t e n t i a l  equation i n  conservat ive  form, but  d i f f e r e n t  i n  
t h a t  i t  uses t h e  f u l l y  i m p l i c i t  AF2 i t e r a t i o n  scheme (see  sec .  7.2). 
The r e s u l t s  f o r  both  codes presented i n  t a b l e  4 have been obtained from 
t h e  same problem (ONERA M6 wing, M, = 0.84, a = 3.06'). The convergence 
parameters from both codes have been approximately optimized by a t r ia l -and-  
e r r o r  process. The TWING r e s u l t s  a r e  based on an 83- i t e ra t ion  run i n  which 
t h e  center-span l i f t  changed by 0.03% i n  t h e  l a s t  30 i t e r a t i o n s .  The FL028 
r e s u l t s  a r e  based on a coarse-medium-fine mesh sequence wi th  50, 50, and 
283 i t e r a t i o n s ,  r e spec t ive ly .  The t o t a l  l i f t  f o r  t h i s  run changed by 0.49% i n  
t h e  l a s t  100 i t e r a t i o n s  of the  f i n e  mesh. Because FL028 uses a l e s s  e f f i c i e n t  
mapping, more f i e l d  po in t s  a r e  required t o  achieve approximately t h e  same num- 
b e r  of su r face  g r id  po in t s  used i n  t h e  TWING code. 
Immediately obvious from t a b l e  4 is t h a t  TWING s e t s  up t h e  l i f t  much 
f a s t e r  than FL028 (14 times f a s t e r  f o r  98% of t h e  l i f t )  when both codes a r e  
run on the  same computer (CDC 7600). Of course ,  t h i s  improvement i s  due t o  
t h e  advanced f u l l y  i m p l i c i t  i t e r a t i o n  scheme u t i l i z e d  by TWING (see  sec .  7.2 
f o r  more discuss ion of t h i s  po in t ) .  I n  add i t ion ,  t h e  vector ized vers ion of 
! TWING run on t h e  Cray-1s vector computer i s  about 11 times f a s t e r  than TWING 
I run on the  CDC 7600 computer. These run times a r e  f o r  t h e  flow-solver por t ion 
of both  codes only and do not include times f o r  gr id  genera t ion,  i n i t i a l i z a -  
t i o n ,  o r  s o l u t i o n  p r i n t o u t .  
The speed improvement offered by WING is, of course ,  l a r g e l y  a r e s u l t  
of t h e  f a s t e r  computer hardware assoc ia ted  wi th  t h e  Cray-1s computer. But 
ano the r  important reason f o r  t h e  improvement is  t h a t  t h e  AF2 i t e r a t i o n  scheme 
i n  t h e  TWING code is  highly vec to r i zab le .  A l l  t h e  i n t e r i o r  g r id  point  opera- 
t i o n s  perfrrmed by t h e  TWING code v e c t o t i z e ,  inc luding a l l  opera t ions  asso- 
c i a t e d  with t h e  matrix invers ions  of each sweep, t h e  upwinding log ic  asso- 
c i a t e d  with t h e  dens i ty  c o e f f i c i e n t s ,  and t h e  log ic  a ssoc ia ted  with t h e  $ct 
t ime- l ike  damping term. Despite t h i s  complete vec to r i za t ion ,  t h e  code is  
almost  completely w r i t t e n  i n  FORTRAN and w i l l  run on any standard computer 
w i t h  a FORTRAN compiler. The FL028 computer program would b e n e f i t  from t h e  
v e c t o r i z a t i o n  offered by t h e  Cray computer, but  would have d i f f i c u l t y  obtain- 
i n g  t h e  l e v e l  of e f f i c i ency  achieved by t h e  TWING computer code. This is 
because a por t ion  of t h e  SLOR algor i thm used wi thin  FL028 is inheren t ly  recur- 
s i v e ,  and, t h e r e f o r e ,  not  vec to r i zab le .  For more information regarding these  
r e s u l t s  s e e  reference  183. 
The Jameson-Caughey nonconservative f u l l - p o t e n t i a l  computer code (FL022) 
uses  a sheared parabol ic  coordinate  system which can be  defined by ( s e e  
r e f .  173) 
PAGE 1s * QUAL~W 
x, + iy ,  = Ix - x0(z) + i I y  - Y0(z)111'2 
where z is t h e  spanwise coordinate ,  and xo and yo d e f i n e  a s i n g u l a r  l i n e  
of t h e  coordinate  system located j u s t  i n s i d e  t h e  leading edge. The e f f e c t  of 
t h i s  t ransformat ion i s  t o  unwrap t h e  wing t o  form a shallow bump (see  f i g .  36): 
Next, a  shear ing transformation is used 
t o  map t h e  wing su r face  t o  a coordinate  su r face .  F ina l ly ,  t h e  5 ,  n ,  and 5 
coordinates  a r e  s t r e t ched  wi th  s u i t a b l e  s t r e t c h i n g  formulas. A more reveal-  
ing  diagram of t h e  o v e r a l l  wing g r id  system shown i n  t h e  physical  domain is  
reproduced from reference  189 i n  f i g u r e  37. Note t h a t  t h e  a i r f o i l  c ross-  
s e c t i o n a l  grid produced by t h i s  transformation technique is  of t h e  "C" mesh 
v a r i e t y .  
An i n t e r e s t i n g  aspect  of the  FL022 algori thm, created by t h e  g r i d  topol-  
ogy, is  the  o r i e n t a t i o n  of the  t r id iagona l  matr ices  used i n  t h e  SLOR i t e r a t i o n  
scheme. This a spec t  is  i l l u s t r a t e d  i n  f i g u r e  38, which has been taken from 
re fe rence  173. This  diagram shows t h e  computational domain i n  a spanwise 
cross-sect ional  plane; no te  the o r i e n t a t i o n  of t h e  s t reamlines .  The purpose 
of sweeping through the  mesh i n  t h i s  fashion i s  t o  always avoid sweeping i n  an  
upwind d i r e c t i o n  i n  the supersonic region.  If t h i s  procedure i s  not followed, 
uns tab le  opera t ion could r e s u l t .  
The Jameson-Caughey FL027 computer code i s  capable of t r e a t i n g  t h e  flow 
about i so la ted  swept wings o r  wings aiounted on an i n f i n i t e  cyl inder .  The 
FL028 code is a c lose ly  r e l a t e d  d e r i v a t i v e  of FL027 which allows more sophis- 
t i c a t e d  treatment of the  fuselage .  The FL030 code al lows a s t i l l  more sophis- 
t i c a t e d  treatment of the  wing/£ uselage problem. The r e l a t i v e  l e v e l  of 
s o p h i s t i c a t i o n  of each of these  formulations is displayed i n  f i g u r e  39 (taken 
from r e f .  190). The a c t u a l  transformation used f o r  most FL027 and FL028 wing 
c a l c u l a t i o n s  i s  very s i m i l a r  t o  t h e  transformations described f o r  t h e  FL022 
computer program and w i l l  not  be discussed f u r t h e r .  
The ONERA t ransonic  f u l l - p o t e n t i a l  code of Chattot  e t  a l .  ( r e f .  107) is  
capable  of t r e a t i n g  the  flow about i s o l a t e d  wing geometries. The mapping 
used i s  s i m i l a r  t o  the previous desc r ip t ions  and w i l l  not  be discussed f u r t h e r .  
This code, l i k e  t h e  more recent FLO codes (FL027, FL028, and FL030), uses 
numerical  evaluat ions  of t h e  metric q u a n t i t i e s  and, the re fo re ,  could support  
mesh generation rout ines  of varying types provided they a l l  used t h e  same 
genera l  topology. 
Most f u l l - p o t e n t i a l  codes a r e  designed f o r  e i t h e r  conservat ive  o r  noncon- 
s e r v a t i v e  s p a t i a l  d i f fe renc ing  schemes. However, t h e  ONERA code includes  
op t ions  f o r  both  forms. This allows d i r e c t  comparison of t h e  two forms i n  a 
format tha t  i s  unencumbered by d i f f e r e n t  i t e r a t i o n  algori thms,  g r id  topologies ,  
o r  programming s t y l e s .  Such a comparison i s  shown i n  f i g u r e  40 f o r  a rec tan-  
g u l a r  planform, n o n l i f t i n g  NACA 0012 wing a t  a  free-stream Mach number of 
0.85. The conservat ive  r e s i ~ l t  produces a shock t h a t  is too  s t r o n g  and about 
10%-15% downstream of t h e  experimental shock pos i t ion .  The nonconservative 
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shock l o c a t i o n  is i n c o r r e c t  i n  j u s t  t h e  oppos i t e  d i r e c t i o n ;  it is t o o  weak 
and t o o  f a r  forward. This  t ype  of disagreement between conse rva t ive  and non- 
conse rva t ive  forms i s  c h a r a c t e r i s t i c .  The code u s e r  dhould be  aware of which 
formula t ion  i s  be ing  used and how t h e  r e s u l t i n g  s o l u t i o n s  should be 
i n t e r p r e t e d .  
The ARA f u l l - p o t e n t i a l w i n g l b o d y  code of Forsey and Car ( r e f .  178), i s  
capab le  of  s o l v i n g  t h e  nonconservat ive f u l l - p o t e n t i a l  equat ion  about  i s o l a t e d  
wings and wing/body combinations. Bodies must be  c i r c u l a r  i n  c ros s - sec t ion  
a l though  t h e  body r ad ius  may va ry  a x i a l l y .  This  has t h e  e f f e c t  of  provid ing  
a  r e l a t i v e l y  good wind/body i n t e r f e r e n c e  s imu la t ion  but  does not  produce good 
f i n i t e - l e n g t h  body e f f e c t s .  
The mapping procedure used i n  t h e  ARA code i s  implemented i n  two phases.  
F i r s t ,  t h e  body i s  transformed v i a  conformal mapping i n t o  a  sl i t  t h a t  co r r e -  
sponds t o  a  p o r t i o n  of t h e  symmetry p lane .  Because each body c r o s s  s e c t i o n  
is  c o n s t r a i n e d  t o  b e  c i r c u l a r ,  t h i s  mapping i s  a n a l y t i c .  Next, t h e  wing lead-  
i ng  and t r a i l i n g  edges a r e  extended t o  i n f i n i t y  t o  produce a  " f l a t - p l a t e  wing" 
outboard of t h e  t i p .  Each f l a t - p l a t e  wing c r o s s  s e c t i o n  i s  mapped t o  t h e  
i n t e r i o r  of a  c i r c l e  u s ing  an a n a l y t i c  conformal mapping, and each f i n i t e -  
t h i ckness  wing c r o s s  s e c t i o n  is mapped us ing  a  numerical  conformal mapping. 
Thus, t h e  t o t a l  e f f e c t  of t h i s  t ransformat ion  is  t o  map t h e  s u r f a c e  of  t h e  
wing ( inc lud ing  t h e  f l a t - p l a t e  wing extens ion)  t o  t h e  i n s i d e  s u r f a c e  of  a 
c i r c u l a r  c y l i n d e r  and t h e  free-stream o u t e r  boundary t o  t h e  c i r c u l a r  c y l i n d e r  
c e n t e r .  Unlike t h e  FLO f u l l - p o t e n t i a l  codes (F1022, FL027, FL028, and FL030), 
which use  a  "C" mesh topology about each wing span s t a t i o n ,  t h e  ARA code uses  
an "0" mesh topology.  This  produces a  somewhat more e f f i c i e n t  mesh f o r  t h e  
ARA code;  t h a t  i s ,  f o r  t h e  same number of t o t a l  g r i d  p o i n t s ,  t h e  ARA code mesh 
puts  about  30% t o  40% more p o i n t s  on t h e  wing s u r f a c e  than  a  t y p i c a l  FLO code 
mesh. 
The TWING code is  capable  of t r e a t i n g  isolated-wing o r  s i m p l i f i e d  wing1 
fuse l age  geometries .  The f i n i t e - d i f f e r e n c e  g r i d  i s  generated by an  e l l i p t i c -  
s o l v e r  numerical  gr id-genera t ion  procedure; i t  is descr ibed  i n  Holst  and 
Thomas ( r e f .  133).  An example g r i d  generated us ing  t h i s  procedure i s  d i s -  
played i n  f i g u r e  41 ( taken  from r e f .  191).  The geometry used is a  h ighly  
swept, low-aspect-rat io wing w i t h  a  l a r g e  amount of t w i s t  (Hinson-Burdges 
Wing C ,  see r e f .  185).  F igure  41 (a )  shows the  e n t i r e  planform view of t h e  
wing. Three a i r f o i l  c ros s - sec t ion  p l o t s  of t h e  g r i d  a r e  d isp layed i n  f i g -  
ures  41(b)-41(d): (1)  a t  t h e  wing r o o t ,  ( 2 )  j u s t  inboard of t h e  t i p ,  and 
( 3 )  j u s t  outboard of t h e  t i p ,  r e s p e c t i v e l y .  The exact  p o s i t i o n s  of t h e s e  
c ros s - sec t iona l  p l o t s  a r e  shown i n  the  planform view of f i g u r e  41(a) .  The 
x/c and z / c  C a r t e s i a n  coord ina t e s  d isp layed i n  f i g u r e s  41(b)-41(d) a r e  
p l o t t e d  t o  the  same s c a l e  and a r e  normalized by t h e  root  chord,  c. Note t h e  
l a r g e  amount of t w i s t  and t h e  e f f i c i e n c y  wi th  which t h e  "0" mesh topology 
c l u s t e r s  g r i d  p o i n t s  about each a i r f o i l  c r o s s  s e c t i o n .  
F i n a l l y ,  f i g u r e  41(e)  shows a  pe r spec t ive  view of t h e  Wing C g r i d  as 
genera ted  by t h e  T W I N G  computer code. The symmetry p lane ,  wing s u r f a c e ,  and 
vo r t ex  s h e e t  g r i d s  are a l l  d i sp l ayed .  For c l a r i t y ,  only every  f o u r t h  g r i d  
l i n e  i n  t h e  wraparound d i r e c t i o n  is  p l o t t e d .  This  view (except  f o r  t h e  
t r a i l i n g - e d g e  v o r t e x  s h e e t )  corresponds very  c l o s e l y  t o  t h e  view of the a c t u a l  
wing mounted i n  t h e  wind tunne l .  
8 .2  Resu l t s  Obtained wi th  E x i s t i n g  Codes 
The nex t  i t em of importance i s  accuracy.  That is ,  how w e l l  do t h e s e  
codes a c t u a l l y  p r e d i c t  transonic-wing, f low-f ie ld  physics? I n  t h i s  s e c t i o n ,  
computed r e s u l t s  co l l ec ted  from a v a r i e t y  of sources w i l l  be displayed i n  an 
attempt t o  quant i fy  the  answer t o  t M s  question.  
A s e r i e s  of r e s u l t s  taken from reference 107 is shown i n  f i g u r e  42. 
Three numerical r e s u l t s ,  Jameson (conservative) , Bailey/Ballhaus (TSD con- 
se rva t ive ,  see  r e f .  186), and ONERA (nonconservative) a r e  compared with 
experiment a t  a wing semispan s t a t i o n  of 20%. The configuration used f o r  
t h i s  set of ca lcu la t ions  is t h e  ONERA M6 wing a t  El- = 0.841, a = 3". (See 
re f .  192 f o r  more information on t h e  experimental r e s u l t s  and geometrical 
c h a r a c t e r i s t i c s  of t h e  ONERA M6 wing.) This f requent ly  used ONERA M6 t e s t  
case represents  a d i f f i c u l t  t e s t  f o r  a t ransonic  flow ca lcu la t ion  procedure 
because of the  exis tence of a double shock. The double-shock s t r u c t u r e  is 
preducted by a l l  t h r e e  r e s u l t s  with some v a r i a t i o n  i n  t h e  second  hock posi- 
t ion .  The conservative r e s u l t s  p red ic t  a somewhat s t ronger  s e u ~ n d  shock 
s l i g h t l y  downstream of t h e  nonconservative shock. 
Results  from t h e  ARA f u l l - p o t e n t i a i  code (taken from r e f .  2)  a r e  pre- 
sented i n  f igures  43 and 44. The wing/body conf igurat ion used i n  t h i s  ca l -  
cu la t ion  i s  shown i n  f i g u r e  43. The body was a c i r c u l a r  cyl inder  of constant 
radius ,  and the  mid-mounted wing had t h e  following c h a r a c t e r i s t i c s :  AR = 6,  
TR = 1, sweep = 25". The wing had a constant s u p e r c r i t i c a l  a i r f o i l  s e c t i o n  
and was used without t w i s t .  Viscous e f f e c t s  were simulated by t h e  add i t ion  
of a displacement thickness obtained from a two-dimex~eional t ransonic  viscous 
code ( s e e  re f .  193). 
Computed r e s u l t s  f o r  a free-stream Mach number of 0.86 and an angle of 
a t t a c k  of 4.2" a r e  compared, i n  f i g u r e  44, wi th  experimental r e s u l t s  f o r  t h e  
same Mach number and two angles  of a t t a c k ,  4.4' and 3.7'. The ca lcu la t ion  
was performed with the  usua l  grid sequence involving 300, 100, and 160 i t e r a -  
t ions  on the  coarse ,  medium, and f i n e  meshes, respect ively .  The f i n e s t  mesh 
f o r  t h i s  case consis ted of 160 x 20 x 24 = 76,800 gr id  points.  The computa- 
t i o n a l  time required f o r  t h i s  ca lcu la t ion  was equivalent t o  about 25 min of 
CPU t ime on the  CDC 7600 computer. Results  a r e  ahown f o r  t h r e e  span s t a t i o n s  
(y  = 0.37, 0.55, and 0.73), and a r e  generally i n  excel lent  agreement with 
experiment. Note t h e  unusually sharp shock, capture  displayed i n  f igures  44(b) 
and 44 ( c )  . This is a r e s u l t  of the  e f f i c i e n t  mesh topology used i n  t h e  ARA 
fu l l -po ten t i a l  code i n  conjunction wi th  a r e l a t i v e l y  f i n e  mesh. 
Addit ional r e s u l t s  computed from t h e  ARA f u l l - p o t e n t i a l  computer code 
a r e  displayed i n  f igures  45-47 (taken from r e f .  137). Figure 45 shows t h e  
wing/fuselage geometry used i n  t h i s  ca lcu la t ion .  For more d e t a i l s  regarding 
t h i s  conf igurat ion,  which has been designated a s  an AGARD t e s t  case  f o r  three-  
dimensional method evaluat ion,  s e e  reference 194. Pressure d i s t r i b u t i o n s  f o r  
t h i s  geometry a t  M, = 0.9 and a = 1' a r e  displayed i n  f i g u r e  46. These 
r e s u l t s  were computed on a r e l a t i v e l y  coarse  mesh cons i s t ing  of 
80 x 24 x 10 = 19,200 points .  The agreement between t h e  computed and experi- 
mental r e s u l t s  i s  good a t  a l l  th ree  semispan s t a t i o n s  shown i n  figur.? 46. 
The r e s u l t s  j u s t  presented have been computed with t h e  new vers ion of t h e  
ARA code which uses  the  AF3 approximate-factorization scheme of Baker and 
Forsey ( r e f .  137). L i f t  development versus t h e  equivalent number of relaxa- 
t ion  i t e r a t i o n s  i s  presented f o r  t h i s  case  i n  f i g u r e  47. Four curves a r e  
displayed corresponding t o  AF and SLOR i t e r a t i o n  schemes appl ied t o  the  wing/ 
body conf igurat ion of f i g u r e  45 and a wing-alone v a r i a t i o n  of t h e  same con- 
f igura t ion .  The AF3 convergence r a t e  displayed i n  f i g u r e  47 is f a r  super io r  
t o  t h e  SLOR convergence r a t e  f o r  both t h e  wing-alone and t h e  winglfuselage 
cases. The SLOR scheme used i n  f i g u r e  47 d id  no t  use t h e  standard g r id  
sequence which would have improved convergence. However, t h e  AF3 scheme s t i l l  
possess a l a rge  advantage over the  SLOR acheme i n  convergence speed. 
Pressure  comparisons f o r  t h e  FL022 and FL027 computer codes a r e  pre- 
sented i n  f i g u r e s  48 and 49 f o r  a high-aspect-rat io (AR = 10.3) s u p e r c r i t i c a l  
wing t e s t e d  by NASA Langley (taken from r e f .  195). The wing i s  swept 27' a t  
t h e  q u a r t e r  chord l i n e ,  and has streamwise s e c t i o n  thickness r a t i o s  of 14.9% 
a t  t h e  fuselage  junct ion,  12% a t  t h e  t ra i l ing-edge break, and 10.6% a t  t h e  
t i p .  (See r e f .  196 f o r  a more d e t a i l e d  desc r ip t ion  of t h e  geometry and 
experimental r e s u l t s . )  Viscous e f f e c t s  were modeled by a two-dimensional 
i n t e g r a l  boundary-layer method appl ied  i n  streamwiee s t r i p s .  The c a l c u l a t i o n  
angles of a t t a c k  were determined by matching t h e  experimental l i f t  
c o e f f i c i e n t s .  
F igure  48 presents  r e s u l t s  from FL022; FL022 does not  model t h e  :uselage 
used i n  t h e  experiment. I n  an attempt t o  account f o r  t h e  fuselage  i n t e r f e r -  
ence e f f e c t ,  t h i s  c a l c u l a t i o n  was run a t  a free-stream Mach number of 0.80, 
whereas t h e  experiment was run a t  0.79. Agreement is good everywhere except 
near t h e  inboard s t a t i o n s ,  where d e t a i l s  of t h e  fuselage  i n t e r f e r e n c e  a r e  
probably important .  
F igure  49 presents  r e s u l t s  from FL027 f o r  t h e  same case  a s  t h a t  shown i n  
f i g u r e  48. For t h i s  case ,  however, t h e  fuselage  is  modeled a s  an  i n f i n i t e  
cy l inder  wi th  a radius  equal  t o  the  maximum rad ius  of t h e  fuselage  on which 
the  wing was mounted i n  the  experiment. The low-mounted pos i t ion  of t h e  t e s t  
wing was a l s o  simulated i u  the  numerical ca lcu la t ion .  For t h i s  case ,  t h e  
a e r o e l a s t i c  deformation of the  model was est imated by in t roducing 0.36' of 
wash ou t  (negat ive  t w i s t )  a t  t h e  t i p .  This a e r o e l a s t i c  t w i s t  was added 
l i n e a r l y  from t h e  t ra i l ing-edge break t o  t h e  t i p ;  i t  was not  included i n  t h e  
FL022 c a l c u l a t i o n  of f i g u r e  48. The Mach-number cor rec t ion  used f o r  t h e  
FL027 r e s u l t  was 0.007 and was applied t o  account f o r  t h e  e f f e c t  of t h e  
f i n i t e  fuselage  used i n  t h e  experiment. It is c l e a r  from f i g u r e  49 t h a t  
r ep resen ta t ion  of t h e  e f f e c t  of a f i n i t e  fuselage  by a simple Mach-number 
s h i f t  i s  an overs impl i f i ca t ion .  The r e s u l t o  i n  f i g u r e  49 a r e  i n  b e t t e r  agree- 
ment w i t h  experiment near  the  root  s t a t i o n  than t h e  r e s u l t s  of f i g u r e  48, but  
i n  poorer agreement outboard near  t h e  t i p .  Nevertheless,  reasonable agreement 
i s  obtained i n  both  cases  by making these  ad hoc a d j u ~ t e m e n t a  o r  c a l i b r a t i o n s .  
A r e l a t i v e l y  simple,  but adequate way i n  which t o  in t roduce fuse lage  
e f f e c t s  i n t o  isolated-wing codes is discussed i n  Verhoff and O'Neil ( r e f .  190) 
and by Van de r  Vooren e t  a l .  ( r e f .  197). I n  t h e  l a t t e r  approach, spanwise 
v e l o c i t i e s  a r e  prescr ibed a t  t h e  v e r t i c a l  wing-root plane i n  t h e  FL022 corn- 
pu te r  code. These v e l o c i t y  components a r e  determined from a panel-method 
c a l c u l a t i o n  f o r  t h e  complete wing-body conf igurat ion.  P ressure  d i s t r i b u t i o n s  
showing the  success  of t h i s  technique a r e  presented i n  f i g u r e  50. Numerically 
computed r e s u l t s  with and without t h i s  root-plane modification a r e  compared 
wi th  experiment a t  four  semispan s t a t i o n s .  I n  t h i s  c a l c u l a t i o n  t h e  fuse lage  
e f f e c t s  a r e  extremely important immediately a t  t h e  root  plane but d i e  out  
r a p i d l y  a s  vddspan is app~oached.  
The next r e s u l t  presented i n  t h i s  s e c t i o n  is  from t h e  Yu computer code 
( r e f s .  181 acd 182). This code is  b a s i c a l l y  a modified ve r s ion  of t h e  
Jameson-Caughey finite-volume code. The primary improvement i n  t h e  Yu code 
is a new e f f i c i e n t  and f l e x i b l e  grid-generation method based on t h e  body- 
f i t t e d  coordinate  method of Thompson e t  a l .  ( r e f s .  36-38), I n  t h i s  approach, 
a s e t  of nonl inear  e l l i p t i c  equations is solved numerical1,y t o  determine t h e  
three-dimensional g r id .  The i n t e r i o r  g r id  d i s t r i b u t i o n s  a r e  c o n t r o l l e d  by t h e  
boundary g r id  d i s t r i b u t i o n s  i n  a manner developed by Thomas and Moddlecoff 
( r e f .  39). For more information about t h i s  grid-generation technique s e e  
s e c t i o n  5.2. 
Resul ts  from t h e  Yu code (taken from r e f .  2) a r e  presented i n  f i g u r e s  51 
and 52. The wing/fuselage conf igurat ion is  shown i n  f i g u r e  51. In  t h i s  
c a l c u l a t i o n  procedure t h e  r e s t r i c t i o n  t o  s impl i f i ed  fuselage  geometries is 
not required;  reasonably complex geometries can be  accura te ly  simulated. I n  
t h i s  c a s e ,  t h e  flow f i e l d  about t h e  Boeing 747-280 wing/fuselage geometry is 
computed f o r  a  free-stream Mach number of 0.84 and an angle  of a t t a c k  of 2.8'. 
The s e c t i o n  p ressure  c o e f f i c i e n t  d i s t r i b u t i o n s  a t e  compared wi th  experiment 
a t  t h r e e  span s t a t i o n s  i n  f i g u r e  52. The agreement a t  each s t a t i o n  is  
exce l l en t .  
A comparison of FL028 and WING r e s u l t s  wi th  experiment f o r  t h e  
ONERA M6 wing a t  M, = 0.84 and a = 3-06' i s  presented i n  f i g u r e s  93-56 
(taken from r e f .  133). The f in i t e -d i f fe rence  gr id  used by TWING f o r  t h i s  
c a l c u l a t i o n  cons i s t ed  of 89 x 25 x 18 = 40,050 points  (wraparound, spanwise, 
and normal-like d i r e c t i o n s ,  r e spec t ive ly )  wi th  89 x 17 = 1513 po in t s  on t h e  
wing surface .  The FL028 r e s u l t s  were computed on a  mesh with 
120 x 16 x 28 = 53,760 po in t s  (wraparound, normal-like and spanwise di rec-  
t i o n s ,  r e spec t ive ly )  with 75 x 18 = 1350 po in t s  on t h e  wing su r face .  The 
TWING cross-sect ional  g r i d  uses the  "0" mesh topology, and FL028 uses t h e  
01 I1 C mesh topology. This produces a somewhat l e s s  e f f i c i e n t  mesh f o r  FL028 
r e l a t i v e  t o  TWING and is t h e  bas ic  reason f o r  comparing so lu t ions  computed 
on d i f f e r e n t  s i z e  meshes. 
Ptessure  c o e f f i c i e n t  comparisons a r e  presented i n  f i g u r e  53 a t  four  d i f -  
f e r e n t  semispan s t a t i o n s  ( n  -- 0.20, 0.44, 0.65, and 0.90). The genera l  
agreement of t h e  r e s u l t s  i s  good, e spec ia l ly  consider ing the  coarseness of 
the meshes involved. The l a r g e s t  discrepancy a r i s e s  a t  the  a f t  shock. The 
FL028 shock is  i n  b e t t e r  agreement with experiment, being very c l o s e  o r  
s l i g h t l y  upstream, and t h e  TWING shock i s  s l i g h t l y  downstream. Since these  
two codes a r e  conservat ive  inv i sc id  formulations i t  is  expected t h a t  t h e  
inc lus ion  of v iscous  e f f e c t s  would move t h i s  shock forward. Such a  movement 
would bring t h e  WING r e s u l t  i n t o  b e t t e r  agreement wi th  experiment and have 
the opposi te  e f f e c t  f o r  t h e  FL028 r e s u l t .  
The o v e r a l l  shock sonic- l ine  pos i t ion  f o r  a l l  th ree  r e s u l t s  is compared 
i n  f i g u r e  54. These r e s u l t s  correspond t o  t h e  shock sonic  l i n e  computed by 
l i n e a r  i n t e r p o l a t i o n  and do not necessa r i ly  r e f l e c t  t h e  pos i t ion  of t h e  
s t e e p e s t  shock pressure  gradient .  The experimental points  almost exac t ly  
s p l i t  t h e  two numerical r e s u l t s ,  with FL028 being upstream and TWING 
downstream. 
The convergence p roper t i e s  of the  TWING computer code f o r  t h e  ONERA M6 
wing problem j u s t  presented a r e  displayed i n  f igures  55 and 56. The conver- 
gence parameters f o r  t h i s  case  have been approximately optimized by a t r i a l -  
and-error process.  Figure 55 shows t h e  buildup of t h e  number of supersonic 
po in t s  (NSP) and the  center-span, s e c t i o n - l i f t  c o e f f i c i e n t  wi th  i t e r a t i o n  
number (n). Also p lo t t ed  along t h e  hor izon ta l  a x i s  is t h e  CPU t i m e  asso- 
c i a t e d  with both  t h e  CDC 7600 and Cray 1s computers. (Note t h a t  t h e  computer 
timeu f o r  t h i s  c a s e  have a l ready been presented and compared wi th  t h e  FL028 
computer times i n  s e c t i o n  8.1; s e e  t a b l e  4 ) .  Each symbol p lo t t ed  ( f ig .  55) 
represen t s  one c y c l e  i n  t h e  a acce le ra t ion  parameter sequence. A t  
24 i t e r a t i o n s ,  o r  t h r e e  a cyc le f~ ,  t h e  s o l u t i o n  is  near ly  converged. This 
corresponds t o  j u s t  4.8 s e c  of CPU time on t h e  Cray 1s vector  computer! 
The r a t e  of development of t h e  pressure  c o e f f i c i e n t  d i s t r i b u t i o n  at  one 
s e l e c t e d  semispsn s t a t i o n  (TI = 0.18) i s  presented i n  f i g u r e  56. The s o l u t i o n  
a i t e r  20 i t e r a t i o n s  is  compared wi th  t h e  t i g h t l y  converged s o l u t i o n  a f t e r  
80 i t e r a t i o n s .  Very l i t t l e  disagreement e x i s t s ,  except a t  t h e  shock, where 
about s i x  o r  e i g h t  points  have not q u i t e  converged t o  t h e i r  f i n a l  steady- 
s t a t e  values.  
The next r e s u l t  presented is  a WING ca lcu la t ion  (taken from r e f .  191) 
f o r  t h e  Wing C conf igurat ion described i n  Hinson and Burdges ( r e f .  185) (see 
a l s a  r e f ,  198). This wing geometry is character ized by a small  aspect  r a t i o  
(AR = 2.6),  l a r g e  sweep (ALE = 45'), small t a p e r  r a t i o  (TR = 0.3). and has a 
l a r g e  amount of t w i s t  ( twis t  = 8'). The g r i d  f o r  t h i s  conf igurat ion has 
a l ready been presented i n  f i g u r e  41; i t  c o n s i s t s  of 127 x 27 x 20 = 68,580 
po in t s  wi th  127 x 17 = 2159 points on the  wing surface.  Pressure d i s t r i b u -  * 
t i o n  comparisons between t h e  WING r e s u l t s  and experiment a r e  shown i n  
f i g u r e  57. For t h i s  case ,  t h e  experimental Mach number and angle of a t t a c k  
were 0.85 and 5.9'. The computational Mach number and angle  of a t t a c k  were 
0.83 and 5.0'. The numerically computed cor rec t ions  (AM = -0.02 and 
Aa = -0.9') were determined by tr ial-and-error;  they represent  (approxi- 
mately) t h e  b e s t  experimental/numerical c o r r e l a t i o n  f o r  t h i s  set of condi- 
t ions .  The set of cor rec t ions  determined f o r  these  d a t a  i n  reference 198 
(AM = -0.005 and Aa = -0.9') a r e  s i m i l a r  t o  but  smal ler  than those  computed 
by TWING. 
The agreement f o r  t h i s  case  is q u i t e  good everywhere except a t  t h e  t i p ,  
where t h e  need f o r  viscous correct ions  is  apparent.  O f  p a r t i c u l a r  no te  i n  
t h i s  ca lcu la t ion  is t h e  a b i l i t y  of t h e  TWING code t o  p red ic t  t h e  obl ique 
shock, which e x i s t s  a t  both t h e  t h i r d  (y/c = 0.5) and four th  (y/c = 0.7) 
semispan s t a t i o n s .  The di f ferencing scheme i n  t h i s  region is e n t i r e l y  f i r s t -  
o rder  accurate  and yet  l i t t l e  shock smearing i s  exhibited.  
To obta in  an idea  of t h e  e f f e c t s  of t h e  angle o f  a t t a c k  (ha) and t h e  
Mach number (AM) cor rec t ions ,  severa l  r e s u l t s  a r e  shokn i n  f i g u r e  58 (taken 
from Subramanian e t  a f . ,  r e f .  191). Pressure d i s t r i b u t i o n s  a t  two sernispan 
s t a t i o n s  f o r  t h e  Wing C configuration j u s t  discussed a r e  compared with 
experiment f o r  severa l  conditions: (1) t h e  uncorrected experimental condi- 
t i o n s  (M, = 0.85, a = 5.9'); (2) t h e  corrected experimental condi t ions ,  
us ing t h e  cor rec t ions  c i t e d  i n  reference 198 (M, = 0.845, u = 5.0'); and 
(3) t h e  corrected experimental condi t ions ,  us ing the  cor rec t ions  computed i n  
re fe rence  191 (M, = 0.83, a = 5.0'). A s  seen sin f i g u r e  58, t h e  angle-of- 
a t t a c k  cor rec t ion  'is more important than t h e  Mach-number cor rec t ion ,  The 
c o r r e c t i o n s  c i t e d  i n  reference 198 y i e l d  a reasonable s o l u t i o n  i n  t h e  present 
case ,  pr imari ly  because both angle-of-attack cor rec t ions  a r e  t h e  same. 
The l a s t  s e t  of r e s u l t s  is from a vers ion of t h e  FL030 computer code i n  
which a soph is t i ca ted  viscous cor rec t ion  model has been added by S t r e e t t  
( r e f .  199). This model cons i s t s  of a three-dimensional, i n t e g r a l  toundary- 
l a y e r  method based on t h e  work of Stock ( r e f .  200) and Smith ( r e f .  201). I n  
a d d i t i o n ,  a s t r i p  wake model accounting f o r  thickness and curvature  e f f e c t s  
is a l s o  included. Results using thds computational technique a r e  displayed 
i n  f i g u r e s  59 and 60. b 
Figure 59 shows a pressure c o e f f i c i e n t  d i s t r i b u t i o n  compared wi th  
experiment f o r  t h e  Hinson-Burdges Wing A geometry a t  M, = 0,819 and 
a = 1.96' ( see  r e f .  185). Three semispan s t a t i o n s  a r e  shown, TI a 0.28, 0.50, 
and 0.68. I n  t h i s  case ,  t h e  experimental Mach number and angle of a t t a c k  
a r e  matched. Note t h e  excel lent  agreement wi th  experiment. 
Figure 60 shows t h e  l i f t  reduction owing t o  viscous e f f e c t s ,  R, which 
is  defined by 
I, = C ~ , i n v i s c i d  - 'R 
'R , inv i sc id  
p l o t t e d  versus span s t a t i o n  f o r  t h e  advanced t ranspor t  conf igurat ion pre- 
sen ted  i n  reference 196. The Mach number and angle  of a t t a c k  f o r  both t h e  
experiment and the computation were 0.78 and 1.6S0, respectively. The two 
curves displayed in figure 60 correspond to the full wake model of Streett 
(ref. 199) and a similar wake model without curvature effects, Viscous 
effects are very important for this calculation, as shown by both curves in 
figure 60. In addition, the wake-curvature effect is shorn to be substantial 
outboard of the mid semispan position, especially near the wing tip. 
The preceding results are offered in an attempt to answer the question 
posed at the beginning of this section: How well do these schemes model 
transonic flow-field physics? In some cases, the modeling is quite good, in 
other cases not so good. The subjects of geometrical modeling and viscous 
corrections play the most important roles in obtaining good experimental/ 
numerical correlations. Other effects, such as wind-tunnel-wall interfer- 
ence, tunnel flow angularity, model distortion, numerical truncation error 
(coarse niesh effects), and lack of solution convergence, also must be con- 
sidered in the final analysis. 
Most of the three-dimensional results presented in this section show ,at 
least one new or different attribute; for example, computational efficiency, 
geometrical generality, or good viscous corrections. In uost codes, only 
one area is fully developed; thus, many codes exist that are, for example, 
very accurate but very slow or that are very fast but do not contain accurate 
viscous effects. Consequently, there will have to be additional research in 
consolidation of techniques before truly useful transonic codes can be made 
available. The ultimate transonic code must have good characteristics in all 
respects - accuracy, speed, reliability, and the capability of solving flow 
fields over a variety of different aircraft configurations. 
9. SUMMARY AND RECOMMENDATIONS FOR FUTURE RESEARCH 
The numerical.solution of the transonic full-potential equation has 
received much attention within the CFD research connuunity In the past 
10-12 years. The purpose of these notes has been to review selected topics 
associated with this field of research. Classical relaxation schemes and 
early ideas associated with transonic potential schemes were tauched upon 
first. Current research acticities were then discussed, with emphasis on 
grid-generation techniques, spatial differencing schemes, and iteration 
schemes. Special emphasis was placed on thc convergence acceleration char- 
acteristics of iteration schemes since this aspect largely controls compu- 
tational cost. Finally, a series of three-dimensional results from a variety 
of different sources was presented, thus providing the reader with a good 
basis for evaluating the state of the art in this field. 
One obvious conclusion from this presentation is that the numerical solu- 
tion of the full-potential equation is highly developed. The aircraft 
industry utiltzes, on a routine basis, numerical solutions of the full- 
potential formulation to gain insight into the transonic flow fields for 
many two- and three-dimensional applications. It is projected that with the 
cost of computations going down and the cost of wind-tunnel tests going up, 
the use of these computational tools for the design and development of modem 
aircraft will increase steadily in the future. 
Before the application of these schemes can become truly production- 
oriented, there will have to be improvements in several areas. First, com- 
puter codes must be more flexible and, therefore, applicable to a larger 
range of geometries. Advances in this area are largely paced by developments 
in surface-geometry representation and grid generation. Second, accuracy 
must be improved. This includes rdatively simple areas including 
boundary-condition appl,$cation, metric differencing, and grid-point cluster- 
ing in regions of large solution gradients, as well as more complicated 
aepects associated with viscous effects. Third, in the area of viscous 
effects, the accurate prediction of moderate separation regions must be 
improved. And fourth, the computational efficiency and reliability of these 
schemes should be improved. That is, application of a specific technique to 
a slightly different geometry or new set of free-stream conditions should 
not result in divergence or a significant loss of speed. 
As indicated in the last section, significant progress has been made in 
many of these areas. However, most of the computer codes in existence today 
have serious failings in one or more of the areas mentioned above. Therefore, 
a clear-cut line of future research is in consolidating the advances that 
already exist. The ultimate computer code must contain all of the character- 
istics mentioned in the preceding paragraph: generality, accuracy, reliabil- 
ity, and computational efficiency. 
This type of research is more atuned to applications rather than basic 
algorithm development, but research associated with basic algorithm develop- 
ment"~ also required. Many of these topics are associated with grid- 
generation algorithms. Interface differencing procedures associated with 
overlapping grid systems or component adaptive grids need to be investigated. 
This approach seems to be the best way {at least for finite-difference dis- 
cretization schemes) of eventually producing transonic flow solutions about 
complicated geometries - for example, over a complete aircraft. Other 
research opportunities associated with the full-potential equation exist in 
the area of solution-adaptive grids. This would produce improvements in both 
computational and storage requirements and at the same time be directly 
applicable to other equation formulations. 
Additional basis research associated with the full-potential equation in 
the areas of computational efficiency or algorithm accuracy or both will 
still be important in the years to come, but the trend in this regard is seen 
to be more in the direction of the Euler and Navier-Stokes equations. With 
these equation sets, more complete and, therefore, more accurate descriptions 
of the flow field physics, will be possible. The main advantage this pro- 
vides is the analysis of off-design conditions with significant viscous 
effects, including massive separation (Navicr-Stokes equations) or in the 
analysis of flow fields with significant vorticity interaction, for example, 
in a closely coupled wing-canard configuration (Euler equations). The major 
problen~s associated with these equation sets are obtaining sufficient compu- 
tational efficiency, geometrical generality, and, in the case of the Navier- 
Stokes equations, adequate turbulence models. 
In this regard the full-potential formulation may provide a significant, 
benefit. Formulations that effectively simulate the Euler formulation <for 
example, the nonisentropic full-potential formulation presented in sec. 6.5) 
can be developed as a much cheaper alternative to the Euler equat,ions. In 
another type of application, the standard full-potential formulativn could be 
used to accelerate convergence for the Euler or Navier-Stokes formulations. 
In many transonic cases of interest, solutions of the full-potential and 
Euler formulations are very similar. A full-potential solution could be used 
as an "initial guess" for the Euler calculation, 2nd thus aignificantly 
reduce the computational effort associated with the more expensive Euler cal- 
culation. In still another application, the full-potential equation could be 
used in regions of the flow field where the irrotationality and isentropic 
assumptions are valid, leaving the regions with significant entropy and vor- 
ticity gradients for the Euler equations. For many caleulatisns these . 
regions may be very important but confined to only a small portion of the 
e n t i r e  flow f i e ld .  Thus, a l a rge  improvement i n  computational efficiency 
can be gained by the  use of such a hybrid scheme. 
I n  summary, research opportuuiti.es associated with the ful l -potent ia l  
formulation a r e  numeroue and varied. They range from the  development of 
appl icat ion codes go basic  algorithm research. The use of these methods i n  
p rac t i ca l  appl icat ions t o  predict  transonic flow f i e l d s  about general threa- 
dimensional configurations is increasing and is expected t o  help a i r c r a f t  
designers produce more e f f i c i en t  a i r c r a f t  a t  l e s s  cost.  
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TABLE 1 .  CONVERGENCE RATE ESTIMATES FOR 
VARIOUS RELAXATION SCHEMES (FROM 
REF. 9) 
Algorithm 
Point-Jacobi 
Point-Gauss-Seidel 
SOR 
Line-Jacobi 
Line-Gauss-Seidel 
SLOR 
AD I 
-- 
Number of iterationsa 
2 / h 2  
1  /h2  
1  /2A 
1 / h 2  
1 1 2 ~ ~  
1 1 2 m  
%umber of iterations required for a one- 
order-of-magnitude reduction in error 
[Num, see eq. ( 3 . 4 5 ) ] .  
TABLE 2. SOME EXISTING THREE-DIMENSIONAL FULL-POTmTIAL CODES 
Code name bate Eqma I t c r a r i g n  Grid 
( r e f .  ) type scheme Remarks ( re f .  ) 
SLOR Sheared 
con£ o r m l  
I so la ted  wings, 
viscous .option ( 174) 
Reyhner 
(175,151) 
Sheared 
Car tes ian,  
nonaligned 
Axisyunnetric i n l e t s  
(a > 0) with o r  
without c e n t e r  bodies 
SLOR o r  
MG/SLOR 
Wing and wing/body 
[ tunne l  wa l l s  (176) 1 
[AF vers ion (135)] 
Sheared 
con£ orma1 
SLOR 
Dassault  
(177) 
F i n i t e  
element 
Optimal 
con t ro l  
conjugate 
gradient 
SLOR o r  
AF 
SLOR 
Wing, winglbody and 
wingbody /nacel le  
ON ERA 
(107) 
Sheared 
conf ormzl 
I s o l a t e d  wings 
ARA 
(178) 
Sheared 
con£ ormal 
F i n i t e  
element 
Wing and winglbody 
[AF vers ion &137)] 
Eberle 
(179) 
I so la ted  wings SLOR 
Chen and 
Caughey 
(180) 
Sheared 
conf orma1 
SLOR Axisyrmnet r i c  i n l e t s  
(a > 0)  wi th  and 
without centerbodies 
Wing/body and 
winglbody /nacel le  
SLOR E l l i p t i c  
so lver  
Sheared 
conformal 
E l l i p t i c  
s o l v e r  
Sankar , Malone, 
Tassa (157) 
1.solated wings 
[Unsteady opt ion (159) 1 
Wing and wing/body 
TUNA 
(184) 
E l l i p t i c  
so lver  
I so la ted  wings 
(Unsteady opt ion)  
%C = nonconservative; C = conservative.  
b~~~~ = success ive- l ine  over re laxat ion;  MG = mult igr id;  AF = approxi- 
mate f a c t o r i z a t i o n .  
TABLE 3. GRID FEATURES AND COMPUTING TIMES FOR SEVERAL TRANSONIC WING 
COMPUTER CODES (FROM RIB'. 185) 
T o t a l  Apptoximatge Number of 
Code Wing chordwise Wing spanwise field g r i d  p o i n t s  g r i d  p o i n t s  CPU min time* i t c ra t i c rns  
-- 
Bailey- 37 2 5 4'1,000 6 200 
Ballhaus 
a022 61 ( roo t )  2 1 159,000 15 50-100 
40 ( t i p )  
no27 5 1 2 1 90,000 30 200 
-- - 
a~~~ 7600 computer. 
TABLE 4. A COMPARISON OF CODE EXECUTION SPEED FOR THE 
ONERA M6 WING AT M, = 0.84, a = 3.06" 
(FROM REF. 183) 
- 
WING : TWPNG: WING : 
FL028 s c a l a r  vec to r  vec to r  
( r e f .  133) ( r e f .  183) ( r e f .  L83) 
-- - 
Computer CDC 7600 CDC 7600 CDC 7600 Cray-1s 
F i e l d  po in t s  53,760 40,050 40,050 40,050 
Surface  po in t s  1,350 1,513 1,513 1,513 
Time f o r  98% 742 64 5 3 4.8 
l i f t ,  s e c  
Rat io  155 13 11 1 
Fig. 1. !Z'ypicaZ transonic @a fietd about an a i r f a i t .  
F i g .  2 .  Typicat tnmsonic flow 
field about a swept wing. 
Fig. 4 .  Chm,acteristice and th TSD 
equation. 
FULL POTENTIAL FLOW 
Fig. 5 .  A comparison of $he isen- 
t r ip i c  shock-jwnp reZatCon cmd she 
EuZer ehock-jwnp re Zatiom ( re f .  1 2 ) .  
Fig. 3 .  The domaim o f  dependence and 
influence for st@& supereonic ftoo. 
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SOR 
Y I 
MISMATCH BETWEEN 
PHYSICAL AND 
COMPUTATIONAL 
DOMAINS OF 
DEPENDENCE 
AD1 
0 
Fig. 8.  asmatch betueen the phyeicaz 
DIFFERENCING MOLECULE USED FOR L and nwnericat domains of  dependence - O (RESIDUAL OPERATORI a deetabi Zising situation. 
+ DIFFERENCING MOLECULE USED FOR N OPERATOR 
F i g .  6 .  A s- of various 
cZassicaZ re2axation schemes. 
0 DIFFERENCING MOLECULE USED FOR On, 
+ DIFFERENCING MOLECULE USED FOR O,, 
Fig. 7 .  A comparison of convergence Ng.  9 .  A schematic representatio~ 
m t e  estimates for the retaxation of the rotated differencing echeme of 
echemes of figure 6 .  Jameeon (ref.  28). 
'OUTER BOUNDARY 
PhysicaZ domdn. 
VORTEX 
SHEET 
(LOWER) 
Fig. 22. Firbv:te-difference g s d  about 
a highly cambered 12 t o  1 eZZipee, 
trith control terns activated (ref .  41). 
(a)  Entire geometry. (bl TraCZing- 
edge cZose-up. 
(b) Computational domain. 
Fig. 10. NwnericaZZy generated air- 
foiZ trans formation: (x, y) + (5,rl), 
"0" mesh topology. 
(a)  Entire geometry. 
Fig. 11. Finite-difference grid about 
a highly cambered 12 t o  I e l l ipse,  no 
control (ref .  41). (a) Entire geome- 
try. (b) Trai Zing-edge cloee-up. 
Close-up of the trail ing edge. 
Fig. 13. Finite-di fference grid about 
a highZy cambered thin el l ipse gener- 
ated v ia  the paraboZic echeme of 
a Nakuntura (ref .  44) .  
Fig. 14.  A wing/fuseZage grid generated v i a  the parabolic scheme of 
Nakamura ( r e f .  45). 
(a )  So Zution-adaptive grid. 
-1.5 
-1.0 
-.5 
=P 0 
.5 
0 SOLUTION ADAPTIV 
1.0 
- STANDARD SQLUTION 
(246 x MI GRID) 
xlc 
(b) Cp dis tr ibut ion.  
Fig. 15. An example solution-adaptive grid applied t o  n transonic a i r f o i l  
calculation: NACA 0012 a i r f o i  2, M, = 0.75, a = 2 * ( r e f .  75). 
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Fig. 16. Pressure coe f f i c i en t  d i s t r ibu t ions  for the NACA 0012 a i r f o i l  a t  
M, = 0.75 and a = 2'; densi ty  computed a t  node points and a r t i f i c i a l  v i s -  
c o s i t y  parameter v '  computed a t  hal f  points ( r e f .  861. 
Fig. 17. Pressure coefficienk dis tr ibut ions for the NACA 0022 airfoiZ a t  
M, = 0.75 and a = zO, both density and ar t i f ic ia i !  v i scos i ty  parameter v 
cotnputed a t  node points ( re f .  8 6 ) .  
A 
-1.0 
-.6 I 1 
I 
-.2 I 
C~ '1 
$2 
9 MIDCELL DEhlSlJY 
.6 --- NODE.POINT LIENSIT Y 
1.0 
Fig. 18. Pressupe ccee f f ie in t  dis tr ibut ions for the NACA 0012 a i r f o i l  a t  
M, = 0.85 and a = OO., artific.ia2 v iscos i ty  parameter v canputed at  node 
points ( r e f .  87). 
(a )  Entire a i r f o i l .  (b) Closd-up o f  trailing-edge solution. 
F i g .  19. Pressure coe f f ic ien t  distributiolzs for the Kom a i r f o i l  a t  i t s  
design point (M, = 0.75 and a = 0.12O) shor~ing &he e f f e c t s  o f  d i f ferent  
spat ial  differencing schemes on the solut ion ( r e f .  109). 
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Fig. 20. Mesh refinement study fop the NACA 0012 a i r f o i l  a t  M, = 0.75, 
a = 2 O ,  showing the e fxec ts  of g d d  coarseness on several spatCaZ di f ferenc-  
i ng  schemes ( r e f .  1091. 
WC 
1.00 1.10 
XIC 
-3 
-1.2 
0 
0 'i SCHEME 3 # 
': .1 SCHEME 2 
- * 4 SCHEME 1 -1.0 
8 
(11 1) I I 1 1 
-1.2 0 .2 .4 .6 .a 1.0 
EULER (STEGER) 
FULL POTENTIAL (HOLST) 
-.- STRONG SHOCK FULL POTENTIAL I 
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Fig. 21. Air fo i  Z Fjressure coe f f ic ien t  
comprrrisons of the  nonisentropic and F i g .  22. Pressure coe f f i c i en t  compar- 
isentropic  ful l -potent ial  formutations i son  for the Kom a i r f o i l  a t  
and the Euler formuZation ( re f .  113). Mm = 0 . 7 4  and a - O 0  (ref-: 111). 
10-6  
0 40 80 120 160 200 
CPU TIME, r 
F i g .  23. Convergence his tory comparison for the  Kom a i r f o i l  a t  M, = 0.74 
and a = O0 ( r e f .  111). 
Fig. 24. Pressure coeffi'cient compar- Fig. 25. Mach-number contours about 
i son  for the CAST 7 supercritica7, air- an NACA 0012 a i r f o i l  a t  M, = 0.95 
foil. a t  M, = 0.7 ( r~ef .  1111. and a = 4" ( re f .  130). 
Fig. 26. Subcritical and s u p e r c ~ t i c a i !  solutions xcsed for *he convexyenee 
his tory comparisons of figures 27-31 ( re f .  83). 
lo2 o AFl (sL = 0.01. WJ0,OW) 
o AF2 (aL = 0.4, q ' 1m) 
- SLOR 
t b h  
10-6 1 1 I I I I I I I 1 I I 
0 40 80 120 160 200 240 280 320 380 400 449 
NUMBER OF ITERATIONS - n 
F i g .  27. filascimwn residua2 convergsrzce history comparison, subcx4ticaZ case, 
M, = 0.7 ( re f .  83). 
0 AFl (aL 1.3, a" -.4000) 
0 AF2 (aL - 0.6. an ' m) 
- SLOR (wBLOR '1.m) 
,L L 3bO do A do ,A? A 4 0  or& r A 0  
NUMBER 0:: ITERATIONS -- n 
F i g .  28. Maximwn residua2 convergence history comparison, supercAtica2 case, 
M, = 0.84 ( y e f ,  8 ; : ,  
2w 
160 
120 0 AF2 
NSP 
W D AFl  
A SLOR (wSLOR = 1.95) 
40 
0 
NUMBER OF ITERATIONS - n 
, 
F i g .  29. D~veZopnent of  the supersonic region, M, = 0.84 ( re f .  831. 
(a) Maximurn residua2 reduced one order of  magnitude. 
- CONVERGED S@LUTION 
SLOR 
(b) M a t c i m w n  rzsidua2 reduced two orders of  magnitude. 
Fig. 30. I n t ened ia t e  solt i t ion comparisons a f t e r  spec i f i ed  reductions in the 
maximum residual,  supercri t ical  case, M,  = 0.84 ( r e f .  8 3 ) .  
ORIGINAL Y A W  iS 
OF POOR QUALW 
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(c) Mmimwn residua2 reduced three  order^ of magnitude. 
Fig. 30. ConcZuded. 
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Fig. 31. Root-mear.-square error convergence his tory comparison, supercritical 
case, M ,  = 0.84 ( re f .  83). 
NACA 0012 
M,.-676, a-2' 
- CONVERQED RESULT 
--- AFTER 6 4C ITERATIONS 
( I  EWIVALENT RELAXATION I T a )  
+**%..I* AFTER 10 Alr ITERATIONS 
(IS EWIVALENT RELAXATION ITS.) 
f i g .  32. DeuoZopnent; of Cira prclssul.6. ooctfficiet~t clici8ribull;ion tdith itsmtion 
nwttbal- for the AFS 6 temticn schm118, NACA QQlu" a i l . f ~ i l ,  M, - 0.75, a = z 0  
t r a f .  6). 
ORIGINAL 
Of POOR 
PAGE Ib 
QUALITV 
NACA 0012 
M,-0.76,a-2" 
RELAXATION (WITH QRlD REFINEMENT) 
AF3 
1 GRID (CR - 0.904) 
3 GRIDS (CR = 0.9011 
-12 1 0 b O 1 0 0 1 M ) m 2 s o s o o  
WORK 
GRlD 182x32 
9Fig. 35. Multigrid convergence his-  10-6 
100 200 300 
EQUIVALENT RELAXATION ITERATIONS 
4w tor ies ,  NACA 64A410 a ir fo iZ ,  M, = 0.72, 
a = O 0  f r e f .  1471. 
Fig. 33. Convergence history compari- 
son showing the  AF3 and SLOR i t e ra t ion  
schemes, NACA 0012 a i r f o i l ,  M, = 0.75, f v 
n = 2' f r e f .  6 ) .  
-1.6 - 
-. 
X 
-1.2 - 
C~ 
- 
x 1  
.4 - 
.8 - 
1.2. 
NACA64A410 
MACH 0.720 ALPHA 0.000 
CL 0.6687 CD O.M)30 CM -0.1478 P \ 
GRID 192x32 NCYC 2s RES O.~ME.I~ ( c )  Sheared coordinates. 
Fig. 34. Converged pressure coe f f i -  
c i en t  d i s t r ibu t ion  from the FL036 Fig. 36. Construction o f  the sheared 
rnultigrid code, NACA 64AOIO a i r f o i l ,  paraboZic coordinate eystem used i n  
M, = 0.72, a = O 0  ( r e f .  147). FL022 ( r e f .  173). 
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\ 
- 
- - NONCONSERVATIVE 
0 EXPERIMENT 
-1 
OD 
,..+ 
Fig. 37. Sheared parabolic coordinate 
system used i n  FL022 ( r e f .  289). 
1 I 1 I 
VERTICAL LlNE 0 .5 1 
STREAMLINE RELAXATION xlc 
/ 
HORIZONT+L LlNE 
\/ 
MARCHING 
RELAXATION DIRECT ION 
Fig. 38. fi!Lxrchi~zg direct ions  o f  
relaxatior, ,:cIzent? usad i n  FL022 
( r e f .  173). 
-)- FLO.27 GEOMETRY 
y- FLO.28 GECMETRY 
FL0.30 GEOMETRY 
'd 
Fig. 40. Pressure coe f f i c i en t  com- 
parisons for a rectangular planform 
NACA 001 2 wing, conservative versus 
nonconservative di f ferencing 
( r e f .  107) .  
( a )  Wing pZanfom. 
Fig. 41. Numerically generated f i n i t e -  
~ i ~ .  39. comparison o f  the various di f ference mesh about the Hinson- 
FLO code geometry modeling capabili-  Burdges Wing C configurntion 
t i e s  ( r e f .  190). ( r e f .  192). 
xlc 
(b)  Wing-root cross-sectional gzid id)  Cross-sectionat grid just  out- 
(127 x 20 grid points). board of t i p  (127 x 20 grid points).  
fcl Cross-sectionat grid just inboard (el Perspective view of the  grid, 
of the wing t i p  (127 x 20 grid points). 127 x 27 x 20 grid points (only e v e q  
fourth point plotted i n  the  wraparound 
Fig. 41. Concluded. 
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---- JAIESON (C) ylb -0.20 
 BALLHAUS (C) yIbl 0.10 
1 + X ONERA l4C) ylb- 0.23 
0 IJ EXPERIMENT y/b-0.20 
ARA FULL 
- POTENTIAL CODE y - 1387 v * 4.P 
0 EXPEReMENT y - 0.37 u - 4.6' 
X EXPERIMENT y - 0.37 a 3.P 
F i g .  42. Inviscid pressure coe f f i -  
d e n t  comparisons for the  ONERA M6 
wlng configuration, M, = 0.841, 
u = 3' ( r e f .  107). 
a) y a 0.37 
1 .o 
0 .2 ' .4 .a .a 1.0 
xlc 
(a )  y z 0.37. 
Fig. 44.  Pressure coe f f i c i en t  cornpar- 
Fig. 43. Wing/body confifiguratiov! isons fez. the configuration of f ig- 
de ta i l s  used for the resu l t s  presented ure 43, M, = 0.86 ( r e f .  21. 
i n  Fig. 44 ( re f .  2). 
ARA FULL 
- POTENTIAL CODE y = 0.642 a- 4.4 
0 EXPERIMENT v-0.65 a-4 .B 
-1.2 r x EXPERIMENT v - 0.66 a=  3.P 
(b )  y z 0 . 5 5 .  
F i g .  44. 
ARA FULL 
- POTENTIAL CODE v m  0.762 a' 4 .4  
o EXPERIMENT v-0.73 a-4 .B 
X EXPERIMENT v-0.73 a -3 .y  
Conc Zuded. 
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- THEORY 
0 0 EXPERIMENT 
F i g .  45. Wir:g,.'j'~lz;c:Zrt.c~e detai 2s used Fig. 46. Pressure coeff icient  com- 
for the results presented i n  f i g -  parison for the configuration of fig- 
ures 46 and 47, RAE wing A + body B2 ure 45, M, = 0.9, a = 1 ' (re f .  1371. ( re f .  137). 
Fig. 47. The development of l i f t  w i th  
i t e m t i o r .  number for the configuration 
of figure 45, M, = 0.9,  or = l o  
( r e f .  137). 
0 TEST DATA (M - 0.79) 
- CALCULATION (M = 0.80) 
0 TEST DATA (M = 0.780) 
- CALCULATION (M 0.787) 
Fig. 48. Comparison of  FL022 resul t s  Fig. 49. Comparison of  FLU27 resuz t s  
n i t h  experiment for NASA supercri t ical  wi th  experiment for NASA supercrit icaz 
wing, Re = 2 . 4  mi l l ion  ( r e f .  195). wing, Re = 2 . 4  milZion ( r e f .  195). 
-' I A MEASURED DATA, MACH 0.7610, ALPHk -0,1000 - STANDARD FLOn ' M = 0.76 --- XFL022 NLR 1 ~ - 0 , l  
1 
---*. - -  ---- 
I 
BODY AXIS 
Fig. 50. Body-plus-fitlet effect simulation in FL022 by X-wind from panel 
me-t-hod (ref. ? 97). ' 
Fig. 5 1 .  Roeilzg 747-200 wing/fuse tagc 
configzlmt Lot: 24313d ;o obrain khe 
re su l t s  of J X ~ U Y J , ~  !,:: ( r e f .  2 ) .  
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Fig. 52. Pressure coefficierrt ao,nparisons for the configuration of figure 51, 
M, a- 0.84, u - 2.8', w i t h  boundary Zayer ( r e f .  2 ) .  
0 UPPER SURFACE EXPERIMENT 
, ' ,  t' , , , , , ,  0 UPPER SURFACE O LOWER SURFACE ( q  ' 0.20) 0 LOWER SURFACE - TWlNG (q - 0.18) - TWlNG (q = 0.42) -- FL028 (q = 0.23) -- FL.028 (q - 0.40) 
0 UPPER SURFACE 
LOWER SURFACE 
- TWlNG (n = 0.61) 
Fig. 53. Pressure coe f f ic ien t  conpa~isons for the ONERA M6 wing, M, = 0.84, 
a = 3.06' ( r e f .  133). 
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Fig. 54. Comparison of shock sonic F i g .  65. Convergence characteris t ics  
l ine  positions foi9 the ONERA M6 wing, o f  TWING for the ONERA M6 wing, 
M, = 0.84, a = 3.06' ( r e f .  133). M, =: 0.84, a = 3.06' ( r e f .  133). 
1 . 2 1  I I I 1 
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xlc 
Fig. 56 .  Comparison of part iat  Zy and fizzy converged pressure coef f ic ien t  
d i s t r ibut ions  a t  I-, = 0.20 ,  OPERA M6 wing, M, = 0.84 ,  a = 3,06O ( r e f .  133) .  
M, r, 
A V0.85 6.9 EXPERIMENT 
Fig. 5 7 .  Comparison of TWING pressure d i s t r ibut ion  wi th  experiment, Himon- 
Budges Wing C ( r e f .  191) .  
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Fig .  59. Comparison of FL030 pressure 
coefficient distribution with experi- 
ment, three-dimensionat viscous cor- 
rections inctuding wake with thickness 
9 mon- and curvature e f fects  modeled, il: 
Budges Wing A, M, = 0.819, a = 1.96" 
( re f .  199). 
l t  , , , , , , , , 
--- WIFULL WAKE MODEL 
.- .- WAKE W/O CURVATURE 
0 EXPERIMENT 
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Fig. 58. Effect of Mach nwnber and F i g .  60. L i f t  reduction owing t o  vis- 
angle-of-attack corrections on the cous e f fects ,  R, versus semispan sta- 
Himon-Budges Wing C pressure coeffi- tion, advanced transport configuration 
d e n t  distribution (re f .  192 ) . of reference 196 (ref .  299). 
