We design non-standard finite difference schemes for self-adjoint singularly perturbed two-point boundary value problems. Essential physical properties (e.g., dissipativity) of the solutions of such problems are captured in the schemes by an appropriate renormalization of the denominator of the discrete derivative. The schemes are analyzed for -uniform convergence. Several numerical examples are given to support the predicted theory.
Introduction
We consider the self-adjoint singularly perturbed two point boundary value problem Under these conditions, the operator L admits the maximum principle [18] . More generally, problem (1) is well-posed in the Sobolev space H 1 (0, 1). Furthermore, there exists a unique sequence (y j ) j 0 in H 1 (0, 1) defined recursively as 
where
C > 0 being a constant independent of [8] .
Problems in which a small parameter is multiplied to the highest derivative arise in various fields of science and engineering, for instance fluid mechanics, fluid dynamics, elasticity, quantum mechanics, chemical reactor theory, hydrodynamics, etc. The main concern with such problems is the rapid growth or decay of the solution in one or more narrow "layer region(s)". The specific problem under consideration in this paper is called dissipative because the rapidly varying component of the solution decays exponentially (dissipates) away from a localized breakdown or discontinuity point in the layer region(s) as → 0.
It is well known that classical methods, including those of approximating the coefficients y j in (2)- (3), fail to provide reliable numerical results (in the sense that the parameter and the mesh size h cannot vary independently). There are essentially two strategies to design schemes which have small truncation errors inside the layer region(s). The first approach, which forms the class of fitted mesh methods, consists in choosing a fine mesh in the layer region(s). The second approach is in the context of the fitted operator methods in which the mesh remains uniform and the difference schemes reflect the qualitative behavior of the solution(s) inside the layer region(s). A discussion using one or both of the above strategies can be found in Miller et al. [15] . Moreover, Miller [14] gave sufficient conditions for the uniform first-order convergence of a general three-point difference scheme whereas Niijima [16] gave uniformly secondorder accurate difference schemes. Boglaev [5] and Schatz and Wahlbin [20] used finite element techniques to solve such problems. Similar problems have also been considered by O'Riordan and Stynes [17] , Roos [19] , Stojanovic [21, 22] , etc. This paper falls under the second category of strategies. We use the Mickens' non-standard finite difference method. Since the pioneer works of Mickens in the mid-1980's, the non-standard approach has shown great potential in the design of reliable schemes that preserve significant properties of the solutions of differential models in science and engineering (see, e.g. [1] [2] [3] [4] [11] [12] [13] ). To the best knowledge of the authors, the idea of the non-standard finite difference methods has not been implemented for the singular perturbation problems so far. A definition of Mickens non-standard finite difference schemes is formalized as follows in [2] . Definition 1.1. A difference equation to determine approximate solutions y m to the solution y(x) of the problem (1) is called a non-standard finite difference method if at least one of the following conditions is met:
(1) The classical denominator h or h 2 of the discrete first or second order derivative is replaced by a non-negative function such that
(2) Nonlinear terms that occur in the differential equation are approximated in a non-local way.
The power of the non-standard finite difference methods is measured via qualitative stability as depicted below [2] .
Definition 1.2.
A difference equation in y m is called qualitatively stable with respect to some property P of the differential equation (1) or of its solution whenever the discrete equation or its solution replicates the property P for any value of x.
Mickens [11] set five rules for the construction of the discrete models that have the capability to replicate the properties of the exact solution. Definition 1.1 retains only two of these rules. The first rule is essential in that the qualitative behavior of the exact solution is reflected by the denominator function ( x). However, we do not need the second rule in this paper as we are dealing with linear problems only. The other rules are expressed in terms of Definition 1.2. For example, the schemes under consideration in this paper are stable with respect to the order of the differential equation.
This work represents the full paper of the extended abstract [9] . The paper is organized as follows. In Section 2, we reduce Eq. (1) to the normal form. The exact scheme of the normalized equation is derived in Section 3. Section 4 is devoted to the construction and the analysis of non-standard difference schemes. Several numerical examples demonstrating the applicability of this method are given in Section 5 along with their comparison with those obtained by other authors. Discussion on these results as well as our further research plans are indicated in Section 6.
Reduction to the normal form
Re-write (1) as
The standard change of dependent variable
transforms Eq. (5) into its normal form
Multiplying (7) throughout by − (where 0 < 1), we get
By the construction of A(x) and B(x), it appears that the functions W (x) may or may not depend on but Z(x) is always independent of . Throughout the paper, we choose the coefficients in Eq. (1) so that the function W (x) is strictly positive. The case when W (x) is negative for all x is being considered elsewhere.
Exact scheme
Let n denote a positive integer and let the interval [0, 1] be divided into n equal parts through the nodes x m =mh, m= 0(1)n where h = 1/n is the "mesh size".
It is normal practice in numerical analysis to define the quality of a difference scheme by applying it to a test differential equation. For example, the absolute stability theory of linear multistep method and the exponentially fitted method for stiff systems are tailored for the decay equation [7] . In line with this practice and in an effort to design a suitable difference scheme for Eq. (8), we consider the homogeneous equation
where W > 0 is a constant. Eq. (9) has two linearly independent solutions, namely, exp( x) and exp(− x) with = √ W/ . We denote the approximate solution to V (x) at the grid points x j s by j s . The theory of difference [10, 11] shows that the second order linear difference equation
is the exact difference scheme of Eq. (9) in the sense that the difference equation (10) has the same general solution m = c 1 exp( x m ) + c 2 exp(− x m ) as the differential equation (9) (cf. [11] ). Using the identity cosh( h) = 1 + 2 sinh 2 ( h/2), Eq. (10) may be re-written as
This implies that the exact scheme of the non-homogeneous equation
where Z is constant, is given by
Non-standard finite difference schemes
Mickens [11, 13] provided exact schemes for a large number of ordinary and partial differential equations. For these problems, he singled out the important observation that the complex structure of the denominator of the discrete derivative (in our case as in Eq. (12)) constitutes a general property of these schemes, which is useful while designing reliable schemes for such problems. To demonstrate the procedure, we consider Eq. (8) which, at a fixed node x m , reads as
Motivated by Eq. (12), we may approximate Eq. (13) by the non-standard scheme
We observe that (16) and thus this function satisfies the condition (4) in Definition 1.1. Subsequently, we will rather consider the following variant of the scheme (14):
where (17) is then equivalent to the linear system of equations
where A is the (n − 1) × (n − 1) tridiagonal matrix with the following super-/sub-and diagonal entries
The column vector Z in (18) is given by
Being strictly diagonally dominant, the matrix A in scheme (18) is invertible, with maximum norm [23]
where M denotes, here and after, various positive constants, which are independent of h and . Thus the system (18) has a unique solution. 
Proof. The estimate is obvious when j = 0 or n since V (x j ) = j in these cases. So we assume that 1 j n−1. The local truncation error j (V ) of the (18) is given by
Using (17), we have
Taking the Taylor expansions around x j and using the relation
. Using a result in [15] , the derivatives V (k) ( j i ), i = 1, 2, 3, 4, can be estimated by
This combined with (20) , (21) and (23) 
Proof. In view of Theorem 4.1, the estimate (24) is obvious when h . On the other hand when h > , the estimate (24) holds as a consequence of the non-classical estimate
proved in Doolan et al. [6] on the basis of the asymptotic expansion of order 1 
of V (x).
Theorems 4.1 and 4.2 are valid for the non-standard finite difference scheme (14) also. Schemes (14) and (17) have an important qualitative stability property, which we study now.
Following Doolan et al. [6] , the solution of the differential (8) can be decomposed into the form
where g(x) is the regular part, and
are the singular components of V (x) and 0 and 1 are constants. The singular functions d(x) and e(x) are responsible for the dissipative nature of the differential equation. These functions satisfy the relations
It is easy to check that the sequence defined by
solves the difference equation Consequently, we have proved the following result:
The non-standard finite difference schemes (14) and (17) are qualitatively stable with respect to the property of dissipativity in the sense that Eq. (27) is the exact scheme of (25).
Remark 4.4.
The sequence in (26) fails to satisfy the standard finite difference method
On the other hand, we plot the singular functions d(x), e(x) and the solution of the non-standard finite difference method (17) with 0 = d(x 0 ), n = e(x n ) and Z m ≡ 0 for W (x) arising in Example 5.1 below. Fig. 1 illustrates that the dissipativity property is preserved, as predicted in Theorem 4.3 (the fact that the standard scheme behaves badly in the layer regions is visualized in Fig. 2 ).
Test examples and numerical results
In this section we present some numerical results to illustrate the theory.
Example 5.1. Consider problem (1) with
Its exact solution is given by
Example 5.2. Consider problem (1) with
Example 5.3. Consider problem (1) with
Maximum errors at all the mesh points are evaluated using the formula:
for different values of n and , where j ≡ n j is the approximate solution of (1) obtained via (8) and (6) . The numerical rates of convergence are computed using the formula [6] :
Further, we compute
whereas the numerical rate of uniform convergence is given by R n := log 2 E n E 2n . Table 1 Results for example 5.1 (maximum errors) Table 2 Results for example 5.1 (rates of convergence): 
Discussion
We have described non-standard finite difference methods for solving self-adjoint singular perturbation problems. The main feature of the methods is that the denominator of the discrete derivative is obtained by taking into account Mickens' second rule [11] . This non-standard denominator is intrinsically related to the qualitative parameters of the governing differential equation. As a result, we have obtained schemes, which are more reliable than the standard ones.
The methods have been analyzed for -uniform convergence. Three examples have been solved to demonstrate the applicability of the proposed methods.
For Example 5.1, we have computed the maximum errors (see Table 1 ) and the rates of convergence (see Table 2 which show the uniform second order convergence). The same can be seen for the other examples also.
Example 5.2 has been solved earlier by O'Riordan and Stynes [17] . We obtain comparable results with those in [17] (see Tables 3 and 4) . Using finite element techniques Example 5.3 has been solved by Schatz and Wahlbin [20] . Our comparative results with those obtained by them are presented in Table 5 . These results show how badly standard methods can perform.
Further, we would like to mention that in the construction of in Section 3, we assumed that W (x) is a constant. So when W (x) ≡ constant, then we will have exact scheme and no question of stability occur. One also expect excellent numerical solutions in such cases. To see this one can refer to the numerical results corresponding to Example 5.3. In this example, one can check that W (x) = 1/ and we get quite better results than those obtained by conventional methods for this example.
In Fig. 2 , the difference between the exact solution and the approximate solution obtained via the non-standard finite difference method (14) and corresponding standard finite difference method is plotted for Example 5.1. One can see clearly that in the boundary layer regions, the standard method performs badly. In view of the above numerical experiments, the authors feel that the proposed methods have second order -uniform convergence. In other words, the authors feel that the estimate in Theorem 4.1, which provides the second order convergence for a fixed , is not sharp. The authors are investigating this issue along with the extension of the proposed methods to other type of singularly perturbed problems. These include turning point problems, nonlinear problems, etc.
