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V poslední době bylo nemalé úsilí věnováno vývoji robustních algoritmů pro detekci cesty
pomocí barevného monokulárního vidění. Umělé neuronové sítě jsou často aplikovány v této
úloze díky jejich schnopnosti nalézt komplikované vztahy mezi vstupy a výstupy. Nicméně,
stěžejním faktorem ovlivňujícím úspěšnost detekční metody je volba vhodných příznaků
extrahovaných z obrazových dat. Tato práce se zabývá volbou vhodné kombinace příznaků
pro robustní detekci cesty pomocí neuronové sítě. Aby bylo dosaženo adaptability algoritmu
na aktuální povrch, po kterém se robot pohybuje, je neuronová síť učena během jízdy robota.
Úspěšnost prezentované metody byla ověřena na několika záznamech z parkového prostředí.
Abstract
In recent years, a significant amount of attention has been given to the development of ro-
bust road detection algorithms using color monocular vision. Artificial neural networks are
often used in order to deal with this complex issue because of their ability to find complex
relationships between inputs and outputs. However, the essential task is to choose suitable
features extracted from input visual data. In this thesis, the proposed combination of ex-
tracted features aims at the problem of robust road detection. The adaptation ability of
neural network is also utilized to overcome the difficulties with variable road texture and
shadows. Several experiments have been conducted to verify the presented approach.
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V posledních dvou desetiletích došlo k rapidnímu nárůstu hustoty provozu na pozemních
komunikacích. Složitější dopravní situace kladou na řidiče neustále větší nároky. Vzhledem
k nastalé situaci začala vznikat řada elektronických systémů pro podporu řizení nebo přímo
pro nahrazení řidiče. Spolu s nimi se objevila i řada soutěží, kde jsou porovnávány schop-
nosti autonomně pohybujících se vozidel projet zadanou trasu. Základním požadavkem
na tyto systémy je schopnost neustále analyzovat situaci kolem vozidla. K jejímu zachycení
se používají především kamery, laserové dálkoměry, GPS lokalizátory a kompasy. Kombi-
nací informací získaných ze zmíněných zdrojů lze získat podrobnou představu o okolním
dění. Vývoj takového typu systému je ovšem finančně velice nákladný. Z tohoto důvodu
bývá prvotní fáze orientována na roboty pohybující se mimo vozovky. V principu je však
situace stále stejná.
Tato práce je zaměřena na hledání cesty s využitím dat kamery. Nalezení sjízdných
segmentů je důležité nejen kvůli samotné navigaci, ale je rovněž stěžejní pro lepší pochopení
celého kontextu dopravní situace. Znalost pozice cesty může být rovněž důležitou vstupní
informací pro identifikaci vozidel, chodců, dopravního značení apod. Hlavním cílem tohoto
snažení je ulehčit řidiči práci a zvýšit bezpečnost v dopravě.
V kapitole Analýza existujících řešení jsou představeny metody pro řešení problému
vizuální navigace. Jsou zde uvedeny a porovnány metody založené na odlišných principech.
Jsou specifikovány čtyři přístupy, u kterých se různí způsob extrakce obrazových rysů a je-
jich klasifikace.V kapitole Návrhu vlastního řešení je popsán návrh vlastní metody, který
vychází z přístupů specifikovaných v druhé kapitole. Jádrem celé metody je umělá neuro-
nová síť, která funguje jako klasifikátor. K zajištění co největší robustnosti celého přístupu
je systém navržen se schopností adaptovat se na okolní podmínky. Implementace založená
na objektově orientovaném návrhu je popsána v kapitole Implementace. Projekt byl reali-
zován v jazyce C++ v kombinaci s frameworkem Qt, který byl použit k tvorbě grafického
uživatelského rozhraní. Pro účely práce s videm a obrazem byla využita knihovna OpenCV.
Pátá kapitola obsahuje specifikaci testů a jejich výsledky. Je zde rovněž konkretizována





K tématu týkajícímu se vizuální navigace již vznikla řada odborných prací. V této kapitole
jsou představeny různé způsoby řešení této problematiky. Budou zde nastíněna především
řešení, ze kterých se vychází v kapitole 3 při návrhu vlastní metody. Hlavními zdroji pro zís-
kávání informací byly [7] a [15].
2.1 Metoda M. Foedisch a A. Takeuchi
V této části bude popsána metoda pro rozpoznávaní cesty, která vznikla v Nation Instute
of Standards and Technology. Jejími autory jsou Mike Foedisch a Aya Takeuchi. Přesný
popis lze nalézt v dokumentu [6]. Snahou autorů bylo vytvořit systém pracující v reálném
čase se schopností adaptace na změny prostředí. Jádro celého systému tvoří neuronové sítě.
2.1.1 Obrazové rysy
Celý obraz je rozdělen pomyslnou mřížkou na čtvercové oblasti o velikosti 7 × 7 pixelů.
Z každé oblasti jsou načteny charakteristické rysy. Těmi jsou barevný histogram a pozice
středového bodu. Histogram je počítán pro každý barevný kánál modelu RGB. Každý his-
togram obsahuje 8 košů.
Celkově je z každé oblasti získano 26 (24 z histogramů a 2 z pozice) výstupních informací,
které se předávají jako vstup neuronové síti. Každá oblast je tedy v první fázi klasifikována
izolovaně bez vazby na zbytek obrazu. Obrázek 2.1 znázorňuje jednotlivé oblasti pomocí
středového pixelu, jehož barevnost určuje sjízdnost.
2.1.2 Neuronová síť
Pro klasifikaci dat je použita vícevrstvá preceptronová neuronová síť. Síť má 4 vrstvy. První
vrstvu tvoří 26 vstupních uzlů, jejichž počet vyplývá z počtu extrahovaných příznaků.
Další dvě skryté vrstvy obsahují každá čtyři neurony. Poslední výstupní vrstva je tvořena
jedním neuronem. Pro trénování byl vybrán algoritmus backpropagation. Bližší informace
k neuronovým sítím je možné získat z [3] nebo [19].
2.1.3 Proces klasifikace
Jádro vykonávající klasifikaci tvoří neuronové sítě. Celý proces je rozdělen do dvou částí.
První fáze obsahuje trénování neuronové sítě, druhá fáze pak hledaní sjízdných a nesjízdných
segmentů napříč celým obrazem.
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Obrázek 2.1: Ukázka rozčlenění a ohodnocení dílčích oblastí. Bílé čtverce značí středy sjízd-
ných oblastí, nesjízdné oblasti jsou vyznačeny černě. Zdroj: [6]
Učení neuronové sítě probíhá na základě filtrování vstupního obrazu. Ten je nejprve
pomyslně rozdělen na dvě oblasti. První z nich je oblast, u níž se předpokládá, že je sjízdná.
Tato oblast je zvolena jako lichoběžníková se základnou u spodní hrany obrazu. Druhá oblast
představuje nesjízdnou část obrazu a je volena jako doplněk k první oblasti. Na základě
zmíněného rozdělení je pro každou oblast definována filtrační maska. Blíže je strategie
filtrování popsána v sekci 2.1.4. Pomocí těchto masek je vytvořena trénovací množina, která
se použije pro trénování neuronové sítě. Pomyslné rozdělení obrazu na sjízdnou a nesjízdnou
oblast a celý proces učení je znázorněn na obrázku 2.2.
Obrázek 2.2: Učení neuronové sítě. Zdroj: [6]
Při hledání sjízdných a nesjízdných segmentů je celý obraz rozdělen na stejně velké
čtvercové oblasti. Z každé oblasti jsou extrahovány rysy definované v 2.1.1. Vektor rysů je
předán natrénované neuronové síti, která provede klasifikaci.
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2.1.4 Adaptivita
Schopnost reagovat na změny prostředí se v této metodě realizuje pomocí tzv. oken (win-
dows). Proměnou prostředí může být změna barevnosti vozovky například při přechodu
asfaltové cesty na štěrkovou.
Každé okno je vlastně maskou pro vstupní obraz, která vymezuje oblasti, z nichž se čtou
vstupní rysy pro neuronovou síť. Okno automaticky označí rysy z něj vyčtené, buď jako
sjízdné, nebo jako nesjízdné v závislosti na typu okna. Z takto vybraných oblastí je sestavana
trénovací množina, která obsahuje jak pozitivní, tak negativní vzory. Trénovací množina je
použita pro učení (respektive adaptaci) neuronové sítě. Hlavním problémem je určení pozice
oken. Foedish a Takeuchi představili dva možné přístupy.
První přístup vychází z modelu cesty. V tomto modelu je cesta chápana jako lichoběž-
ník, který má základnu u spodní hrany obrazu. Z toho plyne předpoklad, že v rozumné
vzdálenosti před vozidlem je vždy sjízdná oblast. Na základě tohoto modelu jsou pak fixně
nastavena místa pro jednotlivá okna. Tato strategie ovšem selhává např. na křižovatkách
(viz obr. 2.3). To je nežádoucí jev, který zanáší do trénovací množiny nekonzistentní jevy,
při kterých je jeden vzorek v trénovací množině zanesen jako pozitivní i jako negativní.
Obrázek 2.3: Chybné označení sjízdných a nesjízdných segmentů. Zdroj: [6]
Druhou alternativou je dynamicky měnit pozici některých oken. Okna vymezující ne-
sjizdné segmenty zůstávají všechna fixní. Okna označující sjízdné segmenty jsou v poměru
jedno fixní a tři dynamicky pozicované. Fixní okno je umístěno ve středu u spodní hrany.
Zbylá tři okna jsou od fixního posunuta ve třech definovaných směrech. Posouvání okna
končí ve chvíli, kdy okno přestane plně pokrývat sjízdnou část. Celý proces znázorňuje
obrázek 2.4.
2.1.5 Výsledky
Při hodnocení výsledků je brán v úvahu pouze přístup s dynamickými okny. V základních
situacích se dá metoda označit jako úspěšná (viz obr.2.5). Problém nastává v případech,
kdy je část vozovky pokrytá stínem, například z okolních stromů. Problematickou situaci
zázorňuje obrázek 2.5. Detailnější rozbor výsledků poskytuje dokument [6].
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Obrázek 2.4: Dynamika pozitivních oken. Zdroj: [6]
(a) (b)
Obrázek 2.5: Ukázka práce algoritmu. Zdroj: [6]
2.2 Podobné metody
Koncepčně podobné řešení jako představili autoři M. Foedisch a A. Takeuchi [6] lze nalézt
v [13] a [18]. Tato řešení jsou si v základech velmi podobná. Z daných oblastí extrahují rysy,
podle kterých je oblast klasifikována pomocí metody strojového učení.
Autoři v dokumentu [13] popisují metodu, která pro klasifikování používá neuronovou
síť. Zde představený algoritmus rozpoznávání v sobě zahrnuje několik neuronových sítí,
kdy každá síť zpracovává pouze jeden typ rysů extrahovaných z obrazu. Z výsledků všech
neuronových sítí se udělá průměr a podle něj je daná oblast ohodnocena. Obrazové rysy
se extrahují ze tří barevných prostorů. Jmenovitě to jsou RGB, HSV a YUV. Samotnými
rysy jsou informace o textuře z dané oblasti. Přístup je neadaptivní a spoléhá na předtré-
novaní neuronových sítí na ručně vytvořené trénovací množině. Doplnění představy o práci
celého systému nabízí obrázek 2.6.
Metoda popsaná v [18] narozdíl od předchozích prací upřednostňuje jako jádro klasi-
fikátoru SVM [1] (angl. support vector machine). Vektor rysů předávaných klasifikátoru
tvoří kombinace informací o textuře a barevnosti z HSV barevného modelu. Podrobné in-
formace o výpočtu příznaků textury lze nalézt v publikacích [8] a [10]. Metoda je adaptivní.
Pro uchování trenovacích vzorů používá dvě oddělené množiny, jednu pro pozitivní druhou
pro negativní vzorky. Na začátku jsou trénovací množiny naplněny daty, která byly ru-
čně ohodnoceny člověkem. V průběhu algoritmu jsou množiny automaticky aktualizovány
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(a) (b) (c)
Obrázek 2.6: Ukázky práce algoritmu. Zdroj: [13]
a tříděny.
2.3 Metoda J. M. Álvarez a A. M. Ĺopez
Odlišnou metodu pro detekci cesty představili v roce 2011 autoři J. M. Álvarez a A. M.
Ĺopez. Celý popis metody je v [2]. Snahou bylo vymyslet co možná nejjednoduší algoritmus
se zaměřením na odstranění problému stínů. Tvůrci se na počátku vymezují vůči použí-
vání empirických a dočasných kriterií nebo komplexních modelů pro hledaní cesty, které
podle nich snižují robustnost nebo kladou velké nároky na výkon.
Autoři na rozdíl od [13] a [18] zamítli používání textur jako rozpoznávacího rysu. Dů-
vodem k tomu byl fakt, že textura cesty se mění v závisloti na vzdálenosti od kamery.
Jako obrazový rys sloužící k rozpoznávání je použita barevnost, která je čtena z obrazu
invariantního k osvětlení I, vzniklého převodem z původního snímku. Pro hodnocení ex-
trahovaných obrazových rysů je použit pravděpodobnostní klasifikátor.
2.3.1 Obraz invariantní k osvětlení
Finlayson a spol. [5] představili metodu pro odstranění stínu z obrazu. Eliminace stínu
probíhá za předpokladu dopadu Plankova osvětlení na Lambertův povrch a zachycení pro-
bíhá pomocí tří úzkopásmových senzorů (dále jen PLU - předpoklad). Za těchto podmínek,




revný obraz osvobozený od stínů. Celá transformace probíhá ve dvou hlavních krocích.
Prvním krokem je vypočítání obrazu I ve stupních šedi invariatního na osvětlení. Tento
obraz se získává přímo z IRGB. Druhým krokem je reintegrační proces, kdy se na základě
I a IRGB generuje IsfRGB. Podrobnější informace lze nalézt v dokumentu [5].
Pro účely hledání cesty používají Álvarez a Ĺopez I obraz. Hlavním důvodem je úspora
času systému pracujícího v reálném čase. I obraz je počítán přímo z IRGB. Na barevné
kanály R, G a B se aplikují rovnice 2.1, které převedou hodnoty do prostoru logaritmické
barevnosti.
r = log(R/G) b = log(B/G) (2.1)
V souladu s PLU-předpokladem platí následující: v prostoru logaritmické barevnosti
tvoří body rozdílně osvětlného jednoho povrchu přímku. Při promítnutí všech bodů obrazu
1sf v horním indexu IsfRGB znamená shadow free
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do prostoru logaritmické barevnosti utvoří povrchy s různou barevností množinu rovnoběž-
ných přímek. Vzdálenost těchto přímek pak vyjadřuje rozdílnost barevností jednotlivých
povrchů. Tyto přímky jsou kolmé k přímce `θ, na které se jinak osvětlené body na stejném
povrchu promítnou se stejnou hodnotou. Jinak řečeno osa `θ je stupnicí šedi, kde každý





















Obrázek 2.7: Ukázka mapování logaritmické barevnosti do prostoru invariatního na osvět-
lení. Zdorj: [2]
2.3.2 Kalibrace kamery
Jak vyplývá z kapitoly 2.3.1, respektive obrázku 2.7, klíčem ke správnému I je určení úhlu
θ. Úhel θ je potřeba chápat jako vnitřní parametr kamery, který nekoreluje s tím, co v daný
okamžik kamera snímá. Při určování tohoto úhlu vyšli autoři z postupu prezentovaném v [4],
který částečně upravili. Základní myšlenka hledání optimálního úhlu θ spočívá v měření
entropie převedeného invariatního obrazu pro daný úhel α. Celý algoritmus je následující:
1. Sestavit k-tici barevných obrazů {I(1)RGB, . . . , I(K)RGB}
2. Vyběr obrazu I(k)RGB z k-tice. Inicializace uhlu α = 0.
3. Výpočet obrazu Iα invariantního k osvětlení.
4. Výpočet histogramu Hα z Iα. Počet košů je dán Scottovým pravidlem [12], které
určuje šířku koše histogramu. Šířka koše je dána vztahem binwidth = 3.5−(1/3)std(Iα).
5. Výpočet entropie z Iα podle vztahu Eα = −
∑L
i Hα(i) log(Hα(i)), kde L je počet košů
histogramu Hα.
6. Opakování kroků 3− 6, kde úhel α nabývá hodnot v rozmezí 0, 1, . . . , 179.
7. Opakování kroků 2− 7 pro všechny prvky z k-tice obrazů.
8. Stanovením průměru entropie pro každou hodnotu α. Z výpočtů průměru je vyřazeno
5% nejvyšších a nejnižších hodnot entropie, jež byla zaznamenáná pro daný úhel
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α. Výpočtem průměrné entropie pro každou hodnotu úhlu α, je získáno rozložení
entropie.
9. Identifikace úhlu s nejmenší průměrnou entropií.
2.3.3 Proces klasifikace
Klasifikovaným prvkem jsou pixely z I. Základním předpokladem je, že pixely reprezentující
sjízdnou oblast mají velmi podobné hodnoty s minimálním rozptylem. Jinými slovy sjízdná
oblast je homogenní na rozdíl od heterogenního okolí. Rozpoznávání probíhá v několika
krocích. Prvním krokem je převod vstupního snímku do I. Následně je modelována cesta
pomocí N semínek, které jsou umístěné v dolní časti I obrazu. Z okolí každého semínka
je čtena čtvercová oblast Ks ×Ks. Z těchto hodnot je spočítán normalizovaný histogram
a fixně určena hranice λ. Normalizace histogramu spočívá v přeškálování hodnot jednotli-
vých sloupců do rozmezí < 0, 1 >. Celou situaci popisuje obrázek 2.8.
Obrázek 2.8: Modelování cesty pomocí n-tice semínek. Zdroj: [2].
Na základě modelu cesty jsou jednotlivé pixely I hodnoceny podle vztahu 2.2, kde
prob(I(p)) je pravděpodobnostní funkce, která udává, zda p je sjízdnou oblastí.{
p je cesta prob(I(p)|cesta) > λ
p není cesta ostatní
(2.2)
Po průchodu klasifikační funkcí 2.2 celým snímkem, tedy lokálním ohodnocením pixelů,
dochází k hledání spojité sjízdné oblasti. Semínka použitá pro modelování cesty jsou nasta-
vena jako výchozí bod pro algoritmus regionálního růstu [8]. Ten nalezne spojitou oblast
pixelů dříve klasifikovaných jako cesta, jež začíná u spodního okraje obrazu. Takto nalezená
oblast je finálně označená jako sjízdná.
2.3.4 Výsledky
Z testování vyplývá, že základní požadavek na schopnost algoritmu zmírnit dopad stínu
při hledáni cesty byl splněn (viz obr. 2.9). Nicméně se objevují chyby způsobené například
velkým přesvětlením oblasti (viz obrázek 2.10).
2.4 Shrnutí
V této části byly představeny různé algoritmy pro rozpoznávání cesty. Byly vysvětleny zá-
kladní prvky každé metody, ukázány dosažené výsledky a identifikovány situace, ve kterých
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Obrázek 2.9: Ukázka výsledků klasifikace. Zdroj: [2]
Obrázek 2.10: Ukázka chybné klasifikace. Zdroj: [2]
dané přístupy selhávají. Tyto poznatky budou použity v kapitole 3 při návrhu vlastního




V této kapitole bude představen vlastní přístup pro vizuální navigaci. Návrh vychází z po-
znatků jiných řešitelů, jejichž přístupy jsou popsány v kapitole 2. Text kapitoly je zaměřen
na metodiku hledání cesty. Konkrétní parametrizace celého systému je uvedena v kapi-
tole 5. V popisu návrhu se místy vychází z neověřených předpokladů, které budou později
potvrzeny nebo vyvráceny v kapitole 5.
3.1 Obrazové rysy
Obrazové rysy se budou číst ze dvou prostorů (obrazů), které vzniknou konverzí z původního
RGB obrazu. Nově vzniklé obrazy jsou rozděleny pomyslnou mřížkou na dílčí čtvercové
oblasti, ze kterých jsou extrahovány charakteristické rysy obdobně jako v [6] a [13]. Takto
vzniklé oblasti jsou pak individuálně hodnoceny klasifikátorem.
Obraz o šířce w a výšce h, kde jedna oblast a má hranu o velikosti aedge, je rozdělen
na oblasti podle vztahů 3.1 a 3.2.
hareas = (h÷ aedge) wareas = (w ÷ aedge) (3.1)
hpadding =
h− (hareas × aedge)
2
wpadding =
w − (wareas × aedge)
2
(3.2)
Kde hareas je počet sloupců a wareas je počet řádků v pomyslné mřížce. Protože vý-
ška obrazu h nebo šířka w nemusí být dělitelné velikostí hrany oblasti aedge beze zbytku
jsou zavedeny parametry hpadding a wpadding, které celou mřížku oblastí vycentrují v rámci
obrazu. Celou situaci přibližuje obrázek 3.1.
3.1.1 Barevný obraz
Prvním z prostorů pro extrakci rysů je barevný obraz, kde je barevnost reprezentována
pomocí HSV modelu (angl. Hue, Saturation a Value). Stejný přístup zvolili i Sotelo a spol.
ve své práci [14]. Tento barevný model vykazuje lepší vlastnosti pro rozpoznávání než RGB
model, protože změna odstínu nebo sytosti je fixována pouze na změnu hodnoty v jednom
ze tří barevných kanálů. Porovnání obou modelů je na obrázku 3.2.
Obraz je rozdělen na dílčí oblasti, tak jak bylo popsáno. V dané oblasti je nad každým
barevným kanálem HSV modelu spočítán histogram. Z toho plyne, že hlavním obrazo-
vým rysem je barevnost. Na rozdíl od prací [13] a [18] nebudou použity příznaky počítané










Obrázek 3.1: Ilustrace rozdělení obrázku do oblastí.
• Barevnost zůstává invariantní ke vzdálenosti, respektive změna barevného podání
není v uvažovaných vzdálenostech významná.
• Případné stíny v obraze by mohly velkou měrou narušit rysy počítané z textury a tím
značně zmást klasifikátor.
• Poslední faktem je, že výpočet příznaků textury je časově náročný a tudíž méně
vhodný pro systém pracující v reálném čase.
3.1.2 Obraz invariantní k osvětlení
Obraz I, který je invariantní k osvětlení, je dalším prostorem, ze kterého budou získávány
příznaky pro klasifikaci. Obraz I je ve stupních šedi (tedy jednokanálový), který je rov-
něž rozdělen na menší oblasti. Popis převodu barevného RGB obrazu je popsán v sekci
2.3.1. Obraz I je získán promítnutím RGB hodnoty každého pixelu do prostoru logarit-
mické barevnosti (jedná se o lokální operaci). Stupeň šedi jednotlivých bodů v prostoru
logaritmické barevnosti je určen na základě vnitřního úhlu kamery θ. Z každé oblasti je
počítána průměrná hodnota stupně šedi.
3.1.3 Použití dvou obrazů
Důvodem k použití dvou obrazů je snaha o co největší robustnost algoritmu. Rysy zís-
kané z barevného obrazu poskytují relativně dobré výsledky (viz [6]), pokud není plocha
cesty narušena stíny. S problémem stínu se dokáže s vysokou mírou úspěšnosti vyrovnat
obraz I, který je invariantní k osvětlení. Nicméně při transformaci RGB barevné infor-
mace na invariantní stupnici šedi dochází ke ztrátě informací. Spojení těchto dvou prostorů
v kombinaci s klasifikátorem založeným na strojovém učení se schopností generalizace by
mělo vést k dobré rozlišovací schopnosti.
Informace z těchto prostorů jsou ukládány do vektorů rysů v1. To znamená, že hod-
1Také označovaný jako příznakový vektor nebo vzorek.
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(a) HSV (b) RGB
Obrázek 3.2: Porovnání barevných modelů. Zdroj: [16]
noty v příznakovém vektoru v jsou rysy extrahované z barevného a invariantního obrazu
pro jednu oblast.
v = [HH[0], . . . ,HH[Hbins],HS[0], . . . ,HS[Hbins],HV [0], . . . ,HV [Hbins], Iaf ]
Přesněji řečeno v příznakovém vektoru jsou obsaženy hodnoty barevných histogramů H
a průměrná úroveň šedi z I za danou oblast. Sekupením všech vektorů v pro daný snímek
vzníká matice mv.
mv =
 v0,0 . . . v0,wareas... . . . ...
vhareas,0 . . . vhareas,wareas

3.2 Klasifikátor
Jako klasifikátor je použita umělá neuronová síť. Celý vektor rysů v je zpracováván jed-
nou neuronovou sítí jako v metodě [6]. V tom se navržené řešení liší od práce [13], kde
byla pro každý prvek vektoru rysů použita samostatná neuronová síť. Důvodem k použití
jedné neuronové sítě je předpoklad, že dokáže na rozdíl od separátního způsobu hodnocení
pojmout skryté vazby mezi jednotlivými rysy.
Síť bude typu vícevrstvý perceptron s topologií obsahující 4 vrstvy. První vrstva obsa-
huje vstupní uzly, kde každý uzel odpovídá jednomu prvku z vektoru rysů v. Druhá a třetí
skrytá vrstva bude obsahovat nízký počet neuronů, jejichž počet bude v základním na-
stavení 5 pro každou skrytou vrstvu. Nízký počet neuronů ve skrytých vrstvách s sebou
nese dvě výhody. Síť má lepší schopnost generalizace a rychle se učí. Schopnost sítě rychle
se učit je důležitým prvkem, pokud má být systém adaptivní. V poslední výstupní vrstvě je
jeden neuron, který svou hodnotou určuje sjízdnost cesty. Pro aktivaci neuronu je použita
symetrická sigmoidní funkce. V případě sjízdných segmentů je síť trénována na hodnotu 1,
pro nesjízdné segmenty na hodnotu 0. Při samotné klasifikaci je interval < 0, 1 > rozdělen




sjízdná oblast < 1, 23)
neurčitá oblast < 23 ,
1
3 >
nesjízdná oblast (13 , 0 >
(3.3)
Při použítí neuronových sítí je nutné, aby byly všechny hodnoty prvků vstupního vek-
toru rysů v normalizovány do intervalu < −1, 1 >. Pokud by vstupní vektor nebyl norma-
lizován došlo by k chybnému nastavení vah při procesu učení. Údaje z histogramu H jsou
normalizovány pomocí vztahu 3.4. Hodnota čtená z invariantního obrazu I je normalizo-
vána podle rovnice 3.5, kde Iaf je rys přečtený z oblasti v invariantním obraze a maxgl je










V návrhu adaptivnosti systému se částečně vychází z prací [6] a [18]. Schopnost přizpůsobit
se aktuálním prostředí je realizována na základě výběru specifických oblastí z aktuálního
snímku a jejich zařazení do trénovací množiny (respektive rysů extrahovaných z těchto ob-
lastí). Následně je průběžně spouštěn proces učení neuronové sítě nad trénovací množinou.
V této části bude popsáno tipování oblastí zařazených do trénovací množiny a její hierarchie
a správa.
3.3.1 Výběr oblastí
Pro přesný popis výběru oblastí, jejichž rysy budou začleněny do trénovací množiny, je
nutno zasadit tento proces do kontextu. Na vstupu je snímek, který je rozdělen na oblasti,
ze kterých jsou extrahovány vektory rysů v (respektive matice příznakových rysů mv). Ex-
trahované vektory rysů jsou předávány klasifikátoru, který podle svého aktuálního nastavení
každý vektor ohodnotí. Pro daný snímek pak vzniká matice m, nesoucí na daných pozicích
výsledky klasifikace pro odpovídající oblasti.
m =
 clas0,0 . . . clas0,wareas... . . . ...
clashareas,0 . . . clashareas,wareas

Na základě matice ohodnocení m jsou vybírány oblasti, které jsou začleněny do trénovací
množiny. Jsou uplatňovány tři strategie výběru. Fixní výběr oblastí je prvním způsobem
pro hledaní nových prvků trénovací množiny. Metoda vychází z obecného lichoběžníkového
modelu cesty se základnou u spodní hrany obrazu. Na základě toho je vybrána obdelníková
výseč u spodní strany obrazu, jejíchž oblasti jsou automaticky označené jako sjízdné a určené
pro přidaní do trénovací množiny. Základní model cesty s vyznačením obdelníkové oblasti
automaticky zařazené do trénovací množiny jako sjízdné je vidět na obrázku 3.3.
Druhý přístup pro hledaní oblastí, na kterých má v následující krocích probíhat učení, je
procházení oblastí ohodnocených jako neurčité. Charakteristika, kdy je oblast klasifikátorem
označena jako neurčitá, je v 3.3. U takových oblastí nelze jednoznačně říct, zda se jedná
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Obrázek 3.3: Základní model cesty s červeně vyznačenou oblastí automaticky považovanou
za sjízdnou.
o sjízdné nebo nesjízdné segmenty. Na tuto oblast je použit korekční mechanismus, který
projde nejbližší okolí oblasti, respektive Moorovo okolí. V případě, že se v okolí nerozhodné
oblasti nachází alespoň 80% sjízdných nebo nesjízdných segmentů, je oblast přetypována
podle svého okolí a zařazena do trénovací množiny. V opačném případě zůstává oblast
nadále nerozhodná. Třetím způsobem je náhodný výběr oblastí. Napříč celou maticí m je
náhodně vybráno několik oblastí, které nebyly klasifikovány jako neurčité. Segmenty takto
vybrané jsou přidávány do trénovací množiny tak, aby se pokud možno co nejvíce vyrovnal
počet sjízdných a nesjízdných vzorků, které jsou v daném kroku přidávány do trénovací
množiny. Ukázka výběru trénovacích vzorků je na obrázku 3.4.
Obrázek 3.4: Ukázka výběru sjízdných oblastí, jejiž vektory rysů v budou zařazeny do tré-
novací množiny. Zeleně vyznačené oblasti jsou vybrány.
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3.3.2 Trénovací množina
Trénovací množina je generována z obsahu úložiště vektorů rysů, které se stará o správu
vektorů extrahovaných z oblastí určených k učení neuronové sítě. Celé uložiště je rozděleno
na dvě části, kde jsou v jedné části uloženy rysy ze sjízdných a v druhé z nesjízdných
segmentů. Obě části jsou totožné, liší se pouze třídou rysů, které uchovávají. V základu
vychází návrh z úložiště popsaném v práci [18]. V této práci je trénovací množina rozdělena
na dvě části pro pozitivní a negativní příznaky. Každá část má fixně danou velikost. V pří-
padě, že bylo dosaženo maximální kapacity a přišel požadavek na uložení nového vektoru
příznaků, je z úložiště náhodně odstraněn některý ze starých vektorů.
Tento přístup ovšem neodráží fakt, že nově příchozí příznakové vektory modelují aktu-
ální prostředí, v němž se robot nachází, daleko přesněji. Obecně lze tvrdit, že nově příchozí
vektory příznaků jsou významnější než starší. Tyto příznaky by měly mít při spuštění
učicího algoritmu větší váhu než starší příznaky. Proto je úložiště uchovávající jeden typ
vektorů rozděleno na dvě menší. Prvním je fronta, v níž je podle pořadí příznakového vek-
toru v určována jeho váha při učení. Nově příchozí vektor vt je zařazen na začátek fronty.
S přicházejícími novými sadami je původní vektor vt posouván dál ve frontě, která má
fixně danou velikost. V momentě, kdy se příznakový vektor vt dostane na konec fronty, je
přeřazen do druhého úložiště, kde jsou všechny vektory se stejnou minimální vahou. Celé














Nahodný výběr a pokyn
 k uvolnění buňky
Obrázek 3.5: Znázornění úložiště pro jednu třídu příznakových vektorů.
3.4 Dodatečné zpracování
Po skončení práce klasifikátoru jsou všechny oblasti lokálně ohodnoceny a výsledky jsou
uloženy v matici m. Na základě hodnot v matici m dochazí ke globální klasifikaci, která
určí pozici cesty v kontextu celého snímku. Při globální klasifikaci se vychází z předpokladu,
že cestu tvoří spojitá oblast sjízdných segmentů začínajících u spodní hrany obrazu.
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Pro určení, zda je daný sjízdný segment součastí spojitého povrchu cesty, je použita
metoda regionálního růstu. Detailní popis regionálního rozvoje je možné najít v publikaci
[8]. Algoritmus hledání aplikovaný na matici m je následujicí:
1. Inicializace výchozích bodu (tzv. semínek) pro metodu regionálního růstu. Semínka
jsou uložena v zásobníku.
2. Výběr semínka ze zásobníku, pokud je zásobník prázdný algoritmus končí.
3. Kontrola zda je semínko na dané pozici v matici m klasifikováno jako sjízdný segment.
Pokud ano, posun na následující krok, jinak návrat na krok č. 2.
4. Oblast aktuálně zpracovávanou skrze semínko je přidána do oblastí tvořících cestu.
5. Přidání všech oblastí z Moorova okolí aktuálně zpracovávaného semínka hodnocených
jako sjízdné na zásobník.
6. Návrat na krok č. 2.
Inicializace semínek probíhá na základě modelu cesty ukázaném na obrázku 3.3, kde čer-
vená výseč vymezuje oblast automaticky považovanou za sjízdnou. Do stejné výseče jsou
pak zasazeny první semínka pro incializaci regionálního růstu.
3.5 Celkový běh algoritmu
Celkový průběh zpracování jednoho videosnímku je znázorněn na obrázku 3.6. Na vstupu je
videosekvence, u níž jsou postupně zpracovávány jednotlivé snímky. RGB hodnoty snímku
jsou převedeny do prostoru potlačujícího vliv osvětlení a HSV. Oba obrazy jsou rozděleny
na dílčí oblasti. Z každé oblasti jsou extrahováný rysy, které jsou uloženy do vektoru v.
Všechny vektory v pro aktuálně zpracovávaný snímek jsou uloženy do matice mv. Vektory
z matice mv jsou postupně ohodnoceny neuronovou sítí. Výsledky klasifikace jsou uloženy
do matice m. Na základě matice m jsou vytipovány oblasti (viz část 3.3.1) určené pro při-
dání do trénovací množiny, které probíhá na základě strategií popsaných v sekci 3.3.2.
Do trénovací množiny ovšem nejsou ukládány výsledky klasifikace matice m, ale pouze vek-
tory rysů z matice mv, které byly vytipovány z hodnot obsažených v matici m. Tím pádem
dochází k drobné korekci. V momentě, kdy je trénovací množina aktualizovaná, je spuštěn
proces učení neuronové sítě. Nezávisle na aktualizaci trénovací množiny a neuronové sítě je
zahájena globální klasifikace pomocí metody regionálního růstu nad maticí m.
Pro úplnost je třeba dodat, že před záčátkem zpracování videosekvence bude trénovací
množina naplněna incializačními vzorky. Jednotlivé vzorky se načítají ze dvou videosouborů
- originálního videa a masky, která určuje, kde se v původní videosekvenci nachází cesta.
Ukázka snímku a masky, která k němu přísluší, je na obrázku 3.7. Z originálního videa se
po jednotlivých oblastech načítají příznakové vektory v. Podle masky jsou jednotlivé pří-
znakové vektory z daných oblastí zařazeny do trénovací množiny buď jako pozitivní nebo
negativní. Po naplnění trénovací množiny těmito vzorky je spuštěna učicí dynamika neuro-
nové sítě. Tím je celý proces inicializace dokončen a může dojít k aplikaci výše popsaného
algoritmu detekce cesty.
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extrakce rysů z každé oblasti
-
počítání barevného histogramu
extrakce rysů z každé oblasti
-
počítání průměrné hodnoty
zapsání rýsů do vektoru v
začlenění vektoru v do matice mv 
klasiﬁkace všech vektorů v matici 
mv pomocí neuronové sítě
zapsání výsledků klasiﬁkace do matice m
korekce a určení oblastí, 
které budou zařazeny do trénovací množiny
globální klasiﬁkace
pomocí metody regionálního růstu
přidání nových oblastí 
do trénovací množiny
zahájení učení neuronové sítě
rozčleněný obraz na sjízdné
 a nesjízdné segmenty
Obrázek 3.6: Průběh zpracovaní jednoho snímku.
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Obrázek 3.7: Ukázka snímku a k němu příslušné masky.
3.6 Shrnutí
V této kapitole byl detailně popsán návrh vlastního algoritmu pro rozpoznávání cesty. Byly
popsány použité rysy a způsob jejich extrakce z obrazu. Dále byl specifikován klasifikátor
a způsob, jakým přebírá extrahované rysy. Jako klasifikátor byla zvolena umělá neuronová
síť, jež je průbežně adaptována podle změn prostředí. Schopnost adaptace v kombinaci




V této kapitole je popsána implementační část. Budou zde rozebrány použité nástroje a ob-
jektově orientovaný návrh. Následně budou specifikovány jednotlivé třídy, jejich metody
a atributy. Jsou zde popisovány pouze třídy, které se podílejí na realizaci metody navržené
v kapitole 3. Třídy grafického uživatelského rozhraní jsou vynechány. V závěru kapitoly je
objasněno ovládání výsledného programu.
4.1 Nástroje
Jako implementační jazyk byl zvolen C++, který umožňuje objektově orientovaný návrh.
Program má uživatelské rozhraní, pro jehož tvorbu byl použit framework Qt verze 4.7.
Dokumentace ke Qt je dostupná na [11]. Pro práci s videem a obrazem byla použita knihovna
OpenCV verze 2.1, která rovněž existuje v C++ mutaci. Dokumentaci k této verzi knihovny
lze nalézt na [17]. Výhodou kombinace těchto nástrojů je jejich multiplatformnost. Program
byl ale vyvíjen a laděn pouze pro operační systém Windows.
4.2 Návrh
Program jako celek je určen k ověření a otestování metody navržené v kapitole 3 popisující
algoritmus pro detekci cesty. Výstupem implementace je program, který splňuje následující
požadavky:
1. Před zahájením detekce cesty umí naplnit trénovací množinu inicializačními vzorky
(viz. 3.3.2). Jednotlivé vzorky jsou čteny ze dvou videosouborů - originálního videa
a masky, která určuje kde se v původní videosekvenci nachází cesta. Ukázka snímku
a k němu příslušné masky je na obrázku 3.7.
2. Na zadanou videosekvenci dokáže aplikovat algoritmus pro detekci cesty.
3. Umí vizualizovat výsledky hledání cesty.
V kontextu zpracovávání videosouborů a použití knihovny OpenCV je potřeba pozname-
nat, že knihovna OpenCV je schopna zpracovávat pouze některé videoformáty. Specifikace
podporovaných formátů je na webové stránce [9].
Návrh programu využívá možnosti objektově orientovaného programování, jež poskytuje
jazyk C++. Třidami tvořícími jádro programu jsou Ai, AiParams, FrameSample, FramePar-
ser, VideoReader a TrainingSamples. Ústřední třídou je zde Ai, která implementuje umělou
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inteligenci, rozpoznávající jednotlivé obrazové vzory. Možnosti a chování třídy umělé inte-
ligence definují AiParams a TrainingSamples. Třída AiParams definuje parametry jako počet
vrstev neuronové sítě, počty neuronů v jednotlivých vrstvách atd. Třída TrainingSamples
implentuje úložiště trénovací množiny (viz kap. 3.3.2). Jeden trénovací vzor je příznakový
vektor v vyčtený z dílčí oblasti obrazu, který má dané ohodnocení sjízdnosti. Vzorek je
reprezentován třídou FrameSample.
Za účelem práce s videem a přístupu k jednotlivým snímkům videosouboru je imple-
mentována třída VideoReader. Z videosnímku získaného pomocí VideoReader je potřeba číst
příznakové vektory. Extrakci vektorů rysů z obrazu obstarává třída FrameParser. Vektory
příznaků v reprezentované třídou FrameSample jsou pak klasifikovány pomocí třídy umělé












































































Obrázek 4.1: Přehled stěžejních tříd návrhu.
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Pro úplné pochopení je potřeba zmínit způsob předávání množiny instancí FrameSam-
ple, jež přísluší k danému obrázku. Toto předání probíhá mezi třídami FrameParser a Ai.
Množina je implementována jako dvourozměrné pole za použítí dvou do sebe zanořených
instancí třídy QVector. QVector je standardní třídou z frameworku Qt. Matice bude nadále
označována jako matice M.
4.2.1 Třída Ai
Třída Ai je abstrakcí umělé inteligence, která jako taková je schopna rozpoznávat sjízdné
a nesjízdné segmenty v obraze. Pro účely klasifikace je ve třídě jako atribut machine zahrnuta
neuronová síť poskytovaná knihovnou OpenCV. Pro potřeby průběžně učit neuronovou
síť je do třídy zanesená instance třídy TraningSamples jako atribut training samples, který
uchovává trénovací vzory. Při požadavku na trénování sítě je volána metoda train(), která
si přes objekt trainig samples nechá vygenerovat trojici matic typu CvMat. Jedna z matic
v sobě nese příznakové vektory, druhá váhy vektorů1 a v poslední matici jsou požadované
výstupní vektory. Po vygenerování těchto matic jsou předány objektu machine a je spuštěna
učicí dynamika neuronové sítě.
Klasifikaci jednoho snímku reprezentovaného maticí M obstarává metoda classify().
Do této metody je zahrnuta schopnost adaptivity. Úkony prováděné v rámci této metody,
ktérá dostává na vstupu jako parametr matici M, jsou následující:
1. Ohodnocení všech prvků matice příznakových vektorů M. Hodnocení má tři kategorie
sjizdný, nesjízdný a neurčitý. Výsledky hodnocení jsou ukládány do matice M.
2. Zavoláním metody markTraningArea() jsou vybrány příznakové vektory, které budou
zařazeny do trénovací množiny.
3. Přidání vybraných vektorů do refreshTrainingSamples().
4. Aplikace metody regionalGrow() pro hledání prostorově spojitého povrchu cesty.
4.2.2 Třída AiParams
AiParams je třídou, která definuje parametry rozpoznávání. V konstruktoru třídy jsou nasta-
veny defaultní parametry všem atributům. Atribut area určuje velikost hrany dílčí oblasti
při dělení obrazu (viz obr. 3.1). Práci s obrazy, ze kterých jsou extrahovány rysy, určují
atributy color model a color histogram. color histogram je použit při počítání barevného his-
togramu z oblasti. Atribut alfa udává převodový úhel pro transformaci barevného obrazu
do prostoru invariantního k osvětlení. Parametr regional grow určuje, zda má být použita
metoda regionálního růstu pro hledání spojitého povrchu cesty.
Zbylé atributy se vážou k nastavení neuronové sítě. Aktivační metodu neuronu určuje
activation method. Metodu použitou pro učení nastavuje atribut training method. Imple-
mentace knihovy OpenCV umožňuje použít jeden ze dvou trénovacích algoritmů. Prvním
je backpropagation a druhým R propagation, který je vylepšenou verzí prvního ze jme-
novaných algoritmů. Počet vrstev a neuronů v nich udává atribut layers, který je jedno
rozměrným polem, kde v každém prvku pole je počet neuronů pro danou vrstvu. Počet
vstupních uzlů sítě, který je uložen v layers na první pozici, je závislý na počtu košů barev-
ného histogramu a příznaku z invariantního obrazu I. Ke spočítání a doplnění počtu uzlů
1Určující vliv jednotlivých vektorů při procesu učení.
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do layers slouží metody inputAnnNodes() a recountLayers(). Zbylé metody slouží k převe-
dení hodnot atributů do textové podoby, jež se použije při prezentaci nastavení v grafickém
uživatelském rozhraní.
4.2.3 Třída TrainingSamples
Požadavek schopnosti systému reagovat na změny prostředí vyžaduje neustálé přepočítá-
vání vah v neuronové síti. Pro učení neuronové sítě je potřeba uchovávát sadu trénovacích
vzorů, na kterých může trénování probíhat a do které jsou zařazovány trénovací vzorky
z prostředí v němž se aktuálně pracuje. Správa obrazových rysů reprezentovaná pomocí
třídy FrameSample je realizována prostřednictvím třídy TrainingSamples. Třída uchovává
jak vzorky sjízdných, tak nesjízdných oblastí. K tomuto účelu slouží atributy road samples
a noroad samples. Tyto atributy jsou v podstatě jednorozměrnými poli jejichž prvky jsou
instance třídy FrameSample.
Třída implementuje dvě stěžejní metody addSample() a pack(). Metoda addSample()
slouží pro přidání nového vektoru rysů v. Vzorek může být na základě nastavení parametrů
metody přidán dvěma způsoby basic, nebo adaptiv. Způsob basic přidá prvek bez ohledu
na počet uložených vzorků. V případě, že by měla být překročena limitní hodnota počtu
uchovávaných vzorků, přístup adaptiv odstraní jedenu položku. Výběr odstraněné položky
probíhá náhodně. Druhou stěžejní metodou je pack(). Metoda vezme věškerý svůj obsah
a zabalí jej do tří matic CvMat jež požaduje implementace učicí metody neuronové sítě v
OpenCV. Pro smazání všech vzorků se používá metoda clear(). Pro redukci počtu vzorků
na určitou hranici je voláno reduce().
4.2.4 Třída FrameSample
Pro reprezentaci vektoru příznaků v popisovaného v kapitole 3 je navržena třída FrameSample.
Třída v sobě nese spočítané příznaky z oblasti, která vzniká rozčleněním původního obrazu
na menší. V atributech cc0 color histogram, cc1 color histogram a cc2 color histogram jsou
uloženy výsledky výpočtu histogramu nad danou oblastí barevného obrazu. V atributu inv
je uložen příznak počítaný z oblasti invariantního obrazu I. Pro účely učení neuronové sítě
jsou přidány atributy mask flag a use train. Atributy evaluation a clasiffication flag se použí-
vají po uložení výsledků klasifikačního procesu. Třída implementuje metodu pack(), která
je použita, pokud má být oblast specifikováná instancí této třídy, ohodnocena neuronovou
sítí. Metoda pack() zabalí hodnoty atributů důležítých pro klasifikaci do matice CvMat.
4.2.5 Třída FrameParser
Pro čtení příznaků z obrazu je navržena třída FrameParser. Třída implementuje statické me-
tody pro převody vstupního obrazu, jeho rozčlenění na dílčí oblasti a extrakci příznakových
vektorů. Pro členění obrazu na čtvercové oblasti slouží metody samples(), samplesInRow(),
samplesInColumn(), xPadding() a yPadding(). Pro převod barevného na invariantní obraz
I je používána metoda cvt2inv(). Extrakce příznakových vektorů ze všech oblastí obrazu
a vytvoření matice M obstarává metoda sampling().
4.2.6 Třída VideoReader
Třída VideoReader implementuje práci s videem. Hlavním úkolem třídy je umožnění přístupu
k jednotlivým snímkům videa. Pro inicializaci čtení ze souboru videa slouží metoda join().
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Ověření, zda je daný videosoubor čitelný, provádí statická metoda checkVideoFile(). Pohyb
po jednotlivých snímcích umožňují metody nextFrame(), perviousFrame() a frame(). Infor-
mace o celkové délce videosouboru a aktuální pozici poskytují metody length() a position().
Další parametry videa je možné získat přes metody codec() a frameSize, které vracejí údaje
o způsobu kódování videa a rozměrech videosnímku. Pro zjištění všech předešlých parame-
trů najednou je určena metoda videoParams().
4.3 Program pro rozpoznání cesty
Výsledný program má grafické uživatelské rozhraní, které lze rozčlenit do dvou hlavních
částí. První je úvodní okno, které poskytuje uživateli informace o aktuálním nastavení způ-
sobu klasifikace. Toto okno umožňuje přes své ovládací prvky inicializaci trénovací množiny
a spuštění přehrávače, který je druhou hlavní částí programu. Na zadaný videosoubor apli-
kuje rozpoznávací algoritmus a na základě výsledků rozpoznávání se ve videu vyznačují
sjízdné a nesjízdné segmenty. Způsob vyznačování lze uživatelsky nastavit. Přehrávač dále
umožňuje uložení jednotlivých snímků videa s vyznačením nalezené cesty. Ukázky z použí-
vání programu jsou na obrázku 4.2.
(a) Incialiazce trénovací množiny (b) Vizualizace výsledků algoritmu
Obrázek 4.2: Ukázky výsledného programu.
4.4 Program pro tvorbu trénovací množiny
Za účelem tvorby videomasek byl napsán další program. Pro jeho realizaci bylo použito
stejných nástrojů jako u hlavního programu. Program načte vstupní videosoubor a umožní
ke každému snímku vytvořit masku, která říká, kde se v původním obraze nachází sjízdné
a nesjízdné oblasti. Takto vytvořené masky umí program uložit do výsledného nového vi-
deosouboru, který má shodný formát jako originální. Zdrojové kódy programu lze nalézt
v příloze A. Grafické uživatelské rozhraní programu je zobrazeno na obrázku 4.3.
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Obrázek 4.3: Ukázka programu pro tvorbu videomasek.
4.5 Shrnutí
V této kapitole byly popsány nástroje použíté při tvorbě programů. Následně byl rozebrán
objektový návrh a jednotlivé třídy, které tvoří výpočetní jádro. Byly specifikovány jednotlivé




V této kapitole jsou popsány experimenty, které mají za úkol ověřit algoritmus navržený
v kapitole 3. Pro ověřování je použita implementace programu popsaného v kapitole 4.
5.1 Testovací sady
Pro účely validace algoritmu vznikly čtyři testovací sady. Každá sada obsahuje původní
videosoubor a k němu příslušnou masku, která určuje pozici cesty v originálním videu.
Videomasky byly vytvořeny pomocí programu popsaného v 4.4. Jednotlivé sady jsou krát-
kými videosekvencemi, které představují určitý typ problému. Testovací sady jsou uloženy
v příloze A.
5.1.1 Testovací sada č. 1 a 2
Testovací sada č. 1 je určena k základnímu ověření. Je zde zachycena rovná cesta, která
téměř odpovídá modelu cesty z obrázku 3.3. Barevnost cesty je v tomto případě téměř
konstantní. Ukázky z této sady jsou na obrázku 5.1.
Videosekvence ve druhé sadě ukazuje sjízdnou oblast, jejíž tvar neodpovídá základnímu
modelu cesty. Dalším specifikem je zde přechod mezi pískem vysypanou cestou a kostkami.
5.1.2 Testovací sada č. 3 a 4
Tyto testovací sady mají za úkol ověřit schopnost algoritmu vypořádat se se změnou osvitu
cesty. Každá sada ověřuje tuto schopnost jiným způsobem. Rozdíly mezi sadami jsou pa-
trné z obrázku 5.2. Videosekvence třetí sady zahrnuje situaci, kdy je plocha cesty z větší
části pokryta stínem a jen místy je její povrch osvětlen přímým slunečním svitem. Situace
ve čtvrté testovací sadě je opačná. Zde je stínem zakrytá jen malá část sjízdné oblasti.
5.2 Test úspěšnosti systému napříč sadami
Cílem tohoto testu je ověřit obecnou funkčnost algoritmu na různých typech vstupních dat.
Zároveň je testována i adaptivita navržené metody. Pro incializaci trénovací množíny jsou
tedy v jednotlivých testech použita nejen vstupní data testované sady, ale i vstupní data
zbylých sad. Při inicialiazci klasifikátoru testované sady jinou sadou by měla správné roz-
poznání cesty v obraze zajistit adaptivita algoritmu. Přehled nastavení parametrů metody
je v tabulce 5.1.
27
(a) sada č. 1 (b) sada č. 1 (c) sada č. 2 (d) sada č. 2
Obrázek 5.1: Ukázky z trénovací sady 1 a 2
(a) sada č. 3 (b) sada č. 3 (c) sada č. 4 (d) sada č. 4
Obrázek 5.2: Ukázky z trénovací sady 3 a 4.
Výsledky testu jsou zobrazeny v tabulce 5.2. Řádky tabulky udávají, která sada byla
použita pro inicializaci trénovací množiny. Ve sloupcích se potom nacházejí testovací sady,
na které byl aplikován navržený algoritmus. Většinu testů lze vyhodnotit jako úspěšných.
Míra správného rozpoznání se s výjimkou druhé sady pohybuje kolem 95%, což je pro vi-
zuální navigaci dostatečné. Nižší míra správného rozpoznání bodů cesty u druhé testovací
sady je způsobena především povrchem cesty, který je tvořen dlažebními kostkami. Mezery
mezi těmito kostkami mají stejnou barevnost jako tráva, která je určena jako nesjízdná,
což při extrakci rysů z této oblasti způsobuje určitou míru poruch. To se ve výsledku pro-
jeví nižší mírou rozpoznání.
Dále je testována situace, kdy jsou pro inicializaci trénovací množiny použita zároveň
data, ze všech čtyř testovacích sad. Při reálném použití metod pro rozpoznávání cesty je tré-
novací množina tvořena velkým počtem různých vstupních dat. Proto jsou výsledky tohoto
testu zásadním kritériem pro posouzení funkčnosti metody. Výsledky toho testu jsou zobra-
zeny v tabulce 5.3. V základních případech, které jsou reprezentovány v testovacích sadách
vykazuje metoda vysokou míru úspěšnosti. Ukázky výsledků rozponávání z jednotlivých
Parametr nastavení hodnota
Počet neuronů ve skrytých vrstvách 5, 5
Velikost trénovací množiny 2×300
Velikost oblasti [px] 20
Barevný model HSV
Počet košů barevného histogramu 8
Převodový úhel invariatního obrazu [◦] 15
Tabulka 5.1: Nastavení parametrů algoritmu.
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sada č. 1 sada č. 2 sada č. 3 sada č. 4
sada č. 1 97% 73% 92% 94%
sada č. 2 96% 96% 95% 96%
sada č. 3 97% 86% 94% 97%
sada č. 4 97% 85% 93% 97%
Tabulka 5.2: Ukázka úspěšnosti rozpoznávání.
testů jsou na obrázku 5.3.
Testovací sada č. 1 č. 2 č. 3 č. 4
Úspěšnost 97% 84% 92% 96%
Tabulka 5.3: Výsledky testů, při kterých byly pro inicializaci neuronové sítě použity všechny
sady.
5.3 Experimentování s parametry metody
V následujících testech bude ukázán vliv vybraných parametrů metody na úspěšnost roz-
poznání a dobu adaptace.
5.3.1 Vliv velikosti trénovací množiny
Tyto experimenty zkoumají závislost doby potřebné pro adaptaci na velikosti trénovací
množiny. Jednotlivé experimenty se liší pouze velikostí trénovací množiny. Ta se skládá
ze stejného počtu vzorků ze sjízdných a nesjízdných oblastí. Počet neuronů pro obě skryté
vrstvy je v těchto experimentech stanoven na 5. Výsledky testů ukazuje tabulka 5.4. Pro za-
jištění plynulosti při zpracování videa se standardním početem 24 snímků za vteřinu se
jako optimální velikost trénovací množiny jeví 2× 300.
Počet uchovávaných vzorků 2 × 300 2 × 500 2 × 700 2 × 900 2 × 1200
Adaptační doba [s] 0,0283 0,0372 0,0543 0,0657 0,0761
Tabulka 5.4: Závislost doby adaptace na velikosti trénovací množiny.
5.3.2 Vliv počtu košů barevného histogramu
Cílem těchto experimentů je otestování úspěšnosti rozpoznání v závislosti na počtu košů
barevného histogramu. Celkový počet košů barevného histogramu je roven počtu košů his-
togramu pro jeden kanál násobeného počtem barevných kanálů. Oproti očekáváním i po-
měrně malý počet košů vykazuje vysokou míru úspěšnosti. Dá se tedy říct, že u zvole-
ných testovacích sad by stačilo používat čtyři koše oproti osmi, které jsou obvykle použity




Obrázek 5.3: Ukázky ohodnocení oblastí při testech. Oblasti rozpoznané jako sjízdné jsou
vyznačeny červěně.
Počet košů 3 × 2 3 × 4 3 × 8 3 × 16
Míra úspěšnosti rozpoznávání 93% 97% 97% 97%
Tabulka 5.5: Úspěšnost rozpoznávání v závislosti na počtu košů histogramu.
5.4 Shrnutí
V této kapitole byla otestována metoda navržená v kapitole 3. Z výsledků testů vyplývá, že





Práce se zaměřuje na návrh a implementaci metody pro detekci cesty v obraze. Jsou po-
psány vybrané přístupy k tomuto problému a na jejich základě je navržena vlastní metoda
rozpoznávání. V rámci realizace metody byl vytvořen počítačový program s grafickým uži-
vatelským rozhraním. Při tvorbě tohoto programu byl využit framework Qt4 a knihovna
pro počítačové vidění OpenCV. Specifikace programu a nástrojů použitých při jeho imple-
mentaci je uvedena v kapitole 4.
Navržená metoda pro rozpoznávání cesty v obraze kombinuje dva z přístupů popsaných
v kapitole 2 a doplňuje je některými separátně představenými přístupy, které se ukázaly
jako úspěšné pri řešení dílčích problémů. Metoda pracuje v reálném čase, což byl jeden
ze zásadních požadavků, bez něhož by metoda nemohla být pro vizuální navigaci použita.
S výsledným programem byly provedeny experimenty s cílem ověřit funkčnost metody
a zjistit vhodné nastavení volitelných parametrů programu. Během těchto experimentů byla
ověřena vysoká míra úspěšnosti metody na velké části dostupných videosekvencí.
Metoda se projevuje hůře především v situacích, kdy dochází ke krátkodobým poruchám
obrazové informace vlivem špatného nastavení kamerového systému použitého pro získání
vstupní videosekvence. Jedná se především o vyvažování bílé při náhlých změnách osvitu.
Při špatné reakci kamery na změny osvitu části snímané scény tak dochází k přesvětlení nebo
naopak silnému zatmavení některých oblastí. To způsobuje deformaci obrazové informace,
jejímž výsledkem je špatné rozpoznání sjízdných a nesjízdných oblastí.
Dále metoda dosahuje nižší míry úspěšnosti rozpoznání u videosekvencí, které se vy-
značují blízkostí barevnosti cesty a jejího okolí. Zmíněná omezení ovšem do velké míry
souvisí se samotným principem vizuální navigace, která je založena na analýze obrazové
informace. Poslední omezení metody spočívá v předpokladech, ze kterých vychází návrh
metody. Základním předpokladem je, že u spodní hrany zorného pole kamery se nachází
cesta a ta zároveň nezabírá celé zorné pole kamery (obraz zaznamenaný kamerou tak lze
vždy rozdělit na sjízdnou a nesjízdnou část). Pokud není některý z těchto předpokladů na-
plněn, metoda nepracuje správně.S tím je potřeba počítat především v případě reálného
nasazení.
Navrženou metodu lze v budoucnu dále vylepšovat. Vhodným rozšířením metody by
byla schopnost rozpoznávat tvar cesty tak, aby byla k dispozici informace, zda se před na-
vigovaným robotem nachází rovná cesta, zatáčka, popř. křižovatky. Tyto informace by se
poté daly využít k predikci dalšího vývoje cesty a k vylepšení adaptivity metody.
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Popis obsahu na přiloženém DVD:
• ./text/ - obsahuje pdf a zdrojové soubory LATEXu této zprávy.
• ./programs/ - obsahuje zdrojové kódy programů, jejich binární překlad pro systém
Windows a manuály.
• ./video/ - obsahuje testovací videa.
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