Abstract-Several algorithms were proposed to predict the zero-quantized DCT coefficients and reduce the computational complexity of transform and quantization. It is observed that these prediction algorithms achieve good performance for allzero-quantized DCT blocks. However, the efficiency is much lower for non-all-zero-quantized DCT blocks. This paper proposes an algorithm to improve the prediction efficiency for nonall-zero-quantized DCT blocks. 
an aggressive goal to reduce the encoding complexity by 50% compared to H.264/AVC high profile.
So far, many algorithms have been developed for fast discrete cosine transform calculation (e.g., [3] [4] [5] [6] ). These algorithms can be classified into two categories: direct and indirect algorithms. In 1991, Kou et al. [3] proposed a direct computation method that slightly reduces the number of multiplications and additions. On the other hand, indirect algorithms exploit the relationship between DCT and other transforms to reduce complexity. These algorithms include the calculations of DCT through the Hartley transform [4] , polynomial transform [5] , and paired transform [6] . Currently, many fast algorithms for multi-dimensional DCT computation are also emerging [7] [8] [9] [10] . However, these algorithms still contain redundant computations as they do not take into account zero-quantized DCT (ZQDCT) coefficients.
When reducing redundant computations due to the ZQDCT coefficients, two types of prediction methods are considered: the prediction for the ZQDCT coefficients of intra blocks and the prediction of the residual pixel blocks. Nishida proposed a zero-value prediction for fast DCT calculation in [11] . If consecutive zero elements are produced during the DCT operation, the remaining transform and quantization are skipped. This method can be directly applied to the DCT and quantization. Although it reduces the total computations of DCT by 29% and quantization by 59% when applied to MPEG-2, the video quality is degraded by 1.6 dB on the average. In [12] , we proposed a sufficient condition based prediction method for intra DCT and quantization to speed up the encoding process without video quality degradation. Later on, the complexity was further reduced at the cost of negligible video quality degradation in [13] and [14] .
However, as inter DCT accounts for most of the discrete cosine transforms compared to intra DCT, complexity reduction regarding inter DCT has more significant impacts on improving the real-time performance. In the following, we will describe the state-of-the-art methods and how our proposed method is different from those solutions.
It is believed that motion compensated video frames are mainly composed of edge information of the original frames and could be well modeled by a Laplacian distribution. In [15] , Pao et al. proposed a Laplacian distribution based model for the prediction of ZQDCT coefficients. Based on this model, an adaptive method with multiple thresholds is mathematically developed to reduce the computations of DCT, quantization, inverse quantization and inverse DCT in a video encoder. The 8 × 8 DCT is simplified into three types of computation by comparing against the thresholds: no computation, 4 × 4 low frequency coefficients only and all the 64 DCT coefficients. As a result, the computations are reduced at the expense of 0.1-0.2 dB of video quality degradation in H.263.
Docef et al. [16] proposed a quantized DCT method that embeds the quantization into the DCT operations, where the computational complexity is reduced at the cost of negligible precision loss in computing the DCT. This method is particularly suitable for inter DCT of residual pixels where uniform quantization is applied. Experiments show that computational savings up to 60% of DCT and quantization are obtained for MPEG-2 and H.263. However, it results in 0.3-0.5 dB loss of objective video quality, rendering the visual quality somewhat objectionable.
Kim et al. [17] proposed new rate-quantization models for H.264/AVC to detect all-zero-quantized DCT blocks. In 2005, an improved detection algorithm [18] was proposed to reduce the complexity of H.264/AVC. However, it is only applicable to all-zero-quantized DCT blocks. A Gaussian distribution based model [19] was proposed in 2006 to predict the ZQDCT coefficients for fast video encoding. By using the same implementation method as in [15] comparable results are achieved by the Gaussian based thresholds based on XVID codec. When these prediction methods were applied to H.264/AVC in [20] and [21] , good computational savings were also obtained. In 2007, the Gaussian distribution based model was optimized in [22] to further reduce the redundant computations for inter transform and quantization. A general method for detecting all-zero-quantized DCT blocks prior to DCT and quantization was proposed for H.264/AVC by Xie et al. in [23] . Using this model a number of computations for the all-zero-quantized DCT block are skipped. However, this method is limited to predict all-zero-quantized DCT blocks.
The previous methods can reduce the complexity of inter DCT and quantization, particularly for all-zero-quantized DCT blocks. However, since the DCT is usually implemented in a row and column structure, the efficiency of these algorithms is in practice highly lowered for non-all-zero-quantized DCT blocks. For instance, if the first 4 × 4 residual pixels are predicted as non-ZQDCT coefficients after quantization within an 8 × 8 block, only four 8-point 1-D transforms can be saved according to [15] , [19] , and [22] using the implementation structure in XVID codec, even though the other 48 DCT coefficients have been directly recognized as zeros. Although pruned DCT may reduce the complexity more, it requires multiple transform modules for hardware implementation.
Moreover, another drawback in the Laplacian and Gaussian thresholds exists in the prediction of ZQDCT coefficients for the non-all-zero-quantized DCT blocks. Since the thresholds are symmetric along the diagonal line from the top-left to the bottom-right, the prediction results also have a symmetric property when uniform quantization is applied for transforms in inter frames. For example, if the third DCT coefficient on the first row in a residual block is recognized as a nonzero value, the third coefficients on the first column are also predicted as a non-zero value. However, this is not always the case. Therefore, it is of great importance to develop such methods, which are able to efficiently predict the ZQDCT coefficients in the non-all-zero-quantized DCT blocks for further reduction.
Ji et al. extended the prediction for ZQDCT coefficients from the all zero-quantized DCT blocks to partially zeroquantized DCT blocks in accordance with the butterfly implementation structure in [24] . For non-all-zero-quantized DCT blocks, a fast transform algorithm is developed to determine the all zero-quantized DCT row or column and skip the calculations for those 1-D transforms by pruning the conventional butterfly based algorithms. This approach is developed based on the sufficient conditions at different frequency positions in the 8 × 8 DCT block. That is, each threshold is determined by the theoretical maximum value at a specific frequency position. This approach does not result in variation in terms of video quality. However, it only considers two cases for 1-D transform saving, i.e., the case of two 1-D transforms (columns 0 and 4) simultaneously skipped and the case of five 1-D transforms (columns 0, 4 and rows 0, 4, 2, or 6) simultaneously skipped in an 8 × 8 DCT block. All the other possibilities are just neglected. Therefore, the prediction efficiency is limited.
In this paper, we propose an improved prediction method to reduce the complexity of transform and quantization for non-all-zero-quantized DCT blocks. Different from previous techniques, the proposed algorithm extends the prediction from the pixel domain to the transform domain for 1-D transforms. Prediction is performed on both row and column transforms. At the first stage of row transform, the prediction is performed in the pixel domain. However, at the second stage of column transform, the prediction is performed in the transform domain, i.e., 1-D DCT domain. After the first stage of row transform, most energy is concentrated into a few low frequency coefficients. When the second stage of transform is performed, most computations regarding the columns only containing high frequency 1-D DCT coefficients are skipped. This advantage is particularly obvious at high bitrates. In addition, this algorithm lends itself to the butterfly implementation structure commonly used in video coding. In addition, the experimental results show a comparable video quality to the original codec by the proposed model. In summary, the proposed algorithm improves the prediction efficiency for non-zero-quantized DCT blocks by extending the prediction to transform domain. The prediction is particularly efficient for the second stage of 1-D transforms because of the energy concentration in the first stage of 1-D transforms. The complexity reduction cause by the proposed algorithm is particularly obvious at high bitrate.
The rest of this paper is organized as follows. The Gaussian distribution based prediction for the all-zero-quantized DCT block is briefly reviewed in Section II. In Section III, a new Gaussian distribution based vector for non-all-zero-quantized DCT blocks is developed and implemented in accordance with the row and column transform structure. The experimental results and discussions are presented in Section IV. Finally, Section V concludes this paper.
II. Gaussian Prediction for N × N 2-D DCT
The 2-D DCT of a N × N data block F is defined in matrix form as
where F is the N ×N matrix in DCT domain and the elements of the DCT matrix
Practically, N is selected as a power-of-two. The experiments show that the distribution of the residual pixel f (x, y) can be well modeled by Gaussian distribution with a significant peak at zero. In the following, a brief description of [19] is given with extension to the N × N DCT computations.
SAD is defined as the sum of absolute difference in a N × N residual block as
Since the residual pixel f (x, y) is approximated by a Gaussian distribution with zero mean and the variance σ, we obtain
As the residual pixels have a zero mean value, the variance of the (u, v)th DCT coefficient can be expressed as
where A is the matrix in (1) and [·] u,u is the (u, u)th component of a matrix. The matrix R is defined as [25] 
and in this paper, the parameter ρ is selected according to [15] , [19] , and [22] as ρ = 0.6. From (2), (3), and (4), a criterion for the ZQDCT coefficient with high probability [19] is derived with the parameter γ as
where α represents the mapping relationship between the quantization parameter Q p and the quantization step and
Based on the above analysis, the Gaussian distribution based model with multiple thresholds is developed to reduce the inter DCT and quantization computations. For N = 8, the Gaussian distribution based thresholds β G can be found in Table I in [19] .
However, efficient prediction of individual ZQDCT coefficients does not necessarily result in good computational Table I ], the prediction results regarding the non-ZQDCT coefficients also have a symmetric property as shown in Fig. 2 , which is not always the case.
III. Proposed Prediction for N-Point 1-D DCT Preliminary work on the quantized DCT is presented in [16] . The main idea is to pre-compute and store a set of coefficients for each quantizer used in the encoder. For the case of uniform quantization, one QDCT routine is designed for each possible value of the quantization step. This effectively replaces the need for computing power by a small additional memory.
From (1), and (4) in [19] , the QDCT coefficient F q (u, v) of the residual pixel f (x, y) could be directly expressed as
where
Therefore, the QDCT coefficient F q (u, v) will be rounded to zero if the following condition holds:
Compared to the conventional separate transform and quantization, intermediate transaction for 1-D DCT coefficients may result in PSNR loss at the decoding side, particularly for integer computations. In [16] , experiments on MPEG-2 and H.263 show that the QDCT algorithm has a little lower PSNR performance, but the degradation is negligible in practice. In this paper, the QDCT algorithm is only employed to justify the following proposed Gaussian prediction for the residual block recognized as non-all-zero-quantized DCT block and not initialized for the real implementation of the transform and quantization.
A. Proposed Prediction on the Row Transform
In accordance with the implementation structure of DCT in video coding, we propose a new prediction method on each row and column transformation for the residual pixel block identified as non-all-zero-quantized DCT block. In this paper, the DCT is supposed to be implemented in the row and column order.
Without the residual pixels in the all-zero-quantized DCT blocks, experimental results on several QCIF, CIF, and 4CIF sequences show that the remaining residual pixels in the non-all-zero-quantized DCT blocks still fit well the Gaussian distribution. Fig. 3 . shows the distribution of these residual pixels and the ideal Gaussian distribution with zero mean. To facilitate the comparison between the ideal Gaussian distribution and the distribution of residual pixels, the amplitudes of all the curves are normalized to 1.
Similar to the Gaussian distribution based model in Section II, a new Gaussian prediction method could be developed in the same way for the 2-D QDCT of the residual pixel blocks. From (4) and (8), the variance of the (u, v)th quantized DCT coefficient
With the same definition of SAD in (2), the DCT coefficient F (u, v) will be truncated to zero with a high probability if
The Gaussian distribution based matrix β q G can be further decomposed as follows: where β q is a vector and with (8) the uth element of β q is defined as
As the discrete cosine transform is also an orthogonal transform, 2-D transform can be implemented with separate row and column transforms, thus the prediction for the ZQDCT coefficients can be performed on each row and each column transform by comparing the sum of absolute difference SAD r (y) and the thresholds for each row. If SAD r (y) is defined as
where y refers the yth row in a N × N block. Therefore, similar to the Gaussian prediction for 2-D DCT, the 1-D DCT coefficient F (u, y) will be regarded as zero if the following condition holds:
where u indicates the uth element in the prediction vector β for each row transform. Based on the above analysis, a new prediction vector based on the Gaussian distribution is developed to detect the ZQDCT coefficients on the row transform. For example, if SAD r (y) < β(0) αQ p , all the DCT coefficients regarding this row transform will be predicted as zeros, thus all the computations can be omitted. Otherwise, we compute the transform based on the original transform structure.
As stated in [16] , additional quality distortion is introduced due to the immediate transaction by embedding the quantization into the 1-D DCT. On the other hand, a stricter threshold can prevent the decrease of quality distortion. Therefore, a higher value of γ in (12) is selected here for the prediction of 1-D DCT coefficients and presenting a compromise between the prediction efficiency and the introduced distortion. For N = 8, γ = 5, the thresholds are shown in Table I .
B. Proposed Prediction on the Column Transform
Before applying the new prediction vector based on the Gaussian distribution to the column transform, experiments on various sizes of sequences are carried out to further show that the distribution of the 1-D DCT coefficients after the row transform still follows a Gaussian distribution with zero mean similarly to Fig. 3, shown as Fig. 4 .
Since the 1-D DCT coefficients in non-all-zero-quantized row are not really quantized, the same quantization should be applied to the 2-D DCT coefficients after the column transform. Therefore, a new criterion can be directly calculated based on the same strategy as the prediction for the row transform as
and u refers the uth column in a N × N block and v indicates the vth element in the prediction vector β for each column transform. Compared to the thresholds in the row transform stage, the difference in the following column transform is the quantization parameter Q p . As no quantization is actually introduced during the first transform stage, the 2-D DCT coefficients should be fully quantized. Therefore, the thresholds are calculated based on the parameter αQ p .
It is worth pointing out that the row and column transforms are actually equivalent in the proposed model. The difference is the comparison thresholds. According to [16] , squared uniform quantization, i.e., αQ p in (8), could be embedded into 1-D transforms for inter frames. In the proposed model, the thresholds for the first stage of 1-D transforms are computed from the squared quantization, but the 1-D DCT coefficients are not really quantized if the 1-D transform is not predicted as all-zero-quantized-row. The purpose is to limit the possible precision loss only to the predicted ZQDCT coefficients in the all-zero-quantized-row and has no effect on the other 1-D DCT coefficients Therefore, for the second stage of 1-D transforms, the thresholds should be computed from the original quantization, i.e., αQ p , and the 2-D DCT coefficients should be quantized with αQ p .
C. Optimization of the Proposed Algorithm
The range of DCT coefficients has been analytically studied in previous work [12] , [13] , and [22] . Comprehensive analysis on H.264/AVC can be found in [20] and [21] . For a N × N block, the 2-D DCT coefficients F (u, v) will be zero if
From (18), the DCT coefficients can be bounded depending on the frequency position that affects the maximum values of the two cosine functions. As a result, the sufficient condition based thresholds β s (u, v) that determine whether the quantized DCT coefficients to be zero-valued are derived. It is worth pointing out that as the thresholds are mathematically derived from the ideal maximum value of the DCT coefficients, i.e., based on the sufficient condition, it does not lead to any quality degradation compared to the traditional transform method.
According to the analysis of DCT coefficients, we find out that the Gaussian distribution based thresholds β G can be further improved by combining the sufficient condition based thresholds β S . The new thresholds β 2D are determined by selecting the larger one between β G (u, v) and β S (u, v) as
Take N = 8 for example, the first threshold for DC term, i.e., 5.54 in Table I in [19] , is replaced with the threshold of 8.00. v = 0, 1, . . . , N − 1 For 1-D DCT on the row direction, the coefficient F (u, y) on each row will be predicted as zero if
where Q is the quantization used to truncate the DCT coefficients. In this paper, Q is defined as αQ p for the row transforms and αQ p for the column transforms. Again, take N = 8 for example, the new hybrid thresholds β 1D by combining the Gaussian distribution based vector and the sufficient condition based prediction are computed and shown in Table II . The definition of β 1D is as β 2D in (19) .
D. Summary of the Proposed Method
Given the above analysis, we propose a model to predict the ZQDCT coefficients for inter DCT and quantization by combining the Gaussian distribution based prediction and the sufficient condition based prediction. It is worth pointing out that since the calculations of SAD and SAD r (y) are linear, the overhead computations regarding SAD and SAD r (y) can be performed during motion estimation and motion compensation as done in [15] , [19] , and [22] . In this case, only additional comparisons are introduced. However, calculations of SAD c (u) require more additions for residual blocks identified as non-all-zero-quantized DCT blocks in the proposed algorithm. On other hand, the quantization Q p is a constant value during the encoding process, thus the thresholds and the new transform matrix A q are pre-computed prior to the DCT and quantization and stored for comparisons. In other words, we compute the thresholds and the new transform matrix only once in the whole encoding process. The main steps of the proposed method are summarized as follows.
1) The sums of absolute difference, SAD of the residual pixel block and SAD r (y) of the residual pixels in the row direction are first calculated. Then SAD is compared with the smallest threshold of β 2D (u, v) where u, v = 0, 1, . . . , N − 1. If SAD < min(β 2D (u, v))αQ p , the block is recognized as all-zero-quantized DCT block and the calculations for the DCT and quantization are skipped.
2) Otherwise, the residual block is predicted as a non-allzero-quantized DCT block. Therefore, the row transform is carried out first and SAD r (y) is compared with the smallest threshold of β 1D (u, v) . If SAD r (y) < min(β 1D (u, v)) αQ p , it is predicted as an all-zeroquantized DCT row. Therefore, the coefficients are directly set to zeros without further computations. Otherwise, do the row transform based on the default structure in the codec. Table III where the value Q p is the quantization parameter and the parameter a denotes the mapping relationship between Q p and the quantization value. The hybrid model only considers three types of DCT and quantization, which can be skipped: the 2-D DCT and the 1-D DCT on the row and column directions.
IV. Experimental Results and Discussion

A. Experimental Results on XVID Codec
In order to evaluate the performance of the proposed model, a series of experiments were carried out, using C-code, based on XVID codec [26] against competing methods. Since XVID codec is designed for MPEG-4 Visual and H.263 where the 8 × 8 DCT is employed, we take N = 8 throughout the experiments. Four 4CIF sequences (City, Crew, Harbor, and Soccer) with a frame rate of 30 are used to report the results and 200 frames are used in the experiments for each sequence. The codec was compiled with Microsoft Visual Studio 2008.
1) Comparisons of Video Quality: First, the PSNR and bit rates are compared among the test modes with the original codec as shown in Table IV . Based on the experiments, all the methods result in video quality degradation, but meanwhile lower bit rates. Therefore, it is hard to conclude according to the results in Table IV. In addition, the rate-distortion (R-D) performance is studied in the experiments, thus new conclusions are drawn. shows the comparisons between the test models and the original codec. Particularly, since [24] does not result in any prediction error, it has exactly the same video quality as the original codec. According to the results, all the other models also achieve comparable R-D performance to the original codec. In addition, based on the results in the magnified local areas it is hard to tell which model performs best in terms of video quality and each model is not necessarily better or worse than the others, which is different from the conclusion in many references stated as "negligible video quality degradation." 2) Complexity Reduction on Arithmetic Numbers: The default 2-D DCT in the XVID codec requires 12 multiplications and 32 additions for each 1-D transform [26] . All the overheads in the test models are taken into account for measurement. Since the calculations of sum of absolute values as SAD and SAD r (y) are linear, they can be pre-computed during motion estimation. Therefore, only one comparison is introduced if the residual block is identified as an all-zeroquantized DCT block in the four test models.
However, if the block is predicted as a non-all-zeroquantized DCT block, 56 additions and 16 comparisons more are introduced by the proposed model for calculations of SAD c (y) and prediction of the 1-D transforms. In [22] , the number of overheads is 2 for non-all-zero-quantized DCT block. In [15] and [19] , the numbers of comparisons are 2 for the DC term only and 3 for the others. In [24] , the required overhead operations can be referenced in [24, Table III ]. The complexity reduction is defined as
where OP rdct+q denotes the required operation number of DCT and quantization in the test models, OP dct+q is the total operation number of DCT and quantization in the original codec, and OP overhead is the introduced overhead operations in the test models. The resulting statistics are shown in Fig. 6 .
According to the results, the proposed method could save about 19.8%-91.3% of the transform and quantization computations and significantly outperforms the others at high bit rates in terms of operation number. In addition, it is observed that the numbers of overhead comparisons in the references are very small, ranging between 0.18% and 0.42%. On other hand, the proposed model requires more additional operations for calculation of non-all-zero-quantized DCT blocks than allzero-quantized DCT blocks. At high bit rates, many blocks are predicted as non-all-zero-quantized DCT blocks and, therefore, lots of overhead operations are introduced. However, with increasing quantization more blocks are predicted as allzero-quantized DCT blocks, thus the proposed model requires less overheads and the proportion in the overall complexity becomes smaller as shown in Fig. 6 .
In addition, complexity reduction regarding executive time of the entire encoding process is compared among the test models against the reference XVID codec as shown in Table IV . The reduction is defined as
where ENC ref defines the encoding time required for the reference software and the ENC test is the encoding time for the test models. According to the results, the proposed model achieves the best performance compared to other prediction methods. For example, the proposed method reduced 1.49% of the entire encoding time more than [22] , the best one among the [15] , [19] , [22] , [24] and the reference codec.
B. Experiments on H.264/AVC Codec
In addition, the reference software JM16.2 [27] is used to carry out experiments against the competing methods [18] , [20] , and [21] with the baseline profile. The transform in H.264/AVC operates on 4 × 4 blocks of residual data and is an approximation of DCT in order to avoid multiplications. That is, the "core" DCT transform is decomposed into a new Each bar is composed of two parts: the "WHITE" area means the overhead operations and the upper part only considers the DCT and quantization. Pruned DCT is used for [15] , [19] , and [22] . "core" H.264 transform and a matrix of scaling factors, i.e., part of the DCT transform. However, since the scaling matrix is integrated into the following quantizer, the thresholds in the proposed method which are calculated from the "core" DCT transform matrix and the quantization are still justified. For N = 4, the thresholds min(β 2D (u, v)) and min(β 1D (u, v)), 0 ≤ u, v < 4, are 3.1397 and 1.8142, respectively.
The same experiments and evaluations are performed as on XVID codec. Fig. 7 shows the quality comparisons among the proposed approach and the references. Since [18] and [20] are proposed with the sufficient condition based thresholds, no degradation was observed in the experiments. According to the reported results, both the proposed approach and [21] generate noise-like variations in terms of objective video quality at the decoder, but the overall video qualities are still comparable to the reference codec. Fig. 8 shows the reduction of operation number including additions, shifts, comparisons, and multiplications. Similar to the analysis on XVID codec, the proposed method requires one additional comparison for each all-zero-quantized DCT block and 21 operations (9 comparisons and 12 additions) for each non-all-zero-quantized DCT block. In addition, [18] and [20] required 5 and 23 overhead operations for each residual block, respectively. For [21] , the number of overheads is between 23 and 26 depending on the types of different prediction. More details can be found in [21, Table IV] .
The experiments show that the proposed method results in an average savings of 46.6% as shown in Fig. 8 and performs better than the references at both high bit rates and low bit rates. This is mainly due to additional overheads introduced by [20] and [21] . Although [20] and [21] tend to reduce more computations on transform and quantization than [18] at high bit rates, the overall complexity is even higher because of the additional overhead operations. Experimental results also show that [20] and [21] even require more computations than the original codec at very high bit rates, e.g., Q p = 10.
Besides, tentative experiments were carried out on the HEVC HM2.0 codec. By applying the proposed scheme to HEVC, thresholds for different size of transform unit (TU) were developed. Experimental results show that most of the computational savings were achieved from large size TUs, i.e., 16 × 16 and 32 × 32. The reason is that large size TU is usually used in the areas containing small residuals such as the homogenous areas or areas with low motion activities. Thus, the large TUs are more likely predicted as all-zero-quantized DCT blocks or partially all-zero-quantized DCT blocks than small TUs.
V. Conclusion
An improved Gaussian based prediction is proposed to reduce the complexity of inter DCT and quantization. The proposed model extends the prediction from pixel domain to transform domain. Because most energy is concentrated into a few low frequency 1-D DCT coefficients after the first stage of 1-D transforms, most computations on the second stage of transforms are skipped. Experiments show that this proposed algorithm could more efficiently reduce the complexity for non-all-zero-quantized DCT blocks than competing techniques. This advantage is particularly obvious at high bit rates. In addition, the proposed algorithm is designed in accordance with the butterfly structure. Therefore, it is more implementation friendly for hardware. Experiments show that the proposed model reduces the computations for transform and quantization by 51.2% on average by summarizing the results on MPEG-4 and H.264. Although the proposed method results in an average of 0.12 dB degradation, the overall video quality is comparable to the reference codec because of the 6.6% bit rate decrease on average. The proposed method is particularly valuable in improving efficiency for low-power processors.
