This paper presents a frequency-limited adaptive controller design for an aeroelastic generic transport model. Specifically, the proposed framework consists of a new reference system and an adaptive controller. The proposed reference system captures a desired closed-loop dynamical system behavior modified by a mismatch term representing the highfrequency content between the uncertain dynamical system and this reference system, i.e., the system error. It is shown that this mismatch term allows limiting the frequency content of the system error dynamics, which is used to drive the adaptive controller. This key feature of our framework yields fast adaptation without incurring high-frequency oscillations in the transient performance. Numerical examples are provided to demonstrate the efficacy of the proposed design for the aeroelastic generic transport model in the presence of degradation in the control effectiveness.
I. Introduction
Model reference adaptive control schemes have three major components, namely, a reference system (model), an update law, and a controller (see Figure 1a) . The reference system, in the classical sense, captures a desired closed-loop dynamical system behavior for which its output (resp., state) is compared with the output (resp., state) of the uncertain dynamical system. This comparison results in a system error signal used to drive the update law online. Then, the controller adapts feedback gains to minimize this error signal using the information received from the update law.
From a practical standpoint, the output (resp., state) of the uncertain dynamical system can be far different from the output (resp., state) of the reference system during transient time (learning phase), although a model reference adaptive control scheme can guarantee that the distance between the uncertain dynamical system and the reference system vanishes asymptotically. This problem, so-called poor transient performance phenomenon, can be solved by increasing the learning rate of the update law, and hence, fast adaptation can be achieved in order to suppress uncertainties rapidly during transient time. However, update laws with high learning rates may yield to signals with high-frequency content, which can violate actuator Figure 1 . Block diagrams of the model reference adaptive control scheme (a) and the frequency-limited adaptive control scheme (b). For the latter scheme, note that the reference system is driven not only by the command but also by the difference between the system error and its (low-pass) filtered form representing the high-frequency content of the system error.
rate saturation constraints 1 and/or excite unmodeled system dynamics 2 resulting in system instability for practical applications.
To achieve fast adaptation without incurring high-frequency oscillations in the transient performance, Specifically, a state predictor is a modified reference system, where the modification is constructed by using a modification gain multiplied by the system error, which is between the uncertain dynamical system and the modified reference system. In the limit as this modification gain goes to infinity, it is shown that the system error goes to zero in transient time. This approach can be used to effectively suppress uncertainties, however, for example, in the presence of exogenous low-frequency persistent disturbances, the transient performance of this approach may not be sufficient. Because, this disturbance may not be visible to the update law, since the system error is (sufficiently) small due to a (sufficiently) large modification gain.
In this paper, we use the frequency-limited adaptive control architecture of Ref. 7 for an aeroelastic generic transport model developed in Ref. 8 . Specifically, the proposed framework consists of a new reference system and an adaptive controller. The proposed reference system captures a desired closed-loop dynamical system behavior modified by a mismatch term representing the high-frequency content between the uncertain dynamical system and this reference system, i.e., the system error (see Figure 1b) . It is shown that this mismatch term allows limiting the frequency content of the system error dynamics, which is used to drive the adaptive controller. Similar in spirit to Ref. 1, the purpose of our methodology is to prevent the update law from attempting to learn through the high-frequency content of the system error, that is, the update law only learns through the low-frequency content of the system error, which constitutes a distinction over the state predictor approach of Ref. 5 . This key feature of our framework yields fast adaptation without incurring high-frequency oscillations in the transient performance. Numerical examples are provided to demonstrate the efficacy of the proposed design for the aeroelastic generic transport model (AGTM) in the presence of degradation in the control effectiveness.
The organization of the paper is as follows. In Section II, we present a brief review of the model reference adaptive control approach. Section III presents the salient features of the frequency-limited adaptive control architecture. We elucidate this architecture on an illustrative example and then apply to the AGTM in Section IV. Finally, we draw conclusions in Section V. For the notation used throughout this paper, we refer to Refs. 7 and 9.
II. Brief Review on Model Reference Adaptive Control
Consider the nonlinear uncertain dynamical system given bẏ
where
uncertainty, A p ∈ R np×np is a known system matrix, B p ∈ R np×m is a known control input matrix, and
is an unknown control effectiveness matrix. Furthermore, we assume that the pair (A p , B p ) is controllable and the uncertainty is parameterized as
where W p ∈ R s×m is an unknown weight matrix and σ p : R np → R s is a known basis function of the form
Remark 1.
For the case where the basis function σ p x p is unknown, the parameterization in (2) can be relaxed by considering
where W p ∈ R s×m and V p ∈ R np×s are unknown weight matrices, σ To address command following, let c(t) ∈ R nc be a given bounded piecewise continuous command and x c (t) ∈ R nc be the integrator state satisfyinġ
where E p ∈ R nc×np allows to choose a subset of x p (t) to be followed by c(t). Now, (1) can be augmented with (4) asẋ
Next, consider the feedback control law given by
where u n (t) ∈ R m and u a (t) ∈ R m are the nominal and adaptive control laws, respectively. Furthermore, let the nominal control law be
such that A r A − BK is Hurwitz. Using (7) and (8) in (5) yieldṡ
s+n is a known (aggregated) basis function. Considering (9), let the adaptive control law be
whereŴ (t) ∈ R (s+n)×m be the estimate of W satisfying the update laẇ
where γ ∈ R + is the learning rate, e(t) x(t) − x r (t) is the system error with x r (t) ∈ R n being the reference state vector satisfying the reference systeṁ
and P ∈ R n×n + ∩ S n×n is a solution of the Lyapunov equation
Now, the system error dynamics is given by using (9), (10), and (12) aṡ
whereW (t) Ŵ (t) − W ∈ R (s+n)×m is the weight error and e 0 x 0 − x r0 . The update law given by (11) can be derived by using Lyapunov analysis by considering the Lyapunov function candidate
Note that V 0, 0 = 0, V e,W > 0 for all (e,W ) = (0, 0), and V e,W is radially unbounded. Now, differentiating (15) and then using (11) and (14) yieldsV e(t),W (t) = −e T (t)Re(t) ≤ 0, which guarantees that the system error e(t) and the weight errorW (t) are Lyapunov stable, and hence, are bounded for all t ∈ R + . Since σ x(t) is bounded for all t ∈ R + , it follows from (14) thatė(t) is bounded, and hence, V e(t),W (t) is bounded for all t ∈ R + . Now, it follows from Barbalat's lemma that lim t→∞V e(t),W (t) = 0, which consequently shows that lim t→∞ e(t) = 0.
Remark 3. Although lim t→∞ e(t) = 0, the state vector x(t) can be far different from x r (t) during transient time (learning phase), unless a high learning rate γ is used in the update law (11) 9 .
III. Frequency-Limited Adaptive Control Architecture
The frequency-limited adaptive control architecture filters out possible high-frequency oscillations contained in the error signal e(t) via introducing a mismatch term to the reference system given by (12) .
Mathematically speaking, let e L (t) ∈ R n be a low-pass filtered system error of e(t) given bẏ
where η ∈ R + is a filter gain. Note that since e L (t) is a low-pass filtered system error of e(t), the filter gain η is chosen such that η ≤ η * , where η * ∈ R + is a design parameter. Furthermore, consider the cost function given by
which involves an error criterion capturing the distance between e(t) and e L (t). The aforementioned mismatch term can be constructed by taking the negative gradient of (17) with respect to e as
Now, we need to add (18) to the system error dynamics given by (14) . For this purpose, we modify the reference system (12) asẋ
where κ ∈ R + , and hence, the system error dynamics is given by using (9), (10) , and (19) aṡ
Note for the rest of this paper that the update law (11) is driven by the system error e(t) = x(t) − x r (t), where x r (t) is obtained from (19) (not (12)).
Remark 4. The reference system (19) captures a desired closed-loop dynamical system behavior modified by a mismatch term κ e(t)−e L (t) representing the high-frequency content between the uncertain dynamical system and this reference system. Although this implies a modification of the ideal (unmodified) reference system (12) during transient time, this mismatch term allows to limit the frequency content of the system error dynamics (20), which is used to drive the adaptive controller. Specifically, by resorting to singular perturbation theory, it is shown in Ref.
7 that the high-frequency content of the system error e H (t) = e(t) − e L (t) satisfies
for a sufficiently high κ, where e H 0 e(0) − e L (0) = e 0 . That is, the transient high-frequency content of the system error e H (t) is globally exponentially stable for a sufficiently high κ, and hence, it vanishes in a fast manner. Therefore, this methodology prevents the update law from attempting to learn through the high-frequency content of the system error.
Remark 5.
As it is noted, the filter gain η needs to be chosen such that η ≤ η * , where η * needs to be small enough to cut off the high-frequency content of e(t). To see the negative effect of high filter gain, let η be sufficiently large. Then, e(t) − e L (t) ≈ 0 as a consequence of (16), and hence, we approximately recover the ideal (unmodified) reference system given by (12) . In this case, the proposed approach converges to a standard model reference adaptive control scheme, which has practical limitations in the presence of high learning rate γ as discussed in Refs. 7 and 9. Furthermore, as a special case of η = 0, the proposed approach converges to the state predictor approach documented in Ref. 5 , since e L (t) ≡ 0 for all t ∈ R + as a consequence of (16). Once again, as discussed earlier, this selection for the filter gain η may result in poor transient performance in the presence of exogenous low-frequency persistent disturbances. Therefore, from a practical point of view, this imposes another constraint in the selection of filter gain such that it also needs to satisfy η * ≤ η, where η * ∈ R + needs to be large enough in order to suppress the effects of exogenous low-frequency persistent disturbances.
In order to establish transient and steady-state performance properties of the proposed frequency-limited adaptive control architecture, consider e(t) = x(t) − x r (t) with x r (t) satisfying (19) andW (t) =Ŵ (t) − W .
Furthermore, to prevent any abuse of notation, let us redefine the ideal (unmodified) reference system aṡ
where x ri (t) ∈ R n being the ideal reference state vector. In addition, letx(t) x r (t) − x ri (t) be the deviation error from the reference system with x r (t), once again, satisfying (19). Then, the system error, weight update error, low-pass filtered system error, and the deviation error dynamics are, respectively, given by (20), (16),
whereW 0 Ŵ 0 − W . By resorting to the Lyapunov function
where V e,W is given by (15), V * (0, 0, 0, 0) = 0, V * e,W , e L ,x > 0 for all e,W , e L ,x = (0, 0, 0, 0), and (24) is Lyapunov stable for all e 0 ,W 0 , 0, 0 ∈ R n × R (s+n)×m × R n × R n and t ∈ R + , and lim t→∞ x(t) − x ri (t) = 0.
Furthermore, for t ∈ R + ,
where ξ ∈ (0, 1) and
, that is, we highlight not only stability but also transient and steady-state performance guarantees of the nonlinear uncertain dynamical system subject to the proposed frequency-limited adaptive control architecture.
Remark 6. Even though the proposed architecture is predicated on a modified reference system given by (19), the analysis contained in the above paragraph shows that lim t→∞ x(t) − x ri (t) = 0, that is the (augmented) state vector x(t) of (5) asymptotically converges to the ideal reference state vector x ri (t) of (22).
Furthermore, during transient time (learning phase), the worst-case transient performance bound between x(t) and x ri (t) is given by (27). To further elucidate this performance bound, we let x r0 = x 0 in (19), and hence, e(0) = 0 in (20). Now, denoting V1 W 0 Λ 1 2 F / λ min (P ) and V2
min (R)λ min (P ), it follows from (27) that
for all t ∈ R + . The performance bound in (28) implies that the distance between x(t) and x ri (t) can be made arbitrarily small in transient time by resorting to a high learning rate γ. However, as noted in Remark 4, by increasing κ, we make the distance between e(t) and e L (t) sufficiently small in transient time, and hence, a high learning rate γ subject to a high κ does not yield to signals with high-frequency oscillations.
Finally, it should be also noted from (28) that keeping γ constant but increasing κ may result in a larger distance between x(t) and x ri (t), and therefore, both should be increased simultaneously in order to keep this distance consistent during transient time.
Remark 7.
In the presence of time-varying uncertainties, one can relax the uncertainty parametrization given by (2) as
where W p (t) ∈ R s×m is an unknown time-varying weight matrix subject to W p (t) F ≤ w p,max , w p,max ∈ R + , and Ẇ p (t) F ≤ẇ p.max ,ẇ p,max ∈ R + . Note that if we let the first entry of the basis function σ p x p to be the bias term, then this parameterization also captures the effect of exogenous time-varying disturbances.
In this case, for example, by resorting to a projection operator-based update law
with γ ∈ R + being the learning rate, it can be proven than the solution e(t),W (t), e L (t),x(t) is uniformly bounded for all e 0 ,W 0 , 0, 0 ∈ R n × R (s+n)×m × R n × R n and t ∈ R + using the mathematical tools described in Ref. 7 .
IV. Aeroelastic Generic Transport Model Example
In this section, we first compare the frequency-limited adaptive control architecture with standard and state predictor-based adaptive controllers on an example adopted from Ref. Figure  2 depicting the Bode plot of G(s) to highlight the effects of γ, κ, and η in the design. We tune these parameters to obtain a large loop gain at low frequencies (from 0 rad/s to 5/2π rad/s) and a small loop gain at high frequencies.
13 Moreover, our aim is to approximately have a time-delay margin of 0.25 seconds.
From the aforementioned figure, one can see that the cases (γ, κ, η) = (100, 5, 0), (γ, κ, η) = (100, 50, 10), and (γ, κ, η) = (1000, 50, 0) achieves approximately the same rejection of low-frequency disturbances. However, it should be noted that the case (γ, κ, η) = (1000, 50, 0) amplifies measurement noise excessively in comparison to the cases (γ, κ, η) = (100, 5, 0) and (γ, κ, η) = (100, 50, 10). In addition, it should be also noted that the case (γ, κ, η) = (100, 5, 0) has the poorest time-delay margin of 0.1 seconds, whereas the cases (γ, κ, η) = (100, 50, 10) and (γ, κ, η) = (1000, 50, 0) have time-delay margins of 0.25 and 0.14 seconds, respectively.
Therefore, one can conclude that the case (γ, κ, η) = (100, 50, 10) achieves good rejection of low-frequency disturbances like the other two cases, has the maximum time-delay margin, and does not inject measurement noise as compared to the case (γ, κ, η) = (1000, 50, 0). This shows the significance of having additional design parameters η and κ in the control design process. Moreover, the effect of increasing κ alone can be depicted from the cases (γ, κ, η) = (100, 5, 0) and (γ, κ, η) = (100, 50, 0). Specifically, it deteriorates the rejection properties of low-frequency disturbances. That is the reason why we increased the adaptation gain γ in the case (γ, κ, η) = (1000, 50, 0) for achieving the same level of low-frequency disturbance rejection characteristics, however, as noted, this amplifies the measurement noise excessively and has less time-delay margin as compared to the case (γ, κ, η) = (100, 50, 10). Finally, the effect of increasing η to a moderate value can be seen from the cases (γ, κ, η) = (100, 50, 0), (γ, κ, η) = (100, 50, 1), and (γ, κ, η) = (100, 50, 10).
That is, we can recover the desired low-frequency disturbance rejection characteristics without increasing γ, and hence, without amplifying the measurement noise.
B. AGTM Example
Aeroelasticity theory is used to develop a flexible generic transport model in Ref. 
B p = 6.50 × 10 −2 3.52 0 0 0 0
with the state vector and control input being defined as, respectively,
where α(t) denotes the angle of attack, q(t) denotes the pitch angular rate, w(t) denotes the bending modal amplitude, θ(t) denotes the torsional modal amplitude, and δ e (t) denotes the elevator deflection.
The spectrum of the rigid aircraft's short period mode, obtained from the 2×2 upper left matrix A 
This shows that the linearized model under nominal conditions is unstable due to coupling effects and the low damping of the torsion mode.
We consider pitch angular rate command following problem, and therefore, we set E p = 0 1 0 0 0 0 , in (4). In addition, linear quadratic regulator theory was used to design the nominal controller. Specifically, the controller gain matrix K in (8) is obtained using
to penalize x(t) and u(t), respectively. The resulting controller gain matrix is given by control response in the presence of this adverse condition is given in Figure 4 , which is not satisfactory in terms of command following.
For the adaptive control design in this case, we set R = 0.0001I 7 to calculate P from (13) and choose a basis function of the form σ x(t) = 1, x(t) to be used in (10) and (30). Figures 5-7 present the results for three adaptive control methodologies. Figure 5 shows the closed-loop system performance of the standard model reference adaptive control approach (γ = 5, κ = 0, η = 0). Even though we achieve a better command following performance compared to the nominal control performance in Figure 4 , there is high-frequency oscillations both in the pitch angular rate response and the elevator deflection response.
Next, we show the closed-loop system performance of the frequency-limited adaptive control architecture in Figure 6 (γ = 10, κ = 60, η = 10). In particular, we achieve a satisfactory command following performance compared to both the nominal control performance in Figure 4 and the standard model reference adaptive control performance in Figure 5 . This is expected from the proposed theory, and hence, the elevator deflection response of this architecture does not contain high-frequency oscillations.
Finally, in order to compare our architecture with the state predictor-based adaptive control approach, we set η = 0 in Figure 7 . In this case, however, the transient performance is not as good as the transient performance in Figure 6 due to the presence of exogenous low-frequency persistent disturbance. In order to improve the transients of this approach, one can increase learning rate γ as noted in Ref. 
V. Conclusion
In this paper, a new frequency-limited adaptive control architecture is designed for an aeroelastic generic transport model and then compared with standard and state predictor-based adaptive controllers. Simulation results for an adverse condition case depicting degradation in the control effectiveness not only verify the theoretical predictions of Ref. 7 but also confirm that this is a promising approach particularly for safety-critical applications in which fast and robust adaptation is required.
